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Introduction
The Beginning of Infinity (BoI) is a 2011 book by David
Deutsch covering topics like philosophy, physics and comput-
ers. The BoI email discussion group enabled further study
and debate of the ideas. This book compiles all the
discussions.
Discussion of these ideas is ongoing today and has been
merged into the Fallible Ideas discussion group.
Searching this book for text may not work properly in some
software (such as Preview on macOS). Searching should
function correctly in Adobe Acrobat. Alternatively, you can
search the plain text version of this book.
-Justin Mallone, editor
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] Favorite Chapter
Date: April 2, 2011 at 11:18 AM

My favorite chapter is the Socrates dialog. What's yours?

I like it because of the connections between epistemology and morality.

I also like the dialog format in general but I don't know why. Does anyone know 
what's good about it?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fallibilism's Central Role
Date: April 2, 2011 at 5:41 PM

Fallibilism is central to three major fields. That makes it an important unifying 
theory.

- Morality: fallibility offers us the moral imperative not to destroy the means of 
correcting mistakes

- Politics: fallibility offers us the argument against initiating force. Because in any 
disagreement or conflict we may be mistaken -- we can't assume it's the other 
guy -- we must proceed in a truth seeking manner.

- Epistemology: fallibility thwarts attempts to set up justification and authority, 
offers us error correction as our main criterion of rationality, and informs our 
attitude to debate, conflict and knowledge.

In what other ways is fallibilism important?

What other ideas are this important?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Duhem-Quine Problem
Date: April 3, 2011 at 2:48 PM

According to

http://plato.stanford.edu/entries/duhem/#AgaNewMetDuhThe

The Duhem thesis surfaced fully in Anglo-American philosophy in the 1950s 
through the work of W. V. O. Quine.

However Popper discussed the Duhem-Quine problem -- and answered it -- in 
_The Logic of Scientific Discovery_ in 1934. So why does Quine a bunch of 
credit, and Popper none? Later Deutsch gave an improved answer to it _The 
Fabric of Reality_.

The Duhem-Quine problem says that when two things contradict that doesn't tell 
us which is correct (or maybe it only says certain special cases of that). And in 
particular when a theory is contradicted by evidence, it could be the evidence 
which is mistaken. It goes on to point out that you can invent ad hoc theories to 
change the interpretation of some evidence.

This is pretty trivial to a Popperian. It's amazing what gets attention in philosophy. 
And how pre-existing statements on the same topic may not get attention.

Deutsch's answer, from FoR, is that introducing ad hoc claims to rescue theories 
spoils explanations and this can be pointed out without doing any further 
empirical testing. Theories need to have good explanations. In the rare case 
where an exception doesn't spoil the explanation then we have a new theory 
worth considering -- which is good -- but the rest of the time we can quickly reject 
the bad explanations that the ad hoc rescuing methodology creates.

-- Elliot Temple
http://fallibleideas.com/

http://plato.stanford.edu/entries/duhem/#AgaNewMetDuhThe
http://fallibleideas.com/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Favorite Chapter
Date: April 3, 2011 at 2:57 PM

----- Original Message ----
From: Elliot Temple <curi@curi.us>
To: beginning-of-infinity@googlegroups.com
Sent: Sat, 2 April, 2011 16:18:39
Subject: [BoI] Favorite Chapter

My favorite chapter is the Socrates dialog. What's yours?

I'd start naming chapters I like but I'd probably just start naming all of them.

I like it  because of the connections between epistemology and morality.

That is good, but there are connections between epistemology and morality in
other chapters, like Chapter 9 and Chapters 15-17. What do you think are the
relevant differences?

I also like  the dialog format in general but I don't know why. Does anyone
know what's good  about it?

I suppose it's a way of representing the conjectures and criticisms going on in
the reader's mind more explicitly than just explaining something.

Alan



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Fallibilism's Central Role
Date: April 3, 2011 at 3:20 PM

Fallibilism is central to three major fields. That makes it an important
unifying theory.

- Morality: fallibility offers us the moral imperative  not to destroy the
means of correcting mistakes

- Politics: fallibility  offers us the argument against initiating force.
Because in any disagreement or  conflict we may be mistaken -- we can't 
assume
it's the other guy -- we must  proceed in a truth seeking manner.

- Epistemology: fallibility thwarts  attempts to set up justification and
authority, offers us error correction as  our main criterion of rationality, and
informs our attitude to debate, conflict  and knowledge.

In what other ways is fallibilism important?

The argument against prophecy: the fact that you can't currently solve a problem
or imagine how it could be solved doesn't imply it won't be solved, so making
predictions about the future based on current knowledge is a bad idea and will
incline you toward pessimism.

What  other ideas are this important?

Explanation is very important: it unifies the whole book.

Universality is very important: universality of computation, which is important
for testing (e.g. - you don't need to have a quasar jet to model one) and people
as universal explainers.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Favorite Chapter
Date: April 3, 2011 at 3:38 PM

On Apr 3, 2011, at 11:57 AM, Alan Forrester wrote:

----- Original Message ----
From: Elliot Temple <curi@curi.us>
To: beginning-of-infinity@googlegroups.com
Sent: Sat, 2 April, 2011 16:18:39
Subject: [BoI] Favorite Chapter

My favorite chapter is the Socrates dialog. What's yours?

I'd start naming chapters I like but I'd probably just start naming all of them.

I like it  because of the connections between epistemology and morality.

That is good, but there are connections between epistemology and morality in
other chapters, like Chapter 9 and Chapters 15-17. What do you think are the
relevant differences?

I think the dialog gives the most extensive moral arguments. That moral 
discussion has more breadth to it, instead of touching on the topic more briefly as 
it comes up relevant to something else.

Here's two quotes I enjoyed while looking through BoI for comments on morality:

The moral component of the Spaceship Earth metaphor is therefore somewhat 
paradoxical. It casts humans as ungrateful for gifts which, in reality, they never 
received. And it casts all other species in morally positive roles in the 
spaceship’s life-support system, with humans as the only negative actors. But 
humans are part of the biosphere, and the supposedly immoral behaviour is 
identical to what all other species do when times are good – except that humans 
alone try to mitigate the effect of that response on their descendants and on 
other species.



In the case of moral philosophy, the empiricist and justificationist 
misconceptions are often expressed in the maxim that ‘you can’t derive an 
ought from an is’ (a paraphrase of a remark by the Enlightenment philosopher 
David Hume). It means that moral theories cannot be deduced from factual 
knowledge. This has become conventional wisdom and has resulted in a kind of 
dogmatic despair about morality: ‘you can’t derive an ought from an is, therefore 
morality cannot be justified by reason’. That leaves only two options: either to 
embrace unreason, or to try living without ever making a moral judgement. Both 
are liable to lead to morally wrong choices, just as embracing unreason or never 
attempting to explain the physical world leads to factually false theories.

Certainly you can’t derive an ought from an is, but you can’t derive a factual 
theory from an ‘is’ either. That is not what science does. The growth of 
knowledge does not consist of finding ways to justify one’s beliefs. It consists of 
finding good explanations. And although factual evidence and moral maxims are 
logically independent, factual and moral explanations are not. Thus factual 
knowledge can be useful in criticising moral explanations.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Duhem-Quine Problem
Date: April 3, 2011 at 4:05 PM

----- Original Message ----
From: Elliot Temple <curi@curi.us>
To: BoI <beginning-of-infinity@googlegroups.com>
Sent: Sun, 3 April, 2011 19:48:10
Subject: [BoI] Duhem-Quine Problem

According to

http://plato.stanford.edu/entries/duhem/#AgaNewMetDuhThe

The  Duhem thesis surfaced fully in Anglo-American philosophy in the 1950s
through  the work of W. V. O. Quine.

However Popper discussed the Duhem-Quine  problem -- and answered it -- in 
_The
Logic of Scientific Discovery_ in 1934. So  why does Quine a bunch of credit,
and Popper none?

Possibly partly because LScD wasn't translated into English until 59.

Later Deutsch gave an  improved answer to it _The Fabric of Reality_.

The Duhem-Quine problem  says that when two things contradict that doesn't 
tell
us which is correct (or  maybe it only says certain special cases of that). And
in particular when a  theory is contradicted by evidence, it could be the
evidence which is mistaken.  It goes on to point out that you can invent ad hoc
theories to change the  interpretation of some evidence.

This is pretty trivial to a Popperian.  It's amazing what gets attention in
philosophy. And how pre-existing statements  on the same topic may not get
attention.

Right. Popper's solution is that you propose solutions and look for ways to
independently test them. Solutions that can't be independently tested are bad
because they can't be controlled by criticism.

http://plato.stanford.edu/entries/duhem/#AgaNewMetDuhThe


Deutsch's answer, from FoR, is  that introducing ad hoc claims to rescue
theories spoils explanations and this  can be pointed out without doing any
further empirical testing. Theories need to  have good explanations. In the rare
case where an exception doesn't spoil the  explanation then we have a new 
theory
worth considering -- which is good -- but  the rest of the time we can quickly
reject the bad explanations that the ad hoc  rescuing methodology creates.

What sort of cases of exceptions not spoiling an explanation did you have in
mind? Seems to me that "exceptions" (i.e. - things an explanation doesn't
explain) ruin explanations and are just an excuse for not discarding them.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Duhem-Quine Problem
Date: April 3, 2011 at 4:38 PM

On Apr 3, 2011, at 1:05 PM, Alan Forrester wrote:

From: Elliot Temple <curi@curi.us>

Deutsch's answer, from FoR, is  that introducing ad hoc claims to rescue
theories spoils explanations and this  can be pointed out without doing any
further empirical testing. Theories need to  have good explanations. In the rare
case where an exception doesn't spoil the  explanation then we have a new 
theory
worth considering -- which is good -- but  the rest of the time we can quickly
reject the bad explanations that the ad hoc  rescuing methodology creates.

What sort of cases of exceptions not spoiling an explanation did you have in
mind? Seems to me that "exceptions" (i.e. - things an explanation doesn't
explain) ruin explanations and are just an excuse for not discarding them.

If you say "don't use force because it's not truth seeking" and someone adds 
"except defensive force" that is OK because the explanation is not spoiled (b/c 
defensive force doesn't mess up truth seeking since the initiation of force already 
messed it up).

Or you could have a substance which behaves in a certain way. And then you 
find out it doesn't at particular temperatures. But you still have a good explanation 
of why it does in a range of temperatures and that is still useful. The exception at 
other temperatures puts a limit on the reach of the idea, but the idea is still ok.

Sharing ownership is a bad idea. There are explanations for this, such as how it 
ruins the normal conflict resolution procedure where, if people don't agree, the 
owner gets his way. But is it always a mistake to share ownership? Nope. There 
are exceptions. But the exceptions don't refute the argument. The normal conflict 
resolution procedure is still ruined, and that is still an important thing to know 
about. One way to get an exception is when you have a further explanation of 
why, in this case, it's not so important -- e.g. b/c in this particular case you have a 
different procedure prepared so you don't need the first one. As a concrete 



example of that, shareholders of Apple share ownership of it. But there is a 
procedure in place for settling disagreements between the owners (they can vote 
on a board of directors according to established rules, stuff like that).

The chess principle "develop your knights before your bishops" has many 
exceptions such as the Ruy Lopez. But it's still a useful general principle to use 
when in doubt. Most chess principles have exceptions when some specific details 
matter more, but they are useful guidelines nonetheless.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Karl <sumergocogitabo@gmail.com>
Subject: [BoI] Re: Fallibilism's Central Role
Date: April 3, 2011 at 5:49 PM

What  other ideas are this important?

Rational Optimism is of vital significance for the continuation of the
human race and continued growth of knowledge.  Fallibilism plays a
central role here but making sure we never get complacent with the
knowledge we already have and I think a continued optimism about the
growth of knowledge is especially important given the increasing
acceptance of ideas which downplay or even reject the growth of
knowledge (such as Environmentalism and various 'sustainable' forms of
left-wing economics.)



From: Karl <sumergocogitabo@gmail.com>
Subject: [BoI] Re: Duhem-Quine Problem
Date: April 3, 2011 at 5:54 PM

On Apr 3, 9:38 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 3, 2011, at 1:05 PM, Alan Forrester wrote:

From: Elliot Temple <c...@curi.us>

Deutsch's answer, from FoR, is  that introducing ad hoc claims to rescue
theories spoils explanations and this  can be pointed out without doing any
further empirical testing. Theories need to  have good explanations. In the 
rare
case where an exception doesn't spoil the  explanation then we have a new 
theory
worth considering -- which is good -- but  the rest of the time we can quickly
reject the bad explanations that the ad hoc  rescuing methodology creates.

What sort of cases of exceptions not spoiling an explanation did you have in
mind? Seems to me that "exceptions" (i.e. - things an explanation doesn't
explain) ruin explanations and are just an excuse for not discarding them.

If you say "don't use force because it's not truth seeking" and someone adds 
"except defensive force" that is OK because the explanation is not spoiled (b/c 
defensive force doesn't mess up truth seeking since the initiation of force 
already messed it up).

Or you could have a substance which behaves in a certain way. And then you 
find out it doesn't at particular temperatures. But you still have a good 
explanation of why it does in a range of temperatures and that is still useful. The 
exception at other temperatures puts a limit on the reach of the idea, but the 
idea is still ok.

Sharing ownership is a bad idea. There are explanations for this, such as how it 
ruins the normal conflict resolution procedure where, if people don't agree, the 
owner gets his way. But is it always a mistake to share ownership? Nope. There 
are exceptions. But the exceptions don't refute the argument. The normal 
conflict resolution procedure is still ruined, and that is still an important thing to 



know about. One way to get an exception is when you have a further 
explanation of why, in this case, it's not so important -- e.g. b/c in this particular 
case you have a different procedure prepared so you don't need the first one. 
As a concrete example of that, shareholders of Apple share ownership of it. But 
there is a procedure in place for settling disagreements between the owners 
(they can vote on a board of directors according to established rules, stuff like 
that).

The chess principle "develop your knights before your bishops" has many 
exceptions such as the Ruy Lopez. But it's still a useful general principle to use 
when in doubt. Most chess principles have exceptions when some specific 
details matter more, but they are useful guidelines nonetheless.

-- Elliot Templehttp://curi.us/

I'm guessing the answer is something like academic philosophy isn't
very concerned with explanation in the realms of epistemology
(especially formal epistemology).  In fact I think this is the main
reason why academic philosophy is so bad.

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Regresses
Date: April 4, 2011 at 1:26 PM

Infinite regresses are nasty problems for epistemologies.

All justificationist epistemologies have an infinite regress.

That means they are false. They don't work. End of story.

There's options of course. Don't want a regress? No problem. Have an arbitrary 
foundation. Have an unjustified proposition. Have a circular argument. Or have 
something else even sillier.

The regress goes like this, and the details of the justification don't matter.

If you want to justify a theory, T0, you have to justify it with another theory, T1. 
Then T1 needs justify by T2. Which needs justifying by T3. Forever. And if T25 
turns out wrong, then T24 loses it's justification. And with T24 unjustified, T23 
loses its justification. And it cascades all the way back to the start.

I'll give one more example. Consider probabilistic justification. You assign T0 a 
probability, say 99.999%. Never mind how or why, the probability people aren't 
big on explanations like that. Just do your best. It doesn't matter. Moving on, what 
we have to wonder if that 99.999% figure is correct. If it's not correct then it could 
be anything such at 90% or 1% or whatever. So it better be correct. So we better 
justify that it's a good theory. How? Simple. We'll use our whim to assign it a 
probability of 99.99999%. OK! Now we're getting somewhere. I put a lot of 9s so 
we're almost certain to be correct! Except, what if I had that figure wrong? If it's 
wrong it could be anything such as 2% or 0.0001%. Uh oh. I better justify my 
second probability estimate. How? Well we're trying to defend this probabilistic 
justification method. Let's not give up yet and do something totally differently, 
instead we'll give it another probability. How about 80%? OK! Next I ask: is that 
80% figure correct? If it's not correct, the probability could be anything, such as 
5%. So we better justify it. So it goes on and on forever. Now there's two 
problems. First it goes forever, and you can't ever stop, you've got an infinite 
regress. Second, suppose you stopped have some very large but finite number of 
steps. Then the probability the first theory is correct is arbitrarily small. Because 
remember that at each step we didn't even have a guarantee, only a high 
probability. And if you roll the dice a lot of times, even with very good odds, 
eventually you lose. And you only have to lose once for the whole thing to fail.



OK so regresses are a nasty problem. They totally ruin all justificationist 
epistemologies. That's basically every epistemology anyone cares about except 
skepticism and Popperian epistemology. And forget about skepticism, that's more 
of an anti-epistemology than an epistemology: skepticism consists of giving up on 
knowledge.

So how does Popperian epistemology (that's the type Deutsch advocates in BoI) 
deal with regresses?

See my email tomorrow: Regresses part 2: Popper's Solution!

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Regresses
Date: April 4, 2011 at 1:32 PM

On 4 April 2011 18:26, Elliot Temple <curi@curi.us> wrote:

Infinite regresses are nasty problems for epistemologies.

All justificationist epistemologies have an infinite regress.

That means they are false. They don't work. End of story.

There's options of course. Don't want a regress? No problem. Have an
arbitrary foundation. Have an unjustified proposition. Have a circular
argument. Or have something else even sillier.

The regress goes like this, and the details of the justification don't
matter.

If you want to justify a theory, T0, you have to justify it with another
theory, T1. Then T1 needs justify by T2. Which needs justifying by T3.
Forever. And if T25 turns out wrong, then T24 loses it's justification. And
with T24 unjustified, T23 loses its justification. And it cascades all the
way back to the start.

I'll give one more example. Consider probabilistic justification. You
assign T0 a probability, say 99.999%. Never mind how or why, the probability
people aren't big on explanations like that. Just do your best. It doesn't
matter. Moving on, what we have to wonder if that 99.999% figure is correct.
If it's not correct then it could be anything such at 90% or 1% or whatever.
So it better be correct. So we better justify that it's a good theory. How?
Simple. We'll use our whim to assign it a probability of 99.99999%. OK! Now
we're getting somewhere. I put a lot of 9s so we're almost certain to be
correct! Except, what if I had that figure wrong? If it's wrong it could be
anything such as 2% or 0.0001%. Uh oh. I better justify my second
probability estimate. How? Well we're trying to defend this probabilistic
justification method. Let's not give up yet and do something totally
differently, instead we'll give it another probability. How about 80%? OK!
Next I ask: is that 80% figure correct? If it's not correct, the probability
could be anything, such as 5%. So we better justify it. So it goes on and on
forever. Now there's two problems. First it goes forever, and you can't ever



stop, you've got an infinite regress. Second, suppose you stopped have some
very large but finite number of steps. Then the probability the first theory
is correct is arbitrarily small. Because remember that at each step we
didn't even have a guarantee, only a high probability. And if you roll the
dice a lot of times, even with very good odds, eventually you lose. And you
only have to lose once for the whole thing to fail.

OK so regresses are a nasty problem. They totally ruin all justificationist
epistemologies. That's basically every epistemology anyone cares about
except skepticism and Popperian epistemology. And forget about skepticism,
that's more of an anti-epistemology than an epistemology: skepticism
consists of giving up on knowledge.

So how does Popperian epistemology (that's the type Deutsch advocates in
BoI) deal with regresses?

See my email tomorrow: Regresses part 2: Popper's Solution!

-- Elliot Temple
http://elliottemple.com/

I think that scepticism is the epistemology which is *most committed to*
justificationism.  So committed in fact that it would rather reject
knowledge than the justificationist position.

-- 
Nullius In Verba

http://elliottemple.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Re: Fallibilism's Central Role
Date: April 4, 2011 at 1:49 PM

On Apr 3, 2:49 pm, Karl <sumergocogit...@gmail.com> wrote:
What  other ideas are this important?

Rational Optimism is of vital significance for the continuation of the
human race and continued growth of knowledge.

What is "Rational Optimism"?



From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Re: Fallibilism's Central Role
Date: April 4, 2011 at 1:52 PM

On 4 April 2011 18:49, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Apr 3, 2:49 pm, Karl <sumergocogit...@gmail.com> wrote:
What  other ideas are this important?

Rational Optimism is of vital significance for the continuation of the
human race and continued growth of knowledge.

What is "Rational Optimism"?

Apologies, I meant Epistemological Optimism.

-- 
Nullius In Verba



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Regresses
Date: April 4, 2011 at 2:02 PM

On 4 Apr 2011, at 6:32pm, Karl Stocker wrote:

On 4 April 2011 18:26, Elliot Temple <curi@curi.us> wrote:

OK so regresses are a nasty problem. They totally ruin all justificationist 
epistemologies. That's basically every epistemology anyone cares about 
except skepticism and Popperian epistemology. And forget about skepticism, 
that's more of an anti-epistemology than an epistemology: skepticism consists 
of giving up on knowledge.

I think that scepticism is the epistemology which is *most committed to* 
justificationism.  So committed in fact that it would rather reject knowledge than 
the justificationist position.

Indeed. And that's 'radical scepticism', the most extreme form. But less extreme 
forms are just as committed to justificationism. Take Descartes, for instance. He 
wanted to doubt, not everything, but only 'everything that can be doubted', and he 
did this because he hoped to find something that *can't* be doubted, and he 
wanted that *for the specific purpose* of using that as the absolutely secure 
foundation from which he could then justify everything else.

-- David



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Fallibilism's Central Role
Date: April 4, 2011 at 2:10 PM

On Mon, Apr 4, 2011 at 10:52 AM, Karl Stocker <sumergocogitabo@gmail.com> 
wrote:

On 4 April 2011 18:49, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Apr 3, 2:49 pm, Karl <sumergocogit...@gmail.com> wrote:
What  other ideas are this important?

Rational Optimism is of vital significance for the continuation of the
human race and continued growth of knowledge.

What is "Rational Optimism"?

Apologies, I meant Epistemological Optimism.

What is "Epistemological Optimism"?



From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Re: Fallibilism's Central Role
Date: April 4, 2011 at 3:13 PM

On 4 April 2011 19:10, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Mon, Apr 4, 2011 at 10:52 AM, Karl Stocker 
<sumergocogitabo@gmail.com>
wrote:

On 4 April 2011 18:49, Anonymous Person <unattributedemail@gmail.com>
wrote:

On Apr 3, 2:49 pm, Karl <sumergocogit...@gmail.com> wrote:
What  other ideas are this important?

Rational Optimism is of vital significance for the continuation of the
human race and continued growth of knowledge.

What is "Rational Optimism"?

Apologies, I meant Epistemological Optimism.

What is "Epistemological Optimism"?

The theory that all evils are due to lack of knowledge; problems are
soluble.

-- 
Nullius In Verba



From: Elliot Temple <curi@curi.us>
Cc: Rafe Champion <rchamp@bigpond.net.au>
Subject: [BoI] Example of Popperian Thinking
Date: April 4, 2011 at 7:54 PM

In a discussion with Bayesians I wrote this example of Popperian thinking. I think 
it may interest others by helping to concretize the Popperian attitude to 
knowledge creation.

http://lesswrong.com/lw/3ox/bayesianism_versus_critical_rationalism/3ty1

Example: we want to know if liberalism or socialism is correct.

Popperian approach: consider what problem the ideas in question are intended to 
solve and whether they solve it. They should explain how they solve the problem; 
if they don't, reject them. Criticize them. If a flaw is discovered, reject them. 
Conjecture new theories also to solve the problem. Criticize those too. Theories 
similar to rejected theories may be conjectured; and it's important to do that if you 
think you see a way to not have the same flaw as before. Some more specific 
statements follow:

Liberalism offers us explanations such as: voluntary trade is mutually beneficial to 
everyone involved, and harms no one, so it should not be restricted. And: 
freedom is compatible with a society that makes progress because as people 
have new ideas they can try them out without the law having to be changed first. 
And: tolerance of people with different ideas is important because everyone with 
an improvement on existing customs will at first have a different idea which is 
unpopular.

Socialism offers explanations like, "People should get what they need, and give 
what they are able to" and "Central planning is more efficient than the chaos of 
free trade."

Socialim's explanations have been refuted by criticisms like Mises's 1920 paper 
which explained that central planners have no rational way to plan (in short: 
because you need prices to do economic calculation). And "need" has been 
criticized, e.g. how do you determine what is a need? And the concept of what 
people are "able to give" is also problematic. Of course the full debate on this is 
very long.

Many criticisms of liberalism have been offered. Some were correct. Older 

http://lesswrong.com/lw/3ox/bayesianism_versus_critical_rationalism/3ty1


theories of liberalism were rejected and new versions formulated. If we consider 
the best modern version, then there are currently no outstanding criticisms of it. It 
is not refuted, and it has no rivals with the same status. So we should (until this 
situation changes) accept and use liberalism.

New socialist ideas were also created many times in response to criticism. 
However, no one has been able to come up with coherent ideas which address all 
the criticisms and still reach the same conclusions (or anything even close).

Liberalism's "justification" is merely this: it is the only theory we do not currently 
have a criticism of. A criticism is an explanation of what we think is a flaw or 
mistake. It's a better idea to use a theory we don't see anything wrong with than 
one we do. Or in other words: we should act on our best (fallible) knowledge that 
we have so far. In this way, the Popperian approach doesn't really justify anything 
in the normal sense, and does without foundations.

Bayesian approach: Assign them probabilities (how?), try to find relevant 
evidence to update the probabilities (this depends on more assumptions), ignore 
that whenever you increase the probability of liberalism (say) you should also be 
increasing the probability of infinitely many other theories which made the same 
empirical assertions. Halt when -- I don't know. Make sure the evidence you 
update with doesn't have any bias by -- I don't know, it sure can't be a random 
sample of all possible evidence.

No doubt my Bayesian approach was unfair. Please correct it and add more 
specific details (e.g. what prior probability does liberalism have, what is some 
evidence to let us update that, what is the new probability, etc...)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Example of Popperian Thinking
Date: April 5, 2011 at 3:42 AM

On 5 April 2011 00:54, Elliot Temple <curi@curi.us> wrote:

In a discussion with Bayesians I wrote this example of Popperian thinking.
I think it may interest others by helping to concretize the Popperian
attitude to knowledge creation.

http://lesswrong.com/lw/3ox/bayesianism_versus_critical_rationalism/3ty1

Example: we want to know if liberalism or socialism is correct.

Popperian approach: consider what problem the ideas in question are
intended to solve and whether they solve it. They should explain how they
solve the problem; if they don't, reject them. Criticize them. If a flaw is
discovered, reject them. Conjecture new theories also to solve the problem.
Criticize those too. Theories similar to rejected theories may be
conjectured; and it's important to do that if you think you see a way to not
have the same flaw as before. Some more specific statements follow:

Liberalism offers us explanations such as: voluntary trade is mutually
beneficial to everyone involved, and harms no one, so it should not be
restricted. And: freedom is compatible with a society that makes progress
because as people have new ideas they can try them out without the law
having to be changed first. And: tolerance of people with different ideas is
important because everyone with an improvement on existing customs will at
first have a different idea which is unpopular.

Socialism offers explanations like, "People should get what they need, and
give what they are able to" and "Central planning is more efficient than the
chaos of free trade."

Socialim's explanations have been refuted by criticisms like Mises's 1920
paper which explained that central planners have no rational way to plan (in
short: because you need prices to do economic calculation). And "need" has
been criticized, e.g. how do you determine what is a need? And the concept
of what people are "able to give" is also problematic. Of course the full
debate on this is very long.

http://lesswrong.com/lw/3ox/bayesianism_versus_critical_rationalism/3ty1


Many criticisms of liberalism have been offered. Some were correct. Older
theories of liberalism were rejected and new versions formulated. If we
consider the best modern version, then there are currently no outstanding
criticisms of it. It is not refuted, and it has no rivals with the same
status. So we should (until this situation changes) accept and use
liberalism.

New socialist ideas were also created many times in response to criticism.
However, no one has been able to come up with coherent ideas which address
all the criticisms and still reach the same conclusions (or anything even
close).

Liberalism's "justification" is merely this: it is the only theory we do
not currently have a criticism of. A criticism is an explanation of what we
think is a flaw or mistake. It's a better idea to use a theory we don't see
anything wrong with than one we do. Or in other words: we should act on our
best (fallible) knowledge that we have so far. In this way, the Popperian
approach doesn't really justify anything in the normal sense, and does
without foundations.

Bayesian approach: Assign them probabilities (how?), try to find relevant
evidence to update the probabilities (this depends on more assumptions),
ignore that whenever you increase the probability of liberalism (say) you
should also be increasing the probability of infinitely many other theories
which made the same empirical assertions. Halt when -- I don't know. Make
sure the evidence you update with doesn't have any bias by -- I don't know,
it sure can't be a random sample of all possible evidence.

No doubt my Bayesian approach was unfair. Please correct it and add more
specific details (e.g. what prior probability does liberalism have, what is
some evidence to let us update that, what is the new probability, etc...)

-- Elliot Temple
http://curi.us/

Surely what 'prior probability' liberalism or socialism has for a Bayesian
depends on whether you a liberal, socialist or 'moderate' Bayesian i.e.

http://curi.us/


precisely on the kind of 'bias' that they want to avoid and what counts as
relevant evidence will be determined by this prior 'bias' and then
strengthened i.e. 'biased' further or weakened.

-- 
Nullius In Verba



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Regresses part 2: Popper's Solution!
Date: April 5, 2011 at 3:39 PM

Last time we talked about infinite regress problems plaguing justificationist 
epistemologies and how everyone but Popper is wrong.

Now we'll take a look at Popper's solution. In my words.

Regresses all go away if we drop justification. Don't justify anything, ever. Simple.

But justification had a purpose.

The purpose of justification is to sort out good ideas from bad ideas. How do we 
know which ideas are any good? Which should we believe are true? Which 
should we act on?

BTW that's the same general problem that induction was trying to address. And 
induction is false. So that's another reason we need a solution to this issue.

The method of addressing this issue has several steps, so try to follow along.

Step 1) You can suggest any ideas you want. There's no rules, just anything you 
have the slightest suspicion might be useful. The source of the ideas, and the 
method of coming up with them, doesn't matter to anything. This part is easy.

Step 2) You can criticize any idea you want. There's no rules again. If you don't 
understand it, that's a criticism -- it should have been easier to understand. If you 
find it confusing, that's a criticism -- it should have been clearer. If you think you 
see something wrong with it, that's a criticism -- it shouldn't have been wrong it 
that way, *or* it should have included an explanation so you wouldn't make a 
mistaken criticism. This step is easy too.

Step 3) All criticized ideas are rejected. They're flawed. They're not good enough. 
Let's do better. This is easy too. Only the *exact* ideas criticized are rejected. 
Any idea with at least one difference is deemed a new idea. It's OK to suggest 
new ideas which are similar to old ideas (in fact it's a good idea: when you find 
something wrong with an idea you should try to work out a way to change it so it 
won't have that flaw anymore).

Step 4) If we have exactly one idea remaining to address some problem or 



question, and no one wants to revisit the previous steps at this time, then we're 
done for now (you can always change your mind and go back to the previous 
steps later if you want to). Use that idea. Why? Because it's the only one. It has 
no rivals, no known alternatives. It stands alone as the only non-refuted idea. We 
have sorted out the good ideas from the bad -- as best we know how -- and come 
to a definite answer, so use that answer. This step is easy too!

Step 5) What if we have a different number of ideas left over which is not exactly 
one? We'll divide that into two cases:

Case 1) What if we have two or more ideas? This one is easy. There is a 
particular criticism you can use to refute all the remaining theories. It's the same 
every time so there's not much to remember. It goes like this: idea A ought to tell 
me why B and C and D are wrong. If it doesn't, it could be better! So that's a flaw. 
Bye bye A. On to idea B: if B is so great, why hasn't it explained to me what's 
wrong with A, C and D? Sorry B, you didn't answer all my questions, you're not 
good enough. Then we come to idea C and we complain that it should have been 
more help and it wasn't. And D is gone too since it didn't settle the matter either. 
And that's it. Each idea should have settled the matter by giving us criticisms of 
all its rivals. They didn't. So they lose. So whenever there is a stalemate or a tie 
with two or more ideas then they all fail.

Case 2) What if we have zero ideas? This is crucial because case one always 
turns into this! The answer comes in two main parts. The first part is: think of 
more ideas. I know, I know, that sounds hard. What if you get stuck? But the 
second part makes it easier. And you can use the second part over and over and 
it keeps making it easier every time. So you just use the second part until it's 
easy enough, then you think of more ideas when you can. And that's all there is 
to it.

OK so the second part is this: be less ambitious. You might worry: but what about 
advanced science with its cutting edge breakthroughs? Well, this part is optional. 
If you can wait for an answer, don't do it. If there's no hurry, then work on the 
other steps more. Make more guesses and think of more criticisms and thus learn 
more and improve your knowledge. It might not be easy, but hey, the problem we 
were looking at is how to sort out good ideas from bad ideas. If you want to solve 
hard problems then it's not easy. Sorry. But you've got a method, just keep at it.

But if you have a decision to make then you need an answer now so you can 
make your decision. So in that case, if you actually want to reach a state of 



having exactly one theory which you can use now, then the trick is when you get 
stuck be less ambitious. I think how you can see how that would work in general 
terms. Basically if human knowledge isn't good enough to give you an answer of 
a certain quality right now, then your choices are either to work on it more and not 
have an answer now, or accept a lower quality answer. You can see why there 
isn't really any way around that. There's no magic way to always get a top quality 
answer now. If you want a cure for cancer, well I can't tell you how to come up 
with one in the next five minutes, sorry.

This is a bit vague so far. How does lowering your standards address the 
problem. So what you do is propose a new idea like this, "I need to do something, 
so I will do..." and then you put whatever you want (idea A, idea B, some 
combination, whatever).

This new idea is not refuted by any of the existing criticisms. So now you have 
one idea, it isn't refuted, and you might be done. If you're happy with it, great. But 
you might not be. Maybe you see something wrong with it, or you have another 
proposal. That's fine; just go back to the first three steps and do them more. Then 
you'll get to step 4 or 5 again.

What if we get back here? What do we do the second time? The third time? We 
simply get less ambitious each time. The harder a time we're having, the less we 
should expect. And so we can start criticizing any ideas that aim too high.

BTW it's explained on my website here, including an example:

http://fallibleideas.com/avoiding-coercion

Read that essay, keeping in mind what what I've been saying, and hopefully 
everything will click. Just bear in mind that when it talks about cooperation 
between people, and disagreements between people, and coming up with 
solutions for people -- when it discusses ideas in two or more separate minds -- 
everything applies exactly the same if the two or more conflicting ideas are all in 
the same mind.

What if you get real stuck? Well why not do the first thing that pops into your 
head? You don't want to? Why not? Got a criticism of it? It's better than nothing, 
right? No? If it's not better than nothing, do nothing! You think it's silly or dumb? 
Well so what? If it's the best idea you have then it doesn't matter if it's dumb. You 
can't magically instantly become super smart. You have to use your best idea 

http://fallibleideas.com/avoiding-coercion


even if you'd like to have better ideas.

Now you may be wondering whether this approach is truth-seeking. It is, but it 
doesn't always find the truth immediately. If you want a resolution to a question 
immediately then its quality cannot exceed today's knowledge (plus whatever you 
can learn in the time allotted). It can't do better than the best that is known how to 
do. But as far as long term progress, the truth seeking came in those first three 
steps. You come up with ideas. You criticize those ideas. Thereby you eliminate 
flaws. Every time you find a mistake and point it out you are making progress 
towards the truth. That's how we approach the truth: not by justifying but by 
identify mistakes and learning better. This is evolution, it's the solution to Paley's 
problem, it's discussed in BoI and on my Fallible Ideas website. And it's not too 
hard to understand: improve stuff, keep at it, and you get closer to the truth. 
Mistake correcting -- criticism -- is a truth-seeking method. That's where the truth-
seeking comes from.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Regresses
Date: April 5, 2011 at 10:18 PM

On Tue, Apr 5, 2011 at 5:26 AM, Elliot Temple <curi@curi.us> wrote:
Infinite regresses are nasty problems for epistemologies.

All justificationist epistemologies have an infinite regress.

That means they are false. They don't work. End of story.

There's options of course. Don't want a regress? No problem. Have an arbitrary 
foundation. Have an unjustified proposition. Have a circular argument. Or have 
something else even sillier.

Apparently there are infinitists:

http://www.springerlink.com/content/7lm117j41n691882/

They don't see a problem with having an infinite regress. Does anybody
know how their argument goes?

-- Brian Scurfield

http://www.springerlink.com/content/7lm117j41n691882/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Regresses
Date: April 6, 2011 at 8:17 AM

On 6 Apr 2011, at 03:18, Brian Scurfield <briankscurfield@gmail.com> wrote:

On Tue, Apr 5, 2011 at 5:26 AM, Elliot Temple <curi@curi.us> wrote:
Infinite regresses are nasty problems for epistemologies.

All justificationist epistemologies have an infinite regress.

That means they are false. They don't work. End of story.

There's options of course. Don't want a regress? No problem. Have an 
arbitrary foundation. Have an unjustified proposition. Have a circular argument. 
Or have something else even sillier.

Apparently there are infinitists:

http://www.springerlink.com/content/7lm117j41n691882/

They don't see a problem with having an infinite regress. Does anybody
know how their argument goes?

-- Brian Scurfield

I started to read it but haven't got to the end yet :)

Alan

http://www.springerlink.com/content/7lm117j41n691882/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Burden of Proof
Date: April 6, 2011 at 3:20 PM

Burden of proof arguments are a justificationist mistake (saying you have to 
justify your view, I don't have to justify mine).

Given that justification is impossible, it is a bad idea to accept this kind of 
challenge.

These arguments are always arbitrary. There is no reason for why the one guy 
has the burden rather than the other -- and there cannot be any reason -- it's just 
asserted.

There are two major ways that people pretend burden of proof arguments are not 
arbitrary.

Method 1) They claim their side is the "default". For example, their side might 
involve *inaction*. But there is in fact no such thing as the "default" -- refraining 
from choosing *is* making a choice and is not morally unimpeachable. Standing 
still is an action with consequences. There is no way to abdicate from life such 
that one can't be making a mistake; there is no way to get away from fallibility and 
responsibility.

Method 2) They claim their side is less risky. The more risky, bold, novel, 
ambitious or non-traditional side has the burden of proof. There may be a good 
point behind this -- it really does make sense to subject large deviations from 
tradition (existing knowledge) to careful scrutiny -- but a "burden of proof" is not a 
description of the right way to approach this scrutiny.

We must always seek good explanations. Whether some position has a "burden 
of proof" or not does not change whether it is a good explanation. We must 
always judge all sides by whether they offer good explanations and whether we 
have criticisms of their substance. If you think a proposal is too reckless, criticize 
the specific way in which it is too reckless (e.g. what precautions should be taken 
but aren't?). Saying something has a burden of proof doesn't actually tell us 
anything wrong with it.

Here are two examples of burden of proof arguments so you can see what to look 
out for.



We have, of course, the right to intervene on behalf of those rebelling against 
dictatorship (if that's indeed what they're doing), but it is not in our national self-
interest to do so in the Middle East.

Why not? No, the burden of proof is on the person stating that it is in our self-
interest to intervene. And given that American soldiers' lives are at stake, that's 
a high burden to meet. (- Harry Binswanger)

Notice how he is asserting something (that it isn't in the USA's self-interest to 
intervene in Libya) and refusing to give an argument for his assertion. He just 
says, "The other guys have the burden so I don't have to argue my own case." 
Not explaining the case for an idea, and believing it's true, is an irrational 
approach.

Since you're on the side supporting this aggressive action  (and protesting the 
straw man argument), I think the onus should be on you  to describe the limiting 
principle that you think is the best that you're aware of (and, that this action 
comports with). (- Gil Milbauer)

Note how the term "burden of proof" is replaced by merely "onus". It is the same 
thing. Watch out for different ways to express the concept. In this case too, the 
burden arguer uses this *instead of* a normal argument. He never described the 
limiting principle he thought was correct in further discussion despite being 
repeatedly asked. His only interest was in forcing the other side to say stuff and 
tearing it down.

When people criticize an idea on some grounds, while simultaneously advocating 
an idea which doesn't stand up to that same criticism, they are making a mistake. 
Don't let them hide it with the "burden of proof" rhetoric.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Burden of Proof
Date: April 6, 2011 at 8:10 PM

On 6 April 2011 20:20, Elliot Temple <curi@curi.us> wrote:

Burden of proof arguments are a justificationist mistake (saying you have
to justify your view, I don't have to justify mine).

Given that justification is impossible, it is a bad idea to accept this
kind of challenge.

These arguments are always arbitrary. There is no reason for why the one
guy has the burden rather than the other -- and there cannot be any reason
-- it's just asserted.

There are two major ways that people pretend burden of proof arguments are
not arbitrary.

Method 1) They claim their side is the "default". For example, their side
might involve *inaction*. But there is in fact no such thing as the
"default" -- refraining from choosing *is* making a choice and is not
morally unimpeachable. Standing still is an action with consequences. There
is no way to abdicate from life such that one can't be making a mistake;
there is no way to get away from fallibility and responsibility.

Method 2) They claim their side is less risky. The more risky, bold, novel,
ambitious or non-traditional side has the burden of proof. There may be a
good point behind this -- it really does make sense to subject large
deviations from tradition (existing knowledge) to careful scrutiny -- but a
"burden of proof" is not a description of the right way to approach this
scrutiny.

We must always seek good explanations. Whether some position has a "burden
of proof" or not does not change whether it is a good explanation. We must
always judge all sides by whether they offer good explanations and whether
we have criticisms of their substance. If you think a proposal is too
reckless, criticize the specific way in which it is too reckless (e.g. what
precautions should be taken but aren't?). Saying something has a burden of
proof doesn't actually tell us anything wrong with it.



Here are two examples of burden of proof arguments so you can see what to
look out for.

We have, of course, the right to intervene on behalf of those rebelling
against dictatorship (if that's indeed what they're doing), but it is not in
our national self-interest to do so in the Middle East.

Why not? No, the burden of proof is on the person stating that it is in
our self-interest to intervene. And given that American soldiers' lives are
at stake, that's a high burden to meet. (- Harry Binswanger)

Notice how he is asserting something (that it isn't in the USA's
self-interest to intervene in Libya) and refusing to give an argument for
his assertion. He just says, "The other guys have the burden so I don't have
to argue my own case." Not explaining the case for an idea, and believing
it's true, is an irrational approach.

Since you're on the side supporting this aggressive action  (and
protesting the straw man argument), I think the onus should be on you  to
describe the limiting principle that you think is the best that you're aware
of (and, that this action comports with). (- Gil Milbauer)

Note how the term "burden of proof" is replaced by merely "onus". It is the
same thing. Watch out for different ways to express the concept. In this
case too, the burden arguer uses this *instead of* a normal argument. He
never described the limiting principle he thought was correct in further
discussion despite being repeatedly asked. His only interest was in forcing
the other side to say stuff and tearing it down.

When people criticize an idea on some grounds, while simultaneously
advocating an idea which doesn't stand up to that same criticism, they are
making a mistake. Don't let them hide it with the "burden of proof"
rhetoric.

-- Elliot Temple
http://curi.us/

http://curi.us/


In the Bingswanger case, surely in order to have a meaningful discussion
both of you have to explain your case?  Otherwise aren't you just shifting
the 'burden of criticism' to him?

Also what about when one side fails to make any claim and another cites
something radical about reality, such as a Christian saying that God exists?
-- 
Nullius In Verba



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Burden of Proof
Date: April 6, 2011 at 9:09 PM

On Wed, Apr 6, 2011 at 5:10 PM, Karl Stocker <sumergocogitabo@gmail.com> 
wrote:

On 6 April 2011 20:20, Elliot Temple <curi@curi.us> wrote:

Burden of proof arguments are a justificationist mistake (saying you have
to justify your view, I don't have to justify mine).

Given that justification is impossible, it is a bad idea to accept this
kind of challenge.

These arguments are always arbitrary. There is no reason for why the one
guy has the burden rather than the other -- and there cannot be any reason
-- it's just asserted.

There are two major ways that people pretend burden of proof arguments are
not arbitrary.

Method 1) They claim their side is the "default". For example, their side
might involve *inaction*. But there is in fact no such thing as the
"default" -- refraining from choosing *is* making a choice and is not
morally unimpeachable. Standing still is an action with consequences. There
is no way to abdicate from life such that one can't be making a mistake;
there is no way to get away from fallibility and responsibility.

Method 2) They claim their side is less risky. The more risky, bold,
novel, ambitious or non-traditional side has the burden of proof. There may
be a good point behind this -- it really does make sense to subject large
deviations from tradition (existing knowledge) to careful scrutiny -- but a
"burden of proof" is not a description of the right way to approach this
scrutiny.

We must always seek good explanations. Whether some position has a 
"burden
of proof" or not does not change whether it is a good explanation. We must
always judge all sides by whether they offer good explanations and whether



we have criticisms of their substance. If you think a proposal is too
reckless, criticize the specific way in which it is too reckless (e.g. what
precautions should be taken but aren't?). Saying something has a burden of
proof doesn't actually tell us anything wrong with it.

Here are two examples of burden of proof arguments so you can see what to
look out for.

We have, of course, the right to intervene on behalf of those rebelling
against dictatorship (if that's indeed what they're doing), but it is not in
our national self-interest to do so in the Middle East.

Why not? No, the burden of proof is on the person stating that it is in
our self-interest to intervene. And given that American soldiers' lives are
at stake, that's a high burden to meet. (- Harry Binswanger)

Notice how he is asserting something (that it isn't in the USA's
self-interest to intervene in Libya) and refusing to give an argument for
his assertion. He just says, "The other guys have the burden so I don't have
to argue my own case." Not explaining the case for an idea, and believing
it's true, is an irrational approach.

Since you're on the side supporting this aggressive action  (and
protesting the straw man argument), I think the onus should be on you  to
describe the limiting principle that you think is the best that you're aware
of (and, that this action comports with). (- Gil Milbauer)

Note how the term "burden of proof" is replaced by merely "onus". It is
the same thing. Watch out for different ways to express the concept. In this
case too, the burden arguer uses this *instead of* a normal argument. He
never described the limiting principle he thought was correct in further
discussion despite being repeatedly asked. His only interest was in forcing
the other side to say stuff and tearing it down.

When people criticize an idea on some grounds, while simultaneously
advocating an idea which doesn't stand up to that same criticism, they are
making a mistake. Don't let them hide it with the "burden of proof"



rhetoric.

-- Elliot Temple
http://curi.us/

In the Bingswanger case, surely in order to have a meaningful discussion
both of you have to explain your case?
 Otherwise aren't you just shifting
the 'burden of criticism' to him?

Yes. Why do you think this disagrees with Elliot?

Also what about when one side fails to make any claim and another cites
something radical about reality, such as a Christian saying that God exists?

Then you can criticize their ideas. Or get bored and read BoI instead.

http://curi.us/


From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Burden of Proof
Date: April 6, 2011 at 9:15 PM

Yes. Why do you think this disagrees with Elliot?

My point was that you aren't going to persuade someone they are wrong
without criticising their ideas. Binswanger could have meant something like
'I have a certain conception of self-interest in relation to the Middle East
and you haven't criticised that idea therefore I am going to continue to
hold on to it.'

-- 
Nullius In Verba



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Burden of Proof
Date: April 6, 2011 at 9:20 PM

On Wed, Apr 6, 2011 at 6:15 PM, Karl Stocker <sumergocogitabo@gmail.com> 
wrote:

Yes. Why do you think this disagrees with Elliot?

My point was that you aren't going to persuade someone they are wrong
without criticising their ideas. Binswanger could have meant something like
'I have a certain conception of self-interest in relation to the Middle East
and you haven't criticised that idea therefore I am going to continue to
hold on to it.'

When you criticize someone for making a bad argument, such as a burden
of proof argument, you are "criticizing their ideas", as you suggest.

You meant something like: criticizing the substance of the ideas they
deem to be on-topic. However, they prevent you from doing that when
they say "the burden of proof is on you" and then do not state their
on-topic ideas.



From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Burden of Proof
Date: April 6, 2011 at 9:29 PM

On 7 April 2011 02:20, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Wed, Apr 6, 2011 at 6:15 PM, Karl Stocker <sumergocogitabo@gmail.com>
wrote:

Yes. Why do you think this disagrees with Elliot?

My point was that you aren't going to persuade someone they are wrong
without criticising their ideas. Binswanger could have meant something

like
'I have a certain conception of self-interest in relation to the Middle

East
and you haven't criticised that idea therefore I am going to continue to
hold on to it.'

When you criticize someone for making a bad argument, such as a burden
of proof argument, you are "criticizing their ideas", as you suggest.

You meant something like: criticizing the substance of the ideas they
deem to be on-topic. However, they prevent you from doing that when
they say "the burden of proof is on you" and then do not state their
on-topic ideas.

Oh I see, Binswanger doesn't seem to have an explanation as to why it isn't
in our self-interest and thinks that is okay because only the other side
needs to explain themselves.

-- 
Nullius In Verba



From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Burden of Proof
Date: April 6, 2011 at 9:33 PM

On 7 April 2011 02:29, Karl Stocker <sumergocogitabo@gmail.com> wrote:

On 7 April 2011 02:20, Anonymous Person 
<unattributedemail@gmail.com>wrote:

On Wed, Apr 6, 2011 at 6:15 PM, Karl Stocker 
<sumergocogitabo@gmail.com>
wrote:

Yes. Why do you think this disagrees with Elliot?

My point was that you aren't going to persuade someone they are wrong
without criticising their ideas. Binswanger could have meant something

like
'I have a certain conception of self-interest in relation to the Middle

East
and you haven't criticised that idea therefore I am going to continue to
hold on to it.'

When you criticize someone for making a bad argument, such as a burden
of proof argument, you are "criticizing their ideas", as you suggest.

You meant something like: criticizing the substance of the ideas they
deem to be on-topic. However, they prevent you from doing that when
they say "the burden of proof is on you" and then do not state their
on-topic ideas.

Oh I see, Binswanger doesn't seem to have an explanation as to why it isn't
in our self-interest and thinks that is okay because only the other side
needs to explain themselves.



--
Nullius In Verba

Neither side in an argument can ever be the 'default position' (even if it
seems non-contentious like Holocaust belief vs. denial) and both sides have
to have an explanatory theory for why they believe x and also have to be
able to criticise theory y as well as answer any criticisms of their own
theory, right?

-- 
Nullius In Verba



From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: Favorite Chapter
Date: April 8, 2011 at 6:43 PM

The one on memetics. It just seemed to contain more new insights than
the others: the 2-stage life cycle of memes, rational versus anti-
rational memes, the role creativity plays in memetic replication, and
how selection for creativity drove hominins to increase brain size.
Wow. There's a lot to digest.



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Video of my talk on Optimism
Date: April 9, 2011 at 8:07 AM

That's the talk I gave to the Oxford Transhumanists recently.

The audio was posted before. Now the video has been posted too, including 
some of the questions from the audience afterwards:

http://vimeo.com/22099396

-- David Deutsch

http://vimeo.com/22099396


From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Video of my talk on Optimism
Date: April 9, 2011 at 2:58 PM

On 9 April 2011 13:07, David Deutsch <david.deutsch@qubit.org> wrote:

That's the talk I gave to the Oxford Transhumanists recently.

The audio was posted before. Now the video has been posted too, including
some of the questions from the audience afterwards:

http://vimeo.com/22099396

-- David Deutsch

Do you have a link to the audio to the talk you gave on
universal constructors? (I think it was that or something like it)

-- 
Nullius In Verba

http://vimeo.com/22099396


From: David Deutsch <david.deutsch@qubit.org>
Subject: Constructor theory talk (Was: [BoI] Video of my talk on Optimism)
Date: April 9, 2011 at 4:29 PM

On 9 Apr 2011, at 7:58pm, Karl Stocker wrote:

Do you have a link to the audio to the talk you gave on universal constructors? (I 
think it was that or something like it)

It's on constructor theory. Universal constructors are just mentioned at the end. 
The video is temporarily here:

http://goo.gl/0FxOl

It will move at some point.

-- David

http://goo.gl/0FxOl


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Burden of Proof
Date: April 10, 2011 at 5:13 AM

On 2011-04-06, at 5:10 PM, Karl Stocker wrote:

On 6 April 2011 20:20, Elliot Temple <curi@curi.us> wrote:
Burden of proof arguments are a justificationist mistake (saying you have to 
justify your view, I don't have to justify mine).

Given that justification is impossible, it is a bad idea to accept this kind of 
challenge.

These arguments are always arbitrary. There is no reason for why the one guy 
has the burden rather than the other -- and there cannot be any reason -- it's 
just asserted.

There are two major ways that people pretend burden of proof arguments are 
not arbitrary.

Method 1) They claim their side is the "default". For example, their side might 
involve *inaction*. But there is in fact no such thing as the "default" -- refraining 
from choosing *is* making a choice and is not morally unimpeachable. Standing 
still is an action with consequences. There is no way to abdicate from life such 
that one can't be making a mistake; there is no way to get away from fallibility 
and responsibility.

Method 2) They claim their side is less risky. The more risky, bold, novel, 
ambitious or non-traditional side has the burden of proof. There may be a good 
point behind this -- it really does make sense to subject large deviations from 
tradition (existing knowledge) to careful scrutiny -- but a "burden of proof" is not 
a description of the right way to approach this scrutiny.

We must always seek good explanations. Whether some position has a "burden 
of proof" or not does not change whether it is a good explanation. We must 
always judge all sides by whether they offer good explanations and whether we 
have criticisms of their substance. If you think a proposal is too reckless, 
criticize the specific way in which it is too reckless (e.g. what precautions should 
be taken but aren't?). Saying something has a burden of proof doesn't actually 



tell us anything wrong with it.

Here are two examples of burden of proof arguments so you can see what to 
look out for.

We have, of course, the right to intervene on behalf of those rebelling against 
dictatorship (if that's indeed what they're doing), but it is not in our national 
self-interest to do so in the Middle East.

Why not? No, the burden of proof is on the person stating that it is in our self-
interest to intervene. And given that American soldiers' lives are at stake, that's 
a high burden to meet. (- Harry Binswanger)

Notice how he is asserting something (that it isn't in the USA's self-interest to 
intervene in Libya) and refusing to give an argument for his assertion. He just 
says, "The other guys have the burden so I don't have to argue my own case." 
Not explaining the case for an idea, and believing it's true, is an irrational 
approach.

Since you're on the side supporting this aggressive action  (and protesting the 
straw man argument), I think the onus should be on you  to describe the 
limiting principle that you think is the best that you're aware of (and, that this 
action comports with). (- Gil Milbauer)

Note how the term "burden of proof" is replaced by merely "onus". It is the same 
thing. Watch out for different ways to express the concept. In this case too, the 
burden arguer uses this *instead of* a normal argument. He never described the 
limiting principle he thought was correct in further discussion despite being 
repeatedly asked. His only interest was in forcing the other side to say stuff and 
tearing it down.

When people criticize an idea on some grounds, while simultaneously 
advocating an idea which doesn't stand up to that same criticism, they are 
making a mistake. Don't let them hide it with the "burden of proof" rhetoric.

-- Elliot Temple
http://curi.us/

http://curi.us/


In the Bingswanger case, surely in order to have a meaningful discussion both 
of you have to explain your case?  Otherwise aren't you just shifting the 'burden 
of criticism' to him?

Also what about when one side fails to make any claim and another cites 
something radical about reality, such as a Christian saying that God exists?

I think you may be making the mistake Elliot referred to in "Method 1" -- You 
seem to be assuming that not believing in God is a default position. The 
existence of God is meant to solve a problem. The alternative is not 'no claim'. 
There are other theories we have which address those same problems.

From Chapter 3 of BoI:

Before anything was known about how the world works, trying to explain physical 
phenomena in terms of purposeful, human-like thought and action may have 
been a reasonable approach.

Jordan



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] My video on the Alternative-Vote electoral system
Date: April 10, 2011 at 10:38 AM

Here is my rant of unbounded rage about why any of you who are on a British 
electoral roll should vote No in the forthcoming referendum on changing the 
electoral system from good to evil:

http://www.youtube.com/watch?v=c0pZ9LTZW1g

-- David

http://www.youtube.com/watch?v=c0pZ9LTZW1g


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] My video on the Alternative-Vote electoral system
Date: April 10, 2011 at 11:49 AM

How would everyone on this list recommend getting this important video out to 
the media so that more than just a few friends of ours see this?
Michael Golding

--- On Sun, 4/10/11, David Deutsch <david.deutsch@qubit.org> wrote:

From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] My video on the Alternative-Vote electoral system
To: beginning-of-infinity@googlegroups.com
Date: Sunday, April 10, 2011, 10:38 AM
Here is my rant of unbounded rage
about why any of you who are on a British electoral roll
should vote No in the forthcoming referendum on changing the
electoral system from good to evil:

http://www.youtube.com/watch?v=c0pZ9LTZW1g

-- David

http://www.youtube.com/watch?v=c0pZ9LTZW1g


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Anti-Critical Philosophy
Date: April 10, 2011 at 2:55 PM

The BoI worldview highly values criticism. We are fallible, we make mistakes, and 
criticisms are explanations of those mistakes which can help us improve and 
learn better.

Some schools of philosophy, shockingly, oppose criticism. This can be hard to 
believe without examples! It's so strange. I got some nice examples today:

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future/3
w6w

what matters is truth, maps-to-reality-ness, correctness. That is, if I have a 
correct thing, and your thing is incompatible with my thing, due to the nature of 
reality, your thing is wrong. I don't need to show you that it's wrong, or how it's 
wrong - the mere existence of my correct thing does more than enough.

But what if the thing you think is correct turns out to have a mistake?

the way of thinking where you build up your position to match reality as closely 
as possible without worrying about criticisms of it, and especially without 
worrying about criticizing other positions, is anti-critical, and pro-truth.

He thinks he has found a royal road to truth. Follow a certain method and all your 
conclusions will be correct. This is justificationism at its most blatant.

reversed stupidity isn't intelligence

His final argument points out that believing the opposites of all the theories you 
criticize isn't a good method. He doesn't mean logical opposites, but loose 
opposites. If you refute socialism, believing logical negation of socialism is fine, 
which means believing "socialism is not true" or "something other than socialism 
is true". What he has in mind is you criticize socialism so then you believe 
capitalism, for some reason.

BTW in case you were wondering what people like this have to say about Popper, 
and Popper's explanations of why criticism and fallibility are important, it goes 

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future/3w6w


something like this:

Popperian philosophy is all about the social rules of belief: you are allowed to 
belief whatever you like, until it's falsified, criticized, or refuted. It's rude, 
impolite, gauche to continue believing something that's falsified. As long as you 
don't believe anything that's wrong. And so on.

I do not recognize this as having anything much to do with the Popperian 
philosophy of the BoI worldview. Apparently his correct method of working out the 
truth led him astray.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Anti-Critical Philosophy
Date: April 10, 2011 at 3:01 PM

On 10 April 2011 19:55, Elliot Temple <curi@curi.us> wrote:

The BoI worldview highly values criticism. We are fallible, we make
mistakes, and criticisms are explanations of those mistakes which can help
us improve and learn better.

Some schools of philosophy, shockingly, oppose criticism. This can be hard
to believe without examples! It's so strange. I got some nice examples
today:

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future
/3w6w

what matters is truth, maps-to-reality-ness, correctness. That is, if I
have a correct thing, and your thing is incompatible with my thing, due to
the nature of reality, your thing is wrong. I don't need to show you that
it's wrong, or how it's wrong - the mere existence of my correct thing does
more than enough.

But what if the thing you think is correct turns out to have a mistake?

the way of thinking where you build up your position to match reality as
closely as possible without worrying about criticisms of it, and especially
without worrying about criticizing other positions, is anti-critical, and
pro-truth.

He thinks he has found a royal road to truth. Follow a certain method and
all your conclusions will be correct. This is justificationism at its most
blatant.

reversed stupidity isn't intelligence

His final argument points out that believing the opposites of all the
theories you criticize isn't a good method. He doesn't mean logical
opposites, but loose opposites. If you refute socialism, believing logical

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future/3w6w


negation of socialism is fine, which means believing "socialism is not true"
or "something other than socialism is true". What he has in mind is you
criticize socialism so then you believe capitalism, for some reason.

BTW in case you were wondering what people like this have to say about
Popper, and Popper's explanations of why criticism and fallibility are
important, it goes something like this:

Popperian philosophy is all about the social rules of belief: you are
allowed to belief whatever you like, until it's falsified, criticized, or
refuted. It's rude, impolite, gauche to continue believing something that's
falsified. As long as you don't believe anything that's wrong. And so on.

I do not recognize this as having anything much to do with the Popperian
philosophy of the BoI worldview. Apparently his correct method of working
out the truth led him astray.

-- Elliot Temple
http://curi.us/

Objectivism is quite hostile to criticism, it's the worst thing about it and
the reason behind all of its ridiculous in-fighting and to a certain extent
it's charges of being a cult (although I think that is in large unfair
and wrong-headed). I single Objectivism out because it is an example of a
philosophy which is much closer to the truth than most others and yet
suffers from this flaw.

Because of its Justificationist and infallibilistic tendencies, a lot of
Objectivists think that Popper is some kind of crypto-sceptic. In fact there
has been an Objectivist book written about how Popper is secretly a sceptic
and how his influence is ruining science. Yaron Brook even went so far as to
say that Popperian epistemology is the main rival to Objectivist
epistemology.

-- 

http://curi.us/


Nullius In Verba



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Anti-Critical Philosophy
Date: April 10, 2011 at 3:38 PM

On Sun, Apr 10, 2011 at 12:01 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 19:55, Elliot Temple <curi@curi.us> wrote:

The BoI worldview highly values criticism. We are fallible, we make
mistakes, and criticisms are explanations of those mistakes which can help
us improve and learn better.

Some schools of philosophy, shockingly, oppose criticism. This can be hard
to believe without examples! It's so strange. I got some nice examples
today:

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_futur
e/3w6w

what matters is truth, maps-to-reality-ness, correctness. That is, if I
have a correct thing, and your thing is incompatible with my thing, due to
the nature of reality, your thing is wrong. I don't need to show you that
it's wrong, or how it's wrong - the mere existence of my correct thing does
more than enough.

But what if the thing you think is correct turns out to have a mistake?

the way of thinking where you build up your position to match reality as
closely as possible without worrying about criticisms of it, and especially
without worrying about criticizing other positions, is anti-critical, and
pro-truth.

He thinks he has found a royal road to truth. Follow a certain method and
all your conclusions will be correct. This is justificationism at its most
blatant.

reversed stupidity isn't intelligence

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future/3w6w


His final argument points out that believing the opposites of all the
theories you criticize isn't a good method. He doesn't mean logical
opposites, but loose opposites. If you refute socialism, believing logical
negation of socialism is fine, which means believing "socialism is not true"
or "something other than socialism is true". What he has in mind is you
criticize socialism so then you believe capitalism, for some reason.

BTW in case you were wondering what people like this have to say about
Popper, and Popper's explanations of why criticism and fallibility are
important, it goes something like this:

Popperian philosophy is all about the social rules of belief: you are
allowed to belief whatever you like, until it's falsified, criticized, or
refuted. It's rude, impolite, gauche to continue believing something that's
falsified. As long as you don't believe anything that's wrong. And so on.

I do not recognize this as having anything much to do with the Popperian
philosophy of the BoI worldview. Apparently his correct method of working
out the truth led him astray.

-- Elliot Temple
http://curi.us/

Objectivism is quite hostile to criticism, it's the worst thing about it and
the reason behind all of its ridiculous in-fighting and to a certain extent
it's charges of being a cult (although I think that is in large unfair
and wrong-headed). I single Objectivism out because it is an example of a
philosophy which is much closer to the truth than most others and yet
suffers from this flaw.

Because of its Justificationist and infallibilistic tendencies, a lot of
Objectivists think that Popper is some kind of crypto-sceptic. In fact there
has been an Objectivist book written about how Popper is secretly a sceptic
and how his influence is ruining science. Yaron Brook even went so far as to
say that Popperian epistemology is the main rival to Objectivist

http://curi.us/


epistemology.

Do you have any major criticism of Ayn Rand, or does this only apply
to her followers?

Popper's students were not as wise as Popper. But that's not very important.



From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Anti-Critical Philosophy
Date: April 10, 2011 at 3:43 PM

On 10 April 2011 20:38, Anonymous Person 
<unattributedemail@gmail.com>wrote:

On Sun, Apr 10, 2011 at 12:01 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 19:55, Elliot Temple <curi@curi.us> wrote:

The BoI worldview highly values criticism. We are fallible, we make
mistakes, and criticisms are explanations of those mistakes which can

help
us improve and learn better.

Some schools of philosophy, shockingly, oppose criticism. This can be
hard

to believe without examples! It's so strange. I got some nice examples
today:

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future
/3w6w

what matters is truth, maps-to-reality-ness, correctness. That is, if
I

have a correct thing, and your thing is incompatible with my thing,
due to

the nature of reality, your thing is wrong. I don't need to show you
that

it's wrong, or how it's wrong - the mere existence of my correct thing
does

more than enough.

But what if the thing you think is correct turns out to have a mistake?

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future/3w6w


the way of thinking where you build up your position to match reality
as

closely as possible without worrying about criticisms of it, and
especially

without worrying about criticizing other positions, is anti-critical,
and

pro-truth.

He thinks he has found a royal road to truth. Follow a certain method
and

all your conclusions will be correct. This is justificationism at its
most

blatant.

reversed stupidity isn't intelligence

His final argument points out that believing the opposites of all the
theories you criticize isn't a good method. He doesn't mean logical
opposites, but loose opposites. If you refute socialism, believing

logical
negation of socialism is fine, which means believing "socialism is not

true"
or "something other than socialism is true". What he has in mind is you
criticize socialism so then you believe capitalism, for some reason.

BTW in case you were wondering what people like this have to say about
Popper, and Popper's explanations of why criticism and fallibility are
important, it goes something like this:

Popperian philosophy is all about the social rules of belief: you are
allowed to belief whatever you like, until it's falsified, criticized,

or
refuted. It's rude, impolite, gauche to continue believing something

that's
falsified. As long as you don't believe anything that's wrong. And so

on.



I do not recognize this as having anything much to do with the Popperian
philosophy of the BoI worldview. Apparently his correct method of

working
out the truth led him astray.

-- Elliot Temple
http://curi.us/

Objectivism is quite hostile to criticism, it's the worst thing about it
and

the reason behind all of its ridiculous in-fighting and to a certain
extent

it's charges of being a cult (although I think that is in large unfair
and wrong-headed). I single Objectivism out because it is an example of a
philosophy which is much closer to the truth than most others and yet
suffers from this flaw.

Because of its Justificationist and infallibilistic tendencies, a lot of
Objectivists think that Popper is some kind of crypto-sceptic. In fact

there
has been an Objectivist book written about how Popper is secretly a

sceptic
and how his influence is ruining science. Yaron Brook even went so far as

to
say that Popperian epistemology is the main rival to Objectivist
epistemology.

Do you have any major criticism of Ayn Rand, or does this only apply
to her followers?

Popper's students were not as wise as Popper. But that's not very
important.

http://curi.us/


It's inherent in Rand's philosophy.

-- 
Nullius In Verba



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Anti-Critical Philosophy
Date: April 10, 2011 at 3:48 PM

On Sun, Apr 10, 2011 at 12:43 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 20:38, Anonymous Person <unattributedemail@gmail.com>
wrote:

On Sun, Apr 10, 2011 at 12:01 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 19:55, Elliot Temple <curi@curi.us> wrote:

The BoI worldview highly values criticism. We are fallible, we make
mistakes, and criticisms are explanations of those mistakes which can
help
us improve and learn better.

Some schools of philosophy, shockingly, oppose criticism. This can be
hard
to believe without examples! It's so strange. I got some nice examples
today:

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_fu
ture/3w6w

what matters is truth, maps-to-reality-ness, correctness. That is, if
I
have a correct thing, and your thing is incompatible with my thing,
due to
the nature of reality, your thing is wrong. I don't need to show you
that
it's wrong, or how it's wrong - the mere existence of my correct
thing does
more than enough.

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future/3w6w


But what if the thing you think is correct turns out to have a mistake?

the way of thinking where you build up your position to match reality
as
closely as possible without worrying about criticisms of it, and
especially
without worrying about criticizing other positions, is anti-critical,
and
pro-truth.

He thinks he has found a royal road to truth. Follow a certain method
and
all your conclusions will be correct. This is justificationism at its
most
blatant.

reversed stupidity isn't intelligence

His final argument points out that believing the opposites of all the
theories you criticize isn't a good method. He doesn't mean logical
opposites, but loose opposites. If you refute socialism, believing
logical
negation of socialism is fine, which means believing "socialism is not
true"
or "something other than socialism is true". What he has in mind is you
criticize socialism so then you believe capitalism, for some reason.

BTW in case you were wondering what people like this have to say about
Popper, and Popper's explanations of why criticism and fallibility are
important, it goes something like this:

Popperian philosophy is all about the social rules of belief: you are
allowed to belief whatever you like, until it's falsified,
criticized, or
refuted. It's rude, impolite, gauche to continue believing something
that's
falsified. As long as you don't believe anything that's wrong. And so
on.



I do not recognize this as having anything much to do with the
Popperian
philosophy of the BoI worldview. Apparently his correct method of
working
out the truth led him astray.

-- Elliot Temple
http://curi.us/

Objectivism is quite hostile to criticism, it's the worst thing about it
and
the reason behind all of its ridiculous in-fighting and to a certain
extent
it's charges of being a cult (although I think that is in large unfair
and wrong-headed). I single Objectivism out because it is an example of
a
philosophy which is much closer to the truth than most others and yet
suffers from this flaw.

Because of its Justificationist and infallibilistic tendencies, a lot of
Objectivists think that Popper is some kind of crypto-sceptic. In fact
there
has been an Objectivist book written about how Popper is secretly a
sceptic
and how his influence is ruining science. Yaron Brook even went so far
as to
say that Popperian epistemology is the main rival to Objectivist
epistemology.

Do you have any major criticism of Ayn Rand, or does this only apply
to her followers?

Popper's students were not as wise as Popper. But that's not very
important.

It's inherent in Rand's philosophy.

http://curi.us/


That is not my reading of Rand. Please provide some evidence and explanation.



From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Anti-Critical Philosophy
Date: April 10, 2011 at 3:51 PM

On 10 April 2011 20:48, Anonymous Person 
<unattributedemail@gmail.com>wrote:

On Sun, Apr 10, 2011 at 12:43 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 20:38, Anonymous Person <unattributedemail@gmail.com>
wrote:

On Sun, Apr 10, 2011 at 12:01 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 19:55, Elliot Temple <curi@curi.us> wrote:

The BoI worldview highly values criticism. We are fallible, we make
mistakes, and criticisms are explanations of those mistakes which can
help
us improve and learn better.

Some schools of philosophy, shockingly, oppose criticism. This can be
hard
to believe without examples! It's so strange. I got some nice

examples
today:

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future
/3w6w

what matters is truth, maps-to-reality-ness, correctness. That is,
if

I

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future/3w6w


have a correct thing, and your thing is incompatible with my thing,
due to
the nature of reality, your thing is wrong. I don't need to show

you
that
it's wrong, or how it's wrong - the mere existence of my correct
thing does
more than enough.

But what if the thing you think is correct turns out to have a
mistake?

the way of thinking where you build up your position to match
reality

as
closely as possible without worrying about criticisms of it, and
especially
without worrying about criticizing other positions, is

anti-critical,
and
pro-truth.

He thinks he has found a royal road to truth. Follow a certain method
and
all your conclusions will be correct. This is justificationism at its
most
blatant.

reversed stupidity isn't intelligence

His final argument points out that believing the opposites of all the
theories you criticize isn't a good method. He doesn't mean logical
opposites, but loose opposites. If you refute socialism, believing
logical
negation of socialism is fine, which means believing "socialism is

not
true"
or "something other than socialism is true". What he has in mind is



you
criticize socialism so then you believe capitalism, for some reason.

BTW in case you were wondering what people like this have to say
about

Popper, and Popper's explanations of why criticism and fallibility
are

important, it goes something like this:

Popperian philosophy is all about the social rules of belief: you
are

allowed to belief whatever you like, until it's falsified,
criticized, or
refuted. It's rude, impolite, gauche to continue believing

something
that's
falsified. As long as you don't believe anything that's wrong. And

so
on.

I do not recognize this as having anything much to do with the
Popperian
philosophy of the BoI worldview. Apparently his correct method of
working
out the truth led him astray.

-- Elliot Temple
http://curi.us/

Objectivism is quite hostile to criticism, it's the worst thing about
it

and
the reason behind all of its ridiculous in-fighting and to a certain
extent
it's charges of being a cult (although I think that is in large unfair

http://curi.us/


and wrong-headed). I single Objectivism out because it is an example
of

a
philosophy which is much closer to the truth than most others and yet
suffers from this flaw.

Because of its Justificationist and infallibilistic tendencies, a lot
of

Objectivists think that Popper is some kind of crypto-sceptic. In fact
there
has been an Objectivist book written about how Popper is secretly a
sceptic
and how his influence is ruining science. Yaron Brook even went so far
as to
say that Popperian epistemology is the main rival to Objectivist
epistemology.

Do you have any major criticism of Ayn Rand, or does this only apply
to her followers?

Popper's students were not as wise as Popper. But that's not very
important.

It's inherent in Rand's philosophy.

That is not my reading of Rand. Please provide some evidence and
explanation.

Do you dispute that Rand is a JustifIcationist or Infabillist or both?

-- 
Nullius In Verba



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Anti-Critical Philosophy
Date: April 10, 2011 at 3:59 PM

On Sun, Apr 10, 2011 at 12:51 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 20:48, Anonymous Person <unattributedemail@gmail.com>
wrote:

On Sun, Apr 10, 2011 at 12:43 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 20:38, Anonymous Person <unattributedemail@gmail.com>
wrote:

On Sun, Apr 10, 2011 at 12:01 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 19:55, Elliot Temple <curi@curi.us> wrote:

The BoI worldview highly values criticism. We are fallible, we make
mistakes, and criticisms are explanations of those mistakes which
can
help
us improve and learn better.

Some schools of philosophy, shockingly, oppose criticism. This can
be
hard
to believe without examples! It's so strange. I got some nice
examples
today:

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future/3w6w


_future/3w6w

what matters is truth, maps-to-reality-ness, correctness. That is,
if
I
have a correct thing, and your thing is incompatible with my
thing,
due to
the nature of reality, your thing is wrong. I don't need to show
you
that
it's wrong, or how it's wrong - the mere existence of my correct
thing does
more than enough.

But what if the thing you think is correct turns out to have a
mistake?

the way of thinking where you build up your position to match
reality
as
closely as possible without worrying about criticisms of it, and
especially
without worrying about criticizing other positions, is
anti-critical,
and
pro-truth.

He thinks he has found a royal road to truth. Follow a certain
method
and
all your conclusions will be correct. This is justificationism at
its
most
blatant.

reversed stupidity isn't intelligence

His final argument points out that believing the opposites of all
the

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future/3w6w


theories you criticize isn't a good method. He doesn't mean logical
opposites, but loose opposites. If you refute socialism, believing
logical
negation of socialism is fine, which means believing "socialism is
not
true"
or "something other than socialism is true". What he has in mind is
you
criticize socialism so then you believe capitalism, for some reason.

BTW in case you were wondering what people like this have to say
about
Popper, and Popper's explanations of why criticism and fallibility
are
important, it goes something like this:

Popperian philosophy is all about the social rules of belief: you
are
allowed to belief whatever you like, until it's falsified,
criticized, or
refuted. It's rude, impolite, gauche to continue believing
something
that's
falsified. As long as you don't believe anything that's wrong. And
so
on.

I do not recognize this as having anything much to do with the
Popperian
philosophy of the BoI worldview. Apparently his correct method of
working
out the truth led him astray.

-- Elliot Temple
http://curi.us/

http://curi.us/


Objectivism is quite hostile to criticism, it's the worst thing about
it
and
the reason behind all of its ridiculous in-fighting and to a certain
extent
it's charges of being a cult (although I think that is in large
unfair
and wrong-headed). I single Objectivism out because it is an example
of
a
philosophy which is much closer to the truth than most others and yet
suffers from this flaw.

Because of its Justificationist and infallibilistic tendencies, a lot
of
Objectivists think that Popper is some kind of crypto-sceptic. In
fact
there
has been an Objectivist book written about how Popper is secretly a
sceptic
and how his influence is ruining science. Yaron Brook even went so
far
as to
say that Popperian epistemology is the main rival to Objectivist
epistemology.

Do you have any major criticism of Ayn Rand, or does this only apply
to her followers?

Popper's students were not as wise as Popper. But that's not very
important.

It's inherent in Rand's philosophy.

That is not my reading of Rand. Please provide some evidence and
explanation.

Do you dispute that Rand is a JustifIcationist or Infabillist or both?



I dispute she is an infallibilist.

As justificationists go, I think she has a mild case. She differed
from most other philosophers by being less justificationist, not more.

Will you now explain what you're talking about, with quotes?



From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Anti-Critical Philosophy
Date: April 10, 2011 at 4:12 PM

On 10 April 2011 20:59, Anonymous Person 
<unattributedemail@gmail.com>wrote:

On Sun, Apr 10, 2011 at 12:51 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 20:48, Anonymous Person <unattributedemail@gmail.com>
wrote:

On Sun, Apr 10, 2011 at 12:43 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 20:38, Anonymous Person <unattributedemail@gmail.com

wrote:

On Sun, Apr 10, 2011 at 12:01 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 19:55, Elliot Temple <curi@curi.us> wrote:

The BoI worldview highly values criticism. We are fallible, we
make

mistakes, and criticisms are explanations of those mistakes which
can
help
us improve and learn better.

Some schools of philosophy, shockingly, oppose criticism. This can
be
hard
to believe without examples! It's so strange. I got some nice
examples



today:

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future
/3w6w

what matters is truth, maps-to-reality-ness, correctness. That
is,

if
I
have a correct thing, and your thing is incompatible with my
thing,
due to
the nature of reality, your thing is wrong. I don't need to show
you
that
it's wrong, or how it's wrong - the mere existence of my correct
thing does
more than enough.

But what if the thing you think is correct turns out to have a
mistake?

the way of thinking where you build up your position to match
reality
as
closely as possible without worrying about criticisms of it, and
especially
without worrying about criticizing other positions, is
anti-critical,
and
pro-truth.

He thinks he has found a royal road to truth. Follow a certain
method
and
all your conclusions will be correct. This is justificationism at

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future/3w6w


its
most
blatant.

reversed stupidity isn't intelligence

His final argument points out that believing the opposites of all
the
theories you criticize isn't a good method. He doesn't mean

logical
opposites, but loose opposites. If you refute socialism, believing
logical
negation of socialism is fine, which means believing "socialism is
not
true"
or "something other than socialism is true". What he has in mind

is
you
criticize socialism so then you believe capitalism, for some

reason.

BTW in case you were wondering what people like this have to say
about
Popper, and Popper's explanations of why criticism and fallibility
are
important, it goes something like this:

Popperian philosophy is all about the social rules of belief:
you

are
allowed to belief whatever you like, until it's falsified,
criticized, or
refuted. It's rude, impolite, gauche to continue believing
something
that's
falsified. As long as you don't believe anything that's wrong.

And
so



on.

I do not recognize this as having anything much to do with the
Popperian
philosophy of the BoI worldview. Apparently his correct method of
working
out the truth led him astray.

-- Elliot Temple
http://curi.us/

Objectivism is quite hostile to criticism, it's the worst thing
about

it
and
the reason behind all of its ridiculous in-fighting and to a

certain
extent
it's charges of being a cult (although I think that is in large
unfair
and wrong-headed). I single Objectivism out because it is an

example
of
a
philosophy which is much closer to the truth than most others and

yet
suffers from this flaw.

Because of its Justificationist and infallibilistic tendencies, a
lot

of
Objectivists think that Popper is some kind of crypto-sceptic. In
fact
there
has been an Objectivist book written about how Popper is secretly a
sceptic

http://curi.us/


and how his influence is ruining science. Yaron Brook even went so
far
as to
say that Popperian epistemology is the main rival to Objectivist
epistemology.

Do you have any major criticism of Ayn Rand, or does this only apply
to her followers?

Popper's students were not as wise as Popper. But that's not very
important.

It's inherent in Rand's philosophy.

That is not my reading of Rand. Please provide some evidence and
explanation.

Do you dispute that Rand is a JustifIcationist or Infabillist or both?

I dispute she is an infallibilist.

As justificationists go, I think she has a mild case. She differed
from most other philosophers by being less justificationist, not more.

Will you now explain what you're talking about, with quotes?

So I think that both Rand's explicit and inexplicit views on Infallibilism
vary and she's definitely better than most other people on this topic.
However I think the extremity of her philosophy (which is by no means a bad
thing) coupled with these tendencies has led to some unfortunate and
misguided reactions to her work.

I'm thinking mainly of her believe in the infallibility of axioms and her
basis of her entire philosophy on this. I think most of Objectivism holds up
to criticism regardless but this approach is fundamentally flawed.

Also this is reflected in the way she sometimes conducted her personal
affairs, such as her complete excommunication of Nathaniel Branden for a



relatively minor discrepancy and her refusal to admit any fault in the
matter.

-- 
Nullius In Verba



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Anti-Critical Philosophy
Date: April 10, 2011 at 4:24 PM

On Sun, Apr 10, 2011 at 1:12 PM, Karl Stocker <sumergocogitabo@gmail.com> 
wrote:

On 10 April 2011 20:59, Anonymous Person <unattributedemail@gmail.com>
wrote:

On Sun, Apr 10, 2011 at 12:51 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 20:48, Anonymous Person <unattributedemail@gmail.com>
wrote:

On Sun, Apr 10, 2011 at 12:43 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 20:38, Anonymous Person
<unattributedemail@gmail.com>
wrote:

On Sun, Apr 10, 2011 at 12:01 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 19:55, Elliot Temple <curi@curi.us> wrote:

The BoI worldview highly values criticism. We are fallible, we
make
mistakes, and criticisms are explanations of those mistakes which
can
help
us improve and learn better.

Some schools of philosophy, shockingly, oppose criticism. This
can



be
hard
to believe without examples! It's so strange. I got some nice
examples
today:

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_t
he_future/3w6w

what matters is truth, maps-to-reality-ness, correctness. That
is,
if
I
have a correct thing, and your thing is incompatible with my
thing,
due to
the nature of reality, your thing is wrong. I don't need to
show
you
that
it's wrong, or how it's wrong - the mere existence of my
correct
thing does
more than enough.

But what if the thing you think is correct turns out to have a
mistake?

the way of thinking where you build up your position to match
reality
as
closely as possible without worrying about criticisms of it,
and
especially
without worrying about criticizing other positions, is
anti-critical,

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future/3w6w


and
pro-truth.

He thinks he has found a royal road to truth. Follow a certain
method
and
all your conclusions will be correct. This is justificationism at
its
most
blatant.

reversed stupidity isn't intelligence

His final argument points out that believing the opposites of all
the
theories you criticize isn't a good method. He doesn't mean
logical
opposites, but loose opposites. If you refute socialism,
believing
logical
negation of socialism is fine, which means believing "socialism
is
not
true"
or "something other than socialism is true". What he has in mind
is
you
criticize socialism so then you believe capitalism, for some
reason.

BTW in case you were wondering what people like this have to say
about
Popper, and Popper's explanations of why criticism and
fallibility
are
important, it goes something like this:

Popperian philosophy is all about the social rules of belief:
you



are
allowed to belief whatever you like, until it's falsified,
criticized, or
refuted. It's rude, impolite, gauche to continue believing
something
that's
falsified. As long as you don't believe anything that's wrong.
And
so
on.

I do not recognize this as having anything much to do with the
Popperian
philosophy of the BoI worldview. Apparently his correct method of
working
out the truth led him astray.

-- Elliot Temple
http://curi.us/

Objectivism is quite hostile to criticism, it's the worst thing
about
it
and
the reason behind all of its ridiculous in-fighting and to a
certain
extent
it's charges of being a cult (although I think that is in large
unfair
and wrong-headed). I single Objectivism out because it is an
example
of
a
philosophy which is much closer to the truth than most others and
yet
suffers from this flaw.

http://curi.us/


Because of its Justificationist and infallibilistic tendencies, a
lot
of
Objectivists think that Popper is some kind of crypto-sceptic. In
fact
there
has been an Objectivist book written about how Popper is secretly
a
sceptic
and how his influence is ruining science. Yaron Brook even went so
far
as to
say that Popperian epistemology is the main rival to Objectivist
epistemology.

Do you have any major criticism of Ayn Rand, or does this only apply
to her followers?

Popper's students were not as wise as Popper. But that's not very
important.

It's inherent in Rand's philosophy.

That is not my reading of Rand. Please provide some evidence and
explanation.

Do you dispute that Rand is a JustifIcationist or Infabillist or both?

I dispute she is an infallibilist.

As justificationists go, I think she has a mild case. She differed
from most other philosophers by being less justificationist, not more.

Will you now explain what you're talking about, with quotes?

So I think that both Rand's explicit and inexplicit views on Infallibilism
vary

Can you give an example of one that varied in a bad way?



and she's definitely better than most other people on this topic.
However I think the extremity of her philosophy (which is by no means a bad
thing) coupled with these tendencies has led to some unfortunate and
misguided reactions to her work.

Popper's work receives a lot of misguided reactions too, while not
having such tendencies. I think the primary cause of bad reactions is
that people disagree. I think focussing on other factors is a bad
excuse which obscures the substantive issues.

I'm thinking mainly of her believe in the infallibility of axioms

Quote?

and her basis of her entire philosophy on this.

She did not base her entire philosophy on that, or on any other one
thing. She had many different ideas, and many different arguments for
them.

I think most of Objectivism holds up
to criticism regardless but this approach is fundamentally flawed.

Also this is reflected in the way she sometimes conducted her personal
affairs, such as her complete excommunication of Nathaniel Branden for a
relatively minor discrepancy and her refusal to admit any fault in the
matter.

The negative stories about Rand's personal life are misleading,
exaggerated and often false.

Regarding the Branden issue, he waited until after she died to publish
his version of the story. That prevented her from disputing it. I
don't think we should trust it's accuracy. Regardless, you have not
provided a quote for your claim. If you present evidence -- rather
than a summary of your conclusion -- we could consider it.

Regarding the issue more generally, Rothbard got more chances than he
deserved. Why is that -- why was she patient with someone like that --



if she is intolerant, impatient and absolutist?



From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Anti-Critical Philosophy
Date: April 10, 2011 at 4:40 PM

On 10 April 2011 21:24, Anonymous Person 
<unattributedemail@gmail.com>wrote:

On Sun, Apr 10, 2011 at 1:12 PM, Karl Stocker <sumergocogitabo@gmail.com>
wrote:

On 10 April 2011 20:59, Anonymous Person <unattributedemail@gmail.com>
wrote:

On Sun, Apr 10, 2011 at 12:51 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 20:48, Anonymous Person <unattributedemail@gmail.com

wrote:

On Sun, Apr 10, 2011 at 12:43 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 20:38, Anonymous Person
<unattributedemail@gmail.com>
wrote:

On Sun, Apr 10, 2011 at 12:01 PM, Karl Stocker
<sumergocogitabo@gmail.com> wrote:

On 10 April 2011 19:55, Elliot Temple <curi@curi.us> wrote:

The BoI worldview highly values criticism. We are fallible, we
make
mistakes, and criticisms are explanations of those mistakes

which



can
help
us improve and learn better.

Some schools of philosophy, shockingly, oppose criticism. This
can
be
hard
to believe without examples! It's so strange. I got some nice
examples
today:

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future
/3w6w

what matters is truth, maps-to-reality-ness, correctness.
That

is,
if
I
have a correct thing, and your thing is incompatible with my
thing,
due to
the nature of reality, your thing is wrong. I don't need to
show
you
that
it's wrong, or how it's wrong - the mere existence of my
correct
thing does
more than enough.

But what if the thing you think is correct turns out to have a
mistake?

http://lesswrong.com/lw/56a/david_deutsch_on_how_to_think_about_the_future/3w6w


the way of thinking where you build up your position to match
reality
as
closely as possible without worrying about criticisms of it,
and
especially
without worrying about criticizing other positions, is
anti-critical,
and
pro-truth.

He thinks he has found a royal road to truth. Follow a certain
method
and
all your conclusions will be correct. This is justificationism

at
its
most
blatant.

reversed stupidity isn't intelligence

His final argument points out that believing the opposites of
all

the
theories you criticize isn't a good method. He doesn't mean
logical
opposites, but loose opposites. If you refute socialism,
believing
logical
negation of socialism is fine, which means believing "socialism
is
not
true"
or "something other than socialism is true". What he has in

mind
is
you
criticize socialism so then you believe capitalism, for some



reason.

BTW in case you were wondering what people like this have to
say

about
Popper, and Popper's explanations of why criticism and
fallibility
are
important, it goes something like this:

Popperian philosophy is all about the social rules of belief:
you
are
allowed to belief whatever you like, until it's falsified,
criticized, or
refuted. It's rude, impolite, gauche to continue believing
something
that's
falsified. As long as you don't believe anything that's

wrong.
And
so
on.

I do not recognize this as having anything much to do with the
Popperian
philosophy of the BoI worldview. Apparently his correct method

of
working
out the truth led him astray.

-- Elliot Temple
http://curi.us/

Objectivism is quite hostile to criticism, it's the worst thing

http://curi.us/


about
it
and
the reason behind all of its ridiculous in-fighting and to a
certain
extent
it's charges of being a cult (although I think that is in large
unfair
and wrong-headed). I single Objectivism out because it is an
example
of
a
philosophy which is much closer to the truth than most others

and
yet
suffers from this flaw.

Because of its Justificationist and infallibilistic tendencies,
a

lot
of
Objectivists think that Popper is some kind of crypto-sceptic.

In
fact
there
has been an Objectivist book written about how Popper is

secretly
a
sceptic
and how his influence is ruining science. Yaron Brook even went

so
far
as to
say that Popperian epistemology is the main rival to Objectivist
epistemology.

Do you have any major criticism of Ayn Rand, or does this only
apply

to her followers?



Popper's students were not as wise as Popper. But that's not very
important.

It's inherent in Rand's philosophy.

That is not my reading of Rand. Please provide some evidence and
explanation.

Do you dispute that Rand is a JustifIcationist or Infabillist or both?

I dispute she is an infallibilist.

As justificationists go, I think she has a mild case. She differed
from most other philosophers by being less justificationist, not more.

Will you now explain what you're talking about, with quotes?

So I think that both Rand's explicit and inexplicit views on
Infallibilism

vary

Can you give an example of one that varied in a bad way?

and she's definitely better than most other people on this topic.
However I think the extremity of her philosophy (which is by no means a

bad
thing) coupled with these tendencies has led to some unfortunate and
misguided reactions to her work.

Popper's work receives a lot of misguided reactions too, while not
having such tendencies. I think the primary cause of bad reactions is
that people disagree. I think focussing on other factors is a bad
excuse which obscures the substantive issues.

I'm thinking mainly of her believe in the infallibility of axioms

Quote?



and her basis of her entire philosophy on this.

She did not base her entire philosophy on that, or on any other one
thing. She had many different ideas, and many different arguments for
them.

I think most of Objectivism holds up
to criticism regardless but this approach is fundamentally flawed.

Also this is reflected in the way she sometimes conducted her personal
affairs, such as her complete excommunication of Nathaniel Branden for a
relatively minor discrepancy and her refusal to admit any fault in the
matter.

The negative stories about Rand's personal life are misleading,
exaggerated and often false.

Regarding the Branden issue, he waited until after she died to publish
his version of the story. That prevented her from disputing it. I
don't think we should trust it's accuracy. Regardless, you have not
provided a quote for your claim. If you present evidence -- rather
than a summary of your conclusion -- we could consider it.

Regarding the issue more generally, Rothbard got more chances than he
deserved. Why is that -- why was she patient with someone like that --
if she is intolerant, impatient and absolutist?

It seems upon rereading Rand's views on epistemology that I was perhaps
inaccurate in my specific ideas about how Rand was an Infallibilist. It may
be something that is just confined to her intellectual heirs.

-- 
Nullius In Verba



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Anti-Critical Philosophy
Date: April 10, 2011 at 4:48 PM

On Sun, Apr 10, 2011 at 1:40 PM, Karl Stocker <sumergocogitabo@gmail.com> 
wrote:

It seems upon rereading Rand's views on epistemology that I was perhaps
inaccurate in my specific ideas about how Rand was an Infallibilist. It may
be something that is just confined to her intellectual heirs.

OK. It's nice to see someone change their mind. One final point: who
are her true intellectual heirs? People making mistakes she didn't
make, and attributing them to her? Or people like me who read her more
carefully.



From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Anti-Critical Philosophy
Date: April 10, 2011 at 4:52 PM

On 10 April 2011 21:48, Anonymous Person 
<unattributedemail@gmail.com>wrote:

On Sun, Apr 10, 2011 at 1:40 PM, Karl Stocker <sumergocogitabo@gmail.com>
wrote:

It seems upon rereading Rand's views on epistemology that I was perhaps
inaccurate in my specific ideas about how Rand was an Infallibilist. It

may
be something that is just confined to her intellectual heirs.

OK. It's nice to see someone change their mind. One final point: who
are her true intellectual heirs? People making mistakes she didn't
make, and attributing them to her? Or people like me who read her more
carefully.

I was using it in the conventional sense of leading Objectivists (and in the
case of Peikoff legally) I wasn't trying to imply any kind of intellectual
worthiness by it.  It terms of what Rand was trying to achieve and her sense
of life, I'd say that people who want to be critical about Objectivism in
order to make it better are much closer to her vision than people who want
to slavishly maintain her ideas in entirety as canon. I consider myself a
Popperian Objectivist and Rand to be one of (possibly the) greatest people
to have ever lived.

-- 
Nullius In Verba



From: Elliot Temple <curi@curi.us>
Subject: [BoI] The Conjunction Fallacy
Date: April 11, 2011 at 1:55 PM

The conjunction fallacy says that people attribute higher probability to X&Y than 
to Y.

This is false and misleading. It is based on bad pseudo-scientific research 
designed to prove that people are biased idiots. One of the intended implications, 
which the research does nothing to address, is that this is caused by genetics 
and isn't something people can change except by being aware of the bias and 
compensating for it when it will happen.

In order to achieve these results, the researchers choose X, Y, and the question 
they ask in a special way. Here's what they don't ask:

What's more likely this week, both a cure for cancer and a flood, or a flood?

Instead they do it like this:

http://en.wikipedia.org/wiki/Conjunction_fallacy

Linda is 31 years old, single, outspoken, and very bright. She majored in 
philosophy. As a student, she was deeply concerned with issues of 
discrimination and social justice, and also participated in anti-nuclear 
demonstrations.

Which is more probable?

Linda is a bank teller.
Linda is a bank teller and is active in the feminist movement.

Or like this:

http://lesswrong.com/lw/ji/conjunction_fallacy/

"A complete suspension of diplomatic relations between the USA and the Soviet 
Union, sometime in 1983."

http://en.wikipedia.org/wiki/Conjunction_fallacy
http://lesswrong.com/lw/ji/conjunction_fallacy/


"A Russian invasion of Poland, and a complete suspension of diplomatic 
relations between the USA and the Soviet Union, sometime in 1983."

These use different tricks. But both are biased in a way that biases the results.

By the way, this is a case of the general phenomenon that bad research often 
gets more impressive results, which is explained in _The Beginning of Infinity_ by 
David Deutsch. If they weren't bad researchers and didn't bias their research, 
they would have gotten a negative result and not had anything impressive to 
publish.

The trick with the first one is that the second answer is more evidence based than 
the first one. The first answer choice has nothing to do with the provided context. 
The second answer choice has something to do with the provided context: it is 
partially evidence based. Instead of taking the question really literally as to be 
about the mathematics of probability, they are deciding which answer makes 
more sense and saying that. The first one makes no sense (having nothing to do 
with the provided information). The second one partially makes sense, so they 
say it's better.

A more literally minded person would catch on to the trick. But so what? Why 
should people learn to split hairs so that they can give literally correct answers to 
bad and pointless questions? That's not a useful skill so most people don't learn 
it.

The trick with the second one is that the second answer is a better explanation. 
The first part provides a reason for the second part to happen. Claims that have 
explanatory reasons are better than claims that don't. People are helpfully 
reading "and" as expressing a relationship -- just as they would do if their friend 
asked them about the possibility of Russia invading Poland and the US 
suspending diplomacy. They think the two parts are relevant, and make sense 
together. With the first one, they don't see any good explanation offered so they 
reject the idea. Did it happen for no reason? Bad claim. Did it happen without an 
invasion of Poland or any other notable event worth mentioning? Bad claim.

People are using valuable real life skills, such as looking for good explanations 
and trying to figure out what reasonable question people intend to ask, rather 
than splitting hairs. This is not a horrible bias about X&Y being more likely than Y. 
It's just common sense. All the conjunction fallacy research shows is that you can 
miscommunicate with people and then and then blame them for the 



misunderstanding you caused. If you speak in a way such that you can 
reasonably expect to be misunderstood, you can then say people are wrong for 
not giving correct answers to what you meant and failed to communicate to them.

The conjunction fallacy does not exist, as it claims to, for all X and all Y. That it 
does exist for specially chosen X, Y and context is incapable of reaching the 
stated conclusion that it exists for all X and Y. The research is wrong and biased. 
It should become less wrong by recanting.

This insight was created by philosophical thinking of the type explained in _The 
Beginning of Infinity_ by David Deutsch. It was not created by empirical research, 
prediction, or Bayesian epistemology. It's one of many examples of how good 
philosophy leads to better results and helps us spot mistakes instead of making 
them. It also wasn't discovered by empirical research. As Deutsch explained, bad 
explanations can be rejected without testing, and testing them is pointless 
anyway (because they can just make ad hoc retreats to other bad explanations to 
avoid refutation by the data. Only good explanations can't do that.).

Please correct me if I'm wrong. Show me an unbiased study on this topic, which 
makes sense, and I'll concede.

BTW here's what one of the major papers making these claims actually says:

http://www.econ.ucdavis.edu/faculty/nehring/teaching/econ106/readings/Extensio
nal%20Versus%20Intuitive.pdf

Our problems, of course, were constructed to elicit conjunction errors, and they 
do not provide an unbiased estimate of the prevalence of these errors.

Yet when you tell people the studies are all tricks designed to fool people, they 
say it isn't so. They never read the study, they just heard the conclusions. The 
studies do not follow the methods of science. This paper has no "possible 
sources of error" section and no description of the experimental procedures used. 
All it really means is: if you try to trick people, you may succeed. And that applies 
both to the study participants and its readers...

-- Elliot Temple
http://curi.us/

http://www.econ.ucdavis.edu/faculty/nehring/teaching/econ106/readings/Extensional%20Versus%20Intuitive.pdf
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Rand and Popper on Reason Itself
Date: April 11, 2011 at 2:20 PM

http://aynrandlexicon.com/lexicon/objectivism.html

My philosophy, in essence, is the concept of man as a heroic being, with his 
own happiness as the moral purpose of his life, with productive achievement as 
his noblest activity, and reason as his only absolute. - Ayn Rand

"reason as his only absolute" is a foundationalist mistake. She's trying to set it up 
as an infallible foundation -- even though she is a fallibilist.

Interestingly, Popper made the same mistake!

Popper said some very silly things about having irrational faith in reason, and 
then after that foundation is accepted everything else is fine. Popper said this 
even though he had a negative view of faith! And didn't like foundations or 
justification either.

In both cases, a great thinker is being driven to say something silly and 
uncharacteristic by the foundations issue (which comes from the justification 
issue. The purpose of foundations is to justify). Popper himself made great 
progress in dealing with that issue. He gave us a non-justificationist and non-
foundationalist epistemology. He gave us ideas like "all is but a woven web of 
guesses". I think, later in his life (as he learned more), he stopped saying silly 
things such as to have an irrational faith in reason (he also became less 
formalistic in his approach to philosophy, going from somewhat average to much 
less). But early on, at least, he did say it. And I am not aware of Popper 
recanting. He liked to correct his mistakes, but I don't think he got it clear enough 
in his mind to ever say, "That was a mistake. Here's why... And here's the 
solution..."

The first person after Aristotle not to make this mistake, and to thoroughly 
understand why it is a mistake, is David Deutsch.

Speaking of foundations, morality does not have them:

http://www.curi.us/1169-morality

http://aynrandlexicon.com/lexicon/objectivism.html
http://www.curi.us/1169-morality


An excerpt:

The following is partly due to David Deutsch. It was his idea that for almost all 
practical purposes, it does not matter what the foundations of morality are, so 
long as you take morality seriously and apply it universally. And it was his idea 
to apply this to a morality based on squirrels.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] The Conjunction Fallacy
Date: April 11, 2011 at 2:22 PM

On 11 April 2011 18:55, Elliot Temple <curi@curi.us> wrote:

The conjunction fallacy says that people attribute higher probability to
X&Y than to Y.

This is false and misleading. It is based on bad pseudo-scientific research
designed to prove that people are biased idiots. One of the intended
implications, which the research does nothing to address, is that this is
caused by genetics and isn't something people can change except by being
aware of the bias and compensating for it when it will happen.

In order to achieve these results, the researchers choose X, Y, and the
question they ask in a special way. Here's what they don't ask:

What's more likely this week, both a cure for cancer and a flood, or a
flood?

Instead they do it like this:

http://en.wikipedia.org/wiki/Conjunction_fallacy

Linda is 31 years old, single, outspoken, and very bright. She majored in
philosophy. As a student, she was deeply concerned with issues of
discrimination and social justice, and also participated in anti-nuclear
demonstrations.

Which is more probable?

Linda is a bank teller.
Linda is a bank teller and is active in the feminist movement.

Or like this:

http://lesswrong.com/lw/ji/conjunction_fallacy/

http://en.wikipedia.org/wiki/Conjunction_fallacy
http://lesswrong.com/lw/ji/conjunction_fallacy/


"A complete suspension of diplomatic relations between the USA and the
Soviet Union, sometime in 1983."

"A Russian invasion of Poland, and a complete suspension of diplomatic
relations between the USA and the Soviet Union, sometime in 1983."

These use different tricks. But both are biased in a way that biases the
results.

By the way, this is a case of the general phenomenon that bad research
often gets more impressive results, which is explained in _The Beginning of
Infinity_ by David Deutsch. If they weren't bad researchers and didn't bias
their research, they would have gotten a negative result and not had
anything impressive to publish.

The trick with the first one is that the second answer is more evidence
based than the first one. The first answer choice has nothing to do with the
provided context. The second answer choice has something to do with the
provided context: it is partially evidence based. Instead of taking the
question really literally as to be about the mathematics of probability,
they are deciding which answer makes more sense and saying that. The first
one makes no sense (having nothing to do with the provided information). The
second one partially makes sense, so they say it's better.

A more literally minded person would catch on to the trick. But so what?
Why should people learn to split hairs so that they can give literally
correct answers to bad and pointless questions? That's not a useful skill so
most people don't learn it.

The trick with the second one is that the second answer is a better
explanation. The first part provides a reason for the second part to happen.
Claims that have explanatory reasons are better than claims that don't.
People are helpfully reading "and" as expressing a relationship -- just as
they would do if their friend asked them about the possibility of Russia
invading Poland and the US suspending diplomacy. They think the two parts
are relevant, and make sense together. With the first one, they don't see
any good explanation offered so they reject the idea. Did it happen for no
reason? Bad claim. Did it happen without an invasion of Poland or any other
notable event worth mentioning? Bad claim.



People are using valuable real life skills, such as looking for good
explanations and trying to figure out what reasonable question people intend
to ask, rather than splitting hairs. This is not a horrible bias about X&Y
being more likely than Y. It's just common sense. All the conjunction
fallacy research shows is that you can miscommunicate with people and then
and then blame them for the misunderstanding you caused. If you speak in a
way such that you can reasonably expect to be misunderstood, you can then
say people are wrong for not giving correct answers to what you meant and
failed to communicate to them.

The conjunction fallacy does not exist, as it claims to, for all X and all
Y. That it does exist for specially chosen X, Y and context is incapable of
reaching the stated conclusion that it exists for all X and Y. The research
is wrong and biased. It should become less wrong by recanting.

This insight was created by philosophical thinking of the type explained in
_The Beginning of Infinity_ by David Deutsch. It was not created by
empirical research, prediction, or Bayesian epistemology. It's one of many
examples of how good philosophy leads to better results and helps us spot
mistakes instead of making them. It also wasn't discovered by empirical
research. As Deutsch explained, bad explanations can be rejected without
testing, and testing them is pointless anyway (because they can just make ad
hoc retreats to other bad explanations to avoid refutation by the data. Only
good explanations can't do that.).

Please correct me if I'm wrong. Show me an unbiased study on this topic,
which makes sense, and I'll concede.

BTW here's what one of the major papers making these claims actually says:

http://www.econ.ucdavis.edu/faculty/nehring/teaching/econ106/readings/Extensi
onal%20Versus%20Intuitive.pdf

Our problems, of course, were constructed to elicit conjunction errors,
and they do not provide an unbiased estimate of the prevalence of these
errors.

Yet when you tell people the studies are all tricks designed to fool

http://www.econ.ucdavis.edu/faculty/nehring/teaching/econ106/readings/Extensional%20Versus%20Intuitive.pdf


people, they say it isn't so. They never read the study, they just heard the
conclusions. The studies do not follow the methods of science. This paper
has no "possible sources of error" section and no description of the
experimental procedures used. All it really means is: if you try to trick
people, you may succeed. And that applies both to the study participants and
its readers...

-- Elliot Temple
http://curi.us/

Wow thanks for alerting me to the fact that this kind of nonsense exists, I
had no idea before. It seems to me that the 'conjunction fallacy' is almost
trying to say that explanations are bad. I suppose this isn't the only kind
of thinking that thinks that, instrumentalism says much the same thing.

-- 
Nullius In Verba

http://curi.us/


From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] Rand and Popper on Reason Itself
Date: April 11, 2011 at 2:30 PM

On 11 April 2011 19:20, Elliot Temple <curi@curi.us> wrote:

http://aynrandlexicon.com/lexicon/objectivism.html

My philosophy, in essence, is the concept of man as a heroic being, with
his own happiness as the moral purpose of his life, with productive
achievement as his noblest activity, and reason as his only absolute. - Ayn
Rand

"reason as his only absolute" is a foundationalist mistake. She's trying to
set it up as an infallible foundation -- even though she is a fallibilist.

Interestingly, Popper made the same mistake!

Popper said some very silly things about having irrational faith in reason,
and then after that foundation is accepted everything else is fine. Popper
said this even though he had a negative view of faith! And didn't like
foundations or justification either.

In both cases, a great thinker is being driven to say something silly and
uncharacteristic by the foundations issue (which comes from the
justification issue. The purpose of foundations is to justify). Popper
himself made great progress in dealing with that issue. He gave us a
non-justificationist and non-foundationalist epistemology. He gave us ideas
like "all is but a woven web of guesses". I think, later in his life (as he
learned more), he stopped saying silly things such as to have an irrational
faith in reason (he also became less formalistic in his approach to
philosophy, going from somewhat average to much less). But early on, at
least, he did say it. And I am not aware of Popper recanting. He liked to
correct his mistakes, but I don't think he got it clear enough in his mind
to ever say, "That was a mistake. Here's why... And here's the solution..."

The first person after Aristotle not to make this mistake, and to
thoroughly understand why it is a mistake, is David Deutsch.

http://aynrandlexicon.com/lexicon/objectivism.html


Speaking of foundations, morality does not have them:

http://www.curi.us/1169-morality

An excerpt:

The following is partly due to David Deutsch. It was his idea that for
almost all practical purposes, it does not matter what the foundations of
morality are, so long as you take morality seriously and apply it
universally. And it was his idea to apply this to a morality based on
squirrels.

-- Elliot Temple
http://fallibleideas.com/

I think, like Popper, Rand's error may have been innocent. 'Reason as his
only absolute' can be taken to mean that reason is the most important value.
I'm sure Rand would have admitted that if there were some serious criticism
of reason then she wouldn't just ignore it.

Interestingly, I think the better thinkers among moral
subjectivists/relativists are actually rejecting foundationalism in morality
and conflating this with objective morality.  Common good crits I've heard
from them are 'morality is subjective because you can not have any ultimate
foundation for it' which does demolish the argument of many/most moral
objectivists (including the implicit Objectivist moral position).

-- 
Nullius In Verba

http://www.curi.us/1169-morality
http://fallibleideas.com/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Rand and Popper on Reason Itself
Date: April 11, 2011 at 3:25 PM

----- Original Message ----
From: Elliot Temple <curi@curi.us>
To: BoI <beginning-of-infinity@googlegroups.com>
Sent: Mon, 11 April, 2011 19:20:50
Subject: [BoI] Rand and Popper on Reason Itself

http://aynrandlexicon.com/lexicon/objectivism.html

My  philosophy, in essence, is the concept of man as a heroic being, with his
own  happiness as the moral purpose of his life, with productive achievement as
his  noblest activity, and reason as his only absolute. - Ayn Rand

"reason as  his only absolute" is a foundationalist mistake. She's trying to
set it up as an  infallible foundation -- even though she is a fallibilist.

Interestingly,  Popper made the same mistake!

Popper said some very silly things about  having irrational faith in reason,
and then after that foundation is accepted  everything else is fine. Popper said
this even though he had a negative view of  faith! And didn't like foundations
or justification either.

In both  cases, a great thinker is being driven to say something silly and
uncharacteristic by the foundations issue (which comes from the justification
issue. The purpose of foundations is to justify). Popper himself made great
progress in dealing with that issue. He gave us a non-justificationist and
non-foundationalist epistemology. He gave us ideas like "all is but a woven web
of guesses". I think, later in his life (as he learned more), he stopped saying
silly things such as to have an irrational faith in reason (he also became less
formalistic in his approach to philosophy, going from somewhat average to much
less). But early on, at least, he did say it. And I am not aware of Popper
recanting. He liked to correct his mistakes, but I don't think he got it clear
enough in his mind to ever say, "That was a mistake. Here's why... And here's
the solution..."

The first person after Aristotle not to make this  mistake, and to thoroughly

http://aynrandlexicon.com/lexicon/objectivism.html


understand why it is a mistake, is David  Deutsch.

Bartley also understood that it was a mistake and that it was a mistake because
you can sort ideas using criticism without justification at all. I don't think
he put much emphasis on explanation so that was a flaw in his work.

Alan



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] The Conjunction Fallacy
Date: April 11, 2011 at 5:29 PM

On Tue, Apr 12, 2011 at 5:55 AM, Elliot Temple <curi@curi.us> wrote:
The conjunction fallacy says that people attribute higher probability to X&Y than 
to Y.

This is false and misleading. It is based on bad pseudo-scientific research 
designed to prove that people are biased idiots. One of the intended 
implications, which the research does nothing to address, is that this is caused 
by genetics and isn't something people can change except by being aware of 
the bias and compensating for it when it will happen.

You can see that bias in the very first sentence of the Tversky and
Kahneman paper you quoted from: "Uncertainty is an unavoidable aspect
of the human condition". What is this "condition" humans have? Is it
genetic? What aspects are avoidable? Uncertainty is an epistemological
fact, saying it is part of the human condition is like saying physics
is part of the human condition. They're not telling us anything about
the human condition, only that we have one.

In order to achieve these results, the researchers choose X, Y, and the question 
they ask in a special way. Here's what they don't ask:

What's more likely this week, both a cure for cancer and a flood, or a flood?

Instead they do it like this:

http://en.wikipedia.org/wiki/Conjunction_fallacy

Linda is 31 years old, single, outspoken, and very bright. She majored in 
philosophy. As a student, she was deeply concerned with issues of 
discrimination and social justice, and also participated in anti-nuclear 
demonstrations.

Which is more probable?

Linda is a bank teller.
Linda is a bank teller and is active in the feminist movement.

http://en.wikipedia.org/wiki/Conjunction_fallacy


Or like this:

http://lesswrong.com/lw/ji/conjunction_fallacy/

"A complete suspension of diplomatic relations between the USA and the 
Soviet Union, sometime in 1983."

"A Russian invasion of Poland, and a complete suspension of diplomatic 
relations between the USA and the Soviet Union, sometime in 1983."

These use different tricks. But both are biased in a way that biases the results.

By the way, this is a case of the general phenomenon that bad research often 
gets more impressive results, which is explained in _The Beginning of Infinity_ 
by David Deutsch. If they weren't bad researchers and didn't bias their research, 
they would have gotten a negative result and not had anything impressive to 
publish.

The trick with the first one is that the second answer is more evidence based 
than the first one. The first answer choice has nothing to do with the provided 
context. The second answer choice has something to do with the provided 
context: it is partially evidence based. Instead of taking the question really 
literally as to be about the mathematics of probability, they are deciding which 
answer makes more sense and saying that. The first one makes no sense 
(having nothing to do with the provided information). The second one partially 
makes sense, so they say it's better.

Yes, they form a tentative explanation. I read from the information
that Linda was a socialist and although she studied philosophy it
wouldn't have been Popper! I wonder why she ended up as a bank teller,
but I figure that's not surprising - she probably got disillusioned
with philosophy. The second choice mentions feminism - ah, feminists
tend to be socialists. It's screaming: pick me! But wait. Maybe she
also got disillusioned with socialism? So I'm trying to explain
things. Asking "Which is more probable?" assumes I just make
probability judgements and is prompting me to reason a certain way.

A more literally minded person would catch on to the trick. But so what? Why 
should people learn to split hairs so that they can give literally correct answers 

http://lesswrong.com/lw/ji/conjunction_fallacy/


to bad and pointless questions? That's not a useful skill so most people don't 
learn it.

The trick with the second one is that the second answer is a better explanation. 
The first part provides a reason for the second part to happen. Claims that have 
explanatory reasons are better than claims that don't. People are helpfully 
reading "and" as expressing a relationship -- just as they would do if their friend 
asked them about the possibility of Russia invading Poland and the US 
suspending diplomacy. They think the two parts are relevant, and make sense 
together. With the first one, they don't see any good explanation offered so they 
reject the idea. Did it happen for no reason? Bad claim. Did it happen without an 
invasion of Poland or any other notable event worth mentioning? Bad claim.

Yes, again, a tentative explanation.

People are using valuable real life skills, such as looking for good explanations 
and trying to figure out what reasonable question people intend to ask, rather 
than splitting hairs. This is not a horrible bias about X&Y being more likely than 
Y. It's just common sense. All the conjunction fallacy research shows is that you 
can miscommunicate with people and then and then blame them for the 
misunderstanding you caused. If you speak in a way such that you can 
reasonably expect to be misunderstood, you can then say people are wrong for 
not giving correct answers to what you meant and failed to communicate to 
them.

The conjunction fallacy does not exist, as it claims to, for all X and all Y. That it 
does exist for specially chosen X, Y and context is incapable of reaching the 
stated conclusion that it exists for all X and Y. The research is wrong and 
biased. It should become less wrong by recanting.

This insight was created by philosophical thinking of the type explained in _The 
Beginning of Infinity_ by David Deutsch. It was not created by empirical 
research, prediction, or Bayesian epistemology. It's one of many examples of 
how good philosophy leads to better results and helps us spot mistakes instead 
of making them. It also wasn't discovered by empirical research. As Deutsch 
explained, bad explanations can be rejected without testing, and testing them is 
pointless anyway (because they can just make ad hoc retreats to other bad 
explanations to avoid refutation by the data. Only good explanations can't do 
that.).



Please correct me if I'm wrong. Show me an unbiased study on this topic, which 
makes sense, and I'll concede.

BTW here's what one of the major papers making these claims actually says:

http://www.econ.ucdavis.edu/faculty/nehring/teaching/econ106/readings/Extensi
onal%20Versus%20Intuitive.pdf

Our problems, of course, were constructed to elicit conjunction errors, and they 
do not provide an unbiased estimate of the prevalence of these errors.

That is an amazing sentence isn't it?

Yet when you tell people the studies are all tricks designed to fool people, they 
say it isn't so. They never read the study, they just heard the conclusions. The 
studies do not follow the methods of science. This paper has no "possible 
sources of error" section and no description of the experimental procedures 
used. All it really means is: if you try to trick people, you may succeed. And that 
applies both to the study participants and its readers...

Reading the paper tells me a lot about the authors biases, which I
might not otherwise have picked up on. On p. 313, they say: "Our focus
on inductive reasoning has focused on systematic errors because they
are diagnostic of the heuristics that generally govern inference and
judgement". So human reasoning involves induction and is all about
heuristics, presumably genetic in origin, that govern. I guess Tversky
and Kahneman didn't do that Popper course either!

I second Karl in thanking you for bringing this up. It does show how
good philosophical reasoning helps you spot and avoid mistakes.

-- Brian

http://www.econ.ucdavis.edu/faculty/nehring/teaching/econ106/readings/Extensional%20Versus%20Intuitive.pdf


From: Elliot Temple <curi@curi.us>
Subject: [BoI] BoI Reviews
Date: April 11, 2011 at 8:39 PM

If you know other reviews, please share.

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-of-
infinity-explanations-that-transform-the-world-by-david-deutsch-2258470.html

http://www.economist.com/node/18438055

http://www.timeshighereducation.co.uk/story.asp?
sectioncode=26&storycode=415636

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-of-
infinity-by-david-deutsch-2254066.html

http://living.scotsman.com/books/Book-review-The-Beginning-Of.6737336.jp

There's also some here:

http://www.amazon.co.uk/Beginning-Infinity-Explanations-Transform-
Science/product-reviews/0713992743/ref=sr_1_1_cm_cr_acr_txt?
ie=UTF8&showViewpoints=1

And mine, of course:

http://beginningofinfinity.com/review

Comments on these reviews very welcome. Some of them in particular could use 
some criticism...

-- Elliot Temple
http://curi.us/

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-of-infinity-explanations-that-transform-the-world-by-david-deutsch-2258470.html
http://www.economist.com/node/18438055
http://www.timeshighereducation.co.uk/story.asp?sectioncode=26&storycode=415636
http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-of-infinity-by-david-deutsch-2254066.html
http://living.scotsman.com/books/Book-review-The-Beginning-Of.6737336.jp
http://www.amazon.co.uk/Beginning-Infinity-Explanations-Transform-Science/product-reviews/0713992743/ref=sr_1_1_cm_cr_acr_txt?ie=UTF8&showViewpoints=1
http://beginningofinfinity.com/review
http://curi.us/


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] BoI Reviews
Date: April 11, 2011 at 8:45 PM

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-
of-infinity-by-david-deutsch-2254066.html

"Brain the size of Birmingham, ego bigger still"

What? Is this supposed to be a serious review? lol

-- Brian

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-of-infinity-by-david-deutsch-2254066.html


From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] BoI Reviews
Date: April 11, 2011 at 8:47 PM

On 12 April 2011 01:45, Brian Scurfield <briankscurfield@gmail.com> wrote:

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-
of-infinity-by-david-deutsch-2254066.html

"Brain the size of Birmingham, ego bigger still"

What? Is this supposed to be a serious review? lol

-- Brian

The Independent are hardcore envirofascists so unsurprising.

-- 
Nullius In Verba

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-of-infinity-by-david-deutsch-2254066.html


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] BoI Reviews
Date: April 12, 2011 at 3:16 AM

----- Original Message ----
From: Elliot Temple <curi@curi.us>
To: BoI <beginning-of-infinity@googlegroups.com>
Sent: Tue, 12 April, 2011 1:39:46
Subject: [BoI] BoI Reviews

If you know other reviews, please share.

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-
of-infinity-explanations-that-transform-the-world-by-david-deutsch-2258470.html
l

This one's okay.

http://www.economist.com/node/18438055

"Science is infinite" - nope, just the beginning of infinity. Note to reviewer:
you have to read the first three words of the title, not just the last one.

http://www.timeshighereducation.co.uk/story.asp?
sectioncode=26&storycode=415636

His argument hinges on a careful deconstruction of the concept of
identicalness: an analysis of classical and
quantum doppelgangers, heavily dependent on the subtle and slippery notion of
fungibility. Something is
fungible if the identity of an individual instance of it is irrelevant: when I
lend you a pound and then you pay
me back, it is irrelevant that you return the same coin, and even if you do, it
is meaningless to claim that it is
the same pound.

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-of-infinity-explanations-that-transform-the-world-by-david-deutsch-2258470.html
http://www.economist.com/node/18438055
http://www.timeshighereducation.co.uk/story.asp?sectioncode=26&storycode=415636


What?! Bollocks. Legally pounds are fungible. But it's not meaningless to claim
that if I give you a pound coin and you give it back you given me back the same
pound.

Quantum particles such as electrons are sometimes fungible and sometimes 
not,
depending on how they
interact with the rest of the world. Deutsch claims that observations of
interference between quantum waves
demonstrate the existence of the multiverse, but admits that this is a minority
view. Most physicists are
unconvinced; in my opinion, postulating this infinity of entities with which we
cannot communicate is the
most extravagant violation of Occam's razor.

Did he read the criticism of Occam's razor? Also, he doesn't bother to propose
any other explanation, so his objection is pretty useless. How does he know that
the other universes are not necessary?

Given the emphasis on identicalness and quantum physics, I was disappointed 
to
see no discussion of the
most important manifestation of the combination of the two. The rule specifying
how the waves that
represent indistinguishable quantum particles such as electrons register an
interchange of two of them is a
mighty fact about our world. It explains the structure of the atoms in the
periodic table of the chemical
elements, why these are stable, how lasers work, why wires conduct electricity,
and much else.

Okay. I suppose that might have worked.

Deutsch criticises the opinion that quantum theory needs no interpretation -
disparagingly described as the
"shut up and calculate" school - and calls it "bad philosophy". I disagree. The
principles of any currently
fundamental theory cannot be explained: they are simply postulated. That is
what "fundamental" means.
Asking for an "interpretation" amounts to explaining the theory in terms of



deeper concepts. But that would
be new physics; it would be more fundamental.

No. That amounts to asking what the theory says about the world.

I do not claim that quantum mechanics is the ultimate microscopic science; one
day, it will surely be
superseded, probably as the result of experiments that are incompatible with
it.

No. As a result of a better theory. And we already have signs that it's
inadequate.

There are currently no such
experiments, so quantum physics is the best theory we have: the fundamental
one. The alternative
mathematical formulations of quantum mechanics, all yielding the same
predictions for experimental results,
may inspire different pictures that assist our intuition in applying the theory
to different phenomena, but no
one of them should be regarded as privileged.

All of those pictures describe a multiverse.

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-
of-infinity-by-david-deutsch-2254066.html
l

Within 50 pages of The Beginning of Infinity, he's taken issue with statements
by Dawkins, Stephen
Hawking, the Nobel Prize-winning physicist Richard Feynman and the world's 
most
famous inventor, Thomas
Edison. Towards the end of the book, he even has a pop at David Attenborough,
which is a bit like attacking
a baby panda with a bread knife. Intellectually speaking, that is.

Not substantive, and mean.

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-of-infinity-by-david-deutsch-2254066.html


To be fair to Deutsch, he is clearly a wide-ranging and deep thinker, but while
there are some real eye-
opening arguments put forward, there are also long passages of almost
impenetrable waffle, and the author
certainly doesn't possess Hawking's or Dawkins's knack for clear and concise
prose.

No examples?

Deutsch's task is made more onerous by the breadth of his subject matter. He is
a quantum physicist by
trade, and uses his area of expertise as a jumping off point to examine the
nature of knowledge and
explanations, as well as the implications of his conclusions for humankind, not
only in terms of science and
mathematics but also culturally, morally and aesthetically.

Inaccurate.

If it all sounds a trifle heavy going, well, it is at times. Deutsch is clearly
aware that it's a difficult topic, and
each chapter comes with an explanation of terminology used and a summary. 
But
even so, he can still lapse
into the kind of language that reads like a spoof of philosophical discourse.
This from the summary of
Chapter Five: "Abstract entities are real, and can play a role in causing
physical phenomena. Causation itself
is such an abstraction."

Right. So you can take stuff out of context and try to make it look bad. Don't
think he succeeds, or that he's serious.

http://living.scotsman.com/books/Book-review-The-Beginning-Of.6737336.jp

This review has too many mistakes, many of them frankly completely stupid, for
me to comment on all of them. One example:

http://living.scotsman.com/books/Book-review-The-Beginning-Of.6737336.jp


Thus Leibnizian optimism is decried, even though Deutsch himself is a Pangloss
for our times.

No substantive argument, nor any sign that he understands the book's position,
or is interested in it except as a punching bag for him to show his pessimism.

Alan



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] The Conjunction Fallacy
Date: April 12, 2011 at 3:18 AM

Tversky and Kahneman received a Nobel Prize for the kind of work in
the article you linked. Here is Kahneman's Nobel lecture in which he
talks about the conjunction fallacy and the Linda problem:

http://nobelprize.org/nobel_prizes/economics/laureates/2002/kahnemann-
lecture.pdf

-- Brian

http://nobelprize.org/nobel_prizes/economics/laureates/2002/kahnemann-lecture.pdf


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: The Conjunction Fallacy
Date: April 12, 2011 at 12:38 PM

Following up about the conjunction fallacy:

http://lesswrong.com/lw/55w/what_is_wrong_with_traditional_rationality/3wnq

It's not an agenda [that the authors of these studies have] in the sense of a 
political agenda (though it does have some connections to political ideas), nor a 
conspiracy, nor a consciously intended and promoted agenda.

But, they have a bunch of ideas (many subconscious) -- a particular worldview -- 
which informs how they approach their research and, because they do not use 
the rigor of science which prevents such things, their worldview/agenda biases all 
their results.

The proper rigor of science includes things like describing the experimental 
procedure in your paper so mistakes can be criticized and it can be repeated 
without introducing unintended changes, and having a "sources of error" section 
where you discuss all the ways your research might be wrong. When you leave 
out standard parts of science like those, and other more subtle ones, you get 
unscientific results. The scientific method, as Feynman explained, is our 
knowledge about how not to fool ourselves (i.e. it prevents our conclusions from 
being based on our biases). When you don't use it, you get wrong, useless and 
biased results by default.

One of the ways these paper goes wrong is it doesn't pay enough attention to the 
correct interpretation of the data. Even if the data was not itself biased -- which 
they openly admit it is -- their interpretation would be A) problematic and B) not 
argued for by the data itself (interpretations of data never are argued for by the 
data itself, but must be considered as a separate and philosophical issue!)

If you try enough, you can get people to make mistakes. I agree with that much. 
But what mistake are the people making? That's not obvious, but the authors 
don't seriously discuss the matter. For example, how much of the mistake people 
are making is due to miscommunication -- that they read the question they are 
asked as having a meaning a bit different than the literal meaning the researchers 
consider the one true meaning? The possibility that the entire phenomenon they 
were observing, or part of it, is an aspect of communication not biases about 
probability is simply not addressed. Many other issues of interpretation of the 

http://lesswrong.com/lw/55w/what_is_wrong_with_traditional_rationality/3wnq


results aren't addressed either.

They simply interpret the experimental data in a way in line with their biases and 
agendas (with substantial subconscious parts), and then claim that empirical 
science has supported their conclusions.

And don't miss the followup discussion about what their worldview is like:

http://lesswrong.com/lw/55w/what_is_wrong_with_traditional_rationality/3ws1

I quoted from a BoI review to help illustrate a point :-)

http://lesswrong.com/lw/55w/what_is_wrong_with_traditional_rationality/3ws1


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The Conjunction Fallacy
Date: April 12, 2011 at 12:54 PM

On Apr 12, 2011, at 12:18 AM, Brian Scurfield wrote:

Tversky and Kahneman received a Nobel Prize for the kind of work in
the article you linked. Here is Kahneman's Nobel lecture in which he
talks about the conjunction fallacy and the Linda problem:

http://nobelprize.org/nobel_prizes/economics/laureates/2002/kahnemann-
lecture.pdf

They say

In all three domains we studied intuitions – thoughts and preferences that come 
to mind quickly and without much reflection.

We're supposed to be educated by research discovering that quick, unreflective 
thinking doesn't match probability math?

Together, we explored the psychology of intuitive beliefs and choices and 
examined their bounded rationality.

It doesn't say they examined *if* rationality is bounded. It just is, and they 
examined the bounds. BoI was assumed wrong from the start.

I wonder why they skipped the physics degrees though. Shouldn't they learn 
physics before they reach conclusions about the bounds of physical processes? 
It's DD's field, not theirs.

The paper is too boring to read much. In the start of the conclusion section they 
basically say they assumed a bunch of false common sense stuff and all their 
research depends on it. Well, maybe i was reading between the lines a little. The 
point is they are simple minded, don't know anything -- including when they stray 
out of their field -- and reach superficial conclusions for superficial reasons, all of 
it heavily biased. And there's not really any more depth to it to discuss.

One of the things that may be hard to grasp about BoI is that it has no real rivals. 

http://nobelprize.org/nobel_prizes/economics/laureates/2002/kahnemann-lecture.pdf


All the things that claim to be rivals, that claim to disagree with it, that claim to 
have alternative theories ... are mistaken. There are no counter arguments in the 
world today, no alternative positions that have gone so far as to understand the 
questions BoI addresses and try to answer them differently, no disagreements 
with BoI that do not involve gross misunderstanding. There are only people who 
know very little and don't understand BoI, and those who do understand it, and 
those in between. There are no people who can think at BoI's level of quality and 
have offered serious criticisms of it. Our foes are ignorance and non-
consumption, not any kind of rational debate.

I don't mean to disparage people. The past was worse. This is where the world is. 
That they are nothing next to DD does not make them bad. The amazing part of 
the picture is DD, not everyone else. It's just important to understand the nature 
of the situation. This is what nobel prize winners are. I don't even have an opinion 
about whether they deserved the nobel prize. For all I know, they were the best in 
their field. But the difference is so striking. Outside the world of BoI-level 
understanding, they win a nobel prize. Inside it, they are fools who can be refuted 
as a minor side project. That's how big the gap is between us and everyone else.

One of the common, and most honest, objections to the BoI way of thinking is 
that the standards are impossibly high. We can't have rational debates that reach 
conclusions -- too hard. We can't come up with ideas that aren't riddled with 
mistakes and easy to criticize -- too hard. We can't be universal knowledge 
creators -- creating any knowledge at all is hard. We can't overlook the style of 
writing and focus on the substance -- too hard, too much to expect of people. It's 
wrong to expect people to have BoI level intellectual integrity -- that's far too hard. 
It's wrong to expect scholarship standards -- that's too hard. And so on. And you 
know what? These things really are too hard without Popperian epistemology to 
help you.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] I've Been Interviewed
Date: April 14, 2011 at 2:02 AM

I have been interviewed by Epic Games for their community spotlight. It's not 
posted yet. An example of another interview is here: http://epic.gm/mugen

I came to their attention by writing a guide to Infinity Blade which currently has 
88,617 views:

http://forums.epicgames.com/showthread.php?t=755093

Here's the interview. I gave a philosophical type answer to one question, and I've 
moved that question to the top for posting here.

What keeps you playing?

I like a challenge. The most interesting thing about Infinity Blade for me is about 
creating the right mental attitude to do well. The game is fast paced so you have 
to use your unconscious mind to help make decisions, you can't just see an 
animation start and then stop and think about what to do; you've gotta just react 
automatically.

That means you create *habits* of how to play. That's not too hard to start with, 
but some of them have *mistakes*. So you have to *change your habits* you just 
formed. Changing and improving habits is a valuable real life skill which is difficult 
but very valuable to get good at. When playing Infinity Blade you can practice 
staying calm under pressure, not feeling bad when you don't win, and controlling 
your unconscious mind so it does what you want.

Games like Infinity Blade are great for this kind of thing because they are 
designed to be fun, you can usually focus on practicing only one or two things at 
a time, and you can try again if you lose, no big deal.

What are your stats?

Level 213, Bloodline 33^8, God King 1500
hp: 10020+3600 = 13620
attack: 877+200 = 1077

http://epic.gm/mugen
http://forums.epicgames.com/showthread.php?t=755093


shield: 50+65 = 115
Magic: 103 + 16 = 119

What items is your hero equipped with?

Currently: Infinity Blade, Dragoor Bone, Devil's Crown, Dragoor Scale, Omega 
Armor XOS-7

What made you decide to buy Infinity Blade?

I think I saw it on Ars Technica. I like fantasy RPGs and watched a video of it and 
it looked fun and the graphics are amazing.

Dodge or Parry?

Dodge! It is more effective because parrying makes enemies attack more 
randomly, while dodging keeps their AI more predictable.

Do you need to fight the God King differently after his level increases?

Yes. The higher he gets, the more perfect you have to play, relying on not getting 
hit. At lower levels you can make mistakes while you're learning, but the further 
you go the more you have to refine your play. Eventually when you're really good 
it could help to reset your stats to a really heavy attack build and take all points 
out of hp.

What is your favorite spell?

Heal. I think the game is a lot of fun when you don't block too much, and you 
have enough life to get hit a few times. And I like casting spells fast to interrupt 
enemy attacks.

You have a wonderful guide on the Infinity Blade forums, how long did it take 
you to compile all of that information?

I wrote the first version in an hour, maybe. But I edited it a lot of times to add 
more. Playing the game and reading the forum to learn the stuff took way longer 
than writing it.



If you could give readers just one hint to help them improve their game, what 
would it be?

Have patience. It's normal to mess up at first and die a lot of times; it doesn't 
mean you're bad. I died hundreds of times learning how to fight the bosses.

When did you start playing video games?

20 years ago :) Some of my favorite early games are Prince of Persia 1 and 2 
(these are *not* the recent console games), Might and Magic 3 (not Heros of 
Might and Magic, I'm talking about the old epic RPG), King's Bounty, and the 
Quest for Glory series. The game I've played the most is Warcraft 3.

What else do you do beside play Infinity Blade?

1) Philosophy. I like to read a lot and have written things such as: 
http://fallibleideas.com/

2) Programming with Ruby on Rails and some iOS development.

3) I play other games. Currently mostly Vindictus. I competed in chess 
tournaments for many years and like all kinds of games. I also like watching top 
gamers, especially Starcraft tournaments.

- Elliot Temple

http://fallibleideas.com/


From: Karl Stocker <sumergocogitabo@gmail.com>
Subject: Re: [BoI] The Conjunction Fallacy
Date: April 14, 2011 at 8:51 AM

On 12 April 2011 17:54, Elliot Temple <curi@curi.us> wrote:

On Apr 12, 2011, at 12:18 AM, Brian Scurfield wrote:

Tversky and Kahneman received a Nobel Prize for the kind of work in
the article you linked. Here is Kahneman's Nobel lecture in which he
talks about the conjunction fallacy and the Linda problem:

http://nobelprize.org/nobel_prizes/economics/laureates/2002/kahnemann-
lecture.pdf

They say

In all three domains we studied intuitions – thoughts and preferences
that come to mind quickly and without much reflection.

We're supposed to be educated by research discovering that quick,
unreflective thinking doesn't match probability math?

Together, we explored the psychology of intuitive beliefs and choices and
examined their bounded rationality.

It doesn't say they examined *if* rationality is bounded. It just is, and
they examined the bounds. BoI was assumed wrong from the start.

I wonder why they skipped the physics degrees though. Shouldn't they learn
physics before they reach conclusions about the bounds of physical
processes? It's DD's field, not theirs.

The paper is too boring to read much. In the start of the conclusion
section they basically say they assumed a bunch of false common sense stuff
and all their research depends on it. Well, maybe i was reading between the
lines a little. The point is they are simple minded, don't know anything --

http://nobelprize.org/nobel_prizes/economics/laureates/2002/kahnemann-lecture.pdf


including when they stray out of their field -- and reach superficial
conclusions for superficial reasons, all of it heavily biased. And there's
not really any more depth to it to discuss.

One of the things that may be hard to grasp about BoI is that it has no
real rivals. All the things that claim to be rivals, that claim to disagree
with it, that claim to have alternative theories ... are mistaken. There are
no counter arguments in the world today, no alternative positions that have
gone so far as to understand the questions BoI addresses and try to answer
them differently, no disagreements with BoI that do not involve gross
misunderstanding. There are only people who know very little and don't
understand BoI, and those who do understand it, and those in between. There
are no people who can think at BoI's level of quality and have offered
serious criticisms of it. Our foes are ignorance and non-consumption, not
any kind of rational debate.

I went to a Transhumanist meeting yesterday and found exactly this. There
was a room of 50 plus of the better minds of our generation (simply because
they are H+) and virtually everything they were discussing was based on
fundamentally flawed epistemology i.e. things like humans being colonised or
turned into paper clips and how we only have some static probability of
survival. In fact at one point I raised this point (by arguing for
epistemological optimism and humans as universal computers) and people
seemed to agree and yet they still went on with the same epistemological
errors as before! Only one person seemed to have at least half decent
epistemology and then one other person pointed out the fact that morality is
objective and therefore AI with better hardware would also have better
morality.

I don't mean to disparage people. The past was worse. This is where the
world is. That they are nothing next to DD does not make them bad. The
amazing part of the picture is DD, not everyone else. It's just important to
understand the nature of the situation. This is what nobel prize winners
are. I don't even have an opinion about whether they deserved the nobel
prize. For all I know, they were the best in their field. But the difference
is so striking. Outside the world of BoI-level understanding, they win a
nobel prize. Inside it, they are fools who can be refuted as a minor side
project. That's how big the gap is between us and everyone else.



One of the common, and most honest, objections to the BoI way of thinking
is that the standards are impossibly high. We can't have rational debates
that reach conclusions -- too hard. We can't come up with ideas that aren't
riddled with mistakes and easy to criticize -- too hard. We can't be
universal knowledge creators -- creating any knowledge at all is hard. We
can't overlook the style of writing and focus on the substance -- too hard,
too much to expect of people. It's wrong to expect people to have BoI level
intellectual integrity -- that's far too hard. It's wrong to expect
scholarship standards -- that's too hard. And so on. And you know what?
These things really are too hard without Popperian epistemology to help you.

-- Elliot Temple
http://elliottemple.com/

-- 
Nullius In Verba

http://elliottemple.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Book Review Comments
Date: April 14, 2011 at 2:41 PM

http://www.economist.com/node/18438055

He teases out what constitutes a good explanation: one that is hard to adapt to 
changing circumstances; that is often simple and elegant; and that explains 
apparently unrelated phenomena.

This is quite misleading.

A soccer strategy that wins both when it's sunny and when it's raining
is good not bad -- adapting to changing circumstances is important in
the usual sense of the words.

BoI says it's bad when you can vary the *answer*, not the
*circumstances*, and it doesn't change how well it solves the problem.
That means the part you can vary is not adapted to solving the
problem.

http://www.timeshighereducation.co.uk/story.asp?
sectioncode=26&storycode=415636

Like Popper, Deutsch emphasises the open-ended nature of knowledge 
creation.

Another thinker in this category, who deserves credit for it, and does
not receive it, is Ayn Rand.

His "multiverse" incorporates many universes, in which every one of the 
possibilities in every quantum process is actualised in an unimaginably vast 
sequence of splittings

This is incorrect. They don't split. There's many identical (fungible)
versions already there, and they become different.

of these, we have direct experience only of ours.

This is misleading. Humans are multiversal objects, and we're in many

http://www.economist.com/node/18438055
http://www.timeshighereducation.co.uk/story.asp?sectioncode=26&storycode=415636


universes. There isn't one universe that's ours.

Deutsch criticises the opinion that quantum theory needs no interpretation - 
disparagingly described as the "shut up and calculate" school - and calls it "bad 
philosophy". I disagree. The principles of any currently fundamental theory 
cannot be explained: they are simply postulated.

Counter examples to this include the MWI explanation of QM,
explanations of Popper's philosophy, and explanations of evolution.

The alternative mathematical formulations of quantum mechanics, all yielding 
the same predictions for experimental results, may inspire different pictures that 
assist our intuition in applying the theory to different phenomena, but no one of 
them should be regarded as privileged.

The ones that make sense are privileged over the ones that don't.
Surely he would admit some interpretations are wrong, e.g. that
quantum mechanics describes an Earth held up by an infinite stack of
turtles. That's nonsense; and so is the Copenhagen interpretation. He
should not make excuses for magical thinking.

This is Deutsch at his most ambitious, seeking to understand the implications of 
our scientific explanations of the world.

No it's not. MWI isn't very ambitious for this book. It just takes
quantum mechanics seriously. Deutsch's epistemology is more ambitious,
e.g. rejecting induction and empiricism, and offering some refinements
of Popper! His developments in meme theory are also ambitious, as is
his principle of optimism, his critique of sustainability, his
advocacy of objective aesthetics and morality, and his explanations
about decision making and voting.

dealing with beauty in art and nature (he thinks this is absolute; I do not)

Objective and absolute are not the same thing.

But they are all linked (albeit sometimes tenuously) with his theme: the 
possibility of endless transformation of the world by the creation of new 
knowledge.



There's a good statement. Indeed, the many topics of BoI are linked,
and that is one of the ways.



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Rand and Popper on Reason Itself
Date: April 14, 2011 at 8:09 PM

On Apr 11, 2011, at 2:20 PM, Elliot Temple wrote:

http://aynrandlexicon.com/lexicon/objectivism.html

My philosophy, in essence, is the concept of man as a heroic being, with his 
own happiness as the moral purpose of his life, with productive achievement 
as his noblest activity, and reason as his only absolute. - Ayn Rand

"reason as his only absolute" is a foundationalist mistake. She's trying to set it 
up as an infallible foundation -- even though she is a fallibilist.

Interestingly, Popper made the same mistake!

Popper said some very silly things about having irrational faith in reason, and 
then after that foundation is accepted everything else is fine. Popper said this 
even though he had a negative view of faith! And didn't like foundations or 
justification either.

In both cases, a great thinker is being driven to say something silly and 
uncharacteristic by the foundations issue (which comes from the justification 
issue. The purpose of foundations is to justify). Popper himself made great 
progress in dealing with that issue. He gave us a non-justificationist and non-
foundationalist epistemology. He gave us ideas like "all is but a woven web of 
guesses". I think, later in his life (as he learned more), he stopped saying silly 
things such as to have an irrational faith in reason (he also became less 
formalistic in his approach to philosophy, going from somewhat average to much 
less). But early on, at least, he did say it. And I am not aware of Popper 
recanting. He liked to correct his mistakes, but I don't think he got it clear 
enough in his mind to ever say, "That was a mistake. Here's why... And here's 
the solution..."

The first person after Aristotle not to make this mistake, and to thoroughly 
understand why it is a mistake, is David Deutsch.

http://aynrandlexicon.com/lexicon/objectivism.html


Speaking of foundations, morality does not have them:

http://www.curi.us/1169-morality

An excerpt:

The following is partly due to David Deutsch. It was his idea that for almost all 
practical purposes, it does not matter what the foundations of morality are, so 
long as you take morality seriously and apply it universally. And it was his idea 
to apply this to a morality based on squirrels.

-- Elliot Temple
http://fallibleideas.com/

http://www.curi.us/1169-morality
http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: My video on the Alternative-Vote electoral system
Date: April 17, 2011 at 6:27 AM

Good rant. On a related note, I was wondering what if any threats to
freedom you perceive in the system the way it is. Not necessarily UK,
could be US. For example what about lobbies? Some lobbies have
sophisticated strategies involving becoming bipartisan....perhaps
punishing politicians of either side by massively supporting the
opposition should they fail to be sufficiently enthuisiastic about
whatever the cause of hte lobby is. In your view, if such a strategy
became successful, would this also amount to a situation in which the
electorate, in effect, had no way of getting rid of certain policies?

On Apr 10, 3:38 pm, David Deutsch <david.deut...@qubit.org> wrote:
Here is my rant of unbounded rage about why any of you who are on a British 
electoral roll should vote No in the forthcoming referendum on changing the 
electoral system from good to evil:

http://www.youtube.com/watch?v=c0pZ9LTZW1g

-- David

http://www.youtube.com/watch?v=c0pZ9LTZW1g


From: Justin Mallone <justinceo@gmail.com>
Subject: Some Quotes I Liked from BoI first few chapters
Date: April 17, 2011 at 1:04 PM

With Kindle Locations.

"It is no defence of inductivism to point out that in all those cases the future still 
does ‘resemble the past’ in the sense that it obeys the same underlying laws of 
nature. For that is an empty statement: any purported law of nature – true or false 
– about the future and the past is a claim that they ‘resemble’ each other by both 
conforming to that law. So that version of the ‘principle of induction’ could not be 
used to derive any theory or prediction from experience or anything else." -- 
Location 182

"So, while intergalactic space would kill me in a matter of seconds, Oxfordshire in 
its primeval state might do it in a matter of hours – which can be considered ‘life 
support’ only in the most contrived sense." -- 900

"But humans are part of the biosphere, and the supposedly immoral behaviour is 
identical to what all other species do when times are good – except that humans 
alone try to mitigate the effect of that response on their descendants and on other 
species." -- 958

"The ability to create and use explanatory knowledge gives people a power to 
transform nature which is ultimately not limited by parochial factors, as all other 
adaptations are, but only by universal laws. This is the cosmic significance of 
explanatory knowledge – and hence of people, whom I shall henceforward define 
as entities that can create explanatory knowledge." -1053

"It follows that humans, people and knowledge are not only objectively significant: 
they are by far the most significant phenomena in nature – the only ones whose 
behaviour cannot be understood without understanding everything of 
fundamental importance." -- 1365



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Hard to Vary
Date: April 17, 2011 at 3:41 PM

Popperians conceive of good ideas as solving problems. An idea needs a 
purpose. In general, problems come first in knowledge creation.

In Popper's phrase "conjectures and refutations" the problems are implicit. Maybe 
they should be explicit: "problems, conjectured solutions, and refutations which 
raise new problems".

That is the context for something I want to say about BoI: a hard to vary 
explanation is one which is hard to vary *while still solving the same problem as 
well or better*.

This is the same concept as adaptation. An animal (or more precisely, gene) is 
adapted to an environment if most random changes would make it worse rather 
than better (at succeeding (replicating) in that environment). In other words, most 
variations would be worse; it's hard to find a variation that works well.

Good explanations are hard to vary. Equivalently, they are adapted to the 
problems they solve.

Adaptation is knowledge. It's the same thing: "information adapted to solve a 
problem" is a good definition of knowledge (this is related to Paley's problem 
which is discussed in BoI and here http://fallibleideas.com/evolution-and-
knowledge ). That means the quality of being hard to vary also directly refers to 
knowledge.

So the underlying idea here is: good explanations are ones that contain 
knowledge.

When you put it like that, it's trivial. We want explanations with, rather than 
without, knowledge.

The important thing is to understand how to detect knowledge. What do you look 
for? Knowledge should be adapted to a purpose (of solving a problem) which can 
be tested (mentally) by considering random variants and seeing if they are worse 
or not.

Another way to consider what is knowledge is that knowledge is not arbitrary. It's 

http://fallibleideas.com/evolution-and-knowledge


pretty much the opposite of arbitrariness. This can be used to the same effect as 
the hard to vary and adaptation ideas. If there are several variants of an idea 
which work equally well, then choosing one of them is an arbitrary choice and a 
mistake. What we should do is say we *don't know* which is better (it's a lack of 
knowledge) and we need more knowledge to figure it out and get a non-arbitrary 
idea which will be hard to vary.

The relationship between 'hard to vary' and adaptation also works on another 
level. Conceptually we can understand both of these as urging us to make our 
solutions connected to our problems. They should have something to do with 
each other (that is, they should not be arbitrary). The more they do, the more 
changes/variations will undo that. The more they are unconnected (arbitrary), the 
more changes/variations won't affect anything.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] the long term collapse of the philosophy or 'world view'
Date: April 19, 2011 at 4:46 AM

...or



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] when I click on a post....
Date: April 19, 2011 at 7:28 PM

....it goes to a blank page. So I can't see any posts. Is it a problem
with my settings or is there currently a glitch?

p.s. that earlier post from me was sent by accident. I was going to
mention how in just the last year or maybe two my personal world-view
or philosophy has pretty much collapsed taking with it many principles
I had probably cherished. I think the relevance was going to be what I
see as the most likely causatioon behind that breakdown. The world
doesn't only turn according to the well identified eloquently argued
explanations. The  unidentified explanations, the not well understood
and difficult to define subtleties or forces that are politically or
philophically objectionable, will indifferently continue to exert
their influence throughout, and can just as easily come to define
outcomes and the landscape that is left over.

I would have thought this insight was available right at the core of
the popperian take because isn't it the case explanations have their
own reality, are implicitly there whether or not they are acknowledged
and made explicit? Yet what I experience of the way the philosophy
evolves and extends, is a tendency for what are probably initially
sound insights to be quickly elevated through various stages of non-
arbitrariness ultimately attaining statuses such as universality. In
some cases the process may be correct, but the process could embed the
potential to tend to disregard or even become hostile all those
difficult to nail down yet potentially influential effects.

Inherent psychological influences like this are not show stoppers.
They can be identified and countermeasures put in place. But the
characteristic being mentioned is itself likely subtle, difficult to
define and the challenge of explanation a long term haul. Which could
help explain why the possibility of this sort of distortion don't
soeem to get picked up by inherents of the philosophy. This would be
the criticism...that the popperians on the inside do not recognize the
potential influence of subtle and unacknowledged effects, so are not
on their guard and make no explicit effort to seek out such effects as
a matter of maintenance.



Another way of looking at this might be from the perspective of, on
the one side considering the 4 planks and the proposal that in
combination they can explain far more than widely recognized, even
reveal the fabric of the reality. While on the other side, and as a
practical implication of this proposal, the methodological nature is
that of 'discoveries from within'....using the four planks to derive
methods and approaches that facilitate making further discoveries, and
then from those discoveries more discoveries. In essence I see this as
the right approach to discovering the fabric of reality, but once
again it could also contain the seeds of its own unmaking if those
seeds go unrecognized and so not managed. A really important example
would be that, as the knock-on discoveries extend ever further
creating new levels of detail and finer rules, it probably follows
tiny shortcomings or flaws in the four planks, that perhaps exert no
influence at all at the level of that plank as a stand alone, because
increasingly magnified.

Just thinking



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Vague Knowledge (was: when I click on a post....)
Date: April 19, 2011 at 8:13 PM

On Apr 19, 2011, at 4:28 PM, hibbsa wrote:

in just the last year or maybe two my personal world-view
or philosophy has pretty much collapsed taking with it many principles
I had probably cherished. I think the relevance was going to be what I
see as the most likely causatioon behind that breakdown. The world
doesn't only turn according to the well identified eloquently argued
explanations. The  unidentified explanations, the not well understood
and difficult to define subtleties or forces that are politically or
philophically objectionable, will indifferently continue to exert
their influence throughout, and can just as easily come to define
outcomes and the landscape that is left over.

Do you mean philosophically objectionable according to good philosophy or bad 
philosophy?

Bad philosophy affects the world but we should strive not to let it determine the 
changes in our lives.

I agree it doesn't take elegant arguments for stuff to happen. It does take good 
arguments to best correct our errors, and best ensure what happens is a good 
thing.

I would have thought this insight was available right at the core of
the popperian take because isn't it the case explanations have their
own reality, are implicitly there whether or not they are acknowledged
and made explicit?

Yes.

The Popperian objection to inexplicit explanations is that keeping them inexplicit -
- even when they are problematic -- shields them from criticism.

In BoI, DD discusses "background knowledge" and "rules of thumb" on page 16 
which have to do with knowledge people take for granted. When it's not causing a 



problem that's OK, but when there is a problem then it's important not to take it 
for granted.

Yet what I experience of the way the philosophy
evolves and extends, is a tendency for what are probably initially
sound insights to be quickly elevated through various stages of non-
arbitrariness ultimately attaining statuses such as universality. In
some cases the process may be correct, but the process could embed the
potential to tend to disregard or even become hostile all those
difficult to nail down yet potentially influential effects.

Hard to nail down issues usually involve problems that one doesn't understand 
very well. Without a clear notion of the problem one is trying to solve, it's hard to 
even judge what might constitute a solution.

When a problem isn't well understood, there is no way to know in advance 
whether it is an important problem. It may have a universal issue, or it may be a 
parochial misconception specific to one person.

When people aren't very interested in vague problems, I think it's usually because 
they don't have those problems. If it turns out to be something important maybe 
they should, but one can't really persuade them of that before making some 
progress. And they might be right. Maybe they simply lack a misconception.

Inherent psychological influences like this are not show stoppers.

I don't think there's anything *psychological* about the issue of hard to nail down 
problems, explanations and other partially understood ideas. It is an objective 
epistemological issue about the state of one's knowledge.

They can be identified and countermeasures put in place. But the
characteristic being mentioned is itself likely subtle, difficult to
define and the challenge of explanation a long term haul. Which could
help explain why the possibility of this sort of distortion don't
soeem to get picked up by inherents of the philosophy.

What's the "inherents of the philosophy"?

But as I was saying, I think people normally don't pick up vague problems 



because they don't have them. I don't think there's anything wrong with that.

This would be
the criticism...that the popperians on the inside do not recognize the
potential influence of subtle and unacknowledged effects, so are not
on their guard and make no explicit effort to seek out such effects as
a matter of maintenance.

Popperians are capable of recognizing influences such as traditions and static 
memes. In fact, David Deutsch, a Popperian, has led the way in his field in BoI.

I don't understand why you think Popperians in particular -- more than other 
philosophers? -- would have a weakness here.

The justified, true belief theory of knowledge requires belief as part of knowledge. 
It encourages a focus on cosncious beliefs. Popperian epistemology has no such 
bias. Popper wrote about "knowledge without a knowing subject" (there's an 
essay titled something like that). This allows for the *unconscious mind* to have 
knowledge.

Another way of looking at this might be from the perspective of, on
the one side considering the 4 planks and the proposal that in
combination they can explain far more than widely recognized, even
reveal the fabric of the reality. While on the other side, and as a
practical implication of this proposal, the methodological nature is
that of 'discoveries from within'....using the four planks to derive
methods and approaches that facilitate making further discoveries, and
then from those discoveries more discoveries. In essence I see this as
the right approach to discovering the fabric of reality, but once
again it could also contain the seeds of its own unmaking if those
seeds go unrecognized and so not managed. A really important example
would be that, as the knock-on discoveries extend ever further
creating new levels of detail and finer rules, it probably follows
tiny shortcomings or flaws in the four planks, that perhaps exert no
influence at all at the level of that plank as a stand alone, because
increasingly magnified.

Does the "4 planks" refer to the 4 strands from FoR? Physics, computation, 
evolution and epistemology?



I think those were the topic of that book, but they aren't the 4 crucial things for 
understanding the world. There is no list of 4 such things. Many topics are 
important and interconnected, including topics discussed in BoI such as morality, 
optimism and objective beauty.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: My video on the Alternative-Vote electoral system
Date: April 19, 2011 at 8:30 PM

On 17 Apr 2011, at 11:27am, hibbsa wrote:

On Apr 10, 3:38 pm, David Deutsch <david.deut...@qubit.org> wrote:

Here is my rant of unbounded rage about why any of you who are on a British 
electoral roll should vote No in the forthcoming referendum on changing the 
electoral system from good to evil:

http://www.youtube.com/watch?v=c0pZ9LTZW1g

Good rant. On a related note, I was wondering what if any threats to
freedom you perceive in the system the way it is. Not necessarily UK,
could be US. For example what about lobbies? Some lobbies have
sophisticated strategies involving becoming bipartisan....perhaps
punishing politicians of either side by massively supporting the
opposition should they fail to be sufficiently enthuisiastic about
whatever the cause of hte lobby is. In your view, if such a strategy
became successful, would this also amount to a situation in which the
electorate, in effect, had no way of getting rid of certain policies?

It's bound to be the case, in any system, that all the parties that are deemed to 
have a realistic chance of being in the government *agree* on a wide range of 
issues. For example, in Britain none of the major parties wants to leave the EU, 
or ban abortion, or institute Sharia law, and in each of those cases a minority of 
the electorate disagree with that consensus among the parties. Since it's bound 
to be the case, the existence of such shared policies is not evidence of a violation 
of Popper's criterion.

To overturn a consensus, you have to persuade people. Again, no system can lift 
that burden from a dissenter: you have to persuade people of your view or they'll 
carry on disagreeing with you. So, for example, the Keynesian consensus among 
all British parties between 1945 and the mid-70s was undermined by gradual 
persuasion until the dissenting view became popular enough for one party to 
adopt it, and then that party won an election. Later, both main parties adopted it, 
creating a new consensus -- and complaints of an undemocratic stitch-up by the 
now-marginalised Keynesians. But, evidently, that was not a fair complaint!

http://www.youtube.com/watch?v=c0pZ9LTZW1g


So, can such a consensus be caused by wealthy lobbies, against the wishes of 
the electorate? No doubt politicians can be bribed. But not in regard to issues that 
people care about and are watching. The opinion that a particular consensus is 
caused by a wealthy lobby (and is also false) is just one more dissenting view, no 
different in character from the dissenting view that the consensus is *merely* 
false but held honestly by the politicians. If either of those dissenting views is 
true, people can be persuaded of it, lobby or no lobby.

-- David Deutsch



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 20, 2011 at 2:36 PM

On Apr 17, 6:04 pm, Justin Mallone <justin...@gmail.com> wrote:
With Kindle Locations.

"It is no defence of inductivism to point out that in all those cases the future still 
does ‘resemble the past’ in the sense that it obeys the same underlying laws of 
nature. For that is an empty statement: any purported law of nature – true or 
false – about the future and the past is a claim that they ‘resemble’ each other 
by both conforming to that law. So that version of the ‘principle of induction’ 
could not be used to derive any theory or prediction from experience or anything 
else." -- Location 182

Sure, but what about predictions based on patterns in the world that
are provided via evolved instinct, that historically became instinct
because of the reliability of certain outcomes following those
patterns? That would still be an explanation so far as I can see.
There's nothing in the concept of an explanation that it cannot be
wrapped into instinct, on the contrary. The relevance of this point is
that it could be that even arch inductivists would not object to the
proposal all induction is based at least on instinct.

"So, while intergalactic space would kill me in a matter of seconds, Oxfordshire 
in its primeval state might do it in a matter of hours – which can be considered 
‘life support’ only in the most contrived sense." -- 900

yeah oxfordshire...wot a shithole :O)

"But humans are part of the biosphere, and the supposedly immoral behaviour 
is identical to what all other species do when times are good – except that 
humans alone try to mitigate the effect of that response on their descendants 
and on other species." -- 958

I genuinelly admire David Deutsch, but this comment just so misses the
point. Humans are part of biological nature but we've accomplished
something no other species has done..we've conquered nature. We
manipulate the environment at will...there are no immediate



constraints, no predators, no limits on food for now, not really even
disease. So the challenge we face is that, we can do pretty much what
we want until some unknown tipping point where suddenly we can't
control the consequences. So it's like stacking one block over
another. We don't kn ow where the limit is, but if we carry on the way
we are, the way we'll find out will be the hard way.
DD also says other things about the climate problem that in my view
are wrong minded and strangely ill informed considering who he is. In
one lecture he compared the current weight of evidence for AGW with
something in the 70's involving a position we were headed for an
iceage. But that incident was almost entirely a creation of the media.
A search of papers at the time found only three that said anything
even along those lines. So it was media. AGW is science, it's
thousands of studies, it's hard consensus. So there's no comparison.
He also said other things, such as that no one was doing any thinking
about geoengineering solutions. Also not true..there are even
documentary series for bods like me, that follow various scientific
teams progress testing geoengineering solutoins

"The ability to create and use explanatory knowledge gives people a power to 
transform nature which is ultimately not limited by parochial factors, as all other 
adaptations are, but only by universal laws. This is the cosmic significance of 
explanatory knowledge – and hence of people, whom I shall henceforward 
define as entities that can create explanatory knowledge." -1053

This is a great definition of the distinctiveness of humans...much
better than that tool making stuff and all the rest. I also agree that
when it actually happens, things move up a level in clear steps, and
there are good reasons to expect humans are an instance of this and
that there are therefore things about humans that are wholly new to
the world and not part of some continuum. Why you chaps then decide
you can identify specific features of inner experience that look
pretty functionary to me, as wholly new to humans is something I don't
understand. That stuff about suffering is a major downer for me
because I want to be able to accept all arguments at least in
principle but that one I know I will never unless some very hard
science showed up.

"It follows that humans, people and knowledge are not only objectively 
significant: they are by far the most significant phenomena in nature – the only 



ones whose behaviour cannot be understood without understanding everything 
of fundamental importance." -- 1365

I also agree with this...it's things like this that totally attach me
to the basic philosophy. Things like the objective reality of abstract
concepts. Things like this.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 20, 2011 at 3:01 PM

On 20 Apr 2011, at 7:36pm, hibbsa wrote:

something in the 70's involving a position we were headed for an
ice age. But that incident was almost entirely a creation of the media.
A search of papers at the time found only three that said anything
even along those lines. So it was media.

Prof. Paul Ehrlich -- does he count as 'media' or 'science' under your 
classification?

-- David Deutsch



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 20, 2011 at 3:26 PM

On 20 Apr 2011, at 7:36pm, hibbsa wrote:

So the challenge we face is that, we can do pretty much what
we want until some unknown tipping point where suddenly we can't
control the consequences. So it's like stacking one block over
another. We don't know where the limit is, but if we carry on the way
we are, the way we'll find out will be the hard way.

Namely?

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] BoI Epistemology and Objectivism
Date: April 20, 2011 at 11:43 PM

One of the rival epistemologies to Popper/BoI is the epistemology of Objectivism.

I consider it a notable and interesting rival, despite being false, because Rand got 
a lot of other things right, and also because I think it's one of the better 
epistemologies: if you ignore Popper, and you consider the ways that it differs 
from its other rivals, they are mostly improvements. It is the highest quality 
inductivist epistemology. It is fallibilist and realist, anti-relavist, anti-skeptical, pro-
reason, pro-human-power-to-know-things, and claims there is objective truth 
including in morality.

Although Objectivism contradicts Popper on various points, calling it a rival may 
actually be misleading as I'll discuss below.

Rand never comments on Popperian epistemology. Popper is not in the index of 
OPAR (Objectivism: The Philosophy of Ayn Rand by Leonard Peikoff). They didn't 
know any better. I think they would have liked it if they understood it.

Some Objectivists today do know of Popper. But they reject him on the basis of 
crass myths, e.g. that he was a skeptic, positivist, moral relativist and subjectivist. 
They don't understand what he actually said. Maybe reading BoI will help them.

Many Objectivists are big fans of induction. But Rand hardly mentions induction. 
And judging by the index, OPAR also barely mentions it.

I was thinking about why this is and came up with a theory. The first part is 
simple: Rand didn't question induction, and did state her agreement with it, and 
most people believe it and learn about it elsewhere. So sure they'll notice Rand 
agreed, and continue liking the idea and regarding it as important. That Rand 
didn't discuss it a lot won't stand out of them -- they will figure she just didn't want 
to repeat what others had to say (which may have been the reason she didn't talk 
about it much, I don't know).

The second part -- an idea I like -- is this: to the extent Rand accepted 
conventional epistemology, people will find her epistemology agreeable and 
understandable. For me, those parts stand out the least because they are not 
distinctive. To me, the more unique ideas stand out the most. But to a person who 
is struggling to learn philosophy, the most normal parts will be the most agreeable 



and understandable. They might be the only parts the person understands. Or 
they might be the only parts the person agrees with. They could stand out and be 
regarded as important. They could feel to someone like the parts they are good 
at, or that make the most sense to them; (what one thinks is) mental clarity is 
attractive.

To the extent Rand accepted parts of conventional epistemology which Popper 
criticized, her epistemology is mistaken. But since foundationalism is false, that's 
not a big deal. (I forget how much that's discussed in BoI. In my interview with 
DD, it came up a few times and he explained it well. I will link that when it's ready. 
BoI quotes about this would be appreciated.)

For us Popperians, it's important to notice when people aren't our enemies, even 
though they say stuff which contradicts us. Here is an example from OPAR p 164:

An arbitrary claim is one for which there is no evidence, either perceptual or 
conceptual. It is a brazen assertion, based neither on direct observation nor on 
any attempted logical inference therefrom.

(Note: Objectivists redefine the word "logic" so that induction counts. To them, it 
means something like "reason". This is *not* saying that one can deduce ideas 
from observational evidence.)

So far this statement looks like like it is coming from an opponent of ours. 
Someone who really strongly disagrees with BoI.

It opposes unjustified conjectures as "arbitrary". It thinks arbitrary means 
unjustified. It's strongly justificationist. It's strongly empiricist too. It's saying that 
all ideas should be deduced or induced from empirical evidence or they are bad. 
(But it's not positivism because Objectivists think that all kinds of ideas, including 
moral ideas, can be learned this way.) It thinks the source of ideas (what they are 
"based on") is one of the most important ways to judge ideas.

But actually none of this is intended to oppose BoI. Here is the rest of the 
paragraph:

For example, a man tells you that the soul survives the death of the body; or 
that your fate will be determined by your birth on the cusp of Capricorn and 
Aquarius; or that he has a sixth sense which surpasses your five; or that a 
convention of gremlins is studying Hegel's *Logic* on that planet Venus. If you 



ask him, "Why?" he offers no argument. "I can't prove any of these statements," 
he admits--"but you can't disprove them, either."

It's opposing mistakes. Genuine mistakes that the BoI worldview also disagrees 
with.

Simple mistakes, perhaps. Other epistemologies aren't as advanced as BoI's is. 
But the point is: this contradicts BoI not on purpose but merely by accident. 
Peikoff took several examples and tried to state that they were mistakes in a 
general purpose way. He was right about that, but he accidentally, implicitly 
included good ideas in his generalization. But he doesn't know that and wasn't 
intending to criticize those ideas he didn't think about.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Wonderlance interview
Date: April 21, 2011 at 8:36 AM

I'm not quite sure what Wonderlance is, but it interviewed me about The 
Beginning of Infinity, here:

http://www.wonderlance.com/dm_scientechsocialogue_daviddeutsch.html

-- David Deutsch

http://www.wonderlance.com/dm_scientechsocialogue_daviddeutsch.html


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Relationships and Reason
Date: April 22, 2011 at 3:34 AM

(Moved on list with permission.)

On Apr 20, 2011, at 3:13 PM, B A (diffuseness20@hotmail.com) wrote:

Hi Curi. I play Infinity Blade and read your brief interview with them, which lead 
me to your website. I was, up until recently, a Christian for the past 20 or so 
years. It's only recently that I've admitted to my conscious self what my 
unconscious self has been telling it for quite a long time: I find the concept of the 
Christian god unreasonable. Of course for the past 20 years I've built my life and 
psyche around a concept that I no longer believe, so I'm struggling to work out 
all the implications, leave prejudices behind, and yet maintain my current 
relationships and outward priorities. Not healthy, I realize. We'll see what the 
process produces.

That's great.

I've liked what you've written quite a bit, though I've gotten hung up on the 
Relationships article. Totally agree that the Hollywood concept of love and 
marriage is irrational. Love at first sight is a ridiculous concept to build a long-
term relationship on. Soulmates are superstition. But teaching pure reason, 
especially within the context of relationships, feels ineffective to me.

"Pure reason" is not how I would put it. Reason *applies* to relationships. But 
problems cannot be solved by "pure reason" in the sense of: every time a 
problem comes up, reason out the solution from first principles and discuss until 
you both agree.

I don't know if that's precisely what you had in mind, but let me say where I 
disagree with that. I don't consider first principles overly important (I thought of 
them because of the "pure" part). I don't mind impure arguments which start 
anywhere. As long as no one finds the starting place/assumptions problematic in 
the context of the current discussion, that is good enough. And if they are 
problematic, the way to solve that problem doesn't normally involve first 
principles.

I also don't expect people to quickly agree about any difficult issue -- and I expect 



many issues to be difficult. I think it's crucial that people have ways to get on with 
life in the presence of disagreement. There is a truth of the matter, and people 
can make progress towards understanding it, and eventually that will cause them 
to agree, but for any given issue it may not happen within current human 
lifespans.

I think people need to work out relatively *simple* ways of living life which don't 
require a ton of attention, and don't have to be perfect. That way they can actually 
be used in practice, reasonably quickly. When they cause problems, improve 
them (usually it can wait a few days if one is busy). As long as one keeps making 
improvements as problems surface, that fits my conception of reason. But it's not 
the same as what might normally be called "pure reason".

One of the reasons stems from my admitted cynicism. Just like with religion, 
abolishing the institution of marriage is something that the masses cannot 
handle.

As a cynic, perhaps you could appreciate this point: marriage is something they 
cannot handle, either.

The divorce rate is high. The unhappily married rate is high. The adultery rate is 
high. Fighting infrequently is considered a good marriage, and fighting frequently 
is common. Marriage doesn't actually work well for most people.

Another way the marriage tradition goes wrong for many people is they end up 
having children they don't actually want. Unmarried people will forget birth 
control, but they won't just stop using it for the purpose of having a kid, without 
thinking much about whether they want a kid. It's only married people who sort of 
assume they are supposed to have a kid and that's how life works.

Many divorces are *very* acrimonious and the risk of having one of those is, 
alone, a good reason to consider not marrying. And no one in "the masses" can 
predict in advance if their marriage will work out, or not; they can't even predict if 
the divorce will be hateful; the love they feel on their wedding day simply isn't a 
good predictor.

Even if we had a viable, long-term strategy for the transition, I'm not convinced 
reason brings ultimate satisfaction.

Reason helps people to live better by their standards, and to improve their 



standards. It does not dictate what their standards should be. Reason alone only 
prohibits certain aspects of marriage, e.g. making a commitment that one intends 
to last forever, which contradicts the possibility of changing your mind later. (Of 
course in practice people do change their mind. So reason says about that: if 
divorce or adultery is allowed, don't say and pretend it isn't in your wedding vows. 
Don't fool yourself about what your marriage is or isn't because that makes it 
harder to understand it clearly, identify and fix problems with it, and come up with 
ways to improve it.)

For example, is there some need for unconditional acceptance, for that kind of 
security, that is often only available within a marriage or nuclear family?

I don't think that is ever available for spouses. Maybe for children. Spouses, I 
think, are always in danger of being rejected if they start behaving/thinking 
sufficiently unconventionally to alienate their spouse.

Here is one mild example: some, but not all, marriages would fall apart, or at least 
be put under strain, if one spouse decided he liked having his own bed in which 
he slept alone. I don't intend this to affect sex, just the actual sleeping. [See BoI 
page 392 for a non-marriage example of a similar kind of thing, about pajamas.]

A lot of people (not all) would get rather offended by their spouse wanting to sleep 
alone. They'd find it weird, unnatural, bad, etc... So many spouses do not have 
unconditional acceptance but are under pressure to do things like continue 
sharing a bed.

There are other examples like this. I think for any marriage (at least any within 
"the masses") some of the examples will apply.

Maybe not for everyone, but certainly for quite a few. The rational relationship as 
you lay it out seems like it would take the average 21st century American many 
lifetimes to work out. And you speak of "improvement" as the goal, but I'm not 
sure what improvement we're working toward. Greater reason?

Toward: truer ideas and solved problems.

One tradition I think is on the right track is the liberal tradition advocating 
freedom, individualism, tolerance, peace, cooperation, the abolition of aggressive 
force.



Humanity is on a very long journey and I don't know where we'll wind up in the 
distant future. Is it possible that we haven't been headed toward a mind of pure 
reason? Is it possible that instead we've been improving and refining our 
methods of self-deception to adapt to our increasing knowledge? Evolution may 
ultimately mutate us from Kirks into Spocks, but I see no dilution of our emotions 
thus far.

I'm not trying to oppose all emotions, only ones which cause problems such as 
anger, jealousy, and at least some types of love. Because I think that problems 
should be solved. I think that, in practice today, many people who make the effort 
do genuinely get better at dealing with anger or jealousy. They do dilute those 
emotions.

It's commonly believed that this is within reach. Everyone who attends an anger 
management class thinks maybe he can do it.

And as I'm writing this, perhaps speaking out against irrational institutions/ideas 
may be part of the transition, even if it's way ahead of its time. Maybe it's part of 
the natural mental evolution. But I think it has to be done with a concession that 
the audience might not yet be capable of accepting it.

I don't expect people to read my site and agree with everything. *I* think I'm right 
and would like it if they do. But shrug. Everyone should learn at their own pace. I 
agree that many people are not ready for various ideas. I hope some people can 
learn some things from my writing.

I think you would love to read the book _The Beginning of Infinity_ by David 
Deutsch. I learned a great deal from him. It discusses issues such as humanity's 
journey of (infinite) progress -- which is a theme of the book -- and issues of self-
deception via (new) meme theory.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Future Lifestyles
Date: April 22, 2011 at 4:06 AM

(Moved on list with permission)

B A (diffuseness20@hotmail.com) wrote:

What kind of model do you envision for raising kids if not within the admittedly 
problematic institution of marriage?

I think that children are a very large responsibility, and that important 
responsibilities should be undertaken by a single person, not shared. Sharing is 
highly overrated in many contexts.

Joint decision making about a child often leads to compromises: decisions no one 
is totally happy with, no one considers best, and no one really wants full 
responsibility for. That isn't good for the child.

How can I be responsible for the outcome when I don't control the outcome 
because my spouse does all kinds of things that don't fit my plan? I can't really 
be. And my spouse can say the same.

I wouldn't want to have a child, and take on that kind of responsibility, while 
having my child's future happiness be outside my control if another person makes 
a mistake. I would want to have total control over the situation to make sure 
everything is done right without letting anyone else mess it up. And if I didn't want 
to take full responsibility like that, I wouldn't want to have a kid at all. I don't think 
one should have a kid if he's not serious about it. If one likes children but doesn't 
want the responsibility he can babysit, make friends with some children, help 
some parents he is friends with, or whatever.

I don't have a problem with a second "parent" who is around for an entire 
childhood, helping out, etc... (For as long as he wants to do so, and as long as he 
is wanted.) But I don't think sharing equally is the way to go. Someone should be 
responsible. If there is a divorce, it's been known from the start whose child it is, 
there won't be a custody dispute. I don't think the stability of adult relationships is 
predictable in advance. And I don't think two separated parents trying to share 
the kid makes a lot of sense.



So that's one aspect of it.

I'm in favor of homeschooling (in the sense of learning at home, not recreating a 
school style experience at home.) I'm in favor of having one's own business or 
working from home, or other ways to have some flexibility in one's schedule.

I think that if one uses school as daycare, or a spouse to deal with the time one 
spends working, one should acknowledge that isn't ideal but is merely 
economical. It's a way of coping with not having lots of money to enable a 
different lifestyle. I understand the need for less than ideal things as a transitional 
phase. But I think that anyone who really wants to -- especially people who don't 
already have kids or other large responsibilities -- can do better. Maybe there 
aren't enough work-from-home jobs for everyone, but that wouldn't stop every 
single one of my first 10,000 readers from getting one.

I don't think one has to know in advance how something can work on a society 
wide scale. Individual people can change their lifestyles in ways that wouldn't 
work if 90% of people did it, but work fine when it's only 0.1%. And if/when 
problems surface -- e.g. many people want to work from home and other 
important jobs get neglected -- then we'll be in a new situation and they can be 
addressed then.

To give one example of something that could happen, if 9 to 5 factory jobs 
become unpopular enough then wages for them can be raised substantially to 
attract more workers. Some of those people will choose to be richer and not have 
children. Others will work there for 5 years, save up money, and then take a lower 
paying job more compatible with raising a child instead of just seeing him in the 
evenings. And other people will build factories overseas. And others will create 
more knowledge-based jobs for educated, intelligent people, which require skill 
but have flexible scheduling and working locations.

These are, by the way, things I already expected for the future for independent 
reasons. It's interesting to me how many different kinds of ideas can be 
interconnected.

What do other people imagine the future may be like? Of course it depends on 
ideas we haven't thought of yet. But it's fun to consider it, and by doing so we 
may have some of those very ideas that will shape the future. Infinite progress is 
sure to reshape lifestyles and cultures; what are some things that will change and 



how?



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 22, 2011 at 7:25 AM

On Apr 20, 8:01 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 20 Apr 2011, at 7:36pm, hibbsa wrote:

something in the 70's involving a position we were headed for an
ice age. But that incident was almost entirely a creation of the media.
A search of papers at the time found only three that said anything
even along those lines. So it was media.

Prof. Paul Ehrlich -- does he count as 'media' or 'science' under your 
classification?

-- David Deutsch

Hi DD - Conjectures show up all the time don't they? There was never a
consensus around it, and not much scientific interest. The reason it
is remembered is because of the interest given to it in the press.
This wiki no doubt inaccurately describes the event
http://en.wikipedia.org/wiki/Global_cooling . But the point is whether
it was misleading to compare AGW science with that that event, which
as I mentioned, apparently only 3 peer reviewed papers of the time
have been uncovered that had any relevance to such claims (I believe
none of hte papers outright suggested imminent iceages)
Rgds,
Al

http://en.wikipedia.org/wiki/Global_cooling


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 22, 2011 at 7:35 AM

On Apr 20, 8:26 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 20 Apr 2011, at 7:36pm, hibbsa wrote:

So the challenge we face is that, we can do pretty much what
we want until some unknown tipping point where suddenly we can't
control the consequences. So it's like stacking one block over
another. We don't know where the limit is, but if we carry on the way
we are, the way we'll find out will be the hard way.

Namely?

-- David Deutsc

Hi DD - AGW vs. energy solutions, Population vs. Envrionment, Oil
shortages: all of the above directly feed into even more massive
immigration into the West, eventually destabilizing societies there.
There are a lot of problems building up right now.
What does your philosophy say about these practical challenges now
building up? Is it all good? :O)
Rgds,
Al



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Future Lifestyles
Date: April 22, 2011 at 7:41 AM

On Apr 22, 9:06 am, Elliot Temple <c...@curi.us> wrote:
(Moved on list with permission)

B A (diffusenes...@hotmail.com) wrote:
What kind of model do you envision for raising kids if not within the admittedly 
problematic institution of marriage?

I think that children are a very large responsibility, and that important 
responsibilities should be undertaken by a single person, not shared. Sharing is 
highly overrated in many contexts.

Joint decision making about a child often leads to compromises: decisions no 
one is totally happy with, no one considers best, and no one really wants full 
responsibility for. That isn't good for the child.

How can I be responsible for the outcome when I don't control the outcome 
because my spouse does all kinds of things that don't fit my plan? I can't really 
be. And my spouse can say the same.

I wouldn't want to have a child, and take on that kind of responsibility, while 
having my child's future happiness be outside my control if another person 
makes a mistake. I would want to have total control over the situation to make 
sure everything is done right without letting anyone else mess it up. And if I 
didn't want to take full responsibility like that, I wouldn't want to have a kid at all. 
I don't think one should have a kid if he's not serious about it. If one likes 
children but doesn't want the responsibility he can babysit, make friends with 
some children, help some parents he is friends with, or whatever.

I don't have a problem with a second "parent" who is around for an entire 
childhood, helping out, etc... (For as long as he wants to do so, and as long as 
he is wanted.) But I don't think sharing equally is the way to go. Someone 
should be responsible. If there is a divorce, it's been known from the start whose 
child it is, there won't be a custody dispute. I don't think the stability of adult 
relationships is predictable in advance. And I don't think two separated parents 
trying to share the kid makes a lot of sense.



So that's one aspect of it.

I'm in favor of homeschooling (in the sense of learning at home, not recreating a 
school style experience at home.) I'm in favor of having one's own business or 
working from home, or other ways to have some flexibility in one's schedule.

I think that if one uses school as daycare, or a spouse to deal with the time one 
spends working, one should acknowledge that isn't ideal but is merely 
economical. It's a way of coping with not having lots of money to enable a 
different lifestyle. I understand the need for less than ideal things as a 
transitional phase. But I think that anyone who really wants to -- especially 
people who don't already have kids or other large responsibilities -- can do 
better. Maybe there aren't enough work-from-home jobs for everyone, but that 
wouldn't stop every single one of my first 10,000 readers from getting one.

I don't think one has to know in advance how something can work on a society 
wide scale. Individual people can change their lifestyles in ways that wouldn't 
work if 90% of people did it, but work fine when it's only 0.1%. And if/when 
problems surface -- e.g. many people want to work from home and other 
important jobs get neglected -- then we'll be in a new situation and they can be 
addressed then.

To give one example of something that could happen, if 9 to 5 factory jobs 
become unpopular enough then wages for them can be raised substantially to 
attract more workers. Some of those people will choose to be richer and not 
have children. Others will work there for 5 years, save up money, and then take 
a lower paying job more compatible with raising a child instead of just seeing 
him in the evenings. And other people will build factories overseas. And others 
will create more knowledge-based jobs for educated, intelligent people, which 
require skill but have flexible scheduling and working locations.

These are, by the way, things I already expected for the future for independent 
reasons. It's interesting to me how many different kinds of ideas can be 
interconnected.

What do other people imagine the future may be like? Of course it depends on 
ideas we haven't thought of yet. But it's fun to consider it, and by doing so we 
may have some of those very ideas that will shape the future. Infinite progress is 
sure to reshape lifestyles and cultures; what are some things that will change 
and how?



The single only ingredient of successful parenting is unconditional
love. Children can weather all kinds of adversity if they know they
are loved. On the other hand, you could totally control a childs
existence and use all kinds of fancy techniques and theories for their
acquisition of knowledge, and if they didn't feel loved by you, they'd
be fucked up by it and by age 14 will have run off to join a hippy
convoy :O)



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Future Lifestyles
Date: April 22, 2011 at 7:43 AM

On Apr 22, 12:41 pm, hibbsa <hib...@yahoo.com> wrote:
On Apr 22, 9:06 am, Elliot Temple <c...@curi.us> wrote:

(Moved on list with permission)

B A (diffusenes...@hotmail.com) wrote:
What kind of model do you envision for raising kids if not within the admittedly 
problematic institution of marriage?

I think that children are a very large responsibility, and that important 
responsibilities should be undertaken by a single person, not shared. Sharing 
is highly overrated in many contexts.

Joint decision making about a child often leads to compromises: decisions no 
one is totally happy with, no one considers best, and no one really wants full 
responsibility for. That isn't good for the child.

How can I be responsible for the outcome when I don't control the outcome 
because my spouse does all kinds of things that don't fit my plan? I can't really 
be. And my spouse can say the same.

I wouldn't want to have a child, and take on that kind of responsibility, while 
having my child's future happiness be outside my control if another person 
makes a mistake. I would want to have total control over the situation to make 
sure everything is done right without letting anyone else mess it up. And if I 
didn't want to take full responsibility like that, I wouldn't want to have a kid at 
all. I don't think one should have a kid if he's not serious about it. If one likes 
children but doesn't want the responsibility he can babysit, make friends with 
some children, help some parents he is friends with, or whatever.

I don't have a problem with a second "parent" who is around for an entire 



childhood, helping out, etc... (For as long as he wants to do so, and as long as 
he is wanted.) But I don't think sharing equally is the way to go. Someone 
should be responsible. If there is a divorce, it's been known from the start 
whose child it is, there won't be a custody dispute. I don't think the stability of 
adult relationships is predictable in advance. And I don't think two separated 
parents trying to share the kid makes a lot of sense.

So that's one aspect of it.

I'm in favor of homeschooling (in the sense of learning at home, not recreating 
a school style experience at home.) I'm in favor of having one's own business 
or working from home, or other ways to have some flexibility in one's schedule.

I think that if one uses school as daycare, or a spouse to deal with the time 
one spends working, one should acknowledge that isn't ideal but is merely 
economical. It's a way of coping with not having lots of money to enable a 
different lifestyle. I understand the need for less than ideal things as a 
transitional phase. But I think that anyone who really wants to -- especially 
people who don't already have kids or other large responsibilities -- can do 
better. Maybe there aren't enough work-from-home jobs for everyone, but that 
wouldn't stop every single one of my first 10,000 readers from getting one.

I don't think one has to know in advance how something can work on a society 
wide scale. Individual people can change their lifestyles in ways that wouldn't 
work if 90% of people did it, but work fine when it's only 0.1%. And if/when 
problems surface -- e.g. many people want to work from home and other 
important jobs get neglected -- then we'll be in a new situation and they can be 
addressed then.

To give one example of something that could happen, if 9 to 5 factory jobs 
become unpopular enough then wages for them can be raised substantially to 
attract more workers. Some of those people will choose to be richer and not 
have children. Others will work there for 5 years, save up money, and then 
take a lower paying job more compatible with raising a child instead of just 
seeing him in the evenings. And other people will build factories overseas. And 
others will create more knowledge-based jobs for educated, intelligent people, 
which require skill but have flexible scheduling and working locations.

These are, by the way, things I already expected for the future for independent 



reasons. It's interesting to me how many different kinds of ideas can be 
interconnected.

What do other people imagine the future may be like? Of course it depends on 
ideas we haven't thought of yet. But it's fun to consider it, and by doing so we 
may have some of those very ideas that will shape the future. Infinite progress 
is sure to reshape lifestyles and cultures; what are some things that will 
change and how?

The single only ingredient of successful parenting is unconditional
love. Children can weather all kinds of adversity if they know they
are loved. On the other hand, you could totally control a childs
existence and use all kinds of fancy techniques and theories for their
acquisition of knowledge, and if they didn't feel loved by you, they'd
be fucked up by it and by age 14 will have run off to join a hippy
convoy :O)- Hide quoted text -

- Show quoted text -

Not the single only ingredient, but the only essential ingredient. The
only ingredient that if it is there so is a happy childhood, and if it
is missing there is no happy childhood no matter what else is there to
compensate.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 22, 2011 at 7:51 AM

On 22 Apr 2011, at 12:25pm, hibbsa wrote:

On Apr 20, 8:01 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 20 Apr 2011, at 7:36pm, hibbsa wrote:

something in the 70's involving a position we were headed for an
ice age. But that incident was almost entirely a creation of the media.
A search of papers at the time found only three that said anything
even along those lines. So it was media.

Prof. Paul Ehrlich -- does he count as 'media' or 'science' under your 
classification?

-- David Deutsch

Hi DD - Conjectures show up all the time don't they? There was never a
consensus around it, and not much scientific interest. The reason it
is remembered is because of the interest given to it in the press.
This wiki no doubt inaccurately describes the event
http://en.wikipedia.org/wiki/Global_cooling . But the point is whether
it was misleading to compare AGW science with that that event, which
as I mentioned, apparently only 3 peer reviewed papers of the time
have been uncovered that had any relevance to such claims (I believe
none of hte papers outright suggested imminent iceages)

Is (or was) Ehrlich 'media' or 'science' under your classification? I ask because it 
is relevant to your statement that the idea that "we were headed for an ice age ... 
was almost entirely a creation of the media".

-- David Deutsch

http://en.wikipedia.org/wiki/Global_cooling


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 22, 2011 at 8:00 AM

On 22 Apr 2011, at 12:35pm, hibbsa wrote:

On Apr 20, 8:26 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 20 Apr 2011, at 7:36pm, hibbsa wrote:

So the challenge we face is that, we can do pretty much what
we want until some unknown tipping point where suddenly we can't
control the consequences. So it's like stacking one block over
another. We don't know where the limit is, but if we carry on the way
we are, the way we'll find out will be the hard way.

Namely?

-- David Deutsc

Hi DD - AGW vs. energy solutions, Population vs. Envrionment, Oil
shortages: all of the above directly feed into even more massive
immigration into the West, eventually destabilizing societies there.
There are a lot of problems building up right now.

I was asking about the 'tipping point' and its aftermath, not the "problems building 
up right now".You said that we shall find out the hard way where that point (you 
also called it "the limit") is. How?

By the "tipping point" or "the limit", are you referring to the point beyond which 
reducing emissions will no longer prevent temperatures from increasing further 
due to positive feedback? If not, what are you referring to?

-- David Deutsch



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Future Lifestyles
Date: April 22, 2011 at 12:16 PM

On Fri, Apr 22, 2011 at 4:41 AM, hibbsa <hibbsa@yahoo.com> wrote:

The single only ingredient of successful parenting is unconditional
love. Children can weather all kinds of adversity if they know they
are loved. On the other hand, you could totally control a childs
existence and use all kinds of fancy techniques and theories for their
acquisition of knowledge, and if they didn't feel loved by you, they'd
be fucked up by it and by age 14 will have run off to join a hippy
convoy :O)

Love is a mixed blessing.

When parent and child fight for years, and then the child runs away,
and then a year later he needs expensive medical treatment, love can
inspire the parent to pay for it. Despite everything, the parent wants
to see his child happy and healthy. That's the good side.

Love can also inspire hurting people "for their own good". When people
don't care much they are usually more willing to grant independence,
freedom and autonomy, and be tolerant. For example, parents often
force their children to attend school "for their own good" and also
punish them dozens of times "for their own good". But something is not
for a person's own good unless it is good by his own standards.

Love is used to pressure people. I love you son. Don't you love me,
too? If you love me, you'll do this for me.

Or: I love you son. I couldn't bear to see you get hurt. So don't
pursue that rock climbing career. The fright would give me a heart
attack.

I don't think what most bad parents lack is love. And I don't think
the way for most good parents (compared to the average) to improve
further is by loving even more. And I don't think that reaching truly
unconditional love is a very good end point to be considered the final



truth. I think what's needed is a journey of infinite progress guided
by reason and which considers even love to be open to criticism and
reform.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 22, 2011 at 1:39 PM

On Wed, Apr 20, 2011 at 11:36 AM, hibbsa <hibbsa@yahoo.com> wrote:

I genuinelly admire David Deutsch, but this comment just so misses the
point. Humans are part of biological nature but we've accomplished
something no other species has done..we've conquered nature. We
manipulate the environment at will...there are no immediate
constraints, no predators, no limits on food for now, not really even
disease.

That is false. Millions of people die of cancer or old age diseases
and we haven't conquered that part of nature and we don't manipulate
it at will. We're so far from being safe and happy and done meeting
our needs that *everyone* dies, so far. Almost all of them die of
their needs not being met and die of our lack of wealth. They die
because we have not conquered nature enough.

We also don't manipulate, at will, the amount of CO2 that our coal
power plants produce. Nor do we manipulate nuclear fusion reactions at
will. Nor the weather. Nor the existence of human colonies on Mars.
We're not done with progress. Infinitely more to come! We're only at
the beginning.

So the challenge we face is that, we can do pretty much what
we want until some unknown tipping point where suddenly we can't
control the consequences.

In this regard, do you have any specific comments on passages from the
optimism or unsustainable chapters of BoI? It seems like you disagree
and I'd be interested in which argument DD gave that you see a flaw
in, and what that flaw is.



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 22, 2011 at 3:36 PM

So the challenge we face is that, we can do
pretty much what

we want until some unknown tipping point where
suddenly we can't

control the consequences. So it's like stacking
one block over

another. We don't know where the limit is, but if
we carry on the way

we are, the way we'll find out will be the hard
way.

Namely?

-- David Deutsch

Hi DD - AGW vs. energy solutions, Population vs.
Envrionment, Oil
shortages: all of the above directly feed into even more
massive
immigration into the West, eventually destabilizing
societies there.

hibbsa

We know enough to solve many of the problems you suggest are dangerous.
It is certainly within our control to interfere with people who want to immigrate to 
the West but do not share a love of free economic and political exchange.

We know enough to create more free economic and political change within our 
own countries and export more of this to the world (then others won't want to 
immigrate here).

Real wages continue to rise around the world; but particularly in countries that 
have adopted economic and political systems that are more liberal, in the 
classical meaning of the word. Moreover, we can explain why they rise and why 



we think they will continue to rise, regardless of our increasing populations. What 
do you think has caused real wage increases around the world?

In terms of global warming, what specific dire effects do you think will 
precipitously destroy us?

Michael Golding



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 22, 2011 at 5:08 PM

On Apr 22, 12:51 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 22 Apr 2011, at 12:25pm, hibbsa wrote:

On Apr 20, 8:01 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 20 Apr 2011, at 7:36pm, hibbsa wrote:

something in the 70's involving a position we were headed for an
ice age. But that incident was almost entirely a creation of the media.
A search of papers at the time found only three that said anything
even along those lines. So it was media.

Prof. Paul Ehrlich -- does he count as 'media' or 'science' under your 
classification?

-- David Deutsch

Hi DD - Conjectures show up all the time don't they? There was never a
consensus around it, and not much scientific interest. The reason it
is remembered is because of the interest given to it in the press.
This wiki no doubt inaccurately describes the event
http://en.wikipedia.org/wiki/Global_cooling. But the point is whether
it was misleading to compare AGW science with that that event, which
as I mentioned, apparently only 3 peer reviewed papers of the time
have been uncovered that had any relevance to such claims (I believe
none of hte papers outright suggested imminent iceages)

Is (or was) Ehrlich 'media' or 'science' under your classification? I ask because it 
is relevant to your statement that the idea that "we were headed for an ice age 
... was almost entirely a creation of the media".

http://en.wikipedia.org/wiki/Global_cooling


-- David Deutsch- Hide quoted text -

- Show quoted text -

lol DD - where is this going ? :O) The suggestion is that you compared
a storm in a teacup to multidecadal broadbased worldwide consensus
attracting body of scientific work. I acknowledge there was some
science in the original point. However, if you wish I will try to
answer the question about Ehrlich as best I am able, which won't be
all that great. It looks like he wrote a book rather than something
for peer review, so I'm stumped almost right away because I don't know
exactly what bounds scientific work. I can give my own view...he's a
professor so I'd probably treat him within science just as I would
your books. But look, I don't think this question is at all pertinent
firstly because I didn't say the entire episode was media, and
secondly because I think that if you are going to be interested in
responding to this you'll be interested in responding to the
substantial point and not some technicality?



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 22, 2011 at 5:24 PM

On Apr 22, 10:08 pm, hibbsa <hib...@yahoo.com> wrote:
On Apr 22, 12:51 pm, David Deutsch <david.deut...@qubit.org> wrote:

On 22 Apr 2011, at 12:25pm, hibbsa wrote:

On Apr 20, 8:01 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 20 Apr 2011, at 7:36pm, hibbsa wrote:

something in the 70's involving a position we were headed for an
ice age. But that incident was almost entirely a creation of the media.
A search of papers at the time found only three that said anything
even along those lines. So it was media.

Prof. Paul Ehrlich -- does he count as 'media' or 'science' under your 
classification?

-- David Deutsch

Hi DD - Conjectures show up all the time don't they? There was never a
consensus around it, and not much scientific interest. The reason it
is remembered is because of the interest given to it in the press.
This wiki no doubt inaccurately describes the event
http://en.wikipedia.org/wiki/Global_cooling. But the point is whether
it was misleading to compare AGW science with that that event, which
as I mentioned, apparently only 3 peer reviewed papers of the time
have been uncovered that had any relevance to such claims (I believe
none of hte papers outright suggested imminent iceages)

Is (or was) Ehrlich 'media' or 'science' under your classification? I ask because 
it is relevant to your statement that the idea that "we were headed for an ice 
age ... was almost entirely a creation of the media".

http://en.wikipedia.org/wiki/Global_cooling


-- David Deutsch- Hide quoted text -

- Show quoted text -

lol DD - where is this going ? :O) The suggestion is that you compared
a storm in a teacup to multidecadal broadbased worldwide consensus
attracting body of scientific work. I acknowledge there was some
science in the original point. However, if you wish I will try to
answer the question about Ehrlich as best I am able, which won't be
all that great. It looks like he wrote a book rather than something
for peer review, so I'm stumped almost right away because I don't know
exactly what bounds scientific work. I can give my own view...he's a
professor so I'd probably treat him within science just as I would
your books. But look, I don't think this question is at all pertinent
firstly because I didn't say the entire episode was media, and
secondly because I think that if you are going to be interested in
responding to this you'll be interested in responding to the
substantial point and not some technicality?- Hide quoted text -

- Show quoted text -

Just a note to say I hope none of this comes across as disrespectful
or flippant.....that wasn't the intention at all. Apologies.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 22, 2011 at 5:59 PM

On 22 Apr 2011, at 10:08pm, hibbsa wrote:

On Apr 22, 12:51 pm, David Deutsch <david.deut...@qubit.org> wrote:

On 22 Apr 2011, at 12:25pm, hibbsa wrote:

something in the 70's involving a position we were headed for an
ice age. But that incident was almost entirely a creation of the media.
A search of papers at the time found only three that said anything
even along those lines. So it was media.

...

Is (or was) Ehrlich 'media' or 'science' under your classification? I ask because 
it is relevant to your statement that the idea that "we were headed for an ice 
age ... was almost entirely a creation of the media".

I acknowledge there was some
science in the original point. However, if you wish I will try to
answer the question about Ehrlich as best I am able, which won't be
all that great. It looks like he wrote a book rather than something
for peer review, so I'm stumped almost right away because I don't know
exactly what bounds scientific work. I can give my own view...he's a
professor so I'd probably treat him within science

Thus science, you say, consists not only of peer-reviewed research papers but 
also of other work by scientists. You mention books written by professors as an 
example. I agree. And there are many other types of work by scientists that have 
an effect on public opinion and on the opinions of other scientists.

Therefore, if only three peer-reviewed papers were written at the time proposing a 
danger of global cooling, that would not in fact imply that the issue was "almost 
entirely a creation of the media", as you say. That same evidence would be 
equally consistent with the media being completely innocent and the incident 
being created entirely by what you have called 'science'. Or indeed by any 



combination of the two. Would it not?

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Epistemology and Discussion and Learning
Date: April 23, 2011 at 4:19 AM

Here are some ideas I think are important:

- No problem is too small to address (If it's genuinely small, addressing it may be 
quick and easy. But just ignoring it is unwise.)

- Rationally deciding to delay dealing with something is a (temporary) solution. 
Nothing wrong with that, in general. But in conversations, setting aside several 
issues to try to talk about something more advanced than them usually does not 
work. How could it? Agree about the small stuff first. It's easier than the hard stuff! 
If that's too much trouble, the hard stuff is way too hard.

- Every little bit of progress should be treasured.

- Miscommunication and misunderstanding is extremely common. Approximately 
once or twice per sentence, for most discussion of difficult or controversial topics, 
for arguments, or for any philosophy.

- Every little bit of clarity should be prized.

- A major reason most philosophical and political discussions fail to reach 
agreement is that they attempt overly ambitious goals: agreeing about large 
conclusions straight away. But it's quite hard to create agreement on those while 
still disagreeing about many subsidiary issues. Creating agreement on smaller 
issues is both easier to succeed at and also a good first step towards bigger 
agreement.

- Progress and reform should be gradual. Skipping steps is very hard. How hard? 
To get a sense of the ballpark: DD or Feynman can get away with it, 
*occasionally*, but often not.

- People who seem really impressive get there by the same methods other 
people can make progress with: learning one little thing at a time. Being 
sufficiently modest and humble to be happy with that kind of learning, instead of 
thinking one is ready for more advanced things immediately, is one of the ways 
they get more advanced than others...

- Feynman is a good example. He would use simple methods such as taking what 



people say and thinking of an example. Any old example. Then when they say 
something else, change the example to fit. That is something anyone could do! 
It's just a basic technique to try to understand what people are saying. Yet it's far 
more effective than what most people do. It's pretty modest: it doesn't try to just 
magically have all the answers. It just tries to create a mental aid for 
understanding the other guy better. That is the kind of thing we should be looking 
to do. The kind of thing we should be happy with, and find useful, and actually 
use, instead of thinking we're too smart for it. The smartest people do that kind of 
thing; it's the dumb people who try to think without the aid of such things.

- Example of Feynman way: the guy says red, so you think of a barn. He says 
metal, so you make it some rusted iron instead. He says circular, so you make it a 
sphere. He says it has dots, so you add some white paint. Then he says, "So it 
has to be either a cow or, very unlikely, a UFO." And you say: "But couldn't it also 
be a rusted iron ball with some paint splotches remaining?" And he says, "Wow, 
how'd you come up with that? I didn't see any other possibilities." I think that 
captures the character of the examples Feynman gave. They weren't rocket 
science. People think this kind of stuff sounds simple and obvious, yet they don't 
do it well. Apparently it takes a genius to apply simple and obvious techniques in 
real life.

- One of the ways people fail to do this kind of thing is: they forget some of the 
details. The example is an aid to remember details, but it's not guarantee at all. 
The example partly consists of the stuff the guy said, but partly random stuff you 
made up. And you have to remember which is which!

- Another way people fail at this is they don't pay close enough attention in the 
first place. They skip over parts of what the other guy said. Or they try to get the 
general gist instead of actually listening.

- Many people openly and explicitly argue that the approach I'm advocating is 
bad. For example on the website Less Wrong various people told me that making 
mistakes is irrelevant and that one should simply fix the other guy's argument and 
move on without making a big deal about it, and without ever asking him to agree 
that your corrected version is better than what he said. I see this as skipping 
steps: try to take short cuts that increase the rate of misunderstanding. They see 
it as trivially easy.

- Many people think it's pedantic to discuss in a methodical way. But it's not really. 
Slow and careful is the only way that effectively bridges the massive difficulty that 



is communication between different world views.

- Here is how people seem to experience communication being easier than it is, 
and get the wrong idea: they talk with people who share a world view with them. 
This is not actually communicating much: they agreed in advance of talking! All 
they do is state some conclusions imprecisely, and then the other guy agrees, 
and they think that communication isn't that hard! Then when they talk to 
someone who doesn't agree right away, they call him a "troll" or "idiot", repeat 
themselves several times, then give up and blame him for not listening. They 
don't understand that he merely disagrees and they aren't any good at explaining 
themselves, in part because they don't realize how hard it is and don't try enough.

- Some people go through life over and over aiming for things that are a bit too 
hard for them, e.g. to have debates about difficult philosophical issues of interest, 
and fail over and over. Other people are willing to accept their ignorance and take 
steps to rectify it, such as practicing with easier issues, and happily correcting 
any and all mistakes they may make about *any issue no matter how small*. In 
this way they improve. Soon enough, they get ahead of the people who keep 
failing. After a while, they get far, far ahead and that's where people like Feynman 
and DD come from. They aren't born being able to do hard stuff that no one else 
can, they simply built up their knowledge in an *effective* and *rational* manner.

- It doesn't really matter if the topic is one person learning, or a conversation 
creating knowledge. These ideas I'm trying to express are part of epistemology: 
what they apply to is *any knowledge creation*. Knowledge creation in all 
contexts needs to be in the gradual, piecemeal style. 0.1 progress per day adds 
up to over 100 in 3 years. Attempting 5 progress every day, but only succeeding 
once a year, adds up to only 15.

- One of the most important skills is being able to change one's mind and to learn 
from criticism. This skill can serve one very well. Since this is more important than 
pretty much anything one might be talking about, prioritize it! It's better to change 
your mind about an irrelevant tangent (thus learning about how to change your 
mind) than to win your debate. It's far better to accept some criticisms than to 
argue why they don't affect the main point -- correct any and all mistakes, and 
learning from criticisms is an *even more main point* than whatever your old main 
point was.

- A lot of people think that ideas without (known) flaws are unrealistic. They think 
that's an unfair standard to hold ideas to, and that their flawed ideas ought to be 



allowed to win debates. That's because they try to get awesome ideas directly: to 
just make a perfect idea out of nothing. But if you take an idea and remove one 
small flaw per day, in a month or a year you'll get to the point that most people 
can't think of any remaining flaws.

- People sometimes tell me, "How can you think you're right and all these other 
people are wrong?" and "How can you think that none of these *ten* criticisms of 
your ideas we told you are correct?" and "Isn't it very arrogant to think you're 
consistently right?" The answer is: because I've heard all those criticisms before 
and learned about them and addressed them, one by one, and built up that 
knowledge already. They aren't new to me. To the extent they highlighted flaws in 
my ideas, those flaws are already fixed. Why don't they see that? Because they 
haven't learned what I'm talking about in any depth. The point is there is this 
massive gap in quality of knowledge if you *gradually improve* ideas for, say, 5 
years, vs if you don't. People think you're claiming to be a world class genius, a 
Feynman, if you think you're right every time they disagree with you. But all it is is 
less ambitious methods applied consistently over time adding up. That's how the 
beginning of infinity works: a succession of infinite progress, each bit pretty small, 
but they build on each other.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Reason
Date: April 23, 2011 at 2:10 PM

Many people conceive of rationality as having to do with the sources of ideas.

BoI conceives of the sources of ideas as irrelevant -- they should be judged only 
by their content.

Many people don't realize that they are judging ideas by their source. So here's 
some examples:

If you favor ideas created by any particular process, including whatever you call a 
"rational process" of thinking, then that is judging by their source: the process that 
created them.

If you favor ideas from people with any attribute, such as a PhD, a 500 IQ, or 5 
decades of world class research in a field, that too is judging by the source.

The BoI/Popperian way is different. It is: any arbitrary ideas may be conjectured. 
There are no rules. They can even come from dreams (see the Dream of 
Socrates chapter). Some sources of ideas may be more fruitful (not whim!), but 
that's just loose advise about how to live (what sources of ideas to spend one's 
time using), it's not a valid argument for judging any idea.

The BoI/Popperian way puts all the emphasis on error correction. Rationality is all 
about how ideas are treated after they are created, not about how they are 
created or what source they come from. The way they should be treated is with 
an open and critical mind. Problems should be criticized and improvements 
made. By a succession of improvements we build up knowledge.

We expect ideas, no matter their source, to have flaws. We're thoroughly 
fallibilists: flaws are everywhere and can't be avoided. (Problems are inevitable, 
as BoI says. But also soluble.) Rationality is not about avoiding flaws in the first 
place but fixing them.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Epistemology and Discussion and Learning
Date: April 23, 2011 at 6:40 PM

----- Original Message ----
From: Elliot Temple <curi@curi.us>
To: BoI <beginning-of-infinity@googlegroups.com>
Sent: Sat, 23 April, 2011 9:19:20
Subject: [BoI] Epistemology and Discussion and Learning

Here are some ideas I think are important:

- No problem is too small to  address (If it's genuinely small, addressing it
may be quick and easy. But just  ignoring it is unwise.)

- Rationally deciding to delay dealing with  something is a (temporary)
solution. Nothing wrong with that, in general. But in  conversations, setting
aside several issues to try to talk about something more  advanced than them
usually does not work. How could it? Agree about the small  stuff first. It's
easier than the hard stuff! If that's too much trouble, the  hard stuff is way
too hard.

Right. Learning how to notice small stuff is also a good step toward learning to
notice fine distinctions between different positions that most people don't
notice. Like many people don't seem to get the difference between taking what
you see as real in everyday life and taking it as an unproblematic foundation
for all of science and philosophy.

- Every little bit of progress should be  treasured.

Right. For example, every time you ditch a bad argument, even without a
replacement, you have the opportunity to find a better one.

- Miscommunication and misunderstanding is extremely common.  
Approximately
once or twice per sentence, for most discussion of difficult or  controversial
topics, for arguments, or for any philosophy.



- Every  little bit of clarity should be prized.

- A major reason most  philosophical and political discussions fail to reach
agreement is that they  attempt overly ambitious goals: agreeing about large
conclusions straight away.  But it's quite hard to create agreement on those
while still disagreeing about  many subsidiary issues. Creating agreement on
smaller issues is both easier to  succeed at and also a good first step towards
bigger agreement.

-  Progress and reform should be gradual. Skipping steps is very hard. How
hard? To  get a sense of the ballpark: DD or Feynman can get away with it,
*occasionally*,  but often not.

An example of somebody getting away with skipping steps?

- People who seem really impressive get there by the same  methods other 
people
can make progress with: learning one little thing at a  time. Being sufficiently
modest and humble to be happy with that kind of  learning, instead of thinking
one is ready for more advanced things immediately,  is one of the ways they get
more advanced than others...

- Feynman is a  good example. He would use simple methods such as taking 
what
people say and  thinking of an example. Any old example. Then when they say
something else,  change the example to fit. That is something anyone could do!
It's just a basic  technique to try to understand what people are saying. Yet
it's far more  effective than what most people do. It's pretty modest: it
doesn't try to just  magically have all the answers. It just tries to create a
mental aid for  understanding the other guy better. That is the kind of thing we
should be  looking to do. The kind of thing we should be happy with, and find
useful, and  actually use, instead of thinking we're too smart for it. The
smartest people do  that kind of thing; it's the dumb people who try to think
without the aid of  such things.



- Example of Feynman way: the guy says red, so you think of  a barn. He says
metal, so you make it some rusted iron instead. He says  circular, so you make
it a sphere. He says it has dots, so you add some white  paint. Then he says,
"So it has to be either a cow or, very unlikely, a UFO."  And you say: "But
couldn't it also be a rusted iron ball with some paint  splotches remaining?"
And he says, "Wow, how'd you come up with that? I didn't  see any other
possibilities." I think that captures the character of the  examples Feynman
gave. They weren't rocket science. People think this kind of  stuff sounds
simple and obvious, yet they don't do it well. Apparently it takes  a genius to
apply simple and obvious techniques in real life.

- One of  the ways people fail to do this kind of thing is: they forget some of
the  details. The example is an aid to remember details, but it's not guarantee
at  all. The example partly consists of the stuff the guy said, but partly
random  stuff you made up. And you have to remember which is which!

- Another way  people fail at this is they don't pay close enough attention in
the first place.  They skip over parts of what the other guy said. Or they try
to get the general  gist instead of actually listening.

- Many people openly and explicitly  argue that the approach I'm advocating is
bad. For example on the website Less  Wrong various people told me that 
making
mistakes is irrelevant and that one  should simply fix the other guy's argument
and move on without making a big deal  about it, and without ever asking him to
agree that your corrected version is  better than what he said. I see this as
skipping steps: try to take short cuts  that increase the rate of
misunderstanding. They see it as trivially  easy.

- Many people think it's pedantic to discuss in a methodical way.  But it's not
really. Slow and careful is the only way that effectively bridges  the massive
difficulty that is communication between different world  views.

So do you think there is such a thing as genuine pedantry?

- Here is how people seem to experience communication being easier  than it is,
and get the wrong idea: they talk with people who share a world view  with 
them.



This is not actually communicating much: they agreed in advance of  talking! All
they do is state some conclusions imprecisely, and then the other  guy agrees,
and they think that communication isn't that hard! Then when they  talk to
someone who doesn't agree right away, they call him a "troll" or  "idiot",
repeat themselves several times, then give up and blame him for not  listening.
They don't understand that he merely disagrees and they aren't any  good at
explaining themselves, in part because they don't realize how hard it is  and
don't try enough.

- Some people go through life over and over aiming  for things that are a bit
too hard for them, e.g. to have debates about  difficult philosophical issues of
interest, and fail over and over. Other people  are willing to accept their
ignorance and take steps to rectify it, such as  practicing with easier issues,
and happily correcting any and all mistakes they  may make about *any issue no
matter how small*. In this way they improve. Soon  enough, they get ahead of 
the
people who keep failing. After a while, they get  far, far ahead and that's
where people like Feynman and DD come from. They  aren't born being able to 
do
hard stuff that no one else can, they simply built  up their knowledge in an
*effective* and *rational* manner.

- It doesn't  really matter if the topic is one person learning, or a
conversation creating  knowledge. These ideas I'm trying to express are part of
epistemology: what they  apply to is *any knowledge creation*. Knowledge
creation in all contexts needs  to be in the gradual, piecemeal style. 0.1
progress per day adds up to over 100  in 3 years. Attempting 5 progress every
day, but only succeeding once a year,  adds up to only 15.

- One of the most important skills is being able to  change one's mind and to
learn from criticism. This skill can serve one very  well. Since this is more
important than pretty much anything one might be  talking about, prioritize it!
It's better to change your mind about an  irrelevant tangent (thus learning
about how to change your mind) than to win  your debate. It's far better to
accept some criticisms than to argue why they  don't affect the main point --
correct any and all mistakes, and learning from  criticisms is an *even more
main point* than whatever your old main point  was.

- A lot of people think that ideas without (known) flaws are  unrealistic. They
think that's an unfair standard to hold ideas to, and that  their flawed ideas



ought to be allowed to win debates. That's because they try  to get awesome
ideas directly: to just make a perfect idea out of nothing. But  if you take an
idea and remove one small flaw per day, in a month or a year  you'll get to the
point that most people can't think of any remaining  flaws.

- People sometimes tell me, "How can you think you're right and  all these
other people are wrong?" and "How can you think that none of these  *ten*
criticisms of your ideas we told you are correct?" and "Isn't it very  arrogant
to think you're consistently right?" The answer is: because I've heard  all
those criticisms before and learned about them and addressed them, one by  
one,
and built up that knowledge already. They aren't new to me. To the extent  they
highlighted flaws in my ideas, those flaws are already fixed. Why don't  they
see that? Because they haven't learned what I'm talking about in any depth.  
The
point is there is this massive gap in quality of knowledge if you *gradually
improve* ideas for, say, 5 years, vs if you don't. People think you're claiming
to be a world class genius, a Feynman, if you think you're right every time they
disagree with you. But all it is is less ambitious methods applied consistently
over time adding up. That's how the beginning of infinity works: a succession of
infinite progress, each bit pretty small, but they build on each other.

Why do they think they're right every time you criticise them?

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Epistemology and Discussion and Learning
Date: April 23, 2011 at 7:35 PM

On Apr 23, 2011, at 3:40 PM, Alan Forrester wrote:

----- Original Message ----
From: Elliot Temple <curi@curi.us>

- Miscommunication and misunderstanding is extremely common.  
Approximately
once or twice per sentence, for most discussion of difficult or  controversial
topics, for arguments, or for any philosophy.

-  Progress and reform should be gradual. Skipping steps is very hard. How
hard? To  get a sense of the ballpark: DD or Feynman can get away with it,
*occasionally*,  but often not.

An example of somebody getting away with skipping steps?

Sometimes with friends I explain something badly and then say, "Know what I 
mean?" and they do know.

And sometimes, they don't.

The rate of that working is quite low with someone who hasn't spent many years 
trying to understand me. And quite low if it's not a topic that both of us know well 
and mostly agree about.

But sometimes it does work and we skip the step of me explaining what I meant 
better, and also skip the step of them explaining it.

When we think it worked, sometimes it didn't actually. But sometimes it did.



This kind of thing never works with:

A) People who don't understand BoI type stuff, unless the issue is very 
conventional so they both independently know it from their culture in advance

B) People who are arguing/disagreeing

- Many people think it's pedantic to discuss in a methodical way.  But it's not
really. Slow and careful is the only way that effectively bridges  the massive
difficulty that is communication between different world  views.

So do you think there is such a thing as genuine pedantry?

Yes, sometimes people use irrelevant (as far as they know) details as 
distractions. They aren't trying to make a useful point, just to score debating 
points.

This is less common than some people imagine. Lots of times the guy has some 
reason he thinks it matters, even if he can't explain it very well. But it happens. 
Sometimes people are even intentionally disruptive to truth seeking, which is 
even worse!

- People sometimes tell me, "How can you think you're right and  all these
other people are wrong?" and "How can you think that none of these  *ten*
criticisms of your ideas we told you are correct?" and "Isn't it very  arrogant
to think you're consistently right?" The answer is: because I've heard  all
those criticisms before and learned about them and addressed them, one by  
one,
and built up that knowledge already. They aren't new to me. To the extent  they
highlighted flaws in my ideas, those flaws are already fixed. Why don't  they
see that? Because they haven't learned what I'm talking about in any depth.  
The
point is there is this massive gap in quality of knowledge if you *gradually
improve* ideas for, say, 5 years, vs if you don't. People think you're claiming
to be a world class genius, a Feynman, if you think you're right every time they
disagree with you. But all it is is less ambitious methods applied consistently



over time adding up. That's how the beginning of infinity works: a succession 
of
infinite progress, each bit pretty small, but they build on each other.

Why do they think they're right every time you criticise them?

Some of the things involved are:

1) Not knowing what an "argument" is

2) Not knowing what an "explanation" is

3) Not knowing what a "criticism" is

4) When they don't understand something you say, they have a policy of 
interpreting that as you being mistaken

5) They have a theory that criticized theories are still OK, unless they are 
criticized too much. Too much is an arbitrary amount determined by their whim. If 
they feel strongly about a theory, then it takes a lot of criticism (where the amount 
each criticism counts for is judged in an ad hoc and arbitrary way) before they will 
regard it as counting as actual criticism. They think the amount of criticism has to 
exceed the amount of support it already had.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: [BoI] Where's the awesome?
Date: April 23, 2011 at 7:58 PM

As David observed in BoI, the universe now seems a lot richer in interesting and
weird stuff than it used to. There are gamma ray bursts and pulsars and
magnetars and lots of other stuff.

However, there are some weird features of our current understanding of the
universe that are apparently less exciting.

For example, there's supposedly lots of stuff called dark matter that doesn't
interact much with ordinary matter except through gravity. It looks like it's
sitting there like blancmange. Also, how are we supposed to understand it apart
from its gravitational properties? How does this fit in with the universe being
comprehensible?

And then there's the lack of life. Why hasn't the solar system been turned into
von Neumann machines already?

Alan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Morality and Epistemology
Date: April 24, 2011 at 11:34 AM

Q: Is morality really just epistemology?

A: No, because foundations aren't important and reductionism is false.

Q: Is epistemology the foundation of morality? (Meaning: do most moral claims, if 
questioned, end up being defended with epistemological arguments within a few 
rounds of questioning?)

A: Yes. Because epistemology plays the biggest role in providing the deepest 
arguments for liberalism, for freedom, against force, in favor of progress, in favor 
of knowledge, and in favor of knowledge-creating (rational) lifestyles.

Q: How does epistemology do that?

A: Because initiating force, as a way of approaching disagreements, is not a way 
of finding out the truth of the matter. And because all problems, which are 
physically possible to solve, can be solved ... if and only if we have enough 
knowledge. (Problems which are physically impossible to solve are not problems. 
Or rather: the real problem is the misconception the person has (that he wants to 
violate the laws of physics), which *is* physically possible to solve -- he can 
change his mind.) And because problems are inevitable we will all die if we don't 
solve enough problems, which means we need knowledge to have effective lives.

Q: Restate some of that.

A: Force is irrational, the principle of optimism highlights the importance of 
knowledge, and a rational open society is the only way we might not die (and 
what could be more moral than life? And I don't mean life at any cost, but rather 
life in preference to death, at no cost at all but rather as a benefit of positive 
things like knowledge.)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 25, 2011 at 7:10 AM

On Apr 22, 10:59 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 22 Apr 2011, at 10:08pm, hibbsa wrote:

On Apr 22, 12:51 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 22 Apr 2011, at 12:25pm, hibbsa wrote:

something in the 70's involving a position we were headed for an
ice age. But that incident was almost entirely a creation of the media.
A search of papers at the time found only three that said anything
even along those lines. So it was media.

...

Is (or was) Ehrlich 'media' or 'science' under your classification? I ask 
because it is relevant to your statement that the idea that "we were headed 
for an ice age ... was almost entirely a creation of the media".

I acknowledge there was some
science in the original point. However, if you wish I will try to
answer the question about Ehrlich as best I am able, which won't be
all that great. It looks like he wrote a book rather than something
for peer review, so I'm stumped almost right away because I don't know
exactly what bounds scientific work. I can give my own view...he's a
professor so I'd probably treat him within science

Thus science, you say, consists not only of peer-reviewed research papers but 
also of other work by scientists. You mention books written by professors as an 
example. I agree. And there are many other types of work by scientists that 
have an effect on public opinion and on the opinions of other scientists.

Therefore, if only three peer-reviewed papers were written at the time proposing 
a danger of global cooling, that would not in fact imply that the issue was 
"almost entirely a creation of the media", as you say. That same evidence would 
be equally consistent with the media being completely innocent and the incident 
being created entirely by what you have called 'science'. Or indeed by any 
combination of the two. Would it not?



-- David Deutsch

test



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 25, 2011 at 7:09 AM

On Apr 22, 10:59 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 22 Apr 2011, at 10:08pm, hibbsa wrote:

On Apr 22, 12:51 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 22 Apr 2011, at 12:25pm, hibbsa wrote:

something in the 70's involving a position we were headed for an
ice age. But that incident was almost entirely a creation of the media.
A search of papers at the time found only three that said anything
even along those lines. So it was media.

...

Is (or was) Ehrlich 'media' or 'science' under your classification? I ask 
because it is relevant to your statement that the idea that "we were headed 
for an ice age ... was almost entirely a creation of the media".

I acknowledge there was some
science in the original point. However, if you wish I will try to
answer the question about Ehrlich as best I am able, which won't be
all that great. It looks like he wrote a book rather than something
for peer review, so I'm stumped almost right away because I don't know
exactly what bounds scientific work. I can give my own view...he's a
professor so I'd probably treat him within science

Thus science, you say, consists not only of peer-reviewed research papers but 
also of other work by scientists. You mention books written by professors as an 
example. I agree. And there are many other types of work by scientists that 
have an effect on public opinion and on the opinions of other scientists.

Therefore, if only three peer-reviewed papers were written at the time proposing 
a danger of global cooling, that would not in fact imply that the issue was 
"almost entirely a creation of the media", as you say. That same evidence would 
be equally consistent with the media being completely innocent and the incident 
being created entirely by what you have called 'science'. Or indeed by any 
combination of the two. Would it not?



-- David Deutsch

Hi DD - It depends what we're talking about. Right here, I think we're
talking about whether you made a reasonable comparison, one that was
likely to add knowledge and understanding, or a comparison that was
likely to add to confusion and misconception. Are you interested in
answering this charge at its strongest point, or do you want to engage
in a discussion about what extent the ice age thing in the 1970's was
whipped up by the media? Do you think that this media question is
fundamentally important to the charge itself, or is it only important
to the way I worded it? How about if I reword it but asking you
directly whether you think you made a reasonable comparison, and why?



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 25, 2011 at 8:11 AM

On 25 Apr 2011, at 12:09pm, hibbsa wrote:

On Apr 22, 10:59 pm, David Deutsch <david.deut...@qubit.org> wrote:

[...]

Thus science, you say, consists not only of peer-reviewed research papers but 
also of other work by scientists. You mention books written by professors as an 
example. I agree. And there are many other types of work by scientists that 
have an effect on public opinion and on the opinions of other scientists.

Therefore, if only three peer-reviewed papers were written at the time 
proposing a danger of global cooling, that would not in fact imply that the issue 
was "almost entirely a creation of the media", as you say. That same evidence 
would be equally consistent with the media being completely innocent and the 
incident being created entirely by what you have called 'science'. Or indeed by 
any combination of the two. Would it not?

Hi DD - It depends what we're talking about.

Whether the evidence you cited ("three papers") is consistent with the falsity of 
the claim you made ("incident was creation of the media"), depends on what *we* 
are talking about?

OK, let's suppose that that's somehow the case. Then: *in the context* of what 
you intended us to be talking about, and *in the sense* in which you intended the 
terms 'science' and 'media', is the evidence you cited ("three papers") consistent 
with what you classify as 'the media' being innocent and the incident being 
created by what you classify as 'science'? Or not?

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Objectivism and Knowledge
Date: April 25, 2011 at 1:02 PM

Objectivism: The Philosophy of Ayn Rand, p 174

The researchers must *know* that the initial generalization is valid -- "know" as 
against guess, hope, or feel. It is only on this basis that they can progress to 
further discoveries.

This can be read as an anti-Popper/BoI statement, especially the first part which 
emphasizes "*know*".

Emphasis on the word knowledge is normally used to emphasize one of the three 
traditional components of knowledge: justification, truth, or belief. Actually, only 
one of the first two: the belief component is pretty trivial. It's either claiming to 
definitely already have the perfect truth, or to have an indisputable justification 
that one has it. It's infallibilist.

But that is not what is meant here.

The opposition to guessing can be taking as opposition to the Popperian method 
of conjecture (guess) and refutation (criticism). But that too is not what is meant 
here.

The statement can be read a different way:

The researchers must have conjectural knowledge, as against emotion, whim or 
faith. It is only by using an approach to research compatible with reason that 
they can hope to make progress.

The point is that hope or feelings aren't knowledge, and one can't rely on them for 
progress.

Guessing alone are also not knowledge. It's only guesses improved by criticism 
that is knowledge. And that's not with Peikoff had in mind, he had in mind *mere* 
guesses, alone, without adding error correction.

So Peikoff is making a good point, and one worth saying (though less advanced 
than the material in BoI), and has phrased it in a way that can mislead 



Popperians due to his ignorance of Popperians. But we can learn to read what he 
meant.

After interpreting it this way, I looked up "justification" in the index. Maybe he 
advocates the justified, true belief approach elsewhere and if he does he might 
have meant something bad in this passage too. But the word is not in the index.

So I looked up "knowledge" and found on page 182:

Ayn Rand defines "knowledge" as "a mental grasp of a fact(s) of reality, reached 
either by perceptual observation or by a process of reason based on perceptual 
observation."

This is an empiricist mistake. But it's not the classical definition.

I do suspect justificationism here because: what role does basing everything on 
empirical observation play? It provides a justified basis. I think that's the 
underlying concept. Without that concept, an idea with another basis, or no basis, 
would be admitted.

However they aren't emphasizing that. The reason they are stuck with it is 
because they don't know what to replace justification with (how do you keep the 
bad ideas away, if not by reference to justification? The answer is criticism but 
they don't understand that). But merely dropping the strong explicit emphasis on 
justification found in other philosophies is an improvement! So this isn't so bad. 
It's more Popperian than it could be.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Objectivism and Knowledge
Date: April 25, 2011 at 1:52 PM

On 25 Apr 2011, at 6:02pm, Elliot Temple wrote:

Objectivism: The Philosophy of Ayn Rand, p 174

The researchers must *know* that the initial generalization is valid -- "know" as 
against guess, hope, or feel. It is only on this basis that they can progress to 
further discoveries.

This can be read as an anti-Popper/BoI statement, especially the first part which 
emphasizes "*know*".

Emphasis on the word knowledge is normally used to emphasize one of the 
three traditional components of knowledge: justification, truth, or belief. Actually, 
only one of the first two: the belief component is pretty trivial. It's either claiming 
to definitely already have the perfect truth, or to have an indisputable 
justification that one has it. It's infallibilist.

But that is not what is meant here.

The opposition to guessing can be taking as opposition to the Popperian 
method of conjecture (guess) and refutation (criticism). But that too is not what 
is meant here.

The statement can be read a different way:

The researchers must have conjectural knowledge, as against emotion, whim 
or faith. It is only by using an approach to research compatible with reason that 
they can hope to make progress.

The point is that hope or feelings aren't knowledge, and one can't rely on them 
for progress.

Guessing alone are also not knowledge. It's only guesses improved by criticism 
that is knowledge. And that's not with Peikoff had in mind, he had in mind 
*mere* guesses, alone, without adding error correction.



So Peikoff is making a good point, and one worth saying (though less advanced 
than the material in BoI), and has phrased it in a way that can mislead 
Popperians due to his ignorance of Popperians. But we can learn to read what 
he meant.

After interpreting it this way, I looked up "justification" in the index. Maybe he 
advocates the justified, true belief approach elsewhere and if he does he might 
have meant something bad in this passage too. But the word is not in the index.

So I looked up "knowledge" and found on page 182:

Ayn Rand defines "knowledge" as "a mental grasp of a fact(s) of reality, 
reached either by perceptual observation or by a process of reason based on 
perceptual observation."

This is an empiricist mistake. But it's not the classical definition.

I do suspect justificationism here because: what role does basing everything on 
empirical observation play? It provides a justified basis. I think that's the 
underlying concept. Without that concept, an idea with another basis, or no 
basis, would be admitted.

However they aren't emphasizing that. The reason they are stuck with it is 
because they don't know what to replace justification with (how do you keep the 
bad ideas away, if not by reference to justification? The answer is criticism but 
they don't understand that). But merely dropping the strong explicit emphasis on 
justification found in other philosophies is an improvement! So this isn't so bad. 
It's more Popperian than it could be.

Empiricism was an excellent thing when it was first proposed, because its positive 
content wasn't taken seriously and the whole point of asserting it was in what it 
*denied* -- the value of authority, superstition etc.

It can still be a good thing to this day, provided its positive content isn't taken 
seriously and it is being advocated merely as a placeholder, when contradicting 
irrational alleged sources of knowledge.

-- David



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: Reason
Date: April 25, 2011 at 2:08 PM

On Apr 23, 2011, at 11:10 AM, Elliot Temple wrote:

Many people conceive of rationality as having to do with the sources of ideas.

BoI conceives of the sources of ideas as irrelevant -- they should be judged only 
by their content.

Many people don't realize that they are judging ideas by their source. So here's 
some examples:

If you favor ideas created by any particular process, including whatever you call 
a "rational process" of thinking, then that is judging by their source: the process 
that created them.

If you favor ideas from people with any attribute, such as a PhD, a 500 IQ, or 5 
decades of world class research in a field, that too is judging by the source.

The BoI/Popperian way is different. It is: any arbitrary ideas may be conjectured. 
There are no rules. They can even come from dreams (see the Dream of 
Socrates chapter). Some sources of ideas may be more fruitful (not whim!), but 
that's just loose advise about how to live (what sources of ideas to spend one's 
time using), it's not a valid argument for judging any idea.

The BoI/Popperian way puts all the emphasis on error correction. Rationality is 
all about how ideas are treated after they are created, not about how they are 
created or what source they come from. The way they should be treated is with 
an open and critical mind. Problems should be criticized and improvements 
made. By a succession of improvements we build up knowledge.

We expect ideas, no matter their source, to have flaws. We're thoroughly 
fallibilists: flaws are everywhere and can't be avoided. (Problems are inevitable, 
as BoI says. But also soluble.) Rationality is not about avoiding flaws in the first 
place but fixing them.

Another conception of reason is given in _Critical Rationalism_ by David Miller on 
page IX:



What is rational about scientific activity is not that it provides us with reasons for 
its conclusions, which it does not, but that it takes seriously the use of reason -- 
deductive logic, that is -- in the criticism and appraisal of those conclusions.

I'm at a bit of a loss for what Miller meant. This doesn't make sense and I don't 
see how to rescue the "reason is deductive logic" claim at all. That doesn't leave 
room for good explanations as part of reason. It doesn't leave room for any 
arguments that aren't pure logic. If he'd said deduction is the only type of *logic* 
I'd understand. But reason does not consist of using nothing but logic at all times.

And similarly Miller's objection to science providing reasons for its conclusions 
also doesn't take into account good explanations. Science provides explanations 
for its theories, and they are quite similar to the common sense concept of 
"reasons for conclusions". The concept can be rescued from justificationism by 
removing the rather superficial justificationism and keeping the rest.

Later on the same page:

It is an important part of my thesis that since logic is used only to probe, never 
to prove, all logic is deductive logic.

I don't see how this Miller quote makes sense. Inductive "logic" doesn't seek to 
prove (as anyone advocates it, today). It's deduction that does, if anything.

On the next page Miller describes Popper's epistemology, as explained in _The 
Logic of Scientific Discovery" as "falsificationism". He also explains Popper's 
epistemology in section 1.2 "Outline of Falsificationism" in which he focuses 
exclusively on science and speaks of rejecting ideas from *science* when he 
means rejecting them as false.

But science isn't the only legitimate field and any good epistemology ought to be 
general purpose: it ought to reach to all fields. Popper's epistemology does work 
for all types of knowledge, and presenting it as being specific to only science is a 
mistake.

Falsificationism is a bad description of Popper's philosophy because it has been 
repeatedly misunderstood as meaning: justify theories by how well they withstand 
criticism and their rivals don't.



It's also bad because it is taken to mean *empirical* falsification to be used only 
in science -- which it often *is* used to mean -- but most criticism is not empirical 
even in science (as DD pointed out in BoI and FoR both, see e.g. the grass cure 
for the cold section in FoR). And because of Miller's heavy focus on only science, 
I don't even know if he meant only empirical falsification or meant criticism in 
general -- and that ambiguity is another flaw.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 25, 2011 at 5:51 PM

On Apr 25, 1:11 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 25 Apr 2011, at 12:09pm, hibbsa wrote:

On Apr 22, 10:59 pm, David Deutsch <david.deut...@qubit.org> wrote:

[...]

Thus science, you say, consists not only of peer-reviewed research papers 
but also of other work by scientists. You mention books written by professors 
as an example. I agree. And there are many other types of work by scientists 
that have an effect on public opinion and on the opinions of other scientists.

Therefore, if only three peer-reviewed papers were written at the time 
proposing a danger of global cooling, that would not in fact imply that the 
issue was "almost entirely a creation of the media", as you say. That same 
evidence would be equally consistent with the media being completely 
innocent and the incident being created entirely by what you have called 
'science'. Or indeed by any combination of the two. Would it not?

Hi DD - It depends what we're talking about.

Whether the evidence you cited ("three papers") is consistent with the falsity of 
the claim you made ("incident was creation of the media"), depends on what 
*we* are talking about?

OK, let's suppose that that's somehow the case. Then: *in the context* of what 
you intended us to be talking about, and *in the sense* in which you intended 
the terms 'science' and 'media', is the evidence you cited ("three papers") 
consistent with what you classify as 'the media' being innocent and the incident 
being created by what you classify as 'science'? Or not?

-- David Deutsch

Hi DD - I've thought about this for while and first off I want to
thank you for giving me your attention. I think the situation right
now is that through my own blustering communication I've not properly



asked you what I wanted to, and I take responsibility for that. Also,
I recognize the point that my original prejudice wasn't properly
founded in that I relied wholly on the datum about the 3 papers. Which
in fact I got from a Science magazine article a couple of years back.
Not related to you...just to the 'ice age' incident itself.

So, if it's worthwhile, would it be possible to, kind of, split this
discussion up somewhat. I would like to grill you about what you said
about AGW, but *only* in the most friendly sense, and only because
it's a subject that really matters to me, and goes to heart of all the
other things I tend to mention here, for example about lobbies and
methods and techniques that can be used to manipulate the
public...from my perspective which could and probably is wrong. I'm
raising all these things with people that I am fairly aware can
probably out-argue and out-knowledge me, so at least to me that says
I'm ready to give prejudices/views up if they are badly formed.

I'm not sure how we might split this up, and obviously there is the
question of how much time you have. From my perspective it's great
that you spend some time on these public forums but I don't expect
answers or time from anyway, least of all you, least of all if I'm
talking scat.

My suggestion is that, on the one side there is the question of the
significance of peer review, and the make-up of the "ice-age"
incident. On the other side there is what I wanted to challenge you
about, which was whether you personally, in hindsight, think that was
a good comparison, and also the other things you said about AGW. The
dependence between these two issues, IMHO, is only important if you
actually think that the 'ice age' incident, when viewed properly in
its entirety taking account of its scientific basis, the uptake it
recieved in the relevent sciences e.g. climate science, and the media
component or the extent it was blown out of context and exagerated,
does amount to a phenomenon that bears fair comparison to the science
of AGW.

I don't know the answer to that. From where I am standing it doesn't
look at all comparable, and your mentioning probably served to
exacberate false ideas in the public mind. But look, I mean, even if
that was the case it wouldn't be a huge deal, as it's not your own



field and it was just some comments at the tail end of a brilliant TED
talk. I haven't found anything else you've said about it so my
assumption was that this wasn't a major piece of thinking.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 25, 2011 at 6:12 PM

On Apr 22, 6:39 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Apr 20, 2011 at 11:36 AM, hibbsa <hib...@yahoo.com> wrote:
I genuinelly admire David Deutsch, but this comment just so misses the
point. Humans are part of biological nature but we've accomplished
something no other species has done..we've conquered nature. We
manipulate the environment at will...there are no immediate
constraints, no predators, no limits on food for now, not really even
disease.

That is false. Millions of people die of cancer or old age diseases
and we haven't conquered that part of nature and we don't manipulate
it at will. We're so far from being safe and happy and done meeting
our needs that *everyone* dies, so far. Almost all of them die of
their needs not being met and die of our lack of wealth. They die
because we have not conquered nature enough.

Hi Anonomous Person -  of course you are right, but in terms of
population numbers and advances in the West...advances that are now
being duplicated around the world, I think there is a reasonable view
of the situation that humanity is not currently constrained by
anything nature has to offer. It's more true in some regions than
others, and it isn't at all true at the level of any individual life
as we all get old, get diseased and get dead.

We also don't manipulate, at will, the amount of CO2 that our coal
power plants produce. Nor do we manipulate nuclear fusion reactions at
will. Nor the weather. Nor the existence of human colonies on Mars.
We're not done with progress. Infinitely more to come! We're only at
the beginning.

That's the hope, and I share it. But while I can recognize the
potential of humans and human civilization to continue advancing into
infinity, my perception is that there are also ways that we can bring
it all crashing down around us. Take society for instance. Like many



structures it may be very resilient and strong in some ways, while in
other ways very fragile and easy to destroy. The ways in which society
is fragile, IMHO, is likely to be correlated with the ways in which
society relies on things that aren't well understood...things to do
with, say, social instinct. A lot of how society is organized probably
goes back an awful long way...family structure being one.

So the challenge we face is that, we can do pretty much what
we want until some unknown tipping point where suddenly we can't
control the consequences.

In this regard, do you have any specific comments on passages from the
optimism or unsustainable chapters of BoI? It seems like you disagree
and I'd be interested in which argument DD gave that you see a flaw
in, and what that flaw is.

No...haven't read BoI yet. I accept that it would be fair for people
to ask me to disappear until such time I had read it, and would take
such a request very seriously. However, I am hoping there is a
compromise involving me not posting too much and taking care not to
blow other discussions off course etc etc. I will get to reading BoI
but I've got my own reasons why I hold back.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 25, 2011 at 7:02 PM

On Apr 22, 8:36 pm, Michael Golding <mlionson...@yahoo.com> wrote:
So the challenge we face is that, we can do

pretty much what
we want until some unknown tipping point where

suddenly we can't
control the consequences. So it's like stacking

one block over
another. We don't know where the limit is, but if

we carry on the way
we are, the way we'll find out will be the hard

way.

Namely?

-- David Deutsch

Hi DD - AGW vs. energy solutions, Population vs.
Envrionment, Oil
shortages: all of the above directly feed into even more
massive
immigration into the West, eventually destabilizing
societies there.

hibbsa

We know enough to solve many of the problems you suggest are dangerous.
It is certainly within our control to interfere with people who want to immigrate to 
the West but do not share a love of free economic and political exchange.  

We know enough to create more free economic and political change within our 
own countries and export more of this to the world (then others won't want to 
immigrate here).

Well...I agree with what you say but I see a lot more to it as well,



that perhaps will come up in here at some other time.

Real wages continue to rise around the world; but particularly in countries that 
have adopted economic and political systems that are more liberal, in the 
classical meaning of the word. Moreover, we can explain why they rise and why 
we think they will continue to rise, regardless of our increasing populations. 
What do you think has caused real wage increases around the world?

Yes...I think that one of the great legacies of the West is a model
spanning the social, governance and economic domains that includes a
free market concept. This is very much at the heart of prosperity
gains, and the great thing is that in principle the whole shebang can
be adopted by any society without that society losing its distinctive
character.

But right now I think that the West itself is facing a major crisis
borne of a build-up of systemic problems that for political or
ideological reasons have not been properly understood. The problem
IMHO is that when challenges go unaddressed and build up like this,
the resulting complexity eventually becomes incomphensible to anyone,
and the prospects of dealing with them go downhill fast in a situation
like that. This is why I think multi-domain philosophies such as that
being developed by DD are so important going forward. But the test is
whether such philosophies are able to clarify what the issues are,
both in practice and in the abstract, and then provide practical
guidance in terms of, how do we understand this situation, and what
steps do we take next, or what sort of steps. Or as with the criteria
of 'good' explanation, what sort of criteria are we looking for in
steps going forward.

In terms of global warming, what specific dire effects do you think will 
precipitously destroy us?

Destroy is not the word I would use, although I think if you look at
the more pessimistic end of the curve the IPCC provide, average
temperature rises of 4.5C or even 6C are sitting there with
probabilities as high as 10% or 15% or more. I mean, that's huge. I
can't imagine another situation where the world was looking at a 15%
chance of catastrophe and being so unfocused about it. But just to



clarify where I stand. I don't know what should be done about this
situation. I am more concerned that the weight of the scientific
evidence itself is not being appreciated in the equation. I'm
concerned that there has been a deliberate campaign modeled directly
on a previous campaign to undermine the ability of science to inform
the public about cigarettes, that has now seen similar or better
success in undermining public uptake of the scientific consensus about
climate change.

Michael Golding- Hide quoted text -

- Show quoted text -



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 25, 2011 at 7:40 PM

On 25 Apr 2011, at 10:51pm, hibbsa wrote:

whether you personally, in hindsight, think that was
a good comparison, and also the other things you said about AGW. The
dependence between these two issues, IMHO, is only important if you
actually think that the 'ice age' incident, when viewed properly in
its entirety taking account of its scientific basis, the uptake it
recieved in the relevent sciences e.g. climate science, and the media
component or the extent it was blown out of context and exagerated,
does amount to a phenomenon that bears fair comparison to the science
of AGW.

In that section of the talk, I was making the case that it is appallingly dangerous to 
build public policy on the premise that we shall foresee every impending disaster 
in time to prevent it from happening. Instead, it is essential to do everything in our 
power to increase our ability to deal in the future with unforeseen problems and 
unforeseen disasters *after* they will have happened.

As a small but topical example I pointed out that the current climate-change 
disaster was itself unforeseen before it happened.

I expected two things to strike the audience as odd about that assertion. First: in 
the prevailing discourse, it is deemed that the disaster hasn't happened yet and 
may still be averted. Therefore I pointed out that having to spend trillions of 
dollars on precautions *is* a disaster. (BTW, the fact that this isn't reflected in 
prevailing terminology is itself a token of something very wrong with current 
thinking about the issue.) And second: how can I call it 'unforeseen', since the 
'greenhouse effect' has been known for over a century? The answer is that its 
size wasn't known, while some countervailing effects were known. And so I 
pointed out that as recently as the early 70s, anthropogenic *cooling* was 
deemed by environmental scientists to be the greater danger in the short and 
medium term, because it might lead to a collapse in the world's food supply. (By 
the way, this was more a matter of judgement than prediction: there were no 
realistic computer models of the global climate at the time. Even crude models 
were just beginning to be written, and were run on computers a hundred times 
slower than my laptop.) I referred casually and with a hint of derision to this 



disastrous cooling as "a new ice age". I didn't mean a literal Ice Age (nor did my 
argument require one: it would take far less than a literal Ice Age to devastate 
agriculture). But I did intentionally conflate it rhetorically with the Ice Age scares 
of the 70s, because they and the cooling worry, and many other worries at the 
time and since, all invoke, or flow from, the approach to public policy that I 
consider dangerous: prevention at all costs, and devil take our ability to cope with 
unforeseen failure. And the same mistake is being made now.

I explain the underlying theory of the 'avoiding v recovering' issue in this video 
http://vimeo.com/22099396 as well as in The Beginning of Infinity.

I don't know the answer to that. From where I am standing it doesn't
look at all comparable, and your mentioning probably served to
exacberate false ideas in the public mind.

As I said above, and stressed in the talk itself, the comparison between the two 
issues is not that both were baseless, or "blown out of context and exaggerated". 
I explicitly contradicted that, saying that I'm taking the prevailing consensus 
among atmospheric physicists for granted because I am "the wrong kind of 
physicist" to have expertise in that field. Rather, I was making an epistemological 
point: the comparison I was drawing was that just as our current problems were 
not predictable then, our future problems are not predictable now.

-- David Deutsch

http://vimeo.com/22099396


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Future Lifestyles
Date: April 25, 2011 at 7:51 PM

On Apr 22, 5:16 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Fri, Apr 22, 2011 at 4:41 AM, hibbsa <hib...@yahoo.com> wrote:

The single only ingredient of successful parenting is unconditional
love. Children can weather all kinds of adversity if they know they
are loved. On the other hand, you could totally control a childs
existence and use all kinds of fancy techniques and theories for their
acquisition of knowledge, and if they didn't feel loved by you, they'd
be fucked up by it and by age 14 will have run off to join a hippy
convoy :O)

Love is a mixed blessing.

When parent and child fight for years, and then the child runs away,
and then a year later he needs expensive medical treatment, love can
inspire the parent to pay for it. Despite everything, the parent wants
to see his child happy and healthy. That's the good side.

Love can also inspire hurting people "for their own good". When people
don't care much they are usually more willing to grant independence,
freedom and autonomy, and be tolerant. For example, parents often
force their children to attend school "for their own good" and also
punish them dozens of times "for their own good". But something is not
for a person's own good unless it is good by his own standards.

Love is used to pressure people. I love you son. Don't you love me,
too? If you love me, you'll do this for me.

Or: I love you son. I couldn't bear to see you get hurt. So don't
pursue that rock climbing career. The fright would give me a heart
attack.

I don't think what most bad parents lack is love. And I don't think
the way for most good parents (compared to the average) to improve
further is by loving even more. And I don't think that reaching truly



unconditional love is a very good end point to be considered the final
truth. I think what's needed is a journey of infinite progress guided
by reason and which considers even love to be open to criticism and
reform.

The word 'love' is probably too vague to be able to mean all the good
things while disqualifying the bad things that you mention and which
also seem true to me.

But the term 'unconditional love' I think means something, still vague
maybe, but now ruling out certain associated behaviours. Unconditional
love is also more about the beholder experience, than what is felt or
intended by the party giving the love. although that is obviously the
ultimate source.

I mean, you either got it when you were young or you didn't, and I
think this is a question most people know the answer to, without
necessarily being able to describe anything in detail. It's about
looking back and realizing that whatever you did or didn't do, that
your parents would carry on loving you *as before* was not a question
that ever came into your mind. If it never came into your mind as a
real possibility,  that was probably unconditional love that you got.

I think that most people who can say that they always felt
unconditionally loved, will also have an overall positive view of
their young years. So I see this as more important than anything else,
but probably more in the realm of being 'essential but insufficient'.
It has to be there, but of course other things then matter too. But if
it isn't there, those other things don't mean much.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 25, 2011 at 10:19 PM

On Mon, Apr 25, 2011 at 4:02 PM, hibbsa <hibbsa@yahoo.com> wrote:

But right now I think that the West itself is facing a major crisis
borne of a build-up of systemic problems that for political or
ideological reasons have not been properly understood. The problem
IMHO is that when challenges go unaddressed and build up like this,
the resulting complexity eventually becomes incomphensible to anyone,
and the prospects of dealing with them go downhill fast in a situation
like that. This is why I think multi-domain philosophies such as that
being developed by DD are so important going forward. But the test is
whether such philosophies are able to clarify what the issues are,
both in practice and in the abstract, and then provide practical
guidance in terms of, how do we understand this situation, and what
steps do we take next, or what sort of steps. Or as with the criteria
of 'good' explanation, what sort of criteria are we looking for in
steps going forward.

The West, like all societies, has many systemic problems.

The West, unlike most societies, has less systemic problems than it
used to: it improves and fixes some.

DD does clarify what the issues are somewhat, but more than that he
clarifies the structure of the issues and the correct approach to
thinking about the issues. For example, thought about in context of
his discussion of static and dynamic societies, and the evolution of
memes and creativity, we can see that we haven't got a systemic build
up of problems. The systemic problems are old. And yes we always have
new problems. But not more or worse ones than before. Overall we have
better problems and a better situation, and we have more ability to
deal with problems (more wealth, including more knowledge).

Here are some examples of problems we have which are not being
addressed much. 1) Marriage hurts people and is lacking for
alternatives.  2) Children are routinely coerced. 3) Death hurts
people and is lacking for alternatives.



Little is being done to fix these. (With a few exceptions like Aubrey de Grey.)

Global Warming by contrast is an issue getting a great deal of
attention. More than these other issues for a smaller problem.

In terms of global warming, what specific dire effects do you think will 
precipitously destroy us?

Destroy is not the word I would use, although I think if you look at
the more pessimistic end of the curve the IPCC provide, average
temperature rises of 4.5C or even 6C are sitting there with
probabilities as high as 10% or 15% or more. I mean, that's huge. I
can't imagine another situation where the world was looking at a 15%
chance of catastrophe and being so unfocused about it.

Yes indeed. As DD says, it's ridiculous. The world should be buzzing
with ideas for solutions. There are some ideas which sound worth
looking into more, such as spraying ocean water into the air to
reflect more of the sun's light. But they aren't receiving the
attention they ought to be.

Instead what's happening is that most of the attention is being
focussed on attacking industrial civilization, technology,
electricity, etc... There are proposals to curtail industry so much
that it would be a catastrophe by itself. And then purported benefits
of doing that are merely: it would delay the problem.

So they are considering causing a disaster for a "solution" that would
not solve the problem. That's expensive and ineffective. And that's
why people are so unfocussed about it and many people dissent or drag
their heels. What people should be looking for is cheap/efficient
solutions which actually solve the problem. Cost matters, and we
should not accept our punishment for the arrogance of modernity but
should seek to actually prevent being hurt.

The problem with the climate movement is that it's more interested in
advocating luddite type ideas -- and promoting a closed-society moral
worldview -- than actually doing good science. The consequences are
that some of their science is questionable, and most of their



conclusions are mistakes. But as DD says, even setting that aside,
their position simply doesn't make sense (proposing we do something
ineffective and catastrophically expensive, when we'd be better off
with even such a straightforward approach as building up our economies
and then using that wealth to ameliorate the harm).

One of the things they forget -- or dislike, or disagree with -- is
that we need our wealth to deal with unforeseen problems. The more
wealth the better. It is our only hope because there will be
unforeseen problems to come. A halt to progress is a guarantee of
death, eventually. There can be no safe, sustainable lifestyle.
Proposals which view wealth as something we can afford to sacrifice
are misguided.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 25, 2011 at 10:26 PM

On Apr 26, 12:40 am, David Deutsch <david.deut...@qubit.org> wrote:
On 25 Apr 2011, at 10:51pm, hibbsa wrote:

whether you personally, in hindsight, think that was
a good comparison, and also the other things you said about AGW. The
dependence between these two issues, IMHO, is only important if you
actually think that the 'ice age' incident, when viewed properly in
its entirety taking account of its scientific basis, the uptake it
recieved in the relevent sciences e.g. climate science, and the media
component or the extent it was blown out of context and exagerated,
does amount to a phenomenon that bears fair comparison to the science
of AGW.

In that section of the talk, I was making the case that it is appallingly dangerous 
to build public policy on the premise that we shall foresee every impending 
disaster in time to prevent it from happening. Instead, it is essential to do 
everything in our power to increase our ability to deal in the future with 
unforeseen problems and unforeseen disasters *after* they will have happened.

As a small but topical example I pointed out that the current climate-change 
disaster was itself unforeseen before it happened.

I expected two things to strike the audience as odd about that assertion. First: in 
the prevailing discourse, it is deemed that the disaster hasn't happened yet and 
may still be averted. Therefore I pointed out that having to spend trillions of 
dollars on precautions *is* a disaster. (BTW, the fact that this isn't reflected in 
prevailing terminology is itself a token of something very wrong with current 
thinking about the issue.) And second: how can I call it 'unforeseen', since the 
'greenhouse effect' has been known for over a century? The answer is that its 
size wasn't known, while some countervailing effects were known. And so I 
pointed out that as recently as the early 70s, anthropogenic *cooling* was 
deemed by environmental scientists to be the greater danger in the short and 
medium term, because it might lead to a collapse in the world's food supply. (By 
the way, this was more a matter of judgement than prediction: there were no 
realistic computer models of the global climate at the time. Even crude models 
were just beginning to be written, and were run on computers a hundred times 



slower than my laptop.) I referred casually and with a hint of derision to this 
disastrous cooling as "a new ice age". I didn't mean a literal Ice Age (nor did my 
argument require one: it would take far less than a literal Ice Age to devastate 
agriculture). But I did intentionally conflate it rhetorically with the Ice Age scares 
of the 70s, because they and the cooling worry, and many other worries at the 
time and since, all invoke, or flow from, the approach to public policy that I 
consider dangerous: prevention at all costs, and devil take our ability to cope 
with unforeseen failure. And the same mistake is being made now.

It's funny because for the general principle I've always believed/
argued the same way, particularly where concerns biotechnology,
genetics research, GM, and so on. But I regard AGW as different
because it is explicitly in the business of using history, theory and
supercomputer simulations to predict what impact co2 emissions are
going to have. That as a civilization we have access to this
extraordinary scientific effort is incredible and astonishing, and
whichever policy decisions go, I cannot accept that it is in line with
our traditions, heritage and out aspiratoin to enlightened rationalism
that we proceed in a way that does not accept where the science stands
and the level of robustness of that science.

I agree that destroying our economies to fight climate change is no
kind of solution, but I take a different view of how that might turn
out. Particularly thinking of America, that country has a history of
taking several apparently intractable looming crises and coming up
with a solution that not just solves the problems but creates a new
economic paradigm, and comes out of the tunnel richer than ever
before. That's also possible given the upcoming challenges are
reasonably well predicted, and then faced down, head on. That's also a
possibility.

Look at all the problems that America might have anticipated 10 years
ago. The rise of Asia and industrialisation stepping up around the
world, meant oil prices could have been predicted to be set on a long
term rising trend. The increasingly destabilizing problems of the ME
and the incredible discord that was creating between the West and the
Islamic world, was to a great extent a creation of our oil dependency
which completely ties our hands. Then there was the relative economic
decline the US was already heavily into along a number of dimensions.
Then there was the situation coming out of climate science; that of



thousands of studies producing an arrow of evidence consistently and
overwhelmingly in the same direction, a consistent direction that
simply did not have to have happened that way and cannot be
satisfactorily explained by any skeptical argument.

America could have responded to this with a number of revolutions
waiting to happen. Regarding nuclear power generating much more of our
electricity. Regarding electricity powered vehicles with a
revolutionary network of power supply points. Regarding supply chains
in the form of batterings provided direct from nuclear plants to
networks of refueling stations. Regarding robotics and automated
vehicle battery exchanges. If America had done this, then America
could have browbeaten the world to abandon the old solutions and buy
its expertise and in one fell sweep restore its position as the
economic powerhouse of the world and beacon to all, solve the co2
problem, neutralize the oil problem and so free itself finally from
the complications of finance, power and energy dependency that have
prevented the West from leaving what could have been its last great
legacy to the world, which was to sweep across it clearing away the
tyrannies and laying down democratic foundations, and in doing that
then solving a whole host of other looming problems such as
destabilizing migration.

This could have been possible. America has done as great or greater.
It should have been possible but it wasn't and I think the reason it
wasn't was nothing to do with not knowing or lacking the vision. It
was to do with other malign trends and challenges that should have
been dealt with years ago, but were not, and by 10 years ago were well
and truly coming home to roost. The massive increases in corruption
caused by the failure to recognize the essential role of evolving
market-oriented regulation in line with the evolutions of new
technologies and/or processes and methods for example financial. The
failure to recognize that lobbying, although in of itself a vital
component of democracy, had acquired some incredible new potential and
sophistication as a result of the convergence of many technological
and perhaps psychological revolutions. It should have been a no-
brainer that of course there exists a power balance between
democratically elected organs supposed to be capable of representing
the people and the power of money and influence via lobbying. There
had always been a balance, because power is part of objective reality.



The balance had been that the primacy of the elected organs was
maintained. But then if the lobbies become massively more
sophisticated then of course that balance of power is changed. All
that was required was some simple, smart, new regulations governing
the interface between elected organs and lobbies, but of course this
regulation itself was thwarted by the lobbies. Then there is the
effect of illegal drugs and the profits they generate for organized
crime, and the corrupting force their vast profits then exert on the
legal economy. It should have been recognized that a radical new
solution to illegal drugs was not just possible but crucial to the
fabric of our society. All of these trends and others, and no one
stepped up to the table, because each one had a more powerful lobby
with silky arguments, maybe based on misuse of libertarianism, maybe
based on misuse of the concept of freedom, maybe based on the
misrepresentation of the purpose and need for reform: all of it
projected to the public, to me to you, using incredibly powerful,
tried and tested,  instruments of public influence.

I explain the underlying theory of the 'avoiding v recovering' issue in this 
videohttp://vimeo.com/22099396as well as in The Beginning of Infinity.

I don't know the answer to that. From where I am standing it doesn't
look at all comparable, and your mentioning probably served to
exacberate false ideas in the public mind.

As I said above, and stressed in the talk itself, the comparison between the two 
issues is not that both were baseless, or "blown out of context and 
exaggerated". I explicitly contradicted that, saying that I'm taking the prevailing 
consensus among atmospheric physicists for granted because I am "the wrong 
kind of physicist" to have expertise in that field. Rather, I was making an 
epistemological point: the comparison I was drawing was that just as our current 
problems were not predictable then, our future problems are not predictable 
now.

http://vimeo.com/22099396as


-- David Deutsch



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 26, 2011 at 5:29 AM

On Apr 26, 3:19 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Mon, Apr 25, 2011 at 4:02 PM, hibbsa <hib...@yahoo.com> wrote:
But right now I think that the West itself is facing a major crisis
borne of a build-up of systemic problems that for political or
ideological reasons have not been properly understood. The problem
IMHO is that when challenges go unaddressed and build up like this,
the resulting complexity eventually becomes incomphensible to anyone,
and the prospects of dealing with them go downhill fast in a situation
like that. This is why I think multi-domain philosophies such as that
being developed by DD are so important going forward. But the test is
whether such philosophies are able to clarify what the issues are,
both in practice and in the abstract, and then provide practical
guidance in terms of, how do we understand this situation, and what
steps do we take next, or what sort of steps. Or as with the criteria
of 'good' explanation, what sort of criteria are we looking for in
steps going forward.

The West, like all societies, has many systemic problems.

The West, unlike most societies, has less systemic problems than it
used to: it improves and fixes some.

Well, true, but the West is also in massive, unprecedented, relative
decline. One way to look at this would be through the concept of cakes
getting larger, but then we can also ask whether the West has a
competitive answer to the question of how it will be paying its way in
the world, and indeed whether the West is currently paying its way
now. What are your thoughts for how we approach this sort of
challenge?

DD does clarify what the issues are somewhat, but more than that he
clarifies the structure of the issues and the correct approach to
thinking about the issues. For example, thought about in context of
his discussion of static and dynamic societies, and the evolution of



memes and creativity, we can see that we haven't got a systemic build
up of problems. The systemic problems are old. And yes we always have
new problems. But not more or worse ones than before. Overall we have
better problems and a better situation, and we have more ability to
deal with problems (more wealth, including more knowledge).

I agree the kind of problems we face are the same as they've always
been, but then if that is true there should be some identifiable
essence or character of this recurrent challenge.  are. Is there a
single unifying concept framed in terms of some enduring challenge,
that can both explain why Western systems and structues have evolved
the way they have, and why they have been so successful? I would
regard this question as eminently worthy of philosophical pursuit.

Here are some examples of problems we have which are not being
addressed much. 1) Marriage hurts people and is lacking for
alternatives.  2) Children are routinely coerced. 3) Death hurts
people and is lacking for alternatives.

It's difficult for me to see what is intrinsically hurtful about the
basic idea of two people forming a commitment to eachother and to the
accomplishment of a home and family. So I am wondering whether by
marriage you mean something about the institutional or legal or social
arrangement of it. Do you mean some perverse effects that undermine
the basic union/commitment between people? Or wider effects caused
when a society is composed of many marriages as basic units? It's all
possible but then I would ask whether/how your reasoning, or the
reasoning, factors in the likely reality that such family structures
go back thousands, or hundreds of thousands of years. Long enough for
psychological hardwiring to have evolved around such arrangements. You
speak of children being coerced which I don't understand well, but
think means when they are left with conflicting explanations, but in
determining what 'works' for them, do you not think that instinct may
now have evolved around certain types of family structure and certain
types of parent figure and certain types of relationship between
figures....and that the things that affect feelings of 'security',
'happiness', 'threat' be linked to certain markers within all that
over the eons have proven good predictors?



Little is being done to fix these. (With a few exceptions like Aubrey de Grey.)

Global Warming by contrast is an issue getting a great deal of
attention. More than these other issues for a smaller problem.

Well, global warming is perhaps more suited to scientific enquiry than
the question of family structure and bringing up children. But so far
as I'm aware where there is good evidence, it looks like life outcomes
positively correlate with childhoods with two married parents. My
cynical side would probably want to mention that I bet most of the
people advocating the end of stable married relationships are
articulate, well educated, middle classed, have recieved enormous
support from the start from two loving well heeled parents and can
look forward to a nice inheritence later on as well. What happened to
people selling to others what actually worked for them instead of
theories that no one knows the effect of? Rant over.

In terms of global warming, what specific dire effects do you think will 
precipitously destroy us?

Destroy is not the word I would use, although I think if you look at
the more pessimistic end of the curve the IPCC provide, average
temperature rises of 4.5C or even 6C are sitting there with
probabilities as high as 10% or 15% or more. I mean, that's huge. I
can't imagine another situation where the world was looking at a 15%
chance of catastrophe and being so unfocused about it.

Yes indeed. As DD says, it's ridiculous. The world should be buzzing
with ideas for solutions. There are some ideas which sound worth
looking into more, such as spraying ocean water into the air to
reflect more of the sun's light. But they aren't receiving the
attention they ought to be.

I accept DD's point, but from what little I know I think there
actually is quite a lot of work going into geoengineering solutions.
But the situation so far is that while many ideas look good on paper,
practical trials reveal major logistical challenges with difficult to



reduce co2 footprints. I don't know if anyone has yet accomplished a
net reduction in Co2 from any trial. Likewise the more natural
solutions such as increasing ocean surface phyto plankton tends to
fail either because, for example, when there is too much of the stuff
on the surface it acquires oxygen breathing bacteria which then create
oxygen depleted zones underneath. Also, the problem of puking this
much co2 into the air isn't just the greenhouse effect...a large
fraction gets absorbed by the ocean which acidifies it. Some scrubbing
technology could well emerge, but a solution that doesn't involve
reducing emissions does not look likely.

Instead what's happening is that most of the attention is being
focussed on attacking industrial civilization, technology,
electricity, etc... There are proposals to curtail industry so much
that it would be a catastrophe by itself. And then purported benefits
of doing that are merely: it would delay the problem.

I would be interested to know the origin of your concerns because I
don't think this sort of impact has any part of the actual
negotiations taking place, or theoretically taking place. Just as
geoengineering solutions will involve research and development and new
technology and smart ideas, so too the need to reduce emissions. It's
a challenge of our ingenuity and in many ways the solutions we need to
come up with, we were going to have to come up with anyway. Oil isn't
likely to keep up with demand for oil.
 I know there's a lot of market based arguments about oil never
running out because as supply tightens prices go up which dampens
demand and so on and so forth. But it's all spurious and misconceived,
because the reality is that economic growth is tightly bound to oil
production so that 'dampening demand' part of the equation translates
directly into dampening economic growth, so we're talking about a
slump. So the same need to retool and have great new ideas and pronto,
all show up just the same without climate change anyway,

So they are considering causing a disaster for a "solution" that would
not solve the problem. That's expensive and ineffective. And that's
why people are so unfocussed about it and many people dissent or drag
their heels. What people should be looking for is cheap/efficient
solutions which actually solve the problem. Cost matters, and we
should not accept our punishment for the arrogance of modernity but



should seek to actually prevent being hurt.

The problem with the climate movement is that it's more interested in
advocating luddite type ideas -- and promoting a closed-society moral
worldview -- than actually doing good science. The consequences are
that some of their science is questionable, and most of their
conclusions are mistakes. But as DD says, even setting that aside,
their position simply doesn't make sense (proposing we do something
ineffective and catastrophically expensive, when we'd be better off
with even such a straightforward approach as building up our economies
and then using that wealth to ameliorate the harm).

I honestly think you may conflating various environmental movements
and what they say, with the serious thinking going on. The
environmentalists are full of shit and always were. In the 90's they
were anti-science, arguing for all sorts of disgusting restrictions on
third world development, even as the science argued the other way
entirely. They rant and rave against GM for impossible to unpick
reasons. They make AGW another reason for their ideology and say it
means science is behind them but they don't care about science or
evidence, and I don't know why anyone listens to them as they have no
influence. They only serve as easy pickings for the very well
resourced and sophisticated paid for lobbies and PR outfits charged to
undermine the ability of science to inform the public, a job they have
frankly been very successful in pulling off.

One of the things they forget -- or dislike, or disagree with -- is
that we need our wealth to deal with unforeseen problems. The more
wealth the better. It is our only hope because there will be
unforeseen problems to come. A halt to progress is a guarantee of
death, eventually. There can be no safe, sustainable lifestyle.
Proposals which view wealth as something we can afford to sacrifice
are misguided.

We need wealth and growth, but how much have you thought about the
costs of managing a 3 or 4 C rise in temperatures? The simulations
point to increased extremes of weather and local climate across
multiple dimensions. Each dimension, say increased drought, or
increased flooding, or more severe freezing, or more extreme storms;
each dimension in each district carries potentially crippling costs.



Unaffordable, even to rich countries. In the West I think we tend to
assume we can afford what's coming, but the reality is that probably
no society can. So there are huge costs whatever we choose. But this
may be the only time when we are also wealthy enough to make a really
good shift to some new paradigm.



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Event at the British Library
Date: April 26, 2011 at 5:47 AM

I have very little idea what this event will be like:

http://www.bl.uk/whatson/events/event121894.html

but it looks as though Graham Lawton, Deputy Editor of *New Scientist*, is going 
to be interviewing me about The Beginning of Infinity at the British Library on May 
31st. And one can buy tickets.

-- David Deutsch

http://www.bl.uk/whatson/events/event121894.html


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: induction and deduction (was Re: [BoI] Re: Reason)
Date: April 26, 2011 at 5:50 AM

Later on the same page:

It is an important part of  my thesis that since logic is used only to probe,
never to prove, all logic is  deductive logic.

I don't see how this Miller quote makes sense. Inductive  "logic" doesn't seek
to prove (as anyone advocates it, today).

It doesn't? Inductivism is the claim that theories can be proved with some
probability (and possibly derived too)  by making observations. And they
sometimes act in practice as if they have proven stuff has been proven
completely - that is, they refuse to consider any criticism. For a recent
example:

http://lesswrong.com/lw/56m/the_conjunction_fallacy_does_not_exist/

It's deduction  that does, if anything.

Not necessarily. One unsatisfactory way to argue that deduction is not
justificationist is to say that deduction can be used to prove that if X is true
then Y is also true, but we admit that we can't prove X or Y, so we're not
claiming to prove anything.

A better way to think about it might go a bit like this. Suppose that Jim and
Bob disagree about X. Jim thinks X is true and Bob thinks X is false. Jim has an
argument for X in which he explicitly makes assumptions A, B and C. Bob agrees
with A, B and C but not with X. So Bob and Jim must have some other unstated
assumptions that lead them to different conclusions and one way to make 
progress
would be to make proposals about what those assumptions might be and try to 
work
out their consequences. The role of deduction here could be entirely negative -
that is, if you reach a contradiction then there's something wrong with your
assumptions and they need to be examined.

http://lesswrong.com/lw/56m/the_conjunction_fallacy_does_not_exist/


Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Future Lifestyles
Date: April 26, 2011 at 12:12 PM

On Apr 25, 2011, at 4:51 PM, hibbsa wrote:

I think that most people who can say that they always felt
unconditionally loved, will also have an overall positive view of
their young years. So I see this as more important than anything else,

People having a positive view of their young years is not a reliable or definitive 
indicator of whether their young years were positive. It's not even a good 
argument.

One of the ugly facts of anti-rational memes is that they often cause people to 
have positive views of bad things -- in particular of the processes by which they 
got and will pass on those very memes.

Here's another ugly fact: it's common for people to dislike something while a 
child, and later claim they are glad it happened, and say they didn't mind so much 
after all, and all the screaming and tears weren't so serious as they looked. They 
no longer value their former self's opinions or feelings.

One can of course invent scenarios where there's a rational process of changing 
one's mind about a past event. But my point is that a common thing, in practice, 
is for people to imagine and then believe as true a revisionist history of their own 
lives, which is commonly heavily biased in favor of their parents, and in favor of 
their own parenting behavior, and against the opinions of any children (their own, 
or themselves as children).

Two causes of this are:

1) They want to be "grown up" because everyone looks down on children. This is 
extremely common and most adults try rather hard to avoid any "childish" 
behavior (especially in public). As part of the process of trying to gain adult 
status, they stop identifying with their "childish" ways of thinking, dislike them, and 
reject them as illegitimate.

2) When they become parents, a lot of their parenting memes activate. This 
causes them to see old events in a new way. e.g. after they find themselves 



hurting their own children, and coming up with rationalizations for why this is a 
good thing, then those rationalizations also apply to why their own parents hurt 
them.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: induction and deduction (was Re: [BoI] Re: Reason)
Date: April 26, 2011 at 12:10 PM

On Apr 26, 2011, at 2:50 AM, Alan Forrester wrote:

Later on the same page:

It is an important part of  my thesis that since logic is used only to probe,
never to prove, all logic is  deductive logic.

I don't see how this Miller quote makes sense. Inductive  "logic" doesn't seek
to prove (as anyone advocates it, today).

It doesn't? Inductivism is the claim that theories can be proved with some
probability (and possibly derived too)  by making observations.

I don't think "proved with some probability" is a type of proving. I think since 
Hume (at least), inductivists are usually crypto-inductivists: they accept induction 
doesn't really prove anything (at least in the back of their mind. Some do their 
best to forget about it.) and so they try to find proof substitutes.

Regardless, I think anyone who thinks induction counts as proving would 
*definitely* think deduction does too! Miller, as I read him, is presenting it as if 
deduction provides weaker or no proof as compared to induction which provides 
more. Which I think is backwards.

And they
sometimes act in practice as if they have proven stuff has been proven
completely - that is, they refuse to consider any criticism. For a recent
example:

http://lesswrong.com/lw/56m/the_conjunction_fallacy_does_not_exist/

Yes, they aren't very good at fallibilism.

It's deduction  that does, if anything.

http://lesswrong.com/lw/56m/the_conjunction_fallacy_does_not_exist/


Not necessarily. One unsatisfactory way to argue that deduction is not
justificationist is to say that deduction can be used to prove that if X is true
then Y is also true, but we admit that we can't prove X or Y, so we're not
claiming to prove anything.

I guess that makes a little sense. But induction always relies on fallible premises 
too (like the observation data). So it can't do any better there.

A better way to think about it might go a bit like this. Suppose that Jim and
Bob disagree about X. Jim thinks X is true and Bob thinks X is false. Jim has an
argument for X in which he explicitly makes assumptions A, B and C. Bob 
agrees
with A, B and C but not with X. So Bob and Jim must have some other unstated
assumptions that lead them to different conclusions and one way to make 
progress
would be to make proposals about what those assumptions might be and try to 
work
out their consequences. The role of deduction here could be entirely negative -
that is, if you reach a contradiction then there's something wrong with your
assumptions and they need to be examined.

I do agree that, in general, logic is useful in fallibilist epistemology.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Global Warming
Date: April 26, 2011 at 12:36 PM

On Apr 26, 2011, at 2:29 AM, hibbsa wrote:

We need wealth and growth, but how much have you thought about the
costs of managing a 3 or 4 C rise in temperatures? The simulations
point to increased extremes of weather and local climate across
multiple dimensions. Each dimension, say increased drought, or
increased flooding, or more severe freezing, or more extreme storms;
each dimension in each district carries potentially crippling costs.

Did you (or someone else) estimate the costs? Compare them to our wealth? 
Compare them to what our wealth will be -- if economic growth continues -- when 
the problems come? Can you provide us with the figures?

Unaffordable, even to rich countries. In the West I think we tend to
assume we can afford what's coming, but the reality is that probably
no society can. So there are huge costs whatever we choose. But this
may be the only time when we are also wealthy enough to make a really
good shift to some new paradigm.

What do you think about Bjorn Lomborg's point of view? Here's a taste:

http://www.telegraph.co.uk/comment/personal-view/3613517/Save-the-world-
ignore-global-warming.html

The trouble is that the climate models show we can do very little about the 
warming. Even if everyone (including the United States) did Kyoto and stuck to it 
throughout the century, the change would be almost immeasurable, postponing 
warming by just six years in 2100.

Likewise, the economic models tell us that the cost is substantial. The cost of 
Kyoto compliance is at least $150billion a year. For comparison, the UN 
estimates that half that amount could permanently solve the most pressing 
humanitarian problems in the world: it could buy clean drinking water, sanitation, 
basic health care and education to every single person in the world.

http://www.telegraph.co.uk/comment/personal-view/3613517/Save-the-world-ignore-global-warming.html


...

The Copenhagen Consensus gives us great hope because it shows us that 
there are so many good things we can do. For $27 billion we could prevent 28 
million people from getting HIV. For $12 billion we could cut malaria cases by 
more than a billion a year. Instead of helping richer people inefficiently far into 
the future, we can do immense good right now.

We live in a world with limited resources, where we struggle to solve just some 
of its challenges. This means that caring more about some issues end up 
meaning caring less about others. If we have a moral obligation, it is to spend 
each dollar doing the most good that we possibly can.

So in a curious way, global warming really is the moral test of our time, but not 
in the way its proponents imagined. We need to stop our obsession with global 
warming, and start dealing with the many more pressing issues in the world, 
where we can do most good first and quickest.

Also Hibbsa, can you provide one citation for the best and most convincing global 
warming science? Plus a one paragraph explanation of what it says. And if it uses 
conclusions of some other research as premises, then please 
mention/acknowledge that. Thank you!

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Some Quotes I Liked from BoI first few chapters
Date: April 26, 2011 at 2:23 PM

On Mon, Apr 25, 2011 at 7:26 PM, hibbsa <hibbsa@yahoo.com> wrote:

That as a civilization we have access to this extraordinary scientific effort is 
incredible and astonishing, and

whichever policy decisions go, I cannot accept that it is in line with
our traditions, heritage and out aspiratoin to
enlightened rationalism that we proceed in a way that does not accept
where the science stands and the level of
robustness of that science.

Where does it stand? What is the level of robustness?

As far as I know -- and I say this in seriousness -- it's not very
robust, the climate models/simulations are inaccurate at best (note:
short term weather forecasting is hard enough!), there are various
unanswered questions, and no one actually has a valid methodology for
figuring out how much of global warming is due to human causes.

Not that it especially matters what caused it. What matters is: what
interventions will change it? And the special case if we alter nothing
(the null intervention), what will happen? And the answers to these
questions are not really known, we just have some guesses. This
situation is totally unlike physics or chemistry where we know a lot
of stuff.

I agree that destroying our economies to fight climate change is no kind of 
solution, but I take a different view of

how that might turn out. Particularly thinking of America, that
country has a history of taking several apparently
intractable looming crises and coming up with a solution that not just
solves the problems but creates a new economic
paradigm, and comes out of the tunnel richer than ever before. That's
also possible given the upcoming challenges are
reasonably well predicted, and then faced down, head on. That's also a
possibility.



Wake me up when they propose we switch over to using nuclear power (as
you mentioned) as our primary power source. Then it will seem
plausible to me that we'll make massive changes and come out richer
for it! But when they propose things like *using less power* that's
not going to make us better off. What are we going to do, invent new
computers, cars, factories, refrigerators, lights, etc, which don't
need power?

But the climate change lobby doesn't like nuclear power. Isn't that
interesting? It cries out for explanation.

They do like some new lights which cost more than the old lights. And
what do they do about that? In Canada, they pass laws to make people
use them. What they should do is start companies to sell the lights at
a profit. If they could figure out how to get people to voluntarily
buy them, that would be a win/win way forward. Forcing people to buy
what they don't want, at a price they aren't happy with is cruel,
mean, anti-humanitarian, economically harmful, anti-liberal,
anti-freedom, etc...

If the lights are a good idea, at the present time, they can be sold
at a profit, at present. If not, not. So trying to sell them is a
*rational test*: if they sell, they may be a good idea. If they don't,
improve some aspect of them. It's good for things to have to pass this
kind of test: that people judge them to be a good idea and a win/win
option and *voluntarily* use them. People may be mistaken, but this is
a far, far better way of doing things than the other way: when people
judge it is bad, then force them anyway. That's anti-rational and
anti-truth-seeking.

The increasingly destabilizing problems of the ME and the incredible discord 
that was creating between the West and

the Islamic world, was to a great extent a creation of our oil
dependency which completely ties our hands.

Have you ever looked up what proportion of US oil comes from which countries?

If not, try to guess it first. You may be surprised.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Future Lifestyles
Date: April 27, 2011 at 4:49 AM

On Apr 26, 5:12 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 25, 2011, at 4:51 PM, hibbsa wrote:

I think that most people who can say that they always felt
unconditionally loved, will also have an overall positive view of
their young years. So I see this as more important than anything else,

People having a positive view of their young years is not a reliable or definitive 
indicator of whether their young years were positive. It's not even a good 
argument.

One of the ugly facts of anti-rational memes is that they often cause people to 
have positive views of bad things -- in particular of the processes by which they 
got and will pass on those very memes.

Here's another ugly fact: it's common for people to dislike something while a 
child, and later claim they are glad it happened, and say they didn't mind so 
much after all, and all the screaming and tears weren't so serious as they 
looked. They no longer value their former self's opinions or feelings.

One can of course invent scenarios where there's a rational process of changing 
one's mind about a past event. But my point is that a common thing, in practice, 
is for people to imagine and then believe as true a revisionist history of their own 
lives, which is commonly heavily biased in favor of their parents, and in favor of 
their own parenting behavior, and against the opinions of any children (their 
own, or themselves as children).

Two causes of this are:

1) They want to be "grown up" because everyone looks down on children. This 
is extremely common and most adults try rather hard to avoid any "childish" 
behavior (especially in public). As part of the process of trying to gain adult 
status, they stop identifying with their "childish" ways of thinking, dislike them, 
and reject them as illegitimate.

2) When they become parents, a lot of their parenting memes activate. This 



causes them to see old events in a new way. e.g. after they find themselves 
hurting their own children, and coming up with rationalizations for why this is a 
good thing, then those rationalizations also apply to why their own parents hurt 
them.

-- Elliot Templehttp://curi.us/

Hi ET - everything you say is true but I see this as another level of
detail that doesn't disqualify anything I said. It's true that people
can be twisted by their young experiences and that can manifest in all
sorts of ways. But what I suggest is that genuinelly good childhoods
are mostly all good in the same sort of way, whereas bad childhoods
can be bad in any number of ways.

What I currently think you guys are trying to do, is fit something
like parenting and childhood into a consistent world view. That's
virtuous and it has to be the right way to go and if you could do this
inn such a way that your system of thought as it became stronger and
more consistent didn't have the side effect of causing the flow of
acceptable criticisms to dry up, then the result could be a
breakthrough for the human condition.

But here's the rub. I think that the DD/popperian/ET (I have trouble
finding the correct label) approach, because of its very rigour and
ethos of 'discovery from within' or getting as much out of what has
already been discovered and then extending it as far as it can go (if
possible to the status of universality), also by the nature of that
makes external criticisms an increasingly improbable occurence. This
is because, the understandings you develop are themselves inferences
or extensions or intersections of underlying understandings that are
also derived within the same system and are themselves derivative of
something further back in the same system.

So from without, the ability to make a criticism that will be
satisfying to the person within becomes less and less likely,
eventually vanishingly unlikely. This isn't a reason to change the
philosophy, because it's a problem of success not failure. It's like
the problems of extremes of wealth and poverty in the capitalist
system..problems of success not failure. Not all problems have a
solution, that capitalist probably doesn't have a solution that

http://curi.us/


wouldn't create worse problems.

But when it comes to the philosophy/system-of-thought you chaps are
evolving, because criticism i s not only a positive thing but actually
an essential component of evolution, I think it's crucial that this
question of how do you ensure an ongoing supply of useable focused
criticisms, has to be addressed and solved. There are solutions, I am
sure of that. But I also perceive that at this juncture this isn't an
issue that has been prosperly recognized. But of course, this is a
criticism from without....so it comes without the attached references
and markers that would qualify it for serious consideration.

But I would ask you, and DD, and anyone else interested, to do a self
test. Get a pen and paper and for each 'level' of derivation of new
laws/insights/discoveries withing your system,  list the valid
criticisms that have been contributed from without that went on to be
influential at that level. Is it possible that there haven't been any
for rather a while? If that's the case, then the reality could be that
in order to continue the people within are going to need to start
thinking about how the philosophy can be exposed to outsiders in such
way that the prospects of good criticisms are imaximized, and also
what sort of new internal tools and disciplines are going to become
necessary in order to maximize criticism from within, even about areas
considered sound.

Just thinking.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: April 27, 2011 at 5:50 AM

On Apr 26, 5:36 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 26, 2011, at 2:29 AM, hibbsa wrote:

We need wealth and growth, but how much have you thought about the
costs of managing a 3 or 4 C rise in temperatures? The simulations
point to increased extremes of weather and local climate across
multiple dimensions. Each dimension, say increased drought, or
increased flooding, or more severe freezing, or more extreme storms;
each dimension in each district carries potentially crippling costs.

Did you (or someone else) estimate the costs? Compare them to our wealth? 
Compare them to what our wealth will be -- if economic growth continues -- 
when the problems come? Can you provide us with the figures?

Wow that was quite a rant I had the other night. Better out than in. I
haven't personally estimated the costs but there is no shortage of
estimates out there but I tend not to attach much weight to them
because I don't see signs of sufficient thinking. This bloke is pretty
pessimistic http://www.newscientist.com/article/dn10405-top-economist-counts-
future-cost-of-climate-change.html
but when I read his examples it strikes me as only thinking of obvious
things. But here's an event that reveals the less obvious underbelly.
Last year the UK had the coldest winter possibly since records began
or if not then for about 100 years (both descriptions reported but I
forget which was the final). It turns out that the materials used for
water pipes were designed to tolerate certain extremes of temperatur
but no more. So Northern Ireland saw a partial collapse of its water
network.

The insight from this is that it's probably true in each district that
all kinds of infrastructure is designed with certain limits in mind.
If climate change pushes the boundary of extremes too far then that
infrastructure is no longer adequate. Or if you look at hurricane
katrina, if the current odds of such a hurricaine are say 65 to 1 and
climate change pushes that to, say, 15 or 20 to 1 by 2050, then it
could be that taking account of the cost and time to rebuild, the

http://www.newscientist.com/article/dn10405-top-economist-counts-future-cost-of-climate-change.html


economic viability of living in those places comes into question.

So in summary, right now I think it possible to open the IPCC report
and find a section on future costs, and there seem to be a large
number of estimates being offered on the Internet, but for me I find
so much of it smells slightly political/ideological (both ways) that I
probably think it's better just to think about. I think that just
thinking about it is enough to suggest the possibility of crippling
costs.

Unaffordable, even to rich countries. In the West I think we tend to
assume we can afford what's coming, but the reality is that probably
no society can. So there are huge costs whatever we choose. But this
may be the only time when we are also wealthy enough to make a really
good shift to some new paradigm.

What do you think about Bjorn Lomborg's point of view? Here's a taste:

http://www.telegraph.co.uk/comment/personal-view/3613517/Save-the-wor...

I don't object to his position but I think it's badly formed in some
very important ways. Firstly, when there is such a vast body of
science pointing the same way, the weight of that effort should get a
lot more attention. A throwaway line at the top doesn't do it. The
most important thing about the scientifc estimates is that the more
pessimistic end, while not the most likely outcome, is given a
significant probability. There is no way the world can afford even a
5% chance of a 6C increase in temperature. The greatest extinction of
all time involved just a 10C rise. So with risks like that being
floated by the combined effort of our gifted and best most specialized
for the job, it's no good just saying there are other things we could
be worrying about. Second, like so many people he speaks of the
currently estimated costs of reducing emissions with no expectation
that this challenge like the others, would be subject to innovation
and ingenuity. Solutions would emerge, costs would come down, new
money making opportunities would materialize.

The trouble is that the climate models show we can do very little about the 

http://www.telegraph.co.uk/comment/personal-view/3613517/Save-the-wor


warming. Even if everyone (including the United States) did Kyoto and stuck to 
it throughout the century, the change would be almost immeasurable, 
postponing warming by just six years in 2100.

Likewise, the economic models tell us that the cost is substantial. The cost of 
Kyoto compliance is at least $150billion a year. For comparison, the UN 
estimates that half that amount could permanently solve the most pressing 
humanitarian problems in the world: it could buy clean drinking water, 
sanitation, basic health care and education to every single person in the world.

...

The Copenhagen Consensus gives us great hope because it shows us that 
there are so many good things we can do. For $27 billion we could prevent 28 
million people from getting HIV. For $12 billion we could cut malaria cases by 
more than a billion a year. Instead of helping richer people inefficiently far into 
the future, we can do immense good right now.

We live in a world with limited resources, where we struggle to solve just some 
of its challenges. This means that caring more about some issues end up 
meaning caring less about others. If we have a moral obligation, it is to spend 
each dollar doing the most good that we possibly can.

So in a curious way, global warming really is the moral test of our time, but not 
in the way its proponents imagined. We need to stop our obsession with global 
warming, and start dealing with the many more pressing issues in the world, 
where we can do most good first and quickest.

Also Hibbsa, can you provide one citation for the best and most convincing 
global warming science? Plus a one paragraph explanation of what it says. And 
if it uses conclusions of some other research as premises, then please 
mention/acknowledge that. Thank you!

This is really hard for me to do because it's a multidimensional
effort and the weight of the science emerges from the convergence of
findings....the arrow of evidence being consistently in the same
direction across thousands of studies from dozens of fairly
independent directions.



It would therefore help if perhaps you tell me what you consider the
weakest link in the chain, and I will then say what I think the most
convincing science is in that particular area.

I can also mention something that I find personally very compelling. 3
billion years ago the Sun was roughly 20% cooler than it is now and
there was 20 times more Co2 in the air. In the time since then the Sun
has steadily grown hotter and yet the climate has remained stable
across the same timescale. That shouldn't be possible because a 20%
increase in heat is huge. The only other change that is known is that
over the same period Co2 has steadily decreased. If you then use the
rough estimate of the climate sensitivity to Co2, and map the Sun with
the Co2 over time, you get a stable climate.

But as I say, where the most relevant compelling evidence is probably
depends on where you are most skeptical. For example, if you doubt Co2
is a greenhouse gas, you could put some co2 in a glass tube and try to
shine an infrared light through it.

-- Elliot Templehttp://curi.us/

http://curi.us/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Global Warming
Date: April 27, 2011 at 5:30 PM

On Wed, Apr 27, 2011 at 2:50 AM, hibbsa <hibbsa@yahoo.com> wrote:

This is really hard for me to do because it's a multidimensional
effort and the weight of the science emerges from the convergence of
findings....the arrow of evidence being consistently in the same
direction across thousands of studies from dozens of fairly
independent directions.

It would therefore help if perhaps you tell me what you consider the
weakest link in the chain, and I will then say what I think the most
convincing science is in that particular area.

I can also mention something that I find personally very compelling. 3
billion years ago the Sun was roughly 20% cooler than it is now and
there was 20 times more Co2 in the air. In the time since then the Sun
has steadily grown hotter and yet the climate has remained stable
across the same timescale. That shouldn't be possible because a 20%
increase in heat is huge. The only other change that is known is that
over the same period Co2 has steadily decreased. If you then use the
rough estimate of the climate sensitivity to Co2, and map the Sun with
the Co2 over time, you get a stable climate.

But as I say, where the most relevant compelling evidence is probably
depends on where you are most skeptical. For example, if you doubt Co2
is a greenhouse gas, you could put some co2 in a glass tube and try to
shine an infrared light through it.

As I understand you, you are claiming:

1) There is a weight of science on a variety of individual issues

2) The overall conclusion depends on an *integration* of several different ideas

3) There is no peer reviewed paper which brings it all together. You
don't have any paper to offer explaining the integration, only papers
on individual issues.



What I would therefore conclude is this: your conclusion is due to
your own integration, not due to peer reviewed science. Your claims
that it is supported by a weight of evidence are incorrect; various
sub-points may be so supported by not your entire position. Parts of
your position stray from the peer reviewed science.

If there really is an arrow of evidence coming from a thousand papers,
there ought to be a paper explaining this fact. If there isn't, then
science definitely hasn't answered the question. And, btw, if it was
easy to do, surely someone would have done it by now...



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: April 27, 2011 at 7:19 PM

On Apr 27, 10:30 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Apr 27, 2011 at 2:50 AM, hibbsa <hib...@yahoo.com> wrote:
This is really hard for me to do because it's a multidimensional
effort and the weight of the science emerges from the convergence of
findings....the arrow of evidence being consistently in the same
direction across thousands of studies from dozens of fairly
independent directions.

It would therefore help if perhaps you tell me what you consider the
weakest link in the chain, and I will then say what I think the most
convincing science is in that particular area.

I can also mention something that I find personally very compelling. 3
billion years ago the Sun was roughly 20% cooler than it is now and
there was 20 times more Co2 in the air. In the time since then the Sun
has steadily grown hotter and yet the climate has remained stable
across the same timescale. That shouldn't be possible because a 20%
increase in heat is huge. The only other change that is known is that
over the same period Co2 has steadily decreased. If you then use the
rough estimate of the climate sensitivity to Co2, and map the Sun with
the Co2 over time, you get a stable climate.

But as I say, where the most relevant compelling evidence is probably
depends on where you are most skeptical. For example, if you doubt Co2
is a greenhouse gas, you could put some co2 in a glass tube and try to
shine an infrared light through it.

As I understand you, you are claiming:

1) There is a weight of science on a variety of individual issues

2) The overall conclusion depends on an *integration* of several different ideas

3) There is no peer reviewed paper which brings it all together. You
don't have any paper to offer explaining the integration, only papers



on individual issues.

What I would therefore conclude is this: your conclusion is due to
your own integration, not due to peer reviewed science. Your claims
that it is supported by a weight of evidence are incorrect; various
sub-points may be so supported by not your entire position. Parts of
your position stray from the peer reviewed science.

If there really is an arrow of evidence coming from a thousand papers,
there ought to be a paper explaining this fact. If there isn't, then
science definitely hasn't answered the question. And, btw, if it was
easy to do, surely someone would have done it by now...- Hide quoted text -

- Show quoted text -

Hi Anon...I don't personally know of any 'summary' papers, but that
doesn't mean much as I am not a climate scientist. However, I can say
that I would probably assume that sort of summarization would be part
of the role of academies and institutions of various sciences. As
we're aware, the summaries provided by every national academy of
sciences in the world, and every single relevant scientific body/
institute (except I think the institute of petroleum geologists) have
individually issues summaries along the lines I have stated, and that
there is a very broad and deep consensus about that as well. I think
this is a much better way to provide the summary view.

But, I've seen you mention bad science a couple of times, and so I am
interested to know where you perceive the weak link in the chain is. I
can think of 4 high level areas...perhaps you will say what area you
have doubts about:

1) Co2 is a greenhouse gas
2) Atmospheric Co2 is increasing
3) Human emissions account for that increase
4) The world is heating up

Alternatively, perhaps it's something to do with the complexity of the
system, the outstanding unknowns, the limitations of the simulations
and so on. But the reality is that the above 4 areas aren't the
unknowns in the system. The unknowns are the feedbacks. But the



discovery of more feedbacks are much more about narrowing the range of
possible sensitivities than moving it. Right the range of temperatures
increases associated with a doubling of Co2 from its mid 19th century
level, is about 2C - 4.5C. Identifying new feedbacks might allow us to
narrow that down further, maybe 2.5C - 3.5C. So there's no argument
for holding back because there are many unknowns. We could proceed
assuming the minimum impact if we wanted to be racy about it.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Global Warming
Date: April 28, 2011 at 1:33 AM

On Wed, Apr 27, 2011 at 4:19 PM, hibbsa <hibbsa@yahoo.com> wrote:

On Apr 27, 10:30 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Apr 27, 2011 at 2:50 AM, hibbsa <hib...@yahoo.com> wrote:
This is really hard for me to do because it's a multidimensional
effort and the weight of the science emerges from the convergence of
findings....the arrow of evidence being consistently in the same
direction across thousands of studies from dozens of fairly
independent directions.

It would therefore help if perhaps you tell me what you consider the
weakest link in the chain, and I will then say what I think the most
convincing science is in that particular area.

I can also mention something that I find personally very compelling. 3
billion years ago the Sun was roughly 20% cooler than it is now and
there was 20 times more Co2 in the air. In the time since then the Sun
has steadily grown hotter and yet the climate has remained stable
across the same timescale. That shouldn't be possible because a 20%
increase in heat is huge. The only other change that is known is that
over the same period Co2 has steadily decreased. If you then use the
rough estimate of the climate sensitivity to Co2, and map the Sun with
the Co2 over time, you get a stable climate.

But as I say, where the most relevant compelling evidence is probably
depends on where you are most skeptical. For example, if you doubt Co2
is a greenhouse gas, you could put some co2 in a glass tube and try to
shine an infrared light through it.

As I understand you, you are claiming:

1) There is a weight of science on a variety of individual issues

2) The overall conclusion depends on an *integration* of several different ideas



3) There is no peer reviewed paper which brings it all together. You
don't have any paper to offer explaining the integration, only papers
on individual issues.

What I would therefore conclude is this: your conclusion is due to
your own integration, not due to peer reviewed science. Your claims
that it is supported by a weight of evidence are incorrect; various
sub-points may be so supported by not your entire position. Parts of
your position stray from the peer reviewed science.

If there really is an arrow of evidence coming from a thousand papers,
there ought to be a paper explaining this fact. If there isn't, then
science definitely hasn't answered the question. And, btw, if it was
easy to do, surely someone would have done it by now...- Hide quoted text -

- Show quoted text -

Hi Anon...I don't personally know of any 'summary' papers, but that
doesn't mean much as I am not a climate scientist.

You personally made statements about what science tell us. You argued
by appeal to the authority of science. Appeals to authority are always
invalid ways to argue. But still I'm curious: what science were you
referring to? What was it that you did have in mind?

However, I can say
that I would probably assume that sort of summarization would be part
of the role of academies and institutions of various sciences. As
we're aware, the summaries provided by every national academy of
sciences in the world, and every single relevant scientific body/
institute (except I think the institute of petroleum geologists) have
individually issues summaries along the lines I have stated, and that
there is a very broad and deep consensus about that as well. I think
this is a much better way to provide the summary view.

Either, as far you know, none of those summaries you refer to are
serious, scholarly, convincing things. Or you know that some are, and
you could provide one of the ones that convinced you.



But, I've seen you mention bad science a couple of times, and so I am
interested to know where you perceive the weak link in the chain is. I
can think of 4 high level areas...perhaps you will say what area you
have doubts about:

1) Co2 is a greenhouse gas
2) Atmospheric Co2 is increasing
3) Human emissions account for that increase
4) The world is heating up

Before we discuss the "weak link in the chain", let's consider: what
is the chain? What links are in it?

And does the chain have scientific status? I ask that not because I
particularly care. I don't have a problem with philosophy. But you do
care, and assert it. And I think it's helpful to clarify what sort of
claims are being made, so we can better understand what they do and
don't say.

If there is a chain with scientific status, in a field with heavy
participation and interest, there must be a publication somewhere
about it. And if you are confident of this chain due to its scientific
nature, you ought to know what that publication is. For you to be
asserting its scientific status, you should have already read that
publication. If you don't know of any such publication -- some kind of
scientific work discussing this chain -- then you shouldn't claim that
science supports this chain. So, please provide the publication about
the chain itself before we discuss any links in the chain.



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Re: Global Warming
Date: April 28, 2011 at 3:39 AM

----- Original Message ----
From: hibbsa <hibbsa@yahoo.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Sent: Thu, 28 April, 2011 0:19:33
Subject: [BoI] Re: Global Warming

On Apr 27, 10:30 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

 On Wed, Apr 27, 2011 at 2:50 AM, hibbsa <hib...@yahoo.com> wrote:
This  is really hard for me to do because it's a multidimensional
effort  and the weight of the science emerges from the convergence of
 findings....the arrow of evidence being consistently in the same
 direction across thousands of studies from dozens of fairly
 independent directions.

It would therefore help if perhaps  you tell me what you consider the
weakest link in the chain, and I  will then say what I think the most
convincing science is in that  particular area.

I can also mention something that I find  personally very compelling. 3
billion years ago the Sun was roughly  20% cooler than it is now and
there was 20 times more Co2 in the  air. In the time since then the Sun
has steadily grown hotter and  yet the climate has remained stable
across the same timescale. That  shouldn't be possible because a 20%
increase in heat is huge. The  only other change that is known is that
over the same period Co2  has steadily decreased. If you then use the
rough estimate of the  climate sensitivity to Co2, and map the Sun with
the Co2 over time,  you get a stable climate.

But as I say, where the most  relevant compelling evidence is probably
depends on where you are  most skeptical. For example, if you doubt Co2
is a greenhouse gas,  you could put some co2 in a glass tube and try to
shine an infrared  light through it.



As I understand you, you are  claiming:

1) There is a weight of science on a variety of  individual issues

2) The overall conclusion depends on an  *integration* of several different
ideas

3) There is no peer  reviewed paper which brings it all together. You
don't have any paper to  offer explaining the integration, only papers
on individual  issues.

What I would therefore conclude is this: your conclusion  is due to
your own integration, not due to peer reviewed science. Your  claims
that it is supported by a weight of evidence are incorrect;  various
sub-points may be so supported by not your entire position.  Parts of
your position stray from the peer reviewed  science.

If there really is an arrow of evidence coming from a  thousand papers,
there ought to be a paper explaining this fact. If  there isn't, then
science definitely hasn't answered the question. And,  btw, if it was
easy to do, surely someone would have done it by now...-  Hide quoted text -

- Show quoted text -

Hi Anon...I don't  personally know of any 'summary' papers, but that
doesn't mean much as I am  not a climate scientist.

What about the IPCC reports? Would you accept them as summaries?

Alan



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: April 28, 2011 at 7:19 AM

On Apr 28, 6:33 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Apr 27, 2011 at 4:19 PM, hibbsa <hib...@yahoo.com> wrote:

On Apr 27, 10:30 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Apr 27, 2011 at 2:50 AM, hibbsa <hib...@yahoo.com> wrote:
This is really hard for me to do because it's a multidimensional
effort and the weight of the science emerges from the convergence of
findings....the arrow of evidence being consistently in the same
direction across thousands of studies from dozens of fairly
independent directions.

It would therefore help if perhaps you tell me what you consider the
weakest link in the chain, and I will then say what I think the most
convincing science is in that particular area.

I can also mention something that I find personally very compelling. 3
billion years ago the Sun was roughly 20% cooler than it is now and
there was 20 times more Co2 in the air. In the time since then the Sun
has steadily grown hotter and yet the climate has remained stable
across the same timescale. That shouldn't be possible because a 20%
increase in heat is huge. The only other change that is known is that
over the same period Co2 has steadily decreased. If you then use the
rough estimate of the climate sensitivity to Co2, and map the Sun with
the Co2 over time, you get a stable climate.

But as I say, where the most relevant compelling evidence is probably
depends on where you are most skeptical. For example, if you doubt Co2
is a greenhouse gas, you could put some co2 in a glass tube and try to
shine an infrared light through it.

As I understand you, you are claiming:

1) There is a weight of science on a variety of individual issues



2) The overall conclusion depends on an *integration* of several different 
ideas

3) There is no peer reviewed paper which brings it all together. You
don't have any paper to offer explaining the integration, only papers
on individual issues.

What I would therefore conclude is this: your conclusion is due to
your own integration, not due to peer reviewed science. Your claims
that it is supported by a weight of evidence are incorrect; various
sub-points may be so supported by not your entire position. Parts of
your position stray from the peer reviewed science.

If there really is an arrow of evidence coming from a thousand papers,
there ought to be a paper explaining this fact. If there isn't, then
science definitely hasn't answered the question. And, btw, if it was
easy to do, surely someone would have done it by now...- Hide quoted text -

- Show quoted text -

Hi Anon...I don't personally know of any 'summary' papers, but that
doesn't mean much as I am not a climate scientist.

You personally made statements about what science tell us. You argued
by appeal to the authority of science. Appeals to authority are always
invalid ways to argue. But still I'm curious: what science were you
referring to? What was it that you did have in mind?

However, I can say
that I would probably assume that sort of summarization would be part
of the role of academies and institutions of various sciences. As
we're aware, the summaries provided by every national academy of
sciences in the world, and every single relevant scientific body/
institute (except I think the institute of petroleum geologists) have
individually issues summaries along the lines I have stated, and that
there is a very broad and deep consensus about that as well. I think
this is a much better way to provide the summary view.



Either, as far you know, none of those summaries you refer to are
serious, scholarly, convincing things. Or you know that some are, and
you could provide one of the ones that convinced you.

But, I've seen you mention bad science a couple of times, and so I am
interested to know where you perceive the weak link in the chain is. I
can think of 4 high level areas...perhaps you will say what area you
have doubts about:

1) Co2 is a greenhouse gas
2) Atmospheric Co2 is increasing
3) Human emissions account for that increase
4) The world is heating up

Before we discuss the "weak link in the chain", let's consider: what
is the chain? What links are in it?

And does the chain have scientific status? I ask that not because I
particularly care. I don't have a problem with philosophy. But you do
care, and assert it. And I think it's helpful to clarify what sort of
claims are being made, so we can better understand what they do and
don't say.

If there is a chain with scientific status, in a field with heavy
participation and interest, there must be a publication somewhere
about it. And if you are confident of this chain due to its scientific
nature, you ought to know what that publication is. For you to be
asserting its scientific status, you should have already read that
publication. If you don't know of any such publication -- some kind of
scientific work discussing this chain -- then you shouldn't claim thatne
science supports this chain. So, please provide the publication about
the chain itself before we discuss any links in the chain.- Hide quoted text -

- Show quoted text -

Hi Anon, I sincerely don't think I've said anything that isn't
entirely in the mainstream consensus on AGW. You've asked for summary
publications, and I've mentioned every single relevant academy and
national institute probably have their versions of such a document. I
recently read the one from the Royal Society and you can find it



yourself on their website if you are interested. Then, as Alan below
mentions, there is of course the IPCC summary document which exactly
meets the requirement you've laid out, or so far as I can see.

About the word 'chain'....there's a very straight forward top level
reasoning which AGW totally relies on and which does not need a
publication for you to accept because you are only being asking to
accept that if any one of the four points are false AGW is false.

1. Co2 is a greenhouse gas -----> where do you stand on this?
2. Co2 atm concentrations are rising -----> where do you stand on
this?
3. Human emissions account for that rise ----> where do you stand on
this?
4. The world is heating up as a result -----> where do you stand on
this?

I can tell you what my guess is for where you stand. You think 1-3 are
true, and about 4 you think the world is heating up, but that the
extent the world is heating up because of 1-3 is tenuous/unproven and
so on?

If that's true, then we have to focus on. If you want a summary
document you have an enormous choice because every national academy
has one, and then there is the IPCC of course. Here, I've done it for
you, here is the Royal Society summary: http://royalsocietyn.org/climate-change-
summary-of-science/

You can download a pdf from there, and it's a really good and up to
date piece.

http://royalsocietyn.org/climate-change-summary-of-science/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: April 28, 2011 at 7:21 AM

sorry that link was bad http://royalsociety.org/climate-change-summary-of-
science/

http://royalsociety.org/climate-change-summary-of-science/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: April 28, 2011 at 7:25 AM

...and within that report, this page on background reading

Background reading
Extensive background references to the scientific literature, and
summaries thereof, can be
found in the following two documents.
Contribution of Working Group I to the Fourth Assessment Report of the
Intergovernmental Panel on Climate Change, 2007, Solomon, S., D. Qin,
M. Manning,
Z. Chen, M. Marquis, K.B. Averyt, M. Tignor and H.L. Miller (eds.),
Cambridge University
Press, Cambridge, United Kingdom and New York, NY, USA.
ipcc.ch/publications_and_data/ar4/wg1/en/contents.html
Advancing the Science of Climate Change, National Research Council,
2010.
americasclimatechoices.org/panelscience.shtml



From: David Deutsch <david.deutsch@qubit.org>
Subject: The Stern Report and the Royal Society report on Geoengineering (Was: 
[BoI] Re: Global Warming)
Date: April 28, 2011 at 10:56 AM

I haven't yet read the full Stern Report, only the summary. But it seemed to me 
that the methodology that it adopted was incapable of discovering anything 
objective.

The basic problem with it was that it was comparing predictions with prophecies, 
a fundamental error that I discuss at length in BoI.

But also, its bottom-line conclusion (that early global government intervention, to 
the extent of 1% of the world's total productivity for the next century, will be cost-
effective) depends critically on the number that it adopts for the average rate of 
economic growth over the coming decades. But it does not explicitly acknowledge 
that it is highly controversial among economists what effect increased taxation 
and heavy regulation have on economic growth. Broadly speaking, free-market 
economists believe that those factors tend to reduce economic growth, while 
more left-wing economists believe that the effect can range from negative through 
neutral to highly positive. Neither of these kinds of economists constitute a fringe 
group: both regularly win Nobel Prizes, for instance. But (it seems from the 
summary) Stern simply ignores the theories of the first group.

A related problem is that Stern declares the current climate change issue 'the 
greatest market failure of all time'. In itself, that does not mark him out as biased, 
but what does is that to draw his conclusion  he does not compare like with like. 
Specifically, he judges the inadequacy of voluntary solutions, as far as he can 
imagine (or model?) them, as implying that government could do better, but he 
does not apply economic theory to model those government interventions 
themselves, as he could have, using the 'public-choice theory' of Buchanan and 
Tullock (for which Buchanan won the Nobel Prize). *Both* such models would in 
my opinion constitute prophecy and would have to be judged accordingly, but 
using only one and not the other is plain bias.

Turning now to the Royal Society report on geoengineering: this one I did eagerly 
read in full when it came out. This time I have no quarrel with the details (which I 
found very encouraging!), but again the method by which they drew their bottom-
line conclusion (that geoengineering could be beneficial but can never be the 
major component of the solution to climate change over the next few decades) 
had several fundamental flaws in my opinion.



First, they too compared prediction with prophecy, in extrapolating the present-
day costs of various geoengineering methods decades in advance, and also in 
simply ignoring the possibility that unforeseeable discoveries will be made and 
entire new sciences created during the period of interest.

Second, they judged each particular geoengineering method as though it was 
going to be the only one applied. This gives rise to various biases, especially 
overestimating the size and risks of side-effects compared to the kind of 
geoengineering I would advocate, where dozens of different methods, many of 
them not yet thought of, would be used simultaneously.

Third, rather analogously to Stern ignoring public-choice theory, they paid a lot of 
attention to the difficulty of predicting the possible harmful side-effects of various 
geoengineering methods on things like biological systems or localised weather, 
but they paid none at all to the much greater difficulty of prophesying the cost of 
enforcing changes of a proportionately similar or greater scale on the world's 
economic systems.

-- David Deutsch



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Global Warming
Date: April 28, 2011 at 11:28 AM

On Thu, Apr 28, 2011 at 4:19 AM, hibbsa <hibbsa@yahoo.com> wrote:

On Apr 28, 6:33 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Apr 27, 2011 at 4:19 PM, hibbsa <hib...@yahoo.com> wrote:

On Apr 27, 10:30 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Apr 27, 2011 at 2:50 AM, hibbsa <hib...@yahoo.com> wrote:
This is really hard for me to do because it's a multidimensional
effort and the weight of the science emerges from the convergence of
findings....the arrow of evidence being consistently in the same
direction across thousands of studies from dozens of fairly
independent directions.

It would therefore help if perhaps you tell me what you consider the
weakest link in the chain, and I will then say what I think the most
convincing science is in that particular area.

I can also mention something that I find personally very compelling. 3
billion years ago the Sun was roughly 20% cooler than it is now and
there was 20 times more Co2 in the air. In the time since then the Sun
has steadily grown hotter and yet the climate has remained stable
across the same timescale. That shouldn't be possible because a 20%
increase in heat is huge. The only other change that is known is that
over the same period Co2 has steadily decreased. If you then use the
rough estimate of the climate sensitivity to Co2, and map the Sun with
the Co2 over time, you get a stable climate.

But as I say, where the most relevant compelling evidence is probably
depends on where you are most skeptical. For example, if you doubt Co2
is a greenhouse gas, you could put some co2 in a glass tube and try to
shine an infrared light through it.

As I understand you, you are claiming:



1) There is a weight of science on a variety of individual issues

2) The overall conclusion depends on an *integration* of several different 
ideas

3) There is no peer reviewed paper which brings it all together. You
don't have any paper to offer explaining the integration, only papers
on individual issues.

What I would therefore conclude is this: your conclusion is due to
your own integration, not due to peer reviewed science. Your claims
that it is supported by a weight of evidence are incorrect; various
sub-points may be so supported by not your entire position. Parts of
your position stray from the peer reviewed science.

If there really is an arrow of evidence coming from a thousand papers,
there ought to be a paper explaining this fact. If there isn't, then
science definitely hasn't answered the question. And, btw, if it was
easy to do, surely someone would have done it by now...- Hide quoted text -

- Show quoted text -

Hi Anon...I don't personally know of any 'summary' papers, but that
doesn't mean much as I am not a climate scientist.

You personally made statements about what science tell us. You argued
by appeal to the authority of science. Appeals to authority are always
invalid ways to argue. But still I'm curious: what science were you
referring to? What was it that you did have in mind?

However, I can say
that I would probably assume that sort of summarization would be part
of the role of academies and institutions of various sciences. As
we're aware, the summaries provided by every national academy of
sciences in the world, and every single relevant scientific body/
institute (except I think the institute of petroleum geologists) have
individually issues summaries along the lines I have stated, and that
there is a very broad and deep consensus about that as well. I think



this is a much better way to provide the summary view.

Either, as far you know, none of those summaries you refer to are
serious, scholarly, convincing things. Or you know that some are, and
you could provide one of the ones that convinced you.

But, I've seen you mention bad science a couple of times, and so I am
interested to know where you perceive the weak link in the chain is. I
can think of 4 high level areas...perhaps you will say what area you
have doubts about:

1) Co2 is a greenhouse gas
2) Atmospheric Co2 is increasing
3) Human emissions account for that increase
4) The world is heating up

Before we discuss the "weak link in the chain", let's consider: what
is the chain? What links are in it?

And does the chain have scientific status? I ask that not because I
particularly care. I don't have a problem with philosophy. But you do
care, and assert it. And I think it's helpful to clarify what sort of
claims are being made, so we can better understand what they do and
don't say.

If there is a chain with scientific status, in a field with heavy
participation and interest, there must be a publication somewhere
about it. And if you are confident of this chain due to its scientific
nature, you ought to know what that publication is. For you to be
asserting its scientific status, you should have already read that
publication. If you don't know of any such publication -- some kind of
scientific work discussing this chain -- then you shouldn't claim thatne
science supports this chain. So, please provide the publication about
the chain itself before we discuss any links in the chain.- Hide quoted text -

- Show quoted text -

Hi Anon, I sincerely don't think I've said anything that isn't
entirely in the mainstream consensus on AGW. You've asked for summary
publications, and I've mentioned every single relevant academy and



national institute probably have their versions of such a document. I
recently read the one from the Royal Society and you can find it
yourself on their website if you are interested. Then, as Alan below
mentions, there is of course the IPCC summary document which exactly
meets the requirement you've laid out, or so far as I can see.

About the word 'chain'....there's a very straight forward

The truth is never obvious. It's not straight forward. There are
subtle complexities.

If it's simple enough it wouldn't need its own publication but would
be a section within another publication. But it would still be
published.

top level
reasoning which AGW totally relies on and which does not need a
publication for you to accept because you are only being asking to
accept that if any one of the four points are false AGW is false.

1. Co2 is a greenhouse gas -----> where do you stand on this?
2. Co2 atm concentrations are rising -----> where do you stand on
this?
3. Human emissions account for that rise ----> where do you stand on
this?
4. The world is heating up as a result -----> where do you stand on
this?

I can tell you what my guess is for where you stand. You think 1-3 are
true, and about 4 you think the world is heating up, but that the
extent the world is heating up because of 1-3 is tenuous/unproven and
so on?

No.

I agree with 1 in the following sense: compare the Earth and the Moon.
Atmospheres keep planets warmer. Many (most?) gasses do this. Some do
it a lot more than CO2 and some a lot less.

Is that what you meant by analogy with a "greenhouse"? I think



comparing the entire atmosphere to a greenhouse is misleading. A
greenhouse is a small, man-made structure designed to protect plants
from cold weather. It's built in accordance with knowledge and is
effective at solving a particular problem. Greenhouses are good
things. People normally prefer not to live in greenhouses. But we do
prefer to live in our atmosphere.

Regarding 2, you cannot infer rising (in the present and future) from
past data. You can only argue it with a good explanation. I have yet
to see a good explanation that it is or isn't rising. So I don't know.

Regarding 3, what does it matter if humans did it? I realize you
*assumed* it matters when you discussed AGW instead of GW. But why do
that? That is a flaw in your argument. If it's nature's fault it's
still our problem. It just doesn't matter who's fault it is. What
matters is what interventions will change it.

Also you don't specify how much of the rise human emissions account
for. Did you mean exactly all of it, and nature's CO2 production and
consumption are completely static? Whatever you meant, the chain is
more complicated than you gave it credit for.

Regarding 4: you don't say how much. And 4 does not logically follow
from 1-3. (3) is irrelevant. 1 and 2 would imply heating up more than
zero if there was nothing else affecting the Earth's temperature. But
there is. As a matter of logic, 1 and 2 could cause the Earth to cool
slightly slower rather than heat.

So a far better chain is needed. It's not a simple issue but hard to
get right. Like all science it's easy to fool ourselves, easy to make
mistakes, and difficult to find the truth. And that's why we have
mechanisms to correct errors such as peer review and such as trying
not to assume some parts are easy and error-free and don't need any
serious study.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Global Warming
Date: April 28, 2011 at 12:04 PM

On Apr 28, 2011, at 4:21 AM, hibbsa wrote:

sorry that link was bad http://royalsociety.org/climate-change-summary-of-
science/

I was unable to find an argument in the PDF. Please point out the argument to 
me.

For example it says:

It is not possible to determine exactly how much the Earth will warm or exactly 
how the climate will change in the future, but careful estimates of potential 
changes and associated uncertainties have been made.

Without an explanation of how the estimates are made, and why that method is 
correct, this is not an argument; it is an assertion.

Climate science – including the substantial body of knowledge that is already 
well established, and the results of future research – is the essential basis for 
future climate projections and planning, and must be a vital component of public 
reasoning in this complex and challenging area.

Climate science -- not politics, philosophy or economics -- is the "essential basis" 
for future climate related planning? This is an unargued denial of common sense, 
economic theory, rationality, and more.

For paragraph 21, it speaks of 0.8 degrees C change with an uncertainty of ±0.2 
degrees C (no cite given! And such a round number. I wonder what they rounded 
it from and how many significant figures the original number had.). Is 0.2 one 
standard deviation? Two? 95% confidence? They seem to be assuming some 
unspecified convention, and the only way to read this statement is to be familiar 
enough with the field to know what is commonly used. A "guide" that looks aimed 
at lay people paper ought to explain what it's saying instead making statements 
most people won't understand which assume expert knowledge of conventions in 

http://royalsociety.org/climate-change-summary-of-science/


a field. It should not only say something like "this 0.2 is one standard deviation" 
but then also give some guidance about what that means.

Many readers will take this statement as saying that the change is definitely 
within the range 0.6 to 1. But that's false. So the guide will mislead the majority of 
its readers. That's bad. They ought to be making good arguments instead of 
tricking people by using language with a false, common sense meaning which 
obscures an unstated, technical meaning.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: April 28, 2011 at 12:16 PM

On Apr 28, 4:28 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Apr 28, 2011 at 4:19 AM, hibbsa <hib...@yahoo.com> wrote:

On Apr 28, 6:33 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Apr 27, 2011 at 4:19 PM, hibbsa <hib...@yahoo.com> wrote:

On Apr 27, 10:30 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Apr 27, 2011 at 2:50 AM, hibbsa <hib...@yahoo.com> wrote:
This is really hard for me to do because it's a multidimensional
effort and the weight of the science emerges from the convergence of
findings....the arrow of evidence being consistently in the same
direction across thousands of studies from dozens of fairly
independent directions.

It would therefore help if perhaps you tell me what you consider the
weakest link in the chain, and I will then say what I think the most
convincing science is in that particular area.

I can also mention something that I find personally very compelling. 3
billion years ago the Sun was roughly 20% cooler than it is now and
there was 20 times more Co2 in the air. In the time since then the Sun
has steadily grown hotter and yet the climate has remained stable
across the same timescale. That shouldn't be possible because a 20%
increase in heat is huge. The only other change that is known is that
over the same period Co2 has steadily decreased. If you then use the
rough estimate of the climate sensitivity to Co2, and map the Sun with
the Co2 over time, you get a stable climate.

But as I say, where the most relevant compelling evidence is probably
depends on where you are most skeptical. For example, if you doubt Co2
is a greenhouse gas, you could put some co2 in a glass tube and try to
shine an infrared light through it.



As I understand you, you are claiming:

1) There is a weight of science on a variety of individual issues

2) The overall conclusion depends on an *integration* of several different 
ideas

3) There is no peer reviewed paper which brings it all together. You
don't have any paper to offer explaining the integration, only papers
on individual issues.

What I would therefore conclude is this: your conclusion is due to
your own integration, not due to peer reviewed science. Your claims
that it is supported by a weight of evidence are incorrect; various
sub-points may be so supported by not your entire position. Parts of
your position stray from the peer reviewed science.

If there really is an arrow of evidence coming from a thousand papers,
there ought to be a paper explaining this fact. If there isn't, then
science definitely hasn't answered the question. And, btw, if it was
easy to do, surely someone would have done it by now...- Hide quoted text 
-

- Show quoted text -

Hi Anon...I don't personally know of any 'summary' papers, but that
doesn't mean much as I am not a climate scientist.

You personally made statements about what science tell us. You argued
by appeal to the authority of science. Appeals to authority are always
invalid ways to argue. But still I'm curious: what science were you
referring to? What was it that you did have in mind?

However, I can say
that I would probably assume that sort of summarization would be part
of the role of academies and institutions of various sciences. As
we're aware, the summaries provided by every national academy of



sciences in the world, and every single relevant scientific body/
institute (except I think the institute of petroleum geologists) have
individually issues summaries along the lines I have stated, and that
there is a very broad and deep consensus about that as well. I think
this is a much better way to provide the summary view.

Either, as far you know, none of those summaries you refer to are
serious, scholarly, convincing things. Or you know that some are, and
you could provide one of the ones that convinced you.

But, I've seen you mention bad science a couple of times, and so I am
interested to know where you perceive the weak link in the chain is. I
can think of 4 high level areas...perhaps you will say what area you
have doubts about:

1) Co2 is a greenhouse gas
2) Atmospheric Co2 is increasing
3) Human emissions account for that increase
4) The world is heating up

Before we discuss the "weak link in the chain", let's consider: what
is the chain? What links are in it?

And does the chain have scientific status? I ask that not because I
particularly care. I don't have a problem with philosophy. But you do
care, and assert it. And I think it's helpful to clarify what sort of
claims are being made, so we can better understand what they do and
don't say.

If there is a chain with scientific status, in a field with heavy
participation and interest, there must be a publication somewhere
about it. And if you are confident of this chain due to its scientific
nature, you ought to know what that publication is. For you to be
asserting its scientific status, you should have already read that
publication. If you don't know of any such publication -- some kind of
scientific work discussing this chain -- then you shouldn't claim thatne
science supports this chain. So, please provide the publication about
the chain itself before we discuss any links in the chain.- Hide quoted text -



- Show quoted text -

Hi Anon, I sincerely don't think I've said anything that isn't
entirely in the mainstream consensus on AGW. You've asked for summary
publications, and I've mentioned every single relevant academy and
national institute probably have their versions of such a document. I
recently read the one from the Royal Society and you can find it
yourself on their website if you are interested. Then, as Alan below
mentions, there is of course the IPCC summary document which exactly
meets the requirement you've laid out, or so far as I can see.

About the word 'chain'....there's a very straight forward

The truth is never obvious. It's not straight forward. There are
subtle complexities.

If it's simple enough it wouldn't need its own publication but would
be a section within another publication. But it would still be
published.

top level
reasoning which AGW totally relies on and which does not need a
publication for you to accept because you are only being asking to
accept that if any one of the four points are false AGW is false.

1. Co2 is a greenhouse gas -----> where do you stand on this?
2. Co2 atm concentrations are rising -----> where do you stand on
this?
3. Human emissions account for that rise ----> where do you stand on
this?
4. The world is heating up as a result -----> where do you stand on
this?

I can tell you what my guess is for where you stand. You think 1-3 are
true, and about 4 you think the world is heating up, but that the



extent the world is heating up because of 1-3 is tenuous/unproven and
so on?

No.

OK...I choose for you what I consider to be the most reasonable sort
of objection. The evidence for the first three is pretty overwhelming.

This is not only about you, but something I often notice when talking
to popperians is a strange unwillingness to appreciate the idea of
there being levels of detail to a thing. I have no good philosophy of
thought (which is why I'm here) so I tend to assume this is something
I'm getting wrong, but thus far I haven't seen it.

 I gave you a nice simple-but-true-at-that-level-of-detail
representation of the basic proposition of AGW. Of course there are
greater levels of detail and within those levels issues that break
things up into other representations. But in the end does any of that
actually disqualify the 4 simple points? I don't think so.

Is this because the idea of levels of detail is anti-popperian in some
way? I would like to know.

I agree with 1 in the following sense: compare the Earth and the Moon.
Atmospheres keep planets warmer. Many (most?) gasses do this. Some do
it a lot more than CO2 and some a lot less.

Is that what you meant by analogy with a "greenhouse"? I think
comparing the entire atmosphere to a greenhouse is misleading. A
greenhouse is a small, man-made structure designed to protect plants
from cold weather. It's built in accordance with knowledge and is
effective at solving a particular problem. Greenhouses are good
things. People normally prefer not to live in greenhouses. But we do
prefer to live in our atmosphere.

Well look, let me ask you how you'd interpret a word like "anti-
semitism". It's very true what some people say, that strictly speaking
the word 'semitism' means middle eastern, but on the other hand



there's common parlance meaning, not to mention dictionary, that makes
the term specifically about attitudes to the Jewish.

Same thing the use of the word Greenhouse as in Greenhouse Gases. It
probably isn't a good analagy for a greenhouse but that's ok because
it now has its own meaning. Molecules that trap the Sun's radiation.

So, from this, I think I'm reading that you don't like the
terminology, you want to register a protest perhaps about the
obsession with 'co2 when there are many other greenhouse gases, but
basically you do accept co2 is a greenhouse gas. Is that fair?

Regarding 2, you cannot infer rising (in the present and future) from
past data. You can only argue it with a good explanation. I have yet
to see a good explanation that it is or isn't rising. So I don't know.

Well how much onus do you put on yourself to find out if there is a
good explanation that co2 gases are increasing. Are you waiting for
someone to knock on your door and tell you about it? There are
measurements going on each year that tell us how many parts per
million Co2 is. I'm not going to dig out every bit of evidence for you
when you can just as easily do it yourself.

Regarding 3, what does it matter if humans did it? I realize you
*assumed* it matters when you discussed AGW instead of GW. But why do
that? That is a flaw in your argument. If it's nature's fault it's
still our problem. It just doesn't matter who's fault it is. What
matters is what interventions will change it.

It matters just as any cause matters when understanding something. But
your point is true in another way. People often claim that just
because co2 has risen by natural processes in the past and indeed
there has been climate change, that this is somehow a reason to doubt
climate change happening now is human caused. That's totally
wrong...sure, there are natural ways like volcanos that nature can
create a rise in co2, but likewise humans can do the same thing. The
climate doesn't care who does it, the results will be same.



Also you don't specify how much of the rise human emissions account
for. Did you mean exactly all of it, and nature's CO2 production and
consumption are completely static? Whatever you meant, the chain is
more complicated than you gave it credit for.

Anon - of course it's more complex than four points or else there
wouldn't be thousands of people working day and night to understand
it. But that doesn't mean those four top level points are wrong. It
just means they are high level.

The answers to your question about the proportion of co2 rise that is
human, and the reason why this is considered very solid, are all
available online. We know how much co2 we've been putting into the
air, and taking account of the sinks and the atm, it pretty well
matches the increase. There are many lines of hard evidence that back
this up,. For example 'natural' co2 in the atm has a certain isotopic
ratio. Human emissions have a different isotopic signature. The
atmosopheric isotopic ratio is changing toward the human emissions
signature by exactly the amount and rate that is predicted if the rise
in co2 is caused by human emissions. I could go and hunt all this down
for you, but I don't think that's fair...it's there online for you to
find for yourself if you are interested. For example Realclimate.org

Regarding 4: you don't say how much. And 4 does not logically follow
from 1-3. (3) is irrelevant. 1 and 2 would imply heating up more than
zero if there was nothing else affecting the Earth's temperature. But
there is. As a matter of logic, 1 and 2 could cause the Earth to cool
slightly slower rather than heat.

What do you mean 4 doesn't follow logically? This is the proposition
of AGW, that the world is heating up as a result of human emissions of
Co2.

So a far better chain is needed. It's not a simple issue but hard to
get right. Like all science it's easy to fool ourselves, easy to make
mistakes, and difficult to find the truth. And that's why we have
mechanisms to correct errors such as peer review and such as trying
not to assume some parts are easy and error-free and don't need any
serious study.- Hide quoted text -



Anon, the better chain is the extensive work actually done in science.
No one has shown up at policy makers meeting saying "look chaps, here
are four reasonable points in a chain, which if you accept, you'd
jolly well better start making policy decisions". It's a huge work of
science at this point, no? The four steps I provided so that I could
address your doubts in a way that would have a good chance of being
satisfying to you, for properly addressing where you are most
skeptical.

- Show quoted text -- Hide quoted text -

- Show quoted text -



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: April 28, 2011 at 12:51 PM

p.s. that last reply might have come across as intemperate..sorry
about that. I appreciate the time you give to saying what you think.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Global Warming
Date: April 28, 2011 at 12:52 PM

On Thu, Apr 28, 2011 at 9:16 AM, hibbsa <hibbsa@yahoo.com> wrote:

This is not only about you, but something I often notice when talking
to popperians is a strange unwillingness to appreciate the idea of
there being levels of detail to a thing. I have no good philosophy of
thought (which is why I'm here) so I tend to assume this is something
I'm getting wrong, but thus far I haven't seen it.

 I gave you a nice simple-but-true-at-that-level-of-detail
representation of the basic proposition of AGW.

I'm simply trying to find the truth. If I have a criticism at any
level of detail then that is a criticism.

Well how much onus do you put on yourself to find out if there is a
good explanation that co2 gases are increasing. Are you waiting for
someone to knock on your door and tell you about it? There are
measurements going on each year that tell us how many parts per
million Co2 is. I'm not going to dig out every bit of evidence for you
when you can just as easily do it yourself.

I understood you to say that you had already found the evidence for
yourself. So I figure it'd be easy for you to refer me to what you
already read. I have looked myself but I didn't find anything
compelling.

You say "there are measurements going on each year". Measurements
aren't explanations. Nor is evidence explanation. Have you ever found
a good explanation? (If so, please provide it. If not -- if you never
found any -- then asking me to easily look one up is unfair.) Do you
accept that explanation is needed?

Anon - of course it's more complex than four points or else there
wouldn't be thousands of people working day and night to understand
it.



Right. It's not simple. So where is the publication which addresses it
in a serious and convincing manner? What publication explains the
chain without mistakes or ambiguities?

What convinced you? Was it a scientific publication? Which?



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Where's the awesome?
Date: April 28, 2011 at 6:20 PM

On Apr 24, 12:58 am, Alan Forrester <alan_forrest...@yahoo.co.uk>
wrote:

As David observed in BoI, the universe now seems a lot richer in interesting and
weird stuff than it used to. There are gamma ray bursts and pulsars and
magnetars and lots of other stuff.

However, there are some weird features of our current understanding of the
universe that are apparently less exciting.

For example, there's supposedly lots of stuff called dark matter that doesn't
interact much with ordinary matter except through gravity. It looks like it's
sitting there like blancmange. Also, how are we supposed to understand it apart
from its gravitational properties? How does this fit in with the universe being
comprehensible?

And then there's the lack of life. Why hasn't the solar system been turned into
von Neumann machines already?

Alan

Hi Alan, these are great questions which obviously a schmuck like me
can't offer interesting answer to, but for the sake of some tip
tappin' on the keyboard I can mention what I suspect. I think the
raison de etre of reality has to be connected to attaining maximal
complexity...probably per unit volume as I think someone else
mentioned here at some point. So to me, how much life turns out to be
in the universe, particularly knowledge-creating life may come to be
an indication of what stage of evolution the whole of reality is at. I
won't say any more because I know it's vague garbage. To paraphrase
Elliot from a long time ago, who cares abour personal beliefs...show
me the argument!



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Re: Where's the awesome?
Date: April 28, 2011 at 6:31 PM

----- Original Message ----
From: hibbsa <hibbsa@yahoo.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Sent: Thu, 28 April, 2011 23:20:12
Subject: [BoI] Re: Where's the awesome?

On Apr 24, 12:58 am, Alan Forrester <alan_forrest...@yahoo.co.uk>
wrote:

 As David observed in BoI, the universe now seems a lot richer in interesting
and

weird stuff than it used to. There are gamma ray bursts and pulsars  and
magnetars and lots of other stuff.

However, there  are some weird features of our current understanding of the
universe  that are apparently less exciting.

For example, there's  supposedly lots of stuff called dark matter that
doesn't

interact much  with ordinary matter except through gravity. It looks like
it's

sitting  there like blancmange. Also, how are we supposed to understand it
apart

 from its gravitational properties? How does this fit in with the universe
being

comprehensible?

And then there's the lack of life.  Why hasn't the solar system been turned
into

von Neumann machines  already?

Alan

Hi Alan, these are great questions which  obviously a schmuck like me



can't offer interesting answer to, but for the  sake of some tip
tappin' on the keyboard I can mention what I suspect. I  think the
raison de etre of reality has to be connected to attaining  maximal
complexity...probably per unit volume as I think someone  else
mentioned here at some point. So to me, how much life turns out to  be
in the universe, particularly knowledge-creating life may come to be
an  indication of what stage of evolution the whole of reality is at.

I don't understand this. Perhaps you could explain a bit more clearly.

Alan



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Universality wrt knowledge-creating beings
Date: April 28, 2011 at 8:15 PM

I would like to ask a question about the universality of knowledge
creation in life forms that acquire that status.

 I strongly share the idea of some sort of universality between
knowledge creating beings but from a different direction that I expect
people here will not agree with, but I would like to briefly
highlight. In order to do this I have to explain what is partly
existing hypothesis and partly my own hunches about the way Earth
acquired its characteristics that are so suitable for complex life.
Please bear with me...I'm interested in criticism about this idea if
it's worthy of such, but also bearing in mind the relevance does come
back to the DD philosophy pertaining to the nature of the universality
of knowledge creating beings.

SO FIRST THE IDEA ABOUT THE EVOLUTION OF EARTH AS A COMPLEX-
LIFE
BEARING PLANET AND THE EVOLUTION OF LIFE ON EARTH.

 It's a fairly common speculation that while simple life may be
common, the emergence of complex life requires a supporting framework
of stability that itself involves an intersection of all kinds of
geological and other processes to be in place. Earth obviously has
that intersection.....the particulars of what may be necessary for
complex life to emerge can be found by reading the Rare Earth
Hypothesis http://en.wikipedia.org/wiki/Rare_Earth_hypothesis

My personal stance is that I agree with the requirements for complex
life laid out in the Rare Earth Hypothesis, but I don't agree Earth's
have to be rare.....because I think there is a way for all those
requirementsto be met by the same collision (between Earth and the
Mars sized planet) that created the Moon, and that the probability of
collisions just like that taking place may have significant non-random
components, that relate to the compositional and dynamical
characteriscis of 'star nursery' nebulai (the formation of which
structures may in turn have non-random components linking back to,
say, galactic structure, and so on).

http://en.wikipedia.org/wiki/Rare_Earth_hypothesis


There are already some established arguments for how the 'collision'
could have created many of the effects necessary for complex life. The
two definite ones I have read about are first the Moon itself which
keeps the Earths rotation stable, and second the creation of a larger
metalic core capable of providing such a powerful magnetic field.
Another one which I'm not sure has been floated yet, but is fairly
straight forward is the rotation of the Earth itself. The rotation of
the Earth is thought to be necessary for the magnetic field, and many
other climatic effects (eg if there was no rotation most points on the
planet would glacialize half the year which would be pretty hostile to
life).

The case for the rotation also being caused by the collision I suspect
is strong, and probably already documented, I just don't remember. The
Mars sized object hit the Earth at roughly 45 degrees which is a good
angle to get a rotation goiong and when the Moon was first formed it
was very close to the Earth and the Earth's rotation was much faster
at that time and has since slowed down in concert with the Moon
pulling further away. I feel sure there will be mathematical arguments
that can relate the force of the collision to the initial rotation
speed of the Earth. Or falsify it.

Moving more deeply into personal hunch land, I actually glimpse an
argument why the same collision could have kicked off the tectonic
plate system. We know that the system is basically driven by
convective forces, but the question is how these flows came to be so
'large scale' organized in terms of large upward movements in certain
areas rather than a situation like boiling water. It looks at least
feasible that a good whack at 45 degrees in one region of the planet
would create such a powerful inward push of materials, that as when
you squeeze down a balloon, it could have caused a large scale upward
push in some other place. Once you've got a flow like that, it then
becomes the path of least resistence for heat to escape so convection
could feasibly take over and the large scale order be established.

Some people say that the organized state of the techtonic system would
naturally happen but I'm not so sure...venus didn't produce such a
process or we don't think so. There is one region on venus that has



some characteristics of an embryonic continent so it's possible an
ordered techtonic system did emerge on Venus before grinding to a
halt. If that was the case it would possibly falsify what I'm saying.
But apart from that sliver of evidence, what we know for sure is that
Venus does not have plates now, because for instance a survey of its
volcanos found no pattern pertaining to that, and there is strong
evidence that recently the entire surface of venus has been turned
upside caused by the build up of heat underneath with no way to
release through the crust.

There could be alternative explanations why Venus didn't form a
tectonic system, for example the planet has very little rotation and
no magnetic field. So one could argue that maybe the tectonic system
is linked to one or both of those feantures. But as already mentioned,
both of those features may be caused by the collision anyway, so on
that hypothesis if tectonic system were a consequence of those things
it would therefore still be a consequence of the collison, just
further along the causal line.

 Likewise Mars had a hot core for millions of years yet no plates,
whereas Earth's plates began to emerge right away. No sign of plates
on Mercury or any moon in the solar system (except an analgous
situation caused by ice ejections on a small moon I forget the name
of). Because Earth's tectonic system began to form straight away, the
fact none of these planets and moons even show geologic signs of
embryonic plate systems having begun to take form before freezing up
as the core solidified, is a possible line of evidence that large
scale order in convection flows is a natural consequence of any hot
young planet.

There's something else about the tectonic plate system that bears
consideration. The root energy might be convection but the enduring
functioning of the whole system relies on much more than just that.
First there is the need for water for lubrication. Then there is also
the need for Life.

The best evidence for the origin of water is now shifting from comets/
asteroids to coming directly from within the Earth. This is because of
discoveries that instead of causing water to boil away, molten rock
acts as a sponge, storing the water inside itself. This finding allows



water to be preserved near the young Sun and preserved inside planets
as they form. What brought the water to the surface? Well, if the
collision kicked of the large scale organized convective flows, then
those same flows could have brought the water to the surface. The
water had to have been there very soon after the collision because the
tectonic system - whether or not it was caused by the collision - will
need water there within a few million years as a lubricant for
subduction. For millions of years it could be that water brought to
the surface would remain as steam/vapour...which may be why the really
furious formation of continents happened at the start and much less
since (because without water subduction could not occur in an ordered
way). Without subduction, it could be that because plates could only
collide and then build upward, continents just kept getting heavier
until they sank into the mantle. That sinking may have then created
smaller scale but still ordered upward convective flows, causing the
original one or few large upward flows to break up into smaller ones,
thus driving the evolution of ever smaller plates and convective
flows.

The emergence of subduction is possibly hugely important for the long
term stability of the tectonic process because the mechanism of
convective flows being broken up into smaller ones would possibly
eventually lead to a breakdown of the large scale ordering and the
flows would return to a more chaotic 'boiling' state. But the
evolution of subduction as a stable mechanism requires not just liquid
water but also life itself. This is because the mechanism relies on
ocean crust becoming more and more  heavy as it gets pushed along and
becomes older. The process by which ocean crust becomes more dense and
thick is driven by lifeforms dying and their skeletons dropping to the
ocean floor and thickening it.

Currently one of the promising arguments for the origin of life is
that it began around the black smokers on the ocean floor. But those
black smokers are also part of the subduction part of the tectonic
system. As the thick crust rich in carbon and other molecules (as a
result of being the floor with life and water above it) sinks into the
mantle, many substances get boiled out in the process causing not just
those black smokers but chains of volcanos spewing carbon.

So in final summary, my hunch is that all the complex geological and



other mechanisms thought to be crucial to life, may all be in the same
causal chain beginning with the collision that created the Earth-Moon
system. I suppose even more speculatively, the emergence of life, or
perhaps complex life,  itself may be in that same causal chain. So it
may all be linked together causally, and if that's the case the
probability of 'Earths' is astronomically more likely than would be
case if all these enabling processes needed to coincide by independent
roots.

NOW THE POSSIBLE CONSEQUENCE OF THE ABOVE IF IT IS TRUE.

- If complex life requires all the sophisticated mechanisms described
above, and life maybe even comes about because of them
- and if all those apparently independnet complex processes actually
occur within the same causal chain of events leading back to a late
stage inter-planetary collision with certain precise characteristics
(such as the angle and speed of collision).
- and if the probability of such collisions occur have significant non-
random components pertaining to the composition and dynamical
properties of the original nebulai itself.

----> the consequence could well be that incidences in the universe of
complex life forming as richly as that on Earth, by some other means
than this one, may be vanishingly rare. This is because in order not
to be vanishingly rare, yet to be substantially different to the
process described above, a completely different seed event would be
needed that created a completely different chain of causality
resulting in the establishment of a different set of somplex
mechanisms capable of supporting complex life.

AND THE CONSEQUENCE OF *THAT* COULD BE....,

I'm getting tired now so won't try to add the embyronic argument I did
above, but I think if you think it through and everything else is the
same, the continents, the geologic systems and so on, then the
evolution of life itself is going to turn out much more similar on
those other Earths than we would currently suppose.

WHICH BRINGS ME TO THE ALTERNATIVE EXPLANATION FOR UNIVERSAL 
KNOWLEDGE



CREATORS.

The alternative explanation therefore could be that the vast majority
of species that make the step change into knowledge creators, have
many more similarities with humans than we might have imagined. Not
look exactly the same or anything crazy like that, but emerge from the
same sort of histories caused by the same sort of geological events,
and evolving toward knowledge creation within the same sort of niches
driven by the same sort of adaptive mechanisms (say social). That
could be a possibility....based on my very sketchy embryonic idea
mentioned above.

So that would be another instance of universality. Universality of
Earths; of the underlying mechanisms defining Earths; of the origin
and evolution and causal connectivity of such mechanisms; of the
emergence of complex life; of the specific evolutionary, niche,
geological, histories that lead to the step change of a species to
status of 'universal knowledge creator'.

Sorry...long post full of scatty ideas. No expectation on anyone to
waste their time on it. But I hope you do...because I think the idea
is really good, even if it is just a vague idea at the moment. Maybe
if you liked it, you could do something with it. Or maybe if you read
it and didn't like it, some aspect of it would inspire some other idea
which you would then work on. YOU NEVER KNOW!



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Mistakes
Date: April 28, 2011 at 10:12 PM

We Popperians let mistakes die *in our place*.

We don't stand by them. Instead we change our mind. The mistaken idea dies but 
we live on with a new idea. *We stop being wrong*.

We don't feel that we lose anything by conceding mistakes. Rather we gain: we 
are no longer mistaken. We don't "go down with the ship" but abandon sinking 
ships and move on.

That is the rational way. It is the way of improvement.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Mistakes
Date: April 28, 2011 at 11:59 PM

On Apr 29, 3:12 am, Elliot Temple <c...@curi.us> wrote:
We Popperians let mistakes die *in our place*.

We don't stand by them. Instead we change our mind. The mistaken idea dies 
but we live on with a new idea. *We stop being wrong*.

We don't feel that we lose anything by conceding mistakes. Rather we gain: we 
are no longer mistaken. We don't "go down with the ship" but abandon sinking 
ships and move on.

That is the rational way. It is the way of improvement.

-- Elliot Templehttp://curi.us/

That's so a brilliant and eloquent way to put it Elliot. It's really
appreciated and a good reminder why I keep showing up on these lists
despite apparently objecting/dissenting/moaning about everything.

I can recognize that with your philosophy you chaps are dramatically
more able to actualize these aspirations than other people who perhaps
see the importance but lack the tools to begin seeing their beliefs
not as intrinsic to their identity but acquired memes that need to
earn their keep.

Do you think there's a potential to perhaps use DD's two other stands,
the MWI and computing ideas, to further hardwire fallibalism/criticism
into the progression of the philosophy?

For example, a project to symbolically or graphically, say in a
network, represent the origination of individual discoveries and how
different discoveries interrelate and so on. Then maybe move toward,
for each new addition create new instances of the representation not
only for that addition but perhaps for its opposite, and maybe even
for possible alternatives or caveats and so on?

It wouldn't necessarily come to anything, but possibilities I can

http://curi.us/


imagine would include progress toward some sort of symbolic language
or method capable of facilitating the separation of concepts into
structures of memes, so eventually coming to define what a meme
actually is. Also toward automation of the process of explanation/
criticism for example maybe good explanations would come to be
associated with the appearance or recurrence of abstract network
structures/characteristics.

Could be a fun software project for popperian programmers maybe. But
more seriously, at root I think I'm suggesting that having the
principle of fallibalism/criticism is only half the challenge. The
other half is how are those principles preserved in time and space in
terms of the expansion of hte philosophy into new ground. IMHO that's
a question that cannot be answered by yet more principles. It is
inherently a structural challenge and so the solution has to also be
structural.

Just thinking (rubbish no doubt)



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: April 29, 2011 at 2:32 AM

On Apr 28, 5:52 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Apr 28, 2011 at 9:16 AM, hibbsa <hib...@yahoo.com> wrote:
This is not only about you, but something I often notice when talking
to popperians is a strange unwillingness to appreciate the idea of
there being levels of detail to a thing. I have no good philosophy of
thought (which is why I'm here) so I tend to assume this is something
I'm getting wrong, but thus far I haven't seen it.

 I gave you a nice simple-but-true-at-that-level-of-detail
representation of the basic proposition of AGW.

I'm simply trying to find the truth. If I have a criticism at any
level of detail then that is a criticism.

Of course, but my actual point about 'levels of detail' was that the
common theme to your response about those 4 statements I used, was
that they were invalid because they didn't describe certain underlying
complexities relevant to the evaluation of the statement. I'm
suggesting that a statement like "Co2 is a greenhouse gas" is a good
high level abstraction of an essential component of the AGW proposal
because it captures what co2 has to be, and this remains true
regardless of all the challenges and subtleties that may be involved
in determining whether and to what extent co2 is a greenhouse gas. One
improvement to the high level might be to include the word
significant, or key, or potent as in "co2 is a potent greenhouse gas"

As you say, it would be valid to criticise at any level, but what
isn't valid is to claim that lower level details just because they
exist invalidate a higher level summary. That's my criticism, and you
haven't addressed it.

Well how much onus do you put on yourself to find out if there is a
good explanation that co2 gases are increasing. Are you waiting for



someone to knock on your door and tell you about it? There are
measurements going on each year that tell us how many parts per
million Co2 is. I'm not going to dig out every bit of evidence for you
when you can just as easily do it yourself.

I understood you to say that you had already found the evidence for
yourself. So I figure it'd be easy for you to refer me to what you
already read. I have looked myself but I didn't find anything
compelling.

You say "there are measurements going on each year". Measurements
aren't explanations. Nor is evidence explanation. Have you ever found
a good explanation? (If so, please provide it. If not -- if you never
found any -- then asking me to easily look one up is unfair.) Do you
accept that explanation is needed?

Here you invoke a popperian argument that because I mentioned
measurements that show co2 is rising, I am therefore only offering
measurements with no associated or enclosing explanation. I think this
is a misuse of popperian philosophy Anon, although I don't suggest it
is deliberate or malicious or anything like that. There is an
explanatory context within which those measurements were mentioned.
The context is the four high level statements I offered, which contain
the explanation why co2 is rising...because of human emissions of co2
into the atmosphere. The explanation for how we know co2 is rising is
that it is possible to directly measure how co2 changes year on year.
How those measurements are done is available online. Do you have an
explanation why you don't trust those measurements, and do you have a
suggestion for a better way to explain the precise change in co2
levels over time, given the explanation humans are emitting vast
levels of co2 into the atmosophere causing co2 to rise in the
atmosphere?

Anon - of course it's more complex than four points r else there
wouldn't be thousands of people working day and night to understand
it.



Right. It's not simple. So where is the publication which addresses it
in a serious and convincing manner?

It's not simple but that doesn't mean the essential components can't
be simplified out for some purpose. DD's philosophy relies on 4
strands...that's a high level simplification too. Is a summary of one
of his strands invalid if the underlying complexities of that strand
are omitted at that level?

What publication explains the
chain without mistakes or ambiguities?

Requesting a publication is not currently relevant regarding the high
level chain I proposed because it was only that the AGW theory can be
broken into these four high level statements, where if any one is
wrong AGW is wrong. You don't need a publication to accept or reject
this proposal because it comes with its own reasoning. Our dispute is
in fact that you rejected it using an argument that I say amounted to
nothing more than an artificat of mixing up levels of detail, because
nothing you said made the high level summary I suggested untrue in any
way. You haven't addressed that criticism, and you haven't explained
what you expect to find in a publication that would support you in
doing so.

One way to progress this particular dispute might be via lateral
thinking. If my high level summary of the proposal of AGW is invalid,
can you then offer us a better summary of the key points of its
proposal, at the same level of detail as mine? Or alternatively can
you explain what is intrinsic about the AGW theory that makes a high
level summary impossible?

What convinced you? Was it a scientific publication? Which?

OK well I will try to explain if you are interested.

A lot of following papers as they come out, a lot of personal thinking
and seeking to understand, a lot of effort in gaining an understanding
of how the shape of the challenge as it is seen within science
itself.



Spending the time researching specific skeptical arguments to see if
they stand up. Listening to the views of scientists, both senior and
in the field. Reading papers or if I can't understand the paper
reading a summary of that paper from some trusted source.  Reading or
referencing the major collation documents such as IPCC and others.

The shape of AGW is very difficult to gain an understanding of because
there is so much politics and deliberate confusion caused by certain
interests, so learning to see through all that is a necessary skill.

 You want to be given a single document to read but I respectfully
suggest that just asking for this betrays a lack of insight into the
nature of the challenge. We are trying to understand an almost
immeasurably complex and inherently chaotic system. Pretty much
everything in the world affects the biosphere and atm in some sense or
other.

So the quest to understand and quantify that system takes people in a
multitude of directions. So naturally, questions arise such as 'can
the science be reliable if there are so many unknowns' you suggested
it couldn't be and note I didn't ask you for a publication to prove
that assertion. This is because I've already learned that the question
cannot even be understood without first gaining an understanding of
what distinguishes the knowns from the unknowns because they largely
divided along lines of category.

So far as I know there is by now, almost no research being done on
whether and to what extent co2 is a potent greenhouse gas because that
has been established to a very high degree of certainty.  There is
almost no research being done by now into whether human emissions
account for the rise or whether co2 is actually rising, because both
those things are now known to a high degree of certainty, which is why
these areas are primarily now in the realm of monitoring and
measuring. There is almost no research now into whether the world is
heating up. Now it is about how much it is heating up.

So what is unknown and where is all the uncertainty and all the
research work going? It's about the feedbacks. It's about
understanding all the various mechanisms that are influenced by rising



temperatures, and how they change and feedback into the system.

These are the structural characteristics of the science of AGW....I
don't know if any document can bestow insight of this... and I find it
hard to see how without this insight it is possible to be able to put
any document into context. But I would suggest that if you are
interested you start by reading the IPCC report, and then work your
way through your doubts or doubts you've read and trust, in a
methodical sort of way. In each instance you won't be able to avoid
gaining a fairly detailed understanding at some appropriate level of
detail, of some sub component of the body of science. If you discover
a major flaw in the science and some skeptical argument is correct
please let me know. But more likely you'll consistently discover the
science has got a handle on it, and through that process of convincing
yourself you'll also start to experience a chain of evidence and also
an insight into the structure of the science. That's what I did. I'm
only an average person so if you do it it's likely you'll get a much
deeper understanding.

But FWIW this is my personal insight into what is happening, that sits
outside what scientists have yet said. What I think is starting to
take form out of the research, is the presence of a kind of landscape
of interlocking and interacting feedback mechanisms, ubiquitous in
nature, uncountable in practice, many undiscoverable. However, also
arranged such that as mechanisms are more influential so they are
fewer and as they are less influentiaal so they are more numerous. So
the climate can be understood. Not all mechanisms need to be known. At
a certain point it's about precision. Personally I find this emerging
landscape is incredible...amazing...I would love to see school text
books in the year 2100.

 It's my personal speculation that these interlocking mechanisms
contain the key to something really fundamental and universal about
how nature builds new levels of complexity, that some sort of concept
of mechanism is literally the building block of complexity. But it's
only what I think so far.

But what the scientists believe is that there are an awful lot of
mechanisms out there we haven't yet discovered, and that is what the
vast majority of research teams are doing. Scrambling to find new



mechanisms and understand better existin ones.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Universality wrt knowledge-creating beings
Date: April 29, 2011 at 6:43 AM

I totally apologize for this because I read the rare earth theory
again and discovered almost everything I said I thought was a personal
idea is actually included in that theory!!! Sorry about that....I
thought I was adding something new but probably wasn't.

On Apr 29, 1:15 am, hibbsa <hib...@yahoo.com> wrote:
I would like to ask a question about the universality of knowledge
creation in life forms that acquire that status.

 I strongly share the idea of some sort of universality between
knowledge creating beings but from a different direction that I expect
people here will not agree with, but I would like to briefly
highlight. In order to do this I have to explain what is partly
existing hypothesis and partly my own hunches about the way Earth
acquired its characteristics that are so suitable for complex life.
Please bear with me...I'm interested in criticism about this idea if
it's worthy of such, but also bearing in mind the relevance does come
back to the DD philosophy pertaining to the nature of the universality
of knowledge creating beings.

SO FIRST THE IDEA ABOUT THE EVOLUTION OF EARTH AS A COMPLEX-
LIFE
BEARING PLANET AND THE EVOLUTION OF LIFE ON EARTH.

 It's a fairly common speculation that while simple life may be
common, the emergence of complex life requires a supporting framework
of stability that itself involves an intersection of all kinds of
geological and other processes to be in place. Earth obviously has
that intersection.....the particulars of what may be necessary for
complex life to emerge can be found by reading the Rare Earth
Hypothesishttp://en.wikipedia.org/wiki/Rare_Earth_hypothesis

My personal stance is that I agree with the requirements for complex
life laid out in the Rare Earth Hypothesis, but I don't agree Earth's
have to be rare.....because I think there is a way for all those
requirementsto be met by the same collision (between Earth and the
Mars sized planet) that created the Moon, and that the probability of

http://en.wikipedia.org/wiki/Rare_Earth_hypothesis


collisions just like that taking place may have significant non-random
components, that relate to the compositional and dynamical
characteriscis of 'star nursery' nebulai (the formation of which
structures may in turn have non-random components linking back to,
say, galactic structure, and so on).

There are already some established arguments for how the 'collision'
could have created many of the effects necessary for complex life. The
two definite ones I have read about are first the Moon itself which
keeps the Earths rotation stable, and second the creation of a larger
metalic core capable of providing such a powerful magnetic field.
Another one which I'm not sure has been floated yet, but is fairly
straight forward is the rotation of the Earth itself. The rotation of
the Earth is thought to be necessary for the magnetic field, and many
other climatic effects (eg if there was no rotation most points on the
planet would glacialize half the year which would be pretty hostile to
life).

The case for the rotation also being caused by the collision I suspect
is strong, and probably already documented, I just don't remember. The
Mars sized object hit the Earth at roughly 45 degrees which is a good
angle to get a rotation goiong and when the Moon was first formed it
was very close to the Earth and the Earth's rotation was much faster
at that time and has since slowed down in concert with the Moon
pulling further away. I feel sure there will be mathematical arguments
that can relate the force of the collision to the initial rotation
speed of the Earth. Or falsify it.

Moving more deeply into personal hunch land, I actually glimpse an
argument why the same collision could have kicked off the tectonic
plate system. We know that the system is basically driven by
convective forces, but the question is how these flows came to be so
'large scale' organized in terms of large upward movements in certain
areas rather than a situation like boiling water. It looks at least
feasible that a good whack at 45 degrees in one region of the planet
would create such a powerful inward push of materials, that as when
you squeeze down a balloon, it could have caused a large scale upward
push in some other place. Once you've got a flow like that, it then
becomes the path of least resistence for heat to escape so convection
could feasibly take over and the large scale order be established.



Some people say that the organized state of the techtonic system would
naturally happen but I'm not so sure...venus didn't produce such a
process or we don't think so. There is one region on venus that has
some characteristics of an embryonic continent so it's possible an
ordered techtonic system did emerge on Venus before grinding to a
halt. If that was the case it would possibly falsify what I'm saying.
But apart from that sliver of evidence, what we know for sure is that
Venus does not have plates now, because for instance a survey of its
volcanos found no pattern pertaining to that, and there is strong
evidence that recently the entire surface of venus has been turned
upside caused by the build up of heat underneath with no way to
release through the crust.

There could be alternative explanations why Venus didn't form a
tectonic system, for example the planet has very little rotation and
no magnetic field. So one could argue that maybe the tectonic system
is linked to one or both of those feantures. But as already mentioned,
both of those features may be caused by the collision anyway, so on
that hypothesis if tectonic system were a consequence of those things
it would therefore still be a consequence of the collison, just
further along the causal line.

 Likewise Mars had a hot core for millions of years yet no plates,
whereas Earth's plates began to emerge right away. No sign of plates
on Mercury or any moon in the solar system (except an analgous
situation caused by ice ejections on a small moon I forget the name
of). Because Earth's tectonic system began to form straight away, the
fact none of these planets and moons even show geologic signs of
embryonic plate systems having begun to take form before freezing up
as the core solidified, is a possible line of evidence that large
scale order in convection flows is a natural consequence of any hot
young planet.

There's something else about the tectonic plate system that bears
consideration. The root energy might be convection but the enduring
functioning of the whole system relies on much more than just that.
First there is the need for water for lubrication. Then there is also
the need for Life.



The best evidence for the origin of water is now shifting from comets/
asteroids to coming directly from within the Earth. This is because of
discoveries that instead of causing water to boil away, molten rock
acts as a sponge, storing the water inside itself. This finding allows
water to be preserved near the young Sun and preserved inside planets
as they form. What brought the water to the surface? Well, if the
collision kicked of the large scale organized convective flows, then
those same flows could have brought the water to the surface. The
water had to have been there very soon after the collision because the
tectonic system - whether or not it was caused by the collision - will
need water there within a few million years as a lubricant for
subduction. For millions of years it could be that water brought to
the surface would remain as steam/vapour...which may be why the really
furious formation of continents happened at the start and much less
since (because without water subduction could not occur in an ordered
way). Without subduction, it could be that because plates could only
collide and then build upward, continents just kept getting heavier
until they sank into the mantle. That sinking may have then created
smaller scale but still ordered upward convective flows, causing the
original one or few large upward flows to break up into smaller ones,
thus driving the evolution of ever smaller plates and convective
flows.

The emergence of subduction is possibly hugely important for the long
term stability of the tectonic process because the mechanism of
convective flows being broken up into smaller ones would possibly
eventually lead to a breakdown of the large scale ordering and the
flows would return to a more chaotic 'boiling' state. But the
evolution of subduction as a stable mechanism requires not just liquid
water but also life itself. This is because the mechanism relies on
ocean crust becoming more and more  heavy as it gets pushed along and
becomes older. The process by which ocean crust becomes more dense and
thick is driven by lifeforms dying and their skeletons dropping to the
ocean floor and thickening it.

Currently one of the promising arguments for the origin of life is
that it began around the black smokers on the ocean floor. But those
black smokers are also part of the subduction part of the tectonic
system. As the thick crust rich in carbon and other molecules (as a
result of being the floor with life and water above it) sinks into the



mantle, many substances get boiled out in the process causing not just
those black smokers but chains of volcanos spewing carbon.

So in final summary, my hunch is that all the complex geological and
other mechanisms thought to be crucial to life, may all be in the same
causal chain beginning with the collision that created the Earth-Moon
system. I suppose even more speculatively, the emergence of life, or
perhaps complex life,  itself may be in that same causal chain. So it
may all be linked together causally, and if that's the case the
probability of 'Earths' is astronomically more likely than would be
case if all these enabling processes needed to coincide by independent
roots.

NOW THE POSSIBLE CONSEQUENCE OF THE ABOVE IF IT IS TRUE.

- If complex life requires all the sophisticated mechanisms described
above, and life maybe even comes about because of them
- and if all those apparently independnet complex processes actually
occur within the same causal chain of events leading back to a late
stage inter-planetary collision with certain precise characteristics
(such as the angle and speed of collision).
- and if the probability of such collisions occur have significant non-
random components pertaining to the composition and dynamical
properties of the original nebulai itself.

----> the consequence could well be that incidences in the universe of
complex life forming as richly as that on Earth, by some other means
than this one, may be vanishingly rare. This is because in order not
to be vanishingly rare, yet to be substantially different to the
process described above, a completely different seed event would be
needed that created a completely different chain of causality
resulting in the establishment of a different set of somplex
mechanisms capable of supporting complex life.

AND THE CONSEQUENCE OF *THAT* COULD BE....,

I'm getting tired now so won't try to add the embyronic argument I did
above, but I think if you think it through and everything else is the
same, the continents, the geologic systems and so on, then the
evolution of life itself is going to turn out much more similar on



those other Earths than we would currently suppose.

WHICH BRINGS ME TO THE ALTERNATIVE EXPLANATION FOR 
UNIVERSAL KNOWLEDGE
CREATORS.

The alternative explanation therefore could be that the vast majority
of species that make the step change into knowledge creators, have
many more similarities with humans than we might have imagined. Not
look exactly the same or anything crazy like that, but emerge from the
same sort of histories caused by the same sort of geological events,
and evolving toward knowledge creation within the same sort of niches
driven by the same sort of adaptive mechanisms (say social). That
could be a possibility....based on my very sketchy embryonic idea
mentioned above.

So that would be another instance of universality. Universality of
Earths; of the underlying mechanisms defining Earths; of the origin
and evolution and causal connectivity of such mechanisms; of the
emergence of complex life; of the specific evolutionary, niche,
geological, histories that lead to the step change of a species to
status of 'universal knowledge creator'.

Sorry...long post full of scatty ideas. No expectation on anyone to
waste their time on it. But I hope you do...because I think the idea
is really good, even if it is just a vague idea at the moment. Maybe
if you liked it, you could do something with it. Or maybe if you read
it and didn't like it, some aspect of it would inspire some other idea
which you would then work on. YOU NEVER KNOW!



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Rare Earth & universality
Date: April 29, 2011 at 8:38 AM

I deleted the previous post about this because I can ask my question
about universality more simply:

If it turned out complex life in the universe only happened on planets
essentially the same as Earth (big Moon, magnetic field, oceans,
tectonic plates etc etc), would this be an instance of universality in
the same sense that, say, how knowledge is created is universal?

The main reason I am asking is to now just to clarify what
universality actually means.

For instance, can universality of something be the result of
constraints on the different ways that thing can happen? In which case
theoretically a really inelegant, ineffective and unimportant process
could be universal if ways that particular thing could happen was
constrained to just that one?

Or is the status of being universal positively linked to attributes of
the process, such as elegance, importance and so on?



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Global Warming
Date: April 29, 2011 at 10:00 AM

Hibbsa,
Do you think private companies will produce products that will effectively combat 
global warming?
Michael Golding



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Mistakes
Date: April 29, 2011 at 3:43 PM

On Apr 28, 2011, at 8:59 PM, hibbsa wrote:

On Apr 29, 3:12 am, Elliot Temple <c...@curi.us> wrote:
We Popperians let mistakes die *in our place*.

We don't stand by them. Instead we change our mind. The mistaken idea dies 
but we live on with a new idea. *We stop being wrong*.

We don't feel that we lose anything by conceding mistakes. Rather we gain: 
we are no longer mistaken. We don't "go down with the ship" but abandon 
sinking ships and move on.

That is the rational way. It is the way of improvement.

-- Elliot Templehttp://curi.us/

That's so a brilliant and eloquent way to put it Elliot. It's really
appreciated and a good reminder why I keep showing up on these lists
despite apparently objecting/dissenting/moaning about everything.

I can recognize that with your philosophy you chaps are dramatically
more able to actualize these aspirations than other people who perhaps
see the importance but lack the tools to begin seeing their beliefs
not as intrinsic to their identity but acquired memes that need to
earn their keep.

Do you think there's a potential to perhaps use DD's two other stands,
the MWI and computing ideas, to further hardwire fallibalism/criticism
into the progression of the philosophy?

We do not wish to hardwire anything. We wish everything to always remain soft: 
open to error correction, changes, improvements, reforms.

For example, a project to symbolically or graphically, say in a

http://curi.us/


network, represent the origination of individual discoveries and how
different discoveries interrelate and so on. Then maybe move toward,
for each new addition create new instances of the representation not
only for that addition but perhaps for its opposite, and maybe even
for possible alternatives or caveats and so on?

It wouldn't necessarily come to anything, but possibilities I can
imagine would include progress toward some sort of symbolic language
or method capable of facilitating the separation of concepts into
structures of memes, so eventually coming to define what a meme
actually is.

We know what a meme is: it is an idea which replicates.

What we don't know is precisely what are some memes. For example Christianity 
involves multiple memes. We don't have a list. We don't often know where one 
meme starts and another ends.

Some memes are rational and some are anti-rational. We sometimes don't know 
which are which.

Also toward automation of the process of explanation/
criticism for example maybe good explanations would come to be
associated with the appearance or recurrence of abstract network
structures/characteristics.

Could be a fun software project for popperian programmers maybe. But
more seriously, at root I think I'm suggesting that having the
principle of fallibalism/criticism is only half the challenge. The
other half is how are those principles preserved in time and space in
terms of the expansion of hte philosophy into new ground. IMHO that's
a question that cannot be answered by yet more principles. It is
inherently a structural challenge and so the solution has to also be
structural.

The way to "automate" explanation/criticism is to write an AI (AGI) program. It 
can't be done by "dumb" software. However AI won't be automatic anymore than 
human thought.

There is a great deal of scope to apply Popperian insights to new ground. For 



example, it can be applied to parenting, schooling, relationships and politics. This 
is already being done and has borne fruit.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: April 29, 2011 at 3:45 PM

On Apr 28, 5:04 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 28, 2011, at 4:21 AM, hibbsa wrote:

sorry that link was badhttp://royalsociety.org/climate-change-summary-of-
science/

I was unable to find an argument in the PDF. Please point out the argument to 
me.

For example it says:

It is not possible to determine exactly how much the Earth will warm or exactly 
how the climate will change in the future, but careful estimates of potential 
changes and associated uncertainties have been made.

Without an explanation of how the estimates are made, and why that method is 
correct, this is not an argument; it is an assertion.

The service offered by the document creators is a survey of the key
positions with an associated level of uncertainty, performed within a
transparent refereed process by two panels of leading scientists.
Therefore the argument is that if you trust the integrity of the Royal
Society and reputations of the panels of scientists and believe they
have the skills best suited to accurately reflecting the scientific
position, then the document can furnish you with a good high level
understanding for about 20 minutes reading. A document that aimed to
provide the service of arguing the basis and supporting science of
each point would have to involve judgements about what level of detail
to include with the argument and how many citations which would put it
at risk of being a messy play-off satisfying neither the purpose of a
summary nor the purpose of a complete scientific argument. Or else it
could include everything and run to perhaps thousands of pages and in
effect amount to little more than a huge duplication of information
probably across several volumens, possibly harder to navigate than by
locating it at source.

http://royalsociety.org/climate-change-summary-of-science/


So on balance, the clarity and transparency of method and service
offered by the document as it is looks far superior. It's clearly what
it says on the label. The source of the more detailed science is
provided in the same document. I would imagine it would be fairly
straight forward for you to select one of the summary items and use
the references to fairly quickly source more detailed explanations,
and from there pick up citations if you so desired. No more difficult
than leafing through some huge duplication in 20 volumes.

Climate science – including the substantial body of knowledge that is already 
well established, and the results of future research – is the essential basis for 
future climate projections and planning, and must be a vital component of 
public reasoning in this complex and challenging area.

Climate science -- not politics, philosophy or economics -- is the "essential 
basis" for future climate related planning? This is an unargued denial of 
common sense, economic theory, rationality, and more.

Ah...a rare ET misread moment...let's crack open a bottle to mark the
moment.

For paragraph 21, it speaks of 0.8 degrees C change with an uncertainty of ±0.2 
degrees C (no cite given! And such a round number. I wonder what they 
rounded it from and how many significant figures the original number had.). Is 
0.2 one standard deviation? Two? 95% confidence? They seem to be assuming 
some unspecified convention, and the only way to read this statement is to be 
familiar enough with the field to know what is commonly used. A "guide" that 
looks aimed at lay people paper ought to explain what it's saying instead making 
statements most people won't understand which assume expert knowledge of 
conventions in a field. It should not only say something like "this 0.2 is one 
standard deviation" but then also give some guidance about what that means.

 Not sure why you say most people won't understand a 0.8 C rise with
+- 0.2C uncertainty. Not sure why you are assuming a distribution
curve.

Many readers will take this statement as saying that the change is definitely 
within the range 0.6 to 1. But that's false. So the guide will mislead the majority 



of its readers. That's bad. They ought to be making good arguments instead of 
tricking people by using language with a false, common sense meaning which 
obscures an unstated, technical meaning.

Well it does mean between 0.6 and 1 doesn't it? Or have I gone ditzy?
Definitely is not usually the word in science, but the document groups
the summary statements into 2 or 3 categories of uncertainty.

-- Elliot Templehttp://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Global Warming
Date: April 29, 2011 at 5:13 PM

On Apr 29, 2011, at 12:45 PM, hibbsa wrote:

On Apr 28, 5:04 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 28, 2011, at 4:21 AM, hibbsa wrote:

sorry that link was badhttp://royalsociety.org/climate-change-summary-of-
science/

I was unable to find an argument in the PDF. Please point out the argument to 
me.

For example it says:

It is not possible to determine exactly how much the Earth will warm or 
exactly how the climate will change in the future, but careful estimates of 
potential changes and associated uncertainties have been made.

Without an explanation of how the estimates are made, and why that method 
is correct, this is not an argument; it is an assertion.

The service offered by the document creators is a survey of the key
positions with an associated level of uncertainty, performed within a
transparent refereed process by two panels of leading scientists.
Therefore the argument is that if you trust the integrity of the Royal
Society and reputations of the panels of scientists and believe they
have the skills best suited to accurately reflecting the scientific
position, then the document can furnish you with a good high level
understanding for about 20 minutes reading.

I do not trust them. I don't think you should either. As an example of why not, see 
the discussion below about how they tricked you.

Unfortunately climate change related papers are politicized and can't be trusted in 
the way you imagine. Also unfortunately, many other fields cannot be trusted 

http://royalsociety.org/climate-change-summary-of-science/


either. For example, any studies of heritability, psychology, or most of the social 
"sciences". (As one quick example: the word "heritability" which they study has a 
technical (and fairly useless) meaning which is quite distinct from the everyday 
meaning. So many people think the everyday meaning has been studied when it 
hasn't.)

I understand why you want to be able to read secondary and tertiary sources, 
which you can understand, and then think that you know about the science. That 
ought to work and not fool you. It's a reasonable thing to want, and various 
entities -- with good reputations -- claim to provide it. However it is not safe on 
many subjects including this one. There's no way to really know anything without 
reading and understanding the primary sources.

Sometimes even primary sources contain tricks to fool the unwary. It would be 
nice if reliable knowledge was easier to come by and if various short cuts actually 
worked. One can imagine a society where they do work pretty well. In our society 
they already do work OK for some topics (for example, many popular science 
books on physics, chemistry and biology are pretty much OK). But the climate 
change field is not like that.

Climate science – including the substantial body of knowledge that is already 
well established, and the results of future research – is the essential basis for 
future climate projections and planning, and must be a vital component of 
public reasoning in this complex and challenging area.

Climate science -- not politics, philosophy or economics -- is the "essential 
basis" for future climate related planning? This is an unargued denial of 
common sense, economic theory, rationality, and more.

Ah...a rare ET misread moment...let's crack open a bottle to mark the moment.

Pardon? What misread?

For paragraph 21, it speaks of 0.8 degrees C change with an uncertainty of 
±0.2 degrees C (no cite given! And such a round number. I wonder what they 
rounded it from and how many significant figures the original number had.). Is 
0.2 one standard deviation? Two? 95% confidence? They seem to be 
assuming some unspecified convention, and the only way to read this 
statement is to be familiar enough with the field to know what is commonly 
used. A "guide" that looks aimed at lay people paper ought to explain what it's 



saying instead making statements most people won't understand which 
assume expert knowledge of conventions in a field. It should not only say 
something like "this 0.2 is one standard deviation" but then also give some 
guidance about what that means.

Not sure why you say most people won't understand a 0.8 C rise with
+- 0.2C uncertainty. Not sure why you are assuming a distribution
curve.

There is a distribution due to imperfections in measuring instruments. More 
explanation below.

Many readers will take this statement as saying that the change is definitely 
within the range 0.6 to 1. But that's false. So the guide will mislead the majority 
of its readers. That's bad. They ought to be making good arguments instead of 
tricking people by using language with a false, common sense meaning which 
obscures an unstated, technical meaning.

Well it does mean between 0.6 and 1 doesn't it?

No it absolutely does not. They have tricked you. And no doubt many other 
people as well.

Or have I gone ditzy?

No. This is not your fault, it is their fault. They are tricking many people, not just 
you. They shouldn't expect lay people to know about these issues and should 
present it in a way that explains it to them instead of misleading them! This is in a 
guide which purports to be something like a helpful summary for lay people...

Definitely is not usually the word in science, but the document groups
the summary statements into 2 or 3 categories of uncertainty.

There are a variety of issues in making measurements, such as accuracy 
(closeness to the true value) and precision (closeness of repeated measurements 
to each other).



I imagine they meant precision but some (almost all, I'd guess) people will read 
them as having meant accuracy. That's important and separate from the 0.2 
issue.

Now getting to the specific numbers: all measuring instruments are imperfect. If 
you measure the same thing over and over you always get a range of values. 
These commonly come in a well understood statistical distribution like a bell 
curve.

It's important that all measurement information be accompanied with information 
about how precise the measurement is (and how accurate, too). Precision sets a 
bound for accuracy (it can't be more accurate than it is precise) but still allows for 
unlimited errors of accuracy.

Precision information can be presented in the form of standard deviations. If 0.2C 
is the standard deviation, that means around around a 68.27% chance the correct 
value (considering only issues of precision, not accuracy) is within the range 0.6 
to 1. With a range of two standard deviations, around 95.45% of measurements 
will fall in that range. Three standard deviations covers 99.73%. This assumes 
that your measuring devices errors fit into this model.

So making some assumptions, we could be 99.73% confident that -- as far as 
precision, not accuracy -- the correct value is between 0.2 rise in temperature and 
1.4. Notice how 3/4 of the claimed rise just potentially disappeared when we 
wanted pretty high confidence.

(I hope/think this is all correct. Not my speciality. They ought to be telling it to 
me...)

But anyway they don't even tell us what the 0.2 figure is. Is it one standard 
deviation? Is it something else? And does standard deviation correctly model the 
errors measuring instruments make?

Getting back to accuracy, in addition to the issue of errors in one's instruments 
(precision), there is also the issue of whether the instruments are even measuring 
the right thing. That requires a good explanation. The uncertainty they mention 
does not address or cover any uncertainty (and there is some) about whether 
their (unstated) explanation is true or not.

-- Elliot Temple



http://fallibleideas.com/

http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: April 29, 2011 at 8:57 PM

On Apr 29, 10:13 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 29, 2011, at 12:45 PM, hibbsa wrote:

On Apr 28, 5:04 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 28, 2011, at 4:21 AM, hibbsa wrote:

sorry that link was badhttp://royalsociety.org/climate-change-summary-of-
science/

I was unable to find an argument in the PDF. Please point out the argument 
to me.

For example it says:

It is not possible to determine exactly how much the Earth will warm or 
exactly how the climate will change in the future, but careful estimates of 
potential changes and associated uncertainties have been made.

Without an explanation of how the estimates are made, and why that method 
is correct, this is not an argument; it is an assertion.

The service offered by the document creators is a survey of the key
positions with an associated level of uncertainty, performed within a
transparent refereed process by two panels of leading scientists.
Therefore the argument is that if you trust the integrity of the Royal
Society and reputations of the panels of scientists and believe they
have the skills best suited to accurately reflecting the scientific
position, then the document can furnish you with a good high level
understanding for about 20 minutes reading.

http://royalsociety.org/climate-change-summary-of-science/


I do not trust them. I don't think you should either. As an example of why not, 
see the discussion below about how they tricked you.

Unfortunately climate change related papers are politicized and can't be trusted 
in the way you imagine.

Well....I'm fallible, your fallible, the AGW surround is badly
polluted by distortions, agendas, special interests and so on. So
either one of us could have fallen victim to false beliefs and
information. I would like to get to the bottom of this if possible and
for me if it's true that climate science as a whole is politicized to
the point there is deceit then that's enough right there for me to
completely drop all my convictions on this matter. So what I would
like to ask you Elliot is whether you recall the circumstances you
acquired this knowledge...that climate science is politicized beyond
trust and essentially I suppose corrupt and criminal Where does this
come from?

As I sit here now, my doubts are that, perhaps by coincidence, what
you seem to believe looks very close to the sort of arguments that
have been put out by a well funded and sophisticated undermine
campaign that has been funded by interests like energy. It doesn't
mean that's your source but a further question I have for you is this:
are you aware there has been an organized campaign to undermine the
ability of science to inform the public? Do you take this into account
when you make your own choices as to what arguments to listen to? You
see, I think popperians are trebly vulnerable in the sort of
environment surrounding AGW, because firstly the philosophy is going
to have you treating, say, the climate arguments of a lobby written by
people whose skills are in PR and psychology but no science, equally
to the arguments that come from science written by scientists who have
dedicated their lives to understanding that very area they are now
informing you about.

Secondly, because popperians seem currently to interpret the
philosophy such that they believe that an effective strategy for
distorting a public debate and sewing false ideas into peoples minds,
is not even possible, anti-popperian, IMHO this belief leaves a
popperian totally helpless in the face of such a campaign....he may



not be more or less likely to be influenced, but if he does become
influenced he has absolutely no way to rid himself of the ideas
planted on him. Because he doesn't believe it's even possible such a
thing could have happened. But the third reason is the worst of all
because it pertains to probability. What is the probability that in a
situation like that surrounding AGW science, where there is a well
financed and veo ry sophisticated multi-faceted campaign to sew doubt
in the public mind and undermine the reputation of the science, what
is the probability a popperian will be influenced by the science or
influenced by the PR campaign?

The prospects aren't good in my current estimation and the reason is
simply that the arguments that come out of the undermine campaign are
not burdened by the motivation to seek the truth. The truth is not in
the remit at all. The remit is to undermine the ability of science to
inform the public by any means available. So the arguments produced by
the lobbies can be purely designed for their psychological appeal.
They can be simple, elegant, plausible sounding, satisfyingly
complete, confident and covering all bases. Apparently reasonable,
pressing all the right buttons, maybe invoking some libertarian
arguments, maybe some good stuff about freedom, maybe about the threat
of left wing ideologes, maybe start to introduce the idea that maybe,
just maybe the whole science has become some sort of ideological
conspiracy of the Left.  The arguments are designed by professionals
who are specialized in the art of selling a theme. It's a skill, and
the scientists learn other skills.

Regretfully, as things stand I won't be surprised to discover the vast
majority of popperians have been influenced to a signficant degree and
denialist memes are common in that crowd. Elliot,  I do sincerely
think you ought to at least consider the possibility you've been
influenced by the undermine campaign. Yet despite your commitment to
fallibilism, I don't think I would be able to persuade you out of it
in a million years. Even though the fact of the undermine campaign and
its finances and its motivation and its strategy are a matter of
public record. Even though the arguments you are putting forward are
essentially the same as that put out by the lobbies. Even though some
of what you are suggesting is so absurd and some of effectively
impossible: That a whole science involving thousands of individuals is
essentially criminalized. That a panel of respected professors with



reputations that would be utterly destroyed, have blatently lied in a
public document despite a ferocious climate of skepticism and
denialism involving whole teams poring over everything that is said by
scientists looking for the slightest discrepancy. How do think this
scenario is possible let alone true? If you believe there has been
deceit in the making of that document, why don't you call one of the
lobbies or maybe one of the skeptical bloggers? If you really believe
it Elliot then let's expose it. Let's create a RoyalSocietyGate. I'm
serious.

Also unfortunately, many other fields cannot be trusted either. For example, any 
studies of heritability, psychology, or most of the social "sciences". (As one quick 
example: the word "heritability" which they study has a technical (and fairly 
useless) meaning which is quite distinct from the everyday meaning. So many 
people think the everyday meaning has been studied when it hasn't.)

I understand why you want to be able to read secondary and tertiary sources, 
which you can underst and, and then think that you know about the science. 
That ought to work and not fool you. It's a reasonable thing to want, and various 
entities -- with good reputations -- claim to provide it. However it is not safe on 
many subjects including this one. There's no way to really know anything 
without reading and understanding the primary sources.

It's essential to work at a level of technical detail that corresponds
to ones own competency. There's no other way to gain a deep
understanding of a complex science one is not trained in. Elliot you
are talking to me about the need to read scientific papers at root.
But you don't have the skills to understand a technical paper about a
science you haven't been trained in. So by ruling out the possibility
of learning some of the more complex science via summary or
interpretation, all you are left with is reliance on your own
understanding of that science, and it isn't reasonable or rational
even to believe that you do have an understanding of a complex level
of detail in a science you've never studied and don't have the skills
to directly work with.



Sometimes even primary sources contain tricks to fool the unwary. It would be 
nice if reliable knowledge was easier to come by and if various short cuts 
actually worked. One can imagine a society where they do work pretty well. In 
our society they already do work OK for some topics (for example, many 
popular science books on physics, chemistry and biology are pretty much OK). 
But the climate change field is not like that.

Climate science is subjected to an unprecedented assault by mainly
energy interests that want to delay public uptake of the gravity of
the situation for as long as possible. Why Elliot, do you not even
mention the reality of this undermine lobby?

Climate science – including the substantial body of knowledge that is 
already well established, and the results of future research – is the essential 
basis for future climate projections and planning, and must be a vital 
component of public reasoning in this complex and challenging area.

Climate science -- not politics, philosophy or economics -- is the "essential 
basis" for future climate related planning? This is an unargued denial of 
common sense, economic theory, rationality, and more.

Ah...a rare ET misread moment...let's crack open a bottle to mark the moment.

Pardon? What misread?

lol ... you're going to kick yourself...or me....but the statement was
"[climate science]......is the essential basis for future climate
projections and planning, and must be *a* vital component of public
reasoning in this complex and challenging area."

For paragraph 21, it speaks of 0.8 degrees C change with an uncertainty of 
±0.2 degrees C (no cite given! And such a round number. I wonder what they 
rounded it from and how many significant figures the original number had.). Is 
0.2 one standard deviation? Two? 95% confidence? They seem to be 
assuming some unspecified convention, and the only way to read this 



statement is to be familiar enough with the field to know what is commonly 
used. A "guide" that looks aimed at lay people paper ought to explain what it's 
saying instead making statements most people won't understand which 
assume expert knowledge of conventions in a field. It should not only say 
something like "this 0.2 is one standard deviation" but then also give some 
guidance about what that means.

Not sure why you say most people won't understand a 0.8 C rise with
+- 0.2C uncertainty. Not sure why you are assuming a distribution
curve.

There is a distribution due to imperfections in measuring instruments. More 
explanation below.

Many readers will take this statement as saying that the change is definitely 
within the range 0.6 to 1. But that's false. So the guide will mislead the 
majority of its readers. That's bad. They ought to be making good arguments 
instead of tricking people by using language with a false, common sense 
meaning which obscures an unstated, technical meaning.

Well it does mean between 0.6 and 1 doesn't it?

No it absolutely does not. They have tricked you. And no doubt many other 
people as well.

Or have I gone ditzy?

No. This is not your fault, it is their fault. They are tricking many people, not just 
you. They shouldn't expect lay people to know about these issues and should 
present it in a way that explains it to them instead of misleading them! This is in 
a guide which purports to be something like a helpful summary for lay people...

Well...I may be a extremely rusty but there's a first class honours in
engineering in my not too distant past and even awards for being the
most gifted in maths on campus although I admit I was an uneducated
mature student from the underclass at the time. But
anyway....basically I think that 0.8 +- 0.2 definitely equates to 0.6



- 1.0 . I get it that the concern you are raising is that the 0.8 and
0.2 are innaccurate, but I think you've probably, not definitely, but
probably got it wrong about the distribution and the values in fact
being a mean and a standard deviation.

About precision and the relevance here. If there are many repeats the
data does correspond to a distribution curve. But for this to be the
case, the exact same attempted measurment has to be repeated many
times. And for the final value to then come from that distribution,
there has to have been only one measurement taking place. This doesn't
seem to fit the picture of how the rise in temperature would have been
collated. What's more likely is that the figure has been arrived at
from more than one independent line of evidence, where one for sure
will have involved summing up all the physical temperature readings
taken around the world assuming that's been going on long enough. I'm
not sure what the other lines of evidence might be, but it seems
pretty unlikely the way all the numbers finally come together will be
dominated by precision matters. It's possible the various lines of
evidence somehow arrange into a distribution, but intuitively it seems
unlikely. I don't think the final representation of the data was a
distribution...for many reasons but not least if it had been a
distribution they wouldn't have described it in the format they did
because it wouldn't have fit...so anyway let's find out and the loser
buys the beer.

Definitely is not usually the word in science, but the document groups
the summary statements into 2 or 3 categories of uncertainty.

There are a variety of issues in making measurements, such as accuracy 
(closeness to the true value) and precision (closeness of repeated 
measurements to each other).

I imagine they meant precision but some (almost all, I'd guess) people will read 
them as having meant accuracy. That's important and separate from the 0.2 
issue.

Now getting to the specific numbers: all measuring instruments are imperfect. If 
you measure the same thing over and over you always get a range of values. 
These commonly come in a well understood statistical distribution like a bell 
curve.



It's important that all measurement information be accompanied with information 
about how precise the measurement is (and how accurate, too). Precision sets 
a bound for accuracy (it can't be more accurate than it is precise) but still allows 
for unlimited errors of accuracy.

Precision information can be presented in the form of standard deviations. If 
0.2C is the standard deviation, that means around around a 68.27% chance the 
correct value (considering only issues of precision, not accuracy) is within the 
range 0.6 to 1. With a range of two standard deviations, around 95.45% of 
measurements will fall in that range. Three standard deviations covers 99.73%. 
This assumes that your measuring devices errors fit into this model.

Yes...and this should tell you that it's very unlikely a distribution
was in play :o)

So making some assumptions, we could be 99.73% confident that -- as far as 
precision, not accuracy -- the correct value is between 0.2 rise in temperature 
and 1.4. Notice how 3/4 of the claimed rise just potentially disappeared when we 
wanted pretty high confidence.

(I hope/think this is all correct. Not my speciality. They ought to be telling it to 
me...)

You done good....but your formulations should have convinced you the
figures aren't properties of a distribution :o)

But anyway they don't even tell us what the 0.2 figure is. Is it one standard 
deviation? Is it something else? And does standard deviation correctly model 
the errors measuring instruments make?

It's just a number representing 1/5 of a centigrade. It most probably
comes about because a couple of indepent lines of evidence don't get
quite the same amount. Or it may reflect the accuracy of something or
whatever.

Getting back to accuracy, in addition to the issue of errors in one's instruments 



(precision), there is also the issue of whether the instruments are even 
measuring the right thing. That requires a good explanation. The uncertainty 
they mention does not address or cover any uncertainty (and there is some) 
about whether their (unstated) explanation is true or not.

-- Elliot Templehttp://fallibleideas.com/- Hide quoted text -

- Show quoted text -
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] Western Decline; Commitment; Oil Scarcity
Date: April 30, 2011 at 5:19 PM

On Apr 26, 2011, at 2:29 AM, hibbsa wrote:

On Apr 26, 3:19 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Mon, Apr 25, 2011 at 4:02 PM, hibbsa <hib...@yahoo.com> wrote:
But right now I think that the West itself is facing a major crisis
borne of a build-up of systemic problems that for political or
ideological reasons have not been properly understood. The problem
IMHO is that when challenges go unaddressed and build up like this,
the resulting complexity eventually becomes incomphensible to anyone,
and the prospects of dealing with them go downhill fast in a situation
like that. This is why I think multi-domain philosophies such as that
being developed by DD are so important going forward. But the test is
whether such philosophies are able to clarify what the issues are,
both in practice and in the abstract, and then provide practical
guidance in terms of, how do we understand this situation, and what
steps do we take next, or what sort of steps. Or as with the criteria
of 'good' explanation, what sort of criteria are we looking for in
steps going forward.

The West, like all societies, has many systemic problems.

The West, unlike most societies, has less systemic problems than it
used to: it improves and fixes some.

Well, true, but the West is also in massive, unprecedented, relative
decline.

What decline?

One way to look at this would be through the concept of cakes
getting larger, but then we can also ask whether the West has a
competitive answer to the question of how it will be paying its way in
the world,



Increasingly with knowledge rather than human labor.

and indeed whether the West is currently paying its way now.

It is, according to the markets. How else would you judge?

What are your thoughts for how we approach this sort of challenge?

What challenge?

DD does clarify what the issues are somewhat, but more than that he
clarifies the structure of the issues and the correct approach to
thinking about the issues. For example, thought about in context of
his discussion of static and dynamic societies, and the evolution of
memes and creativity, we can see that we haven't got a systemic build
up of problems. The systemic problems are old. And yes we always have
new problems. But not more or worse ones than before. Overall we have
better problems and a better situation, and we have more ability to
deal with problems (more wealth, including more knowledge).

I agree the kind of problems we face are the same as they've always
been, but then if that is true there should be some identifiable
essence or character of this recurrent challenge.

What challenge?

 are. Is there a
single unifying concept framed in terms of some enduring challenge,
that can both explain why Western systems and structues have evolved
the way they have,

What way?

and why they have been so successful? I would
regard this question as eminently worthy of philosophical pursuit.



What is the question?

Here are some examples of problems we have which are not being
addressed much. 1) Marriage hurts people and is lacking for
alternatives.  2) Children are routinely coerced. 3) Death hurts
people and is lacking for alternatives.

It's difficult for me to see what is intrinsically hurtful about the
basic idea of two people forming a commitment to eachother and to the
accomplishment of a home and family.

As Godwin explained, promises/commitments are irrational. This is because, 
whenever they come up there is a moral truth of the matter about what one 
should do. And either it matches the commitment -- rendering the commitment 
irrelevant -- or it does not. The only time commitments change anything is when 
they clash with morality, in which case they are immoral.

The only way a "commitment" can be rational is as a *description* of a moral 
status, not as a thing itself. BTW, this is similar to how a "relationship" is a 
*descriptive* word, not a thing. It's a word which refers as a group to several 
actual things. But only those things exist; a relationship isn't anything but a 
shortcut word to refer to those other things. And the same with "commitment": its 
only rational meaning is as a shortcut word to refer to and describe other things; 
it's not anything itself.

Regardless, setting aside intrinsic issues, commitments as practiced in our 
culture hurt people. And this is a well known fact. You've seen it on TV a 
thousand times. You've read about it in a thousand books. You've seen it happen 
to friends.

So I am wondering whether by
marriage you mean something about the institutional or legal or social
arrangement of it. Do you mean some perverse effects that undermine
the basic union/commitment between people?

Unions or commitments are not ends in themselves. It doesn't make sense to 
concern oneself with whether they are undermined. Does this undermining cause 
any problems for the stuff one is actually trying to get?



Or wider effects caused
when a society is composed of many marriages as basic units? It's all
possible but then I would ask whether/how your reasoning, or the
reasoning, factors in the likely reality that such family structures
go back thousands, or hundreds of thousands of years. Long enough for
psychological hardwiring to have evolved around such arrangements.

Because people are universal knowledge creators, no such "hardwiring" can be 
relevant. This is covered in BoI, and will be discussed in my interview with DD. If 
you disagree you are welcome to post a quote from BoI which you think is 
mistaken with a criticism of it.

Because memes evolve faster than genes, and because memes precede family 
structures, it is not the case that we have any genetic hardwiring about family 
structure.

Because genes are not creative, genetic traits are not even close to "hardwired" 
in the following sense: no interventions will change how they affect our lives. It is 
always the case that many interventions will suffice. Static problems are pretty 
easy to solve. They are intrinsically easier than many problems people are 
accustomed to facing in daily life which involve anti-rational memes which 
harness human creativity to be more effective than genes ever could be.

In other words, if family structure was genetic it would be *far easier* to alter than 
the real life situation. Memes are *harder* to deal with, not easier. And it is 
memetic.

You speak of children being coerced which I don't understand well,

The websites to read about this are:

http://fallibleideas.com/

http://www.takingchildrenseriously.com/

but
think means when they are left with conflicting explanations, but in
determining what 'works' for them, do you not think that instinct may
now have evolved around certain types of family structure

http://fallibleideas.com/
http://www.takingchildrenseriously.com/


No.

and certain
types of parent figure and certain types of relationship between
figures....and that the things that affect feelings of 'security',
'happiness', 'threat' be linked to certain markers within all that
over the eons have proven good predictors?

No.

Little is being done to fix these. (With a few exceptions like Aubrey de Grey.)

Global Warming by contrast is an issue getting a great deal of
attention. More than these other issues for a smaller problem.

Well, global warming is perhaps more suited to scientific enquiry than
the question of family structure and bringing up children. But so far
as I'm aware where there is good evidence, it looks like life outcomes
positively correlate with childhoods with two married parents.

This is scientism of the type criticized in BoI in chapter 12. See, e.g., the 
discussion of studies about happiness.

My
cynical side would probably want to mention that I bet most of the
people advocating the end of stable married relationships are
articulate, well educated, middle classed, have recieved enormous
support from the start from two loving well heeled parents and can
look forward to a nice inheritence later on as well. What happened to
people selling to others what actually worked for them instead of
theories that no one knows the effect of? Rant over.

I am the Autonomy Respecting Relationships email list owner, and a long time 
advocate (TCS list too). Are you trying to say that I am married, that I routinely 
coerce my children, or that my life does not actually work for me? And the same 
about David Deutsch? And others here?

I think you should be more careful not to get facts wrong when making 



accusations that directly apply to people.

a solution [to global warming] that doesn't involve reducing emissions does not 
look likely.

This kind of prophesy is criticized in BoI. You don't know if it's "likely" or not. See, 
e.g., the discussion of Russian roulette. Technological progress can't be predicted 
in this manner, and it is not a matter of probability but human choices.

I know there's a lot of market based arguments about oil never
running out because as supply tightens prices go up which dampens
demand and so on and so forth. But it's all spurious and misconceived,
because the reality is that economic growth is tightly bound to oil
production so that 'dampening demand' part of the equation translates
directly into dampening economic growth,

This is true, but it does not make the also-true economics points "spurious and 
misconceived". Understanding them is part of a correct understanding of the 
issue.

The implicit claim you are making -- that running out of oil is an expected fact of 
life in the somewhat near feature -- is a mistake. We have plenty of oil/time left to 
find more sources of oil (and, yes, to invent fusion power, or persuade people 
nuclear fission power is a good idea, or otherwise use more substitute goods). 
New sources of oil (and/or power) will be found/created and will extend the 
deadline, which will give us enough time to find/create even more sources. And 
so on. Supplies of resources are always like this even in the best of times: they 
are limited, and before we run out we find more. That is the expected, normal, 
good state of being.

What will happen is this: we'll start using way less oil because some other 
technology is better (including in terms of economic efficiency) *before being 
forced to due to running out*. Consequently we won't run out, at least until a few 
centuries after no one cares.

Many irrational prophesies have been made about running out of a variety of 
natural resources before. The track record with that stuff is somewhere around 
0% accuracy.

so we're talking about a



slump. So the same need to retool and have great new ideas and pronto,
all show up just the same without climate change anyway,

I think you may be missing the economic point that market prices give information 
to people about *when* to retool. Retooling early is inefficient. And we have no 
feasible way to know when it is early or late except by market prices.

When a company considers: "Would we rather pay current oil prices or retool 
now? Which is better for us?" that is *exactly what they should be doing*. That is 
rational, self-interested, economical, and *best for the whole world*. It provides 
the market with accurate information (about demand for oil, about how important 
oil is, and how costly retooling is). It creates the right amount of incentives for 
people to put effort into finding more sources of oil (vs finding better ways of 
retooling. and vs, as usual, a slow of other things, such as focussing on making 
better hamburgers instead).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Wealth
Date: April 30, 2011 at 9:08 PM

I think that defining wealth as the repertoire of physical transformations that one 
is capable of causing represents an important advance in our thinking on wealth.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Future Lifestyles
Date: May 1, 2011 at 3:00 AM

On Apr 27, 2011, at 1:49 AM, hibbsa wrote:

On Apr 26, 5:12 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 25, 2011, at 4:51 PM, hibbsa wrote:

I think that most people who can say that they always felt
unconditionally loved, will also have an overall positive view of
their young years. So I see this as more important than anything else,

People having a positive view of their young years is not a reliable or definitive 
indicator of whether their young years were positive. It's not even a good 
argument.

One of the ugly facts of anti-rational memes is that they often cause people to 
have positive views of bad things -- in particular of the processes by which 
they got and will pass on those very memes.

Here's another ugly fact: it's common for people to dislike something while a 
child, and later claim they are glad it happened, and say they didn't mind so 
much after all, and all the screaming and tears weren't so serious as they 
looked. They no longer value their former self's opinions or feelings.

One can of course invent scenarios where there's a rational process of 
changing one's mind about a past event. But my point is that a common thing, 
in practice, is for people to imagine and then believe as true a revisionist 
history of their own lives, which is commonly heavily biased in favor of their 
parents, and in favor of their own parenting behavior, and against the opinions 
of any children (their own, or themselves as children).

Two causes of this are:

1) They want to be "grown up" because everyone looks down on children. This 
is extremely common and most adults try rather hard to avoid any "childish" 
behavior (especially in public). As part of the process of trying to gain adult 



status, they stop identifying with their "childish" ways of thinking, dislike them, 
and reject them as illegitimate.

2) When they become parents, a lot of their parenting memes activate. This 
causes them to see old events in a new way. e.g. after they find themselves 
hurting their own children, and coming up with rationalizations for why this is a 
good thing, then those rationalizations also apply to why their own parents hurt 
them.

-- Elliot Templehttp://curi.us/

Hi ET - everything you say is true but I see this as another level of
detail that doesn't disqualify anything I said. It's true that people
can be twisted by their young experiences and that can manifest in all
sorts of ways. But what I suggest is that genuinelly good childhoods
are mostly all good in the same sort of way, whereas bad childhoods
can be bad in any number of ways.

What genuinely good childhoods? All childhoods today are blighted by anti-
rational memes. (What are those? See chapters 15 and 16 of BoI.)

I think you're comparing childhoods within our culture while I'm looking at it from a 
less parochial perspective. What you're calling the good and bad childhoods are 
quite similar in the grand scheme of things. The differences do matter a lot to 
human beings -- and I don't want to discount that -- but it's not what I was talking 
about.

What I currently think you guys are trying to do, is fit something
like parenting and childhood into a consistent world view. That's
virtuous and it has to be the right way to go and if you could do this
inn such a way that your system of thought as it became stronger and
more consistent didn't have the side effect of causing the flow of
acceptable criticisms to dry up, then the result could be a
breakthrough for the human condition.

But here's the rub. I think that the DD/popperian/ET (I have trouble
finding the correct label) approach,

Sometimes I've used TCS (Taking Children Seriously). But now we have a new 
option: the BoI worldview.

http://curi.us/


because of its very rigour and
ethos of 'discovery from within' or getting as much out of what has
already been discovered and then extending it as far as it can go (if
possible to the status of universality), also by the nature of that
makes external criticisms an increasingly improbable occurence. This
is because, the understandings you develop are themselves inferences
or extensions or intersections of underlying understandings that are
also derived within the same system and are themselves derivative of
something further back in the same system.

Let's consider something which isn't what you said, but which may be related. 
Suppose someone said:

"High quality ideas, due to their rigor, are less open to criticism. Why? Because 
low quality criticism can't compete, and most criticism is low quality."

What would I say about that? First: high quality ideas can help us create higher 
quality criticism! Criticisms are themselves ideas. It's perfectly natural and not bad 
that as knowledge advances people have to learn more to keep up and contribute 
usefully.

And second: it's not true that low quality ideas can't criticize high quality ones. All 
flaws matter, even flaws in clarity of presentation and ease of understanding.

So from without, the ability to make a criticism that will be
satisfying to the person within becomes less and less likely,
eventually vanishingly unlikely. This isn't a reason to change the
philosophy, because it's a problem of success not failure. It's like
the problems of extremes of wealth and poverty in the capitalist
system..problems of success not failure. Not all problems have a
solution, that capitalist probably doesn't have a solution that
wouldn't create worse problems.

But when it comes to the philosophy/system-of-thought you chaps are
evolving, because criticism i s not only a positive thing but actually
an essential component of evolution, I think it's crucial that this
question of how do you ensure an ongoing supply of useable focused
criticisms, has to be addressed and solved. There are solutions, I am



sure of that. But I also perceive that at this juncture this isn't an
issue that has been prosperly recognized. But of course, this is a
criticism from without....so it comes without the attached references
and markers that would qualify it for serious consideration.

But I would ask you, and DD, and anyone else interested, to do a self
test. Get a pen and paper and for each 'level' of derivation of new
laws/insights/discoveries withing your system,  list the valid
criticisms that have been contributed from without that went on to be
influential at that level. Is it possible that there haven't been any
for rather a while?

How many influential, correct criticisms of quantum mechanics get made by non-
physicists? How many math proofs get refuted by non-mathematicians? Yes it's 
uncommon that people lacking knowledge about a field contribute a lot to that 
field. So what?

And second: actually there have been a lot. We have taken on board ideas from 
outsiders such as Ayn Rand, Ludwig von Mises and Edmund Burke. We have 
sought out ideas contrary to our own and learned things from the clash. I am 
open enough to criticism that I don't require someone actively criticizing me -- I 
can, e.g., read a book that isn't specifically about me and get criticisms out of it -- 
that apply to my ideas -- myself.

We understand that closed minded ways of thinking can shut themselves off from 
external criticism and stagnate. But on the other hand, how much criticism have 
Enlightenment thinkers taken on board from Eastern traditions? Not much. The 
Enlightenment only cares much about ideas that are any good by its own 
standards. There's nothing wrong with that. It's what one should expect to happen 
when a philosophy is far better than its rivals: people who reject it haven't got 
much (useful) to say.

I think you would do well to learn our philosophy more. Then you could comment 
in more detail. And you could also, say, *experience* that there is no lack of 
criticism. There is no lifestyle that provides one with *more* criticism.

If that's the case, then the reality could be that
in order to continue the people within are going to need to start
thinking about how the philosophy can be exposed to outsiders in such
way that the prospects of good criticisms are maximized, and also



what sort of new internal tools and disciplines are going to become
necessary in order to maximize criticism from within, even about areas
considered sound.

I've got an idea on how to expose the philosophy to outsiders: I'll have DD write a 
book, and then I'll make a public email list for discussion. Do you think that might 
work? ;-)

But, seriously, what more do you want?

You are welcome -- encouraged -- to read BoI or http://fallibleideas.com/ and to 
post criticism (or comments or questions or elaborations or restatements) of any 
of the ideas. And, you know, you were not invited to this list for your track record 
of already agreeing with us about everything... :-)

You know, I find it shocking how little *other* philosophies do to expose 
themselves to critical discussion. Bayesian epistemologists are highly intolerant 
of disagreement (rather than invite me in order to get a dissenting perspective, 
they'd much rather ask me to leave). I have been unable to find much in the way 
of quality Objectivist discussion online, and many supposed Objectivists 
misrepresent Ayn Rand's ideas and are intolerant of criticism on that point (they 
seem to think it indicates you're not a true Objectivist). In my experience the 
Mises email list has little debate of their own major positions, little questioning of 
their beliefs -- and outsiders are not welcome. What interesting groups do better 
than us, or are competitive? If you can provide any I'd love to go talk with them!

-- Elliot Temple
http://elliottemple.com/

http://fallibleideas.com/
http://elliottemple.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Western Decline; Commitment; Oil Scarcity
Date: May 1, 2011 at 9:07 AM

On Apr 30, 10:19 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 26, 2011, at 2:29 AM, hibbsa wrote:

On Apr 26, 3:19 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Mon, Apr 25, 2011 at 4:02 PM, hibbsa <hib...@yahoo.com> wrote:
But right now I think that the West itself is facing a major crisis
borne of a build-up of systemic problems that for political or
ideological reasons have not been properly understood. The problem
IMHO is that when challenges go unaddressed and build up like this,
the resulting complexity eventually becomes incomphensible to anyone,
and the prospects of dealing with them go downhill fast in a situation
like that. This is why I think multi-domain philosophies such as that
being developed by DD are so important going forward. But the test is
whether such philosophies are able to clarify what the issues are,
both in practice and in the abstract, and then provide practical
guidance in terms of, how do we understand this situation, and what
steps do we take next, or what sort of steps. Or as with the criteria
of 'good' explanation, what sort of criteria are we looking for in
steps going forward.

The West, like all societies, has many systemic problems.

The West, unlike most societies, has less systemic problems than it
used to: it improves and fixes some.

Well, true, but the West is also in massive, unprecedented, relative
decline.

What decline?



Hi ET - relative decline....it's what Britain was in between about
1860 and 1980. It's when other societies are becoming richer more
quickly than you. Of course this is always occuring to some extent,
through maybe 'catch up'. But what is happening now is unprecedented.
China is going to pass the US in absolute terms in the next few years.
The same story is true in general viewed between the East and the
West. What is the popperian understanding of this phenonomen?

One way to look at this would be through the concept of cakes
getting larger, but then we can also ask whether the West has a
competitive answer to the question of how it will be paying its way in
the world,

Increasingly with knowledge rather than human labor.

This has been the popular answer but it isn't actually very useful or
instructive. What sort of knowledge can the West create more
competively than the East?

and indeed whether the West is currently paying its way now.

It is, according to the markets. How else would you judge?

What are your thoughts for how we approach this sort of challenge?

What challenge?

This question suggests you aren't seeing anything in what I've said.
That's too big a gap for an internet discussion :O)

DD does clarify what the issues are somewhat, but more than that he
clarifies the structure of the issues and the correct approach to
thinking about the issues. For example, thought about in context of



his discussion of static and dynamic societies, and the evolution of
memes and creativity, we can see that we haven't got a systemic build
up of problems. The systemic problems are old. And yes we always have
new problems. But not more or worse ones than before. Overall we have
better problems and a better situation, and we have more ability to
deal with problems (more wealth, including more knowledge).

I agree the kind of problems we face are the same as they've always
been, but then if that is true there should be some identifiable
essence or character of this recurrent challenge.

What challenge?

Ask Anon Elliot, because it was he who said we have always faced the
same sort of challenges. My point was that if that is true (and I
think it is) there should be a way to identify its common essence.
However as mentioned above,  if Anon's point has no appeal to you,
then I probably perceive this particular line of discussion as
unlikely to be fertile without enormous input of energy into writing
and exchanging. There are probably more underlying issues that we'd
get more out of talking about for less put in.

 are. Is there a
single unifying concept framed in terms of some enduring challenge,
that can both explain why Western systems and structues have evolved
the way they have,

What way?

and why they have been so successful? I would
regard this question as eminently worthy of philosophical pursuit.

What is the question?

Here are some examples of problems we have which are not being
addressed much. 1) Marriage hurts people and is lacking for
alternatives.  2) Children are routinely coerced. 3) Death hurts



people and is lacking for alternatives.

It's difficult for me to see what is intrinsically hurtful about the
basic idea of two people forming a commitment to eachother and to the
accomplishment of a home and family.

As Godwin explained, promises/commitments are irrational. This is because, 
whenever they come up there is a moral truth of the matter about what one 
should do. And either it matches the commitment -- rendering the commitment 
irrelevant -- or it does not. The only time commitments change anything is when 
they clash with morality, in which case they are immoral.

The only way a "commitment" can be rational is as a *description* of a moral 
status, not as a thing itself. BTW, this is similar to how a "relationship" is a 
*descriptive* word, not a thing. It's a word which refers as a group to several 
actual things. But only those things exist; a relationship isn't anything but a 
shortcut word to refer to those other things. And the same with "commitment": 
its only rational meaning is as a shortcut word to refer to and describe other 
things; it's not anything itself.

Regardless, setting aside intrinsic issues, commitments as practiced in our 
culture hurt people. And this is a well known fact. You've seen it on TV a 
thousand times. You've read about it in a thousand books. You've seen it 
happen to friends.

Life hurts. Not all kinds of hurt have an answer that wouldn't create
even more hurt in other ways.

So I am wondering whether by
marriage you mean something about the institutional or legal or social
arrangement of it. Do you mean some perverse effects that undermine
the basic union/commitment between people?

Unions or commitments are not ends in themselves. It doesn't make sense to 
concern oneself with whether they are undermined. Does this undermining 
cause any problems for the stuff one is actually trying to get?

Here I was just wondering what the basis is for the view Anon was
putting across (because I was aware Anon's view represented the



popperian take, or at least had seen it mentioned several times by
several people.

Or wider effects caused
when a society is composed of many marriages as basic units? It's all
possible but then I would ask whether/how your reasoning, or the
reasoning, factors in the likely reality that such family structures
go back thousands, or hundreds of thousands of years. Long enough for
psychological hardwiring to have evolved around such arrangements.

Because people are universal knowledge creators, no such "hardwiring" can be 
relevant. This is covered in BoI, and will be discussed in my interview with DD. If 
you disagree you are welcome to post a quote from BoI which you think is 
mistaken with a criticism of it.

Yeah, and this position defies common experience and scientific
evidence. IMHO it's one of the major flaws in the popperian take and
one I am most interested in perhaps oneday producing a decent enough
criticism that would actually move you  or DD or whoever. Because the
philosophy as a whole is really amazing...it's a shame to be hobbled
by these awful assumptions about human nature that have no credibility
at all IMHO. That's just where I respectfully stand.

Put differently, IMHO the less the popperian/DD position relies on
ideas about the human condition or human nature or the workings of the
brain, the more powerful the position seems to be. Likewise the more
the position relies on such ideas  the more offbase it appears to be.

Because memes evolve faster than genes, and because memes precede family 
structures, it is not the case that we have any genetic hardwiring about family 
structure.

Because genes are not creative, genetic traits are not even close to "hardwired" 
in the following sense: no interventions will change how they affect our lives. It is 
always the case that many interventions will suffice. Static problems are pretty 
easy to solve. They are intrinsically easier than many problems people are 
accustomed to facing in daily life which involve anti-rational memes which 
harness human creativity to be more effective than genes ever could be.

Hi Elliot, if you really cared about getting this right and finding



criticisms you could easily get your head into the science and other
matters and start to discover lots of view-changing criticisms. But I
don't perceive you've done this.

In other words, if family structure was genetic it would be *far easier* to alter 
than the real life situation. Memes are *harder* to deal with, not easier. And it is 
memetic.

You speak of children being coerced which I don't understand well,

The websites to read about this are:

http://fallibleideas.com/

http://www.takingchildrenseriously.com/

but
think means when they are left with conflicting explanations, but in
determining what 'works' for them, do you not think that instinct may
now have evolved around certain types of family structure

No.

and certain
types of parent figure and certain types of relationship between
figures....and that the things that affect feelings of 'security',
'happiness', 'threat' be linked to certain markers within all that
over the eons have proven good predictors?

No.

Little is being done to fix these. (With a few exceptions like Aubrey de Grey.)

Global Warming by contrast is an issue getting a great deal of
attention. More than these other issues for a smaller problem.

http://fallibleideas.com/
http://www.takingchildrenseriously.com/


Well, global warming is perhaps more suited to scientific enquiry than
the question of family structure and bringing up children. But so far
as I'm aware where there is good evidence, it looks like life outcomes
positively correlate with childhoods with two married parents.

This is scientism of the type criticized in BoI in chapter 12. See, e.g., the 
discussion of studies about happiness.

OK.

My
cynical side would probably want to mention that I bet most of the
people advocating the end of stable married relationships are
articulate, well educated, middle classed, have recieved enormous
support from the start from two loving well heeled parents and can
look forward to a nice inheritence later on as well. What happened to
people selling to others what actually worked for them instead of
theories that no one knows the effect of? Rant over.

I am the Autonomy Respecting Relationships email list owner, and a long time 
advocate (TCS list too). Are you trying to say that I am married, that I routinely 
coerce my children, or that my life does not actually work for me? And the same 
about David Deutsch? And others here?

I think you should be more careful not to get facts wrong when making 
accusations that directly apply to people.

You didn't read this point properly Elliot. I said that I bet most of
the people advocating these positions *had* a children within a stable
married structure and *as a consequence* have enjoyed benefits and
privelages that other people, like me for example, have not. So this
point had nothing to do with whether you are personally married or
have kids. Also, I admitted it was possibly cynical....so hopefully no
one's back is up about it. My question to you, is it true?

a solution [to global warming] that doesn't involve reducing emissions does not 
look likely.



This kind of prophesy is criticized in BoI. You don't know if it's "likely" or not. 
See, e.g., the discussion of Russian roulette. Technological progress can't be 
predicted in this manner, and it is not a matter of probability but human choices.

It's a prediction and it isn't only dependent on technological
advances..because we probabably have the technological capacity now.

I know there's a lot of market based arguments about oil never
running out because as supply tightens prices go up which dampens
demand and so on and so forth. But it's all spurious and misconceived,
because the reality is that economic growth is tightly bound to oil
production so that 'dampening demand' part of the equation translates
directly into dampening economic growth,

This is true, but it does not make the also-true economics points "spurious and 
misconceived". Understanding them is part of a correct understanding of the 
issue.

It makes that particular argument spurious and misconceived, in the
context it tends to get presented, which is as an argument why we
don't have to worry about something like peak oil.

The implicit claim you are making -- that running out of oil is an expected fact of 
life in the somewhat near feature -- is a mistake. We have plenty of oil/time left 
to find more sources of oil (and, yes, to invent fusion power, or persuade people 
nuclear fission power is a good idea, or otherwise use more substitute goods). 
New sources of oil (and/or power) will be found/created and will ...

Well...let me clarify. I don't know how near it is exactly. But what I
do know is that the industrial/social/economic process of switching
away from oil would probably be decades. What I suspect is that the
faster we had to do this more expensive and economically damaging it
would be. What I also suspect is that we're just not taking this issue
serious. Why I suspect that is has a lot to do with the corruption of
decision making processes by the rise of ultra-sophisticated lobbies.

read more »- Hide quoted text -



- Show quoted text -



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Western Decline; Commitment; Oil Scarcity
Date: May 1, 2011 at 9:11 AM

correction: in below paragraph  "children" = "childhood"

You didn't read this point properly Elliot. I said that I bet most of
the people advocating these positions *had* a children within a
stable
married structure and *as a consequence* have enjoyed benefits and
privelages that other people, like me for example, have not. So this
point had nothing to do with whether you are personally married or
have kids. Also, I admitted it was possibly cynical....so hopefully
no
one's back is up about it. My question to you, is it true?



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Event at the British Library
Date: May 1, 2011 at 9:16 AM

On Apr 26, 10:47 am, David Deutsch <david.deut...@qubit.org> wrote:
I have very little idea what this event will be like:

http://www.bl.uk/whatson/events/event121894.html

but it looks as though Graham Lawton, Deputy Editor of *New Scientist*, is 
going to be interviewing me about The Beginning of Infinity at the British Library 
on May 31st. And one can buy tickets.

-- David Deutsch

I nearly came....how did it go?

http://www.bl.uk/whatson/events/event121894.html


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Re: Event at the British Library
Date: May 1, 2011 at 9:40 AM

----- Original Message ----
From: hibbsa <hibbsa@yahoo.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Sent: Sun, 1 May, 2011 14:16:55
Subject: [BoI] Re: Event at the British Library

On Apr 26, 10:47 am, David Deutsch <david.deut...@qubit.org>  wrote:
I have very little idea what this event will be  like:

http://www.bl.uk/whatson/events/event121894.html

but it  looks as though Graham Lawton, Deputy Editor of *New Scientist*, is
going to be  interviewing me about The Beginning of Infinity at the British
Library on May  31st. And one can buy tickets.

-- David Deutsch

I nearly  came....how did it go?

Hasn't happened yet. There might still be tickets available.

Alan

http://www.bl.uk/whatson/events/event121894.html


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Universal knowledge creators (was Re: [BoI] Re: Western Decline; 
Commitment; Oil Scarcity)
Date: May 1, 2011 at 10:26 AM

Or wider effects caused
 when a society is composed of many marriages as basic units? It's all
possible but then I would ask whether/how your reasoning, or the
reasoning, factors in the likely reality that such family  structures
go back thousands, or hundreds of thousands of years.  Long enough for
psychological hardwiring to have evolved around  such arrangements.

Because people are universal knowledge  creators, no such "hardwiring" can 
be

relevant. This is covered in BoI, and will  be discussed in my interview with
DD. If you disagree you are welcome to post a  quote from BoI which you think 
is
mistaken with a criticism of it.

Yeah,  and this position defies common experience and scientific
evidence. IMHO it's  one of the major flaws in the popperian take and
one I am most interested in  perhaps oneday producing a decent enough
criticism that would actually move  you  or DD or whoever. Because the
philosophy as a whole is really  amazing...it's a shame to be hobbled
by these awful assumptions about human  nature that have no credibility
at all IMHO. That's just where I respectfully  stand.

That's not a criticism.

Could you post a specific argument instead of just saying you disagree?

Alan



From: Michael Golding <mlionson428@yahoo.com>
Subject: [BoI] Universal Knowledge Creators
Date: May 1, 2011 at 12:52 PM

Because people are universal knowledge  creators, no such "hardwiring" can be
relevant. This is covered in BoI, and will  be discussed in my interview with
DD. If you disagree you are welcome to post a  quote from BoI which you think is 
mistaken with a criticism of it
Elliot Temple

One corrects errors in one's rendering of reality by conjecturing and refuting. If 
the rate at which one corrects errors in one's rendering (by conjecturing and 
refuting) is slower than the relevant changes occurring in the environment that 
one is rendering, one's model of reality will deteriorate over time.

For example we die of cancer because we cannot accurately enough render and 
correct the multiplying errors in our body as fast as they are created.

Similarly, when we cannot accurately enough render and correct the multiplying 
errors occurring in the rendering apparatus itself, errors proliferate and we 
become delusional.  We suffer a mental death.

Our genetics certainly effects the speed at which we can process and model 
reality, so our genes can cause the proliferation of errors, like cancer and 
delusions.  Saying that our environment and our learning can also be responsible 
does not diminish the power of maladaptive genes to create problems for people.

Ultimately enough knowledge will solve these problems and make our genes less 
relevant and ultimately irrelevant.  But we are not there, yet.
Michael Golding



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Western Decline; Commitment; Oil Scarcity
Date: May 1, 2011 at 1:49 PM

On May 1, 2011, at 6:07 AM, hibbsa wrote:

On Apr 30, 10:19 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 26, 2011, at 2:29 AM, hibbsa wrote:

On Apr 26, 3:19 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Mon, Apr 25, 2011 at 4:02 PM, hibbsa <hib...@yahoo.com> wrote:
But right now I think that the West itself is facing a major crisis
borne of a build-up of systemic problems that for political or
ideological reasons have not been properly understood. The problem
IMHO is that when challenges go unaddressed and build up like this,
the resulting complexity eventually becomes incomphensible to anyone,
and the prospects of dealing with them go downhill fast in a situation
like that. This is why I think multi-domain philosophies such as that
being developed by DD are so important going forward. But the test is
whether such philosophies are able to clarify what the issues are,
both in practice and in the abstract, and then provide practical
guidance in terms of, how do we understand this situation, and what
steps do we take next, or what sort of steps. Or as with the criteria
of 'good' explanation, what sort of criteria are we looking for in
steps going forward.

The West, like all societies, has many systemic problems.

The West, unlike most societies, has less systemic problems than it
used to: it improves and fixes some.

Well, true, but the West is also in massive, unprecedented, relative
decline.

What decline?



Hi ET - relative decline....it's what Britain was in between about
1860 and 1980. It's when other societies are becoming richer more
quickly than you. Of course this is always occuring to some extent,
through maybe 'catch up'. But what is happening now is unprecedented.
China is going to pass the US in absolute terms in the next few years.
The same story is true in general viewed between the East and the
West. What is the popperian understanding of this phenonomen?

I meant: What relative decline?

It sounds like you mean: the "relative decline" consists of China and other 
countries adopting more Western values and making progress. I see that as a 
good, not a bad, thing. It is progress, it makes people's lives better, it does not 
harm me, and it is a vindication of Western values.

One way to look at this would be through the concept of cakes
getting larger, but then we can also ask whether the West has a
competitive answer to the question of how it will be paying its way in
the world,

Increasingly with knowledge rather than human labor.

This has been the popular answer but it isn't actually very useful or
instructive. What sort of knowledge can the West create more
competively than the East?

Pretty much every single type of mental knowledge. From iPad designs to 
medicines to new theories of physics to new styles of architecture to art to 
inventions.

And also applied knowledge: automation for factories and homes, use of logistics 
knowledge and efficient production, etc...

The single issue of writing high quality software is one of the most important, and 
most knowledge based, issues. The more we move forward, the more that a large 
portion of all work will be in software. And the leaders in that will be the rational 
thinkers. Whatever country has the best parenting and educational practices will 



lead. (Not that countries should compete or it matters what group leads.)

As we move forward, thinking oriented jobs like scientist, philosopher, writer, will 
not lose out. But manual labor type work will get automated. All the boring jobs 
are the ones that will go away.

Interesting jobs will only go away when a new idea renders them obsolete and 
therefore boring.

Life hurts. Not all kinds of hurt have an answer that wouldn't create
even more hurt in other ways.

This is the opposite of what BoI says. See DD's tablets saying "problems are 
inevitable" and "problems are soluble" and see the principle of optimism. Please 
provide a criticism of DD's position instead of mere contradiction.

So I am wondering whether by
marriage you mean something about the institutional or legal or social
arrangement of it. Do you mean some perverse effects that undermine
the basic union/commitment between people?

Unions or commitments are not ends in themselves. It doesn't make sense to 
concern oneself with whether they are undermined. Does this undermining 
cause any problems for the stuff one is actually trying to get?

Here I was just wondering what the basis is for the view Anon was
putting across (because I was aware Anon's view represented the
popperian take, or at least had seen it mentioned several times by
several people.

A Popperian view doesn't have a basis. Popperian epistemology rejects 
foundationalism.

Or wider effects caused
when a society is composed of many marriages as basic units? It's all
possible but then I would ask whether/how your reasoning, or the
reasoning, factors in the likely reality that such family structures
go back thousands, or hundreds of thousands of years. Long enough for



psychological hardwiring to have evolved around such arrangements.

Because people are universal knowledge creators, no such "hardwiring" can 
be relevant. This is covered in BoI, and will be discussed in my interview with 
DD. If you disagree you are welcome to post a quote from BoI which you think 
is mistaken with a criticism of it.

Yeah, and this position defies common experience and scientific
evidence. IMHO it's one of the major flaws in the popperian take and
one I am most interested in perhaps oneday producing a decent enough
criticism that would actually move you  or DD or whoever. Because the
philosophy as a whole is really amazing...it's a shame to be hobbled
by these awful assumptions about human nature that have no credibility
at all IMHO.

What do you mean no credibility? In my understanding, all the best thinkers have 
thought along these lines. Godwin, Popper, Rand, Burke, Socrates, Xenophanes, 
DD, Feynman, and Mises. Also, btw, Heinlein (I liked his stories where he 
illustrates changes in people's supposed "nature" actually happening in 
characters).

Arguments from authority are not arguments. But also: our side has a proud and 
long history, and denying that is a factual mistake.

That's just where I respectfully stand.

Put differently, IMHO the less the popperian/DD position relies on
ideas about the human condition or human nature or the workings of the
brain, the more powerful the position seems to be. Likewise the more
the position relies on such ideas  the more offbase it appears to be.

Yes we rely on ideas. This is as it should be. And having an epistemology, we 
have ideas about how knowledge is created. And given some minimal well known 
facts about how people create a broad variety of knowledge, then we know from 
our epistemology that people are using one of the abstract processes capable of 
doing that, and not a process that is incapable.

Because memes evolve faster than genes, and because memes precede 
family structures, it is not the case that we have any genetic hardwiring about 



family structure.

Because genes are not creative, genetic traits are not even close to 
"hardwired" in the following sense: no interventions will change how they affect 
our lives. It is always the case that many interventions will suffice. Static 
problems are pretty easy to solve. They are intrinsically easier than many 
problems people are accustomed to facing in daily life which involve anti-
rational memes which harness human creativity to be more effective than 
genes ever could be.

Hi Elliot, if you really cared about getting this right and finding
criticisms you could easily get your head into the science and other
matters and start to discover lots of view-changing criticisms. But I
don't perceive you've done this.

I have been unable to find anything compelling so far. You, and everyone else I've 
asked, has been unable to provide anything compelling.

Since you don't know anything compelling, you should (like me) not be 
persuaded.

a solution [to global warming] that doesn't involve reducing emissions does 
not look likely.

This kind of prophesy is criticized in BoI. You don't know if it's "likely" or not. 
See, e.g., the discussion of Russian roulette. Technological progress can't be 
predicted in this manner, and it is not a matter of probability but human 
choices.

It's a prediction and it isn't only dependent on technological
advances..because we probabably have the technological capacity now.

BoI classifies it as a prophesy not a prediction. Please provide a criticism of BoI's 
stance or accept it.

The implicit claim you are making -- that running out of oil is an expected fact 
of life in the somewhat near feature -- is a mistake. We have plenty of oil/time 
left to find more sources of oil (and, yes, to invent fusion power, or persuade 



people nuclear fission power is a good idea, or otherwise use more substitute 
goods). New sources of oil (and/or power) will be found/created and will ...

Well...let me clarify. I don't know how near it is exactly. But what I
do know is that the industrial/social/economic process of switching
away from oil would probably be decades. What I suspect is that the
faster we had to do this more expensive and economically damaging it
would be. What I also suspect is that we're just not taking this issue
serious. Why I suspect that is has a lot to do with the corruption of
decision making processes by the rise of ultra-sophisticated lobbies.

I addressed this in my last email: the only way to know *when* it is efficient to 
restructure capital to use less oil is to look at the information from the market and 
to have individual oil users make decisions based on oil prices and their self-
interest.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universal Knowledge Creators
Date: May 1, 2011 at 2:07 PM

On May 1, 2011, at 9:52 AM, Michael Golding wrote:

Because people are universal knowledge  creators, no such "hardwiring" can 
be
relevant. This is covered in BoI, and will  be discussed in my interview with
DD. If you disagree you are welcome to post a  quote from BoI which you think 
is mistaken with a criticism of it

Elliot Temple

One corrects errors in one's rendering of reality by conjecturing and refuting. If 
the rate at which one corrects errors in one's rendering (by conjecturing and 
refuting) is slower than the relevant changes occurring in the environment that 
one is rendering, one's model of reality will deteriorate over time.

For example we die of cancer because we cannot accurately enough render 
and correct the multiplying errors in our body as fast as they are created.

Similarly, when we cannot accurately enough render and correct the multiplying 
errors occurring in the rendering apparatus itself, errors proliferate and we 
become delusional.  We suffer a mental death.

Our genetics certainly effects the speed at which we can process and model 
reality, so our genes can cause the proliferation of errors, like cancer and 
delusions.  Saying that our environment and our learning can also be 
responsible does not diminish the power of maladaptive genes to create 
problems for people.

Ultimately enough knowledge will solve these problems and make our genes 
less relevant and ultimately irrelevant.  But we are not there, yet.

I agree about cancer. But there's different senses of "relevant" at play here.

Genes are relevant to our lives. For example, they help determine whether I need 
glasses. I could have to spend more hours of my life working, and more hours 
wiping glass with cloth, just due to some genes. (Of course there's alternatives: 



e.g. work more but wipe glass less with Lasik.)

What genes don't do is present insurmountable problems. They don't present 
hardwired (unchangeable) issues. With knowledge, including technology, we can 
reduce the effect of any genes we don't like arbitrarily close to zero. And with 
enough knowledge we'll have enough wealth doing that will be so cheap it's non-
problematic. And this is while staying in human type bodies that use genes 
without considering building new bodies or not using bodies.

What Hibbsa had spoken of is a supposed hardwiring making people inherently 
adapted to particular family structures. In other words, saying that our genes may 
prevent us from changing the institution of marriage and some of our child rearing 
practices. But because we can understand different ideas in this realm, we aren't 
stuck. There's nothing a gene can actually do to make us need a particular family 
structure. That's different than cancer. A gene can do something to make us need 
a particular medicine. But making us need married parents is beyond their power. 
They have no mechanism by which to manage that.

If we were not universal knowledge creators and if epistemology was different, 
then genes that made us need married parents would be possible. In that counter 
factual scenario, it could be the case that some problems are insoluble including 
the problems of living with unmarried parents while possessing particular genes. 
But real life isn't like that; that is incompatible with epistemology.

When people get stuck and chronically fail to solve mental problems, such as 
emotionally coping with unmarried parents, this is in practice always due to 
memes not genes. They are not hardwired. They are something different: they 
are parasites that harness our own creativity against us. Static things like genes 
are not such a terribly big deal (with issues like cancer being some of the worst, 
and yes quite serious. But the role of that kind of thing is diminishing and hasn't 
got a ton of fundamental significance.) Anti-rational memes are fundamentally 
harder to deal with. And the way they do that has nothing to do with being 
hardwired and everything to do with containing highly adapted/evolved 
knowledge and even mechanisms to make changes (so rather than being 
hardwired they actually change during their lifetime. That means you're fighting a 
*moving target* which is fundamentally harder.)

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: [BoI] Universal Knowledge Creators
Date: May 1, 2011 at 7:41 PM

In that counter factual scenario, it could be the case that some problems are 
insoluble including the problems of living with unmarried parents while 
possessing particular genes. But real life isn't like that; that is incompatible with 
epistemology.

Elliot Temple

As I said, genes and the structure of our brain (and/or learning) can make a given 
individual progressively more delusional.  Therefore they can cause problems 
with a whole lot of things, including potentially living with unmarried (or married) 
parents!

Michael Golding

What genes don't do is present insurmountable problems.

Elliot Temple

For a given individual they can. They can create cancer or cause delusions.

Michael Golding



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Problems (was: Universal Knowledge Creators)
Date: May 1, 2011 at 8:13 PM

On May 1, 2011, at 4:41 PM, Michael Golding wrote:

What genes don't do is present insurmountable problems.

Elliot Temple

For a given individual they can. They can create cancer or cause delusions.

I think this statement is relying on ambiguity in the English language about the 
word "problem".

There are two different ambiguities I have in mind.

The first is between general problems and individual problems. Death is obviously 
a problem in general. People die. Not good. Should be fixed. However, is it an 
individual problem as MG implies with the cancer example?

Sometimes it is and sometimes it is not. Some people are happy to die. Some do 
it on purpose (for reasons other than depression or euthanasia). Some are 
content with it. Some don't think about it. Some people "come to terms" with 
death, and some don't.

While it's obvious that death is a problem in general, it's not necessarily a 
problem for individuals.

And, here's the important part: solving individual problems does not require 
solving the general problem. We don't have to cure cancer and offer everyone 
immortality for people to have a good attitude towards death. We don't have to 
cure cancer for individuals to be happy. Death is only a problem for individuals if 
they don't want it and it happens anyway. But if there is no way to avoid death 
available, they shouldn't mind it happening. They can take a rational attitude. 
They can understand that the general solvability of problems doesn't mean that 
all solutions we imagine for the future are available today, and they can prefer a 
way forward that is available today.



And so, individual problems are soluble. Any preference that creates an insoluble 
problem is irrational, and is also soluble by the method of changing that 
preference.

The second ambiguity of the word "problem" is between coercive and non-
coercive problems. Problems can be *good things* or *bad things*. For example, 
the problem of working out a theory of quantum gravity is a *good problem*. It's 
not hurting anyone. It's a positive part of life. People enjoy it. We *need* problems 
of that type: a problem-free life would be boring and would itself be a problem (of 
the *bad* kind!).

Bad problems are those that hurt people. They are the problems we address not 
for their own sake but because they hurt us and we want to get rid of them.

Bad problems affect individuals *only*. They aren't general problems. Only good 
problems can be general. However, there can be individual bad problems linked 
to good general problems. This can confuse people.

Immortality research is addressing both kinds of problems. Scientific problems 
are good, general problems. But people don't like dying and that's the bad, 
individual type.

Good problems are not always solved within any individual's life time. That's no 
big deal and implies nothing whatsoever about the inevitability of people having 
unsolved bad problems.

Death need not be a bad problem. It need not hurt. If one takes a rational attitude, 
he will want to use ways to deal with death which are available, and not cry over 
the unavailability of the ones he imagines for the future. He won't suffer for not 
living in the future. No one can live in the future; that's impossible and we 
shouldn't suffer for no having the impossible. Only problems that are possible to 
solve are legitimate; the rest need to be solved by changing one's preferences to 
rational preferences.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Problems (was: Universal Knowledge Creators)
Date: May 1, 2011 at 10:41 PM

. No one can live
in the future; that's impossible and we shouldn't suffer for
no having the impossible. Only problems that are possible to
solve are legitimate; the rest need to be solved by changing
one's preferences to rational preferences.

-- Elliot Temple
http://fallibleideas.com/

Ok. Let's assume that you are right that with enough ability to correct errors in 
our thinking it is rational, possible and good not to be individually bothered by 
death.

But a mind succumbing to delusions (because of aberrant genes or other 
problems) is not able to error-correct rapidly enough about an increasingly large 
number of things.  So such a person will not be able to error-correct rapidly 
enough to not feel pain and suffering.
Michael Golding

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problems (was: Universal Knowledge Creators)
Date: May 1, 2011 at 11:12 PM

On May 1, 2011, at 7:41 PM, Michael Golding wrote:

. No one can live
in the future; that's impossible and we shouldn't suffer for
no having the impossible. Only problems that are possible to
solve are legitimate; the rest need to be solved by changing
one's preferences to rational preferences.

-- Elliot Temple
http://fallibleideas.com/

Ok. Let's assume that you are right that with enough ability to correct errors in 
our thinking it is rational, possible and good not to be individually bothered by 
death.

But a mind succumbing to delusions (because of aberrant genes or other 
problems) is not able to error-correct rapidly enough about an increasingly large 
number of things.  So such a person will not be able to error-correct rapidly 
enough to not feel pain and suffering.
Michael Golding

Do you agree about the cancer case, and all cases except for mental illness 
related issues?

We've already had a several year discussion about mental illness related issues. 
If you want to reopen that, please propose a plan for making progress in the 
discussion or addressing the dozens of arguments that DD and I already made. 
What shall we do differently than last time?

-- Elliot Temple
http://curi.us/

http://fallibleideas.com/
http://curi.us/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Problems (was: Universal Knowledge Creators)
Date: May 2, 2011 at 9:20 AM

You seem to be of the assumption that David Deutsch agrees with you that 
biological abnormalities can not cause delusions.
Michael Golding

--- On Sun, 5/1/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problems (was: Universal Knowledge Creators)
To: beginning-of-infinity@googlegroups.com
Date: Sunday, May 1, 2011, 11:12 PM

On May 1, 2011, at 7:41 PM, Michael Golding wrote:

. No one can live
in the future; that's impossible and we shouldn't

suffer for
no having the impossible. Only problems that are

possible to
solve are legitimate; the rest need to be solved

by changing
one's preferences to rational preferences.

-- Elliot Temple
http://fallibleideas.com/

Ok. Let's assume that you are right that with
enough ability to correct errors in our thinking it is
rational, possible and good not to be individually bothered
by death.

But a mind succumbing to delusions (because of
aberrant genes or other problems) is not able to
error-correct rapidly enough about an increasingly large
number of things.  So such a person will not be able to
error-correct rapidly enough to not feel pain and

http://fallibleideas.com/


suffering.
Michael Golding

Do you agree about the cancer case, and all cases except
for mental illness related issues?

We've already had a several year discussion about mental
illness related issues. If you want to reopen that, please
propose a plan for making progress in the discussion or
addressing the dozens of arguments that DD and I already
made. What shall we do differently than last time?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Problems (was: Universal Knowledge Creators)
Date: May 2, 2011 at 9:27 AM

On May 1, 2011, at 7:41 PM, Michael Golding wrote:

. No one can live
in the future; that's impossible and we shouldn't

suffer for
no having the impossible. Only problems that are

possible to
solve are legitimate; the rest need to be solved

by changing
one's preferences to rational preferences.

-- Elliot Temple
http://fallibleideas.com/

Ok. Let's assume that you are right that with
enough ability to correct errors in our thinking it is
rational, possible and good not to be individually bothered
by death.

But a mind succumbing to delusions (because of
aberrant genes or other problems) is not able to
error-correct rapidly enough about an increasingly large
number of things.  So such a person will not be able to
error-correct rapidly enough to not feel pain and
suffering.

Michael Golding

Do you agree about the cancer case, and all cases except
for mental illness related issues?

We've already had a several year discussion about mental
illness related issues. If you want to reopen that, please
propose a plan for making progress in the discussion or
addressing the dozens of arguments that DD and I already

http://fallibleideas.com/


made. What shall we do differently than last time?

-- Elliot Temple
http://curi.us/

Sorry. Top post!
You seem to be of the assumption that David Deutch agrees with you.  And that 
he needs to do something different to agree with me.
Michael Golding

http://curi.us/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Event at the British Library
Date: May 2, 2011 at 3:16 PM

On May 1, 2:40 pm, Alan Forrester <alan_forrest...@yahoo.co.uk> wrote:
----- Original Message ----

From: hibbsa <hib...@yahoo.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Sent: Sun, 1 May, 2011 14:16:55
Subject: [BoI] Re: Event at the British Library

On Apr 26, 10:47 am, David Deutsch <david.deut...@qubit.org>  wrote:
I have very little idea what this event will be  like:

http://www.bl.uk/whatson/events/event121894.html

but it  looks as though Graham Lawton, Deputy Editor of *New Scientist*, is
going to be  interviewing me about The Beginning of Infinity at the British
Library on May  31st. And one can buy tickets.

-- David Deutsch

I nearly  came....how did it go?

Hasn't happened yet. There might still be tickets available.

Alan- Hide quoted text -

- Show quoted text -

lol oh yeah!

http://www.bl.uk/whatson/events/event121894.html


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Western Decline; Commitment; Oil Scarcity
Date: May 2, 2011 at 3:18 PM

On May 1, 6:49 pm, Elliot Temple <c...@curi.us> wrote:
On May 1, 2011, at 6:07 AM, hibbsa wrote:

On Apr 30, 10:19 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 26, 2011, at 2:29 AM, hibbsa wrote:

On Apr 26, 3:19 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Mon, Apr 25, 2011 at 4:02 PM, hibbsa <hib...@yahoo.com> wrote:
But right now I think that the West itself is facing a major crisis
borne of a build-up of systemic problems that for political or
ideological reasons have not been properly understood. The problem
IMHO is that when challenges go unaddressed and build up like this,
the resulting complexity eventually becomes incomphensible to anyone,
and the prospects of dealing with them go downhill fast in a situation
like that. This is why I think multi-domain philosophies such as that
being developed by DD are so important going forward. But the test is
whether such philosophies are able to clarify what the issues are,
both in practice and in the abstract, and then provide practical
guidance in terms of, how do we understand this situation, and what
steps do we take next, or what sort of steps. Or as with the criteria
of 'good' explanation, what sort of criteria are we looking for in
steps going forward.

The West, like all societies, has many systemic problems.

The West, unlike most societies, has less systemic problems than it
used to: it improves and fixes some.

Well, true, but the West is also in massive, unprecedented, relative



decline.

What decline?

Hi ET - relative decline....it's what Britain was in between about
1860 and 1980. It's when other societies are becoming richer more
quickly than you. Of course this is always occuring to some extent,
through maybe 'catch up'. But what is happening now is unprecedented.
China is going to pass the US in absolute terms in the next few years.
The same story is true in general viewed between the East and the
West. What is the popperian understanding of this phenonomen?

I meant: What relative decline?

It sounds like you mean: the "relative decline" consists of China and other 
countries adopting more Western values and making progress. I see that as a 
good, not a bad, thing. It is progress, it makes people's lives better, it does not 
harm me, and it is a vindication of Western values.

One way to look at this would be through the concept of cakes
getting larger, but then we can also ask whether the West has a
competitive answer to the question of how it will be paying its way in
the world,

Increasingly with knowledge rather than human labor.

This has been the popular answer but it isn't actually very useful or
instructive. What sort of knowledge can the West create more
competively than the East?

Pretty much every single type of mental knowledge. From iPad designs to 
medicines to new theories of physics to new styles of architecture to art to 
inventions.

And also applied knowledge: automation for factories and homes, use of 
logistics knowledge and efficient production, etc...



The single issue of writing high quality software is one of the most important, 
and most knowledge based, issues. The more we move forward, the more that 
a large portion of all work will be in software. And the leaders in that will be the 
rational thinkers. Whatever country has the best parenting and educational 
practices will lead. (Not that countries should compete or it matters what group 
leads.)

As we move forward, thinking oriented jobs like scientist, philosopher, writer, will 
not lose out. But manual labor type work will get automated. All the boring jobs 
are the ones that will go away.

Interesting jobs will only go away when a new idea renders them obsolete and 
therefore boring.

Life hurts. Not all kinds of hurt have an answer that wouldn't create
even more hurt in other ways.

This is the opposite of what BoI says. See DD's tablets saying "problems are 
inevitable" and "problems are soluble" and see the principle of optimism. Please 
provide a criticism of DD's position instead of mere contradiction.

So I am wondering whether by
marriage you mean something about the institutional or legal or social
arrangement of it. Do you mean some perverse effects that undermine
the basic union/commitment between people?

Unions or commitments are not ends in themselves. It doesn't make sense to 
concern oneself with whether they are undermined. Does this undermining 
cause any problems for the stuff one is actually trying to get?

Here I was just wondering what the basis is for the view Anon was
putting across (because I was aware Anon's view represented the
popperian take, or at least had seen it mentioned several times by
several people.

A Popperian view doesn't have a basis. Popperian epistemology rejects 
foundationalism.



Or wider effects caused
when a society is composed of many marriages as basic units? It's all
possible but then I would ask whether/how your reasoning, or the
reasoning, factors in the likely reality that such family structures
go back thousands, or hundreds of thousands of years. Long enough for
psychological hardwiring to have evolved around such arrangements.

Because people are universal knowledge creators, no such "hardwiring" can 
be relevant. This is covered in BoI, and will be discussed in my interview with 
DD. If you disagree you are welcome to post a quote from BoI which you 
think is mistaken with a criticism of it.

Yeah, and this position defies common experience and scientific
evidence. IMHO it's one of the major flaws in the popperian take and
one I am most interested in perhaps oneday producing a decent enough
criticism that would actually move you  or DD or whoever. Because the
philosophy as a whole is really amazing...it's a shame to be hobbled
by these awful assumptions about human nature that have no credibility
at all IMHO.

What do you mean no credibility? In my understanding, all the best thinkers 
have thought along these lines. Godwin, Popper, Rand, Burke, Socrates, 
Xenophanes, DD, Feynman, and Mises. Also, btw, Heinlein (I liked his stories 
where he illustrates changes in people's supposed "nature" actually happening 
in characters).

Arguments from authority are not arguments. But also: our side has a proud and 
long history, and denying that is a factual mistake.

That's just where I respectfully stand.

Put differently, IMHO the less the popperian/DD position relies on
ideas about the human condition or human nature or the workings of the
brain, the more powerful the position seems to be. Likewise the more
the position relies on such ideas  the more offbase it appears to be.



Yes we rely on ideas. This is as it should be. And having an epistemology, we 
have ideas about how knowledge is created. And given some minimal well 
known facts about how people create a broad variety of knowledge, then we 
know from our epistemology that people are using one of the abstract processes 
capable of doing that, and not a process that is incapable.

Because memes evolve faster than genes, and because memes precede 
family structures, it is not the case that we have any genetic hardwiring about 
family structure.

Because genes are not creative, genetic traits are not even close to 
"hardwired" in the following sense: no interventions will change how they 
affect our lives. It is always the case that many interventions will suffice. 
Static problems are pretty easy to solve. They are intrinsically easier than 
many problems people are accustomed to facing in daily life which involve 
anti-rational memes which harness human creativity to be more effective than 
genes ever could be.

Hi Elliot, if you really cared about getting this right and finding
criticisms you could easily get your head into the science and other
matters and start to discover lots of view-changing criticisms. But I
don't perceive you've done this.

I have been unable to find anything compelling so far. You, and everyone else 
I've asked, has been unable to provide anything compelling.

Since you don't know anything compelling, you should (like me) not be 
persuaded.

a solution [to global warming] that doesn't involve reducing emissions does 
not look likely.

This kind of prophesy is criticized in BoI. You don't know if it's "likely" or not. 
See, e.g., the discussion of Russian roulette. Technological progress can't be 
predicted in this manner, and it is not a matter of probability but human 
choices.



It's a prediction and it isn't only dependent on technological
advances..because we probabably have the technological capacity now.

BoI classifies it as a prophesy not a prediction. Please provide a criticism of 
BoI's stance or accept it.

The implicit claim you are making -- that running out of oil is an expected fact 
of life in the somewhat near feature -- is a mistake. We have plenty of oil/time 
left to find more sources of oil (and, yes, to invent fusion power, or persuade 
people nuclear fission power is a good idea, or otherwise use more substitute 
goods). New sources of oil (and/or power) will be found/created and will ...

Well...let me clarify. I don't know how near it is exactly. But what I
do know is that the industrial/social/economic process of switching
away from oil would probably be decades. What I suspect is that the
faster we had to do this more expensive and economically damaging it
would be. What I also suspect is that we're just not taking this issue
serious. Why I suspect that is has a lot to do with the corruption of
decision making processes by the rise of ultra-sophisticated lobbies.

I addressed this in my last email: the only way to know *when* it is efficient to 
restructure capital to use less oil is to look at the information from the market 
and to ...

read more »- Hide quoted text -
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Ah I dunno Elliot. I think I need to step back for a bit to think. To
be honest the revelation of the denial of climate science has been a
major blow. I need to absorb that one before getting into other
things, because otherwise I would be risking allowing my unresolved
feelings about that to leak in.
Rgds,
Al



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Details of a Popper Proof
Date: May 2, 2011 at 4:46 PM

Realism and the Aim of Science, p xxxviii

Given:
p(e,b) ≠ 1 [Evidence that isn't a necessary truth]
p(e,h1b) = p(e,h2b) = 1  [Hypotheses h1 and h2 that the evidence follows from, 
given the background]
p(a,bc) = p(ab,c)/p(b,c)  [Bayes' Theorem]

Then

R12 (prior) = p(h1b)/p(h2b)
R12 (posterior) = p(h1,eb)/p(h2,eb)

[The ratios of the probabilities of h1 and h2 before and after the evidence.]

And from this it follows that

R12 (prior) = R12 (posterior)

[The evidence had no affect on the ratios of the probabilities of the hypotheses. 
And this is a general result for all hypotheses fitting the premises above.]

That's what Popper says. I wanted to prove it. Popper says it follows almost 
imediately using Bayes' theorem. So:

p(h1,eb) = p(h1e,b)/p(e,b)
p(h2,eb) = p(h2e,b)/p(e,b)

R12 (posterior) = p(h1e,b)/p(e,b) / p(h2e,b)/p(e,b) = p(h1e,b)p(e,b) / 
p(h2e,b)p(e,b) = p(h1e,b) / p(h2e,b)

The prior has no comma in it. How am I going to get that? I'll add a dummy term, 
c, which just means 1.

R12 (prior) = p(h1b,c)/p(h2b,c) [add dummy term]
p(ab,c) = p(a,bc)p(b,c) [minor algebra on Bayes]



Now we can substitue and get:

R12 (prior) = p(h1,bc)p(b,c) / p(h2,bc)p(b,c) = p(h1,bc)/p(h2,bc) = [remove 
dummy term] p(h1,b)/p(h2,b)

So we have now:

prior: p(h1,b)/p(h2,b)
posterior: p(h1e,b)/p(h2e,b)

Looking at Bayes again tells us (here h1 or h2 is substituted in for the "b" in 
Bayes' theorem. The evidence e gets the "a" slot.)

p(h1,b) = p(h1e,b)/p(e,h1b)
p(h2,b) = p(h2e,b)/p(e,h2b)

From the original premises we know those denominators p(e,h1b) and p(e,h2b) 
are equal to 1. So we have:

p(h1,b) = p(h1e,b)
p(h2,b) = p(h2e,b)

Using those, substitute into the prior or posterior to get the other one. They are 
equal.

Conclusion: as Popper says, the increase in posterior probabilities when taking 
into account evidence is an illusion. Whatever prior you make up, the probabilities 
of all non-refuted hypotheses stay in the same ratio. In other words, for all 
hyptheses which imply the evidence, the evidence doesn't affect anything.

This is a simple, thorough and conclusive refutation of Bayesian epistemology. 
Ironically it relies heavily on Bayes' theorem.

Their only ways out are to lose interest in theories that imply evidence (falsifiable, 
aka scientific, theories) or to latch on to the following point: the theories that do 
not imply the evidence are updated differently than the ones that do. And 
dishonestly claim that is what they were talking about all along.

-- Elliot Temple



http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ancient Greek Anti-Empiricism
Date: May 2, 2011 at 5:31 PM

But in fact, we know nothing from having seen it; for the truth is hidden in the 
deep.

- Democritus

In particular:

we know nothing from having seen it

The word "deep" here is vague. I suspect it's not a good translation that doesn't 
capture the full meaning of the original. Or alternatively, we only have a small 
fragment of the original text, so the context and full meaning are lost.

The translation is from a German author (Diels) who mistranslated a bunch of 
Xenophanes fragments. So the quality can be expected to be terrible. 
Unfortunately, even the clearer part could easily be a mistranslation. However it 
lacks the subtle internal evidence that normally signals mistranslations (for 
professionals like Diels, they are normally caused by bad philosophy rather than 
insufficient linguistic skill).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] What Doesn't Exist
Date: May 2, 2011 at 5:51 PM

I recently mentioned that both relationships and commitments do not exists as 
things-in-themselves.

In _Realism and the Aim of Science_ (page 5), Popper makes a similar point: 
scientific method does not exist.

He means several things by this. He says:

my subject does not exist because subject matters in general do not exist

He says there are no branches of learning but only (individual) problems.

He says subjects are an administrative unit favored by school administrators and 
that their myth has harmed students. (He doesn't quite specify how. One way is it 
misleads them into disregarding problems they suppose are outside their 
subject.)

This is similar to what I said. Subjects like "chemistry" are descriptive terms to 
describe groups of related problems. Subjects play some organizational role and 
subject names can be convenient for referring to problem groups. But that's all 
they are. They aren't things with any meaning or force in their own right. They 
don't do anything; they are human constructs like *labels*.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Western Decline; Commitment; Oil Scarcity
Date: May 2, 2011 at 6:12 PM

On May 2, 8:18 pm, hibbsa <hib...@yahoo.com> wrote:
On May 1, 6:49 pm, Elliot Temple <c...@curi.us> wrote:

On May 1, 2011, at 6:07 AM, hibbsa wrote:

On Apr 30, 10:19 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 26, 2011, at 2:29 AM, hibbsa wrote:

On Apr 26, 3:19 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Mon, Apr 25, 2011 at 4:02 PM, hibbsa <hib...@yahoo.com> wrote:
But right now I think that the West itself is facing a major crisis
borne of a build-up of systemic problems that for political or
ideological reasons have not been properly understood. The problem
IMHO is that when challenges go unaddressed and build up like this,
the resulting complexity eventually becomes incomphensible to anyone,
and the prospects of dealing with them go downhill fast in a situation
like that. This is why I think multi-domain philosophies such as that
being developed by DD are so important going forward. But the test is
whether such philosophies are able to clarify what the issues are,
both in practice and in the abstract, and then provide practical
guidance in terms of, how do we understand this situation, and what
steps do we take next, or what sort of steps. Or as with the criteria
of 'good' explanation, what sort of criteria are we looking for in
steps going forward.

The West, like all societies, has many systemic problems.

The West, unlike most societies, has less systemic problems than it
used to: it improves and fixes some.

Well, true, but the West is also in massive, unprecedented, relative
decline.

What decline?



Hi ET - relative decline....it's what Britain was in between about
1860 and 1980. It's when other societies are becoming richer more
quickly than you. Of course this is always occuring to some extent,
through maybe 'catch up'. But what is happening now is unprecedented.
China is going to pass the US in absolute terms in the next few years.
The same story is true in general viewed between the East and the
West. What is the popperian understanding of this phenonomen?

I meant: What relative decline?

It sounds like you mean: the "relative decline" consists of China and other 
countries adopting more Western values and making progress. I see that as a 
good, not a bad, thing. It is progress, it makes people's lives better, it does not 
harm me, and it is a vindication of Western values.

One way to look at this would be through the concept of cakes
getting larger, but then we can also ask whether the West has a
competitive answer to the question of how it will be paying its way in
the world,

Increasingly with knowledge rather than human labor.

This has been the popular answer but it isn't actually very useful or
instructive. What sort of knowledge can the West create more
competively than the East?

Pretty much every single type of mental knowledge. From iPad designs to 
medicines to new theories of physics to new styles of architecture to art to 
inventions.

And also applied knowledge: automation for factories and homes, use of 
logistics knowledge and efficient production, etc...

The single issue of writing high quality software is one of the most important, 
and most knowledge based, issues. The more we move forward, the more that 
a large portion of all work will be in software. And the leaders in that will be the 
rational thinkers. Whatever country has the best parenting and educational 
practices will lead. (Not that countries should compete or it matters what group 



leads.)

As we move forward, thinking oriented jobs like scientist, philosopher, writer, 
will not lose out. But manual labor type work will get automated. All the boring 
jobs are the ones that will go away.

Interesting jobs will only go away when a new idea renders them obsolete and 
therefore boring.

Life hurts. Not all kinds of hurt have an answer that wouldn't create
even more hurt in other ways.

This is the opposite of what BoI says. See DD's tablets saying "problems are 
inevitable" and "problems are soluble" and see the principle of optimism. 
Please provide a criticism of DD's position instead of mere contradiction.

So I am wondering whether by
marriage you mean something about the institutional or legal or social
arrangement of it. Do you mean some perverse effects that undermine
the basic union/commitment between people?

Unions or commitments are not ends in themselves. It doesn't make sense 
to concern oneself with whether they are undermined. Does this 
undermining cause any problems for the stuff one is actually trying to get?

Here I was just wondering what the basis is for the view Anon was
putting across (because I was aware Anon's view represented the
popperian take, or at least had seen it mentioned several times by
several people.

A Popperian view doesn't have a basis. Popperian epistemology rejects 
foundationalism.

Or wider effects caused
when a society is composed of many marriages as basic units? It's all
possible but then I would ask whether/how your reasoning, or the
reasoning, factors in the likely reality that such family structures
go back thousands, or hundreds of thousands of years. Long enough for



psychological hardwiring to have evolved around such arrangements.

Because people are universal knowledge creators, no such "hardwiring" can 
be relevant. This is covered in BoI, and will be discussed in my interview 
with DD. If you disagree you are welcome to post a quote from BoI which 
you think is mistaken with a criticism of it.

Yeah, and this position defies common experience and scientific
evidence. IMHO it's one of the major flaws in the popperian take and
one I am most interested in perhaps oneday producing a decent enough
criticism that would actually move you  or DD or whoever. Because the
philosophy as a whole is really amazing...it's a shame to be hobbled
by these awful assumptions about human nature that have no credibility
at all IMHO.

What do you mean no credibility? In my understanding, all the best thinkers 
have thought along these lines. Godwin, Popper, Rand, Burke, Socrates, 
Xenophanes, DD, Feynman, and Mises. Also, btw, Heinlein (I liked his stories 
where he illustrates changes in people's supposed "nature" actually happening 
in characters).

Arguments from authority are not arguments. But also: our side has a proud 
and long history, and denying that is a factual mistake.

That's just where I respectfully stand.

Put differently, IMHO the less the popperian/DD position relies on
ideas about the human condition or human nature or the workings of the
brain, the more powerful the position seems to be. Likewise the more
the position relies on such ideas  the more offbase it appears to be.

Yes we rely on ideas. This is as it should be. And having an epistemology, we 
have ideas about how knowledge is created. And given some minimal well 
known facts about how people create a broad variety of knowledge, then we 
know from our epistemology that people are using one of the abstract 
processes capable of doing that, and not a process that is incapable.

Because memes evolve faster than genes, and because memes precede 
family structures, it is not the case that we have any genetic hardwiring 



about family structure.

Because genes are not creative, genetic traits are not even close to 
"hardwired" in the following sense: no interventions will change how they 
affect our lives. It is always the case that many interventions will suffice. 
Static problems are pretty easy to solve. They are intrinsically easier than 
many problems people are accustomed to facing in daily life which involve 
anti-rational memes which harness human creativity to be more effective 
than genes ever could be.

Hi Elliot, if you really cared about getting this right and finding
criticisms you could easily get your head into the science and other
matters and start to discover lots of view-changing criticisms. But I
don't perceive you've done this.

I have been unable to find anything compelling so far. You, and everyone else 
I've asked, has been unable to provide anything compelling.

Since you don't know anything compelling, you should (like me) not be 
persuaded.

a solution [to global warming] that doesn't involve reducing emissions does 
not look likely.

This kind of prophesy is criticized in BoI. You don't know if it's "likely" or not. 
See, e.g., the discussion of Russian roulette. Technological progress can't 
be predicted in this manner, and it is not a matter of probability but human 
choices.

It's a prediction and it isn't only dependent on technological
advances..because we probabably have the technological capacity now.

BoI classifies it as a prophesy not a prediction. Please provide a criticism of 
BoI's stance or accept it.

The implicit claim you are making -- that running out of oil is an expected 
fact of life in the somewhat near feature -- is a mistake. We have plenty of 
oil/time left to find more sources of oil (and, yes, to invent fusion power, or 



persuade people nuclear fission power is a good idea, or otherwise use 
more substitute goods). New sources of oil (and/or power) will be 
found/created and will ...

Well...let me clarify. I don't know how near it is exactly. But what I
do know is that the industrial/social/economic process of switching
away from oil would probably be decades. What I suspect is that the
faster we had to do this more expensive and economically damaging it
would be. What I also suspect is that we're just not taking this issue
serious. Why I suspect that is has a lot to do with the corruption of
decision making processes by the rise of ultra-sophisticated lobbies.

I addressed this in my last email: the only way to know *when* it is efficient to 
restructure capital to use less oil is to look at the information from the market 
and to ...

read more »- Hide quoted text -
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Ah I dunno Elliot. I think I need to step back for a bit to think. To
be honest the revelation of the denial of climate science has been a
major blow. I need to absorb that one before getting into other
things, because otherwise I would be risking allowing my unresolved
feelings about that to leak in.
Rgds,
Al

ok I'm over it now



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Universal Knowledge Creators
Date: May 2, 2011 at 6:28 PM

On May 1, 5:52 pm, Michael Golding <mlionson...@yahoo.com> wrote:
Because people are universal knowledge  creators, no such "hardwiring" can be
relevant. This is covered in BoI, and will  be discussed in my interview with
DD. If you disagree you are welcome to post a  quote from BoI which you think 
is mistaken with a criticism of it
Elliot Temple

One corrects errors in one's rendering of reality by conjecturing and refuting. If 
the rate at which one corrects errors in one's rendering (by conjecturing and 
refuting) is slower than the relevant changes occurring in the environment that 
one is rendering, one's model of reality will deteriorate over time.

For example we die of cancer because we cannot accurately enough render 
and correct the multiplying errors in our body as fast as they are created.

Similarly, when we cannot accurately enough render and correct the multiplying 
errors occurring in the rendering apparatus itself, errors proliferate and we 
become delusional.  We suffer a mental death.

Our genetics certainly effects the speed at which we can process and model 
reality, so our genes can cause the proliferation of errors, like cancer and 
delusions.  Saying that our environment and our learning can also be 
responsible does not diminish the power of maladaptive genes to create 
problems for people.

Ultimately enough knowledge will solve these problems and make our genes 
less relevant and ultimately irrelevant.  But we are not there, yet.
Michael Golding

Hi Michael/Elliot,

The AGW area probably amounts to one of my 'buttons'...a subject I
have some residual frustration about which leads me to write long and
boring posts in a mildy intemperate fashion. But this area I am in a
better 'place' regarding. As things stand it's something I don't agree
with you/DD about, but at the same time I recognize I don't yet



understand fully why you take the position you do. So...if you are
willing...can I ask some questions that help me understand? You are of
course quite within your rights to say "no, bugger off and read the
book". :O)

OK...I like the definition of humans as knowledge creators. What I
find very difficult is this idea about being universal, and the
consequences that then get derived backward about the human condition.
Examples would be that humans therefore "can't" still have evolved
social instincts. That humans must have the same genetic potential for
intelligence. And so on.

What I was wondering was whether you/Elliot/DD would be willing to try
to explain this situation from an evolutionary rather than popperian
standpoint. I mean, you don't dispute that we have evolved, so
presumably anything that is true from the popperian standpoint, must
be true in parallel in evolutionary terms.

So my questions would be:

(a) Is there an argument that the ancesters of humans never evolved
social instincts and behaviours similar to other apes?

(b) I appreciate that the philosophy has it that when humans became
knowledge creators this was a major step change and not some further
point on a continuum. But in terms of, say population genetics, how
does this come about. What the series of adaptations are that result
in the big step change happening, they all presumably have to wash
right through the human species, right?

So, given what is currently known about the history of human
ancesters, when did this presumably complex sequence of adaptations
take place, such that all human races benefited from the same
adaptations and became knowledge creators? Except for very recently,
there probably quite little interbreeding between the various human
groups for many thousands of years. Therefore, is the argument that
humans became universal knowledge creators in Africa before any
migrations to the rest of the world?

But even that poses problems because Africa is the most ethnically



diverse of any place on Earth, which is as you'd expect if people had
been there longer. So in order for the same set of adaptations to
benefit every african the 'event' must have occured much further
back?

Rgds,
Al



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Rare Earth & universality
Date: May 2, 2011 at 7:22 PM

An answer to this would be strongly appreciated if anyone has the
time!!!!!

On Apr 29, 1:38 pm, hibbsa <hib...@yahoo.com> wrote:
I deleted the previous post about this because I can ask my question
about universality more simply:

If it turned out complex life in the universe only happened on planets
essentially the same as Earth (big Moon, magnetic field, oceans,
tectonic plates etc etc), would this be an instance of universality in
the same sense that, say, how knowledge is created is universal?

The main reason I am asking is to now just to clarify what
universality actually means.

For instance, can universality of something be the result of
constraints on the different ways that thing can happen? In which case
theoretically a really inelegant, ineffective and unimportant process
could be universal if ways that particular thing could happen was
constrained to just that one?

Or is the status of being universal positively linked to attributes of
the process, such as elegance, importance and so on?



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Mistakes
Date: May 2, 2011 at 7:32 PM

On Apr 29, 8:43 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 28, 2011, at 8:59 PM, hibbsa wrote:

On Apr 29, 3:12 am, Elliot Temple <c...@curi.us> wrote:
We Popperians let mistakes die *in our place*.

We don't stand by them. Instead we change our mind. The mistaken idea 
dies but we live on with a new idea. *We stop being wrong*.

We don't feel that we lose anything by conceding mistakes. Rather we gain: 
we are no longer mistaken. We don't "go down with the ship" but abandon 
sinking ships and move on.

That is the rational way. It is the way of improvement.

-- Elliot Templehttp://curi.us/

That's so a brilliant and eloquent way to put it Elliot. It's really
appreciated and a good reminder why I keep showing up on these lists
despite apparently objecting/dissenting/moaning about everything.

I can recognize that with your philosophy you chaps are dramatically
more able to actualize these aspirations than other people who perhaps
see the importance but lack the tools to begin seeing their beliefs
not as intrinsic to their identity but acquired memes that need to
earn their keep.

Do you think there's a potential to perhaps use DD's two other stands,
the MWI and computing ideas, to further hardwire fallibalism/criticism

http://curi.us/


into the progression of the philosophy?

We do not wish to hardwire anything. We wish everything to always remain soft: 
open to error correction, changes, improvements, reforms.

Hi Elliot - sure, but sometimes it's possible to hard wire or
constrain things at a structural level in such way things are even
more powerful and flexible within. One possible example would be
object orientated programming vs. what came before.

For example, a project to symbolically or graphically, say in a
network, represent the origination of individual discoveries and how
different discoveries interrelate and so on. Then maybe move toward,
for each new addition create new instances of the representation not
only for that addition but perhaps for its opposite, and maybe even
for possible alternatives or caveats and so on?

It wouldn't necessarily come to anything, but possibilities I can
imagine would include progress toward some sort of symbolic language
or method capable of facilitating the separation of concepts into
structures of memes, so eventually coming to define what a meme
actually is.

We know what a meme is: it is an idea which replicates.

What we don't know is precisely what are some memes. For example 
Christianity involves multiple memes. We don't have a list. We don't often know 
where one meme starts and another ends.

But surely one line of enquiry should be how to nail down how concepts
are broken into memes. If memes are real and have enduring importance,
wouldn't it be the case that they need to be indivisible in some way?
I appreciate the problem of how does a concept break down is hugely
involved...but projects that begin to bump into the problems are
surely a good thing in developing this philosophy?

Some memes are rational and some are anti-rational. We sometimes don't know 



which are which.

On a different subject, if irrational memes exist then what is the
objection to the possibility of there being approaches and strategies
for 'planting' such memes onto people? I am now referring back to the
question of whether people can be influenced with ideas without being
aware of it, and can actually take those ideas on board and believe in
them: even if the ideas are irrational, and/or are distortions of the
truth and/or are deliberately devised so as to undermine knowledge
creation.
Irrational memes are hostile to the creation of knowledge
creation......so what is stopping them being planted on people
deliberately, if there is an ecnomic or other interest in undermining
knowlege creation in a specific area or a specific direction?

Also toward automation of the process of explanation/
criticism for example maybe good explanations would come to be
associated with the appearance or recurrence of abstract network
structures/characteristics.

Could be a fun software project for popperian programmers maybe. But
more seriously, at root I think I'm suggesting that having the
principle of fallibalism/criticism is only half the challenge. The
other half is how are those principles preserved in time and space in
terms of the expansion of hte philosophy into new ground. IMHO that's
a question that cannot be answered by yet more principles. It is
inherently a structural challenge and so the solution has to also be
structural.

The way to "automate" explanation/criticism is to write an AI (AGI) program. It 
can't be done by "dumb" software. However AI won't be automatic anymore 
than human thought.

There is a great deal of scope to apply Popperian insights to new ground. For 
example, it can be applied to parenting, schooling, relationships and politics. 
This is already being done and has borne fruit.

You say these areas have borne fruit. I would read into that, that



something has broken out of the philosophical domain into the
practical domain. Is this what you mean? Have trials taken place wrt
taking children seriously approaches? Have things been done that are
measurable?

-- Elliot Templehttp://fallibleideas.com/- Hide quoted text -

- Show quoted text -
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From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Why I come here, and why apparently negative
Date: May 2, 2011 at 8:03 PM

One reason why I'm here is that for a long time before being here I
had been very interested in the question of the nature of the
scientific method and how strongly coupled empiricism was to that. I
think my motivation was events occuring at the frontier of fundamental
physics. Many things point to a 'megaverse' outside our universe, and
this raises the question of whether/how humans are ever going to
realize the dream of fully knowing reality. I appreciate that framing
things in this way, as 'fully knowing' contradicts something DD says,
but I don't mean it necessarily like that. Maybe what I mean is
something more to do with the rate of discovery. How are we going to
discover ever more about the megaverse outside, at a rate of progress
that isn't doomed to being ever slower?

Anyway, it seemed a worthy challenge to pursue so in splendid
isolation this issue became my 'personal' little project for when I'm
not doing the day job.  Over time I felt I developed some really good
ideas for an objective-discovery methodology free from the contraint
of empiricism,  and went a long way to exampling it.  Now, one of my
personal, I suppose, pipe dreams is that after I'm suitably rich
enough, I will return to university and spend 20 years developing my
methodology onto a solid falsifiable scientific basis.

One of the major challenges in doing this would be, how do I bridge
all my stuff that was developed in isolation, into something more
mainstream. When I discovered the popperian/DD approach I became very
excited because although it was very different, there were some really
important similarities, or I suspected so. This opens up the
possibility that maybe, just maybe, if I get back to uni I would be
able to actually use the DD methods to develop my own method. The
respectability and beneift about being able to say "For my basic
approach here I am using the DD 4 strands" or whatever is beyond
estimation.

But then I discovered that although there could be this amazing
suitability to what I want to do, there are some striking differences
in what DD's approach discovers as compared to my approach. Thus I've
become totally fixated on the things I don't agree with....trying to



understand what it is about this philosphy that makes it (from my
perspectivre) so damn RIGHT in terms of all the basic principles and
approaches and disciplines and yet down the line get things so wrong
(as I currently see it). Mainly when I think of what's wrong, it
always seems to come back to issues of the human condition and human
nature.

In fact, the way I currently see, the philosophy/approach is the more
brilliant the less there is any dependence on insights about human
nature, and conversely the more off-base the more there is dependence
on insights about human nature.

Anyway...this is just a quick explanation of why I tend to be rather
negative when I do contribute. It's not because I'm negative about the
ideas...I think they are brilliant and I would like to even use them
one day. I wouldn't be here if I thought the ideas were fundamentally
wrong, because what would be the point in that? But I have to focus on
the negatives, even if I am so far totally unsuccessful in finding a
good way to express where it is I think the philosophy is going wrong.
I KNOW it's vastly more likely I will discover I was going wrong. But
until I can frame the criticism and get a satisfying answer, I can't
accept that.

I will keep trying, from time to time :O)



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: What Doesn't Exist
Date: May 2, 2011 at 8:22 PM

On May 2, 10:51 pm, Elliot Temple <c...@curi.us> wrote:
I recently mentioned that both relationships and commitments do not exists as 
things-in-themselves.

In _Realism and the Aim of Science_ (page 5), Popper makes a similar point: 
scientific method does not exist.

He means several things by this. He says:

my subject does not exist because subject matters in general do not exist

He says there are no branches of learning but only (individual) problems.

He says subjects are an administrative unit favored by school administrators 
and that their myth has harmed students. (He doesn't quite specify how. One 
way is it misleads them into disregarding problems they suppose are outside 
their subject.)

This is similar to what I said. Subjects like "chemistry" are descriptive terms to 
describe groups of related problems. Subjects play some organizational role 
and subject names can be convenient for referring to problem groups. But that's 
all they are. They aren't things with any meaning or force in their own right. They 
don't do anything; they are human constructs like *labels*.

-- Elliot Templehttp://curi.us/

Hi Elliot - I find these points slightly confusing compared to my
current (embyonic) understanding of what Popper's work contributed.
So.....I see a chance to be straightened out if you have the time. I
will say what I thought Popper was all about.

I thought his focus was discovering what the essentials of the
scientific method actually are, and that his contribution was to
assign relative centrality to various concepts such as 'empiricism',
'data', 'theory' and so on to the essential nature of that method? I
thought that his work was to elevate explanation/criticism above all

http://curi.us/


the other views, as being the most fundamental expression of the
method? Doesn't all this implicitly mean that he acknowledge there is
such thing as a 'scientific method' that unifies all scientific work?



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Event at the British Library
Date: May 2, 2011 at 8:24 PM

On May 2, 8:16 pm, hibbsa <hib...@yahoo.com> wrote:
On May 1, 2:40 pm, Alan Forrester <alan_forrest...@yahoo.co.uk> wrote:

----- Original Message ----
From: hibbsa <hib...@yahoo.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Sent: Sun, 1 May, 2011 14:16:55
Subject: [BoI] Re: Event at the British Library

On Apr 26, 10:47 am, David Deutsch <david.deut...@qubit.org>  wrote:
I have very little idea what this event will be  like:

http://www.bl.uk/whatson/events/event121894.html

but it  looks as though Graham Lawton, Deputy Editor of *New Scientist*, is
going to be  interviewing me about The Beginning of Infinity at the British
Library on May  31st. And one can buy tickets.

-- David Deutsch

I nearly  came....how did it go?

Hasn't happened yet. There might still be tickets available.

Alan- Hide quoted text -

- Show quoted text -

lol oh yeah!- Hide quoted text -

http://www.bl.uk/whatson/events/event121894.html


damn, not in uk at that time

- Show quoted text -



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: What Doesn't Exist
Date: May 3, 2011 at 3:26 AM

On May 2, 2011, at 5:22 PM, hibbsa wrote:

On May 2, 10:51 pm, Elliot Temple <c...@curi.us> wrote:
I recently mentioned that both relationships and commitments do not exists as 
things-in-themselves.

In _Realism and the Aim of Science_ (page 5), Popper makes a similar point: 
scientific method does not exist.

He means several things by this. He says:

my subject does not exist because subject matters in general do not exist

He says there are no branches of learning but only (individual) problems.

He says subjects are an administrative unit favored by school administrators 
and that their myth has harmed students. (He doesn't quite specify how. One 
way is it misleads them into disregarding problems they suppose are outside 
their subject.)

This is similar to what I said. Subjects like "chemistry" are descriptive terms to 
describe groups of related problems. Subjects play some organizational role 
and subject names can be convenient for referring to problem groups. But 
that's all they are. They aren't things with any meaning or force in their own 
right. They don't do anything; they are human constructs like *labels*.

-- Elliot Templehttp://curi.us/

Hi Elliot - I find these points slightly confusing compared to my
current (embyonic) understanding of what Popper's work contributed.
So.....I see a chance to be straightened out if you have the time. I
will say what I thought Popper was all about.

I thought his focus

http://curi.us/


This was not an explanation of Popper's focus but one minor (in the scheme of 
things) point.

was discovering what the essentials of the scientific method actually are,

No, that's not his focus either. Popper worked out how *all* knowledge can be 
created, not just scientific knowledge.

and that his contribution was to
assign relative centrality to various concepts such as 'empiricism',
'data', 'theory' and so on to the essential nature of that method?

No, empiricism is a mistake, as explained in BoI.

It's the inductivists who are data-obsessed empiricists, not us.

As DD has pointed out in both his books, most theories *even in empirical 
science* are rejected *with no testing*.

I
thought that his work was to elevate explanation/criticism above all
the other views, as being the most fundamental expression of the
method?

They are central to epistemology. Also fallibilism is.

They are not above other views. That is a justificationist way of thinking about it, 
in which ideas are imagined to have more/less of *something good* (justification), 
and the better ones are above in that way.

Rather, all the rivals have been refuted by criticism. So it's the only theory left. 
This does away with a continuum of "goodness" (justification).

Doesn't all this implicitly mean that he acknowledge there is
such thing as a 'scientific method' that unifies all scientific work?

No. The general methods of epistemology are not particular to science. And they 
don't comprise a method in the usual meaning of the word. "Correct errors with 
criticism" is not a method in the same sense as like, "Step 1: Observe gnomes. 



Step 2: Lunch break. Step 3: Visit Macy's to buy more underwear. Step 4: Induce. 
Step 5: New theory of quantum gravity" or whatever it is that inductivists claim to 
do.

If you check out the book I was referring to, you can find further discussion of 
what Popper was saying about this. I was only discussing one aspect of his point 
because it related to a point of my own.

This is, btw, an example of how agreement can lead to interesting discussion. I 
replied to something Popper said that I agreed with.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Mistakes
Date: May 3, 2011 at 3:27 AM

On May 2, 2011, at 4:32 PM, hibbsa wrote:

On Apr 29, 8:43 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 28, 2011, at 8:59 PM, hibbsa wrote:

On Apr 29, 3:12 am, Elliot Temple <c...@curi.us> wrote:
We Popperians let mistakes die *in our place*.

We don't stand by them. Instead we change our mind. The mistaken idea 
dies but we live on with a new idea. *We stop being wrong*.

We don't feel that we lose anything by conceding mistakes. Rather we gain: 
we are no longer mistaken. We don't "go down with the ship" but abandon 
sinking ships and move on.

That is the rational way. It is the way of improvement.

-- Elliot Templehttp://curi.us/

That's so a brilliant and eloquent way to put it Elliot. It's really
appreciated and a good reminder why I keep showing up on these lists
despite apparently objecting/dissenting/moaning about everything.

I can recognize that with your philosophy you chaps are dramatically
more able to actualize these aspirations than other people who perhaps
see the importance but lack the tools to begin seeing their beliefs
not as intrinsic to their identity but acquired memes that need to
earn their keep.

Do you think there's a potential to perhaps use DD's two other stands,
the MWI and computing ideas, to further hardwire fallibalism/criticism
into the progression of the philosophy?

http://curi.us/


We do not wish to hardwire anything. We wish everything to always remain 
soft: open to error correction, changes, improvements, reforms.

Hi Elliot - sure, but sometimes it's possible to hard wire or
constrain things at a structural level in such way things are even
more powerful and flexible within. One possible example would be
object orientated programming vs. what came before.

OOP is a good example of why we should not hard wire.

Many, many not-so-skilled programmers know OOP (at least in a superficial way). 
They think it's amazing or something. It's OK (btw it's easy to implement in 100 
lines of lisp). It's one design paradigm of many. It's not always appropriate. It's 
over-rated and people overlook alternatives.

What people ought to do, if they want to be good programmers, is to understand 
programming in a more general way that isn't constrained within an OOP-only 
point of view.

This illustrates the general danger of trying to constrain the paradigm within which 
people think: that paradigm may well be incomplete! Or flawed!

A second danger is that the wrong version of something gets made a structural 
constraint. e.g. the kind of OOP found in java gets popular even thought CLOS is 
far better. And so the OOP most people know and advocate is not even the best 
kind of OOP.

Then to cope with the structural problems caused by Java-style OOP, we get 
things like Design Patterns which are a band aid over bad thinking. Instead of 
fixing the underlying problem, they throw design patterns on top of it.

This is one of the many reasons that a large proportion of software development 
fails.

We know what a meme is: it is an idea which replicates.

What we don't know is precisely what are some memes. For example 
Christianity involves multiple memes. We don't have a list. We don't often know 
where one meme starts and another ends.



But surely one line of enquiry should be how to nail down how concepts
are broken into memes. If memes are real and have enduring importance,
wouldn't it be the case that they need to be indivisible in some way?
I appreciate the problem of how does a concept break down is hugely
involved...but projects that begin to bump into the problems are
surely a good thing in developing this philosophy?

Yes, I was suggesting such a project rather than a "what is a meme?" project.

Some memes are rational and some are anti-rational. We sometimes don't 
know which are which.

On a different subject, if irrational memes exist

Of course anti-rational (static) memes exist, unless anyone has a criticism of DD's 
arguments on the matter (now published in BoI, but predating it by far).

then what is the
objection to the possibility of there being approaches and strategies
for 'planting' such memes onto people?

None, except: they can only be planted in this way with more skill than anyone 
possesses, or in accordance with a pre-existing anti-rational meme tradition. One 
can't, say, invent a product (or religion) and then also invent and implant memes 
(of this type) to get people to buy it.

One of the main features of these memes is that they evolved and are now highly 
adapted. They contain a lot of knowledge. It can't be done without that massive 
amount of knowledge.

Also, btw, most (all?) anti-rational memes rely on various things happening to 
people during childhood. Most are transmitted during childhood. Mostly by 
parents or things parents choose to let their children interact with.

I am now referring back to the
question of whether people can be influenced with ideas without being
aware of it, and can actually take those ideas on board and believe in
them: even if the ideas are irrational, and/or are distortions of the
truth and/or are deliberately devised so as to undermine knowledge



creation.

Yes, people are constantly, unknowingly influenced by anti-rational memes, such 
as the ones about marriage. But not by, say, "TV" or "advertisements" (except to 
the extent those things are merely communication mediums for the memes that 
predate them).

Note the areas that anti-rational memes are the strongest are those most closely 
related to parenting behaviors, because those are the areas that have the most 
affect on what memes children are exposed to. Also they can only be strong in 
*old* areas, nothing modern.

BTW "parenting behaviors" are not the same thing as "parenting theories" like 
people discuss. What matters is what people do, and say *to their children*, not 
what they say they are doing to other adults. And certainly not the reasons they 
tell themselves for why they do it.

Courtship rituals are highly relevant too, because they help determine *who 
parents with who*.

Irrational memes are hostile to the creation of knowledge
creation......so what is stopping them being planted on people
deliberately, if there is an ecnomic or other interest in undermining
knowlege creation in a specific area or a specific direction?

Too hard by an order of magnitude or three (just how many is not known).

There is a great deal of scope to apply Popperian insights to new ground. For 
example, it can be applied to parenting, schooling, relationships and politics. 
This is already being done and has borne fruit.

You say these areas have borne fruit. I would read into that, that
something has broken out of the philosophical domain into the
practical domain. Is this what you mean?

I meant Popperian epistemology resulted in good ideas in those particular fields.

But yes practical achievements resulted too. Genuinely good ideas always result 
in practical achievements (eventually at least, but usually soon).



Have trials taken place wrt taking children seriously approaches? Have things 
been done that are measurable?

No. That would be scientism, as opposed in BoI.

It would also be immoral to treat children as experiments, and to violate their 
privacy.

Also, deciding in advance on what a good outcome would be would contradict the 
approach we advocate, which is not about causing children to have the attributes 
the parents (or culture) favor, but ones of their own choosing which are not 
predictable in advance for a creative person.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Re: Mistakes
Date: May 3, 2011 at 11:11 AM

On 3 May 2011, at 08:27, Elliot Temple <curi@curi.us> wrote:

OOP is a good example of why we should not hard wire.

Many, many not-so-skilled programmers know OOP (at least in a superficial 
way). They think it's amazing or something. It's OK (btw it's easy to implement in 
100 lines of lisp). It's one design paradigm of many. It's not always appropriate. 
It's over-rated and people overlook alternatives.

What people ought to do, if they want to be good programmers, is to understand 
programming in a more general way that isn't constrained within an OOP-only 
point of view.

This illustrates the general danger of trying to constrain the paradigm within 
which people think: that paradigm may well be incomplete! Or flawed!

A second danger is that the wrong version of something gets made a structural 
constraint. e.g. the kind of OOP found in java gets popular even thought CLOS 
is far better. And so the OOP most people know and advocate is not even the 
best kind of OOP.

What's CLOS?

Why is it better than OOP?

I think you have sometimes said that knowing stuff about programming can be 
helpful for understanding epistemology: is this one of the issues relevant to 
epistemology?

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Universal Knowledge Creators
Date: May 3, 2011 at 12:58 PM

On May 2, 2011, at 3:28 PM, hibbsa wrote:

What I was wondering was whether you/Elliot/DD would be willing to try
to explain this situation from an evolutionary rather than popperian
standpoint. I mean, you don't dispute that we have evolved, so
presumably anything that is true from the popperian standpoint, must
be true in parallel in evolutionary terms.

We biologically evolved. But biological evolution did not create the contents of our 
minds. Evolutionary theory doesn't answer questions about that, but 
epistemology does. (Evolution is still relevant, via the theory of evolutionary 
epistemology.)

So my questions would be:

(a) Is there an argument that the ancesters of humans never evolved
social instincts and behaviours similar to other apes?

We don't consider apes to have "social instincts", where that term refers to the 
same kind of thing humans have or do.

Apes have instincts -- which 100% determine what they do -- which is different 
than the word "instinct" applied to people (human "instincts" or "intuitions" or "gut 
feelings" are more like vague guidelines, and optional to listen to. And most are 
cultural.). Those ape instincts are "social" in the minimal sense that they evolved 
to function in groups.

But this is not like human social institutions which depend on ideas.

Suppose humans once had what apes have -- and they did, since they were apes 
-- that wouldn't be relevant because at some point humans stopped being 
controlled by instincts. And there is no conversion mechanism where genes for 
instincts suddenly start coding for *ideas* capable of making sense in a human 
mind. Rather, they get rendered irrelevant.

When we got minds -- and, yes, free will -- all those genetic behavior controls got 



left behind and obsoleted.

There was a transition period which is tricky. It consisted of something like this: 
everything genes used to control, anti-rational memes took over control of.

Since then it's been all about dealing with *memes not genes*.

There is nothing at all counter-intuitive about this, in any way way common sense 
cares about. Anti-rational meme caused problems are *harder* to deal with than 
genetic ones, not easier. So take homosexuality. It is a meme not a gene. It is 
also a choice, technically. But none of that changes the basic facts: memes can 
be *very* hard to change, and that is why people fail to change their sexual 
orientation. And memes are commonly entrenched before age 5 (I just picked a 
random low number, the specifics aren't known well), and they can be "chosen" 
sub-consciously, so that is why people don't remember choosing to be gay.

The meme theory explains the situation better. The reason people are keen on 
attributing it to genes is:

1) they want something they see as set in stone in order to explain the huge 
difficulty of changing it. they think that is genes, but memes are actually harder to 
address than genes are.

2) they want to take away moral responsibility (for, e.g., being gay). this has a lot 
of truth to it: don't blame people for the memes they were indoctrinated with in 
early childhood.

3) they want science or reason to apply. and it does, via memes which are a 
logical not mystical thing.

Meme theory meets common sense requirements *better*, rather than being 
some weird theory difficult to reconcile with people's existing ideas.

So, given what is currently known about the history of human
ancesters, when did this presumably complex sequence of adaptations
take place, such that all human races benefited from the same
adaptations and became knowledge creators? Except for very recently,
there probably quite little interbreeding between the various human
groups for many thousands of years. Therefore, is the argument that



humans became universal knowledge creators in Africa before any
migrations to the rest of the world?

Yes. Evolve once, spread out second.

But even that poses problems because Africa is the most ethnically
diverse of any place on Earth, which is as you'd expect if people had
been there longer. So in order for the same set of adaptations to
benefit every african the 'event' must have occured much further
back?

It could have been limited to a small group initially, which then thrived and spread.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: [BoI] Universal Knowledge Creators
Date: May 3, 2011 at 4:32 PM

hibssa said,
What I was wondering was whether you/Elliot/DD would be willing to try
to explain this situation from an evolutionary rather than popperian
standpoint. I mean, you don't dispute that we have evolved, so
presumably anything that is true from the popperian standpoint, must
be true in parallel in evolutionary terms.

A person’s hardware and learning can affect processing speed and no doubt 
evolution had a role in designing the architecture responsible for that. But as long 
as a person can create knowledge, it is possible for that knowledge to contain 
truth from the universal laws of physics and this knowledge can therefore apply to 
situations that the knowledge was not intended to apply to.  So, for example, 
learning to increase the speed of a particular type of machine can teach us how 
to eliminate speed limitations imposed by genetically designed hardware in our 
brain.

I think your idea is quite right that evolution is very relevant.  Potential new 
knowledge is created by random change (mutation) and recombination (with 
previous knowledge) with subsequent error correction in our minds (a form of 
evolution!).  Most mutations create more errors, not more knowledge, but since 
there is also no limit on the amount of error correction that can in principle occur, 
new knowledge can increasingly contain more and more truth-content (because 
mutations and recombination of knowledge can randomly alight on explanations 
with greater truth content.)

Nonetheless, our genetics, learning, and hardware can limit us, in the short-term.  
I have explained how biological dysfunction can even cause spreading delusions 
(false beliefs) that destroy a mind, just as cancer can destroy a body.  This occurs 
when our (to some extent unconscious) reality rendering-apparatus creates errors 
faster than we can consciously correct them, because we don’t know how to 
control the mutation rate of aspects of our (partly unconscious) reality-rendering 
apparatus and we don’t currently know how to indefinitely increase our conscious 
error-correction rate.

And when enough knowledge is destroyed by this, we may not know even that 
we need to control these rates, since insight about our condition is also a type of 



knowledge! Loss of knowledge creates worsening conjectures and therefore 
decreased ability to solve problems in the future, just as increasing knowledge 
creates improving conjectures. So the message of BOI, as I see it, is not that 
biological factors/evolutionary factors can not influence us. Surely they can. 
Obviously when we cannot control the rate of some things happening to us (a 
meteor storm hitting the planet tomorrow, cancer spreading in our bodies, a 
realty-rendering apparatus that makes too many errors per time), our physical 
and mental well-being can be endangered.  Doing the impossible and surviving 
the impossible is not the message of BOI.

The important thing is that most people are not stuck in a loop of spreading 
delusions and (to the best of our knowledge!) a cosmic disaster from afar is not 
about to destroy our planet!  Most people can create new knowledge. Therefore 
knowledge-creators (most of us) can (given enough time) fully understand and 
modify anything with an ultimately limited repertoire, like a gene, a meteor that 
can hit us, or an irrational social custom.  After all, if we do not like the effect of a 
gene, with enough knowledge we can simply eliminate it.

So it is not that our genes, irrational social institutions, or material objects can not 
influence us, it is rather that nothing that is rigid and ultimately non-adapting  (like 
meteors, fundamentalist religion, and genes) can ultimately compete with a 
knowledge that can adapt and reach into universal truth.

And when we can reach into universal truth, nothing is impossible, except that 
which is restricted by the universal laws of physics.



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Epistemology and Discussion and Learning
Date: May 4, 2011 at 5:03 AM

Fantastic post.

On 23 April 2011 09:19, Elliot Temple <curi@curi.us> wrote:
Here are some ideas I think are important:

- No problem is too small to address (If it's genuinely small, addressing it may 
be quick and easy. But just ignoring it is unwise.)

What if it's boring?

- Rationally deciding to delay dealing with something is a (temporary) solution. 
Nothing wrong with that, in general. But in conversations, setting aside several 
issues to try to talk about something more advanced than them usually does not 
work. How could it? Agree about the small stuff first. It's easier than the hard 
stuff! If that's too much trouble, the hard stuff is way too hard.

- Every little bit of progress should be treasured.

- Miscommunication and misunderstanding is extremely common. 
Approximately once or twice per sentence, for most discussion of difficult or 
controversial topics, for arguments, or for any philosophy.

If most people reading this post will have about 137 misunderstandings
(that's a lot!), should one be concerned about getting any information
through? Or are the misunderstandings mostly little ones? Or are a few
misunderstandings okay so long as you don't completely misunderstand
everything?

In order to understand this post, given the number of
misunderstandings possible, should one go through it point-by-point
and try to think of questions or counter-examples?

If one can't think of anything to say/ask, what are they doing wrong?
What if they think they agree -- how do they think of stuff to say
then?



- Every little bit of clarity should be prized.

- A major reason most philosophical and political discussions fail to reach 
agreement is that they attempt overly ambitious goals: agreeing about large 
conclusions straight away. But it's quite hard to create agreement on those while 
still disagreeing about many subsidiary issues. Creating agreement on smaller 
issues is both easier to succeed at and also a good first step towards bigger 
agreement.

- Progress and reform should be gradual. Skipping steps is very hard. How 
hard? To get a sense of the ballpark: DD or Feynman can get away with it, 
*occasionally*, but often not.

- People who seem really impressive get there by the same methods other 
people can make progress with: learning one little thing at a time. Being 
sufficiently modest and humble to be happy with that kind of learning, instead of 
thinking one is ready for more advanced things immediately, is one of the ways 
they get more advanced than others...

Sometimes you're reading a long article with lots of stuff to take in
(e.g. this post). How does that fit into 'learning one little thing at
a time'?

- Feynman is a good example. He would use simple methods such as taking 
what people say and thinking of an example. Any old example. Then when they 
say something else, change the example to fit. That is something anyone could 
do! It's just a basic technique to try to understand what people are saying. Yet 
it's far more effective than what most people do. It's pretty modest: it doesn't try 
to just magically have all the answers. It just tries to create a mental aid for 
understanding the other guy better. That is the kind of thing we should be 
looking to do. The kind of thing we should be happy with, and find useful, and 
actually use, instead of thinking we're too smart for it. The smartest people do 
that kind of thing; it's the dumb people who try to think without the aid of such 
things.

- Example of Feynman way: the guy says red, so you think of a barn. He says 
metal, so you make it some rusted iron instead. He says circular, so you make it 
a sphere. He says it has dots, so you add some white paint. Then he says, "So 
it has to be either a cow or, very unlikely, a UFO." And you say: "But couldn't it 
also be a rusted iron ball with some paint splotches remaining?" And he says, 



"Wow, how'd you come up with that? I didn't see any other possibilities." I think 
that captures the character of the examples Feynman gave. They weren't rocket 
science. People think this kind of stuff sounds simple and obvious, yet they don't 
do it well. Apparently it takes a genius to apply simple and obvious techniques in 
real life.

Often they don't understand the thing well enough to make their own
example to begin with. They don't get past the first step of knowing
what it's about. But school has trained them to pretend they do.

- One of the ways people fail to do this kind of thing is: they forget some of the 
details. The example is an aid to remember details, but it's not guarantee at all. 
The example partly consists of the stuff the guy said, but partly random stuff you 
made up. And you have to remember which is which!

- Another way people fail at this is they don't pay close enough attention in the 
first place. They skip over parts of what the other guy said. Or they try to get the 
general gist instead of actually listening.

- Many people openly and explicitly argue that the approach I'm advocating is 
bad. For example on the website Less Wrong various people told me that 
making mistakes is irrelevant and that one should simply fix the other guy's 
argument and move on without making a big deal about it, and without ever 
asking him to agree that your corrected version is better than what he said. I see 
this as skipping steps: try to take short cuts that increase the rate of 
misunderstanding. They see it as trivially easy.

- Many people think it's pedantic to discuss in a methodical way. But it's not 
really. Slow and careful is the only way that effectively bridges the massive 
difficulty that is communication between different world views.

- Here is how people seem to experience communication being easier than it is, 
and get the wrong idea: they talk with people who share a world view with them. 
This is not actually communicating much: they agreed in advance of talking! All 
they do is state some conclusions imprecisely, and then the other guy agrees, 
and they think that communication isn't that hard! Then when they talk to 
someone who doesn't agree right away, they call him a "troll" or "idiot", repeat 
themselves several times, then give up and blame him for not listening. They 
don't understand that he merely disagrees and they aren't any good at 
explaining themselves, in part because they don't realize how hard it is and 



don't try enough.

- Some people go through life over and over aiming for things that are a bit too 
hard for them, e.g. to have debates about difficult philosophical issues of 
interest, and fail over and over. Other people are willing to accept their 
ignorance and take steps to rectify it, such as practicing with easier issues, and 
happily correcting any and all mistakes they may make about *any issue no 
matter how small*. In this way they improve. Soon enough, they get ahead of 
the people who keep failing. After a while, they get far, far ahead and that's 
where people like Feynman and DD come from. They aren't born being able to 
do hard stuff that no one else can, they simply built up their knowledge in an 
*effective* and *rational* manner.

- It doesn't really matter if the topic is one person learning, or a conversation 
creating knowledge. These ideas I'm trying to express are part of epistemology: 
what they apply to is *any knowledge creation*. Knowledge creation in all 
contexts needs to be in the gradual, piecemeal style. 0.1 progress per day adds 
up to over 100 in 3 years. Attempting 5 progress every day, but only succeeding 
once a year, adds up to only 15.

- One of the most important skills is being able to change one's mind and to 
learn from criticism. This skill can serve one very well. Since this is more 
important than pretty much anything one might be talking about, prioritize it! It's 
better to change your mind about an irrelevant tangent (thus learning about how 
to change your mind) than to win your debate. It's far better to accept some 
criticisms than to argue why they don't affect the main point -- correct any and 
all mistakes, and learning from criticisms is an *even more main point* than 
whatever your old main point was.

Which is why hedging and being unclear is bad.

E.g. politeness memes like saying "I think" -- which offers an 'out'
("I just said I personally think that [not that it's objectively
true]") -- or hiding details of or weakening your criticism in order
to not offend the other person.

- A lot of people think that ideas without (known) flaws are unrealistic. They think 
that's an unfair standard to hold ideas to, and that their flawed ideas ought to be 
allowed to win debates. That's because they try to get awesome ideas directly: 
to just make a perfect idea out of nothing. But if you take an idea and remove 



one small flaw per day, in a month or a year you'll get to the point that most 
people can't think of any remaining flaws.

- People sometimes tell me, "How can you think you're right and all these other 
people are wrong?" and "How can you think that none of these *ten* criticisms 
of your ideas we told you are correct?" and "Isn't it very arrogant to think you're 
consistently right?" The answer is: because I've heard all those criticisms before 
and learned about them and addressed them, one by one, and built up that 
knowledge already. They aren't new to me. To the extent they highlighted flaws 
in my ideas, those flaws are already fixed. Why don't they see that? Because 
they haven't learned what I'm talking about in any depth. The point is there is 
this massive gap in quality of knowledge if you *gradually improve* ideas for, 
say, 5 years, vs if you don't. People think you're claiming to be a world class 
genius, a Feynman, if you think you're right every time they disagree with you. 
But all it is is less ambitious methods applied consistently over time adding up. 
That's how the beginning of infinity works: a succession of infinite progress, 
each bit pretty small, but they build on each other.

-- Elliot Temple
http://curi.us/

--
Lulie Tanett

http://curi.us/


From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Re: Future Lifestyles
Date: May 4, 2011 at 12:18 PM

----- Original Message ----
From: hibbsa <hibbsa@yahoo.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Sent: Mon, April 25, 2011 6:51:32 PM
Subject: [BoI] Re: Future Lifestyles

On Apr 22, 5:16 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

 On Fri, Apr 22, 2011 at 4:41 AM, hibbsa <hib...@yahoo.com> wrote:

The single only ingredient of successful parenting is unconditional
love. Children can weather all kinds of adversity if they know they
are loved. On the other hand, you could totally control a childs
existence and use all kinds of fancy techniques and theories for  their
acquisition of knowledge, and if they didn't feel loved by  you, they'd
be fucked up by it and by age 14 will have run off to  join a hippy
convoy :O)

Love is a mixed  blessing.

When parent and child fight for years, and then the  child runs away,
and then a year later he needs expensive medical  treatment, love can
inspire the parent to pay for it. Despite  everything, the parent wants
to see his child happy and healthy. That's  the good side.

Love can also inspire hurting people "for their  own good". When people
don't care much they are usually more willing to  grant independence,
freedom and autonomy, and be tolerant. For example,  parents often
force their children to attend school "for their own good"  and also
punish them dozens of times "for their own good". But something  is not
for a person's own good unless it is good by his own  standards.

Love is used to pressure people. I love you son.  Don't you love me,
too? If you love me, you'll do this for  me.



Or: I love you son. I couldn't bear to see you get hurt. So  don't
pursue that rock climbing career. The fright would give me a  heart
attack.

I don't think what most bad parents lack  is love. And I don't think
the way for most good parents (compared to  the average) to improve
further is by loving even more. And I don't  think that reaching truly
unconditional love is a very good end point to  be considered the final
truth. I think what's needed is a journey of  infinite progress guided
by reason and which considers even love to be  open to criticism and
reform.

The word 'love' is probably too  vague to be able to mean all the good
things while disqualifying the bad  things that you mention and which
also seem true to me.

But the term  'unconditional love' I think means something, still vague
maybe, but now  ruling out certain associated behaviours. Unconditional
love is also more  about the beholder experience, than what is felt or
intended by the party  giving the love. although that is obviously the
ultimate source.

I  mean, you either got it when you were young or you didn't, and I
think this  is a question most people know the answer to, without
necessarily being able  to describe anything in detail. It's about
looking back and realizing that  whatever you did or didn't do, that
your parents would carry on loving you  *as before* was not a question
that ever came into your mind. If it never  came into your mind as a
real possibility,  that was probably  unconditional love that you got.

I think that most people who can say  that they always felt
unconditionally loved, will also have an overall  positive view of
their young years. So I see this as more important than  anything else,
but probably more in the realm of being 'essential but  insufficient'.
It has to be there, but of course other things then matter  too. But if
it isn't there, those other things don't mean much.

We don't have to live our lives dependent on what other people think or feel



about us. Feeling loved is not necessary to having a good life.

Some things that are important for children:

-Knowing their parent(s) are willing and able to help them do the things they
want to do
-Knowing their parent(s) are not trying to thwart them from getting what they
want
-Having access to good ideas about how to live a good life

What else?

Kristen



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Epistemology and Discussion and Learning
Date: May 4, 2011 at 12:47 PM

On May 4, 2011, at 2:03 AM, Lulie Tanett wrote:

On 23 April 2011 09:19, Elliot Temple <curi@curi.us> wrote:
Here are some ideas I think are important:

- No problem is too small to address (If it's genuinely small, addressing it may 
be quick and easy. But just ignoring it is unwise.)

What if it's boring?

Why would it be boring?

If it's genuinely boring, one can criticize it on those grounds and it can be 
replaced with a better problem.

If problems are soluble as DD says in BoI, that includes soluble without being 
bored, because having no choice but to sometimes be bored would itself be an 
unsolved problem.

- Rationally deciding to delay dealing with something is a (temporary) solution. 
Nothing wrong with that, in general. But in conversations, setting aside several 
issues to try to talk about something more advanced than them usually does 
not work. How could it? Agree about the small stuff first. It's easier than the 
hard stuff! If that's too much trouble, the hard stuff is way too hard.

- Every little bit of progress should be treasured.

- Miscommunication and misunderstanding is extremely common. 
Approximately once or twice per sentence, for most discussion of difficult or 
controversial topics, for arguments, or for any philosophy.

If most people reading this post will have about 137 misunderstandings
(that's a lot!), should one be concerned about getting any information
through?



Yes, concerned.

But bear in mind: this is what you're accustomed to dealing with, all your life. It's 
not a new situation.

Everyone already takes some steps to cope with it. Normally not enough, but 
always some substantial ones. If they didn't do that they wouldn't be able to have 
conversations. Even extremely stereotypical conversations require error 
correction to function.

One kind of error correction sometimes used in very conventional interactions is: 
ignore everything that seems negative to you and assume it is actually positive. In 
some contexts, this really does correct errors (negative things not being intended 
but mostly being misunderstandings).

It can also create errors, like the stereotypical girl who wants to fit in, who is 
cruelly taunted by her new popular friends, but doesn't seem to notice.

Another common one: if they seem to say anything that doesn't fit a stereotype, 
assume that is a misunderstanding and assume they meant the closest 
stereotype.

These error correction methods are very fragile: take them out of their niche and 
instead of correcting errors they will create errors. And even in their niche, 
sometimes they won't work, and they have little ability to notice when they aren't 
working and adapt.

Some better error correction methods include:

- use words and phrases as *evidence* and *test* your explanations about what 
people are saying. all the evidence should be accounted for. if any words aren't 
explained, the explanation is incomplete or wrong. arbitrarily ignoring even a 
single word is an opportunity for misunderstanding.

- if something is hard to understand, rewrite it more clearly. then ask if the author 
(or anyone else) agrees with your rewrite

- check if your interpretation fits with what else you know about the author, his 



school of thinking, the subject matter expected at the place, etc...

- check if your interpretation has the person saying something true. a very 
common thing people do is they interpret someone as saying something false, 
and then they argue with it. But they misunderstood. They shouldn't be quite so 
eager to argue, and should put a bit more emphasis on making sure they have 
the guy's position right first.

- look for improvements of what is said. If you quickly find any, and you aren't way 
smarter than the guy, then quite possibly he knows them or perhaps even already 
said them or considered them implied.

- criticize your interpretation of the text

Or are the misunderstandings mostly little ones? Or are a few
misunderstandings okay so long as you don't completely misunderstand
everything?

The important thing is not what proportion of a text one understands but whether 
one learns something. Is progress being made?

In order to understand this post, given the number of
misunderstandings possible, should one go through it point-by-point
and try to think of questions or counter-examples?

Yes. And to think of criticisms in general (unanswered questions and counter-
examples being two specific types of criticism). And to think of explanations and 
arguments *for* the conclusions, and connections to other ideas, and further 
implications.

If one can't think of anything to say/ask, what are they doing wrong?
What if they think they agree -- how do they think of stuff to say
then?

This is not enough information to know what they are doing wrong.

It's even conceivable they are doing nothing wrong. For example, one could be 
an astronaut, currently in space, taking a short break for fun, and still with half his 



mind occupied with space related problems.

Paul Graham had an essay with a nice test to see what one's mind is occupied 
with: what do you think about in the shower? He quite rightly identified this time 
as *valuable*. And it can be surprisingly hard to consciously choose what to think 
about then (without trying too hard, the point is people commonly let their mind 
wander a bit while showering). At least on a day to day basis: it's easier to 
choose what you will think about in the shower next week than today, and then 
you could take steps to make it happen like reading books on the topics.

But anyway, if your "shower time" and the rest of your subconscious mind is 
heavily oriented towards thinking about space -- whether you are an astronaut, or 
not -- then even when you read my posts you're not going to come up with a 
whole lot to say. But when you stop reading and go back to life, you may find you 
have a new idea about space.

The reasons one isn't very interested in philosophy, and doesn't think about it 
much, vary. They can be moral, as in the astronaut example, or immoral.

The main factor in learning anything is being interested in it. People who aren't 
interested in philosophy don't learn it even if they read some. One of the reasons 
is that their shower time -- and subconscious when not showering -- are focussed 
on other things.

So what is one doing wrong? It could be a million things. One thing they might be 
doing wrong is thinking about the piano all day, because of childhood coercion 
from their tiger mother. Or maybe they think about how to get fame, sex, love, or 
money. Or maybe they think about God. Or gossip.

Or maybe they are thinking about it, but have a misconception (say, in 
epistemology) so that their thinking is less effective than it could be.

Or they could be scared of saying anything they aren't really sure of, for fear of 
making a mistake in front of email list people. That can prevent not just posting 
ideas but thinking of them in the first place.

Or many other things.

If one wants something to say, it's not so hard. If it's advanced, ask questions. 
Too simple? Criticize mistakes and/or point out more advanced ideas. Neither? 



Do any of the previous, or explain the ideas in your own words from a different 
perspective, or apply them to one of your interests that the author didn't mention.

- Every little bit of clarity should be prized.

- A major reason most philosophical and political discussions fail to reach 
agreement is that they attempt overly ambitious goals: agreeing about large 
conclusions straight away. But it's quite hard to create agreement on those 
while still disagreeing about many subsidiary issues. Creating agreement on 
smaller issues is both easier to succeed at and also a good first step towards 
bigger agreement.

- Progress and reform should be gradual. Skipping steps is very hard. How 
hard? To get a sense of the ballpark: DD or Feynman can get away with it, 
*occasionally*, but often not.

- People who seem really impressive get there by the same methods other 
people can make progress with: learning one little thing at a time. Being 
sufficiently modest and humble to be happy with that kind of learning, instead 
of thinking one is ready for more advanced things immediately, is one of the 
ways they get more advanced than others...

Sometimes you're reading a long article with lots of stuff to take in
(e.g. this post). How does that fit into 'learning one little thing at
a time'?

Read one sentence or paragraph. Learn what it's about. Repeat.

If it's too much too fast, take a break in the middle. No need to read a complete 
post at once.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universal Knowledge Creators
Date: May 4, 2011 at 1:09 PM

On May 3, 2011, at 1:32 PM, Michael Golding wrote:

So it is not that our genes, irrational social institutions, or material objects can 
not influence us, it is rather that nothing that is rigid and ultimately non-adapting  
(like meteors, fundamentalist religion, and genes) can ultimately compete with a 
knowledge that can adapt and reach into universal truth.

Here are some relatively limited things I think. Do others agree?

Genes *can* influence us via random errors in our sense data or memory. Also 
chronic errors, e.g. poor eye sight requiring glasses (which illustrates how easy 
genetic problems may be to address. genetic does not necessarily mean it's a big 
deal).

Genes *cannot* influence us by implanting any complex ideas in our minds that 
did not exist at the time those genes evolved. There has been no significant 
evolution of genes in the last 10,000 years. That means there is definitely no 
gene to give you Marxist or Popperian ideas, or most other interesting modern 
ideas.

The list of ways in which genes influence the ideas in our minds is a limited and 
somewhat small list, and many of those ways are indirect. Most of our ideas are 
due to our thinking and our culture.

Many of the indirect ways that genes function involve an element of human 
choice. For example, the gene(s) for being tall can lead to having ideas about 
how to play basketball well. Not directly, but indirectly starting with the 
mechanisms of more people suggesting one take up basketball because they 
think one would be good at it. This is a partially genetic influence, but it's certainly 
not genetic *control*, and I don't regard it as a very important influence (the scope 
for human choice here is very large, and basketball is a cultural not genetic 
phenomenon).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Universal Knowledge Creators
Date: May 4, 2011 at 1:51 PM

Genes *cannot* influence us by implanting any complex ideas in our minds that 
did not exist at the time those genes evolved. There has been no significant 
evolution of genes in the last 10,000 years. That means there is definitely no 
gene to give you Marxist or Popperian ideas, or most other interesting modern 
ideas.
Elliot Temple

But just influencing speed and memory (for example the rate of mutation and 
recombination in the way in which our reality is rendered) is enough to cause a 
mind to become fully delusional and progressively worse.

That's plenty of damage. And it is hardly trivial.
Michael Golding



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Universal Knowledge Creators
Date: May 4, 2011 at 6:24 PM

Date: Wednesday, May 4, 2011, 1:09 PM

On May 3, 2011, at 1:32 PM, Michael Golding wrote:

So it is not that our genes, irrational social
institutions, or material objects can not influence us, it
is rather that nothing that is rigid and ultimately
non-adapting  (like meteors, fundamentalist religion,
and genes) can ultimately compete with a knowledge that can
adapt and reach into universal truth.

Here are some relatively limited things I think. Do others
agree?

Genes *can* influence us via random errors in our sense
data or memory. Also chronic errors, e.g. poor eye sight
requiring glasses (which illustrates how easy genetic
problems may be to address. genetic does not necessarily
mean it's a big deal).

Elliot Temple

But speed matters and genes can influence speed of processing and therefore 
our happiness.  We cannot learn at arbitrarily high rates (at present) because if a 
person tries, at some point his effort begins to interfere with itself.

For example, most of us can not learn rapidly enough to not mind being tortured 
to death (when we can't avoid the torture) though it would seem best not to mind 
if we can not avoid it.

Most people are unhappy being tortured to death because their rate of knowledge 
creation is too slow to learn to enjoy the process!  This is a partial consequence 
of our genetics, though our unhappiness in this case is primarily a consequence 
of the evil that perpetrates this crime.

We are at the beginning of infinity. Not the end.



Michael Golding



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Universal Knowledge Creators
Date: May 4, 2011 at 7:42 PM

My review of the Beginning of Infinity can be found below.

http://www.amazon.com/Beginning-Infinity-Allen-Lane-Science/product-
reviews/0713992743/ref=cm_cr_pr_redirect?ie=UTF8&showViewpoints=0

Michael Golding

http://www.amazon.com/Beginning-Infinity-Allen-Lane-Science/product-reviews/0713992743/ref=cm_cr_pr_redirect?ie=UTF8&showViewpoints=0


From: Elliot Temple <curi@curi.us>
Subject: [BoI] MG's BoI Review
Date: May 5, 2011 at 1:39 AM

On May 4, 2011, at 4:42 PM, Michael Golding wrote:

My review of the Beginning of Infinity can be found below.

http://www.amazon.com/Beginning-Infinity-Allen-Lane-Science/product-
reviews/0713992743/ref=cm_cr_pr_redirect?ie=UTF8&showViewpoints=0

Great review.

A couple comments:

Our current understanding of the laws of physics is that they describe a world, 
the structure of which can be modeled by general purpose (universal) 
computers as long as they have sufficient memory and processing speed.

They can be modeled by any universal computer. If it's slow, then modeled slowly. 
But still modeled. OK, you can't model more than fits in memory. But 1) running 
out of memory isn't a practical problem people normally face  2) external memory 
is fine. And you can now buy cheap 2 terrabyte drives on amazon. So, no big 
deal. Even if we were trying to model something that required a few thousand 
terrabytes of memory, the problems we would face would have more to do with 
finding useful ways to think about it than actually getting the memory. Memory 
isn't the bottleneck on the vast majority of projects.

What logically follows is that with the aid of computers that increase our own 
effective memory capacity and speed, human beings can become increasingly 
powerful universal computers, thereby gaining the ability to model and 
understand, with ever increasing accuracy, all aspects of reality.

I think this is a bit misleading. One of DD's points is that speed and memory 
capacity things are not differences in kind. So for example the difference between 
Joe Public and Einstein isn't speed or memory capacity. Joe Public cannot do 
what Einstein does, just ten times slower, or using ten times more scratch paper 
to aid his memory. The difference is: Einstein knows fundamentally better 
methods of thinking about problems that allow him to work out solutions that other 
people would not work out given plenty of extra time and memory aids. Many 

http://www.amazon.com/Beginning-Infinity-Allen-Lane-Science/product-reviews/0713992743/ref=cm_cr_pr_redirect?ie=UTF8&showViewpoints=0


people would, even given unlimited time, give up before reaching a solution 
because they get stuck and don't know how to make progress. That is due to 
their lack of various knowledge.

Anyway, speed boosts will be nice. And they will be crucial to solve a *narrow 
range of problems* that depend on very fast thinking. But *most of life* won't 
dramatically change. Maybe we'll do stuff faster. But the point is most of our 
methods of thinking and living are rather indifferent to just how much memory 
capacity or speed we have. If a man could think twice as fast, he wouldn't 
become twice as moral. If he could remember twice as much, he wouldn't come 
up with twice as many breakthrough ideas in physics.

The rest of the review I pretty much agreed with. Some sections I particularly 
liked:

For example, understanding that the seasons are caused by the tilt of the earth 
relative to the sun allows us not only to understand the change of seasons on 
the planet earth, but also the universal idea that planets orbiting distant stars 
throughout the universe have changing seasons, even if we never experience 
any of their different seasons. David Deutsch points out that physicists in a 
laboratory have created temperatures so low that there is no natural state of the 
universe in which these temperatures are found. Though we may have initially 
wanted to learn about refrigeration and heating to be able to protect our food, 
regulate climate in our homes, and other reasons specific to survival: As far as 
we know it is possible that these extremely cold temperatures have never 
existed before in the history of the universe.

Reach is wonderful.

So "spaceship earth" (the idea that the earth has precious resources specifically 
needed by human beings) is a myth. David Deutsch points out that it would be 
entirely feasible to survive in the darkest places in the universe once we have 
developed the correct knowledge. And we currently survive where we do now 
not because of a particular accident of available resources but rather because of 
our ability to transform poor resources to make an environment that is 
hospitable to humans. We survive because of what our knowledge has done, 
when before us our evolutionary ancestors lived a horrid, meager, Malthusian 
existence, where any improvement in resource availability was soon taken away 
by a consequent population increase.



There are nonetheless multiple threats to us. But if David Deutsch is correct, 
then all of these threats, moral or otherwise, come from a lack of knowledge, not 
from any foundational evil that must ultimately cause us to fail. He points out 
that the great leap forward of the West occurred during the Western 
Enlightenment, not because of resource availability in Europe, as some have 
claimed, but rather because of a change in mind-set in which people stopped 
seeking truth from authority (or other supposedly justified sources), but instead 
adopted an attitude of correcting errors in ideas, regardless of their source.

David Deutsch points out that a good political system has certain similar 
characteristics to a scientific research program, ultimately because both derive 
from Enlightenment ideas. Using our democracies, if a politician makes 
decisions that are not good (just like if a scientist comes up with an explanation 
that does not work) the important thing is that we can non-violently vote the 
politician out of office (or in the case of the scientist, non-violently challenge a 
scientifically bad idea.) Non-violent error correction (not justification of ideas by 
some other authoritative idea or by some authority, David Deutsch explains) is 
the key part of any moral, political, or scientific process that can grow 
knowledge.

This stuff is not only very important but also very humanitarian, liberal, heart-
warming, and other good things. There's so little for anyone to object to. 
Everyone should desperately want it to be true, even if they aren't sure that it is. A 
little like how many people think socialism is nice and wish it was true, including 
people who think its economics don't work. Whatever socialism can claim in 
*intending* niceness (it can claim nothing for providing it!), the BoI style attitude 
can claim far more!

Even Hayek conceded the moral case to socialism. Only tip top thinkers like 
Rand and Mises did not (and perhaps also some American Christians with 
common sense. But they failed to provide enough good arguments). So why isn't 
Chomsky or Michael Moore or Obama or whoever else at least conceeding that 
BoI would be really nice if it were true? Even nicer than socialism...

Yet a lot of people seem to hate this message of wonderful things. True or not, 
many say they don't want it to be true. Are they just trying not to get their hopes 
up, and thus to avoid disappointment? Are they trying to justify the pessimistic life 
strategy they used for the last decade which is now a sunk cost? Are they trying 



to maintain a worldview compatible with approving of parental coercion? I don't 
know, and I think understanding it is important. What don't they want to be true 
about the most positive ideas ever offered to the world?

David Deutsch reminds us that the cause of suffering is actually stagnation and 
ignorance rather than progress and knowledge growth. If we reach beyond the 
mistaken parochial thinking that threatens the growth of knowledge, we humans 
can have a bright and exciting future as intelligent moral beings in the world -- 
and in the universe.

And in the multiverse!

Indeed, I'd go so far as to predict that this book will still be being read 
generations from now. It's that good.

Yes, it sure is that good. It is the best book, period.

I wonder when it will be that there are many better books and people no longer 
read it except for historians. Like how DD discusses in BoI that all the stuff 
following Einstein is intended to explain it better than he did, and some succeeds, 
so people don't normally read Einstein anymore.

While that may have happened with physics, it has not happened with philosophy. 
One still reads the surviving fragments of the very first thinkers we have records 
of, like Thales and Xenophanes. Popper and Deutsch surpassed them, and a 
handful of others, but not enough to only read more modern works -- one quickly 
runs out.

Philosophy is a field that goes something like this: we have the current generation 
with DD, then the previous generation with Popper, Rand, Mises, Feynman. The 
generation before that is Burke and Godwin. And then before that it's pre-
socratics and Socrates. There are very few iterations on top of any of the major 
thinkers, even the first ones.

This is partly because the tradition of Aristotle ruined philosophy for like two 
millennia. And still ruins a lot of it. But that's sure not Aristotle's fault: why did so 
few people improve on him? And why did so many listen to his mistakes? And 
anyway, while it's easy to attribute some of the lack of iteration on pre-socratic 
ideas, and some delay, to Aristotle issues, it's rather hard to blame the lack of 



iteration on Godwin, Burke or Rand on his influence! Rand even liked Aristotle! 
(Burke: I don't know. Godwin: disliked Aristotle and Plato, but didn't speak of it 
much.)

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] MG's BoI Review
Date: May 5, 2011 at 11:18 AM

What logically follows is that with the aid of
computers that increase our own effective memory capacity
and speed, human beings can become increasingly powerful
universal computers, thereby gaining the ability to model
and understand, with ever increasing accuracy, all aspects
of reality.

Michael Golding

I think this is a bit misleading. One of DD's points is
that speed and memory capacity things are not differences in
kind. So for example the difference between Joe Public and
Einstein isn't speed or memory capacity. Joe Public cannot
do what Einstein does, just ten times slower, or using ten
times more scratch paper to aid his memory. The difference
is: Einstein knows fundamentally better methods of thinking
about problems that allow him to work out solutions that
other people would not work out given plenty of extra time
and memory aids. Many people would, even given unlimited
time, give up before reaching a solution because they get
stuck and don't know how to make progress. That is due to
their lack of various knowledge.

Anyway, speed boosts will be nice. And they will be crucial
to solve a *narrow range of problems* that depend on very
fast thinking.

Elliot Temple

If a person could arbitrarily increase his rate of processing the following would 
occur:

Faster thinking creates more knowledge per time.  More knowledge per time 
means deeper conjectures per time.  (Mutations and recombination in structures 
that have more knowledge create deeper knowledge per time than mutations and 
recombination in structures with little knowledge, or mutations and recombination 
of randomness).



Deeper conjectures per time create faster understanding of the universal laws of 
physics, including faster understanding of the universal laws of construction.

So if an individual could arbitrarily increase his speed of processing, he could 
virtually instantaneously understand the universal laws of physics and therefore 
construction.  In doing this he would know how to (with arbitrarily increased 
efficiency) create and construct all of the world's currently produced material 
goods and resources.

Since arbitrarily increased efficiency of production follows from arbitrarily 
increased processing speed, this increased mental and physical capacity would 
enable a single individual to produce so much more of the world's currently 
produced goods and resources that he could drive the world's price of every 
material good currently produced everywhere on our planet, arbitrarily close to 
zero -- in a minute.

Speed matters.
Michael Golding



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] MG's BoI Review
Date: May 5, 2011 at 3:48 PM

On 5 May 2011, at 16:18, Michael Golding wrote:

What logically follows is that with the aid of
computers that increase our own effective memory capacity
and speed, human beings can become increasingly powerful
universal computers, thereby gaining the ability to model
and understand, with ever increasing accuracy, all aspects
of reality.

Michael Golding

I think this is a bit misleading. One of DD's points is
that speed and memory capacity things are not differences in
kind. So for example the difference between Joe Public and
Einstein isn't speed or memory capacity. Joe Public cannot
do what Einstein does, just ten times slower, or using ten
times more scratch paper to aid his memory. The difference
is: Einstein knows fundamentally better methods of thinking
about problems that allow him to work out solutions that
other people would not work out given plenty of extra time
and memory aids. Many people would, even given unlimited
time, give up before reaching a solution because they get
stuck and don't know how to make progress. That is due to
their lack of various knowledge.

Anyway, speed boosts will be nice. And they will be crucial
to solve a *narrow range of problems* that depend on very
fast thinking.

Elliot Temple

If a person could arbitrarily increase his rate of processing the following would 
occur:

Faster thinking creates more knowledge per time.  More knowledge per time 
means deeper conjectures per time.  (Mutations and recombination in structures 



that have more knowledge create deeper knowledge per time than mutations 
and recombination in structures with little knowledge, or mutations and 
recombination of randomness).

Some people might be chronically bad at thinking, or make very little progress (or 
even go backwards!) when they try to think about stuff.

Most people's thinking is designed to make them follow memes more, and when 
they try to do something else, they're distracted by the pain memes cause when 
people try to rebel against them.

Say someone has chronic thoughts of "I'm not good enough" or "I can't do this". 
Faster thinking would just make those thoughts have more iterations.

In that case, it might be necessary for people to change *what* they think about 
and *how* they think to get any knowledge. They could have knowledge-
destroying ways of thinking.

They might even create knowledge of how to destroy knowledge.

Deeper conjectures per time create faster understanding of the universal laws of 
physics, including faster understanding of the universal laws of construction.

Only if you're interested in physics and trying to learn about it. (Or else you're 
interested in applying ideas to stuff in general, and notice some of your ideas 
apply to physics.)

So if an individual could arbitrarily increase his speed of processing, he could 
virtually instantaneously understand the universal laws of physics and therefore 
construction.

Instantaneous to whom? Time? Or subjectively?

Because if we're thinking a billion times faster, wouldn't it *seem* like we're 
thinking a 'normal' speed? Or would we not be able to move our bodies fast 
enough to do all the things we want? Would it seem like the world is moving in 
slow-motion?

In doing this he would know how to (with arbitrarily increased efficiency) create 
and construct all of the world's currently produced material goods and 



resources.

Presumably that's around the corner anyway, with constructor theory. Not sure 
why we need super-fast thinking for that.

Since arbitrarily increased efficiency of production follows from arbitrarily 
increased processing speed, this increased mental and physical capacity would 
enable a single individual to produce so much more of the world's currently 
produced goods and resources that he could drive the world's price of every 
material good currently produced everywhere on our planet, arbitrarily close to 
zero -- in a minute.

That's assuming only one person would have this, suddenly. It also assumes that 
there will be super-fast thinking before universal constructors.

I don't know much about constructor theory so maybe someone can point out my 
errors, but my guess is that it'll happen like this:
First constructor theory is more refined. Then people start making constructors 
that can do some specialised limited stuff. Then they'll be able to do more stuff. 
Then some of the specialised constructors will be sold to specialised markets if 
they're efficient/useful enough. Then somewhere during this time universal 
constructor theory will be polished and someone will make a universal or almost-
universal constructor. Then it'll be sold to the public at crazy prices, and 
eventually the price will come down enough for everyone to have one.

We saw a similar thing happen with the internet: now any individual can distribute 
most of the world's intellectual goods/resources for free. Yet the cost of music, 
TV, books, applications, etc. have not been driven down to zero.

In fact, there's a lot of money to be made in this stuff that people can easily get 
for free! Despite the existence of 'jailbreaking' (using software to hack iPhones 
and pirate apps), the app market is still a like $5 billion and growing rapidly.

So, just because you can get stuff for virtually nothing, doesn't mean the cost of 
that stuff will go down arbitrarily low.

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] MG's BoI Review
Date: May 5, 2011 at 3:52 PM

On May 5, 2011, at 12:48 PM, Lulie Tanett wrote:

That's assuming only one person would have this, suddenly. It also assumes 
that there will be super-fast thinking before universal constructors.

Humans are (conjectured to be, without known refutation) universal constructors.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] MG's BoI Review
Date: May 5, 2011 at 4:03 PM

On 5 May 2011 20:52, Elliot Temple <curi@curi.us> wrote:

On May 5, 2011, at 12:48 PM, Lulie Tanett wrote:

That's assuming only one person would have this, suddenly. It also assumes 
that there will be super-fast thinking before universal constructors.

Humans are (conjectured to be, without known refutation) universal 
constructors.

I was thinking about a box where you could put raw stuff in and out
would come whatever you have it programmed to.

Rather than getting very specific types of raw stuff and then making
very specific types of things out of it via some way that is more
involved than 'put it in a box and out pops whatever the thing is'.

-Lulie



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] MG's BoI Review
Date: May 5, 2011 at 4:08 PM

On May 5, 2011, at 1:03 PM, Lulie Tanett wrote:

On 5 May 2011 20:52, Elliot Temple <curi@curi.us> wrote:

On May 5, 2011, at 12:48 PM, Lulie Tanett wrote:

That's assuming only one person would have this, suddenly. It also assumes 
that there will be super-fast thinking before universal constructors.

Humans are (conjectured to be, without known refutation) universal 
constructors.

I was thinking about a box where you could put raw stuff in and out
would come whatever you have it programmed to.

Rather than getting very specific types of raw stuff and then making
very specific types of things out of it via some way that is more
involved than 'put it in a box and out pops whatever the thing is'.

A box like that cannot be a universal constructor. I take it that it stays the same 
size while in use, and only does stuff internally. That means it cannot construct 
anything larger than itself.

Also, only doing constructions on raw material isn't universal. A universal 
constructor could take a sick person as part of its input and output a healthy 
person.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] MG's BoI Review
Date: May 5, 2011 at 4:26 PM

----- Original Message ----
From: Elliot Temple <curi@curi.us>
To: beginning-of-infinity@googlegroups.com
Sent: Thu, 5 May, 2011 21:08:50
Subject: Re: [BoI] MG's BoI Review

On May 5, 2011, at 1:03 PM, Lulie Tanett wrote:

On 5 May 2011  20:52, Elliot Temple <curi@curi.us> wrote:

 On May 5, 2011, at 12:48 PM, Lulie Tanett wrote:

 That's assuming only one person would have this, suddenly. It also 
assumes

that  there will be super-fast thinking before universal constructors.

Humans are (conjectured to be, without known refutation) universal
constructors.

I was thinking about a box where you could put  raw stuff in and out
would come whatever you have it programmed  to.

Rather than getting very specific types of raw stuff and  then making
very specific types of things out of it via some way that is  more
involved than 'put it in a box and out pops whatever the thing  is'.

A box like that cannot be a universal constructor. I take it that it  stays the
same size while in use, and only does stuff internally. That means it  cannot
construct anything larger than itself.

Also, only doing  constructions on raw material isn't universal. A universal
constructor could  take a sick person as part of its input and output a healthy
person.



Also, is the box supposed to have creativity or not? And if not, doesn't that
imply there's a limit to the awesomeness of the stuff the universal constructor
can construct, and so a limit to how much progress it is possible to make?

Alan



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] MG's BoI Review
Date: May 5, 2011 at 4:26 PM

On 5 May 2011, at 9:08pm, Elliot Temple wrote:

On May 5, 2011, at 1:03 PM, Lulie Tanett wrote:

On 5 May 2011 20:52, Elliot Temple <curi@curi.us> wrote:

Humans are (conjectured to be, without known refutation) universal 
constructors.

Yeah but that's very different from having artifical, non-sentient ones. It's (literally) 
the difference between freedom and slavery.

I was thinking about a box where you could put raw stuff in and out
would come whatever you have it programmed to.

Rather than getting very specific types of raw stuff and then making
very specific types of things out of it via some way that is more
involved than 'put it in a box and out pops whatever the thing is'.

A box like that cannot be a universal constructor. I take it that it stays the same 
size while in use, and only does stuff internally. That means it cannot construct 
anything larger than itself.

Well -- it could construct a long, thin thing which, when complete, folds itself 
spontaneously into the desired object. (This is something like how biological 
constructors work.) But yeah, in many cases it could be that the most efficient 
way of building a specific thing is first to build some robots to build that thing, and 
later to disassemble the robots.

On the third hand, once we have (artificial) universal constructors we'll no longer 
be interested in the most efficient way to make something; or rather, the only 
efficiency we'll care about is the amount of human effort needed to program the 
constructions we want. This has already largely happened with computer 
programming.

Also, only doing constructions on raw material isn't universal. A universal 



constructor could take a sick person as part of its input and output a healthy 
person.

Yes. But again, if it just manufactures a pill to cure the person, out of simple raw 
materials, that would do for practical purposes.

-- David



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] MG's BoI Review
Date: May 5, 2011 at 4:33 PM

On May 5, 2011, at 1:26 PM, Alan Forrester wrote:

----- Original Message ----
From: Elliot Temple <curi@curi.us>
To: beginning-of-infinity@googlegroups.com
Sent: Thu, 5 May, 2011 21:08:50
Subject: Re: [BoI] MG's BoI Review

On May 5, 2011, at 1:03 PM, Lulie Tanett wrote:

On 5 May 2011  20:52, Elliot Temple <curi@curi.us> wrote:

On May 5, 2011, at 12:48 PM, Lulie Tanett wrote:

That's assuming only one person would have this, suddenly. It also 
assumes

that  there will be super-fast thinking before universal constructors.

Humans are (conjectured to be, without known refutation) universal
constructors.

I was thinking about a box where you could put  raw stuff in and out
would come whatever you have it programmed  to.

Rather than getting very specific types of raw stuff and  then making
very specific types of things out of it via some way that is  more
involved than 'put it in a box and out pops whatever the thing  is'.

A box like that cannot be a universal constructor. I take it that it  stays the
same size while in use, and only does stuff internally. That means it  cannot
construct anything larger than itself.



Also, only doing  constructions on raw material isn't universal. A universal
constructor could  take a sick person as part of its input and output a healthy
person.

Also, is the box supposed to have creativity or not? And if not, doesn't that
imply there's a limit to the awesomeness of the stuff the universal constructor
can construct, and so a limit to how much progress it is possible to make?

A universal constructor does not need creativity. The basic definition, in my 
understanding, is that you supply materials and instructions. So writing good 
instructions is where creativity comes in, but the constructor doesn't need to have 
any.

This is similar to with computers: universal computers don't need creativity they 
just follow instructions. But making using of them by writing good software does 
take creativity.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] MG's BoI Review
Date: May 5, 2011 at 5:51 PM

On 5 May 2011, at 16:18, Michael Golding wrote:

What logically follows is that with the aid
of

computers that increase our own effective memory
capacity

and speed, human beings can become increasingly
powerful

universal computers, thereby gaining the ability
to model

and understand, with ever increasing accuracy, all
aspects

of reality.
Michael Golding

Anyway, speed boosts will be nice. And they will
be crucial

to solve a *narrow range of problems* that depend
on very

fast thinking.
Elliot Temple

Increased speed of thinking creates increased breadth of knowledge per time 
which creates increased depth of knowledge per time (as explained in my 
previous post). This increased depth of knowledge can be used to increase 
speed of knowledge acquisition, with speed-limits only given by the laws of 
physics (in this feedback loop.)

So my point was not only that speed increases the volume, speed, and efficiency 
of production of physical goods, but also that it increases the efficiency of thinking 
(for example improving the depth of one's conjectures and refutations).



And efficient thinking does not merely address "a narrow range of problems". 
Increasing the speed of conjectures and refutations; that is, increasing the speed 
of thinking (and therefore the depth of thinking) addresses the broadest problem 
imaginable, developing a full understanding of the laws of physics.

Michael Golding

Michael Golding



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] MG's BoI Review
Date: May 5, 2011 at 7:13 PM

On May 5, 2011, at 2:51 PM, Michael Golding wrote:

On 5 May 2011, at 16:18, Michael Golding wrote:

What logically follows is that with the aid
of

computers that increase our own effective memory
capacity

and speed, human beings can become increasingly
powerful

universal computers, thereby gaining the ability
to model

and understand, with ever increasing accuracy, all
aspects

of reality.
Michael Golding

Anyway, speed boosts will be nice. And they will
be crucial

to solve a *narrow range of problems* that depend
on very

fast thinking.
Elliot Temple

Increased speed of thinking creates increased breadth of knowledge per time

As Lulie mentioned, this is not necessarily true. It can. It doesn't have to.

One issue is evidence. Gathering evidence takes time. If we speed up our 
thinking by 100x, and our evidence gathering by 0x, how much will that help 



physics research?

Another thing is if people think really fast they might get bored waiting for the 
microwave (which seems to take years). They might hate the subjective time gap 
between having the idea that they are hungry and being able to eat. They might 
go insane.

Not saying they will go insane. Just saying your position is not a simple, 
straightforward fact with no need for detailed argument addressing many issues.

which creates increased depth of knowledge per time (as explained in my 
previous post). This increased depth of knowledge can be used to increase 
speed of knowledge acquisition, with speed-limits only given by the laws of 
physics (in this feedback loop.)

So my point was not only that speed increases the volume, speed, and 
efficiency of production of physical goods, but also that it increases the 
efficiency of thinking (for example improving the depth of one's conjectures and 
refutations).

And efficient thinking does not merely address "a narrow range of problems". 
Increasing the speed of conjectures and refutations; that is, increasing the 
speed of thinking (and therefore the depth of thinking) addresses the broadest 
problem imaginable, developing a full understanding of the laws of physics.

We can develop a full understanding of the laws of physics slowly. Speed isn't an 
obstacle in that regard.

The set of problems that REQUIRE speed is relatively narrow.

Also, btw, it is non-obvious that faster progress in real time, but not subjective 
time, is very important. We aren't short on real time, are we? My wild guess is 
that it *is* important but I don't have a good argument for that and it requires 
more consideration.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] MG's BoI Review
Date: May 6, 2011 at 12:17 PM

Increased speed of thinking creates increased breadth of knowledge per time
Michael Golding

As Lulie mentioned, this is not necessarily true. It can.
It doesn't have to.

Elliot Temple

When you say that increased ability to think faster  (that I say causes greater 
breadth of knowledge per time) is  “not necessarily true”, do you mean it in the 
same way that one might say that biological evolution or evolutionary 
epistemology are “not necessarily true”? Or do you mean something more?
Michael Golding

One issue is evidence. Gathering evidence takes time.
Elliot Temple

More knowledge not only increases the efficiency of conjectures, it also increases 
the efficiency of criticisms and refutations.  It takes less time to gather evidence 
when one is accumulating more knowledge per time.  Increasing the ability to 
think faster increases the efficiency of thinking and so decreases the amount of 
time needed to gather evidence (one’s choice of evidence is better).

As I said, it is a loop…..greater ability to think faster per time creates more 
knowledge per time which creates more depth of knowledge per time, which 
creates more efficiency of thinking per time, which creates more ability to think 
faster per time.

Michael Golding

The set of problems that REQUIRE speed is relatively
narrow.

Elliot Temple



With no speed we could solve no problems at all.  So the set of problems that 
require a starting speed includes every single one. But you must have meant that 
the speed does not have to be fast.
Michael Golding

We can develop a full understanding of the laws of physics slowly. Speed isn't an 
obstacle in that regard.
Elliot Temple

It certainly can be an obstacle to understanding the laws of physics.  If a person 
does not already have sufficient depth of knowledge and/or ability to think fast 
and create new knowledge rapidly enough, when a major new problem arises 
(like cancer), he can die and fail to develop a fuller understanding of the laws of 
physics.  Indeed, most of us do die because of an inability to develop new 
knowledge fast enough or because of insufficient pre-existing depth of knowledge 
to understand the problem.

The above reasoning  applies to one person and all of us together on the planet if 
something sufficiently bad happens.  Speed of creating knowledge and depth of 
knowledge are not different in their relative effectiveness in helping us to solve 
new problems that inevitably emerge. Both are part of the knowledge creating 
process that helps us to solve new problems. I don’t understand attempting to 
think of one as more important than the other (if you do).

Michael Golding



From: Elliot Temple <curi@curi.us>
Subject: [BoI] My Interview with David Deutsch
Date: May 7, 2011 at 12:14 PM

http://beginningofinfinity.com/interview

-- Elliot Temple
http://fallibleideas.com/

http://beginningofinfinity.com/interview
http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] MG's BoI Review
Date: May 8, 2011 at 8:43 AM

On 5 May 2011, at 16:18, Michael Golding said

"What logically follows is that with the aid of computers that increase our own 
effective memory capacity and speed, human beings can become increasingly 
powerful universal computers, thereby gaining the ability to model and 
understand, with ever increasing accuracy, all aspects of reality."
Michael Golding

Lulie Tanett replied:

"Some people might be chronically bad at thinking, or make
very little progress (or even go backwards!) when they try to think about stuff."

Michael Golding replies:

"For a given depth of knowledge, increased speed of thinking increases a 
person's ability to think (create knowledge) but only up to a point; after which 
increased speed of thinking interferes with itself (decreases a person's ability to 
think), due to software or hardware limitations.  But if a person can arbitrarily 
increase his speed of thinking (what I said in my original post), then he can 
increase his speed of thinking *without interfering with himself*.  If he does not 
interfere with himself when thinking, thinking faster per time time then implies 
increasing his **ability** to think faster; that is, create more knowledge per time.

Note that creating more knowledge per time also means increasing a person's 
skill at defeating irrational memes, which you also (in my view correctly) mention 
as factors that interfere with a person's ability to create knowledge.

You are responding by saying that some people can go backwards in their 
thinking.  Indeed they can.  In a model, the person's "ability to think" (in that case) 
would be a negatively valued term.  Such a person would be destroying 
knowledge.

But unless one denies the principles of biological evolution or evolutionary 
epistemology, an increased ability to think faster (create knowledge at a faster 
rate per time) helps one to solve problems more rapidly."



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] MG's BoI Review
Date: May 8, 2011 at 9:59 AM

----- Original Message ----
From: Michael Golding <mlionson428@yahoo.com>
To: beginning-of-infinity@googlegroups.com
Sent: Sun, 8 May, 2011 13:43:41
Subject: Re: [BoI] MG's BoI Review

On 5 May 2011, at 16:18, Michael Golding said

What logically  follows is that with the aid of computers that increase our own
effective memory  capacity and speed, human beings can become 
increasingly
powerful universal  computers, thereby gaining the ability to model and
understand, with ever  increasing accuracy, all aspects of reality.

Lulie  Tanett replied:

Some people might be chronically bad at thinking, or  make
very little progress (or even go backwards!) when they try to think  about
stuff.

Michael Golding replies:

For a given depth of  knowledge, increased speed of thinking increases a
person's ability to think  (create knowledge) but only up to a point; after
which increased speed of  thinking interferes with itself (decreases a person's
ability to think), due to  software or hardware limitations.  But if a person
can arbitrarily increase  his speed of thinking (what I said in my original
post), then he can increase  his speed of thinking *without interfering with
himself*.  If he does not  interfere with himself when thinking, thinking faster
per time time then implies  increasing his **ability** to think faster; that is,
create more knowledge per  time.

Note that creating more knowledge per time also means increasing a  person's



skill at defeating irrational memes, which you also (in my view  correctly)
mention as factors that interfere with a person's ability to create  knowledge.

You are responding by saying that some people can go backwards  in their
thinking.  Indeed they can.  In a model, the person's  "ability to think" (in
that case) would be a negatively valued term.  Such  a person would be
destroying knowledge.

But unless one denies the  principles of biological evolution or evolutionary
epistemology, an increased  ability to think faster (create knowledge at a
faster rate per time) helps one  to solve problems more rapidly.

Neither biological nor memetic evolution guarantees progress. As explained in
BoI, Chapter 1, bad standards of explanation can lead to lack of progress.

Another way of looking at it is that if you reach the limits of the universality
of a particular set of parochial ideas you won't get any more progress until you
leap to a new level of universality.

Alan



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] MG's BoI Review
Date: May 8, 2011 at 11:45 AM

Lulie Tanett said:

"Some people might be chronically bad at thinking, or  make very little progress 
(or even go backwards!) when they try to think  about stuff."

Michael Golding replied:

For a given depth of  knowledge, increased speed of thinking increases a 
person's ability to think  (create knowledge) but only up to a point; after which 
increased speed of  thinking interferes with itself (decreases a person's ability to 
think), due to  software or hardware limitations.  But if a person can arbitrarily 
increase  his speed of thinking(what I said in my original post), then he can 
increase  his speed of thinking
*without interfering with himself*.  If he does not  interfere with himself when 
thinking, thinking faster per time time then implies  increasing his **ability** to 
think faster; that is, create more knowledge per  time.

Note that creating more knowledge per time also means increasing a person's 
skill at defeating irrational memes, which you also (in my view  correctly) mention 
as factors that interfere with a person's ability to create  knowledge.

You are responding by saying that some people can go backwards  in their 
thinking.  Indeed they can.  In a model, the person's  "ability to think" (in that 
case) would be a negatively valued term. Such  a person would be destroying 
knowledge. But unless one denies the  principles of biological evolution or 
evolutionary epistemology, an increased  ability to think faster (create knowledge 
at a faster rate per time) helps one  to solve problems more rapidly.

Alan Forrester said:

"Neither biological nor memetic evolution guarantees progress."

Michael Golding replies:
Of course not.

Alan Forrester says:



"As explained in BoI, Chapter 1, bad standards of explanation can lead to
lack of progress.

Another way of looking at it is that if you reach the limits of the universality of a 
particular set of parochial ideas you won't get any more progress until you leap to 
a new level of universality."

Michael Golding replies:

What David explained is how what is described as 'leaps to a new level of 
universality' happen.  He explained how this happens by mutation and 
recombination, as I said in my review. Implicit in his explanation is the idea that 
speed of knowledge growth in response to a new problem and initial depth of 
knowledge help 'leaps to a new level of universality' to happen.

N'est-ce pas?"



From: Justin Mallone <justinceo@gmail.com>
Subject: Rand's Impressive Fallibilism
Date: May 8, 2011 at 2:17 PM

From the Galt Speech in Atlas Shrugged:

Do not say that you're afraid to trust your mind because you know so little. Are 
you safer in surrendering to mystics and discarding the little that you know? Live 
and act within the limit of your knowledge and keep expanding it to the limit of 
your life. Redeem your mind from the hockshops of authority. Accept the fact 
that you are not omniscient, but playing a zombie will not give you omniscience-
that your mind is fallible, but becoming mindless will not make you infallible-that 
an error made on your own is safer than ten truths accepted on faith, because 
the first leaves you the means to correct it, but the second destroys your 
capacity to distinguish truth from error. In place of your dream of an omniscient 
automation, accept the fact that any knowledge man acquires is acquired by his 
own will and effort, and that that is his distinction in the universe, that is his 
nature, his morality, his glory.

Rand's views on epistemology often get caricatured (I have been guilty of the 
same), and are misunderstood by her followers. But this statement in the Galt 
Speech shows the strongly fallibilistic element that exists in her thought, 
emphasizes error correction, and is very compatible with the Deutschian view on 
the importance of the ability to create knowledge.

-GJM



From: jim morris <james.morris@gmail.com>
Subject: [BoI] Evolutionary value of explanations
Date: May 9, 2011 at 7:45 AM

DD dismisses prediction compared to explanation, but prediction
contributes to fitness. What does explanation do for my genes?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Evolutionary value of explanations
Date: May 9, 2011 at 1:36 PM

On May 9, 2011, at 4:45 AM, jim morris wrote:

DD dismisses prediction compared to explanation, but prediction contributes to 
fitness. What does explanation do for my genes?

Explanations are needed to understand the world and thereby to make good life 
decisions.

For example, the field of morality -- the very field about how to live well -- cannot 
be approached in a purely predictive way.

Suppose you make a ton of predictions about the consequences of your possible 
actions. You still face the question: which consequences are desirable? To 
answer that you must have explanations about what is good or bad, desirable or 
undesirable, fit or unfit.

And, *how* does one predict the consequences of his actions? Via explanations. 
One has to come up with explanations about what will happen if he does this or 
that, and then improve them by criticism. That's the only way to predict most 
issues people face in their lives.

Also regarding the topic of prediction, there is a very interesting argument about a 
predictive oracle in _The Fabric of Reality_ by David Deutsch, chapter 1.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Evolutionary value of explanations
Date: May 9, 2011 at 3:48 PM

On 9 May 2011, at 12:45pm, jim morris wrote:

DD dismisses prediction compared to explanation, but prediction
contributes to fitness. What does explanation do for my genes?

At the time when they were evolving, it would make you better able to understand 
the customs, taboos etc of the group. Hence better able to conform to them. 
Hence more likely to get status, mates, food, and so on, and hence better able to 
have surviving offspring.

See Chapter 16 of The Beginning of Infinity.

-- D



From: jim morris <james.morris@gmail.com>
Subject: [BoI] Re: Evolutionary value of explanations
Date: May 10, 2011 at 10:55 AM

OK, but I would say explanations are ways of generating a rich set of
predictions which, in turn, are the things that are useful. Maybe
explanations are like what logicians call models while predictions are
what they call theorems.

On May 9, 3:48 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 9 May 2011, at 12:45pm, jim morris wrote:

DD dismisses prediction compared to explanation, but prediction
contributes to fitness. What does explanation do for my genes?

At the time when they were evolving, it would make you better able to 
understand the customs, taboos etc of the group. Hence better able to conform 
to them. Hence more likely to get status, mates, food, and so on, and hence 
better able to have surviving offspring.

See Chapter 16 of The Beginning of Infinity.

-- D



From: jim morris <james.morris@gmail.com>
Subject: [BoI] Re: Evolutionary value of explanations
Date: May 10, 2011 at 10:58 AM

What would an explanations that didn't generate predictions look like?
A fairy tale? They have their uses, but I think you wouldn't like
them.

On May 10, 10:55 am, jim morris <james.mor...@gmail.com> wrote:
OK, but I would say explanations are ways of generating a rich set of
predictions which, in turn, are the things that are useful. Maybe
explanations are like what logicians call models while predictions are
what they call theorems.

On May 9, 3:48 pm, David Deutsch <david.deut...@qubit.org> wrote:

On 9 May 2011, at 12:45pm, jim morris wrote:

DD dismisses prediction compared to explanation, but prediction
contributes to fitness. What does explanation do for my genes?

At the time when they were evolving, it would make you better able to 
understand the customs, taboos etc of the group. Hence better able to conform 
to them. Hence more likely to get status, mates, food, and so on, and hence 
better able to have surviving offspring.

See Chapter 16 of The Beginning of Infinity.

-- D



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Evolutionary value of explanations
Date: May 10, 2011 at 11:12 AM

On 10 May 2011, at 3:58pm, jim morris wrote:

What would an explanations that didn't generate predictions look like?
A fairy tale? They have their uses, but I think you wouldn't like
them.

Explanations that don't make predictions belong to non-scientific fields such as 
philosophy.

So, for example, they generate moral values and precepts such as not to threaten 
visiting speakers with a poker.

They also generate epistemological theories such as Popper's.

Your own explanation (erroneous, but the point stands) that predictionless 
explanations are either not "useful" or are essentially "fairy tales", itself relies on a 
system of values that makes no testable prediction.

-- David Deutsch



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Global Warming
Date: May 10, 2011 at 2:45 PM

On Thu, Apr 28, 2011 at 11:32 PM, hibbsa <hibbsa@yahoo.com> wrote:

Here you invoke a popperian argument that because I mentioned 
measurements that show co2 is rising, I am therefore only offering 
measurements with no associated or enclosing explanation. I think this is a 
misuse of popperian philosophy Anon, although I don't suggest it is deliberate or 
malicious or anything like that. There is an explanatory context within which 
those measurements were mentioned. The context is the four high level 
statements I offered, which contain the explanation why co2 is rising...because 
of human emissions of co2 into the atmosphere. The explanation for how we 
know co2 is rising is that it is possible to directly measure how co2 changes 
year on year. How those measurements are done is available online. Do you 
have an explanation why you don't trust those measurements, and do you have 
a suggestion for a better way to explain the precise change in co2 levels over 
time, given the explanation humans are emitting vast levels of co2 into the 
atmosophere causing co2 to rise in the atmosphere?

Measuring co2 each year cannot tell us if humans are causing the rise.

You say one thing -- co2 rises b/c of human emissions -- and measure
something else (co2 totals from all sources, human or non-human, each
year).

And you don't consider and address possibilities like: co2 creation
rates have not changed much, but co2 destruction rates have changed a
lot. The method of measuring you bring up cannot and does not address
that.

What you need, if you want to know the rise due to humans (though I
wonder: why does that matter?), is a way to measure *that*, which will
require an explanation of how to measure it, why the measurement you
perform actually measures it, etc...

Or put another way: all measurements always need explanations of why
and how they are relevant to the thing they purport to be relevant to.
You don't provide that explanation.



Then there are further issues like: how much co2 causes how much
warming? What other factors cause warming and cooling, and how have
they changed lately? Note that it isn't even possible, in theory, to
measure what a list of all those factors is. No experiment can answer
that question (experiments can help, if/when some explanation makes
use of them).

Requesting a publication is not currently relevant regarding the high level chain I 
proposed because it was only that the AGW theory can be broken into these 
four high level statements, where if any one is wrong AGW is wrong. You don't 
need a publication to accept or reject this proposal because it comes with its 
own reasoning.

You don't need a publication to make an argument, in general.

But you posted claiming authority. You basically said there were tons
of publications making this case, and everyone ought to concede to
their authority. When you try to intimidate people with specious
appeals to the authority of some unspecified sources, it becomes quite
relevant and valid to ask for those sources.

Arguments from authority are always considered invalid in Popperian
philosophy even if you actually have a source that actually addresses
the issues and actually has credentials. But apparently you have none
of those things.

You want to be given a single document to read but I respectfully suggest that 
just asking for this betrays a lack of insight into the nature of the challenge.

If people want conclusions, so they can make policy decisions or
whatever, then they need the various bits of research to get summed up
in a document. What does all the reserach tell us? People have
opinions on this. They should publish papers on it, too, not just skip
that step and stick to unpublished opinions. If no one has managed to
piece it all together and write it up -- if that's too hard a task to
come up with a publishable interpretation -- then science just plain
doesn't have the answers yet. No Government should listen to any of
this stuff, at all, until there are *single* documents making cases.
And there ought to be some which go through mechanisms like peer



review.

Publishing is crucial at every step, including the
integrating-various-research step, because it helps expose ideas to
criticism. If you are promoting ideas that haven't been properly
written up and exposed to serious criticism, then they are not really
scientific ideas in Feynman's sense (though they are by Popper's
demarcation criterion).

If a position is so vague, so ill-defined, that there exists no
written statement of the position, then it is hiding from criticism
and that is itself a criticism of it and we can reject it.

And the more you talk about how there is a lot of research, a lot of
interest, a lot of people in the field ... the more one should expect
there to be plenty of people integrating the various individual bits
of research into a cohesive whole. I personally have no doubt this is
being done in real life. Yet you start accusing me of lack of insight
over this issue. Absurd! Quit the personal attacks!

 We are trying to understand an almost immeasurably complex and inherently 
chaotic system.

The issue of ending aging is exceedingly complex, and involves many
ideas from a variety of different fields and specialties. Human bodies
and immune systems and cell organization and so on are very complex.
But this didn't stop Aubrey de Grey from writing the book Ending Age
which presents the ingrated, whole idea.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Feynman ----> Popper <------ DD/ET et al
Date: May 11, 2011 at 6:05 AM

This post relates to a thread on FoR where I posted a link to a
Feynman lecture with suggestions where Feynman deviated from Popper.
Elliot suggested that Feynman actually stayed consistent with Popper
throughout. I realized I had not rewatched the Feynman lecture since
acquiring all the new knowledge (to whatever extent I have) of Popper
and the DD philosophy on these lists. So I did rewatch and did agree
that Feynman stayed consistent. So I then had to think about why it is
I see the Feynman and DD/ET et al philosophy and approaches so
differently. The post below is the outcome of that thinking so far.
I've added the link to the lecture at the top.

http://research.microsoft.com/apps/tools/tuva/#data=4%7C4dbfe549-e795-47\
a0-bda2-9597fe5bb344%7C%7C

I've had a think about this, and the issue IMHO is not in terms of
whether Feynman's lecture involved anything inconsistent with
Popper...I don't think it did. So  Feynman was being consistent with
Popper and so too are DD/ET et al.
The issue is in subtle differences between DD/ET et al and Feynman's
interpretation of Poppers, where both ways are consistent but between
the two of them, those subtle differences have consequences that
quickly send philosophy and mindset on divergent paths.
Example. Feynman spoke of 'vague' theories/experiments/consequences
and what he first said was completely consistent both with DD/ET et al
and Popper. But then Feynam turns to the question of how one navigates
a 'new' scientific question or field where there are many unknowns.
Feynman's interpretation was that in such situations you HAVE NO
CHOICE but to begin with vague ideas, theories, consequences. He
acknowledeges that this is treacherous ground and requires a certain
skill to avoid going 'off the plank' as he said.
Implicit in this, is that Feynman is saying that an explicit/precise/
non-vague guess is not always preferable if,  say, there is a chance
that doing so involves cutting away important but not yet understood
variables.
I think the DD/ET et al interpretation goes the other way. If the
subject is big and still mysterious it is still preferable to make
simple but clear guesses across any scope of that subject. I think

http://research.microsoft.com/apps/tools/tuva/#data=4%7C4dbfe549-e795-47


their position is that a vague approach is never preferable to an
exact approach, even where the reason the 'vague' approach is vague is
because certain not-well-understood variables are being deliberately
kept in the muddle.
I think this small, subtle, difference in interpretation translates
immediately into huge philosophical and tempermental divergences. If
you choose the path of simple but non-vague guesses in an area that
isn't well known, that imediately governs what you do next. And what
you do next, I suggest, also actually totally governs what sort of
criticism can be effective and what not.
If you choose a simple but exact guess, and the criticism is from the
people more in Feynman's camp, then BY DIRECT CONSEQUENCE, that
criticism HAS TO BE BASED ON VAGUE CONCERNS.
This is because, the difference is all about whether you keep the
first steps vague, and the argument for being vague is because there
are variabls that are only vaguely understood.
But if you have already chosen the path of making simple exact
guesses, then in terms of temperment you are already now hostile to a
criticism based on vague concerns.
On the other hand, a simple/exact explanation that has already cut way
vaguely understood variables, forces any equivalently exact crititism
also to be only in terms of the variables kept in. So all further
evolution of the idea by 'explanation & criticism' is within the
already narrowly set scope.
It's a small initial difference of how essentially the same principles
are applied to real world problems, but one that quickly snowballs
into totally different theories and ideas about the world.
I don't believe Feynman would ever have accepted simple explanations
about the workings of the human brain and intelligence because he
would recognize this is still a scientific discovery in its fairly
early stages, and there are still many variables that we have only
vague understandings of.
Rgds,
Al



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Feynman ----> Popper <------ DD/ET et al
Date: May 11, 2011 at 3:19 PM

On May 11, 2011, at 3:05 AM, hibbsa wrote:

This post relates to a thread on FoR where I posted a link to a
Feynman lecture with suggestions where Feynman deviated from Popper.
Elliot suggested that Feynman actually stayed consistent with Popper
throughout. I realized I had not rewatched the Feynman lecture since
acquiring all the new knowledge (to whatever extent I have) of Popper
and the DD philosophy on these lists. So I did rewatch and did agree
that Feynman stayed consistent. So I then had to think about why it is
I see the Feynman and DD/ET et al philosophy and approaches so
differently. The post below is the outcome of that thinking so far.
I've added the link to the lecture at the top.

http://research.microsoft.com/apps/tools/tuva/#data=4%7C4dbfe549-e795-47\
a0-bda2-9597fe5bb344%7C%7C

I've had a think about this, and the issue IMHO is not in terms of
whether Feynman's lecture involved anything inconsistent with
Popper...I don't think it did. So  Feynman was being consistent with
Popper and so too are DD/ET et al.
The issue is in subtle differences between DD/ET et al and Feynman's
interpretation of Poppers, where both ways are consistent but between
the two of them, those subtle differences have consequences that
quickly send philosophy and mindset on divergent paths.
Example. Feynman spoke of 'vague' theories/experiments/consequences
and what he first said was completely consistent both with DD/ET et al
and Popper. But then Feynam turns to the question of how one navigates
a 'new' scientific question or field where there are many unknowns.
Feynman's interpretation was that in such situations you HAVE NO
CHOICE but to begin with vague ideas, theories, consequences. He
acknowledeges that this is treacherous ground and requires a certain
skill to avoid going 'off the plank' as he said.

And Popper said something like: knowledge began with myths.

Implicit in this, is that Feynman is saying that an explicit/precise/

http://research.microsoft.com/apps/tools/tuva/#data=4%7C4dbfe549-e795-47


non-vague guess is not always preferable if,  say, there is a chance
that doing so involves cutting away important but not yet understood
variables.

Yes that's true.

I think the DD/ET et al interpretation goes the other way. If the
subject is big and still mysterious it is still preferable to make
simple but clear guesses across any scope of that subject. I think
their position is that a vague approach is never preferable to an
exact approach, even where the reason the 'vague' approach is vague is
because certain not-well-understood variables are being deliberately
kept in the muddle.

It's not one or the other. One can do both. Popperians are not big on rules about 
how or what to guess.

I think this small, subtle, difference in interpretation translates
immediately into huge philosophical and tempermental divergences. If
you choose the path of simple but non-vague guesses in an area that
isn't well known, that imediately governs what you do next. And what
you do next, I suggest, also actually totally governs what sort of
criticism can be effective and what not.
If you choose a simple but exact guess, and the criticism is from the
people more in Feynman's camp, then BY DIRECT CONSEQUENCE, that
criticism HAS TO BE BASED ON VAGUE CONCERNS.

This is too foundationalist. People don't pick a camp and base all their thinking on 
it.

This is because, the difference is all about whether you keep the
first steps vague, and the argument for being vague is because there
are variabls that are only vaguely understood.
But if you have already chosen the path of making simple exact
guesses, then in terms of temperment you are already now hostile to a
criticism based on vague concerns.
On the other hand, a simple/exact explanation that has already cut way
vaguely understood variables, forces any equivalently exact crititism
also to be only in terms of the variables kept in. So all further
evolution of the idea by 'explanation & criticism' is within the



already narrowly set scope.
It's a small initial difference of how essentially the same principles
are applied to real world problems, but one that quickly snowballs
into totally different theories and ideas about the world.
I don't believe Feynman would ever have accepted simple explanations
about the workings of the human brain and intelligence because he
would recognize this is still a scientific discovery in its fairly
early stages, and there are still many variables that we have only
vague understandings of.

You doubt he would have agreed about humans being universal explainers? 
There's no direct evidence about that. When I said that Feynman was a 
Popperian, I wasn't trying to claim he would agree about that claim from BoI. 
Note: we also don't really know if Popper would agree with that one. The 
important thing is: do we have a criticism of the idea?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Bastiat
Date: May 11, 2011 at 4:19 PM

http://mises.org/books/bastiat_collection_pocket.pdf

The Perfectibility chapter beginning on page 1013 is a precursor to BoI. It 
advocates some significant parts of the BoI worldview.

It's not the first thing of its kind. An even earlier author with thoughts like this was 
William Godwin (who, I would guess, Bastiat was influenced by).

Some quotes:

That the human race is perfectible; that it progresses towards a higher and 
higher level; that its wealth is increasing and becoming more equalized; that its 
ideas are being enlarged and purified; that its errors, and the oppressions these 
errors support, are disappearing; that its knowledge shines with brighter and 
brighter effulgence; that its morality is improv- ing; that it is learning, by reason 
or by experience, in the domain of responsibility, the art of earning a constantly 
larger amount of recompense, and a constantly smaller amount of 
chastisement; that, consequently, evil is continually lessening, and good contin- 
ually increasing—these are conclusions that it is impossible to doubt when we 
scrutinize the nature of man and that intelligent principle, which is his essence, 
which was breathed into him with the breath of life, and warrants the scriptural 
declaration that man is made in the image of God.

[Man] is imperfect, then—subject to error and to suffering

Moreover, if intelligence, which is the faculty of comparing, of judging, of 
rectifying errors, of learning, does not constitute individual perfectibility, what 
can constitute it?

What constitutes man’s perfectibility is his intelligence, or the faculty that has 
been given to him of passing from error, which is the parent of evil, to truth, 
which is the generating principle of good.

It is science and experience that cause man to abandon in his mind, error for 
truth, and afterwards, in his conduct, evil for good; it is the discovery he makes, 
in phenomena and in acts, of effects he had not suspected.

http://mises.org/books/bastiat_collection_pocket.pdf


But to enable him to acquire this science, he must have an interest in acquiring 
it. In order that he should profit by this expe- rience, he must have an interest in 
profiting by it. It is in the law of responsibility, then, that we must search for the 
means of real- izing human perfectibility.

And as we can form no idea of responsibility apart from lib- erty; as acts that are 
not voluntary can afford neither instruction nor available experience; as beings 
capable of being improved or deteriorated by the exclusive action of external 
causes without the participation of choice, reflection, or free will (although this 
hap- pens in the case of unconscious organized matter), could not be called 
perfectible, in the moral acceptation of the word, we must conclude that liberty is 
the very essence of progress. To impair man’s liberty is not only to hurt and 
degrade him; it is to change his nature; it is (in the measure and proportion in 
which such oppression is exercised) to render him incapable of improvement;

But in thus proclaiming aloud our fixed and unalterable belief in human 
perfectibility, and in progress, which is necessary in every sense, and that, by a 
marvelous correspondence, is as much more active in one direction as it is 
more active in all others, we must not be regarded as indulging in Utopianism, 
or be consid- ered as optimists, believing “all to be for the best, in the best of 
worlds,” and expecting the immediate arrival of the millennium.

Of the many good points, note how the comments on people learning what they 
are interested in echo what DD said in my interview with him. And how he 
criticizes the same "optimism" that DD criticizes. (Later in the chapter, Bastiat 
opposes pessimism too!) And note the definition of intelligence in terms of error 
correction which is amazingly good. And the connections to liberty. And of course 
the comments on potential, infinite progress. And the anti-Utopianism. And the 
respect for morality (there's a lot more of that in sections I didn't quote, including 
basically the idea that morality has objective truth that we can learn about by 
rational processes, and a denial of the is/ought divide, which BoI also denies.)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Jim <3p4j8x834p27@gmail.com>
Subject: [BoI] What is Philosophy?
Date: May 11, 2011 at 6:03 PM

I thought it might be useful to try to 'collectively evolve' a useful
description of what philosophy actually is.

After reading 'Philosophy Bites' by David Edmonds & Nigel Warburton, I
found the responses in the first chapter entitled 'What is
Philosophy?' on the whole to be rather disappointing. Here is my own
initial ultra compact effort...

If we had a wiki page that would be helpful for posting the most up to
date description.

What is Philosophy?

Along with science and mathematics, philosophy: is a systematic and
rational evolutionary problem-solving enquiry that seeks ever better
explanations of reality.

Whilst there is much crossover, in its purest form it differs from
science and maths in that it tackles general and fundamental problems
that tend to be obscure, fuzzy or lacking in precision; and with its
‘experiments’ and outcomes being rendered wholly within intelligent
minds.

WJWilliams
-------------------------------------------------------

I agree with it with only the small proviso that I don't think the
problems of philosophy are *inherently* fuzzy. It fundamentally
differs from science only in that it deals in explanations that do not
make testable predictions. Even then, the line between them is not
sharp.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] What is Philosophy?
Date: May 11, 2011 at 6:21 PM

On May 11, 2011, at 3:03 PM, Jim wrote:

I thought it might be useful to try to 'collectively evolve' a useful
description of what philosophy actually is.

After reading 'Philosophy Bites' by David Edmonds & Nigel Warburton, I
found the responses in the first chapter entitled 'What is
Philosophy?' on the whole to be rather disappointing. Here is my own
initial ultra compact effort...

You may be interested to know that Popper opposed "what is?" questions.

One of the reasons is that we should focus on solving problems, not defining 
words. We use words to help us solve problems. It doesn't matter what the true or 
essential meaning of a word is, it only matters if it's useful in addressing some 
problem we wish to address.

I don't think, "What is philosophy?" is a real problem but a verbal problem, and I 
don't think it's very fruitful to argue definitions. A good problem would be more 
like, "How do I create true rather than false ideas?" or "How can I be better at 
thinking?" or "What is the solution to the problem of induction?" or "How can I 
better enjoy criticism of my ideas?" Each of these is a bit more concrete and it's 
more apparent how the solution could help people -- they are problems people 
face in their lives.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: [BoI] Sex
Date: May 12, 2011 at 3:52 AM

This video is a song that claims that the singer and the person he's singing
about are "nothing but mammals" so they should have sex as animals do on the
Discovery Channel:

http://www.youtube.com/watch?v=-mQUqnFNtEQ

I think this kind of attitude to sex is fairly common and is anti-human: people
are not just like other mammals, we have creativity.

Ayn Rand on the other hand seems to think that sex can be a great pro-human
thing. I think the idea here is that it's a great aesthetic experience or
something like that.

So which view of sex is more accurate? Is it a parochial animal thing, or can it
be part of something good or aesthetically satisfying?

Alan

http://www.youtube.com/watch?v=-mQUqnFNtEQ


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Sex
Date: May 12, 2011 at 4:13 AM

On May 12, 2011, at 12:52 AM, Alan Forrester wrote:

This video is a song that claims that the singer and the person he's singing
about are "nothing but mammals" so they should have sex as animals do on the
Discovery Channel:

http://www.youtube.com/watch?v=-mQUqnFNtEQ

I think this kind of attitude to sex is fairly common and is anti-human: people
are not just like other mammals, we have creativity.

Ayn Rand on the other hand seems to think that sex can be a great pro-human
thing. I think the idea here is that it's a great aesthetic experience or
something like that.

So which view of sex is more accurate? Is it a parochial animal thing, or can it
be part of something good or aesthetically satisfying?

I don't think either view is accurate.

Rand says sex is an expression of one's own value.

But it's not. It's just rubbing. The sex/value connection is unexplained and doesn't 
make sense. (Though there are some connections. e.g. people who don't care 
about their lives too much will more often like particular *types* of sex, e.g. rough 
sex. Yet Rand does value life and also seems to like rough sex (or her characters 
do), so shrug.)

But the idea that people are "nothing but mammals" is essentialist and blatantly 
false: we have attributes not covered by the "mammal" category, in particular our 
minds. And the idea that we *should* have sex like animals is very silly. Animals 
haven't got morality or intelligence, so how can they make good moral role 
models?

Neither the Randian nor the Mammal views are intended to be taken very literally.

http://www.youtube.com/watch?v=-mQUqnFNtEQ


Rand is trying to express some moral ideas, e.g. to criticize women chasers, to 
criticize Christian "sex is a sin to feel guilty about" lines, and to promote engaging 
sexually with the *best and highest people one can* (this is part of Rand's general 
advice to engage with the best people *about everything*).

The mammal song is trying say sex isn't important so it's OK to have it. People 
like to hear this. It helps them feel better about the preferences they already 
have. By denying morality exists, people who consider themselves immoral can 
get some relief.

Both the Rand and Mammal ideas have in common an attempt to solve the same 
problem: how shall sex be justified? Both disagree with the Christian view that 
sex is justified by marriage and love. Rand wants to justify sex by reference to 
good values because she likes good values and she likes sex. The mammal 
people try to justify sex basically by saying people suck and Christian standards 
are too high and we shouldn't be held to standards like that, so basically anything 
you make up ad hoc is sufficient justification. Secondarily it tries to justify sex as 
being natural.

My view is rather different than this: sex need not and should not be justified.

This has connections to epistemology where almost everyone since Aristotle has 
been concerned with justifying ideas, but that is a mistake.

What replaces justification? Error correction. If there is a problem, fix it 
(justification doesn't fix problems, solutions do!). And if there's no problem, then it 
doesn't matter if justification is present or not.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: What is Philosophy?
Date: May 13, 2011 at 4:41 PM

Perhaps a little extra background may help...

After reading Philosophy Bites by David Edmonds & Nigel Warburton (a
pocket size ‘popular science’ style book) I found the responses in the
first chapter entitled 'What is Philosophy?' on the whole to be rather
disappointing.

On Radio 4 a few months back (the today programme I think) I heard a
chaired debate between an eminent scientist and a philosopher,
debating as to why in the scientists’ view, philosophy was redundant
in today’s modern science dominated world. The scientists’ reasoning,
to my mind was weak even confused, yet the philosopher did not appear
to be able to conjure up a convincing defence either. Brewing in the
back of my mind, was further displeasure with other influential highly
visible experts: Hawking ‘scum’, Attenbourgh ‘we’re all doomed’,
Patrick Moore ‘the sun WILL consume us’, eco evangalist global warming
types, in fact anyone with a linear static view of the world.

Whilst I partly accept the technical thrust of your Popper ‘what is?’
protest, you may be going too far, too fast...My intent was more
mundane. The original main question was I believe a useful one, being
inadvertently quite revealing, if only because so many so called
‘professional’ philosophers (A.C.Grayling perhaps excepted) appeared
to betray a fundamental lack of understanding of what their own field
of study is or what it is they are even doing. Even a cursory glance
through most of that chapter’s responses, will expose much claptrap
and inherent confusion. Hence my frustration.

Philosophy, as I’m sure you’ll agree, is regrettably notorious for
being whatever its practitioners want it to be. But, and importantly
so, Mr Deutsch’s recent work, will I sincerely hope do much to steer
many to at least focus again on the basics, and to help them
understand what it is they are fundamentally actually doing. Is this
not a useful helpful pursuit in itself?

The clear insightful yet straightforward intellectual frame he has
constructed surely helps bind and clarify often disparate ideas. And



how does he do all this? He uses the best analytical instruments and
tools at his disposal to analyse, manipulate and evaluate our best
concepts, arguments and theories – to think clearly, honestly and
sensibly – to hone his message – and all with those messy, suitcase-
like, constrained and troublesome ‘words’. His frozen thoughts flow
off the page beautifully. In particular, I delight in the superbly
clear glossary descriptions: which lays out a simple compact lexicon
that is at once functional and usually supremely economic. Using Mr
Deutsch’s format: such efficient streamlined entries are satisfying
and resonate because like theories they too are hard to vary – and
hence we sense that they are superior robust explanations.

Thus, inspired, I penned my initial tentative compact ‘What is
Philosophy?’ effort (fingerprints of Mr Deutsch all over it), for
several reasons:

1) A condensed to-the-point description forces us to focus on what is
important, to try to see and identify the core themes that are
inseparable and integral to the identity of concrete objects. The more
economically this can be done, then the better and more efficient the
description. Lexicographers and lawyers would surely agree.

2) Given that philosophy does exist, would it not be helpful to
possess such a lean description? If only to guide specialists and
trainees alike usefully forwards, and to help them avoid false forks
in their development and understanding.

3) General annoyance (as detailed above) at the silly but alas still
widespread suggestion that philosophy itself is of no use having being
somehow supplanted.

4) It was good fun and I enjoyed the process.

So it was with some satisfaction after reading The beginning of
Infinity that it confirmed many of my own sketchy poorly expressed in
comparison musings.

PS: I would be nice if we could have use of italics, bold, underlining
etc – possible?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: What is Philosophy?
Date: May 13, 2011 at 6:39 PM

On May 13, 2011, at 1:41 PM, William wrote:

Perhaps a little extra background may help...

After reading Philosophy Bites by David Edmonds & Nigel Warburton (a
pocket size ‘popular science’ style book) I found the responses in the
first chapter entitled 'What is Philosophy?' on the whole to be rather
disappointing.

On Radio 4 a few months back (the today programme I think) I heard a
chaired debate between an eminent scientist and a philosopher,
debating as to why in the scientists’ view, philosophy was redundant
in today’s modern science dominated world. The scientists’ reasoning,
to my mind was weak even confused, yet the philosopher did not appear
to be able to conjure up a convincing defence either. Brewing in the
back of my mind, was further displeasure with other influential highly
visible experts: Hawking ‘scum’,

Hawking isn't an expert *in the relevant domain*. He's an expert on physics not 
scum. When he said that he strayed outside his field.

Attenbourgh ‘we’re all doomed’,

Attenbourgh isn't a doom expert.

Patrick Moore ‘the sun WILL consume us’,

Moore's no expert on judging whether human progress will change this possible 
outcome.

And btw Dawkins is no expert on religion or politics. And most (all?) people in the 
AI and neuroscience fields are not experts on epistemology (yet constantly make 
claims for which epistemology is heavily relevant).

It's important to recognize people straying outside their field, and that their 
expertise is invalid. The value of being an expert is overrated in the first place, but 



when they are talking outside their expertise then it definitely should not impress 
and intimidate anyone.

One of the nice things about being a philosopher is one studies some of the ideas 
with the most reach. A biologist or computer scientist knows stuff within his field, 
which maybe reaches outside it a bit. Good philosophers know stuff that reaches 
to many fields, and sometimes even to all fields. Good philosophers have a type 
of expertise that lets them tackle (in some partial ways) any subject they feel like.

eco evangalist global warming
types, in fact anyone with a linear static view of the world.

Whilst I partly accept the technical thrust of your Popper ‘what is?’
protest, you may be going too far, too fast...My intent was more
mundane.

Well, I certainly agree that a lot of the time people ask "What is?" questions they 
have in mind a legitimate problem. In those cases, I think clarifying the problem is 
helpful. I was just commenting on an aspect of the issue.

When someone asks, "What is philosophy?" it seems to me there are a *dozen* 
legitimate questions they might mean, and I don't know which they want me to 
answer :-)

And I expect that people debating the issue without clarification will often talk past 
each other, each answering different questions.

The original main question was I believe a useful one, being
inadvertently quite revealing, if only because so many so called
‘professional’ philosophers (A.C.Grayling perhaps excepted) appeared
to betray a fundamental lack of understanding of what their own field
of study is or what it is they are even doing. Even a cursory glance
through most of that chapter’s responses, will expose much claptrap
and inherent confusion. Hence my frustration.

Philosophy, as I’m sure you’ll agree, is regrettably notorious for
being whatever its practitioners want it to be.

Yes.



One thing I've noticed, and found a bit strange, is that ontology is regarded as a 
major field in philosophy, sometimes on par with epistemology. But I regard 
epistemology as *the* major field in philosophy above all others, and ontology, by 
contrast, as a rather minor field which doesn't have a lot to say or discuss. I don't 
get what they think the big deal with ontology is, and from what I've seen 
discussion of the matter is confusing and vague and doesn't address any useful 
problems.

BTW I think the solution to ontology is this single sentence: things exist if and 
only if our good explanations imply they exist (e.g. if they factor into our 
explanations).

But, and importantly
so, Mr Deutsch’s recent work, will I sincerely hope do much to steer
many to at least focus again on the basics, and to help them
understand what it is they are fundamentally actually doing. Is this
not a useful helpful pursuit in itself?

BoI is great, and the best book ever written. But I don't know how much steering it 
will do (anytime soon). Popper wrote a lot of books which should have steered 
philosophy, but most philosophers choose to disregard them. Deutsch is a 
Popperian and may well be dismissed by those people for the same reasons that 
Popper was.

2) Given that philosophy does exist, would it not be helpful to
possess such a lean description? If only to guide specialists and
trainees alike usefully forwards, and to help them avoid false forks
in their development and understanding.

Here is an attempt:

"Philosophy is the catch-all term for all non-science. The most important field in 
philosophy is epistemology because it is relevant to creating knowledge in all 
other fields."

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: What is Philosophy?
Date: May 13, 2011 at 7:06 PM

On 13 May 2011, at 11:39pm, Elliot Temple wrote:

One thing I've noticed, and found a bit strange, is that ontology is regarded as a 
major field in philosophy, sometimes on par with epistemology. But I regard 
epistemology as *the* major field in philosophy above all others, and ontology, 
by contrast, as a rather minor field which doesn't have a lot to say or discuss. I 
don't get what they think the big deal with ontology is, and from what I've seen 
discussion of the matter is confusing and vague and doesn't address any useful 
problems.

BTW I think the solution to ontology is this single sentence: things exist if and 
only if our good explanations imply they exist (e.g. if they factor into our 
explanations).

Yes, but that only tells us a criterion for existence. Problems in ontology include 
things like what the difference is between different kinds of things that exist -- 
different senses of 'existence'. For instance the (actual) laws of physics exist, but 
not in the same sense as physical objects do. And neither of those exist in the 
same sense as the integers. And then there are qualia...

It's what Wheeler was talking about when he said write down the true laws of 
physics and step back and say "fly", and they won't fly.

We don't know much about ontology yet. Just about as much as is necessary to 
make epistemology make sense.

-- D



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: What is Philosophy?
Date: May 13, 2011 at 7:13 PM

On May 13, 2011, at 4:06 PM, David Deutsch wrote:

On 13 May 2011, at 11:39pm, Elliot Temple wrote:

One thing I've noticed, and found a bit strange, is that ontology is regarded as 
a major field in philosophy, sometimes on par with epistemology. But I regard 
epistemology as *the* major field in philosophy above all others, and ontology, 
by contrast, as a rather minor field which doesn't have a lot to say or discuss. I 
don't get what they think the big deal with ontology is, and from what I've seen 
discussion of the matter is confusing and vague and doesn't address any 
useful problems.

BTW I think the solution to ontology is this single sentence: things exist if and 
only if our good explanations imply they exist (e.g. if they factor into our 
explanations).

Yes, but that only tells us a criterion for existence. Problems in ontology include 
things like what the difference is between different kinds of things that exist -- 
different senses of 'existence'.

What *problem* does defining different types of existence solve?

For instance the (actual) laws of physics exist, but not in the same sense as 
physical objects do. And neither of those exist in the same sense as the 
integers. And then there are qualia...

What use is existence categories? They both exist, full stop.

You can pick up and throw a physical object but not a law of physics. But what 
things can be thrown is not an ontology issue. It's an issue of physics -- it has to 
do with what the laws of motion apply to. It seems to me the real issues aren't in 
ontology.

I see the value of categories of throwable or not, and various others like that, 
which aren't ontology.



It's what Wheeler was talking about when he said write down the true laws of 
physics and step back and say "fly", and they won't fly.

We don't know much about ontology yet. Just about as much as is necessary to 
make epistemology make sense.

We know which things we can throw and which we can't.

We don't know the essential difference between them, or essential nature of 
each, or something, which I don't see as a real problem. Where's the non-
essentialist problem within ontology?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Re: What is Philosophy?
Date: May 14, 2011 at 6:44 PM

Mysticism, Religion, Philosophy and Science can be distinguished by the
relevance they attach to asking and answering questions.

Philosophy is the activity of UNDERSTANDING questions. Within philosophy,
ANSWERING questions is not relevant, or, rather, not their main concern. The
only thing they ask is: 'if somebody asserts anything, regardless of whether
we accept what he says, or deny it, are we at least UNDERSTANDING what he
says?' This can also be expressed as: 'this fellow, who comes forward with a
new theory, and maybe a new language, is he talking nonsense, or has he seen
something we are not aware of?'

Science, on the other hand, is the activity of both UNDERSTANDING AND
ANSWERING questions.

Religion is the activity of ACCEPTING answers, but also the activity of
either denying, avoiding, or discrediting any form of critical questions, on
the grounds that they might cast doubt on the TRUTH accepted.

And, to complete this description, there is also mysticism. The mystic
denies even the relevance of both answers and questions. A mystic thinks
that all of his knowledge can be found by just observing his own emotions.
And if you think this is nonsense, in how many movies can you find the main
figure, confused about some ethical issue, and then the other tells him: 'do
not worry. If the problem arises, your feelings tell you what to do?'. That
is mysticism.

Therefore, I arrive at the following classification:

Mysticism, the most primitive way of an approach to life, is against both
the asking and the answering of questions. They derive their knowledge, or
at least attempt it, from their own emotions. Therefore their adagium is:
'for those who know, no explanation is necessary, and for those who do not
know, no explanation is possible.'

Religion is against the asking of (fundamental) questions. They approach you
with some form of Absolute Truth, and assert, that if you first accept
(therefore do not ask fundamental questions), then you will 'see'. (You will



find corroborations everywhere.) It is an advance on mysticism, because a
religious person knows, that you can create emotions through acceptance of
some world vision as the absolute truth.

Philosophy consists ONLY of the asking of fundamental questions, but is
against answering them, because any answer can be made into a question, so
they assert. Philosophy is about understanding, and ONLY about
understanding. A philosopher  knows, just like a religious person knows,
that accepting anything as true, or as 'absolute truth', will cause the
emotions to corroborate anything that corresponds to the 'absolute truth'
accepted, and will cause a negative emotion to anything that is in violation
with it. Contrary to religious people, they understand that ANYTHING
accepted as 'absolute truth' will do that, and not only particular visions
that happen to BE true. (Assuming that such a thing is possible, which it
isn't.) Therefore feelings are NEVER proof of ANYTHING. Therefore
philosophers are the exact opposite of religious people. Philosophy
therefore is a significant advance on religion.

Science is the only endeavor that consists of both the asking and the
answering of fundamental questions. But to make this possible, science has
to deny the concept of truth, in the sense that it is possible to have a
statement, whose contents corresponds to reality.

Greetings,

Konrad Swart

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Elliot Temple
Sent: Friday, May 13, 2011 3:39 PM
Subject: Re: [BoI] Re: What is Philosophy?

On May 13, 2011, at 1:41 PM, William wrote:

Perhaps a little extra background may help...

After reading Philosophy Bites by David Edmonds & Nigel Warburton (a
pocket size 'popular science' style book) I found the responses in the

mailto:beginning-of-infinity@googlegroups.com


first chapter entitled 'What is Philosophy?' on the whole to be rather
disappointing.

On Radio 4 a few months back (the today programme I think) I heard a
chaired debate between an eminent scientist and a philosopher,
debating as to why in the scientists' view, philosophy was redundant
in today's modern science dominated world. The scientists' reasoning,
to my mind was weak even confused, yet the philosopher did not appear
to be able to conjure up a convincing defence either. Brewing in the
back of my mind, was further displeasure with other influential highly
visible experts: Hawking 'scum',

Hawking isn't an expert *in the relevant domain*. He's an expert on physics
not scum. When he said that he strayed outside his field.

Attenbourgh 'we're all doomed',

Attenbourgh isn't a doom expert.

Patrick Moore 'the sun WILL consume us',

Moore's no expert on judging whether human progress will change this
possible outcome.

And btw Dawkins is no expert on religion or politics. And most (all?) people
in the AI and neuroscience fields are not experts on epistemology (yet
constantly make claims for which epistemology is heavily relevant).

It's important to recognize people straying outside their field, and that
their expertise is invalid. The value of being an expert is overrated in the
first place, but when they are talking outside their expertise then it
definitely should not impress and intimidate anyone.

One of the nice things about being a philosopher is one studies some of the
ideas with the most reach. A biologist or computer scientist knows stuff
within his field, which maybe reaches outside it a bit. Good philosophers
know stuff that reaches to many fields, and sometimes even to all fields.
Good philosophers have a type of expertise that lets them tackle (in some
partial ways) any subject they feel like.



eco evangalist global warming
types, in fact anyone with a linear static view of the world.

Whilst I partly accept the technical thrust of your Popper 'what is?'
protest, you may be going too far, too fast...My intent was more
mundane.

Well, I certainly agree that a lot of the time people ask "What is?"
questions they have in mind a legitimate problem. In those cases, I think
clarifying the problem is helpful. I was just commenting on an aspect of the
issue.

When someone asks, "What is philosophy?" it seems to me there are a *dozen*
legitimate questions they might mean, and I don't know which they want me to
answer :-)

And I expect that people debating the issue without clarification will often
talk past each other, each answering different questions.

The original main question was I believe a useful one, being
inadvertently quite revealing, if only because so many so called
'professional' philosophers (A.C.Grayling perhaps excepted) appeared
to betray a fundamental lack of understanding of what their own field
of study is or what it is they are even doing. Even a cursory glance
through most of that chapter's responses, will expose much claptrap
and inherent confusion. Hence my frustration.

Philosophy, as I'm sure you'll agree, is regrettably notorious for
being whatever its practitioners want it to be.

Yes.

One thing I've noticed, and found a bit strange, is that ontology is
regarded as a major field in philosophy, sometimes on par with epistemology.
But I regard epistemology as *the* major field in philosophy above all
others, and ontology, by contrast, as a rather minor field which doesn't
have a lot to say or discuss. I don't get what they think the big deal with
ontology is, and from what I've seen discussion of the matter is confusing
and vague and doesn't address any useful problems.



BTW I think the solution to ontology is this single sentence: things exist
if and only if our good explanations imply they exist (e.g. if they factor
into our explanations).

But, and importantly
so, Mr Deutsch's recent work, will I sincerely hope do much to steer
many to at least focus again on the basics, and to help them
understand what it is they are fundamentally actually doing. Is this
not a useful helpful pursuit in itself?

BoI is great, and the best book ever written. But I don't know how much
steering it will do (anytime soon). Popper wrote a lot of books which should
have steered philosophy, but most philosophers choose to disregard them.
Deutsch is a Popperian and may well be dismissed by those people for the
same reasons that Popper was.

2) Given that philosophy does exist, would it not be helpful to
possess such a lean description? If only to guide specialists and
trainees alike usefully forwards, and to help them avoid false forks
in their development and understanding.

Here is an attempt:

"Philosophy is the catch-all term for all non-science. The most important
field in philosophy is epistemology because it is relevant to creating
knowledge in all other fields."

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Re: What is Philosophy?
Date: May 14, 2011 at 2:50 PM

----- Original Message ----
From: Konrad Swart <dimens5@xs4all.nl>
4:30
Subject: RE: [BoI] Re: What is Philosophy?

Mysticism, Religion, Philosophy and Science can be distinguished by  the
relevance they attach to asking and answering  questions.

What problem does this classification solve?

Science is  the only endeavor that consists of both the asking and the
answering of  fundamental questions. But to make this possible, science has
to deny the  concept of truth, in the sense that it is possible to have a
statement, whose  contents corresponds to reality.

This argument seems to make no sense. If scientists aren't looking for truth,
then doing experiments, coming up with theories and so on is a waste of time.

Alan



From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: What is Philosophy?
Date: May 14, 2011 at 3:59 PM

Experts

Perhaps a good philosopher should be a jack-of-all-trades , and
preferably a master of most.

Again I accept your thrust, although I would take issue with the
suggestion that R Dawkins is not a religion expert. Leaving aside the
definition of ‘expert’, on the contrary I would suggest that he knows
*far more* than most in his chosen field of ‘religion debunking’. He
is supremely skilled in the art of ‘ruthlessly rational reasoning’,
and his writings do amount to something new. Dawkins is not forever
pigeon holed into only ever being a gene/meme expert. Insightful and
lucid thinking often crosses over into remote fields of enquiry – just
look at the polymaths of history.

When someone asks, "What is philosophy?" it seems to me there are a *dozen* 
legitimate questions they might mean, and I don't know which they want me to 
answer :-)

And I expect that people debating the issue without clarification will often talk 
past each other, each answering different questions.

Yes, that’s a useful way of putting it.
It seems to me then, in circular sense that because people don’t
appreciate what it is they are studying, they don’t really know what
question they are asking. Suitcases again. Cut the knot – provide a
good definition – ‘guide’ them!

BoI is great, and the best book ever written.

Great, but by its own terms riddled with errors!? Let’s hope a future
ruling Superintelligence will give it a quick scan :)



But I don't know how much steering it will do (anytime soon). Popper wrote a lot 
of books which should have  steered philosophy, but most philosophers choose 
to disregard them. Deutsch is a Popperian and may well be dismissed by those 
people for the same reasons that Popper was.

Choices. Popper’s overall message and its presentation (ex post facto)
was presumably not polished enough to be sufficiently appealing. The
Deutschian package of ideas, perhaps will be more palatable.
Presentation and definitions *are* important. I’m on the side of the
optimists.

It's what Wheeler was talking about when he said write down the true laws of 
physics and step back and say "fly", > and they won't fly.

Perhaps...in an truly infinite reality, there can be no content or any
significance without a form of *selection* – by life/computation/mind.
Write a software program, the full profile of a human mind, the laws
of physics down perfectly and they will not fly. To get them to fly
they need to ‘run’ in/on/via something. Somehow, the process of
‘running’ connects  the locked frozen parts of the greater reality to
the active working parts – and so enabling aspects of the multiverse,
briefly, to be brought into focus – to be awakened.



From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Re: What is Philosophy?
Date: May 15, 2011 at 6:22 PM

-----Original Message-----
From: beginning-of-infinity@googlegroups.com [mailto:beginning-of-
infinity@googlegroups.com] On Behalf Of Alan Forrester
Sent: Saturday, May 14, 2011 11:50 AM
Subject: Re: [BoI] Re: What is Philosophy?

----- Original Message ----
From: Konrad Swart <dimens5@xs4all.nl>
To: beginning-of-infinity@googlegroups.com
Sent: Sat, 14 May, 2011 23:44:30
Subject: RE: [BoI] Re: What is Philosophy?

Mysticism, Religion, Philosophy and Science can be distinguished by
the relevance they attach to asking and answering  questions.

What problem does this classification solve?

**Response 1: Philosophy is not about solving problems, because solving 
problems is the exact same thing as answering questions. Solving problems is 
the business of science, not of philosophy.

**Response 2: A question is the same as a set of all possible answers to that 
question. For example: if I ask the question: 'does it rain?', then this question is 
the same as the statement: 'either it rains, or it does not'.  So, if somebody asks 
me: 'does it rain?' and I answer with: 'either it rains, or it does not', then I have 
clearly not ANSWERED the question. Why not? Because I have given a set of all 
possible answers to that question. Notice, that the answer 'either it rains, or it 
does not' is of the form 'p OR not-p', and therefore is a tautology. Whenever you 
have such a tautology, you have defined a context. If the tautology consists of 
exactly all permutations of all possibilities, then it is a complete clarificiation of the 
question.

So what has been gained? I am not giving the response: 'my cat has just caught 
a mouse' or something like that. In other words, I have shown that I have 
UNDERSTOOD the question.

mailto:beginning-of-infinity@googlegroups.com


**Coming up with a classification is the same as showing understanding. 
Especially when the classification is a tautology.

By saying that Mysticism, Religion, Philosophy and Science can be distinguished 
by   the relevance they attach to asking and answering  questions, I connect four 
terms with two possibilities. And then I give an exhaustive summation of ALL 
possibilities, and thus create a context.

Through 'no question, no answer' -> mysticism
'no question, answer' -> religion
'question, no answer'-> philosophy
'question, answer' -> science

I not only answer the question: 'what is philosophy?' but I also show a tautology, 
that represents the context that forms the complete clarification of the question. It 
allows me to show that the question: 'what is philosophy?' is one of four related 
questions belonging to a single context, which I have expressed as a tautology. 
Therefore, the question has been completely answered.

Science is  the only endeavor that consists of both the asking and the
answering of  fundamental questions. But to make this possible,
science has to deny the  concept of truth, in the sense that it is
possible to have a statement, whose  contents corresponds to reality.

This argument seems to make no sense. If scientists aren't looking for truth, then 
doing experiments, coming up with theories and so on is a waste of time.

**It is not the business of scientists to find truth. If, as Popper has made clear, 
and before him Kant, all 'truths' begin as conjectures, then this is just a fancy 
name for 'fantasies'. Therefore, their origin does not lie in the world,  but in 
fantasy. If we have a theory, (that is not a tautology) and every attempt to falsify it 
has failed, then this does NOT prove, that the contents corresponds to reality. For 
no matter how many attempts of failed falsifications we have performed, no failed 
falsification is proof of the contents to correspond to reality. It can  NEVER 
correspond to reality, simply because it BEGAN as a fantasy.



**To show, that theories can never correspond to reality 'as it is' there is, as far as 
contents goes, a huge difference between the statement: ' the sun revolves 
around the earth' and 'the earth revolves around the sun, and around its own 
axis'. Nevertheless, at first sight, both are able to 'explain'  the data of the senses. 
Only if you look very closely to both, and to the data of the senses, it becomes 
clear that it is much harder to refute the second statement than to refute the first.

**And, if we continue, if we are looking even more closely, with far better and far 
more precise instruments, then there is also a huge difference between Einstein's 
general theory of relativity and the idea that the earth revolves around the sun.

**I once tried to make this difference clear to a young girl, that was playing in front 
of my home. I showed her two objects, a  brick and my wallet. I asked her: if I 
drop these from the same height, which one will  reach the floor first? She said, 
not unexpectedly: ' the brick' .  Then I dropped them both, and, of course, both hit 
the ground at the same time. Then I asked her: would you like to know how come 
that both reach the ground at the same time? She said: 'yes, I would'. Then I 
explained to her, that there are two theories. One is that of Newton, that says that 
although the earth pulls harder at the brick, the brick contains more matter, and 
therefore it is harder to move it. This happens in such a way, that the difference in 
speed cancels completely. And then I explained to her, that there is a far simpler 
explanation: the two objects do not fall at all, but the floor is moving upwards 
towards them with the same speed. The first, I said, was the explanation made by 
a man called Newton, and the second was made by a man called Einstein..

**So, in Einstein' s vision, the earth revolves around its own axis, but apart from 
that it tries to ' stand as still as possible'  in a warped space time. In fact, even in 
Newton's mechanics, there is no distinction between the rest state and a state of 
motion. This is known as the Galilean Principle.

**Einstein's explanation is, in its contents, as far removed from the theory of 
gravitation of Newton, as that of Newton is  from that of Ptolemeus. Nevertheless 
Einstein' s vision is the hardest to refute, and as far as I know, nobody has been 
able to produce a counterexample that is able to refute it. Nevertheless, the 
ORIGIN of this theory is not the outside world, but it began as a hypothesis of 
Einstein. Therefore it was a fantasy of Einstein, that was both able to 'make 
sense'  of the sensual data, that is, not in contradiction with it, and it was also 
especially 'designed'  to make the refutation of it as hard as possible.



**MATHEMATICALLY speaking, however, the three theories are able to produce 
better and better predictions. So if symbols themselves are considered as 
theories, then you might think that theories 'converge to reality as it is'. But if you 
try that, you must abandon the whole idea of understanding as such. This is 
because understanding requires some picture, some imagination that 
corresponds to the formulas.

**What a scientist tries to do is not finding truths, but what he tries to do is finding 
methods that enable him to transform fantasies into experiences. It does not 
matter for a scientist whether he explains his own body weight as either an 
attraction of the earth through a gravitational force on his body, or as the result of 
standing on a floor that moves with an acceleration upwards from a state of 
rest/continuously changing motion. Either theory gives him some means to set up 
conditions, leading to outcomes that will lead to experiences he can rely on to 
occur. Einstein's theory is better, because it can be applied to more 
circumstances, but this does not deny the fact, that Newton's theory of gravitation 
is still useful, as long as we remain aware of the more limited domain wherein we 
can rely on Newton to give us the ability to transform imaginations into 
experiences.

**Therefore, the whole idea of TRUTH should be recognized as not belonging to 
science, but belonging to religion.

**So, again, what we want from science is not finding truth, but the power to 
transform fantasies into experiences. And, ultimately, we want that because we 
either want to avoid or eliminate or at least reduce pain, or we are motivated in 
finding pleasure. To be blunt, in the middle of an orgasm you do not care the least 
about whether the orgasm you experience is an instance of truth or not. My point 
is: thinking is a tool for the creation of experiences. If you act in such a way, that 
you get the experience your actions are aimed at, and you succeed, the whole 
matter whether the thoughts you used to get it are true or not is of no importance 
whatsoever.

**I apply the following definition of understanding: 'To understand is to distinguish 
within a context'. It is an extension of Aristotle's definition of understanding: 'A = 
A', who thought that understanding is a matter of observing essentials that exist 
in the world. Thanks to Popper I became convinced that his work represents a 
drastic modification of this formula. The context has to be taken into account. 
Popper's work shows, (next to that of Ayn Rand, who made clear that 
understanding is an epistemological matter, not a metaphysical one' that the 



formula of Aristotle has to be replaced by  'A= not (not A)'. The horseness of a 
horse is not a metaphysical characteristic of the horse, but an epistemological 
characteristic of our own mind that uses double negation to arrive at 
identifications = understandings.

**This is a vast subject. I am now writing a book about it.

Greetings,

Konrad.

Alan



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: What is Philosophy?
Date: May 15, 2011 at 11:07 AM

On Sun, May 15, 2011 at 11:22 PM, Konrad Swart <dimens5@xs4all.nl> wrote:
What problem does this classification solve?

I not only answer the question: 'what is philosophy?' but I also show a tautology, 
that represents the context that forms the complete clarification of the question. 
It allows me to show that the question: 'what is philosophy?' is one of four 
related questions belonging to a single context, which I have expressed as a 
tautology. Therefore, the question has been completely answered.

The question has only been "completely answered" *in your context.* As
there are many other contexts we *could* use, why is the one you have
described better than the others? (In other words: why is it good to
characterize different fields by their attitudes towards questions and
answers?)

Also: within your context, you've characterized Philosophy as not
solving any problems. In that case, isn't it worthless?

Given that your own post is an effort to answer Alan's questions, is
your post science?

This argument seems to make no sense. If scientists aren't looking for truth, 
then doing experiments, coming up with theories and so on is a waste of time.

**It is not the business of scientists to find truth. If, as Popper has made clear, 
and before him Kant, all 'truths' begin as conjectures, then this is just a fancy 
name for 'fantasies'. Therefore, their origin does not lie in the world,  but in 
fantasy. If we have a theory, (that is not a tautology) and every attempt to falsify 
it has failed, then this does NOT prove, that the contents corresponds to reality. 
For no matter how many attempts of failed falsifications we have performed, no 
failed falsification is proof of the contents to correspond to reality. It can  NEVER 
correspond to reality, simply because it BEGAN as a fantasy.

I don't see how your last sentence follows from the rest of your paragraph.

Are you mixing up 'correspondence to reality' with 'proof of



correspondence to reality?' They aren't the same thing. The former is
metaphysics, while the latter is epistemology.

(BTW I think your computer clock might be wrong as your post was
apparently sent 7 hours from now. Please fix it, it makes the
conversation hard to read in my mail client).

- Richard



From: Elliot Temple <curi@curi.us>
Subject: [BoI] BoI List Guidelines
Date: May 15, 2011 at 12:48 PM

http://beginningofinfinity.com/list-guidelines

Please read and follow the suggestions.

Posts using individually made up quoting formats are hard to read and hard to 
reply to, especially because they lack software support.

-- Elliot Temple
http://curi.us/

http://beginningofinfinity.com/list-guidelines
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: What is Philosophy?
Date: May 15, 2011 at 1:30 PM

On May 15, 2011, at 3:22 PM, Konrad Swart wrote:

Through 'no question, no answer' -> mysticism
'no question, answer' -> religion
'question, no answer'-> philosophy
'question, answer' -> science

Mysticism has questions like, "Want to have a seance?" and answers like, 
"Ghosts exist enough to be scared of."

Religion has questions like, "Why are we here?" and "How were we created?" 
and "What's the difference between a good life and a sinful life?"

Philosophy has answers. For example Popper solved the problem of induction, 
and answered the problem of demarcation of science and philosophy.

It is not the business of scientists to find truth. If, as Popper has made clear, and 
before him Kant, all 'truths' begin as conjectures, then this is just a fancy name 
for 'fantasies'.

Popper's philosophy, as advanced also by David Deutsch in BoI, has an idea we 
call "conjectural knowledge". It is: ideas do not need to be justified, or proven 
more than guesses, in order to be knowledge. The point is this: humans are 
always and forever fallible, but fallible ideas can still be knowledge. They don't 
have to be dismissed as fantasies.

Some guesses are mere fantasy. What's the difference? We can use criticism 
and critical discussion to correct errors and mistakes in guesses. If we correct all 
the errors we find in a guess, so that we see no further way to improve it, then it's 
the best available knowledge and not just a fantasy.

If we have a theory, (that is not a tautology) and every attempt to falsify it has 
failed, then this does NOT prove, that the contents corresponds to reality. For no 
matter how many attempts of failed falsifications we have performed, no failed 



falsification is proof of the contents to correspond to reality.

That is pretty much the "problem of induction" which Popper solved. Deutsch 
advocates Popper's solution. Deustch discusses this issue in BoI chapter 1.

We are fallible so we can never prove anything. And no amount of repetition of 
verification or falsification processes can ever take away our fallibility. So if one 
demands certainty, he must be thwarted and become a skeptic or relativist. But 
you (correctly, and along with most other people) do not want to be a skeptic, you 
want knowledge and you know that knowledge is possible because human 
civilization has a bunch already.

What to do? Stop seeking proof and seek instead a quest of perpetual, infinite 
improvement of ideas. That's what BoI is about.

I once tried to make this difference clear to a young girl, that was playing in front 
of my home. I showed her two objects, a  brick and my wallet. I asked her: if I 
drop these from the same height, which one will  reach the floor first? She said, 
not unexpectedly: ' the brick' .  Then I dropped them both, and, of course, both 
hit the ground at the same time. Then I asked her: would you like to know how 
come that both reach the ground at the same time? She said: 'yes, I would'. 
Then I explained to her, that there are two theories. One is that of Newton, that 
says that although the earth pulls harder at the brick, the brick contains more 
matter, and therefore it is harder to move it. This happens in such a way, that 
the difference in speed cancels completely. And then I explained to her, that 
there is a far simpler explanation: the two objects do not fall at all, but the floor is 
moving upwards towards them with the same speed. The first, I said, was the 
explanation made by a man called Newton, and the second was made by a man 
called Einstein..

It can't be as simple as that because if you drop a feather the earth won't "move 
up" to it at the same speed as when you drop a brick. That has to be explained by 
air resistance which isn't a property of the earth moving up.

And the earth can't be moving up or it would cover your feet.

And what difference does *letting go* of the objects make make if the earth 
moves up? The earth would move up to the wallet and brick whether you let go or 



not.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Re: What is Philosophy?
Date: May 15, 2011 at 11:25 PM

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Richard Fine
Sent: Sunday, May 15, 2011 8:08 AM
Subject: Re: [BoI] Re: What is Philosophy?

On Sun, May 15, 2011 at 11:22 PM, Konrad Swart <dimens5@xs4all.nl> wrote:
What problem does this classification solve?

I not only answer the question: 'what is philosophy?' but I also show a
tautology, that represents the context that forms the complete clarification
of the question. It allows me to show that the question: 'what is
philosophy?' is one of four related questions belonging to a single context,
which I have expressed as a tautology. Therefore, the question has been
completely answered.

The question has only been "completely answered" *in your context.* As there
are many other contexts we *could* use, why is the one you have described
better than the others? (In other words: why is it good to characterize
different fields by their attitudes towards questions and answers?)

** Better and worse presupposes problems to be solved, and therefore
questions to be answered. Again, my point is, that you first have to
understand questions, before you can answer them.

Also: within your context, you've characterized Philosophy as not solving
any problems. In that case, isn't it worthless?

**Before you can solve problems, that is, answer questions, you must
understand the questions you ask. Otherwise you are trying to answer
questions that cannot be answered. You might, for example, ask whether
Phlogiston has any density, or weight. But since Phlogiston does not exist,
(Rumford's experiment refutes it. You CAN be certain of refutations) the
question is a wrong one. It is based on not understanding what heat is.
(Namely, a form of energy.)

mailto:beginning-of-infinity@googlegroups.com


Given that your own post is an effort to answer Alan's questions, is your
post science?

**Yes. Because I both try to understand and to answer questions.

This argument seems to make no sense. If scientists aren't looking for
truth, then doing experiments, coming up with theories and so on is a waste
of time.

**It is not the business of scientists to find truth. If, as Popper has
made clear, and before him Kant, all 'truths' begin as conjectures, then
this is just a fancy name for 'fantasies'. Therefore, their origin does not
lie in the world,  but in fantasy. If we have a theory, (that is not a
tautology) and every attempt to falsify it has failed, then this does NOT
prove, that the contents corresponds to reality. For no matter how many
attempts of failed falsifications we have performed, no failed falsification
is proof of the contents to correspond to reality. It can  NEVER correspond
to reality, simply because it BEGAN as a fantasy.

I don't see how your last sentence follows from the rest of your paragraph.

**No matter how much a theory is able to withstand refutations, its ORIGIN
is fantasy. The CONTENTS of the theory therefore consists of fantasies. It
does not come 'from outside', but is a spontaneous, random, if you will,
creative  creation from inside. It is much like a mutation in the Darwinian
sense. The mutation also does not come from outside, but happens on the DNA
molecule. The SELECTION comes from the outside.

**Again, if you once believed that the sun revolves around the earth, and
then you learn that you are mistaken, and it is the other way around, then
you CAN think that NOW you have it right. But if, after that experience, you
learn that even that model is wrong, and the earth is standing still in a
warped spacetime, and therefore it only appears to revolve around the sun,
then you must be very optimistic to think that NOW you have it right. The
first breakthrough led to Immanuel Kant, who tried to save the concept  of
truth by asserting that they were innate. But after first Gauss, Riemann,
and later Einstein showed that you can move beyond those so-called innate
truths, it became impossible to uphold the whole idea of truth. There can
always come yet another revolution, that comes with concepts that are now
alien to us.



**To give a hint of how this can be, consider the following contradiction.
It is said, that light does not require a medium. From this Einstein deduced
his entire special theory of relativity. But how can this be? Is SPACE
ITSELF not a medium? It is so easy, to say that light does not require
anything to move through 'empty space'. But, if you really look at the
Maxwell equations, then apparently they say, that light exists, moving in
NOTHING AT ALL!

**How can this be? Consider it from understanding. According to the special
theory of relativity, it is possible to move to the Andromeda nebula, as
long as you move so fast, that your clock slows down enough to reach it.
This is, at least the explanation of an earth-bound observer. But how about
the astronaut himself? How does he experience it? Does he look at his watch
and says: 'geez, my clock is slowing enough so that I grow old far slower,
so now I can reach the Andromeda-nebula?'. Of course not. For him, his clock
goes as fast as it always did.

**So what is his experience?

**It can be only one thing.  He looks out of the window to the Andromeda
nebula, and sees a SHORTER DISTANCE. A distance he can easily cover within,
say, 10 years, while from the earth the distance is much, much larger. Since
the distance is shorter, the astronaut lives in a smaller space. So even the
special theory of relativity implies, that there is no such thing as a
certain size of the universe.

**Seen from the 'photon' that travels at light speed, the distance must be
zero. So, seen from the point of view of  light, there is no space at all.

**But how can reality be such, that there is space, and at the same time, no
space? Such questions, to be able to solve them,  require not only a very
thorough rethinking of quantum mechanics, but also of even the special
theory of relativity. I think that such dilemmas are the real source of our
lack of ability to fuse the two theories in such a way that we really
understand them.

**My vision explains, why Newton could come up with his theory,  and nobody
else. It is because he has trained himself in making mathematical fantasies.
And he just happened to hit upon a mathematical fantasy that was very



difficult to refute, and therefore could resist such attempts for hundreds
of years.

Are you mixing up 'correspondence to reality' with 'proof of correspondence
to reality?' They aren't the same thing. The former is metaphysics, while
the latter is epistemology.

**If it is not possible to have thoughts, whose contents correspond to
reality, then it  is also not possible to have proofs of their
correspondence to reality.

**I begin to see the origin of the confusion, though. Apparently you do not
make a clear distinction between understanding questions, and answering
them. And, in this light, to return to your question of the sensibility of
philosophy, understanding a question always has to precede answering them.
Philosophy is therefore 'pre-science'. That is its place and function. Not
problem solving, but problem formulation.

(BTW I think your computer clock might be wrong as your post was apparently
sent 7 hours from now. Please fix it, it makes the conversation hard to read
in my mail client).

** I shall look into it. It is possible, because I build my own computers.
Thanks for pointing this out.

- Richard



From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Re: What is Philosophy?
Date: May 16, 2011 at 12:32 AM

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Elliot Temple
Sent: Sunday, May 15, 2011 10:30 AM
Subject: Re: [BoI] Re: What is Philosophy?

On May 15, 2011, at 3:22 PM, Konrad Swart wrote:

Through 'no question, no answer' -> mysticism 'no question, answer' ->
religion 'question, no answer'-> philosophy 'question, answer' ->
science

Mysticism has questions like, "Want to have a seance?" and answers like,
"Ghosts exist enough to be scared of."

**You underestimate mysticists, and therefore mystics. They came forwards
with words, that spoke of an entire approach to life. Bhagwan Shree
Rajneesh, later Osho Rajneesh was a mysticist. Many academically schooled
people followed him, and that not without reason. His basis was: 'emotions
are irreducible  primaries'. Feelings are facts that are either there, or
they aren't.

**Or look at the followers  of Eckhard Tolle. (Or of Meister Eckhard, for
that matter.) They are not all of the 'flower dressed middle aged ladies
worshippers kind'. There are lots of very intelligent people, who consider
such people as important ethical guides.

**Mystic people are not people who 'have questions like...', because they
have no questions at all. They consider emotions as irreducible primaries,
that have no cause, and cannot be further analyzed. The basis of mythical
ethics is: 'if something makes you feel good, then it IS good'. And if
something FEELS bad, it IS bad. Many drug addicts are mysticists, for
example, because they cannot imagine that their feelings can lead them to
their destruction. Of course, they know this at one level or another, but
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their mysticism does not allow them to consider the alternative: 'go through
hell, and eliminate your addiction'.

Religion has questions like, "Why are we here?" and "How were we created?"
and "What's the difference between a good life and a sinful life?"

**No! Any religion has ANSWERS to those questions, you must accept based ON
FAITH. That is, through acceptance without proof. If anybody, within
Christianity or Islam, questions whether the world is created by God, and
REALLY shows that he doubts the answers, he is no longer considered to be a
Christian or a Muslim. And if, within Hinduism somebody doubts that  the
world is the creation of Brahman, which is not a God, but the Godliness that
forms the power of any God, or 'came from Nirwana', the belief of Buddhists,
he is no longer accepted as a member. There are NO debates WITHIN the
Catholic Church, for example, about 'why are we here?' Or: 'How are we
created?'. Within Hinduism and Buddhism these questions are not even raised.
The leaders of religions pretend to have the ANSWERS to these questions, and
are NOT supposed to ask them as real questions, with an attitude that they
might be mistaken, as philosophers and scientists do.

**Religion is a real advancement on mysticism, because mysticism considers
emotions as irreducible primaries. Religious people, on the other hand, know
that you can,  through accepting some teaching as the Absolute Truth, cause
yourself to have feelings that have never existed before. And when you
succeed to do that, you undergo an experience called 'conversion', or 'The
Holy Spirit Downs on You' within Christianity, or 'enlightenment' in Eastern
Religions (a condition of which is said, that it makes all questions
disappear.) (There are many words for this emotional experience.)

**It is no coincidence, that religion is capable of curing drug addicts.
(Which it can.) This is because it is able to create, in people, an ethical
system that is the source of new emotions. The ethical system itself is
capable of modifying the behavior of the drugaddict so that he is cured from
his addiction. But for that he MUST accept without proof.

Philosophy has answers. For example Popper solved the problem of induction,
and answered the problem of demarcation of science and philosophy.

**Any scientist is also a philosopher. But there are philosophers who are
not scientists. Popper happens to be a scientist, who, in name is also seen



as a philosophher. Remember, concepts of space and time once belonged
completely to philosophy.

**To name a few philosophers who were not scientists, take Kierkegaard,
Sartre, Heidegger. In the beginning there was no clear distinction between
philosophy and science. But, in the 20th century,  there were not only many
advances in science, but also in philosophy. In particular, the question of
what, exactly, philosophy is, has been answered in the middle of the 20th
century. Their answer was the exact one I have presented here. Philosophy is
about understanding questions, not answering them. The basic question of
philosophy is: 'this person, with his new choice of words, is he able to be
aware of a possibility that, up till now, has escaped us? Is what he says,
in one way or another, something that makes sense? That is the outcome,
after the revolution of the existentialists, and of existential
phenomenology. Another outcome is: 'there is no philosophy. There is only
the activity of philosophizing'.

It is not the business of scientists to find truth. If, as Popper has made
clear, and before him Kant, all 'truths' begin as conjectures, then this is
just a fancy name for 'fantasies'.

Popper's philosophy, as advanced also by David Deutsch in BoI, has an idea
we call "conjectural knowledge". It is: ideas do not need to be justified,
or proven more than guesses, in order to be knowledge. The point is this:
humans are always and forever fallible, but fallible ideas can still be
knowledge. They don't have to be dismissed as fantasies.

**One thing first. I do not DISMISS knowledge as fantasy. I only say that,
as far as contents is concerned, it CONSIST OF fantasies. Within philosophy,
your particular argument is called: 'the ad-hominem error'. It is a changing
of the question: 'WHAT is knowledge' into 'FROM WHOM does the knowledge
come?' Implicitly you say that knowledge comes from fallible humans,
therefore fallible persons. And, as humans, they sometimes err, and
sometimes they don't. And if it so happens, that if they don't, then the
contents of their guesses corresponds to reality as it is.

**Ptolemeus did not err, because, based on his world picture, he could
predict where the planets could be found in the sky. Newton did not err
either, because, based on his theory the calculations could be made much



simpler, with higher precision. Einstein did not err either. Still, his
general relativity, as it stands now, is in contradiction with quantum
mechanics. Nevertheless, the THREE theories are, as far as contents is
concerned, in direct contradiction with each other.

**My question is: how can it be, that a correction of an error leads to a
radical different world picture? Mind you, for Newton his world picture was
not just a picture, but something he experienced as reality. The same
applies to Einstein. And the same applied to Ptolemeus. The answer is: even
if we are not mistaken, the CONTENT of our theories comes from within, and
they  begin as fantasies. And it is NOT POSSIBLE that they can ever free
themselves from this origin.

Some guesses are mere fantasy. What's the difference?

**My point is: ALL guesses are fantasy. And they cease to be MERE fantasy,
when they show that they can withstand refutation.

We can use criticism and critical discussion to correct errors and mistakes
in guesses. If we correct all the errors we find in a guess, so that we see
no further way to improve it, then it's the best available knowledge and not
just a fantasy.

**The idea of 'criticism' also implies a criticizer, and therefore is the
same ad-hominem error. This answer is just not good enough. For you then
still have the question on what the critique  is based. To show this, a
Hindu is able, based on his belief, to criticize Christianity and Islam.
Their criticism will focus on God as the Creator of the Universe. Just as
scientists, they will say, that this does not explain the origin of the
universe, because if God has made the Universe, then there is something that
existed prior to the Universe, and that is God Himself. Therefore the
problem has been changed into another problem.

**Within Hinduism they answer this question by saying, that it is the
Godliness, that is the Creative Power of any God, that gives him the power
to create the world. (They call this Brahman.) Godliness creates Gods, who
then create the world. Godliness is Creation itself, therefore it has no
need for an explanation, because as creation, it is neither 'something' nor
'nothing'. Creation, as 'from nothing to something', of as 'from little to
more' cannot be said to BE ... It is between nothingness and somethingness.



Maybe you can see why there are so many Gods in Hinduism. They see all
religions, except Buddhism, as special cases of Hinduism.

**But does that make the argument of the Hindus to be a correction of the
error of religion? I do not think so. They are stuck just as hard in their
concept of Brahman as Christianity and Islam as a movement are in their
concept of God.

If we have a theory, (that is not a tautology) and every attempt to
falsify it has failed, then this does NOT prove, that the contents
corresponds to reality. For no matter how many attempts of failed
falsifications we have performed, no failed falsification is proof of the
contents to correspond to reality.

That is pretty much the "problem of induction" which Popper solved. Deutsch
advocates Popper's solution. Deustch discusses this issue in BoI chapter 1.

**Which I find very unsatisfactory. Again, the concept of 'explanation' is
not the same as the concept of 'truth'. If  you are able to explain, this
does not mean that you are in the possession of some truth, in the sense of
'correspondence with reality'

We are fallible so we can never prove anything. And no amount of repetition
of verification or falsification processes can ever take away our
fallibility. So if one demands certainty, he must be thwarted and become a
skeptic or relativist. But you (correctly, and along with most other people)
do not want to be a skeptic, you want knowledge and you know that knowledge
is possible because human civilization has a bunch already.

**Again, an ad-hominem argument. To show, that I am not a skeptic, I
reproduce a part of an e-mail, that I wrote to David Deutsch.

******************
Thank you, for taking the time to respond to me. Since: 'The Fabric of
Reality' I have been an admirer of you. I have, for example, also downloaded
some of your videos about quantum mechanics, and found it very interesting
to see how it is possible to connect quantum mechanics with algebras. One of
the things I find very interesting to study in its own right, is Geometric
(Clifford) Algebra, and Geometric Calculus. I find the ideas of Hestenes
very interesting.



There is a second reason why I am so very pleased with the fact that you do
respond. I think we have something very important in common. Originally,
after having received my high school diploma (through self-study) I wanted
to study philosophy. But when I saw that the only thing they did in
philosophy is casting doubt on anything and everything proposed, I decided
to study physics instead. I was not interested in what is impossible, as
philosophers, in my eyes, were doing, but I wanted to know what is POSSIBLE.
I wanted to know how, exactly, Man was able to become such an extraordinary
powerful form of existence. And since it seemed to me, that technology was
the thing that gave Man this power, and technology itself was based on
science, I decided to study some science instead. Moreover, it also seemed
to me that physics was the most fundamental of all sciences. Therefore I
decided to study physics. Not to become a physicists, but purely because I
was interested, and still am interested in the power of the human mind.

Since then I am working on my own vision on Man. To mention just one thing
that might be interesting, I do not think that Man is a species, a statement
I found in your book. Of course, biologically speaking, we are a species.
But, then again, physically speaking we are a bunch of chemicals. So,
although life emerged out of dead matter, and all life forms are composed of
the very same chemicals that can be found in dead nature, there is a
fundamental distinction between existents that are dead, and existents that
are alive. As Ayn Rand pointed out: if you cut a stone in two, you have two
stones. If you cut a cat in two, you have a dead cat. This simple fact
shows, that for a stone, 'to uphold itself into existence', the laws of
nature are enough. But for something to exist as a life form, something
extra is needed. And that is a particular organization, arising out of the
DNA molecule. It is the implementation of the information that is present on
the DNA molecule that is needed for a life form to remain living. It is the
factor that gives it its overall organization, which does not exist in a
stone. That is why the cutting in half of a stone leads to two stones, while
the cutting in half of a cat kills it. The organization is destroyed.

I see a connection with time. As far as I know, all laws of nature can be
written as differential equations containing a second order time derivative.
And although the negative of a first derivative is not equal to the first
derivative, that is, dt is not equal to -dt, the second order of the
negative of a second derivative, is equal to the second derivative, that is,
dt^2 = (-dt)^2. This means, that  no law of nature makes a distinction



between the past and the future. Besides, all laws of nature can be
formulated as differential equations. These two facts together lead to the
conclusion that in the physical world only now, only the present 'is real'.
Or, to say it differently, for the formation of structures under the
influence of laws of nature alone, the present is sufficient. Laws of nature
are blind about both the past and the future, and is not blind only to the
present. That is why laws of nature are both necessary and sufficient for
dead matter 'to being able to uphold themselves in existence' .

This is not so if you want to explain the structure of a cat. To explain
that you have to have knowledge of what happened millions, even billions of
years ago. In life, information as such, and therefore the past, enters into
the world as  a second structure formation agent. Life, as determined by
Neo-Darwinian evolution, is not blind to the present, as dead matter is, but
is also no longer blind to the past. In fact, the life-ness of life depends
on the past. But it is blind to the future. There is no intention in
Darwinian evolution. In other words, the thing that creates a fundamental
difference between dead matter and living beings, can be seen as a
consequence of the fundamental difference that exists between present and
past. The past has no physical reality, but it has a biological reality.
Within dead matter there is only now and only change. And change is just
another way to designate time, as far as physics is concerned. Or, to say it
even differently, with the DNA molecule, the past itself was born. Before
the DNA molecule, there was no past in the metaphysical sense.

I know that all the things I say here might be disputable, and disputed. In
particular in the light of the second law of thermodynamics. But it would
take me too far to explain all this here. The statistical nature of the
second law of nature in any ways makes it disputable whether it is a law of
nature at all. I myself see it as a forerunner of life. But, as I said, it
would take me too long to explain it here.

There is also a fundamental difference between human beings and all other
living existents, that is as fundamental as that between dead matter and
life forms, and it can also be connected to the concept of time. My vision
is, that with Man, and especially his ability to use symbols, the future in
the metaphysical sense was born.

To say it simple: life upholds itself in existence (=survives)  through
adapting to the environment. We, on the other hand, do the exact opposite.



We survive, and do even more, live, through adapting the environment to
ourselves. This is, again, the exact opposite of Darwinian evolution. In a
sense, by this very fact, 'we have stepped out of evolution' .  You yourself
are almost saying that much. As you say in your own book: we build life
support systems, and we fully depend on them. The biosphere is not able to
support the human form of existence. The way you say it is different from
that of mine, but we seem to have the very same perspective on Man, or at
least are moving in the same direction.

But what are we doing, if, in your words, we build life support systems,
and, in my words, we adapt our environment to ourselves? It is this: we
imagine things that have never existed before, and, through understanding,
we are able to act in such a way, that something that only exists  in our
imagination (and therefore as a future reality) becomes an actual, present
reality.

So what are we doing then? We are imagining something that  has never
existed before, and also does not exist now. But if we see that there is no
law of nature that forbids its existence, we also know that we can try to
design some action that realizes it. So, from the perspective of an
individual that attempts the realizing, he sees something in his imagination
that might exist in the future, because he sees no reason why it couldn't,
and he acts to cause it to exist in the present. In that sense, we ourselves
are the 'carriers of intent'.

Therefore, our very survival depends not only on the present, as is the case
with dead matter, and not only on the past,  as is the case with biological
forms, but also on our unique ability of awareness of the future. So, with
us, a totally new form of existence has come into the world. A form of
existence, that has the ability to exploit the future. Moreover, whose very
existence depends on his awareness of the concept of ' future' . Therefore
Man is a fundamentally different form of existent than dead matter and all
other life forms. What I see, is three fundamental different forms of
existence: the domain of the dead (space, time, matter, energy), the domain
of life, and the domain of Man. This roughly corresponds to the subdivision
once introduced by Pierre Teilhard de Chardin: 'exisphere, biosphere,
noosphere' . And it also corresponds (very roughly) to Popper' s three
worlds.

I see, in your book, a similar perspective. We think much alike. And



therefore I think that an exchange between the two of us can become very
interesting for the both of us.

********************

What to do? Stop seeking proof and seek instead a quest of perpetual,
infinite improvement of ideas. That's what BoI is about.

I once tried to make this difference clear to a young girl, that was
playing in front of my home. I showed her two objects, a  brick and my
wallet. I asked her: if I drop these from the same height, which one will
reach the floor first? She said, not unexpectedly: ' the brick' .  Then I
dropped them both, and, of course, both hit the ground at the same time.
Then I asked her: would you like to know how come that both reach the ground
at the same time? She said: 'yes, I would'. Then I explained to her, that
there are two theories. One is that of Newton, that says that although the
earth pulls harder at the brick, the brick contains more matter, and
therefore it is harder to move it. This happens in such a way, that the
difference in speed cancels completely. And then I explained to her, that
there is a far simpler explanation: the two objects do not fall at all, but
the floor is moving upwards towards them with the same speed. The first, I
said, was the explanation made by a man called Newton, and the second was
made by a man called Einstein..

It can't be as simple as that because if you drop a feather the earth won't
"move up" to it at the same speed as when you drop a brick. That has to be
explained by air resistance which isn't a property of the earth moving up.

And the earth can't be moving up or it would cover your feet.

And what difference does *letting go* of the objects make make if the earth
moves up? The earth would move up to the wallet and brick whether you let go
or not.

**To answer these questions, I suggest, study physics.

Greetings,



Konrad Swart

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: What is Philosophy?
Date: May 15, 2011 at 3:41 PM

On May 15, 2011, at 9:32 PM, Konrad Swart wrote:

That is pretty much the "problem of induction" which Popper solved. Deutsch 
advocates Popper's solution. Deustch discusses this issue in BoI chapter 1.

Which I find very unsatisfactory.

Could you provide a quote from BoI which you find unsatisfactory, and a 
statement of what's wrong with it? Thank you.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] The AI 'breakthrough'
Date: May 15, 2011 at 4:12 PM

Minsky’s book: 'The Emotion machine' detailed the role of internal
‘critics’ and ‘selectors’.

That intelligence (general) involves having numerous parallel ways of
representing knowledge, of knowing when to switch between modes of
thinking, and thus having multiple diverse ways of solving problems –
of possessing mental ‘resourcefulness’.

Perhaps, the AI ‘breakthrough’ will happen when (currently brittle)
systems surpass a ‘resourcefulness’ threshold, wherein they are
capable of internally rendering and rectifying inaccuracies faster
than they accumulate, and so producing a dynamic, self-organising and
stable structure.



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] The AI 'breakthrough'
Date: May 15, 2011 at 4:52 PM

That intelligence (general) involves having numerous
parallel ways of
representing knowledge, of knowing when to switch between
modes of
thinking, and thus having multiple diverse ways of solving
problems –
of possessing mental ‘resourcefulness’.

Perhaps, the AI ‘breakthrough’ will happen when
(currently brittle)
systems surpass a ‘resourcefulness’ threshold, wherein
they are
capable of internally rendering and rectifying inaccuracies
faster
than they accumulate, and so producing a dynamic,
self-organising and
stable structure.

Makes sense.
Michael Golding



From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Lessons I learned from Twilight
Date: May 15, 2011 at 8:53 PM

If you're a bored girl, don't worry, and definitely don't do anything,
life will soon make you the center of attention.

You should fall in love with guys if they are pretty. And if they
glitter in the sun, that's worth a lot of bonus points.

A good reason to fall in love with a girl is if you can't read her
mind and find her a bit confusing.

Guys should be overprotective of girls, well beyond the point at which
the girl complains.

It's OK for girls to cheat on guys and fall in love with several, but
guy should be completely dedicated and never even meet any other
women.

Guys aren't perfect. Relationships aren't perfect. Just accept that.
Even months of writhing in agony and crying yourself to sleep is no
reason to give up on love.

Sex is totally worth risking your life for.

Adults always say 17 is too young to get married and make big life
decisions, but if you meet the right guy -- any guy that you fall
truly in love with -- then you're a special exception and it's OK to
have sex and get married.

One strand of popular culture likes teen sex, but the rebelious and
special 80% of the population actually still like the Christian idea
that sex before marriage is something to feel guilty about.

If true love doesn't seem to be working out, suicide is a good
alternative to keep in mind. Or semi-suicidal, dangerous thrill
seeking.

If suicide isn't even considered as the inevitable problems occur, and
no one feels pain, then it wasn't true love or very meaningful.



People who are so rebelious they alienate their friends and decline to
attend most social events always end up with plenty of friends and
social interactions.

The decision to become a vampire or not has nothing to do with the
health benefits of immortality.

When you FEEL like you are in TRUE LOVE, then you ARE, and it's
UTTERLY IRREVOCABLE and your WHOLE LIFE and WORTH DYING OVER 
and it's
THE ONLY THING THAT MATTERS.

When you love two boys, pick the one who FEELS EXCITING, not the
"smart choice" who you would be happy with.

Date mysterious bad boys over childhood friends who you have a
positive track record with.

Turn down dates with interested people if you have a different guy in
your fantasies. Just hold out, lonely as it makes you, for your true
love.

It's OK to be a little bit weird, if that's who you really are. Being
weird and rebeliious makes you special and unique. Being an alienated
outcast who has trouble finding a lot of close friends may not be
normal, but it's just who you are. Just like the other 95% of the
population.

Parents punish you because they care. It's annoying but there is no better way.

School only needs to occupy about 1% of your attention and you can
still pass without difficulty.

If your boyfriend lies to you, just ask him not to do it again and
forgive him. Repeat as necessary.

Relationships can be scary. If you actually get one started, hold on
to it for dear life. When it scares you, don't be scared. Even if it's
a matter of life or death, nothing bad will actually happen when you



follow your heart.

It's OK to kiss girls against their will. And it's OK for them to have
a violent outburst about it. These things happen. No big deal.

Guys should be really jealous and protective even when girls ask them
to stop. But then when girls really truly want them to stop for a
minute, the guy should sense it and back off and not mind.

It's not important what your hobbies and interests are. This is why
stories focus on what everyone can relate to: extremely strong love
for no apparent reason. Only a few aspects of people's personalities
are relevant to love, such as whether they have an DARK EDGY OUTSIDER
VIBE, or a NICE WHOLESOME MAINSTREAM VIBE.

Life is about conflict, strife, pain, love and drama. Romanticism is
true. A life where nothing bad happens to you is boring and
undesirable, and the issue of how to live a mundane life well isn't
worth thinking about.

Twilight offers a very different worldview than BoI. It is mistaken.
For example, the concept of falling in love quickly and irrevocably
conflicts with keeping an open mind to criticism and error correction.
Irrevocable decisions are incompatible with unbounded progress which
requires everything be open to improvement.

Yet Twilight is more popular by far. It's up to people like us to change that.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Feynman ----> Popper <------ DD/ET et al
Date: May 15, 2011 at 9:14 PM

On May 11, 8:19 pm, Elliot Temple <c...@curi.us> wrote:
On May 11, 2011, at 3:05 AM, hibbsa wrote:

This post relates to a thread on FoR where I posted a link to a
Feynman lecture with suggestions where Feynman deviated from Popper.
Elliot suggested that Feynman actually stayed consistent with Popper
throughout. I realized I had not rewatched the Feynman lecture since
acquiring all the new knowledge (to whatever extent I have) of Popper
and the DD philosophy on these lists. So I did rewatch and did agree
that Feynman stayed consistent. So I then had to think about why it is
I see the Feynman and DD/ET et al philosophy and approaches so
differently. The post below is the outcome of that thinking so far.
I've added the link to the lecture at the top.

http://research.microsoft.com/apps/tools/tuva/#data=4%7C4dbfe549-e795...
a0-bda2-9597fe5bb344%7C%7C

I've had a think about this, and the issue IMHO is not in terms of
whether Feynman's lecture involved anything inconsistent with
Popper...I don't think it did. So  Feynman was being consistent with
Popper and so too are DD/ET et al.
The issue is in subtle differences between DD/ET et al and Feynman's
interpretation of Poppers, where both ways are consistent but between
the two of them, those subtle differences have consequences that
quickly send philosophy and mindset on divergent paths.
Example. Feynman spoke of 'vague' theories/experiments/consequences
and what he first said was completely consistent both with DD/ET et al
and Popper. But then Feynam turns to the question of how one navigates
a 'new' scientific question or field where there are many unknowns.
Feynman's interpretation was that in such situations you HAVE NO
CHOICE but to begin with vague ideas, theories, consequences. He
acknowledeges that this is treacherous ground and requires a certain

http://research.microsoft.com/apps/tools/tuva/#data=4%7C4dbfe549-e795


skill to avoid going 'off the plank' as he said.

And Popper said something like: knowledge began with myths.

Sure. My thought wasn't that Feynman was diverging from Popper, or
from you.

Implicit in this, is that Feynman is saying that an explicit/precise/
non-vague guess is not always preferable if,  say, there is a chance
that doing so involves cutting away important but not yet understood
variables.

Yes that's true.

I think the DD/ET et al interpretation goes the other way. If the
subject is big and still mysterious it is still preferable to make
simple but clear guesses across any scope of that subject. I think
their position is that a vague approach is never preferable to an
exact approach, even where the reason the 'vague' approach is vague is
because certain not-well-understood variables are being deliberately
kept in the muddle.

It's not one or the other. One can do both. Popperians are not big on rules about 
how or what to guess.

Accepted. There's no preordainment in how DD or you or Feynman would
call it.

But my question is this. Once the choice is made to cut away the vague
knowledge, doesn't it then follow that any criticism of the decision
itself will necessarily be vague? The consequence could be a decision
like that produces something that may exhibit all the hall marks of
being a good explanation, whilst effectively locking-out criticism by
forcing it to be vague.



 > > I think this small, subtle, difference in interpretation
translates

immediately into huge philosophical and tempermental divergences. If
you choose the path of simple but non-vague guesses in an area that
isn't well known, that imediately governs what you do next. And what
you do next, I suggest, also actually totally governs what sort of
criticism can be effective and what not.
If you choose a simple but exact guess, and the criticism is from the
people more in Feynman's camp, then BY DIRECT CONSEQUENCE, that
criticism HAS TO BE BASED ON VAGUE CONCERNS.

This is too foundationalist. People don't pick a camp and base all their thinking 
on it.

Is it foundationist? There's no suggestion that people will always
choose the same approach. But if in a given instance you choose to cut
away the still not well understood complications in favour of a
simplified but non-vague explanation, then what I'm suggesting are
that direct consequences from this decision then come into play. One
being, a simple explanation for a complex area where all the
complexity has simply been cut away, is actually incredibly difficult
to criticize effectively. This is because the criticism is constrained
to be in the same terms of the explanation itself, or be based on
vague concerns, given the stuff cut away was vague.

This is because, the difference is all about whether you keep the
first steps vague, and the argument for being vague is because there
are variabls that are only vaguely understood.
But if you have already chosen the path of making simple exact
guesses, then in terms of temperment you are already now hostile to a
criticism based on vague concerns.
On the other hand, a simple/exact explanation that has already cut way
vaguely understood variables, forces any equivalently exact crititism
also to be only in terms of the variables kept in. So all further
evolution of the idea by 'explanation & criticism' is within the
already narrowly set scope.



It's a small initial difference of how essentially the same principles
are applied to real world problems, but one that quickly snowballs
into totally different theories and ideas about the world.
I don't believe Feynman would ever have accepted simple explanations
about the workings of the human brain and intelligence because he
would recognize this is still a scientific discovery in its fairly
early stages, and there are still many variables that we have only
vague understandings of.

You doubt he would have agreed about humans being universal explainers?

Yes, because for one thing, the consequences you then calculate appear
- so far as I can see - so starkly at odds with the scientific
research. Whether or not that's true,  something that genuinelly
puzzles me is why you haven't made a concerted effort to become
acquanted with the relevant fields at a level of detail,  because it's
a fabulous chance to refute one of the key positions with all the wash-
through that would entail. The consequences about the brain are the
most directly comparable with hard science, and likely to be ever more
so.

There's no direct evidence about that. When I said that Feynman was a
Popperian, I wasn't trying to claim he would agree about that claim
from BoI.

Whether Feynman was a Popperian is something

Note: we also don't really know if Popper would agree with that one.
The important thing is: do we have a criticism of the idea?

-- Elliot Templehttp://curi.us/- Hide quoted text -

- Show quoted text -- Hide quoted text -

- Show quoted text -

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Feynman ----> Popper <------ DD/ET et al
Date: May 15, 2011 at 9:28 PM

On May 15, 2011, at 6:14 PM, hibbsa wrote:

You doubt he would have agreed about humans being universal explainers?

Yes, because for one thing, the consequences you then calculate appear
- so far as I can see - so starkly at odds with the scientific
research.

Not with Feynman's research!

Feynman was hostile to various kinds of "science" such as psychology.

He was completely open to questioning the legitimacy of bad fields.

I think he would have been very sympathetic to the "bad philosophy" part of BoI 
and its criticism of scientism. He said many of the same things himself.

You haven't said which research in particular you think is impressive that 
Feynman would have agreed with or I ought to agree, so I can't comment more 
specifically.

Whether or not that's true,  something that genuinelly
puzzles me is why you haven't made a concerted effort to become
acquanted with the relevant fields at a level of detail

If I missed something in any field, feel free to point it out to me. Thanks.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Feynman ----> Popper <------ DD/ET et al
Date: May 16, 2011 at 9:18 AM

On May 16, 2:28 am, Elliot Temple <c...@curi.us> wrote:
On May 15, 2011, at 6:14 PM, hibbsa wrote:

You doubt he would have agreed about humans being universal explainers?

Yes, because for one thing, the consequences you then calculate appear
- so far as I can see - so starkly at odds with the scientific
research.

Not with Feynman's research!

Feynman was hostile to various kinds of "science" such as psychology.

I don't think he was against the idea of psychology as a science, only
some of the avenues down which it was going at the time. Why would he
or you object to evolutionary psychology? The proposition is extremely
sound. But the quest to understand the brain is going on across
multiple fronts now. What is occuring in the brain can be directly
observed which has driven significant progress. We've talked about
this before but just the increasing of specialization - specific
circuits in the brain evolved to support the thinking process in
specific ways - present possible challenges to the idea of
universalism. But the reason I frame this point to you in terms of you
choosing or not to delve into it, is because it wouldn't be at all
satisfactory for a blockhead like me to ape understanding I don't have
about these complex fields in debates. I'm satisfied my broad insight
is in line with the broad arrow of further developments, and that both
my insight and the developments are in line with the way the world
shows up. There are no surprises coming through. But if what you
believe proved true that would be a major surprise. Which is also an
opportunity for Popperians.       Ye

He was completely open to questioning the legitimacy of bad fields.

I think he would have been very sympathetic to the "bad philosophy" part of BoI 



and its criticism of scientism. He said many of the same things himself.

Yes but are there grounds to dismiss the study of the brain as bad
philosophy? I don't think so. Maybe certain legacy approaches were ill
founded...but what is interesting is that many of those approaches
that are now discredited seem to be the things you advocate.

You haven't said which research in particular you think is impressive that 
Feynman would have agreed with or I ought to agree, so I can't comment more 
specifically.

Whether or not that's true,  something that genuinelly
puzzles me is why you haven't made a concerted effort to become
acquanted with the relevant fields at a level of detail

If I missed something in any field, feel free to point it out to me. Thanks.

Well...my impression is that you've used a rather big brush to dismiss
whole swathes of these sciences as psuedo or bad and that this has
caused you not to be interested in refining your insight/judgement
such that the muck can be separated from the brass so to speak. It's
only an impression and so obviously highly fallible but I hope won't
be ill recieved in that I'm never shy about mentioning your many fine
qualities :O)
So for me, it's just back to this question why you aren't inspired to
get into these areas, because out of the whole network of interrelated
ideas stretching from C&R as universal mechanism of knowledge created
to humans being universal and all the other contributing
explanations...these consequences regarding the physical nature of the
brain are exactly where the major predictions can be falsified.
One possibility would be to actively try to interest scientists in the
field to adopt the Popperian philosophy. Such people would be in an
excellent position to falsify or not the predictions.

-- Elliot Templehttp://fallibleideas.com/

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Feynman ----> Popper <------ DD/ET et al
Date: May 16, 2011 at 10:25 AM

Hibbsa said:
"But the quest to understand the brain is going on
across
multiple fronts now. What is occuring in the brain can be
directly
observed which has driven significant progress. We've
talked about
this before but just the increasing of specialization -
specific
circuits in the brain evolved to support the thinking
process in
specific ways - present possible challenges to the idea of
universalism."

Michael Golding replies

"Why must this be so? Different people in an economy specilize in doing different 
things, and we specialize intentionally so that each may be faster at handling 
uncertainty (creating relevant knowledge) in their area of specialization.  But this 
does not imply that each individual person who is able to create knowledge could 
not (in principle) learn what another specialist knows, given enough time and 
effort.

So if there were more than one semi-independent conjecturing and refuting entity 
in the mind, there could likewise be specialization of function.  And there is no 
reason that this specialization of function could not tend to occupy particular 
physical locations in the brain. Any entity that conjectures and refutes in the mind 
could, in principle, learn anything.

But it might take longer than the age that people live for an already trained visual 
center to learn how to fluently speak 10 languages, if a functioning Wernicke's 
area and Broca's area become severely damaged, say by stroke.

This is no different than saying that it would be difficult for an individual to learn 
within 5-seconds (or a single lifetime) what everyone else happens to know in the 
entire world.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Lessons I learned from Twilight
Date: May 17, 2011 at 4:06 AM

On May 15, 2011, at 5:53 PM, Anonymous Person wrote:

[Twilight says] Life is about conflict, strife, pain, love and drama. Romanticism is
true. A life where nothing bad happens to you is boring and
undesirable, and the issue of how to live a mundane life well isn't
worth thinking about.

Twilight offers a very different worldview than BoI. It is mistaken.
For example, the concept of falling in love quickly and irrevocably
conflicts with keeping an open mind to criticism and error correction.
Irrevocable decisions are incompatible with unbounded progress which
requires everything be open to improvement.

Yet Twilight is more popular by far. It's up to people like us to change that.

It's worse than that.

Twilight promotes and glamorizes suicide, cutting yourself, death, sadness, 
isolation, violence and pain. And many other very bad things. I am not 
exaggerating.

You can read some details about how it promotes abusive relationships (abusive 
by mainstream standards) here:

http://www.myspace.com/noneofthemknew/blog/536742081

(BTW this web page makes a number of high quality arguments. It can be used 
as an example if one wants to make good arguments using a different style than 
David Deutsch. It's possible to make good arguments in many styles.)

Anyway, how is Twilight so popular while trashing widespread humanitarian and 
life affirming values? It's in strong opposition to both Judeo-Christian values and 
also (classical) liberal values.

I think the answer can only be: many mainstream good values are not as 
dominant as we would like them to be.

http://www.myspace.com/noneofthemknew/blog/536742081


But I suppose we already knew that: if kind values were truly dominant, children 
would not be treated as they are. (And btw if children weren't treated so badly, 
they would not gravitate to the suicide, abusive relationships, and so on which 
Twilight offers! They wouldn't be so bored and desperate, if only their parents 
were better.)

I'll end with a couple positive remarks.

It's not just good values which have trouble being dominant. It's all values. Our 
society is diverse, and many popular bad ideas have many dissenters.

Most Twilight fans don't take all the ideas to their logical conclusions. They don't 
take all of it seriously. They will commonly act contrary to the ideas of Twilight. 
They have diverse and contradictory ideas. When Twilight values conflict with 
other values, sometimes they will do the right thing.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Cholera, SODIS
Date: May 17, 2011 at 6:36 AM

I thought this is quite interesting...

http://en.wikipedia.org/wiki/SODIS

So, not only have countless millions died from infected water within
sight of their hearths...technically they didn't even need those
either. Had they understood, in the tropics at least, they could have
disinfected their water merely by creating thin pools open to the the
sun.

Lets hope this current knowledge *is* disseminated.

http://en.wikipedia.org/wiki/SODIS


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Feynman ----> Popper <------ DD/ET et al
Date: May 19, 2011 at 6:28 AM

On May 16, 3:25 pm, Michael Golding <mlionson...@yahoo.com> wrote:
Hibbsa said:

"But the quest to understand the brain is going on
across
multiple fronts now. What is occuring in the brain can be
directly
observed which has driven significant progress. We've
talked about
this before but just the increasing of specialization -
specific
circuits in the brain evolved to support the thinking
process in
specific ways - present possible challenges to the idea of
universalism."

Michael Golding replies

"Why must this be so? Different people in an economy specilize in doing 
different things, and we specialize intentionally so that each may be faster at 
handling uncertainty (creating relevant knowledge) in their area of 
specialization.  But this does not imply that each individual person who is able to 
create knowledge could not (in principle) learn what another specialist knows, 
given enough time and effort.

So if there were more than one semi-independent conjecturing and refuting 
entity in the mind, there could likewise be specialization of function.  And there 
is no reason that this specialization of function could not tend to occupy 
particular physical locations in the brain. Any entity that conjectures and refutes 
in the mind could, in principle, learn anything.  

But it might take longer than the age that people live for an already trained 
visual center to learn how to fluently speak 10 languages, if a functioning 
Wernicke's area and Broca's area become severely damaged, say by stroke.  

This is no different than saying that it would be difficult for an individual to learn 



within 5-seconds (or a single lifetime) what everyone else happens to know in 
the entire world.

Hi Michael - good point, but then the same formula looks extendable as
an explanation why heredity/variation of intelligence is also
consistent with universalism. The efficiency of the Wernicke's area
may be affected by some hereditory genetic effect which can be offset
using another variable like 'time to learn'. Likewise all other
specialised areas, and more generally all biological structures
controlled in dna. Which leads inevitably to individual differences in
brain efficiency, which feeds into IQ differences.

Specialization poses potential challenges from another direction as
well, by thinking about what a specialized area is in evolutionary
terms. It's presumably an evolved improvement to a pre-existing
challenge in the biological sequences underlying processes of thought
and perception. So, it's demonstration that such processes are
available to potent selection effects, and like other biological areas
the underlying mechanics facilitating the process of following through
a thought or making use of language, can be modularized and many
recurrent themes or particularly difficult calculations embedded into
specialized functions that do that one calculation.

The relevance is that really, a specialization is another way of
describing innateness. It's an innate ability...an ability that has
been hardwired within the brain. The argument for, and evolution of
social/psychological innateness are supported by the same sort of
underlying evolutionary mechanics. So what specializations are
establishing is that powerful evolutionary forces are available for
embedding aspects of thought and behaviour into specialized circuits,
or instincts. Which then only leaves the question of whether a
selective advantage has been present in evolutionary history.



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Feynman ----> Popper <------ DD/ET et al
Date: May 19, 2011 at 1:10 PM

Hibssa says,

"Hi Michael - good point , (that specialization in learning can increase efficiency 
in responding to different uncertainties and is not inconsistent with 
universality)but then the same formula looks
extendable as
an explanation why heredity/variation of intelligence is
also
consistent with universalism."

Michael responds:

“I think I agree.  But it depends on what you mean by “heredity/variation of 
intelligence.”
Unintelligent biological conditions can cause intelligent people to have problems 
in the efficiency of their thinking.  For example, massive strokes can make it 
difficult for someone to create knowledge. Angelman’s syndrome (a genetic 
abnormality) can do likewise.

But the point of BOI is that if a person can create explanatory knowledge about 
anything, he can (in principle) create explanatory knowledge about everything.  
He can do this if he can find access to the appropriate software (access the 
appropriate learning). This is true for those with Angelman’s syndrome and those 
with massive strokes.

Of course if it were easy to gain access to “the appropriate software”, we could 
also eliminate all problems caused by heart disease, cancer, and congenital 
blindness...just by thinking."



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Lessons I learned from Twilight
Date: May 20, 2011 at 4:42 AM

On May 17, 9:06 am, Elliot Temple <c...@curi.us> wrote:
On May 15, 2011, at 5:53 PM, Anonymous Person wrote:

[Twilight says] Life is about conflict, strife, pain, love and drama. Romanticism 
is
true. A life where nothing bad happens to you is boring and
undesirable, and the issue of how to live a mundane life well isn't
worth thinking about.

Twilight offers a very different worldview than BoI. It is mistaken.
For example, the concept of falling in love quickly and irrevocably
conflicts with keeping an open mind to criticism and error correction.
Irrevocable decisions are incompatible with unbounded progress which
requires everything be open to improvement.

Yet Twilight is more popular by far. It's up to people like us to change that.

It's worse than that.

Twilight promotes and glamorizes suicide, cutting yourself, death, sadness, 
isolation, violence and pain. And many other very bad things. I am not 
exaggerating.

You can read some details about how it promotes abusive relationships (abusive 
by mainstream standards) here:

http://www.myspace.com/noneofthemknew/blog/536742081

(BTW this web page makes a number of high quality arguments. It can be used 
as an example if one wants to make good arguments using a different style than 
David Deutsch. It's possible to make good arguments in many styles.)

Anyway, how is Twilight so popular while trashing widespread humanitarian and 
life affirming values? It's in strong opposition to both Judeo-Christian values and 
also (classical) liberal values.

http://www.myspace.com/noneofthemknew/blog/536742081


I think the answer can only be: many mainstream good values are not as 
dominant as we would like them to be.

But I suppose we already knew that: if kind values were truly dominant, children 
would not be treated as they are. (And btw if children weren't treated so badly, 
they would not gravitate to the suicide, abusive relationships, and so on which 
Twilight offers! They wouldn't be so bored and desperate, if only their parents 
were better.)

I'll end with a couple positive remarks.

It's not just good values which have trouble being dominant. It's all values. Our 
society is diverse, and many popular bad ideas have many dissenters.

Most Twilight fans don't take all the ideas to their logical conclusions. They don't 
take all of it seriously. They will commonly act contrary to the ideas of Twilight. 
They have diverse and contradictory ideas. When Twilight values conflict with 
other values, sometimes they will do the right thing.

-- Elliot Templehttp://fallibleideas.com/

So if the insight is that Twilight is conditioning the young in bad
ways, how does this marry up with the idea people can't be conditioned
by advertising/PR etc?

http://fallibleideas.com/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Re: Lessons I learned from Twilight
Date: May 20, 2011 at 8:02 AM

On 20 May 2011, at 09:42, hibbsa <hibbsa@yahoo.com> wrote:

On May 17, 9:06 am, Elliot Temple <c...@curi.us> wrote:
On May 15, 2011, at 5:53 PM, Anonymous Person wrote:

[Twilight says] Life is about conflict, strife, pain, love and drama. Romanticism 
is
true. A life where nothing bad happens to you is boring and
undesirable, and the issue of how to live a mundane life well isn't
worth thinking about.

Twilight offers a very different worldview than BoI. It is mistaken.
For example, the concept of falling in love quickly and irrevocably
conflicts with keeping an open mind to criticism and error correction.
Irrevocable decisions are incompatible with unbounded progress which
requires everything be open to improvement.

Yet Twilight is more popular by far. It's up to people like us to change that.

It's worse than that.

Twilight promotes and glamorizes suicide, cutting yourself, death, sadness, 
isolation, violence and pain. And many other very bad things. I am not 
exaggerating.

You can read some details about how it promotes abusive relationships 
(abusive by mainstream standards) here:

http://www.myspace.com/noneofthemknew/blog/536742081

(BTW this web page makes a number of high quality arguments. It can be 
used as an example if one wants to make good arguments using a different 
style than David Deutsch. It's possible to make good arguments in many 
styles.)

http://www.myspace.com/noneofthemknew/blog/536742081


Anyway, how is Twilight so popular while trashing widespread humanitarian 
and life affirming values? It's in strong opposition to both Judeo-Christian 
values and also (classical) liberal values.

I think the answer can only be: many mainstream good values are not as 
dominant as we would like them to be.

But I suppose we already knew that: if kind values were truly dominant, 
children would not be treated as they are. (And btw if children weren't treated 
so badly, they would not gravitate to the suicide, abusive relationships, and so 
on which Twilight offers! They wouldn't be so bored and desperate, if only their 
parents were better.)

I'll end with a couple positive remarks.

It's not just good values which have trouble being dominant. It's all values. Our 
society is diverse, and many popular bad ideas have many dissenters.

Most Twilight fans don't take all the ideas to their logical conclusions. They 
don't take all of it seriously. They will commonly act contrary to the ideas of 
Twilight. They have diverse and contradictory ideas. When Twilight values 
conflict with other values, sometimes they will do the right thing.

-- Elliot Templehttp://fallibleideas.com/

So if the insight is that Twilight is conditioning the young in bad
ways, how does this marry up with the idea people can't be conditioned
by advertising/PR etc?

Twilight contains bad ideas. People who watch it in our culture may pick up those 
particular bad ideas because we're bad at criticising those ideas.

Likewise an advert may have a bad idea and if people are currently bad at 
criticising that bad idea they might buy stuff they shouldn't.

That's not the same as the alleged inductivist process of conditioning. The bad 
ideas you pick up in reality are dependent on the bad ideas you already have.

Alan

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Lessons I learned from Twilight
Date: May 20, 2011 at 9:51 AM

On May 17, 9:06 am, Elliot Temple <c...@curi.us>
wrote:

On May 15, 2011, at 5:53 PM, Anonymous Person wrote:

[Twilight says] Life is about conflict, strife,
pain, love and drama. Romanticism is

true. A life where nothing bad happens to you is
boring and

undesirable, and the issue of how to live a
mundane life well isn't

worth thinking about.

Twilight offers a very different worldview than
BoI. It is mistaken.

For example, the concept of falling in love
quickly and irrevocably

conflicts with keeping an open mind to criticism
and error correction.

Irrevocable decisions are incompatible with
unbounded progress which

requires everything be open to improvement.

Yet Twilight is more popular by far. It's up to
people like us to change that.

It's worse than that.

Twilight promotes and glamorizes suicide, cutting
yourself, death, sadness, isolation, violence and pain. And
many other very bad things. I am not exaggerating.

You can read some details about how it promotes



abusive relationships (abusive by mainstream standards)
here:

http://www.myspace.com/noneofthemknew/blog/536742081

(BTW this web page makes a number of high quality
arguments. It can be used as an example if one wants to make
good arguments using a different style than David Deutsch.
It's possible to make good arguments in many styles.)

Anyway, how is Twilight so popular while trashing
widespread humanitarian and life affirming values? It's in
strong opposition to both Judeo-Christian values and also
(classical) liberal values.

I think the answer can only be: many mainstream good
values are not as dominant as we would like them to be.

But I suppose we already knew that: if kind values
were truly dominant, children would not be treated as they
are. (And btw if children weren't treated so badly, they
would not gravitate to the suicide, abusive relationships,
and so on which Twilight offers! They wouldn't be so bored
and desperate, if only their parents were better.)

I'll end with a couple positive remarks.

It's not just good values which have trouble being
dominant. It's all values. Our society is diverse, and many
popular bad ideas have many dissenters.

Most Twilight fans don't take all the ideas to their
logical conclusions. They don't take all of it seriously.
They will commonly act contrary to the ideas of Twilight.
They have diverse and contradictory ideas. When Twilight
values conflict with other values, sometimes they will do
the right thing.

-- Elliot Templehttp://fallibleideas.com/

http://www.myspace.com/noneofthemknew/blog/536742081
http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Date: Friday, May 20, 2011, 4:42 AM
So if the insight is that Twilight is conditioning the
young in bad
ways, how does this marry up with the idea people can't be
conditioned
by advertising/PR etc?
-- hibbsa

Michael responds,
"If you mean conditioning in the standard behaviorist sense, then it is hard to 
imagine that a human being cannot do something differently than he is 
conditioned to do, for it is possible for him to understand what is being 
conditioned and creatively vary his response.

Animal learning is usually thought to be associative, following fixed genetic 
patterns allowing animals to make certain kinds, but not other kinds, of 
associations.  So "conditioning" does make sense with animals.

But you may have used the word "condition(ing)" to mean "influencing".  In which 
case, I agree with you that advertising and other cultural ideas influence us by 
causing differences in what we conjecture about."



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: May 20, 2011 at 12:18 PM

On May 10, 7:45 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Apr 28, 2011 at 11:32 PM, hibbsa <hib...@yahoo.com> wrote:
Here you invoke a popperian argument that because I mentioned 
measurements that show co2 is rising, I am therefore only offering 
measurements with no associated or enclosing explanation. I think this is a 
misuse of popperian philosophy Anon, although I don't suggest it is deliberate 
or malicious or anything like that. There is an explanatory context within which 
those measurements were mentioned. The context is the four high level 
statements I offered, which contain the explanation why co2 is rising...because 
of human emissions of co2 into the atmosphere. The explanation for how we 
know co2 is rising is that it is possible to directly measure how co2 changes 
year on year. How those measurements are done is available online. Do you 
have an explanation why you don't trust those measurements, and do you 
have a suggestion for a better way to explain the precise change in co2 levels 
over time, given the explanation humans are emitting vast levels of co2 into 
the atmosophere causing co2 to rise in the atmosphere?

Measuring co2 each year cannot tell us if humans are causing the rise.

You say one thing -- co2 rises b/c of human emissions -- and measure
something else (co2 totals from all sources, human or non-human, each
year).

And you don't consider and address possibilities like: co2 creation
rates have not changed much, but co2 destruction rates have changed a
lot. The method of measuring you bring up cannot and does not address
that.

What you need, if you want to know the rise due to humans (though I
wonder: why does that matter?), is a way to measure *that*, which will
require an explanation of how to measure it, why the measurement you
perform actually measures it, etc...

Or put another way: all measurements always need explanations of why
and how they are relevant to the thing they purport to be relevant to.



You don't provide that explanation.

Then there are further issues like: how much co2 causes how much
warming? What other factors cause warming and cooling, and how have
they changed lately? Note that it isn't even possible, in theory, to
measure what a list of all those factors is. No experiment can answer
that question (experiments can help, if/when some explanation makes
use of them).

Requesting a publication is not currently relevant regarding the high level chain 
I proposed because it was only that the AGW theory can be broken into these 
four high level statements, where if any one is wrong AGW is wrong. You don't 
need a publication to accept or reject this proposal because it comes with its 
own reasoning.

You don't need a publication to make an argument, in general.

But you posted claiming authority. You basically said there were tons
of publications making this case, and everyone ought to concede to
their authority. When you try to intimidate people with specious
appeals to the authority of some unspecified sources, it becomes quite
relevant and valid to ask for those sources.

Arguments from authority are always considered invalid in Popperian
philosophy even if you actually have a source that actually addresses
the issues and actually has credentials. But apparently you have none
of those things.

You want to be given a single document to read but I respectfully suggest that 
just asking for this betrays a lack of insight into the nature of the challenge.

If people want conclusions, so they can make policy decisions or
whatever, then they need the various bits of research to get summed up
in a document. What does all the reserach tell us? People have
opinions on this. They should publish papers on it, too, not just skip
that step and stick to unpublished opinions. If no one has managed to
piece it all together and write it up -- if that's too hard a task to
come up with a publishable interpretation -- then science just plain
doesn't have the answers yet. No Government should listen to any of
this stuff, at all, until there are *single* documents making cases.



And there ought to be some which go through mechanisms like peer
review.

Publishing is crucial at every step, including the
integrating-various-research step, because it helps expose ideas to
criticism. If you are promoting ideas that haven't been properly
written up and exposed to serious criticism, then they are not really
scientific ideas in Feynman's sense (though they are by Popper's
demarcation criterion).

If a position is so vague, so ill-defined, that there exists no
written statement of the position, then it is hiding from criticism
and that is itself a criticism of it and we can reject it.

And the more you talk about how there is a lot of research, a lot of
interest, a lot of people in the field ... the more one should expect
there to be plenty of people integrating the various individual bits
of research into a cohesive whole. I personally have no doubt this is
being done in real life. Yet you start accusing me of lack of insight
over this issue. Absurd! Quit the personal attacks!

 We are trying to understand an almost immeasurably complex and inherently 
chaotic system.

The issue of ending aging is exceedingly complex, and involves many
ideas from a variety of different fields and specialties. Human bodies
and immune systems and cell organization and so on are very complex.
But this didn't stop Aubrey de Grey from writing the book Ending Age
which presents the ingrated, whole idea.

Hi Anon - I'm sorry if I crossed over into attacking in this
discussion..it wasn't the intention but passions can flow. The point
that you don't seem to have given much time to learning the science
was not supposed to be an attack, but a way to suggest that it could
be that for you and some others here, the view you have does not
derive out of the evidence and does not turn on the evidence, and may
not be moveable by the evidence.  For example, Elliot speaks of the
dishonesty of climate scientists. If they are dishonest then no level
of evidence coming from them is likely to be acceptable.



The basis for my observation that you don't sem to have spent much
time on the evidence was the way you presented your arguments. Where
you mentioned doubts, say as to whether more Co2 is not going into the
air but less coming out of the air; or whether rising co2 was because
of human emissions; what you didn't do was mention the various lines
of evidence that suggest otherwise.

Then, when you raised valid points such as the uncertainty how and
what extent the climate responds to co2 rises, you seemed not to know
that these are huge and core areas of climate science research. Nor
did you label the area properly, in this instance 'climate
sensitivity'.

Those are fairly good reasons to think someone hasn't spent much time
on the evidence. I don't think that's an attack. I'm often told I
haven't spent much time on Popper and I don't see that as an attack.
Becausae it's true

The relevance of me making the point is that your line of argument is
in terms of asking for evidence. To me that does seem incongruent. If
your position was evidence driven or likely to be influenced by
evidence, then you'd presumably have spent time on the evidence in the
first place. I think that's a fair point. If I'm wrong please correct
me.

 I will mention again where you can see the evidence brought together:
The IPCC.

If you look at that work, which comes heavily referenced, and you are
unhappy with it, then perhaps we can try something else for you.

In the meantime, I'm genuinelly interested to know more about the
composition of your skepticism. Do you believe the science is
politically corrupted as does Elliot? What weighting do you give to
the very well organized and funded campaign to smear the science? Does
such a campaign exist?

Rgds, Al



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Global Warming
Date: May 20, 2011 at 1:00 PM

On May 20, 2011, at 9:18 AM, hibbsa wrote:

the view you have does not derive out of the evidence and does not turn on the 
evidence, and may not be moveable by the evidence.

Do you have any criticism to offer of the view in BoI and FoR that views cannot 
be derived from evidence, that induction is false, that Popper was right, and so 
on?

This criticism is saying we don't live up to standards which are not the standards 
of BoI, and which are directly criticized in BoI. It seems to be implicitly asking us 
not to think in the BoI way -- if we are to agree with it or listen to it -- but without 
giving us any reason to change our minds.

Those are fairly good reasons to think someone hasn't spent much time on the 
evidence. I don't think that's an attack.

It isn't relevant.

The way it works (in the BoI worldview) is we always are ignorant of many, many 
things. We are all alike in our infinite ignorance (Popper said this or similar. 
Googling, it seems to be a Bertrand Russell quote.) Being ignorant is not a 
criticism, it's not in general even worth mentioning. What matters is always: has 
someone made a mistake? If they have made a mistake, then one can criticize. If 
the criticism involves mentioning something they didn't know about (e.g. a piece 
of evidence), then so be it. They can find out about it that way.

Do you believe the science is politically corrupted as does Elliot?

To be clear, it's not *all* politically corrupted.

Another problem with a lot of is *explanatory gaps*.

There is no such thing as direct evidence that global warming is caused by 



humans. There cannot be such a thing. It's literally impossible. All possible 
observations are compatible with both the theories that global warming is and is 
not caused by humans.

There can only be indirect evidence that functions *via explanation* to connect 
evidence to a conclusion. Or there can be evidence that, *via explanation*, plays 
a role in a criticism.

When people aren't aware of these issues they can produce a great deal of work 
that is irrelevant and useless. This has happened in some fields such as some 
work in psychology. This is discussed in BoI with the example about studying 
happiness.

If you have found something which presents evidence along with some 
explanation to make the evidence relevant and useful, provide it. I don't see why 
there is such a fuss about this. It should only take you a couple minutes to give 
the link or citation information to a source you wish to speak for you. You keep 
referring to evidence without specifying what evidence you mean. It's hard to 
discuss unspecified evidence. What are you claiming and why?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Global Warming
Date: May 21, 2011 at 11:46 AM

On Apr 29, 2011, at 5:57 PM, hibbsa wrote:

Well...I may be a extremely rusty but there's a first class honours in
engineering in my not too distant past and even awards for being the
most gifted in maths on campus although I admit I was an uneducated
mature student from the underclass at the time. But
anyway....basically I think that 0.8 +- 0.2 definitely equates to 0.6
- 1.0 .

Yes...and this should tell you that it's very unlikely a distribution was in play :o)

You done good....but your formulations should have convinced you the figures 
aren't properties of a distribution :o)

As I explained, there is always a distribution because measuring devices are 
imperfect and provide a distribution of measurements around the right (precise) 
value. The distributions don't arbitrarily stop after .2 but have the possibility of 
outliers. 66% of all measurements, or something (they don't say), would be within 
.2, and others would not be.

There is a distribution and the PDF glossed it over and misled its readers.

Hibbsa also mentions the possibility that they were combining multiple 
measurements of different types. If so, that only makes the paper even more 
misleading. If they did that, there are multiple distributions, combined in an 
unspecified way, and expressing the possible error is complicated and they don't 
even try to give their readers any sense of what they did or what kinds of errors 
are possible.

Pardon? What misread?

lol ... you're going to kick yourself...or me....but the statement was
"[climate science]......is the essential basis for future climate
projections and planning, and must be *a* vital component of public
reasoning in this complex and challenging area."



The additional clause does not make my reading incorrect. I had read it.

Elliot you are talking to me about the need to read scientific papers at root. But 
you don't have the skills to understand a technical paper about a science you 
haven't been trained in.

As insulting as this is, it also sounds like fun: provide a paper and we'll see if I 
understand it.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Lessons I learned from Twilight
Date: May 21, 2011 at 12:47 PM

On May 20, 2011, at 1:42 AM, hibbsa wrote:

On May 17, 9:06 am, Elliot Temple <c...@curi.us> wrote:
On May 15, 2011, at 5:53 PM, Anonymous Person wrote:

[Twilight says] Life is about conflict, strife, pain, love and drama. Romanticism 
is
true. A life where nothing bad happens to you is boring and
undesirable, and the issue of how to live a mundane life well isn't
worth thinking about.

Twilight offers a very different worldview than BoI. It is mistaken.
For example, the concept of falling in love quickly and irrevocably
conflicts with keeping an open mind to criticism and error correction.
Irrevocable decisions are incompatible with unbounded progress which
requires everything be open to improvement.

Yet Twilight is more popular by far. It's up to people like us to change that.

It's worse than that.

Twilight promotes and glamorizes suicide, cutting yourself, death, sadness, 
isolation, violence and pain. And many other very bad things. I am not 
exaggerating.

You can read some details about how it promotes abusive relationships 
(abusive by mainstream standards) here:

http://www.myspace.com/noneofthemknew/blog/536742081

(BTW this web page makes a number of high quality arguments. It can be 
used as an example if one wants to make good arguments using a different 
style than David Deutsch. It's possible to make good arguments in many 
styles.)

http://www.myspace.com/noneofthemknew/blog/536742081


Anyway, how is Twilight so popular while trashing widespread humanitarian 
and life affirming values? It's in strong opposition to both Judeo-Christian 
values and also (classical) liberal values.

I think the answer can only be: many mainstream good values are not as 
dominant as we would like them to be.

But I suppose we already knew that: if kind values were truly dominant, 
children would not be treated as they are. (And btw if children weren't treated 
so badly, they would not gravitate to the suicide, abusive relationships, and so 
on which Twilight offers! They wouldn't be so bored and desperate, if only their 
parents were better.)

I'll end with a couple positive remarks.

It's not just good values which have trouble being dominant. It's all values. Our 
society is diverse, and many popular bad ideas have many dissenters.

Most Twilight fans don't take all the ideas to their logical conclusions. They 
don't take all of it seriously. They will commonly act contrary to the ideas of 
Twilight. They have diverse and contradictory ideas. When Twilight values 
conflict with other values, sometimes they will do the right thing.

-- Elliot Templehttp://fallibleideas.com/

So if the insight is that Twilight is conditioning the young in bad
ways, how does this marry up with the idea people can't be conditioned
by advertising/PR etc?

Twilight does not condition anyone, it has gained it's popularity by appealing to 
pre-existing ideas and values in its audience. It panders and does not ask them to 
make any significant changes in their thinking. It therefore provides information 
about flaws already in our culture.

I am not claiming the author is pandering on purpose. I don't know, but my wild 
guess would be she simply wrote her own values, which happened to be very 
common ones.

http://fallibleideas.com/


What's scary is not vampires but how big the audience is that already thinks 
suicide is romantic rather than appalling. How big the audience is that enjoys 
strong forms of love, and particularly enjoys it when they aren't tempered by 
reason. How willing they are to accept pain as part of life (how much pain is 
already in their lives!?). How popular strong romanticism is.

Twilight is a Mary Sue wish fulfillment story, yet filled with suffering. What's up 
with that!?

Twilight sometimes persuades people a little bit but not a lot. A person who 
already likes 4 things about it might learn from Twilight some ways they are 
related to a 5th thing, and then like the 5th too now that he sees the connection. 
But it does not set out to convert people who are very different from it. It's not that 
type of thing. (Neither are advertisements, btw. For example, consider the 
Facetime ads which try to sell iPhones by appealing to pre-existing values in our 
culture about special moments and personal contact.)

Plenty of the aspects of Twilight are shared by other popular things. For example, 
Twilight is certainly not the only movie that thinks "mild" violence is an OK part of 
human relationships. Yet there is no such thing as mild violence. All intentional 
violence by one person against another is a big deal! And very bad!

We shouldn't be surprised that movies, books, TV and ads are full of errors. We 
shouldn't be looking for ways to have that not be the situation. We already know 
what good institutions for finding and eliminating them are. Among other things, 
those institutions are ones which promote liberty and criticism. Ads, TV, movies 
and books should all be subject to criticism and everyone should be allowed to 
produce them and everyone should be allowed to consume them. We can learn 
from a clash with even the bad ones.

The problem is not that Twilight was allowed to be written, or allowed to be sold 
on a large scale. Nor that ads are allowed to be made and widely distributed. 
Those are good things. The problem is: more widespread knowledge is needed 
about why various mistakes are mistakes, so that people can better respond to 
bad ideas.

Reading Twilight is not a death sentence. Many people read it and come out fine. 
Some even notice flaws and improve. But Twilight is mistaken. A lot. It could use 
100 times more criticism than it gets.



http://www.associatedcontent.com/article/1670013/book_review_whats_wrong_wi
th_the_twilight.html?cat=38

last year Meyer sales accounted for about one in every five books sold during 
the holidays and took the four top slots in 2008's bestseller list

Why can Twilight be 20% of book sales during some holidays, but there is no best 
selling book *criticizing* Twilight? Why don't even 1% of Twilights readers want to 
read and consider possible flaws in it? A criticism book which appealed to 1% of 
Twilight readers could sell 0.2% of all books (1 out of every 500) which is a ton. 
Many Twilight readers would be much better off if they were to read some 
intelligent criticism of Twilight and learn even just a couple things from it.

Before I saw the Twilight movies I had no idea it was bad. No one told me. I'd 
heard of it, but I hadn't heard any persuasive criticism of it. I'd heard complaints 
about it, but they didn't strike me as different than complaints about other popular 
culture like Justin Bieber, Hannah Montana, or Pokemon. Twilight is well known, 
but that its values are seriously awful is not so well known.

People like to complain that glittery vampires are wimpy (who cares?) more than 
they like to complain that it glamorizes suicide. They like to complain that it 
features sexy teens more than they like to complain that it advocates violence. 
This indicts many complainers as well as the Twilight fans!

Our culture has lots of room for improvement and Twilight is evidence.

To the extent children are conditioned to like the values in Twilight it's not being 
done by Twilight but primarily by their parents and secondarily by their teachers, 
other adults, and also slightly older kids. (Ideas can go from 10 year olds to 6 
year olds, and then 4 years later those hearers become tellers, and repeat.) The 
conditioners are not aware of the full meaning of their actions, and were 
themselves conditioned to do it. The driving force is anti-rational memes as 
explained in BoI.

-- Elliot Temple
http://fallibleideas.com/

http://www.associatedcontent.com/article/1670013/book_review_whats_wrong_with_the_twilight.html?cat=38
http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: May 21, 2011 at 6:56 PM

On May 21, 4:46 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 29, 2011, at 5:57 PM, hibbsa wrote:

Well...I may be a extremely rusty but there's a first class honours in
engineering in my not too distant past and even awards for being the
most gifted in maths on campus although I admit I was an uneducated
mature student from the underclass at the time. But
anyway....basically I think that 0.8 +- 0.2 definitely equates to 0.6
- 1.0 .
Yes...and this should tell you that it's very unlikely a distribution was in play :o)
You done good....but your formulations should have convinced you the figures 
aren't properties of a distribution :o)

As I explained, there is always a distribution because measuring devices are 
imperfect and provide a distribution of measurements around the right (precise) 
value. The distributions don't arbitrarily stop after .2 but have the possibility of 
outliers. 66% of all measurements, or something (they don't say), would be 
within .2, and others would not be.

There is a distribution and the PDF glossed it over and misled its readers.

Hibbsa also mentions the possibility that they were combining multiple 
measurements of different types. If so, that only makes the paper even more 
misleading. If they did that, there are multiple distributions, combined in an 
unspecified way, and expressing the possible error is complicated and they don't 
even try to give their readers any sense of what they did or what kinds of errors 
are possible

ET - from memory I wrapped this up by saying let's have a sportsman's
bet and find out whether the 0.8 +-0.2 was in fact refering to a mean
and standard deviation. I'm still up for that although the idea of
loser buys the drink is probably going to be metaphorical for now
given we are on opposites sides of the planet :O))

Pardon? What misread?



lol ... you're going to kick yourself...or me....but the statement was
"[climate science]......is the essential basis for future climate
projections and planning, and must be *a* vital component of public
reasoning in this complex and challenging area."

The additional clause does not make my reading incorrect. I had read it.

Hi ET - It does make your statement incorrect because your response
was something along the lines of...it is nuts to sugest that science
must be *the* vital component and you then list other important
components. But the original statement only said science should be *a*
vital component, which leaves it open there can be other components,
so your point didn't work with the specific quote.

Elliot you are talking to me about the need to read scientific papers at root. But 
you don't have the skills to understand a technical paper about a science you 
haven't been trained in.

As insulting as this is, it also sounds like fun: provide a paper and we'll see if I 
understand it.

Not intended as an insult and I'm surprised you take it that way. Why
would you know the specific lingo and mathematical tools for the nitty
gritty of climate science?

-- Elliot Templehttp://elliottemple.com/

http://elliottemple.com/


From: John Campbell <smilesooner@gmail.com>
Subject: [BoI] Re: Lessons I learned from Twilight
Date: May 21, 2011 at 9:02 PM

I would suggest that most followers of the twilight series are younger
females and at that age, younger people are attracted by bad ideas.
They are exploring their world - pushing against norms and
conventional wisdom. Many younger females are attracted by younger
males exploring the same thing. Much bad comes of these pursuits, but
when you are young and inexperienced it comes with the territory.
Adolescent and younger males do many foolish, dangerous and
destructive things, but they are also crazy enough to get into heavier
than air flying contraptions so there can be great value in going
against norms. They lack the explanatory framework to judge the best
ones so it is a kind of scattershot approach which leads to bad art
and bad behavior. C'est la vie.

On May 21, 11:47 am, Elliot Temple <c...@curi.us> wrote:
On May 20, 2011, at 1:42 AM, hibbsa wrote:

On May 17, 9:06 am, Elliot Temple <c...@curi.us> wrote:
On May 15, 2011, at 5:53 PM, Anonymous Person wrote:

[Twilight says] Life is about conflict, strife, pain, love and drama. 
Romanticism is
true. A life where nothing bad happens to you is boring and
undesirable, and the issue of how to live a mundane life well isn't
worth thinking about.

Twilight offers a very different worldview than BoI. It is mistaken.
For example, the concept of falling in love quickly and irrevocably
conflicts with keeping an open mind to criticism and error correction.
Irrevocable decisions are incompatible with unbounded progress which
requires everything be open to improvement.



Yet Twilight is more popular by far. It's up to people like us to change that.

It's worse than that.

Twilight promotes and glamorizes suicide, cutting yourself, death, sadness, 
isolation, violence and pain. And many other very bad things. I am not 
exaggerating.

You can read some details about how it promotes abusive relationships 
(abusive by mainstream standards) here:

http://www.myspace.com/noneofthemknew/blog/536742081

(BTW this web page makes a number of high quality arguments. It can be 
used as an example if one wants to make good arguments using a different 
style than David Deutsch. It's possible to make good arguments in many 
styles.)

Anyway, how is Twilight so popular while trashing widespread humanitarian 
and life affirming values? It's in strong opposition to both Judeo-Christian 
values and also (classical) liberal values.

I think the answer can only be: many mainstream good values are not as 
dominant as we would like them to be.

But I suppose we already knew that: if kind values were truly dominant, 
children would not be treated as they are. (And btw if children weren't treated 
so badly, they would not gravitate to the suicide, abusive relationships, and 
so on which Twilight offers! They wouldn't be so bored and desperate, if only 
their parents were better.)

I'll end with a couple positive remarks.

It's not just good values which have trouble being dominant. It's all values. 
Our society is diverse, and many popular bad ideas have many dissenters.

Most Twilight fans don't take all the ideas to their logical conclusions. They 

http://www.myspace.com/noneofthemknew/blog/536742081


don't take all of it seriously. They will commonly act contrary to the ideas of 
Twilight. They have diverse and contradictory ideas. When Twilight values 
conflict with other values, sometimes they will do the right thing.

-- Elliot Templehttp://fallibleideas.com/

So if the insight is that Twilight is conditioning the young in bad
ways, how does this marry up with the idea people can't be conditioned
by advertising/PR etc?

Twilight does not condition anyone, it has gained it's popularity by appealing to 
pre-existing ideas and values in its audience. It panders and does not ask them 
to make any significant changes in their thinking. It therefore provides 
information about flaws already in our culture.

I am not claiming the author is pandering on purpose. I don't know, but my wild 
guess would be she simply wrote her own values, which happened to be very 
common ones.

What's scary is not vampires but how big the audience is that already thinks 
suicide is romantic rather than appalling. How big the audience is that enjoys 
strong forms of love, and particularly enjoys it when they aren't tempered by 
reason. How willing they are to accept pain as part of life (how much pain is 
already in their lives!?). How popular strong romanticism is.

Twilight is a Mary Sue wish fulfillment story, yet filled with suffering. What's up 
with that!?

Twilight sometimes persuades people a little bit but not a lot. A person who 
already likes 4 things about it might learn from Twilight some ways they are 
related to a 5th thing, and then like the 5th too now that he sees the connection. 
But it does not set out to convert people who are very different from it. It's not 
that type of thing. (Neither are advertisements, btw. For example, consider the 
Facetime ads which try to sell iPhones by appealing to pre-existing values in our 
culture about special moments and personal contact.)

Plenty of the aspects of Twilight are shared by other popular things. For 
example, Twilight is certainly not the only movie that thinks "mild" violence is an 
OK part of human relationships. Yet there is no such thing as mild violence. All 
intentional violence by one person against another is a big deal! And very bad!

http://fallibleideas.com/


We shouldn't be surprised that movies, books, TV and ads are full of errors. We 
shouldn't be looking for ways to have that not be the situation. We already know 
what good institutions for finding and eliminating them are. Among other things, 
those institutions are ones which promote liberty and criticism. Ads, TV, movies 
and books should all be subject to criticism and everyone should be allowed to 
produce them and everyone should be allowed to consume them. We can learn 
from a clash with even the bad ones.

The problem is not that Twilight was allowed to be written, or allowed to be sold 
on a large scale. Nor that ads are allowed to be made and widely distributed. 
Those are good things. The problem is: more widespread knowledge is needed 
about why various mistakes are mistakes, so that people can better respond to 
bad ideas.

Reading Twilight is not a death sentence. Many people read it and come out 
fine. Some even notice flaws and improve. But Twilight is mistaken. A lot. It 
could use 100 times more criticism than it gets.

http://www.associatedcontent.com/article/1670013/book_review_whats_wr...

last year Meyer sales accounted for about one in every five books sold during 
the holidays and took the four top slots in 2008's bestseller list

Why can Twilight be 20% of book sales during some holidays, but there is no 
best selling book *criticizing* Twilight? Why don't even 1% of Twilights readers 
want to read and consider possible flaws in it? A criticism book which appealed 
to 1% of Twilight readers could sell 0.2% of all books (1 out of every 500) which 
is a ton. Many Twilight readers would be much better off if they were to read 
some intelligent criticism of Twilight and learn even just a couple things from it.

Before I saw the Twilight movies I had no idea it was bad. No one told me. I'd 
heard of it, but I hadn't heard any persuasive criticism of it. I'd heard complaints 
about it, but they didn't strike me as different than complaints about other 
popular culture like Justin Bieber, Hannah Montana, or Pokemon. Twilight is well 
known, but that its values are seriously awful is not so well known.

People like to complain that glittery vampires are wimpy (who cares?) more than 
they like to complain that it glamorizes suicide. They like to complain that it 
features sexy teens more than they like to complain that it advocates violence. 

http://www.associatedcontent.com/article/1670013/book_review_whats_wr


This indicts many complainers as well as the Twilight fans!

Our culture has lots of room for improvement and Twilight is evidence.

To the extent children are conditioned to like the values in Twilight it's not being 
done by Twilight but primarily by their parents and secondarily by their teachers, 
other adults, and also slightly older kids. (Ideas can go from 10 year olds to 6 
year olds, and then 4 years later those hearers become tellers, and repeat.) The 
conditioners are not aware of the full meaning of their actions, and were 
themselves conditioned to do it. The driving force is anti-rational memes as 
explained in BoI.

-- Elliot Templehttp://fallibleideas.com/

http://fallibleideas.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Lessons I learned from Twilight
Date: May 22, 2011 at 3:38 AM

On Sat, May 21, 2011 at 6:02 PM, John Campbell <smilesooner@gmail.com> 
wrote:

I would suggest that most followers of the twilight series are younger
females and at that age, younger people are attracted by bad ideas.

What do you think is the attraction of bad ideas? They do not offer
good explanations.

They are exploring their world - pushing against norms and
conventional wisdom.

Isn't it true that some people of all age groups do that, and some
don't? I don't see why you brought age into it.

Regardless, Twilight embraces norms and conventional wisdom in most
respects. It makes a superficial attempt to come off as edgy and
rebellious, but it's heavily mainstream. Its biggest theme is merely
advocating romance and love... And it turns out being an "outsider" is
currently cool -- and is a way to join an "in" group.

Falling in love and making a big deal out of it is not pushing against
conventional wisdom but following it. Wanting and having strong
emotions, and letting them govern important decisions, is not pushing
against the norm but being normal.

What ideas does Twilight offer that we haven't heard a hundred times
before? It's all stuff our culture is thoroughly familiar with.

Many younger females are attracted by younger
males exploring the same thing. Much bad comes of these pursuits, but
when you are young and inexperienced it comes with the territory.

Inexperience need not lead to suffering. In general it is possible to
recognize ignorance and take reasonable steps to prevent it from
causing harm, such as getting good advice, learning about the topic,
and avoiding major decisions before one knows enough to make them.



From: John Campbell <smilesooner@gmail.com>
Subject: [BoI] Re: Evolutionary value of explanations
Date: May 24, 2011 at 2:34 PM

On May 10, 10:12 am, David Deutsch <david.deut...@qubit.org> wrote:
On 10 May 2011, at 3:58pm, jim morris wrote:

What would an explanations that didn't generate predictions look like?
A fairy tale? They have their uses, but I think you wouldn't like
them.

Explanations that don't make predictions belong to non-scientific fields such as 
philosophy.

So, for example, they generate moral values and precepts such as not to 
threaten visiting speakers with a poker.

They also generate epistemological theories such as Popper's.

Your own explanation (erroneous, but the point stands) that predictionless 
explanations are either not "useful" or are essentially "fairy tales", itself relies on 
a system of values that makes no testable prediction.

-- David Deutsch

I was provided an excellent illustration of the power of explanations
over predictions. I am teaching a novice to work under my supervision,
but I want and need her to understand her job to the best of her
ability.

I want her to anticipate what actions I may take in a certain
situation - not as a prediction but because she understands the
situation and is making decisions based on her own explanations. I
look forward to her progressing in the complexity of her explanations,
leading her to do more before she is instructed to do so.

I recognized this morning that she is trying to guess or predict what
I will do, rather than developing her own ideas based on her
understanding. I can see that this is a dead end for her (and for me
as her supervisor who wants her to develop her knowledge). She sees me



as an authority figure rather than a person with better explanations
or more knowledge. I wonder if this is the common default position for
many people. Prediction does have value in our toolboxes for testing
an idea, so are our minds naturally biased to this? Or has the spread
of bad philosophies led to the ubiquity of prediction. I can now see
more of the bad consequences flowing from this and I will be more
sensitive to it in the future.

I am only a little over halfway through BOI and I have only begun to
digest the ideas, but it is fascinating and not unexpected that the
great ideas within the book can be found in the every-day work
environment. I shall continue to keep my eyes open.

John Campbell



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: May 26, 2011 at 2:09 AM

On May 21, 11:56 pm, hibbsa <hib...@yahoo.com> wrote:
On May 21, 4:46 pm, Elliot Temple <c...@curi.us> wrote:

On Apr 29, 2011, at 5:57 PM, hibbsa wrote:

Well...I may be a extremely rusty but there's a first class honours in
engineering in my not too distant past and even awards for being the
most gifted in maths on campus although I admit I was an uneducated
mature student from the underclass at the time. But
anyway....basically I think that 0.8 +- 0.2 definitely equates to 0.6
- 1.0 .
Yes...and this should tell you that it's very unlikely a distribution was in play 
:o)
You done good....but your formulations should have convinced you the 
figures aren't properties of a distribution :o)

As I explained, there is always a distribution because measuring devices are 
imperfect and provide a distribution of measurements around the right 
(precise) value. The distributions don't arbitrarily stop after .2 but have the 
possibility of outliers. 66% of all measurements, or something (they don't say), 
would be within .2, and others would not be.

There is a distribution and the PDF glossed it over and misled its readers.

Hibbsa also mentions the possibility that they were combining multiple 
measurements of different types. If so, that only makes the paper even more 
misleading. If they did that, there are multiple distributions, combined in an 
unspecified way, and expressing the possible error is complicated and they 
don't even try to give their readers any sense of what they did or what kinds of 
errors are possible



ET - from memory I wrapped this up by saying let's have a sportsman's
bet and find out whether the 0.8 +-0.2 was in fact refering to a mean
and standard deviation. I'm still up for that although the idea of
loser buys the drink is probably going to be metaphorical for now
given we are on opposites sides of the planet :O))

Pardon? What misread?

lol ... you're going to kick yourself...or me....but the statement was
"[climate science]......is the essential basis for future climate
projections and planning, and must be *a* vital component of public
reasoning in this complex and challenging area."

The additional clause does not make my reading incorrect. I had read it.

Hi ET - It does make your statement incorrect because your response
was something along the lines of...it is nuts to sugest that science
must be *the* vital component and you then list other important
components. But the original statement only said science should be *a*
vital component, which leaves it open there can be other components,
so your point didn't work with the specific quote.

Elliot you are talking to me about the need to read scientific papers at root. 
But you don't have the skills to understand a technical paper about a science 
you haven't been trained in.

As insulting as this is, it also sounds like fun: provide a paper and we'll see if I 
understand it.

Not intended as an insult and I'm surprised you take it that way. Why
would you know the specific lingo and mathematical tools for the nitty
gritty of climate science?



-- Elliot Templehttp://elliottemple.com/- Hide quoted text -

- Show quoted text -- Hide quoted text >
- Show quoted text -

Hi all - With sincere apologies for any offense given, I'm withdrawing
this claim about Elliot: "But you don't have the skills to understand
a technical paper about a science you haven't been trained in. "

best regards, Al

http://elliottemple.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Global Warming
Date: May 26, 2011 at 3:34 PM

Hi all - With sincere apologies for any offense given, I'm
withdrawing
this claim about Elliot: "But you don't have the skills to
understand
a technical paper about a science you haven't been trained
in. "

best regards, Al

Michael Golding says,

"You have spoken about "tipping points" before.

Why do you think (if you do) that spending billions or trillions of dollars (or 
whatever amount you think is needed to combat global warming) will not lead to 
an economic "tipping point" that leads to global catastrophe or even annihilation 
of humanity?

If you believe that no financial tipping point will be created leading to catastrophe, 
what will happen that will enable us to adapt to that amount (or whatever amount 
you suggest) of spending needed to combat global warming?

Why were those who now predict a climate "tipping point" unable to predict (say 
20-years ago) our current need to spend the amount of money you think is 
necessary to combat global warming?

Thanks."



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: May 27, 2011 at 6:45 AM

On May 26, 8:34 pm, Michael Golding <mlionson...@yahoo.com> wrote:
Hi all - With sincere apologies for any offense given, I'm
withdrawing
this claim about Elliot: "But you don't have the skills to
understand
a technical paper about a science you haven't been trained
in. "

best regards, Al

Michael Golding says,

"You have spoken about "tipping points" before.

Why do you think (if you do) that spending billions or trillions of dollars (or 
whatever amount you think is needed to combat global warming) will not lead to 
an economic "tipping point" that leads to global catastrophe or even annihilation 
of humanity?

If you believe that no financial tipping point will be created leading to 
catastrophe, what will happen that will enable us to adapt to that amount (or 
whatever amount you suggest) of spending needed to combat global warming?

Why were those who now predict a climate "tipping point" unable to predict (say 
20-years ago) our current need to spend the amount of money you think is 
necessary to combat global warming?

Thanks."

Hiya Michael - I remember mentioning a tipping point but from memory I
think my rant was that although humans so far have managed not to let
the the negative impacts of human activities, prevent us doing more of
the same, we haven't managed to stop those impacts accumulating. The
'tipping point' I speculated about was just that, we don't actually
know how far we can keep going in the same way, and if there's a
negative point of convergence up ahead, chances are it's going to



hurt.
But...it was just rant really.

The climate 'tipping point' means something else. It's just that the
effects of warming could reach some threshold where runaway effects
start to emerge. Effects such as reflective ice sheets being replaced
by dark heat absorbing oceans, or where over land revealing ancient
peat and tundra that thaws out, rots, and releases a lot of co2, or
various ways methane releases can be triggered, and so on and so
forth.

My understanding is that there's been a problem understanding
instances of catastrophic warming in Earth's history, usually after a
super massive volcano events that release lots of greenhouse gases
into the air, because the amount of warming is much greater than can
be explained by the release of greenhouse gases. The Permian
Catastrophesaw a 10C increase in temp, following the huge volcanic
event that made the Siberian Traps. But the co2 released can only
explain 5C of that rise.

Back to your question about the cost of doing some things about
climate change up front. I have two thoughts about this. First, I
don't think it would prove so expensive. The way it gets estimated now
involves assumptions about how we'd accomplish it. But that assumes
human ingenuity would go strangely flat about this problem and no
brilliant money saving solutions would emerge. My other thought is
that something is missing from your perspective because you haven't
also asked how much warming would be too catastrophic. On current
form, there's maybe a 10% or 15% or more probability of a 6C+ rise in
average temperature. That would be seriously catastrophic for human
and animal life.

Rgds,
Al



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: May 27, 2011 at 7:19 AM

On May 27, 11:45 am, hibbsa <hib...@yahoo.com> wrote:
On May 26, 8:34 pm, Michael Golding <mlionson...@yahoo.com> wrote:

Hi all - With sincere apologies for any offense given, I'm
withdrawing
this claim about Elliot: "But you don't have the skills to
understand
a technical paper about a science you haven't been trained
in. "

best regards, Al

Michael Golding says,

"You have spoken about "tipping points" before.

Why do you think (if you do) that spending billions or trillions of dollars (or 
whatever amount you think is needed to combat global warming) will not lead 
to an economic "tipping point" that leads to global catastrophe or even 
annihilation of humanity?

If you believe that no financial tipping point will be created leading to 
catastrophe, what will happen that will enable us to adapt to that amount (or 
whatever amount you suggest) of spending needed to combat global 
warming?

Why were those who now predict a climate "tipping point" unable to predict 
(say 20-years ago) our current need to spend the amount of money you think 
is necessary to combat global warming?

Thanks."



Hiya Michael - I remember mentioning a tipping point but from memory I
think my rant was that although humans so far have managed not to let
the the negative impacts of human activities, prevent us doing more of
the same, we haven't managed to stop those impacts accumulating. The
'tipping point' I speculated about was just that, we don't actually
know how far we can keep going in the same way, and if there's a
negative point of convergence up ahead, chances are it's going to
hurt.
But...it was just rant really.

The climate 'tipping point' means something else. It's just that the
effects of warming could reach some threshold where runaway effects
start to emerge. Effects such as reflective ice sheets being replaced
by dark heat absorbing oceans, or where over land revealing ancient
peat and tundra that thaws out, rots, and releases a lot of co2, or
various ways methane releases can be triggered, and so on and so
forth.

My understanding is that there's been a problem understanding
instances of catastrophic warming in Earth's history, usually after a
super massive volcano events that release lots of greenhouse gases
into the air, because the amount of warming is much greater than can
be explained by the release of greenhouse gases. The Permian
Catastrophesaw a 10C increase in temp, following the huge volcanic
event that made the Siberian Traps. But the co2 released can only
explain 5C of that rise.

Back to your question about the cost of doing some things about
climate change up front. I have two thoughts about this. First, I
don't think it would prove so expensive. The way it gets estimated now
involves assumptions about how we'd accomplish it. But that assumes
human ingenuity would go strangely flat about this problem and no
brilliant money saving solutions would emerge. My other thought is
that something is missing from your perspective because you haven't
also asked how much warming would be too catastrophic. On current
form, there's maybe a 10% or 15% or more probability of a 6C+ rise in
average temperature. That would be seriously catastrophic for human
and animal life.



Rgds,
Al- Hide quoted text -

- Show quoted text -

I would like to add something to this. For me the problem of how to
deal with the situation without undermining economic progress is
extremely pertinent. It's a real concern and I agree with DD when he
says that a solution that caused economic stagnation would be no
solution. On the other hand, it's hardly sensible to think we can
continue to pour co2 into the air indefinitely. Some people seem to
think we ought to hold out for some future technology that solves the
problem. I can see that sort of thinking will have to be part of the
answer, however the other part needs to involve getting our act
together now as well.
But these issues are not what irks me about the conduct of the
'climate debate'. It's the manner in which the science is rejected,
which is on utterly unreasoned and uninformed grounds. Also, its the
fact that these attitudes derive directly out of a very well organized
and sophisticated smear campaign the presence of which is a matter of
public record. I actually find it really appalling that otherwise
intelligent people have failed to recognize the blatent nature of
this. The campaign's origins and organizers are actually the same team
that organized the smear campaign for tobacco companies a few years
earlier. Even this startling reality is apparently not enough for some
people to be more discerning about whose opinions should be
disregarded.
I'll leave this with the observation about the theories some
denialists have about the state of climate science. The basic drift is
that the scientists and institutions have become corrupted and
dishonest, and so presumably are no longer worthy of the title 'truth
seekers'. I suppose that could be called implausible but possible. But
what is definite, absolutely definite, is that this does describe the
core organization behind the denial campaign. They are paid for PR/
lobbying people whose remit is to delay public uptake of the science
for as long as possible. Truth seeking is no part of their remit at
all. Yet none of you have seen fit to even mention this....it's
shocking.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Feynman ----> Popper <------ DD/ET et al
Date: May 27, 2011 at 7:58 AM

On May 19, 6:10 pm, Michael Golding <mlionson...@yahoo.com> wrote:
Hibssa says,

"Hi Michael - good point , (that specialization in learning can increase 
efficiency in responding to different uncertainties and is not inconsistent with 
universality)but then the same formula looks
extendable as
an explanation why heredity/variation of intelligence is
also
consistent with universalism."

Michael responds:

“I think I agree.  But it depends on what you mean by “heredity/variation of 
intelligence.”
Unintelligent biological conditions can cause intelligent people to have problems 
in the efficiency of their thinking.  For example, massive strokes can make it 
difficult for someone to create knowledge. Angelman’s syndrome (a genetic 
abnormality) can do likewise.

But the point of BOI is that if a person can create explanatory knowledge about 
anything, he can (in principle) create explanatory knowledge about everything.  
He can do this if he can find access to the appropriate software (access the 
appropriate learning). This is true for those with Angelman’s syndrome and 
those with massive strokes.

Of course if it were easy to gain access to “the appropriate software”, we could 
also eliminate all problems caused by heart disease, cancer, and congenital 
blindness...just by thinking."

Hi Michael - thanks for these thoughts. I was left wondering whether
the DD picture around heredity is more nuanced and could the problem
for me be me and the way I'm holding the concepts.
About the proposition if someone can create explanatory knowledge
about anything then...[]...everything. So, does that leave open the
possibility the human brain itself can't create every kind of



knowledge, but that we can build an AI that can?
But wouldn't that depend on another kind of 'tipping point'. That
humans can potential create knowledge into infinity, but only if
certain thresholds are reached. What if Western Civilization hadn't
happened...was Science a certainty? No one can say, but it's possible
no one else would have come up with it.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Feynman ----> Popper <------ DD/ET et al
Date: May 27, 2011 at 8:20 AM

On 27 May 2011, at 12:58pm, hibbsa wrote:

does that leave open the
possibility the human brain itself can't create every kind of
knowledge, but that we can build an AI that can?

We cannot create much knowledge without using tools. Most of us cannot even 
stay alive for a single day without using tools.

Among the tools we use to create knowledge are pencils. Einstein said "my pencil 
and I are cleverer than I".

Computers are such tools too. For instance, the supercomputers that are 
currently performing the calculations to estimate the sensitivity of temperature to 
CO2 concentration are computing at a rate many thousands of times greater than 
the whole population of the planet could even if they did nothing else.

But none of those pencils or computers are creating explanations. Only 
calculating the consequences of explanations created by human minds.

But that is, created by humans *who have pencils and computers* and use them 
as part of their explanation-creating process.

When, in the future, we enhance the brain's computing power with direct add-on 
memory and processors, this event will be qualitatively no different from the 
invention of the pencil. It will only give us extra speed and memory, like the pencil 
did, not give us any new modes of thinking. We know that from the Turing 
principle.

But wouldn't that depend on another kind of 'tipping point'. That
humans can potential create knowledge into infinity, but only if
certain thresholds are reached.

Yes. Like the invention of writing. And many other beginnings of infinity discussed 
in the book. But now that we are emerging from the static-society era, nothing 
qualitative is needed for unlimited progress. (Unlimited progress *per person* will 



require immortality of course.)

-- David Deutsch



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Feynman ----> Popper <------ DD/ET et al
Date: May 27, 2011 at 9:00 AM

David Deutsch says,

"Among the tools we use to create knowledge are pencils.
Einstein said "my pencil and I are cleverer than I".

Computers are such tools too. For instance, the
supercomputers that are currently performing the
calculations to estimate the sensitivity of temperature to
CO2 concentration are computing at a rate many thousands of
times greater than the whole population of the planet could
even if they did nothing else.

But none of those pencils or computers are creating
explanations. Only calculating the consequences of
explanations created by human minds.

But that is, created by humans *who have pencils and
computers* and use them as part of their
explanation-creating process.

When, in the future, we enhance the brain's computing power
with direct add-on memory and processors, this event will be
qualitatively no different from the invention of the pencil.
It will only give us extra speed and memory, like the pencil
did, not give us any new modes of thinking. We know that
from the Turing principle."

Michael Golding says

"The invention of pencils allowed us to create more knowledge per time and 
hence create greater density of knowledge (more knowledge in a given mind per 
time).  More knowledge causes greater efficiency of mutation and recombination 
and error correction of ideas. So things that increase speed (like pencils and 
possibly structures in the brain that increase speed of processing) can be helpful 
in increasing the depth of knowledge created per time. (Yes?)"



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Global Warming
Date: May 27, 2011 at 10:22 AM

Hibbsa wrote

"On current
form, there's maybe a 10% or 15% or more probability
of a 6C+ rise in
average temperature. That would be seriously
catastrophic for human
and animal life."

It's a real concern (undermining economic
progress) and I agree with
DD when he
says that a solution that caused economic stagnation would
be no
solution."

Michael Golding responds

"Hi Al,

I am not sure you answered my questions!

For the record, I do think that the best science of today agrees that global 
warming is occurring.

First, a new question: What are the odds that the amount of money you want to 
spend to combat global warming will not just cause "stagnation", but would be 
"catastrophic for human...life"?

Why do you think (if you do) that spending
billions or trillions of dollars (or whatever amount you
think is needed to combat global warming) will not lead to
an economic "tipping point" that causes a chain reaction that leads to global 
catastrophe or even annihilation of humanity?

If you believe that no financial tipping point



will be created leading to catastrophe, what will happen
that will enable us to successfully adapt to whatever amount of spending you 
suggest will be needed to combat global warming?

Why did scientists not correctly predict (say 30-years ago) the way that money 
should have been spent on various scientific endeavors; since if you are correct, 
they have left us with a large financial burden to correct global warming, when an 
ounce of prevention would surely have lead to a pound of cure?

Take Care,
Michael"



From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Re: Global Warming
Date: May 27, 2011 at 10:40 AM

You wrote: "For the record, I do think that the best science of today agrees
that global warming is occurring."

Oh, really?

And is it man-made?

The ice cap on Mars is melting. There are changes on all planets, extending
as far as Jupiter.

Correlation is not causation. If there are more people drawning when there
are also more people eating ice cream, then drawning is not caused by ice
cream eating, but because people swim more and eat more ice cream on a warm
day.

In the same manner, if there is both more technology and more global
warming, this is not evidence that technology is the cause of global
warming.

Global warming is a misnomer. It is solar system warming.

Greetings,

Konrad Swart.
-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Michael Golding
Sent: Friday, May 27, 2011 4:23 PM
Subject: Re: [BoI] Re: Global Warming

Hibbsa wrote

"On current

mailto:beginning-of-infinity@googlegroups.com


form, there's maybe a 10% or 15% or more probability of a 6C+ rise
in average temperature. That would be seriously catastrophic for
human and animal life."

It's a real concern (undermining economic
progress) and I agree with
DD when he
says that a solution that caused economic stagnation would be no
solution."

Michael Golding responds

"Hi Al,

I am not sure you answered my questions!

For the record, I do think that the best science of today agrees that global
warming is occurring.

First, a new question: What are the odds that the amount of money you want
to spend to combat global warming will not just cause "stagnation", but
would be "catastrophic for human...life"?

Why do you think (if you do) that spending billions or trillions of dollars
(or whatever amount you think is needed to combat global warming) will not
lead to an economic "tipping point" that causes a chain reaction that leads
to global catastrophe or even annihilation of humanity?

If you believe that no financial tipping point will be created leading to
catastrophe, what will happen that will enable us to successfully adapt to
whatever amount of spending you suggest will be needed to combat global
warming?

Why did scientists not correctly predict (say 30-years ago) the way that
money should have been spent on various scientific endeavors; since if you
are correct, they have left us with a large financial burden to correct
global warming, when an ounce of prevention would surely have lead to a
pound of cure?

Take Care,



Michael"



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Global Warming
Date: May 27, 2011 at 11:16 AM

On 27 May 2011, at 3:40pm, Konrad Swart wrote:

You wrote: "For the record, I do think that the best science of today agrees
that global warming is occurring."

Oh, really?

You assume it below.

And is it man-made?

I think that matters very little (see below).

The ice cap on Mars is melting. There are changes on all planets, extending
as far as Jupiter.

Correlation is not causation. If there are more people drawning when there
are also more people eating ice cream, then drawning is not caused by ice
cream eating, but because people swim more and eat more ice cream on a 
warm
day.

In the same manner, if there is both more technology and more global
warming, this is not evidence that technology is the cause of global
warming.

It is true that correlation is not causation. In this connection, note that your own 
conclusion:

Global warming is a misnomer. It is solar system warming.

is derived purely from correlation.

In contrast, the theory that human action contributes to warming the atmosphere 
is derived from explanatory theories: basically laws of physics applied to models 
of the atmosphere.



The laws are uncontroversial. Some aspects of the models are controversial: we 
do not yet have very good models of some of the feedback mechanisms that 
amplify (and in some cases diminish) the basic effect of the factors (namely 
various emissions into the atmosphere) that have been measurably caused by 
humans.

But even without knowing those feedback effects in detail, explanatory theories 
alone do tell us that *eventually*, carbon dioxide emissions will cause large 
temperature increases. We have to be ready for that, and also, for the many other 
challenges of which we are not yet aware, that will face us over similar timescales 
(of several decades).

The idea that we should *not* prepare if we are not to blame (e.g. if it is "solar 
system warming"), and the idea that if we *are* 'to blame', we should significantly 
burden the entire economy of the world in mere gestures towards this one 
problem, as if there will never be any others, seem to me equally misguided.

-- David Deutsch



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: May 27, 2011 at 3:36 PM

On May 27, 3:22 pm, Michael Golding <mlionson...@yahoo.com> wrote:
Hibbsa wrote

"On current
form, there's maybe a 10% or 15% or more probability
of a 6C+ rise in
average temperature. That would be seriously
catastrophic for human
and animal life."

It's a real concern (undermining economic
progress) and I agree with
DD when he
says that a solution that caused economic stagnation would
be no
solution."

Michael Golding responds

"Hi Al,

I am not sure you answered my questions!

Sorry about that Michael. For whatever reason, the climate thing is
pretty much the one subject that really pushes my buttons. It's
weird..I'm a fairly non-reactive personality....but there it is. Do
you remember the 'cleaning woman' in Dead Men Don't Wear Plad.

For the record, I do think that the best science of today agrees that global 
warming is occurring.

First, a new question: What are the odds that the amount of money you want to 
spend to combat global warming will not just cause "stagnation", but would be 
"catastrophic for human...life"?

I have spent much time on this question so I'm not clear on the



issues. But I don't see why a gradual retooling across several decades
should not be an economic winner. Oil is going to be an increasing
problem anyway so this would be coming even without AGW. Actually, I
do suspect this matter has been hyped up somewhat in America. The UK
and Europe have been working to large reductions in emissions for
years, and hitting our targets. There hasn't been any economic pain. A
lot of it is met through efficiencies and new technology. As I recall,
ten or so years ago the US automobile industry backed by some
politicians were all against the need to develop smaller and more
efficient vehicle technology. They really mised the boat....Europe and
Japan used the challenge to completely reinvent and upgrade
standards...and unlike the US industry ten years later they sell state
of the art cars, are profitable and growing market share. The US
industry have had to take handouts from the government.

So what are these crippling costs anyway, and why have the UK and
Europe not noticed them?

Why do you think (if you do) that spending
billions or trillions of dollars (or whatever amount you
think is needed to combat global warming) will not lead to
an economic "tipping point" that causes a chain reaction that leads to global 
catastrophe or even annihilation of humanity?

If you believe that no financial tipping point
will be created leading to catastrophe, what will happen
that will enable us to successfully adapt to whatever amount of spending you 
suggest will be needed to combat global warming?

Why did scientists not correctly predict (say 30-years ago) the way that money 
should have been spent on various scientific endeavors; since if you are correct, 
they have left us with a large financial burden to correct global warming, when 
an ounce of prevention would surely have lead to a pound of cure?

They did Michael. 30 years ago scientists revealed increasing evidence
that the lead from petrol fumes could be accumulating into a serious
health hazard. There was some shuffling feet for a couple of years,
because the costs were significant. New vehicles had to be produced
differently among other things. But the scientists said it was a



consensus and the evidence was strong, so the job got done, right
around the world. I can imagine us sitting here talking about the
crippling costs of that...but it was done and usted and forgotten
within a few years.
Then there was the CFC's incident and the evidence about ozone layer
damage. Fixing that involved changing every aerosol can in the world,
every fridge, it involved ruling millions of devices obsolete and
establishing expensive bespoke disposal processes in specially set up
areas. All around the world. I can see us talking about the crippling
costs of that, but it was done and dusted and forgotten within a few
years.

So the scientists have been doing their job. They warned about the
cigarettes and cancer and serious health damage, back in the, what...
1950's, 1960's? But the difference with that one was that the tobacco
companies got together with a large PR firm and together they put
together a strategy that aimed to sow doubt in the public mind about
the veracity of the science. They'd undermine the science by calling
it flawed and politically motivated. They'd link smoking to issues of
Freedom. Sound familiar? Well it should, because come AGW the energy
companies went to the tobacco companies and asked if they could use
the same team. The tobacco companies said yes....and with a year a
mirror campaign was up and running to undermine AGW. Using the same
scientists (i.e Prof Singer). Using the same pressure groups and
lobbies (why create new ones if the infrastructure was already in
place?) And using the same strategies.

Were you aware of any of this?

Take Care,
Michael"  



From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: Western Decline; Commitment; Oil Scarcity
Date: May 27, 2011 at 3:45 PM

A useful book on Global Warming is 'An Appeal to Reason' by Nigel
Lawson (Chancellor in the 1980's) ISBN 978 0 7156 3786 9

Even if politicians, journalists and others only read the back
cover...

"At last we have an independent hard-headed examination of the
realities of global warming. Nigel Lawson slices through layers of
pseudo-scientific hype, anti-American prejudice, green evangelism and
rampant ecomania to expose the scientific realities, the political
issues, the economic options and the ethical considerations that
really matter. He brings to the debate a rare breath of intellectual
rigour, political experience and sheer common sense that has been
missing for so long. A wonderful, desperately necessary book; no one
in authority should pronounce on global warming again until they have
read it." - Antony Jay (creator of Yes Minister)



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Feynman ----> Popper <------ DD/ET et al
Date: May 27, 2011 at 3:55 PM

Michael said,

"But the point of BOI is that if a person can create
explanatory knowledge about anything, he can (in principle)
create explanatory knowledge about everything.  He can do
this if he can find access to the appropriate software
(access the appropriate learning). This is true for those
with Angelman’s syndrome and those with massive strokes.

Of course if it were easy to gain access to “the
appropriate software”, we could also eliminate all
problems caused by heart disease, cancer, and congenital
blindness...just by thinking."

Al responds

"Hi Michael - thanks for these thoughts. I was left
wondering whether
the DD picture around heredity is more nuanced and could
the problem
for me be me and the way I'm holding the concepts.
About the proposition if someone can create explanatory
knowledge
about anything then...[]...everything. So, does that leave
open the
possibility the human brain itself can't create every kind
of
knowledge, but that we can build an AI that can?"

Hi Al,

I used the example of massive strokes to the brain and Angelman's syndrome (a 
chromosomal abnormality) to illustrate that unintelligent biological abnormalities 
can cause profound difficulties in thinking. I have tried to explain how the absence 
of speed and memory capacity (caused for example by irrationality, genetic 



abnormalities, and/or the presence of strokes) can cause impairments in thinking 
by slowing down the efficiency of mutation, recombination, and error correction 
(which then decreases the rate of creation of depth of knowledge.)  Indeed, 
Einstein is smarter with his pencil.

So quantitative differences in speed of processing (people who don't learn as fast 
because of strokes, irrational thinking, the absence of pencils, genetic 
abnormalities, etc.) can partly explain the differences we see in people's ability to 
qualitatively create new knowledge.  As explained, speed of knowledge 
acquisition can increase depth of knowledge so that even though genes (for 
example) can merely change speed of processing, they can conceivably 
dramatically change the relative ability of someone to function well in society (like 
someone with Angelman’s syndrome).

But because those with Angelman's syndrome seem to be able to create primitive 
explanations of some things, despite their mental retardation, it is possible that 
mutation, recombination, and error correction in ideas could allow a victim of this 
chromosomal abnormality to create the knowledge created by Einstein. So IQ can 
not be thought of as fixed.  It might take a million years for a victim of Angelman’s 
syndrome to it, but it is theoretically possible for someone with Angelman’s to 
create the knowledge to understand anything; ultimately because all of us are 
universal Turing machines who can explain things (and because the currently 
understood laws of physics are capable of simulation on a Turing machine).

I should add that in addition to a person with Angelman’s syndrome being able to 
think her way out of her mental retardation, with the appropriate software it is also 
possible for her or anyone else to heart disease and cancer (just by thinking 
about it).

Al, do you think we are not Turing machines that can explain things? Do you think 
that the current laws of physics are not capable of simulation on a Turing 
machine? Do you think that mutation and recombination and error correction 
cannot create any type of knowledge consistent with the laws of physics?

If you accept these premises, I think you will agree that there cannot be a fixed 
IQ, for example, in a person. Right?
Take Care,
Michael"



From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Re: Global Warming
Date: May 27, 2011 at 6:18 PM

My emotions caught the better end of me. I see that I have to be more
specific.

Let me begin with some background. I do not trust anything said about global
warming by environmental movements, or by institutions, subsidized by
governments. This has both a history as there are other reasons.

It began when I heard, around the year 1975, that huge catastrophes would
result from our activities. I heard the, then beginning environmental
movement say, that within 10 years our effect on the climate would lead to
storms, which would have a devastating effect on the whole earth. So that
would happen in the year 1985. Following that there would be a devastating
ice age that would begin around the year 1995, and which would develop much
more rapidly than we imagine.

When NONE of that happened, I became very, very suspicious about anything
the environmental movement was saying. In my eyes they lost a lot of
credibility.

Moreover, around that time I became acquainted with the works of Ayn Rand,
and her warning that the next attack on civilization would come from the New
Left, who, after their ideology being defeated, would cling to any outpost
to try to impose their will on the rest of us. She even mentioned the
environmental movement as a very likely candidate.

Even after I saw that Ayn Rand was too extreme, especially because her work
was in contradiction with the early Popper, I remained suspicious about
environmentalism.

From your book, 'The Fabric of Reality' together from the succession of
three models of the world, one the geocentric, then the heliocentric, and
then Einstein's vision, that tells us that the earth is not even moving, but
is trying to 'stand as still as possible' in a warped spacetime, I began to
realize, that the whole concept of TRUTH is an error. A conclusion,
apparently so radical, that the later Popper shied away from it, and even
you do. It is the motive of his 'three world theory'.



Moreover, once I had a very heated debate over e-mail (flaming war is a
better description) which made me investigate my own emotions. (I meditate a
lot.) Then I discovered a link between accepting something as 'the truth'
and religious zeal in myself. I discovered that every form of  anger has its
root into some form of accepting something as 'the truth'.

For example: suppose a woman is angry at her husband because he has
committed adultery. Why is she angry? The superficial answer would be:
'obviously, because he committed adultery'. But why should she be angry at
that? Because she has accepted the TRUTH that once somebody is married, he,
or she, should not commit adultery. And that is because this is implied in
THE MEANING of marriage. If she had not accepted that statement as 'truth',
then the act of adultery would not have made her angry.

There are also several other things that makes me even more suspicious about
any claim about human activity leading to global warming. Here, in Holland,
a friend of mine (Karel Beckman) published a book with the title: 'Global
Warming does not exist'. He meant it, in the meaning of the
environmentalists, namely that human activity is the CAUSE of global
warming. He began by pointing out, that obviously there is global warming,
because the temperature just above the earth is below zero, even taking the
rays of the sun into account. So something is trapping the warmth coming
from the sun, so that it is above zero here, on earth. This warming up is
probably in existence for about 4 billion years at least. So there IS global
warming in that sense. It belongs to nature. He made perfectly clear, that
THAT was NOT what his book was about. No, it was about MAN MADE global
warming.

In that book he pointed out, that one of the writers wrote a rapport in
which he wanted to proof a positive link between human activity and global
warming due to CO2 emissions. He could not make a strong case. But that was
not what made that rapport so alarming. What he said was: 'ALAS, we cannot
prove a strong causal link between CO2 emissions and global warming'. In
other words, he was ACTIVELY LOOKING at ANYTHING that could prove his 
case,
and even went so far as to express disappointment about not finding any. And
THAT is the sort of people who batter us on the head about global warming,
and try to make us guilty about our own existence! By the way, that fellow I
had this flaming discussion with, actually believed that Man is some kind of
parasite, and not the next form of existence, as is my own vision. Later I



learnt, that he belonged to the same group of people who are behind the
killing of Pim Fortuyn, one of the first populist politicians in the
Netherlands, the equivalent of Berlusconi. They killed him, because he was,
in his eyes, a defender of entrepreneurs who hold minks for their skin.

There are more reasons why I distrust anything that environmental movement
claims. For example, there was once an investigation to establish the
harmful effect of some radioactivity on those who handle radioactive waste.
They EXPECTED to find at least some harmful effect. They were LOOKING for
it. But, 'alas', they used scientific methods. So what they found, much to
their surprise, was the very opposite. Those who were exposed to mild doses
of radio activity were even more healthy than those who weren't. But,
instead of bringing it forward as a huge discovery, they made darn certain
that almost nobody would find out about this.

Apparently mild doses of radio activity causes health to increase in the
same manner as vegetables do, and which is exactly the opposite of what
people think. Many vegetables contain all kinds of natural poisons. This is
because they are plants that try to defend themselves against being eaten.
However, if animals, and we, eat vegetables, it causes extra stress on our
bodily systems, so that it is trained to deal with those poisons. And
because of it, our body undergoes something similar to a workout, resulting
in better health.

Next, I have looked at several documentary sequences, like Earth Story, and
one other whose name I have forgotten.

I learnt two things from these documentaries. To begin with, we ARE now
living in an ice age! In most of the history of the earth there ARE NO great
stretches of land or sea covered with ice. That is the NORMAL condition of
the earth. The average temperature when the Dinosaurs dwelled on the earth
was something like 45 degrees centigrade, which is 115 degrees Fahrenheit.

Seen from this perspective, it might very well be that what we see is not
global warming, but just the earth returning to its normal condition. Ice is
the exception, not the other way around.

The second thing is, that the earth, as a whole, is such a complex system,
that no model we now have can really tell whether there is an effect of the
activity of humans on global warming at all.



And, a third thing, we know, since Alfred Lorentz work, and on the emergence
of the mathematical discipline of non-linear differential equations, or
Chaos Theory, if you like, that the atmosphere does not satisfy any linear
approximation model. In particular this has as its most important
consequence, that no matter how powerful we make our computers, they are not
able to predict the weather accurately even 5 to 6 days in the future.

This means that, to quote you: ' In contrast, the theory that human action
contributes to warming the atmosphere is derived from explanatory theories:
basically laws of physics applied to models of the atmosphere.'

shows an unawareness of what Chaos Theory tells us. It tells us, that even
armed with complete knowledge of laws of physics, our models TELL US that we
cannot predict what the atmosphere will do. This is because of 'extreme
sensitivity of initial conditions'.

20th century science has received three big blows on the preconceptions that
existed in 19th century physics. The first was Einstein's understandings,
that showed that space and time are not absolute, but are both part of
something called 'spacetime'. The general theory of relativity shows, that
space and time are even more 'mixed' than the special theory of relativity
assumes.

The second shock was quantum mechanics, that tells us, that it is impossible
to know, or even to think that it makes sense to say that both the position
and the momentum of any particle CAN be known. Since the capacity of
classical mechanics to predict the future totally depends on COMPLETE
knowledge of both the position AND the momentum of particles, this means
that the future is FUNDAMENTALLY INDETERMINATE.

Of course, you can extend the world with constructions like 'multiple
universes', and claim that splitting of the world occurs at any moment, so
that the whole multiverse is completely causal, so that the observation of
non-causality in any particular universe is just an illusion caused by us
just seeing part of the multiverse. But I myself do not believe a word of
such explanations, because all of them are in violation with the law of
conservation of energy, for one thing. So if an electron goes to one hole in
one Universe, and through another hole in another Universe, to cause the
interference pattern, then a single electron splits into two electrons, both



of whom have the full amount of energy of their rest mass + energy of
motion, given by E = mc2. So the energy changes from E = mc2 to E = 2mc2,
and then back to E = mc2. Maybe with electrons this might be a local effect,
through quantum borrowing. But to assume that the entire world doubles, or
even multiplies its energy, and then it disappears again, goes right against
the understanding the law of conservation of energy gives us. Therefore, the
Multiple Universe hypothesis just does not make sense to me. Something
entirely different must be going on. Something, by the way, I have spent a
lot of time on to think about. In fact, I DO HAVE an explanation of the
quantum effects that is able to make sense of the world without assuming
multiple universes. An explanation that is as unspectacular as the
Multiverse concept IS spectacular. It is the dullest explanation possible.
That is also why I have not yet written all of it down.

To be exact, and if you are curious, it is based on the oldest, and the very
first hypothesis aimed at explaining quantum effect. It comes , as far as I
know, from Einstein himself. It is the pilot wave theory. Off and on I am
working on it. Moreover, it is based on a not so dull other thing: an exact
definition of time, which is almost equally dull, but nevertheless new.

My explanation, based on these two concepts interacting together, as dull as
they are, is nevertheless able to explain why there are exactly three
spatial dimensions and one time dimension. (It is a little more subtle,
because my theory predicts 9 dimensions, 3 of which, of necessity must be
'curled' (it gives a clear reason for this), and 2 are of an entire
different nature. So there are 3 stretched spatial dimensions, 3 curled
dimensions, and 2 of a kind that do not have a name yet. And lastly, there
is time, all together 9.) Moreover, I have succeeded in deriving the special
theory of relativity from quantum mechanics from it, and I have also been
working on deriving the general theory of relativity from it. Alas, I cannot
work it out here, because I am working on a book that is, I think, far more
important, because of its consequences. I am working on a book that explains
the connection between economic value and money. But I intend to return to
this theory whenever I have finished that project, and find an opportunity
to do so.

But let me return to the subject.

The third shock happened around about 1970, when people discovered that 
EVEN



if you assume all laws of nature to be completely causal, they give rise to
models that are NOT LINEAR. Even some fundamental laws of nature are not
linear themselves. In particular, Einstein's  General Theory of Relativity
is not linear on a fundamental level. Nonlinearity expresses itself often in
the form of feedback. So there are feedback mechanism, that make that even
if you ARE able to know the initial conditions exactly, the resulting system
will behave chaotically. This means, that you are not able to PREDICT the
outcome of many, even most mechanical situations, even if total causality,
and total knowledge of the initial conditions is assumed. Especially if you
add the quantum effects, you end up with the UNDERSTANDING that, and why
weather forecasts in particular, and any claims about human effects on
global warming just cannot be substantiated.

You say: ' The laws are uncontroversial. Some aspects of the models are
controversial: we do not yet have very good models of some of the feedback
mechanisms that amplify (and in some cases diminish) the basic effect of the
factors (namely various emissions into the atmosphere) that have been
measurably caused by humans.'

It is not just a matter of 'that the models are not very good'. There is a
FUNDAMENTAL PROBLEM even when the models are very good. They TELL us 
that
the outcomes are unpredictable, WHENEVER they satisfy certain properties.
This lack of predictability is not the result of the models not being good,
but is an inherent feature of the models themselves. Think about the
Feigenbaum diagram, that tells us that whenever our models are based on
certain types of equations, chaos WILL occur. So although they lead to
understanding, they do not lead to predictability. Or, rather our
UNDERSTANDING leads us to the PREDICTION that chaos will occur.

Such models show us therefore, that we cannot separate human factors by
naturally occurring factors.

Greetings,

Konrad Swart.

-----Original Message-----
From: beginning-of-infinity@googlegroups.com



[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of David Deutsch
Sent: Friday, May 27, 2011 5:16 PM
Subject: Re: [BoI] Re: Global Warming

On 27 May 2011, at 3:40pm, Konrad Swart wrote:

You wrote: "For the record, I do think that the best science of today
agrees that global warming is occurring."

Oh, really?

You assume it below.

And is it man-made?

I think that matters very little (see below).

The ice cap on Mars is melting. There are changes on all planets,
extending as far as Jupiter.

Correlation is not causation. If there are more people drawning when
there are also more people eating ice cream, then drawning is not
caused by ice cream eating, but because people swim more and eat more
ice cream on a warm day.

In the same manner, if there is both more technology and more global
warming, this is not evidence that technology is the cause of global
warming.

It is true that correlation is not causation. In this connection, note that
your own conclusion:

Global warming is a misnomer. It is solar system warming.

is derived purely from correlation.

In contrast, the theory that human action contributes to warming the
atmosphere is derived from explanatory theories: basically laws of physics
applied to models of the atmosphere.
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The laws are uncontroversial. Some aspects of the models are controversial:
we do not yet have very good models of some of the feedback mechanisms that
amplify (and in some cases diminish) the basic effect of the factors (namely
various emissions into the atmosphere) that have been measurably caused by
humans.

But even without knowing those feedback effects in detail, explanatory
theories alone do tell us that *eventually*, carbon dioxide emissions will
cause large temperature increases. We have to be ready for that, and also,
for the many other challenges of which we are not yet aware, that will face
us over similar timescales (of several decades).

The idea that we should *not* prepare if we are not to blame (e.g. if it is
"solar system warming"), and the idea that if we *are* 'to blame', we should
significantly burden the entire economy of the world in mere gestures
towards this one problem, as if there will never be any others, seem to me
equally misguided.

-- David Deutsch



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Global Warming
Date: May 28, 2011 at 10:05 PM

Hibbsa said,

"So what are these crippling costs anyway, and why have the
UK and
Europe not noticed them?"

Hi Al,

We exchange with others to manufacture a consumer good because it increases 
efficiency.   To compete, companies must increase efficiency constantly.  And to 
do that, manufacturers must creating additional knowledge. Economic exchange 
is an incredibly important way to create knowledge, if not the most important way.

The primary risks to humanity are not from expected risks -- we can handle those 
-- but from unexpected risks (global warming creates a bit of both).

And the only defense against unexpected risk is knowledge (period). Economic 
exchange is a critically important way to create knowledge and therefore more 
exchange is crucial in order to potentially create the knowledge to deal with any 
risk that could possibly affect us. (Any bit of knowledge helps with gathering other 
bits of knowledge. So any bit of knowledge, at least in a small way, helps us deal 
with numerous uncertain risks because it can help create other knowledge that 
may be directly relevant to solving an urgent problem.) Additional spending on 
climate science and increases in the economic cost of emitting greenhouse 
gasses are real costs that can raise prices and decrease production and 
subsequent economic trade. This creates a drag on knowledge growth.

So you ask what "crippling" problems could possibly effect us by spending money 
to prevent global warming?

The answer is : Every other problem that could possibly destroy us. Why? 
Because if we decrease the rate of growth of knowledge in general (by 
decreasing economic exchange or for any other reason), we become relatively 
more susceptible to all other risks that additional knowledge could have 
prevented. And the right kind of additional knowledge could prevent any 
catastrophe.



That's why I ask you whether you have calculated the risks to humanity from 
creating knowledge in a way that you prefer, rather than the way that others 
prefer."

Michael says in previous post:

"Why did scientists not correctly predict (say 30-years
ago) the way that money should have been spent on various
scientific endeavors; since if you are correct, they have
left us with a large financial burden to correct global
warming, when an ounce of prevention would surely have lead
to a pound of cure?"

Hibbsa responds

"They did Michael. 30 years ago scientists revealed
increasing evidence
that the lead from petrol fumes could be accumulating into
a serious
health hazard."

Michael responds,

"You are quite right that they did warn about pollution. What I meant is that at 
least some climate scientists and environmentalists 30-40 years ago would have 
recommended utilizing resources to prevent the potential dire catastrophe of 
global cooling.

Climate scientists, doing their very best, do not necessarily know the best way of 
spending money to prevent the myriad catastrophes that could destroy humanity, 
for example those from infectious disease or a meteor strike (I'm not sure 
anybody knows the best way to use money to create knowledge.  In advanced 
societies, we usually use the market to determine what knowledge will be 
created.)

In terms of political agendas, I have no doubt that corporate interests, anti-
capitalists, luddites, environmentalists, smoking-lobby groups, legitimate 
scientists, and a host of other interests would like to spend other people's money.



I am aware of that.

I just don't think that others should want to join them in most of their advocacy.

Take Care,
Michael

P.S. I know what you mean about certain issues getting you going.  I have them, 
too!



From: Sarah Fitz-Claridge <sarah@takingchildrenseriously.com>
Subject: TRUTH an error? (was RE: [BoI] Re: Global Warming)
Date: May 29, 2011 at 6:24 PM

Your writing is closely argued and you appear to have some strong opinions.
Do you believe that what you have written below is true?

Sarah Fitz-Claridge

My emotions caught the better end of me. I see that I have to be more
specific.

Let me begin with some background. I do not trust anything said about global
warming by environmental movements, or by institutions, subsidized by
governments. This has both a history as there are other reasons.

It began when I heard, around the year 1975, that huge catastrophes would
result from our activities. I heard the, then beginning environmental
movement say, that within 10 years our effect on the climate would lead to
storms, which would have a devastating effect on the whole earth. So that
would happen in the year 1985. Following that there would be a devastating
ice age that would begin around the year 1995, and which would develop much
more rapidly than we imagine.

When NONE of that happened, I became very, very suspicious about anything
the environmental movement was saying. In my eyes they lost a lot of
credibility.

Moreover, around that time I became acquainted with the works of Ayn Rand,
and her warning that the next attack on civilization would come from the New
Left, who, after their ideology being defeated, would cling to any outpost
to try to impose their will on the rest of us. She even mentioned the
environmental movement as a very likely candidate.

Even after I saw that Ayn Rand was too extreme, especially because her work
was in contradiction with the early Popper, I remained suspicious about
environmentalism.

From your book, 'The Fabric of Reality' together from the succession of
three models of the world, one the geocentric, then the heliocentric, and



then Einstein's vision, that tells us that the earth is not even moving, but
is trying to 'stand as still as possible' in a warped spacetime, I began to
realize, that the whole concept of TRUTH is an error. A conclusion,
apparently so radical, that the later Popper shied away from it, and even
you do. It is the motive of his 'three world theory'.

Moreover, once I had a very heated debate over e-mail (flaming war is a
better description) which made me investigate my own emotions. (I meditate a
lot.) Then I discovered a link between accepting something as 'the truth'
and religious zeal in myself. I discovered that every form of  anger has its
root into some form of accepting something as 'the truth'.

For example: suppose a woman is angry at her husband because he has
committed adultery. Why is she angry? The superficial answer would be:
'obviously, because he committed adultery'. But why should she be angry at
that? Because she has accepted the TRUTH that once somebody is married, 
he,
or she, should not commit adultery. And that is because this is implied in
THE MEANING of marriage. If she had not accepted that statement as 'truth',
then the act of adultery would not have made her angry.

There are also several other things that makes me even more suspicious about
any claim about human activity leading to global warming. Here, in Holland,
a friend of mine (Karel Beckman) published a book with the title: 'Global
Warming does not exist'. He meant it, in the meaning of the
environmentalists, namely that human activity is the CAUSE of global
warming. He began by pointing out, that obviously there is global warming,
because the temperature just above the earth is below zero, even taking the
rays of the sun into account. So something is trapping the warmth coming
from the sun, so that it is above zero here, on earth. This warming up is
probably in existence for about 4 billion years at least. So there IS global
warming in that sense. It belongs to nature. He made perfectly clear, that
THAT was NOT what his book was about. No, it was about MAN MADE global
warming.

In that book he pointed out, that one of the writers wrote a rapport in
which he wanted to proof a positive link between human activity and global
warming due to CO2 emissions. He could not make a strong case. But that was
not what made that rapport so alarming. What he said was: 'ALAS, we cannot
prove a strong causal link between CO2 emissions and global warming'. In



other words, he was ACTIVELY LOOKING at ANYTHING that could prove his 
case,
and even went so far as to express disappointment about not finding any. And
THAT is the sort of people who batter us on the head about global warming,
and try to make us guilty about our own existence! By the way, that fellow I
had this flaming discussion with, actually believed that Man is some kind of
parasite, and not the next form of existence, as is my own vision. Later I
learnt, that he belonged to the same group of people who are behind the
killing of Pim Fortuyn, one of the first populist politicians in the
Netherlands, the equivalent of Berlusconi. They killed him, because he was,
in his eyes, a defender of entrepreneurs who hold minks for their skin.

There are more reasons why I distrust anything that environmental movement
claims. For example, there was once an investigation to establish the
harmful effect of some radioactivity on those who handle radioactive waste.
They EXPECTED to find at least some harmful effect. They were LOOKING for
it. But, 'alas', they used scientific methods. So what they found, much to
their surprise, was the very opposite. Those who were exposed to mild doses
of radio activity were even more healthy than those who weren't. But,
instead of bringing it forward as a huge discovery, they made darn certain
that almost nobody would find out about this.

Apparently mild doses of radio activity causes health to increase in the
same manner as vegetables do, and which is exactly the opposite of what
people think. Many vegetables contain all kinds of natural poisons. This is
because they are plants that try to defend themselves against being eaten.
However, if animals, and we, eat vegetables, it causes extra stress on our
bodily systems, so that it is trained to deal with those poisons. And
because of it, our body undergoes something similar to a workout, resulting
in better health.

Next, I have looked at several documentary sequences, like Earth Story, and
one other whose name I have forgotten.

I learnt two things from these documentaries. To begin with, we ARE now
living in an ice age! In most of the history of the earth there ARE NO great
stretches of land or sea covered with ice. That is the NORMAL condition of
the earth. The average temperature when the Dinosaurs dwelled on the earth
was something like 45 degrees centigrade, which is 115 degrees Fahrenheit.



Seen from this perspective, it might very well be that what we see is not
global warming, but just the earth returning to its normal condition. Ice is
the exception, not the other way around.

The second thing is, that the earth, as a whole, is such a complex system,
that no model we now have can really tell whether there is an effect of the
activity of humans on global warming at all.

And, a third thing, we know, since Alfred Lorentz work, and on the emergence
of the mathematical discipline of non-linear differential equations, or
Chaos Theory, if you like, that the atmosphere does not satisfy any linear
approximation model. In particular this has as its most important
consequence, that no matter how powerful we make our computers, they are 
not
able to predict the weather accurately even 5 to 6 days in the future.

This means that, to quote you: ' In contrast, the theory that human action
contributes to warming the atmosphere is derived from explanatory theories:
basically laws of physics applied to models of the atmosphere.'

shows an unawareness of what Chaos Theory tells us. It tells us, that even
armed with complete knowledge of laws of physics, our models TELL US that 
we
cannot predict what the atmosphere will do. This is because of 'extreme
sensitivity of initial conditions'.

20th century science has received three big blows on the preconceptions that
existed in 19th century physics. The first was Einstein's understandings,
that showed that space and time are not absolute, but are both part of
something called 'spacetime'. The general theory of relativity shows, that
space and time are even more 'mixed' than the special theory of relativity
assumes.

The second shock was quantum mechanics, that tells us, that it is impossible
to know, or even to think that it makes sense to say that both the position
and the momentum of any particle CAN be known. Since the capacity of
classical mechanics to predict the future totally depends on COMPLETE
knowledge of both the position AND the momentum of particles, this means
that the future is FUNDAMENTALLY INDETERMINATE.



Of course, you can extend the world with constructions like 'multiple
universes', and claim that splitting of the world occurs at any moment, so
that the whole multiverse is completely causal, so that the observation of
non-causality in any particular universe is just an illusion caused by us
just seeing part of the multiverse. But I myself do not believe a word of
such explanations, because all of them are in violation with the law of
conservation of energy, for one thing. So if an electron goes to one hole in
one Universe, and through another hole in another Universe, to cause the
interference pattern, then a single electron splits into two electrons, both
of whom have the full amount of energy of their rest mass + energy of
motion, given by E = mc2. So the energy changes from E = mc2 to E = 2mc2,
and then back to E = mc2. Maybe with electrons this might be a local effect,
through quantum borrowing. But to assume that the entire world doubles, or
even multiplies its energy, and then it disappears again, goes right against
the understanding the law of conservation of energy gives us. Therefore, the
Multiple Universe hypothesis just does not make sense to me. Something
entirely different must be going on. Something, by the way, I have spent a
lot of time on to think about. In fact, I DO HAVE an explanation of the
quantum effects that is able to make sense of the world without assuming
multiple universes. An explanation that is as unspectacular as the
Multiverse concept IS spectacular. It is the dullest explanation possible.
That is also why I have not yet written all of it down.

To be exact, and if you are curious, it is based on the oldest, and the very
first hypothesis aimed at explaining quantum effect. It comes , as far as I
know, from Einstein himself. It is the pilot wave theory. Off and on I am
working on it. Moreover, it is based on a not so dull other thing: an exact
definition of time, which is almost equally dull, but nevertheless new.

My explanation, based on these two concepts interacting together, as dull as
they are, is nevertheless able to explain why there are exactly three
spatial dimensions and one time dimension. (It is a little more subtle,
because my theory predicts 9 dimensions, 3 of which, of necessity must be
'curled' (it gives a clear reason for this), and 2 are of an entire
different nature. So there are 3 stretched spatial dimensions, 3 curled
dimensions, and 2 of a kind that do not have a name yet. And lastly, there
is time, all together 9.) Moreover, I have succeeded in deriving the special
theory of relativity from quantum mechanics from it, and I have also been
working on deriving the general theory of relativity from it. Alas, I cannot
work it out here, because I am working on a book that is, I think, far more



important, because of its consequences. I am working on a book that explains
the connection between economic value and money. But I intend to return to
this theory whenever I have finished that project, and find an opportunity
to do so.

But let me return to the subject.

The third shock happened around about 1970, when people discovered that 
EVEN
if you assume all laws of nature to be completely causal, they give rise to
models that are NOT LINEAR. Even some fundamental laws of nature are not
linear themselves. In particular, Einstein's  General Theory of Relativity
is not linear on a fundamental level. Nonlinearity expresses itself often in
the form of feedback. So there are feedback mechanism, that make that even
if you ARE able to know the initial conditions exactly, the resulting system
will behave chaotically. This means, that you are not able to PREDICT the
outcome of many, even most mechanical situations, even if total causality,
and total knowledge of the initial conditions is assumed. Especially if you
add the quantum effects, you end up with the UNDERSTANDING that, and why
weather forecasts in particular, and any claims about human effects on
global warming just cannot be substantiated.

You say: ' The laws are uncontroversial. Some aspects of the models are
controversial: we do not yet have very good models of some of the feedback
mechanisms that amplify (and in some cases diminish) the basic effect of the
factors (namely various emissions into the atmosphere) that have been
measurably caused by humans.'

It is not just a matter of 'that the models are not very good'. There is a
FUNDAMENTAL PROBLEM even when the models are very good. They TELL 
us that
the outcomes are unpredictable, WHENEVER they satisfy certain properties.
This lack of predictability is not the result of the models not being good,
but is an inherent feature of the models themselves. Think about the
Feigenbaum diagram, that tells us that whenever our models are based on
certain types of equations, chaos WILL occur. So although they lead to
understanding, they do not lead to predictability. Or, rather our
UNDERSTANDING leads us to the PREDICTION that chaos will occur.

Such models show us therefore, that we cannot separate human factors by



naturally occurring factors.

Greetings,

Konrad Swart.

-----Original Message-----
From: beginning-of-infinity@googlegroups.com

[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of David Deutsch
Sent: Friday, May 27, 2011 5:16 PM
To: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Re: Global Warming

On 27 May 2011, at 3:40pm, Konrad Swart wrote:

You wrote: "For the record, I do think that the best science of today
agrees that global warming is occurring."

Oh, really?

You assume it below.

And is it man-made?

I think that matters very little (see below).

The ice cap on Mars is melting. There are changes on all planets,
extending as far as Jupiter.

Correlation is not causation. If there are more people drawning when
there are also more people eating ice cream, then drawning is not
caused by ice cream eating, but because people swim more and eat more
ice cream on a warm day.

In the same manner, if there is both more technology and more global
warming, this is not evidence that technology is the cause of global
warming.

It is true that correlation is not causation. In this connection, note that
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your own conclusion:

Global warming is a misnomer. It is solar system warming.

is derived purely from correlation.

In contrast, the theory that human action contributes to warming the
atmosphere is derived from explanatory theories: basically laws of physics
applied to models of the atmosphere.

The laws are uncontroversial. Some aspects of the models are controversial:
we do not yet have very good models of some of the feedback mechanisms that
amplify (and in some cases diminish) the basic effect of the factors (namely
various emissions into the atmosphere) that have been measurably caused by
humans.

But even without knowing those feedback effects in detail, explanatory
theories alone do tell us that *eventually*, carbon dioxide emissions will
cause large temperature increases. We have to be ready for that, and also,
for the many other challenges of which we are not yet aware, that will face
us over similar timescales (of several decades).

The idea that we should *not* prepare if we are not to blame (e.g. if it is
"solar system warming"), and the idea that if we *are* 'to blame', we should
significantly burden the entire economy of the world in mere gestures
towards this one problem, as if there will never be any others, seem to me
equally misguided.

-- David Deutsch



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Re: Global Warming
Date: May 29, 2011 at 7:08 PM

----- Original Message -----
From: Konrad Swart <dimens5@xs4all.nl>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Friday, 27 May 2011, 23:18
Subject: RE: [BoI] Re: Global Warming

My emotions caught the better end of me. I see that I have to be more
specific.

Let me begin with some background. I do not trust anything said about global
warming by environmental movements, or by institutions, subsidized by
governments. This has both a history as there are other reasons.

It began when I heard, around the year 1975, that huge catastrophes would
result from our activities. I heard the, then beginning environmental
movement say, that within 10 years our effect on the climate would lead to
storms, which would have a devastating effect on the whole earth. So that
would happen in the year 1985. Following that there would be a devastating
ice age that would begin around the year 1995, and which would develop much
more rapidly than we imagine.

When NONE of that happened, I became very, very suspicious about anything
the environmental movement was saying. In my eyes they lost a lot of
credibility.

Moreover, around that time I became acquainted with the works of Ayn Rand,
and her warning that the next attack on civilization would come from the New
Left, who, after their ideology being defeated, would cling to any outpost
to try to impose their will on the rest of us. She even mentioned the
environmental movement as a very likely candidate.

Even after I saw that Ayn Rand was too extreme, especially because her work
was in contradiction with the early Popper, I remained suspicious about
environmentalism. 

From your book, 'The Fabric of Reality' together from the succession of



three models of the world, one the geocentric, then the heliocentric, and
then Einstein's vision, that tells us that the earth is not even moving, but
is trying to 'stand as still as possible' in a warped spacetime, I began to
realize, that the whole concept of TRUTH is an error.

One of the main points of FoR is that scientists are trying to find good 
explanations. That is, they are trying to find true theories about how the world 
works - theories that correspond to how the world works in reality.

Einstein too was looking for theories that correspond to how the world actually 
works by the time he managed to invent GR - he was looking for true theories.

So I don't understand where you get the idea that the concept of truth is an error.

Alan



From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Re: Global Warming
Date: May 29, 2011 at 10:22 PM

Your question:

One of the main points of FoR is that scientists are trying to find good
explanations. That is, they are trying to find true theories about how the
world works - theories that correspond to how the world works in reality.

Einstein too was looking for theories that correspond to how the world
actually works by the time he managed to invent GR - he was looking for true
theories.

So I don't understand where you get the idea that the concept of truth is an
error.

Alan

My answer:

First the sun, moon, planets and the stars were believed to revolve around
the earth.

This is an excellent explanation, if you introduce cycles and epicycles. You
can predict where the planets will be at any degree of accuracy, just by
introducing more and more epicycles.

Then Copernicus came with his idea, that not the earth, but the sun was the
center of the universe. This was a simplification that caused a reduction of
the number of epicycles needed to calculate the positions and motions of the
planets. It turned out, that only the moon revolved  around the earth. The
planets revolved all  around the sun in circles. The problem was, that this
vision did not remove ALL epicycles.

Kepler succeeded in removing all epicycles, through  three 'laws'.

Kepler's laws are:

    The orbit of every planet is an ellipse with the Sun at one of the two



foci.
    A line joining a planet and the Sun sweeps out equal areas during equal
intervals of time.[1]
    The square of the orbital period of a planet is directly proportional to
the cube of the semi-major axis of its orbit.

Then Newton succeeded in showing, that the motions of the planets were
governed by a so-called Law of gravity. This single law replaced the three
laws of Kepler. From this he deduced that the sun was not the center of
rotation of the planets, but the center of gravity was.

There is one subtle point in Newton's theory that has to be addressed.
According to the old Aristotelian vision of motion, on earththe 'natural'
motions, that is, motions that do not require any explanations are
continuous motions in straight lines. The motion in the heavens are governed
by circles. Newton showed that the pull on an apple by the earth, taking the
inverse square law into account, is of the exact same nature as the moon
moving around the earth. What is happening with the moon is that it 'tries'
to move in a straight line, but it is pulled by the earth's gravitational
field. So the moon is falling toward the earth, but is also moving sideways,
and therefore is continuously 'missing' the earth. From the inverse square
law it follows, that the motion will be an ellipse. The same kind of
calculation is applicable to the motions of the planets around the sun. So
Newton has united two kinds of motions, earth bound motions and heavenly
motions through his three laws and his universal law of gravity, and
basically has shown that there is only one type of motion.

Moreover, in his theory there is no physical distinction between a state of
rest and a state of continuous, time independent velocity. So in the vision
of Aristotle, if you want to explain why an object is moving continuously,
there has to be a force that pushes it. Not so in Newton's theory.
(Actually, it was Galilei who made this point for the first time.) In
Newton's theory, rest and continuous motion are both special cases of a kind
of 'generalized state of rest'. Only changes in VELOCITY or in SPEED require
explanations, and not continuous motions. This is the so-called Galilean
principle of relativity.

Based on the theory of Newton we could make very accurate predictions,
except that there was a slight discrepancy. In particular Mercury deviated
slightly, but measurably from an elliptical orbit. It is called perihelic



motion. The ellipse Mercury is moving on is itself also rotating. This was a
puzzle nobody could resolve within Newton's framework of thinking.
(=Newton's world.)

Then came Einstein. His principle of equivalence showed, that gravity was
not a real force, but a so-called pseudo-force. He deduced that from the
observation that ALL objects, when released at the exact same moment, hit
the ground at exactly the same time after being released. Moreover, if you
are in an elevator, feeling the gravity, but you are not able to look
outside, then there are two explanations. EITHER the elevator is standing
still, and is on the surface of the earth, OR the elevator is in outer
space, being pulled upward with an acceleration that is exactly equal to the
intensity of the gravitational field.

So, simply said, if we drop two objects at the same height and at exactly
the same time, they will hit the floor at exactly the same moment, then this
is not because of gravity, but because the floor is moving upward with an
acceleration equal to g.

From Einstein's general theory of relativity, three very distinct
consequences can be derived. One is that there is a redshift of the light
leaving stars. The oscillations of the atoms emitting light from the sun or
the stars is slightly less than that of an atom in free space, or on the
earth, where the intensity of the gravitational pull is less. Another is the
perihelic motion of the planet Mercury, even leading to an outcome that
corresponded exactly with what was measured within the error of measurement.
And a third is, that there is a bending of light moving past the sun, that
is twice that can be derived from Newtonian gravity.

All three effects can be explained from only one consequence of Einstein's
general theory of relativity. When the gravitational pull is more intense,
clocks run more slowly. This will cause the planet Mercury to be longer
under the influence of the gravitational pull of the sun when it is closer,
and thus causes a deviation of the elliptic motion. This time effect also
causes atoms to emit light with a slightly lower frequency. And, lastly,
when light passes the sun, it is longer in the neighborhood of the sun, and
therefore it undergoes the gravitational pull longer than expected, so that
the deviation is twice that expected from Newton's theory. All three effects
have been found.



The same three effects can be shown to be present in an elevator moving
upward with an acceleration equal to g. In such a space, according to the
special theory of relativity, applied to accelerated spaces, the spacetime
metric will have cross-terms, that basically show that some mixing of space
and time occurs. Therefore, according to Einstein's picture, and taking into
account the Galilean principle, that there is no such thing as an absolute
state of rest, but that, physically speaking, rest and continuous motion are
the same thing, this means that the picture of the earth moving around the
sun under the influence of a gravitational force is wrong. What happens is
that the earth is moving in a 'straight line' in a spacetime that is curved.
The technical term of a 'curved straight line' is 'geodesic'.

 These three theories are so very different in their contents, that I think
it is naïve to say, that now that we have the General Theory of Relativity,
we FINALLY 'have it right'. That is, we FINALLY have arrived at a theory,
that, as far as contents is concerned, corresponds to reality as it is.That
is, Einstein's General Theory of Relativity is 'the truth'. The differences
between the Geocentric vision, the Heliocentric vision, and Einstein's
vision are just too profound. So if you believe that we finally have it
right, we will no longer be open to the possibility of a maybe even more
fundamental theory of spacetime.

To show a possible puzzle that even Einstein's theory is unable to explain
is the following. According to Einstein's special and general theory of
relativity, light is able to propogate without any medium. In textbooks it
is often said, that Einstein's special theory of relativity has refuted the
idea of a so-called 'lumificerous  ether'. So light is imagined to move
through 'empty space' and does not require a medium at all.

The problem with this 'explanation' is, that it overlooks the simple fact,
that space itself can also be seen as a medium.

To give a simple illustration, from the special theory of relativity we know
that nothing can go faster than the speed of light. This has as one of the
consequences, that if you set a clock into a state of motion, it is going to
run slower. This effect allows us to reach, in theory at least, the
Andromeda nebula, although it is at a distance of about 2.5 light years from
the earth So we are able to reach it in our lifetime, just by moving fast
enough. However, from the point of explaining this as an experience,
somebody on earth seeing the motion of such an astronaut explains it by



saying that the clock of the astronaut is going slower. But the astronaut
will not accept that explanation, because he is not aware of his clock
running slower. No, he explains it by looking out of the window, and seeing
that the distance between him and the Andromeda nebula is a lot less than
when he observed it from earth. So, one observer explains how it can be that
this astronaut can reach the Andromeda nebula by saying, that the
astronaut's clock is running slower than on earth, while the astronaut
himself will explain it as the result of the distance becoming shorter. This
is as close I can get to a 'picture' of what the world 'looks like' from the
perspective of the special theory of relativity.

So if we say that light is moving from A to B, what is it that we are
talking about, exactly? How can we 'picture' this? How can we 'understand'
this?

In any case, this shows that just saying that light does not require a
medium is not good enough to arrive at an understanding of how, exactly,
light propagates. It was Einstein's original question as a young man. He
wondered how the world would look like if you moved along with the speed of
light with photons. The answer, according to the special relativity is this:
there is length contraction, dependent on speed. If the speed is that of
light, then the distances seen by the photon toward anything it moves at are
all zero. So, according to the photon, space itself, or at least one spatial
dimension is disappearing. But an observer looking at the photon is not
seeing that the space is disappearing, but that the clock of the photon has
'stopped ticking'. So what for one 'observer' is the disappearance of space,
is for another observer the disappearance of time.

From Einstein's own writing, I can see that he did not dare to go that far.
Basically, this means that he did NOT answer the question he began with as a
17 year old boy. He just stopped thinking about it, after he had found the
special theory of relativity.

So there is something very naïve in all of the descriptions I have seen in
books of physics 'explaining' the propagation of light. This points to a
vision of space and time, that might be even far more profound than that of
Einstein. So Einstein himself could not possibly 'finally have it right'.

Another point is, that ALL theories begin as fantasies. So the origin of any
theory is not observation, but some kind of random generation that happens



within our brains. The data of the senses have only one effect on this
fantasizing, and that is that it ELIMINATES all fantasies that are
INCONSISTENT with the data of the senses. In another e-mail that will follow
this one I shall explain this in more detail.

In any case, THESE are the main reasons why I reject the very idea of truth.

Greetings,

Konrad.

heliocentric, and then Einstein's vision, that tells us that the earth
is not even moving, but is trying to 'stand as still as possible' in a
warped spacetime, I began to realize, that the whole concept of TRUTH is

an error.

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Alan Forrester
Sent: Monday, May 30, 2011 1:09 AM
Subject: Re: [BoI] Re: Global Warming

----- Original Message -----
From: Konrad Swart <dimens5@xs4all.nl>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Friday, 27 May 2011, 23:18
Subject: RE: [BoI] Re: Global Warming

My emotions caught the better end of me. I see that I have to be more
specific.

mailto:beginning-of-infinity@googlegroups.com


Let me begin with some background. I do not trust anything said about
global warming by environmental movements, or by institutions,
subsidized by governments. This has both a history as there are other

reasons.

It began when I heard, around the year 1975, that huge catastrophes
would result from our activities. I heard the, then beginning
environmental movement say, that within 10 years our effect on the
climate would lead to storms, which would have a devastating effect on
the whole earth. So that would happen in the year 1985. Following that
there would be a devastating ice age that would begin around the year
1995, and which would develop much more rapidly than we imagine.

When NONE of that happened, I became very, very suspicious about
anything the environmental movement was saying. In my eyes they lost a
lot of credibility.

Moreover, around that time I became acquainted with the works of Ayn
Rand, and her warning that the next attack on civilization would come
from the New Left, who, after their ideology being defeated, would
cling to any outpost to try to impose their will on the rest of us.
She even mentioned the environmental movement as a very likely candidate.

Even after I saw that Ayn Rand was too extreme, especially because her
work was in contradiction with the early Popper, I remained suspicious
about environmentalism.

From your book, 'The Fabric of Reality' together from the succession
of three models of the world, one the geocentric, then the
heliocentric, and then Einstein's vision, that tells us that the earth
is not even moving, but is trying to 'stand as still as possible' in a
warped spacetime, I began to realize, that the whole concept of TRUTH is

an error.

One of the main points of FoR is that scientists are trying to find good
explanations. That is, they are trying to find true theories about how the
world works - theories that correspond to how the world works in reality.

Einstein too was looking for theories that correspond to how the world



actually works by the time he managed to invent GR - he was looking for true
theories.

So I don't understand where you get the idea that the concept of truth is an
error.

Alan



From: Michael Golding <mlionson428@yahoo.com>
Subject: RE: [BoI] Re: Global Warming
Date: May 29, 2011 at 10:48 PM

Konrad says
 "These three theories are so very different in their
contents, that I think
it is naïve to say, that now that we have the General
Theory of Relativity,
we FINALLY 'have it right'. That is, we FINALLY have
arrived at a theory,
that, as far as contents is concerned, corresponds to
reality as it is."

Michael responds,

"It is not consistent with BOI-thinking to say "we finally have it right".
But, knowledge does grow.  Ideas can have more truth-content. And, we are 
fallible.

Do you think there is any truth-content in what you are saying?"



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Objective Truth
Date: May 29, 2011 at 10:52 PM

The theory of objective truth says: mistakes exist, ideas can be wrong, there is a 
*an objective standard by which ideas can be judged* (our judgment, of course, is 
fallible).

Objective truth is a prerequisite for ideas such as fallibility or learning.

There is no such thing as learning if there isn't truth. You could just make 
anything up, or nothing at all, and it'd all be just as good, if there was no truth.

You can't be fallible if you can't make mistakes. And you can't make mistakes 
without a truth, because mistakes are deviations from the truth.

BoI is about how we can learn things better: we'll always be fallible (make 
mistakes) but the mistakes can get smaller, and we can stop making some 
mistakes we used to make. We can make unbounded progress.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: TRUTH an error? (was RE: [BoI] Re: Global Warming)
Date: May 29, 2011 at 11:01 PM

Nice response!

Finally a response that strikes right to the heart of the matter! Very good!

What you are pointing at in my writing seems to be an obvious contradiction.
How is it possible, that somebody denies the concept of truth, and still is
able to believe that he is able to say something that makes sense?

So let me answer this one. Your question contains a number of
presuppositions. But to point them out, I have to lay some ground work.

Let me begin with a definition. A TRUTH is a thought whose contents
corresponds to reality as it is.

The concept of knowledge is more encompassing than that, because you can
KNOW that the contents of a thought can never corresponds to reality as it
is. The reason is, that all thoughts begin as fantasies, and therefore, at
best, you can never know whether their contents really corresponds to
reality as it is. Moreover, the succession of first Ptolemy's thought
construction, and then Copernicus thought construction and then Kepler's and
then Newton's and then Einstein's, all of whom either partly or totally
contradict each other, but all of them having some capability to explain
what you observe, has led me to the very radical conclusion, that a truth,
as defined above, is an impossible ideal. I have explained this point in my
previous e-mail.

Popper's original point was, that you can never be certain whether the
contents of a thought corresponds to reality as it is. However, you CAN know
when the contents of a thought DOES NOT correspond to reality as it is. So
the concept of knowledge is more general than the concept of truth. You CAN
be certain about what you bring forward. But the certainty is always of a
negative kind. You can be certain about what is NOT 'out there', but you
cannot be certain about what IS out there.

This leads to the following question. How can you arrive at something
positive, if the only things you can be certain about are negatives?



To make that clear, I begin with Popper's own argument against scientific
truth. Suppose I have the statement: 'All swans are white'. Popper' point
was that  I can never be certain about the TRUTH of this statement, because
no matter how many white swans I encounter, they will not prove the
universal validity of the statement: 'All Swans Are White'. On the other
hand, if I encounter even ONE black swan, then this is enough to PROVE that
the whole statement is no longer universally true. And since I can never be
certain that I have seen all white swans in my life, or before or after,
there will always be uncertainty about the universal validity of any
statement. No particular cases can prove the universal validity of any
universal statement, no matter how many they are, but only one exception is
enough to INVALIDATE the universal validity of a universal statement.

So, IF I find a swan of a different color then white, maybe a black swan,
then I KNOW that the statement, that 'All Swans are White'  is wrong. So
certainty is not the same as truth. When one instance occurs in violation
with a universal statement you know with absolute certainty that the
statement is false.

And that brings me to the most interesting question of science. If it is
knowledge we want, and the only thing we can really know consists of
negatives, of refutations, how can we use that to create means that give us
the power to transform imaginations into experiences?

This can be done, by recognizing that universal statements do not have to
have an infinite range. After all, even in the case whereby there are some
swans that are black, there are also a lot of swans that are white. So if I
restrict the statement to only the white swans, through introducing some
limitation on the universal statement, I can create a domain  within which
no refutation occurs. And therefore, within that domain the universal
statement BECOMES valid through construction.

Let me use the swan-example to show how this can be done. The statement:
'All Swans are White' is, logically speaking, identical with the statement:
'There Is No Swan that is Not White'. Notice the two negations in this
statement.

I can make use of this double negation to create a valid statement. But its
validity is not derived from the senses, but as the result of deliberate
demarcations. Or, if you will, ACTIONS.



How? What I, for example, can do is make a fence around a piece of land,
make dead certain that there is no swan whatsoever within the confines of
that fence, and also make certain that it is not possible that some swan can
land there by itself, and then fill it ONLY with white swans. After that I
can say: 'All Swans within the confinement of that fence are white'. I can
GUARANTEE that this is so, because I have MADE it so, by making certain that
any swan I let into that confinement is white.

And thus I have created a universal valid statement, through double
negations.

THIS IS INDUCTION!

There is, however a 'price to pay'. The truth of the statement is always
confined to 'the fence'. In general, the 'truth' of any statement must, of
necessity, have such a confinement, which we could also call 'the context'.
This means, that generating knowledge in the form of universal statements is
always 'hard work'. Experimentation is not only refutation, as Popper
believed, but it is also finding 'demarcations'. It is finding out how far
out we can put 'the fence' while still guaranteeing that the universal
statement is not refuted. Or, to give an analogue in the Swan example. You
can also see a lot of swans, and just make the fence around those that are
white, and deliberately move the fence in such a way that all black swans,
or all swans of any other color, are outside of the fence. This is basically
what we do when we experiment. We are trying to find a domain of validity of
universal statements.

So induction consists of two steps. First find some collection of objects
that correspond to it. The minimum amount to make sense of the statement
'all' is two. (It does not make sense to talk about 'all my sons' if I have
just one son. So if I say: 'all my sons' I am implicitly saying that I have
at least two sons.) And then I impose some condition which excludes
everything that does not correspond to it. The statement is then
'universally valid' within that restriction.

So I can be certain about the validity of universal statements, as long as I
perform the work needed to demarcate its domain of validity, its range. But
the knowledge embodied by the universal statements is not a consequence of
their contents being observed to correspond to reality. It is also of not



the existence of exceptions, but of hard work, wherein I try to see under
what conditions they repeatedly lead to the experiences I expect from them,
and how far I can go in varying the conditions before I go outside of their
domain of validity. And the beauty of this whole approach is that it does
not matter what the contents is. As long as it is something I can imagine.

Of course, there is a subtlety involved here. For, after all, if I say that
I only allow white swans, AND I say that it is impossible for thoughts to
correspond to reality as it is, how can I then be certain that the swans I
allow in that confinement are indeed white? Is my observation that the swans
allowed are white not itself a positive statement?

This brings me to the next step. Although we cannot be certain that the
contents of thoughts correspond to reality, we can be certain that they are
experiences. And that brings me to an even more fundamental problem.

I could give a very philosophical explanation of this point, but there is
somebody else who has done a better job than I have, and on whose work my
own thinking is based. I refer to Rodolfo Llinás, who has written a book
with the title: 'The I of the vortex'. Next I have learned something
important from another author, Julian Jaynes, who has written a book with
the strange title: 'The Origin of Consciousness in the Breakdown of the
Bicameral Mind'. Thinking for years about his book has led me to an
identification of consciousness itself. And that was a huge breakthrough for
me.

To explain this problem, let me begin with quoting  Chuang Tzu, a Taoist
Master who lived around 300 BC.

"Once upon a time, I, Chuang Tzu, dreamt I was a butterfly, fluttering
hither and thither, to all intents and purposes a butterfly. I was conscious
only of following my fancies as a butterfly, and was unconscious of my
individuality as a man. Suddenly I awaked, and there I lay, myself again.
Now I do not know whether I was then a man dreaming I was a butterfly, or
whether I am now a butterfly dreaming I am a man."

This quote points at something very significant. Namely, that in both the
state of dreaming and in the state of being awake, we EXPERIENCE. Dreams 
are
experiences, and when we are awake, we are also experiencing. So there has



to be something that has to be present both when we are awake and when we
experience. There has to be at least one source of experiences that has to
be present both when we are awake and when we are asleep.

According to Llinás, this something consists of pictures that exist in us.
Before I continue, I want to add one more author, who also has written an
interesting book that contains something important about this subject. It is
Jeff Hawkins, who has written a book with the title: 'On Intelligence'. In
it he shows, that if the model most of us have about how we observe reality
is indeed what happens, then there is something we cannot explain. The
model is this: our senses take up information from the environment, out of
which our brains create a picture in us that corresponds to reality as it
is. If that is so, Jeff Hawkins argues, and we ALSO take into account the
speed with which our senses work, then you can calculate from what we know
about the speed in which information is moving from the senses to the
brains, that it takes about a half hour to open a closed door with a key!

So that is NOT how we 'observe' the world. Both Jeff Hawkins and Rodolfo
Llinas come up with quite another model. What they assert, is that our
brains already contain many, many imaginations, many pictures of the world.
Observation does not consist of a 'mapping' of the outside world from the
data of the senses, but consists of an ELIMINATION of all possible worlds
our brains are capable of generating. So, information is exactly that what
it is in Shannon's sense. Information is elimination of the impossible, and
not the conveying of all that is possible.

This allows me to answer the question of Chuang Tzu. When we sleep, and when
we dream, our brains are disconnected from our senses. This causes the
brains to generate all pictures in one great jumble, without any
restriction. Moreover, NONE of these pictures is allowed 'to control the
body'. So the thoughts are also disconnected to the nerve cells going out.

These pictures ARE our experiences. The result is, that whenever we dream,
we experience. But there is also something missing. Namely information
coming from the senses. And there is also something else missing, I shall
deal with here below.

I do not know whether you have noticed it, but mostly when we become awake,
we are, at that moment, usually dreaming. And that is no coincidence. What
happens when we become awake, is that our brains allow the data of the



senses to penetrate our brains, causing an ELIMINATION on all of the
possible pictures we can have, until only THAT picture, or THAT set of
pictures is left over, that is NOT INCONSISTENT with the data of the senses.

As soon as we are fully awake, we are still dreaming, but only less so.
Moreover, some picture of 'what has to be done' is allowed to connect to the
nerve cells that are attached to our muscles. The 'I' is therefore not
something separate from the thoughts, the imaginations of our outcomes, the
plans we have, but the plans we have ARE the 'stuff' our 'I' is 'made of',
or, rather, 'consists of'. So we are not thinking thoughts, but thoughts are
thinking us.

The extra factor I just referred to also consists of 'logical consistency'
with that 'I', that causes an additional restriction on the thoughts our
brains are 'allowed to think'.

What I assert now is the following. Those two processes of elimination ARE
EXACTLY what we mean by the term 'consciousness'. The process of elimination
on our dream state coming from the senses corresponds to 'perceptual
awareness'. And the process of elimination arising out of logical
consistency with our plans corresponds to the 'experience of being an
individual', of being an 'I'. Knowing what you want is knowing who you are.
Not knowing who you are is not knowing what you want.

In other words, when we are asleep, we are dreaming, and we are NOT
CONSCIOUS. And when we are awake, we are dreaming, but less intense, 
because
consciousness eliminates most of our dreams, until only that part of that
what we are capable of dreaming that is neither inconsistent with the data
of the senses nor with that we are planning, nor with models we have
accepted as effective, is left over.

There are many experiments that corroborate this model. Moreover, it
explains a lot. It explains, for example, why it is so difficult to find
something, some activity in our brains that corresponds to consciousness. It
is because consciousness is not something positive, but it is something
negative. Consciousness is an ELIMINATOR.

If I am right, it has a very interesting consequence. If you are dreaming
that you are concentrating, then you are waking up. This is because



concentration is elimination.

So how do we know whether we are dreaming or not? To begin with, when we 
are
sleeping and we are dreaming, we DO NOT know that we are sleeping and
dreaming. But when we are awake we DO know that we are awake. In Holland
there is a saying: 'dreams are absurd'. It means, that when we are asleep,
and when we are dreaming, there is an ABSENCE of an awareness of logical
inconsistency. But when we are awake, we are able to recognize that the
experiences we had just before we were awake are dreams, exactly because we
recognize an absence of logical consistency; they are recognized as absurd.
Such a recognition is impossible when we are asleep. That is why, when we
are awake, we KNOW that we are awake, and when we are asleep and are
dreaming, we DO NOT KNOW that we are sleeping and dreaming.

Notice the thoroughly Popperian sense of this description.

So, to return to the problem I posed at the beginning of all this. How do we
know that what we put into that fence is a white swan? Strictly speaking, we
do NOT know it. But when we hold a white swan, and are ready to put it into
the fenced, we have a dream of a white swan, and that what we are holding is
NOT INCONSISTENT with that thought. Therefore we EXPERIENCE that we put 
a
white swan into the fence. Moreover, we EXPERIENCE that whenever we go into
that fence, we will only find white swans. That is, swans that are not
inconsistent of the inner picture of a white swan.

And that brings me to the following point. It is not possible to be in the
possession of truth as I defined it above. It is not possible to be certain
that the thoughts we have correspond, in their content, to the outside
world. But it is also NOT IMPORTANT.

Why not? Why do we have such a great longing for truth? It is because of a
promise. If we know that our theories are true, in the sense that their
contents correspond to reality as it is, it PROMISES us that whenever we
make logical deductions from them leading to predictions, and we ACT on
them, then these predictions will ALWAYS materialize in experiences. So
'truth' promises a way to arrive at a capability of creating experiences
without the need for testing. It promises effortless effectivity and
efficiency. And since effort is a source of pain, and we are basically



prepared to accept ANYTHING if it promises us to get rid of pain, the idea
of truth has a great attraction.

But if is certainty about the outcomes of our actions is what we are after,
and there is another way to accomplish that. If there is a way wherein we do
not need the concept of truth, or even if we find ways to create theories
that give us better tools to create the experiences we want to create, then
there is no contradiction between certainty on the one hand, and  daring to
make definite statements on the other, as I have done in my previous e-mail.

So, to return to your question:  do I believe whether that what I have
written is true?', my answer would be this:

Your question PRESUPPOSES that BELIEF and TRUTH are valid concepts. I 
reject
both truth and belief, and still am able to arrive at certainty, in the
sense that I know that certain actions will lead to the consequences, the
experiences they are aimed at creating. So your question is a false
question, just like the question: 'why did you wear a rain coat yesterday on
Trafalgar Square?' if it so happens that I was not present at Trafalgar
Square yesterday. I recognize the presuppositions as false. And that is
something I can be certain of.

There is one thing I have left out in this response. Thoughts are not the
only sources of experiences. We also can have feelings, sensations,
emotions. If I have a toothache, it does not come from outside, but from the
inside. Whenever I have such an experience, I am certain of having that
experience. The pain does not necessarily mean that our teeth are the source
of the experience of toothache, though. This is because people who have
their leg or arm amputated, often can have the experience pain in that arm
or leg. This is because even those sensations are generated by the brains
themselves. The point is, that all experiences, including sensations like
pain or hunger, and including emotions, are all generated by the brain.

I do not think that the absence of the experience of a toothache necessarily
is the result of an elimination of a possible experience of toothace by
healthy teeth. I think it more likely, that the experience of toothache or
of emotions arise because when a tooth is aching, it sends signals to the
brains that become the direct manifestation of the pain itself.



Still, I might be wrong. This is because there is also something like
'phantom pain'.

In any case, this is how far I have gotten with my own understanding of how
to live without truth, and still be able to be certain.

Greetings,

Konrad Swart.

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Sarah
Fitz-Claridge
Sent: Monday, May 30, 2011 12:24 AM
Subject: TRUTH an error? (was RE: [BoI] Re: Global Warming)

Your writing is closely argued and you appear to have some strong opinions.
Do you believe that what you have written below is true?

Sarah Fitz-Claridge

My emotions caught the better end of me. I see that I have to be more
specific.

Let me begin with some background. I do not trust anything said about
global warming by environmental movements, or by institutions,
subsidized by governments. This has both a history as there are other

reasons.

It began when I heard, around the year 1975, that huge catastrophes
would result from our activities. I heard the, then beginning
environmental movement say, that within 10 years our effect on the
climate would lead to storms, which would have a devastating effect on
the whole earth. So that would happen in the year 1985. Following that
there would be a devastating ice age that would begin around the year
1995, and which would develop much more rapidly than we imagine.

mailto:beginning-of-infinity@googlegroups.com


When NONE of that happened, I became very, very suspicious about
anything the environmental movement was saying. In my eyes they lost a
lot of credibility.

Moreover, around that time I became acquainted with the works of Ayn
Rand, and her warning that the next attack on civilization would come
from the New Left, who, after their ideology being defeated, would
cling to any outpost to try to impose their will on the rest of us. She
even mentioned the environmental movement as a very likely candidate.

Even after I saw that Ayn Rand was too extreme, especially because her
work was in contradiction with the early Popper, I remained suspicious
about environmentalism.

From your book, 'The Fabric of Reality' together from the succession of
three models of the world, one the geocentric, then the heliocentric,
and then Einstein's vision, that tells us that the earth is not even
moving, but is trying to 'stand as still as possible' in a warped
spacetime, I began to realize, that the whole concept of TRUTH is an
error. A conclusion, apparently so radical, that the later Popper shied
away from it, and even you do. It is the motive of his 'three world

theory'.

Moreover, once I had a very heated debate over e-mail (flaming war is a
better description) which made me investigate my own emotions. (I
meditate a
lot.) Then I discovered a link between accepting something as 'the truth'
and religious zeal in myself. I discovered that every form of  anger
has its root into some form of accepting something as 'the truth'.

For example: suppose a woman is angry at her husband because he has
committed adultery. Why is she angry? The superficial answer would be:
'obviously, because he committed adultery'. But why should she be angry
at that? Because she has accepted the TRUTH that once somebody is
married, he, or she, should not commit adultery. And that is because
this is implied in THE MEANING of marriage. If she had not accepted
that statement as 'truth', then the act of adultery would not have made her

angry.



There are also several other things that makes me even more suspicious
about any claim about human activity leading to global warming. Here,
in Holland, a friend of mine (Karel Beckman) published a book with the
title: 'Global Warming does not exist'. He meant it, in the meaning of
the environmentalists, namely that human activity is the CAUSE of
global warming. He began by pointing out, that obviously there is
global warming, because the temperature just above the earth is below
zero, even taking the rays of the sun into account. So something is
trapping the warmth coming from the sun, so that it is above zero here,
on earth. This warming up is probably in existence for about 4 billion
years at least. So there IS global warming in that sense. It belongs to
nature. He made perfectly clear, that THAT was NOT what his book was
about. No, it was about MAN MADE global warming.

In that book he pointed out, that one of the writers wrote a rapport in
which he wanted to proof a positive link between human activity and
global warming due to CO2 emissions. He could not make a strong case.
But that was not what made that rapport so alarming. What he said was:
'ALAS, we cannot prove a strong causal link between CO2 emissions and
global warming'. In other words, he was ACTIVELY LOOKING at ANYTHING
that could prove his case, and even went so far as to express
disappointment about not finding any. And THAT is the sort of people
who batter us on the head about global warming, and try to make us
guilty about our own existence! By the way, that fellow I had this
flaming discussion with, actually believed that Man is some kind of
parasite, and not the next form of existence, as is my own vision.
Later I learnt, that he belonged to the same group of people who are
behind the killing of Pim Fortuyn, one of the first populist
politicians in the Netherlands, the equivalent of Berlusconi. They killed

him, because he was, in his eyes, a defender of entrepreneurs who hold minks
for their skin.

There are more reasons why I distrust anything that environmental
movement claims. For example, there was once an investigation to
establish the harmful effect of some radioactivity on those who handle

radioactive waste.
They EXPECTED to find at least some harmful effect. They were LOOKING
for it. But, 'alas', they used scientific methods. So what they found,
much to their surprise, was the very opposite. Those who were exposed
to mild doses of radio activity were even more healthy than those who



weren't. But, instead of bringing it forward as a huge discovery, they
made darn certain that almost nobody would find out about this.

Apparently mild doses of radio activity causes health to increase in
the same manner as vegetables do, and which is exactly the opposite of
what people think. Many vegetables contain all kinds of natural
poisons. This is because they are plants that try to defend themselves

against being eaten.
However, if animals, and we, eat vegetables, it causes extra stress on
our bodily systems, so that it is trained to deal with those poisons.
And because of it, our body undergoes something similar to a workout,
resulting in better health.

Next, I have looked at several documentary sequences, like Earth Story,
and one other whose name I have forgotten.

I learnt two things from these documentaries. To begin with, we ARE now
living in an ice age! In most of the history of the earth there ARE NO
great stretches of land or sea covered with ice. That is the NORMAL
condition of the earth. The average temperature when the Dinosaurs
dwelled on the earth was something like 45 degrees centigrade, which is 115

degrees Fahrenheit.

Seen from this perspective, it might very well be that what we see is
not global warming, but just the earth returning to its normal
condition. Ice is the exception, not the other way around.

The second thing is, that the earth, as a whole, is such a complex
system, that no model we now have can really tell whether there is an
effect of the activity of humans on global warming at all.

And, a third thing, we know, since Alfred Lorentz work, and on the
emergence of the mathematical discipline of non-linear differential
equations, or Chaos Theory, if you like, that the atmosphere does not
satisfy any linear approximation model. In particular this has as its
most important consequence, that no matter how powerful we make our
computers, they are not able to predict the weather accurately even 5 to 6

days in the future.

This means that, to quote you: ' In contrast, the theory that human



action contributes to warming the atmosphere is derived from explanatory
theories:

basically laws of physics applied to models of the atmosphere.'

shows an unawareness of what Chaos Theory tells us. It tells us, that
even armed with complete knowledge of laws of physics, our models TELL
US that we cannot predict what the atmosphere will do. This is because
of 'extreme sensitivity of initial conditions'.

20th century science has received three big blows on the preconceptions
that existed in 19th century physics. The first was Einstein's
understandings, that showed that space and time are not absolute, but
are both part of something called 'spacetime'. The general theory of
relativity shows, that space and time are even more 'mixed' than the
special theory of relativity assumes.

The second shock was quantum mechanics, that tells us, that it is
impossible to know, or even to think that it makes sense to say that
both the position and the momentum of any particle CAN be known. Since
the capacity of classical mechanics to predict the future totally
depends on COMPLETE knowledge of both the position AND the momentum of
particles, this means that the future is FUNDAMENTALLY INDETERMINATE.

Of course, you can extend the world with constructions like 'multiple
universes', and claim that splitting of the world occurs at any moment,
so that the whole multiverse is completely causal, so that the
observation of non-causality in any particular universe is just an
illusion caused by us just seeing part of the multiverse. But I myself
do not believe a word of such explanations, because all of them are in
violation with the law of conservation of energy, for one thing. So if
an electron goes to one hole in one Universe, and through another hole
in another Universe, to cause the interference pattern, then a single
electron splits into two electrons, both of whom have the full amount
of energy of their rest mass + energy of motion, given by E = mc2. So
the energy changes from E = mc2 to E = 2mc2, and then back to E = mc2.
Maybe with electrons this might be a local effect, through quantum
borrowing. But to assume that the entire world doubles, or even
multiplies its energy, and then it disappears again, goes right against
the understanding the law of conservation of energy gives us.
Therefore, the Multiple Universe hypothesis just does not make sense to



me. Something entirely different must be going on. Something, by the
way, I have spent a lot of time on to think about. In fact, I DO HAVE
an explanation of the quantum effects that is able to make sense of the
world without assuming multiple universes. An explanation that is as

unspectacular as the Multiverse concept IS spectacular. It is the dullest
explanation possible.

That is also why I have not yet written all of it down.

To be exact, and if you are curious, it is based on the oldest, and the
very first hypothesis aimed at explaining quantum effect. It comes , as
far as I know, from Einstein himself. It is the pilot wave theory. Off
and on I am working on it. Moreover, it is based on a not so dull other
thing: an exact definition of time, which is almost equally dull, but

nevertheless new.

My explanation, based on these two concepts interacting together, as
dull as they are, is nevertheless able to explain why there are exactly
three spatial dimensions and one time dimension. (It is a little more
subtle, because my theory predicts 9 dimensions, 3 of which, of
necessity must be 'curled' (it gives a clear reason for this), and 2
are of an entire different nature. So there are 3 stretched spatial
dimensions, 3 curled dimensions, and 2 of a kind that do not have a
name yet. And lastly, there is time, all together 9.) Moreover, I have
succeeded in deriving the special theory of relativity from quantum
mechanics from it, and I have also been working on deriving the general
theory of relativity from it. Alas, I cannot work it out here, because
I am working on a book that is, I think, far more important, because of
its consequences. I am working on a book that explains the connection
between economic value and money. But I intend to return to this theory
whenever I have finished that project, and find an opportunity to do so.

But let me return to the subject.

The third shock happened around about 1970, when people discovered that
EVEN if you assume all laws of nature to be completely causal, they
give rise to models that are NOT LINEAR. Even some fundamental laws of
nature are not linear themselves. In particular, Einstein's  General
Theory of Relativity is not linear on a fundamental level. Nonlinearity
expresses itself often in the form of feedback. So there are feedback
mechanism, that make that even if you ARE able to know the initial



conditions exactly, the resulting system will behave chaotically. This
means, that you are not able to PREDICT the outcome of many, even most
mechanical situations, even if total causality, and total knowledge of
the initial conditions is assumed. Especially if you add the quantum
effects, you end up with the UNDERSTANDING that, and why weather
forecasts in particular, and any claims about human effects on global

warming just cannot be substantiated.

You say: ' The laws are uncontroversial. Some aspects of the models are
controversial: we do not yet have very good models of some of the
feedback mechanisms that amplify (and in some cases diminish) the basic
effect of the factors (namely various emissions into the atmosphere)
that have been measurably caused by humans.'

It is not just a matter of 'that the models are not very good'. There
is a FUNDAMENTAL PROBLEM even when the models are very good. They 
TELL
us that the outcomes are unpredictable, WHENEVER they satisfy certain

properties.
This lack of predictability is not the result of the models not being
good, but is an inherent feature of the models themselves. Think about
the Feigenbaum diagram, that tells us that whenever our models are
based on certain types of equations, chaos WILL occur. So although they
lead to understanding, they do not lead to predictability. Or, rather
our UNDERSTANDING leads us to the PREDICTION that chaos will occur.

Such models show us therefore, that we cannot separate human factors by
naturally occurring factors.

Greetings,

Konrad Swart.

-----Original Message-----
From: beginning-of-infinity@googlegroups.com

[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of David
Deutsch
Sent: Friday, May 27, 2011 5:16 PM
To: beginning-of-infinity@googlegroups.com

mailto:beginning-of-infinity@googlegroups.com


Subject: Re: [BoI] Re: Global Warming

On 27 May 2011, at 3:40pm, Konrad Swart wrote:

You wrote: "For the record, I do think that the best science of today
agrees that global warming is occurring."

Oh, really?

You assume it below.

And is it man-made?

I think that matters very little (see below).

The ice cap on Mars is melting. There are changes on all planets,
extending as far as Jupiter.

Correlation is not causation. If there are more people drawning when
there are also more people eating ice cream, then drawning is not
caused by ice cream eating, but because people swim more and eat more
ice cream on a warm day.

In the same manner, if there is both more technology and more global
warming, this is not evidence that technology is the cause of global
warming.

It is true that correlation is not causation. In this connection, note
that your own conclusion:

Global warming is a misnomer. It is solar system warming.

is derived purely from correlation.

In contrast, the theory that human action contributes to warming the
atmosphere is derived from explanatory theories: basically laws of
physics applied to models of the atmosphere.

The laws are uncontroversial. Some aspects of the models are controversial:
we do not yet have very good models of some of the feedback mechanisms



that amplify (and in some cases diminish) the basic effect of the
factors (namely various emissions into the atmosphere) that have been
measurably caused by humans.

But even without knowing those feedback effects in detail, explanatory
theories alone do tell us that *eventually*, carbon dioxide emissions
will cause large temperature increases. We have to be ready for that,
and also, for the many other challenges of which we are not yet aware,
that will face us over similar timescales (of several decades).

The idea that we should *not* prepare if we are not to blame (e.g. if
it is "solar system warming"), and the idea that if we *are* 'to
blame', we should significantly burden the entire economy of the world
in mere gestures towards this one problem, as if there will never be
any others, seem to me equally misguided.

-- David Deutsch



From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Re: Global Warming
Date: May 29, 2011 at 11:04 PM

'Having it right' or 'having it wrong' or 'we can be mistaken' are all 'ad
hominem' mistakes. It is the error of giving WHO answers to WHAT questions.

This is exactly, what I have against the whole BOI-approach.

Greetings,

Konrad.

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Michael Golding
Sent: Monday, May 30, 2011 4:49 AM
Subject: RE: [BoI] Re: Global Warming

Konrad says
 "These three theories are so very different in their contents, that I
think it is naïve to say, that now that we have the General Theory of
Relativity, we FINALLY 'have it right'. That is, we FINALLY have
arrived at a theory, that, as far as contents is concerned,
corresponds to reality as it is."

Michael responds,

"It is not consistent with BOI-thinking to say "we finally have it right".
But, knowledge does grow.  Ideas can have more truth-content. And, we are
fallible.

Do you think there is any truth-content in what you are saying?"

mailto:beginning-of-infinity@googlegroups.com


From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Re: Global Warming
Date: May 29, 2011 at 11:10 PM

It is not only a matter of growing. We can hit on one fact, like the
perihelic motion of Mercury, that can only be dealt with, through
constructing an entirely different world view that is, as far as contents is
concerned, completely in contradiction with the original theory that made
the false prediction.

It is not a case of a how to explain that a caterpillar can fly through
saying that it is a bigger caterpillar. It is a matter of a caterpillar
changing into a butterfly, with entirely different characteristics out of
which the ability to fly emerges. In the same manner, the way Einstein's
general theory of relativity explains both gravity and is able to make
predictions that Newton's theory is unable to make, required the
'caterpillar' of Newton's theory to undergo a transformation so that it
became the butterfly of General Relativity.

The idea of 'growing' does not do justice to such phase transitions from one
theory to a better one.

Greetings,

Konrad..

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Michael Golding
Sent: Monday, May 30, 2011 4:49 AM
Subject: RE: [BoI] Re: Global Warming

Konrad says
 "These three theories are so very different in their contents, that I
think it is naïve to say, that now that we have the General Theory of
Relativity, we FINALLY 'have it right'. That is, we FINALLY have
arrived at a theory, that, as far as contents is concerned,
corresponds to reality as it is."

Michael responds,

mailto:beginning-of-infinity@googlegroups.com


"It is not consistent with BOI-thinking to say "we finally have it right".
But, knowledge does grow.  Ideas can have more truth-content. And, we are
fallible.

Do you think there is any truth-content in what you are saying?"



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: TRUTH an error? (was RE: [BoI] Re: Global Warming)
Date: May 30, 2011 at 3:52 AM

So, IF I find a swan of a different color then white, maybe a black swan,
then I KNOW that the statement, that 'All Swans are White'  is wrong.

Popper did not say that refutations are infallible: someone could have
painted the swan black, for example.



From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: TRUTH an error? (was RE: [BoI] Re: Global Warming)
Date: May 30, 2011 at 7:44 AM

The whole idea of 'fallibility' or 'infallibility' as explaining concepts
are ad-hominem arguments; that is, who-answers to what-questions.

In any case, Popper did not dare to draw the ultimate conclusions from his
own findings. He was so attached to the concept of 'truth' that, in order to
save it, he invented his 'three world' theory. His 'first world' is a world
that is completely real, but it did not consists of truths. And the 'third
world' consisted completely of truths, but is not real. And he needed a
'second world' to connect the two.

It is far simpler, to draw the conclusion that truth itself is a false
concept (notice, that this statement is not a contradiction, because it is a
refutation, which you CAN know), and that there is just one world.

The way Popper went about the concept of 'truth' is very similar to the way
Einstein went about his own basic equation of general relativity. Einstein
introduced a Cosmological Constant to prevent the conclusion that space is
expanding.

In the same manner, Popper invented his three-world construction to save the
concept of truth.

Greetings,

Konrad.

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Brian Scurfield
Sent: Monday, May 30, 2011 9:53 AM
Subject: Re: TRUTH an error? (was RE: [BoI] Re: Global Warming)

So, IF I find a swan of a different color then white, maybe a black
swan,

then I KNOW that the statement, that 'All Swans are White'  is wrong.

mailto:beginning-of-infinity@googlegroups.com


Popper did not say that refutations are infallible: someone could have
painted the swan black, for example.



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: TRUTH an error? (was RE: [BoI] Re: Global Warming)
Date: May 30, 2011 at 10:41 AM

----- Original Message -----
From: Konrad Swart <dimens5@xs4all.nl>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Monday, 30 May 2011, 4:01
Subject: RE: TRUTH an error? (was RE: [BoI] Re: Global Warming)

What you are pointing at in my writing seems to be an obvious contradiction.
How is it possible, that somebody denies the concept of truth, and still is
able to believe that he is able to say something that makes sense?

So let me answer this one. Your question contains a number of
presuppositions. But to point them out, I have to lay some ground work.

Let me begin with a definition. A TRUTH is a thought whose contents
corresponds to reality as it is.

A truth is not a thought. It's a statement. As an example of how important a 
distinction this is. According your definition, books do not contain any truths since 
books don't think. But in fact, books do contain truths. The same goes for 
experimental results recorded on a computer, and so on.

The concept of knowledge is more encompassing than that, because you can
KNOW that the contents of a thought can never corresponds to reality as it
is. The reason is, that all thoughts begin as fantasies, and therefore, at
best, you can never know whether their contents really corresponds to
reality as it is. 

The fact that it begins as a conjecture is irrelevant to whether it's true. So is the 
fact that ideas can't be proven true.

Moreover, the succession of first Ptolemy's thought
construction, and then Copernicus thought construction and then Kepler's and
then Newton's and then Einstein's, all of whom either partly or totally
contradict each other, but all of them having some capability to explain



what you observe, has led me to the very radical conclusion, that a truth,
as defined above, is an impossible ideal. I have explained this point in my
previous e-mail.

As explained on pp. 112 - 113 of BoI, eliminating the entities through which a 
particular explanation explains the results of experiments is not the same as 
eliminating the whole explanation. So although there is no Newtonian force of 
gravity, there is such a thing as gravitational attraction, and that attraction does 
explain why the planets orbit as they do. That is a truth that science has 
discovered, and so truth is not an unattainable ideal.

Popper's original point was, that you can never be certain whether the
contents of a thought corresponds to reality as it is. However, you CAN know
when the contents of a thought DOES NOT correspond to reality as it is. So
the concept of knowledge is more general than the concept of truth. You CAN
be certain about what you bring forward. But the certainty is always of a
negative kind. You can be certain about what is NOT 'out there', but you
cannot be certain about what IS out there.

Certainty is a subjective feeling and so it is totally irrelevant to the issue of truth. 
All knowledge, including knowledge of whether a theory is false, is conjectural. 
Results of experiments are conjectures about what exists in the real world and 
whether those conjectures are any good or not depends on whether the 
explanations that led to them are any good, see Chapter 2 of BoI.

For Popper's position, see for example Chapter V of Logic of Scientific Discovery, 
especially Section 29.

This leads to the following question. How can you arrive at something
positive, if the only things you can be certain about are negatives?

To make that clear, I begin with Popper's own argument against scientific
truth. 

Not an argument against truth. See Chapter 9 of Objective Knowledge for 
Popper's views on truth.

The rest of the points in your e-mail depend on your false assertion that we can 



be certain of the falsehood of scientific theories, so you might want to reconsider 
whether they stand up to criticism in the light of your mistake.

Alan



From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: TRUTH an error? (was RE: [BoI] Re: Global Warming)
Date: May 30, 2011 at 11:42 AM

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Alan Forrester
Sent: Monday, May 30, 2011 4:42 PM
Subject: Re: TRUTH an error? (was RE: [BoI] Re: Global Warming)

----- Original Message -----
From: Konrad Swart <dimens5@xs4all.nl>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Monday, 30 May 2011, 4:01
Subject: RE: TRUTH an error? (was RE: [BoI] Re: Global Warming)

What you are pointing at in my writing seems to be an obvious
contradiction.

How is it possible, that somebody denies the concept of truth, and
still is able to believe that he is able to say something that makes

sense?

So let me answer this one. Your question contains a number of
presuppositions. But to point them out, I have to lay some ground work.

Let me begin with a definition. A TRUTH is a thought whose contents
corresponds to reality as it is.

A truth is not a thought. It's a statement. As an example of how important a
distinction this is. According your definition, books do not contain any
truths since books don't think. But in fact, books do contain truths. The
same goes for experimental results recorded on a computer, and so on.

**I suggest, read my response to Sarah Fitz-Claridge in which I have refuted

mailto:beginning-of-infinity@googlegroups.com


all of this. In particular the work of Rodolfo R. Llinás refutes this,
because experiences are not created by data of the senses constructing our
world within, but they are generated from within, as dreams, and then
elimination takes place from the data of the senses. So the experience of
holding a book is not the same thing as the book itself, or the
identification of a certain whole of sense data as containing the
'invariant' identified as 'the book'.

The concept of knowledge is more encompassing than that, because you
can KNOW that the contents of a thought can never corresponds to
reality as it is. The reason is, that all thoughts begin as fantasies,
and therefore, at best, you can never know whether their contents
really corresponds to reality as it is.

The fact that it begins as a conjecture is irrelevant to whether it's true.
So is the fact that ideas can't be proven true.

Moreover, the succession of first Ptolemy's thought construction, and
then Copernicus thought construction and then Kepler's and then
Newton's and then Einstein's, all of whom either partly or totally
contradict each other, but all of them having some capability to
explain what you observe, has led me to the very radical conclusion,
that a truth, as defined above, is an impossible ideal. I have
explained this point in my previous e-mail.

As explained on pp. 112 - 113 of BoI, eliminating the entities through which
a particular explanation explains the results of experiments is not the same
as eliminating the whole explanation. So although there is no Newtonian
force of gravity, there is such a thing as gravitational attraction, and
that attraction does explain why the planets orbit as they do. That is a
truth that science has discovered, and so truth is not an unattainable
ideal.

**According to the equivalence principle of Einstein's general relativity,
THERE IS NO ATTRACTON! If I hold an object still, and I move a plane upwards
toward that object, with an acceleration, then the motion of the object
toward that plane is due to the accelerated motion of the plane, and is NOT
due to attraction of object by the plane.



** As I said, it was by thinking through the shock of general relativity
that made me reject the whole idea of truth.

**Your assertion 'that there is attraction' is equivalent to saying that
there IS a motion of the sun, moon, planets and stars around the earth,
because we see it.

Popper's original point was, that you can never be certain whether the
contents of a thought corresponds to reality as it is. However, you
CAN know when the contents of a thought DOES NOT correspond to reality
as it is. So the concept of knowledge is more general than the concept
of truth. You CAN be certain about what you bring forward. But the
certainty is always of a negative kind. You can be certain about what
is NOT 'out there', but you cannot be certain about what IS out there.

Certainty is a subjective feeling and so it is totally irrelevant to the
issue of truth.

**It depends on how you define certainty. I define it as follows. Whenever I
have a certain imagination, and I have knowledge that tells me which actions
I have to perform to transform that imagination into an experience, because
I have identified the context within those actions indeed lead to the
experiences, then this knowledge is certain within that context.

**In the swan example I gave, I showed an example of this. I am certain that
within the fence, there are only white swans. And that is because I have
made this certain through the actions I have performed.

 All knowledge, including knowledge of whether a theory is false, is
conjectural.

**This is nonsense! You have conjectures, and refutations. They are
different things.  If I have a conjecture, that all planets move around the
sun in ellipses, under the law of gravity, and I then measure the perihelic
motion of Mercury, then I have a refutation of Newton's law of gravitation.
I see something that is in contradiction with my expectation, and therefore
know it is false.

**In short, a conjecture is always a thought. A refutation is the



elimination, or the silencing of a thought. Saying that all knowledge is
conjectural is equivalent to  saying that a fire and the extinguishing of a
fire are both forms of burning.

 Results of experiments are conjectures about what exists in the real world
and whether those conjectures are any good or not depends on whether the
explanations that led to them are any good, see Chapter 2 of BoI.

**And what, exactly, is meant by: 'an explanation is good'? That is exactly
what I am trying to make clear. I have an answer to this question. Whenever
a theory is able to identify the initial conditions that lead to the
transformation of an imagination into an experience, that theory is good.

For Popper's position, see for example Chapter V of Logic of Scientific
Discovery, especially Section 29.

**I have looked it up. In it I see the basic flaw of philosophy.
Philosophers think that any answer can be transformed into a question, which
can then be answered, and then again be transformed into a question ad
infinitum. They think that it is only a matter of decision where you stop.

**They overlook one possibility. It can be, that some theory can have itself
as its most general special case. There exists, within logic, for example,
an axiom scheme that produces an infinite number of axioms, the total
collection of which, and their derivation through Modus Ponens can be proved
to be equivalent to the set of all tautologies. What is so interesting about
this axiom scheme is that you can derive the simplest axiom possible from
it, and then replace the propositions in that axiom with letters standing
for an arbitrary well defined formula. If you do that, you have derived the
theory from itself.

**What you then have, is an answer that is at the same time a question,
without any higher level from which the theory can be viewed.

**It is a technical matter, which I am not going to explain here, because it
would make the e-mail too long.

**But let me give in any case a simple example. Thinking about thinking is
also thinking. So if you have found a general way to designate thinking in
general, then everything you discover about thinking is also a discovery of



thinking about thinking, and a discovery of thinking about thinking about
thinking etc. ad infinitum. So thinking about thinking is also thinking
'imbedded in' thinking, so to speak.

**In any case, thanks for this remark. It shows that, indeed, I have gone
beyond Popper. I already suspected that much.

This leads to the following question. How can you arrive at something
positive, if the only things you can be certain about are negatives?

To make that clear, I begin with Popper's own argument against
scientific truth.

Not an argument against truth. See Chapter 9 of Objective Knowledge for
Popper's views on truth.

The rest of the points in your e-mail depend on your false assertion that we
can be certain of the falsehood of scientific theories, so you might want to
reconsider whether they stand up to criticism in the light of your mistake.

**No mistake here.

Greetings,

Konrad.

Alan



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: TRUTH an error? (was RE: [BoI] Re: Global Warming)
Date: May 30, 2011 at 12:42 PM

----- Original Message -----

From: Konrad Swart <dimens5@xs4all.nl>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Monday, 30 May 2011, 16:42
Subject: RE: TRUTH an error? (was RE: [BoI] Re: Global Warming)

 What you are pointing at in my writing seems to be an obvious contradiction.
 How is it possible, that somebody denies the concept of truth, and
 still is able to believe that he is able to say something that makes
sense?

 So let me answer this one. Your question contains a number of
 presuppositions. But to point them out, I have to lay some ground work.

 Let me begin with a definition. A TRUTH is a thought whose contents
 corresponds to reality as it is.

A truth is not a thought. It's a statement. As an example of how important a
distinction this is. According your definition, books do not contain any
truths since books don't think. But in fact, books do contain truths. The
same goes for experimental results recorded on a computer, and so on.
 

I suggest, read my response to Sarah Fitz-Claridge in which I have refuted
all of this. In particular the work of Rodolfo R. Llinás refutes this,
because experiences are not created by data of the senses constructing our
world within, but they are generated from within, as dreams, and then
elimination takes place from the data of the senses. So the experience of
holding a book is not the same thing as the book itself, or the
identification of a certain whole of sense data as containing the
'invariant' identified as 'the book'.

No, the elimination takes place by explanation, not by sense data. Sense data are 
sometimes inaccurate, e.g. - optical illusions. How do we work this out? By trying 



to explain the flaws in how our eyes gather information and errors in how the 
brain processes that information.

For a more consistent explanation of this dream issue that doesn't treat sense 
data as infallible see BoI, Chapter 10.

 The concept of knowledge is more encompassing than that, because you
 can KNOW that the contents of a thought can never corresponds to
 reality as it is. The reason is, that all thoughts begin as fantasies,
 and therefore, at best, you can never know whether their contents
 really corresponds to reality as it is.

 
The fact that it begins as a conjecture is irrelevant to whether it's true.
So is the fact that ideas can't be proven true.
 

 Moreover, the succession of first Ptolemy's thought construction, and
 then Copernicus thought construction and then Kepler's and then
 Newton's and then Einstein's, all of whom either partly or totally
 contradict each other, but all of them having some capability to
 explain what you observe, has led me to the very radical conclusion,
 that a truth, as defined above, is an impossible ideal. I have
 explained this point in my previous e-mail.

As explained on pp. 112 - 113 of BoI, eliminating the entities through which
a particular explanation explains the results of experiments is not the same
as eliminating the whole explanation. So although there is no Newtonian
force of gravity, there is such a thing as gravitational attraction, and
that attraction does explain why the planets orbit as they do. That is a
truth that science has discovered, and so truth is not an unattainable
ideal.

According to the equivalence principle of Einstein's general relativity,
THERE IS NO ATTRACTON! If I hold an object still, and I move a plane 
upwards
toward that object, with an acceleration, then the motion of the object
toward that plane is due to the accelerated motion of the plane, and is NOT
due to attraction of object by the plane.

As I said, it was by thinking through the shock of general relativity
that made me reject the whole idea of truth.



Your assertion 'that there is attraction' is equivalent to saying that
there IS a motion of the sun, moon, planets and stars around the earth,
because we see it.

The equivalence principle states that in a sufficiently small region you can't tell 
the difference between acceleration and resistance to gravitational attraction. For 
example, if you're in a small sealed room you would not be able to tell the 
difference between the case in which the floor is holding you up so that you don't 
fall toward the centre of the Earth and the case in which the room is attached to a 
rocket accelerating smoothly at 9.8 m/s/s.

That does not imply that there is no such thing as gravitational attraction, it 
implies something more like accelerated motion is motion that resists the local 
influences exerted by the gravitational field. It is true that the gravitational field 
has degrees of freedom that can be set independently of the mass distribution, 
but that, too, doesn't imply that there is no such thing as gravitational attraction. 

Now, if we took the solar system and removed the Earth and moon, the other 
planets would change course only slightly relative to one another. If we removed 
the sun, then the other planets would change their motion pretty drastically 
relative to one another. That's because the other planets are far more strongly 
gravitationally attracted to the Sun than to the Earth. That fact is not coordinate 
dependent, and one  of Einstein's motivations was to remove coordinate 
dependence by having a theory of gravity invariant under all coordinate changes. 
So Einstein's theory in some sense means almost exactly the opposite of what 
you said.

 Popper's original point was, that you can never be certain whether the
 contents of a thought corresponds to reality as it is. However, you
 CAN know when the contents of a thought DOES NOT correspond to reality
 as it is. So the concept of knowledge is more general than the concept
 of truth. You CAN be certain about what you bring forward. But the
 certainty is always of a negative kind. You can be certain about what
 is NOT 'out there', but you cannot be certain about what IS out
there.

Certainty is a subjective feeling and so it is totally irrelevant to the



issue of truth.

**It depends on how you define certainty. I define it as follows. Whenever I
have a certain imagination, and I have knowledge that tells me which actions
I have to perform to transform that imagination into an experience, because
I have identified the context within those actions indeed lead to the
experiences, then this knowledge is certain within that context.

**In the swan example I gave, I showed an example of this. I am certain that
within the fence, there are only white swans. And that is because I have
made this certain through the actions I have performed.

All knowledge, including knowledge of whether a theory is false, is
conjectural.

This is nonsense! You have conjectures, and refutations. They are
different things.  If I have a conjecture, that all planets move around the
sun in ellipses, under the law of gravity, and I then measure the perihelic
motion of Mercury, then I have a refutation of Newton's law of gravitation.
I see something that is in contradiction with my expectation, and therefore
know it is false.

That's dependent on the conjecture that your telescope works in the way you 
expect it to. It is also dependent on other conjectures. For example, if light travels 
at a finite speed v1 then as Mercury moves further away you will see images from 
Mercury later than you would if the light travelled at a faster speed v2. So your 
predictions of what you will see will depend on your conjectures about the speed 
of light.

In short, a conjecture is always a thought. A refutation is the
elimination, or the silencing of a thought. Saying that all knowledge is
conjectural is equivalent to  saying that a fire and the extinguishing of a
fire are both forms of burning.

It is true that the refutation of an idea doesn't imply any particular replacement for 
that idea. However, the refutation itself is still a conjecture.

Results of experiments are conjectures about what exists in the real world



and whether those conjectures are any good or not depends on whether the
explanations that led to them are any good, see Chapter 2 of BoI.

**And what, exactly, is meant by: 'an explanation is good'? That is exactly
what I am trying to make clear. I have an answer to this question. Whenever
a theory is able to identify the initial conditions that lead to the
transformation of an imagination into an experience, that theory is good.

A good explanation tells a story about what is going on in reality that is hard to 
vary.

Your criterion for a good explanation suffers from at least one flaw that I can think 
of off the top of my head. Suppose that you have a rule of thumb about how to 
construct cathedrals and you know that using this rule, your cathedrals will 
remain standing 89% of the time. So if you just imagine that 89% of the time your 
cathedrals will stand the rule of thumb will be good at transforming your ideas into 
experiences. But it can still be a bad explanation by scientific standards. Why 
89%? Well, that's just something that happens, it's not explained by the rule of 
thumb. It might be explained by a scientific theory.

Furthermore, a scientific theory might tell you that many of your imaginings can't 
be transformed into experiences at all. You can imagine travelling faster than 
light, but you can't actually do it. You can imagine getting your laptop to calculate 
an uncomputable function, but you can't actually do it. And so on. 

For Popper's position, see for example Chapter V of Logic of Scientific
Discovery, especially Section 29.

I have looked it up. In it I see the basic flaw of philosophy.
Philosophers think that any answer can be transformed into a question, which
can then be answered, and then again be transformed into a question ad
infinitum. They think that it is only a matter of decision where you stop.

It's not only a matter of decision. Popper states that you can reconsider any 
particular decision if you have some theory that seems to indicate the decision 
might have been bad. It's not only a matter of decision. It's a matter of good 
explanation.



They overlook one possibility. It can be, that some theory can have itself
as its most general special case. There exists, within logic, for example,
an axiom scheme that produces an infinite number of axioms, the total
collection of which, and their derivation through Modus Ponens can be proved
to be equivalent to the set of all tautologies. What is so interesting about
this axiom scheme is that you can derive the simplest axiom possible from
it, and then replace the propositions in that axiom with letters standing
for an arbitrary well defined formula. If you do that, you have derived the
theory from itself.

That sounds kinda dubious because, for example, the set of all tautologies 
includes non-computable stuff - reference?

However, even if it were true, all it would mean is that your simplest axiom is a 
conjecture with a lot of reach.

**But let me give in any case a simple example. Thinking about thinking is
also thinking. So if you have found a general way to designate thinking in
general, then everything you discover about thinking is also a discovery of
thinking about thinking, and a discovery of thinking about thinking about
thinking etc. ad infinitum. So thinking about thinking is also thinking
'imbedded in' thinking, so to speak.

That would be another example of a conjecture with a lot of reach.

Alan



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: TRUTH an error? (was RE: [BoI] Re: Global Warming)
Date: May 30, 2011 at 1:42 PM

On Mon, May 30, 2011 at 4:44 AM, Konrad Swart <dimens5@xs4all.nl> wrote:

In any case, Popper did not dare to draw the ultimate conclusions from his
own findings. He was so attached to the concept of 'truth' that, in order to
save it, he invented his 'three world' theory.

In the same manner, Popper invented his three-world construction to save the
concept of truth.

No, Popper was not attached to the concept of truth.

Early on, he was unsure about truth and avoided advocating it.

He only began advocating objective truth later, after he learned some
ideas from Tarski. He thought that Tarski's argument saved the
correspondence theory of truth.

It's Tarski's argument, not the three world theory, which saves truth
in Popper's view.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Re: TRUTH an error?
Date: May 30, 2011 at 1:44 PM

On Mon, May 30, 2011 at 8:42 AM, Konrad Swart <dimens5@xs4all.nl> wrote:

As I said, it was by thinking through the shock of general relativity that made me 
reject the whole idea of truth.

Do you think general relativity is true?

Why listen to it, and learn any lessons from it, unless you think it is true?



From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Re: TRUTH an error?
Date: May 30, 2011 at 6:00 PM

It is also possible, to learn that a certain way of thinking is false. What
I learned from general relativity is that it is possible to understand the
world in a totally different way. Naïve realism states, that you see the
world as it is. The shock of the Copernican revolution showed that there is
a component of thinking in everything you experience. As David Deutsch said
in his book: all observation is 'theory laden'.

General relativity has generalized this notion even more. The world picture
of general relativity is so shockingly different from that of all of its
predecessors, that I became convinced that 'theory laden' is an
understatement. Experience does not arise out of the senses, but is
generated from within. The only thing the senses do is correcting the
possible experiences you CAN have to those that are not inconsistent with
the data of the senses. So the origin of experience itself is not the
outside world, but all experiences are generated by the brains.

As I have explained, there is no essential difference between experiencing
when you dream, and experiencing when you are awake. The only difference
that allows us to distinguish between the dream state and the state wherein
we are awake is that there is, on top of the generation of experiences of
the dream state there is another process going on, that limits or restricts
all the possible experiences we can have to those that are not inconsistent
with the data of the senses AND with logical consistency AND, as a last
thing, to the 'plan' that forms the center of our actions.

This elimination of experiences is exactly what I identify with
consciousness. So when you sleep and dream, you experience while you are not
conscious. When you are awake, that is, in the normal wake state, you are
experiencing AND you are conscious.

There exist another state of the mind, which very few people know about. It
is a state, whereby there is only consciousness and NO experiencing. This
extraordinary state of the mind is not very well known in the West, but in
the East it is well known. It has several names. One name for it is Samadhi.
Another is Moksha. In the west we use the word 'enlightenment', but this is
a confusing term, because the word 'enlightenment' is also used to designate
that period of the west wherein rational thinking became important.



In any case, the state of Samadhi is a strange one, because you cannot say
'what it is like to experience' it, exactly because it puts a stop to all
experiencing. This, by the way, means that in the state of Samadhi all
thoughts and all thinking has stopped. In the state of Samadhi there is no
experience at all, there is only consciousness. Since suffering is a form of
experiencing, it also means a stop to all suffering. Unfortunately, enjoying
yourself is also a form of experiencing. So the state of Samadhi puts a stop
to that as well. This last thing was something Buddha, who could bring
himself in that state, overlooked. And this is why Buddhism made the mistake
to think that it is best to be not attached to anything at all, and
therefore the best way to live is becoming a beggar.

The question: 'is general relativity true?' is meaningless to me, because I
reject the whole idea of truth. What I DO think is that general relativity
is the best theory there is, because its range of unableness to refute it,
its context, is the largest one when we want to understand the world at
large. General relativity IS in contradiction with quantum mechanics,
though, because quantum mechanics says that there has to be a particle
associated with the gravitational field. But then you have the
contradiction, that according to the reference frame you are in, in which
you have transformed the gravitational field away, there is NO particle,
while in another reference frame, wherein there IS gravity, there has to be
a boson with spin 2. This is a conflict with quantum mechanics, and is well
known. It is THE factor, that has prevented physicists to come up with one
theory that is able to incorporate both general relativity and quantum
mechanics.

So the state physics is in now, is that of not being able to produce ONE
theory that is able to deal with ALL the data of the senses. We have a
theory for large scale phenomena, which is general relativity, and a theory
for very small phenomena, which is quantum mechanics. But not one theory.

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Anonymous
Person
Sent: Monday, May 30, 2011 7:45 PM
Subject: [BoI] Re: TRUTH an error?

mailto:beginning-of-infinity@googlegroups.com


On Mon, May 30, 2011 at 8:42 AM, Konrad Swart <dimens5@xs4all.nl> wrote:

As I said, it was by thinking through the shock of general relativity that
made me reject the whole idea of truth.

Do you think general relativity is true?

Why listen to it, and learn any lessons from it, unless you think it is
true?



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: TRUTH an error?
Date: May 30, 2011 at 6:43 PM

On Mon, May 30, 2011 at 3:00 PM, Konrad Swart <dimens5@xs4all.nl> wrote:
It is also possible, to learn that a certain way of thinking is false. What
I learned from general relativity is that it is possible to understand the
world in a totally different way. Naïve realism states, that you see the
world as it is. The shock of the Copernican revolution showed that there is
a component of thinking in everything you experience. As David Deutsch said
in his book: all observation is 'theory laden'.

Seeing the reality behind the appearances means:

Seeing the *truth* behind the appearances.

There is no such thing as reality without truth. If there is a
reality, there is a truth of the matter about what that reality is.

No truth means no way to judge statements about reality since none are
truer than others, none are deviations from the truth, etc...

Similarly, to interpret anything there has to be a truth. You try to
get the true interpretation instead of a false one. If there is no
truth, you might as well interpret randomly because no interpretation
can be truer than any other.

The idea that we don't "see the world as it is" but have to interpret
requires there is a world that is, an unseen world, which are
interpretations are trying to learn about. There are non-obvious
truths to discover.



From: Michael Golding <mlionson428@yahoo.com>
Subject: RE: TRUTH an error? (was RE: [BoI] Re: Global Warming)
Date: May 31, 2011 at 10:52 AM

Konrad says:

"experiences are not created by data of the senses
constructing our
world within, but they are generated from within, as
dreams, and then
elimination takes place from the data of the senses."

Michael says,

"Konrad, several people seem to be asking you your proposed theory by which 
"elimination (of conjectures?) takes place from the data of the senses"

Please remember the "data of the senses" are nothing other than electrical 
crackles in our brain, at best. These have to be understood via implicit and 
explicit theories of our mind.

If we do not have to utilize a conjecture to interpret the electrical crackles in our 
brain (the "data of the senses")  how can a mental state be created?

Do you agree that the electrical crackles in our brain need to be interpreted in 
order to have meaning?

Thanks."



From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: TRUTH an error? (was RE: [BoI] Re: Global Warming)
Date: May 31, 2011 at 11:35 AM

I get too many questions like this. It is just too much work to answer them
on this ad hoc manner. I have arrived at the conviction, that e-mail is not
the way to deal with these, and other questions.

What I must do, is give a systematic explanation of all of the steps needed
to fully understand that the concept of 'truth', defined as: 'thoughts that
represent the world as it is', is false.

So I decided to no longer respond to questions from this forum, but to write
a book about it, as soon as my present book about the connection between
economic value and money is finished. A topic I find way more important than
this topic.

Thank you for all of your questions. Not only of you, but also of others. It
has given me some idea of all of the issues I have to explain in the book to
make it into one coherent argument.

Greetings,

Konrad.

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Michael Golding
Sent: Tuesday, May 31, 2011 4:53 PM
Subject: RE: TRUTH an error? (was RE: [BoI] Re: Global Warming)

Konrad says:

"experiences are not created by data of the senses constructing our
world within, but they are generated from within, as dreams, and then
elimination takes place from the data of the senses."

Michael says,

"Konrad, several people seem to be asking you your proposed theory by which

mailto:beginning-of-infinity@googlegroups.com


"elimination (of conjectures?) takes place from the data of the senses"

Please remember the "data of the senses" are nothing other than electrical
crackles in our brain, at best. These have to be understood via implicit and
explicit theories of our mind.

If we do not have to utilize a conjecture to interpret the electrical
crackles in our brain (the "data of the senses")  how can a mental state be
created?

Do you agree that the electrical crackles in our brain need to be
interpreted in order to have meaning?

Thanks."



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] How China Plans to Leapfrog the American Economy (And it's Not 
What You Think)
Date: May 31, 2011 at 11:49 AM

[wondering if there's a popperian/BoI perspective on this: is there a
way in the philosophy to forsee the competitive landscape of tomorrow?
Is the tactic propoposed for China bad philosophy? Would that stop it
happening anyway, would it make it fail? Is there a free market
response to a national level strategy like this? Or is all of this
irrelevant?]

How China Plans to Leapfrog the American Economy (And it's Not What
You Think)

Many Americans are already concerned about China's growing economic
challenge to the United States. Indeed, the challenge itself is hardly
news anymore. But a new book, Red Alert by Stephen Leeb, argues that
Americans have radically misunderstood just what this challenge
consists of.

Everyone who has "woken up" to the problem (i.e. not the
administration, the U.S. Chamber of Commerce, or the Republican
leadership) understands the threat posed by China's cheap labor and
low standards for everything from child labor to environmental
protection. Most people who aren't hopeless laissez-faire ideologues
are twigging to the fact that China's state-directed capitalism is
running rings around America's private-sector capitalism right now.
But what few people realize is that China has an even more radical
economic strategy up its sleeve, a strategy that aims not just to
equal the United States but to surpass it and quite possibly shut
America out of the economic future.

The basis of China's strategy is the fact that the world is heading
rapidly into the era of fundamental resource constraints.

Up until the present time in human history, although various natural
resources have been scarce enough to fight over, no important natural
resource have ever been scarce enough that humanity simply ran out of



it.

This, the author argues, is going to change.

The interesting thing is that the resource in question isn't the usual
suspect: oil--though oil is certainly going to become prohibitively
expensive as we hunt down the last few drops in harder-and-harder-to-
reach places that require more-expensive drilling and extraction
techniques for less return. It isn't gas or coal, either, though these
have similar futures.

(Any reader who believes these resources will last indefinitely can
stop reading right here; those who are unsure should consult the
persuasive analysis in the book itself.)

The resource, paradoxically, is every environmentalist's dream: green
energy.

Huh? How can the world run out of green energy? Isn't that the whole
point?

Oops. In our rush to green energy, we've forgotten something. Those
pretty blue photovoltaic cells glinting in the sunlight don't grow on
trees. Neither do those magnificent 300-foot windmills or their
smaller cousins.

They have to be made, and they are made out of some very scarce
materials.

Like Indium. And antimony. Beryllium. Gallium. Germanium. Tungsten.
Lanthanum. Tantalum. Neodymium. Niobium. Rhenium. Cobalt. Tantalum.
Even familiar platinum, silver, and chromium. Even humble graphite.

Go look on the periodic table that you vaguely remember from high-
school chemistry. These elements are the ones whose names you had to
memorize but which nobody had much significant use for until recently.
These obscure substances may one day be more strategic than the oil of
the Middle East.

These are elements, remember. That means--basic chemistry--that you



can't make them out of anything else. You either have them or you
don't. And, given present rates of consumption (which will only go
up), the world is simply running out.

Why are they important? For example, the so-called rare earths among
these materials are needed to make the super-strong magnets that are
needed whenever you want to mechanically generate (or consume)
electricity efficiently. The authors estimate that a three-megawatt
wind turbine contains nearly two tons of rare earths of various kinds.
Even a humble Toyota Prius contains 22 pounds of lanthanum in its
battery.

No lanthanum, no electric cars.

"Fine," you say. "Surely clever scientists will find other ways of
making all these products if their present ingredients become
unavailable?"

Not so fast. The problem here is that, unlike inventing a new computer
program, what these products do is closely constrained by fundamental
laws of physics. There simply aren't an infinite number of ways to
make, say, a small but powerful magnet or a silicon wafer that will
generate electricity when exposed to the sun.

It's like trying to find a substitute for water.

Innovation and creativity will probably loosen some of these raw-
materials constraints a little, as alternative ways of making things
are discovered. But only a little. Mother Nature bats last.

What about the old American faith that "innovation can solve
anything." Well, be careful with that word "anything." If you look at
the successfully innovative parts of our economy, they are all
industries where innovation isn't blocked by fundamental physical
laws. So we simply cannot assume that technology is going to bail us
out of this one.

It is equally unjustified to retort that all gloom-and-doom analyses
are wrong because gloom-and-doom analyses have been wrong in the past.
So they have. (Club of Rome, anyone?) This proves, on its own, nothing



but the need to examine every analysis on its own factual merits.

How about the "magic of the marketplace?" Nope. Having a market
economy will (more or less) guarantee that whatever physical resources
we have will be used in the way that adds the most economic value. It
cannot itself magically bring those resources into being.

Here's where China comes in. China is seeking to establish a strategic
lock on these key raw materials. It plans to build itself an economy
powered by this energy and then just sit back and watch the United
States run out of gas.

This strategy doesn't only consist in establishing a monopoly on key
raw materials, though this is its hardest point of ultimate leverage.
China also aims to dominate the industries that convert these
materials into green energy products. It is using price competition to
squeeze out the American solar industry, for example, which it hopes
to dominate as Japan now dominates consumer electronics

If China's master plan reaches even partial fruition, it will gain a
gigantic economic advantage over the U.S. Americans will be left
struggling with $10/gallon gasoline and its likely inflationary and
recessionary consequences. Our living standard will be hobbled for
decades.

And if China's master plan reaches its full fruition, the game is
simply over for us as a superpower. Indeed, under some scenarios, it
may well be over for us as a developed nation.

This is grand strategy on a civilizational scale.

It is possible that economic and military decline will prove mutually
reinforcing. If the world decisively moves--as it is already gradually
moving--away from market allocation of natural resources to political
allocation and so-called resource nationalism, then the inability to
project sufficient power to guarantee access to key resources will
itself curtail that access, weakening the economy that supports that
military strength.

There is a huge controversy right now about whether China is sincere



about cleaning up its environmental act. The authors argue that in
significant part, it is indeed, as evidenced by the fact that China is
now the world's largest producer of green energy technologies.

But they're not doing it because they've joined the Sierra Club.
They're doing it for the same reason they do everything: because it is
a component of their plan for advancing national power.

Beijing makes plans in very long increments. They, unlike our own
election-cycle worshiping rulers, think through where they want their
country to be 100 years from now.

This is why China is busy economically colonizing Africa--now home to
an estimated one million Chinese workers--and is making fools of us in
Afghanistan, where American military power is currently protecting
huge Chinese investments in coal, copper, and other resources.

We, on the other hand, sold off most of our own strategic minerals
reserve in 1992, confident that the end of history had arrived and the
Soviet Union was the last enemy we would ever face. We allowed
Molycorp's Mountain Pass mine in California's Mohave desert--
historically one the entire world's largest sources of rare earths--to
be shut down by cheap Chinese competition.

We almost allowed China to buy this mine outright in 2005, when it was
owned by a subsidiary of Unocal petroleum. We didn't. So there may be
hope for us yet. Congress passed a strategic minerals bill , the Rare
Earths and Critical Materials Revitalization Act,in 2010, albeit a
tiny sop compared to Beijing's grand strategy on the issue. Australia
similarly checked a Chinese buyout in 2009.

James Schlesinger, who served under President Carter as our first
Secretary of Energy, once noted that the American public has only two
attitudes towards energy policy: "complacency and panic." I suspect,
after reading this book, that a little bit of salutary panic might be
in order.<



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
Date: May 31, 2011 at 12:49 PM

Hibbsa reported

"> Like Indium. And antimony. Beryllium. Gallium. Germanium.
Tungsten.
Lanthanum. Tantalum. Neodymium. Niobium. Rhenium. Cobalt.
Tantalum.
Even familiar platinum, silver, and chromium. Even humble
graphite....

These are elements, remember. That means--basic
chemistry--that you
can't make them out of anything else. You either have them
or you
don't. And, given present rates of consumption (which will
only go
up), the world is simply running out."

Michael responds:

"Why can't you make them out of anything else? How were they made to begin 
with?"



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
Date: May 31, 2011 at 1:09 PM

On Tue, May 31, 2011 at 8:49 AM, hibbsa <hibbsa@yahoo.com> wrote:

These are elements, remember. That means--basic chemistry--that you
can't make them out of anything else. You either have them or you
don't. And, given present rates of consumption (which will only go
up), the world is simply running out.

BoI mentions transmutation which this claim overlooks. (Elements are
not fundamental. They are made out of protons, neutrons, electrons. Of
which we have ample supply.)

Also overlooked is that we can and do find new pre-existing sources of them.

And there's substitute goods.

And it's just not true that presents rates of consumption "will only
go up". That is the kind of prophesy BoI criticizes. They might go
down for a variety of reasons, such as a new technology or if we were
actually running out people might change their usage.

One way for people to reduce their usage is this: actual shortages
raise prices (at the right time, rather than early). People take note
of this information and some stop using it.

Basically the article says BoI is wrong (and maybe capitalism too)
without engaging with BoI's arguments. It's Malthus again, for the
1000th time.

One interesting thing about the article is it basically claims "green"
energy is a myth and "green" energy is unsustainable. That is true and
fits with BoI's position on sustainability. Yet at the same time the
article doesn't question that the "green" methods actually deserve
their name. It reveals the name as nonsense yet keeps using it without
comment.



And if China's master plan reaches its full fruition, the game is simply over for us 
as a superpower.

China is not inherently our enemy. It's not us vs. them. If they
become a civilized, peaceful, liberal, rich, first world nation, then
that's great for both us and them. The article has xenophobic ideas
throughout.

What game would be over? The game of being better than the other
races? That's not the game we're playing!



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
Date: May 31, 2011 at 6:44 PM

On 31 May 2011, at 4:49pm, hibbsa wrote:

They have to be made, and they are made out of some very scarce
materials.

Like Indium. And antimony. Beryllium. Gallium. Germanium. Tungsten.
Lanthanum. Tantalum. Neodymium. Niobium. Rhenium. Cobalt. Tantalum.
Even familiar platinum, silver, and chromium. Even humble graphite.

I think he forgot Europium, one of the rarest of the rare-earth elements.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
Date: May 31, 2011 at 6:49 PM

On May 31, 2011, at 3:44 PM, David Deutsch wrote:

On 31 May 2011, at 4:49pm, hibbsa wrote:

They have to be made, and they are made out of some very scarce
materials.

Like Indium. And antimony. Beryllium. Gallium. Germanium. Tungsten.
Lanthanum. Tantalum. Neodymium. Niobium. Rhenium. Cobalt. Tantalum.
Even familiar platinum, silver, and chromium. Even humble graphite.

I think he forgot Europium, one of the rarest of the rare-earth elements.

What about californium?

And could you explain your point, David?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
Date: May 31, 2011 at 6:57 PM

Most people who aren't hopeless laissez-faire ideologues are twigging to the 
fact that China's state-directed capitalism is running rings around America's 
private-sector capitalism right now.

So laissez-faire capitalists disagree with the assertion, but the
author doesn't want to hear or refute their arguments - he's just
going to pretend that people making these arguments are hopeless
ideologues. And he's just going to pretend that other sensible
thinking people could not disagree. Well, he's wrong. What major
innovative products has China come up with lately? Name some. Now what
innovative products has America come up with lately? That's easy isn't
it?

-- Brian Scurfield



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
Date: May 31, 2011 at 8:25 PM

--- On Tue, 5/31/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
To: beginning-of-infinity@googlegroups.com
Date: Tuesday, May 31, 2011, 6:49 PM

On May 31, 2011, at 3:44 PM, David Deutsch wrote:

On 31 May 2011, at 4:49pm, hibbsa wrote:

They have to be made, and they are made out of
some very scarce

materials.

Like Indium. And antimony. Beryllium. Gallium.
Germanium. Tungsten.

Lanthanum. Tantalum. Neodymium. Niobium. Rhenium.
Cobalt. Tantalum.

Even familiar platinum, silver, and chromium. Even
humble graphite.

I think he forgot Europium, one of the rarest of the
rare-earth elements.

What about californium?

And could you explain your point, David?

-- Elliot Temple
http://fallibleideas.com/

Michael says,

http://fallibleideas.com/


"Hi.
Europium, according to Wiki, is produced by nuclear fission. Safe nuclear power 
might help us compete with China's wind farms."



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Objective Truth
Date: June 1, 2011 at 4:21 AM

On 30 May 2011, at 03:52 AM, Elliot Temple <curi@curi.us> wrote:

The theory of objective truth says: mistakes exist, ideas can be wrong, there is a 
*an objective standard by which ideas can be judged* (our judgment, of course, 
is fallible).

Objective truth is a prerequisite for ideas such as fallibility or learning.

There is no such thing as learning if there isn't truth. You could just make 
anything up, or nothing at all, and it'd all be just as good, if there was no truth.

You can't be fallible if you can't make mistakes. And you can't make mistakes 
without a truth, because mistakes are deviations from the truth.

Some artists seem to want it both ways: they say that, on the one hand, there 
actually is something you can learn from studying art. But on the other hand, they 
deny there is objective truth in aesthetics.

Is the reason they do this to wiggle out of criticism? To say they're not actually 
making mistakes?

--
Lulie Tanett



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Re: Evolutionary value of explanations
Date: June 1, 2011 at 4:44 AM

On 24 May 2011, at 07:34 PM, John Campbell <smilesooner@gmail.com> wrote:

On May 10, 10:12 am, David Deutsch <david.deut...@qubit.org> wrote:
On 10 May 2011, at 3:58pm, jim morris wrote:

What would an explanations that didn't generate predictions look like?
A fairy tale? They have their uses, but I think you wouldn't like
them.

Explanations that don't make predictions belong to non-scientific fields such as 
philosophy.

So, for example, they generate moral values and precepts such as not to 
threaten visiting speakers with a poker.

They also generate epistemological theories such as Popper's.

Your own explanation (erroneous, but the point stands) that predictionless 
explanations are either not "useful" or are essentially "fairy tales", itself relies 
on a system of values that makes no testable prediction.

-- David Deutsch

I was provided an excellent illustration of the power of explanations
over predictions. I am teaching a novice to work under my supervision,
but I want and need her to understand her job to the best of her
ability.

I want her to anticipate what actions I may take in a certain
situation - not as a prediction but because she understands the
situation and is making decisions based on her own explanations. I
look forward to her progressing in the complexity of her explanations,
leading her to do more before she is instructed to do so.

I recognized this morning that she is trying to guess or predict what



I will do, rather than developing her own ideas based on her
understanding. I can see that this is a dead end for her (and for me
as her supervisor who wants her to develop her knowledge). She sees me
as an authority figure rather than a person with better explanations
or more knowledge. I wonder if this is the common default position for
many people. Prediction does have value in our toolboxes for testing
an idea, so are our minds naturally biased to this? Or has the spread
of bad philosophies led to the ubiquity of prediction.

It could be that most people have bad philosophy which leads them to think they 
need to predict (prophesy) stuff, so they don't think carefully about their 
explanations (which is the actual thing they're acting on).

It could also be that she didn't understand your explanations -- so she didn't really 
consider them better, and tried to use her own. Communication is hard. 
Especially when people are used to just doing what the teacher says and faking 
understanding in order to get good grades.

Explanation also has value, so I don't see why we would be 'naturally biased' 
towards prediction.

--
Lulie Tanett



From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
Date: June 1, 2011 at 5:58 AM

Those who watched Newsnight (BBC2) last night may have come away with
a several mixed messages...

I understood it be: China's centrally planned yet semi-capitalist
system has produced impressive growth over the last 30yrs or so. But
unlike 'western' powers, at its core, its culture tends to produce a
rather staid, static and generally not very innovative population.

Yes China is going to 'clean up its act' (pollution etc), and is
investing heavily in wind, solar power technologies and so on - but so
what?

If genuine freedom comes to China, and with it useful democracy, the
rule of law, etc - then *that* will affect the West's current
position. A true intellectual enlightenment in China in the next
decade, will be worrying for some, but surely fantastic for humanity
as a whole and the growth of knowledge.

Of course, such freedom may not come to pass, and China will continue
in its role as the 'workshop of the world'. Likewise India, whilst
theoretically ticking most of the boxes, is hobbled by religion, cast
system, corruption...

-- William



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
Date: June 1, 2011 at 7:00 AM

On May 31, 11:57 pm, Brian Scurfield <briankscurfi...@gmail.com>
wrote:

Most people who aren't hopeless laissez-faire ideologues are twigging to the 
fact that China's state-directed capitalism is running rings around America's 
private-sector capitalism right now.

So laissez-faire capitalists disagree with the assertion, but the
author doesn't want to hear or refute their arguments - he's just
going to pretend that people making these arguments are hopeless
ideologues. And he's just going to pretend that other sensible
thinking people could not disagree. Well, he's wrong. What major
innovative products has China come up with lately? Name some. Now what
innovative products has America come up with lately? That's easy isn't
it?

-- Brian Scurfield

Hi Brian - there's usually a political bias in the writing-up of
something but it's possible to look past that. I was...one of the
things I was asking whether and what sort of free market solution
there might be to a national level strategy? Further.....are national
level strategies a philosophically bad idea for us to pursue in this
fast changing world?  It might be a bad parallel but the Soviets had a
national level strategy and the answer to it by the West was
multidimensional. Going to the Moon wasn't a free market solution.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
Date: June 1, 2011 at 7:01 AM

On May 31, 11:44 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 31 May 2011, at 4:49pm, hibbsa wrote:

They have to be made, and they are made out of some very scarce
materials.

Like Indium. And antimony. Beryllium. Gallium. Germanium. Tungsten.
Lanthanum. Tantalum. Neodymium. Niobium. Rhenium. Cobalt. Tantalum.
Even familiar platinum, silver, and chromium. Even humble graphite.

I think he forgot Europium, one of the rarest of the rare-earth elements.

-- David Deutsch

LOL (I think...or is Eu one of the bottleneck elements in your
view....) :O)



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: How China Plans to Leapfrog the American Economy (And 
it's Not What You Think)
Date: June 1, 2011 at 7:22 AM

On 1 Jun 2011, at 12:01pm, hibbsa wrote:

On May 31, 11:44 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 31 May 2011, at 4:49pm, hibbsa wrote:

They have to be made, and they are made out of some very scarce
materials.

Like Indium. And antimony. Beryllium. Gallium. Germanium. Tungsten.
Lanthanum. Tantalum. Neodymium. Niobium. Rhenium. Cobalt. Tantalum.
Even familiar platinum, silver, and chromium. Even humble graphite.

I think he forgot Europium, one of the rarest of the rare-earth elements.

-- David Deutsch

LOL (I think...or is Eu one of the bottleneck elements in your
view....) :O)

No. In my view there are no bottleneck elements. The bottleneck is always 
creativity.

In BoI I describe my first encounter with the element-depletion theory of the 
determinants of progress. It was in 1974 and it concerned Europium specifically.

-- David Deutsch



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Re: How China Plans to Leapfrog the American Economy (And 
it's Not What You Think)
Date: June 1, 2011 at 9:46 AM

One can argue back and forth how well one economy is doing over another, as
well as how the respective political systems foster or hinder economic
growth. I don't really have the stamina for such messy arguments.

And all the economies discussed are such a hodge podge mixture of policies,
freedoms, regulations, crony capitalism and socialism that it is impossible
to pick it apart.

As I see it, there is stuff and there are ideas. If China is betting on the
superior value of stuff over ideas, I think they will find that their
strategy is a poor one compared to valuing and developing ideas and
knowledge.

As DD and reality shows us - ideas can make stuff, but stuff has a tough
time coming up with ideas. The two are obviously not mutually exclusive and
both are important.

As I see it, the limiting factor in the economy is not so much stuff, but
ideas.

John Campbell



From: John Campbell <smilesooner@gmail.com>
Subject: [BoI] Re: The AI 'breakthrough'
Date: June 1, 2011 at 12:51 PM

That sounds interesting.

Would you recommend the book?

John Campbell



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: How China Plans to Leapfrog the American Economy (And 
it's Not What You Think)
Date: June 1, 2011 at 1:20 PM

On Jun 1, 2011, at 4:00 AM, hibbsa wrote:

On May 31, 11:57 pm, Brian Scurfield <briankscurfi...@gmail.com>
wrote:

Most people who aren't hopeless laissez-faire ideologues are twigging to the 
fact that China's state-directed capitalism is running rings around America's 
private-sector capitalism right now.

So laissez-faire capitalists disagree with the assertion, but the
author doesn't want to hear or refute their arguments - he's just
going to pretend that people making these arguments are hopeless
ideologues. And he's just going to pretend that other sensible
thinking people could not disagree. Well, he's wrong. What major
innovative products has China come up with lately? Name some. Now what
innovative products has America come up with lately? That's easy isn't
it?

-- Brian Scurfield

Hi Brian - there's usually a political bias in the writing-up of
something but it's possible to look past that. I was...one of the
things I was asking whether and what sort of free market solution
there might be to a national level strategy?

Why would a free market liberal want a "national level strategy"?

What useful problem does it solve?

Making *my* nation better than someone else's nation is not a problem any liberal 
is interested in. That's just parochial bias. And anyway what makes greatness is 
individuals acting individually, not national action. Collectivism makes everything 
less great.

Free trade means free *global* trade. Liberals don't really like national borders. 



Not that they can be abolished right away, but they can and should be largely 
abolished/ignored for purposes of trade.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: The AI 'breakthrough'
Date: June 1, 2011 at 1:32 PM

On June 1, at 5:51 PM, John Campbell wrote:

Would you recommend the book?

Certainly...

In fact 90% of it (albeit an old draft) is freely available on
Minsky's site:  http://web.media.mit.edu/~minsky/eb6.html

An interesting video if you can ignore the silly audience comments is
at:  http://mitworld.mit.edu/video/484

His suggestion is a bit like de Grey's SENS strategy (ageing is an
engineering problem - fix all accumulating errors simultaneously). He
advocates a general AI will require 1) common sense (perhaps CYC or
Wolfram Alpha?) 2) explicit goals, 3) being mentally resourceful
enough to be cope in the 'messy' real world.

-- William

http://web.media.mit.edu/~minsky/eb6.html
http://mitworld.mit.edu/video/484


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: The AI 'breakthrough'
Date: June 1, 2011 at 1:46 PM

On Jun 1, 2011, at 10:32 AM, William wrote:

On June 1, at 5:51 PM, John Campbell wrote:

Would you recommend the book?

Certainly...

In fact 90% of it (albeit an old draft) is freely available on
Minsky's site:  http://web.media.mit.edu/~minsky/eb6.html

An interesting video if you can ignore the silly audience comments is
at:  http://mitworld.mit.edu/video/484

His suggestion is a bit like de Grey's SENS strategy (ageing is an
engineering problem - fix all accumulating errors simultaneously). He
advocates a general AI will require 1) common sense (perhaps CYC or
Wolfram Alpha?) 2) explicit goals, 3) being mentally resourceful
enough to be cope in the 'messy' real world.

I think the AI field needs to stop ignoring epistemology. A (general) AI will require 
conjectures and refutations, because that's how knowledge is created. The idea 
of a (general) AI is that it's a universal knowledge creator (or DD might prefer to 
say: universal explainer). So they should be paying close attention to what is 
known about epistemology (the study of knowledge) and universality.

Common sense will be an emergent property of knowledge creation and existing 
knowledge (the AI will be capable of common sense, but not yet have it, like a 
child. Then after it learns more it will gain common sense.).

The AI field also needs to pay attention to the issue of parenting/educating AIs. 
There is no reason to expect an AI to be more rational than a person if it's 
educated in an equally irrational way.

Some AI people seem to assume an AI can be educated simply by giving it data 
files as input. But that is simplistic and false. They are thinking the following, 

http://web.media.mit.edu/~minsky/eb6.html
http://mitworld.mit.edu/video/484


"Microsoft word can read input files in various formats. I can easily write code to 
read in data for my AI too." The problem is this: Microsoft word and other 
programs read in data in a non-intelligent way. Getting data to be understood by 
an intelligence is a different problem than just parsing it in a non-AI way. An AI will 
need to input ideas by *thinking* just like a person. It will interpret evidence, like a 
person. Handing it data files will only be like handing people sense data. It won't 
just automatically make it know everything.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Lulie Tanett <luliet@gmail.com>
Cc: autonomy-respecting-relationships@yahoogroups.com
Subject: Re: [BoI] Sex
Date: June 1, 2011 at 2:15 PM

On 12 May 2011, at 09:13 AM, Elliot Temple <curi@curi.us> wrote:
On May 12, 2011, at 12:52 AM, Alan Forrester wrote:

<snip>
So which view of sex is more accurate? Is it a parochial animal thing, or can it
be part of something good or aesthetically satisfying?

I don't think either view is accurate.

Rand says sex is an expression of one's own value.

But it's not. It's just rubbing.

So are there no aesthetic/moral/psychological/otherwise values in sex? Isn't food 
'just fuel' by that criterion?

Given that culture values sex so highly now, might not a rational progression of 
that to become interested in how to improve it (get rid of hangups like shyness, 
make it reflect true accepted morality more like by getting rid of stuff like 
domination/submission, criticise ones ideas about it, etc.)?

Or would it be better for culture to just drop it as a thing, and consider it like a 
highly niche interest like spoon collecting?

Given it has physical sensations, could that not be made into something like an 
art form, or an activity that many people would be interested in at some point in 
their lives? Or would that make it more like drugs?

(Speaking of which, in a rational society, would drugs be a normal interest that 
people try because they find the psychological/physiological effects interesting?)

What other consequences are there if one takes a rational view towards sex?

--
Lulie



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Re: The AI 'breakthrough'
Date: June 1, 2011 at 2:54 PM

2011/6/1 Elliot Temple <curi@curi.us>

The AI field also needs to pay attention to the issue of
parenting/educating AIs. There is no reason to expect an AI to be more
rational than a person if it's educated in an equally irrational way.

Well from what I can tell, most of the people in the AI field are trying to
do just that. I don't know anybody who would be trying to construct a dream
machine that would reveal us the mysteries of the world when we'd press the
'On' button (it's also true  that I don't know that many people in the field
:P).

Almost all attempts to construct AI (or even some more specific things like
computer vision, natural language translation etc.) seem to involve some
sort of machine "learning"- a.k.a educating.
It is true, that most of this "learning" is based on the philosophy of
empiricism and induction, and while it has produced some results, it has
otherwise turned out to be a lot less successful than people had hoped. So I
do agree that some new philosophical perspective is necessary for the field
to move on.

 Having said that,  if one wants to implement "Problem A --> Competing
theories --> Error correction --> Problem 2" - then the bottleneck seems to
be the "Competing theories" part - and I'd not be at all surprised, if this
part is at least sometimes or at least in part done by some sort of
statistical processing of the sensory data.

Or did I miss something? :)

Matjaž



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: The AI 'breakthrough'
Date: June 1, 2011 at 3:08 PM

On Jun 1, 2011, at 11:54 AM, Matjaž Leonardis wrote:

2011/6/1 Elliot Temple <curi@curi.us>

The AI field also needs to pay attention to the issue of
parenting/educating AIs. There is no reason to expect an AI to be more
rational than a person if it's educated in an equally irrational way.

Well from what I can tell, most of the people in the AI field are trying to
do just that. I don't know anybody who would be trying to construct a dream
machine that would reveal us the mysteries of the world when we'd press the
'On' button (it's also true  that I don't know that many people in the field
:P).

Almost all attempts to construct AI (or even some more specific things like
computer vision, natural language translation etc.) seem to involve some
sort of machine "learning"- a.k.a educating.

No. There's two different meanings of "learn" here. They want to create 
something that can learn. That's different than the issue of, once you create it, 
how do you teach it? How do you help it learn?

Making something capable of learning is the problem of making an AI. But the 
issue I'm talking about is: once you make an AI, how do you educate it? Do you 
hire some school teachers? Some parents? Or what? That's what I think they 
don't even really discuss.

A human child is an intelligence. It can learn. But how rational and wise it ends up 
depends a lot on its educators. And AI (AGI) will be like a child -- something that 
is *capable* of learning but has not yet learned a ton. But they don't understand 
this.

If you still think they do discuss it, please link/cite us to the discussion.

It is true, that most of this "learning" is based on the philosophy of



empiricism and induction, and while it has produced some results, it has
otherwise turned out to be a lot less successful than people had hoped. So I
do agree that some new philosophical perspective is necessary for the field
to move on.

Having said that,  if one wants to implement "Problem A --> Competing
theories --> Error correction --> Problem 2" - then the bottleneck seems to
be the "Competing theories" part - and I'd not be at all surprised, if this
part is at least sometimes or at least in part done by some sort of
statistical processing of the sensory data.

I think the hardest part is error correction (criticism). Conjectures can be a mix of 
random variants of existing ideas and also random new ideas. Not that the 
conjecture part is trivial, but it doesn't look like a fundamentally huge obstacle. 
The error correction part is *really hard* to get even a general idea of how it might 
be done.

In broad/vague terms, criticisms are statements which contradict other 
statements. The criticism might be false, or the statement might be false. How do 
you pick? No one knows anything like a straightforward algorithm for that.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Francis Wolfe <francis.wolfe@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [ARR] Re: [BoI] Sex
Date: June 1, 2011 at 5:17 PM

On Wed, Jun 1, 2011 at 7:15 PM, Lulie Tanett <luliet@gmail.com> wrote:

On 12 May 2011, at 09:13 AM, Elliot Temple <curi@curi.us> wrote:
On May 12, 2011, at 12:52 AM, Alan Forrester wrote:

<snip>
So which view of sex is more accurate? Is it a parochial animal thing,

or can it
be part of something good or aesthetically satisfying?

I don't think either view is accurate.

Rand says sex is an expression of one's own value.

But it's not. It's just rubbing.

So are there no aesthetic/moral/psychological/otherwise values in sex?
Isn't food 'just fuel' by that criterion?

Given that culture values sex so highly now, might not a rational
progression of that to become interested in how to improve it (get rid of
hangups like shyness, make it reflect true accepted morality more like by
getting rid of stuff like domination/submission, criticise ones ideas about
it, etc.)?

What's wrong with domination/submission?

Given it has physical sensations, could that not be made into something like
an art form, or an activity that many people would be interested in at some
point in their lives? Or would that make it more like drugs?

I think drugs are interesting alone and in groups. They're not really a



partner-activity, unless combined with sex.

(Speaking of which, in a rational society, would drugs be a normal interest
that people try because they find the psychological/physiological effects
interesting?)

This describes a component of middle class western society right now.

What other consequences are there if one takes a rational view towards sex?

It would be rational to follow tradition until and unless you have a
defensibly better idea.

- Francis

[Non-text portions of this message have been removed]



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Sex
Date: June 1, 2011 at 5:24 PM

On Jun 1, 2011, at 11:15 AM, Lulie Tanett wrote:

On 12 May 2011, at 09:13 AM, Elliot Temple <curi@curi.us> wrote:
On May 12, 2011, at 12:52 AM, Alan Forrester wrote:

<snip>
So which view of sex is more accurate? Is it a parochial animal thing, or can it
be part of something good or aesthetically satisfying?

I don't think either view is accurate.

Rand says sex is an expression of one's own value.

But it's not. It's just rubbing.

So are there no aesthetic/moral/psychological/otherwise values in sex? Isn't 
food 'just fuel' by that criterion?

Given that culture values sex so highly now, might not a rational progression of 
that to become interested in how to improve it (get rid of hangups like shyness, 
make it reflect true accepted morality more like by getting rid of stuff like 
domination/submission, criticise ones ideas about it, etc.)?

One of the ways to improve it is to recognize it as rubbing and not as an 
expression of values or intimacy.

Or would it be better for culture to just drop it as a thing, and consider it like a 
highly niche interest like spoon collecting?

We don't need a grand, master plan of that type. We don't need to know what 
utopia will be like. We just need to identify problems today and solve them today.

Given it has physical sensations, could that not be made into something like an 
art form, or an activity that many people would be interested in at some point in 
their lives? Or would that make it more like drugs?



Being shot has physical sensations which almost everyone never feels the need 
to try out. There's even plenty of harmless sensations most people never bother 
to try (such as being shot while wearing a flak jacket). And most people don't sky 
dive. The physical sensations are not the real reason for people's interest in sex.

BTW people claim it feels (physically) different depending on whether they are in 
love or not. What's going on? Pretty much the whole experience is a matter of 
(cultural and irrational) interpretation, not physical sensation. It's all in their heads. 
William Godwin saw through this hundreds of years ago.

Masturbation makes more sense for trying physical sensations. It gives one better 
control over which nerves are stimulated, how much, and when. It offers privacy. 
And it's easier to acquire.

Masturbation is especially important because many people who want to try sex 
spend many years getting even the first trial.

Strongly wanting to try something which is extremely expensive to try, and which 
isn't very important, is a bad idea.

Try it once, cheaply? No big deal. 50 times, cheaply? If it's with a rational attitude, 
who cares? In real life, today, it won't be a rational attitude, though.

But why would many rational people want to do it much? Where's the interest?

(Speaking of which, in a rational society, would drugs be a normal interest that 
people try because they find the psychological/physiological effects interesting?)

Drugs are boring because they are not intellectual.

Unless you are studying biology type stuff and are thus interested in the effects 
they have on human bodies. (Like Feynman who was interested in 
hallucinations).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Sex
Date: June 1, 2011 at 5:34 PM

On Jun 1, 2011, at 2:17 PM, Francis Wolfe wrote (but, not being a list member, 
the email bounced):

On Wed, Jun 1, 2011 at 7:15 PM, Lulie Tanett <luliet@gmail.com> wrote:

Given that culture values sex so highly now, might not a rational
progression of that to become interested in how to improve it (get rid of
hangups like shyness, make it reflect true accepted morality more like by
getting rid of stuff like domination/submission, criticise ones ideas about
it, etc.)?

What's wrong with domination/submission?

It's irrational to submit to another person's mind instead of to use one's own mind.

It's irrational to wish people to do what one says, rather than to use their own 
judgment.

The rational approach is cooperative or individual truth seeking. 
Domination/submission is all about authority, not reason.

Domination/submission judges ideas by the source. It regards which person 
came up with an idea as important. Whatever the dominant person says goes, 
because of who said the idea. Rational thinking instead judges ideas on their 
merits, not by their source.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Sex
Date: June 1, 2011 at 6:00 PM

Elliot says,

"Rand says sex is an expression of one's own
value.

But it's not. It's just rubbing."

Michael responds,

"So would you say that food is 'just fuel', as Lulie asked?"



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Sex
Date: June 1, 2011 at 7:21 PM

On Thu, May 12, 2011 at 8:13 PM, Elliot Temple <curi@curi.us> wrote:

On May 12, 2011, at 12:52 AM, Alan Forrester wrote:

This video is a song that claims that the singer and the person he's singing
about are "nothing but mammals" so they should have sex as animals do on 
the
Discovery Channel:

http://www.youtube.com/watch?v=-mQUqnFNtEQ

I think this kind of attitude to sex is fairly common and is anti-human: people
are not just like other mammals, we have creativity.

Ayn Rand on the other hand seems to think that sex can be a great pro-human
thing. I think the idea here is that it's a great aesthetic experience or
something like that.

So which view of sex is more accurate? Is it a parochial animal thing, or can it
be part of something good or aesthetically satisfying?

I don't think either view is accurate.

Rand says sex is an expression of one's own value.

But it's not. It's just rubbing. The sex/value connection is unexplained and 
doesn't make sense.

Here is an Ayn Rand quotes on sex I looked up on http://aynrandlexicon.com/:

"Sex is a physical capacity, but its exercise is determined by man’s
mind—by his choice of values, held consciously or subconsciously."

This is different to saying sex is an expression of one's values
because she is talking about how it is exercised. Here is another
quote where she elucidates further:

http://www.youtube.com/watch?v=-mQUqnFNtEQ
http://aynrandlexicon.com/


"The men who think that wealth comes from material resources and has
no intellectual root or meaning, are the men who think—for the same
reason—that sex is a physical capacity which functions independently
of one’s mind, choice or code of values. They think that your body
creates a desire and makes a choice for you just about in some such
way as if iron ore transformed itself into railroad rails of its own
volition. Love is blind, they say; sex is impervious to reason and
mocks the power of all philosophers. But, in fact, a man’s sexual
choice is the result and the sum of his fundamental convictions. Tell
me what a man finds sexually attractive and I will tell you his entire
philosophy of life. Show me the woman he sleeps with and I will tell
you his valuation of himself. No matter what corruption he’s taught
about the virtue of selflessness, sex is the most profoundly selfish
of all acts, an act which he cannot perform for any motive but his own
enjoyment—just try to think of performing it in a spirit of selfless
charity!—an act which is not possible in self-abasement, only in
self-exaltation, only in the confidence of being desired and being
worthy of desire. It is an act that forces him to stand naked in
spirit, as well as in body, and to accept his real ego as his standard
of value."

-- Brian



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Sex
Date: June 1, 2011 at 8:16 PM

On Jun 1, 2011, at 4:21 PM, Brian Scurfield wrote:

On Thu, May 12, 2011 at 8:13 PM, Elliot Temple <curi@curi.us> wrote:

On May 12, 2011, at 12:52 AM, Alan Forrester wrote:

This video is a song that claims that the singer and the person he's singing
about are "nothing but mammals" so they should have sex as animals do on 
the
Discovery Channel:

http://www.youtube.com/watch?v=-mQUqnFNtEQ

I think this kind of attitude to sex is fairly common and is anti-human: people
are not just like other mammals, we have creativity.

Ayn Rand on the other hand seems to think that sex can be a great pro-
human
thing. I think the idea here is that it's a great aesthetic experience or
something like that.

So which view of sex is more accurate? Is it a parochial animal thing, or can it
be part of something good or aesthetically satisfying?

I don't think either view is accurate.

Rand says sex is an expression of one's own value.

But it's not. It's just rubbing. The sex/value connection is unexplained and 
doesn't make sense.

Here is an Ayn Rand quotes on sex I looked up on http://aynrandlexicon.com/:

"Sex is a physical capacity, but its exercise is determined by man’s
mind—by his choice of values, held consciously or subconsciously."

http://www.youtube.com/watch?v=-mQUqnFNtEQ
http://aynrandlexicon.com/


The next sentence of that quote goes:

"To a rational man, sex is an expression of self-esteem -- a celebration of himself 
and of existence."

So, Rand says, it's expressing and celebrating value: the value of himself and his 
existence.

This is different to saying sex is an expression of one's values

FYI I said "value" not "values". Expressing one's value (in a general way, rather 
than particular values) is closer to this quote about expressing self-esteem.

Another quote from that webpage is:

"A sexual relationship is proper only on the ground of the highest values one can 
find in a human being. Sex must not be anything other than a response to 
values."

Here sex is connected to values plural. And it's saying in sex each person 
responds to values of the other person. So the values are part of the sex, 
somehow.

because she is talking about how it is exercised. Here is another
quote where she elucidates further:

"The men who think that wealth comes from material resources and has
no intellectual root or meaning, are the men who think—for the same
reason—that sex is a physical capacity which functions independently
of one’s mind, choice or code of values. They think that your body
creates a desire and makes a choice for you just about in some such
way as if iron ore transformed itself into railroad rails of its own
volition. Love is blind, they say; sex is impervious to reason and
mocks the power of all philosophers.

I agree with Rand here.

But, in fact, a man’s sexual choice is the result and the sum of his fundamental 
convictions. Tell me what a man finds sexually attractive and I will tell you his 
entire philosophy of life.



That goes too far.

Our world views *should* be integrated as Rand emphasized. But in general they 
aren't.

Sex is an area that is frequently somewhat isolated and separate from a lot of 
people's other ideas. The man with a strange fetish may also be a conformist who 
tries hard to fit in, in most respects. The gay man may also be a Christian Senator 
who proclaims homosexuality is sinful.

Show me the woman he sleeps with and I will tell
you his valuation of himself. No matter what corruption he’s taught
about the virtue of selflessness, sex is the most profoundly selfish
of all acts,

This is silly. Sex is a cooperative act. Masturbation would be more selfish.

an act which he cannot perform for any motive but his own enjoyment

Not true. Go ask porn stars and you'll find some don't enjoy at least some scenes.

Or ask plenty of women stuck in loveless marriages for the sake of their kids, who 
haven't been attracted to their husbands for years, but have occasional sex to 
avoid fighting over it too much.

And of course men have sex they don't enjoy, too. They can feel pressure to 
perform and be nervous and so on.

—just try to think of performing it in a spirit of selfless
charity!—an act which is not possible in self-abasement, only in
self-exaltation,

But people do have abasing sex.

only in the confidence of being desired and being
worthy of desire.

But people do have unconfident sex. Almost everyone has that at least a few 
times at first. And plenty of people remain unconfident about it for years, or even 



for life.

It is an act that forces him to stand naked in
spirit, as well as in body, and to accept his real ego as his standard
of value."

Standing naked in spirit means that one's values are showing, or something. It's 
hard to be sure since it it's a metaphor and doesn't actually make sense.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
Date: June 1, 2011 at 9:00 PM

On 31 May 2011, at 6:09pm, Anonymous Person wrote:

On Tue, May 31, 2011 at 8:49 AM, hibbsa <hibbsa@yahoo.com> wrote:

These are elements, remember. That means--basic chemistry--that you
can't make them out of anything else. You either have them or you
don't. And, given present rates of consumption (which will only go
up), the world is simply running out.

BoI mentions transmutation which this claim overlooks. (Elements are
not fundamental. They are made out of protons, neutrons, electrons. Of
which we have ample supply.)

Yes, though transmutation is currently very expensive. A quick internet search 
suggests it's in the range of millions of dollars per kilogram. That's trivial if your 
application needs only micrograms at a time, as some of them do, or is even 
more expensive in other ways (like nuclear weapons). But not otherwise.

Note also that some rare elements are common on asteroids. We shall be mining 
those well before the end of the century.

Also overlooked is that we can and do find new pre-existing sources of them.

Yes.

And there's substitute goods.

Very much so.

And it's just not true that presents rates of consumption "will only
go up". That is the kind of prophesy BoI criticizes.

Yes.



...

And if China's master plan reaches its full fruition, the game is simply over for 
us as a superpower.

China is not inherently our enemy. It's not us vs. them. If they
become a civilized, peaceful, liberal, rich, first world nation, then
that's great for both us and them. The article has xenophobic ideas
throughout.

Quite.

What game would be over? The game of being better than the other
races? That's not the game we're playing!

Indeed not.

-- David Deutsch



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Sex
Date: June 1, 2011 at 10:17 PM

On Thu, Jun 2, 2011 at 12:16 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 1, 2011, at 4:21 PM, Brian Scurfield wrote:

On Thu, May 12, 2011 at 8:13 PM, Elliot Temple <curi@curi.us> wrote:

On May 12, 2011, at 12:52 AM, Alan Forrester wrote:

This video is a song that claims that the singer and the person he's singing
about are "nothing but mammals" so they should have sex as animals do on 
the
Discovery Channel:

http://www.youtube.com/watch?v=-mQUqnFNtEQ

I think this kind of attitude to sex is fairly common and is anti-human: people
are not just like other mammals, we have creativity.

Ayn Rand on the other hand seems to think that sex can be a great pro-
human
thing. I think the idea here is that it's a great aesthetic experience or
something like that.

So which view of sex is more accurate? Is it a parochial animal thing, or can 
it
be part of something good or aesthetically satisfying?

I don't think either view is accurate.

Rand says sex is an expression of one's own value.

But it's not. It's just rubbing. The sex/value connection is unexplained and 
doesn't make sense.

Here is an Ayn Rand quotes on sex I looked up on http://aynrandlexicon.com/:

http://www.youtube.com/watch?v=-mQUqnFNtEQ
http://aynrandlexicon.com/


"Sex is a physical capacity, but its exercise is determined by man’s
mind—by his choice of values, held consciously or subconsciously."

The next sentence of that quote goes:

"To a rational man, sex is an expression of self-esteem -- a celebration of 
himself and of existence."

So, Rand says, it's expressing and celebrating value: the value of himself and 
his existence.

This is different to saying sex is an expression of one's values

FYI I said "value" not "values". Expressing one's value (in a general way, rather 
than particular values) is closer to this quote about expressing self-esteem.

OK, you said "value" and that makes a difference. So, according to
Rand, sex is an expression of ones value and it's exercise is
determined by one's values.

Another quote from that webpage is:

"A sexual relationship is proper only on the ground of the highest values one can 
find in a human being. Sex must not be anything other than a response to 
values."

Here sex is connected to values plural. And it's saying in sex each person 
responds to values of the other person. So the values are part of the sex, 
somehow.

Maybe she is saying that sex must not be anything other than a choice
made in response to one's own highest values as you see them in
another person? Still, that seems silly in a Myth of the Framework
kind of way.

because she is talking about how it is exercised. Here is another
quote where she elucidates further:

"The men who think that wealth comes from material resources and has
no intellectual root or meaning, are the men who think—for the same



reason—that sex is a physical capacity which functions independently
of one’s mind, choice or code of values. They think that your body
creates a desire and makes a choice for you just about in some such
way as if iron ore transformed itself into railroad rails of its own
volition. Love is blind, they say; sex is impervious to reason and
mocks the power of all philosophers.

I agree with Rand here.

Yes, me too. She's saying our minds create the desire, it's a fallible
idea we have. Knowledge doesn't come from the senses.

But, in fact, a man’s sexual choice is the result and the sum of his fundamental 
convictions. Tell me what a man finds sexually attractive and I will tell you his 
entire philosophy of life.

That goes too far.

Yes, and did she make it a practise to do that?

Our world views *should* be integrated as Rand emphasized. But in general 
they aren't.

Sex is an area that is frequently somewhat isolated and separate from a lot of 
people's other ideas. The man with a strange fetish may also be a conformist 
who tries hard to fit in, in most respects. The gay man may also be a Christian 
Senator who proclaims homosexuality is sinful.

As I recall, Rand herself wasn't too big on homosexuality, so she must
have kept this isolated and separate from her other ideas.

-- Brian



From: Lulie Tanett <luliet@gmail.com>
Cc: autonomy-respecting-relationships@yahoogroups.com
Subject: [ARR] Re: [BoI] Sex
Date: June 2, 2011 at 3:03 AM

On 2 Jun 2011, at 01:16 AM, Elliot Temple <curi@curi.us> wrote:

On Jun 1, 2011, at 4:21 PM, Brian Scurfield wrote:

On Thu, May 12, 2011 at 8:13 PM, Elliot Temple <curi@curi.us> wrote:

On May 12, 2011, at 12:52 AM, Alan Forrester wrote:

Rand says sex is an expression of one's own value.

But it's not. It's just rubbing. The sex/value connection is unexplained and 
doesn't make sense.

Here is an Ayn Rand quotes on sex I looked up on http://aynrandlexicon.com/:

"Sex is a physical capacity, but its exercise is determined by man’s
mind—by his choice of values, held consciously or subconsciously."

The next sentence of that quote goes:

"To a rational man, sex is an expression of self-esteem -- a celebration of 
himself and of existence."

So, Rand says, it's expressing and celebrating value: the value of himself and 
his existence.

Why does Rand think we should express/celebrate our value?

It sounds like the type of thing insecure people would do, because it's such a 
relief to stop feeling bad about themselves and and they want to try to make it 
'stick'. Keep telling themselves they're great in an effort to believe it.

Confident people take it more for granted that they have value. They don't feel 
the need to strut it around or pay special attention to it -- they just do good stuff.

http://aynrandlexicon.com/


The impression I got from Rand says is she sometimes advocates basking in 
pride. Is this accurate? It seems strange to me, because every moment of 
basking could be spent *doing* something!

<snip>
Show me the woman he sleeps with and I will tell
you his valuation of himself. No matter what corruption he’s taught
about the virtue of selflessness, sex is the most profoundly selfish
of all acts,

This is silly. Sex is a cooperative act. Masturbation would be more selfish.

an act which he cannot perform for any motive but his own enjoyment

Not true. Go ask porn stars and you'll find some don't enjoy at least some 
scenes.

Or ask plenty of women stuck in loveless marriages for the sake of their kids, 
who haven't been attracted to their husbands for years, but have occasional sex 
to avoid fighting over it too much.

Or even everyday women, who are doing it more because they want the 
romancey lovey feelings or to feel validated, rather than because they actually 
enjoy the sex part.

--
Lulie Tanett



From: Lulie Tanett <luliet@gmail.com>
Cc: autonomy-respecting-relationships@yahoogroups.com
Subject: Re: [BoI] Sex
Date: June 2, 2011 at 3:12 AM

On 1 Jun 2011, at 10:24 PM, Elliot Temple <curi@curi.us> wrote:

But why would many rational people want to do it much? Where's the interest?

Most people, now, have devoted a substantial portion of their life to wanting it, 
thinking about it, etc. Is it wise for them to just drop it? Why should they?

If they should, how do they stop wanting it?

--
Lulie Tanett



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Sex
Date: June 2, 2011 at 4:54 AM

On Thu, Jun 2, 2011 at 6:15 AM, Lulie Tanett <luliet@gmail.com> wrote:

Given that culture values sex so highly now, might not a rational progression of 
that to become interested in how to improve it (get rid of hangups like shyness, 
make it reflect true accepted morality more like by getting rid of stuff like 
domination/submission, criticise ones ideas about it, etc.)?

It has improved in those respects compared to, say, 100 years ago.
When one improves ideas one adds value to those ideas, so I suppose it
is not surprising that culture values sex more now. That would be a
BoI thing to expect, at least if there was anything objective there in
the first place. Or would it? If it turns out to be also parochial
it's value will even diminish eventually.

Or would it be better for culture to just drop it as a thing, and consider it like a 
highly niche interest like spoon collecting?

Given it has physical sensations, could that not be made into something like an 
art form, or an activity that many people would be interested in at some point in 
their lives? Or would that make it more like drugs?

(Speaking of which, in a rational society, would drugs be a normal interest that 
people try because they find the psychological/physiological effects interesting?)

Becoming explorers in the further regions of experience will be
interesting or not according to our explanations of qualia. According
to BoI, qualia are real phenomena that are currently neither
describable nor predictable. But one day we should be able to explain
them and if qualia turn out to be real and important (say by being
connected to epistemology) then people in a rational society would be
interested in exploring them.

-- Brian



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Sex
Date: June 2, 2011 at 1:38 PM

On Thu, Jun 2, 2011 at 12:03 AM, Lulie Tanett <luliet@gmail.com> wrote:

The impression I got from Rand says is she sometimes advocates basking in 
pride. Is this accurate? It seems strange to me, because every moment of 
basking could be spent *doing* something!

Which of Rand's characters spend their time basking in pride rather
than doing things?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Sex
Date: June 2, 2011 at 2:50 PM

On Jun 2, 2011, at 12:12 AM, Lulie Tanett wrote:

On 1 Jun 2011, at 10:24 PM, Elliot Temple <curi@curi.us> wrote:

But why would many rational people want to do it much? Where's the interest?

Most people, now, have devoted a substantial portion of their life to wanting it, 
thinking about it, etc.

That is a sunk cost.

Don't throw good money after bad.

Is it wise for them to just drop it? Why should they?

If they should, how do they stop wanting it?

"Just" drop it? No. Change their minds.

Why? Because it causes problems. People get hurt (e.g. in divorces, breakups 
and rejections).

Secondarily, once you get rid of the harmful stuff (such as love) there isn't much 
left to hold one's interest.

How does one change one's mind? By learning. By critical discussion.

By doing things like trying to explain clearly and rationally what is any good about 
these things, and criticized those explanations.

By considering all the well known, and less well known, types of harm these 
things cause. And seriously considering what puts people and risk, and that one 
actually is in the at-risk category.

By admitting that thinking one is truly in love, or that one is too smart for common 
mistakes, doesn't make it safe. Plenty of people have thought those things and 



then got hurt.

By considering what problem these things are supposed to solve, and how they 
are supposed to solve it, and whether that actually makes any sense.

By finding alternative solutions to any legitimate problems.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Sex
Date: June 2, 2011 at 5:44 PM

On Jun 2, 2011, at 2:50 PM, Elliot Temple wrote:

On Jun 2, 2011, at 12:12 AM, Lulie Tanett wrote:

On 1 Jun 2011, at 10:24 PM, Elliot Temple <curi@curi.us> wrote:

But why would many rational people want to do it much? Where's the 
interest?

Most people, now, have devoted a substantial portion of their life to wanting it, 
thinking about it, etc.

That is a sunk cost.

Don't throw good money after bad.

Is it wise for them to just drop it? Why should they?

If they should, how do they stop wanting it?

"Just" drop it? No. Change their minds.

This is important. I think when people decide to make a rational change in their 
life, they think they have to do it all at once and coerce themselves, rather than 
taking a step-by-step approach and making gradual changes towards more 
rationality. Since radical departures rarely work, people often fail, and find 
themselves either back at step one or even *more deeply* into the memeset then 
when they started ... then they might talk about how, clearly, the change they 
failed to make must be due to human nature, since it was hard for them....

Why? Because it causes problems. People get hurt (e.g. in divorces, breakups 
and rejections).

People will say stuff like "well, there's risk involved in anything you do in life!" But 



of course, the question is what sorts of things are worth doing. There's risk in 
starting businesses and jumping off cliffs. This fact isn't an argument for jumping 
off cliffs, or for getting romancey.

Secondarily, once you get rid of the harmful stuff (such as love) there isn't much 
left to hold one's interest.

Yeah. I think a big issue is that people *want* to find love stuff interesting, 
because they can't imagine how to have an interesting and fulfilling life *without* 
it.  They are emotionally committed to irrational romance memes, and often think 
that being so is virtuous (if you aren't you are "cold", "unfeeling," a "robot", who is 
missing out on the most important part of being a human, or something)

How does one change one's mind? By learning. By critical discussion.
By doing things like trying to explain clearly and rationally what is any good 
about these things, and criticized those explanations.

One interesting thing about romance stuff is how much it explicitly undermines 
this sort of analysis -- lots of people will say stuff like how romance is about um 
mystery and feelings and if you're rational about it you ruin it etc. It's weird.

By considering what problem these things are supposed to solve, and how they 
are supposed to solve it, and whether that actually makes any sense.

Ya. People defend romantic relationships as a promoter of stable families despite 
the huge number of kids who wind up the children of divorced parents.
They also say stuff like how it's nice to have someone there to care for you and 
be your companion when you are older, despite the fact a fellow octogenerian 
might not be the best bet in terms of companionship and care when you're 80.

By finding alternative solutions to any legitimate problems.

A key part of how sex and romance memes work is by making people feel like 
losers for masturbating or hiring hookers.

-J



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
Date: June 2, 2011 at 6:43 PM

On Jun 2, 2:00 am, David Deutsch <david.deut...@qubit.org> wrote:
On 31 May 2011, at 6:09pm, Anonymous Person wrote:

On Tue, May 31, 2011 at 8:49 AM, hibbsa <hib...@yahoo.com> wrote:

These are elements, remember. That means--basic chemistry--that you
can't make them out of anything else. You either have them or you
don't. And, given present rates of consumption (which will only go
up), the world is simply running out.

BoI mentions transmutation which this claim overlooks. (Elements are
not fundamental. They are made out of protons, neutrons, electrons. Of
which we have ample supply.)

Yes, though transmutation is currently very expensive. A quick internet search 
suggests it's in the range of millions of dollars per kilogram. That's trivial if your 
application needs only micrograms at a time, as some of them do, or is even 
more expensive in other ways (like nuclear weapons). But not otherwise.

let's say China accomplishes its strategy and the timescale is the
next 20 years...and the US is left systemically bereft of these key
elements. Would transmutation be a solution that didn't increase costs
by factors of 100 or 1000 on that timescale?

Note also that some rare elements are common on asteroids. We shall be 
mining those well before the end of the century.

The question would be timescales. If a shortage is coming in the next
20 years, and asteroid mining isn't slated for another 70.

Also overlooked is that we can and do find new pre-existing sources of them.



Yes.

It's perfectly fine within the scope of this sort of discussion that
we assume the problem would be alleviated by fresh mining, but the
question is how our policy makers and politicians should be
responding.

And there's substitute goods.

Very much so.

This is surely a case by case analysis. It may be that the only known
way to complete a given process relies on the mechanical properties of
a certain element. There may be another element with similar
properties but that may also be in short supply. In some cases
investment in R&D may produce a brand new process but the cost of
accomplishing this can be huge, take years, and involve large scale
retooling of factories and reskilling of workforces.

And it's just not true that presents rates of consumption "will only
go up". That is the kind of prophesy BoI criticizes.

Yes.

Consumption is fairly tightly linked to economic growth. If rates of
consumption stop increasing that translates into economies not
growing. The fact whole swathes of the world are rapidly
industrializing makes rising consumption a good forecast for the
forseeable future.

...

And if China's master plan reaches its full fruition, the game is simply over for 
us as a superpower.

China is not inherently our enemy. It's not us vs. them. If they



become a civilized, peaceful, liberal, rich, first world nation, then
that's great for both us and them. The article has xenophobic ideas
throughout.

Quite.

So if China is mobilizing a national strategy that explicitly counts
the eclipse of the US as an aim, a journalist is xenophobic for
summarizing the strategy along with strategic implications/choices
facing the US?
If we recieve reliable information of such a strategy (again
pretending the information is reliable) is it an appropriate response
to say that China is not inherently our enemy, as if the report is
about a US strategy against China?

What game would be over? The game of being better than the other
races? That's not the game we're playing!

Indeed not.

The article describes a game being played against the US.....should
the response be a unilateral declaration of the non-existence of any
game, but that if such a game did exist against us, we'd be racist if
we talked about it :O)

-- David Deutsch



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: How China Plans to Leapfrog the American Economy (And 
it's Not What You Think)
Date: June 2, 2011 at 6:58 PM

On Thu, Jun 2, 2011 at 3:43 PM, hibbsa <hibbsa@yahoo.com> wrote:

On Jun 2, 2:00 am, David Deutsch <david.deut...@qubit.org> wrote:
On 31 May 2011, at 6:09pm, Anonymous Person wrote:

And it's just not true that presents rates of consumption "will only
go up". That is the kind of prophesy BoI criticizes.

Yes.

Consumption is fairly tightly linked to economic growth. If rates of
consumption stop increasing that translates into economies not
growing. The fact whole swathes of the world are rapidly
industrializing makes rising consumption a good forecast for the
forseeable future.

You're mixing up total consumption in general (going up, I agree) with
consumption of any particular resource.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Global Warming
Date: June 2, 2011 at 8:32 PM

On May 29, 3:05 am, Michael Golding <mlionson...@yahoo.com> wrote:
Hibbsa said,

"So what are these crippling costs anyway, and why have the
UK and
Europe not noticed them?"

Hi Al,

We exchange with others to manufacture a consumer good because it 
increases efficiency.   To compete, companies must increase efficiency 
constantly.  And to do that, manufacturers must creating additional knowledge. 
Economic exchange is an incredibly important way to create knowledge, if not 
the most important way.

The primary risks to humanity are not from expected risks -- we can handle 
those -- but from unexpected risks (global warming creates a bit of both).

And the only defense against unexpected risk is knowledge (period). Economic 
exchange is a critically important way to create knowledge and therefore more 
exchange is crucial in order to potentially create the knowledge to deal with any 
risk that could possibly affect us. (Any bit of knowledge helps with gathering 
other bits of knowledge. So any bit of knowledge, at least in a small way, helps 
us deal with numerous uncertain risks because it can help create other 
knowledge that may be directly relevant to solving an urgent problem.) 
Additional spending on climate science and increases in the economic cost of 
emitting greenhouse gasses are real costs that can raise prices and decrease 
production and subsequent economic trade. This creates a drag on knowledge 
growth.

So you ask what "crippling" problems could possibly effect us by spending 
money to prevent global warming?

The answer is : Every other problem that could possibly destroy us. Why? 



Because if we decrease the rate of growth of knowledge in general (by 
decreasing economic exchange or for any other reason), we become relatively 
more susceptible to all other risks that additional knowledge could have 
prevented. And the right kind of additional knowledge could prevent any 
catastrophe.

That's why I ask you whether you have calculated the risks to humanity from 
creating knowledge in a way that you prefer, rather than the way that others 
prefer."

Hi Michael - A very important consideration is whether gradually
reducing emissions now actually would impact growth. The EU is
virtually back to 1990 levels, and affected industries largely opted
to combine the necessary technological/plant changes into major
strategic upgrades resulting in next generation products and
processes. You conceive of emission reduction purely as a cost burden,
but huge new markets are emerging out of it...in the 17th century
sugar of all things created vast prosperity, othertimes it was
flowers. Markets are invented when large numbers of people and
businesses change their behaviour. Where is America in the green
revolution?

I've heard a lot on these lists about crippling costs and economic
slumps and collapses, all apparently consequences of a gradual curbing
of emissions that can be largely absorbed into strategic upgrades and
retools. Your argument that the costs  would be the dimished capacity
to absorb unforseen crises, is still a point wholly dependent on what
the costs really are, and whether they are offset by benefits, for
example major technology upgrades / new products.

Where did you acquire the knowledge you have about the costs?

Michael says in previous post:

"Why did scientists not correctly predict (say 30-years
ago) the way that money should have been spent on various
scientific endeavors; since if you are correct, they have



left us with a large financial burden to correct global
warming, when an ounce of prevention would surely have lead
to a pound of cure?"

Hibbsa responds

"They did Michael. 30 years ago scientists revealed
increasing evidence
that the lead from petrol fumes could be accumulating into
a serious
health hazard."

Michael responds,

"You are quite right that they did warn about pollution. What I meant is that at 
least some climate scientists and environmentalists 30-40 years ago would have 
recommended utilizing resources to prevent the potential dire catastrophe of 
global cooling.

Is this really a substantial point...at least some scientists are
advocating Relativity theory is a con. What you actually have right
now on the climate front is every national academy of sciences
together with every climate related scientific society declaring a
firm consensus supported by thousands of studies with the arrow of
evidence consistently pointing one way.

Climate scientists, doing their very best, do not necessarily know the best way 
of spending money to prevent the myriad catastrophes that could destroy 
humanity, for example those from infectious disease or a meteor strike (I'm not 
sure anybody knows the best way to use money to create knowledge.  In 
advanced societies, we usually use the market to determine what knowledge 
will be created.)

But Michael, there's a vast body of work now that clearly indicates a
significant probability climate change is going to be a catastrophe.
What is the rationale for ignoring a known catastrophe just in case an
unknown one shows up?  You use an example of a meteor. So tell me hand
on heart, if a huge meteor had been spotted in the outer solar system
20 years ago with an originally estimated 22% chance of hitting Earth
in 30 more years,  now after years trying to more accurately plot its



trajectory estimated up to 22.8%. Would you consider that enough of a
risk to pour large investement into a plan of action should the
numbers come up unlucky? If you would, then why is an equivalent level
of probability of a 6C or greater rise in avg temperature not worth it
in your books?

In terms of political agendas, I have no doubt that corporate interests, anti-
capitalists, luddites, environmentalists, smoking-lobby groups, legitimate 
scientists, and a host of other interests would like to spend other people's 
money.

I am aware of that.

I just don't think that others should want to join them in most of their advocacy.

OK - but then if you don't feel sufficient to act on,  the now vast
body of scientific work supported by a declared consensus across the
relevant sciences sponsored by every national academy in the world,
what sort of standard would be sufficient for you to believe something
should be done? What's missing for you? What level of climate change
would be too much, in your view?

Take Care,
Michael  

P.S. I know what you mean about certain issues getting you going.  I have them, 
too!

"cleaning woman! "



From: Lulie Tanett <www@lulie.org>
Cc: Autonomy-Respecting-Relationships@yahoogroups.com
Subject: [ARR] Re: [BoI] Sex
Date: June 3, 2011 at 3:44 AM

On 2 Jun 2011, at 19:50, Elliot Temple wrote:

On Jun 2, 2011, at 12:12 AM, Lulie Tanett wrote:

On 1 Jun 2011, at 10:24 PM, Elliot Temple <curi@curi.us> wrote:

But why would many rational people want to do it much? Where's the 
interest?

Most people, now, have devoted a substantial portion of their life to wanting it, 
thinking about it, etc.

That is a sunk cost.

Don't throw good money after bad.

Is it wise for them to just drop it? Why should they?

If they should, how do they stop wanting it?

"Just" drop it? No. Change their minds.

To what? If 'to not wanting it', how is this different from just dropping it?

Why? Because it causes problems. People get hurt (e.g. in divorces, breakups 
and rejections).

Hiring a prostitute doesn't have those problems.

Secondarily, once you get rid of the harmful stuff (such as love) there isn't much 
left to hold one's interest.

How come there's a stereotype of guys being able to sleep around and not care 



about love (at least with those people)? Is it true?

How does one change one's mind? By learning. By critical discussion.

By doing things like trying to explain clearly and rationally what is any good 
about these things, and criticized those explanations.

What should one do if one's reasons for doing/wanting a given thing are 
inexplicit? Or what should one do if one sucks at explaining clearly what one 
thinks? What's the rational way of proceeding in these situations?

By considering all the well known, and less well known, types of harm these 
things cause. And seriously considering what puts people and risk, and that one 
actually is in the at-risk category.

What types of harm does it cause? (Or where is the best place to find out?)

By admitting that thinking one is truly in love, or that one is too smart for 
common mistakes, doesn't make it safe. Plenty of people have thought those 
things and then got hurt.

By considering what problem these things are supposed to solve, and how they 
are supposed to solve it, and whether that actually makes any sense.

What if the problems they're trying to solve are bad problems? Change one's 
mind about what problems to be interested in?

By finding alternative solutions to any legitimate problems.

What, if any, legitimate problems are there sex tries to solve?

--
Lulie Tanett



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Sex
Date: June 3, 2011 at 3:56 AM

On 2 Jun 2011, at 22:44, Justin Mallone wrote:

On Jun 2, 2011, at 2:50 PM, Elliot Temple wrote:

On Jun 2, 2011, at 12:12 AM, Lulie Tanett wrote:

On 1 Jun 2011, at 10:24 PM, Elliot Temple <curi@curi.us> wrote:

But why would many rational people want to do it much? Where's the 
interest?

Most people, now, have devoted a substantial portion of their life to wanting 
it, thinking about it, etc.

That is a sunk cost.

Don't throw good money after bad.

Is it wise for them to just drop it? Why should they?

If they should, how do they stop wanting it?

"Just" drop it? No. Change their minds.

This is important. I think when people decide to make a rational change in their 
life, they think they have to do it all at once and coerce themselves, rather than 
taking a step-by-step approach and making gradual changes towards more 
rationality. Since radical departures rarely work, people often fail, and find 
themselves either back at step one or even *more deeply* into the memeset 
then when they started ... then they might talk about how, clearly, the change 
they failed to make must be due to human nature, since it was hard for them....

Why? Because it causes problems. People get hurt (e.g. in divorces, breakups 
and rejections).



People will say stuff like "well, there's risk involved in anything you do in life!" 
But of course, the question is what sorts of things are worth doing. There's risk 
in starting businesses and jumping off cliffs. This fact isn't an argument for 
jumping off cliffs, or for getting romancey.

Right. So I'm guessing either: There are *bad* risks in romance. Or, the bad stuff 
in romance isn't a risk, but a necessity if you want the 'good' parts from romance.

Secondarily, once you get rid of the harmful stuff (such as love) there isn't 
much left to hold one's interest.

Yeah. I think a big issue is that people *want* to find love stuff interesting, 
because they can't imagine how to have an interesting and fulfilling life *without* 
it.  They are emotionally committed to irrational romance memes, and often 
think that being so is virtuous (if you aren't you are "cold", "unfeeling," a "robot", 
who is missing out on the most important part of being a human, or something)

How does one change one's mind? By learning. By critical discussion.
By doing things like trying to explain clearly and rationally what is any good 
about these things, and criticized those explanations.

One interesting thing about romance stuff is how much it explicitly undermines 
this sort of analysis -- lots of people will say stuff like how romance is about um 
mystery and feelings and if you're rational about it you ruin it etc. It's weird.

Give there are extra forces making it harder for you to do these things, are there 
any extra things you can do to try to combat/nullify them?

By considering what problem these things are supposed to solve, and how 
they are supposed to solve it, and whether that actually makes any sense.

Ya. People defend romantic relationships as a promoter of stable families 
despite the huge number of kids who wind up the children of divorced parents.
They also say stuff like how it's nice to have someone there to care for you and 
be your companion when you are older, despite the fact a fellow octogenerian 



might not be the best bet in terms of companionship and care when you're 80.

I think they mean care emotionally.

By finding alternative solutions to any legitimate problems.

A key part of how sex and romance memes work is by making people feel like 
losers for masturbating or hiring hookers.

Indeed. Tries to stop non-romance-justified ways of doing sex.

--
Lulie Tanett



From: Lulie Tanett <www@lulie.org>
Subject: Rand Pride (was Re: [BoI] Sex)
Date: June 3, 2011 at 4:09 AM

On 2 Jun 2011, at 18:38, Anonymous Person wrote:

On Thu, Jun 2, 2011 at 12:03 AM, Lulie Tanett <luliet@gmail.com> wrote:

The impression I got from Rand says is she sometimes advocates basking in 
pride. Is this accurate? It seems strange to me, because every moment of 
basking could be spent *doing* something!

Which of Rand's characters spend their time basking in pride rather
than doing things?

She said pride was a good thing. If she doesn't mean experiencing the sensation 
of pride (basking), what does she mean? Maybe the context is people who think 
the opposite of pride is good, and she's just contradicting them.

I don't know if her characters ever did this. Is the impression inaccurate?

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Sex
Date: June 3, 2011 at 4:22 AM

On Jun 2, 2011, at 2:44 PM, Justin Mallone wrote:

On Jun 2, 2011, at 2:50 PM, Elliot Temple wrote:

Why? Because it causes problems. People get hurt (e.g. in divorces, breakups 
and rejections).

People will say stuff like "well, there's risk involved in anything you do in life!" 
But of course, the question is what sorts of things are worth doing. There's risk 
in starting businesses and jumping off cliffs. This fact isn't an argument for 
jumping off cliffs, or for getting romancey.

Romance *routinely* hurts virtually *every single participant* in amounts ranging 
from a ton to a thousand times more than that. This is very unlike various other 
risks in life, such as the tiny risk that my pet dog will eat me.

How does one change one's mind? By learning. By critical discussion.
By doing things like trying to explain clearly and rationally what is any good 
about these things, and criticized those explanations.

One interesting thing about romance stuff is how much it explicitly undermines 
this sort of analysis -- lots of people will say stuff like how romance is about um 
mystery and feelings and if you're rational about it you ruin it etc. It's weird.

It's also standard for people to get mad if their partner is having doubts. Don't you 
love me? You're not sure if you love me anymore? What the fuck? That hurts me! 
Just being unsure hurts me!

By not allowing doubts they prevent critical discussion.

By finding alternative solutions to any legitimate problems.



A key part of how sex and romance memes work is by making people feel like 
losers for masturbating or hiring hookers.

There's also the whole thing about "good sex". If anyone ever has any sexual 
encounter and doesn't enjoy it a ton, it is labelled "bad sex" and they are told to 
keep trying until they have "good sex" -- which means any sex they do enjoy a lot. 
Basically if anyone doesn't like it they are told they are doing it wrong and it's their 
own fault and they have to give it unlimited chances until it works (or they, under 
pressure, delude themselves into thinking it works).

Some of the contradictions are notable. One's first time is built up a ton. It's super 
important. But then also there is advice floating around that the first time usually 
sucks and you just are supposed to keep doing it until you figure out a way to like 
it. So it turns out it's, for many people, kind of an acquired taste.

The same goes not just for sex but for kissing. Plenty of people don't enjoy 
kissing at first. But they think it's important and want to enjoy it, so they keep 
trying to figure out ways to like it. In this process they delude themselves and 
create irrationalities.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Sex
Date: June 3, 2011 at 4:13 AM

On Jun 3, 2011, at 12:44 AM, Lulie Tanett wrote:

On 2 Jun 2011, at 19:50, Elliot Temple wrote:

On Jun 2, 2011, at 12:12 AM, Lulie Tanett wrote:

On 1 Jun 2011, at 10:24 PM, Elliot Temple <curi@curi.us> wrote:

But why would many rational people want to do it much? Where's the 
interest?

Most people, now, have devoted a substantial portion of their life to wanting 
it, thinking about it, etc.

That is a sunk cost.

Don't throw good money after bad.

Is it wise for them to just drop it? Why should they?

If they should, how do they stop wanting it?

"Just" drop it? No. Change their minds.

To what? If 'to not wanting it', how is this different from just dropping it?

There's a lot more than one idea in their mind about this.

What these ideas specifically are varies significantly by person.

To change their minds, people need to address each of the ideas they have. Find 
mistakes and come upw ith better ideas, one by one.



"Dropping it" doesn't mention any replacement. Rational mind changing requires 
a new theory that one changes to.

Secondarily, once you get rid of the harmful stuff (such as love) there isn't 
much left to hold one's interest.

How come there's a stereotype of guys being able to sleep around and not care 
about love (at least with those people)? Is it true?

They aren't finding it rationally interesting. It's more like an irrational compulsion, 
as well as being for status.

There is enormous pressure in our society to like sex (and alcohol, and some 
other things). Or at least to say one likes them, and act like one likes them. 
Sometimes people start off faking, then later forget they were ever faking. The 
more you fool yourself, the better you fit in.

It's crazy how people say it's natural and even that they have no choice. Yet 
everyone knows that lack of interest in sex is a common marital "problem", that 
not getting or losing erections is a common "problem", that being "frigid" and not 
orgasming is a common female "problem", that old people take viagra to have 
sex after their body isn't naturally up for it anymore, that sexual lust is fragile to 
the mood being ruined, that women often "have a headache" and want to go to 
sleep instead of having sex, and so on.

How does one change one's mind? By learning. By critical discussion.

By doing things like trying to explain clearly and rationally what is any good 
about these things, and criticized those explanations.

What should one do if one's reasons for doing/wanting a given thing are 
inexplicit? Or what should one do if one sucks at explaining clearly what one 
thinks? What's the rational way of proceeding in these situations?

Learning.

There's many ways to make progress. For example, one could read BoI and write 
explanations about it. Learning to explain clearly what one thinks about BoI could 



help one explain other things too.

By considering all the well known, and less well known, types of harm these 
things cause. And seriously considering what puts people and risk, and that 
one actually is in the at-risk category.

What types of harm does it cause? (Or where is the best place to find out?)

There are books about it such as Twilight. And plenty of magazines about it. Just 
look at the covers and they'll tell you they have such information. And there's tons 
of movies and TV shows.

Or you could skim through live journals, blogs, youtube comments, reddit 
comments, etc... The relationships subreddit is full of examples.

And there's also your friends and acquaintances who can tell you about it. And 
parents and aunts and whatever. They have plenty of evidence. They may lie to 
you, or not answer. But with the right questions and interpretations, you can learn 
from them.

By admitting that thinking one is truly in love, or that one is too smart for 
common mistakes, doesn't make it safe. Plenty of people have thought those 
things and then got hurt.

By considering what problem these things are supposed to solve, and how 
they are supposed to solve it, and whether that actually makes any sense.

What if the problems they're trying to solve are bad problems? Change one's 
mind about what problems to be interested in?

If a problem doesn't actually make sense (as I said) then it doesn't make sense to 
"solve" it (you can't solve a non-problem). If one still wants to "solve" it for bad 
reasons, then that is itself a problem to be solved.

By finding alternative solutions to any legitimate problems.



What, if any, legitimate problems are there sex tries to solve?

Having fun activities is a legitimate problem.

Not feeling lonely is a problem.

Not feeling like a failure is a problem.

Not feeling childish and hating it is a problem.

People use sex to solve problems like this and the problems need better 
solutions. Such as not hating children and getting friends who doesn't cruelly 
pressure one to conform to societal norms.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Sampo Syreeni <decoy@iki.fi>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [ARR] Re: [BoI] Sex
Date: June 3, 2011 at 1:25 PM

On 2011-06-01, Francis Wolfe wrote:

What's wrong with domination/submission?

Or more to the point, isn't that precisely the kind of thing which can
lend cultural and aesthetic value to sex, in addition to it just being
about the friction and the fluids? Of course, there's nothing wrong with
it being just about fun and "base" satiation. But as far as I can see,
making sex into art or anything like that, culturally speaking, pretty
much by definition carries it into the realm of what many now consider
fetish and/or porn.

(Speaking of which, in a rational society, would drugs be a normal
interest that people try because they find the
psychological/physiological effects interesting?)

This describes a component of middle class western society right now.

That's the good news. The bad news is that we still have to rationally
to come to terms with the tradeoffs which go along with psychotropics.
-- 
Sampo Syreeni, aka decoy - decoy@iki.fi, http://decoy.iki.fi/front
+358-50-5756111, 025E D175 ABE5 027C 9494 EEB0 E090 8BA9 0509 85C2

http://decoy.iki.fi/front


From: Sampo Syreeni <decoy@iki.fi>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [ARR] Re: [BoI] Sex
Date: June 3, 2011 at 1:39 PM

On 2011-06-02, Lulie Tanett wrote:

It sounds like the type of thing insecure people would do, because
it's such a relief to stop feeling bad about themselves and and they
want to try to make it 'stick'.

Why should one be confident? Especially with a good reason to be so? I
can't much think of a truly good reason to feel confident besides
actually getting societal feedback to validate the confidence. After
all, we're all prone to over-confidence.
-- 
Sampo Syreeni, aka decoy - decoy@iki.fi, http://decoy.iki.fi/front
+358-50-5756111, 025E D175 ABE5 027C 9494 EEB0 E090 8BA9 0509 85C2

http://decoy.iki.fi/front


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Objective Truth
Date: June 3, 2011 at 10:55 PM

On Wed, Jun 1, 2011 at 3:21 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 30 May 2011, at 03:52 AM, Elliot Temple <curi@curi.us> wrote:

The theory of objective truth says: mistakes exist, ideas can be wrong,
there is a *an objective standard by which ideas can be judged* (our
judgment, of course, is fallible).

Objective truth is a prerequisite for ideas such as fallibility or
learning.

There is no such thing as learning if there isn't truth. You could just
make anything up, or nothing at all, and it'd all be just as good, if there
was no truth.

You can't be fallible if you can't make mistakes. And you can't make
mistakes without a truth, because mistakes are deviations from the truth.

Some artists seem to want it both ways: they say that, on the one hand,
there actually is something you can learn from studying art. But on the
other hand, they deny there is objective truth in aesthetics.

Is the reason they do this to wiggle out of criticism? To say they're not
actually making mistakes?

--
Lulie Tanett

Your observation and those of Elliot's seem related to Ayn Rand's idea of
the stolen concept. As I understand it, the stolen concept is one that is
required to be assumed, while a person is trying to make the argument to
deny it.



Some people do want it both ways - they want to pick and choose capriciously
what aspects of reality they embrace. I suppose that ultimately all attempts
to deny some aspect of reality lead to a stolen concept.

But where does ignorance or error end and malice begin?

John Campbell



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Objective Truth
Date: June 3, 2011 at 11:08 PM

On Jun 3, 2011, at 7:55 PM, John Campbell wrote:

On Wed, Jun 1, 2011 at 3:21 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 30 May 2011, at 03:52 AM, Elliot Temple <curi@curi.us> wrote:

The theory of objective truth says: mistakes exist, ideas can be wrong,
there is a *an objective standard by which ideas can be judged* (our
judgment, of course, is fallible).

Objective truth is a prerequisite for ideas such as fallibility or
learning.

There is no such thing as learning if there isn't truth. You could just
make anything up, or nothing at all, and it'd all be just as good, if there
was no truth.

You can't be fallible if you can't make mistakes. And you can't make
mistakes without a truth, because mistakes are deviations from the truth.

Some artists seem to want it both ways: they say that, on the one hand,
there actually is something you can learn from studying art. But on the
other hand, they deny there is objective truth in aesthetics.

Is the reason they do this to wiggle out of criticism? To say they're not
actually making mistakes?

--
Lulie Tanett

Your observation and those of Elliot's seem related to Ayn Rand's idea of
the stolen concept. As I understand it, the stolen concept is one that is
required to be assumed, while a person is trying to make the argument to



deny it.

Yeah.

Popper and Rand converge in various ways, like this.

Some people do want it both ways - they want to pick and choose capriciously
what aspects of reality they embrace. I suppose that ultimately all attempts
to deny some aspect of reality lead to a stolen concept.

But where does ignorance or error end and malice begin?

It's not one or the other.

Malice is caused by ignorance and error.

People don't have malice because they are Bad People. It's because they don't 
know any better, and they've suffered a lot and become irrational.

People make mistakes like thinking the truth is obvious, or pessimism is true, 
which lead to them having too little patience with those they disagree with. Or 
they don't understand liberal values, so they don't understand how tolerant of 
disagreement to be and why.

Or they don't understand how common mistakes are, that we're all fallible, and 
that communication and cooperation are inherently quite difficult. So when things 
don't work out, they wrongly attribute the failure to malice by other people, which 
brings out their own malice which they feel is self defense.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Objective Truth - Further to Ayn Rand
Date: June 4, 2011 at 12:19 AM

On Fri, Jun 3, 2011 at 10:08 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 3, 2011, at 7:55 PM, John Campbell wrote:

On Wed, Jun 1, 2011 at 3:21 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 30 May 2011, at 03:52 AM, Elliot Temple <curi@curi.us> wrote:

The theory of objective truth says: mistakes exist, ideas can be wrong,
there is a *an objective standard by which ideas can be judged* (our
judgment, of course, is fallible).

Objective truth is a prerequisite for ideas such as fallibility or
learning.

There is no such thing as learning if there isn't truth. You could just
make anything up, or nothing at all, and it'd all be just as good, if

there
was no truth.

You can't be fallible if you can't make mistakes. And you can't make
mistakes without a truth, because mistakes are deviations from the

truth.

Some artists seem to want it both ways: they say that, on the one hand,
there actually is something you can learn from studying art. But on the
other hand, they deny there is objective truth in aesthetics.

Is the reason they do this to wiggle out of criticism? To say they're
not

actually making mistakes?

--
Lulie Tanett



Your observation and those of Elliot's seem related to Ayn Rand's idea of
the stolen concept. As I understand it, the stolen concept is one that is
required to be assumed, while a person is trying to make the argument to
deny it.

Yeah.

Popper and Rand converge in various ways, like this.

Some people do want it both ways - they want to pick and choose
capriciously

what aspects of reality they embrace. I suppose that ultimately all
attempts

to deny some aspect of reality lead to a stolen concept.

But where does ignorance or error end and malice begin?

It's not one or the other.

Malice is caused by ignorance and error.

People don't have malice because they are Bad People. It's because they
don't know any better, and they've suffered a lot and become irrational.

People make mistakes like thinking the truth is obvious, or pessimism is
true, which lead to them having too little patience with those they disagree
with. Or they don't understand liberal values, so they don't understand how
tolerant of disagreement to be and why.

Or they don't understand how common mistakes are, that we're all fallible,
and that communication and cooperation are inherently quite difficult. So
when things don't work out, they wrongly attribute the failure to malice by
other people, which brings out their own malice which they feel is self
defense.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


Hmm - your last comment makes an excellent point. I slipped into the Ayn
Rand school of quick judgments of other people's motives. I was thinking
though of statists who use error riddled arguments to justify control of the
state over people.

I am not justifying my comment though - it implied a great deal of judgement
generally and I do try not to engage in that as much as I once did. Your
comment is an excellent reminder to me.

My first great intellectual epiphany was seeing The Fountainhead, and I
eagerly devoured all of her books and have never altered my initial
impression - this is it - something very important, which essentially is
truth is objective.

I have sought out Objectivist sites and discussions, but was frequently
bored with the parochial issues discussed - which often led to accusations
of "Bad People" as you suggest. I spent little time there.

David Deutsch has been my second great intellectual epiphany and I love the
universality and the lack of parochialism. Now I have to delve into Karl
Popper.

John Campbell



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: [BoI] Meme theory and other theories in psychology
Date: June 4, 2011 at 9:19 AM

One of the many really nice ideas presented in BoI is meme theory. I do have
a few additional questions about it, in particular its relation to other
theories in psychology . Please forgive me if the questions are too
open-ended.

- What makes meme theory a good explanation?

- What are some of the other good theories in psychology? Are they
consistent with meme theory?

- What makes meme theory a better explanation in comparison with them? ( For
example, why prefer meme theory to evolutionary psychology, for example?)

- Also, where are the efforts of most of the people who do research in
psychology currently directed? Towards something that resembles meme theory,
or something completely different?

Matjaž



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Meme theory and other theories in psychology
Date: June 4, 2011 at 11:30 AM

On 4 Jun 2011, at 2:19pm, Matjaž Leonardis wrote:

One of the many really nice ideas presented in BoI is meme theory. I do have a 
few additional questions about it, in particular its relation to other theories in 
psychology . Please forgive me if the questions are too open-ended.

- What makes meme theory a good explanation?

Among other things, it's hard to vary these ingredients:

-- The ideas that define a culture are passed from one person to another.

-- They are not passed with perfect fidelity.

-- They exist in many slight variants in the population.

-- The argument from (neo-Darwinian) evolution theory that under those 
circumstances evolution occurs.

-- Memes, unlike genes, are not literally copied.

-- Memes, unlike genes, exist in two different physical forms alternately, and in 
neither case is replication automatic, and this makes meme theory different from 
gene theory in some fundamental ways, despite being fundamentally alike in 
other ways.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Meme theory and other theories in psychology
Date: June 4, 2011 at 12:46 PM

On Jun 4, 2011, at 6:19 AM, Matjaž Leonardis wrote:

One of the many really nice ideas presented in BoI is meme theory. I do have
a few additional questions about it, in particular its relation to other
theories in psychology . Please forgive me if the questions are too
open-ended.

- What makes meme theory a good explanation?

What DD said. Basically the premises are all uncontroversial, and evolution is 
pretty uncontroversial, and there's no way to avoid meme theory being right 
without a significant new idea.

And: applying our knowledge from other fields to new issues -- discovering its 
reach more fully -- is a good thing.

And: it's not one of those utopian type theories that starts by making up answers 
to all the big questions, and secondarily justifies these answers. Instead it's a 
gradual type theory which starts with what is known, and applies it a little further, 
and starts working out the implications.

What meme theory can't do is give quick and straightforward answers to all one's 
psychological questions. It's not intended as the final or only psychological theory. 
It's just something we know.

- What are some of the other good theories in psychology? Are they
consistent with meme theory?

Anything inconsistent with meme theory is not a good theory, unless it can offer a 
good criticism of the idea(s) it contradicts. Such criticisms have yet to be offered.

- What makes meme theory a better explanation in comparison with them? ( For
example, why prefer meme theory to evolutionary psychology, for example?)

Evolutionary psychology should be rejected for being false.



It claims various genetic traits evolved after humans were intelligent. But it can't 
explain why memes didn't address those selection pressures faster than the 
genes could evolve. Once a memetic solution exists, the genes stop evolving to 
do it.

Also it's mostly loose argument from analogy type stuff. And disregards -- without 
argument -- the possibility of interventions to change traits with an initially genetic 
cause. (They would acknowledge interventions involving brain surgery and 
advanced technology. But they don't think regular problem solving and learning 
can be effective.)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 4, 2011 at 4:55 PM

On Jun 4, 5:46 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 4, 2011, at 6:19 AM, Matjaž Leonardis wrote:

One of the many really nice ideas presented in BoI is meme theory. I do have
a few additional questions about it, in particular its relation to other
theories in psychology . Please forgive me if the questions are too
open-ended.

- What makes meme theory a good explanation?

What DD said. Basically the premises are all uncontroversial, and evolution is 
pretty uncontroversial, and there's no way to avoid meme theory being right 
without a significant new idea.

And: applying our knowledge from other fields to new issues -- discovering its 
reach more fully -- is a good thing.

And: it's not one of those utopian type theories that starts by making up answers 
to all the big questions, and secondarily justifies these answers. Instead it's a 
gradual type theory which starts with what is known, and applies it a little further, 
and starts working out the implications.

What meme theory can't do is give quick and straightforward answers to all 
one's psychological questions. It's not intended as the final or only psychological 
theory. It's just something we know.

- What are some of the other good theories in psychology? Are they
consistent with meme theory?

Anything inconsistent with meme theory is not a good theory, unless it can offer 
a good criticism of the idea(s) it contradicts. Such criticisms have yet to be 
offered.

- What makes meme theory a better explanation in comparison with them? ( 
For
example, why prefer meme theory to evolutionary psychology, for example?)



Evolutionary psychology should be rejected for being false.

It claims various genetic traits evolved after humans were intelligent. But it can't 
explain why memes didn't address those selection pressures faster than the 
genes could evolve. Once a memetic solution exists, the genes stop evolving to 
do it.

Also it's mostly loose argument from analogy type stuff. And disregards -- 
without argument -- the possibility of interventions to change traits with an 
initially genetic cause. (They would acknowledge interventions involving brain 
surgery and advanced technology. But they don't think regular problem solving 
and learning can be effective.)

-- Elliot Templehttp://fallibleideas.com/

The reason evolutionary psychology is both relevant and entirely
consistent/complimentary with meme theory and everything you/DD have
designated to it, is because of this:

In the period prior to humans being intelligent, there was a long
period in which psychology evolved via normal evolution. Thus:

- at the point of becoming intelligent that intelligence was entirely
the product of normal evolution and at that point still included the
physical architecture of psychology;

- regardless of whether subsequent cultural evolution was memetic,
intelligence itself remains primarily genetic (as it was at the start)
and unless you have an argument how the more ancient physical
architecture of psychology was de-evolved, it still remains.

Rgds,
Al

http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 4, 2011 at 5:01 PM

On Jun 4, 9:55 pm, hibbsa <hib...@yahoo.com> wrote:
On Jun 4, 5:46 pm, Elliot Temple <c...@curi.us> wrote:

On Jun 4, 2011, at 6:19 AM, Matjaž Leonardis wrote:

One of the many really nice ideas presented in BoI is meme theory. I do have
a few additional questions about it, in particular its relation to other
theories in psychology . Please forgive me if the questions are too
open-ended.

- What makes meme theory a good explanation?

What DD said. Basically the premises are all uncontroversial, and evolution is 
pretty uncontroversial, and there's no way to avoid meme theory being right 
without a significant new idea.

And: applying our knowledge from other fields to new issues -- discovering its 
reach more fully -- is a good thing.

And: it's not one of those utopian type theories that starts by making up 
answers to all the big questions, and secondarily justifies these answers. 
Instead it's a gradual type theory which starts with what is known, and applies 
it a little further, and starts working out the implications.

What meme theory can't do is give quick and straightforward answers to all 
one's psychological questions. It's not intended as the final or only 
psychological theory. It's just something we know.

- What are some of the other good theories in psychology? Are they
consistent with meme theory?



Anything inconsistent with meme theory is not a good theory, unless it can 
offer a good criticism of the idea(s) it contradicts. Such criticisms have yet to 
be offered.

- What makes meme theory a better explanation in comparison with them? ( 
For
example, why prefer meme theory to evolutionary psychology, for example?)

Evolutionary psychology should be rejected for being false.

It claims various genetic traits evolved after humans were intelligent. But it 
can't explain why memes didn't address those selection pressures faster than 
the genes could evolve. Once a memetic solution exists, the genes stop 
evolving to do it.

Also it's mostly loose argument from analogy type stuff. And disregards -- 
without argument -- the possibility of interventions to change traits with an 
initially genetic cause. (They would acknowledge interventions involving brain 
surgery and advanced technology. But they don't think regular problem solving 
and learning can be effective.)

-- Elliot Templehttp://fallibleideas.com/

The reason evolutionary psychology is both relevant and entirely
consistent/complimentary with meme theory and everything you/DD have
designated to it, is because of this:

In the period prior to humans being intelligent, there was a long
period in which psychology evolved via normal evolution. Thus:

- at the point of becoming intelligent that intelligence was entirely
the product of normal evolution and at that point still included the
physical architecture of psychology;

- regardless of whether subsequent cultural evolution was memetic,
intelligence itself remains primarily genetic (as it was at the start)
and unless you have an argument how the more ancient physical
architecture of psychology was de-evolved, it still remains.

http://fallibleideas.com/


Rgds,
Al- Hide quoted text -

- Show quoted text -

And so...to make the point. We have a kind of duality situation. On
the one side there is everything DD describes and all the ideas about
universalism and so on and this is the new potential, and possibly the
big hope. On the other side there is the ancient mind that still
exists in us and works deviously beneath the surface. So for me the
big question is how do we realize that potential? Do we accomplish it
by denying the existence of the more ancient mind and hoping it will
go away, and pretending it has no impact on our thinking? Or do we
realize the new hope by understanding what that ancient mind is and
how it works and causes mayhem in our behaviour and in the world
around us?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 4, 2011 at 5:05 PM

On Jun 4, 2011, at 1:55 PM, hibbsa wrote:

The reason evolutionary psychology is both relevant and entirely
consistent/complimentary with meme theory and everything you/DD have
designated to it, is because of this:

In the period prior to humans being intelligent, there was a long
period in which psychology evolved via normal evolution. Thus:

But there's no such thing as psychology prior to intelligence. Psychology has to 
do with ones ideas and mind. Non-intelligent things don't have ideas or minds.

- at the point of becoming intelligent that intelligence was entirely
the product of normal evolution and at that point still included the
physical architecture of psychology;

But intelligence doesn't vary with hardware. The meaning of software is 
independent of the specific details of the hardware it runs on.

Like how Mail is the same program on an iMac or Macbook. It doesn't take on the 
personality of the hardware.

The way it works is: the hardware provides a set of functions (often universal), 
which the software uses. Because the software never finds anything it uses is 
missing, it's never really affected by hardware variation.

There's also issues like: how can a universal system be influenced? What does it 
even mean to say the "ancient mind" influences people? Does it take things out of 
the repertoire? If not, what?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 4, 2011 at 5:14 PM

On Jun 4, 10:05 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 4, 2011, at 1:55 PM, hibbsa wrote:

The reason evolutionary psychology is both relevant and entirely
consistent/complimentary with meme theory and everything you/DD have
designated to it, is because of this:

In the period prior to humans being intelligent, there was a long
period in which psychology evolved via normal evolution. Thus:

But there's no such thing as psychology prior to intelligence. Psychology has to 
do with ones ideas and mind. Non-intelligent things don't have ideas or minds.

This isn't true. Psychology is just the mental routines of behaviour.
Orangatans have complex social psychology as do all animals in varying
degrees.

- at the point of becoming intelligent that intelligence was entirely
the product of normal evolution and at that point still included the
physical architecture of psychology;

But intelligence doesn't vary with hardware. The meaning of software is 
independent of the specific details of the hardware it runs on.

At the infinestimal point of becoming intelligent, the human brain was
entirely non-memetic and so was governed by the rules of genetics,
which inherently include variation in all dimensions throughout the
population.

Like how Mail is the same program on an iMac or Macbook. It doesn't take on 
the personality of the hardware.

The way it works is: the hardware provides a set of functions (often universal), 
which the software uses. Because the software never finds anything it uses is 
missing, it's never really affected by hardware variation.



The software/hardware metaphor can only be taken so far because
biology exists along the lines of structure=function and
function=structure

There's also issues like: how can a universal system be influenced? What does 
it even mean to say the "ancient mind" influences people? Does it take things 
out of the repertoire? If not, what?

The most prominent feature of the ancient mind is tribality and the
double standard of in-group views vs views toward outsiders. This is
evident right around the world and in most things most people say
regardless of whether they are acknowledge it or are aware of it. We
could have a session here about that where I challenge you and DD on
this dimension but the question is whether you'd want to do
it.....because it would involve working me suggesting where your
ancient mind sits in terms of tribality and then identifiying double
standards in your world view along with that. Can be uncomfortable
stuff, so I wouldn't even begin without full consent.

-- Elliot Templehttp://elliottemple.com/

http://elliottemple.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 4, 2011 at 5:25 PM

On 4 Jun 2011, at 10:14pm, hibbsa wrote:

At the infinestimal point of becoming intelligent, the human brain was
entirely non-memetic and so was governed by the rules of genetics,
which inherently include variation in all dimensions throughout the
population.

No. Our ancestor species had memes long before humans existed. Even present-
day apes do. And during the period when the capacity for creating explanatory 
knowledge was evolving, our ancestor species must have been using memes 
very heavily, which is why the capacity for acquiring memes increased very 
rapidly by evolutionary standards.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 4, 2011 at 5:28 PM

On Jun 4, 2011, at 2:14 PM, hibbsa wrote:

At the infinestimal point of becoming intelligent, the human brain was
entirely non-memetic and so was governed by the rules of genetics,
which inherently include variation in all dimensions throughout the
population.

Evolution does not inherently include variation in all dimensions. Only some, at 
random, as allowed for by the nature of the replicator.

The software/hardware metaphor can only be taken so far because
biology exists along the lines of structure=function and
function=structure

It wasn't a metaphor. (Not an analogy, either.)

Sometimes knowledge has reach to multiple fields, as explained in BoI.

The most prominent feature of the ancient mind is tribality and the
double standard of in-group views vs views toward outsiders. This is
evident right around the world and in most things most people say
regardless of whether they are acknowledge it or are aware of it. We
could have a session here about that where I challenge you and DD on
this dimension but the question is whether you'd want to do
it.....because it would involve working me suggesting where your
ancient mind sits in terms of tribality and then identifiying double
standards in your world view along with that. Can be uncomfortable
stuff, so I wouldn't even begin without full consent.

My suggestion is to engage with BoI. Post quotes from BoI on memes and then 
criticize mistakes in the quotes on their own terms. That would be interesting to 
me and to others interested in BoI.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 4, 2011 at 5:34 PM

On Jun 4, 10:25 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 4 Jun 2011, at 10:14pm, hibbsa wrote:

At the infinestimal point of becoming intelligent, the human brain was
entirely non-memetic and so was governed by the rules of genetics,
which inherently include variation in all dimensions throughout the
population.

No. Our ancestor species had memes long before humans existed. Even 
present-day apes do. And during the period when the capacity for creating 
explanatory knowledge was evolving, our ancestor species must have been 
using memes very heavily, which is why the capacity for acquiring memes 
increased very rapidly by evolutionary standards.

-- David Deutsch

In which case we take it back a little further, and we still end up
with an ancient architecture of mind. The dispute here is not the
substance of your philosophy, but the assumption that there is no
evolutionary baggage.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 4, 2011 at 5:43 PM

On Jun 4, 10:28 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 4, 2011, at 2:14 PM, hibbsa wrote:

At the infinestimal point of becoming intelligent, the human brain was
entirely non-memetic and so was governed by the rules of genetics,
which inherently include variation in all dimensions throughout the
population.

Evolution does not inherently include variation in all dimensions. Only some, at 
random, as allowed for by the nature of the replicator.

The software/hardware metaphor can only be taken so far because
biology exists along the lines of structure=function and
function=structure

It wasn't a metaphor. (Not an analogy, either.)

It has to be a metaphor or an analogy because you are using the
vocabularly of computers applied to biology and biological evolution
of the mind.

Sometimes knowledge has reach to multiple fields, as explained in BoI.

The most prominent feature of the ancient mind is tribality and the
double standard of in-group views vs views toward outsiders. This is
evident right around the world and in most things most people say
regardless of whether they are acknowledge it or are aware of it. We
could have a session here about that where I challenge you and DD on
this dimension but the question is whether you'd want to do
it.....because it would involve working me suggesting where your
ancient mind sits in terms of tribality and then identifiying double
standards in your world view along with that. Can be uncomfortable
stuff, so I wouldn't even begin without full consent.



My suggestion is to engage with BoI. Post quotes from BoI on memes and then 
criticize mistakes in the quotes on their own terms. That would be interesting to 
me and to others interested in BoI.

Yes good point....I'm ordering BoI right now and will have it ordered
by the end of......this sentence. There done. Got it for £12.49.

But I also read your point as denial of consent, which I will
respect.

-- Elliot Templehttp://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 4, 2011 at 5:55 PM

On Jun 4, 2011, at 2:43 PM, hibbsa wrote:

On Jun 4, 10:28 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 4, 2011, at 2:14 PM, hibbsa wrote:

At the infinestimal point of becoming intelligent, the human brain was
entirely non-memetic and so was governed by the rules of genetics,
which inherently include variation in all dimensions throughout the
population.

Evolution does not inherently include variation in all dimensions. Only some, at 
random, as allowed for by the nature of the replicator.

The software/hardware metaphor can only be taken so far because
biology exists along the lines of structure=function and
function=structure

It wasn't a metaphor. (Not an analogy, either.)

It has to be a metaphor or an analogy because you are using the
vocabularly of computers applied to biology and biological evolution
of the mind.

Brains are literally computers. That's not a metaphor or analogy.

Intelligence is *literally* due to some combination of the brain (hardware) and it's 
software. And facts about hardware independence literally apply.

A universal computer is an example of something with universality. Its traits due 
to universality are shared by other things with universality. Universality is a 
concept with reach beyond computers. For example, people are universal 
explainers.



But I also read your point as denial of consent, which I will respect.

It wasn't.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 5, 2011 at 10:51 AM

On 4 Jun 2011, at 10:14pm, hibbsa wrote:

"At the infinestimal point of becoming
intelligent, the human brain was

entirely non-memetic and so was governed by the
rules of genetics,

which inherently include variation in all
dimensions throughout the

population."

David Deutsch responds

"No. Our ancestor species had memes long before humans
existed. Even present-day apes do. And during the period
when the capacity for creating explanatory knowledge was
evolving, our ancestor species must have been using memes
very heavily, which is why the capacity for acquiring memes
increased very rapidly by evolutionary standards.

-- David Deutsch"

Hibbsa responds to David Deutsch

"In which case we take it back a little further, and we
still end up
with an ancient architecture of mind. The dispute here is
not the
substance of your philosophy, but the assumption that there
is no
evolutionary baggage."



Michael responds to Hibbsa

"I certainly don't dispute that physical structures (independent of genes) as well 
as genes can powerfully influence minds.  One only needs to think about 
someone with Alzheimer's disease or someone with mental retardation like 
Angelman's syndrome.

Physical structures influence our mind by changing the speed by which we can 
conjecture and refute about things.  If genes or any other physical influence on 
the brain cause slowing of this process in any dimension important to people, 
they decrease the efficiency of mutation, recombination, and error correction and 
so decrease the depth of knowledge that a person is likely to create in a given 
time.

Various types of evolutionary baggage, for example the tendency to develop 
Angelman's syndrome, profoundly influence people and their minds."



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 5, 2011 at 1:45 PM

On Sun, Jun 5, 2011 at 7:51 AM, Michael Golding <mlionson428@yahoo.com> 
wrote:

Physical structures influence our mind by changing the speed by which we can 
conjecture and refute about things.  If genes or any other physical influence on 
the brain cause slowing of this process in any dimension important to people, 
they decrease the efficiency of mutation, recombination, and error correction 
and so decrease the depth of knowledge that a person is likely to create in a 
given time.

People aren't probabilities. They are people. What they do or not
isn't a matter of likeliness. It's a matter of their ideas and
choices.

Referring to it as a probability is an explanationless approach. But
explanation is important. Failures and successes both have
explanations.

In BoI, explanationless probabilities are criticized. For example the
50% chance of surviving the next century.

Russian Roulette is a game where probabilities are an appropriate
description. But anything that is determined not by the odds, but by
human choices, is an inappropriate thing to describe by probability,
as explained in BoI.



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 5, 2011 at 2:25 PM

--- On Sun, 6/5/11, Anonymous Person <unattributedemail@gmail.com> wrote:

From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 5, 2011, 1:45 PM
On Sun, Jun 5, 2011 at 7:51 AM,
Michael Golding <mlionson428@yahoo.com>
wrote:

Physical structures influence our mind by changing the
speed by which we can conjecture and refute about things.
 If genes or any other physical influence on the brain
cause slowing of this process in any dimension important to
people, they decrease the efficiency of mutation,
recombination, and error correction and so decrease the
depth of knowledge that a person is likely to create in a
given time.

"People aren't probabilities. They are people. What they do
or not
isn't a matter of likeliness. It's a matter of their ideas
and
choices."

Michael responds:

"The above response that I gave is an explanation about why physical structures 
influencing the brain can adversely affect the relative ability of a given individual 
to create knowledge in a given time, at this moment in history.

Do you deny that?

Do you think that someone with severe Alzheimer's disease (but who still can 



explain a few things) is as likely to be able to recognize his relatives as when he 
did not have Alzheimer's?

Explanations allow us to make predictions.  Do they not?"



From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 5, 2011 at 2:55 PM

On Jun 5, 3:51 pm, Michael Golding <mlionson...@yahoo.com> wrote:

"I certainly don't dispute that physical structures (independent of genes) as well 
as genes can powerfully influence minds.  One only needs to think about 
someone with Alzheimer's disease or someone with mental retardation like 
Angelman's syndrome.

Physical structures influence our mind by changing the speed by which we can 
conjecture and refute about things.  If genes or any other physical influence on 
the brain cause slowing of this process in any dimension important to people, 
they decrease the efficiency of mutation, recombination, and error correction 
and so decrease the depth of knowledge that a person is likely to create in a 
given time.

Various types of evolutionary baggage, for example the tendency to develop 
Angelman's syndrome, profoundly influence people and their minds."

So, 'normal' human minds are tractable universal explainers.

-- William



From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: The AI 'breakthrough'
Date: June 5, 2011 at 3:39 PM

On Jun 1, 8:08 pm, Elliot Temple <c...@curi.us> wrote:

I think the hardest part is error correction (criticism). Conjectures can be a mix of 
random variants of existing ideas and also random new ideas. Not that the 
conjecture part is trivial, but it doesn't look like a fundamentally huge obstacle. 
The error correction part is *really hard* to get even a general idea of how it 
might be done.

In broad/vague terms, criticisms are statements which contradict other 
statements. The criticism might be false, or the statement might be false. How 
do you pick? No one knows anything like a straightforward algorithm for that.

I agree that the ability to change your 'Ways to Think' is the
difficult problem.

Humans must possess mental assets that recognise given situations/
problems types, which in turn activate other resources, prioritising
those that have been particularly useful in the past. The battleground
of thought does not flow smoothly or uniformly, but is full of diverse
conflicts and inconsistencies.

-- William



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: [BoI] Mozart
Date: June 5, 2011 at 6:36 PM

Forwarded with permission:
________________________________________

On Jun 5, 2011, at 5:19 AM, briankscurfield wrote:

On 5 Jun 2001, at 12;30am, David Deutsch wrote:

On 4 Jun 2011, at 8:49am, briankscurfield wrote:

Yes, Popper had greater challenges. Mozart ideas don't apply outside music 
but Popper's ideas have universal reach, including in music. Did Mozart 
explain why his music is beautiful? Or was his knowledge more of the rule-of-
thumb variety?

Ny guess is: neither. It was explanatory inexplicit knowledge. That is to say, in 
his mind Mozart had developed a definite, universal (within music) claim that 
the objective aesthetic reality is a certain way (as expressed in Peter Shaffer's 
line 'displace one note and there would be diminishment; displace one phrase 
and the whole structure would fall'),

Thanks for that thought. Explanatory inexplicit knowledge didn't occur to me. I 
guess this type of knowledge is characteristic of the arts in general although we 
must all have it to one extent or another. In particular, I guess that human 
creativity itself relies, at least in part, on explanatory inexplicit knowledge about 
how to be creative.

Yes and one part of that is: our conjectures are created
subconsciously and then criticized subconsciously, a lot, before our
conscious mind ever gets a look at them.

This of course allows for blind spots. Many of those blind spots are
*good things* -- we filter out a great deal of bad ideas this way. But
sometimes something good gets filtered.

Some of these filters can be disabled in the short term pretty easily
(disabled in the long term is more difficult, but often a short term



bypass will deal with a problem they cause). People call this
"thinking outside the box" when they disable some of their
conventionalness filters and allow themselves to think of some weird
ideas.

That's to the extent "thinking outside the box" doesn't refer to
stereotyped, conventional behavior. And to the extent they aren't
having the "weird" thoughts consciously already, and suppressing them,
and then using "thinking outside the box" as an excuse to say them.

but neither Mozart nor anyone since has been able to set up a language and 
system of ideas in which that claim could be stated explicitly.

Is this bound up with the problem that qualia are currently not describable?

"Currently not describable" is such a weird phrasing to mean,
"Currently don't know how to describe".

There's no "can't" here. Just ignorance.

Will an explicit theory of objective beauty require an explicit theory of qualia?

Don't think so. Especially since people already have various theories
about beauty.

By the way, IMO Mozart's childhood compositions were mediocre (though his 
other childhood achievements like transcribing Allegri's Miserere from memory 
-- making him the first person to pirate a piece of music -- and also just as a 
performer, were indeed prodigious).

Did Mozart have any physical advantages that would have helped with his 
performing and his pioneering act of piracy? People talk about perfect pitch but 
that's just practice isn't it?

Not just practice but also ways of thinking, developed in early
childhood, and very difficult to change a lot.

-- Elliot Temple



http://fallibleideas.com/

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 5, 2011 at 6:57 PM

--- On Sun, 6/5/11, William <3p4j8x834p27@gmail.com> wrote:

From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Sunday, June 5, 2011, 2:55 PM
On Jun 5, 3:51 pm, Michael Golding
<mlionson...@yahoo.com>
wrote:

"I certainly don't dispute that physical structures
(independent of genes) as well as genes can powerfully
influence minds.  One only needs to think about someone
with Alzheimer's disease or someone with mental retardation
like Angelman's syndrome.

Physical structures influence our mind by changing the
speed by which we can conjecture and refute about things.
 If genes or any other physical influence on the brain
cause slowing of this process in any dimension important to
people, they decrease the efficiency of mutation,
recombination, and error correction and so decrease the
depth of knowledge that a person is likely to create in a
given time.

Various types of evolutionary baggage, for example the
tendency to develop Angelman's syndrome, profoundly
influence people and their minds."

So, 'normal' human minds are tractable universal
explainers.

-- William



Hibbsa said that he apparently agrees with the BOI philosophy that human beings 
are universal explainers.  But he added that our genetic baggage can influence 
us. (Presumably he meant that our genetic baggage can influence our normal or 
abnormal minds and bodies).  He is correct.



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: Rand Pride (was Re: [BoI] Sex)
Date: June 6, 2011 at 9:02 PM

On Fri, Jun 3, 2011 at 8:09 PM, Lulie Tanett <www@lulie.org> wrote:

On 2 Jun 2011, at 18:38, Anonymous Person wrote:

On Thu, Jun 2, 2011 at 12:03 AM, Lulie Tanett <luliet@gmail.com> wrote:

The impression I got from Rand says is she sometimes advocates basking in 
pride. Is this accurate? It seems strange to me, because every moment of 
basking could be spent *doing* something!

Which of Rand's characters spend their time basking in pride rather than doing 
things?

She said pride was a good thing. If she doesn't mean experiencing the 
sensation of pride (basking), what does she mean? Maybe the context is people 
who think the opposite of pride is good, and she's just contradicting them.

I don't know if her characters ever did this. Is the impression inaccurate?

In a very long sentence(!) in Galt's speech she says:

Pride is the recognition of the fact that you are your own highest value and, like 
all of man’s values, it has to be earned—that of any achievements open to you, 
the one that makes all others possible is the creation of your own character—
that your character, your actions, your desires, your emotions are the products 
of the premises held by your mind—that as man must produce the physical 
values he needs to sustain his life, so he must acquire the values of character 
that make his life worth sustaining—that as man is a being of self-made wealth, 
so he is a being of self-made soul—that to live requires a sense of self-value, 
but man, who has no automatic values, has no automatic sense of self-esteem 
and must earn it by shaping his soul in the image of his moral ideal, in the image 
of Man, the rational being he is born able to create, but must create by choice—
that the first precondition of self-esteem is that radiant selfishness of soul which 
desires the best in all things, in values of matter and spirit, a soul that seeks 
above all else to achieve its own moral perfection, valuing nothing higher than 
itself—and that the proof of an achieved self-esteem is your soul’s shudder of 



contempt and rebellion against the role of a sacrificial animal, against the vile 
impertinence of any creed that proposes to immolate the irreplaceable value 
which is your consciousness and the incomparable glory which is your existence 
to the blind evasions and the stagnant decay of others.

I infer from this that pride is not basking and that it should not be
driven from the emotions. It's a simply a recognition that you are you
highest value and that you have created that value through effort,
choice, and rationality. People with pride act in accordance with that
recognition.

-- Brian



From: Lulie Tanett <www@lulie.org>
Subject: [BoI] Universal Explainers
Date: June 8, 2011 at 12:34 PM

What problem does idea that we're universal explainers try to solve?

How does it attempt to solve it?

Does the solution work? Is it a good problem?

--
Lulie Tanett



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Universal Explainers
Date: June 8, 2011 at 1:27 PM

On 8 Jun 2011, at 5:34pm, Lulie Tanett wrote:

What problem does idea that we're universal explainers try to solve?

It comes from the argument of Dawkins and Haldane that "the world is queerer 
than we *can* suppose", because of our evolutionary history, we should expect 
there to be a limit to what we can understand.

This raises problems such as how to explain why we can already understand as 
much as we do -- many times more than, and ideas of very different kinds from, 
what we used when our capacity to explain was evolving.

Another problem with it is that it forces an anthropocentric world view, in which 
there is a bubble of explicability centered on us.

How does it attempt to solve it?

By removing the flaws in the Dawkins–Haldane argument, we arrive at the 
conclusion that the belief in such a bound (not only due to their argument but also 
in its own right) is tantamount to a belief in the supernatural.

Does the solution work?

I see no way to vary it...

Is it a good problem?

I think it was worth solving.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Apple's New Building
Date: June 8, 2011 at 3:17 PM

Here's the video of Steve Jobs presenting the plans for their new building to the 
city.

http://techcrunch.com/2011/06/07/steve-jobs-cupertino/

I liked how the sort of attitude of the presentation. It's like: we already hired world 
class architects to figure everything out. We already made a serious, polished 
plan. We already hired a an arborist from Stanford to help us plant more trees. 
We already have experience making large pieces of glass for buildings with our 
stores and we know how to make curved glass. And so on. It's very impressive. 
It's saying: we already have everything figured out. We took care of everything. 
The problems are solved, using world class resources like hiring top architects.

It's the sort of presentation you'd want give when you want to get hired for a 
contract to do something for a business. Not "We think we can do it. Hire us and 
we'll get started working out the details." But, "We've got it nailed already! We 
already have the right people and knowledge. It's all taken care of. Have no 
worries."

I liked how he handled the question about whether Apple will offer free wifi to the 
community. And he said he had a simple view: they pay taxes and then in return 
the city provides services like wifi!

He offered to provide wifi in lieu of taxes :-)

I also liked the more reasonable request at the end where one of the councilmen 
requested Apple build an Apple Store in Cupertino to help the community. But 
Steve pointed out there's not enough traffic (customers). Oh well.

It's nice that he realized an Apple store is good for the community. It is a public 
good. It's a benefit to have the *option* to buy things there without having to 
travel further. Options like that have tangible value worth requesting. This ties in 
to my claim that virtually all goods have both public (non-exludable, free) 
elements as well as non-public elements. People always partially free ride, and 
partially can't free ride.

The new building is so spectacular I wondered if I could visit. What it'd take to get 

http://techcrunch.com/2011/06/07/steve-jobs-cupertino/


a pass and be let in. And I wondered if I could spend hours there instead of just 
have a guided tour. I even thought it'd be nicer to work there and considered what 
it'd be like to work for Apple as a programmer (unfortunately a building can't 
change the main gist of what a job is).

I've never been particularly impressed by buildings before. The glass wall Apple 
stores are cool. Those are my favorites I guess. But this is more impressive.

I was at this building recently:

http://www.palaceoffinearts.org/Welcome.html

When you stand under that dome and look up it's impressive. It's *big*. It's high. 
It's neat that people build stuff way bigger than people themselves. But it wears 
off pretty fast. It doesn't have a lasting awesomeness.

Skyscrapers are cool too. You can look up and them and they are big. Bigger 
than the dome. The dome is a little different though because you can stand under 
it and look straight up. It's like being in a room with an exceptionally high ceiling 
which skyscrapers don't offer. More like some big churches I guess. Skyscrapers 
are compartmentalized more and full of small spaces. They have big rooms 
sometimes but it's horizontal rather than vertical size. Which isn't quite the same. 
It's easy to walk horizontally, or find open land with horizontal space, or whatever. 
But building upwards is beyond what you can walk over to and reach.

For those who don't know, Apple also has some other amazing new stuff:

http://events.apple.com.edgesuite.net/11piubpwiqubf06/event/

It's progress, concretized.

There's further comments on Apple's building here:

http://news.ycombinator.com/item?id=2632158

One says:

Only Steve could glue me to the screen for 20 mins to watch a city council 
meeting.

http://www.palaceoffinearts.org/Welcome.html
http://events.apple.com.edgesuite.net/11piubpwiqubf06/event/
http://news.ycombinator.com/item?id=2632158


Indeed. World class skill is a pleasure to watch.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Universal Explainers
Date: June 8, 2011 at 3:37 PM

2011/6/8 David Deutsch <david.deutsch@qubit.org>

On 8 Jun 2011, at 5:34pm, Lulie Tanett wrote:

What problem does idea that we're universal explainers try to solve?

It comes from the argument of Dawkins and Haldane that "the world is
queerer than we *can* suppose", because of our evolutionary history, we
should expect there to be a limit to what we can understand.

But isn't the idea that we are universal explainers, still perfectly
consistent with the idea that "the world is queerer than we can suppose"?
The way I understand the phrase "universal explainer" is - an entity that
can explain everything that is in principle explicable. That by itself does
not seem to imply that everything really *is* explicable.

Just like in computation - we have universal computers but they can't
compute everything - some questions are just undecidable.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Universal Explainers
Date: June 8, 2011 at 3:54 PM

On 8 Jun 2011, at 8:37pm, Matjaž Leonardis wrote:

2011/6/8 David Deutsch <david.deutsch@qubit.org>
On 8 Jun 2011, at 5:34pm, Lulie Tanett wrote:

What problem does idea that we're universal explainers try to solve?

It comes from the argument of Dawkins and Haldane that "the world is queerer 
than we *can* suppose", because of our evolutionary history, we should expect 
there to be a limit to what we can understand.

But isn't the idea that we are universal explainers, still perfectly consistent with 
the idea that "the world is queerer than we can suppose"?

Yes.

The way I understand the phrase "universal explainer" is - an entity that can 
explain everything that is in principle explicable. That by itself does not seem to 
imply that everything really *is* explicable.

Yes.

But the idea that the world is explicable is not derived from the idea that we are 
universal explainers. Overlapping arguments -- for example the one about a 
limited sphere of explicability being tantamount to a belief in the supernatural -- 
lead to both conclusions.

Just like in computation - we have universal computers but they can't compute 
everything - some questions are just undecidable.

It's not analogous. In mathematics a proof is not necessarily an explanation and 
an explanation is not necessarily a proof. Moreover a mathematical question is 
not necessarily a *problem* requiring explanation. (A problem is a conflict 
between ideas.)



-- David Deutsch



From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: Universal Explainers
Date: June 8, 2011 at 5:47 PM

On 8 Jun 2011, at 5:34pm, Lulie Tanett wrote:
What problem does idea that we're universal explainers try to solve?

DD has also said (BoI p157) that "My guess is that every AI is a
person: a general-purpose explainer."

The suggested solution also goes some way to providing a useful
framework to the AI community. With a better understanding of *what* a
human achieves, it should help steer them away from the current
theoretical deadlock, by setting obtainable goals en-route to a human
equivalent and creative A(G)I.

I would add that any person/universal explainer deserves and should be
granted, priority rights and moral status accordant to its symbolic or
mental complexity level and overall capability. No other unimportant
discriminatory (substratist!) distinctions should be entertained – the
carbon or silicon based entity should be equal under the rule of law.

It is a solution with reach, and one that could also help clarify
future legal, regulatory, and moral dilemmas.

-- William



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 9, 2011 at 12:31 AM

On Jun 4, 10:55 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 4, 2011, at 2:43 PM, hibbsa wrote:

On Jun 4, 10:28 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 4, 2011, at 2:14 PM, hibbsa wrote:

At the infinestimal point of becoming intelligent, the human brain was
entirely non-memetic and so was governed by the rules of genetics,
which inherently include variation in all dimensions throughout the
population.

Evolution does not inherently include variation in all dimensions. Only some, 
at random, as allowed for by the nature of the replicator.

The software/hardware metaphor can only be taken so far because
biology exists along the lines of structure=function and
function=structure

It wasn't a metaphor. (Not an analogy, either.)

It has to be a metaphor or an analogy because you are using the
vocabularly of computers applied to biology and biological evolution
of the mind.

Brains are literally computers. That's not a metaphor or analogy.

Brains literally do computations, but the reason I think it's a bad
idea to say that brains are literally computers is that 'computer'
already means something to us, and by directly linking this pre-



existing meaning to biological brains, we run the risk of embedding
lots of implicit assumptions about brains that go unexplained and
uncriticized.

So while I recognize the hardware/software concept has to be reflected
in the brain, the question is whether the concept of 'hardware/
software' sits in more abstract form than its manifestation for a
physical computer. If it does have a more abstract form, then the
question is which of the characteristics defining  'hardware/software'
in a physical computer are immutably present in that more abstract
representation, and which are 'local' or specific to the
manifestatiion in a 'physical computer'?

This is a question that has bearing not on whether the concept is
applicable to the brain - it has to be applicable - but on what if any
procedure is necessary for translating the concept to the domain of a
brain.

Intelligence is *literally* due to some combination of the brain (hardware) and it's 
software. And facts about hardware independence literally apply.

Literally due to *some* combination is true, but that leaves open the
possibility of dramatically different manifestations of hardware/
software independence that change the way consequences are inferred.

A universal computer is an example of something with universality. Its traits due 
to universality are shared by other things with universality. Universality is a 
concept with reach beyond computers. For example, people are universal 
explainers.

The concept of universality is not disputed nor its inherent reality
in the universe nor the presence of universality in human thought.
What is being questioned are the assumptions for how this universality
manifests in terms of its bounding, in what underlying components have
to be themselves universal, or  have to be a certain way for
universality to be possible.



But I also read your point as denial of consent, which I will respect.

It wasn't.

Ok...thanks for leaving the door open on that one.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 9, 2011 at 1:27 AM

On Jun 5, 11:57 pm, Michael Golding <mlionson...@yahoo.com> wrote:
--- On Sun, 6/5/11, William <3p4j8x834...@gmail.com> wrote:

From: William <3p4j8x834...@gmail.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Sunday, June 5, 2011, 2:55 PM
On Jun 5, 3:51 pm, Michael Golding
<mlionson...@yahoo.com>
wrote:

"I certainly don't dispute that physical structures
(independent of genes) as well as genes can powerfully
influence minds.  One only needs to think about someone
with Alzheimer's disease or someone with mental retardation
like Angelman's syndrome.

Physical structures influence our mind by changing the
speed by which we can conjecture and refute about things.
 If genes or any other physical influence on the brain
cause slowing of this process in any dimension important to
people, they decrease the efficiency of mutation,
recombination, and error correction and so decrease the
depth of knowledge that a person is likely to create in a
given time.

Various types of evolutionary baggage, for example the
tendency to develop Angelman's syndrome, profoundly
influence people and their minds."

So, 'normal' human minds are tractable universal



explainers.

-- William

Hibbsa said that he apparently agrees with the BOI philosophy that human 
beings are universal explainers.  But he added that our genetic baggage can 
influence us. (Presumably he meant that our genetic baggage can influence our 
normal or abnormal minds and bodies).  He is correct.

Yes that's broadly it for me. The way I'd say it would be that I'm not
disputing the philosophy that humans are universal explainers, but I
am suggesting that the corollary of the combined inferences of certain
consequences for the physical brain, is that such a physical
arrangement is not only necessary for universal status to be true, but
that it is the single only arrangement consistent with a universal
status being true, and an explanation for why this would be the case
remains to be made.

One alternative arrangement I suggested was a kind of duality
situation. On the one side there would "the new hope" in the form of a
new and physically real potential independence of human thought from
all constraining evolutionary baggage, brought about by the emergence
of a universal status. On the other side would be the also physically
real architecture of constraining evolutionary baggage, in the absense
of realization of that potential still acting deviously beneath the
surface causing mayhem in our thoughts and in the world.

In this situation the question would then arise, how do we realize
this new potential? Do we achieve the new hope by convincing ourselves
there is no baggage and that the new potential effortlessly defines us
already? Or do we follow a dual approach by, on the one side, taking
the supposition it isn't there and proceeding with the philosophy and
its implications as is. While on the other side, support the
scientific quest to understand the brain and specifically whether that
evolutionary baggage is there, and if it is there how it continues to
operate and influence us, such that we can gain the necessary
knowledge for what sort of mental or philosophical or physical/
procedural disciplines need to be developed in order to free ourselves
from that baggage and realize the dream.



The point about the above, or the only point that should be necessary
to make you sit up and take note, should be whether it is a *possible*
and *plausible* alternative explanation for how the brain could be
arranged in such way consistency with universality was satisfied.

If, if, it's a viable alternative explanation, or if I've said enough
to make you glimpse the possibility that a viable alternative along
these lines could with care be robustly formulated, then the
explanation why this version would be a better explanation than the
current one you are using, is that this version has more explanatory
power in terms of the world around in terms of the affairs of
people.

- Hide quoted text -

- Show quoted text -- Hide quoted text -
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From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Universal Explainers
Date: June 9, 2011 at 3:29 AM

On 8 Jun 2011, at 18:27, David Deutsch wrote:

On 8 Jun 2011, at 5:34pm, Lulie Tanett wrote:

What problem does idea that we're universal explainers try to solve?

It comes from the argument of Dawkins and Haldane that "the world is queerer 
than we *can* suppose", because of our evolutionary history, we should expect 
there to be a limit to what we can understand.

This raises problems such as how to explain why we can already understand as 
much as we do -- many times more than, and ideas of very different kinds from, 
what we used when our capacity to explain was evolving.

Another problem with it is that it forces an anthropocentric world view, in which 
there is a bubble of explicability centered on us.

How does it attempt to solve it?

By removing the flaws in the Dawkins–Haldane argument, we arrive at the 
conclusion that the belief in such a bound (not only due to their argument but 
also in its own right) is tantamount to a belief in the supernatural.

What flaws were removed?

--
Lulie Tanett



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Universal Explainers
Date: June 9, 2011 at 3:36 AM

On 8 Jun 2011, at 20:54, David Deutsch wrote:

On 8 Jun 2011, at 8:37pm, Matjaž Leonardis wrote:

2011/6/8 David Deutsch <david.deutsch@qubit.org>
On 8 Jun 2011, at 5:34pm, Lulie Tanett wrote:

What problem does idea that we're universal explainers try to solve?

It comes from the argument of Dawkins and Haldane that "the world is 
queerer than we *can* suppose", because of our evolutionary history, we 
should expect there to be a limit to what we can understand.

But isn't the idea that we are universal explainers, still perfectly consistent with 
the idea that "the world is queerer than we can suppose"?

Yes.

The way I understand the phrase "universal explainer" is - an entity that can 
explain everything that is in principle explicable. That by itself does not seem 
to imply that everything really *is* explicable.

Yes.

But the idea that the world is explicable is not derived from the idea that we are 
universal explainers. Overlapping arguments -- for example the one about a 
limited sphere of explicability being tantamount to a belief in the supernatural -- 
lead to both conclusions.

So is it like this?:

Saying the world is not explicable is resorting to supernaturalism (because you're 
saying something other than reason is true). Saying it's not explicable *to us* is 
also supernaturalism (because you're saying we can't use reason and must use 
something else).



The only way out of supernaturalism is to suppose that reason *is* true, and we 
*can* use reason for anything.

Being able to use reason for anything = being a universal explainer.

--
Lulie Tanett



From: Lulie Tanett <www@lulie.org>
Subject: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 9, 2011 at 3:43 AM

On 8 Jun 2011, at 22:47, William wrote:

On 8 Jun 2011, at 5:34pm, Lulie Tanett wrote:
What problem does idea that we're universal explainers try to solve?

DD has also said (BoI p157) that "My guess is that every AI is a
person: a general-purpose explainer."

The suggested solution also goes some way to providing a useful
framework to the AI community. With a better understanding of *what* a
human achieves, it should help steer them away from the current
theoretical deadlock, by setting obtainable goals en-route to a human
equivalent and creative A(G)I.

I would add that any person/universal explainer deserves and should be
granted, priority rights and moral status accordant to its symbolic or
mental complexity level and overall capability.

Can you clarify what you mean by "accordant to its symbolic or mental complexity 
level and overall capability"?

Are you saying people with more capability/'mental complexity' should have more 
rights that people with less?

Or do you mean once a sufficient complexity/capability level has been reached, 
then the person should have rights? If so, what is that level?

--
Lulie Tanett



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 9, 2011 at 4:03 AM

On 9 Jun 2011, at 05:31, hibbsa wrote:

On Jun 4, 10:55 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 4, 2011, at 2:43 PM, hibbsa wrote:

On Jun 4, 10:28 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 4, 2011, at 2:14 PM, hibbsa wrote:

The software/hardware metaphor can only be taken so far because
biology exists along the lines of structure=function and
function=structure

It wasn't a metaphor. (Not an analogy, either.)

It has to be a metaphor or an analogy because you are using the
vocabularly of computers applied to biology and biological evolution
of the mind.

Brains are literally computers. That's not a metaphor or analogy.

Brains literally do computations, but the reason I think it's a bad
idea to say that brains are literally computers is that 'computer'
already means something to us, and by directly linking this pre-
existing meaning to biological brains, we run the risk of embedding
lots of implicit assumptions about brains that go unexplained and
uncriticized.

What mistakes do you think could arise from us calling biological brains 
'computers'?

If we made a silicon brain, would you call it a brain or computer?

If we made a computer out of carbon and biology stuff, would you call that a 
computer or something else?

Why does it matter what it's made of? Or, are you asserting something deeper 



than that -- that there's some other fundamental difference between computers 
and brains?

So while I recognize the hardware/software concept has to be reflected
in the brain, the question is whether the concept of 'hardware/
software' sits in more abstract form than its manifestation for a
physical computer.

What do you mean by 'more abstract form'?

--
Lulie Tanett



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Objective Truth
Date: June 9, 2011 at 5:05 AM

On 4 Jun 2011, at 04:08, Elliot Temple wrote:

On Jun 3, 2011, at 7:55 PM, John Campbell wrote:

On Wed, Jun 1, 2011 at 3:21 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 30 May 2011, at 03:52 AM, Elliot Temple <curi@curi.us> wrote:

The theory of objective truth says: mistakes exist, ideas can be wrong,

there is a *an objective standard by which ideas can be judged* (our
judgment, of course, is fallible).

Objective truth is a prerequisite for ideas such as fallibility or
learning.

There is no such thing as learning if there isn't truth. You could just

make anything up, or nothing at all, and it'd all be just as good, if there
was no truth.

You can't be fallible if you can't make mistakes. And you can't make
mistakes without a truth, because mistakes are deviations from the truth.

Some artists seem to want it both ways: they say that, on the one hand,
there actually is something you can learn from studying art. But on the
other hand, they deny there is objective truth in aesthetics.

Is the reason they do this to wiggle out of criticism? To say they're not
actually making mistakes?

--
Lulie Tanett

Your observation and those of Elliot's seem related to Ayn Rand's idea of



the stolen concept. As I understand it, the stolen concept is one that is
required to be assumed, while a person is trying to make the argument to
deny it.

Yeah.

Popper and Rand converge in various ways, like this.

Where did Popper talk about this idea?

--
Lulie Tanett



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Purported example of creativity by chimpanzees
Date: June 9, 2011 at 7:57 AM

http://www.bbc.co.uk/news/science-environment-13560247

Out of 43 chimps, based in the Ngamba Island Chimpanzee Sanctuary, in 
Uganda, and Germany's Leipzig Zoo, 14 worked out that they needed to take 
the water in their mouths and spit it into the tube, and seven did this enough 
times to successfully obtain a peanut.

Dr Hanus said the study highlighted the chimps' ability to solve problems.

He explained: "You cannot explain it by trial-and-error learning. They weren't just 
spitting water around the room and some fell in by accident.

"Instead, they were standing in front of the problem, trying to work out the 
solution - at first by trying to use their fingers, or trying to break it.

"But some, then went to the drinker and got the mouthful of water and came 
back and spat it directly into the tube, and a few did it enough times to get the 
peanut."

He added: "I think it is quite impressive - I call it insightful behaviour."

Maybe.

That is to say, maybe the chimpanzees have created some new, explanatory 
knowledge. But I think the researchers shouldn't jump to that conclusion without a 
lot more testing.

Dr Hanus is right to consider 'trial-and-error learning' to be the obvious rival 
explanation. But he is wrong to restrict that category to trials of the form "just 
spitting water around the room and some fell in by accident". We should expect 
the trials to consist of *any* inborn or learned patterns of behaviour, randomly 
varied, with a bias determined by circumstances. So for instance, one would first 
have to form explanations about what circumstances often evoke the 'spitting 
water at food' behaviour, and then test the "insightful behaviour" theory by 
constructing variants of the experiment where the same supposed insight would 
not lead chimpanzees to spit water at the food, but the 'trial-and-error' behaviour 

http://www.bbc.co.uk/news/science-environment-13560247


would.

The conclusions they draw from doing the 'same' experiment with children 
confirms my impression that the researchers do not have a sophisticated theory 
of how apes learn their learned behaviours. We should expect humans to have 
fewer patterns of inborn behaviour. So we should expect them to perform worse 
at creating new behaviours that are highly adapted to the chimpanzee lifestyle 
(like spitting water at nearly-accessible food), but to perform much better at 
creating most other new ideas.

-- David Deutsch



From: jim morris <james.morris@gmail.com>
Subject: [BoI] Re: Apple's New Building
Date: June 9, 2011 at 9:12 AM

Speaking of Steve, I've recently been musing on a meta-theory about
DD: the key to greatness is brains plus boldness. While I might not be
able to grasp many of the ideas he presents, I'm often struck by his
sheer audacity. Steve Jobs recognized good ideas (e.g. Xerox PARC's as
recently described in Malcolm Gladwell's New Yorker piece) and
extended them far beyond what the originators would have. Another
example is Lady Gaga. She has taken the methods of Madonna, Elton
John, and Fred Rogers (!) to a whole new level.

On the other hand we can see many people who choose to be bold while
lacking brains, e.g. Sarah Palin. Most of them fail so quickly that
they never achieve any fame. Boldness seems a personal choice that is
easier to achieve than having brains and talent. The confidence and
determination to pursue some ideas beyond what is "reasonable" might
be randomly distributed in the population. Like optimism, it helps the
species, even if most of the individuals fail. How could an individual
decide to be bold when they recognize the choice? It probably depends
upon parents, teachers, or agents who recognize one's talent.

On Jun 8, 3:17 pm, Elliot Temple <c...@curi.us> wrote:
Here's the video of Steve Jobs presenting the plans for their new building to the 
city.

http://techcrunch.com/2011/06/07/steve-jobs-cupertino/

I liked how the sort of attitude of the presentation. It's like: we already hired 
world class architects to figure everything out. We already made a serious, 
polished plan. We already hired a an arborist from Stanford to help us plant 
more trees. We already have experience making large pieces of glass for 
buildings with our stores and we know how to make curved glass. And so on. It's 
very impressive. It's saying: we already have everything figured out. We took 
care of everything. The problems are solved, using world class resources like 
hiring top architects.

It's the sort of presentation you'd want give when you want to get hired for a 
contract to do something for a business. Not "We think we can do it. Hire us and 
we'll get started working out the details." But, "We've got it nailed already! We 

http://techcrunch.com/2011/06/07/steve-jobs-cupertino/


already have the right people and knowledge. It's all taken care of. Have no 
worries."

I liked how he handled the question about whether Apple will offer free wifi to 
the community. And he said he had a simple view: they pay taxes and then in 
return the city provides services like wifi!

He offered to provide wifi in lieu of taxes :-)

I also liked the more reasonable request at the end where one of the 
councilmen requested Apple build an Apple Store in Cupertino to help the 
community. But Steve pointed out there's not enough traffic (customers). Oh 
well.

It's nice that he realized an Apple store is good for the community. It is a public 
good. It's a benefit to have the *option* to buy things there without having to 
travel further. Options like that have tangible value worth requesting. This ties in 
to my claim that virtually all goods have both public (non-exludable, free) 
elements as well as non-public elements. People always partially free ride, and 
partially can't free ride.

The new building is so spectacular I wondered if I could visit. What it'd take to 
get a pass and be let in. And I wondered if I could spend hours there instead of 
just have a guided tour. I even thought it'd be nicer to work there and considered 
what it'd be like to work for Apple as a programmer (unfortunately a building 
can't change the main gist of what a job is).

I've never been particularly impressed by buildings before. The glass wall Apple 
stores are cool. Those are my favorites I guess. But this is more impressive.

I was at this building recently:

http://www.palaceoffinearts.org/Welcome.html

When you stand under that dome and look up it's impressive. It's *big*. It's high. 
It's neat that people build stuff way bigger than people themselves. But it wears 
off pretty fast. It doesn't have a lasting awesomeness.

Skyscrapers are cool too. You can look up and them and they are big. Bigger 
than the dome. The dome is a little different though because you can stand 

http://www.palaceoffinearts.org/Welcome.html


under it and look straight up. It's like being in a room with an exceptionally high 
ceiling which skyscrapers don't offer. More like some big churches I guess. 
Skyscrapers are compartmentalized more and full of small spaces. They have 
big rooms sometimes but it's horizontal rather than vertical size. Which isn't 
quite the same. It's easy to walk horizontally, or find open land with horizontal 
space, or whatever. But building upwards is beyond what you can walk over to 
and reach.

For those who don't know, Apple also has some other amazing new stuff:

http://events.apple.com.edgesuite.net/11piubpwiqubf06/event/

It's progress, concretized.

There's further comments on Apple's building here:

http://news.ycombinator.com/item?id=2632158

One says:

Only Steve could glue me to the screen for 20 mins to watch a city council 
meeting.

Indeed. World class skill is a pleasure to watch.

-- Elliot Templehttp://fallibleideas.com/

http://events.apple.com.edgesuite.net/11piubpwiqubf06/event/
http://news.ycombinator.com/item?id=2632158
http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Apple's New Building
Date: June 9, 2011 at 10:52 AM

On 9 Jun 2011, at 2:12pm, jim morris wrote:

Speaking of Steve, I've recently been musing on a meta-theory about
DD: the key to greatness is brains plus boldness. While I might not be
able to grasp many of the ideas he presents, I'm often struck by his
sheer audacity.

I'm not audacious. If anything, to the extent that I consciously hold a theory about 
how I want to be in intellectual matters, I want to be conservative. But I have 
absolutely no choice about what a theory implies. Nor (as Shelley nicely pointed 
out in *The Necessity of Atheism*) do I have any choice about whether I judge a 
theory to be true or false, or an argument valid or invalid.

It's all a matter of the reach of ideas -- as discussed in BoI.

-- David Deutsch



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Re: Apple's New Building
Date: June 9, 2011 at 11:21 AM

On Thu, Jun 9, 2011 at 9:52 AM, David Deutsch 
<david.deutsch@qubit.org>wrote:

On 9 Jun 2011, at 2:12pm, jim morris wrote:

Speaking of Steve, I've recently been musing on a meta-theory about
DD: the key to greatness is brains plus boldness. While I might not be
able to grasp many of the ideas he presents, I'm often struck by his
sheer audacity.

I'm not audacious. If anything, to the extent that I consciously hold a
theory about how I want to be in intellectual matters, I want to be
conservative. But I have absolutely no choice about what a theory implies.
Nor (as Shelley nicely pointed out in *The Necessity of Atheism*) do I have
any choice about whether I judge a theory to be true or false, or an
argument valid or invalid.

It's all a matter of the reach of ideas -- as discussed in BoI.

-- David Deutsch

I am struck by a thoughtful, yet uncompromising attention to reality and to
rationality in DD. That could appear to be audacious, and it does take
courage. It is inspiring. I wonder if there is a German word that better
reflects this?

John Campbell



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Re: Apple's New Building
Date: June 9, 2011 at 11:40 AM

On 9 Jun 2011, at 02:12 PM, jim morris <james.morris@gmail.com> wrote:

Speaking of Steve, I've recently been musing on a meta-theory about
DD: the key to greatness is brains plus boldness. While I might not be
able to grasp many of the ideas he presents, I'm often struck by his
sheer audacity. Steve Jobs recognized good ideas (e.g. Xerox PARC's as
recently described in Malcolm Gladwell's New Yorker piece) and
extended them far beyond what the originators would have. Another
example is Lady Gaga. She has taken the methods of Madonna, Elton
John, and Fred Rogers (!) to a whole new level.

On the other hand we can see many people who choose to be bold while
lacking brains, e.g. Sarah Palin. Most of them fail so quickly that
they never achieve any fame. Boldness seems a personal choice that is
easier to achieve than having brains and talent. The confidence and
determination to pursue some ideas beyond what is "reasonable" might
be randomly distributed in the population.

It sounds like you're talking about willingness to go against convention.

Which is true as far as it goes -- you can't make progress unless you depart 
somewhere from what went before. But coming up with good ideas requires more 
than that.

In DD's reply, he said if anything it's more conservative. This is because most 
attempts to depart from convention fail: convention has a lot of knowledge and for 
the most part it kinda works. So often when people depart from or rebel against it, 
they leave that knowledge behind, and make worse mistakes than before.

The main thing is being *critical*, of everything, including/especially the theories 
you hold most dear.

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Purported example of creativity by chimpanzees
Date: June 9, 2011 at 12:12 PM

On Jun 9, 2011, at 4:57 AM, David Deutsch wrote:

http://www.bbc.co.uk/news/science-environment-13560247

Out of 43 chimps, based in the Ngamba Island Chimpanzee Sanctuary, in 
Uganda, and Germany's Leipzig Zoo, 14 worked out that they needed to take 
the water in their mouths and spit it into the tube, and seven did this enough 
times to successfully obtain a peanut.

Dr Hanus said the study highlighted the chimps' ability to solve problems.

He explained: "You cannot explain it by trial-and-error learning. They weren't 
just spitting water around the room and some fell in by accident.

"Instead, they were standing in front of the problem, trying to work out the 
solution - at first by trying to use their fingers, or trying to break it.

"But some, then went to the drinker and got the mouthful of water and came 
back and spat it directly into the tube, and a few did it enough times to get the 
peanut."

He added: "I think it is quite impressive - I call it insightful behaviour."

Maybe.

That is to say, maybe the chimpanzees have created some new, explanatory 
knowledge. But I think the researchers shouldn't jump to that conclusion without 
a lot more testing.

Dr Hanus is right to consider 'trial-and-error learning' to be the obvious rival 
explanation. But he is wrong to restrict that category to trials of the form "just 
spitting water around the room and some fell in by accident".

They aren't differentiating between mental trials and physical trials. Or they are 
only considering physical trials.

http://www.bbc.co.uk/news/science-environment-13560247


But one of the amazing things about having a brain is trying ideas mentally. Then 
bad ideas can die in the mental realm without disaster in the physical realm.

This advantage is why thinking creates knowledge faster than biological 
evolution.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Objective Truth
Date: June 9, 2011 at 12:34 PM

On Jun 9, 2011, at 2:05 AM, Lulie Tanett wrote:

On 4 Jun 2011, at 04:08, Elliot Temple wrote:

On Jun 3, 2011, at 7:55 PM, John Campbell wrote:

On Wed, Jun 1, 2011 at 3:21 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 30 May 2011, at 03:52 AM, Elliot Temple <curi@curi.us> wrote:

The theory of objective truth says: mistakes exist, ideas can be wrong,
there is a *an objective standard by which ideas can be judged* (our
judgment, of course, is fallible).

Objective truth is a prerequisite for ideas such as fallibility or
learning.

There is no such thing as learning if there isn't truth. You could just
make anything up, or nothing at all, and it'd all be just as good, if there
was no truth.

You can't be fallible if you can't make mistakes. And you can't make
mistakes without a truth, because mistakes are deviations from the truth.

Some artists seem to want it both ways: they say that, on the one hand,
there actually is something you can learn from studying art. But on the
other hand, they deny there is objective truth in aesthetics.

Is the reason they do this to wiggle out of criticism? To say they're not
actually making mistakes?

--
Lulie Tanett

Your observation and those of Elliot's seem related to Ayn Rand's idea of



the stolen concept. As I understand it, the stolen concept is one that is
required to be assumed, while a person is trying to make the argument to
deny it.

Yeah.

Popper and Rand converge in various ways, like this.

Where did Popper talk about this idea?

No where in particular, yet all over the place. I was speaking from a Popperian 
perspective, as I usually do, and had forgotten that Rand discussed this too.

If you read each of my sentences, can you see it's Popperian character? I reread 
them and they all still seem to me just the kinds of things a Popperian would 
think.

Popper talked about fallibility, objective truth, correcting mistakes, and so on.

Given this Popperian stuff, one can't argue against truth without assuming truth. 
Because one can't argue at all without truth.

That is an example of a "stolen concept". And it's one Rand would like, because 
she too advocated objective truth, as well as fallibility.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] German and Translations (was: Apple's New Building)
Date: June 9, 2011 at 12:50 PM

On Jun 9, 2011, at 8:21 AM, John Campbell wrote:

I am struck by a thoughtful, yet uncompromising attention to reality and to
rationality in DD. That could appear to be audacious, and it does take
courage. It is inspiring. I wonder if there is a German word that better
reflects this?

No there isn't.

Languages, and the cultures that use them, have knowledge and substantive 
ideas. English is the best one in both regards.

When Karl Popper learned English, he realized it is far better for philosophy. He 
said something like he realized he could never do philosophy in German again. 
He also observed that the standards for writing quality expected by audiences are 
far higher in the English speaking world, and he had to learn how to write better 
and more clearly.

When Ludwig von Mises learned English, he too realized it was better and 
switched over for all serious matters.

One of the unfortunate events of history is that Mises read a German translation 
of William Godwin's _Political Justice_. He came away with the mistaken view 
that Godwin -- one of the all time greatest liberal philosophers -- was not a liberal 
at all. So Mises mostly ignored Godwin, with some brief negative and false 
comments.

Translating is hard for complex ideas. Translating into German is especially hard.

Also especially hard is translations involving dead languages like ancient Greek. 
And translations of small chunks of text without much context. To do these well, 
one has to think about it in the right way. One has to consider issues like what 
problem the writer was trying to solve, and how he thought he solved it. If a 
translation has no answer to that issue it is a bad translation. Further, the really 
old fragments are all things that people later quoted, when paper was scarce. 
People considered them important. Any translation that makes then unimportant 



is mistaken.

By being a better philosopher, Popper was able to make better translations of 
some ancient Greek text than some experts on the language were. And we was 
able to avoid a number of serious mistakes they made.

I read around 5 different translations of Xenophanes' fragments and it's amazing 
how much they vary. The translators come up with different English text with 
different meanings. Part of the reason is most of them aren't concerned with 
whether the result is coherent philosophy. Without the problem of making it good 
philosophy to solve, they lack good constraints to prevent variation of their 
translations.

The "hard to vary" concept means, "hard to vary while still solving the problem". 
Having some problem is implicit. If you divorce ideas from having to solve some 
problem, you can vary them without limit and it doesn't really matter.

For translations of anime, the versions made by groups of fans (fansubs) are 
usually significantly better than the official translations done by big media 
companies. Why? I think it's because the fans understand the sentences in the 
greater context of the whole plot. As well as better understanding the appeal of 
the show, and it's style. And the fan groups are more willing to be informal when 
appropriate (and it is appropriate for most animes). A further bonus is that fan 
groups often don't mind to include helpful information other than direct translation, 
such as brief comments about specific Japanese words used or Japanese 
customs that people might not know about which are relevant to the plot. They 
put more emphasis on getting useful information across instead of being a literal 
translation.

Good translations are hard to come by. Popper was personally involved in 
creating the English translation of _The Logic of Scientific Discovery_. Mises 
encouraged one of his students to learn German and then the student translated 
Mises' _Liberalism_.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] German and Translations (was: Apple's New Building)
Date: June 9, 2011 at 2:27 PM

Sent from my iPhone

On Jun 9, 2011, at 12:50 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 9, 2011, at 8:21 AM, John Campbell wrote:

I am struck by a thoughtful, yet uncompromising attention to reality and to
rationality in DD. That could appear to be audacious, and it does take
courage. It is inspiring. I wonder if there is a German word that better
reflects this?

No there isn't.

Languages, and the cultures that use them, have knowledge and substantive 
ideas. English is the best one in both regards.

Michael responds to Elliot,

"Have you spoken with the French to get their opinion about who has the best 
language?" (winks)



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] German and Translations (was: Apple's New Building)
Date: June 9, 2011 at 2:52 PM

Sent from my iPhone

On Jun 9, 2011, at 12:50 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 9, 2011, at 8:21 AM, John Campbell wrote:

I am struck by a thoughtful, yet uncompromising attention to reality and to
rationality in DD. That could appear to be audacious, and it does take
courage. It is inspiring. I wonder if there is a German word that better
reflects this?

Elliot says

"No there isn't."

,
Michael says,
How about "kulturkampf"



From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 9, 2011 at 3:00 PM

On Jun 9, 5:50 pm, Elliot Temple <c...@curi.us> wrote:

Where would you say you stand on the Sapir–Whorf hypothesis?

-- William



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 9, 2011 at 3:06 PM

On 9 Jun 2011, at 8:00pm, William wrote:

Where would you say you stand on the Sapir–Whorf hypothesis?

Isn't that the Klingon version of the Myth of the Framework?

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 9, 2011 at 3:28 PM

On Jun 9, 2011, at 12:00 PM, William wrote:

On Jun 9, 5:50 pm, Elliot Temple <c...@curi.us> wrote:

Where would you say you stand on the Sapir–Whorf hypothesis?

http://en.wikipedia.org/wiki/Linguistic_relativity

The principle of linguistic relativity holds that the structure of a language affects 
the ways in which its speakers are able to conceptualize their world, i.e. their 
world view. Popularly known as the Sapir–Whorf hypothesis, or Whorfianism, 
the principle is generally understood as having two different versions: (i) the 
strong version that language determines thought and that linguistic categories 
limit and determine cognitive categories and (ii) the weak version that linguistic 
categories and usage influence thought and certain kinds of non-linguistic 
behavior.

The strong version blatantly contradicts BoI and Popper (e.g. The Myth of the 
Framework essay).

The weak version as stated here is ambiguous. In particular the word "influence" 
is ambiguous.

Suppose the weak version is intended to retain the basic theme and message of 
the strong version, while avoiding refutation by some criticisms. We can use that 
as a guide to interpreting what is meant by "influence". In that case, the weak 
version is false too.

The strong version contradicts the idea that people are universal explainers. It 
asserts a bubble of explicability, with inexplicability beyond. The bubble is 
determined by language.

The strong version says that concepts foreign to our language are queerer than 
we can suppose.

The strong version implies that people from different language backgrounds will 

http://en.wikipedia.org/wiki/Linguistic_relativity


face severe limits on what common ground they can find, and how much they can 
learn from each other.

The strong version faces trouble with the simple fact that many people become 
fluent in several languages. And understand each approach well enough to speak 
with the natives without standing out.

People visit different cultures, with different languages, and learn their ideas. 
Popper, Mises and Rand learned English later in life. Feynman learned 
Portuguese.

Popper learned ancient Greek, as did Godwin and Percy and Mary Shelley. We 
can even learn to understand dead cultures with no one to answer our questions 
and guide us.

Of course when people deal with foreign cultures and foreign languages -- and 
also their own -- mistakes are made. Misunderstandings take place. For example, 
Feynman didn't know the official language of the Brazilian Academy of Science 
was English and gave his talk there in Portuguese.

This mistake is amusing and is also a nice example of cultural mixing. Brazilians 
are capable of liking English and choosing to use it!

So, back to the weak version. What does this word "influence" mean? Does it 
refer to something outside human control, which we are powerless to change? 
That would stay on the same theme as when the strong version said "determines" 
and "limits". It would actually be the same thing as the strong version.

What other types of influence are there? Advice influences people. Sometimes 
they take it. Or take it into consideration. Are languages like advice? Sure. 
Nothing wrong with that. Languages do contain ideas, and people can and do 
treat those ideas as advice.

This interpretation is very different from the strong version. I wouldn't consider it a 
different version of the same thing. It's a different kind of claim.

Another meaning of "influence" is kind of hard to explain because it doesn't 
actually make sense. It violates understanding of universality and problem solving 
and other BoI concepts. Let me try an example:



Suppose your car subtly veered to the left whenever you drove it, like those 
intentionally handicapped shopping carts they don't want people to steal. There is 
definitely an "influence" on the car in some sense. There is a physical part 
influencing it to veer left. But now let's consider the human driver. Will he be 
influenced to drive to places to the left of where he began? Nope. Will he be more 
likely to go to McDonalds instead of Taco Bell because it's on the left? Nope. He'll 
solve the problem by holding the wheel turned slightly more to the right than 
usual, or in some other way. He won't let anything he deems important be 
changed.

This is what people always do: if some kind of natural default is to their liking 
they'll leave it alone. And it's not influencing them. And if it's not to their liking, 
they'll change it. They'll come up with a solution or a work around. They have 
universal capabilities and have the power to choose. They aren't limited but get to 
have it their way.

So the broken car influences the driver in the trivial sense that the driver will do 
*something* about it, that he would not have done if it was working properly. But it 
doesn't influence him in the meaningful sense of having any kind of control over 
his actions. The driver will come up with something that fits his values and goals, 
and only let unimportant stuff be affected.

It's the same with language. No matter how many obstacles there are, we're still 
universal (or dead, or crippled beyond recognition as still being a person). There 
can be no subtle influences -- anything small won't ruin our universality. Nothing 
is removed from our repertoire of options. We choose what "influences" to allow 
or not, and how to deal with them. We're in control.

So yes we adjust to our circumstances, but in a way which solves our problems. 
Not in a limiting way but just in the same way that if you want to hit a baseball you 
have to aim your bat at it. You have to account for where it is. Or if you want to go 
to an Apple store you have to drive to where one is, and not somewhere else. 
You're "influenced" by its location in an unimportant way. No big deal.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 9, 2011 at 3:53 PM

On Jun 9, 8:06 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jun 2011, at 8:00pm, William wrote:

Where would you say you stand on the Sapir–Whorf hypothesis?

Isn't that the Klingon version of the Myth of the Framework?

-- David Deutsch

Ha!

Worf (Son of Mogh) would invite you to expand on that, in your own
'brevity = focus' style...

I'm bilingual from childhood (guess my languages). After a brief self-
reflective introspection, I don't think I have come up with any issues
regarding the broad sweep of my own evolving Weltanschauung - I shall
interrogate myself further...Although I'd agree with Elliot that I can
certainly express myself better in both spoken and written English -
the world's lingua franca.

-- William J Williams



From: William <3p4j8x834p27@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 9, 2011 at 4:42 PM

On Jun 9, 8:43 am, Lulie Tanett <w...@lulie.org> wrote:

Can you clarify what you mean by "accordant to its symbolic or mental 
complexity level and overall capability"?

An entities' algorithmic agility. Universal explainers are: nimble,
unfettered intelligent agents, regardless of their underlying
hardware, or indeed what nested layer of physical reality they happen
to reside in. Reality is transparent.

Are you saying people with more capability/'mental complexity' should have 
more rights that people with less?

All people are people. They are all universal explainers - so they are
all equal. AI's once they break through a (presently difficult to
define) threshold will become universal explainers, and become persons
by default.

Or do you mean once a sufficient complexity/capability level has been reached, 
then the person should have rights? If so, what is that level?

Biology already shows us that there are several levels (...cat, dog,
chimp, human). The law already reflects the degree of protection
equitable with their given mental complexity. For an AI to attain
'personhood', I would suggest it must be a tractable universal
explainer.

Would it be possible in the near future to 'force' somehow knowledge
into say the brain of an orangutan so that it passes the threshold?
The UE program running on a barely adequate flaky platform? My guess
is not quite, it needs to be higher, but perhaps only a little.



-- William



From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 9, 2011 at 6:25 PM

On Jun 9, 5:50 pm, Elliot Temple <c...@curi.us> wrote:

Languages, and the cultures that use them, have knowledge and substantive 
ideas. English is the best one in both regards.

As a member of the English speaking peoples, I would say: culture YES.
Are you suggesting that the English _language_ is *structurally*
superior?

When Karl Popper learned English, he realized it is far better for philosophy. He 
said something like he realized he could never do philosophy in German again. 
He also observed that the standards for writing quality expected by audiences 
are far higher in the English speaking world, and he had to learn how to write 
better and more clearly.

Is that mainly due to its critical (scientific, economic,
geographical, artistic, political etc) mass, and its ability to soak
up loan words? English and especially 'Scientific' or 'Medical
English' in fact is heavily influenced from Anglo-Norman, Arabic,
Latin and Greek loan words that have often been anglicised to fit
English rules of phonology, pronunciation and spelling. There may only
be ~35% of 'native English' words in some passages - although the
structure and grammar of modern English almost invariably follows its
Germanic template, that in turn *probably* overlies a, distinctively
British Celtic, base

When Ludwig von Mises learned English, he too realized it was better and 
switched over for all serious matters.

Perhaps define 'better' better.



Translating is hard for complex ideas. Translating into German is especially 
hard.

Are not ideas, in a sense, truly universal entities - in that they are
independent of any language or system used to render them? Current
Intellectual Property law which crosses linguistic borders concurs.

-- William



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] My Interview with David Deutsch
Date: June 9, 2011 at 7:08 PM

On Sun, May 8, 2011 at 4:14 AM, Elliot Temple <curi@curi.us> wrote:

http://beginningofinfinity.com/interview

In the interview, David says:

I witnessed the following exchange between two titans: DeWitt asked Popper 
what Popper thought was the most important unsolved problem at the 
foundations of physics, and Popper said "Why are all electrons the same 
mass?" DeWitt said, "That's interesting; this might reflect the difference between 
a philosopher and a theoretical physicist. Because to me, it isn't a mystery why 
all electrons are the same mass. If not all electrons were the same mass, the 
difference between their masses would be a new field in addition to the electron 
field, and I would expect quantum theory to describe that field and that would be 
a sign of a new, unknown law of physics. That would be a mystery that we 
would have to solve. If there isn't such a field, and they're all the same mass, 
then there isn't a mystery."

What difference between philosophers and theoretical physicists did
DeWitt have in mind? Would his answer have satisfied Popper?

-- Brian

http://beginningofinfinity.com/interview


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] My Interview with David Deutsch
Date: June 9, 2011 at 7:18 PM

On Sun, May 8, 2011 at 4:14 AM, Elliot Temple <curi@curi.us> wrote:

http://beginningofinfinity.com/interview

From the interview:

Elliot: I'm curious about moral or epistemological unsolved problems. Do you 
think there's big unsolved problems in pure epistemology?

David: This problem may be all part of the consciousness problem, or it may be 
metaphysics or epistemology or it may be something else: I'm not entirely 
satisfied that it's okay to use a Star Trek Transporter (which disintegrates you, 
sends information about you to another place, and rebuilds you there). I am 
satisfied that the best existing theories say that it is all right. But, it does 
contradict some common sense, and those common sense theories reach into 
areas like consciousness and so on that we don't have good theories about. So 
the mere fact that our best theories in our best-understood fields say it's OK isn't 
enough to be able to conclude that this is unproblematic. It seems very 
problematic to me.

What common sense theories are contradicted?

-- Brian

http://beginningofinfinity.com/interview


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 9, 2011 at 8:33 PM

On Jun 9, 2011, at 3:25 PM, William wrote:

On Jun 9, 5:50 pm, Elliot Temple <c...@curi.us> wrote:

Languages, and the cultures that use them, have knowledge and substantive 
ideas. English is the best one in both regards.

As a member of the English speaking peoples, I would say: culture YES.
Are you suggesting that the English _language_ is *structurally*
superior?

Cultures adapt their language to be good at the tasks they wish to perform.

When people value clarity, they make their language clearer. When they value 
chivalry, they make their language chivalrous. And so on.

When Karl Popper learned English, he realized it is far better for philosophy. 
He said something like he realized he could never do philosophy in German 
again. He also observed that the standards for writing quality expected by 
audiences are far higher in the English speaking world, and he had to learn 
how to write better and more clearly.

Is that mainly due to its critical (scientific, economic,
geographical, artistic, political etc) mass, and its ability to soak
up loan words?

No, it's not so superficial.

English and especially 'Scientific' or 'Medical
English' in fact is heavily influenced from Anglo-Norman, Arabic,
Latin and Greek loan words that have often been anglicised to fit
English rules of phonology, pronunciation and spelling. There may only
be ~35% of 'native English' words in some passages - although the
structure and grammar of modern English almost invariably follows its



Germanic template, that in turn *probably* overlies a, distinctively
British Celtic, base

"native English" does not matter. Using good ideas from any source is one of the 
merits of rational cultures.

One issue is that all cultures have misconceptions and they define words in 
misconceived ways.

But some cultures have fewer misconceptions, and are less eager to define their 
words in a parochial way.

To create a language capable of capturing important philosophical distinctions like 
those between, say, different conceptions of "freedom", requires some 
understanding of what possible distinctions to express are important and useful 
(there are infinitely many logically possible ones, most not important at all, so just 
adding lots of flexibility at random won't solve the problem).

This is the main issue. Some languages are more in tune with good philosophy 
rather than bad philosophy ("philosophy" intended very broadly).

An example of a flaw in English is the word "compromise" which is ambiguous 
between a good thing and a bad thing. English does not offer and convenient way 
to differentiate the important issues which will be easily understood by most 
native speakers.

This type of issue is common and important. Other languages have problems like 
this, but more and worse.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Cc: Rafe Champion <rchamp@bigpond.net.au>
Subject: [BoI] A Popper Myth
Date: June 10, 2011 at 12:15 PM

http://philosophy.stackexchange.com/questions/154/whats-the-relevance-of-
falsifiability-in-regards-to-logical-arguments

You assert that popper is not a positivist. My reading of him is absolutely that 
he's either positivist or neo-positivst. I am interested where you assert that he is 
not, therefore if you could site your sources and/or link to them, I wish to either 
learn more or refute your assertions. – Brian Ballsun-Stanton

He demands a cite (already given in my initial comment!) that Popper wasn't a 
positivist. While claiming to have actually read Popper. Amazing.

This is how badly people misunderstand things. This is how hard communication 
is. This is how hard philosophy is. This is how easy it is to make mistakes.

This is why rational, fallibilist attitudes are needed. This is why error correction is 
crucial.

This is also why one should almost always read primary sources if they care to be 
any good in a field. He picked up this myth from authors other than Popper, and if 
he ever read any actual Popper he let secondary claims about Popper color his 
interpretation.

But also, he let mistakes of others become his own, and then let those mistakes 
guide his interpretation of Popper. Even reading primary sources won't save you 
if you make a bunch of mistakes. But at least it's better than reading secondary 
sources that add a whole extra layer of mistakes

Plus secondary sources are almost always written by lesser men than the 
worthwhile primary material. Popper was a genius. The commentators on Popper 
are mostly average for intellectuals who publish stuff. The greats have their own 
ideas and don't just write commentaries! And if they are great philosophers, then 
they are better at explaining ideas than other people.

You may be wondering about the comments in BoI about physics students not 
reading Einstein anymore. That's different. They aren't reading secondary 

http://philosophy.stackexchange.com/questions/154/whats-the-relevance-of-falsifiability-in-regards-to-logical-arguments


sources. They are reading new primary sources: new text directly about the 
subject matter, not commentaries.

And also, physics is a field making lots of progress. After someone great like 
Einstein has ideas, the physics community manages to actually learn those ideas 
and spread them around and teach them to the next generation. Because this 
process is effective, there's no need to go back to Einstein's original papers.

But in philosophy, progress is far slower and the good ideas don't get spread 
around like that. Thales, Xenophanes, Socrates, Parmenides and so on are still 
relevant. There aren't thousands of people who have made a succession of 
improvements on them. Their ideas aren't taught to everyone and taken for 
granted. There aren't tons of papers which are intended to be improvements on 
the originals, with some succeeding.

Only a handful of philosophers have made progress beyond the ancient Greeks. 
And of them, honestly it's mostly Popper. You can summarize the good 
progression of epistemology as Thales/Xenophanes/Socrates -> Popper -> 
Deutsch. Basically no direct contribution was made for over 2000 years.

In political philosophy, maybe the Greeks and Romans have been superseded by 
improvements, but a bunch of good points by thinkers like Burke and Godwin 
from 200 years ago have not really been improved on yet. And the field is fairly 
bare of people with any good ideas.

This is quite unlike physics where the average physicist has a fair amount of 
knowledge. Lots of people learn Einstein's theory of relativity and understand it 
correctly. But most people in epistemology learn less than can be found in 
Popper's books alone. Rather than improve on what came before, they fail to 
catch up to it. And the same in political philosophy: few people have managed to 
catch up to Burke or Godwin, let alone improve anything.

BTW people are so strange. When given the cite a second time he replied:

Mr. Temple, I cannot find any papers that you've written in peer reviewed 
journals, nor can I find any justification to accept you as an authority. Given that 
I'm a Ph.D student and that I have access to a library, a simple page reference 
should be a simple assertion to base a refutation of positivism upon. Torn 
between accepting the claims of the Stanford Encyclopedia of Philosophy and 
your claims... I'll take the SEP. Beyond that, I would love to see you pose a 



question to describe what school of thought you believe Sir Karl belongs to. 
Saying "go read this entire book" is not useful to me.

He's so hostile to the concept of meeting someone who knows anything, that he 
just assumes they don't before checking. He seems to hate competence that 
doesn't come from established authority.

The page number is trivially accessible via the section name that I gave, 
combined with the table of contents.

Also he has assumed Popper belongs to a school of thought. He's automatically 
dismissed in advance the possibility that Popper created his own school.

Information on the topic is easy to find by looking up "positivism" in the index of 
Popper's books. For example Realism and the Aim of Science and Unended 
Quest have it heavily indexed. Going out on a limb, I'm going to guess LScD and 
C&R have it too, without checking.

BTW the SEP article doesn't really claim Popper was a positivist. It does make 
severe mistakes though. I wonder who wrote it. It doesn't say. What a dirty trick to 
publish unattributed lies about Popper.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] A Popper Myth
Date: June 10, 2011 at 4:15 PM

On Sat, Jun 11, 2011 at 4:15 AM, Elliot Temple <curi@curi.us> wrote:

BTW the SEP article doesn't really claim Popper was a positivist. It does make 
severe mistakes though. I wonder who wrote it. It doesn't say. What a dirty trick 
to publish unattributed lies about Popper.

Is this the article you are talking about?

http://plato.stanford.edu/entries/popper/

If so, it was written by Stephen Thornton:

http://www.mic.ul.ie/philosophy/ThorntonS/sthornton.htm

-- Brian

http://plato.stanford.edu/entries/popper/
http://www.mic.ul.ie/philosophy/ThorntonS/sthornton.htm


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fallible Deduction
Date: June 10, 2011 at 5:08 PM

The laws of logic, deduction, math, are a way of not fooling ourselves, like 
science.

They are effective, like science.

They are even more rigorous than science.

They are good. But they are overestimated.

They are not infallible.

They are not perfect.

Fooling oneself is still possible even following all the rules.

Mistakes are still possible, even following all the rules.

The methods of logic and math provide guidance that helps avoid mistakes.

It offers methods like writing down all your assumptions explicitly, and working in 
discrete, explicit steps, and writing down all the rules for transformation from one 
step to the next. These are powerful techniques. But still fallible.

People like to define a "valid" deductive argument as meaning: IF all the premises 
are true THEN the conclusion MUST be true. This is an infallibilist idea which 
implies errors cannot come into the process anywhere but the one place of 
having false premises.

Logic needs to be recognized as something akin to science: methods to add rigor 
and reduce error.

From the book Euclid's Window, page 30:

The most important contribution of Euclid's _Elements_ was its innovative 
logical method: first, make concepts explicit by forming precise definitions and 
so ensure mutual understanding of all words and symbols. Next, make concepts 
explicit by stating explicit axioms or postulates (these terms are 



interchangeable) so that no unstated understandings or assumptions may be 
used. Finally, derive the logical consequences of the system employing only 
accepted rules of logic, applied to the axioms and to the previous proved 
theorems.

This is a very impressive method to people who don't have it. People were right 
to be impressed and to appreciate it. Rigor helps. But it doesn't actually prevent 
all unstated assumptions. It reduces the amount of important ones a lot.

The book continues:

Picky, picky, picky. Why be so insistent on proving every tiny assertion?

Because we are fallible. Because error is common. Because it's easy to fool 
yourself. Because knowledge is not easy to come by; we can learn but only by an 
effort involving error correction mechanisms. Because the truth is not obvious.

Mathematics is a vertical edifice that, unlike a tall building, will topple if just one 
mathematical brick is corrupt.

This is the wrong answer. The importance of rigor is not specific to math.

It's also the wrong answer because it's foundationalist and false: it's just not true 
that if one early premise is wrong then all of math is worthless.

Wasn't this demonstrated by the discovery that we don't live in a world of 
Euclidian Geometry? They had a wrong assumption that the angles of triangles 
always add up to 180 degrees. In real life they don't. It was a mistake. But what 
were the results of this mistake? To throw out all of Euclidean Geometry? Did it all 
topple over? No. A lot of knowledge remained valuable.

For more on the mistake that is foundationalism, see: 
http://beginningofinfinity.com/interview

-- Elliot Temple
http://fallibleideas.com/

http://beginningofinfinity.com/interview
http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Global Warming
Date: June 10, 2011 at 5:33 PM

Hi Al,
Sorry for the delay in responding.

Michael says,

"So you ask what "crippling" problems could possibly effect us by spending 
money to prevent global warming?

The answer is : Every other problem that could possibly destroy us. Why? 
Because if we decrease the rate of growth of knowledge in general (by 
decreasing economic exchange or for any other reason), we become relatively 
more susceptible to all other risks that additional knowledge could have 
prevented. And the right kind of additional knowledge could prevent any 
catastrophe.

That's why I ask you whether you have calculated the risks to humanity from 
creating knowledge in a way that you prefer, rather than the way that others 
prefer."

Al responds,

“Hi Michael - A very important consideration is whether gradually
reducing emissions now actually would impact growth. The EU is
virtually back to 1990 levels, and affected industries largely opted
to combine the necessary technological/plant changes into major
strategic upgrades resulting in next generation products and
processes. You conceive of emission reduction purely as a cost burden,
but huge new markets are emerging out of it…”

Michael responds to Al:

“I don’t think I am assuming that reducing emissions is just a cost burden, 
because people can create new products to deal with the regulation that requires 
the reduction in emissions, as you say.



But you seem to be saying that you know how to make money better than 
businessmen do.  For if businessman thought they could make more money by 
gradually reducing emissions and investing in “green technology”, they would do 
so and would not need your advice on how to make money in the future.  If 
people wanted those technologies in the future, businessmen would (on their 
own) be investing in them now.

To some extent they are, because people will be wanting those technologies and 
to the degree that people will want “green technologies” these will be produced by 
the market. But businessmen do think reducing emissions will cause them to 
make less money and grow their businesses less fast, otherwise they would do 
what you are suggesting on their own without being forced by the government. 
Do you believe that people are too ignorant to buy products from industries that 
are eco-friendly.  If they did, you would not need to recommend that the 
government force them to do so.

I think you must be implicitly claiming that the way you want others to increase 
knowledge (invest in lower emissions and green technology) is better than the 
way others want to increase knowledge (invest in other things).”

Al pointed out in a previous post that climate scientists 30-40 years ago did in fact 
warn about pollution when Michael claimed that they did not predict global 
warming.

Michael now responds,

"You are quite right that (climate scientists 30-40 years ago) did warn about 
pollution. What I meant is that at least some climate scientists and 
environmentalists 30-40 years ago would have recommended utilizing 
resources to prevent the potential dire catastrophe of global cooling. Climate 
scientists, doing their very best, do not necessarily know the best way of 
spending money to prevent the myriad catastrophes that could destroy 
humanity, for example those from infectious disease or a meteor strike (I'm not 
sure anybody knows the best way to use money to create knowledge.  In 
advanced societies, we usually use the market to determine what knowledge 
will be created.)"



Al said
“Is this really a substantial point...at least some scientists are
advocating Relativity theory is a con. What you actually have right
now on the climate front is every national academy of sciences
together with every climate related scientific society declaring a
firm consensus supported by thousands of studies with the arrow of
evidence consistently pointing one way.”

Michael says,

“The relativity argument is not comparable to the argument about climate science, 
because it was the best climate scientists of the day (30-40 years ago) who were 
predicting global cooling, whereas I don’t think that any reasonable scientist did 
not accept relativity (or some form of it) as the best conjecture. It is harder to be 
accurate about predictions of catastrophe from the explanations of climate 
scientists than predictions of length contraction from the explanations of general 
relativity.

I do see what you mean that the fact that scientists predicted global cooling (30-
40 years ago) is not a substantial point in and of itself.  The idea, though, is that 
climate scientists 30-40 years ago were not able to predict, in general, where 
money should best be spent to increase knowledge to help us now, 30-40 years 
later.

For example, the knowledge that was created over the last 30-40 years (including 
a significant part of the knowledge to create the computer industry) was created 
primarily by people who could invest freely without being told what they should 
invest in, though your proposals restrict this ability.  These new computer 
technologies have been life-saving for many and could save humanity in a 
number of different potential catastrophes because of the power of these new 
machines to create: the weapons that defend us, the medicines that cure our 
diseases, the roads and cars that are a little safer and better, the AI’s that will be 
our more durable children, nuclear power modeling, and the millions of other 
inventions that could not have been thought of by climate scientists, if they had 
controlled the purse strings and chosen not to invest in the computer industry.

Obviously the power of computers now allows *climate scientists* to make their 
dire predictions using advanced computer modeling.



Socialist economies (where knowledgeable experts determine where money 
should be invested in order to create “new markets”) have not been that good at 
creating knowledge, despite their purported ability to rationally plan what 
knowledge will be needed in the future.”

Al says,

“But Michael, there's a vast body of work now that clearly indicates a
significant probability climate change is going to be a catastrophe.
What is the rationale for ignoring a known catastrophe just in case an
unknown one shows up?”

Michael responds:
What are the odds that someone or a group of people, in 50-years, come up with 
a way of controlling the temperature? Or, what are the odds of coming up with 
ways of making it better for humans to live at a warmer temperature?

If one can’t answer these simple questions, let alone the far more complex 
question of what are the extra risks that accrue from taking money from others 
who would like to create knowledge in a different way from you, how can one 
make the prediction about catastrophe? Are the answers to the questions above 
addressed in the predictions that climate scientist make? (Really?)

Show me how they addressed it in any professional paper! How can they tell, for 
example, the odds that people will not develop technology to control the 
temperature? In order to have an accurate prediction, is not this estimate 
absolutely crucial? Is it not *logically* impossible to make an estimate of the 
likelihood of catastrophe unless an estimate is made of the likelihood of 
preventing the catastrophe?

Hibbsa says

“You use an example of a meteor. So tell me hand
on heart, if a huge meteor had been spotted in the outer solar system
20 years ago with an originally estimated 22% chance of hitting Earth
in 30 more years,  now after years trying to more accurately plot its



trajectory estimated up to 22.8%. Would you consider that enough of a
risk to pour large investement into a plan of action should the
numbers come up unlucky? If you would, then why is an equivalent level
of probability of a 6C or greater rise in avg temperature not worth it
in your books?”

Michael responds,
“As I said, I don’t think climate scientists can predict *what we should do* to 
address the reality of global warming, unless they also take into account the odds 
of coming up with a cheap solution, in addition to calculating other odds.

Hand on heart (brings back memories…boy scouts, baseball games…)……About 
the meteor: I think the meteor example is different and so the market would 
respond differently to the meteor.

My uneducated guess is that we have much of the knowledge to relatively 
cheaply deal with reasonably sized meteors, as long as they are not too large, so 
the research of private companies would be directed specifically towards the 
problem with (no doubt) lucrative economic rewards from people around the 
world for useful solutions.

In the case of global warming, my guess is that we do not yet have the 
knowledge to effectively deal with the problem.  The market responds in these 
situations by growing general knowledge (rather than creating specific products 
like nuclear warheads for meteors), and I think this will be the best defense. I 
don’t know what the next new wonderful invention will be that will allow us to 
tackle global warming, but I don’t think climate scientists are the best at guessing 
when to take other people’s money by force to create the knowledge you want to 
be created. Others want to create new knowledge in a different way from you.  I 
don’t think climate scientists are necessarily the best investors.

In terms of political agendas, I have no doubt that corporate interests, anti-
capitalists, luddites, environmentalists, smoking-lobby groups, legitimate 
scientists, and a host of other interests would like to spend other people's money.

I am aware of that.

I just don't think that others should want to join them in most of their advocacy.”



Hibbsa responds,

“OK - but then if you don't feel sufficient to act on,  the now vast
body of scientific work supported by a declared consensus across the
relevant sciences sponsored by every national academy in the world,
what sort of standard would be sufficient for you to believe something
should be done?

What's missing for you? What level of climate change
would be too much, in your view?

Michael responds,

“If you said that climate scientists thought that there was a 99% chance that in 
50-years there will start a global catastrophe that will kill 100 million people 
because of the weather, I would recommend doing the same thing.

I would recommend that people create knowledge in their field of expertise as fast 
as they can (the same advice I would give today, given what you said about there 
being a  6%? likelihood of catastrophe.)

If people believed the climate scientist, they would start moving rapidly from 
coastal areas, making buildings tougher and stronger to deal with tornadoes and 
hurricanes, they would develop more technologies like those in Holland to live 
below sea level, they would start creating more indoor farming and controlled 
farming, etc.  And scientists would continue to think about and try to convince 
adventuresome businessmen to invest in solutions that can control the weather.

Note that the countries that will be in the most trouble will be those that have 
panels of experts who are more powerful and can utilize their governments to 
take other people’s money and have it invested where they think it would be 
best(i.e. socialist and tribal countries in the Middle East, Africa, South America, 
Asia, etc.)"

Take Care,
Michael



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Fallible Deduction
Date: June 10, 2011 at 6:36 PM

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: BoI <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Friday, 10 June 2011, 22:08
Subject: [BoI] Fallible Deduction

T he laws of logic, deduction, math, are a way of not fooling ourselves, like
science.

They are effective, like science.

They are even more rigorous than science.

They are good. But they are overestimated.

They are not infallible.

They are not perfect.

Fooling oneself is still possible even following all the rules.

Mistakes are still possible, even following all the rules.

The methods of logic and math provide guidance that helps avoid mistakes.

It offers methods like writing down all your assumptions explicitly, and working
in discrete, explicit steps, and writing down all the rules for transformation
from one step to the next. These are powerful techniques. But still fallible.

People like to define a "valid" deductive argument as meaning: IF all
the premises are true THEN the conclusion MUST be true. This is an infallibilist
idea which implies errors cannot come into the process anywhere but the one
place of having false premises.



I think it is possible that people who are rather too keen on deductions are 
confusing facts about abstract things like the natural numbers with their 
arguments about those facts.

It's a bit like inductivists saying that there are real laws of physics that say things 
about causality so their specific conjectures about causality are correct or 
probably correct or something like that.

Alan



From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 10, 2011 at 6:40 PM

On Jun 10, 1:33 am, Elliot Temple <c...@curi.us> wrote:

Languages, and the cultures that use them, have knowledge and substantive 
ideas. English is the best one in both regards.

As a member of the English speaking peoples, I would say: culture YES.
Are you suggesting that the English _language_ is *structurally*
superior?

Cultures adapt their language to be good at the tasks they wish to perform.

When people value clarity, they make their language clearer. When they value 
chivalry, they make their language chivalrous. And so on.

Is a language an entwined inseparable reflection of a culture?

When Karl Popper learned English, he realized it is far better for philosophy. 
He said something like he realized he could never do philosophy in German 
again. He also observed that the standards for writing quality expected by 
audiences are far higher in the English speaking world, and he had to learn 
how to write better and more clearly.

Is that mainly due to its critical (scientific, economic,
geographical, artistic, political etc) mass, and its ability to soak
up loan words?

No, it's not so superficial.

Perhaps it would have been technically more accurate (though more long-
winded) if you had said "When Karl Popper adopted aspects of the



English speaking culture, he realised it is far better for
philosophy..."

Although, a difficulty remains: at what point did the culture of
Hegel, Marx, Engels, Kant, Heidegger and Wittgenstein become inferior
to the English speaking one? If the English culture is superior: has
fewer misconceptions, is less eager to define their words in a
parochial way, is more rational, and has a larger pool of intellectual
tools to draw upon, is the German culture therefore forever doomed to
being second tier, or could it 'raise its game'?

"native English" does not matter. Using good ideas from any source is one of 
the merits of rational cultures.

I agree. My point was that certain branches of modern English are
remarkable in that so little of its 'original' core vocabulary is
used. The success of the British-American culture is that it has
absorbed so much, it has been open and willing to learn, and has
constantly rebuilt and renewed itself - it remains dynamic. But much
of this attributed dynamism is surely due to inseparable historical
factors - powerful empire - whether British or American versions of
it, and the economic gains that necessarily flow from that.

-- William



From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: Fallible Deduction
Date: June 10, 2011 at 6:54 PM

On Jun 10, 10:08 pm, Elliot Temple <c...@curi.us> wrote:

Picky, picky, picky. Why be so insistent on proving every tiny assertion?

Philosophy is for nit-pickers, who demand attention to detail, who
scrutinize with a fine tooth comb between 'good' and 'bad' arguments.
It is not easy.

-- William



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 10, 2011 at 7:32 PM

On Jun 10, 2011, at 3:40 PM, William wrote:

Although, a difficulty remains: at what point did the culture of
Hegel, Marx, Engels, Kant, Heidegger and Wittgenstein become inferior
to the English speaking one?

Before them. All of those people are awful. Some of the worst thinkers ever to 
become famous.

I think it's not that it became bad at some point but that it was never very good, at 
least for philosophy. Good cultures are the rarity and there have only been a few.

Wittgenstein threatened Popper with violence and disliked philosophy. Heidegger 
liked Hitler. Hegel was a paid apologist for tyranny who attacked reason. Marx, 
like Hegel, is one of the enemies of the open society and liberalism. Engels goes 
in the same category as Marx. Popper discusses this stuff in The Open Society 
and Its Enemies. It's also implicit in BoI.

If the English culture is superior: has
fewer misconceptions, is less eager to define their words in a
parochial way, is more rational, and has a larger pool of intellectual
tools to draw upon, is the German culture therefore forever doomed to
being second tier, or could it 'raise its game'?

Anyone can improve.

Elliot wrote:

"native English" does not matter. Using good ideas from any source is one of 
the merits of rational cultures.

I agree. My point was that certain branches of modern English are
remarkable in that so little of its 'original' core vocabulary is
used. The success of the British-American culture is that it has
absorbed so much, it has been open and willing to learn, and has
constantly rebuilt and renewed itself - it remains dynamic. But much



of this attributed dynamism is surely due to inseparable historical
factors - powerful empire - whether British or American versions of
it, and the economic gains that necessarily flow from that.

No. As BoI explains, that Jared Diamond type explanation focussing on "historical 
factors" like empires is false. History is really the history of ideas. Knowledge is 
the key factor, the most powerful actor, not empire.

The empires, the success in war, the economic success, and so on, are all the 
consequences, not causes, of good ideas.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 11, 2011 at 2:13 PM

On Jun 11, 12:32 am, Elliot Temple <c...@curi.us> wrote:
On Jun 10, 2011, at 3:40 PM, William wrote:

Although, a difficulty remains: at what point did the culture of
Hegel, Marx, Engels, Kant, Heidegger and Wittgenstein become inferior
to the English speaking one?

Before them. All of those people are awful. Some of the worst thinkers ever to 
become famous.

That seems an extreme stance. Are you suggesting that none of them
have made *any* lasting contributions? And what about Godel?

I think it's not that it became bad at some point but that it was never very good, 
at least for philosophy.

I don't accept that.

Wittgenstein threatened Popper with violence and disliked philosophy.

In fact: the trivial poker brandishing incident. He was by all
accounts a trifle odd.

Heidegger liked Hitler.

A little selective...In fact he had two Jewish lovers, one of whom he
helped escape. He refused to put up anti-Semitic posters or to book
burn. But to the point: did Heidegger contribute? Was 'Being & Time' a
worthless work?



Hegel was a paid apologist for tyranny who attacked reason. Marx, like Hegel, is 
one of the enemies of the open society and liberalism. Engels goes in the same 
category as Marx. Popper discusses this stuff in The Open Society and Its 
Enemies. It's also implicit in BoI.

Perhaps, Popper was an early Marxist.

Returning to the issue at hand... were these German/Austrians able to
*express* themselves satisfactorily in their chosen tongue (culture)?
I think they were. One may not like their views, some of them may have
promoted 'bad' philosophy, but they could articulate themselves just
fine.
 

Elliot wrote:

"native English" does not matter. Using good ideas from any source is one of 
the merits of rational cultures.

I agree. My point was that certain branches of modern English are
remarkable in that so little of its 'original' core vocabulary is
used. The success of the British-American culture is that it has
absorbed so much, it has been open and willing to learn, and has
constantly rebuilt and renewed itself - it remains dynamic. But much
of this attributed dynamism is surely due to inseparable historical
factors - powerful empire - whether British or American versions of
it, and the economic gains that necessarily flow from that.

No. As BoI explains, that Jared Diamond type explanation focussing on 
"historical factors" like empires is false. History is really the history of ideas. 
Knowledge is the key factor, the most powerful actor, not empire.

The empires, the success in war, the economic success, and so on, are all the 
consequences, not causes, of good ideas.

Not so fast...back to whether Popper thought English speaking culture



was superior to his German/Austrian one.

I've read Diamond, seen his film, and yes as DD has highlighted his
motivation *not* to be seen as a racist (a modern 'guilt' fad?)
precludes him from appreciating the idea that ideas underpin the
relative success of cultures. In that I'm on your side. But things are
not quite so simple. I used the word 'inseparable' purposively to
emphasise that they are part of the solution.  Empires are _part of_
the answer. They are part of our culture. Its not all one way.
Feedback must occur between any resources and the controlling
'hub' (the ideas). Aspects of Diamond's solution are not wholly
without merit. His overall stance which lies at one extreme end fails
because it leaves no space for creative thought. Likewise, travel to
the other end of this spectrum, and assert that there are *no* other
factors, no physical resources that can provide the keys to further
development is in my view inappropriate and also rather shaky.

Indeed, why do 'brain drains' occur? ...if not for reasons of a
critical mass (economics, political etc). Why did Popper go to NZ? to
escape the Nazis and other concerns for sure. You appear to be begging
the question, in that you already agree with your conclusions.

With hindsight, perhaps I should have written "Is that _in part_ due
to its critical (scientific, economic, geographical, artistic,
political etc) mass, and its ability to soak up loan words?"

-- William



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 11, 2011 at 2:59 PM

On Jun 11, 2011, at 11:13 AM, William wrote:

On Jun 11, 12:32 am, Elliot Temple <c...@curi.us> wrote:
On Jun 10, 2011, at 3:40 PM, William wrote:

Although, a difficulty remains: at what point did the culture of
Hegel, Marx, Engels, Kant, Heidegger and Wittgenstein become inferior
to the English speaking one?

Before them. All of those people are awful. Some of the worst thinkers ever to 
become famous.

That seems an extreme stance. Are you suggesting that none of them
have made *any* lasting contributions? And what about Godel?

He made valuable mathematical contributions. Considering how little natural 
language is used in math and some parts of science, this doesn't make a very 
good example for how German isn't a lesser language.

Here's Godel away from math:

http://en.wikipedia.org/wiki/Kurt_Gödel#Religious_views

He believed firmly in an afterlife, stating: "Of course this supposes that there are 
many relationships which today's science and received wisdom haven't any 
inkling of. But I am convinced of this [the afterlife], independently of any 
theology."

This is anti-BoI philosophy. It's also a "God of the gaps" attitude. It's taking areas 
science hasn't addressed yet and filling them in with irrational thinking. And it's 
arbitrarily denying that its parochial claims are parochial.

Gödel said about Islam: "I like Islam: it is a consistent idea of religion and open-
minded."

http://en.wikipedia.org/wiki/Kurt_G%C3%B6del#Religious_views


This is not wisdom.

I think it's not that it became bad at some point but that it was never very good, 
at least for philosophy.

I don't accept that.

Wittgenstein threatened Popper with violence and disliked philosophy.

In fact: the trivial poker brandishing incident. He was by all accounts a trifle odd.

Violence is not trivial.

Speaking of which, Wittgenstein got in trouble for violence directed at his 
students when he was a teacher. Such an awful, violent man who hurt children. 
No one should respect him.

Heidegger liked Hitler.

A little selective...In fact he had two Jewish lovers, one of whom he
helped escape. He refused to put up anti-Semitic posters or to book
burn. But to the point: did Heidegger contribute? Was 'Being & Time' a
worthless work?

Suppose someone is a murderer who also donates millions of dollars to very 
important charity. It isn't selective to complain about their bad traits. Two rights 
don't cancel out a wrong. Every major wrong is a big deal.

If you think Heidegger contributed something to philosophy, go ahead and explain 
the contribution. Also explain how Popper's take on Heidegger was wrong -- what 
mistake did Popper make, specifically?

Hegel was a paid apologist for tyranny who attacked reason. Marx, like Hegel, 
is one of the enemies of the open society and liberalism. Engels goes in the 
same category as Marx. Popper discusses this stuff in The Open Society and 
Its Enemies. It's also implicit in BoI.



Perhaps, Popper was an early Marxist.

No. He discussed this issue in some of his books. He got involved with Marxists 
briefly, learned more about their nature, and then decided they were wrong.

You might as well call Hilary Clinton (and many others) an early Objectivist.

In any case, what's your point? Popper made mistakes, changed his mind, and 
quickly rationally improved? A praiseworthy history. Marx on the other hand stuck 
with his mistakes. Marx's reputation is based on his mistakes. Popper's reputation 
is based on achievements which are not lessened by having also made some 
mistakes.

Returning to the issue at hand... were these German/Austrians able to
*express* themselves satisfactorily in their chosen tongue (culture)?

No. People like Kant, Hegel, Wittgenstein and Schopenhauer are well known for 
writing incomprehensible nonsense and bad philosophy. Their ability to express 
ideas is bad. And their standards for what ideas are any good is low.

See for example _Confessions of a Philosopher_ by Brian Magee where he -- a 
*fan* of various German philosophers -- attempts to explain them. He believes he 
understands and appriciates them. He is able to write lucidly about a variety of 
other topics, many difficult. He is one of the better explainers of Popperian 
philosophy. He also did e.g. a mainstream TV series dealing with philosophy and 
talking with philosophers. The standards for being able to express ideas in an 
understandable way for popular TV are even higher than in books, and he met 
that challenge.

But for Germany philosophy, his English versions are borderline 
incomprehensible. He wasn't able to save it.

He's an especially lucid communicator who thinks they had merit, and he still 
couldn't express any substantive merit they had.

I've read some primary sources too, and failed to find the merit.

Feel free to post lengthy quotations full of good philosophy, if you know of any. Or 



lucid explanations of their valuable accomplishments.

I think they were. One may not like their views, some of them may have
promoted 'bad' philosophy, but they could articulate themselves just
fine.

Elliot wrote:

"native English" does not matter. Using good ideas from any source is one 
of the merits of rational cultures.

I agree. My point was that certain branches of modern English are
remarkable in that so little of its 'original' core vocabulary is
used. The success of the British-American culture is that it has
absorbed so much, it has been open and willing to learn, and has
constantly rebuilt and renewed itself - it remains dynamic. But much
of this attributed dynamism is surely due to inseparable historical
factors - powerful empire - whether British or American versions of
it, and the economic gains that necessarily flow from that.

No. As BoI explains, that Jared Diamond type explanation focussing on 
"historical factors" like empires is false. History is really the history of ideas. 
Knowledge is the key factor, the most powerful actor, not empire.

The empires, the success in war, the economic success, and so on, are all the 
consequences, not causes, of good ideas.

Not so fast...back to whether Popper thought English speaking culture
was superior to his German/Austrian one.

I've read Diamond, seen his film, and yes as DD has highlighted his
motivation *not* to be seen as a racist (a modern 'guilt' fad?)
precludes him from appreciating the idea that ideas underpin the
relative success of cultures. In that I'm on your side. But things are
not quite so simple. I used the word 'inseparable' purposively to
emphasise that they are part of the solution.  Empires are _part of_
the answer. They are part of our culture. Its not all one way.
Feedback must occur between any resources and the controlling



'hub' (the ideas). Aspects of Diamond's solution are not wholly
without merit. His overall stance which lies at one extreme end fails
because it leaves no space for creative thought. Likewise, travel to
the other end of this spectrum, and assert that there are *no* other
factors, no physical resources that can provide the keys to further
development is in my view inappropriate and also rather shaky.

Following up on your view that BoI is "inappropriate and also rather shaky", 
please post a quote from BoI and a criticism of some mistake in it. BoI says:

"Marx, Engels and Diamond’s ‘ultimate explanation’ of the different histories of 
different societies is false: history is the history of ideas, not of the mechanical 
effects of bio-geography."

BoI is at the other end of the spectrum and says "history is the history of ideas", 
just like I said and you objected to. In my previous email I wrote "History is really 
the history of ideas" and you say "not so fast" and then "inappropriate" and so on. 
But I expressed an idea from BoI, which has been explained and argued for in 
BoI. To counter that requires substance explanation and criticism; it requires 
*replying to BoI* rather than failing to mention BoI's content.

Either you think BoI has unargued assertions or you think there are flaws in its 
arguments. Either way, back up your anti-BoI position with specific details.

BoI is at least worth giving a detailed refutation of including specific quotes, not 
just a non-specific denial of one of its major positions.

Indeed, why do 'brain drains' occur? ...if not for reasons of a
critical mass (economics, political etc). Why did Popper go to NZ?

To escape violence caused by bad ideas.

Germany's bad ideas make good ideas unwelcome. Popper (and plenty of 
others) had to come to Anglo countries to fit in and be wanted. Alienating and 
chasing away people in some category (e.g. good philosophers) is always 
accompanied by pressure on children not to become people of that type. 
Germany suppressed good thinking in some fields.

German and Austrian culture suppresses good ideas *more* than you'd realize 



given how many good people are of that origin (Popper, Mises, Einstein). It's 
misleading because these people aren't coming from German or Austrian culture 
primarily but from Jewish culture. The Jews set themselves apart and maintained 
quite a bit of their own value system, philosophy, educational practices, culture, 
etc... It's Jewishness which is responsible for many good people. German and 
Austrian cultures are anti-semitic to this day; they see this good stuff and they 
don't like it.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 11, 2011 at 4:56 PM

On Jun 10, 2011, at 3:40 PM, William wrote:

"Although, a difficulty remains: at what point
did the culture of
Hegel, Marx, Engels, Kant, Heidegger and
Wittgenstein become inferior
to the English speaking one?"

Elliot says

"Before them. All of those people are awful. Some
of the worst thinkers ever to become famous.

William responds,

"That seems an extreme stance. Are you suggesting that
none of them
have made *any* lasting contributions? And what about
Godel?"

Elliot says,

"He made valuable mathematical contributions. Considering
how little natural language is used in math and some parts
of science, this doesn't make a very good example for how
German isn't a lesser language."

Michael says,

"Elliot, it may be the case that one could argue that it is harder to express oneself 
in one language than another, because certain languages may have deeper 
theories about reality that are already expressed in their implicit structure.  



William has already apparently said that he finds it easier to express himself in 
English. But it is quite another matter to say that a whole list of German thinkers 
(including Kurt Godel) have made no lasting contribution, at all. Godel certainly 
communicated in German about his mathematical theories and it is a mistake to 
think that there was no lasting knowledge created by his contributions (written 
using mathematical language and in German.)

Be careful not to commit a "Myth of the Framework" type of mistake.  Ideas in our 
mind allow us to use our language.   A given language, in addition to containing 
theories because of its structure, is also a resource to be used by one's ideas. It 
is quite possible to create any given bit of knowledge by using Hindi, German, 
Hebrew, and any other human language.  This is one of the major implicit ideas of 
BOI. Not using English can not ultimately limit creative thinking.

Elliot says,

"The empires, the success in war, the economic
success, and so on, are all the consequences, not causes, of
good ideas."

Michael responds,

"Some empires and successes in war may be a consequence of good ideas, but 
certainly not all.  Some successes in war are the consequence of evil.

Also, I agree with William that ideas are the hub of civilization.  But at this point in 
history, one cannot completely discount the availability of resources (including the 
physical resources of our brain that are available to the mind) in determining what 
we can do. The absence of resources does make it harder to create knowledge."



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Gauss vs Kant
Date: June 11, 2011 at 5:22 PM

Gauss was a brilliant German mathematician (1777-1855). One of his major 
accomplishments was questioning Euclidian Geometry and its Parallel Postulate.

This was, at the time, basically not done. It was considered unquestionable. 
Beyond doubt. Off limits. Everyone was focussed on trying to prove it true, rather 
than wondering why all the attempts to prove it were failing.

Ironically, at the same time that questioning Euclid was considered unreasonable, 
gross superstition (by today's standards) was considered reasonable.

Gauss avoided publishing.

In the past, various people had avoided published out of fear of the Catholic 
Church.

Gauss was worried about a different group:

_Euclid's Window_, p 117

The philosopher whose followers Gauss feared most was Immanual Kant, who 
had died in 1804. ... Around 1770, he [Kant] began work on what would become 
his most famous book, *Critique of Pure Reason*, published in 1781. Kant, 
noting that geometers of the day appealed to common sense and graphical 
figures in their "proofs," believed that the pretense of rigor ought to be 
dispensed with, and intuition embraced. Gauss held the opposite view--that rigor 
was necessary, and most mathematicians were incompetent.

Opposing rigor and reason, and embracing intuition? Inspiring his followers to 
scare Gauss into not publishing? Kant is just plain awful.

As William posted in the Fallible Deduction thread:

Philosophy is for nit-pickers, who demand attention to detail, who scrutinize with 
a fine tooth comb between 'good' and 'bad' arguments. It is not easy.

I agree with William on this. Details matter. Knowledge is hard to come by. It 



takes rigor and effort.

By this criterion ("Philosophy is for nit-pickers, [etc]"), Kant is not a philosopher. 
He not only didn't do this, he opposed doing it. He's an anti-philosopher.

The book goes on:

In *Critique of Pure Reason*, Kant calls Euclidean space "an inevitable 
necessity of thought."

So, Kant took the parochial prejudices of his day (which already some wiser men 
were suspecting to be false) and declared them necessary truths. This is the 
hallmark of a shallow thinker who panders for popularity.

Gauss did not dismiss Kant's work out of hand. He read it first, then dismissed it. 
In fact, Gauss is said to have read *Critique of Pure Reason* five times 
attempting to understand it, a lot of effort for a fellow who picked up Russian 
and Greek with less effort than it would take most of us to find [two Greek 
words, in Greek] on an Athens menu.

Kant is very hard to read, even for intelligent Germans like Gauss. You can read 
his work 5 times, and try very hard to understand, and it still doesn't make sense.

Gauss's struggle becomes more understandable when you consider the clarity 
of writing that led to passages of Kant's such as this one, on the distinction 
between analytic and synthetic judgments:

The point here is that Kant writes unclearly. Here's the Kant passage:

http://www.rbjones.com/rbjpub/philos/classics/kant/kant006.htm

(Note: the translation in Euclid's Window is a little different.)

In all judgements wherein the relation of a subject to the predicate is cogitated 
(I mention affirmative judgements only here; the application to negative will be 
very easy), this relation is possible in two different ways. Either the predicate B 
belongs to the subject A, as somewhat which is contained (though covertly) in 
the conception A; or the predicate B lies completely out of the conception A, 
although it stands in connection with it. In the first instance, I term the 

http://www.rbjones.com/rbjpub/philos/classics/kant/kant006.htm


judgement analytical, in the second, synthetical.

Back to Euclid's Window:

... [Gauss] wrote that the above distinction between analytic and synthetic 
theories "is such a one that either peters out in triviality or is false." Yet he would 
divulge these thoughts, like his theories on non-Euclidean space, only to those 
he trusted.

Kant was a philosopher of unreason and prejudice who inspired fear in his 
betters.

To Michael about this thread: if you think any of the listed German philosophers 
made lasting contributions to philosophy (not math), please point out the 
contribution.

It a mistake to assert the merit, without example, of a bunch people who all 
opposed the BoI worldview. Or to assume they did not oppose BoI, or to assume 
anything else substantial about them, merely because of their fame.

No philosopher should be judged on his reputation. What matters is only the 
content of ideas, not the source.

I'm not dismissing them in a superficial way. I'm not dismissing them as a list 
because they are German. I know about each person on the list and considered 
each individually.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 12, 2011 at 8:30 AM

On Jun 11, 7:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 11, 2011, at 11:13 AM, William wrote:

Gödel said about Islam: "I like Islam: it is a consistent idea of religion and 
open-minded."

Roger Bacon was a monk. Newton liked the occult. Hugh Dowding was
nearly certifiable during the war. Dawkins sings in churches. Tony
Blair (a consummate modern politician) believes in the holy trinity. I
tend to salute a Magpie! The list goes on...The human mind is like a
suit of armour with rigid yet flexibly linked plates, containing self-
consistent zones of knowledge - micro-theories. As BoI indicates you
can engage in rational problem solving enquiry by day then commit
crimes against reason and logic by night.

Heidegger liked Hitler.

A little selective...In fact he had two Jewish lovers, one of whom he
helped escape. He refused to put up anti-Semitic posters or to book
burn. But to the point: did Heidegger contribute? Was 'Being & Time' a
worthless work?

Suppose someone is a murderer who also donates millions of dollars to very 
important charity. It isn't selective to complain about their bad traits. Two rights 
don't cancel out a wrong. Every major wrong is a big deal.

It isn't selective to complain about their bad traits, but then nor is
to point out their good ones. You weren't in his shoes at the time.
Would you or I have been collaborators in an occupied territory? Who
knows, we know the answer we would like to give, but to apply ex post
facto hindsight is a wonderful thing. Personal circumstances and/or



story shouldn't wholly colour any intellectual message or
achievements. Look at the complex character that was Werner Von
Braun!: from Peenemunde to the Moon.

If you think Heidegger contributed something to philosophy, go ahead and 
explain the contribution. Also explain how Popper's take on Heidegger was 
wrong -- what mistake did Popper make, specifically?

Has not Jacques Derrida taken *at least some* inspiration from
Heidegger? If so, by definition Heidegger must have made some lasting
contribution.

In any case, what's your point? Popper made mistakes, changed his mind, and 
quickly rationally improved? A praiseworthy history. Marx on the other hand 
stuck with his mistakes. Marx's reputation is based on his mistakes. Popper's 
reputation is based on achievements which are not lessened by having also 
made some mistakes.

Yes, well said.

Or lucid explanations of their valuable accomplishments.

Charitably Wittgenstein's work in particular can be extremely gnomic!
He did *try* (and perhaps that is my point) to provide a way out of
old difficulties eg how to avoid solipsism. And what about his famous
'private language argument'...which holds that language can only be
meaningful if we live to a useful degree in a shared, public world.
This for one has inspired John Searle: that a real world exists
independently of our experiences. You may or may not agree with much
of his work in turn, but to suggest that there have been *no*
worthwhile avenues flowing up from German/Austrian intellectual labour
is in my view not helpful. Besides, even if you subscribe to the view
that they have not made any lasting contributions, they have provided
useful discourse to civilization's giant ongoing dialectic. PS: I



admit I haven't quite got the energy to wade through German philosophy
texts on a nice Sunday afternoon!

Following up on your view that BoI is "inappropriate and also rather shaky", 
please post a quote from BoI and a criticism of some mistake in it. BoI says:

"Marx, Engels and Diamond’s ‘ultimate explanation’ of the different histories of 
different societies is false: history is the history of ideas, not of the mechanical 
effects of bio-geography."

Indeed. Ultimate explanation = the overall message. They were wrong,
too mechanistic.

BoI is at the other end of the spectrum and says "history is the history of ideas", 
just like I said and you objected to. In my previous email I wrote "History is really 
the history of ideas" and you say "not so fast" and then "inappropriate" and so 
on. But I expressed an idea from BoI, which has been explained and argued for 
in BoI. To counter that requires substance explanation and criticism; it requires 
*replying to BoI* rather than failing to mention BoI's content.

Either you think BoI has unargued assertions or you think there are flaws in its 
arguments. Either way, back up your anti-BoI position with specific details.

Or just that I think a more nuanced take is warranted.

BoI is at least worth giving a detailed refutation of including specific quotes, not 
just a non-specific denial of one of its major positions.

I'm not keen on 'sacred text' style quoting, preferring to try and
extract the overall gist, but as you ask...BoI page 429, lines 17-21:
"Physical resources such as plants, animal and minerals *afford
opportunities*, which may inspire new ideas, but they can neither
create ideas nor cause people to have particular ideas." [my emphasis



added]. My interpretation is as I outlined, and as Michael who has
beat me to it has said: is simply that resources or available assets
are a fuel to new thinking. Poor fuel poor flame. Find/steal/grow a
forest have a forest fire. To a degree they need each other. But and
don't get me wrong, ideas are utterly central, and most thinkers past
and present aggressively dismiss human creativity and future
potential. If we can flush out exactly what we mean then great.

Perhaps like the strong to weak SW hypotheses, there may be a spectrum
from 1-10 to position oneself here... Diamond etc seemed to be perhaps
a 2 or 3? Your 'hard line' seems to suggest a 10? I'd tentatively go
for an 7 or 8.

Germany's bad ideas make good ideas unwelcome. Popper (and plenty of 
others) had to come to Anglo countries to fit in and be wanted. Alienating and 
chasing away people in some category (e.g. good philosophers) is always 
accompanied by pressure on children not to become people of that type. 
Germany suppressed good thinking in some fields.

Yes

German and Austrian culture suppresses good ideas *more* than you'd realize 
given how many good people are of that origin (Popper, Mises, Einstein). It's 
misleading because these people aren't coming from German or Austrian 
culture primarily but from Jewish culture. The Jews set themselves apart and 
maintained quite a bit of their own value system, philosophy, educational 
practices, culture, etc... It's Jewishness which is responsible for many good 
people. German and Austrian cultures are anti-semitic to this day; they see this 
good stuff and they don't like it.

Can't disagree. If (ignoring the God bit) everyone soaked up some
'Jewishness' we all be better off. In fact, I went to a Jewish school
(albeit as a 'non Jew') and absorbed 18yrs worth of 'British German
Jewish culture', and I hope/think I learnt: the value of hard work,
self-deprecation, maths, chess, and the benefits of good old-fashioned
robust spirited debate!



-- William



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Gauss vs Kant
Date: June 12, 2011 at 9:34 AM

On Jun 10, 2011, at 3:40 PM, William wrote:

"Although, a difficulty remains: at what point
did the culture of
Hegel, Marx, Engels, Kant, Heidegger and
Wittgenstein become inferior
to the English speaking one?"

Elliot says

"Before them. All of those people are awful. Some
of the worst thinkers ever to become famous.

William responds,

"That seems an extreme stance. Are you suggesting that
none of them
have made *any* lasting contributions? And what about
Godel?"

Elliot says,

"He made valuable mathematical contributions. Considering
how little natural language is used in math and some parts
of science, this doesn't make a very good example for how
German isn't a lesser language."

Michael says,

"Perhaps you meant to say that no example of knowledge created by Germans 
could show that German isn't a lesser language. Because surely Germans have 
created some knowledge using German (Right?). And surely any knowledge that 
it is possible to create can be created using German as a tool.



What you must mean to say is that it is easier (faster) to create knowledge using 
English, because you believe that English has better implicit theories in its 
structure.  And speed matters in terms of creating depth of knowledge (deeper 
theories), as I have argued before, so you believe that English speakers have an 
advantage because of this.

So you must be arguing that English is currently a more efficient tool (than 
German) that we use to create new knowledge. Right?"



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 12, 2011 at 12:20 PM

----- Original Message -----
From: William <3p4j8x834p27@gmail.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Sunday, 12 June 2011, 13:30
Subject: [BoI] Re: German and Translations (was: Apple's New Building)

On Jun 11, 7:59 pm, Elliot Temple <c...@curi.us> wrote:
 On Jun 11, 2011, at 11:13 AM, William wrote:

Gödel said about Islam: "I like Islam: it is a consistent idea of
religion and open-minded."

Roger Bacon was a monk. Newton liked the occult. Hugh Dowding was
nearly certifiable during the war. Dawkins sings in churches. Tony
Blair (a consummate modern politician) believes in the holy trinity. I
tend to salute a Magpie! The list goes on...The human mind is like a
suit of armour with rigid yet flexibly linked plates, containing self-
consistent zones of knowledge - micro-theories. As BoI indicates you
can engage in rational problem solving enquiry by day then commit
crimes against reason and logic by night.

Heidegger liked Hitler.

A little selective...In fact he had two Jewish lovers, one of whom he
helped escape. He refused to put up anti-Semitic posters or to book
burn. But to the point: did Heidegger contribute? Was 'Being &

Time' a
worthless work?

 Suppose someone is a murderer who also donates millions of dollars to very
important charity. It isn't selective to complain about their bad traits.



Two rights don't cancel out a wrong. Every major wrong is a big deal.

It isn't selective to complain about their bad traits, but then nor is
to point out their good ones. You weren't in his shoes at the time.
Would you or I have been collaborators in an occupied territory? Who
knows, we know the answer we would like to give, but to apply ex post
facto hindsight is a wonderful thing. Personal circumstances and/or
story shouldn't wholly colour any intellectual message or
achievements. Look at the complex character that was Werner Von
Braun!: from Peenemunde to the Moon.

Heidegger was an enthusiastic Nazi

http://www.stanford.edu/dept/relstud/faculty/sheehan/pdf/88-nazi.PDF

so he couldn't have understood anything that was any good about moral or 
political philosophy. He could have left Germany, he could have chosen not to 
denounce colleagues and so on. 

What were his positions on other parts of philosophy and why are they 
interesting?

 If you think Heidegger contributed something to philosophy, go ahead and
explain the contribution. Also explain how Popper's take on Heidegger was
wrong -- what mistake did Popper make, specifically?

Has not Jacques Derrida taken *at least some* inspiration from
Heidegger? If so, by definition Heidegger must have made some lasting
contribution.

What has Derrida contributed?
 
And you haven't explained why Popper's criticism was wrong.

 In any case, what's your point? Popper made mistakes, changed his mind,
and quickly rationally improved? A praiseworthy history. Marx on the other hand
stuck with his mistakes. Marx's reputation is based on his mistakes.

http://www.stanford.edu/dept/relstud/faculty/sheehan/pdf/88-nazi.PDF


Popper's reputation is based on achievements which are not lessened by
having also made some mistakes.

Yes, well said.

 Or lucid explanations of their valuable accomplishments.

Charitably Wittgenstein's work in particular can be extremely gnomic!
He did *try* (and perhaps that is my point) to provide a way out of
old difficulties eg how to avoid solipsism. And what about his famous
'private language argument'...which holds that language can only be
meaningful if we live to a useful degree in a shared, public world.
This for one has inspired John Searle: that a real world exists
independently of our experiences. You may or may not agree with much
of his work in turn, but to suggest that there have been *no*
worthwhile avenues flowing up from German/Austrian intellectual labour
is in my view not helpful. Besides, even if you subscribe to the view
that they have not made any lasting contributions, they have provided
useful discourse to civilization's giant ongoing dialectic. PS: I
admit I haven't quite got the energy to wade through German philosophy
texts on a nice Sunday afternoon!

Even Wittgenstein fans admit his stuff is unclear and needs lots of explanation to 
make any argument out of it. That makes him pretty bad already since philosophy 
is about explanation.

Anyway, what problems did he solve and how did he solve them?

Popper and DD have both given arguments in plain English against solipsism.

 Following up on your view that BoI is "inappropriate and also rather
shaky", please post a quote from BoI and a criticism of some mistake in it.
BoI says:

 "Marx, Engels and Diamond’s ‘ultimate explanation’ of the different
histories of different societies is false: history is the history of ideas, not
of the mechanical effects of bio-geography."



Indeed. Ultimate explanation = the overall message. They were wrong,
too mechanistic.

 BoI is at the other end of the spectrum and says "history is the
history of ideas", just like I said and you objected to. In my previous
email I wrote "History is really the history of ideas" and you say
"not so fast" and then "inappropriate" and so on. But I
expressed an idea from BoI, which has been explained and argued for in BoI. To
counter that requires substance explanation and criticism; it requires *replying
to BoI* rather than failing to mention BoI's content.

 Either you think BoI has unargued assertions or you think there are flaws
in its arguments. Either way, back up your anti-BoI position with specific
details.

Or just that I think a more nuanced take is warranted.

 BoI is at least worth giving a detailed refutation of including specific
quotes, not just a non-specific denial of one of its major positions.

I'm not keen on 'sacred text' style quoting, preferring to try and
extract the overall gist, but as you ask...BoI page 429, lines 17-21:
"Physical resources such as plants, animal and minerals *afford
opportunities*, which may inspire new ideas, but they can neither
create ideas nor cause people to have particular ideas." [my emphasis
added]. My interpretation is as I outlined, and as Michael who has
beat me to it has said: is simply that resources or available assets
are a fuel to new thinking. Poor fuel poor flame. Find/steal/grow a
forest have a forest fire. To a degree they need each other. But and
don't get me wrong, ideas are utterly central, and most thinkers past
and present aggressively dismiss human creativity and future
potential. If we can flush out exactly what we mean then great.

Perhaps like the strong to weak SW hypotheses, there may be a spectrum
from 1-10 to position oneself here... Diamond etc seemed to be perhaps
a 2 or 3? Your 'hard line' seems to suggest a 10? I'd tentatively go
for an 7 or 8.

Explanations are adapted to solve problems. You can't just mix and match them. 



You have to provide a specific explanation of what your position is, what 
problems it solves and how it solves them.

Alan



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 12, 2011 at 12:35 PM

On Sun, Jun 12, 2011 at 5:30 AM, William <3p4j8x834p27@gmail.com> wrote:
On Jun 11, 7:59 pm, Elliot Temple <c...@curi.us> wrote:

Has not Jacques Derrida taken *at least some* inspiration from
Heidegger? If so, by definition Heidegger must have made some lasting
contribution.

What good idea(s) did Heidegger contribute?

Either you think BoI has unargued assertions or you think there are flaws in its 
arguments. Either way, back up your anti-BoI position with specific details.

Or just that I think a more nuanced take is warranted.

BoI is at least worth giving a detailed refutation of including specific quotes, not 
just a non-specific denial of one of its major positions.

I'm not keen on 'sacred text' style quoting, preferring to try and
extract the overall gist, but as you ask...BoI page 429, lines 17-21:
"Physical resources such as plants, animal and minerals *afford
opportunities*, which may inspire new ideas, but they can neither
create ideas nor cause people to have particular ideas." [my emphasis
added]. My interpretation is as I outlined, and as Michael who has
beat me to it has said: is simply that resources or available assets
are a fuel to new thinking. Poor fuel poor flame. Find/steal/grow a
forest have a forest fire. To a degree they need each other. But and
don't get me wrong, ideas are utterly central, and most thinkers past
and present aggressively dismiss human creativity and future
potential. If we can flush out exactly what we mean then great.

Many sentences in BoI do not contradict you. Quoting one of those is
not enlightening.



You have chosen to disagree with BoI on several issues, from "history
is the history of ideas", to the value of Derrida and
deconstructionism (page 314), to whether BoI contains enough nuance,
to compromise and weighing (see below).

We can learn from disagreement. In every disagreement, at least one
party is mistaken. That is a wonderful opportunity for error
correction. The way we learn is by criticism. To criticize, clearly,
and with nuance and detail, explain the mistakes you think BoI makes.
Then people who agreed with BoI can learn from that, or explain a
mistake in your criticism (giving you the opportunity to learn).

Correctly using quotes from a book while criticizing is helpful
because it makes the criticisms harder to vary by requiring they
engage directly with the book's arguments.

Perhaps like the strong to weak SW hypotheses, there may be a spectrum
from 1-10 to position oneself here... Diamond etc seemed to be perhaps
a 2 or 3? Your 'hard line' seems to suggest a 10? I'd tentatively go
for an 7 or 8.

The compromise approach where one scores (weighs) theories 1-10 is
contrary to the Choices chapter, which criticizes weighing of ideas.
It also violates BoI's "hard to vary" concept. A score (weight) such
as "a 2 or 3" is easy to vary and therefore a mistake.

Note also on page 352:

"[Good] conflicting policies are discrete and cannot be arbitrarily
mixed." This applies to ideas in general, not just policies. Good
ideas do not, in general, mix, but are discrete. 70% BoI and 30%
Diamond is a mistake.

The purpose of quoting BoI is because it contains arguments and
explanations, not as a holy scripture. I won't change my mind about it
without seeing its arguments refuted. And I think its arguments have
the power to persuade other people who pay attention to them.

Note this quote is from the summary section. Reading the full chapter



provides more detailed arguments.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ether
Date: June 12, 2011 at 5:40 PM

_Euclid's Window_ p 160

If space were empty, it was thought, a wave could not travel through it. As 
Poincare wrote in 1900, "One knows where our belief in the ether stems from. 
When light is on its way to us from a far star ... it is no longer on the star and not 
yet on the earth. It is necessary that it is somewhere, sustained, so to say, by 
some material support."

This is bad philosophy. It was bad philosophy at the time it was said. It could have 
been rejected immediately.

The mistake is: what is the material support for the ether?

If everything needs material support, and you offer the ether for light's support, 
next you have to support the ether too. You create a regress problem, similar to 
the regress of justificationist epistemology.

Saying the ether supports light does not solve the problem at all but only adds 
one layer of indirection (to: what supports the ether that supports the light?)

As philosophy, this is just as bad as: What created reality? God. Which leads to 
the new question: then what created God? The question of origins wasn't 
answered. Proposing something with an unspecified origin is no answer to a 
question of origin.

With ether it's the same: proposing something with unspecified "material support" 
is no answer to the problem of material support.

That bad Poincare argument is not the only purpose of the ether theory. Another 
purpose made more sense. People thought:

1) Light acts like a wave
2) Waves require a medium
3) Therefore light must have a medium it moves through even in outer space, the 
ether



Although this turned out to be false, this can't be immediately rejected as bad 
philosophy.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Convention
Date: June 12, 2011 at 5:40 PM

Gauss decided to take up making maps. Then:

_Euclid's Window_ p 127

http://webcache.googleusercontent.com/search?
q=cache:vKTkb4pTBFoJ:www.epubbud.com/read.php%3Fg%3DG8XPUX4V%26
p%3D23+%22The+first+difficulty+Gauss+had+to+overcome+was+that%22&cd=1
&hl=en&ct=clnk&gl=us&client=safari&source=www.google.com

The first difficulty Gauss had to overcome was that the surveying instruments 
had limited range. Because of this, straight lines had to be constructed from 
shorter segments, each of which had a certain degree of random error of 
measurement. The errors added up quickly. Gauss did not respond to this 
difficulty in the manner of your normal researcher, say, the author of this book. 
That would involve, first, a lot of pulling at his hair and occasional snapping at 
his children; second, achievement of some tiny, incremental progress; and third, 
publication of the result, phrasing it in a manner to make it seem as important as 
possible. Instead, Gauss invented the central concept of the modern field of 
probability and statistics-the theorem that random errors will be distributed in a 
bell-shaped curve around a mean.

His description of a "normal researcher" is honest. That is what most people are 
like.

This author is different than most people in an important way. He knew Feynman, 
and became less impressed with authority. He saw by Feynman's example that 
one doesn't have to try to impress people. You don't have to lie. You can act 
different ways and life can work out. So he's more honest instead of trying too 
hard to gain an underserved reputation.

There's a nice example in his book about Feynman where he and Feynman 
walked up to a wedding to eat the food. And someone asked if they were with the 
bride or the groom. And he started trying to think of a good lie. But Feynman was 
better than that and told the truth: we represent the physics department. And 
nothing bad happened. Their questioner was satisfied by the truth. No problem.

http://webcache.googleusercontent.com/search?q=cache:vKTkb4pTBFoJ:www.epubbud.com/read.php%3Fg%3DG8XPUX4V%26p%3D23+%22The+first+difficulty+Gauss+had+to+overcome+was+that%22&cd=1&hl=en&ct=clnk&gl=us&client=safari&source=www.google.com


So, at least he's got some honesty when he's writing a book about another 
subject. If he was doing physics research, he might well try to puff it up. But here 
he's just telling us about mathematicians and his role is to be kind of a wise man 
telling us about the world, so actually by being honest he comes off even wiser. 
It's not so hard here, but also he has some skill.

But anyway, the point is he correctly commented on what a lot of people are like:

Problems are inevitable. Encounter them. Get frustrated. Be mean to your kids! 
That's not just some random comment but a very mainstream thing. Make a little 
progress, if it's your profession. Then try to impress people and sell your own 
research, for your own benefit, at the cost of some intellectual integrity and 
respect for truth.

Gauss did something rather different and better, which we can and should 
admire.

As a side note, this helps explain why you can't really trust most research and 
just take its conclusions at face value.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: German and Translations (was: Apple's New Building)
Date: June 12, 2011 at 6:56 PM

On Sun, 6/12/11, Anonymous Person <unattributedemail@gmail.com> wrote:

Anonymous says,
Either you think BoI has unargued assertions or
you think there are flaws in its arguments. Either way, back
up your anti-BoI position with specific details.

William says,
Or just that I think a more nuanced take is
warranted.

Anonymous says,
BoI is at least worth giving a detailed refutation
of including specific quotes, not just a non-specific denial
of one of its major positions.

William says,
I'm not keen on 'sacred text' style quoting,
preferring to try and
extract the overall gist, but as you ask...BoI page
429, lines 17-21:
"Physical resources such as plants, animal and
minerals *afford
opportunities*, which may inspire new ideas, but they
can neither
create ideas nor cause people to have particular
ideas." [my emphasis
added]. My interpretation is as I outlined, and as
Michael who has
beat me to it has said: is simply that resources or
available assets
are a fuel to new thinking. Poor fuel poor flame.
Find/steal/grow a
forest have a forest fire. To a degree they need each
other. But and
don't get me wrong, ideas are utterly central, and



most thinkers past
and present aggressively dismiss human creativity and
future
potential. If we can flush out exactly what we mean
then great.

Anonymous says
Many sentences in BoI do not contradict you. Quoting one of
those is
not enlightening.

You have chosen to disagree with BoI on several issues,
from "history is the history of ideas"

How has he disagreed with the spirit of that statement? He said that ideas are the 
"Hub" of civilization. Note that DD did not say, "History is the history of ideas and 
resources are completely irrelevant!"

It is what William's words mean, not whether he is using the exact same words 
that David uses.

We can learn from disagreement. In every disagreement, at
least one
party is mistaken.

Yes. William is just pointing out that a different look at history could evaluate in 
greater detail the way in which resources were utilized and not be at odds with 
BOI. But the emphasis would be different.

For example, Douglas North's book, "Structure and Change in Economic History" 
traces major events in history by looking at property right definitions. That is 
certainly a different perspective than David's. North's book surely evaluates 
resource availability more thoroughly.  But it is also a history of ideas, because 
property right definitions are a history of ideas.

Looking for consilience in perspectives is also a type of error correction. It allows 
one to avoid the parochial mistake of thinking that ideas which look different are 
actually different.



--Michael



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Justificationism
Date: June 12, 2011 at 8:43 PM

Justificationism is the (Popperian) name for the mainstream theory of 
epistemology.

It goes something like this:

Knowledge is justified, true belief. For an idea to be knowledge, it requires all 
those 3 things. It has to be true, you have to believe it, and your belief has to be 
justified.

All three of these requirements are serious mistakes.

Requiring it be true is anti-fallibilist: it's denying anything but the final, perfect truth 
is knowledge.

Requiring it be a belief is a denial that books contain knowledge.

And requiring justification has problems such as: how can statements be 
justified?

whatever people answer, we can (in the justificationist approach) safely ignore 
their answer unless it is knowledge which means it has to be justified.

but how can *that* be justified?

another answer is needed.

which itself needs to be justified.

but how can *that* be justified?

this is a regress. and it has led to irrational responses such as advocating for 
circular arguments in the form of "self-justifying foundations", or advocating 
irrationality directly (foundations that you just aren't allowed to question). and it's 
led to a great deal of effort to solve this "problem" by coming up with a scheme to 
deal with the regress.

for example i saw a paper about how the best solution is to say that infinite chains 



with no end aren't actually a problem but valid. research effort is being driven into 
the absurd.

anyway, the only solution is this: to drop the demand for justification which is a 
theme of most mainstream thinking in epistemology. it's impossible and not 
needed.

justification basically always boils down to authority. there's no rational way to 
establish it, and in practice what people accept as justification is appeal to 
authority.

the underlying problem this is trying to solve is the problem of knowledge. how do 
we differentiate good ideas from bad ideas? how do we get good ideas?

the justificationists attack all unjustified ideas as bad. but it's just plain false that if 
you haven't justified an idea it must be bad. it could be a good idea.

Popper's solution is the critical approach: guess whatever you want, don't justify 
it, and then sort out good ideas from bad ideas with criticism. We can't prove 
we're right but we can *improve*.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Popper Interview
Date: June 13, 2011 at 1:32 AM

http://www.chmielewski.uni.wroc.pl/en/w_popper.html

Did you ever return to your study of Hegel, an another „enemy of the open 
society”?

No! No! I still hate Hegel! I read Kant instead. I have a number of first editions of 
Kant's works which I often look into.

No one who respects Popper should say anything positive about Hegel, without 
considering Popper's published arguments and engaging with them.

Note that Popper's interest in Kant cannot be assumed to be approval. Consider 
the previous question:

I remember that in your Open Society, in very rich notes in this book, you were 
referring to Plato's mathematical ideas, particularly to his Timaios...

Altogether, the Greek philosophy is wonderful. I do not like Plato as an ethician, 
his social philosophy is partly extremely clever, but his attitude is authoritarian 
and dictatiorial, and so on, and not humanitarian. So I do not like his moral 
attitude but I admire his cleverness.

Here and elsewhere in the interview, interest in Plato is expressed. But approval 
is another matter.

This part is good:

I do believe that the principle of epistemology has to be not our making 
observations but our learning intellectually; that is the topic of epistemology: it is 
about changing of our theories and improving them.

And they discuss Popper being anti-empiricist in the same sense BoI is.

This is interesting:

http://www.chmielewski.uni.wroc.pl/en/w_popper.html


I must say that I do not think that Marxism has been definitely defeated. I am 
sure it will come up again and again and again. Maybe not so much in Poland 
but surely in Russia. But perhaps even in Poland, and also in the West.

Note this interview is 1994. So that's a recent statement with present day 
relevance.

More:

Moreover, in many philosophical disciplines one can sense a strong influence 
of the famous Philosophical Investigations by Ludwig Wittgenstein, of whom 
you have always been very critical.

Regrettably, it is true. It is terrible. I really think that contemporary British 
philosophy is pretty bad... uninteresting... boring. It is very boring... The second 
book by Wittgenstein is extremely boring. His first book, Tractatus Logico-
Philosophicus, was very different in character. In general philosophy is 
dominated by different fashions: historicism, structuralism, new historicism, 
poststructuralism, postmodernism and others - all these are nothing but 
philosophical fashions. But a fashion in science or philosophy is something 
terrible. It is there, it cannot be helped. But it is something that should be 
despised, not followed.

On translations (and perhaps, implicitly, the difficulty of doing good philosophy in 
German):

When do you expect your book Conjectures and Refutations get published in 
German translation?

My Conjectures, the first half of the book only, is now coming out in German. 
The Refutations will come out later. Many people have tried to translate it and I 
found all of the translations bad. Translation is to be done really conscientiously. 
And they were not. Now the publisher himself translated it and sent it to us. Mrs 
Mew corrected it, and then I corrected it, and I think in that way it turned out to 
be quite a good book.

I liked this:



When one wants to be critical, one tries to change one's mind, think matters all 
over again, but eventually I did not change my opinion.

This is notable:

The best religious traditions are in America

Good ending:

I remain an optimist towards the world. It is one's duty to be an optimist. Only 
from this point of view can one be active and do what one can. If you are a 
pessimist, you have given up. We must remain optimists, we have to look at the 
world from the point of view how beautiful it is, and to try to do what we can to 
make it better.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universal Explainers
Date: June 13, 2011 at 12:43 PM

On Jun 8, 2011, at 9:34 AM, Lulie Tanett wrote:

What problem does idea that we're universal explainers try to solve?

It is an idea with reach. It solves multiple problems.

It answers problems of the form: Is it possible for me to learn X?

It answers, combined with the principle of optimism: It is possible to solve 
problem X?

It helps address issues about whether the world is explicable.

It addresses issues about whether aliens are people, and what being a person 
means.

It's a step towards making an AI.

How does it attempt to solve it?

By applying the jump to universality to the ability of humans to explain a variety of 
stuff.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universal Explainers
Date: June 13, 2011 at 12:50 PM

On Jun 9, 2011, at 12:36 AM, Lulie Tanett wrote:

On 8 Jun 2011, at 20:54, David Deutsch wrote:

On 8 Jun 2011, at 8:37pm, Matjaž Leonardis wrote:

2011/6/8 David Deutsch <david.deutsch@qubit.org>
On 8 Jun 2011, at 5:34pm, Lulie Tanett wrote:

What problem does idea that we're universal explainers try to solve?

It comes from the argument of Dawkins and Haldane that "the world is 
queerer than we *can* suppose", because of our evolutionary history, we 
should expect there to be a limit to what we can understand.

But isn't the idea that we are universal explainers, still perfectly consistent 
with the idea that "the world is queerer than we can suppose"?

Yes.

The way I understand the phrase "universal explainer" is - an entity that can 
explain everything that is in principle explicable. That by itself does not seem 
to imply that everything really *is* explicable.

Yes.

But the idea that the world is explicable is not derived from the idea that we are 
universal explainers. Overlapping arguments -- for example the one about a 
limited sphere of explicability being tantamount to a belief in the supernatural -- 
lead to both conclusions.

So is it like this?:

Saying the world is not explicable is resorting to supernaturalism (because 



you're saying something other than reason is true). Saying it's not explicable *to 
us* is also supernaturalism (because you're saying we can't use reason and 
must use something else).

The only way out of supernaturalism is to suppose that reason *is* true, and we 
*can* use reason for anything.

Being able to use reason for anything = being a universal explainer.

Not exactly.

Look up "supernatural" in the index.

In particular, see the end of page 53, and most of page 54.

Explanations about outside the bubble of explicability are easy to vary (including 
to myths).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 13, 2011 at 1:12 PM

On Jun 9, 2011, at 1:42 PM, William wrote:

On Jun 9, 8:43 am, Lulie Tanett <w...@lulie.org> wrote:

Can you clarify what you mean by "accordant to its symbolic or mental 
complexity level and overall capability"?

An entities' algorithmic agility. Universal explainers are: nimble,
unfettered intelligent agents, regardless of their underlying
hardware, or indeed what nested layer of physical reality they happen
to reside in. Reality is transparent.

Universality implies there are two levels: universal and non-universal.

Normally one would expect a "complexity level" to refer to many possible levels -- 
a continuum -- not just two.

Are you saying people with more capability/'mental complexity' should have 
more rights that people with less?

All people are people. They are all universal explainers - so they are
all equal. AI's once they break through a (presently difficult to
define) threshold will become universal explainers, and become persons
by default.

Agreed.

Or do you mean once a sufficient complexity/capability level has been 
reached, then the person should have rights? If so, what is that level?

Biology already shows us that there are several levels (...cat, dog,
chimp, human).



It does not show us that "cat" and "dog" are different levels in any important 
sense. That's an interpretation which needs to be argued for. What's the 
argument?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Universality and Qualia
Date: June 13, 2011 at 11:17 PM

Does the universal reach of humans as explainers mean that, in principle, you 
should be able to *explain* a color to someone who is color-blind?

-J



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universality and Qualia
Date: June 13, 2011 at 11:22 PM

On Jun 13, 2011, at 8:17 PM, Justin Mallone wrote:

Does the universal reach of humans as explainers mean that, in principle, you 
should be able to *explain* a color to someone who is color-blind?

Yes.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Universality and Qualia
Date: June 14, 2011 at 5:34 PM

--- On Mon, 6/13/11, Justin Mallone <justinceo@gmail.com> wrote:

From: Justin Mallone <justinceo@gmail.com>
Subject: [BoI] Universality and Qualia
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Monday, June 13, 2011, 11:17 PM
Does the universal reach of humans as
explainers mean that, in principle, you should be able to
*explain* a color to someone who is color-blind?

-J

Given the implications of the full BOI perspective, we are universal simulators, as 
well. With enough knowledge, those who are color blind can experience the 
qualia of all colors as well, especially if it is well-explained to them how to do so.

Michael



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Conflict
Date: June 14, 2011 at 5:41 PM

There are no conflicts of interest among rational men.

There are no conflicts of interest among rational *ideas*.

The first is a political type principle to do with liberalism.

The second is a deeper principle which shows how the first is really a special 
case of epistemology.

Conflicts among men means conflicts among men's ideas.

But it's not just ideas in separate brains which don't have rational conflicts of 
interest. The same applies just as well to ideas in the same brain. It's a property 
of ideas in general without regard for their source or location.

The main difficulty remaining is the personification of ideas. How can ideas have 
interests?

This issue goes away with some rephrasing to get at the intended point.

Whenever men (really: their ideas) seem to conflict, there are solutions which are 
better for everyone. No one loses.

Whenever ideas seem to conflict, there are ideas which are better for all the 
concerns the ideas express. No (legitimate) concern loses.

What about illegitimate concerns? What about bad ideas? What about ideas 
advocating murder? It's just like with the original point about men in general: 
some ideas are mistakes and improving is better in every way.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 14, 2011 at 8:42 PM

On Jun 9, 6:27 am, hibbsa <hib...@yahoo.com> wrote:
On Jun 5, 11:57 pm, Michael Golding <mlionson...@yahoo.com> wrote:

--- On Sun, 6/5/11, William <3p4j8x834...@gmail.com> wrote:

From: William <3p4j8x834...@gmail.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Sunday, June 5, 2011, 2:55 PM
On Jun 5, 3:51 pm, Michael Golding
<mlionson...@yahoo.com>
wrote:

"I certainly don't dispute that physical structures
(independent of genes) as well as genes can powerfully
influence minds.  One only needs to think about someone
with Alzheimer's disease or someone with mental retardation
like Angelman's syndrome.

Physical structures influence our mind by changing the
speed by which we can conjecture and refute about things.
 If genes or any other physical influence on the brain
cause slowing of this process in any dimension important to
people, they decrease the efficiency of mutation,
recombination, and error correction and so decrease the
depth of knowledge that a person is likely to create in a
given time.

Various types of evolutionary baggage, for example the
tendency to develop Angelman's syndrome, profoundly
influence people and their minds."



So, 'normal' human minds are tractable universal
explainers.

-- William

Hibbsa said that he apparently agrees with the BOI philosophy that human 
beings are universal explainers.  But he added that our genetic baggage can 
influence us. (Presumably he meant that our genetic baggage can influence 
our normal or abnormal minds and bodies).  He is correct.

Yes that's broadly it for me. The way I'd say it would be that I'm not
disputing the philosophy that humans are universal explainers, but I
am suggesting that the corollary of the combined inferences of certain
consequences for the physical brain, is that such a physical
arrangement is not only necessary for universal status to be true, but
that it is the single only arrangement consistent with a universal
status being true, and an explanation for why this would be the case
remains to be made.

One alternative arrangement I suggested was a kind of duality
situation. On the one side there would "the new hope" in the form of a
new and physically real potential independence of human thought from
all constraining evolutionary baggage, brought about by the emergence
of a universal status. On the other side would be the also physically
real architecture of constraining evolutionary baggage, in the absense
of realization of that potential still acting deviously beneath the
surface causing mayhem in our thoughts and in the world.

In this situation the question would then arise, how do we realize
this new potential? Do we achieve the new hope by convincing ourselves
there is no baggage and that the new potential effortlessly defines us
already? Or do we follow a dual approach by, on the one side, taking
the supposition it isn't there and proceeding with the philosophy and
its implications as is. While on the other side, support the
scientific quest to understand the brain and specifically whether that
evolutionary baggage is there, and if it is there how it continues to
operate and influence us, such that we can gain the necessary
knowledge for what sort of mental or philosophical or physical/
procedural disciplines need to be developed in order to free ourselves



from that baggage and realize the dream.

The point about the above, or the only point that should be necessary
to make you sit up and take note, should be whether it is a *possible*
and *plausible* alternative explanation for how the brain could be
arranged in such way consistency with universality was satisfied.

If, if, it's a viable alternative explanation, or if I've said enough
to make you glimpse the possibility that a viable alternative along
these lines could with care be robustly formulated, then the
explanation why this version would be a better explanation than the
current one you are using, is that this version has more explanatory
power in terms of the world around in terms of the affairs of
people.
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Haven't popped in for a week or two or whenever it was I last posted.
I think I feel rather disappointed that my suggestion above was not
responded to.

The main point is/was that, in terms of whether such proposals are
truly consequences of humans as universal explainers,  the truths,
such as they are proposed, defining the physical brain (and which have
been the root of many/most FoR list disagreements), it depends how a
certain implicit assumption is explained.

The implicit assumption is that the popper-proposed truths-defining-



the-brain, are 'true' because, not only are they derived from the
'universal' human status, but such a universal status would *not* be
possible unless the assertions are true (so truths).

So, the suggestion was that everything hinges on how the above
implicit assumption is dealt with...explicitly.

- If the assumption is explicitly endorsed, then an explanation is
missing for why these 'truths' about the physical are the only
possible underlying arrangement that would make universalim possible.
Is there an explanation for why this is?

- If for whatever reason the reality of the assumption has gone
unnoticed, and so is not explicitly argued for in the current
explanations, then the consequence will be that, in terms of current
explanations,  the  brain-relevant popperian proposals are not
'truths'...not anyway as direct consequences of universalism. In this
scenario, if popperians want to present these positions as truths,
some new explanation becomes necessary, why these assumptions must be
true, despite only being one of an unknown number of possible
arrangements satisfying universalism.

So this is the potential criticism. Are the assumptions about the
brain the only possible underlying arrangement capable of satisfying
universalism? If so, where is the explanation?  If not, the proposals
haven't been explained other than as one of possibly many underlying
arrangements of mind.

That looks to me like a worthy enough criticism for an answer........I
suppose I must be getting the reasoning horrendously wrong....would
appreciate being told where.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 14, 2011 at 8:45 PM

On Jun 15, 1:42 am, hibbsa <hib...@yahoo.com> wrote:
On Jun 9, 6:27 am, hibbsa <hib...@yahoo.com> wrote:

On Jun 5, 11:57 pm, Michael Golding <mlionson...@yahoo.com> wrote:

--- On Sun, 6/5/11, William <3p4j8x834...@gmail.com> wrote:

From: William <3p4j8x834...@gmail.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Sunday, June 5, 2011, 2:55 PM
On Jun 5, 3:51 pm, Michael Golding
<mlionson...@yahoo.com>
wrote:

"I certainly don't dispute that physical structures
(independent of genes) as well as genes can powerfully
influence minds.  One only needs to think about someone
with Alzheimer's disease or someone with mental retardation
like Angelman's syndrome.

Physical structures influence our mind by changing the
speed by which we can conjecture and refute about things.
 If genes or any other physical influence on the brain
cause slowing of this process in any dimension important to
people, they decrease the efficiency of mutation,
recombination, and error correction and so decrease the
depth of knowledge that a person is likely to create in a
given time.

Various types of evolutionary baggage, for example the



tendency to develop Angelman's syndrome, profoundly
influence people and their minds."

So, 'normal' human minds are tractable universal
explainers.

-- William

Hibbsa said that he apparently agrees with the BOI philosophy that human 
beings are universal explainers.  But he added that our genetic baggage can 
influence us. (Presumably he meant that our genetic baggage can influence 
our normal or abnormal minds and bodies).  He is correct.

Yes that's broadly it for me. The way I'd say it would be that I'm not
disputing the philosophy that humans are universal explainers, but I
am suggesting that the corollary of the combined inferences of certain
consequences for the physical brain, is that such a physical
arrangement is not only necessary for universal status to be true, but
that it is the single only arrangement consistent with a universal
status being true, and an explanation for why this would be the case
remains to be made.

One alternative arrangement I suggested was a kind of duality
situation. On the one side there would "the new hope" in the form of a
new and physically real potential independence of human thought from
all constraining evolutionary baggage, brought about by the emergence
of a universal status. On the other side would be the also physically
real architecture of constraining evolutionary baggage, in the absense
of realization of that potential still acting deviously beneath the
surface causing mayhem in our thoughts and in the world.

In this situation the question would then arise, how do we realize
this new potential? Do we achieve the new hope by convincing ourselves
there is no baggage and that the new potential effortlessly defines us
already? Or do we follow a dual approach by, on the one side, taking
the supposition it isn't there and proceeding with the philosophy and
its implications as is. While on the other side, support the
scientific quest to understand the brain and specifically whether that
evolutionary baggage is there, and if it is there how it continues to



operate and influence us, such that we can gain the necessary
knowledge for what sort of mental or philosophical or physical/
procedural disciplines need to be developed in order to free ourselves
from that baggage and realize the dream.

The point about the above, or the only point that should be necessary
to make you sit up and take note, should be whether it is a *possible*
and *plausible* alternative explanation for how the brain could be
arranged in such way consistency with universality was satisfied.

If, if, it's a viable alternative explanation, or if I've said enough
to make you glimpse the possibility that a viable alternative along
these lines could with care be robustly formulated, then the
explanation why this version would be a better explanation than the
current one you are using, is that this version has more explanatory
power in terms of the world around in terms of the affairs of
people.
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Haven't popped in for a week or two or whenever it was I last posted.
I think I feel rather disappointed that my suggestion above was not
responded to.

The main point is/was that, in terms of whether such proposals are
truly consequences of humans as universal explainers,  the truths,
such as they are proposed, defining the physical brain (and which have
been the root of many/most FoR list disagreements), it depends how a
certain implicit assumption is explained.

The implicit assumption is that the popper-proposed truths-defining-



the-brain, are 'true' because, not only are they derived from the
'universal' human status, but such a universal status would *not* be
possible unless the assertions are true (so truths).

So, the suggestion was that everything hinges on how the above
implicit assumption is dealt with...explicitly.

- If the assumption is explicitly endorsed, then an explanation is
missing for why these 'truths' about the physical are the only
possible underlying arrangement that would make universalim possible.
Is there an explanation for why this is?

- If for whatever reason the reality of the assumption has gone
unnoticed, and so is not explicitly argued for in the current
explanations, then the consequence will be that, in terms of current
explanations,  the  brain-relevant popperian proposals are not
'truths'...not anyway as direct consequences of universalism. In this
scenario, if popperians want to present these positions as truths,
some new explanation becomes necessary, why these assumptions must be
true, despite only being one of an unknown number of possible
arrangements satisfying universalism.

So this is the potential criticism. Are the assumptions about the
brain the only possible underlying arrangement capable of satisfying
universalism? If so, where is the explanation?  If not, the proposals
haven't been explained other than as one of possibly many underlying
arrangements of mind.

That looks to me like a worthy enough criticism for an answer........I
suppose I must be getting the reasoning horrendously wrong....would
appreciate being told where.- Hide quoted text -
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apologies for the garbled writing especially first paragraph.
Hopefully it's possible to make sense of. If not...ah well :O)



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 14, 2011 at 9:37 PM

On Jun 15, 1:42 am, hibbsa <hib...@yahoo.com> wrote:
On Jun 9, 6:27 am, hibbsa <hib...@yahoo.com> wrote:

On Jun 5, 11:57 pm, Michael Golding <mlionson...@yahoo.com> wrote:

--- On Sun, 6/5/11, William <3p4j8x834...@gmail.com> wrote:

From: William <3p4j8x834...@gmail.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Sunday, June 5, 2011, 2:55 PM
On Jun 5, 3:51 pm, Michael Golding
<mlionson...@yahoo.com>
wrote:

"I certainly don't dispute that physical structures
(independent of genes) as well as genes can powerfully
influence minds.  One only needs to think about someone
with Alzheimer's disease or someone with mental retardation
like Angelman's syndrome.

Physical structures influence our mind by changing the
speed by which we can conjecture and refute about things.
 If genes or any other physical influence on the brain
cause slowing of this process in any dimension important to
people, they decrease the efficiency of mutation,
recombination, and error correction and so decrease the
depth of knowledge that a person is likely to create in a
given time.

Various types of evolutionary baggage, for example the



tendency to develop Angelman's syndrome, profoundly
influence people and their minds."

So, 'normal' human minds are tractable universal
explainers.

-- William

Hibbsa said that he apparently agrees with the BOI philosophy that human 
beings are universal explainers.  But he added that our genetic baggage can 
influence us. (Presumably he meant that our genetic baggage can influence 
our normal or abnormal minds and bodies).  He is correct.

Yes that's broadly it for me. The way I'd say it would be that I'm not
disputing the philosophy that humans are universal explainers, but I
am suggesting that the corollary of the combined inferences of certain
consequences for the physical brain, is that such a physical
arrangement is not only necessary for universal status to be true, but
that it is the single only arrangement consistent with a universal
status being true, and an explanation for why this would be the case
remains to be made.

One alternative arrangement I suggested was a kind of duality
situation. On the one side there would "the new hope" in the form of a
new and physically real potential independence of human thought from
all constraining evolutionary baggage, brought about by the emergence
of a universal status. On the other side would be the also physically
real architecture of constraining evolutionary baggage, in the absense
of realization of that potential still acting deviously beneath the
surface causing mayhem in our thoughts and in the world.

In this situation the question would then arise, how do we realize
this new potential? Do we achieve the new hope by convincing ourselves
there is no baggage and that the new potential effortlessly defines us
already? Or do we follow a dual approach by, on the one side, taking
the supposition it isn't there and proceeding with the philosophy and
its implications as is. While on the other side, support the
scientific quest to understand the brain and specifically whether that
evolutionary baggage is there, and if it is there how it continues to



operate and influence us, such that we can gain the necessary
knowledge for what sort of mental or philosophical or physical/
procedural disciplines need to be developed in order to free ourselves
from that baggage and realize the dream.

The point about the above, or the only point that should be necessary
to make you sit up and take note, should be whether it is a *possible*
and *plausible* alternative explanation for how the brain could be
arranged in such way consistency with universality was satisfied.

If, if, it's a viable alternative explanation, or if I've said enough
to make you glimpse the possibility that a viable alternative along
these lines could with care be robustly formulated, then the
explanation why this version would be a better explanation than the
current one you are using, is that this version has more explanatory
power in terms of the world around in terms of the affairs of
people.
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Haven't popped in for a week or two or whenever it was I last posted.
I think I feel rather disappointed that my suggestion above was not
responded to.

The main point is/was that, in terms of whether such proposals are
truly consequences of humans as universal explainers,  the truths,
such as they are proposed, defining the physical brain (and which have
been the root of many/most FoR list disagreements), it depends how a
certain implicit assumption is explained.

The implicit assumption is that the popper-proposed truths-defining-



the-brain, are 'true' because, not only are they derived from the
'universal' human status, but such a universal status would *not* be
possible unless the assertions are true (so truths).

So, the suggestion was that everything hinges on how the above
implicit assumption is dealt with...explicitly.

- If the assumption is explicitly endorsed, then an explanation is
missing for why these 'truths' about the physical are the only
possible underlying arrangement that would make universalim possible.
Is there an explanation for why this is?

- If for whatever reason the reality of the assumption has gone
unnoticed, and so is not explicitly argued for in the current
explanations, then the consequence will be that, in terms of current
explanations,  the  brain-relevant popperian proposals are not
'truths'...not anyway as direct consequences of universalism. In this
scenario, if popperians want to present these positions as truths,
some new explanation becomes necessary, why these assumptions must be
true, despite only being one of an unknown number of possible
arrangements satisfying universalism.

So this is the potential criticism. Are the assumptions about the
brain the only possible underlying arrangement capable of satisfying
universalism? If so, where is the explanation?  If not, the proposals
haven't been explained other than as one of possibly many underlying
arrangements of mind.

That looks to me like a worthy enough criticism for an answer........I
suppose I must be getting the reasoning horrendously wrong....would
appreciate being told where.- Hide quoted text -
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Just a quick summarization to add clarity. My argument is that, the
popperian assertions about the way the brain can and cannot be
arranged, do not follow as consequences of our universal
status.....unless there is an explanation why the arrangement
preferred by popperians, is the only possible underlying arrangement
compatible with the universal status



In my original post I exampled an alternative underlying arrangement
that would also satisfy universality.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 14, 2011 at 11:03 PM

On Jun 14, 2011, at 6:37 PM, hibbsa wrote:

On Jun 15, 1:42 am, hibbsa <hib...@yahoo.com> wrote:
On Jun 9, 6:27 am, hibbsa <hib...@yahoo.com> wrote:

On Jun 5, 11:57 pm, Michael Golding <mlionson...@yahoo.com> wrote:

--- On Sun, 6/5/11, William <3p4j8x834...@gmail.com> wrote:

From: William <3p4j8x834...@gmail.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Sunday, June 5, 2011, 2:55 PM
On Jun 5, 3:51 pm, Michael Golding
<mlionson...@yahoo.com>
wrote:

"I certainly don't dispute that physical structures
(independent of genes) as well as genes can powerfully
influence minds.  One only needs to think about someone
with Alzheimer's disease or someone with mental retardation
like Angelman's syndrome.

Physical structures influence our mind by changing the
speed by which we can conjecture and refute about things.
 If genes or any other physical influence on the brain
cause slowing of this process in any dimension important to
people, they decrease the efficiency of mutation,
recombination, and error correction and so decrease the



depth of knowledge that a person is likely to create in a
given time.

Various types of evolutionary baggage, for example the
tendency to develop Angelman's syndrome, profoundly
influence people and their minds."

So, 'normal' human minds are tractable universal
explainers.

-- William

Hibbsa said that he apparently agrees with the BOI philosophy that human 
beings are universal explainers.  But he added that our genetic baggage 
can influence us. (Presumably he meant that our genetic baggage can 
influence our normal or abnormal minds and bodies).  He is correct.

Yes that's broadly it for me. The way I'd say it would be that I'm not
disputing the philosophy that humans are universal explainers, but I
am suggesting that the corollary of the combined inferences of certain
consequences for the physical brain, is that such a physical
arrangement is not only necessary for universal status to be true, but
that it is the single only arrangement consistent with a universal
status being true, and an explanation for why this would be the case
remains to be made.

One alternative arrangement I suggested was a kind of duality
situation. On the one side there would "the new hope" in the form of a
new and physically real potential independence of human thought from
all constraining evolutionary baggage, brought about by the emergence
of a universal status. On the other side would be the also physically
real architecture of constraining evolutionary baggage, in the absense
of realization of that potential still acting deviously beneath the
surface causing mayhem in our thoughts and in the world.

In this situation the question would then arise, how do we realize
this new potential? Do we achieve the new hope by convincing ourselves
there is no baggage and that the new potential effortlessly defines us
already? Or do we follow a dual approach by, on the one side, taking



the supposition it isn't there and proceeding with the philosophy and
its implications as is. While on the other side, support the
scientific quest to understand the brain and specifically whether that
evolutionary baggage is there, and if it is there how it continues to
operate and influence us, such that we can gain the necessary
knowledge for what sort of mental or philosophical or physical/
procedural disciplines need to be developed in order to free ourselves
from that baggage and realize the dream.

The point about the above, or the only point that should be necessary
to make you sit up and take note, should be whether it is a *possible*
and *plausible* alternative explanation for how the brain could be
arranged in such way consistency with universality was satisfied.

If, if, it's a viable alternative explanation, or if I've said enough
to make you glimpse the possibility that a viable alternative along
these lines could with care be robustly formulated, then the
explanation why this version would be a better explanation than the
current one you are using, is that this version has more explanatory
power in terms of the world around in terms of the affairs of
people.

- Hide quoted text -

- Show quoted text -- Hide quoted text -

- Show quoted text -- Hide quoted text -

- Show quoted text -- Hide quoted text -

- Show quoted text -

Haven't popped in for a week or two or whenever it was I last posted.
I think I feel rather disappointed that my suggestion above was not
responded to.

The main point is/was that, in terms of whether such proposals are
truly consequences of humans as universal explainers,  the truths,
such as they are proposed, defining the physical brain (and which have



been the root of many/most FoR list disagreements), it depends how a
certain implicit assumption is explained.

The implicit assumption is that the popper-proposed truths-defining-
the-brain, are 'true' because, not only are they derived from the
'universal' human status, but such a universal status would *not* be
possible unless the assertions are true (so truths).

So, the suggestion was that everything hinges on how the above
implicit assumption is dealt with...explicitly.

- If the assumption is explicitly endorsed, then an explanation is
missing for why these 'truths' about the physical are the only
possible underlying arrangement that would make universalim possible.
Is there an explanation for why this is?

- If for whatever reason the reality of the assumption has gone
unnoticed, and so is not explicitly argued for in the current
explanations, then the consequence will be that, in terms of current
explanations,  the  brain-relevant popperian proposals are not
'truths'...not anyway as direct consequences of universalism. In this
scenario, if popperians want to present these positions as truths,
some new explanation becomes necessary, why these assumptions must be
true, despite only being one of an unknown number of possible
arrangements satisfying universalism.

So this is the potential criticism. Are the assumptions about the
brain the only possible underlying arrangement capable of satisfying
universalism? If so, where is the explanation?  If not, the proposals
haven't been explained other than as one of possibly many underlying
arrangements of mind.

That looks to me like a worthy enough criticism for an answer........I
suppose I must be getting the reasoning horrendously wrong....would
appreciate being told where.- Hide quoted text -

- Show quoted text -

Just a quick summarization to add clarity. My argument is that, the
popperian assertions about the way the brain can and cannot be



arranged, do not follow as consequences of our universal
status.....unless there is an explanation why the arrangement
preferred by popperians, is the only possible underlying arrangement
compatible with the universal status

In my original post I exampled an alternative underlying arrangement
that would also satisfy universality.

There are many arrangements of the brain that would be universal. Universality is 
cheap.

Most possible ones are ruled out by our evolutionary history. Everything had to 
evolve due to a selection pressure -- it had to be useful.

Many possibilities remain. But they aren't terribly important. The prominent fact is 
the universality itself, not the underlying arrangement which is largely irrelevant.

One can posit evolutionary "baggage" but if it doesn't destroy the universality then 
it's hard to come up with anything important for it to do. Just calling it "baggage" is 
a vague statement which doesn't try to explain the specific issue(s) it causes.

One can say there might be "constraints". But one faces questions like: 
constraints on what? With what result? The repertoire of what the mind can 
accomplish is not constrained or it would not be universal. What important 
constraints in one's thinking does universality allow for? Nothing really. Or at 
least, one has to come up with an answer to that before vague claims about 
baggage and constraints can mean anything.

Michael Golding will presumably wish to point out again that varying speed and 
memory capacity are things which are compatible with universality and which can 
be called "constraints" because we don't have more (no matter how much we 
have!). But what do they constraint? Nothing important.

Michael Golding believes there is some kind of direct relationship between 
computing speed and progress. Even if there was, almost all claims about 
evolutionary baggage and constraints would still be rejected. Any any positive 
conclusions about what it means we should do are unclear and non-trivial to work 
out.



However, even that is not true. There is no direct relationship between more 
computing resources and faster knowledge creation. Most human attempts to 
create knowledge are not bottlenecked by either memory or speed. Much like 
people's home computers, their brain's "CPU" spends a lot of cycles idle. It isn't 
used at full blast 24/7. People waste time and new hardware can't solve that.

As an example, when a person waits for something to happen, then if his brain 
could think twice as fast he'd simply be wasting twice as much CPU power during 
his wait. It wouldn't have helped him.

Or: when a person thinks repetitive and fruitless thoughts, then thinking faster 
would not create progress. It could even create depression and suicide.

Or: when a person is bored at work at a boring job, maintaining his sanity by 
reading reddit, if his brain worked twice as fast what would the result be? Perhaps 
he'd be twice as bored. It could mess up his life by making him unable to put up 
with his job.

Or consider a person trying to enjoy sex a lot, and accept various sex memes, 
which requires a certain amount of shutting off one's rational thinking and "getting 
lost in the moment". As Godwin pointed out, that is unnatural, difficult and fragile. 
The passions get easily interrupted by important news like that one's horse died. 
So consider this person. If his brain thought faster he'd have more to turn off. It 
would be even harder to find sex appealing. That could result in, for example, a 
dramatically lowered birth rate and a risky disruption to our way of life.

Thinking faster would be a major difficulty at a school. We can imagine it creating 
a larger gap between the average kids and the brightest kids. The average kids 
might make no useful use of the new computing power, but the very brightest 
would use it. So when the teacher aims her lessons at the average kids, the 
brightest will hate school extra. They'll be extra bored and alienated.

Might they solve their problem? Well, the brightest kids today could also solve 
theirs. That they don't is not due to thinking too slowly. That's not the bottleneck. 
They get stuck due to bad ideas such as deference to teachers' authority, 
insufficient self confidence, lack of knowledge of the resources available in the 
world, lack of knowledge of what to learn about, and so on. And they aren't 
learning any of those things as fast as they are capable.

It's easy to imagine ways faster brains could do no good, or active harm. It could 



easily destroy lives and drive people insane. But it's hard to come up with clear 
examples where it would help. What knowledge creation do we know to be limited 
by human brain CPU speed? It's not clear that any knowledge creation 
whatsoever, today, has that (or memory capacity) for its primary bottleneck.

I'm not opposed to the idea of faster brains. It would be wonderful, in the right 
context. We need knowledge of how to use them. We need to want them. People 
need to voluntarily choose to get them. Early adopters need to learn things about 
them, and make mistakes, and address those mistakes, and then offer advice to 
later adopters. They could be useful if and when we invent them and also come 
up with uses for them.

Gradually people could come up with, one by one, ways to use their new, faster 
brains. And some of those ideas would have reach. Eventually knowledge could 
be built up about how to use them well in a wide variety of circumstances. What 
constrains the creation of *that* knowledge? Static memes, closed societies, 
coercive parenting, irrationality, violence, the ideas behind violence, and so on. 
Those are the real enemies.

What I disagree with is the notion that faster brains are an *automatic* boon, and 
that lacking them is an important problem. Lack of resources is not a problem on 
principle, only if one has in mind a use for those resources, some concrete 
problem ready for them to solve, and only if one knows how to use those 
resources effectively.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Conflict
Date: June 15, 2011 at 4:28 AM

On Jun 14, 10:41 pm, Elliot Temple <c...@curi.us> wrote:
There are no conflicts of interest among rational men.

This is a high principle, and always true in potential. But in
practice it's also an ideal...and the question is whether/when/to-what-
end regarding the world in ideal terms. Something that comes to mind
my personal perspective of one of the core explanatory threads in
understanding why the West saw enduring sucss. The 'conflict of
interest' is viewed from the polar opposite end, as inherent and
ubiquitous in practice, therefore reliably assumed present in some
form or other in every scale and context of human affairs, therefore
making it a force that can be harnessed, and this is what was done.

All enduringly successful applied structures/arrangements/principles
harness this principle either positively in that conflicts of interest
are deliberately/structurally brought into play and the resulting
effects/energy - broadly in the form of competition -  channeled into
meeting some other aim.  Or negatively harnessed as the guiding
principle of design in the formation of arrangements that minimize/
eliminate anticipated conflicts of interest at both the structural and
regulatory/procedural levels- broadly 'separation of powers'/ 'due-
process'

Taken all together this is the concept of 'checks and balances' in its
various applications. By always creating solutions at junctures of
anticipated conflicting interests, the result was a dynamical evolving
society using a fuel in infinite supply.

 I tend to regard this unifying conceptualization as superior to
Popper's concept of 'error correction' because whereas error
correction is intrinsically contained in this view, there is much more
besides readily unpackable that more richly explain what enduring
solutions emerged and why they worked...also from a single concept.



There are no conflicts of interest among rational *ideas*.

There needn't be, but in practice it's as easy as two conflicting
visions plus bad communication. If they pertain to how the world
should be, visions/ideas can very naturally be in conflict.

The first is a political type principle to do with liberalism.

The second is a deeper principle which shows how the first is really a special 
case of epistemology.

Conflicts among men means conflicts among men's ideas.

But it's not just ideas in separate brains which don't have rational conflicts of 
interest. The same applies just as well to ideas in the same brain. It's a property 
of ideas in general without regard for their source or location.

The main difficulty remaining is the personification of ideas. How can ideas have 
interests?

This issue goes away with some rephrasing to get at the intended point.

Whenever men (really: their ideas) seem to conflict, there are solutions which 
are better for everyone. No one loses.

Whenever ideas seem to conflict, there are ideas which are better for all the 
concerns the ideas express. No (legitimate) concern loses.

What about illegitimate concerns? What about bad ideas? What about ideas 
advocating murder? It's just like with the original point about men in general: 
some ideas are mistakes and improving is better in every way.

Welcome to the same old dilemma experienced from probably all POV's.
The potential of a structured philosophy would hopefully be an
objective framework for saying in a conflict-of-interest free way.

-- Elliot Templehttp://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Conflict
Date: June 15, 2011 at 5:16 AM

On Jun 15, 2011, at 1:28 AM, hibbsa wrote:

On Jun 14, 10:41 pm, Elliot Temple <c...@curi.us> wrote:
There are no conflicts of interest among rational men.

This is a high principle, and always true in potential.

No. Always true.

There are no conflicts of interest among rational *ideas*.

There needn't be, but in practice it's as easy as two conflicting
visions plus bad communication. If they pertain to how the world
should be, visions/ideas can very naturally be in conflict.

This is a misunderstanding of the statement.

It is not natural for there to be conflicts because truth cannot conflict with truth.

Mistakes can conflict. But in that case there is no conflict of interest because it is 
mutually beneficial to discover and correct the mistakes.

Because rational men have a shared interest in the truth, they do not and cannot 
have any conflict of interest.

Taken all together this is the concept of 'checks and balances' in its
various applications. By always creating solutions at junctures of
anticipated conflicting interests,

There are none to anticipate. That's the point.

What can happen, and be anticipated, is irrational mistakes. But that's something 
different.



Conflicts of interest inherently require the sacrifice of someone's interest. The 
statement that there do exist conflicts of interest among rational men ("in 
practice" or any other way) is a statement that men must sacrifice and be 
sacrificed.

That is a denial that world peace is possible. Whether the people to be sacrificed 
fight back, or not, either way it is not peace. It is not liberalism nor the open 
society. It is violence and suffering.

Advocacy of sacrifice is also a denial of the principle of optimism. BoI says all 
evils are caused by insufficient knowledge. That means more knowledge would 
offer a way forward with no evils, no sacrifices. Men have a common interest in 
this.

If you want to educate yourself about this humanitarian part of the BoI worldview 
before denying it, begin with Ayn Rand's writing about it as well as BoI. If you 
learn the ideas you may understand they are correct. If you still object to them, 
you could at that point formulate criticisms which engage with them, using 
quotations.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] DD's Memetics
Date: June 15, 2011 at 6:39 AM

I've probably got it wrong but the way I perceive it so far, DD has
done much more than adopt/improve memetics. The parallel is closer to
what the industrial pioneers of the 19th century did for steam power.

Within itself the DD/Popper philosophy, the nature/measure of
explanations, fallibalism, the evolutionary dynamics, explain how
memetics happens in time and space, both in terms of what is good and
what is bad, and what needs to happen in detail to promote good
memetics, and what needs to be in place to avoid/resist bad.

Visualizing the DD/popper philosophy as something that happening 'on
the ground', assuming some critical mass of people versed in its
practice, then in the theatre of cultural explanations, the way it
looks to me is that in this view the philosophy is literally memetics.
The philosophy can't add more directly detail as to what a meme
physically is, but in terms of what it needs to do - store and
transmit itself -  Explanation addresses directly.

The philosophy can't directly add new detail describing the breakdown
of memes within a structure, but it can define how a 'good' structure
would behave, and what else would have to be in place as a
prerequisite to that. There would have to be a force of evolution, and
for that to be in place there would have to be an environment of
criticism. And for that to effective clarity would be necessary, which
is encapsulated in Explanations.

Of course a meme can be anything - a brain fart thrown against the
wall. But the philosophy differentiates good from bad in a
comprehensive sort of way...literally using everything that is the
philosophy. The proposition structured philosophy is the only solution
for navigating the world that is always available no matter...is also
the single only firewall solution to bad memes.

So just one 'face' of the DD philosophy - as it would look in time and
space -  is indistinguishable from memetics as it would look, save
that DD's memetics comes as an intensely detailed blueprint.



But then, because the whole philosophy, or its core, can be translated
directly into a reality describing memetics as memetics theory never
could, this means that in some manifestation or other DD's Memetics
inherits all the universal characters in the philosophy itself. It's a
universal....the scientific method is memetical (if the DD/popper
philosophy captures what that method is). Nature itself is memetical.

From this view it's easy to see why universalities like this make all
talk of 'evolved mental architectures' getting in the way of things.
Bad philosophy to think of it but regardless....completely irrelevant
even if true, considering.

But then we'd have to think of what about DD's memetics was actually
universal? The storage and transmission issues (address in
Explanation), and the hallmarks of good vs bad memes for sure
(criticism/fallibalism/evolution). But not the mediums of storage and
transmission (if an alien species communicated perfectly brain-to-
brain the transmission/storage issues would become the same thing but
the definition/relevance of Explanation would be unchanged).

So in practice the 'universal' is actually a more abstract form from
which both genetics and memetics are 'local' manifestations.
Therefore, in of itself this particular universal says nothing of
whether and what extent memetics exclusively governs the basis and
evolution of human cultural.

It's by the long route, but what I'm leading up to is an observation
that DD/Popperianism is wonderfully rich and consistent and robustly
thought through....in all areas but the interface where 'human nature'
where the dismissals and explanations that proove against it
are....well.....sometimes a bit retrospective and foregone conclusion
in appearance. In that the arguments may not hold water in really
blatent ways or certainly no where near the usual standard.

By way of example look at the main popperian argument why memes must
act exclusively, which goes like this: memetics evolve far more
quickly far more complex cultural concepts, therefore genes/innateness
will simply stop operating when memetics fire up. This is true as far
as it goes but flawed in terms of making the case for exclusivity,
because it embeds naive misconceptions as to the forms innateness



takes in sophisticated lifeforms (and also because even on its own
terms no cause is implied that would devolve the innateness already in
place).

The major evolutionary pressure driving Innateness is not toward
directly hardwiring cultural knowledge but functional simplification
of the challenge of acquiring/learning or applying cultural or other
life skills. In some multistage processes of thoughts, whether
learning anew or putting into practice, the evolutionary pressure will
be on abstracting out really difficult steps into specialized areas of
innateness that exclusively do that step.

The benefit of this manifests not in terms of hardwiring of specific
knowledge, but as 'propensity' to learn certain skills, even mind
bogglingly complex ones like language, much more effortlessly than
would otherwise be the case....because the difficult stuff is already
solved in the innate packaging.

There's no obvious mechanism for such evolution in modern
society...but then again no obvious mechanism for any directional
selection forces apart from possibly the dysgenic. But this wouldn't
have been the case just a few hundred years ago. But regardless,  the
point being made here does not require proving such effects have taken
place in recent human history, but only that the evolutionary benefit
of such effects have virtually no overlap with memetics, thereby
refuting the main explanation for memetic exclusivity



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Conflict
Date: June 15, 2011 at 9:45 AM

On Jun 15, 10:16 am, Elliot Temple <c...@curi.us> wrote:
On Jun 15, 2011, at 1:28 AM, hibbsa wrote:

On Jun 14, 10:41 pm, Elliot Temple <c...@curi.us> wrote:
There are no conflicts of interest among rational men.

This is a high principle, and always true in potential.

No. Always true.

There are no conflicts of interest among rational *ideas*.

There needn't be, but in practice it's as easy as two conflicting
visions plus bad communication. If they pertain to how the world
should be, visions/ideas can very naturally be in conflict.

This is a misunderstanding of the statement.

It is not natural for there to be conflicts because truth cannot conflict with truth.

This is true, but there are many possible interests other than seeking
objective truth.

Mistakes can conflict. But in that case there is no conflict of interest because it is 
mutually beneficial to discover and correct the mistakes.

Because rational men have a shared interest in the truth, they do not and 
cannot have any conflict of interest.

...in terms of seeking objective truth...makes sense.

Taken all together this is the concept of 'checks and balances' in its



various applications. By always creating solutions at junctures of
anticipated conflicting interests,

There are none to anticipate. That's the point.

all sorts of interests are possible, not necessarily about seeking
objective truth

What can happen, and be anticipated, is irrational mistakes. But that's 
something different.

Conflicts of interest inherently require the sacrifice of someone's interest. The 
statement that there do exist conflicts of interest among rational men ("in 
practice" or any other way) is a statement that men must sacrifice and be 
sacrificed.

I agree rational men have no conflict of interest purely in terms of
seeking objective truth. But each individual gets the last word what
their interests are so there's a lot of subjectivity. It's rational to
see the defense and pursuit of power as an interest, and something
rational people do.

That is a denial that world peace is possible. Whether the people to be 
sacrificed fight back, or not, either way it is not peace. It is not liberalism nor the 
open society. It is violence and suffering.

This doesn't follow. Recognizing the many interests that can be in
conflict creates knowledge about what stands in the way of world
peace. I would suggest that being intrepid in pursuit of what is true
is the only possible route to world peace.

Advocacy of sacrifice is also a denial of the principle of optimism. BoI says all 
evils are caused by insufficient knowledge. That means more knowledge would 
offer a way forward with no evils, no sacrifices. Men have a common interest in 
this.



I think it's inherently optimistic to be realistic about the various
threads of human behaviour. I agree with DD's suggestion, but
knowledge includes all contributing factors not excluding human nature

If you want to educate yourself about this humanitarian part of the BoI worldview 
before denying it, begin with Ayn Rand's writing about it as well as BoI. If you 
learn the ideas you may understand they are correct. If you still object to them, 
you could at that point formulate criticisms which engage with them, using 
quotations.

I don't see myself as a dissenter or denier because when it comes to
what I see as the core principles of DD/popperianism - those that I
understand - I agree with all of it. My current disagreements are all
regarding secondary positions resulting from a process of applying the
core philosophy or calculation of consequences. I don't take issue
with the core philosophy that guides such processes either...it's in
the details of the reasoning and assumptions that may have slipped in.
I think I'm supportive because I put time and effort into attempts to
articulate my disputes despite stacking up one failure after
another :O)

BoI came in the post the other day and I've started reading it. I find
I gel to DD's writing style and find I appreciate it more knowing I'm
reading the person's own ideas as opposed to an intermediate.

-- Elliot Templehttp://elliottemple.com/

http://elliottemple.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Conflict
Date: June 15, 2011 at 12:09 PM

From: Elliot Temple <curi@curi.us>
Subject: [BoI] Conflict
To: "BoI" <beginning-of-infinity@googlegroups.com>
Date: Tuesday, June 14, 2011, 5:41 PM
There are no conflicts of interest
among rational men.

There are no conflicts of interest among rational *ideas*.

The first is a political type principle to do with
liberalism.

The second is a deeper principle which shows how the first
is really a special case of epistemology.

Conflicts among men means conflicts among men's ideas.

But it's not just ideas in separate brains which don't have
rational conflicts of interest. The same applies just as
well to ideas in the same brain. It's a property of ideas in
general without regard for their source or location.

Yes indeed.  What you are saying is absolutely true.

So for example, when someone is being tortured to death and does not know 
how to escape, a rational person should change his mind and decide not to mind 
the torture and to enjoy it, otherwise his ideas would be in conflict with each other 
(feeling pain and not wanting to feel pain).

So if a person suffers from torture (has conflict in his mind), using your reasoning 
we can call him irrational, because after all it is possible to create the knowledge 
to not feel pain and it is quite possible to escape the torture (because it does not 
violate a law of physics to do either one of those things).

In one sense, knowing that it is possible to escape and not feel pain can be 



helpful. But of course, what the tortured person would really like to know is how to 
create the knowledge *fast enough* to do either of the above so that you would 
consider him rational.

Telling people who are being tortured to death the truth that it is possible not to 
have conflict in their minds (and telling them that they are all irrational because of 
conflict and pain in their mind) does not actually help them to solve their problems 
(and is an immoral waste of time unless you actually help them to stop the torture 
and the pain.)



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 15, 2011 at 3:46 PM

--- On Tue, 6/14/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
To: beginning-of-infinity@googlegroups.com
Date: Tuesday, June 14, 2011, 11:03 PM

On Jun 14, >
Michael Golding will presumably wish to point out again
that varying speed and memory capacity are things which are
compatible with universality and which can be called
"constraints" because we don't have more (no matter how much
we have!). But what do they constraint? Nothing important.

Michael Golding believes there is some kind of direct
relationship between computing speed and progress. Even if
there was, almost all claims about evolutionary baggage and
constraints would still be rejected. Any any positive
conclusions about what it means we should do are unclear and
non-trivial to work out.

Hi.

For example, those who are color blind will be slower in perceiving certain color 
qualia.  Most won't in their entire lifetime.

Genes have created a situation where it takes longer to gain knowledge of the 
experience of color-qualia by denying the color-blind access to important 
resources that aid in the appreciation of color-qualia.  Speed matters.  And genes 
influence speed.

Michael Golding



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 16, 2011 at 1:46 PM

--- On Tue, 6/14/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
To: beginning-of-infinity@googlegroups.com
Date: Tuesday, June 14, 2011, 11:03 PM

Michael Golding will presumably wish to point out
again that varying speed and memory capacity are
things which are compatible with universality and
which can be called "constraints" because we don't
have more (no matter how much we have!). But what do
they constraint? Nothing important.

One can say there might be "constraints". But one faces
questions like: constraints on what? With what result?

Hi.

At this point in history, these constraints involve whether we live or die or become 
crazy, for example.

If we slowed the processing of someone's mind down by safely freezing his brain 
and unfroze it for only 2-seconds per day, do you think this average slowing of 
processing speed would allow such a victim to create as much knowledge in 50-
years as would otherwise occur without the freezing?

Slowness of process speed is certainly related to slowness in knowledge 
creation!

If the rate of errors in our body from cancer is faster than the rate that knowledge 
creation can fix the errors, the person dies.  At this point in history, people die of 
cancer.  Obviously one of the strategies in treating cancer is to try to slow down 
its rate of error creation in the body so that doctor's interventions and the body's 



own healing processes can catch up, given current limitations on doctor's own 
rate of creating knowledge and the body's rate of correcting errors.

Like cancer, if the rate of error creation in the conjecturing/rendering apparatus of 
the mind is faster than the rate of error-correction in the mind, a person will 
become progressively delusional.  With less knowledge, the efficiency of error 
correction falls even more, and a person cycles down into complete 
disorganization and mind-chaos. This is a relatively common occurrence that 
doctors see on a regular basis.

Thankfully, with certain kinds of conjecturing/rendering errors (for example those 
associated with "loosening of association") doctors can utilize medications 
precisely to slow down the rate of processing of the conjecturing/rendering- 
apparatus, so fewer error are created per time.  In doing this, the speed of the 
mind's own error-correcting processes becomes sufficient.

Doctors can thus restore many people who are completely insane (because of 
this mind-chaos) to a state in which they are creating knowledge and functioning, 
just by using medication.  It is remarkable to see. All of this is precipitated just by 
changing the speed of certain types of processing in the brain.   Elliot may think 
that this is "nothing important", but making that mistake is equivalent to saying 
that the restoring of minds is also "nothing important".

With Alzheimer's disease doctor's are not as successful, but can often give 
patients a 6-month delay in symptom progression; again, by changing brain 
processing speed using medication.

When Elliot argues that I will think that our processing speed is (not) sufficient 
("no matter how much we have") and that "nothing important" will come from 
addressing processing speed, he is expressing a deeply anti-BOI perspective.  
Medications and surgery on the brain do nothing other than affect processing 
speed (and memory) to help people create knowledge.

Implicit belief that affecting processing speed accomplishes "nothing important" is 
belief that medicines and surgery on the brain can do nothing for those with a 
variety of difficulties. It is very close to a belief in the power of the supernatural.

Though Elliot will no doubt deny that he believes that surgery and medicines are 
irrelevant, what relevant activity can they possibly do for the brain, other than 
change processing speed to help with knowledge creation?



Thank goodness that doctors have implicitly adopted the Popper/Deutsch 
perspective and so are perfectly willing to change processing speeds in the brain 
in order to help people.

Take Care,
Michael



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 16, 2011 at 4:56 PM

--- On Tue, 6/14/11, hibbsa <hibbsa@yahoo.com> wrote:

From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Tuesday, June 14, 2011, 9:37 PM

In this situation the question would then arise,
how do we realize
this new potential? Do we achieve the new hope by
convincing ourselves
there is no baggage and that the new potential
effortlessly defines us
already? Or do we follow a dual approach by, on
the one side, taking
the supposition it isn't there and proceeding
with the philosophy and
its implications as is. While on the other side,
support the
scientific quest to understand the brain and
specifically whether that
evolutionary baggage is there, and if it is there
how it continues to
operate and influence us, such that we can gain
the necessary
knowledge for what sort of mental or
philosophical or physical/
procedural disciplines need to be developed in
order to free ourselves
from that baggage and realize the dream.

Al,

You are right.  I just don't think BOI is inconsistent with many of your views.  
Obviously speed of processing can influences the speed with which we create 
knowledge and this is highly relevant. Obviously genes influence speed of 



processing and of course this can be very important.

Brain research to figure out how our brain is designed and the problems that can 
occur is a critical part of scientific research. We need to understand our 
evolutionary history and this will help us to move forward.  In my last post, I 
pointed out how evolutionary baggage causes us to die and potentially to become 
insane.

The design of our brain matters and I appreciate that you want people to know 
that. But universality matters, too. (It matters more, ultimately)

What I ask you to consider is that these ideas do not contradict BOI.

Read David Deutsch's new book.  Be delighted and amazed.

I have been unable to respond to many of your interesting posts because I have 
been very busy.  But I do think they are interesting and certainly deserve careful 
discussion.

Take Care,

Michael



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] A more straightforward challenge to the memetic exclusivity 
argument
Date: June 17, 2011 at 7:10 PM

Hi DD,
First of all, I'm reading your book and enjoying it. However I'm still
hung up on this question of whether memetics is 'exclusive' in terms
of human behaviour today. I hope you'll have a moment to indulge me,
but if not I obviously understand that you're a busy guy.

From an earlier reply of yours, I know that your position is that
memetics itself precedes the 'becoming intelligent' step change (that
sees humans become universal explainers), and that memetics is even
present in the other apes today.

My response to that was that an explanation would still be needed as
to why any instinctual innateness that would have preceded the firing
up of memetics in our apelike ancester, would today no longer be
present.

My further, sort of, challenge, now comes by way of considering the
evolutionary history of complex language. I'm talking about language
sophistication not seen in the other apes.

The key challenge from this angle, is that we know that in the domain
of language, brain-specialization (innateness) has seen incredible
evolution.

From Evolution 101 we know that much of that specialization must have
evolved *during* the period humans were using more and more
sophisticated language (i.e. there had to be a tremendous evolutionary
pressure for so many specialized centres to evolve).

In your view what are the implications of this in terms of your
position? Has innateness continued to evolve in the presence of both
the human status of 'universal explainer' and that of exclusive
memetics? Or did sophisticated language evolve before the step
change?

The way I see it, if the answer is the former, then out of this do



come difficult questions for the positon that no instinctual
innateness has evolved since humans became universal explainers.

And if the answer is that, along with memetics, sophisticated language
- like not seen in other apes - also evolved prior to the 'step
change', this begins to raise questions about whether there could have
been a step change at all. For surely a memetically driven species
with the same sophistication of language we have today, begin to look
a lot like.....we look?

Sorry to be raising these objections....it's the only way I can learn.
In the main I love your work and vision of the world. My stance at the
moment though, is that all the assumptions about human nature simply
do not follow the core stuff. I'm sure I'm wrong...i expect to
be...but I've not seen the killer argument as yet.

Rgds,
Al



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 17, 2011 at 7:45 PM

On Jun 15, 4:03 am, Elliot Temple <c...@curi.us> wrote:
On Jun 14, 2011, at 6:37 PM, hibbsa wrote:

On Jun 15, 1:42 am, hibbsa <hib...@yahoo.com> wrote:
On Jun 9, 6:27 am, hibbsa <hib...@yahoo.com> wrote:

On Jun 5, 11:57 pm, Michael Golding <mlionson...@yahoo.com> wrote:

--- On Sun, 6/5/11, William <3p4j8x834...@gmail.com> wrote:

From: William <3p4j8x834...@gmail.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Sunday, June 5, 2011, 2:55 PM
On Jun 5, 3:51 pm, Michael Golding
<mlionson...@yahoo.com>
wrote:

"I certainly don't dispute that physical structures
(independent of genes) as well as genes can powerfully
influence minds.  One only needs to think about someone
with Alzheimer's disease or someone with mental retardation
like Angelman's syndrome.

Physical structures influence our mind by changing the
speed by which we can conjecture and refute about things.
 If genes or any other physical influence on the brain
cause slowing of this process in any dimension important to
people, they decrease the efficiency of mutation,



recombination, and error correction and so decrease the
depth of knowledge that a person is likely to create in a
given time.

Various types of evolutionary baggage, for example the
tendency to develop Angelman's syndrome, profoundly
influence people and their minds."

So, 'normal' human minds are tractable universal
explainers.

-- William

Hibbsa said that he apparently agrees with the BOI philosophy that human 
beings are universal explainers.  But he added that our genetic baggage 
can influence us. (Presumably he meant that our genetic baggage can 
influence our normal or abnormal minds and bodies).  He is correct.

Yes that's broadly it for me. The way I'd say it would be that I'm not
disputing the philosophy that humans are universal explainers, but I
am suggesting that the corollary of the combined inferences of certain
consequences for the physical brain, is that such a physical
arrangement is not only necessary for universal status to be true, but
that it is the single only arrangement consistent with a universal
status being true, and an explanation for why this would be the case
remains to be made.

One alternative arrangement I suggested was a kind of duality
situation. On the one side there would "the new hope" in the form of a
new and physically real potential independence of human thought from
all constraining evolutionary baggage, brought about by the emergence
of a universal status. On the other side would be the also physically
real architecture of constraining evolutionary baggage, in the absense
of realization of that potential still acting deviously beneath the
surface causing mayhem in our thoughts and in the world.

In this situation the question would then arise, how do we realize
this new potential? Do we achieve the new hope by convincing ourselves
there is no baggage and that the new potential effortlessly defines us



already? Or do we follow a dual approach by, on the one side, taking
the supposition it isn't there and proceeding with the philosophy and
its implications as is. While on the other side, support the
scientific quest to understand the brain and specifically whether that
evolutionary baggage is there, and if it is there how it continues to
operate and influence us, such that we can gain the necessary
knowledge for what sort of mental or philosophical or physical/
procedural disciplines need to be developed in order to free ourselves
from that baggage and realize the dream.

The point about the above, or the only point that should be necessary
to make you sit up and take note, should be whether it is a *possible*
and *plausible* alternative explanation for how the brain could be
arranged in such way consistency with universality was satisfied.

If, if, it's a viable alternative explanation, or if I've said enough
to make you glimpse the possibility that a viable alternative along
these lines could with care be robustly formulated, then the
explanation why this version would be a better explanation than the
current one you are using, is that this version has more explanatory
power in terms of the world around in terms of the affairs of
people.
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Haven't popped in for a week or two or whenever it was I last posted.
I think I feel rather disappointed that my suggestion above was not
responded to.

The main point is/was that, in terms of whether such proposals are



truly consequences of humans as universal explainers,  the truths,
such as they are proposed, defining the physical brain (and which have
been the root of many/most FoR list disagreements), it depends how a
certain implicit assumption is explained.

The implicit assumption is that the popper-proposed truths-defining-
the-brain, are 'true' because, not only are they derived from the
'universal' human status, but such a universal status would *not* be
possible unless the assertions are true (so truths).

So, the suggestion was that everything hinges on how the above
implicit assumption is dealt with...explicitly.

- If the assumption is explicitly endorsed, then an explanation is
missing for why these 'truths' about the physical are the only
possible underlying arrangement that would make universalim possible.
Is there an explanation for why this is?

- If for whatever reason the reality of the assumption has gone
unnoticed, and so is not explicitly argued for in the current
explanations, then the consequence will be that, in terms of current
explanations,  the  brain-relevant popperian proposals are not
'truths'...not anyway as direct consequences of universalism. In this
scenario, if popperians want to present these positions as truths,
some new explanation becomes necessary, why these assumptions must be
true, despite only being one of an unknown number of possible
arrangements satisfying universalism.

So this is the potential criticism. Are the assumptions about the
brain the only possible underlying arrangement capable of satisfying
universalism? If so, where is the explanation?  If not, the proposals
haven't been explained other than as one of possibly many underlying
arrangements of mind.

That looks to me like a worthy enough criticism for an answer........I
suppose I must be getting the reasoning horrendously wrong....would
appreciate being told where.- Hide quoted text -

- Show quoted text -



Just a quick summarization to add clarity. My argument is that, the
popperian assertions about the way the brain can and cannot be
arranged, do not follow as consequences of our universal
status.....unless there is an explanation why the arrangement
preferred by popperians, is the only possible underlying arrangement
compatible with the universal status

In my original post I exampled an alternative underlying arrangement
that would also satisfy universality.

There are many arrangements of the brain that would be universal. Universality 
is cheap.

Hi ET - thanks for replying and hope you're well. OK...there are many
arrangements....in which case what is the specific argument for the
arrangement you advocate, which includes (I think)

(a) that in terms of variation between individuals and populations of
intelligence, the cause must be pure 'nurture', with no 'nature'.
(b) that there must be no influential instinctual modes of thought/
behaviour
(c) that memetics must be the exclusive driver of all adaptation/
evolution of mind
(d) that many facets of the inner experience of humans must be a
consequence of their status as unversal explainers thus not present in
other animals. At the moment the main facet that comes to mind would
be 'suffering'.

Most possible ones are ruled out by our evolutionary history. Everything had to 
evolve due to a selection pressure -- it had to be useful.

Many possibilities remain. But they aren't terribly important. The prominent fact 
is the universality itself, not the underlying arrangement which is largely 
irrelevant.

One can posit evolutionary "baggage" but if it doesn't destroy the universality 
then it's hard to come up with anything important for it to do. Just calling it 
"baggage" is a vague statement which doesn't try to explain the specific issue(s) 



it causes.

The the example I gave for an alternative 'arrangment' to yours
(listed by me above) involved a 'dual' situation whereby universality
was indeed present in the machinery of some more recent part of the
brain, say the pre-frontal cortex, but that there could also be
architectures of constraining innateness, including instinct driven
thought/behaviour processes still competing as behavioural solutions.
In this situation, universality would be present indeed but only as a
potential that has been realized with varying degrees by different
individuals.

The point about this scenario was not whether you agree with it, but
whether you can discount it as a possibility. My personal opinion FWIW
is that if this were the true picture, it would make developing a
philosophy such as yours/DD's (and all others here part of the
adventure) even *more* relevant and important for the future of the
world. So this alternative 'arrangement' in no way dilutes or
undermines the mission in general. This is squarely about whether the
philosophy has got it right about human nature/the-mind.

One can say there might be "constraints". But one faces questions like: 
constraints on what? With what result? The repertoire of what the mind can 
accomplish is not constrained or it would not be universal. What important 
constraints in one's thinking does universality allow for? Nothing really. Or at 
least, one has to come up with an answer to that before vague claims about 
baggage and constraints can mean anything.

I think I've addressed this in my alternative explanation. Iut accept
the explanation would need work and so on, but right now the standard
I feel I need to accomplish is simply that of you, DD, whoever else,
glimpsing a possibility. That would be a enough, because this isn't an
adversarial situation or shouldn't be. This is about what's true.

Michael Golding will presumably wish to point out again that varying speed and 
memory capacity are things which are compatible with universality and which 
can be called "constraints" because we don't have more (no matter how much 
we have!). But what do they constraint? Nothing important.



Michael Golding believes there is some kind of direct relationship between 
computing speed and progress. Even if there was, almost all claims about 
evolutionary baggage and constraints would still be rejected. Any any positive 
conclusions about what it means we should do are unclear and non-trivial to 
work out.

You and Michael appear to be in a bit of a conflict over something. A
criticism I do have about the popperians I've met is that for all the
philosophical insights about conflicts and resolving them, popperians
actually seem rather bad at managing actual situations as they
develop. There doesn't seem to be much introspection or empathy in
play in terms of understanding at root why the other person seems to
be going off the deep end.

In FoR the history of many dissenters is that they started out much
more positive about popperianism and raised fairly narrow points of
dispute. But that in the insuing discussions became frustrated with a
general sense of 'not being heard' emerging, leading to distrust and
ultimately to wholesale rejections of the philosophy. In general, the
popperians in the arguments escalated equally...and were also
apparently unable to pull back from naked aggression. I think this
should be something to reflect about.

I might add that I've never wholesale rejected the philosophy. I think
it's wonderful in so many ways. I also think some miscalculations have
slipped into the framework in terms of human nature, and I would like
to contribute to setting this straight. I think this is very much in
the spirit of the philosophy.

However, even that is not true. There is no direct relationship between more 
computing resources and faster knowledge creation. Most human attempts to 
create knowledge are not bottlenecked by either memory or speed. Much like 
people's home computers, their brain's "CPU" spends a lot of cycles idle. It isn't 
used at full blast 24/7. People waste time and new hardware can't solve that.

As an example, when a person waits for something to happen, then if his brain 
could think twice as fast he'd simply be wasting twice as much CPU power 
during his wait. It wouldn't have helped him.



Or: when a person thinks repetitive and fruitless thoughts, then thinking faster 
would not create progress. It could even create ...

I don't know how much merit Michael's positions have. One thing I
would want to know more about would be what stage he felt he was at in
terms of developing these insights. If it's an early stage, then I
would argue the better way to proceed would be to work with him to
develop his ideas until such point he felt he had a definite
defensible position, and only then, get into the business of
refutation.

read more »- Hide quoted text -
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From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] A more straightforward challenge to the memetic exclusivity 
argument
Date: June 17, 2011 at 8:08 PM

On 18 Jun 2011, at 12:10am, hibbsa wrote:

Hi DD,
First of all, I'm reading your book and enjoying it. However I'm still
hung up on this question of whether memetics is 'exclusive' in terms
of human behaviour today.

Are you intending to draw the distinction between genetically controlled behaviour 
and other behaviour? Because if so, the other behaviour is not exclusively 
memetic. It can also be just chosen by the individual's thoughts.

I hope you'll have a moment to indulge me,
but if not I obviously understand that you're a busy guy.

From an earlier reply of yours, I know that your position is that
memetics itself precedes the 'becoming intelligent' step change (that
sees humans become universal explainers), and that memetics is even
present in the other apes today.

My response to that was that an explanation would still be needed as
to why any instinctual innateness that would have preceded the firing
up of memetics in our apelike ancester, would today no longer be
present.

The question is, present in what? I expect that no one can consciously slow down 
their heart rate while running a marathon.

On the other hand, if, in humans, memes or individual choices can cause one to 
enjoy eating all day, eating normally, or starving oneself to death -- and similar 
choices for behaviours concerning sex, pain, heights, and all the other cases 
where, in non-memic animals, one behaviour from each group is overwhelmingly 
favoured over the others by genetic control... what chance is there that any 
'innateness' would be left in any other behaviours of the type in which choices 
happen?



-- David Deutsch



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: June 17, 2011 at 8:14 PM

On Jun 16, 9:56 pm, Michael Golding <mlionson...@yahoo.com> wrote:
--- On Tue, 6/14/11, hibbsa <hib...@yahoo.com> wrote:

From: hibbsa <hib...@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Tuesday, June 14, 2011, 9:37 PM

In this situation the question would then arise,
how do we realize
this new potential? Do we achieve the new hope by
convincing ourselves
there is no baggage and that the new potential
effortlessly defines us
already? Or do we follow a dual approach by, on
the one side, taking
the supposition it isn't there and proceeding
with the philosophy and
its implications as is. While on the other side,
support the
scientific quest to understand the brain and
specifically whether that
evolutionary baggage is there, and if it is there
how it continues to
operate and influence us, such that we can gain
the necessary
knowledge for what sort of mental or
philosophical or physical/
procedural disciplines need to be developed in
order to free ourselves
from that baggage and realize the dream.

Al,



You are right.  I just don't think BOI is inconsistent with many of your views.  
Obviously speed of processing can influences the speed with which we create 
knowledge and this is highly relevant. Obviously genes influence speed of 
processing and of course this can be very important.

Hi Michael - in terms of people I've met so far you're a new sort of
popperian :O) I fully agree that the core philosophy is wholly
consistent with everything I'm saying. In fact...because I too am a
busy guy earning a crust and so on...I don't think I'd be bothering
unless (a) the meat of the philosophy was important to me personally
as something both correct and capable of improving my life and so (b)
that the disputes I had with that philosophy were not 'killer' in the
sense of, they went to heart of the philosophy itself.

I just...currently....think that assumptions about human nature and
the mind have crept into the mainstream philosophy that do not
*necessarily* follow from the core philosophy. I also think these
assumptions are at the root of almost all disputes between popperians
and non-popperians. I also think these assumptions have themselves now
become deeply embedded into the philosophy with many knock-on
positions now depending on them being true.

I want to make it clear at this point that I expect to be wrong. I'm
just a nobody unaccomplished business person in average circumstances.
I don't expect to know something that a guy like DD needs to hear. Not
seriously. However, there are plausible explanations how this could in
some scenarios be the case, without stretching credibility. For
example, let's say a gymnast looks at a 'hop-skip-jump' athlete making
her run. Without knowing anything about hop-skip-jump the gymnast may
nevertheless pick up a tiny moment of imbalance each time the athlete
makes her run, and understand this imbalance is diminishing the jump
in a way that isn't clear to the athlete. All explained because for
gymnasts balance is a far more sophisticated thing.

So it is possible that a guy like me can come along and spot something
minor in a major philosophical work by a much smarter guy like
DD....if that minor thing just happens to be in a domain that person
has worked with extensively. Not saying I have necessarily...just
saying it's one of the possible explanations that allows me to feel



bold enough to speak up without feeling like a nutter.

Brain research to figure out how our brain is designed and the problems that 
can occur is a critical part of scientific research. We need to understand our 
evolutionary history and this will help us to move forward.  In my last post, I 
pointed out how evolutionary baggage causes us to die and potentially to 
become insane.

I agree, I saw your points. So the research in itself is important and
valid. But also...there's a strong reason here for popperians to be
actively interested in following such research.

My arguments - in my view - have sometimes been misinterpreted to mean
I think psychology/brain science is all wonderful stuff. I don't. I
think it has an awful history and a lot of it is still probably awful
now.

But 'awful' can't fully describe this domain, because another
characteristic is that - IMHO - these sciences are consistently
producing less awful work than in the past. Whole new sciences are now
emerging with far more powerful methodologies at their core, that
facilitate developing theory/insights using direct comparisons with
actual brain activity.

The design of our brain matters and I appreciate that you want people to know 
that. But universality matters, too. (It matters more, ultimately)

I'm not disputing the importance of universality, nor the underlying
procedures and philosophical guidance that shows that universality of
insights/explanations should be both 'reached' for, and expected to in
many cases exist. I agree with that. I don't fully agree with the
conceptual construction of 'universality' in itself....but this isn't
something I'm ready to raise yet.



What I ask you to consider is that these ideas do not contradict BOI.  

I think the ideas contradict some secondary assumptions in BoI
involving the assumed implications of universality for certain facets
of the human mind, such as for example IQ. However, I agree that in
terms of the core principles of the philosophy there is no
contradiction. My dispute is wholly that some of the assumptions about
nature/mind simply do not follow from the core philosophy, including
not 'universal explainers'

Read David Deutsch's new book.  Be delighted and amazed.        

I am...I'm enjoying it so far.

I have been unable to respond to many of your interesting posts because I have 
been very busy.  But I do think they are interesting and certainly deserve careful 
discussion.

That's cool..thank you very much though for so clearly indulging my
thoughts despite there no doubt being many shortcomings in my
communication ability. It's greatly appreciated.

Take Care,

Michael- Hide quoted text -
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From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 18, 2011 at 2:29 PM

--- On Fri, 6/17/11, hibbsa <hibbsa@yahoo.com> wrote:

From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Friday, June 17, 2011, 7:45 PM

On Jun 15, 4:03 am, Elliot Temple <c...@curi.us>
wrote:

On Jun 14, 2011, at 6:37 PM, hibbsa wrote:

On Jun 15, 1:42 am, hibbsa <hib...@yahoo.com>
wrote:

On Jun 9, 6:27 am, hibbsa <hib...@yahoo.com>
wrote:

On Jun 5, 11:57 pm, Michael Golding
<mlionson...@yahoo.com>
wrote:

--- On Sun, 6/5/11, William <3p4j8x834...@gmail.com>
wrote:

From: William <3p4j8x834...@gmail.com>
Subject: [BoI] Re: Meme theory

and other theories in psychology
Date: Sunday, June 5, 2011, 2:55

PM



On Jun 5, 3:51 pm, Michael
Golding

<mlionson...@yahoo.com>
wrote:

"I certainly don't dispute
that physical structures

(independent of genes) as well as
genes can powerfully

influence minds.  One only needs
to think about someone

with Alzheimer's disease or
someone with mental retardation

like Angelman's syndrome.

Physical structures influence
our mind by changing the

speed by which we can conjecture
and refute about things.

 If genes or any other physical
influence on the brain

cause slowing of this process in
any dimension important to

people, they decrease the
efficiency of mutation,

recombination, and error
correction and so decrease the

depth of knowledge that a person
is likely to create in a

given time.

Various types of evolutionary
baggage, for example the

tendency to develop Angelman's
syndrome, profoundly

influence people and their
minds."



So, 'normal' human minds are
tractable universal

explainers.

-- William

Hibbsa said that he apparently agrees
with the BOI philosophy that human beings are universal
explainers.  But he added that our genetic baggage can
influence us. (Presumably he meant that our genetic baggage
can influence our normal or abnormal minds and bodies).  He
is correct.

Yes that's broadly it for me. The way I'd
say it would be that I'm not

disputing the philosophy that humans are
universal explainers, but I

am suggesting that the corollary of the
combined inferences of certain

consequences for the physical brain, is
that such a physical

arrangement is not only necessary for
universal status to be true, but

that it is the single only arrangement
consistent with a universal

status being true, and an explanation for
why this would be the case

remains to be made.

One alternative arrangement I suggested
was a kind of duality

situation. On the one side there would
"the new hope" in the form of a

new and physically real potential
independence of human thought from

all constraining evolutionary baggage,



brought about by the emergence
of a universal status. On the other side

would be the also physically
real architecture of constraining

evolutionary baggage, in the absense
of realization of that potential still

acting deviously beneath the
surface causing mayhem in our thoughts

and in the world.

In this situation the question would then
arise, how do we realize

this new potential? Do we achieve the new
hope by convincing ourselves

there is no baggage and that the new
potential effortlessly defines us

already? Or do we follow a dual approach
by, on the one side, taking

the supposition it isn't there and
proceeding with the philosophy and

its implications as is. While on the
other side, support the

scientific quest to understand the brain
and specifically whether that

evolutionary baggage is there, and if it
is there how it continues to

operate and influence us, such that we
can gain the necessary

knowledge for what sort of mental or
philosophical or physical/

procedural disciplines need to be
developed in order to free ourselves

from that baggage and realize the dream.

The point about the above, or the only
point that should be necessary

to make you sit up and take note, should



be whether it is a *possible*
and *plausible* alternative explanation

for how the brain could be
arranged in such way consistency with

universality was satisfied.

If, if, it's a viable alternative
explanation, or if I've said enough

to make you glimpse the possibility that
a viable alternative along

these lines could with care be robustly
formulated, then the

explanation why this version would be a
better explanation than the

current one you are using, is that this
version has more explanatory

power in terms of the world around in
terms of the affairs of

people.
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Haven't popped in for a week or two or
whenever it was I last posted.

I think I feel rather disappointed that my
suggestion above was not

responded to.



The main point is/was that, in terms of
whether such proposals are

truly consequences of humans as universal
explainers,  the truths,

such as they are proposed, defining the
physical brain (and which have

been the root of many/most FoR list
disagreements), it depends how a

certain implicit assumption is explained.

The implicit assumption is that the
popper-proposed truths-defining-

the-brain, are 'true' because, not only are
they derived from the

'universal' human status, but such a
universal status would *not* be

possible unless the assertions are true (so
truths).

So, the suggestion was that everything hinges
on how the above

implicit assumption is dealt
with...explicitly.

- If the assumption is explicitly endorsed,
then an explanation is

missing for why these 'truths' about the
physical are the only

possible underlying arrangement that would
make universalim possible.

Is there an explanation for why this is?

- If for whatever reason the reality of the
assumption has gone

unnoticed, and so is not explicitly argued
for in the current



explanations, then the consequence will be
that, in terms of current

explanations,  the  brain-relevant
popperian proposals are not

'truths'...not anyway as direct consequences
of universalism. In this

scenario, if popperians want to present these
positions as truths,

some new explanation becomes necessary, why
these assumptions must be

true, despite only being one of an unknown
number of possible

arrangements satisfying universalism.

So this is the potential criticism. Are the
assumptions about the

brain the only possible underlying
arrangement capable of satisfying

universalism? If so, where is the
explanation?  If not, the proposals

haven't been explained other than as one of
possibly many underlying

arrangements of mind.

That looks to me like a worthy enough
criticism for an answer........I

suppose I must be getting the reasoning
horrendously wrong....would

appreciate being told where.- Hide quoted
text -

- Show quoted text -

Just a quick summarization to add clarity. My
argument is that, the

popperian assertions about the way the brain can
and cannot be



arranged, do not follow as consequences of our
universal

status.....unless there is an explanation why the
arrangement

preferred by popperians, is the only possible
underlying arrangement

compatible with the universal status

In my original post I exampled an alternative
underlying arrangement

that would also satisfy universality.

There are many arrangements of the brain that would be
universal. Universality is cheap.

Hi ET - thanks for replying and hope you're well.
OK...there are many
arrangements....in which case what is the specific argument
for the
arrangement you advocate, which includes (I think)

(a) that in terms of variation between individuals and
populations of
intelligence, the cause must be pure 'nurture', with no
'nature'.
(b) that there must be no influential instinctual modes of
thought/
behaviour
(c) that memetics must be the exclusive driver of all
adaptation/
evolution of mind
(d) that many facets of the inner experience of humans must
be a
consequence of their status as unversal explainers thus not
present in
other animals. At the moment the main facet that comes to
mind would
be 'suffering'.



Most possible ones are ruled out by our evolutionary
history. Everything had to evolve due to a selection
pressure -- it had to be useful.

Many possibilities remain. But they aren't terribly
important. The prominent fact is the universality itself,
not the underlying arrangement which is largely irrelevant.

One can posit evolutionary "baggage" but if it doesn't
destroy the universality then it's hard to come up with
anything important for it to do. Just calling it "baggage"
is a vague statement which doesn't try to explain the
specific issue(s) it causes.

The the example I gave for an alternative 'arrangment' to
yours
(listed by me above) involved a 'dual' situation whereby
universality
was indeed present in the machinery of some more recent
part of the
brain, say the pre-frontal cortex, but that there could
also be
architectures of constraining innateness, including
instinct driven
thought/behaviour processes still competing as behavioural
solutions.
In this situation, universality would be present indeed but
only as a
potential that has been realized with varying degrees by
different
individuals.

The point about this scenario was not whether you agree
with it, but
whether you can discount it as a possibility. My personal
opinion FWIW
is that if this were the true picture, it would make
developing a
philosophy such as yours/DD's (and all others here part of



the
adventure) even *more* relevant and important for the
future of the
world. So this alternative 'arrangement' in no way dilutes
or
undermines the mission in general. This is squarely about
whether the
philosophy has got it right about human nature/the-mind.

One can say there might be "constraints". But one
faces questions like: constraints on what? With what result?
The repertoire of what the mind can accomplish is not
constrained or it would not be universal. What important
constraints in one's thinking does universality allow for?
Nothing really. Or at least, one has to come up with an
answer to that before vague claims about baggage and
constraints can mean anything.

I think I've addressed this in my alternative explanation.
Iut accept
the explanation would need work and so on, but right now
the standard
I feel I need to accomplish is simply that of you, DD,
whoever else,
glimpsing a possibility. That would be a enough, because
this isn't an
adversarial situation or shouldn't be. This is about what's
true.

Michael Golding will presumably wish to point out
again that varying speed and memory capacity are things
which are compatible with universality and which can be
called "constraints" because we don't have more (no matter
how much we have!). But what do they constraint? Nothing
important.

Michael Golding believes there is some kind of direct
relationship between computing speed and progress. Even if



there was, almost all claims about evolutionary baggage and
constraints would still be rejected. Any any positive
conclusions about what it means we should do are unclear and
non-trivial to work out.

You and Michael appear to be in a bit of a conflict over
something. A
criticism I do have about the popperians I've met is that
for all the
philosophical insights about conflicts and resolving them,
popperians
actually seem rather bad at managing actual situations as
they
develop. There doesn't seem to be much introspection or
empathy in
play in terms of understanding at root why the other person
seems to
be going off the deep end.

In FoR the history of many dissenters is that they started
out much
more positive about popperianism and raised fairly narrow
points of
dispute. But that in the insuing discussions became
frustrated with a
general sense of 'not being heard' emerging, leading to
distrust and
ultimately to wholesale rejections of the philosophy. In
general, the
popperians in the arguments escalated equally...and were
also
apparently unable to pull back from naked aggression. I
think this
should be something to reflect about.

I might add that I've never wholesale rejected the
philosophy. I think
it's wonderful in so many ways. I also think some
miscalculations have
slipped into the framework in terms of human nature, and I



would like
to contribute to setting this straight. I think this is
very much in
the spirit of the philosophy.

However, even that is not true. There is no direct
relationship between more computing resources and faster
knowledge creation. Most human attempts to create knowledge
are not bottlenecked by either memory or speed. Much like
people's home computers, their brain's "CPU" spends a lot of
cycles idle. It isn't used at full blast 24/7. People waste
time and new hardware can't solve that.

As an example, when a person waits for something to
happen, then if his brain could think twice as fast he'd
simply be wasting twice as much CPU power during his wait.
It wouldn't have helped him.

Or: when a person thinks repetitive and fruitless
thoughts, then thinking faster would not create progress. It
could even create ...

I don't know how much merit Michael's positions have. One
thing I
would want to know more about would be what stage he felt
he was at in
terms of developing these insights. If it's an early stage,
then I
would argue the better way to proceed would be to work with
him to
develop his ideas until such point he felt he had a
definite
defensible position, and only then, get into the business
of
refutation.

read more »- Hide quoted text -

- Show quoted text -



Hi Al,

You have talked about how the neocortex is the biological site from which 
universal explanation arises. OK.  Let's assume that is true.

You have also argued that other parts of the evolved-brain can influence, at least 
sometimes in a bad way, our ability to create universal explanations. You have 
called this quality that can interfere "innate(ness)".

But you have also argued that we can overcome this biological "innate(ness)", but 
by recognizing that it is there. I agree.

Do you see that what you are arguing is that biological properties (like differences 
in genes) change our brain such that the mind is slowed-down in creating 
knowledge about something?

 The example I gave was the example of color-blindness, because it is so clear 
cut.  Differences in genes cause differences in people's ability to appreciate color 
(which is equivalent to differences in people's ability to gain the knowledge to 
appreciate color.)  Most color-blind people don't gain knowledge of certain types 
of color in their whole life (they are slowed down!)

So genes are (innately)  slowing down the ability for someone to create the 
knowledge to appreciate color, because it takes more time for the color blind to 
gain this knowledge.  Innateness (from evolution, genes, and other biological 
factors) can mean nothing other than slowing (or speeding up) the ability of 
someone to gain knowledge, if the person also is a universal explainer (right?).  If 
you do not agree with this point, please come back to it and let's discuss it more.

But the only change that a non-thinking element (like a gene in the brain) can 
create for the mind is to slow certain specialized processing cites in the brain that 
then slows certain types of knowledge creation. Can you think of a different  way 
that a non-intelligent and non-conscious biological entity can create harm to a 
universal explainer other than by slowing down a particular type of processing 
and/or interfering with memory?

If you can, let me know and I will change my mind immediately. When David 
Deutsch says that the only possible effect of genes on the mind is that they can 
change speed of processing and influence memory, I am agreeing with him.  I am 
also saying that changing speed of processing and memory storage can be highly 



significant!

Do you see that if someone denies that processing speed can be relevant, he is 
denying that what you think of as "innateness" can be relevant. That is why I 
continually talk about processing speed.  Genes and other biological factors can 
logically influence us, though we are universal explainers, and these factors can 
logically cause whatever "innate" qualities turn out to be true.  The ability to 
create experiences of color (in those who are color-blind) is just one example. It 
takes the color-blind longer than most and often longer than an entire lifetime for 
some experiences.

If it turns out that certain types of sadness, for example, are caused by 
differences in genes, then a correct explanation would be that genetic differences 
are causing a slowness in the ability to create the knowledge of how to create joy 
in a variety of circumstances.  Do you see what I mean? The concept of 
"innateness" becomes slowness in creating knowledge.  Importantly, this way of 
expressing your belief in innateness does not in the slightest contradict Popperian 
thinking, which (I think) philosophers have not been able to refute.

Innateness is not really the right word because it implies that a particular difficulty 
can not be overcome, when actually the correct knowledge can overcome 
whatever is posited as an innate quality  (if something does not slow our 
processing speed and hence our knowledge creating speed down to zero).  That 
is, if we do not die!

I think that from a BOI perspective, if there is "innateness", it can only be thought 
of as something that slows the creation of knowledge about something by slowing 
processing speed in certain ways.

I argue so much about processing speed because it is the logical way of arguing 
that biological factors can influence our minds in ways that explain how 
medications and surgeries on the brain can possibly help the mind. And they do.

Those who deny that processing speed is relevant are mistaken and are denying 
important aspects of the perspective given in *The Beginning of Infinity*.

Take Care,

Michael



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
Date: June 18, 2011 at 4:11 PM

Hi Michael - in terms of people I've met so far you're a
new sort of
popperian :O) I fully agree that the core philosophy is
wholly
consistent with everything I'm saying. In fact...because I
too am a
busy guy earning a crust and so on...I don't think I'd be
bothering
unless (a) the meat of the philosophy was important to me
personally
as something both correct and capable of improving my life
and so (b)
that the disputes I had with that philosophy were not
'killer' in the
sense of, they went to heart of the philosophy itself.

I just...currently....think that assumptions about human
nature and
the mind have crept into the mainstream philosophy that do
not
*necessarily* follow from the core philosophy. I also think
these
assumptions are at the root of almost all disputes between
popperians
and non-popperians. I also think these assumptions have
themselves now
become deeply embedded into the philosophy with many
knock-on
positions now depending on them being true.

I agree. The way in which some Popperians present their ideas is not ideal. David 
Deutsch, Karl Popper, Sarah Fitz-Claridge, and Liberty Fitz-Claridge are notable 
exceptions. (Lulie Tannett is often also helpful with gentle criticism). Elliot is 
wonderful for creating-clear cut and interesting refutations.

But, "the truth will out". One of the reasons that I suspect what you are saying is 



correct is that Popperians and particularly their current modern leader must be 
open to considering ideas from everyone.  This positive stance means that a 
variety of people, some with very different personalities, universally try to work 
together (and are accepted).....with the occasional sparks!

Brain research to figure out how our brain is designed
and the problems that can occur is a critical part of
scientific research. We need to understand our evolutionary
history and this will help us to move forward.  In my last
post, I pointed out how evolutionary baggage causes us to
die and potentially to become insane.

I agree, I saw your points. So the research in itself is
important and
valid. But also...there's a strong reason here for
popperians to be
actively interested in following such research.

Believe me. Some of us do. Very very very frequently!

But 'awful' can't fully describe this domain, because
another
characteristic is that - IMHO - these sciences are
consistently
producing less awful work than in the past.

Yes of course.

 Whole new
sciences are now
emerging with far more powerful methodologies at their
core, that
facilitate developing theory/insights using direct
comparisons with
actual brain activity.



The design of our brain matters and I appreciate that
you want people to know that. But universality matters, too.
(It matters more, ultimately)

I'm not disputing the importance of universality, nor the
underlying
procedures and philosophical guidance that shows that
universality of
insights/explanations should be both 'reached' for, and
expected to in
many cases exist. I agree with that. I don't fully agree
with the
conceptual construction of 'universality' in itself....but
this isn't
something I'm ready to raise yet.

What I ask you to consider is that these ideas do not
contradict BOI.  

I think the ideas contradict some secondary assumptions in
BoI involving the assumed implications of universality for
certain facets of the human mind, such as for example IQ.

It depends on what you mean. Would you agree that if a person could live 1-
million years, then any initial limitations in creating knowledge (due to gene 
differences creating differences in processing speed) could be overcome by 
creating deeper knowledge that does not depend (as much) on processing 
speed?

Initial differences in ability to create knowledge about certain types of things could 
be caused by genetic differences (what one might call "IQ"), but as long as you 
recognize that deeper theories can arbitrarily raise IQ's, your ideas are not 
inconsistent with BOI. "Ability to" means "speed of" knowledge creation.  The 
faster knowledge is created, the more of a chance for deeper theories to be 
created. So those who create knowledge faster initially, may have more of a 
chance to get ahead later, as well.

This follows from the work of Darwin/Popper/Dawkins/Deutsch because it is 
easier for mutation and recombination and error correction to create knowledge 



from something that has knowledge than to do so from complete randomness or 
from less knowledge.

That's cool..thank you very much though for so clearly
indulging my
thoughts despite there no doubt being many shortcomings in
my
communication ability. It's greatly appreciated.

I am not indulging anything.  I enjoy your arguments.

Michael



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Popperians (was: Meme theory and other theories in psychology)
Date: June 18, 2011 at 4:23 PM

On Jun 18, 2011, at 1:11 PM, Michael Golding wrote:

Hi Michael - in terms of people I've met so far you're a
new sort of
popperian :O) I fully agree that the core philosophy is
wholly
consistent with everything I'm saying. In fact...because I
too am a
busy guy earning a crust and so on...I don't think I'd be
bothering
unless (a) the meat of the philosophy was important to me
personally
as something both correct and capable of improving my life
and so (b)
that the disputes I had with that philosophy were not
'killer' in the
sense of, they went to heart of the philosophy itself.

I just...currently....think that assumptions about human
nature and
the mind have crept into the mainstream philosophy that do
not
*necessarily* follow from the core philosophy. I also think
these
assumptions are at the root of almost all disputes between
popperians
and non-popperians. I also think these assumptions have
themselves now
become deeply embedded into the philosophy with many
knock-on
positions now depending on them being true.

I agree. The way in which some Popperians present their ideas is not ideal. 
David Deutsch, Karl Popper, Sarah Fitz-Claridge, and Liberty Fitz-Claridge are 
notable exceptions. (Lulie Tannett is often also helpful with gentle criticism). 



Elliot is wonderful for creating-clear cut and interesting refutations.

Which Popperians do you think are not good?

When I read some collections of papers from (supposedly) Popperian 
conferences, my opinion was that the majority of contributors were not 
Popperians at all. That's because they advocated ideas completely contrary to 
Popper such as induction or the myth of the framework. I don't count anyone who 
thinks Popper didn't solve the problem of induction as a Popperian.

For people who are better than that and actually agree with Popper, I generally 
find them lucid and interesting. So I'm curious what you have in mind.

But, "the truth will out". One of the reasons that I suspect what you are saying is 
correct is that Popperians and particularly their current modern leader

Do you mean DD as the "current modern leader"? I don't know anyone else who 
could qualify.

must be open to considering ideas from everyone.

DD is open minded, so I don't know why he would be mentioned particularly, or 
who else it could be.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Popperians (was: Meme theory and other theories in 
psychology)
Date: June 18, 2011 at 4:26 PM

--- On Sat, 6/18/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: [BoI] Popperians (was: Meme theory and other theories in psychology)
To: beginning-of-infinity@googlegroups.com
Date: Saturday, June 18, 2011, 4:23 PM

On Jun 18, 2011, at 1:11 PM, Michael Golding wrote:

Hi Michael - in terms of people I've met so far
you're a

new sort of
popperian :O) I fully agree that the core

philosophy is
wholly
consistent with everything I'm saying. In

fact...because I
too am a
busy guy earning a crust and so on...I don't think

I'd be
bothering
unless (a) the meat of the philosophy was

important to me
personally
as something both correct and capable of improving

my life
and so (b)
that the disputes I had with that philosophy were

not
'killer' in the
sense of, they went to heart of the philosophy

itself.



I just...currently....think that assumptions about
human

nature and
the mind have crept into the mainstream philosophy

that do
not
*necessarily* follow from the core philosophy. I

also think
these
assumptions are at the root of almost all disputes

between
popperians
and non-popperians. I also think these assumptions

have
themselves now
become deeply embedded into the philosophy with

many
knock-on
positions now depending on them being true.

I agree. The way in which some Popperians present
their ideas is not ideal. David Deutsch, Karl Popper, Sarah
Fitz-Claridge, and Liberty Fitz-Claridge are notable
exceptions. (Lulie Tannett is often also helpful with gentle
criticism). Elliot is wonderful for creating-clear cut and
interesting refutations.

Which Popperians do you think are not good?

When I read some collections of papers from (supposedly)
Popperian conferences, my opinion was that the majority of
contributors were not Popperians at all. That's because they
advocated ideas completely contrary to Popper such as
induction or the myth of the framework. I don't count anyone
who thinks Popper didn't solve the problem of induction as a
Popperian.

For people who are better than that and actually agree with
Popper, I generally find them lucid and interesting. So I'm



curious what you have in mind.

But, "the truth will out". One of the reasons that I
suspect what you are saying is correct is that Popperians
and particularly their current modern leader

Do you mean DD as the "current modern leader"? I don't know
anyone else who could qualify.

must be open to considering ideas from everyone.

DD is open minded, so I don't know why he would be
mentioned particularly, or who else it could be.

-- Elliot Temple
http://fallibleideas.com/

Yes. I mean that David Deutsch is the current leader of Popperians.

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] A more straightforward challenge to the memetic exclusivity 
argument
Date: June 18, 2011 at 7:03 PM

--- On Fri, 6/17/11, David Deutsch <david.deutsch@qubit.org> wrote:

From: David Deutsch <david.deutsch@qubit.org>

I expect that no one can
consciously slow down their heart rate while running a
marathon.

Hi.

I suspect you are right that no one has, to date.  But there is not necessarily a law 
of physics that says that a person can not do that.  So a person could learn to do 
that (at least until the oxygen ran out to his muscles!)

Similarly, no one with Angelman's syndrome (to my knowledge) has succeeded in 
raising his intelligence to the point that he can usefully explain Einstein and 
improve upon his theories. But since some with Angelman's can explain some 
very simple things, given enough time, they should be able to do that.

Our genes have made it harder for people to create the knowledge to run a 
marathon while keeping heart rate slowed down and our genes have made it 
harder to create knowledge of Einstein in people with Angelman's syndrome.

But as you have taught me, nothing biological can permanently stop humanity 
from gaining more knowledge.

Take Care,
Michael



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] A more straightforward challenge to the memetic exclusivity 
argument
Date: June 18, 2011 at 7:20 PM

On Jun 18, 2011, at 4:03 PM, Michael Golding wrote:

On Jun 17, 2011, at 5:08 PM, David Deutsch wrote:

The question is, present in what? I expect that no one can consciously slow 
down their heart rate while running a marathon.

I suspect you are right that no one has, to date.  But there is not necessarily a 
law of physics that says that a person can not do that.  So a person could learn 
to do that

Depends what counts.

Is tool use allowed? Can you inject yourself with a drug? Can you run slower? 
Stop for a break?

Grab a cup of water while running past and drink it or pour it on yourself? That 
might slow it down a little.

What about training? You can slow it down for your next marathon by training 
more/better. Or raise it by getting out of shape. You can train or not train 
consciously.

This ambiguity about what's allowed is why MG assumes that people definitely 
can do it with more knowledge. I think DD meant lowering it by pure thought, but 
that's not explicitly stated.

That we can solve all our *problems* using knowledge does *not* mean we can 
do whatever we want with *pure thought*. Whether it's possible with pure thought 
is unknown. I'm inclined to guess yes it's possible, but only a limited amount. 
More would require technology, training, etc...

BTW it's not at all clear to me that no one has done this. I think it's done routinely. 



People run and they get a bit stressed. They worry if they will make it to the end, 
or if they'll get a good enough time, or if their cramp will go away soon, or 
whatever. This stress raises their heart rate. Then sometimes they calm 
themselves down (just by thinking about it) while running and their heart rate 
drops.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] A more straightforward challenge to the memetic exclusivity 
argument
Date: June 19, 2011 at 9:52 AM

--- On Sat, 6/18/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] A more straightforward challenge to the memetic exclusivity 
argument
To: beginning-of-infinity@googlegroups.com
Date: Saturday, June 18, 2011, 7:20 PM
On Jun 18, 2011, at 4:03 PM, Michael
Golding wrote:

On Jun 17, 2011, at 5:08 PM, David Deutsch wrote:

The question is, present in what? I expect that no
one can consciously slow down their heart rate while running
a marathon.

I suspect you are right that no one has, to
date.  But there is not necessarily a law of physics
that says that a person can not do that.  So a person
could learn to do that

Elliot responds

Depends what counts.

Is tool use allowed? Can you inject yourself with a drug?
Can you run slower? Stop for a break?

Grab a cup of water while running past and drink it or pour
it on yourself? That might slow it down a little.

What about training? You can slow it down for your next



marathon by training more/better. Or raise it by getting out
of shape. You can train or not train consciously.

This ambiguity about what's allowed is why MG assumes that
people definitely can do it with more knowledge. I think DD
meant lowering it by pure thought, but that's not explicitly
stated.

That we can solve all our *problems* using knowledge does
*not* mean we can do whatever we want with *pure thought*.
Whether it's possible with pure thought is unknown.

Hi.

"Pure thought(s)" are not so pure because they are always embodied in a 
physical medium.  When humans think, we change the arrangement of neural 
configurations. The way someone slows his heart now by thinking (without 
running a marathon) obviously involves changing neural configurations by 
thinking. Aspects of this neural circuit are reasonable well known.

Thinking (in humans) involves changing neural configurations and therefore has 
engineering aspects.  It is not our body that allows us to be universal 
constructors.  It is our mind. So with enough knowledge, what David suggest 
could be done (by thinking and changing the physical arrangement of our 
neurons and therefore changing the physical arrangement of what is outside of 
our brain.)

Our brain is part of what we construct because we are universal constructors. Our 
brain is a physical tool as well as something that embodies our mind.  As long as 
a devil does not keep our brains permanently isolated from our environment, we 
can construct our brains to influence our environment to construct what we want, 
by thinking.

Eventually we will probably not use neurons to think (because they seem so 
fragile).

By "pure thought" do you mean something like knowledge of a prime number?  
But obviously every instance of a "pure thought" is embodied in some physical 
medium? Right?



Thoughts change the arrangement of this physical medium to create whatever is 
not forbidden by the laws of physics and that is how we can be universal 
constructors.

Take Care,
Michael



From: Michael Golding <mlionson428@yahoo.com>
Subject: [BoI] Inductivism
Date: June 19, 2011 at 1:53 PM

From *The Beginning of Infinity* pg 104.

Why do you think inductivists do not understand this piece of reasoning?

"Before a discovery is made, no predictive process  could reveal the content  or 
the consequences of that discovery.  For if it could, it would be that discovery. So 
scientific discovery is profoundly unpredictable, despite the fact that it is 
determined by the laws of physics".



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Opportunities and Challenges for MWI
Date: June 19, 2011 at 2:14 PM

We seem to be in a break-through period in terms of emergence of new
resolutions and tools for observing wave function phenonema. This
report is about a new technique capable of monitoring the path taken
by photons in two slit experiments. The authors say that their
findings are consistent with Bohmian Mechanics Theory which is a fully
mathematical QM interpretation whereby the position and trajectories
of photons are set by the wave function in a fully deterministic
process. Which if the case would possibly falsify MWI. So that's the
challenge to MWI.

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit-
interferometer.html

The opportunity is that in a period of gathering 'break-through'
events in QM it is surely possible for such a far ranging
interpretation of QM to come up with a non-trivial prediction for
something soon to become measurable, that can't be predicted from QM
equations alone?

Rgds,
Al

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit-interferometer.html


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Opportunities and Challenges for MWI
Date: June 19, 2011 at 2:51 PM

----- Original Message -----
From: hibbsa <hibbsa@yahoo.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Sunday, 19 June 2011, 19:14
Subject: [BoI] Opportunities and Challenges for MWI

We seem to be in a break-through period in terms of emergence of new
resolutions and tools for observing wave function phenonema. This
report is about a new technique capable of monitoring the path taken
by photons in two slit experiments. The authors say that their
findings are consistent with Bohmian Mechanics Theory which is a fully
mathematical QM interpretation whereby the position and trajectories
of photons are set by the wave function in a fully deterministic
process. Which if the case would possibly falsify MWI. So that's the
challenge to MWI.

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit-
interferometer.html

The opportunity is that in a period of gathering 'break-through'
events in QM it is surely possible for such a far ranging
interpretation of QM to come up with a non-trivial prediction for
something soon to become measurable, that can't be predicted from QM
equations alone?

The MWI has no challenge to meet. The MWI takes quantum mechanics 
seriously as a description of the real world. Some interpretations of QM, such as 
the Copenhagen interpretation, are too vague and self-contradictory to be stated 
clearly never mind tested. With other theories, such as the Bohm theory, it is 
unclear whether the theory is just the MWI with unnecessary complications, or 
whether the theory's advocates are trying to produce a different theory with 
different implications.

Non-MWI interpretations have various theoretical and experimental challenges to 

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit-interferometer.html


meet. One such challenge is to come up with a prediction that's different from the 
MWI and test it.

The authors of this paper have failed to do that. They rely on the work of 
Wiseman to define the "trajectories" as they state here:

http://www.aip.org.au/Congress2010/Abstracts/Monday%206%20Dec%20-
%20Orals/Session_3E/Kocsis_Observing_the_Trajectories.pdf

Wiseman fudges the issue, but his paper seems to indicate that his theory makes 
the same predictions as QM, see his paper

http://arxiv.org/abs/0706.2522.

So if the people who did this test just tested what Wiseman was saying they 
haven't done anything to test Bohm versus the MWI.

Alan

http://www.aip.org.au/Congress2010/Abstracts/Monday%206%20Dec%20-%20Orals/Session_3E/Kocsis_Observing_the_Trajectories.pdf
http://arxiv.org/abs/0706.2522


From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Superintelligence
Date: June 19, 2011 at 3:52 PM

Superintelligence

Future minds will never hold concepts that current humans (given time
and dedication) will be incapable of understanding.

Humans and AIs, having a universal core, will always be equal in terms
of intellectual reach. The only conceivable bottleneck on knowledge
assimilation is the (currently) limited lifespan of humans.

There is a quality in quantity however. In practice, massively
expanded humans (post-humans) or AIs will become *relative* to
unenhanced people - superintelligences (SIs). These will necessarily
soar far beyond unenhanced humans in both their knowledge generation
rate, knowledge base and corresponding technical prowess. They will be
(Bostrom 1998): much smarter than the best human brains in practically
every field, including scientific creativity, general wisdom and
social skills.

One must be careful not to conflate the principle or notion of
universality in its broad computational sense with its applied
function within a viable, physically substantiated mind. Academic
isolated-minds and real-world-minds embodied within an environment are
different beasts, and merit different treatments.

Speed is central, but a relative yardstick.

-- William



From: William <3p4j8x834p27@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 19, 2011 at 5:05 PM

On Jun 13, 6:12 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 9, 2011, at 1:42 PM, William wrote:

On Jun 9, 8:43 am, Lulie Tanett <w...@lulie.org> wrote:

Can you clarify what you mean by "accordant to its symbolic or mental 
complexity level and overall capability"?

An entities' algorithmic agility. Universal explainers are: nimble,
unfettered intelligent agents, regardless of their underlying
hardware, or indeed what nested layer of physical reality they happen
to reside in. Reality is transparent.

Universality implies there are two levels: universal and non-universal.

Agreed

Normally one would expect a "complexity level" to refer to many possible levels 
-- a continuum -- not just two.

Yes - possibly a loose ambiguous term. Perhaps knowledge generation
rate/thinking speed is better.

Recasting the sentence:

I would add that any intelligent entity deserves and should be
granted, priority rights and moral status accordant to it surpassing
the universality threshold - by being a person/universal explainer.

Are you saying people with more capability/'mental complexity' should have 



more rights that people with less?

All people are people. They are all universal explainers - so they are
all equal. AI's once they break through a (presently difficult to
define) threshold will become universal explainers, and become persons
by default.

Agreed.

Or do you mean once a sufficient complexity/capability level has been 
reached, then the person should have rights? If so, what is that level?

Biology already shows us that there are several levels (...cat, dog,
chimp, human).

It does not show us that "cat" and "dog" are different levels in any important 
sense. That's an interpretation which needs to be argued for. What's the 
argument?

All real-world physical minds create new knowledge (their thinking
speed) at a rate proportionate to the mental assets (working memory,
specialist processing modules) available to them. To a useful
approximation, the bigger the brain (although not exactly, eg bird or
octopus brains) the faster the knowledge generation per unit time -
which will roughly equate to a 'mouse, cat, dog...' capability level
scheme. Such animals *relative to humans* are always (loosely)
specialists - and have but a limited repertoire and a low knowledge
generation rate.

Humans are still subject to these asset constraints, but by virtue of
the step-change that is universality, they can to a degree free
themselves of genetics and reconfigure themselves in arbitrarily
complex ways emulating any other possible system. Consequently they
are incomparably swifter knowledge generators, chiefly because they
are vastly more efficient with their given resources.



-- William



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Opportunities and Challenges for MWI
Date: June 19, 2011 at 6:04 PM

--- On Sun, 6/19/11, hibbsa <hibbsa@yahoo.com> wrote:

From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Opportunities and Challenges for MWI
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Sunday, June 19, 2011, 2:14 PM
We seem to be in a break-through
period in terms of emergence of new
resolutions and tools for observing wave function
phenonema. This
report is about a new technique capable of monitoring the
path taken
by photons in two slit experiments. The authors say that
their
findings are consistent with Bohmian Mechanics Theory which
is a fully
mathematical QM interpretation whereby the position and
trajectories
of photons are set by the wave function in a fully
deterministic
process. Which if the case would possibly falsify MWI. So
that's the
challenge to MWI.

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit-
interferometer.html

The opportunity is that in a period of gathering
'break-through'
events in QM it is surely possible for such a far ranging
interpretation of QM to come up with a non-trivial
prediction for
something soon to become measurable, that can't be
predicted from QM
equations alone?

Rgds,

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit-interferometer.html


Al

Hi Al.

Hope you are doing well. David is obviously the expert on this, but I can tell you 
my experience in arguing these points with physicists who disagree with the 
multiverse interpretation.  To cut to the chase, they seem very evasive to me, a 
layman, but someone who thinks that explanations should make a bit of sense.

The multiverse interpretation is a completely realistic interpretation of quantum 
mechanics.  As David argues (and has convinced me), the Bohm interpretation is 
the multiverse interpretation in disguise. Let me tell you how I became convinced 
and the arguments that convinced me (and that I now use to try to convince 
others)

When people question the multiverse interpretation or when I hear a physicist 
utilizing a different interpretation I start my questioning as  follows:

1. I ask them about the Elitzur-Vaidman bomb-testing experiment.
http://en.wikipedia.org/wiki/Elitzur–Vaidman_bomb-tester
I ask that you (Al) read that before I continue, because my response will use it.

2.  Somehow a "counterfactual measurement" was done.  In the work of Kwiat et 
al., a method apparently has been created that uses a sequence of polarizing 
devices. Using these devices one can make the probability of the bomb not 
exploding arbitrarily close to one (but not one), yet still be able to tell whether or 
not the bomb is a dud.

3. So basically, it seems that you can tell whether a photon-sensitve bomb is a 
dud *by not measuring it*.

4.  Here's where I start to roll.  I then ask (say I'm speaking to a non-multiverse 
physicist) whether the laws of physics forbid us from creating a blood-sugar 
measuring device (complete with needle) that does not penetrate the skin; but yet 
allows us to measure the blood sugar, as if the needle did penetrate the skin?

Do the laws of physics forbid us from measuring someone's blood sugar *by 
apparently not measuring it*, just as we can apparently measure whether a 

http://en.wikipedia.org/wiki/Elitzur


photon-sensitive bomb is a dud by apparently not measuring it.

5.  Usually there will be howls of derision, multiple lectures on physics and why I 
have used all my words incorrectly.  When I finally figure out the language that 
the physicist wants me to use to ask the identical question, the answer from the 
non-multiverse physicist is ultimately that there are no current laws of physics that 
prevent us from measuring "counterfactual" blood sugars.

That is, the laws of physics tell us that it is possible to set up a device that 
apparently measures the blood sugar accurately, though the needle in our device 
never penetrated the skin. We can apparently measure the blood sugar by not 
measuring it, just as we can measure the photon-sensitive bomb.

6. As David says, if a law of physics does not prevent something, then it can be 
done given enough knowledge.

7. So if enough knowledge allows us to create an arbitrary amount of complex 
superposition (and this is currently not forbidden by the laws of physics), then the 
laws of physics are telling us that any measurement that we can currently perform 
using standard techniques (for example measurements of blood sugars, lengths 
of tables, colors of walls, etc.) can also be performed using this apparent 
"counterfactual" measurement.

8.  Now, how can any other interpretation of quantum mechanics deal with what 
the laws of physics seem to imply.

9. "*Where was the blood sugar measured*?", is the question that I have never 
been able to get a straight answer about from those who think that the multiverse 
is not real.

9. Usually they respond with very complicated words that amount to the idea that 
the measurement takes place in the world of the possible.  Kastner's "possibilist" 
transactional interpretation seems to me to be straightforward in actually 
admitting that.



10.  But there is no blood sugar to be measured unless there is also an arm, a 
person, a room, a world, and a universe in which these molecule of blood sugar 
reside!

11.  Is the world of the possible supposed to be a map of the territory and so we 
can make measurements from the map?

12. It is almost humorous to have to ask then,
"What is the difference between a map that renders every single aspect of a 
territory, including its subatomic structure, and the territory?”

13. It is strangely sad (and a tribute to positivism) that we must think that just 
because we cannot see the needle penetrating the skin, this implies that the 
blood is merely possible blood, not actual blood. Does our examination of fossils 
of dinosaurs really imply the mere existence of only possible dinosaurs, just 
because we can’t see the dinosaurs right now?

14. So, in order to eliminate the multiverse theory, opponents must believe that 
blood sugar measurements -- on blood --in people-- on planets-- in a universe--
are somehow not real just because you can’t see the needle penetrate the skin.

15. What else is philosophically different from measuring our own blood? Why do 
we not call our own blood mere possible blood, because when we measure that 
we also only see the results of the measurement through the lens of our own 
implicit neuropsychological theories. All data is interpreted through theory, 
whether it is data about another universe or our own.

16. The multiverse conjecture is the only realistic interpretation that I can imagine 
at this time.

17. In fact, the blood was actually measured and we have the results because the 
blood was measured.  Where? In a different universe where the laws of physics 
allow us to accurately measure differences between universes.

Take Care,
Michael



From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 19, 2011 at 6:13 PM

On Jun 19, 2011, at 2:05 PM, William wrote:

On Jun 13, 6:12 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 9, 2011, at 1:42 PM, William wrote:

It does not show us that "cat" and "dog" are different levels in any important 
sense. That's an interpretation which needs to be argued for. What's the 
argument?

All real-world physical minds create new knowledge (their thinking
speed) at a rate proportionate to the mental assets (working memory,
specialist processing modules) available to them.

No. This is an assertion which requires an argument. What is the argument?

For example, why should it be proportional to total assets? Why don't bottlenecks 
play a key role?

Why do you think there are specialist processing modules at all which create 
knowledge? how could they possibly create any knowledge without using the 
method of conjectures and refutations? Which is a universal method. How is it to 
be restricted..?

And it's possible to think fast but not create knowledge. Those are not equivalent. 
For example, one can quickly think through repetitive and fruitless cyclic 
thoughts.

To a useful
approximation, the bigger the brain (although not exactly, eg bird or
octopus brains) the faster the knowledge generation per unit time -
which will roughly equate to a 'mouse, cat, dog...' capability level
scheme.

Cats create zero knowledge. Dogs create zero knowledge. It's the same for both.



You have merely asserted -- contrary to BoI (which discusses how even apes 
don't create knowledge but just do statistical processing), common sense and 
everyday experience -- that cats create knowledge (without even saying what 
knowledge or giving any example). What is the argument?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 19, 2011 at 6:31 PM

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 6:13 PM

?

Why do you think there are specialist processing modules at
all which create knowledge?

Hi.

For the same reason that universal explainers in our society specialize in doing 
different things.  It increases efficiency in creating knowledge.  Also, if there were 
only one module, if it became delusional (as I have explained), the entire mind 
would become delusional.

With many modules, any one delusional module (knowledge destroying module) 
can be inhibited by the others, just as we try to inhibit terrorists in society. So the 
whole mind is not destroyed, just because one part of it becomes delusional. The 
architecture is more robust.

Michael



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 19, 2011 at 6:41 PM

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 6:13 PM

On Jun 19, 2011, at 2:05 PM, William wrote:

On Jun 13, 6:12 pm, Elliot Temple <c...@curi.us>
wrote:

On Jun 9, 2011, at 1:42 PM, William wrote:

It does not show us that "cat" and "dog" are
different levels in any important sense. That's an
interpretation which needs to be argued for. What's the
argument?

All real-world physical minds create new knowledge
(their thinking

speed) at a rate proportionate to the mental assets
(working memory,

specialist processing modules) available to them.

No. This is an assertion which requires an argument. What
is the argument?

It does not have to be proportional. But it would surely be less if you slowed the 
"clock speed" of our brain down (say by safely freezing the brain and allowing a 
person to think just 2-minutes every 24 hours.)

Michael



From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 19, 2011 at 6:47 PM

On Jun 19, 2011, at 3:41 PM, Michael Golding wrote:

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 6:13 PM

On Jun 19, 2011, at 2:05 PM, William wrote:

On Jun 13, 6:12 pm, Elliot Temple <c...@curi.us>
wrote:

On Jun 9, 2011, at 1:42 PM, William wrote:

It does not show us that "cat" and "dog" are
different levels in any important sense. That's an
interpretation which needs to be argued for. What's the
argument?

All real-world physical minds create new knowledge
(their thinking

speed) at a rate proportionate to the mental assets
(working memory,

specialist processing modules) available to them.

No. This is an assertion which requires an argument. What
is the argument?

It does not have to be proportional. But it would surely be less if you slowed the 
"clock speed" of our brain down (say by safely freezing the brain and allowing a 
person to think just 2-minutes every 24 hours.)



If something else is the bottleneck, then it wouldn't matter, unless it was slowed 
down enough that it became the bottleneck.

Similarly, if something else is the bottleneck, it wouldn't matter if it was speeded 
up.

Also, it takes knowledge to use resources well. More resources are useless 
without knowledge about how to use them.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Opportunities and Challenges for MWI
Date: June 19, 2011 at 6:50 PM

On Jun 19, 7:51 pm, Alan Forrester <alan_forrest...@yahoo.co.uk>
wrote:

----- Original Message -----
From: hibbsa <hib...@yahoo.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Sunday, 19 June 2011, 19:14
Subject: [BoI] Opportunities and Challenges for MWI

We seem to be in a break-through period in terms of emergence of new
resolutions and tools for observing wave function phenonema. This
report is about a new technique capable of monitoring the path taken
by photons in two slit experiments. The authors say that their
findings are consistent with Bohmian Mechanics Theory which is a fully
mathematical QM interpretation whereby the position and trajectories
of photons are set by the wave function in a fully deterministic
process. Which if the case would possibly falsify MWI. So that's the
challenge to MWI.

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit-...

The opportunity is that in a period of gathering 'break-through'
events in QM it is surely possible for such a far ranging
interpretation of QM to come up with a non-trivial prediction for
something soon to become measurable, that can't be predicted from QM
equations alone?

The MWI has no challenge to meet. The MWI takes quantum mechanics 
seriously as a description of the real world. Some interpretations of QM, such as 
the Copenhagen interpretation, are too vague and self-contradictory to be stated 
clearly never mind tested. With other theories, such as the Bohm theory, it is 
unclear whether the theory is just the MWI with unnecessary complications, or 
whether the theory's advocates are trying to produce a different theory with 
different implications.

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit


Hi Alan - You could be right though Kohn theory predates MWI by
several years...and doesn't ask for multiple universes which would
appear to be a significant difference.
Also - it's a mathematical model that appears to also make at least
one prediction - that of the trajectories, whiich may have been
confirmed just now. Further - it appears to deliver the world back to
determinism while adding new explanations not found in QM such as why
the appearance of randomness.

A non-trivial prediction confirmed, such as has just now occured
regarding the trajectories, would appear a potentially signficant
moment? Also...I'm curious why you regard MWI as the interpretation to
beat....what does MWI better explain than bohn thory in your view.

Non-MWI interpretations have various theoretical and experimental challenges 
to meet. One such challenge is to come up with a prediction that's different from 
the MWI and test it.

Could the trajectories be such a prediction? What does MWI say about
the trajectories?

The authors of this paper have failed to do that. They rely on the work of 
Wiseman to define the "trajectories" as they state here:

Alan - unless I understand what they did wrong, what you say here
looks unintentionally misleading. Didn't Wiseman come up with a tool/
method? The new value of this work would be the results of applying
that tool to single protons in two slit experiments..for the first
time.It's not a paper containing new theory, but it is a significant
piece of work for what it is, because it's a first and because the
measurements appears to have confirmed a non-trivial prediction in a
QM interpretation.

The trajectories would be a possible falsification if MWI describes
the trajectories from its own interpretation in non-vague ways. Or if
that precise arrangement of trajectories in a single universe was
unexpected/difficult to explain. Another interesting result is that



the photon has been confirmed going through just slit. Does this mean
anything for superposition?

Or am I reading too much into these results?

http://www.aip.org.au/Congress2010/Abstracts/Monday%206%20Dec%20-
%20O...

Wiseman fudges the issue, but his paper seems to indicate that his theory 
makes the same predictions as QM, see his paper

Why is it a fudge? It looks like a powerful new tool to me that will
see new ground broken every time it is applied...at least for a while.

http://arxiv.org/abs/0706.2522.

So if the people who did this test just tested what Wiseman was saying they 
haven't done anything to test Bohm versus the MWI

I don't think this is correct Alan because what Wiseman contributed
was a method, and what these guys did was apply that method in a
specific context, and what their results show is that the method works
very well and they were able to accurate measure the trajectories in
real life physical experiments....wh. ich agree with bohn's prediction
from his >> - Show quoted text -

http://www.aip.org.au/Congress2010/Abstracts/Monday%206%20Dec%20-%20O
http://arxiv.org/abs/0706.2522


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 19, 2011 at 7:03 PM

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 6:47 PM

On Jun 19, 2011, at 3:41 PM, Michael Golding wrote:

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us>
wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re:

Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 6:13 PM

On Jun 19, 2011, at 2:05 PM, William wrote:

On Jun 13, 6:12 pm, Elliot Temple <c...@curi.us>
wrote:

On Jun 9, 2011, at 1:42 PM, William
wrote:

It does not show us that "cat" and "dog"
are

different levels in any important sense. That's
an

interpretation which needs to be argued for.
What's the

argument?



All real-world physical minds create new
knowledge

(their thinking
speed) at a rate proportionate to the mental

assets
(working memory,

specialist processing modules) available to
them.

No. This is an assertion which requires an
argument. What

is the argument?

It does not have to be proportional. But it would
surely be less if you slowed the "clock speed" of our brain
down (say by safely freezing the brain and allowing a person
to think just 2-minutes every 24 hours.)

If something else is the bottleneck, then it wouldn't
matter, unless it was slowed down enough that it became the
bottleneck.

Similarly, if something else is the bottleneck, it wouldn't
matter if it was speeded up.

Hi.

Any bottleneck that is not a law of physics can be eliminated with enough 
knowledge.  David has pointed out that waiting for evidence (for example to 
eliminate a rival theory) may not be overcome with increased speed of thinking. 
Although with other newly created knowledge, it is certainly possible that in 
certain situations another way of gaining evidence could be obtained that one 
does not have to wait for (to get past the seeming bottleneck) to the extent that 
one learns more about something else that then becomes helpful.

I don't know whether the laws of physics mandate that knowledge must be 



obtained no faster than a particular rate? What argument causes you to think that 
we are at that rate (if you do)?

Faster rates of acquiring knowledge (at least as fast as the laws of physics allow) 
are surely helpful unless we are at that hypothetical physical limit, because they 
increase knowledge density and therefore the efficiency of evolution.

Michael



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Bottlenecks
Date: June 19, 2011 at 7:51 PM

On Jun 19, 2011, at 4:03 PM, Michael Golding wrote:

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 6:47 PM

On Jun 19, 2011, at 3:41 PM, Michael Golding wrote:

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us>
wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re:

Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 6:13 PM

On Jun 19, 2011, at 2:05 PM, William wrote:

On Jun 13, 6:12 pm, Elliot Temple <c...@curi.us>
wrote:

On Jun 9, 2011, at 1:42 PM, William
wrote:

It does not show us that "cat" and "dog"
are

different levels in any important sense. That's
an



interpretation which needs to be argued for.
What's the

argument?

All real-world physical minds create new
knowledge

(their thinking
speed) at a rate proportionate to the mental

assets
(working memory,

specialist processing modules) available to
them.

No. This is an assertion which requires an
argument. What

is the argument?

It does not have to be proportional. But it would
surely be less if you slowed the "clock speed" of our brain
down (say by safely freezing the brain and allowing a person
to think just 2-minutes every 24 hours.)

If something else is the bottleneck, then it wouldn't
matter, unless it was slowed down enough that it became the
bottleneck.

Similarly, if something else is the bottleneck, it wouldn't
matter if it was speeded up.

Hi.

Any bottleneck that is not a law of physics can be eliminated with enough 
knowledge.  David has pointed out that waiting for evidence (for example to 
eliminate a rival theory) may not be overcome with increased speed of thinking. 
Although with other newly created knowledge, it is certainly possible that in 
certain situations another way of gaining evidence could be obtained that one 



does not have to wait for (to get past the seeming bottleneck) to the extent that 
one learns more about something else that then becomes helpful.

I don't know whether the laws of physics mandate that knowledge must be 
obtained no faster than a particular rate? What argument causes you to think 
that we are at that rate (if you do)?

Faster rates of acquiring knowledge (at least as fast as the laws of physics 
allow) are surely helpful unless we are at that hypothetical physical limit, 
because they increase knowledge density and therefore the efficiency of 
evolution.

What is a bottleneck?

Consider a computer running some software slowly and the user wants to speed 
it up by a hardware upgrade.

For example, he might get a new CPU (processing speed), new GPU (graphics 
speed), new RAM (memory), or an SSD (faster hard drive).

Suppose he only upgrades one of these things.

In general, three out of four of these upgrades will not help with his problem. The 
software will continue to run at the same speed (to high precision).

Only one upgrade matters. That upgrade is called the bottleneck. It is the current 
limiting factor.

For example, if the program spends 99% of the time it's slow reading data from 
disk, then what will speed it up is getting a faster disk.

When the CPU spends a lot of time waiting for more input data from disk, then 
getting a faster CPU won't accomplish anything.

This is what the concept of bottlenecks is about.

MG has proposed that a CPU speed upgrade will humans create knowledge 
faster. He has even conflated faster thinking with faster knowledge creation (see 
next paragraph). And we've seen a proposal that more hardware resources would 



create an increase in knowledge creation proportional to the total amount of 
resources added (whether or not they address the bottleneck).

MG said, "Faster rates of acquiring knowledge ... are surely helpful" when the 
issue in question is whether faster thinking speed would cause faster knowledge 
creation (or knowledge acquiring, which I take to mean the same thing).

But this whole idea that more thinking speed would help could be completely 
false. Maybe the upgrade that would help is being able to read data from memory 
faster. Or something else, such as having more rational ideas.

Let's consider an example. MG mentioned that our brain speed might not help if 
we were waiting for more evidence. In that case, evidence acquiring is the 
bottleneck. He pointed out that we can address the evidence acquiring issue. 
That is correct. But the point is we cannot address the evidence acquiring issue 
by getting faster brain speeds. We have to start by doing something to address 
the current bottleneck (find a way to get evidence faster).

When a current bottleneck is addressed, something else becomes the new 
bottleneck (new weakest link). So then we should address that. And so on. Brain 
speed might not be the weakest link until many other things are improved a lot.

It could easily be that there is currently no hardware bottleneck: all aspects of 
hardware are being used at less than max capacity. If all hardware is being used 
at less than max capacity, then a hardware upgrade won't help. It will just add 
more idle hardware.

In the software world, not having a hardware bottleneck is common. If you have a 
large dataset and an inefficient algorithm (e.g. one which takes 2^N or N! steps. 
Or even N^2 is often too slow), then your problem cannot be solved with 
hardware upgrades. A better algorithm is needed.

Thus the assumption that speeding up human brains would result in faster 
knowledge creation is naive and should be tentatively considered false (pending 
some argument that, for some reason, that really is the bottleneck).

MG also said:

I don't know whether the laws of physics mandate that knowledge must be 
obtained no faster than a particular rate? What argument causes you to think 



that we are at that rate (if you do)?

Bottlenecks are not about theoretical limits. They are about current limiting 
factors. You can't get a benefit, now, in the short term, except by addressing the 
current limiting factor.

There could in theory be a bottleneck that is also a law of physics but I haven't 
proposed anything like that and don't expect to have to worry about such things 
for a very long time.

Knowledge can be attained much, much faster than today. The issue is simply: 
what improvements will help us get that? There is no argument that speed is what 
will help.

(One day in the future, after every other weaker point has been improved, then a 
speed upgrade will be useful.)

In order to get a large improvement in knowledge creation speed, we have to first 
get a small improvement, and then another small improvement, and so on. We 
need one step after another each of which makes progress.

That means we need to start with something that will be effective today. If we start 
with CPU speed and it has no concrete benefits for a century, then our progress 
cannot snowball or be exponential, so it will be slow. What we should aim for is 
progress that helps us make more progress (now), not progress that we guess 
may be useful in the distant future. (And who knows? We can't foresee the future 
well and don't know what we'll need then. Plus we need progress now in order to 
protect ourselves from meteors. We don't want to die with a bunch of for-the-
future improvements waiting to be used.)

The BoI perspective is basically that the current bottleneck is anti-rational 
memes. Open and rational societies create knowledge much better than closed 
and anti-rational societies. Anti-rational memes prevent people from using their 
brain to its maximum capacity.

That means that until Taking Children Seriously (currently the only serious project 
intended to address anti-rational memes significantly) or its successor is 
widespread, no other upgrades (including no hardware upgrades of any type) will 
help much.



One further implication is that inventing an AI (and then giving it super fast 
hardware) will not do anything impressive because it won't address the current 
meme bottleneck.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] A more straightforward challenge to the memetic exclusivity 
argument
Date: June 19, 2011 at 9:35 PM

On Jun 17, 2011, at 4:10 PM, hibbsa wrote:

Hi DD,
First of all, I'm reading your book and enjoying it. However I'm still
hung up on this question of whether memetics is 'exclusive' in terms
of human behaviour today. I hope you'll have a moment to indulge me,
but if not I obviously understand that you're a busy guy.

From an earlier reply of yours, I know that your position is that
memetics itself precedes the 'becoming intelligent' step change (that
sees humans become universal explainers), and that memetics is even
present in the other apes today.

My response to that was that an explanation would still be needed as
to why any instinctual innateness that would have preceded the firing
up of memetics in our apelike ancester, would today no longer be
present.

My further, sort of, challenge, now comes by way of considering the
evolutionary history of complex language. I'm talking about language
sophistication not seen in the other apes.

The key challenge from this angle, is that we know that in the domain
of language, brain-specialization (innateness) has seen incredible
evolution.

From Evolution 101 we know that much of that specialization must have
evolved *during* the period humans were using more and more
sophisticated language (i.e. there had to be a tremendous evolutionary
pressure for so many specialized centres to evolve).

In your view what are the implications of this in terms of your
position? Has innateness continued to evolve in the presence of both
the human status of 'universal explainer' and that of exclusive
memetics? Or did sophisticated language evolve before the step
change?



The way I see it, if the answer is the former, then out of this do
come difficult questions for the positon that no instinctual
innateness has evolved since humans became universal explainers.

And if the answer is that, along with memetics, sophisticated language
- like not seen in other apes - also evolved prior to the 'step
change', this begins to raise questions about whether there could have
been a step change at all. For surely a memetically driven species
with the same sophistication of language we have today, begin to look
a lot like.....we look?

Sorry to be raising these objections....it's the only way I can learn.

When you finish reading the book, try to think about this:

How can influences (innate or otherwise) be compatible with the model of thinking 
in the Choices chapter?

I think something like this:

1) The Choices chapter is correct.

2) The Choices chapter explanations do not allow for naive, common sense ideas 
about how influences can influence human choices. It can't be that there's 10 
things, 3 of which are genetically controlled, and each thing offers a weighted 
influence to make the choice.

3) Therefore the influences concept has to be dropped and replaced with 
something that isn't false, something compatible with the Choices ideas.

4) Without influences, one has to rethink by what method innateness could do 
anything in human minds. If it doesn't influence choices, what does it do instead, 
if anything? There has to be a theory of what it could possibly do before one 
claims it does anything.

In the main I love your work and vision of the world. My stance at the
moment though, is that all the assumptions about human nature simply
do not follow the core stuff.



They are not assumptions. The arguments are published.

I'm sure I'm wrong...i expect to
be...but I've not seen the killer argument as yet.

Keep reading! Besides the Choices chapter, the two meme chapters are near the 
end.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] The Value of Philosophy (was: Meme theory and other theories in 
psychology)
Date: June 19, 2011 at 11:06 PM

On Jun 17, 2011, at 5:14 PM, hibbsa wrote:

Hi Michael - in terms of people I've met so far you're a new sort of
popperian :O) I fully agree that the core philosophy is wholly
consistent with everything I'm saying. In fact...because I too am a
busy guy earning a crust and so on...I don't think I'd be bothering
unless (a) the meat of the philosophy was important to me personally
as something both correct and capable of improving my life and so (b)
that the disputes I had with that philosophy were not 'killer' in the
sense of, they went to heart of the philosophy itself.

Philosophy is of practical importance as Ayn Rand explained. And I give a 
different explanation here:

http://curi.us/think/

Which is short. But even shorter: philosopher or not, you will make mistakes. But 
philosophy helps correct mistakes.

As BoI says: Problems are inevitable. Problems are soluble.

Learning what we know about solving problems is of practical use to everyone. 
Problems are commonplace. Failing to solve them is common. Failing to notice 
them is common. Only by philosophy can we notice and solve our problems.

I just...currently....think that assumptions about human nature and
the mind have crept into the mainstream philosophy that do not
*necessarily* follow from the core philosophy.

Assumptions mean ideas which people *assume*, which means ideas people 
take for granted for no good reason, consider too obvious to question, don't argue 
for, don't think about but consider true, or that kind of thing.

http://curi.us/think/


BoI doesn't assume its conclusions. It explains them. That's completely different.

I also think these assumptions are at the root of almost all disputes between 
popperians and non-popperians.

What about the many, many disputes over induction? Justificationism? 
Empiricism? Foundationalism? The myth of the framework? There are tons of 
disputes over Popperian core ideas.

I don't expect to know something that a guy like DD needs to hear.

Anyone can learn good ideas, and how to think of more good ideas. This can be 
accomplished by learning in general which gradually builds up. Gradual learning 
is the method of infinite progress!

It includes asking lots of questions and being open minded and that sort of thing. 
Not just as lip service but for real. How? Well there's no short way to explain it 
enough so people will really do it instead of accept it as an abstract ideal. 
Learning to do it in practice takes learning a lot of concretes and specifics which 
are not short.

So where does one learn all the details? Popper is a good place to start. He 
wrote a lot of books. Read *all* of them and think about this issue while reading 
them -- try to learn about it -- and by the end one will have learned about it and 
gotten better at it.

But as DD says, one has to follow one's interests. That's just one path. If one isn't 
interested there are other paths. For example one can read DD's stuff. All of it. 
People who seriously care are able to find more than just his two published 
books. A lot more. There's a ton.

Or one can read Rand. Or Feynman. Or Godwin. Or, even many lesser authors 
are good enough to get started -- one can make progress which can enable one 
then to have better interests.

Reading is not the only option, but it's a very good one which has cultural 
support: our culture approves of reading, publishes books, etc... And a lot of the 
best thinkers choose to write books. Even Feynman who generally didn't like to 
write, ended up with a bunch of books, since people wanted him to have books 



and helped create them.

Socrates is an example of someone who didn't write. That's a shame as BoI 
points out.

Another path to progress is wanting to be really really good at something. World 
class. The best. Wanting to be pretty good works too but not as well. The more 
seriously you take it, the better. The reason is that mistakes won't stop you from 
being pretty good. But if you want to be the best then every mistake matters. So 
trying to be really good at anything from Starcraft II to tennis involves identify and 
correcting mistakes, and learning things.

There are various ways people can get stuck. (None of the major ones have to do 
with one's brain thinking too slow, btw.) They mostly have to do with irrationality. 
People think themselves into a corner or a loop. They make mistakes and cling to 
those mistakes and prevent themselves from learning better. That kind of thing. 
(This is a reason philosophy is of importance to everyone -- to help stop that from 
happening.)

One of the common ways people get stuck in philosophy is they reject and 
criticize stuff before they understand it -- favoring their existing biases -- and 
never learn enough about it. It's important to do better than our biases and use 
methodologies that don't favor our pre-existing ideas just because they are ours.

Trying to object to ideas often isn't the best way to find out how they fit together 
and what they say. And often objections go away and get answered incidentally 
while learning more.

If one does wish to make objections, the crucial thing to do is make them clear 
and specific (and thus refutable). Vague objections, like vague ideas in general, 
are immune to criticism on the basis of no one knows what they actually assert. 
They can't be answered, and they can't really be considered objections because 
they don't really mean anything specific.

Vague statements are often caused by not knowing a lot about something. As 
one learns more, one learns more specifics. It's important to improve ideas to the 
point that they can be criticized or considered as possibly true, both of which 
require they not be too vague.

Ironically the attitude that throws out objections (even bad or vague objections) to 



ideas one encounters and initially dislikes (generally due to pre-existing bias) is 
closely related to anti-critical attitudes.

There is an underlying mistake which is the idea that we can build up and support 
ideas and if we do that then even if there are a few criticisms of them it doesn't 
matter since the support outweighs the criticism. And similar to this is the mistake 
that if we throw out a bunch of bad objections to an idea they will somehow add 
up.

The critical attitude respects individual criticisms. If a criticism is bad (is itself 
criticized) then it has no value because we respect the criticism of it. If it's good, 
the idea it criticizes is gone. You can't ever just ignore criticisms or add up 
several. They have to be individually judged on their merits and stand on their 
own.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Bottlenecks
Date: June 19, 2011 at 11:39 PM

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: [BoI] Bottlenecks
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 7:51 PM

On Jun 19, 2011, at 4:03 PM, Michael Golding wrote:

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us>
wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re:

Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 6:47 PM

On Jun 19, 2011, at 3:41 PM, Michael Golding
wrote:

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us>
wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re:
Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 6:13 PM

On Jun 13, 6:12 pm, Elliot Temple



<c...@curi.us>
wrote:

On Jun 9, 2011, at 1:42 PM,

William wrote:
All real-world physical minds create
new
knowledge
(their thinking
speed) at a rate proportionate to the
mental
assets
(working memory,
specialist processing modules)
available to
them.

No. This is an assertion which requires
an
argument. What
is the argument?

Michael says
It does not have to be proportional. But it
would
surely be less if you slowed the "clock speed" of
our brain
down (say by safely freezing the brain and
allowing a person
to think just 2-minutes every 24 hours.)

Elliot says
If something else is the bottleneck, then it
wouldn't
matter, unless it was slowed down enough that it
became the
bottleneck.



Similarly, if something else is the bottleneck, it
wouldn't
matter if it was speeded up.

Hi.

Any bottleneck that is not a law of physics can be
eliminated with enough knowledge.  David has pointed
out that waiting for evidence (for example to eliminate a
rival theory) may not necessarily be overcome with increased speed of
thinking.

But it might be. With other newly created knowledge, it is
possible that another way of
gaining different knowledge could be obtained that one does not have to
wait for (to get past the seeming bottleneck) to the extent
that one learns more about something else that then becomes
helpful. 

I don't know whether the laws of physics mandate that
knowledge must be obtained no faster than a particular rate?
What argument causes you to think that we are at that rate
(if you do)?

Faster rates of acquiring knowledge (at least as fast
as the laws of physics allow) are surely helpful unless we
are at that hypothetical physical limit, because they
increase knowledge density and therefore the efficiency of
evolution.

Elliot says:
What is a bottleneck?

Consider a computer running some software slowly and the
user wants to speed it up by a hardware upgrade.



For example, he might get a new CPU (processing speed), new
GPU (graphics speed), new RAM (memory), or an SSD (faster
hard drive).

Suppose he only upgrades one of these things.

In general, three out of four of these upgrades will not
help with his problem.

Michael says,
"If each of the processors are universal explainers (in one mind), then speeding 
up one of them will help solve the problems of the other.  Random mutation, 
recombination, and error correction simply are more efficient if we are able to 
utilize them at faster speeds."

Let's consider an example. MG mentioned that our brain
speed might not help if we were waiting for more evidence.
In that case, evidence acquiring is the bottleneck. He
pointed out that we can address the evidence acquiring
issue. That is correct. But the point is we cannot address
the evidence acquiring issue by getting faster brain speeds.

That's not necessarily true.  The same theory can be eliminated by multiple 
different routes. For example, theories in physics could be applicable (with 
extensions) to economics and vice versa. If we speed up other routes and create 
knowledge from them, it is quite possible that those routes lead to elimination of a 
rival theory, when we otherwise would have had to wait for evidence to eliminate 
a theory (if we approached the problem from a different route.)

We have to start by doing something to address the current
bottleneck (find a way to get evidence faster).

When a current bottleneck is addressed, something else
becomes the new bottleneck (new weakest link). So then we
should address that.



We can't always predict what the "weakest link" is. Making mental evolution more 
efficient (by knowing how to usefully change speed of processing), however, is (in 
general) one reasonable strategy for many many problems because it makes 
evolution more efficient. And doctors use it frequently, already.

It could easily be that there is currently no hardware
bottleneck: all aspects of hardware are being used at less
than max capacity.

It could be.  Better thinking will certainly help. But that's also one reason to 
sometimes utilize neuro-active medications that doctor's currently use to change 
processing speed which can increase the efficiency of knowledge creation. (see 
below).

If we increase a person's efficiency in using his current hardware, he may learn to 
utilize the non-used hardware. This can be done with medicines or by learning 
new theories.

But certainly you are right that developing new (higher level) theories of how to 
properly utilize the additional hardware (that we already have) or learning how to 
add external hardware (if it is easier to utilize) is important in allowing us to 
increase the rate of mutation, recombination, and error correction -- thus 
increasing the efficiency of evolution.

For example, the brain does allow us (a bit) to increase speed of processing just 
by thinking, because various patterns of neural firing apparently change the 
relative thickness and usefulness of the coverings around nerves, which can help 
with speed of nerve conduction.

Within a few decades, surgeons and neuroscientists will be changing the speed 
of neural conduction in people with obvious problems with speed of neural 
conduction (for example those with MS).  No doubt doctors will use variations of 
the technique to help those who are normal, also.

And yes of course, when surgeons are doing this they will need a theory of how 
to usefully increase speed.  I don't believe in induction, either. The surgeons will 
have to develop an explanatory theory of how to do that.



Equally importantly, doctors already use medicines to increase and decrease 
speed of brain processing in people with many conditions, and this helps them to 
be more efficient utilizers of mental-evolution (to create knowledge more 
efficiently). Cognitive enhancers are coming (actually they have already arrived in 
many circumstances). The future is now.

To my knowledge it does not violate the laws of physics to use the brain as a 
more efficient tool of the mind. Right? What's the problem?  Doctors help people 
by changing the brain's speed of processing all the time.

Thus the assumption that speeding up human brains would
result in faster knowledge creation is naive and should be
tentatively considered false (pending some argument that,
for some reason, that really is the bottleneck).

That's not quite the assumption, Elliot!

It is rather that knowledge helps us to *usefully* increase (and decrease) speed, 
because scientists are developing meta-knowledge about how to increase the 
efficiency of knowledge-evolution. Many doctors already have some of that 
knowledge.

The meta-knowledge that doctors already have (to increase the efficiency of 
knowledge-evolution) often involves using medications.  These often increase 
patients' ability to create knowledge, so minds are filled with more dense 
knowledge, which then increases the rate of knowledge acquisition and the depth 
of theories subsequently created.

Patients treated with neuro-active medicines often have wonderful futures of 
knowledge creation, because doctors had a conjecture that they could help the 
efficiency of their evolutionary knowledge-creation process (by giving medications 
that can only work by change speed of processing.)

Why are you saying my ideas are naive? Did you not know this is being done?



In order to get a large improvement in knowledge creation
speed, we have to first get a small improvement, and then
another small improvement, and so on. We need one step after
another each of which makes progress.

That means we need to start with something that will be
effective today. If we start with CPU speed and it has no
concrete benefits for a century,

The future is now.  Doctors have been doing it for 50 years and they keep getting 
better.

 What we
should aim for is progress that helps us make more progress
(now), not progress that we guess may be useful in the
distant future. (And who knows? We can't foresee the future
well and don't know what we'll need then. Plus we need
progress now in order to protect ourselves from meteors. We
don't want to die with a bunch of for-the-future
improvements waiting to be used.)

The BoI perspective is basically that the current
bottleneck is anti-rational memes. Open and rational
societies create knowledge much better than closed and
anti-rational societies. Anti-rational memes prevent people
from using their brain to its maximum capacity.

Of course we need to eliminate anti-rational memes.  So let's start right now.  
Eliminate the idea that learning how to change (increase and decrease) 
processing speed has not done anything or won't for a long time. It obviously has. 
How else can neuro-active medicines possibly work?

But I certainly do agree with you that learning to be moral, compassionate, 
knowledge-creating people is the most important thing. And that usually requires 
no medication or surgery.  We can make the world much better by learning to be 
better people.



The book *The Beginning of Infinity* does help us to learn to be that way. But one 
doesn't have to say that, for example, television is unimportant because morality 
is more important.

Similarly, one does not have to say that making the brain more efficient by 
changing processing speed is irrelevant because morality is more important.  
Why can't we assume that both complement each other?

Take Care,
Michael



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bottlenecks
Date: June 19, 2011 at 11:56 PM

On Jun 19, 2011, at 8:39 PM, Michael Golding wrote:

Of course we need to eliminate anti-rational memes.  So let's start right now.  
Eliminate the idea that learning how to change (increase and decrease) 
processing speed has not done anything or won't for a long time.

Are you trying to claim that

the idea that learning how to change (increase and decrease) processing speed 
has not done anything or won't for a long time

is an anti-rational meme?

Can you explain how it connects to the concept of an anti-rational meme as 
explained in BoI?

It obviously has.

The BoI view is that nothing is obvious. What is a criticism of it?

The book *The Beginning of Infinity* does help us to learn to be that way. But 
one doesn't have to say that, for example, television is unimportant because 
morality is more important.

Can you clarify what your point about television is? What do people say about 
television and what do you say?

If each of the processors are universal explainers (in one mind), then speeding 
up one of them will help solve the problems of the other.



You're claiming that evolution produced multiple fully capable minds within the 
brain? Or do you mean multiple minds within one mind (what does that even 
mean?). The problem of how one mind would evolve per person is hard enough, 
isn't it? Why posit several? Having one would reduce the selection pressure a 
great deal for more.

Having several minds requires also mechanisms for them to communicate and for 
their thinking to be organized and so on. So for example they either have to 
"discuss" some decisions and make them jointly (can be quite hard). Or if they do 
not share decisions but are specialized, then you run into the issue of minds 
which wish to change careers. Or minds which are basically slaves and not 
allowed to use their full potential while the one in-charge mind (the conscious 
mind) rules them. Or something.

This whole concept raises lots of problems. And, prima facie, it badly violates 
common sense. You've asserted it without explaining how it is compatible with 
common sense or answering the readily available objections. Can you provide 
answers to all the problems it raises?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Bottlenecks
Date: June 20, 2011 at 12:12 AM

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bottlenecks
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 11:56 PM

On Jun 19, 2011, at 8:39 PM, Michael Golding wrote:

Of course we need to eliminate anti-rational
memes.  So let's start right now.  Eliminate the
idea that learning how to change (increase and decrease)
processing speed has not done anything or won't for a long
time.

Are you trying to claim that

the idea that learning how to change (increase and
decrease) processing speed has not done anything or won't
for a long time

is an anti-rational meme?

Can you explain how it connects to the concept of an
anti-rational meme as explained in BoI?

It obviously has.

The BoI view is that nothing is obvious. What is a
criticism of it?

Hi Elliot,



You truncated my quote.
I will requote it.

"Of course we need to eliminate anti-rational memes.  So let's start right now.  
Eliminate the idea that learning how to change (increase and decrease) 
processing speed has not done anything or won't for a long time. It obviously has. 
How else can neuro-active medicines possibly work?"

Can you explain how neuro-active medicines can help completely restore people 
who have major difficulties thinking, if not by changing processing speed and 
therefore the rate of creation of knowledge?

Take Care,

Michael



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Bottlenecks
Date: June 20, 2011 at 1:02 AM

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bottlenecks
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 11:56 PM

On Jun 19, 2011, at 8:39 PM, Michael Golding wrote:

Of course we need to eliminate anti-rational
memes.  So let's start right now.  Eliminate the
idea that learning how to change (increase and decrease)
processing speed has not done anything or won't for a long
time.

Are you trying to claim that

the idea that learning how to change (increase and
decrease) processing speed has not done anything or won't
for a long time

is an anti-rational meme?

Can you explain how it connects to the concept of an
anti-rational meme as explained in BoI?

It obviously has.

The BoI view is that nothing is obvious. What is a
criticism of it?

The book *The Beginning of Infinity* does help us to



learn to be that way. But one doesn't have to say that, for
example, television is unimportant because morality is more
important.

Can you clarify what your point about television is? What
do people say about television and what do you say?

If each of the processors are universal explainers (in
one mind), then speeding up one of them will help solve the
problems of the other. 

You're claiming that evolution produced multiple fully
capable minds within the brain? Or do you mean multiple
minds within one mind (what does that even mean?). The
problem of how one mind would evolve per person is hard
enough, isn't it? Why posit several? Having one would reduce
the selection pressure a great deal for more.

Hi.

I posit several because it would be more efficient to have specialization of 
function. And there is some corroborating evidence.

With split brain experiments (severed corpus collosum), one mind is able to talk, 
while another is not. (But the other side is able to read). Clever experiments have 
been created which allow communication with each mind separately (in the same 
body).   One mind controls one arm and the other mind controls the other arm.  If 
one is clever enough (and the experimenters have been), one can get one arm to 
fight with the other. The minds can disagree, for example, in the same person.

So it is quite possible for a brain to have more than one quasi-independent 
specialized thinking entity, which can then become completely independent after 
certain surgeries.

The weird part is how one mind lies so easily to try to attribute the body's 
behavior to its own thinking, when it is obvious from the experimental protocol 
that the behavior was caused by the other mind.



So for example, one mind will be instructed by the experimenters to get a soda.  
The body will get up and get a soda.  But the other mind does not know that the 
experimenters have given that instruction to the other mind.

When the mind that did not get the instruction is asked why the body went and 
got a soda, he will often respond, "Because I was thirsty." (Though the event did 
not occur because the person was thirsty.  The event occurred because the 
experimenter instructed the other mind to get a soda.)

So even though a mind did not know why he did something, when asked, he will 
come up with a reason ("confabulate" a reason).

Weird stuff.

Take Care,

Michael Golding



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Re: Opportunities and Challenges for MWI
Date: June 20, 2011 at 1:52 AM

----- Original Message -----
From: hibbsa <hibbsa@yahoo.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Sunday, 19 June 2011, 23:50
Subject: [BoI] Re: Opportunities and Challenges for MWI

We seem to be in a break-through period in terms of emergence of new
resolutions and tools for observing wave function phenonema. This
report is about a new technique capable of monitoring the path taken
by photons in two slit experiments. The authors say that their
findings are consistent with Bohmian Mechanics Theory which is a fully
mathematical QM interpretation whereby the position and trajectories
of photons are set by the wave function in a fully deterministic
process. Which if the case would possibly falsify MWI. So that's

the
challenge to MWI.

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit-...

The opportunity is that in a period of gathering
'break-through'

events in QM it is surely possible for such a far ranging
interpretation of QM to come up with a non-trivial prediction for
something soon to become measurable, that can't be predicted from

QM
equations alone?

 The MWI has no challenge to meet. The MWI takes quantum mechanics 
seriously

as a description of the real world. Some interpretations of QM, such as the
Copenhagen interpretation, are too vague and self-contradictory to be stated
clearly never mind tested. With other theories, such as the Bohm theory, it is
unclear whether the theory is just the MWI with unnecessary complications, or

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit


whether the theory's advocates are trying to produce a different theory with
different implications.

Hi Alan - You could be right though Kohn theory predates MWI by
several years...and doesn't ask for multiple universes which would
appear to be a significant difference.

It says the Schrodinger equation is true and then adds stuff to it: particles. The 
Schrodinger equation implies the existence of the multiverse, so their theory 
includes the multiverse whether they claim it does or not. The particles are the 
significant difference and they make the theory worse unless they produce some 
new and better explanation, and no such explanation has been proposed.

Also - it's a mathematical model that appears to also make at least
one prediction - that of the trajectories, whiich may have been
confirmed just now. 

What they measured - the probabilities of particles turning up at specific places - 
was already in QM. So QM predicted and explained the outcome of the 
experiment. They then took those results and did some maths and produced 
"trajectories". This experiment would only be any good if the Bohm theory had 
made a different prediction about what will be measured then QM and that 
prediction had turned out to be true.

Further - it appears to deliver the world back to
determinism while adding new explanations not found in QM such as why
the appearance of randomness.

QM is deterministic. Given the appropriate initial data, how the multiverse will 
evolve is fixed. QM also explains randomness. When you do an experiment there 
will be a copy of you later for every possible outcome, but there is no fact of the 
matter about which copy you will be because all of the copies doing the 
experiment are currently fungible. Read BoI.

A non-trivial prediction confirmed, such as has just now occured
regarding the trajectories, would appear a potentially signficant
moment? Also...I'm curious why you regard MWI as the interpretation to
beat....what does MWI better explain than bohn thory in your view.



See above.

 Non-MWI interpretations have various theoretical and experimental
challenges to meet. One such challenge is to come up with a prediction
that's different from the MWI and test it.

Could the trajectories be such a prediction? What does MWI say about
the trajectories?

 The authors of this paper have failed to do that. They rely on the work of
Wiseman to define the "trajectories" as they state here:

Alan - unless I understand what they did wrong, what you say here
looks unintentionally misleading. Didn't Wiseman come up with a tool/
method? The new value of this work would be the results of applying
that tool to single protons in two slit experiments..for the first
time.It's not a paper containing new theory, but it is a significant
piece of work for what it is, because it's a first and because the
measurements appears to have confirmed a non-trivial prediction in a
QM interpretation.

Wiseman's formalism makes no predictions that disagree with QM, so it can't 
empirically test the Bohm theory.

The trajectories would be a possible falsification if MWI describes
the trajectories from its own interpretation in non-vague ways. Or if
that precise arrangement of trajectories in a single universe was
unexpected/difficult to explain. Another interesting result is that
the photon has been confirmed going through just slit. Does this mean
anything for superposition?

Or am I reading too much into these results?

Yes, you are.

 http://www.aip.org.au/Congress2010/Abstracts/Monday%206%20Dec%20-

http://www.aip.org.au/Congress2010/Abstracts/Monday%206%20Dec%20-%20O


%20O...

 Wiseman fudges the issue, but his paper seems to indicate that his theory
makes the same predictions as QM, see his paper

Why is it a fudge? It looks like a powerful new tool to me that will
see new ground broken every time it is applied...at least for a while.

It's a fudge because he seems to insinuate he's making new predictions, but 
actually he's not.

 http://arxiv.org/abs/0706.2522.

 So if the people who did this test just tested what Wiseman was saying they
haven't done anything to test Bohm versus the MWI

I don't think this is correct Alan because what Wiseman contributed
was a method, and what these guys did was apply that method in a
specific context, and what their results show is that the method works
very well and they were able to accurate measure the trajectories in
real life physical experiments....wh. ich agree with bohn's prediction
from his 

Unless those predictions differ from those of QM with respect to what they 
actually measure, the experiment is irrelevant to that issue.

Alan

http://www.aip.org.au/Congress2010/Abstracts/Monday%206%20Dec%20-%20O
http://arxiv.org/abs/0706.2522


From: David Deutsch <david.deutsch@qubit.org>
Subject: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 20, 2011 at 5:50 AM

On 20 Jun 2011, at 4:56am, Elliot Temple wrote:

You're claiming that evolution produced multiple fully capable minds within the 
brain? Or do you mean multiple minds within one mind (what does that even 
mean?). The problem of how one mind would evolve per person is hard enough, 
isn't it? Why posit several? Having one would reduce the selection pressure a 
great deal for more.

Having several minds requires also mechanisms for them to communicate and 
for their thinking to be organized and so on. So for example they either have to 
"discuss" some decisions and make them jointly (can be quite hard). Or if they 
do not share decisions but are specialized, then you run into the issue of minds 
which wish to change careers. Or minds which are basically slaves and not 
allowed to use their full potential while the one in-charge mind (the conscious 
mind) rules them. Or something.

This whole concept raises lots of problems. And, prima facie, it badly violates 
common sense.

People who have had split-brain operations definitely have two human-level 
thinking entities in them.

It's interesting that although the halves of the brain are normally connected by 
what seems to be a high-bandwidth connector, the person(s?) doesn't seem to be 
drastically impaired by the loss of that connection. That must be because they still 
receive information about each other from their effects on their body and the 
environment, and can thereby work around the hardware disability. From 
experiments in which they are artificially deprived of all this information, we can 
tell that they achieve this coordination by confabulating reasons for each other's 
behaviour. Doing this reasonably accurately is of course a fully human-level 
creative task.

Although I have seen an episode of House in which the two halves of a split brain 
had sharply different opinions about what they should do, I think this is very rare 
in real life: usually the confabulation is accurate enough not only to model each 
mind inside the other well enough to coordinate everyday behaviour, but also to 



resolve high-level differences of opinion between them.

-- David



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Opportunities and Challenges for MWI
Date: June 20, 2011 at 6:24 AM

On 20 Jun 2011, at 6:52am, Alan Forrester wrote:

Unless those predictions differ from those of QM with respect to what they 
actually measure, the experiment is irrelevant to that issue.

It's not only journalists who seem blind to this elementary logical point about 
scientific experimentation, it's often physicists themselves. And in my experience 
it's *only* in regard to the interpretation of quantum mechanics that otherwise 
competent physicists make this mistake.

Why do they? Well, physicists who have adopted Everett's theory do not make it. 
So, as far as I can tell, the mistake happens like this. By some process still not 
understood, physics education embeds an anti-rational meme into most 
physicists in regard to the interpretation of quantum mechanics. It installs a very 
finely-tuned disability to think logically in regard to certain aspects of 
measurement and causation in quantum physics. People accommodate this 
hangup into their wider scientific knowledge and personality in all sorts of ways 
that differ from one person to another.

Normally it is second nature to a physicist (first nature, even) that when asked 
how physical processes will behave in a certain situation, they will translate the 
situation into equations and then express the relevant laws of physics in 
equations too and then solve the resulting system of equations. In regard to 
quantum theory, the anti-rational meme kicks in under some circumstances and 
gives a different answer, *and* places the victim in a state of mind where they 
believe that *that* is quantum theory's answer to the question. Occasionally, 
however, they *also* solve the equations, as they have been trained to do. What 
happens next?

Usually the different answer is just 'wave function collapse' or its equivalents, in 
which case the two answers will not differ in their experimental predictions in 
currently-feasible experiments. So nothing much happens: the person talks 
equivocal nonsense but this does not affect anything except how embarrassing 
he looks to Everett people and to future generations.

But occasionally the accommodations he has made while incorporating the 



hangup (which he thinks of as a new and improved 'interpretation of quantum 
theory') force him to extend the hangup into making testable predictions. Now he 
thinks that *those* are entailed by 'normal quantum theory' and that the results of 
his calculation are from his new 'interpretation' (yes, this logic is the wrong way 
round; don't blame me for that) and show a deeply mysterious, new, testable 
phenomenon. Don't ask him whether this phenomenon is itself entailed by 
quantum theory or not: he can't hear the question. So he does the experiment. It 
corroborates the prediction. He is amazed and delighted and issues press 
releases. And then journalists e-mail me and ask whether I have any comments 
on the latest experimental refutation of the Everett interpretation.

-- David



From: Michael Golding <mlionson428@yahoo.com>
Subject: [BoI] Naive and False (was [BOI]: Bottlenecks)
Date: June 20, 2011 at 11:45 AM

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us> wrote:

Thus the assumption that speeding up human brains would
result in faster knowledge creation is naive and should be
tentatively considered false (pending some argument that,
for some reason, that really is the bottleneck).

Any relevant “bottleneck” that is not a law of physics can be overcome with 
enough knowledge. Therefore bottlenecks can be more easily overcome by 
increasing the efficiency of the knowledge-evolutionary process itself, since one 
extra bit of knowledge helps one to create other bits of knowledge – including 
knowledge that helps one get around a bottleneck!  Meta-knowledge is very 
useful in that way.  It can apply to all kinds of things, including getting through (or 
possible around) bottlenecks.

Creating meta-theories about how to increase speed of knowledge creation (by 
for example learning to increase useful processing speed) is one component of a 
meta-theory about how to increase the efficiency of knowledge-evolution. 
Stopping irrationality is obviously also important!

In fact I agree with Elliot that creating more knowledge about morality is a more 
pressing problem than usefully increasing the processing speed of our brain, but 
we can work on many things at once.

I’m not sure what Elliot means by “speeding up human brains”. If he is not 
referring to what I have been talking about, then he hasn’t refuted what I’ve said.

I will therefore assume that Elliot has been referring to the processing speed 
changes that I have been talking about, so that his argument could be valid.

David Deutsch has argued that the only way that biological factors (for example 
drugs, genes, and surgery) can influence our minds is by changing processing 
speed.



To those on this list who agree with Elliot that increasing processing speed (and I 
would add also lowering it) -- in Elliot’s words -- can be “tentatively considered 
false”, as a currently useful means of increasing the rate of knowledge evolution, I 
pose the following (gentle) challenge:

How do neuro-active drugs and surgery help people who are not thinking well to 
think well again? How do they help our (presumably normal) fighter pilots when 
they take them before important missions? Can their improvement “tentatively 
(be) considered false”?

Is David Deutsch’s argument mistaken that unintelligent biological influences (like 
drugs, genes, etc.) are only able to influence processing speed and memory?  If 
the argument is not mistaken, then intelligently influencing processing speed 
must be the biological precipitant of their salutary mechanism of action.

If David’s argument is mistaken (that biological effects on the mind are 
precipitated by changing processing speed and memory), how is it mistaken?

Thanks.

Michael



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Inductivism
Date: June 20, 2011 at 12:21 PM

On Jun 19, 2011, at 10:53 AM, Michael Golding wrote:

From *The Beginning of Infinity* pg 104.

Why do you think inductivists do not understand this piece of reasoning?

"Before a discovery is made, no predictive process  could reveal the content  or 
the consequences of that discovery.  For if it could, it would be that discovery. 
So scientific discovery is profoundly unpredictable, despite the fact that it is 
determined by the laws of physics".

Can you give an account of induction, in four sentences or less, that you think 
doesn't contradict this?

Thanks.

-J



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Bottlenecks
Date: June 20, 2011 at 12:49 PM

On Sun, Jun 19, 2011 at 9:12 PM, Michael Golding <mlionson428@yahoo.com> 
wrote:

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bottlenecks
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 11:56 PM

On Jun 19, 2011, at 8:39 PM, Michael Golding wrote:

Of course we need to eliminate anti-rational
memes.  So let's start right now.  Eliminate the
idea that learning how to change (increase and decrease)
processing speed has not done anything or won't for a long
time.

Are you trying to claim that

the idea that learning how to change (increase and
decrease) processing speed has not done anything or won't
for a long time

is an anti-rational meme?

Can you explain how it connects to the concept of an
anti-rational meme as explained in BoI?

It obviously has.

The BoI view is that nothing is obvious. What is a



criticism of it?

Hi Elliot,

You truncated my quote.
I will requote it.

"Of course we need to eliminate anti-rational memes.  So let's start right now.  
Eliminate the idea that learning how to change (increase and decrease) 
processing speed has not done anything or won't for a long time. It obviously 
has. How else can neuro-active medicines possibly work?"

Can you explain how neuro-active medicines can help completely restore 
people who have major difficulties thinking, if not by changing processing speed 
and therefore the rate of creation of knowledge?

Drinking tea causes sensations internally. Information about this is
sent to the brain. The mind interprets this information. Depending on
the mind's interpretation, it may help a person. People with certain
interpretations of tea and some other ideas can use tea to help change
from being sad to happy. Changing from being sad to happy can, as a
consequence, help people think better.

This change is not accomplished by a change in processing speed.

Sometimes people drink tea and nothing much happens. The help depends
on the person's ideas. There are no medicines which cure thinking
difficulties in a way independent of a person's ideas.

Changes in processing speeds are also incapable of always being a good
thing independent of a person's ideas.



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Inductivism
Date: June 20, 2011 at 1:28 PM

--- On Mon, 6/20/11, Justin Mallone <justinceo@gmail.com> wrote:

From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Inductivism
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 12:21 PM

On Jun 19, 2011, at 10:53 AM, Michael Golding wrote:

From *The Beginning of Infinity* pg 104.

Why do you think inductivists do not understand this
piece of reasoning?

"Before a discovery is made, no predictive
process  could reveal the content  or the
consequences of that discovery.  For if it could, it
would be that discovery. So scientific discovery is
profoundly unpredictable, despite the fact that it is
determined by the laws of physics".

Can you give an account of induction, in four sentences or
less, that you think doesn't contradict this?

Thanks.

-J

Hi Justin,

I can't.  Can you? That's why I don't understand why that paragraph is not a 
definitive refutation of inductivism. Four sentences (smile).

Take Care,
Michael



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Bottlenecks
Date: June 20, 2011 at 1:39 PM

--- On Mon, 6/20/11, Anonymous Person <unattributedemail@gmail.com> wrote:

From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Bottlenecks
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 12:49 PM
On Sun, Jun 19, 2011 at 9:12 PM,
Michael Golding <mlionson428@yahoo.com>
wrote:

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us>
wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bottlenecks
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 11:56 PM

On Jun 19, 2011, at 8:39 PM, Michael Golding
wrote:

Of course we need to eliminate anti-rational
memes.  So let's start right now.  Eliminate

the
idea that learning how to change (increase and

decrease)
processing speed has not done anything or won't

for a long
time.

Are you trying to claim that

the idea that learning how to change
(increase and



decrease) processing speed has not done anything
or won't

for a long time

is an anti-rational meme?

Can you explain how it connects to the concept of
an

anti-rational meme as explained in BoI?

It obviously has.

The BoI view is that nothing is obvious. What is
a

criticism of it?

Hi Elliot,

You truncated my quote.
I will requote it.

"Of course we need to eliminate anti-rational memes.
 So let's start right now.  Eliminate the idea that
learning how to change (increase and decrease) processing
speed has not done anything or won't for a long time. It
obviously has. How else can neuro-active medicines possibly
work?"

Can you explain how neuro-active medicines can help
completely restore people who have major difficulties
thinking, if not by changing processing speed and therefore
the rate of creation of knowledge?



Drinking tea causes sensations internally.

Hi.

How does it cause sensations that people feel? Does it cause sensations that 
people interpret in a predictable way? So for example, our military would insist on 
using tea on very long missions then what they do use to help pilots.

Thanks.

Michael Golding



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Inductivism
Date: June 20, 2011 at 1:45 PM

On Mon, Jun 20, 2011 at 10:28 AM, Michael Golding 
<mlionson428@yahoo.com> wrote:

--- On Mon, 6/20/11, Justin Mallone <justinceo@gmail.com> wrote:

From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Inductivism
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 12:21 PM

On Jun 19, 2011, at 10:53 AM, Michael Golding wrote:

From *The Beginning of Infinity* pg 104.

Why do you think inductivists do not understand this
piece of reasoning?

"Before a discovery is made, no predictive
process  could reveal the content  or the
consequences of that discovery.  For if it could, it
would be that discovery. So scientific discovery is
profoundly unpredictable, despite the fact that it is
determined by the laws of physics".

Can you give an account of induction, in four sentences or
less, that you think doesn't contradict this?

Thanks.

-J

Hi Justin,

I can't.  Can you? That's why I don't understand why that paragraph is not a 



definitive refutation of inductivism. Four sentences (smile).

Most inductivists would not know what that paragraph has to do with induction.

There are simpler refutations of induction, which engage with it more
directly, which they also don't understand.

Knowledge is hard to come by. It's easy to make mistakes. The real
issue is not refuting induction but teaching them a different way (in
enough detail/substance to be actually be used, in practice).

Here's a statement of induction:

Correlations/patterns strongly hint at causation. Finding
correlations/patterns is the main process of discovery. We indeed
cannot know what correlations/patterns we will find before we find
them. If correlations/patterns didn't hold into the future then
scientific laws wouldn't apply to the future either.

That BoI paragraph doesn't refute this.



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Inductivism
Date: June 20, 2011 at 1:54 PM

--- On Mon, 6/20/11, Anonymous Person <unattributedemail@gmail.com> wrote:

From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Inductivism
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 1:45 PM
On Mon, Jun 20, 2011 at 10:28 AM,
Michael Golding <mlionson428@yahoo.com>
wrote:

--- On Mon, 6/20/11, Justin Mallone <justinceo@gmail.com>
wrote:

From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Inductivism
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 12:21 PM

On Jun 19, 2011, at 10:53 AM, Michael Golding
wrote:

From *The Beginning of Infinity* pg 104.

Why do you think inductivists do not
understand this

piece of reasoning?

"Before a discovery is made, no predictive
process  could reveal the content  or the
consequences of that discovery.  For if it could,

it
would be that discovery. So scientific discovery

is



profoundly unpredictable, despite the fact that it
is

determined by the laws of physics".

Can you give an account of induction, in four
sentences or

less, that you think doesn't contradict this?

Thanks.

-J

Hi Justin,

I can't.  Can you? That's why I don't understand why
that paragraph is not a definitive refutation of
inductivism. Four sentences (smile).

Most inductivists would not know what that paragraph has to
do with induction.

There are simpler refutations of induction, which engage
with it more
directly, which they also don't understand.

Knowledge is hard to come by. It's easy to make mistakes.
The real
issue is not refuting induction but teaching them a
different way (in
enough detail/substance to be actually be used, in
practice).

Here's a statement of induction:

Correlations/patterns strongly hint at causation. Finding
correlations/patterns is the main process of discovery.

Hi.



That last sentence does contradict the above paragraph by DD.

How could one find a discovery without (first) making a discovery of where to 
look?

Michael



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Bottlenecks
Date: June 20, 2011 at 1:57 PM

On Mon, Jun 20, 2011 at 10:39 AM, Michael Golding 
<mlionson428@yahoo.com> wrote:

--- On Mon, 6/20/11, Anonymous Person <unattributedemail@gmail.com> 
wrote:

From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Bottlenecks
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 12:49 PM
On Sun, Jun 19, 2011 at 9:12 PM,
Michael Golding <mlionson428@yahoo.com>
wrote:

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us>
wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bottlenecks
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 11:56 PM

On Jun 19, 2011, at 8:39 PM, Michael Golding
wrote:

Of course we need to eliminate anti-rational
memes.  So let's start right now.  Eliminate

the
idea that learning how to change (increase and

decrease)
processing speed has not done anything or won't

for a long
time.



Are you trying to claim that

the idea that learning how to change
(increase and

decrease) processing speed has not done anything
or won't

for a long time

is an anti-rational meme?

Can you explain how it connects to the concept of
an

anti-rational meme as explained in BoI?

It obviously has.

The BoI view is that nothing is obvious. What is
a

criticism of it?

Hi Elliot,

You truncated my quote.
I will requote it.

"Of course we need to eliminate anti-rational memes.
 So let's start right now.  Eliminate the idea that
learning how to change (increase and decrease) processing
speed has not done anything or won't for a long time. It
obviously has. How else can neuro-active medicines possibly
work?"

Can you explain how neuro-active medicines can help
completely restore people who have major difficulties



thinking, if not by changing processing speed and therefore
the rate of creation of knowledge?

Drinking tea causes sensations internally.

Hi.

How does it cause sensations that people feel?

For example, tea is warm and the throat has nerves which can detect 
temperature.

Does it cause sensations that people interpret in a predictable way?

The interpretation depends on a person's ideas.

In closed societies, it can be predicted by considering other people
who had the same life previously.

In open societies, people can be predicted to converge on the truth,
eventually. Until some deep truths about tea are known and the
knowledge is widespread, useful tea predictions are hard to come by.

Prediction is actually the wrong way to think about people qua people.
A better approach is explanation.



From: Elliot Temple <curi@curi.us>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 20, 2011 at 2:35 PM

On Jun 20, 2011, at 2:50 AM, David Deutsch wrote:

On 20 Jun 2011, at 4:56am, Elliot Temple wrote:

You're claiming that evolution produced multiple fully capable minds within the 
brain? Or do you mean multiple minds within one mind (what does that even 
mean?). The problem of how one mind would evolve per person is hard 
enough, isn't it? Why posit several? Having one would reduce the selection 
pressure a great deal for more.

Having several minds requires also mechanisms for them to communicate and 
for their thinking to be organized and so on. So for example they either have to 
"discuss" some decisions and make them jointly (can be quite hard). Or if they 
do not share decisions but are specialized, then you run into the issue of 
minds which wish to change careers. Or minds which are basically slaves and 
not allowed to use their full potential while the one in-charge mind (the 
conscious mind) rules them. Or something.

This whole concept raises lots of problems. And, prima facie, it badly violates 
common sense.

People who have had split-brain operations definitely have two human-level 
thinking entities in them.

It's interesting that although the halves of the brain are normally connected by 
what seems to be a high-bandwidth connector, the person(s?) doesn't seem to 
be drastically impaired by the loss of that connection. That must be because 
they still receive information about each other from their effects on their body 
and the environment, and can thereby work around the hardware disability. 
From experiments in which they are artificially deprived of all this information, 
we can tell that they achieve this coordination by confabulating reasons for each 
other's behaviour. Doing this reasonably accurately is of course a fully human-
level creative task.

Although I have seen an episode of House in which the two halves of a split 
brain had sharply different opinions about what they should do, I think this is 



very rare in real life: usually the confabulation is accurate enough not only to 
model each mind inside the other well enough to coordinate everyday 
behaviour, but also to resolve high-level differences of opinion between them.

Can you provide a scientific paper on this -- which you consider not to be 
mistaken -- or something like that?

Do they do anything to address the possibility that normal people have one mind 
with redundancy?

Do they track how much the split minds get out of sync over time? Is there any 
recorded evidence about that? What happens if there is a split and then one mind 
develops a new substantive philosophy (e.g. Objectivism, when it was new)?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Bottlenecks
Date: June 20, 2011 at 3:03 PM

--- On Mon, 6/20/11, Anonymous Person <unattributedemail@gmail.com> wrote:

From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Bottlenecks
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 1:57 PM
On Mon, Jun 20, 2011 at 10:39 AM,
Michael Golding <mlionson428@yahoo.com>
wrote:

--- On Mon, 6/20/11, Anonymous Person <unattributedemail@gmail.com>
wrote:

From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Bottlenecks
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 12:49 PM
On Sun, Jun 19, 2011 at 9:12 PM,
Michael Golding <mlionson428@yahoo.com>
wrote:

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us>
wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bottlenecks
To: beginning-of-infinity@googlegroups.com
Date: Sunday, June 19, 2011, 11:56 PM

On Jun 19, 2011, at 8:39 PM, Michael
Golding

wrote:

Of course we need to eliminate



anti-rational
memes.  So let's start right now. 

Eliminate
the

idea that learning how to change
(increase and

decrease)
processing speed has not done anything or

won't
for a long

time.

Are you trying to claim that

the idea that learning how to
change

(increase and
decrease) processing speed has not done

anything
or won't

for a long time

is an anti-rational meme?

Can you explain how it connects to the
concept of

an
anti-rational meme as explained in BoI?

It obviously has.

The BoI view is that nothing is obvious.
What is

a
criticism of it?



Hi Elliot,

You truncated my quote.
I will requote it.

"Of course we need to eliminate anti-rational
memes.

 So let's start right now.  Eliminate the idea
that

learning how to change (increase and decrease)
processing

speed has not done anything or won't for a long
time. It

obviously has. How else can neuro-active medicines
possibly

work?"

Can you explain how neuro-active medicines
can help

completely restore people who have major
difficulties

thinking, if not by changing processing speed and
therefore

the rate of creation of knowledge?

Drinking tea causes sensations internally.

Hi.

How does it cause sensations that people feel?

For example, tea is warm and the throat has nerves which
can detect temperature.



Does it cause sensations that people interpret in a
predictable way?

The interpretation depends on a person's ideas.

In closed societies, it can be predicted by considering
other people
who had the same life previously.

In open societies, people can be predicted to converge on
the truth,
eventually. Until some deep truths about tea are known and
the
knowledge is widespread, useful tea predictions are hard to
come by.

Prediction is actually the wrong way to think about people
qua people.
A better approach is explanation.

Hi.

OK OK. Perhaps you think that no explanations of neuro-active medications for 
the mind are good enough to utilize to make predictions about how they will help.

I'll try this instead!

How does surgery to remove a cancerous tumor affecting the frontal lobe work to 
restore a person's delerious mind (you think that's possible, right?).

Does the surgery implant thoughts in the person's mind to allow him to 
subsequently think better? Or does it do something else?

Take Care,
Michael



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 20, 2011 at 3:09 PM

--- On Mon, 6/20/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 2:35 PM

On Jun 20, 2011, at 2:50 AM, David Deutsch wrote:

On 20 Jun 2011, at 4:56am, Elliot Temple wrote:

You're claiming that evolution produced multiple
fully capable minds within the brain? Or do you mean
multiple minds within one mind (what does that even mean?).
The problem of how one mind would evolve per person is hard
enough, isn't it? Why posit several? Having one would reduce
the selection pressure a great deal for more.

Having several minds requires also mechanisms for
them to communicate and for their thinking to be organized
and so on. So for example they either have to "discuss" some
decisions and make them jointly (can be quite hard). Or if
they do not share decisions but are specialized, then you
run into the issue of minds which wish to change careers. Or
minds which are basically slaves and not allowed to use
their full potential while the one in-charge mind (the
conscious mind) rules them. Or something.

This whole concept raises lots of problems. And,
prima facie, it badly violates common sense.

People who have had split-brain operations definitely
have two human-level thinking entities in them.

It's interesting that although the halves of the brain



are normally connected by what seems to be a high-bandwidth
connector, the person(s?) doesn't seem to be drastically
impaired by the loss of that connection. That must be
because they still receive information about each other from
their effects on their body and the environment, and can
thereby work around the hardware disability. From
experiments in which they are artificially deprived of all
this information, we can tell that they achieve this
coordination by confabulating reasons for each other's
behaviour. Doing this reasonably accurately is of course a
fully human-level creative task.

Although I have seen an episode of House in which the
two halves of a split brain had sharply different opinions
about what they should do, I think this is very rare in real
life: usually the confabulation is accurate enough not only
to model each mind inside the other well enough to
coordinate everyday behaviour, but also to resolve
high-level differences of opinion between them.

Can you provide a scientific paper on this -- which you
consider not to be mistaken -- or something like that?

Do they do anything to address the possibility that normal
people have one mind with redundancy?

Hi.

Well. One side can't talk, for example.  And its reading is not as good. I think it 
has been shown that the side that can't talk has better spatial relations (but not 
sure about that point).

Michael



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 20, 2011 at 3:13 PM

On 20 Jun 2011, at 7:35pm, Elliot Temple wrote:

On Jun 20, 2011, at 2:50 AM, David Deutsch wrote:

People who have had split-brain operations definitely have two human-level 
thinking entities in them.

It's interesting that although the halves of the brain are normally connected by 
what seems to be a high-bandwidth connector, the person(s?) doesn't seem to 
be drastically impaired by the loss of that connection. That must be because 
they still receive information about each other from their effects on their body 
and the environment, and can thereby work around the hardware disability. 
From experiments in which they are artificially deprived of all this information, 
we can tell that they achieve this coordination by confabulating reasons for 
each other's behaviour. Doing this reasonably accurately is of course a fully 
human-level creative task.

Although I have seen an episode of House in which the two halves of a split 
brain had sharply different opinions about what they should do, I think this is 
very rare in real life: usually the confabulation is accurate enough not only to 
model each mind inside the other well enough to coordinate everyday 
behaviour, but also to resolve high-level differences of opinion between them.

Can you provide a scientific paper on this -- which you consider not to be 
mistaken -- or something like that?

Haven't read any. I've read about these features of split-brain people in many 
places including books by Michael Lockwood (Mind, Brain and the Quantum), and 
Dennett and Hofstadter (can't remember which books).

Do they do anything to address the possibility that normal people have one mind 
with redundancy?

Do they track how much the split minds get out of sync over time? Is there any 
recorded evidence about that? What happens if there is a split and then one 
mind develops a new substantive philosophy (e.g. Objectivism, when it was 



new)?

That's not what I was trying to address. I was trying to say: if the brain can form 
two instances of fully-human functionality after something as instant and drastic 
as a split-brain operation, it can't be very hard to do and there's no reason to think 
it implausible that the brain might have more than one human-level process under 
way even when functioning normally.

-- D



From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Adapt
Date: June 20, 2011 at 3:19 PM

An interesting wide ranging discussion was on BBC Radio 4 (20 June
2011) available on iplayer:   http://www.bbc.co.uk/programmes/b011zm16
(if outside the UK, you’ll have to use ‘methods’ to access it.)

I have not read his book 'Adapt' , http://timharford.com/books/adapt/
but his ‘error correction’ stance is clearly in the anti-managerial,
deference to ‘the great man’, anti-holistic engineering etc  Popperian
tradition.

The programme was satisfyingly optimistic - which makes a change!

-- William

http://www.bbc.co.uk/programmes/b011zm16
http://timharford.com/books/adapt/


From: Elliot Temple <curi@curi.us>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 20, 2011 at 3:35 PM

On Jun 20, 2011, at 12:13 PM, David Deutsch wrote:

On 20 Jun 2011, at 7:35pm, Elliot Temple wrote:

On Jun 20, 2011, at 2:50 AM, David Deutsch wrote:

People who have had split-brain operations definitely have two human-level 
thinking entities in them.

It's interesting that although the halves of the brain are normally connected by 
what seems to be a high-bandwidth connector, the person(s?) doesn't seem 
to be drastically impaired by the loss of that connection. That must be 
because they still receive information about each other from their effects on 
their body and the environment, and can thereby work around the hardware 
disability. From experiments in which they are artificially deprived of all this 
information, we can tell that they achieve this coordination by confabulating 
reasons for each other's behaviour. Doing this reasonably accurately is of 
course a fully human-level creative task.

Although I have seen an episode of House in which the two halves of a split 
brain had sharply different opinions about what they should do, I think this is 
very rare in real life: usually the confabulation is accurate enough not only to 
model each mind inside the other well enough to coordinate everyday 
behaviour, but also to resolve high-level differences of opinion between them.

Can you provide a scientific paper on this -- which you consider not to be 
mistaken -- or something like that?

Haven't read any. I've read about these features of split-brain people in many 
places including books by Michael Lockwood (Mind, Brain and the Quantum), 
and Dennett and Hofstadter (can't remember which books).

Do they do anything to address the possibility that normal people have one 
mind with redundancy?

Do they track how much the split minds get out of sync over time? Is there any 



recorded evidence about that? What happens if there is a split and then one 
mind develops a new substantive philosophy (e.g. Objectivism, when it was 
new)?

That's not what I was trying to address. I was trying to say: if the brain can form 
two instances of fully-human functionality

MG (ambiguously) claims that isn't what happens. One side can't talk and is 
better at spatial relations.

(How did they determine one side can't talk? He didn't say. I'm curious. This is 
one way a paper would be useful. The spatial relations claim is even more 
curious.)

These claims about talking and spatial relationships are ambiguous about 
whether it's due to hardware or ideas. They are ambiguous about what is being 
claimed/

The lesson, I think, is that one cannot trust research on these issues without 
reading it. Because those researchers are not aware of universality and 
epistemology, and would not ask the questions we would ask (e.g. to 
disambiguate the ambiguity from my previous paragraph).

Above you mention secondary sources by people who wouldn't ask the same 
questions I would ask. Surely irrelevant. Those are people who, for all I know, 
would be fooled by mental illnesses or happiness studies. Even if not that, they 
can't really be expected to get anything right about minds which is a hard topic 
outside their areas of expertise.

after something as instant and drastic as a split-brain operation, it can't be very 
hard to do and there's no reason to think it implausible that the brain might have 
more than one human-level process under way even when functioning normally.

I mentioned several problems with such a claim, and there are others. 
Unaddressed, problems make it (tentatively) implausible. Can you address the 
problems with the claim?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 20, 2011 at 4:47 PM

--- On Mon, 6/20/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 3:35 PM

On Jun 20, 2011, at 12:13 PM, David Deutsch wrote:

On 20 Jun 2011, at 7:35pm, Elliot Temple wrote:

On Jun 20, 2011, at 2:50 AM, David Deutsch wrote:

People who have had split-brain operations
definitely have two human-level thinking entities in them.

It's interesting that although the halves of
the brain are normally connected by what seems to be a
high-bandwidth connector, the person(s?) doesn't seem to be
drastically impaired by the loss of that connection. That
must be because they still receive information about each
other from their effects on their body and the environment,
and can thereby work around the hardware disability. From
experiments in which they are artificially deprived of all
this information, we can tell that they achieve this
coordination by confabulating reasons for each other's
behaviour. Doing this reasonably accurately is of course a
fully human-level creative task.

Although I have seen an episode of House in
which the two halves of a split brain had sharply different
opinions about what they should do, I think this is very
rare in real life: usually the confabulation is accurate
enough not only to model each mind inside the other well
enough to coordinate everyday behaviour, but also to resolve
high-level differences of opinion between them.



Can you provide a scientific paper on this --
which you consider not to be mistaken -- or something like
that?

Haven't read any. I've read about these features of
split-brain people in many places including books by Michael
Lockwood (Mind, Brain and the Quantum), and Dennett and
Hofstadter (can't remember which books).

Do they do anything to address the possibility
that normal people have one mind with redundancy?

Do they track how much the split minds get out of
sync over time? Is there any recorded evidence about that?
What happens if there is a split and then one mind develops
a new substantive philosophy (e.g. Objectivism, when it was
new)?

That's not what I was trying to address. I was trying
to say: if the brain can form two instances of fully-human
functionality

MG (ambiguously) claims that isn't what happens. One side
can't talk and is better at spatial relations.

(How did they determine one side can't talk? He didn't say.
I'm curious. This is one way a paper would be useful. The
spatial relations claim is even more curious.)

These claims about talking and spatial relationships are
ambiguous about whether it's due to hardware or ideas. They
are ambiguous about what is being claimed/

The lesson, I think, is that one cannot trust research on
these issues without reading it. Because those researchers
are not aware of universality and epistemology, and would
not ask the questions we would ask (e.g. to disambiguate the
ambiguity from my previous paragraph).



Above you mention secondary sources by people who wouldn't
ask the same questions I would ask. Surely irrelevant. Those
are people who, for all I know, would be fooled by mental
illnesses or happiness studies. Even if not that, they can't
really be expected to get anything right about minds which
is a hard topic outside their areas of expertise.

after something as instant and drastic as a
split-brain operation, it can't be very hard to do and
there's no reason to think it implausible that the brain
might have more than one human-level process under way even
when functioning normally.

I mentioned several problems with such a claim, and there
are others. Unaddressed, problems make it (tentatively)
implausible. Can you address the problems with the claim?

-- Elliot Temple
http://curi.us/

Elliot,

How has what I have said (in any way) contradicted the idea that both sides are 
fully human?

Thanks.

Michael

http://curi.us/


From: William <3p4j8x834p27@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 20, 2011 at 5:33 PM

On Jun 19, 11:13 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 19, 2011, at 2:05 PM, William wrote:

On Jun 13, 6:12 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 9, 2011, at 1:42 PM, William wrote:

It does not show us that "cat" and "dog" are different levels in any important 
sense. That's an interpretation which needs to be argued for. What's the 
argument?

All real-world physical minds create new knowledge (their thinking
speed) at a rate proportionate to the mental assets (working memory,
specialist processing modules) available to them.

No. This is an assertion which requires an argument. What is the argument?

For example, why should it be proportional to total assets? Why don't 
bottlenecks play a key role?

Why do you think there are specialist processing modules at all which create 
knowledge? how could they possibly create any knowledge without using the 
method of conjectures and refutations? Which is a universal method. How is it to 
be restricted..?

And it's possible to think fast but not create knowledge. Those are not 
equivalent. For example, one can quickly think through repetitive and fruitless 
cyclic thoughts.

To a useful
approximation, the bigger the brain (although not exactly, eg bird or
octopus brains) the faster the knowledge generation per unit time -
which will roughly equate to a 'mouse, cat, dog...' capability level
scheme.

Cats create zero knowledge. Dogs create zero knowledge. It's the same for 
both.



Knowledge is a broad term - (from Wiki) a familiarity with someone or
something, that can include information, descriptions, facts, and/or
skills acquired through experience or education.

By virtue of such animals being knowledge-bearing matter, and by their
virtual-reality equipped brains operating and computing they are
creating knowledge [FoR]. Learning - (from Wiki) is acquiring new or
modifying existing knowledge, behaviors, skills, values, or
preferences and may involve synthesizing different types of
information. Learning = creating new knowledge.

But in the sense of 'new' knowledge generation during the life of the
animal in question...

I've just seen a squirrel in my garden, after multiple attempts, work
out a way to get to some nuts at the top of a 'squirrel proof' pole
(my own design, to my shame!) The pole and nuts were new. He had not
seen them before. He has learnt. He has therefore acquired knowledge -
in that he will be able (although not if I can help it) to perform his
fairly involved technique again. Perhaps he has acquired them through
'trail & error', but whatever his mechanism, the end result is
something he had to actively work at - that was not 'written in'.
Indeed surely all animals have brains precisely because they need to
think in real time, to cope with the unexpected and all those things
that can't be economically genetically hard-wired in in a fast moving
real world. Ascend the tree of life, and in general, the more flexible
and more adaptable the brain and thinking becomes.

His knowledge generation rate relative to humans is very very low, and
of course it is inherently parochial - forever focused on his little
world. And I doubt he will be able to pass his knowledge on. Lacking a
universal framework or core he will never achieve knowledge generation
'escape velocity' like humans.

Cats learn to open doors. They appear to plan kills. A house cat if
kept indoors, may never achieve the stealth, judgment and other
proficiencies of a wild cat that has to a degree 'taught itself'.



At a higher abstractive level - most Dogs learn to respond to a few
words. Some breeds eg sheepdogs can understand several dozen or more.

All life is a form of virtual-reality - and creates knowledge [FoR].

You have merely asserted -- contrary to BoI (which discusses how even apes 
don't create knowledge but just do statistical processing), common sense and 
everyday experience -- that cats create knowledge (without even saying what 
knowledge or giving any example). What is the argument?

To be fair, I am using the phrase 'knowledge generation' in a
specialist narrow contex. I am not suggesting non-universal animals
are creating knowledge in anything like the way we do.

Re: Apes not creating *any* knowledge... Kanzi for one is certainly
interesting here...http://en.wikipedia.org/wiki/Kanzi

Also how do you account for the 'cultural' tool or nut cracking
methods used by genetically identical but geographically isolated
'tribes' of Bonobos? Again, their actual knowledge base, is rather
pathetic compared to us, but it exists. By all accounts it seems to
take the young of the species a very long period to gain these skills.

-- Elliot Templehttp://curi.us/

http://en.wikipedia.org/wiki/Kanzi
http://curi.us/


From: William <3p4j8x834p27@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 20, 2011 at 5:54 PM

On Jun 19, 11:41 pm, Michael Golding <mlionson...@yahoo.com> wrote:

It does not have to be proportional. But it would surely be less if you slowed the 
"clock speed" of our brain down (say by safely freezing the brain and allowing a 
person to think just 2-minutes every 24 hours.)

Here's a go at tying a few idea together...

WHAT IS A PERSON?

A physically embodied entity possessing *at least one* abstract
computational framework that can emulate any other system - a
universal 'hub' or 'core'.

A basic I/O system and sufficient working memory to achieve
universality reliably, yet without excessive duplication – to be lean
and economic.

To be capable (using the core) of knowledge generation (thinking) at a
fast enough rate (KGR) so as to contribute in a meaningful sense
*relative* to its peers and wider environmental speed.
Should its thinking speed fall (due to processing impairment, memory
disorders or generic speed) and become very slow – it remains a
person, but a singularly ponderous one.

If it drops even further (yet remain universal), finally stopping - a
frozen person will result, becoming an archived potential entity. Some
of the rights of operational people – chiefly not to be altered or
copied without permission should be applicable, for subjective time
and qualia appreciation will be unaltered.

Ideally any simulated person should be tractably equitable with its
peers. Indeed one might say that, to run a complex simulation
containing people rendered at widely different operational speeds



*together* would be immoral – for this would amount to creating
disabilities.

A person’s operational and enveloping environmental speed should
preferably be closely matched. Accordingly, speed in isolation is not
an overriding concern as such.

A person is still a person regardless of their cognitive tempo – for
all are capable of universal explanation. But and importantly so, a
noticeably ‘slow’ person, in a larger dominant pool of ‘fast’ people,
differentially would inevitably be considered as less capable, less
useful and consequently (though erroneously - still being a UE) as a
lesser person. Perhaps in these situations, they may be better termed:
low-speed or low-rate persons. Kanzi the Bonobo, just possibly, may be
a very low-rate person by this measure.

-- William



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 20, 2011 at 7:08 PM

On Tue, Jun 21, 2011 at 7:35 AM, Elliot Temple <curi@curi.us> wrote:

On Jun 20, 2011, at 12:13 PM, David Deutsch wrote:

On 20 Jun 2011, at 7:35pm, Elliot Temple wrote:

On Jun 20, 2011, at 2:50 AM, David Deutsch wrote:

People who have had split-brain operations definitely have two human-level 
thinking entities in them.

It's interesting that although the halves of the brain are normally connected 
by what seems to be a high-bandwidth connector, the person(s?) doesn't 
seem to be drastically impaired by the loss of that connection. That must be 
because they still receive information about each other from their effects on 
their body and the environment, and can thereby work around the hardware 
disability. From experiments in which they are artificially deprived of all this 
information, we can tell that they achieve this coordination by confabulating 
reasons for each other's behaviour. Doing this reasonably accurately is of 
course a fully human-level creative task.

Although I have seen an episode of House in which the two halves of a split 
brain had sharply different opinions about what they should do, I think this is 
very rare in real life: usually the confabulation is accurate enough not only to 
model each mind inside the other well enough to coordinate everyday 
behaviour, but also to resolve high-level differences of opinion between 
them.

Can you provide a scientific paper on this -- which you consider not to be 
mistaken -- or something like that?

Haven't read any. I've read about these features of split-brain people in many 
places including books by Michael Lockwood (Mind, Brain and the Quantum), 
and Dennett and Hofstadter (can't remember which books).

Do they do anything to address the possibility that normal people have one 



mind with redundancy?

Dennett doesn't think that there are two minds in split-brain
patients. In _Consciousness Explained_ he writes that "... it isn't
the case that commissurotomy leaves in its wake organizations both
distinct and robust enough to support ... a separate self" (p. 426).

Do they track how much the split minds get out of sync over time? Is there 
any recorded evidence about that? What happens if there is a split and then 
one mind develops a new substantive philosophy (e.g. Objectivism, when it 
was new)?

Dennett would say there is no good evidence about split-brains
developing out of sync minds. He writes - again in _Consciousness
Explained_ - that "in only a tiny fraction of cases are *any* of the
theoretically striking symptoms of multiple selfhood to be observed"
(p. 424) and that for those rare patients that do bifurcate in their
response to experimentally created predictaments "[a] few effects of
the bifurcation may linger on indefinitely in mutually inaccessible
memory traces, but aside from these actually quite primitive traces of
the bifurcation, the life of a second rudimentary self lasts a few
minutes at most ..." (p. 425). I think this is indeed the sort of
thing where you need to look carefully at the original research. None
of the researchers - and indeed Dennett - will have looked at
commissurotomy from a BoI perspective.

-- Brian



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 20, 2011 at 8:11 PM

--- On Mon, 6/20/11, Brian Scurfield <briankscurfield@gmail.com> wrote:

From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 7:08 PM
On Tue, Jun 21, 2011 at 7:35 AM,
Elliot Temple <curi@curi.us>
wrote:

On Jun 20, 2011, at 12:13 PM, David Deutsch wrote:

On 20 Jun 2011, at 7:35pm, Elliot Temple wrote:

On Jun 20, 2011, at 2:50 AM, David Deutsch
wrote:

People who have had split-brain operations
definitely have two human-level thinking entities in them.

It's interesting that although the halves
of the brain are normally connected by what seems to be a
high-bandwidth connector, the person(s?) doesn't seem to be
drastically impaired by the loss of that connection. That
must be because they still receive information about each
other from their effects on their body and the environment,
and can thereby work around the hardware disability. From
experiments in which they are artificially deprived of all
this information, we can tell that they achieve this
coordination by confabulating reasons for each other's
behaviour. Doing this reasonably accurately is of course a
fully human-level creative task.

Although I have seen an episode of House
in which the two halves of a split brain had sharply
different opinions about what they should do, I think this



is very rare in real life: usually the confabulation is
accurate enough not only to model each mind inside the other
well enough to coordinate everyday behaviour, but also to
resolve high-level differences of opinion between them.

Can you provide a scientific paper on this --
which you consider not to be mistaken -- or something like
that?

Haven't read any. I've read about these features
of split-brain people in many places including books by
Michael Lockwood (Mind, Brain and the Quantum), and Dennett
and Hofstadter (can't remember which books).

Do they do anything to address the possibility
that normal people have one mind with redundancy?

Dennett doesn't think that there are two minds in
split-brain
patients. In _Consciousness Explained_ he writes that "...
it isn't
the case that commissurotomy leaves in its wake
organizations both
distinct and robust enough to support ... a separate self"
(p. 426).

Do they track how much the split minds get out
of sync over time? Is there any recorded evidence about
that? What happens if there is a split and then one mind
develops a new substantive philosophy (e.g. Objectivism,
when it was new)?

Dennett would say there is no good evidence about
split-brains
developing out of sync minds. He writes - again in
_Consciousness
Explained_ - that "in only a tiny fraction of cases are
*any* of the
theoretically striking symptoms of multiple selfhood to be
observed"



(p. 424) and that for those rare patients that do bifurcate
in their
response to experimentally created predictaments "[a] few
effects of
the bifurcation may linger on indefinitely in mutually
inaccessible
memory traces, but aside from these actually quite
primitive traces of
the bifurcation, the life of a second rudimentary self
lasts a few
minutes at most ..." (p. 425). I think this is indeed the
sort of
thing where you need to look carefully at the original
research. None
of the researchers - and indeed Dennett - will have looked
at
commissurotomy from a BoI perspective.

-- Brian

Brian,
Why does it matter that the bifurcation only lasts a few minutes for some? There 
have been several for whom the bifurcation has lasted for multiple visits.

There are additional pathways that can connect the two halves and seem to wire 
up after a while so that information is shared again.

The significance of the small time period baffles me.

Michael



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 20, 2011 at 9:15 PM

--- On Mon, 6/20/11, William <3p4j8x834p27@gmail.com> wrote:

From: William <3p4j8x834p27@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Monday, June 20, 2011, 5:54 PM
On Jun 19, 11:41 pm, Michael Golding
<mlionson...@yahoo.com>
wrote:

It does not have to be proportional. But it would
surely be less if you slowed the "clock speed" of our brain
down (say by safely freezing the brain and allowing a person
to think just 2-minutes every 24 hours.)

Here's a go at tying a few idea together...

WHAT IS A PERSON?

A physically embodied entity possessing *at least one*
abstract
computational framework that can emulate any other system -
a
universal 'hub' or 'core'.

At least you put the "at *least* one" in (wink)!

A basic I/O system and sufficient working memory to
achieve
universality reliably, yet without excessive duplication
– to be lean
and economic.



To be capable (using the core) of knowledge generation
(thinking) at a
fast enough rate (KGR) so as to contribute in a meaningful
sense
*relative* to its peers and wider environmental speed.
Should its thinking speed fall (due to processing
impairment, memory
disorders or generic speed) and become very slow – it
remains a
person, but a singularly ponderous one.

I like this. I would add that (as David has pointed out), much of our conjecturing 
(particularly renderings of the physical environment) is subconscious and even 
unconscious, for the most part. So it can be very hard for us (at present) to 
control the rate of our conjectures using just our conscious thoughts. So if the 
renderings create more errors per time than we can correct them with refutations, 
the knowledge in the mind will implode and get less. (The exact opposite process 
of a mind that is gaining in knowledge, at whatever rate).

Such a person should probably still be considered a person, because even now 
we know how (with certain types of errors) to slow the error-creation rate down 
sufficiently using medicines, so that knowledge begins to grow again. One might 
consider such people "unsynchronized people".

If it drops even further (yet remain universal), finally
stopping - a
frozen person will result, becoming an archived potential
entity. Some
of the rights of operational people – chiefly not to be
altered or
copied without permission should be applicable, for
subjective time
and qualia appreciation will be unaltered.

Ideally any simulated person should be tractably equitable
with its
peers. Indeed one might say that, to run a complex
simulation



containing people rendered at widely different operational
speeds
*together* would be immoral – for this would amount to
creating
disabilities.

It would.  Those exist today at least partly because of differences in the rate at 
which people are able to create knowledge, no doubt related both to the depth of 
their ideas and how good their hardware is (how efficient are the brains internal 
"pencil-like" devices....Apparently Einstein was smarter with his pencil).

But I would add that there can be different rates of knowledge creation for 
different types of knowledge.

For example in our split-brain friends, their right brain (usually) lacks a Broca's 
area and so the right brain person is mute....but could eventually (given enough 
time) figure out how to speak using other parts of this right brain.  But this mind 
(on the right) can read and therefore be given instructions to do things.  So this 
right-brain person is a full human, just with decreased relative ability to create 
knowledge about certain things. This situation is similar to those who have a 
stroke to Broca's area on the left of their brain.  They can lose much or all of their 
ability to speak, though they understand quiet well when reading.  But with 
appropriate therapy, they can very slowly regain at least part of their ability to 
speak in their lifetime, by learning to use other areas of their still-living brain.

So a disability does not have to be global, but could just change the rate of 
growth of knowledge in a particular area (like learning to speak).

A person’s operational and enveloping environmental speed
should
preferably be closely matched. Accordingly, speed in
isolation is not
an overriding concern as such.

Hi.  The above sounds interesting.  But could you explain it a little more?

A person is still a person regardless of their cognitive
tempo – for



all are capable of universal explanation. But and
importantly so, a
noticeably ‘slow’ person, in a larger dominant pool of
‘fast’ people,
differentially would inevitably be considered as less
capable, less
useful and consequently (though erroneously - still being a
UE) as a
lesser person. Perhaps in these situations, they may be
better termed:
low-speed or low-rate persons. Kanzi the Bonobo, just
possibly, may be
a very low-rate person by this measure.

I don't know Kanzi well enough to call her an "it" or a "her".  Kanzi's a female?

Take Care,
Michael



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Inductivism
Date: June 20, 2011 at 9:36 PM

--- On Mon, 6/20/11, Justin Mallone <justinceo@gmail.com> wrote:

From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Inductivism
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 12:21 PM

On Jun 19, 2011, at 10:53 AM, Michael Golding wrote:

From *The Beginning of Infinity* pg 104.

Why do you think inductivists do not understand this
piece of reasoning?

"Before a discovery is made, no predictive
process  could reveal the content  or the
consequences of that discovery.  For if it could, it
would be that discovery. So scientific discovery is
profoundly unpredictable, despite the fact that it is
determined by the laws of physics".

Can you give an account of induction, in four sentences or
less, that you think doesn't contradict this?

Thanks.

-J

Hi.

Just curiously Justin.  What was the point of the question?

Thanks.



Michael



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Inductivism
Date: June 20, 2011 at 9:43 PM

On Mon, Jun 20, 2011 at 6:36 PM, Michael Golding <mlionson428@yahoo.com> 
wrote:

--- On Mon, 6/20/11, Justin Mallone <justinceo@gmail.com> wrote:

From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Inductivism
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 12:21 PM

On Jun 19, 2011, at 10:53 AM, Michael Golding wrote:

From *The Beginning of Infinity* pg 104.

Why do you think inductivists do not understand this
piece of reasoning?

"Before a discovery is made, no predictive
process  could reveal the content  or the
consequences of that discovery.  For if it could, it
would be that discovery. So scientific discovery is
profoundly unpredictable, despite the fact that it is
determined by the laws of physics".

Can you give an account of induction, in four sentences or
less, that you think doesn't contradict this?

Thanks.

-J

Hi.



Just curiously Justin.  What was the point of the question?

I think he read "Why do you think inductivists do not understand this
piece of reasoning?" as

What is your reason for thinking inductivists don't get it? I think
they do get it.

rather than

Inductivists don't get it. Why not? How can they miss it?

The original post was ambiguous between these two meanings.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] How Universality Works
Date: June 20, 2011 at 10:37 PM

Universality works like this:

There are a small number of basic operations. Everything else is an emergent 
property.

Just like with computers.

For example:

http://www.ece.umd.edu/~manoj/759M/MIPSALM.html

or

http://en.wikipedia.org/wiki/X86_instruction_listings

A much smaller instruction set is possible but inconvenient.

Under the hood the chips are made out of even simpler components but never 
mind.

So, consider an instruction set like these of the basic operations it can do.

Each operation has a speed.

Actually it's more complicated due to advanced features. Speed varies depending 
on what is done in a row over time (has to do with e.g. how much stuff coming 
soon it can efficiently pack together and do now), and speed of individual 
operations varies depending on the input data (due to e.g. branch prediction). But 
never mind that. Not important.

Imagine a simpler chip than today's modern designs. Each operation has a 
speed. Maybe addition runs in 5ms but multiplication in 10ms. Maybe integer 
math is faster than floating point math.

This is the way speed can vary in a universal computer. The elementary 
operations which create the universality can be each individually designed and 

http://www.ece.umd.edu/~manoj/759M/MIPSALM.html
http://en.wikipedia.org/wiki/X86_instruction_listings


depending on the design can run at different speeds.

But there is no such thing as a CPU that runs games fast. Or a CPU that is good 
at running word processing programs. Or one that is good at natural language 
parsing. Or one that is good at emailing.

CPUs do not have a speed attached to each thing in their repertoire of possible 
computations, only to the smallest building blocks.

If you want to run a game, the speed is going to depend on two things, basically:

1) the speed of the chip, as a *single number*

2) how efficiently the game is programmed

Why a single number? Because with all reasonable chip designs, all operations 
run fast and a complex program like a game uses all the common operations 
many times, and it kind of averages out.

It wouldn't make sense to design a CPU where one operation is 100 times slower 
than the others so it's always slowing down programs.

This single number is an approximation, but a good one. Some programs use 
more floating point math. Others use more integer math. One can design CPUs to 
be better at integer or floating point and it can make some difference. But for 
most intents and purposes this doesn't matter and most programs use a variety of 
stuff and can't just be categorized as really heavy on a particular instruction.

Even the floating point math heavy programs still use integer math and need well 
rounded CPUs which are good at everything and could run any normal program 
just fine.

Now, universality of explanation has a lot of similarities to universality of 
computation. But also some differences.

It is similar in that it has a small number of basic operations. These can be 
expected each to have a fixed speed, to a decent approximation. Anything that is 
not a basic operation does not have a fixed speed but depends on how it's done 
(there are in general many, many different ways -- different combinations and 
orderings of the basic operations -- to achieve the same goal).



We don't know what the set of basic operations is for universal explainers (we do 
know some possible sets for universal computers and have built them). But we do 
know there is some set and it's small. That's how universality, and the jump to 
universality, works.

So there's these basic operations, and they all are fast and all in the same 
ballpark speed wise. There isn't one that's a horrendously weaker link than the 
others.

And almost all thinking uses a mix of all of them (or at least all the common ones. 
I kind of doubt there are uncommon ones like x86 has but we don't really know).

This means almost all thinking basically goes at the same speed. There is no 
better or worse. No matter of degrees. No continuum. Just you can think it, and 
that's that.

When healthy people get stuck, thinking slow, etc, it's not due to the speed of the 
basic operations. It's not a hardware problem. It's always software. It's caused by 
ideas.

Unhealthy people with brain damage could have a widespread slowdown. But 
brain damage would not cause someone to be bad/slow at creating political 
knowledge but still fast/good at creating physics knowledge. The reason it can't 
do that is both of those use a mix of all the common operations. The only way to 
make one whole field slow is by damaging at least one common operation. But if 
that happened, all other big fields would slow down too.

Similarly, even if people have two minds, it can't be that one of which is better at 
spatial relations, reading or speech, while being worse at other stuff. That's just 
the same issue as being good at politics while bad at physics.

It's also not true that being good at a subject has much to do with being fast at a 
subject (in the sense of basic operation or CPU speed), but that's a tangent. 
Equate them or not, my point stands.

Being fast at a subject in the sense of quickly making *useful progress* is a 
matter of ideas.

Useful progress is what people have in mind by being good at a subject, being 



smart, that kind of thing. But it's a different concept than hardware speed.

Being good at something (which involves making progress in your lifetime, not 
slower) has to do with whether one's approach and methodology is good or bad. 
It has to do with being rational or irrational. It's not caused by the speed of the 
basic operations which can do many, many different ways of approaching the 
subject, some good, wise and efficient and some unwise, slow, irrational, and 
bad.

In practice, hardware speed never has any significant affect on being smart and 
good at topics in anyone without brain damage. In that case, what brain damage 
can do is things like cause random errors in their memory which makes it harder 
to learn any field. Or make a basic operation slower, slowing down all thinking (I 
believe this is rare. I don't know any cases where it definitely happened. It's not 
the explanation for well known phenomena.).

Brain damage causes a general purpose problem, not a field specific problem.

But what about when people seem to have subject specific problems? There are 
a mix of reasons for why this can seem to happen. A common reason is bad 
science which is one of the reasons I asked for paper citations earlier. As BoI 
explained, a lot of science is bad and there are incentives to do it badly (e.g. if 
you're incompetent you might get spectacular results). Another thing that could 
potentially happen is knowledge is stored in physical form and can be destroyed. 
If some of a person's knowledge is destroyed he could get worse at a field that 
uses that knowledge while not getting worse at a different field. He won't be 
stopped from relearning the first field except if his learning is handicapped in 
general. In all adults in our culture, people are handicapped from learning things 
as adults due to anti-rational memes, so it's no surprise people find relearning 
lost skills hard.

MG wrote:

So a disability does not have to be global, but could just change the rate of 
growth of knowledge in a particular area (like learning to speak).

This is false, as I've explained. Speed (of basic operations, of hardware) has 
global effects b/c there is only a small set of hardware operations shared by all 
the different complex, high level ideas. Damage to any of those operations would 
slow down all the high level ideas which use them. There is no direct hardware 



support for complex, high level things.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Inductivism
Date: June 20, 2011 at 10:46 PM

--- On Mon, 6/20/11, Anonymous Person <unattributedemail@gmail.com> wrote:

From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Inductivism
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 9:43 PM
On Mon, Jun 20, 2011 at 6:36 PM,
Michael Golding <mlionson428@yahoo.com>
wrote:

--- On Mon, 6/20/11, Justin Mallone <justinceo@gmail.com>
wrote:

From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Inductivism
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 12:21 PM

On Jun 19, 2011, at 10:53 AM, Michael Golding
wrote:

From *The Beginning of Infinity* pg 104.

Why do you think inductivists do not
understand this

piece of reasoning?

"Before a discovery is made, no predictive
process  could reveal the content  or the
consequences of that discovery.  For if it could,

it
would be that discovery. So scientific discovery

is



profoundly unpredictable, despite the fact that it
is

determined by the laws of physics".

Can you give an account of induction, in four
sentences or

less, that you think doesn't contradict this?

Thanks.

-J

Hi.

Just curiously Justin.  What was the point of the
question?

I think he read "Why do you think inductivists do not
understand this
piece of reasoning?" as

What is your reason for thinking inductivists don't get it?
I think
they do get it.

rather than

Inductivists don't get it. Why not? How can they miss it?

The original post was ambiguous between these two
meanings.

Ah. I see.
Thanks
Michael



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 20, 2011 at 11:10 PM

On Tue, Jun 21, 2011 at 12:11 PM, Michael Golding <mlionson428@yahoo.com> 
wrote:

--- On Mon, 6/20/11, Brian Scurfield <briankscurfield@gmail.com> wrote:

On Tue, Jun 21, 2011 at 7:35 AM, Elliot Temple <curi@curi.us>  wrote:

Do they track how much the split minds get out
of sync over time? Is there any recorded evidence about
that? What happens if there is a split and then one mind
develops a new substantive philosophy (e.g. Objectivism,
when it was new)?

Dennett would say there is no good evidence about
split-brains
developing out of sync minds. He writes - again in
_Consciousness
Explained_ - that "in only a tiny fraction of cases are
*any* of the
theoretically striking symptoms of multiple selfhood to be
observed"
(p. 424) and that for those rare patients that do bifurcate
in their
response to experimentally created predictaments "[a] few
effects of
the bifurcation may linger on indefinitely in mutually
inaccessible
memory traces, but aside from these actually quite
primitive traces of
the bifurcation, the life of a second rudimentary self
lasts a few
minutes at most ..." (p. 425). I think this is indeed the
sort of
thing where you need to look carefully at the original
research. None
of the researchers - and indeed Dennett - will have looked



at
commissurotomy from a BoI perspective.

-- Brian

Brian,
Why does it matter that the bifurcation only lasts a few minutes for some?

I put up those Dennett quotes to keep the record straight just in case
anybody should infer he subscribes to the multiple minds view of
split-brain patients. Like Elliot, Dennett would be interested in
cases where the two minds seem to persist as distinct personalities
with different ideas - and if there really are two separate minds one
would expect this - but all he is aware of is rare cases where there
is apparently some transistory "second rudimentary self" lasting at
most a few minutes.

There have been several for whom the bifurcation has lasted for multiple visits.

What were the experiments to show this?

There are additional pathways that can connect the two halves and seem to 
wire up after a while so that information is shared again.

So whether there is one mind or two minds is determined by how the two
halves of the cortex share information with each other? Or are you
saying that there always were multiple minds?

The significance of the small time period baffles me.

-- Brian



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] How Universality Works
Date: June 20, 2011 at 11:17 PM

--- On Mon, 6/20/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: [BoI] How Universality Works
To: "BoI" <beginning-of-infinity@googlegroups.com>
Date: Monday, June 20, 2011, 10:37 PM
Universality works like this:

There are a small number of basic operations. Everything
else is an emergent property.

Just like with computers.

For example:

http://www.ece.umd.edu/~manoj/759M/MIPSALM.html

or

http://en.wikipedia.org/wiki/X86_instruction_listings

A much smaller instruction set is possible but
inconvenient.

Under the hood the chips are made out of even simpler
components but never mind.

So, consider an instruction set like these of the basic
operations it can do.

Each operation has a speed.

Actually it's more complicated due to advanced features.
Speed varies depending on what is done in a row over time
(has to do with e.g. how much stuff coming soon it can
efficiently pack together and do now), and speed of

http://www.ece.umd.edu/~manoj/759M/MIPSALM.html
http://en.wikipedia.org/wiki/X86_instruction_listings


individual operations varies depending on the input data
(due to e.g. branch prediction). But never mind that. Not
important.

Imagine a simpler chip than today's modern designs. Each
operation has a speed. Maybe addition runs in 5ms but
multiplication in 10ms. Maybe integer math is faster than
floating point math.

This is the way speed can vary in a universal computer. The
elementary operations which create the universality can be
each individually designed and depending on the design can
run at different speeds.

But there is no such thing as a CPU that runs games fast.
Or a CPU that is good at running word processing programs.
Or one that is good at natural language parsing. Or one that
is good at emailing.

CPUs do not have a speed attached to each thing in their
repertoire of possible computations, only to the smallest
building blocks.

If you want to run a game, the speed is going to depend on
two things, basically:

1) the speed of the chip, as a *single number*

2) how efficiently the game is programmed

Why a single number? Because with all reasonable chip
designs, all operations run fast and a complex program like
a game uses all the common operations many times, and it
kind of averages out.

It wouldn't make sense to design a CPU where one operation
is 100 times slower than the others so it's always slowing
down programs.

This single number is an approximation, but a good one.



Some programs use more floating point math. Others use more
integer math. One can design CPUs to be better at integer or
floating point and it can make some difference. But for most
intents and purposes this doesn't matter and most programs
use a variety of stuff and can't just be categorized as
really heavy on a particular instruction.

Even the floating point math heavy programs still use
integer math and need well rounded CPUs which are good at
everything and could run any normal program just fine.

Now, universality of explanation has a lot of similarities
to universality of computation. But also some differences.

It is similar in that it has a small number of basic
operations. These can be expected each to have a fixed
speed, to a decent approximation. Anything that is not a
basic operation does not have a fixed speed but depends on
how it's done (there are in general many, many different
ways -- different combinations and orderings of the basic
operations -- to achieve the same goal).

We don't know what the set of basic operations is for
universal explainers (we do know some possible sets for
universal computers and have built them). But we do know
there is some set and it's small. That's how universality,
and the jump to universality, works.

So there's these basic operations, and they all are fast
and all in the same ballpark speed wise. There isn't one
that's a horrendously weaker link than the others.

And almost all thinking uses a mix of all of them (or at
least all the common ones. I kind of doubt there are
uncommon ones like x86 has but we don't really know).

This means almost all thinking basically goes at the same
speed. There is no better or worse. No matter of degrees. No
continuum. Just you can think it, and that's that.



When healthy people get stuck, thinking slow, etc, it's not
due to the speed of the basic operations. It's not a
hardware problem. It's always software. It's caused by
ideas.

Unhealthy people with brain damage could have a widespread
slowdown. But brain damage would not cause someone to be
bad/slow at creating political knowledge but still fast/good
at creating physics knowledge. The reason it can't do that
is both of those use a mix of all the common operations. The
only way to make one whole field slow is by damaging at
least one common operation. But if that happened, all other
big fields would slow down too.

Similarly, even if people have two minds, it can't be that
one of which is better at spatial relations, reading or
speech, while being worse at other stuff. That's just the
same issue as being good at politics while bad at physics.

It's also not true that being good at a subject has much to
do with being fast at a subject (in the sense of basic
operation or CPU speed), but that's a tangent. Equate them
or not, my point stands.

Being fast at a subject in the sense of quickly making
*useful progress* is a matter of ideas.

Useful progress is what people have in mind by being good
at a subject, being smart, that kind of thing. But it's a
different concept than hardware speed.

Being good at something (which involves making progress in
your lifetime, not slower) has to do with whether one's
approach and methodology is good or bad. It has to do with
being rational or irrational. It's not caused by the speed
of the basic operations which can do many, many different
ways of approaching the subject, some good, wise and
efficient and some unwise, slow, irrational, and bad.

In practice, hardware speed never has any significant



affect on being smart and good at topics in anyone without
brain damage. In that case, what brain damage can do is
things like cause random errors in their memory which makes
it harder to learn any field. Or make a basic operation
slower, slowing down all thinking (I believe this is rare. I
don't know any cases where it definitely happened. It's not
the explanation for well known phenomena.).

Brain damage causes a general purpose problem, not a field
specific problem.

But what about when people seem to have subject specific
problems? There are a mix of reasons for why this can seem
to happen. A common reason is bad science which is one of
the reasons I asked for paper citations earlier. As BoI
explained, a lot of science is bad and there are incentives
to do it badly (e.g. if you're incompetent you might get
spectacular results). Another thing that could potentially
happen is knowledge is stored in physical form and can be
destroyed. If some of a person's knowledge is destroyed he
could get worse at a field that uses that knowledge while
not getting worse at a different field. He won't be stopped
from relearning the first field except if his learning is
handicapped in general. In all adults in our culture, people
are handicapped from learning things as adults due to
anti-rational memes, so it's no surprise people find
relearning lost skills hard.

MG wrote:

So a disability does not have to be global, but could
just change the rate of growth of knowledge in a particular
area (like learning to speak).

This is false, as I've explained. Speed (of basic
operations, of hardware) has global effects b/c there is
only a small set of hardware operations shared by all the
different complex, high level ideas. Damage to any of those
operations would slow down all the high level ideas which
use them. There is no direct hardware support for complex,



high level things.

What you are saying is not true if there are multiple quasi-independent thinking 
elements. Just as one person may do better than another at doing math while 
another at reading, different specialized parts of the brain/mind can be better at 
different tasks.

My explanation explains why particular types of strokes in particular areas of the 
brain can eliminate speaking but not reading and understanding, decrease the 
ability to interpret certain visual experiences but not decrease understanding of 
how to use our sense of touch, decrease balance but not strength, and hundreds 
of other examples.

Your explanation predicts that a stroke will damage every intelligently controlled 
process in the mind equally, but it doesn't.

Doctors often know what parts of the brain help create knowledge of how to do 
specific things.  How do we know that they know?

After doing a physical and psychological exam, doctors bet beers over where the 
MRI will find that the stroke actually took place, because the better physicians 
can usually get it right, just by evaluating the properties I mentioned above.

And good beer can be expensive.  They don't like to be wrong.  Especially when 
they then have to buy for everyone.

Cheers.

Michael
Thanks.

Michael

Your explanation predicts all of these wrong.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Journalist Ethics
Date: June 21, 2011 at 12:00 AM

http://techcrunch.com/2011/06/20/why-we-often-blindside-companies/

He's doing it right. And explaining himself well.

-- Elliot Temple
http://curi.us/

http://techcrunch.com/2011/06/20/why-we-often-blindside-companies/
http://curi.us/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 21, 2011 at 1:56 AM

On Jun 20, 2011, at 2:33 PM, William wrote:

On Jun 19, 11:13 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 19, 2011, at 2:05 PM, William wrote:

On Jun 13, 6:12 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 9, 2011, at 1:42 PM, William wrote:

It does not show us that "cat" and "dog" are different levels in any important 
sense. That's an interpretation which needs to be argued for. What's the 
argument?

All real-world physical minds create new knowledge (their thinking
speed) at a rate proportionate to the mental assets (working memory,
specialist processing modules) available to them.

No. This is an assertion which requires an argument. What is the argument?

For example, why should it be proportional to total assets? Why don't 
bottlenecks play a key role?

Why do you think there are specialist processing modules at all which create 
knowledge? how could they possibly create any knowledge without using the 
method of conjectures and refutations? Which is a universal method. How is it 
to be restricted..?

And it's possible to think fast but not create knowledge. Those are not 
equivalent. For example, one can quickly think through repetitive and fruitless 
cyclic thoughts.

To a useful
approximation, the bigger the brain (although not exactly, eg bird or
octopus brains) the faster the knowledge generation per unit time -
which will roughly equate to a 'mouse, cat, dog...' capability level



scheme.

Cats create zero knowledge. Dogs create zero knowledge. It's the same for 
both.

Knowledge is a broad term - (from Wiki) a familiarity with someone or
something, that can include information, descriptions, facts, and/or
skills acquired through experience or education.

By virtue of such animals being knowledge-bearing matter, and by their
virtual-reality equipped brains operating and computing they are
creating knowledge [FoR]. Learning - (from Wiki) is acquiring new or
modifying existing knowledge, behaviors, skills, values, or
preferences and may involve synthesizing different types of
information. Learning = creating new knowledge.

But in the sense of 'new' knowledge generation during the life of the
animal in question...

I've just seen a squirrel in my garden, after multiple attempts, work
out a way to get to some nuts at the top of a 'squirrel proof' pole
(my own design, to my shame!) The pole and nuts were new. He had not
seen them before. He has learnt. He has therefore acquired knowledge -
in that he will be able (although not if I can help it) to perform his
fairly involved technique again. Perhaps he has acquired them through
'trail & error', but whatever his mechanism, the end result is
something he had to actively work at - that was not 'written in'.
Indeed surely all animals have brains precisely because they need to
think in real time, to cope with the unexpected and all those things
that can't be economically genetically hard-wired in in a fast moving
real world. Ascend the tree of life, and in general, the more flexible
and more adaptable the brain and thinking becomes.

His knowledge generation rate relative to humans is very very low, and
of course it is inherently parochial - forever focused on his little
world. And I doubt he will be able to pass his knowledge on. Lacking a
universal framework or core he will never achieve knowledge generation
'escape velocity' like humans.



Your position above straightforwardly contradicts DD's arguments as laid out in 
BoI. While of course you can disagree with those arguments, I think if you're 
going to assert a position on the BoI list, you should at least address BoI's 
arguments when proposing a theory about how particular animals are knowledge-
creating entities.

DD talks about basically the same example you introduce, but with apes (chapter 
16):

Apes are capable of recognizing a much larger set of possible meanings. Some 
of them are so complex that aping has often been misinterpreted as evidence of 
human-like understanding. For example, when an ape learns a new method of 
cracking nuts by hitting them with rocks, it does not then play the movements 
back blindly in a fixed sequence like a parrot does. The movements required to 
crack the nut are never the same twice: the ape has to aim the rock at the nut; it 
may have to chase the nut and fetch it back if it rolls away; it has to keep hitting 
it until it cracks, rather than a fixed number of times; and so on. During some 
parts of the procedure the ape’s two hands must cooperate, each performing a 
different sub-task. Before it can even begin, it must be able to recognize a nut 
as being suitable for the procedure; it must look for a rock and, again, recognize 
a suitable one.

Such activities may seem to depend on explanation – on understanding how 
and why each action within the complex behaviour has to fit in with the other 
actions in order to achieve the overall purpose. But recent discoveries have 
revealed how apes are able to imitate such behaviours without ever creating 
any explanatory knowledge. In a remarkable series of observational and 
theoretical studies, the evolutionary psychologist and animal-behaviour 
researcher Richard Byrne has shown how they achieve this by a process that 
he calls behaviour parsing (which is analogous to the grammatical analysis or 
‘parsing’ of human speech or computer programs)

  
Humans and computers separate continuous streams of sounds or characters 
into individual elements such as words, and then interpret those elements as 
being connected by the logic of a larger sentence or program. Similarly, in 
behaviour parsing (which evolved millions of years before human language 
parsing), an ape parses a continuous stream of behaviour that it witnesses into 
individual elements, each of which it already knows – genetically – how to 
imitate. The individual elements can be inborn behaviours, such as biting; or 
behaviours learned by trial and error, such as grasping a nettle without being 



stung; or previously learned memes. As for connecting these elements together 
in the right way without knowing why, it turns out that, in every known case of 
complex behaviours in non-humans, the necessary information can be obtained 
merely by watching the behaviour many times and looking out for simple 
statistical patterns – such as which right-hand behaviour often goes with which 
left-hand behaviour, and which elements are often omitted. It is a very inefficient 
method, requiring a lot of watching of behaviours that a human could mimic 
almost immediately by understanding their purpose. Also, it allows only a few 
fixed options for connecting the behaviours together, so only relatively simple 
memes can be replicated. Apes can copy certain individual actions instantly – 
the ones of which they have pre-existing knowledge through their mirror-neuron 
system – but it takes them years to learn a repertoire of memes that involve 
combinations of actions. Yet those memes – trivially simple tricks by human 
standards – are enormously valuable: using them, apes have privileged access 
to sources of food that are closed to all other animals; and meme evolution 
gives them the ability to switch to other sources far faster than gene evolution 
would allow.

So, an ape knows (inexplicitly) that another ape is ‘picking up a rock’, and not 
performing any of the countless other possible interpretations of the same 
actions, such as ‘picking up an object in a given relative position’, because 
picking up a rock is in its inborn repertoire of copiable behaviours while the other 
possibilities are not. Indeed, it may well be that apes cannot imitate the 
behaviour of ‘picking up an object in a given relative position’. Note, in this 
connection, that apes are unable to imitate sounds. They cannot even parrot 
sounds (repeat them blindly), despite having a complex inborn repertoire of calls 
that they can make, recognize and act upon in genetically predetermined ways. 
Their behaviour-parsing system simply did not evolve a predetermined 
translation mechanism from hearing sounds to uttering them, so they cannot 
ape them. Consequently there are no customized sounds in any of the apes’ 
memetically controlled behaviours.

Thus, in the crucial respect that is relevant to meme replication, aping has the 
same logic as parroting: like the parrot, the ape avoids the infinite ambiguity of 
copying by already knowing, inexplicitly, the meaning of every action that it is 
capable of copying. And it is only capable of associating one meaning with each 
action that it can copy – one definition of how to perform the ‘same’ action under 
various circumstances. That is how ape memes can be replicated without the 
impossible step of literally copying knowledge from another ape. The recipient of 
the meme instantly recognizes the meaning of each element of the behaviour; 



and it relates the elements by statistical analysis, not by discovering how they 
support each other’s functioning.

DD's theory explains even how memes are copied between apes without 
explanatory knowledge. The squirrel in your garden is relatively trivial to explain 
by comparison -- one could easily imagine he has software that tries a bunch of 
variations of getting up an obstacle to nuts. Its like how they have some robots 
now that can try a bunch of slight variations in movement in order to get around 
an obstacle. Any particular obstacle (like say a tire) might be one they've never 
encountered before, and yet they manage to get around it. Is a Roomba that 
manages to navigate around a tire engaged in the creation of explanatory 
knowledge, given that there's no specific "navigate around tires" software 
programmed into it?

0J



From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: How Universality Works
Date: June 21, 2011 at 6:09 AM

On Jun 21, 4:17 am, Michael Golding <mlionson...@yahoo.com> wrote:

I haven't had time to read through most of the above...

UNIVERSALITY

Stephan Wolfram 'A new kind of Science' 2003, has shown that even very
simple rules embodied in abstractions such as cellular automata (game
of life etc.) can form structures that are computationally universal.
Predicting that universality would be found within many other diverse
systems and areas, he held that it was an irreducible property of
reality itself. Any system so enabled possesses the awesome yet
crucial ability to transcend its ‘programming’ – to rise above its
origins, to be free.

and this is a bit of idle speculation... ;)
Wolfram and others have commented on the ‘remarkable effectiveness and
efficiency’ of the visual system in particular. It is conceivable that
lower brain systems, perhaps all neural circuitry, may in fact also be
theoretically universal. A form of visual ‘grammar’ (at the raw primal
sketch level) may be at play, and perhaps something similar is afoot
in the auditory, even olfactory spheres. Might visual consciousness
itself owe something to this property?

However configured, universal humans wielding complex conceptual
mental tools are pivotal to any cogent integrated description of
reality and its future development.
One must be careful not to conflate the principle or notion of
universality in its broad computational sense to its applied function
within a viable physically substantiated mind. Academic isolated-minds
and real-world-minds embodied within *some* environment are different
beasts, and merit different treatments.

When applied to the human capacity to generate unbounded knowledge,
the process of ‘universality’ is usually taken to originate primarily
out of symbolic and language manipulation capabilities, that permit



nested layers of structure without limit. One sketch of the human
brain is that: it is composed of at least a dozen or more broadly
independent and specialist neural computers, and that the higher
levels of thought are rendered, in a distributed fashion as separate
strata of virtual computation. This vortex of abstractions waxes and
wanes, but in no straightforward way – it is not clear ‘who pushes who
around’.

Human brains (running an unfettered universal abstractive mind)
possess auxiliary specialist processing modules (vision, auditory,
motor and so on). These all assist and supplement the core UE program,
enabling it generate more knowledge per unit time. In the end all
these additions equate to extra working memory.

But what sense does it make to discuss a UE program existing *without*
at least some interface and maintenance systems? Future AIs may not
have all the human concerns we face, and could be much more
streamlined, but they will still need basic I/O interfaces. It will be
equitable to a human, in the sense that it contains a universal core -
it will be a person. Given our current ignorance in building such
systems, it is difficult to delineate these boundaries. What lies
within the ‘core’ and what is optional and peripheral? Are its borders
fluid, shifting as the environment changes? Where does one draw the
lines?

-- William



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: How Universality Works
Date: June 21, 2011 at 7:02 AM

--- On Tue, 6/21/11, William <3p4j8x834p27@gmail.com> wrote:

From: William <3p4j8x834p27@gmail.com>
Subject: [BoI] Re: How Universality Works
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Tuesday, June 21, 2011, 6:09 AM
On Jun 21, 4:17 am, Michael Golding
<mlionson...@yahoo.com>
wrote:

I haven't had time to read through most of the above...

UNIVERSALITY

Stephan Wolfram 'A new kind of Science' 2003, has shown
that even very
simple rules embodied in abstractions such as cellular
automata (game
of life etc.) can form structures that are computationally
universal.
Predicting that universality would be found within many
other diverse
systems and areas, he held that it was an irreducible
property of
reality itself. Any system so enabled possesses the awesome
yet
crucial ability to transcend its ‘programming’ – to
rise above its
origins, to be free.

and this is a bit of idle speculation... ;)
Wolfram and others have commented on the ‘remarkable
effectiveness and
efficiency’ of the visual system in particular. It is
conceivable that
lower brain systems, perhaps all neural circuitry, may in



fact also be
theoretically universal. A form of visual ‘grammar’ (at
the raw primal
sketch level) may be at play, and perhaps something similar
is afoot
in the auditory, even olfactory spheres. Might visual
consciousness
itself owe something to this property?

One does have to consider a possibility like this.  If when a child is born (or 
shortly thereafter) there is damage to a specialty module (for example the 
particular part of the brain that we know is involved in creating the capacity to 
talk), the ability to learn to speak will be damaged ("slowed-down in learning to 
speak") over a lifetime.  It is not only memory of past knowledge that is damaged, 
because children who are just born do not know how to speak English, at all. 
They just don't learn to speak as rapidly (or sometimes at all, if this part of the 
brain is damaged. But, if damage is to a different known area of the brain when 
the child is born (say the visual cortex), then the capacity to learn to interpret 
visual cues will be damaged (the learning will be "slowed-down") over a life-time.

So I think it is correct to use words like "visual consciousness".  Using Popperian 
language, the speed with which we can conjecture and refute about the visual 
world is made slower if this particular part of the brain is damaged at birth, so our 
ability to create a specific type knowledge occurs at different rates depending on 
the health of specific identifiable and known parts of the brain.....at birth.

This refutes Elliot's notion that rates of different types of human learning are 
solely determined by culture or individual choice.  Now, given enough years 
(perhaps 100's or thousands) if we could keep the person alive long enough, I 
suspect that the person would learn to use other parts of the brain for speech and 
vision and do it perfectly well.  Hence we are universal, but subjected to various 
initial speed restrictions in learning different things (that will eventually 
themselves be rapidly overcome, once we learn how to undo the effects of 
specific kinds of brain damage, say with surgery.)

Very interesting post.

Michael



However configured, universal humans wielding complex
conceptual
mental tools are pivotal to any cogent integrated
description of
reality and its future development.
One must be careful not to conflate the principle or notion
of
universality in its broad computational sense to its
applied function
within a viable physically substantiated mind. Academic
isolated-minds
and real-world-minds embodied within *some* environment are
different
beasts, and merit different treatments.

When applied to the human capacity to generate unbounded
knowledge,
the process of ‘universality’ is usually taken to
originate primarily
out of symbolic and language manipulation capabilities,
that permit
nested layers of structure without limit. One sketch of the
human
brain is that: it is composed of at least a dozen or more
broadly
independent and specialist neural computers, and that the
higher
levels of thought are rendered, in a distributed fashion as
separate
strata of virtual computation. This vortex of abstractions
waxes and
wanes, but in no straightforward way – it is not clear
‘who pushes who
around’.

Human brains (running an unfettered universal abstractive
mind)
possess auxiliary specialist processing modules (vision,
auditory,



motor and so on). These all assist and supplement the core
UE program,
enabling it generate more knowledge per unit time. In the
end all
these additions equate to extra working memory.

But what sense does it make to discuss a UE program
existing *without*
at least some interface and maintenance systems? Future AIs
may not
have all the human concerns we face, and could be much
more
streamlined, but they will still need basic I/O interfaces.
It will be
equitable to a human, in the sense that it contains a
universal core -
it will be a person. Given our current ignorance in
building such
systems, it is difficult to delineate these boundaries.
What lies
within the ‘core’ and what is optional and peripheral?
Are its borders
fluid, shifting as the environment changes? Where does one
draw the
lines?

-- William



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 21, 2011 at 12:15 PM

--- On Tue, 6/21/11, Justin Mallone <justinceo@gmail.com> wrote:

From: Justin Mallone <justinceo@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Tuesday, June 21, 2011, 1:56 AM

On Jun 20, 2011, at 2:33 PM, William wrote:

On Jun 19, 11:13 pm, Elliot Temple <c...@curi.us>
wrote:

On Jun 19, 2011, at 2:05 PM, William wrote:

On Jun 13, 6:12 pm, Elliot Temple <c...@curi.us>
wrote:

On Jun 9, 2011, at 1:42 PM, William
wrote:

It does not show us that "cat" and "dog"
are different levels in any important sense. That's an
interpretation which needs to be argued for. What's the
argument?

All real-world physical minds create new
knowledge (their thinking

speed) at a rate proportionate to the mental
assets (working memory,

specialist processing modules) available to
them.

No. This is an assertion which requires an
argument. What is the argument?



For example, why should it be proportional to
total assets? Why don't bottlenecks play a key role?

Why do you think there are specialist processing
modules at all which create knowledge? how could they
possibly create any knowledge without using the method of
conjectures and refutations? Which is a universal method.
How is it to be restricted..?

And it's possible to think fast but not create
knowledge. Those are not equivalent. For example, one can
quickly think through repetitive and fruitless cyclic
thoughts.

To a useful
approximation, the bigger the brain (although

not exactly, eg bird or
octopus brains) the faster the knowledge

generation per unit time -
which will roughly equate to a 'mouse, cat,

dog...' capability level
scheme.

Cats create zero knowledge. Dogs create zero
knowledge. It's the same for both.

Knowledge is a broad term - (from Wiki) a familiarity
with someone or

something, that can include information, descriptions,
facts, and/or

skills acquired through experience or education.

By virtue of such animals being knowledge-bearing
matter, and by their

virtual-reality equipped brains operating and
computing they are

creating knowledge [FoR]. Learning - (from Wiki) is



acquiring new or
modifying existing knowledge, behaviors, skills,

values, or
preferences and may involve synthesizing different

types of
information. Learning = creating new knowledge.

But in the sense of 'new' knowledge generation during
the life of the

animal in question...

I've just seen a squirrel in my garden, after multiple
attempts, work

out a way to get to some nuts at the top of a
'squirrel proof' pole

(my own design, to my shame!) The pole and nuts were
new. He had not

seen them before. He has learnt. He has therefore
acquired knowledge -

in that he will be able (although not if I can help
it) to perform his

fairly involved technique again. Perhaps he has
acquired them through

'trail & error', but whatever his mechanism, the
end result is

something he had to actively work at - that was not
'written in'.

Indeed surely all animals have brains precisely
because they need to

think in real time, to cope with the unexpected and
all those things

that can't be economically genetically hard-wired in
in a fast moving

real world. Ascend the tree of life, and in general,
the more flexible

and more adaptable the brain and thinking becomes.



His knowledge generation rate relative to humans is
very very low, and

of course it is inherently parochial - forever focused
on his little

world. And I doubt he will be able to pass his
knowledge on. Lacking a

universal framework or core he will never achieve
knowledge generation

'escape velocity' like humans.

Your position above straightforwardly contradicts DD's
arguments as laid out in BoI. While of course you can
disagree with those arguments, I think if you're going to
assert a position on the BoI list, you should at least
address BoI's arguments when proposing a theory about how
particular animals are knowledge-creating entities.

DD talks about basically the same example you introduce,
but with apes (chapter 16):

Apes are capable of recognizing a much larger set of
possible meanings. Some of them are so complex that aping
has often been misinterpreted as evidence of human-like
understanding. For example, when an ape learns a new method
of cracking nuts by hitting them with rocks, it does not
then play the movements back blindly in a fixed sequence
like a parrot does. The movements required to crack the nut
are never the same twice: the ape has to aim the rock at the
nut; it may have to chase the nut and fetch it back if it
rolls away; it has to keep hitting it until it cracks,
rather than a fixed number of times; and so on. During some
parts of the procedure the ape’s two hands must cooperate,
each performing a different sub-task. Before it can even
begin, it must be able to recognize a nut as being suitable
for the procedure; it must look for a rock and, again,
recognize a suitable one.

Such activities may seem to depend on explanation –
on understanding how and why each action within the complex



behaviour has to fit in with the other actions in order to
achieve the overall purpose. But recent discoveries have
revealed how apes are able to imitate such behaviours
without ever creating any explanatory knowledge. In a
remarkable series of observational and theoretical studies,
the evolutionary psychologist and animal-behaviour
researcher Richard Byrne has shown how they achieve this by
a process that he calls behaviour parsing (which is
analogous to the grammatical analysis or ‘parsing’ of
human speech or computer programs)
    

Humans and computers separate continuous streams of
sounds or characters into individual elements such as words,
and then interpret those elements as being connected by the
logic of a larger sentence or program. Similarly, in
behaviour parsing (which evolved millions of years before
human language parsing), an ape parses a continuous stream
of behaviour that it witnesses into individual elements,
each of which it already knows – genetically – how to
imitate. The individual elements can be inborn behaviours,
such as biting; or behaviours learned by trial and error,
such as grasping a nettle without being stung; or previously
learned memes. As for connecting these elements together in
the right way without knowing why, it turns out that, in
every known case of complex behaviours in non-humans, the
necessary information can be obtained merely by watching the
behaviour many times and looking out for simple statistical
patterns – such as which right-hand behaviour often goes
with which left-hand behaviour, and which elements are often
omitted. It is a very inefficient method, requiring a lot of
watching of behaviours that a human could mimic almost
immediately by understanding their purpose. Also, it allows
only a few fixed options for connecting the behaviours
together, so only relatively simple memes can be replicated.
Apes can copy certain individual actions instantly – the
ones of which they have pre-existing knowledge through their
mirror-neuron system – but it takes them years to learn a
repertoire of memes that involve combinations of actions.
Yet those memes – trivially simple tricks by human
standards – are enormously valuable: using them, apes have



privileged access to sources of food that are closed to all
other animals; and meme evolution gives them the ability to
switch to other sources far faster than gene evolution would
allow.

So, an ape knows (inexplicitly) that another ape is
‘picking up a rock’, and not performing any of the
countless other possible interpretations of the same
actions, such as ‘picking up an object in a given relative
position’, because picking up a rock is in its inborn
repertoire of copiable behaviours while the other
possibilities are not. Indeed, it may well be that apes
cannot imitate the behaviour of ‘picking up an object in a
given relative position’. Note, in this connection, that
apes are unable to imitate sounds. They cannot even parrot
sounds (repeat them blindly), despite having a complex
inborn repertoire of calls that they can make, recognize and
act upon in genetically predetermined ways. Their
behaviour-parsing system simply did not evolve a
predetermined translation mechanism from hearing sounds to
uttering them, so they cannot ape them. Consequently there
are no customized sounds in any of the apes’ memetically
controlled behaviours.

Thus, in the crucial respect that is relevant to meme
replication, aping has the same logic as parroting: like the
parrot, the ape avoids the infinite ambiguity of copying by
already knowing, inexplicitly, the meaning of every action
that it is capable of copying. And it is only capable of
associating one meaning with each action that it can copy
– one definition of how to perform the ‘same’ action
under various circumstances. That is how ape memes can be
replicated without the impossible step of literally copying
knowledge from another ape. The recipient of the meme
instantly recognizes the meaning of each element of the
behaviour; and it relates the elements by statistical
analysis, not by discovering how they support each other’s
functioning.

DD's theory explains even how memes are copied between apes



without explanatory knowledge. The squirrel in your garden
is relatively trivial to explain by comparison -- one could
easily imagine he has software that tries a bunch of
variations of getting up an obstacle to nuts. Its like how
they have some robots now that can try a bunch of slight
variations in movement in order to get around an obstacle.
Any particular obstacle (like say a tire) might be one
they've never encountered before, and yet they manage to get
around it. Is a Roomba that manages to navigate around a
tire engaged in the creation of explanatory knowledge, given
that there's no specific "navigate around tires" software
programmed into it?

0J

Hi Justin,

I think he was not claiming that the squirrel was creating universal knowledge 
because he said the squirrel does not have a universal explanatory core.

But you do bring up a good point.  Is there a difference between squirrels and 
Roombas?

I think many on this list would say "no".  Most who are not on this list would say 
that higher mammals, for example, can feel pain (just not reflect on it.)  They 
would say that the Roomba does not feel pain.

Michael



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] How Universality Works
Date: June 21, 2011 at 3:55 PM

On Mon, Jun 20, 2011 at 8:17 PM, Michael Golding <mlionson428@yahoo.com> 
wrote:

--- On Mon, 6/20/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: [BoI] How Universality Works
To: "BoI" <beginning-of-infinity@googlegroups.com>
Date: Monday, June 20, 2011, 10:37 PM
Universality works like this:

There are a small number of basic operations. Everything
else is an emergent property.

Just like with computers.

For example:

http://www.ece.umd.edu/~manoj/759M/MIPSALM.html

or

http://en.wikipedia.org/wiki/X86_instruction_listings

A much smaller instruction set is possible but
inconvenient.

Under the hood the chips are made out of even simpler
components but never mind.

So, consider an instruction set like these of the basic
operations it can do.

Each operation has a speed.

http://www.ece.umd.edu/~manoj/759M/MIPSALM.html
http://en.wikipedia.org/wiki/X86_instruction_listings


Actually it's more complicated due to advanced features.
Speed varies depending on what is done in a row over time
(has to do with e.g. how much stuff coming soon it can
efficiently pack together and do now), and speed of
individual operations varies depending on the input data
(due to e.g. branch prediction). But never mind that. Not
important.

Imagine a simpler chip than today's modern designs. Each
operation has a speed. Maybe addition runs in 5ms but
multiplication in 10ms. Maybe integer math is faster than
floating point math.

This is the way speed can vary in a universal computer. The
elementary operations which create the universality can be
each individually designed and depending on the design can
run at different speeds.

But there is no such thing as a CPU that runs games fast.
Or a CPU that is good at running word processing programs.
Or one that is good at natural language parsing. Or one that
is good at emailing.

CPUs do not have a speed attached to each thing in their
repertoire of possible computations, only to the smallest
building blocks.

If you want to run a game, the speed is going to depend on
two things, basically:

1) the speed of the chip, as a *single number*

2) how efficiently the game is programmed

Why a single number? Because with all reasonable chip
designs, all operations run fast and a complex program like
a game uses all the common operations many times, and it
kind of averages out.

It wouldn't make sense to design a CPU where one operation



is 100 times slower than the others so it's always slowing
down programs.

This single number is an approximation, but a good one.
Some programs use more floating point math. Others use more
integer math. One can design CPUs to be better at integer or
floating point and it can make some difference. But for most
intents and purposes this doesn't matter and most programs
use a variety of stuff and can't just be categorized as
really heavy on a particular instruction.

Even the floating point math heavy programs still use
integer math and need well rounded CPUs which are good at
everything and could run any normal program just fine.

Now, universality of explanation has a lot of similarities
to universality of computation. But also some differences.

It is similar in that it has a small number of basic
operations. These can be expected each to have a fixed
speed, to a decent approximation. Anything that is not a
basic operation does not have a fixed speed but depends on
how it's done (there are in general many, many different
ways -- different combinations and orderings of the basic
operations -- to achieve the same goal).

We don't know what the set of basic operations is for
universal explainers (we do know some possible sets for
universal computers and have built them). But we do know
there is some set and it's small. That's how universality,
and the jump to universality, works.

So there's these basic operations, and they all are fast
and all in the same ballpark speed wise. There isn't one
that's a horrendously weaker link than the others.

And almost all thinking uses a mix of all of them (or at
least all the common ones. I kind of doubt there are
uncommon ones like x86 has but we don't really know).



This means almost all thinking basically goes at the same
speed. There is no better or worse. No matter of degrees. No
continuum. Just you can think it, and that's that.

When healthy people get stuck, thinking slow, etc, it's not
due to the speed of the basic operations. It's not a
hardware problem. It's always software. It's caused by
ideas.

Unhealthy people with brain damage could have a widespread
slowdown. But brain damage would not cause someone to be
bad/slow at creating political knowledge but still fast/good
at creating physics knowledge. The reason it can't do that
is both of those use a mix of all the common operations. The
only way to make one whole field slow is by damaging at
least one common operation. But if that happened, all other
big fields would slow down too.

Similarly, even if people have two minds, it can't be that
one of which is better at spatial relations, reading or
speech, while being worse at other stuff. That's just the
same issue as being good at politics while bad at physics.

It's also not true that being good at a subject has much to
do with being fast at a subject (in the sense of basic
operation or CPU speed), but that's a tangent. Equate them
or not, my point stands.

Being fast at a subject in the sense of quickly making
*useful progress* is a matter of ideas.

Useful progress is what people have in mind by being good
at a subject, being smart, that kind of thing. But it's a
different concept than hardware speed.

Being good at something (which involves making progress in
your lifetime, not slower) has to do with whether one's
approach and methodology is good or bad. It has to do with
being rational or irrational. It's not caused by the speed
of the basic operations which can do many, many different



ways of approaching the subject, some good, wise and
efficient and some unwise, slow, irrational, and bad.

In practice, hardware speed never has any significant
affect on being smart and good at topics in anyone without
brain damage. In that case, what brain damage can do is
things like cause random errors in their memory which makes
it harder to learn any field. Or make a basic operation
slower, slowing down all thinking (I believe this is rare. I
don't know any cases where it definitely happened. It's not
the explanation for well known phenomena.).

Brain damage causes a general purpose problem, not a field
specific problem.

But what about when people seem to have subject specific
problems? There are a mix of reasons for why this can seem
to happen. A common reason is bad science which is one of
the reasons I asked for paper citations earlier. As BoI
explained, a lot of science is bad and there are incentives
to do it badly (e.g. if you're incompetent you might get
spectacular results). Another thing that could potentially
happen is knowledge is stored in physical form and can be
destroyed. If some of a person's knowledge is destroyed he
could get worse at a field that uses that knowledge while
not getting worse at a different field. He won't be stopped
from relearning the first field except if his learning is
handicapped in general. In all adults in our culture, people
are handicapped from learning things as adults due to
anti-rational memes, so it's no surprise people find
relearning lost skills hard.

MG wrote:

So a disability does not have to be global, but could
just change the rate of growth of knowledge in a particular
area (like learning to speak).

This is false, as I've explained. Speed (of basic
operations, of hardware) has global effects b/c there is



only a small set of hardware operations shared by all the
different complex, high level ideas. Damage to any of those
operations would slow down all the high level ideas which
use them. There is no direct hardware support for complex,
high level things.

What you are saying is not true if there are multiple quasi-independent thinking 
elements. Just as one person may do better than another at doing math while 
another at reading, different specialized parts of the brain/mind can be better at 
different tasks.

Actually, multiple minds would all be well rounded and have
essentially the same capabilities. Just as minds in two different
people can't be different in terms of being good at physics or
politics, it's the same with two minds within one person. There is no
plausible way to specialize the hardware for any high level task like
that.

What could plausibly vary between two minds within one person is one
might be 10% faster than another one on average globally. But not 10%
faster at political thinking in particular.

My explanation explains why particular types of strokes in particular areas of the 
brain can eliminate speaking but not reading and understanding, decrease the 
ability to interpret certain visual experiences but not decrease understanding of 
how to use our sense of touch, decrease balance but not strength, and 
hundreds of other examples.

Your explanation predicts that a stroke will damage every intelligently controlled 
process in the mind equally, but it doesn't.

Doctors often know what parts of the brain help create knowledge of how to do 
specific things.  How do we know that they know?

After doing a physical and psychological exam, doctors bet beers over where 
the MRI will find that the stroke actually took place, because the better 
physicians can usually get it right, just by evaluating the properties I mentioned 
above.



This analysis mixes up

1) Losing existing knowledge of how to do a skill

2) Impaired ability to create new knowledge about a skill

When a person who could speak now cannot speak, that is 1 not 2.

"Doctors often know what parts of the brain help create knowledge of
how to do specific things." is a mistaken claim about the evidence
"strokes in particular areas of the brain can eliminate speaking". The
evidence is about 1 and the conclusion being asserted is about 2.

1 is compatible with the explanations in this thread but 2 isn't
because there is no way to impair one high level skill while leaving
others unaffected. Impairing any basic operation, or causing random
errors, would have a global affect.

Since 1 is compatible with the explanations in this thread, it doesn't
refute them. 2 could only refute them if it happened, but no evidence
has been presented that it did happen. Only (non-rigorous) evidence
that 1 happened has been presented.

Even if 2 did seem to happen, it would still be possible that it was
caused by ideas rather than by brain damage. For example, it could be
that the traumatic event triggered some bad ideas, and that caused the
observed effects and brain damage did not. Good research would have to
rule out explanations of that type in order to demonstrate that 2
happened. That won't be easy.

Because we live in a society with coercive education which causes
people to be irrational about learning things, it's common for ideas
to cause learning difficulties, and so we shouldn't be surprised when
explanations of that type turn out true.

When focussing on empirical refutation, it's important to provide
sources. Explanationless science is always bad science. Alternatively,
science with explanations always needs to be evaluated in part based
on the explanations it uses (including explanations about what



methodology will measure what they wish to measure). Without being
presented with the explanations, either directly or by a cite, we
can't judge if they are correct or not.

Without a good explanation, we should tentatively reject all claims,
empirical or not. They cannot be relied on just because someone
asserts them. It's easy to make mistakes and easy to fool ourselves,
so we need more rigorous standards.



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] How Universality Works
Date: June 21, 2011 at 5:44 PM

--- On Tue, 6/21/11, Anonymous Person <unattributedemail@gmail.com> wrote:

From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] How Universality Works
To: beginning-of-infinity@googlegroups.com
Date: Tuesday, June 21, 2011, 3:55 PM
On Mon, Jun 20, 2011 at 8:17 PM,
Michael Golding <mlionson428@yahoo.com>
wrote:

--- On Mon, 6/20/11, Elliot Temple <curi@curi.us>
wrote:

From: Elliot Temple <curi@curi.us>
Subject: [BoI] How Universality Works
To: "BoI" <beginning-of-infinity@googlegroups.com>
Date: Monday, June 20, 2011, 10:37 PM
Universality works like this:

There are a small number of basic operations.
Everything

else is an emergent property.

Just like with computers.

For example:

http://www.ece.umd.edu/~manoj/759M/MIPSALM.html

or

http://en.wikipedia.org/wiki/X86_instruction_listings

A much smaller instruction set is possible but
inconvenient.

http://www.ece.umd.edu/~manoj/759M/MIPSALM.html
http://en.wikipedia.org/wiki/X86_instruction_listings


Under the hood the chips are made out of even
simpler

components but never mind.

So, consider an instruction set like these of the
basic

operations it can do.

Each operation has a speed.

Actually it's more complicated due to advanced
features.

Speed varies depending on what is done in a row
over time

(has to do with e.g. how much stuff coming soon it
can

efficiently pack together and do now), and speed
of

individual operations varies depending on the
input data

(due to e.g. branch prediction). But never mind
that. Not

important.

Imagine a simpler chip than today's modern
designs. Each

operation has a speed. Maybe addition runs in 5ms
but

multiplication in 10ms. Maybe integer math is
faster than

floating point math.

This is the way speed can vary in a universal
computer. The

elementary operations which create the
universality can be



each individually designed and depending on the
design can

run at different speeds.

But there is no such thing as a CPU that runs
games fast.

Or a CPU that is good at running word processing
programs.

Or one that is good at natural language parsing.
Or one that

is good at emailing.

CPUs do not have a speed attached to each thing in
their

repertoire of possible computations, only to the
smallest

building blocks.

If you want to run a game, the speed is going to
depend on

two things, basically:

1) the speed of the chip, as a *single number*

2) how efficiently the game is programmed

Why a single number? Because with all reasonable
chip

designs, all operations run fast and a complex
program like

a game uses all the common operations many times,
and it

kind of averages out.

It wouldn't make sense to design a CPU where one
operation

is 100 times slower than the others so it's always
slowing



down programs.

This single number is an approximation, but a good
one.

Some programs use more floating point math. Others
use more

integer math. One can design CPUs to be better at
integer or

floating point and it can make some difference.
But for most

intents and purposes this doesn't matter and most
programs

use a variety of stuff and can't just be
categorized as

really heavy on a particular instruction.

Even the floating point math heavy programs still
use

integer math and need well rounded CPUs which are
good at

everything and could run any normal program just
fine.

Now, universality of explanation has a lot of
similarities

to universality of computation. But also some
differences.

It is similar in that it has a small number of
basic

operations. These can be expected each to have a
fixed

speed, to a decent approximation. Anything that is
not a

basic operation does not have a fixed speed but
depends on

how it's done (there are in general many, many



different
ways -- different combinations and orderings of

the basic
operations -- to achieve the same goal).

We don't know what the set of basic operations is
for

universal explainers (we do know some possible
sets for

universal computers and have built them). But we
do know

there is some set and it's small. That's how
universality,

and the jump to universality, works.

So there's these basic operations, and they all
are fast

and all in the same ballpark speed wise. There
isn't one

that's a horrendously weaker link than the
others.

And almost all thinking uses a mix of all of them
(or at

least all the common ones. I kind of doubt there
are

uncommon ones like x86 has but we don't really
know).

This means almost all thinking basically goes at
the same

speed. There is no better or worse. No matter of
degrees. No

continuum. Just you can think it, and that's
that.

When healthy people get stuck, thinking slow, etc,



it's not
due to the speed of the basic operations. It's not

a
hardware problem. It's always software. It's

caused by
ideas.

Unhealthy people with brain damage could have a
widespread

slowdown. But brain damage would not cause someone
to be

bad/slow at creating political knowledge but still
fast/good

at creating physics knowledge. The reason it can't
do that

is both of those use a mix of all the common
operations. The

only way to make one whole field slow is by
damaging at

least one common operation. But if that happened,
all other

big fields would slow down too.

Similarly, even if people have two minds, it can't
be that

one of which is better at spatial relations,
reading or

speech, while being worse at other stuff. That's
just the

same issue as being good at politics while bad at
physics.

It's also not true that being good at a subject
has much to

do with being fast at a subject (in the sense of
basic

operation or CPU speed), but that's a tangent.



Equate them
or not, my point stands.

Being fast at a subject in the sense of quickly
making

*useful progress* is a matter of ideas.

Useful progress is what people have in mind by
being good

at a subject, being smart, that kind of thing. But
it's a

different concept than hardware speed.

Being good at something (which involves making
progress in

your lifetime, not slower) has to do with whether
one's

approach and methodology is good or bad. It has to
do with

being rational or irrational. It's not caused by
the speed

of the basic operations which can do many, many
different

ways of approaching the subject, some good, wise
and

efficient and some unwise, slow, irrational, and
bad.

In practice, hardware speed never has any
significant

affect on being smart and good at topics in anyone
without

brain damage. In that case, what brain damage can
do is

things like cause random errors in their memory
which makes

it harder to learn any field. Or make a basic



operation
slower, slowing down all thinking (I believe this

is rare. I
don't know any cases where it definitely happened.

It's not
the explanation for well known phenomena.).

Brain damage causes a general purpose problem, not
a field

specific problem.

But what about when people seem to have subject
specific

problems? There are a mix of reasons for why this
can seem

to happen. A common reason is bad science which is
one of

the reasons I asked for paper citations earlier.
As BoI

explained, a lot of science is bad and there are
incentives

to do it badly (e.g. if you're incompetent you
might get

spectacular results). Another thing that could
potentially

happen is knowledge is stored in physical form and
can be

destroyed. If some of a person's knowledge is
destroyed he

could get worse at a field that uses that
knowledge while

not getting worse at a different field. He won't
be stopped

from relearning the first field except if his
learning is

handicapped in general. In all adults in our
culture, people



are handicapped from learning things as adults due
to

anti-rational memes, so it's no surprise people
find

relearning lost skills hard.

MG wrote:

So a disability does not have to be global,
but could

just change the rate of growth of knowledge in a
particular

area (like learning to speak).

This is false, as I've explained. Speed (of basic
operations, of hardware) has global effects b/c

there is
only a small set of hardware operations shared by

all the
different complex, high level ideas. Damage to any

of those
operations would slow down all the high level

ideas which
use them. There is no direct hardware support for

complex,
high level things.

What you are saying is not true if there are multiple
quasi-independent thinking elements. Just as one person may
do better than another at doing math while another at
reading, different specialized parts of the brain/mind can
be better at different tasks.

Actually, multiple minds would all be well rounded and
have
essentially the same capabilities. Just as minds in two
different



people can't be different in terms of being good at physics
or
politics, it's the same with two minds within one person.
There is no
plausible way to specialize the hardware for any high level
task like
that.

What could plausibly vary between two minds within one
person is one
might be 10% faster than another one on average globally.

That does not follow:  The occipital cortex is wired to the eyes.  A genetically 
programmed visual cortex with help from central areas creates a "conjecture" and 
begins creating knowledge about visual imagery. Simultaneously separate 
speech center, hooked up to the ears, begins creating knowledge about 
speaking. After a while, each center has created knowledge about something 
completely different. So they differ in their respective efficieny dramatically.  This 
is very much like thinking that someone who has learned to play a musical 
instrument will only be 10% better at playing a musical instrument than someone 
who has not.

As specialized knowledge increases, the *depth of knowledge* increases.

Why?  When there is more dense knowledge about visual imagery, the mind that 
is conjecturing about it has more efficient conjectures.  (Think about scrambling a 
book that has random letters vs. scramling the chapters in a book that is already 
written). The conjecture (the new creation) is more likely to have deeper 
knowledge in it. The most important conjecture is the conjecture about how to 
conjecture.  When a person develops knowledge, this is the conjecture that gets 
better.

The reason that the right-sided mind cannot speak (well) after the corpus 
collosum is cut is that that side of the brain has not created knowledge about how 
to speak. It previously utilized the left side of the brain.  So it has no conjecture 
about how to conjecture.  So its rate of creating knowledge about speaking is 
much slower than say 10%.  It has to learn from the start (and probably does not 
have the same rich connections to the tongue and mouth to be able to control 
articulation. New parts of the brain can be recruited for creating knowledge and 
eventually would be.  They just take more time.



My explanation explains why particular types of
strokes in particular areas of the brain can eliminate
speaking but not reading and understanding, decrease the
ability to interpret certain visual experiences but not
decrease understanding of how to use our sense of touch,
decrease balance but not strength, and hundreds of other
examples.

Your explanation predicts that a stroke will damage
every intelligently controlled process in the mind equally,
but it doesn't.

Doctors often know what parts of the brain help create
knowledge of how to do specific things.  How do we know
that they know?

After doing a physical and psychological exam, doctors
bet beers over where the MRI will find that the stroke
actually took place, because the better physicians can
usually get it right, just by evaluating the properties I
mentioned above.

This analysis mixes up

1) Losing existing knowledge of how to do a skill

2) Impaired ability to create new knowledge about a skill

When a person who could speak now cannot speak, that is 1
not 2.

No it is not.  Because if someone has a severe trauma to the *same area of the 
brain* before knowledge of how to speak is created (for example at birth), he also 
has grave difficulties in speaking later.  So he has "Impaired ability to create new 
knowledge about a skill".



"Doctors often know what parts of the brain help create
knowledge of
how to do specific things." is a mistaken claim about the
evidence
"strokes in particular areas of the brain can eliminate
speaking". The
evidence is about 1 and the conclusion being asserted is
about 2.

1 is compatible with the explanations in this thread but 2
isn't
because there is no way to impair one high level skill
while leaving
others unaffected. Impairing any basic operation, or
causing random
errors, would have a global affect.

Since 1 is compatible with the explanations in this thread,
it doesn't
refute them. 2 could only refute them if it happened, but
no evidence
has been presented that it did happen. Only (non-rigorous)
evidence
that 1 happened has been presented.

Even if 2 did seem to happen, it would still be possible
that it was
caused by ideas rather than by brain damage. For example,
it could be
that the traumatic event triggered some bad ideas,

But what about the baby who is just born with craniosynostosis (which can cause 
subtle premature closure of neural plates and cause very specific damage to 
specific parts of the brain, not allowing it to grow.)  Doctors see many cases in 
which no one knew, at all, that this was occuring until the child is brought in and is 
not speaking. Guess where the failed growth of the brain is?



You got it.  *In Broca's area* (the speech center).  So babies who are just born 
don't learn to speak as well (or at all) when this specific area is damaged (so 
learning ability is affected by specific deficits in the brain!).

By the way, cranial synostosis can affect different areas of the brain subtley or not 
so subtley.  So if the known visual cortex is damaged. The baby will not learn to 
........ see.

The same is true of every other known specialized area of the brain.

Thanks.

Michael



From: William <3p4j8x834p27@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 21, 2011 at 7:19 PM

On Jun 21, 2:15 am, Michael Golding <mlionson...@yahoo.com> wrote:

WHAT IS A PERSON?

A physically embodied entity possessing *at least one*
abstract
computational framework that can emulate any other system -
a
universal 'hub' or 'core'.

At least you put the "at *least* one" in (wink)!

Meaning... you could have 2 or more - rotating and selecting one to be
the 'boss'. But without at least one you're not a person.

Somehow (any number of?) separate cores (split brains and all that)
'fuse' together almost effortlessly and seamlessly to make a 'single'
core in most of us. Its almost as if a universal core, is fractal like
- and can be divided up into into smaller (but slower) child cores.
Something must be afoot because, these split brains are less capable
separately - their assets (memory, modules etc) are less, and any KGR
neccesarily has to be slower.

Chop the universal core up enough, and I guess you'll get v small,
technically universal cores, that have a low KGR - your basic 'atom'
of person?

As an aside, Homo Florensis is interesting, in that (presumably) they
remained as universal people, yet underwent drastic brain size
reduction due the 'island effect'. Where they 'slow' or low-rate
people relative to us, or is there huge redundancy in present human
brains (plasticity?)



A basic I/O system and sufficient working memory to
achieve
universality reliably, yet without excessive duplication
– to be lean
and economic.

To be capable (using the core) of knowledge generation
(thinking) at a
fast enough rate (KGR) so as to contribute in a meaningful
sense
*relative* to its peers and wider environmental speed.
Should its thinking speed fall (due to processing
impairment, memory
disorders or generic speed) and become very slow – it
remains a
person, but a singularly ponderous one.

I like this. I would add that (as David has pointed out), much of our conjecturing 
(particularly renderings of the physical environment) is subconscious and even 
unconscious, for the most part. So it can be very hard for us (at present) to 
control the rate of our conjectures using just our conscious thoughts. So if the 
renderings create more errors per time than we can correct them with 
refutations, the knowledge in the mind will implode and get less. (The exact 
opposite process of a mind that is gaining in knowledge, at whatever rate).

Makes perfect sense.

Although I'm beginning to doubt my own 'so as to contribute' bit...

A contemporary real-world view might hold that: late-stage dementia,
injury or any condition that affects the rate of knowledge generation
(thinking), such that it is so slow and effectively intractable in a
reasonable time period, would cease to be in any meaningful sense a
viable person anymore. Emotion aside, this stance is sensible;
appealing on several levels and satisfyingly also seems to reflect
most current pragmatic legal codes.

When we finally understand and have perfected how to build sane AI's
around a core UE program economically and efficiently, we will be able



to write its structure down on a big piece of paper. It will remain an
archived universal program/person, static yet coiled with unlimited
potential. Follow the flow charts around with a pencil, and you are
effecting or making its algorithms 'fly' - but ridiculously slowly!
Follow these pathways for long enough, and (as per the Hofstadter/
Gödel ‘Domino’ argument) you may find that you are not running the
program as such, but it is manipulating you!

Such a person should probably still be considered a person, because even now 
we know how (with certain types of errors) to slow the error-creation rate down 
sufficiently using medicines, so that knowledge begins to grow again. One might 
consider such people "unsynchronized people".  

If it drops even further (yet remain universal), finally
stopping - a
frozen person will result, becoming an archived potential
entity. Some
of the rights of operational people – chiefly not to be
altered or
copied without permission should be applicable, for
subjective time
and qualia appreciation will be unaltered.

Ideally any simulated person should be tractably equitable
with its
peers. Indeed one might say that, to run a complex
simulation
containing people rendered at widely different operational
speeds
*together* would be immoral – for this would amount to
creating
disabilities.

It would.  Those exist today at least partly because of differences in the rate at 
which people are able to create knowledge, no doubt related both to the depth 
of their ideas and how good their hardware is (how efficient are the brains 
internal "pencil-like" devices....Apparently Einstein was smarter with his pencil).  



But I would add that there can be different rates of knowledge creation for 
different types of knowledge.

For example in our split-brain friends, their right brain (usually) lacks a Broca's 
area and so the right brain person is mute....but could eventually (given enough 
time) figure out how to speak using other parts of this right brain.  But this mind 
(on the right) can read and therefore be given instructions to do things.  So this 
right-brain person is a full human, just with decreased relative ability to create 
knowledge about certain things. This situation is similar to those who have a 
stroke to Broca's area on the left of their brain.  They can lose much or all of 
their ability to speak, though they understand quiet well when reading.  But with 
appropriate therapy, they can very slowly regain at least part of their ability to 
speak in their lifetime, by learning to use other areas of their still-living brain.  

So a disability does not have to be global, but could just change the rate of 
growth of knowledge in a particular area (like learning to speak).

Yes, that's a nice way of putting it. So, disability can be (and often
is) global but might only be local or relative. I'm going to drink
some Coca-Cola *and* put some glasses on ;)

But I suppose, relative or global, a working brains *total* KGR
(assuming different types of knowledge can be summed) is some sort of
a measure? Hmmm

Perhaps then, the I/O assets (to be equitable to a 'normal' human and
not to create a disability) need a basic Broca's area module within
their canon. What's on the list?

A person’s operational and enveloping environmental speed
should
preferably be closely matched. Accordingly, speed in
isolation is not
an overriding concern as such.

Hi.  The above sounds interesting.  But could you explain it a little more?



I'm only thinking simulations here - perhaps should have been
clearer...

In our own real-world 'simulation', evolution has economically honed
us to perceive the environment (repleat with falling rocks, tigers,
other people etc) at a given speed. This is our (default as we have no
other) operation-environment dynamic. We are matched to the
environment. If we are 'slow' (that being relative to our peers) then
we are at a disadvantage, and clearly that would be a selection factor
- ie crushed, eaten. Few are 'fast' - because that would amount to
over-engineering - and that too eventually would be selected for.

Indeed, future superintelligences (possessing far greater assets and
hence KGRs), yet still inhabiting our default environment will need to
develop a different dynamic. Presumably everything including
unenhanced humans will be annoyingly sluggish.

In the future, it should be possible to create large renderings - with
people, rocks, tigers etc. The simulation may be run in 'real time' ie
'our' speed, or slower or faster [see Bostrom]. An entire human
lifetime could be rendered in say an hour. It goes without saying that
that simulated person would have generated as much knowledge as we
would have in our own 'normal' world.

Obviously, *within* the context of a simulation, speed and KGR is
vital - and is a function of available assets.

A person is still a person regardless of their cognitive
tempo – for
all are capable of universal explanation. But and
importantly so, a
noticeably ‘slow’ person, in a larger dominant pool of
‘fast’ people,
differentially would inevitably be considered as less
capable, less
useful and consequently (though erroneously - still being a



UE) as a
lesser person. Perhaps in these situations, they may be
better termed:
low-speed or low-rate persons. Kanzi the Bonobo, just
possibly, may be
a very low-rate person by this measure.

I don't know Kanzi well enough to call her an "it" or a "her".  Kanzi's a female?

I think its a male. I'd like to learn more - but not sure where to
turn...

-- William



From: Justin Mallone <justinceo@gmail.com>
Subject: Some Comments on Art
Date: June 22, 2011 at 1:00 AM

In chapter 14, "Why Are Flowers Beautiful," DD contrasts a couple of pictures (of 
a screw and bolt) and notes that one has much more aesthetic value than the 
other:

One can see that someone thought about the second picture. In its composition, 
framing, lighting, focus -- it has the appearance of design by the photographer.

HIs discussion of the screw and bolt reminded me of stuff Rand talked about with 
regards to art.

In The Romantic Manifestom chapter 1, the "Psycho Epistemology of Art," 
available here http://tinyurl.com/3cp79sd , Rand defines art:

Art is a selective re-creation of reality according to an artist's metaphysical value 
judgments.

also she says:

Art brings man's concepts to the perceptual level of his consciousness and 
allows him to grasp them directly, as if they were percepts.

Rand's language is a bit troubling here for a Popperian (no such thing as 
grasping percepts directly), but I think the spirit of what she says is accurate. 
She's saying that art is a high level abstraction that represents lots of lower level 
ones, and allow one to grasp lots of truths easily.

As an example:

Many readers of The Fountainhead have told me that the character of Howard 
Roark helped them to make a decision when they faced a moral dilemma. They 
asked themselves: “What would Roark do in this situation?”—and, faster than 
their mind could identify the proper application of all the complex principles 
involved, the image of Roark gave them the answer. They sensed, almost 
instantly, what he would or would not do—and this helped them to isolate and to 
identify the reasons, the moral principles that would have guided him. Such is 

http://tinyurl.com/3cp79sd


the psycho-epistemological function of a personified (concretized) human ideal.

Rand's definition of concepts in the same essay is worth reviewing;

A concept is a mental integration of two or more units which are isolated by a 
process of abstraction and united by a specific definition. By organizing his 
perceptual material into concepts, and his concepts into wider and still wider 
concepts, man is able to grasp and retain, to identify and integrate an unlimited 
amount of knowledge, a knowledge extending beyond the immediate concretes 
of any given, immediate moment.

In any given moment, concepts enable man to hold in the focus of his conscious 
awareness much more than his purely perceptual capacity would permit. The 
range of man’s perceptual awareness—the number of percepts he can deal with 
at any one time—is limited. He may be able to visualize four or five units—as, 
for instance, five trees. He cannot visualize a hundred trees or a distance of ten 
light-years. It is only his conceptual faculty that makes it possible for him to deal 
with knowledge of that kind.

Man retains his concepts by means of language. With the exception of proper 
names, every word we use is a concept that stands for an unlimited number of 
concretes of a certain kind. A concept is like a mathematical series of 
specifically defined units, going off in both directions, open at both ends and 
including all units of that particular kind. For instance, the concept “man” 
includes all men who live at present, who have ever lived or will ever live—a 
number of men so great that one would not be able to perceive them all visually, 
let alone to study them or discover anything about them.

(Sidenote: I'm struck by the keen observation that conceptual integration is a 
beginning of infinity, which Rand pretty much straight-out says almost in those 
exact terms! Note the references to "unlimited knowledge," "unlimited number of 
concretes," and the analogy to an infinite mathematical series. Damn what a 
thinker!)

So perhaps objectively beautiful art is the following: An elegant and effective 
expression of true values that is embodied in a selective recreation of reality via 
an artistic medium.
Like, if we assume Michelangelo's David is objectively beautiful, it's because it (to 
some extent intentionally) conveys certain good values in an elegant and 



effective way to the viewer.

Art is a hard project, because people have lots of complicated inexplicit ideas and 
memes that one needs to draw upon and take into account (at some level) in 
order to make art that is effective at bringing "man's concepts to the perceptual". 
Some people, due to good ideas and a critical approach, become super-effective 
at it.  Other people suck at the task. This goes against the idea that art is just 
about "self-expression" or some nonsense like that. Art might inevitably have a 
self-expressive element to it, but we don't, or shouldn't, judge it by how self-
expressive it is.

BTW  relativism about art is really bad because art has a pretty important job -- 
transmitting important moral truths in easy to grasp ways!
If people's standards about art are bad, then the important and complex values 
art helps us understand will be transmitted (at best) by ineffective hacks. Worse 
yet, and I think this has definitely happened, art might be used to transmit bad 
moral values into the culture, and support a worldview that is pessimistic about 
reason and progress!

Also, presuming that objective beauty in art is a thing that exists, the variance in 
cultural perception of art among different societies is not at all fatal to the idea of 
objectively good and  beautiful art, any more than the variance in cultural ideas 
about the rights of woman or the value of liberalism is fatal to the objective 
morality of those projects.



From: Michael Golding <mlionson428@yahoo.com>
Subject: Split brain: Was [BoI] How Universality Works
Date: June 22, 2011 at 1:32 AM

http://cwx.prenhall.com/bookbind/pubbooks/morris4/medialib/readings/split.html

Hi.

The really good papers on split brain that I have now read are expensive.  The 
above is a reasonable summary.  The paper is free and summarizes certain 
aspects of brain lateralization.

It also argues why there is specialization of function in the brain.  There was 
competition of cortical processing space amongst our need for different brain 
functions, each being useful for survival.

Animals, except the higher mammals, do not have (much) specialization of brain 
function.  In the human brain, information is shared across the corpus collosum 
(and elsewhere...subcortical regions, etc), so competition for scarce cortical 
space made specialization of learning and specialization of memory an efficient 
option.

Different humans specialize in learning and production in our economy for the 
same reason that the brain does.  It increases efficiency.

Michael

http://cwx.prenhall.com/bookbind/pubbooks/morris4/medialib/readings/split.html


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: Split brain: Was [BoI] How Universality Works
Date: June 22, 2011 at 1:47 AM

On Tue, Jun 21, 2011 at 10:32 PM, Michael Golding <mlionson428@yahoo.com> 
wrote:

The really good papers on split brain that I have now read

What do you mean "now"? You hadn't read them before posting your position?

are expensive.  The above is a reasonable summary.  The paper is free and 
summarizes certain aspects of brain lateralization.

Please provide the paper cite(s) anyway. Some people have access to
some papers, or have money. Secondary sources are not good enough.

When providing the cite(s), please specify which papers would make you
change your mind if a mistake was found in them. What would make you
concede? Which paper needs to be refuted to refute your position? If
there are some mistakes in the papers which you think don't change the
conclusion, then acknowledge them in advance.

For each paper you cite, give a short summary of what it says and how
it's relevant to our discussions, if the paper's abstract doesn't make
that clear.



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: Split brain: Was [BoI] How Universality Works
Date: June 22, 2011 at 1:54 AM

On Jun 21, 2011, at 10:47 PM, Anonymous Person wrote:

On Tue, Jun 21, 2011 at 10:32 PM, Michael Golding 
<mlionson428@yahoo.com> wrote:

The really good papers on split brain that I have now read

What do you mean "now"? You hadn't read them before posting your position?

are expensive.  The above is a reasonable summary.  The paper is free and 
summarizes certain aspects of brain lateralization.

Please provide the paper cite(s) anyway. Some people have access to
some papers, or have money. Secondary sources are not good enough.

When providing the cite(s), please specify which papers would make you
change your mind if a mistake was found in them. What would make you
concede? Which paper needs to be refuted to refute your position? If
there are some mistakes in the papers which you think don't change the
conclusion, then acknowledge them in advance.

For each paper you cite, give a short summary of what it says and how
it's relevant to our discussions, if the paper's abstract doesn't make
that clear.

Yeah Michael don't let cost issues stop you from posting the actual cites, please. 
Lots of people on this list (including me) have full academic access to digital 
databases and world-class university libraries and would likely be able to access 
stuff at no cost anyways.

-J



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Some Comments on Art
Date: June 22, 2011 at 2:08 AM

On Jun 21, 2011, at 10:00 PM, Justin Mallone wrote:

In chapter 14, "Why Are Flowers Beautiful," DD contrasts a couple of pictures 
(of a screw and bolt) and notes that one has much more aesthetic value than 
the other:

One can see that someone thought about the second picture. In its 
composition, framing, lighting, focus -- it has the appearance of design by the 
photographer.

HIs discussion of the screw and bolt reminded me of stuff Rand talked about 
with regards to art.

In The Romantic Manifestom chapter 1, the "Psycho Epistemology of Art," 
available here http://tinyurl.com/3cp79sd , Rand defines art:

Art is a selective re-creation of reality according to an artist's metaphysical 
value judgments.

also she says:

Art brings man's concepts to the perceptual level of his consciousness and 
allows him to grasp them directly, as if they were percepts.

Rand's language is a bit troubling here for a Popperian (no such thing as 
grasping percepts directly), but I think the spirit of what she says is accurate. 
She's saying that art is a high level abstraction that represents lots of lower level 
ones, and allow one to grasp lots of truths easily.

As an example:

Many readers of The Fountainhead have told me that the character of Howard 
Roark helped them to make a decision when they faced a moral dilemma. 
They asked themselves: “What would Roark do in this situation?”—and, faster 
than their mind could identify the proper application of all the complex 

http://tinyurl.com/3cp79sd


principles involved, the image of Roark gave them the answer. They sensed, 
almost instantly, what he would or would not do—and this helped them to 
isolate and to identify the reasons, the moral principles that would have guided 
him. Such is the psycho-epistemological function of a personified (concretized) 
human ideal.

I don't think Roark's written character is art in the same sense as, say, paintings. 
It's writing explicitly about ideas.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: Split brain: Was [BoI] How Universality Works
Date: June 22, 2011 at 7:00 AM

--- On Wed, 6/22/11, Anonymous Person <unattributedemail@gmail.com> wrote:

From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: Split brain: Was [BoI] How Universality Works
To: beginning-of-infinity@googlegroups.com
Date: Wednesday, June 22, 2011, 1:47 AM
On Tue, Jun 21, 2011 at 10:32 PM,
Michael Golding <mlionson428@yahoo.com>
wrote:

The really good papers on split brain that I have now
read

What do you mean "now"? You hadn't read them before posting
your position?

I have read many many papers over the years on the split-brain phenomenon. I 
don't know specifically recall which papers I have read about vision, the heart, the 
knee, and hundreds of other topics in medicine. But I can find papers on those 
topics if you are interested. It is not an optimal use of mind space to memorize 
things like that.  More important that it is available!

are expensive.  The above is a reasonable summary.
 The paper is free and summarizes certain aspects of brain
lateralization.

Please provide the paper cite(s) anyway. Some people have
access to
some papers, or have money. Secondary sources are not good
enough.



The paper I cited is by the original author who with Sperry did the seminal 
research. Wiki lists Gazzaniga's review paper which cites many others.  It is 
valuable (again) because he did the research and he lists multiple other 
references.

Gazzaniga, M. S. (2005). Forty-five years of split-brain research and still going 
strong. [Review]. Nature Reviews Neuroscience, 6(8), 653-U651.

When providing the cite(s), please specify which papers
would make you
change your mind if a mistake was found in them. What would
make you
concede?

Concede what? That there is specialization in the brain?  Possible but tough.

Which paper needs to be refuted to refute your
position? If
there are some mistakes in the papers which you think don't
change the
conclusion, then acknowledge them in advance.

The position that there is specialization in the brain is based first on the fact that 
the explanations make sense for why the brain would have evolved that way.  So 
one would need an argument that somehow refutes the logic that learning is best 
accomplished by some degree of specialization.

Then perhaps 50 papers refuting each of the major multiple aspects of the idea 
that specialization of learning occurs in the brain, because there are so many 
corroborating studies of different aspects of this that seem to refute competing 
theories. (So I would want to see papers Refuting the whole literature on 
aphasias, agnosias, alexias, dysarthrias, etc.)

It would be fabulous and a revolution in 50 years of neurological thinking and 
corroborating studies!



For each paper you cite, give a short summary of what it
says and how
it's relevant to our discussions, if the paper's abstract
doesn't make
that clear.

Nah. Refuting the idea that specialization in learning in the brain occurs would be 
sort of like trying to refute the idea that we walked on the moon!  It is possible.  
But *you* would first have to explain why everyone is lying and there is a 
conspiracy about our moon walks.  *You* would have to go through each paper 
about the moon landing and the videos and explain that what we see on a daily 
basis with flight and satellites and etc. is all fake or misinterpreted and that all the 
converging science about physics and flight is wrong. The mistake in thinking that 
there is a physics of flight would be the first thing that I would encourage you to 
think about.

There are people who believe that we have not walked on the moon.  To them I 
would ask them to learn a little bit about flight. That is the starting point. If they 
really were interested in the physics of flight, I would recommend a simple text on 
the physics of flight.

To you, I would recommend that you think about models of optimization and why 
specialization in learning things is useful. That is the starting point for an 
endeavor like this. If you want to know more about that, feel free to ask.

Best,

Michael



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: Split brain: Was [BoI] How Universality Works
Date: June 22, 2011 at 7:01 AM

--- On Wed, 6/22/11, Justin Mallone <justinceo@gmail.com> wrote:

From: Justin Mallone <justinceo@gmail.com>
Subject: Re: Split brain: Was [BoI] How Universality Works
To: beginning-of-infinity@googlegroups.com
Date: Wednesday, June 22, 2011, 1:54 AM

On Jun 21, 2011, at 10:47 PM, Anonymous Person wrote:

On Tue, Jun 21, 2011 at 10:32 PM, Michael Golding
<mlionson428@yahoo.com>
wrote:

The really good papers on split brain that I have
now read

What do you mean "now"? You hadn't read them before
posting your position?

are expensive.  The above is a reasonable
summary.  The paper is free and summarizes certain
aspects of brain lateralization.

Please provide the paper cite(s) anyway. Some people
have access to

some papers, or have money. Secondary sources are not
good enough.

When providing the cite(s), please specify which
papers would make you

change your mind if a mistake was found in them. What
would make you

concede? Which paper needs to be refuted to refute
your position? If

there are some mistakes in the papers which you think



don't change the
conclusion, then acknowledge them in advance.

For each paper you cite, give a short summary of what
it says and how

it's relevant to our discussions, if the paper's
abstract doesn't make

that clear.

Yeah Michael don't let cost issues stop you from posting
the actual cites, please. Lots of people on this list
(including me) have full academic access to digital
databases and world-class university libraries and would
likely be able to access stuff at no cost anyways.

-J

Good point.
Michael



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: Split brain: Was [BoI] How Universality Works
Date: June 22, 2011 at 2:15 PM

On Wed, Jun 22, 2011 at 4:00 AM, Michael Golding <mlionson428@yahoo.com> 
wrote:

Gazzaniga, M. S. (2005). Forty-five years of split-brain research and still going 
strong. [Review]. Nature Reviews Neuroscience, 6(8), 653-U651.

This is not a paper presenting scientific research that makes your
case. It is not a primary source. It is a review paper where the
author assumes your/his position is true and then goes on to talk
about things under that assumption, without arguing for it.

Have you ever read a compelling primary source paper containing
scientific research on this topic? If you have ever read one, why
don't you cite it?



From: William <3p4j8x834p27@gmail.com>
Subject: Re: Split brain: Was [BoI] How Universality Works
Date: June 22, 2011 at 3:35 PM

On Jun 22, 7:15 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

I think Michael's hit the nail on the head with "It would be fabulous
and a revolution in 50 years of neurological thinking and
corroborating studies!"

As Dawkins has pointed out to the deniers: evolution is a _fact_ -
1000's of interlocking supporting facts.

Is the theory simple, coherent, predictive and comprehensive?  or
perhaps the moon is made of cheese...

-- William



From: William <3p4j8x834p27@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 22, 2011 at 4:24 PM

On Jun 21, 6:56 am, Justin Mallone <justin...@gmail.com> wrote:

As Michael has said, I was not ascribing knowledge generation of the
*universal* or 'creative' kind to my pesky squirrel.

Partition knowledge into at least three tiers: 1) embodied knowledge
[FoR] (life – bacteria, fish), 2) that resulting from a rendering
computational framework (brains, computers) parochial and bounded, 3)
the ‘creative’ explosive, unbounded, universal variety (persons)...

...and perhaps the 'dispute' evaporates...

Rodney Brook’s Roomba (subsumption architecture ‘insect level’
intelligence) is not truly insect level. I’d hold that my own Roomba
(Kryten 2X4B!) has the intelligence more like that of a fast snail. A
modern cruise missile, probably, is Bumble Bee insect level or higher.

My Roomba utilises the 2nd tier: in that it creates slivers of new (to
it) yet rather repetitive focussed knowledge. Alas, it constantly
forgets - its learning is built around a simple reflexive working
memory only, and no more.

Taking the brain mass, or even better neuron number as a measure, I
think that damn squirrel is probably 4 orders of magnitude smarter
than a snail.

-- William



From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 22, 2011 at 5:34 PM

On Jun 22, 2011, at 1:24 PM, William wrote:

On Jun 21, 6:56 am, Justin Mallone <justin...@gmail.com> wrote:

As Michael has said, I was not ascribing knowledge generation of the
*universal* or 'creative' kind to my pesky squirrel.

That's the only kind to speak of. As BoI explains, there is a "jump" to universality. 
No in between with medium powerfulness.

And there is no such thing as non-creative knowledge creation, in the BoI 
worldview. That's not something you can find advocated in BoI or Popper.

If you found a mistake in BoI, please tell us what passage is in and explain it to 
us. Otherwise please try to read the book carefully and ask questions about the 
concepts you don't understand.

Partition knowledge into at least three tiers: 1) embodied knowledge
[FoR] (life – bacteria, fish), 2) that resulting from a rendering
computational framework (brains, computers) parochial and bounded, 3)
the ‘creative’ explosive, unbounded, universal variety (persons)...

...and perhaps the 'dispute' evaporates...

Rodney Brook’s Roomba (subsumption architecture ‘insect level’
intelligence) is not truly insect level. I’d hold that my own Roomba
(Kryten 2X4B!) has the intelligence more like that of a fast snail. A
modern cruise missile, probably, is Bumble Bee insect level or higher.

My Roomba utilises the 2nd tier: in that it creates slivers of new (to
it) yet rather repetitive focussed knowledge.

Roombas do not create knowledge in the BoI worldview. Please tell us what 
mistake we made or what part of our worldview you don't understand instead of 
just ignoring us. You also haven't said what other epistemology you are using in 



which Roombas can be said to create knowledge. Since you aren't using the 
Popperian epistemology which are you using? As far as we know, all other 
epistemologies have been refuted. If you know of one we don't know about, or a 
way to rescue one we thought was refuted, you should explain yourself.

If you simply don't know why other epistemologies are refuted, then say which 
one you have in mind and ask about it.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: William <3p4j8x834p27@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 22, 2011 at 6:29 PM

On Jun 22, 10:34 pm, Elliot Temple <c...@curi.us> wrote:

:O) ouch!

I really ought to go and drink some Coca-Cola *and* put some glasses
on...but what would that do...



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Opportunities and Challenges for MWI
Date: June 22, 2011 at 6:40 PM

On Jun 20, 6:52 am, Alan Forrester <alan_forrest...@yahoo.co.uk>
wrote:

----- Original Message -----
From: hibbsa <hib...@yahoo.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Sunday, 19 June 2011, 23:50
Subject: [BoI] Re: Opportunities and Challenges for MWI

 > We seem to be in a break-through period in terms of emergence of new
 > resolutions and tools for observing wave function phenonema. This
 > report is about a new technique capable of monitoring the path taken
 > by photons in two slit experiments. The authors say that their
 > findings are consistent with Bohmian Mechanics Theory which is a fully
 > mathematical QM interpretation whereby the position and trajectories
 > of photons are set by the wave function in a fully deterministic
 > process. Which if the case would possibly falsify MWI. So that's

the
 > challenge to MWI.

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit-...

 > The opportunity is that in a period of gathering
'break-through'

 > events in QM it is surely possible for such a far ranging
 > interpretation of QM to come up with a non-trivial prediction for
 > something soon to become measurable, that can't be predicted from

QM
 > equations alone?

 The MWI has no challenge to meet. The MWI takes quantum mechanics 
seriously

as a description of the real world. Some interpretations of QM, such as the
Copenhagen interpretation, are too vague and self-contradictory to be stated
clearly never mind tested. With other theories, such as the Bohm theory, it is

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit


unclear whether the theory is just the MWI with unnecessary complications, or
whether the theory's advocates are trying to produce a different theory with
different implications.

Hi Alan - You could be right though Kohn theory predates MWI by
several years...and doesn't ask for multiple universes which would
appear to be a significant difference.

It says the Schrodinger equation is true and then adds stuff to it: particles. The 
Schrodinger equation implies the existence of the multiverse, so their theory 
includes the multiverse whether they claim it does or not. The particles are the 
significant difference and they make the theory worse unless they produce 
some new and better explanation, and no such explanation has been proposed.

Hi Alan - thanks for this reply. First of all I just want to mention
that if in my posts I come across as full of shit...not knowing what
I'm talking about, full of hubris and so on, please accept my
apologies. The way I see it is that I'm revealing my ignorance in a
plain sort of way. the intention is not to disrespect anyone or to be
personally pretensious. But I find that if I don't say it as I
understand it....I  don't get an answer that necessarily helps me
understand it.

My answer to the above: Thanks to you I do have it in somewhat better
context now.

But in terms of the MWI, what you seem to be saying is that anything
to do with QM is inherently multiverse whether made explicit or not.
But you have also said that it is for other interpretations to make
predictions that rule the multiverse out. Based on your reckoning, how
could such predictions even be a logical possibility without creating
a wholly different theory to QM?

Also - it's a mathematical model that appears to also make at least
one prediction - that of the trajectories, whiich may have been
confirmed just now. 

What they measured - the probabilities of particles turning up at specific places - 
was already in QM. So QM predicted and explained the outcome of the 



experiment. They then took those results and did some maths and produced 
"trajectories". This experiment would only be any good if the Bohm theory had 
made a different prediction about what will be measured then QM and that 
prediction had turned out to be true.

The actual technique was my original post over on FoR. My
understanding was that it was a new tool for physically observing the
wave function, using a mixture of, I think they termed it 'soft'
measurements whereby the effect of changing the system was made very
small, and 'hard' or traditional measurements.

They made it clear in their own paper (I think) that on its own the
'tool' was not bringing anything new. But what it offered was a
methodology for creating fully mapped representations of the wave
function in several contexts.

That looked pretty useful to me. The stuff about falsifying MWI was
just to provoke some discussion. But what has become more interesting
is whether this 'tool' has any value at all. ARe you saying it has no
utility?

Further - it appears to deliver the world back to
determinism while adding new explanations not found in QM such as why
the appearance of randomness.

QM is deterministic. Given the appropriate initial data, how the multiverse will 
evolve is fixed. QM also explains randomness. When you do an experiment 
there will be a copy of you later for every possible outcome, but there is no fact 
of the matter about which copy you will be because all of the copies doing the 
experiment are currently fungible. Read BoI.

I'm reading the book.

A non-trivial prediction confirmed, such as has just now occured
regarding the trajectories, would appear a potentially signficant
moment? Also...I'm curious why you regard MWI as the interpretation to
beat....what does MWI better explain than bohn thory in your view.

See above.



 Non-MWI interpretations have various theoretical and experimental
challenges to meet. One such challenge is to come up with a prediction
that's different from the MWI and test it.

Could the trajectories be such a prediction? What does MWI say about
the trajectories?

 The authors of this paper have failed to do that. They rely on the work of
Wiseman to define the "trajectories" as they state here:

Alan - unless I understand what they did wrong, what you say here
looks unintentionally misleading. Didn't Wiseman come up with a tool/
method? The new value of this work would be the results of applying
that tool to single protons in two slit experiments..for the first
time.It's not a paper containing new theory, but it is a significant
piece of work for what it is, because it's a first and because the
measurements appears to have confirmed a non-trivial prediction in a
QM interpretation.

Wiseman's formalism makes no predictions that disagree with QM, so it can't 
empirically test the Bohm theory.

I know this....because Wiseman said it himself (as in the report I
posted to FoR before posting this one here). But surely one thing that
is added here is that the trajectories of particles can be, if not
directly then closer than ever before directly, observed where
previously this wasn't possible (using 'soft' + 'hard' measurements).

The way I saw it paralleled was with Newton's derivation of calculus.

The trajectories would be a possible falsification if MWI describes
the trajectories from its own interpretation in non-vague ways. Or if
that precise arrangement of trajectories in a single universe was
unexpected/difficult to explain. Another interesting result is that



the photon has been confirmed going through just slit. Does this mean
anything for superposition?

Or am I reading too much into these results?

Yes, you are.

OK fair enough.

 http://www.aip.org.au/Congress2010/Abstracts/Monday%206%20Dec%20-
%20O...

 Wiseman fudges the issue, but his paper seems to indicate that his theory
makes the same predictions as QM, see his paper

Why is it a fudge? It looks like a powerful new tool to me that will
see new ground broken every time it is applied...at least for a while.

It's a fudge because he seems to insinuate he's making new predictions, but 
actually he's not.

Alan - I don't think he does....if you look at the link I posted in
FoR, previously to this link which was about some knock-on work,
Wiseman makes it clear nothing new is brought to the table in the
underlying theory. The proposed value is practical. Or else can you
explain what he says and where.

 http://arxiv.org/abs/0706.2522.

 So if the people who did this test just tested what Wiseman was saying they
haven't done anything to test Bohm versus the MWI

I don't think this is correct Alan because what Wiseman contributed
was a method, and what these guys did was apply that method in a
specific context, and what their results show is that the method works
very well and they were able to accurate measure the trajectories in
real life physical experiments....wh. ich agree with bohn's prediction

http://www.aip.org.au/Congress2010/Abstracts/Monday%206%20Dec%20-%20O
http://arxiv.org/abs/0706.2522


from his 

Unless those predictions differ from those of QM with respect to what they 
actually measure, the experiment is irrelevant to that issue.

Can I just quote from the wiki:

"The de Broglie–Bohm theory, also called the pilot-wave theory,
Bohmian mechanics, and the causal interpretation, is an interpretation
of quantum theory. In addition to a wavefunction on the space of all
possible configurations, it also contains an actual configuration,
even in situations where nobody observes it. The evolution over time
of the configuration (that is, of the positions of all particles or
the configuration of all fields) is defined by the wave function via a
guiding equation. The evolution of the wavefunction over time is given
by Schrödinger's equation."

Alan - the so called guiding equation....is this not distinctive to
Bohm Theory?

Alan- Hide quoted text -

- Show quoted text -- Hide quoted text -

- Show quoted text -



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 22, 2011 at 6:51 PM

--- On Wed, 6/22/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Wednesday, June 22, 2011, 5:34 PM

On Jun 22, 2011, at 1:24 PM, William wrote:

On Jun 21, 6:56 am, Justin Mallone <justin...@gmail.com>
wrote:

As Michael has said, I was not ascribing knowledge
generation of the

*universal* or 'creative' kind to my pesky squirrel.

That's the only kind to speak of. As BoI explains, there is
a "jump" to universality. No in between with medium
powerfulness.

And there is no such thing as non-creative knowledge
creation, in the BoI worldview. That's not something you can
find advocated in BoI or Popper.

Hi Elliot,

There are differences in types of creativity. For example, human creativity is of 
the planned variety.  We even develop conjectures about how to better conjecture 
(how to mutate knowledge).  Genetic mutations in animals are random. (Although 
some have speculated that in certain bacteria, some genes may cause mutation 
during stress (no doubt specific to the bacteria!)  This has been allegedly 
observed in bacteria that are being eliminated by antibiotics.

Genes have knowledge.  So bacteria and fish and insects have knowledge stored 
in their genes. Higher mammals also have genes and a brain. So they all have 
knowledge.



Why can't the renderings of reality by various life forms contain more or less 
knowledge....on a continuum?

You are saying that the Roombah does not have knowledge? What if the 
Roombah causes itself to be reproduced and modified (by humans) because it is 
so nice to look at!  Then, does it have knowledge?

Take Care,

Michael



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Re: Opportunities and Challenges for MWI
Date: June 22, 2011 at 7:16 PM

----- Original Message -----
From: hibbsa <hibbsa@yahoo.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Wednesday, 22 June 2011, 23:40
Subject: [BoI] Re: Opportunities and Challenges for MWI

On Jun 20, 6:52 am, Alan Forrester <alan_forrest...@yahoo.co.uk>
wrote:

 ----- Original Message -----
From: hibbsa <hib...@yahoo.com>
To: Beginning of Infinity

<beginning-of-infinity@googlegroups.com>
Cc:
Sent: Sunday, 19 June 2011, 23:50
Subject: [BoI] Re: Opportunities and Challenges for MWI

 > We seem to be in a break-through period in terms of
emergence of new

 > resolutions and tools for observing wave function phenonema.
This

 > report is about a new technique capable of monitoring the
path taken

 > by photons in two slit experiments. The authors say that
their

 > findings are consistent with Bohmian Mechanics Theory which
is a fully

 > mathematical QM interpretation whereby the position and
trajectories

 > of photons are set by the wave function in a fully
deterministic

 > process. Which if the case would possibly falsify MWI. So



that's
the

 > challenge to MWI.

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit-...

 > The opportunity is that in a period of gathering
'break-through'

 > events in QM it is surely possible for such a far ranging
 > interpretation of QM to come up with a non-trivial

prediction for
 > something soon to become measurable, that can't be

predicted from
QM

 > equations alone?

 The MWI has no challenge to meet. The MWI takes quantum mechanics
seriously

as a description of the real world. Some interpretations of QM, such
as the

Copenhagen interpretation, are too vague and self-contradictory to be
stated

clearly never mind tested. With other theories, such as the Bohm
theory, it is

unclear whether the theory is just the MWI with unnecessary
complications, or

whether the theory's advocates are trying to produce a different
theory with

different implications.

Hi Alan - You could be right though Kohn theory predates MWI by
several years...and doesn't ask for multiple universes which would
appear to be a significant difference.

 It says the Schrodinger equation is true and then adds stuff to it:
particles. The Schrodinger equation implies the existence of the multiverse, so

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit


their theory includes the multiverse whether they claim it does or not. The
particles are the significant difference and they make the theory worse unless
they produce some new and better explanation, and no such explanation has 
been
proposed.

My answer to the above: Thanks to you I do have it in somewhat better
context now.

But in terms of the MWI, what you seem to be saying is that anything
to do with QM is inherently multiverse whether made explicit or not.
But you have also said that it is for other interpretations to make
predictions that rule the multiverse out. Based on your reckoning, how
could such predictions even be a logical possibility without creating
a wholly different theory to QM?

A competitor would need to change quantum physics beyond recognition. The 
scale of the change is roughly the same as somehow coming up with an 
alternative to the theory that dinosaurs existed.
 

Also - it's a mathematical model that appears to also make at
least

one prediction - that of the trajectories, whiich may have been
confirmed just now. 

 What they measured - the probabilities of particles turning up at specific
places - was already in QM. So QM predicted and explained the outcome of the
experiment. They then took those results and did some maths and produced
"trajectories". This experiment would only be any good if the Bohm
theory had made a different prediction about what will be measured then QM 
and
that prediction had turned out to be true.

The actual technique was my original post over on FoR. My
understanding was that it was a new tool for physically observing the
wave function, using a mixture of, I think they termed it 'soft'
measurements whereby the effect of changing the system was made very
small, and 'hard' or traditional measurements.



They made it clear in their own paper (I think) that on its own the
'tool' was not bringing anything new. But what it offered was a
methodology for creating fully mapped representations of the wave
function in several contexts.

That looked pretty useful to me. The stuff about falsifying MWI was
just to provoke some discussion. But what has become more interesting
is whether this 'tool' has any value at all. ARe you saying it has no
utility?

Different kinds of measurements give you access to different kinds of information 
about the wf. That's useful.
 

 Wiseman's formalism makes no predictions that disagree with QM, so it
can't empirically test the Bohm theory.

I know this....because Wiseman said it himself (as in the report I
posted to FoR before posting this one here). But surely one thing that
is added here is that the trajectories of particles can be, if not
directly then closer than ever before directly, observed where
previously this wasn't possible (using 'soft' + 'hard'
measurements).

The particles don't have single trajectories in the context of interference 
experiments because there are lots of fungible versions interfering with one 
another. In the interference experiment there is literally no fact of the matter about 
whether a particle at point x on a trajectory is the same as the particle at another 
point y on the same trajectory.

It's as if they have taken a single milliliter of water in a river and decided to 
pretend that they can identify it over time. They can't. A particular volume of water 
in the stream at one time it will get mixed up with other water. If you had two 
different rivers they wouldn't get mixed up, but that's analogous to universes that 
have differentiated and will not remerge, not to interference experiments.

The trajectories would be a possible falsification if MWI describes
the trajectories from its own interpretation in non-vague ways. Or if
that precise arrangement of trajectories in a single universe was



unexpected/difficult to explain. Another interesting result is that
the photon has been confirmed going through just slit. Does this mean
anything for superposition?

Or am I reading too much into these results?

 Yes, you are.

OK fair enough.

 http://www.aip.org.au/Congress2010/Abstracts/Monday%206%20Dec%20-
%20O...

 Wiseman fudges the issue, but his paper seems to indicate that
his theory

makes the same predictions as QM, see his paper

Why is it a fudge? It looks like a powerful new tool to me that will
see new ground broken every time it is applied...at least for a while.

 It's a fudge because he seems to insinuate he's making new
predictions, but actually he's not.

Alan - I don't think he does....if you look at the link I posted in
FoR, previously to this link which was about some knock-on work,
Wiseman makes it clear nothing new is brought to the table in the
underlying theory. The proposed value is practical. Or else can you
explain what he says and where.

 http://arxiv.org/abs/0706.2522.

 So if the people who did this test just tested what Wiseman was
saying they

haven't done anything to test Bohm versus the MWI

I don't think this is correct Alan because what Wiseman

http://www.aip.org.au/Congress2010/Abstracts/Monday%206%20Dec%20-%20O
http://arxiv.org/abs/0706.2522


contributed
was a method, and what these guys did was apply that method in a
specific context, and what their results show is that the method works
very well and they were able to accurate measure the trajectories in
real life physical experiments....wh. ich agree with bohn's

prediction
from his 

 Unless those predictions differ from those of QM with respect to what they
actually measure, the experiment is irrelevant to that issue.

Can I just quote from the wiki:

"The de Broglie–Bohm theory, also called the pilot-wave theory,
Bohmian mechanics, and the causal interpretation, is an interpretation
of quantum theory. In addition to a wavefunction on the space of all
possible configurations, it also contains an actual configuration,
even in situations where nobody observes it. The evolution over time
of the configuration (that is, of the positions of all particles or
the configuration of all fields) is defined by the wave function via a
guiding equation. The evolution of the wavefunction over time is given
by Schrödinger's equation."

Alan - the so called guiding equation....is this not distinctive to
Bohm Theory?

Bohm theorists tend to make predictions in the following manner. They take the 
guiding equation and say that the particles are distributed along the trajectories 
allowed by that equation with some probability distribution. That distribution just 
happens to match the predictions of QM exactly in all experiments that have been 
performed so far. Some Bohmians, like Anthony Valentini, claim that under some 
circumstances the distribution will produce different probabilities from QM. I don't 
see why the guiding equation is particularly relevant when all the heavy lifting is 
actually done by the probability distribution.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Opportunities and Challenges for MWI
Date: June 22, 2011 at 8:24 PM

On Jun 22, 2011, at 3:40 PM, hibbsa wrote:

On Jun 20, 6:52 am, Alan Forrester <alan_forrest...@yahoo.co.uk>
wrote:

----- Original Message -----
From: hibbsa <hib...@yahoo.com>
To: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Sunday, 19 June 2011, 23:50
Subject: [BoI] Re: Opportunities and Challenges for MWI

We seem to be in a break-through period in terms of emergence of new
resolutions and tools for observing wave function phenonema. This
report is about a new technique capable of monitoring the path taken
by photons in two slit experiments. The authors say that their
findings are consistent with Bohmian Mechanics Theory which is a fully
mathematical QM interpretation whereby the position and trajectories
of photons are set by the wave function in a fully deterministic
process. Which if the case would possibly falsify MWI. So that's

the
challenge to MWI.

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit-...

The opportunity is that in a period of gathering
'break-through'

events in QM it is surely possible for such a far ranging
interpretation of QM to come up with a non-trivial prediction for
something soon to become measurable, that can't be predicted from

QM
equations alone?

 The MWI has no challenge to meet. The MWI takes quantum mechanics 

http://www.physorg.com/news/2011-06-quantum-physics-photons-two-slit


seriously
as a description of the real world. Some interpretations of QM, such as the
Copenhagen interpretation, are too vague and self-contradictory to be stated
clearly never mind tested. With other theories, such as the Bohm theory, it is
unclear whether the theory is just the MWI with unnecessary complications, 
or
whether the theory's advocates are trying to produce a different theory with
different implications.

Hi Alan - You could be right though Kohn theory predates MWI by
several years...and doesn't ask for multiple universes which would
appear to be a significant difference.

It says the Schrodinger equation is true and then adds stuff to it: particles. The 
Schrodinger equation implies the existence of the multiverse, so their theory 
includes the multiverse whether they claim it does or not. The particles are the 
significant difference and they make the theory worse unless they produce 
some new and better explanation, and no such explanation has been 
proposed.

Hi Alan - thanks for this reply. First of all I just want to mention
that if in my posts I come across as full of shit...not knowing what
I'm talking about, full of hubris and so on, please accept my
apologies. The way I see it is that I'm revealing my ignorance in a
plain sort of way. the intention is not to disrespect anyone or to be
personally pretensious. But I find that if I don't say it as I
understand it....I  don't get an answer that necessarily helps me
understand it.

My answer to the above: Thanks to you I do have it in somewhat better
context now.

But in terms of the MWI, what you seem to be saying is that anything
to do with QM is inherently multiverse whether made explicit or not.
But you have also said that it is for other interpretations to make
predictions that rule the multiverse out. Based on your reckoning, how
could such predictions even be a logical possibility without creating
a wholly different theory to QM?



QM has a certain large amount of complexity inherent in it. the amount MWI has 
with lots of universes.

The only options for dealing with this complexity are basically

1) try to get rid of it, e.g. collapse

2) try to hide it, e.g. have exactly as much complexity as MWI -- all real -- but say 
it's not universes. this is MWI in disguise with added complications (the attempts 
to hide the universe add unnecessary additional complications)

3) MWI

Bohm does (2) but with ambiguity. Basically it's all there -- all the same amount of 
information as MWI has in it -- but sometimes they try to deny it.

Also - it's a mathematical model that appears to also make at least
one prediction - that of the trajectories, whiich may have been
confirmed just now.

What they measured - the probabilities of particles turning up at specific places 
- was already in QM. So QM predicted and explained the outcome of the 
experiment. They then took those results and did some maths and produced 
"trajectories". This experiment would only be any good if the Bohm theory had 
made a different prediction about what will be measured then QM and that 
prediction had turned out to be true.

The actual technique was my original post over on FoR. My
understanding was that it was a new tool for physically observing the
wave function,

I don't think you know what you're trying to say. First of all, it's better to use the 
heisenberg picture not say there is a wave function. But regardless, the wave 
function means all of reality such as my door. All measuring devices help us 
observe it. Such as my eyes, my ears, and my copy of BoI which can be used to 
help measure lengths of things.



So a new tool for physically observing the wave function is nothing special. Every 
time you buy a new book you have one of those.

using a mixture of, I think they termed it 'soft'
measurements whereby the effect of changing the system was made very
small, and 'hard' or traditional measurements.

They made it clear in their own paper (I think) that on its own the
'tool' was not bringing anything new. But what it offered was a
methodology for creating fully mapped representations of the wave
function in several contexts.

What does that even mean?

I know this....because Wiseman said it himself (as in the report I
posted to FoR before posting this one here). But surely one thing that
is added here is that the trajectories of particles can be, if not
directly then closer than ever before directly, observed where
previously this wasn't possible (using 'soft' + 'hard' measurements).

Why don't you try explaining what "trajectories" are. Or asking what they are. 
Either one.

Unless those predictions differ from those of QM with respect to what they 
actually measure, the experiment is irrelevant to that issue.

Can I just quote from the wiki:

"The de Broglie–Bohm theory, also called the pilot-wave theory,
Bohmian mechanics, and the causal interpretation, is an interpretation
of quantum theory. In addition to a wavefunction on the space of all
possible configurations, it also contains an actual configuration,
even in situations where nobody observes it. The evolution over time
of the configuration (that is, of the positions of all particles or



the configuration of all fields) is defined by the wave function via a
guiding equation. The evolution of the wavefunction over time is given
by Schrödinger's equation."

Alan - the so called guiding equation....is this not distinctive to
Bohm Theory?

So what is the wave function if not all of reality including many worlds?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Opportunities and Challenges for MWI
Date: June 22, 2011 at 8:49 PM

My answer to the above: Thanks to you I do have it in somewhat better
context now.

But in terms of the MWI, what you seem to be saying is that anything
to do with QM is inherently multiverse whether made explicit or not.
But you have also said that it is for other interpretations to make
predictions that rule the multiverse out. Based on your reckoning, how
could such predictions even be a logical possibility without creating
a wholly different theory to QM?

A competitor would need to change quantum physics beyond recognition. The 
scale of the change is roughly the same as somehow coming up with an 
alternative to the theory that dinosaurs existed.

Hi Alan - in which case what I find puzzling is why MWI is apparently
not strongly, or not seriously, or not at all, accepted by physicists?
Or is it?

I've read DD's comments on this matter, either here or in FoR, in
which he characterizes it as one of the worst travesties in modern
physics. The reason given I think was that of bad philosophy at root.
But what is the explanation from the POV of the other camps?

They made it clear in their own paper (I think) that on its own the
'tool' was not bringing anything new. But what it offered was a
methodology for creating fully mapped representations of the wave
function in several contexts.

That looked pretty useful to me. The stuff about falsifying MWI was
just to provoke some discussion. But what has become more interesting
is whether this 'tool' has any value at all. ARe you saying it has no
utility?

Different kinds of measurements give you access to different kinds of 



information about the wf. That's useful.

Well...isn't this the explicit benefit proposed by Weisman and others?
The experiment I posted here did not explicitly present itself from
the perspective of any particular interpretation. They mention at the
end that the trajectories are consistent with the Bohm model, which
looks to be the case.

Perhaps what I should ask is whether the results are inconsistent with
MWI? Presumably not. Another question would be, if the Bohm model is
MWI in drag, then why hasn't the MWI theorists adopted the mathematics
of the Bohm model, for example using the 'guiding' function?

 

 Wiseman's formalism makes no predictions that disagree with QM, so it
can't empirically test the Bohm theory.

I know this....because Wiseman said it himself (as in the report I
posted to FoR before posting this one here). But surely one thing that
is added here is that the trajectories of particles can be, if not
directly then closer than ever before directly, observed where
previously this wasn't possible (using 'soft' + 'hard'
measurements).

The particles don't have single trajectories in the context of interference 
experiments because there are lots of fungible versions interfering with one 
another. In the interference experiment there is literally no fact of the matter 
about whether a particle at point x on a trajectory is the same as the particle at 
another point y on the same trajectory.

It's as if they have taken a single milliliter of water in a river and decided to 
pretend that they can identify it over time. They can't. A particular volume of 
water in the stream at one time it will get mixed up with other water. If you had 
two different rivers they wouldn't get mixed up, but that's analogous to universes 
that have differentiated and will not remerge, not to interference experiments.

OK, that makes sense. But in terms of the technique itself, are you



saying it is valid in the way it explains itself, or not valid? For
example, the parallel offered was Newton's derivation of calculus. I
still remember that one from math 101, so the assertion they are
making for the 'tool' is that by taking infinestimal 'slices' of the
photon's path, a formula can be directly derived expressing some
general rule. In your view is that a true possibility of the 'tool' or
is this an aspect of their description you have considered misleading?

Can I just quote from the wiki:

"The de Broglie–Bohm theory, also called the pilot-wave theory,
Bohmian mechanics, and the causal interpretation, is an interpretation
of quantum theory. In addition to a wavefunction on the space of all
possible configurations, it also contains an actual configuration,
even in situations where nobody observes it. The evolution over time
of the configuration (that is, of the positions of all particles or
the configuration of all fields) is defined by the wave function via a
guiding equation. The evolution of the wavefunction over time is given
by Schrödinger's equation."

Alan - the so called guiding equation....is this not distinctive to
Bohm Theory?

Bohm theorists tend to make predictions in the following manner. They take the 
guiding equation and say that the particles are distributed along the trajectories 
allowed by that equation with some probability distribution. That distribution just 
happens to match the predictions of QM exactly in all experiments that have 
been performed so far. Some Bohmians, like Anthony Valentini, claim that under 
some circumstances the distribution will produce different probabilities from QM. 
I don't see why the guiding equation is particularly relevant when all the heavy 
lifting is actually done by the probability distribution.

Hi Alan - just trying to understand the situation here: so is the case
that the 'guiding equation' adds a theoretical component not
previously there, that agrees with experimental observations? Or is it
the case, the 'guiding equation', sort of, 'abstracts out'
calculations that are already made in QM? Or is it the case the
'guiding equation' is some sort of misconception for simply
duplicating something. What value does it add?



Your time and explanations are greatly appreciated. Someone mentioned
in private that you are a physicist and something of an expert in this
field. If you don't mind my asking, what sort of a career as a
physicist have you had?

Alan- Hide quoted text -

- Show quoted text -- Hide quoted text -

- Show quoted text -- Hide quoted text -

- Show quoted text -



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Opportunities and Challenges for MWI
Date: June 22, 2011 at 9:11 PM

On Jun 22, 2011, at 5:49 PM, hibbsa wrote:

My answer to the above: Thanks to you I do have it in somewhat better
context now.

But in terms of the MWI, what you seem to be saying is that anything
to do with QM is inherently multiverse whether made explicit or not.
But you have also said that it is for other interpretations to make
predictions that rule the multiverse out. Based on your reckoning, how
could such predictions even be a logical possibility without creating
a wholly different theory to QM?

A competitor would need to change quantum physics beyond recognition. The 
scale of the change is roughly the same as somehow coming up with an 
alternative to the theory that dinosaurs existed.

Hi Alan - in which case what I find puzzling is why MWI is apparently
not strongly, or not seriously, or not at all, accepted by physicists?
Or is it?

I've read DD's comments on this matter, either here or in FoR, in
which he characterizes it as one of the worst travesties in modern
physics. The reason given I think was that of bad philosophy at root.
But what is the explanation from the POV of the other camps?

Due to their bad philosophy, they give explanations that don't actually make 
sense.

There can't be two correct sides that both make sense. Shrug.

They made it clear in their own paper (I think) that on its own the
'tool' was not bringing anything new. But what it offered was a



methodology for creating fully mapped representations of the wave
function in several contexts.

That looked pretty useful to me. The stuff about falsifying MWI was
just to provoke some discussion. But what has become more interesting
is whether this 'tool' has any value at all. ARe you saying it has no
utility?

Different kinds of measurements give you access to different kinds of 
information about the wf. That's useful.

Well...isn't this the explicit benefit proposed by Weisman and others?
The experiment I posted here did not explicitly present itself from
the perspective of any particular interpretation. They mention at the
end that the trajectories are consistent with the Bohm model, which
looks to be the case.

Perhaps what I should ask is whether the results are inconsistent with
MWI? Presumably not. Another question would be, if the Bohm model is
MWI in drag, then why hasn't the MWI theorists adopted the mathematics
of the Bohm model, for example using the 'guiding' function?

The Bohm model doesn't have different math than MWI, only different 
philosophical statements about what it means in reality.

The math is QM. There's only one math. Anything else but QM is just wrong. 
That's why they are all called interpretations of QM -- of the same math, formulas, 
etc... (sometimes they will contradict QM by accident but they generally try to 
avoid that).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Opportunities and Challenges for MWI
Date: June 22, 2011 at 9:23 PM

On 23 Jun 2011, at 2:11am, Elliot Temple wrote:

The Bohm model doesn't have different math than MWI, only different 
philosophical statements about what it means in reality.

The math is QM. There's only one math. Anything else but QM is just wrong. 
That's why they are all called interpretations of QM -- of the same math, 
formulas, etc... (sometimes they will contradict QM by accident but they 
generally try to avoid that).

Actually the Bohm theory adds the 'particle' that runs along the grooves of the 
wave function, and so it has an equation of motion for that particle in addition to 
the one for the wave function. That equation is chosen in such a way that, if the 
particle is placed on a random trajectory with suitable properties at the beginning 
of time, then it will subsequently go down all the various grooves with the 
probabilities given by normal quantum theory.

Alan wrote:

Some Bohmians, like Anthony Valentini, claim that under some circumstances 
the distribution will produce different probabilities from QM.

I think that's not quite what he claims. I think he's investigating what happens, in 
the Bohm theory, if the initial trajectory of the 'particle' is *not* chosen with the 
above property. What sort of deviations from the predictions of quantum theory 
would then occur?

-- David



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Opportunities and Challenges for MWI
Date: June 22, 2011 at 10:27 PM

On Jun 23, 2:23 am, David Deutsch <david.deut...@qubit.org> wrote:
On 23 Jun 2011, at 2:11am, Elliot Temple wrote:

The Bohm model doesn't have different math than MWI, only different 
philosophical statements about what it means in reality.

The math is QM. There's only one math. Anything else but QM is just wrong. 
That's why they are all called interpretations of QM -- of the same math, 
formulas, etc... (sometimes they will contradict QM by accident but they 
generally try to avoid that).

Actually the Bohm theory adds the 'particle' that runs along the grooves of the 
wave function, and so it has an equation of motion for that particle in addition to 
the one for the wave function. That equation is chosen in such a way that, if the 
particle is placed on a random trajectory with suitable properties at the 
beginning of time, then it will subsequently go down all the various grooves with 
the probabilities given by normal quantum theory.

Hi DD - from memory reading about it a few days ago, in the Bohm model
the path of the photon is completely set by its initial conditions,
where the apparent randomness in QM is explained also in terms of
initial conditions in terms of barriers to knowing what all those
conditions actually are.

So what I would like to ask at this point relates to the earlier
suggestion that the Bohm model is 'MWI in disguise'. Does this mean
that the determinism of QM as explained by the Bohm model in terms of
the particle and the grooves of the wf as you mention above, and the
determinism of MWI in terms of multiple fungible universes, are
exactly equivalent and interchangeable? Or are they basically
consistent or not inconsistent with one another? Or does the Bohm
explanation involve gaps that can only be filled by multiple
universes? What is the relationship between the two explanations of
determinism that makes the Bohm explanation, instead of wrong, in fact



MWI in disguise?

Alan wrote:
Some Bohmians, like Anthony Valentini, claim that under some circumstances 
the distribution will produce different probabilities from QM.

I think that's not quite what he claims. I think he's investigating what happens, in 
the Bohm theory, if the initial trajectory of the 'particle' is *not* chosen with the 
above property. What sort of deviations from the predictions of quantum theory 
would then occur?

-- David



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 22, 2011 at 11:06 PM

On Jun 22, 2011, at 3:51 PM, Michael Golding wrote:

--- On Wed, 6/22/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Wednesday, June 22, 2011, 5:34 PM

On Jun 22, 2011, at 1:24 PM, William wrote:

On Jun 21, 6:56 am, Justin Mallone <justin...@gmail.com>
wrote:

As Michael has said, I was not ascribing knowledge
generation of the

*universal* or 'creative' kind to my pesky squirrel.

That's the only kind to speak of. As BoI explains, there is
a "jump" to universality. No in between with medium
powerfulness.

And there is no such thing as non-creative knowledge
creation, in the BoI worldview. That's not something you can
find advocated in BoI or Popper.

You are saying that the Roombah does not have knowledge?

There's a distinction between having knowledge (put there by humans) and 
creating knowledge.

The Beginning of Infinity is a book that has an enormous amount of knowledge in 



its pages, put there by its author, DD. It does not create knowledge, though. It 
may lead to the creation of knowledge in the minds of people who read it, given 
that humans are explanatory knowledge creating entities. But the book does not 
create knowledge in itself, nor will it lead to the creation of knowledge in current 
goldfish or Roombas.



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 23, 2011 at 1:26 AM

--- On Wed, 6/22/11, Justin Mallone <justinceo@gmail.com> wrote:

From: Justin Mallone <justinceo@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Wednesday, June 22, 2011, 11:06 PM

On Jun 22, 2011, at 3:51 PM, Michael Golding wrote:

--- On Wed, 6/22/11, Elliot Temple <curi@curi.us>
wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: AI Rights (was Re: [BoI] Re:

Universal Explainers)
To: beginning-of-infinity@googlegroups.com
Date: Wednesday, June 22, 2011, 5:34 PM

On Jun 22, 2011, at 1:24 PM, William wrote:

On Jun 21, 6:56 am, Justin Mallone <justin...@gmail.com>
wrote:

As Michael has said, I was not ascribing
knowledge

generation of the
*universal* or 'creative' kind to my pesky

squirrel.

That's the only kind to speak of. As BoI explains,
there is

a "jump" to universality. No in between with
medium



powerfulness.

And there is no such thing as non-creative
knowledge

creation, in the BoI worldview. That's not
something you can

find advocated in BoI or Popper.

You are saying that the Roombah does not have
knowledge?

There's a distinction between having knowledge (put there
by humans) and creating knowledge.

The Beginning of Infinity is a book that has an enormous
amount of knowledge in its pages, put there by its author,
DD. It does not create knowledge, though. It may lead to the
creation of knowledge in the minds of people who read it,
given that humans are explanatory knowledge creating
entities. But the book does not create knowledge in itself,
nor will it lead to the creation of knowledge in current
goldfish or Roombas.

Hi Justin.

Yes.  The Roombah does not create knowledge!  But it does help to get it 
replicated.  (Because humans will see its possibly objective beauty and improve 
upon it.

Similarly, genes have knowledge and natural selection can improve upon the 
knowledge. That was my point.

Michael



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] How Universality Works
Date: June 23, 2011 at 6:39 AM

--- On Mon, 6/20/11, Michael Golding <mlionson428@yahoo.com> wrote:

From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] How Universality Works
To: beginning-of-infinity@googlegroups.com
Date: Monday, June 20, 2011, 11:17 PM

--- On Mon, 6/20/11, Elliot Temple <curi@curi.us>
wrote:

From: Elliot Temple <curi@curi.us>
Subject: [BoI] How Universality Works
To: "BoI" <beginning-of-infinity@googlegroups.com>
Date: Monday, June 20, 2011, 10:37 PM
Universality works like this:

There are a small number of basic operations.
Everything

else is an emergent property.

Just like with computers.

For example:

http://www.ece.umd.edu/~manoj/759M/MIPSALM.html

or

http://en.wikipedia.org/wiki/X86_instruction_listings

A much smaller instruction set is possible but
inconvenient.

Under the hood the chips are made out of even simpler
components but never mind.

http://www.ece.umd.edu/~manoj/759M/MIPSALM.html
http://en.wikipedia.org/wiki/X86_instruction_listings


So, consider an instruction set like these of the
basic

operations it can do.

Each operation has a speed.

Actually it's more complicated due to advanced
features.

Speed varies depending on what is done in a row over
time

(has to do with e.g. how much stuff coming soon it
can

efficiently pack together and do now), and speed of
individual operations varies depending on the input

data
(due to e.g. branch prediction). But never mind that.

Not
important.

Imagine a simpler chip than today's modern designs.
Each

operation has a speed. Maybe addition runs in 5ms but
multiplication in 10ms. Maybe integer math is faster

than
floating point math.

This is the way speed can vary in a universal
computer. The

elementary operations which create the universality
can be

each individually designed and depending on the design
can

run at different speeds.

But there is no such thing as a CPU that runs games
fast.



Or a CPU that is good at running word processing
programs.

Or one that is good at natural language parsing. Or
one that

is good at emailing.

CPUs do not have a speed attached to each thing in
their

repertoire of possible computations, only to the
smallest

building blocks.

If you want to run a game, the speed is going to
depend on

two things, basically:

1) the speed of the chip, as a *single number*

2) how efficiently the game is programmed

Why a single number? Because with all reasonable chip
designs, all operations run fast and a complex program

like
a game uses all the common operations many times, and

it
kind of averages out.

It wouldn't make sense to design a CPU where one
operation

is 100 times slower than the others so it's always
slowing

down programs.

This single number is an approximation, but a good
one.

Some programs use more floating point math. Others use
more

integer math. One can design CPUs to be better at



integer or
floating point and it can make some difference. But

for most
intents and purposes this doesn't matter and most

programs
use a variety of stuff and can't just be categorized

as
really heavy on a particular instruction.

Even the floating point math heavy programs still use
integer math and need well rounded CPUs which are good

at
everything and could run any normal program just

fine.

Now, universality of explanation has a lot of
similarities

to universality of computation. But also some
differences.

It is similar in that it has a small number of basic
operations. These can be expected each to have a

fixed
speed, to a decent approximation. Anything that is not

a
basic operation does not have a fixed speed but

depends on
how it's done (there are in general many, many

different
ways -- different combinations and orderings of the

basic
operations -- to achieve the same goal).

We don't know what the set of basic operations is for
universal explainers (we do know some possible sets

for
universal computers and have built them). But we do



know
there is some set and it's small. That's how

universality,
and the jump to universality, works.

So there's these basic operations, and they all are
fast

and all in the same ballpark speed wise. There isn't
one

that's a horrendously weaker link than the others.

And almost all thinking uses a mix of all of them (or
at

least all the common ones. I kind of doubt there are
uncommon ones like x86 has but we don't really know).

This means almost all thinking basically goes at the
same

speed. There is no better or worse. No matter of
degrees. No

continuum. Just you can think it, and that's that.

When healthy people get stuck, thinking slow, etc,
it's not

due to the speed of the basic operations. It's not a
hardware problem. It's always software. It's caused

by
ideas.

Unhealthy people with brain damage could have a
widespread

slowdown. But brain damage would not cause someone to
be

bad/slow at creating political knowledge but still
fast/good

at creating physics knowledge. The reason it can't do
that

is both of those use a mix of all the common



operations. The
only way to make one whole field slow is by damaging

at
least one common operation. But if that happened, all

other
big fields would slow down too.

Similarly, even if people have two minds, it can't be
that

one of which is better at spatial relations, reading
or

speech, while being worse at other stuff. That's just
the

same issue as being good at politics while bad at
physics.

It's also not true that being good at a subject has
much to

do with being fast at a subject (in the sense of
basic

operation or CPU speed), but that's a tangent. Equate
them

or not, my point stands.

Being fast at a subject in the sense of quickly
making

*useful progress* is a matter of ideas.

Useful progress is what people have in mind by being
good

at a subject, being smart, that kind of thing. But
it's a

different concept than hardware speed.

Being good at something (which involves making
progress in

your lifetime, not slower) has to do with whether



one's
approach and methodology is good or bad. It has to do

with
being rational or irrational. It's not caused by the

speed
of the basic operations which can do many, many

different
ways of approaching the subject, some good, wise and
efficient and some unwise, slow, irrational, and bad.

In practice, hardware speed never has any significant
affect on being smart and good at topics in anyone

without
brain damage. In that case, what brain damage can do

is
things like cause random errors in their memory which

makes
it harder to learn any field. Or make a basic

operation
slower, slowing down all thinking (I believe this is

rare. I
don't know any cases where it definitely happened.

It's not
the explanation for well known phenomena.).

Brain damage causes a general purpose problem, not a
field

specific problem.

But what about when people seem to have subject
specific

problems? There are a mix of reasons for why this can
seem

to happen. A common reason is bad science which is one
of

the reasons I asked for paper citations earlier. As
BoI



explained, a lot of science is bad and there are
incentives

to do it badly (e.g. if you're incompetent you might
get

spectacular results). Another thing that could
potentially

happen is knowledge is stored in physical form and can
be

destroyed. If some of a person's knowledge is
destroyed he

could get worse at a field that uses that knowledge
while

not getting worse at a different field. He won't be
stopped

from relearning the first field except if his learning
is

handicapped in general. In all adults in our culture,
people

are handicapped from learning things as adults due to
anti-rational memes, so it's no surprise people find
relearning lost skills hard.

MG wrote:

So a disability does not have to be global, but
could

just change the rate of growth of knowledge in a
particular

area (like learning to speak).

This is false, as I've explained. Speed (of basic
operations, of hardware) has global effects b/c there

is
only a small set of hardware operations shared by all

the
different complex, high level ideas. Damage to any of

those



operations would slow down all the high level ideas
which

use them. There is no direct hardware support for
complex,

high level things.

 
Elliot,

I keep looking over your messages to try to figure out why you don't seem to 
understand how speed of processing can help overcome what you have called 
"bottlenecks"

The best that I can tell is that you don't see that the ability to increase speed of 
processing in a useful way (not just a random way), requires first having depth of 
knowledge.  So it is not as if just randomly increasing "brain speed" somehow 
makes everything better. You keep repeating that as my claim and you are 
unintentionally setting up a "straw man" to knock down, when I repeatedly am 
saying something different.

You are right that misunderstandings are easy.  The point was (as I have explicitly 
stated several times), depth of knowledge allows one to *usefully* increase speed 
of processing.  Usefully knowing how to increase processing speed requires 
meta-knowledge about how to increase the efficiency of evolution.

It is a feedback loop.  Depth of knowledge allows one to increase speed of 
processing which allows one to increase quantity of knowledge acquisition, which 
then allows one to increase the speed with which depth of knowledge increases 
(which only ***then*** allows one to again usefully increase processing speed).

WHen there is parallel distributed processing in the brain, the ability to have 
relatively faster connections between elements that are doing somewhat 
independent processing (because of specialization of brain function), is critical.

Thanks.

Michael



From: hibbsa <hibbsa@yahoo.com>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 23, 2011 at 8:30 AM

On Jun 20, 8:35 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 20, 2011, at 12:13 PM, David Deutsch wrote:

On 20 Jun 2011, at 7:35pm, Elliot Temple wrote:

On Jun 20, 2011, at 2:50 AM, David Deutsch wrote:

People who have had split-brain operations definitely have two human-level 
thinking entities in them.

It's interesting that although the halves of the brain are normally connected 
by what seems to be a high-bandwidth connector, the person(s?) doesn't 
seem to be drastically impaired by the loss of that connection. That must be 
because they still receive information about each other from their effects on 
their body and the environment, and can thereby work around the hardware 
disability. From experiments in which they are artificially deprived of all this 
information, we can tell that they achieve this coordination by confabulating 
reasons for each other's behaviour. Doing this reasonably accurately is of 
course a fully human-level creative task.

Although I have seen an episode of House in which the two halves of a split 
brain had sharply different opinions about what they should do, I think this is 
very rare in real life: usually the confabulation is accurate enough not only to 
model each mind inside the other well enough to coordinate everyday 
behaviour, but also to resolve high-level differences of opinion between 
them.

Can you provide a scientific paper on this -- which you consider not to be 
mistaken -- or something like that?

Haven't read any. I've read about these features of split-brain people in many 



places including books by Michael Lockwood (Mind, Brain and the Quantum), 
and Dennett and Hofstadter (can't remember which books).

Do they do anything to address the possibility that normal people have one 
mind with redundancy?

Do they track how much the split minds get out of sync over time? Is there 
any recorded evidence about that? What happens if there is a split and then 
one mind develops a new substantive philosophy (e.g. Objectivism, when it 
was new)?

That's not what I was trying to address. I was trying to say: if the brain can 
form two instances of fully-human functionality

MG (ambiguously) claims that isn't what happens. One side can't talk and is 
better at spatial relations.

(How did they determine one side can't talk? He didn't say. I'm curious. This is 
one way a paper would be useful. The spatial relations claim is even more 
curious.)

These claims about talking and spatial relationships are ambiguous about 
whether it's due to hardware or ideas. They are ambiguous about what is being 
claimed/

The lesson, I think, is that one cannot trust research on these issues without 
reading it. Because those researchers are not aware of universality and 
epistemology, and would not ask the questions we would ask (e.g. to 
disambiguate the ambiguity from my previous paragraph).

Above you mention secondary sources by people who wouldn't ask the same 
questions I would ask. Surely irrelevant. Those are people who, for all I know, 
would be fooled by mental illnesses or happiness studies. Even if not that, they 
can't really be expected to get anything right about minds which is a hard topic 
outside their areas of expertise.

after something as instant and drastic as a split-brain operation, it can't be very 
hard to do and there's no reason to think it implausible that the brain might 
have more than one human-level process under way even when functioning 
normally.



I mentioned several problems with such a claim, and there are others. 
Unaddressed, problems make it (tentatively) implausible. Can you address the 
problems with the claim?

The problems you mentioned are fascinating....I don't have any direct
answers to them, but one thing that came to mind is how those real
time brain scans show lots of physically separated areas lighting up
in response to some stimulus. The problem of how those separate areas
interact together to form thoughts looks like a lower level instance
of the same sort of problem/puzzle. I remember I posted a report
relating to this to FoR at some point that indicated separate regions
sync using frequencies. I just found that old post, and am pasting the
contents here. As I say, not necessarily answering any of the
problems, but possibly food for thought in the general conversation.

********************************************************************************************
*****************************************

For neurons to work as a team, it helps to have a beat
September 20, 2010 By Sarah Yang [For neurons to work as a team, it
helps to have a beat]

(PhysOrg.com) -- When it comes to conducting complex tasks, it turns
out
that the brain needs rhythm, according to researchers at the
University
of California, Berkeley.

Specifically, cortical rhythms, or oscillations, can effectively rally
groups of
neurons in widely dispersed regions of the brain to engage in
coordinated
activity, much like a conductor will summon up various sections of an
orchestra
in a symphony.

Even the simple act of catching a ball necessitates an impressive
coordination
of multiple groups of neurons to perceive the object, judge its speed



and
trajectory, decide when it's time to catch it and then direct the
muscles in the
body to grasp it before it whizzes by or drops to the ground.

Until now, neuroscientists had not fully understood how these neuron
groups in
widely dispersed regions of the brain first get linked together so
they can work
in concert for such complex tasks.

The UC Berkeley findings are to be published the week of Sept. 20 in
the online
early edition of the journal Proceedings of the National Academy of
Sciences.

"One of the key problems in neuroscience right now is how you go from
billions
of diverse and independent neurons, on the one hand, to a unified
brain able to
act and survive in a complex world, on the other," said principal
investigator
Jose Carmena, UC Berkeley assistant professor at the Department of
Electrical
Engineering and Computer Sciences, the Program in Cognitive Science,
and the
Helen Wills Neuroscience Institute. "Evidence from this study supports
the idea
that neuronal oscillations are a critical mechanism for organizing the
activity
of individual neurons into larger functional groups."

The idea behind anatomically dispersed but functionally related groups
of
neurons is credited to neuroscientist Donald Hebb, who put forward the
concept
in his 1949 book "The Organization of Behavior."

"Hebb basically said that single neurons weren't the most important
unit of



brain operation, and that it's really the cell assembly that matters,"
said
study lead author Ryan Canolty, a UC Berkeley postdoctoral fellow in
the Carmena
lab.

It took decades after Hebb's book for scientists to start unraveling
how groups
of neurons dynamically assemble. Not only do neuron groups need to
work together
for the task of perception - such as following the course of a
baseball as it
makes its way through the air - but they then need to join forces with
groups of
neurons in other parts of the brain, such as in regions responsible
for
cognition and body control.

At UC Berkeley, neuroscientists examined existing data recorded over
the past
four years from four macaque monkeys. Half of the subjects were
engaged in
brain-machine interface tasks, and the other half were participating
in working
memory tasks. The researchers looked at how the timing of electrical
spikes - or
action potentials - emitted by nerve cells was related to rhythms
occurring in
multiple areas across the brain.

Among the squiggly lines, patterns emerged that give literal meaning
to the
phrase "tuned in." The timing of when individual neurons spiked was
synchronized
with brain rhythms occurring in distinct frequency bands in other
regions of the
brain. For example, the high-beta band - 25 to 40 hertz (cycles per
second) -
was especially important for brain areas involved in motor control and
planning.



"Many neurons are thought to respond to a receptive field, so that if
I look at
one motor neuron as I move my hand to the left, I'll see it fire more
often, but
if I move my hand to the right, the neuron fires less often," said
Carmena.
"What we've shown here is that, in addition to these traditional
'external'
receptive fields, many neurons also respond to 'internal' receptive
fields.
Those internal fields focus on large-scale patterns of synchronization
involving
distinct cortical areas within a larger functional network."

The researchers expressed surprise that this spike dependence was not
restricted
to the neuron's local environment. It turns out that this local-to-
global
connection is vital for organizing spatially distributed neuronal
groups.

"If neurons only cared about what was happening in their local
environment, then
it would be difficult to get neurons to work together if they happened
to be in
different cortical areas," said Canolty. "But when multiple neurons
spread all
over the brain are tuned in to a specific pattern of electrical
activity at a
specific frequency, then whenever that global activity pattern occurs,
those
neurons can act as a coordinated assembly."

The researchers pointed out that this mechanism of cell assembly
formation via
oscillatory phase coupling is selective. Two neurons that are
sensitive to
different frequencies or to different spatial coupling patterns will
exhibit



independent activity, no matter how close they are spatially, and will
not be
part of the same assembly. Conversely, two neurons that prefer a
similar pattern
of coupling will exhibit similar spiking activity over time, even if
they are
widely separated or in different brain areas.

"It is like the radio communication between emergency first responders
at an
earthquake," Canolty said. "You have many people spread out over a
large area,
and the police need to be able to talk to each other on the radio to
coordinate
their action without interfering with the firefighters, and the
firefighters
need to be able to communicate without disrupting the EMTs. So each
group tunes
into and uses a different radio frequency, providing each group with
an
independent channel of communication despite the fact that they are
spatially
spread out and overlapping."

The authors noted that this local-to-global relationship in brain
activity may
prove useful for improving the performance of brain-machine
interfaces, or lead
to novel strategies for regulating dysfunctional brain networks
through
electrical stimulation. Treatment of movement disorders through deep
brain
stimulation, for example, usually targets a single area. This study
suggests
that gentler rhythmic stimulation in several areas at once may also
prove
effective, the authors said.
********************************************************************************************
*************************************



-- Elliot Templehttp://curi.us/- Hide quoted text -

- Show quoted text -

http://curi.us/


From: jim morris <james.morris@gmail.com>
Subject: [BoI] "What Technology Wants" by Kevin Kelly
Date: June 23, 2011 at 9:47 AM

... touches on some of BoI's topics although he was not aware of it,
or of FoR.



From: Elliot Temple <curi@curi.us>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 23, 2011 at 1:37 PM

On Jun 23, 2011, at 5:30 AM, hibbsa wrote:

after something as instant and drastic as a split-brain operation, it can't be 
very hard to do and there's no reason to think it implausible that the brain 
might have more than one human-level process under way even when 
functioning normally.

I mentioned several problems with such a claim, and there are others. 
Unaddressed, problems make it (tentatively) implausible. Can you address the 
problems with the claim?

The problems you mentioned are fascinating....I don't have any direct
answers to them, but one thing that came to mind is how those real
time brain scans show lots of physically separated areas lighting up
in response to some stimulus. The problem of how those separate areas
interact together to form thoughts looks like a lower level instance
of the same sort of problem/puzzle.

The problem of how different ideas in a mind coordinate is an interesting one. We 
don't know the answer in full detail (if we did, that'd be a lot of the way to writing 
an AI). But do know some things about it, e.g. the BoI choices chapter. And 
there's this little bit: http://fallibleideas.com/ideas

One thing that is pretty clear to me is if you have multiple minds within one 
person then you have exactly the same problem of how the different ideas 
interact and make choices and decisions (within one mind). Neither position has 
an advantage there.

But then the multiple minds idea has the second problem of how the minds 
themselves interact, communicate, make decisions and choices. This problem is 
similar to the first one about ideas interacting, but it's repeated again.

So the multiple minds claim is adding a second problem, about as big as the first 
one, and of a similar type. First the ideas interact within one mind, and then also 
between minds. Two steps of the same kind of thing instead of one.

http://fallibleideas.com/ideas


It's not good to posit extra complications unnecessarily. And this is a big one. 
Solving the problem one time seems to me like a significant amount of the 
difficulty of AI. Solving it twice separately doesn't make much sense to me.

The second problem isn't quite the same though. It's harder. The first time all the 
ideas are within one mind. That allows for central control organizing the whole 
process as one potential feature of a solution. Since it's all one mind, the mind's 
design can be designed to solve this issue in various ways.

But with the second problem of coordination between separate minds, they are 
independent, separate and each is fully human (since they are all universal 
explainers). They are each having their own qualia and consciousness one would 
expect (why wouldn't they?). Anyway, instead of coordination within one thing, it's 
coordination between separate and extraordinarily complex things. So that's an 
even harder problem.

I remember I posted a report
relating to this to FoR at some point that indicated separate regions
sync using frequencies. I just found that old post, and am pasting the
contents here. As I say, not necessarily answering any of the
problems, but possibly food for thought in the general conversation.

*******************************************************************************************
******************************************

For neurons to work as a team, it helps to have a beat
September 20, 2010 By Sarah Yang [For neurons to work as a team, it
helps to have a beat]

(PhysOrg.com) -- When it comes to conducting complex tasks, it turns
out
that the brain needs rhythm, according to researchers at the
University
of California, Berkeley.

Specifically, cortical rhythms, or oscillations, can effectively rally
groups of
neurons in widely dispersed regions of the brain to engage in
coordinated



activity, much like a conductor will summon up various sections of an
orchestra
in a symphony.

A symphony? What an odd example.

It seems to me they ought to discuss the rhythms of CPUs. If they are serious 
about knowing the best knowledge they can about this, they need to learn about 
and discuss CPUs instead of sticking to analogies with musicians.

CPUs have at least two types of rhythms in my understanding. But I don't know 
about that well enough to say what these researchers should have said about 
CPUs. I just know brains are computers and ought to be compared to computers 
and we have to do everything possible to learn so leaving that out is unwise.

And I know that if CPUs use rhythms in their computations, brains could too. And 
there are issues like: when brains use it, is that part of human type thinking or just 
mere computation? It could be at the computation level since CPUs do something 
similar. But they didn't address that.

If they really want to be good researchers they have to learn everything relevant 
whether it's normally considered part of their field or not. That includes philosophy 
too. And here it definitely includes everything there is to know about the rhythms 
of CPUs.

"One of the key problems in neuroscience right now is how you go from billions 
of diverse and independent neurons, on the one hand, to a unified brain able to 
act and survive in a complex world, on the other," said principal investigator 
Jose Carmena,

I don't think the solution to that is: posit that are twice independent: first as 
neurons independent in one mind, and then also as different groups each part of 
independent minds. That just makes things worse.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: William <3p4j8x834p27@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 23, 2011 at 3:03 PM

On Jun 22, 10:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 22, 2011, at 1:24 PM, William wrote:

On Jun 21, 6:56 am, Justin Mallone <justin...@gmail.com> wrote:

As Michael has said, I was not ascribing knowledge generation of the
*universal* or 'creative' kind to my pesky squirrel.

That's the only kind to speak of. As BoI explains, there is a "jump" to 
universality. No in between with medium powerfulness.

And there is no such thing as non-creative knowledge creation, in the BoI 
worldview. That's not something you can find advocated in BoI or Popper.

If you found a mistake in BoI, please tell us what passage is in and explain it to 
us. Otherwise please try to read the book carefully and ask questions about the 
concepts you don't understand.

You appear to be *looking* for a fight! I'm sure both our energies
would be better directed elsewhere though...eg the 'speed' issue,
brain specialisation, history of ideas, whether ontology is worthy of
being called a subject.

From FoR: is knowledge not multiversal structure or embodied
knowledge? I assumed BoI dovetails in with the FoR outlook...BoI page
59 says: "A few species other than humans are known to be capable of
having cultural knowledge." - which rather refutes your *blanket*
objection. Later it says "...is essentially of the same type as
genetic knowledge, and does indeed have only a small and inherently
limited reach." - fine, no problem. But that knowledge is not genetic.
It is *essentially* of the same type, but is substantiated within
brain tissue. Correct?

Surely, you can't be suggesting that there are *not* different forms



of knowledge?

Partition knowledge into at least three tiers: 1) embodied knowledge
[FoR] (life – bacteria, fish), 2) that resulting from a rendering
computational framework (brains, computers) parochial and bounded, 3)
the ‘creative’ explosive, unbounded, universal variety (persons)...

...and perhaps the 'dispute' evaporates...

Rodney Brook’s Roomba (subsumption architecture ‘insect level’
intelligence) is not truly insect level. I’d hold that my own Roomba
(Kryten 2X4B!) has the intelligence more like that of a fast snail. A
modern cruise missile, probably, is Bumble Bee insect level or higher.

My Roomba utilises the 2nd tier: in that it creates slivers of new (to
it) yet rather repetitive focussed knowledge.

Roombas do not create knowledge in the BoI worldview. Please tell us what 
mistake we made or what part of our worldview you don't understand instead of 
just ignoring us. You also haven't said what other epistemology you are using in 
which Roombas can be said to create knowledge. Since you aren't using the 
Popperian epistemology which are you using? As far as we know, all other 
epistemologies have been refuted. If you know of one we don't know about, or a 
way to rescue one we thought was refuted, you should explain yourself.

If you simply don't know why other epistemologies are refuted, then say which 
one you have in mind and ask about it.

Life is a form of VR. Brains render. If they render they create 'new'
additional structure - which is embodied multiversal knowledge.
Correct?

Does our visual cortex render? Are its abstractions not different in a
reasonable sense to that of physical life?

Transported to a new place, a cat, a squirrel, (stretching it a bit) a



roomba may build up a new (never existed before) internal map of its
surroundings. Is learning (however localised or limited) not a form of
knowledge generation? How did *that* knowledge arise? It wasn't
written in its genes. Or is it not knowledge?

I wish to reiterate: I DO NOT think squirrels or Roomba's are creating
(explanatory) knowledge, where have I said that? But, it seems to me
to a sensible pursuit to at least try (in my own words) to grade other
varieties thereof.

My quick partition 1,2,3 was but an attempt to tease out a position to
clarify an earlier blanket objection, incorporating if you like
'situated' knowledge as part of the mix. If I have failed to clarify
my understanding suitably, then that is my own failing, but equally
one ought not to jump to conclusions either, but to crawl slowly
towards them. Indeed in informal postings such as these its very easy
to argue at cross-purposes or to commit fallacies involving
equivocation. As always 'define your terms' is I guess important but
often difficult to achieve in 'quick fire' settings.

BTW: What is the difference between a Roomba's brain and a snail's in
terms of rendering abilities?

Obviously, Roombas (cats and squirrels) do not create universal
knowledge that is explanatory - they do not possess the means, to
suggest that they do would be silly. But to clear up my half-wit
confusion - please do fully define creativeness for me.

-- William



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 23, 2011 at 8:16 PM

--- On Thu, 6/23/11, William <3p4j8x834p27@gmail.com> wrote:

From: William <3p4j8x834p27@gmail.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Thursday, June 23, 2011, 3:03 PM
On Jun 22, 10:34 pm, Elliot Temple
<c...@curi.us>
wrote:

On Jun 22, 2011, at 1:24 PM, William wrote:

On Jun 21, 6:56 am, Justin Mallone <justin...@gmail.com>
wrote:

As Michael has said, I was not ascribing
knowledge generation of the

*universal* or 'creative' kind to my pesky
squirrel.

That's the only kind to speak of. As BoI explains,
there is a "jump" to universality. No in between with medium
powerfulness.

And there is no such thing as non-creative knowledge
creation, in the BoI worldview. That's not something you can
find advocated in BoI or Popper.

If you found a mistake in BoI, please tell us what
passage is in and explain it to us. Otherwise please try to
read the book carefully and ask questions about the concepts
you don't understand.

You appear to be *looking* for a fight! I'm sure both our
energies



would be better directed elsewhere though...eg the 'speed'
issue,
brain specialisation, history of ideas, whether ontology is
worthy of
being called a subject.

From FoR: is knowledge not multiversal structure or
embodied
knowledge? I assumed BoI dovetails in with the FoR
outlook...BoI page
59 says: "A few species other than humans are known to be
capable of
having cultural knowledge." - which rather refutes your
*blanket*
objection. Later it says "...is essentially of the same
type as
genetic knowledge, and does indeed have only a small and
inherently
limited reach." - fine, no problem. But that knowledge is
not genetic.
It is *essentially* of the same type, but is substantiated
within
brain tissue. Correct?

Surely, you can't be suggesting that there are *not*
different forms
of knowledge?

Partition knowledge into at least three tiers: 1)
embodied knowledge

[FoR] (life – bacteria, fish), 2) that
resulting from a rendering

computational framework (brains, computers)
parochial and bounded, 3)

the ‘creative’ explosive, unbounded,
universal variety (persons)...



...and perhaps the 'dispute' evaporates...

Rodney Brook’s Roomba (subsumption architecture
‘insect level’

intelligence) is not truly insect level. I’d
hold that my own Roomba

(Kryten 2X4B!) has the intelligence more like
that of a fast snail. A

modern cruise missile, probably, is Bumble Bee
insect level or higher.

My Roomba utilises the 2nd tier: in that it
creates slivers of new (to

it) yet rather repetitive focussed knowledge.

Roombas do not create knowledge in the BoI worldview.
Please tell us what mistake we made or what part of our
worldview you don't understand instead of just ignoring us.
You also haven't said what other epistemology you are using
in which Roombas can be said to create knowledge. Since you
aren't using the Popperian epistemology which are you using?
As far as we know, all other epistemologies have been
refuted. If you know of one we don't know about, or a way to
rescue one we thought was refuted, you should explain
yourself.

If you simply don't know why other epistemologies are
refuted, then say which one you have in mind and ask about
it.

Life is a form of VR. Brains render. If they render they
create 'new'
additional structure - which is embodied multiversal
knowledge.
Correct?

Does our visual cortex render? Are its abstractions not



different in a
reasonable sense to that of physical life?

Transported to a new place, a cat, a squirrel, (stretching
it a bit) a
roomba may build up a new (never existed before) internal
map of its
surroundings. Is learning (however localised or limited)
not a form of
knowledge generation? How did *that* knowledge arise? It
wasn't
written in its genes. Or is it not knowledge?

I wish to reiterate: I DO NOT think squirrels or Roomba's
are creating
(explanatory) knowledge, where have I said that? But, it
seems to me
to a sensible pursuit to at least try (in my own words) to
grade other
varieties thereof.

My quick partition 1,2,3 was but an attempt to tease out a
position to
clarify an earlier blanket objection, incorporating if you
like
'situated' knowledge as part of the mix. If I have failed
to clarify
my understanding suitably, then that is my own failing, but
equally
one ought not to jump to conclusions either, but to crawl
slowly
towards them. Indeed in informal postings such as these its
very easy
to argue at cross-purposes or to commit fallacies
involving
equivocation. As always 'define your terms' is I guess
important but
often difficult to achieve in 'quick fire' settings.

BTW: What is the difference between a Roomba's brain and a



snail's in
terms of rendering abilities?

Obviously, Roombas (cats and squirrels) do not create
universal
knowledge that is explanatory - they do not possess the
means, to
suggest that they do would be silly. But to clear up my
half-wit
confusion - please do fully define creativeness for me.

-- William

William,

Some are being confusing by not explaining what they mean by "create". Create, 
in this lexicon, does not mean creating a rendering, which is obviously what you 
meant.

Creation of knowledge, in this lexicon, means something that involves mutation, 
recombination, and error correction.

So natural selection (involving mutation, recombination, and error correction) 
*created* the knowledge in the snail.  Human beings created the knowledge in 
the roombah.

Both the roombah and the snail have knowledge.  Therefore, they both can 
render because of that knowledge.

But you are not allowed to say that they "create" renderings (as if they did it 
themselves), because the knowledge to do that was created by natural selection 
(not the snail) and human beings (not the roombah).

I apologize for the way in which the community is treating a very bright visitor.  
This is not a reflection on the profound (and ultimately compassionate and deep) 
ideas found in *The Beginning of Infinity*.

Michael



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 24, 2011 at 8:03 AM

--- On Thu, 6/23/11, hibbsa <hibbsa@yahoo.com> wrote:

From: hibbsa <hibbsa@yahoo.com>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Thursday, June 23, 2011, 8:30 AM

On Jun 20, 8:35 pm, Elliot Temple <c...@curi.us>
wrote:

On Jun 20, 2011, at 12:13 PM, David Deutsch wrote:

On 20 Jun 2011, at 7:35pm, Elliot Temple wrote:

On Jun 20, 2011, at 2:50 AM, David Deutsch
wrote:

People who have had split-brain
operations definitely have two human-level thinking entities
in them.

It's interesting that although the halves
of the brain are normally connected by what seems to be a
high-bandwidth connector, the person(s?) doesn't seem to be
drastically impaired by the loss of that connection. That
must be because they still receive information about each
other from their effects on their body and the environment,
and can thereby work around the hardware disability. From
experiments in which they are artificially deprived of all
this information, we can tell that they achieve this
coordination by confabulating reasons for each other's
behaviour. Doing this reasonably accurately is of course a



fully human-level creative task.

Although I have seen an episode of House
in which the two halves of a split brain had sharply
different opinions about what they should do, I think this
is very rare in real life: usually the confabulation is
accurate enough not only to model each mind inside the other
well enough to coordinate everyday behaviour, but also to
resolve high-level differences of opinion between them.

Can you provide a scientific paper on this --
which you consider not to be mistaken -- or something like
that?

Haven't read any. I've read about these features
of split-brain people in many places including books by
Michael Lockwood (Mind, Brain and the Quantum), and Dennett
and Hofstadter (can't remember which books).

Do they do anything to address the
possibility that normal people have one mind with
redundancy?

Do they track how much the split minds get
out of sync over time? Is there any recorded evidence about
that? What happens if there is a split and then one mind
develops a new substantive philosophy (e.g. Objectivism,
when it was new)?

That's not what I was trying to address. I was
trying to say: if the brain can form two instances of
fully-human functionality

MG (ambiguously) claims that isn't what happens. One
side can't talk and is better at spatial relations.

(How did they determine one side can't talk? He didn't
say. I'm curious. This is one way a paper would be useful.
The spatial relations claim is even more curious.)



These claims about talking and spatial relationships
are ambiguous about whether it's due to hardware or ideas.
They are ambiguous about what is being claimed/

The lesson, I think, is that one cannot trust research
on these issues without reading it. Because those
researchers are not aware of universality and epistemology,
and would not ask the questions we would ask (e.g. to
disambiguate the ambiguity from my previous paragraph).

Above you mention secondary sources by people who
wouldn't ask the same questions I would ask. Surely
irrelevant. Those are people who, for all I know, would be
fooled by mental illnesses or happiness studies. Even if not
that, they can't really be expected to get anything right
about minds which is a hard topic outside their areas of
expertise.

after something as instant and drastic as a
split-brain operation, it can't be very hard to do and
there's no reason to think it implausible that the brain
might have more than one human-level process under way even
when functioning normally.

I mentioned several problems with such a claim, and
there are others. Unaddressed, problems make it
(tentatively) implausible. Can you address the problems with
the claim?

The problems you mentioned are fascinating....I don't have
any direct
answers to them, but one thing that came to mind is how
those real
time brain scans show lots of physically separated areas
lighting up
in response to some stimulus. The problem of how those
separate areas
interact together to form thoughts looks like a lower level



instance
of the same sort of problem/puzzle. I remember I posted a
report
relating to this to FoR at some point that indicated
separate regions
sync using frequencies. I just found that old post, and am
pasting the
contents here. As I say, not necessarily answering any of
the
problems, but possibly food for thought in the general
conversation.

Specifically, cortical rhythms, or oscillations, can
effectively rally
groups of
neurons in widely dispersed regions of the brain to engage
in
coordinated
activity, much like a conductor will summon up various
sections of an
orchestra
in a symphony.

The idea of comparing the mind to a symphony orchestra is beautiful.  Individual 
specialized elements, each with a potential capacity for universality, combine to 
create an emergent property that is more beautiful than each individually.

Michael



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Universal Explainers
Date: June 24, 2011 at 8:03 AM

2011/6/8 David Deutsch <david.deutsch@qubit.org>

Just like in computation - we have universal computers but they can't
compute everything - some questions are just undecidable.

It's not analogous. In mathematics a proof is not necessarily an
explanation and an explanation is not necessarily a proof. Moreover a
mathematical question is not necessarily a *problem* requiring explanation.
(A problem is a conflict between ideas.)

I understand why an explanation doesn't have to be a proof, but I don't
really see how is it possible to prove something without explaining it at
the same time (the proof settles the conflict between two opposing ideas -
therefore it is an explanation of something).

Can you give any example of a proof that is not an explanation?

But if I get it correctly, a mathematical question *becomes* a problem the
moment somebody starts to wonder about it  (because, then there is a
conflict of ideas in that person, about this particular question).  Am I
right about this?



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
Date: June 24, 2011 at 8:42 AM

--- On Thu, 6/23/11, hibbsa <hibbsa@yahoo.com> wrote:

From: hibbsa <hibbsa@yahoo.com>
Subject: Re: Multiple minds (Was: [BoI] Bottlenecks)
To: "Beginning of Infinity" <beginning-of-infinity@googlegroups.com>
Date: Thursday, June 23, 2011, 8:30 AM

On Jun 20, 8:35 pm, Elliot Temple <c...@curi.us>
wrote:

On Jun 20, 2011, at 12:13 PM, David Deutsch wrote:

On 20 Jun 2011, at 7:35pm, Elliot Temple wrote:

On Jun 20, 2011, at 2:50 AM, David Deutsch
wrote:

People who have had split-brain
operations definitely have two human-level thinking entities
in them.

It's interesting that although the halves
of the brain are normally connected by what seems to be a
high-bandwidth connector, the person(s?) doesn't seem to be
drastically impaired by the loss of that connection. That
must be because they still receive information about each
other from their effects on their body and the environment,
and can thereby work around the hardware disability. From
experiments in which they are artificially deprived of all
this information, we can tell that they achieve this
coordination by confabulating reasons for each other's
behaviour. Doing this reasonably accurately is of course a



fully human-level creative task.

Although I have seen an episode of House
in which the two halves of a split brain had sharply
different opinions about what they should do, I think this
is very rare in real life: usually the confabulation is
accurate enough not only to model each mind inside the other
well enough to coordinate everyday behaviour, but also to
resolve high-level differences of opinion between them.

Can you provide a scientific paper on this --
which you consider not to be mistaken -- or something like
that?

Haven't read any. I've read about these features
of split-brain people in many places including books by
Michael Lockwood (Mind, Brain and the Quantum), and Dennett
and Hofstadter (can't remember which books).

Do they do anything to address the
possibility that normal people have one mind with
redundancy?

Do they track how much the split minds get
out of sync over time? Is there any recorded evidence about
that? What happens if there is a split and then one mind
develops a new substantive philosophy (e.g. Objectivism,
when it was new)?

Hi.

In terms of questions about how the quasi-independent universal explainers 
coordinate their ideas:

The question is not more difficult (or more easy) than asking how an idea is 
communicated to someone else.  If the answer is that we use the muscles of the 
tongue and the vocal cords as well as the ears of the person who is listening, 
then multiple quasi-independent minds in one brain use nerves to do the 
communication (neither explanation is better or worse).



In terms of how the minds coordinate (for example understanding visual images 
while simultaneously being able to talk about what is seen, no doubt timing (like a 
beat in a symphony) is important.

And of course doctors see what could be termed primary problems in creating 
knowledge about something (e.g. damage to the visual cortex from strokes 
causing difficulties learning to see again) and coordination problems between the 
quasi-independent modules (e.g. partial seizures where a person [for example] is 
seeing something that is not there, while trying to talk.

So brain problems causing mind problems could be divided into problems of 
coordination of modules (like various sections of the orchestra not together in 
timing) vs primary problems in a module (the tuba player is not very good).

Michael



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Universal Explainers
Date: June 24, 2011 at 8:56 AM

On 24 Jun 2011, at 1:03pm, Matjaž Leonardis wrote:

2011/6/8 David Deutsch <david.deutsch@qubit.org>
Just like in computation - we have universal computers but they can't compute 
everything - some questions are just undecidable.

It's not analogous. In mathematics a proof is not necessarily an explanation 
and an explanation is not necessarily a proof. Moreover a mathematical 
question is not necessarily a *problem* requiring explanation. (A problem is a 
conflict between ideas.)

I understand why an explanation doesn't have to be a proof, but I don't really 
see how is it possible to prove something without explaining it at the same time 
(the proof settles the conflict between two opposing ideas - therefore it is an 
explanation of something).

Yes a proof of X is an explanation of something but not necessarily of X.

Can you give any example of a proof that is not an explanation?

Suppose that you're a computer programmer and you've written a program to 
calculate a certain function which you think will produce a unique, beautiful image 
for each integer input between 0 and 4,294,967,295. You run it, and it just 
produces a blank picture. You try again with a different integer. Same result. You 
run a test program which tries every one of those possible inputs. Weeks later, 
the program halts saying that every one of them produced a blank picture.

You e-mail that test program and its output to a mathematician colleague, saying: 
"please explain why this function evaluates to zero for all arguments in its 
domain".

The mathematician immediately replies: "what do you mean, 'explain it'? The data 
you sent me *are* the explanation. Running your test program constituted a proof 
that the function always evaluates to zero, and Matjaž tells me that a proof is 
always an explanation."



The output of your test program is indeed a proof. But it is not the explanation you 
were asking for, is it? In fact it is the very thing you wanted explained!

So your next e-mail, you threaten to strangle the mathematician unless you get a 
genuine explanation.

And the mathematician replies:

"At the heart of your function you have two pseudo-random-number generators. I 
expect you thought that they'd produce unrelated sequences, but due to a 
theorem of which you are presumably not aware, there is a deep relationship 
between those sequences which, in the way in which you combine them, will 
always produce zero. Just pick a different pseudo-random-number generator for 
one of them, and your program will work."

That's a genuine explanation.

And, BTW, it would be almost as good an explanation if "theorem" were replaced 
by "famous unproved conjecture", in which case it would not be a proof at all.

But if I get it correctly, a mathematical question *becomes* a problem the 
moment somebody starts to wonder about it  (because, then there is a conflict of 
ideas in that person, about this particular question).  Am I right about this?

Yes.

-- David



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universal Explainers
Date: June 24, 2011 at 12:45 PM

On Jun 24, 2011, at 5:56 AM, David Deutsch wrote:

On 24 Jun 2011, at 1:03pm, Matjaž Leonardis wrote:

2011/6/8 David Deutsch <david.deutsch@qubit.org>
Just like in computation - we have universal computers but they can't 
compute everything - some questions are just undecidable.

It's not analogous. In mathematics a proof is not necessarily an explanation 
and an explanation is not necessarily a proof. Moreover a mathematical 
question is not necessarily a *problem* requiring explanation. (A problem is a 
conflict between ideas.)

I understand why an explanation doesn't have to be a proof, but I don't really 
see how is it possible to prove something without explaining it at the same time 
(the proof settles the conflict between two opposing ideas - therefore it is an 
explanation of something).

Yes a proof of X is an explanation of something but not necessarily of X.

Can you give any example of a proof that is not an explanation?

Suppose that you're a computer programmer and you've written a program to 
calculate a certain function which you think will produce a unique, beautiful 
image for each integer input between 0 and 4,294,967,295. You run it, and it just 
produces a blank picture. You try again with a different integer. Same result. You 
run a test program which tries every one of those possible inputs. Weeks later, 
the program halts saying that every one of them produced a blank picture.

You e-mail that test program and its output to a mathematician colleague, 
saying: "please explain why this function evaluates to zero for all arguments in 
its domain".

The mathematician immediately replies: "what do you mean, 'explain it'? The 
data you sent me *are* the explanation. Running your test program constituted 
a proof that the function always evaluates to zero, and Matjaž tells me that a 



proof is always an explanation."

Note that he's wrong here. The explanation involved is implicit and unstated, but 
it exists. Explanation is required to explain things like:

How does the test program know if the output is a blank picture? Can it really tell?

How do we know the test program really tried all the allowed input numbers 
instead of lazily skipping a few and lying to us?

How do we know a program that runs for a whole week doesn't get lost part way 
but is reliable? When humans think for a week errors happen.

A lot of background knowledge and explanations are being used to answer these 
issues.

Another issue needing explanation is: How do we know that if we ran the test 
program again we'd get the same results?

Normally the explanation would be: because the code is all deterministic. But:

And the mathematician replies:

"At the heart of your function you have two pseudo-random-number generators. 
I expect you thought that they'd produce unrelated sequences, but due to a 
theorem of which you are presumably not aware, there is a deep relationship 
between those sequences which, in the way in which you combine them, will 
always produce zero. Just pick a different pseudo-random-number generator for 
one of them, and your program will work."

Without knowing this, but knowing it used a pseudo random number generator 
which seeds from the computer clock, we couldn't take the first test as a proof 
since if we ran it again with a different starting time we might get a different result.

So actually the mathematician was mistaken to initially say the test was a proof. 
Either he knew how the program worked in which case he was wrong, or he didn't 
in which case he should have said he can't tell if it's a proof without knowing how 
it works.

-- Elliot Temple



http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Opportunities and Challenges for MWI
Date: June 24, 2011 at 3:50 PM

On Jun 22, 2011, at 6:23 PM, David Deutsch wrote:

On 23 Jun 2011, at 2:11am, Elliot Temple wrote:

The Bohm model doesn't have different math than MWI, only different 
philosophical statements about what it means in reality.

The math is QM. There's only one math. Anything else but QM is just wrong. 
That's why they are all called interpretations of QM -- of the same math, 
formulas, etc... (sometimes they will contradict QM by accident but they 
generally try to avoid that).

Actually the Bohm theory adds the 'particle' that runs along the grooves of the 
wave function, and so it has an equation of motion for that particle in addition to 
the one for the wave function. That equation is chosen in such a way that, if the 
particle is placed on a random trajectory with suitable properties at the 
beginning of time, then it will subsequently go down all the various grooves with 
the probabilities given by normal quantum theory.

Is this like adding the following to the end of an equation:

+ 1 - 1

(add one and subtract one)

or is it actually a substantive change that gets the same answer? if it's 
substantive, why does it get the same answer for everything?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Universal Explainers
Date: June 24, 2011 at 5:55 PM

2011/6/24 David Deutsch <david.deutsch@qubit.org>

On 24 Jun 2011, at 1:03pm, Matjaž Leonardis wrote:

2011/6/8 David Deutsch <david.deutsch@qubit.org>
Just like in computation - we have universal computers but they can't

compute everything - some questions are just undecidable.

It's not analogous. In mathematics a proof is not necessarily an
explanation and an explanation is not necessarily a proof. Moreover a
mathematical question is not necessarily a *problem* requiring explanation.
(A problem is a conflict between ideas.)

I understand why an explanation doesn't have to be a proof, but I don't
really see how is it possible to prove something without explaining it at
the same time (the proof settles the conflict between two opposing ideas -
therefore it is an explanation of something).

Yes a proof of X is an explanation of something but not necessarily of X.

Can you give any example of a proof that is not an explanation?

Suppose that you're a computer programmer and you've written a program to
calculate a certain function which you think will produce a unique,
beautiful image for each integer input between 0 and 4,294,967,295. You run
it, and it just produces a blank picture. You try again with a different
integer. Same result. You run a test program which tries every one of those
possible inputs. Weeks later, the program halts saying that every one of
them produced a blank picture.

You e-mail that test program and its output to a mathematician colleague,
saying: "please explain why this function evaluates to zero for all
arguments in its domain".

The mathematician immediately replies: "what do you mean, 'explain it'? The
data you sent me *are* the explanation. Running your test program



constituted a proof that the function always evaluates to zero, and Matjaž
tells me that a proof is always an explanation."

The output of your test program is indeed a proof. But it is not the
explanation you were asking for, is it? In fact it is the very thing you
wanted explained!

So your next e-mail, you threaten to strangle the mathematician unless you
get a genuine explanation.

And the mathematician replies:

"At the heart of your function you have two pseudo-random-number
generators. I expect you thought that they'd produce unrelated sequences,
but due to a theorem of which you are presumably not aware, there is a deep
relationship between those sequences which, in the way in which you combine
them, will always produce zero. Just pick a different pseudo-random-number
generator for one of them, and your program will work."

That's a genuine explanation.

And, BTW, it would be almost as good an explanation if "theorem" were
replaced by "famous unproved conjecture", in which case it would not be a
proof at all.

Haha, nice story :D. Still this whole thing is still not entirely clear to
me . So let me provide two arguments, I currently see no problems with, that
seem to me to be inconsistent with the idea that the original computation
isn't an explanation.  Hopefully someone can point to some problems in
them... or whatever. So here it goes:

Let's take a bit more famous example - the four color theorem (the theorem
that says that any planar graph can be partitioned into at most 4 sets, such
that no two nodes in the same set share an edge -- or equ. that it is
possible to color every world map such that no two neighboring areas have
the same color).

The proof of the theorem is supposed to go like this -- they gave very nice
explanations that by the use of some reductions the entire problem can be



reduced to checking, if the statement is true for this particular 1,936
special graphs. The relevant configurations were then checked on a computer
(or so the popular story goes - it doesn't really matter if it was like that
, it's perfectly possible that it was, so the question still stands).

It seems to me that, by above criteria, this is a proof, but not an
explanation- after all the situation is almost identical to the above one --
they just run a program (performed a mindless check) on a huge number of
different inputs, they always got the same answer and we can start sending
them angry e-mails asking why.

But what about if they come up with a new set of reductions and  those
reductions reduce the problem to checking a small graph on (say) 5 nodes,
which anyone could do in a minute. Then I would say that this definitely
*is* an explanation. (I can't imagine anyone sending e-mails asking why that
5 node graph is four-colorable).

So in both cases we do more or less the same thing. We give some
explanations on why certain reductions are possible and then perform some
"mindless checks" -- in one case about 2000 of them, in the other just 1.
And this seems to bring me to the conclusion that the only difference
between "not an explanation" and "is an explanation"  is how many "mindless
graph checks I perform".  So what is the magic number? What is the maximal
number of graphs I'm allowed to check before my explanation, stops being
one? This just doesn't seem right.

I understand why an explanation doesn't have to be a proof, but I don't
really see how is it possible to prove something without explaining it at
the same time (the proof settles the conflict between two opposing ideas -
therefore it is an explanation of something).

Yes a proof of X is an explanation of something but not necessarily of X.

But if I get it correctly, a mathematical question *becomes* a problem the
moment somebody starts to wonder about it  (because, then there is a
conflict of ideas in that person, about this particular question).  Am I
right about this?



Yes.

And another way.... A mathematical problem of the form "Is X true?" is a
conflict between the ideas "X is true" and "X is not true" (and sometimes "X
is undecidable" , "It is undecidable whether X is undecidable" etc.). A
proof of X settles the conflict ( it provides good criticism to challenge
every idea except "X is true").

So , by this reasoning , the proof in the story (the computation)  *is* an
explanation , it's just that it is not a very good one (it's easy to vary,
it has no other implications, finding a mistake in one part changes
nothing...), while the "proper" explanation is a good one (it's hard to
vary, it even suggests on how to correct the program etc.)

Where did I go wrong?

(* I assumed in both arguments that the test really was a proof, although as
Elliot Temple points out it wasn't- but that doesn't seem to change much
unless I missed something  *)



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Opportunities and Challenges for MWI
Date: June 24, 2011 at 6:07 PM

On Jun 24, 8:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 22, 2011, at 6:23 PM, David Deutsch wrote:

On 23 Jun 2011, at 2:11am, Elliot Temple wrote:

The Bohm model doesn't have different math than MWI, only different 
philosophical statements about what it means in reality.

The math is QM. There's only one math. Anything else but QM is just wrong. 
That's why they are all called interpretations of QM -- of the same math, 
formulas, etc... (sometimes they will contradict QM by accident but they 
generally try to avoid that).

Actually the Bohm theory adds the 'particle' that runs along the grooves of the 
wave function, and so it has an equation of motion for that particle in addition 
to the one for the wave function. That equation is chosen in such a way that, if 
the particle is placed on a random trajectory with suitable properties at the 
beginning of time, then it will subsequently go down all the various grooves 
with the probabilities given by normal quantum theory.

Is this like adding the following to the end of an equation:

+ 1 - 1

(add one and subtract one)

or is it actually a substantive change that gets the same answer? if it's 
substantive, why does it get the same answer for everything?

-- Elliot Templehttp://curi.us/

So...is the Bohm model said to be MWI in disguise, not because of
anything specific in that model but because all QM interpretations are

http://curi.us/


such?



From: Elliot Temple <curi@curi.us>
Subject: [curi] Book Recommendations
Date: June 24, 2011 at 8:04 PM

After you read BoI, consider these:

http://www.noblesoul.com/orc/misc/read.html

I'm starting with _The Manufacture of Madness_ by Thomas Szasz.

This item was included in a 2005 auction of materials from Ayn Rand's personal 
library. The auction catalog describes it as being underlined and/or annotated, 
so it is clear that Rand actually read it.

-- Elliot Temple
http://curi.us/

http://www.noblesoul.com/orc/misc/read.html
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universal Explainers
Date: June 24, 2011 at 10:25 PM

On Jun 24, 2011, at 2:55 PM, Matjaž Leonardis wrote:

Haha, nice story :D. Still this whole thing is still not entirely clear to
me . So let me provide two arguments, I currently see no problems with, that
seem to me to be inconsistent with the idea that the original computation
isn't an explanation.

An explanation is basically an answer to a 'Why?' question. The computation 
doesn't explain Whys, so it's not an explanation. The signal of explanations 
(sometimes left out) is the word "because".

For example, "An explanation is basically an answer to a 'Why?' question." is an 
explanation.

We can add the omitted 'why?' and 'because' back in, and clarify a bit, like this:

Why is the computation not an explanation? Because an explanation is basically 
an answer to a 'Why?' question. And the computation isn't an answer to a why 
question, so it's not an explanation.

Making the 'why' and 'because' explicit makes it clearer how it is an explanation.

Another big category, of note, is 'how?' questions. Those sometimes seek 
explanation, and the explanations. Consider:

How can I do X? By doing Y and Z.

There's no explanation there. Why will doing Y and Z work? It doesn't say. So 
there is a "Why?" involved after all, unstated. People asking "How?" often want to 
know why the answer will work. But sometimes they don't care why and are 
happy with no explanation.

 Hopefully someone can point to some problems in
them... or whatever. So here it goes:

Let's take a bit more famous example - the four color theorem (the theorem



that says that any planar graph can be partitioned into at most 4 sets, such
that no two nodes in the same set share an edge -- or equ. that it is
possible to color every world map such that no two neighboring areas have
the same color).

The proof of the theorem is supposed to go like this -- they gave very nice
explanations that by the use of some reductions the entire problem can be
reduced to checking, if the statement is true for this particular 1,936
special graphs. The relevant configurations were then checked on a computer
(or so the popular story goes - it doesn't really matter if it was like that
, it's perfectly possible that it was, so the question still stands).

It seems to me that, by above criteria, this is a proof, but not an
explanation-

It is neither.

To be a good argument, one has to add an explanation of how they know the 
computer program will do the appropriate tests.

(They already have the explanation of why checking that set of graphs is 
equivalent to the problem. That explanation has to be included in the argument 
too.)

There can never be any good arguments without explanations. All arguments rely 
on explanation. But sometimes that explanation is implicit, assumed as 
background knowledge, or otherwise unstated.

You always have to explain why your argument/claim makes sense and solves 
the problem, and you have to explain what problem it solves and how it solves it. 
If you can't answer why it makes sense, and the rest, the it's a bad argument. If 
you do answer why, then you are explaining.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Universal Explainers
Date: June 25, 2011 at 7:29 AM

On Jun 25, 3:25 am, Elliot Temple <c...@curi.us> wrote:
On Jun 24, 2011, at 2:55 PM, Matjaž Leonardis wrote:

Haha, nice story :D. Still this whole thing is still not entirely clear to
me . So let me provide two arguments, I currently see no problems with, that
seem to me to be inconsistent with the idea that the original computation
isn't an explanation.

An explanation is basically an answer to a 'Why?' question. The computation 
doesn't explain Whys, so it's not an explanation. The signal of explanations 
(sometimes left out) is the word "because".

For example, "An explanation is basically an answer to a 'Why?' question." is an 
explanation.

We can add the omitted 'why?' and 'because' back in, and clarify a bit, like this:

Why is the computation not an explanation? Because an explanation is basically 
an answer to a 'Why?' question. And the computation isn't an answer to a why 
question, so it's not an explanation.

Making the 'why' and 'because' explicit makes it clearer how it is an explanation.

Another big category, of note, is 'how?' questions. Those sometimes seek 
explanation, and the explanations. Consider:

How can I do X? By doing Y and Z.

There's no explanation there. Why will doing Y and Z work? It doesn't say. So 
there is a "Why?" involved after all, unstated. People asking "How?" often want 
to know why the answer will work. But sometimes they don't care why and are 
happy with no explanation.



 Hopefully someone can point to some problems in
them... or whatever. So here it goes:

Let's take a bit more famous example - the four color theorem (the theorem
that says that any planar graph can be partitioned into at most 4 sets, such
that no two nodes in the same set share an edge -- or equ. that it is
possible to color every world map such that no two neighboring areas have
the same color).

The proof of the theorem is supposed to go like this -- they gave very nice
explanations that by the use of some reductions the entire problem can be
reduced to checking, if the statement is true for this particular 1,936
special graphs. The relevant configurations were then checked on a computer
(or so the popular story goes - it doesn't really matter if it was like that
, it's perfectly possible that it was, so the question still stands).

It seems to me that, by above criteria, this is a proof, but not an
explanation-

It is neither.

To be a good argument, one has to add an explanation of how they know the 
computer program will do the appropriate tests.

(They already have the explanation of why checking that set of graphs is 
equivalent to the problem. That explanation has to be included in the argument 
too.)

There can never be any good arguments without explanations. All arguments 
rely on explanation. But sometimes that explanation is implicit, assumed as 
background knowledge, or otherwise unstated.

Hi Elliot - I agree that explanation can sometimes be left implicit
assumed as background knowledge but from memory I feel almost certain
that you have been in extended arguments with people who have said the
same over in FoR. Possibly including myself.

So what is the comparison between what you are saying now and what you



have said in FoR in the past? Did the FoR arguments have different
contexts, or have you changed your mind...for example does BoI clarify
these points about the role/validity of implicit explanations...as
'rules of thumb', background knowledge, common sense and so on, in
ways you hadn't realized before?

Currently reading BoI and DD's points about this were one of the
surprised. Not because I didn't agree...but because I definitely had
the impression from FoR discussions that it was rejected.

You always have to explain why your argument/claim makes sense and solves 
the problem, and you have to explain what problem it solves and how it solves 
it. If you can't answer why it makes sense, and the rest, the it's a bad argument. 
If you do answer why, then you are explaining.

-- Elliot Templehttp://fallibleideas.com/- Hide quoted text -

- Show quoted text -

http://fallibleideas.com/


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Universal Explainers
Date: June 25, 2011 at 8:05 AM

2011/6/25 Elliot Temple <curi@curi.us>

On Jun 24, 2011, at 2:55 PM, Matjaž Leonardis wrote:

Haha, nice story :D. Still this whole thing is still not entirely clear
to

me . So let me provide two arguments, I currently see no problems with,
that

seem to me to be inconsistent with the idea that the original computation
isn't an explanation.

An explanation is basically an answer to a 'Why?' question. The computation
doesn't explain Whys, so it's not an explanation. The signal of explanations
(sometimes left out) is the word "because".

For example, "An explanation is basically an answer to a 'Why?' question."
is an explanation.

We can add the omitted 'why?' and 'because' back in, and clarify a bit,
like this:

Why is the computation not an explanation? Because an explanation is
basically an answer to a 'Why?' question. And the computation isn't an
answer to a why question, so it's not an explanation.

Making the 'why' and 'because' explicit makes it clearer how it is an
explanation.

Another big category, of note, is 'how?' questions. Those sometimes seek
explanation, and the explanations. Consider:

How can I do X? By doing Y and Z.

There's no explanation there. Why will doing Y and Z work? It doesn't say.
So there is a "Why?" involved after all, unstated. People asking "How?"



often want to know why the answer will work. But sometimes they don't care
why and are happy with no explanation.

Hmm but couldn't the computation (provided that it is deterministic) be
easily restated to become an answer to a "why question"? Looking at the
original story again this would look like :

"Why does the program output 0 for every input between 0 to 4,294,967,295?"

"*Because*, if we input 0 then it multiplies it by 2 , then subtracts
3....and then it outputs 0"  ( the three dots(...) represent the rest of
computation in words).

"If we input 1 then it multiplies it by 2 , then subtracts 3....and then it
outputs 0 "
...

"If we input 4,294,967,295 then it multiplies it  by 2 , then subtracts 3
.... and then it outputs 0 "

All this (together with a theory of how computer works) is a perfectly valid
answer to the starting "why question", therefore it is an explanation.

It seems to me that, by above criteria, this is a proof, but not an
explanation-

It is neither.

To be a good argument, one has to add an explanation of how they know the
computer program will do the appropriate tests.

(They already have the explanation of why checking that set of graphs is
equivalent to the problem. That explanation has to be included in the
argument too.)

Good points. Agreed.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Universal Explainers
Date: June 25, 2011 at 10:14 AM

On Jun 25, 3:25 am, Elliot Temple <c...@curi.us> wrote:
On Jun 24, 2011, at 2:55 PM, Matjaž Leonardis wrote:

Haha, nice story :D. Still this whole thing is still not entirely clear to
me . So let me provide two arguments, I currently see no problems with, that
seem to me to be inconsistent with the idea that the original computation
isn't an explanation.

An explanation is basically an answer to a 'Why?' question. The computation 
doesn't explain Whys, so it's not an explanation. The signal of explanations 
(sometimes left out) is the word "because".

For example, "An explanation is basically an answer to a 'Why?' question." is an 
explanation.

We can add the omitted 'why?' and 'because' back in, and clarify a bit, like this:

Why is the computation not an explanation? Because an explanation is basically 
an answer to a 'Why?' question. And the computation isn't an answer to a why 
question, so it's not an explanation.

Making the 'why' and 'because' explicit makes it clearer how it is an explanation.

Another big category, of note, is 'how?' questions. Those sometimes seek 
explanation, and the explanations. Consider:

How can I do X? By doing Y and Z.

There's no explanation there. Why will doing Y and Z work? It doesn't say. So 
there is a "Why?" involved after all, unstated. People asking "How?" often want 
to know why the answer will work. But sometimes they don't care why and are 
happy with no explanation.

Sorry - In that last post I forgot to add a question I have about the
conceptualization of an explanation as being an answer to a 'why' type
question. One of my understandings so far was that explanations are



real objects in reality. DD speaks of the laws of nature being very
very good explanations. Would this mean that when you say an
explanation is based on answers to why type questions that this
relates more to the human linguistic interface? Or is this fundamental
in the objective reality of explanation, in which case...what is this
saying about objective reality? Or was my initial understanding
misconceived perhaps in nuance or whatever? For example is the force
of gravity objectively an explanation, or is it something universal
explainers make sense of via explanations?

 Hopefully someone can point to some problems in
them... or whatever. So here it goes:

Let's take a bit more famous example - the four color theorem (the theorem
that says that any planar graph can be partitioned into at most 4 sets, such
that no two nodes in the same set share an edge -- or equ. that it is
possible to color every world map such that no two neighboring areas have
the same color).

The proof of the theorem is supposed to go like this -- they gave very nice
explanations that by the use of some reductions the entire problem can be
reduced to checking, if the statement is true for this particular 1,936
special graphs. The relevant configurations were then checked on a computer
(or so the popular story goes - it doesn't really matter if it was like that
, it's perfectly possible that it was, so the question still stands).

It seems to me that, by above criteria, this is a proof, but not an
explanation-

It is neither.

To be a good argument, one has to add an explanation of how they know the 
computer program will do the appropriate tests.

(They already have the explanation of why checking that set of graphs is 



equivalent to the problem. That explanation has to be included in the argument 
too.)

There can never be any good arguments without explanations. All arguments 
rely on explanation. But sometimes that explanation is implicit, assumed as 
background knowledge, or otherwise unstated.

You always have to explain why your argument/claim makes sense and solves 
the problem, and you have to explain what problem it solves and how it solves 
it. If you can't answer why it makes sense, and the rest, the it's a bad argument. 
If you do answer why, then you are explaining.

-- Elliot Templehttp://fallibleideas.com/- Hide quoted text -

- Show quoted text -

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: AI Rights (was Re: [BoI] Re: Universal Explainers)
Date: June 25, 2011 at 12:29 PM

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Meme theory and other theories in psychology
To: beginning-of-infinity@googlegroups.com
Date: Tuesday, June 14, 2011, 11:03 PM

Michael Golding will presumably wish to point out
again that varying speed and memory capacity are
things which are compatible with universality and
which can be called "constraints" because we don't
have more (no matter how much we have!). But what do
they constraint? Nothing important.

One can say there might be "constraints". But one faces
questions like: constraints on what? With what result?

--- On Sun, 6/19/11, Elliot Temple <curi@curi.us> wrote:

Thus the assumption that speeding up human brains would
result in faster knowledge creation is naive and should be
tentatively considered false (pending some argument that,
for some reason, that really is the bottleneck).

On Jun 22, 10:34 pm, Elliot Temple <c...@curi.us> wrote:

William replied to a different comment, but brought up a relevant point about 
speed of processing:

":O) ouch!

really ought to go and drink some Coca-Cola *and* put some glasses
on...but what would that do…"



Hi Elliot,

Has William not created a simple refutation of your idea that decreased speed of 
processing does not constrain things that are relevant to our lives?  Let me 
explain.

As you know, glasses are physical objects.  Therefore by David's criteria, they 
can only systematically help the creation of more accurate vision (better quality 
qualia) by increasing or decreasing our speed of processing.

Humans created an idea for increasing speed of useful processing (glasses). 
How do they work? Glasses help by helping to focus light and therefore helping to 
correctly channel the retinal distribution of firing photon-receptors to the correct 
nerves attaching to the retinal receptors.  With glasses, the mind can more 
efficiently receive from the retinal nerves an interpretable pattern of signals to 
conjecture about.

In near-sighted people, these channels routing information to the mind for 
conjecture do not work as efficiently, because the signal is unfocused. It takes 
longer for the relevant information to get to the mind.  This forces the near-
sighted person to spend more time trying to see letters from a closer perspective 
and from more angles to get the retinal and neural machinery to work better (that 
is, transmit the correct image).

So the effective speed of processing letters and words is slower in near-
sightedness, because evidence from the environment gets to the mind slower. 
Glasses therefore increase useful speed of processing.

You wouldn't claim that well-designed glasses are as likely to hurt vision as help, 
because (as you say above) increasing effective speed of neural processing does 
not help with anything "important"?

Yes, the ability to use speed of processing to help see better must also come 
from ideas. After all, the culture could dictate that all glasses be thrown away or 
those with glasses should be killed. Irrationality matters, too!  No one is disputing 
that.

Do you think that the efficacy of glasses in helping one to see is exactly the same 
as the efficacy of doing jumping jacks in helping one to see, because if one 
conjectured either, they both could be accurate?  Do you think that increasing the 



speed of processing for specialized processing centers in the brain is completely 
irrelevant, just because you and I both think that increasing overall depth of 
knowledge should be our primary goal?

Notice also what glasses (something that merely can increase the speed of 
processing) do to the efficiency of evolution.  William's example illustrates 
perfectly the feedback mechanisms that I have talked about. Yet for some reason 
(that I cannot yet fathom), you have not seemed to agree that certain types of 
intelligent increases in neural speed of processing can increase the efficiency of 
mental evolution.

By increasing the speed of a near-sighted ophthalmologist's speed of processing 
(effective visual image creation) by using glasses, ophthalmologists needing 
these glasses increase their ability to read more efficiently.  By learning more 
from each hour of reading, they have denser knowledge in their mind, per time 
reading about opthalmology.  Therefore, their efficiency of mutations, 
recombination, and error correction is better. Their efficiency in conjecturing and 
refuting is better.

Therefore, their conjectures about how to improve on the design of glasses in the 
future becomes more efficient. Each conjecture is more likely to contain greater 
verisimilitude (truth-likeness)

The glasses of the ophthalmologist (by influencing speed of effective neural 
processing -- there are no ideas in glasses), help make ophthalmologists better at 
understanding ophthalmology! And when they understand ophthalmology better, 
of course they can design even better glasses for even more efficient processing 
speed changes (It is a feedback loop).

Einstein's ideas (but also his pencil) helped to increase Einstein's efficiency 
enough that few of us use pencils now (we now use computers) to increase our 
effective speed of processing. This occurred at least partially because Einstein's 
ideas helped with the design of computers.  So deeper ideas create better ways 
of increasing speed of effective processing, which increase efficiency of 
conjectures and refutations which increase speed of processing etc.  Do you see 
now?

You say you are an "epistemologist".  OK.  The ideas above that William 
presented and I elaborated on (and David presented by talking about Einstein's 



pencil) are completely consistent with the epistemology stated in *The Beginning 
of Infinity* and the epistemology stated by Karl Popper.

You have said that William somehow does not understand the BOI philosophy. It 
is in the nature of art and science that the genuinely creative person does not 
always understand the implication of his creativity. William (and and you and I, 
regardless of how creative or uncreative we are) do not fully understand the 
implications of the *The Beginning of Infinity*.

A visitor (William) made a specific claim about the relevance of processing speed 
and it seems to refute your ideas about this and is consistent with the BOI 
philosophy. Is it possible that you are mistaken about this aspect of your own 
epistemology?

Is is possible that you should agree that increasing effective speed of processing 
can increase the efficiency of mental-evolution and is doing so in relevant ways, 
today.

While we are talking about it:  What's so special about glasses?  Do you think 
that changing chemicals in your brain using neuro-pharmacology also can not act 
(like glasses for the brain) to help the processing elements of the brain to be 
more efficient (and therefore increase the efficiency by which the mind creates 
knowledge?) Why can't neurally active chemicals increase the efficiency of 
evolution of ideas, just as glasses do?

How can your epistemology possibly refute that?

Take Care,

Michael

P.S. (Yes, William, I got your joke about the caffeine, too!)



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universal Explainers
Date: June 25, 2011 at 1:43 PM

On Jun 25, 2011, at 5:05 AM, Matjaž Leonardis wrote:

2011/6/25 Elliot Temple <curi@curi.us>

On Jun 24, 2011, at 2:55 PM, Matjaž Leonardis wrote:

Haha, nice story :D. Still this whole thing is still not entirely clear
to

me . So let me provide two arguments, I currently see no problems with,
that

seem to me to be inconsistent with the idea that the original computation
isn't an explanation.

An explanation is basically an answer to a 'Why?' question. The computation
doesn't explain Whys, so it's not an explanation. The signal of explanations
(sometimes left out) is the word "because".

For example, "An explanation is basically an answer to a 'Why?' question."
is an explanation.

We can add the omitted 'why?' and 'because' back in, and clarify a bit,
like this:

Why is the computation not an explanation? Because an explanation is
basically an answer to a 'Why?' question. And the computation isn't an
answer to a why question, so it's not an explanation.

Making the 'why' and 'because' explicit makes it clearer how it is an
explanation.

Another big category, of note, is 'how?' questions. Those sometimes seek
explanation, and the explanations. Consider:

How can I do X? By doing Y and Z.



There's no explanation there. Why will doing Y and Z work? It doesn't say.
So there is a "Why?" involved after all, unstated. People asking "How?"
often want to know why the answer will work. But sometimes they don't care
why and are happy with no explanation.

Hmm but couldn't the computation (provided that it is deterministic) be
easily restated to become an answer to a "why question"? Looking at the
original story again this would look like :

"Why does the program output 0 for every input between 0 to 4,294,967,295?"

"*Because*, if we input 0 then it multiplies it by 2 , then subtracts
3....and then it outputs 0"  ( the three dots(...) represent the rest of
computation in words).

That's an explanation in form but not substance.

It doesn't address the question: why does that work? It's failing to explain the 
basic thing at issue.

"If we input 1 then it multiplies it by 2 , then subtracts 3....and then it
outputs 0 "
...

"If we input 4,294,967,295 then it multiplies it  by 2 , then subtracts 3
.... and then it outputs 0 "

All this (together with a theory of how computer works) is a perfectly valid
answer to the starting "why question", therefore it is an explanation.

The words "why" and "because" are merely *loose guidelines* that usually work 
and help illustrate the concept. You can't determine what is an explanation 
formalistically like this.

Formalistic philosophy is a mistake in general. It loses its appeal in fallibilist 
philosophy because we don't expect everything to be perfect anyway. There's 
always mistakes all around. The important thing is to find important mistakes and 
correct them. And each mistake only needs some finite amount of precision to 



solve it; often not so much.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Universal Explainers
Date: June 25, 2011 at 2:15 PM

--- On Sat, 6/25/11, Elliot Temple <curi@curi.us> wrote:

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universal Explainers
To: beginning-of-infinity@googlegroups.com
Date: Saturday, June 25, 2011, 1:43 PM

Formalistic philosophy is a mistake in general. It loses
its appeal in fallibilist philosophy because we don't expect
everything to be perfect anyway. There's always mistakes all
around. The important thing is to find important mistakes
and correct them.

And each mistake only needs some finite
amount of precision to solve it; often not so much.

-- Elliot Temple
http://fallibleideas.com/

Hi Elliot,

That's a very nice explanation of how refutation works.  People wonder how 
Popperians can say that an attempted refutation is also a conjecture.  And you 
have given a very succinct answer,

"...each mistake only needs ***some finite*** amount of precision to solve it; often 
not so much."

We don't have to be perfect to make progress.

Thanks.

http://fallibleideas.com/


Michael



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Universal Explainers
Date: June 25, 2011 at 2:17 PM

On 24 Jun 2011, at 10:55pm, Matjaž Leonardis wrote:

Can you give any example of a proof that is not an explanation?

Suppose that you're a computer programmer and you've written a program to 
calculate a certain function which you think will produce a unique, beautiful 
image for each integer input between 0 and 4,294,967,295. You run it, and it 
just produces a blank picture. You try again with a different integer. Same 
result. You run a test program which tries every one of those possible inputs. 
Weeks later, the program halts saying that every one of them produced a blank 
picture.

You e-mail that test program and its output to a mathematician colleague, 
saying: "please explain why this function evaluates to zero for all arguments in 
its domain".

The mathematician immediately replies: "what do you mean, 'explain it'? The 
data you sent me *are* the explanation. Running your test program constituted 
a proof that the function always evaluates to zero, and Matjaž tells me that a 
proof is always an explanation."

The output of your test program is indeed a proof. But it is not the explanation 
you were asking for, is it? In fact it is the very thing you wanted explained!

So your next e-mail, you threaten to strangle the mathematician unless you get 
a genuine explanation.

And the mathematician replies:

"At the heart of your function you have two pseudo-random-number 
generators. I expect you thought that they'd produce unrelated sequences, but 
due to a theorem of which you are presumably not aware, there is a deep 
relationship between those sequences which, in the way in which you combine 
them, will always produce zero. Just pick a different pseudo-random-number 
generator for one of them, and your program will work."



That's a genuine explanation.

And, BTW, it would be almost as good an explanation if "theorem" were 
replaced by "famous unproved conjecture", in which case it would not be a 
proof at all.

Haha, nice story :D. Still this whole thing is still not entirely clear to me . So let 
me provide two arguments, I currently see no problems with, that seem to me to 
be inconsistent with the idea that the original computation isn't an explanation.  
Hopefully someone can point to some problems in them... or whatever. So here 
it goes:

Let's take a bit more famous example - the four color theorem (the theorem that 
says that any planar graph can be partitioned into at most 4 sets, such that no 
two nodes in the same set share an edge -- or equ. that it is possible to color 
every world map such that no two neighboring areas have the same color).

The proof of the theorem is supposed to go like this -- they gave very nice 
explanations that by the use of some reductions the entire problem can be 
reduced to checking, if the statement is true for this particular 1,936 special 
graphs. The relevant configurations were then checked on a computer (or so the 
popular story goes - it doesn't really matter if it was like that, it's perfectly 
possible that it was, so the question still stands).

It seems to me that, by above criteria, this is a proof, but not an explanation-

Your story doesn't give the details on which that issue depends: namely, what the 
problem was. A good explanation has to be hard to vary *while explaining what it 
purports to explain*. It's no good trying to explain the seasons by proving that 
2+2=4.

I don't know enough details about the four-color proof, but as you say, that 
doesn't really matter. So let's assume that "they gave very nice explanations that 
... the entire problem can be reduced to checking".

One possibility, then, is that that explanation is already a good explanation of why 
the four-color conjecture is true for all graphs. For instance, I guess that, given 
that explanation, if one of those 1936 graphs had turned out to be not four-
colourable, the mathematical world would have been flabbergasted, and how 



flabbergasted they would have been is a measure of how hard that explanation 
would have been to vary.

after all the situation is almost identical to the above one -- they just run a 
program (performed a mindless check) on a huge number of different inputs, 
they always got the same answer and we can start sending them angry e-mails 
asking why.

But what about if they come up with a new set of reductions and  those 
reductions

I take it these 'reductions' are explanations. But the word has connotations of 
proof rather than explanation.

reduce the problem to checking a small graph on (say) 5 nodes, which anyone 
could do in a minute. Then I would say that this definitely *is* an explanation. (I 
can't imagine anyone sending e-mails asking why that 5 node graph is four-
colorable).

I think that's because it's hard to imagine how the 5-node graph could possibly be 
the only one not covered by an explanation. But I think that, as above, that is 
because of the particular properties of the 4-colour problem.

Mathematicians are perfectly capable of wanting a better explanation of why 
1+1=2 (and the explanation, historically, involved things like better definitions of 1, 
2, +, etc, and definitely not simply of proofs that 1+1 really does equal 2), so I can 
easily imagine someone not being satisfied by an exhaustive search of a 5-node 
graph. Again, it's all about what the problem was.

...

(* I assumed in both arguments that the test really was a proof, although as 
Elliot Temple points out it wasn't- but that doesn't seem to change much unless I 
missed something

Yeah, for present purposes I saved words by not going into detail about how the 
computer could have printed out its state history, and a definition of its machine 
language, etc, on a roll of paper the size of a planet, and so on. (And in any case, 
according to FoR a proof is really a process not an object.)



-- David



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Universal Explainers
Date: June 25, 2011 at 2:57 PM

On 24 Jun 2011, at 10:55pm, Matjaž Leonardis wrote:

And another way.... A mathematical problem of the form "Is X true?" is a conflict 
between the ideas "X is true" and "X is not true" (and sometimes "X is 
undecidable" , "It is undecidable whether X is undecidable" etc.). A proof of X 
settles the conflict ( it provides good criticism to challenge every idea except "X 
is true").

No, there would only be a *problem* if (for instance) there were reasonably good 
explanations pointing in both directions. Or if there was a good explanation to the 
effect that there *should* be a proof of X, while no proof is known. Or if there 
were merely a desire for such a proof, in order to help with some other issue (for 
instance, certifying that a certain cryptographic method is secure against certain 
classes of attack), and so on.

Some of these possible problems are solved simply by providing a proof. But 
some are not. For instance if the reason for the problem was that there were 
reasonably good explanations pointing in both directions, then merely proving 
one of them false wouldn't solve it at all because it wouldn't explain why the true 
one was true -- though the method of proof might help in finding such an 
explanation. Or it might not.

-- David



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] "What Technology Wants" by Kevin Kelly
Date: June 25, 2011 at 4:43 PM

On 23 Jun 2011, at 09:47 AM, jim morris <james.morris@gmail.com> wrote:

... touches on some of BoI's topics although he was not aware of it,
or of FoR.

What topics?

--
Lulie Tanett



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Re: Opportunities and Challenges for MWI
Date: June 26, 2011 at 2:31 AM

----- Original Message -----
From: David Deutsch <david.deutsch@qubit.org>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Thursday, 23 June 2011, 2:23
Subject: Re: [BoI] Re: Opportunities and Challenges for MWI

On 23 Jun 2011, at 2:11am, Elliot Temple wrote:

 The Bohm model doesn't have different math than MWI, only different
philosophical statements about what it means in reality.

 The math is QM. There's only one math. Anything else but QM is just
wrong. That's why they are all called interpretations of QM -- of the same
math, formulas, etc... (sometimes they will contradict QM by accident but they
generally try to avoid that).

Actually the Bohm theory adds the 'particle' that runs along the grooves
of the wave function, and so it has an equation of motion for that particle in
addition to the one for the wave function. That equation is chosen in such a way
that, if the particle is placed on a random trajectory with suitable properties
at the beginning of time, then it will subsequently go down all the various
grooves with the probabilities given by normal quantum theory.

Alan wrote:

 Some Bohmians, like Anthony Valentini, claim that under some circumstances
the distribution will produce different probabilities from QM.

I think that's not quite what he claims. I think he's investigating what
happens, in the Bohm theory, if the initial trajectory of the 'particle'
is *not* chosen with the above property. 

He is investigating what happens is the distribution of the particles is not the 



same as the distribution used in QM. See the last paragraph of Section 1 on p.3 
of this paper

http://arxiv.org/abs/hep-th/0610032

What sort of deviations from the
predictions of quantum theory would then occur?

Breaking scale invariance of the power spectrum of the microwave background, 
and other stuff in cosmology. I'm sceptical that this is a worthwhile test given the 
unsettled state of cosmology. And because the Bohm theory isn't much good as 
an explanation.

Alan

http://arxiv.org/abs/hep-th/0610032


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: [BoI] Mistakes don't last forever
Date: June 26, 2011 at 4:06 AM

Mistakes don't taint you. If you make a mistake but then improve, you're not 
mistaken anymore.

Once we're immortal, this will be even more important because everyone makes 
mistakes. If mistakes lasted forever, they would build up and overwhelm us 
eventually.

This is connected to Popper's idea that we can let mistakes die in our place.

What if the mistake is a murder? We can't bring the dead back to life. But, a 
person can change his personality not to be murderous anymore. He can change 
the mistaken idea.

Don't be gullible. If someone says he improved, it doesn't mean he did. You have 
to use your judgement.

You can't judge someone's understanding by their sincerity. You have to judge 
their knowledge directly. Consider if they have a good explanation, clearly stated, 
with no vague parts.

Jordan



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Mistakes don't last forever
Date: June 26, 2011 at 11:51 AM

On Jun 26, 2011, at 1:06 AM, Jordan Talcot wrote:

Mistakes don't taint you. If you make a mistake but then improve, you're not 
mistaken anymore.

Once we're immortal, this will be even more important because everyone makes 
mistakes. If mistakes lasted forever, they would build up and overwhelm us 
eventually.

This is connected to Popper's idea that we can let mistakes die in our place.

What if the mistake is a murder? We can't bring the dead back to life. But, a 
person can change his personality not to be murderous anymore. He can 
change the mistaken idea.

Don't be gullible. If someone says he improved, it doesn't mean he did. You 
have to use your judgement.

You can't judge someone's understanding by their sincerity. You have to judge 
their knowledge directly. Consider if they have a good explanation, clearly 
stated, with no vague parts.

Jordan

A very powerful defense mechanism of anti-rational memes is that they make you 
feel pain for realizing mistakes. This is *exactly the opposite* of what should 
happen.

Why should it hurt to improve? And recognizing mistakes is the only way you 
improve! Your reaction should be closer to "yipee!" than "meh!" upon discovering 
a mistake.

Yet people will constantly feel dumb/guilty/etc when they recognize having made 
a mistake.
This makes people not only fearful of introspectively seeking out their own 
mistakes, but hostile to the criticism of others who point out their mistakes. And 



from that we get stasis.

-J



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Mistakes don't last forever
Date: June 26, 2011 at 12:55 PM

On Jun 26, 2011, at 8:51 AM, Justin Mallone wrote:

On Jun 26, 2011, at 1:06 AM, Jordan Talcot wrote:

Mistakes don't taint you. If you make a mistake but then improve, you're not 
mistaken anymore.

Once we're immortal, this will be even more important because everyone 
makes mistakes. If mistakes lasted forever, they would build up and 
overwhelm us eventually.

This is connected to Popper's idea that we can let mistakes die in our place.

What if the mistake is a murder? We can't bring the dead back to life. But, a 
person can change his personality not to be murderous anymore. He can 
change the mistaken idea.

Don't be gullible. If someone says he improved, it doesn't mean he did. You 
have to use your judgement.

You can't judge someone's understanding by their sincerity. You have to judge 
their knowledge directly. Consider if they have a good explanation, clearly 
stated, with no vague parts.

Jordan

A very powerful defense mechanism of anti-rational memes is that they make 
you feel pain for realizing mistakes. This is *exactly the opposite* of what should 
happen.

Why should it hurt to improve? And recognizing mistakes is the only way you 
improve! Your reaction should be closer to "yipee!" than "meh!" upon 
discovering a mistake.

Yet people will constantly feel dumb/guilty/etc when they recognize having made 



a mistake. This makes people not only fearful of introspectively seeking out their 
own mistakes, but hostile to the criticism of others who point out their mistakes. 
And from that we get stasis.

If someone else points a mistake out, they'll often be angry or defensive, and not 
think about it carefully and try to see the truth of it.

In general you can't understand stuff without trying. There are always several 
possible interpretations and you have to be looking for the best one. If you don't 
want the best interpretation then you can find one that doesn't make sense and 
then blame that on the speaker.

So whenever people try to offer criticism you have to want to see the truth of it or 
it will seem false to you (whether true or not).

People often sabotage communication -- interpret statements badly -- without 
knowing they are doing it. Bias can be unconscious.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universal Explainers
Date: June 26, 2011 at 3:36 PM

On Jun 25, 2011, at 11:17 AM, David Deutsch wrote:

On 24 Jun 2011, at 10:55pm, Matjaž Leonardis wrote:

(* I assumed in both arguments that the test really was a proof, although as 
Elliot Temple points out it wasn't- but that doesn't seem to change much unless 
I missed something

Yeah, for present purposes I saved words by not going into detail about how the 
computer could have printed out its state history, and a definition of its machine 
language, etc, on a roll of paper the size of a planet, and so on. (And in any 
case, according to FoR a proof is really a process not an object.)

That's not what I pointed out. I wrote:

knowing it used a pseudo random number generator which seeds from the 
computer clock, we couldn't take the first test as a proof since if we ran it again 
with a different starting time we might get a different result.

So actually the mathematician was mistaken to initially say the test was a proof.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Mistakes don't last forever
Date: June 26, 2011 at 3:36 PM

On Sun, Jun 26, 2011 at 11:55 AM, Elliot Temple <curi@curi.us> wrote:

On Jun 26, 2011, at 8:51 AM, Justin Mallone wrote:

On Jun 26, 2011, at 1:06 AM, Jordan Talcot wrote:

Mistakes don't taint you. If you make a mistake but then improve, you're
not mistaken anymore.

Once we're immortal, this will be even more important because everyone
makes mistakes. If mistakes lasted forever, they would build up and
overwhelm us eventually.

This is connected to Popper's idea that we can let mistakes die in our
place.

What if the mistake is a murder? We can't bring the dead back to life.
But, a person can change his personality not to be murderous anymore. He can
change the mistaken idea.

Don't be gullible. If someone says he improved, it doesn't mean he did.
You have to use your judgement.

You can't judge someone's understanding by their sincerity. You have to
judge their knowledge directly. Consider if they have a good explanation,
clearly stated, with no vague parts.

Jordan

A very powerful defense mechanism of anti-rational memes is that they
make you feel pain for realizing mistakes. This is *exactly the opposite* of
what should happen.



Why should it hurt to improve? And recognizing mistakes is the only way
you improve! Your reaction should be closer to "yipee!" than "meh!" upon
discovering a mistake.

Yet people will constantly feel dumb/guilty/etc when they recognize
having made a mistake. This makes people not only fearful of introspectively
seeking out their own mistakes, but hostile to the criticism of others who
point out their mistakes. And from that we get stasis.

If someone else points a mistake out, they'll often be angry or defensive,
and not think about it carefully and try to see the truth of it.

In general you can't understand stuff without trying. There are always
several possible interpretations and you have to be looking for the best
one. If you don't want the best interpretation then you can find one that
doesn't make sense and then blame that on the speaker.

So whenever people try to offer criticism you have to want to see the truth
of it or it will seem false to you (whether true or not).

People often sabotage communication -- interpret statements badly --
without knowing they are doing it. Bias can be unconscious.

-- Elliot Temple
http://curi.us/

I believe bias is almost always unconscious - perhaps by definition. Most
of us, much of the time, have a default position to be highly resistant to
outside ideas and criticism. It seems that our memes circle the wagons to
protect themselves from outside contamination and from modification or
replacement. I believe we are not our memes, but are emergent from them.
This is easy to forget however - perhaps our memes at work?

Two strategies that can overcome our mind's resistance to new memes and
developing new and better explanations, have been recommended to me by two
very wise people.

The first is to say yes to input. Most of us have a default position to say
"no" to what reality serves up and that includes other people's input and

http://curi.us/


ideas. My wise friends advocate our saying "yes" to the input and not trying
to initially filter it with judgment. The default filter usually shuts us
down to the possibility to learn and ultimately to live. Instead, you allow
the input without necessarily agreeing with it. There is plenty of time to
integrate it and ultimately to judge it later.

Their second piece of advice is useful for the other side of the coin -
introspection. They advocate an anthropological approach to one's own mind
and thoughts. Again one is encouraged not to rush to judge because that
often leads to a reactive cascade of previous patterns of thoughts or memes.
They advocate simply observing one's own mind's activity and the memes that
pop up, as an anthropologist would observe a culture. Ironically that lack
of judgment or avoiding that jump to internally directed criticism, allows
that particular meme to fade into the background, allowing the mind to move
on.

I have found that these approaches mesh very well with BOI. Both of these
approaches have made me much more productive in my thinking and in my
actions.

John Campbell



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Universal Explainers
Date: June 26, 2011 at 3:53 PM

On 26 Jun 2011, at 8:36pm, Elliot Temple wrote:

Yeah, for present purposes I saved words by not going into detail about how 
the computer could have printed out its state history, and a definition of its 
machine language, etc, on a roll of paper the size of a planet, and so on. (And 
in any case, according to FoR a proof is really a process not an object.)

That's not what I pointed out. I wrote:

knowing it used a pseudo random number generator which seeds from the 
computer clock, we couldn't take the first test as a proof since if we ran it again 
with a different starting time we might get a different result.

So actually the mathematician was mistaken to initially say the test was a 
proof.

By 'pseudo-random-number generator' I was just describing what sort of functions 
they were: functions for which successive values f(0), f(1)... and so on had no 
obvious relation to each other, and the same for a different function g(0), g(1).... 
But the point of the example was that these were functions in the mathematical 
sense, nothing to do with randomness or seeds. And in the example, the person 
tries every possible input value of the overall function of which those functions f 
and g were part. It is that overall function that he expects to produce beautiful 
pictures, and he is disappointed because he has accidentally chosen functions f 
and g that are mathematically related in just the wrong way, and hence make the 
overall function behave differently from what his explanation had led him to 
believe.

-- David



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Mistakes don't last forever
Date: June 26, 2011 at 4:09 PM

On Jun 26, 2011, at 12:36 PM, John Campbell wrote:

I believe bias is almost always unconscious - perhaps by definition.

As a counter example, many sports fans have conscious bias for their home 
team.

Most
of us, much of the time, have a default position to be highly resistant to
outside ideas and criticism. It seems that our memes circle the wagons to
protect themselves from outside contamination and from modification or
replacement. I believe we are not our memes, but are emergent from them.
This is easy to forget however - perhaps our memes at work?

Yes anti-rational memes (but not rational memes) contribute to:

- people forgetting about the issue
- people not thinking about the issue
- people thinking (or assuming without thinking) that statements about bias in 
general are about other people but not themselves
- more

Their second piece of advice is useful for the other side of the coin -
introspection. They advocate an anthropological approach to one's own mind
and thoughts. Again one is encouraged not to rush to judge because that
often leads to a reactive cascade of previous patterns of thoughts or memes.
They advocate simply observing one's own mind's activity and the memes that
pop up, as an anthropologist would observe a culture. Ironically that lack
of judgment or avoiding that jump to internally directed criticism, allows
that particular meme to fade into the background, allowing the mind to move
on.

I agree that observing *without trying to change anything* is more effective than 
common sense expects.

This applies to more than introspection. It has reach.



Software developers often monitor some metrics, e.g. how many users they have 
and startup time. But not all metrics are monitored. Whichever are monitored tend 
to improve, even if no one purposefully sets aside time to improve them. Paying 
attention to them gets results through subtle mechanisms.

The choice of what to pay attention to, and what to ignore, is a bigger and more 
important part of people's lives than they commonly realize.

In _The Fountainhead_ by Ayn Rand, one of the great scenes is when the villain 
asks the hero, "What do you think of me?" The hero says he does not think of the 
villain. That's different than having a negative opinion of the villain.

People who *oppose* something -- Christianity, gay marriage, abortion, 
capitalism, smoking, etc -- but consequently pay attention to it, are actually 
making it an important part of their lives. Often unwisely.

Paying attention to something, *no matter your opinion*, matters. Even paying 
attention to something you dislike.

I previously advised paying attention to things, without really trying to change 
them yet, as a step in the process of changing:

http://fallibleideas.com/emotions

Here is my advice about how to change one's emotional makeup:

...

Second, be self-aware. Pay attention to, and keep track of, what you do and 
think and feel ... Don't worry too much about changing; just notice everything, 
pay attention, and form some ideas about what'd be better and guesses at how 
to do it, and try imagining yourself acting in the new way.

-- Elliot Temple
http://elliottemple.com/

http://fallibleideas.com/emotions
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Steve Jobs on Self Improvement Lag Time and More
Date: June 26, 2011 at 6:11 PM

http://quietube.com/v.php/https://www.youtube.com/watch?v=3LEXae1j6EY

Steve Jobs says (1997) that when you're improving as a person, people tend to 
treat you like you were 18 months ago, which is frustrating.

He also says focus isn't about picking the right thing and saying "yes" to it, but 
about saying "no" to a long list of things.

He says writing software is about managing complexity. The hard part, the main 
task, is organizing stuff so it doesn't collapse under its on weight.

Steve Jobs says the lesson of the mythical man month (book) is projects get to 
the point where adding another developer actually slows it down because the 
cost to communicate with him is higher than the benefit he provides.

(No wonder Apple has successfully made OS X and iOS while Microsoft fails at 
Vista, and most big software development doesn't go very well. Apple does a lot 
with small teams of programmers. *Philosophy matters in practice*. Steve knows 
the right ideas about software development. See more below.)

He says email is the most important software he uses. He also says Eudora is the 
worst mail system in the world.

He points out that you don't get programmer productivity by helping them write 
more lines of code per day per programmer. You get it by eliminating lines of code 
to be written. The line of code that never has bugs, and is fastest to write, is the 
one you don't write. His goal is to eliminate 80% of the code you have to write for 
your app.

Steve says at 54:45

And some mistakes will be made, by the way. Some mistakes will be made 
along the way. That's good. Cause at least some decisions are being made 
along the way. And we'll find the mistakes, we'll fix them.

http://quietube.com/v.php/https://www.youtube.com/watch?v=3LEXae1j6EY


-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Mistakes don't last forever
Date: June 26, 2011 at 8:03 PM

On Sun, Jun 26, 2011 at 3:09 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 26, 2011, at 12:36 PM, John Campbell wrote:

I believe bias is almost always unconscious - perhaps by definition.

As a counter example, many sports fans have conscious bias for their home
team.

Yes. I was over-stating my case. I was highlighting biases that lead to
problems. I may tell my friend that my wife is the most beautiful woman at
the party, knowing full well that I am biased in this. I may not be fully
aware of the extent of my bias, but I would at least be open to the
possibility of a significant bias. I am less concerned about conscious
biases almost to the point of placing them in a separate category.

Most
of us, much of the time, have a default position to be highly resistant

to
outside ideas and criticism. It seems that our memes circle the wagons to
protect themselves from outside contamination and from modification or
replacement. I believe we are not our memes, but are emergent from them.
This is easy to forget however - perhaps our memes at work?

Yes anti-rational memes (but not rational memes) contribute to:

- people forgetting about the issue
- people not thinking about the issue
- people thinking (or assuming without thinking) that statements about bias
in general are about other people but not themselves
- more



Interesting - I am just now thinking a great deal about memes after just
having read Susan Blackmore's book, The Meme Machine. I see the problem 
with
anti-rational memes, but can they not become connected or associated with
rational memes within a person or a culture? I am pondering the granularity
or scale of memes. Blackmore speaks of memeplexes and I wonder when a 
group
of memes crosses over to become a memeplex. I would consider that we are all
meme networks or emergent from such a network. I enjoyed her ideas until she
get to the point of the denial of free will or consciousness. I am now going
to re-read BOI - I recall that DD had problems with some of her ideas. And
then on to Popper - I have a great deal of reading ahead of me.

The greatest contribution of BOI to my life has been the focus it as given
me in my thinking and in my concerns. I am becoming much less interested in
many things and much more interested in fewer very important things.

Their second piece of advice is useful for the other side of the coin -
introspection. They advocate an anthropological approach to one's own

mind
and thoughts. Again one is encouraged not to rush to judge because that
often leads to a reactive cascade of previous patterns of thoughts or

memes.
They advocate simply observing one's own mind's activity and the memes

that
pop up, as an anthropologist would observe a culture. Ironically that

lack
of judgment or avoiding that jump to internally directed criticism,

allows
that particular meme to fade into the background, allowing the mind to

move
on.

I agree that observing *without trying to change anything* is more
effective than common sense expects.

This applies to more than introspection. It has reach.



Yes - I can certainly see that reach. I find that it is indispensable to
being different, or making changes.

Software developers often monitor some metrics, e.g. how many users they
have and startup time. But not all metrics are monitored. Whichever are
monitored tend to improve, even if no one purposefully sets aside time to
improve them. Paying attention to them gets results through subtle
mechanisms.

The choice of what to pay attention to, and what to ignore, is a bigger and
more important part of people's lives than they commonly realize.

In _The Fountainhead_ by Ayn Rand, one of the great scenes is when the
villain asks the hero, "What do you think of me?" The hero says he does not
think of the villain. That's different than having a negative opinion of the
villain.

People who *oppose* something -- Christianity, gay marriage, abortion,
capitalism, smoking, etc -- but consequently pay attention to it, are
actually making it an important part of their lives. Often unwisely.

And often unwisely we pay attention to those things within us, which we
oppose, and give them more power.

Paying attention to something, *no matter your opinion*, matters. Even
paying attention to something you dislike.

I previously advised paying attention to things, without really trying to
change them yet, as a step in the process of changing:

http://fallibleideas.com/emotions

Here is my advice about how to change one's emotional makeup:

...

http://fallibleideas.com/emotions


Second, be self-aware. Pay attention to, and keep track of, what you do
and think and feel ... Don't worry too much about changing; just notice
everything, pay attention, and form some ideas about what'd be better and
guesses at how to do it, and try imagining yourself acting in the new way.

Paying attention without excessive rumination can be a challenge. But I find
that one gets better with practice.

John Campbell



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Book Recommendations
Date: June 26, 2011 at 9:31 PM

On Fri, Jun 24, 2011 at 7:04 PM, Elliot Temple <curi@curi.us> wrote:

After you read BoI, consider these:

http://www.noblesoul.com/orc/misc/read.html

I'm starting with _The Manufacture of Madness_ by Thomas Szasz.

This item was included in a 2005 auction of materials from Ayn Rand's
personal library. The auction catalog describes it as being underlined
and/or annotated, so it is clear that Rand actually read it.

-- Elliot Temple
http://curi.us/

 Interesting list - I have read several books by Szasz and I share his
concerns regarding the inappropriate medicalization of mental states.

John Campbell

http://www.noblesoul.com/orc/misc/read.html
http://curi.us/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Mistakes don't last forever
Date: June 27, 2011 at 12:41 AM

On Jun 26, 2011, at 5:03 PM, John Campbell wrote:

Interesting - I am just now thinking a great deal about memes after just having 
read Susan Blackmore's book, The Meme Machine. I see the problem with anti-
rational memes, but can they not become connected or associated with rational 
memes within a person or a culture?

Well sure. This is part of why revolutionary approaches to changing one's ideas 
are bad, and piecemeal progress is the only way forward -- because often there is 
lots of good mixed in with the bad in the memes one has accepted, and 
wholesale rejection of tradition can throw out the baby with the bathwater.

As one example off the top of my head, most atheists seem to throw out the idea 
of an objective morality with their rejection of religion.

I am pondering the granularity or scale of memes. Blackmore speaks of 
memeplexes and I wonder when a group of memes crosses over to become a 
memeplex.

This is not a very interesting question -- terminology questions tend not to be. Is a 
bit of the form "How many grains of sand are in a pile?" What problem would an 
answer to it solve?
Having rough conventions about definitions can solve useful problems of 
communicating information to other people (so they have a ballpark estimate of 
what you mean by "a pile") but seeking a more exacting definition than one needs 
for solving any particular problem isn't useful.

The greatest contribution of BOI to my life has been the focus it as given me in 
my thinking and in my concerns. I am becoming much less interested in many 
things and much more interested in fewer very important things.

Yes. Encountering and starting to understand powerful ideas tends to have this 



effect. I've found Rand to have a similar impact!

-J



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Some Comments on Art
Date: June 27, 2011 at 10:25 AM

On 22 Jun 2011, at 01:00, Justin Mallone wrote:
<snip>

So perhaps objectively beautiful art is the following: An elegant and effective 
expression of true values that is embodied in a selective recreation of reality via 
an artistic medium.

Do you mean true *artistic* values, or true values not related to art?

I don't think a painting depicting some repugnant religious scene is necessarily 
less beautiful *as art* as something similar that depicts, say, a heroic man. The 
latter might be nicer, but for reasons not very relevant to art.

For example, check out this painting (by Salvador Dali, a surrealist no less): 
http://sherryx.files.wordpress.com/2011/03/dali-christ-of-st-john-of-the-cross1.jpg

It's hella awesome, for its extreme perspective, light, anatomy, composition. 
(Despite its weird surreal ship stuff at the bottom which doesn't make sense.) But 
it's about a guy on a cross, which is kinda gross if you think about it.

Compare to http://www.cordair.com/larsen/heroes.php or 
http://www.cordair.com/larsen/youngbuilder.php -- also of a high skill level.

It's not clear that those two are any better *as paintings* because they portray 
something nice.

Like, if we assume Michelangelo's David is objectively beautiful, it's because it 
(to some extent intentionally) conveys certain good values in an elegant and 
effective way to the viewer.

In what ways unintentionally?

Art is a hard project, because people have lots of complicated inexplicit ideas 
and memes that one needs to draw upon and take into account (at some level) 
in order to make art that is effective at bringing "man's concepts to the 
perceptual". Some people, due to good ideas and a critical approach, become 

http://sherryx.files.wordpress.com/2011/03/dali-christ-of-st-john-of-the-cross1.jpg
http://www.cordair.com/larsen/heroes.php
http://www.cordair.com/larsen/youngbuilder.php


super-effective at it.  Other people suck at the task. This goes against the idea 
that art is just about "self-expression" or some nonsense like that. Art might 
inevitably have a self-expressive element to it, but we don't, or shouldn't, judge it 
by how self-expressive it is.

BTW  relativism about art is really bad because art has a pretty important job -- 
transmitting important moral truths in easy to grasp ways!

Isn't that an instrumental approach to art?

Art when used to transmit non-artistic ideas is usually called 'design'. E.g. 
abstract art might suck as art, but make for very nice packet design. It's art that 
makes most sense in the context of advertising.

That's all very well, and does help to push artistic standards, but there's a type of 
art that's a thing in itself, and there's more mystery about that one.

If people's standards about art are bad, then the important and complex values 
art helps us understand will be transmitted (at best) by ineffective hacks. Worse 
yet, and I think this has definitely happened, art might be used to transmit bad 
moral values into the culture, and support a worldview that is pessimistic about 
reason and progress!

You said objective beauty = an elegant and effective expression of true values. If 
the art is good, that means it's portraying *good* values. So to the extent the art 
is good, it's not doing any harm.

The only place we should worry is if there's good art qua art, but in its non-artistic 
content it's portraying something bad. But then that's less to do with the art, more 
to do with the fact some people have bad ideas.

Do you think something that's good in one way could trick people into believing 
other (less good) ideas that happen to be attached to it?

Also, presuming that objective beauty in art is a thing that exists, the variance in 
cultural perception of art among different societies is not at all fatal to the idea of 
objectively good and  beautiful art, any more than the variance in cultural ideas 
about the rights of woman or the value of liberalism is fatal to the objective 
morality of those projects.



Yeah. To the extent there's a different cultural perception, that's because different 
cultures have different sets of knowledge about what constitutes good art. People 
can learn better ideas.

To make it less fuzzy what I mean by 'art qua art', I mean stuff like:
- colour
- light/shadow
- perspective
- composition
- dynamicness
- anatomy
- believability
- abstraction
etc.

Or for music:
- rhythm (pulse, tempo, syncopation, etc.)
- melody (scales, keys, etc.)
- harmony (chords, etc.)
- bass
etc.

And similar lists for other art like sculpture, poetry, and so on.

Does there need to be more to art than this stuff? What's the big mystery? Aren't 
a lot of the problems with objective beauty based around reductionist or 
instrumentalist misconceptions?

--
Lulie Tanett



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Mistakes don't last forever
Date: June 27, 2011 at 10:51 AM

On Sun, Jun 26, 2011 at 11:41 PM, Justin Mallone <justinceo@gmail.com>wrote:

On Jun 26, 2011, at 5:03 PM, John Campbell wrote:ion.

I am pondering the granularity or scale of memes. Blackmore speaks of
memeplexes and I wonder when a group of memes crosses over to become a
memeplex.

This is not a very interesting question -- terminology questions tend not
to be. Is a bit of the form "How many grains of sand are in a pile?" What
problem would an answer to it solve?
Having rough conventions about definitions can solve useful problems of
communicating information to other people (so they have a ballpark estimate
of what you mean by "a pile") but seeking a more exacting definition than
one needs for solving any particular problem isn't useful.

Perhaps I did not explain this well. I am not so much interested in
nomenclature - mega-memes vs mili-memes perhaps? I am interested in how
human minds structure and organize their memes - how they are connected or
not. I am very interested in the structure of memes within a mind since they
seem so central to the mind and psychology. I am relatively new to this so I
am exploring the power and limits of memes. I am early in my consideration
of many of the ideas presented in BOI.

The greatest contribution of BOI to my life has been the focus it as
given me in my thinking and in my concerns. I am becoming much less
interested in many things and much more interested in fewer very important
things.

Yes. Encountering and starting to understand powerful ideas tends to have
this effect. I've found Rand to have a similar impact!



-J

I found Rand had that impact when I was first exposed to her writing in my
late adolescence - she directed my thinking a great deal. Perhaps it is my
age now (middle, barring Aubrey de Gray's early success), but I have found
DD has focused my thinking even more and in a very satisfying way. I feel as
I have been given a very powerful framework for future thought and
exploration. Of course DD's ideas are more developed and comprehensive than
Rand's.

John Campbell



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] A more straightforward challenge to the memetic exclusivity 
argument
Date: June 27, 2011 at 1:59 PM

On Fri, Jun 17, 2011 at 7:08 PM, David Deutsch 
<david.deutsch@qubit.org>wrote:

On 18 Jun 2011, at 12:10am, hibbsa wrote:

Hi DD,
First of all, I'm reading your book and enjoying it. However I'm still
hung up on this question of whether memetics is 'exclusive' in terms
of human behaviour today.

Are you intending to draw the distinction between genetically controlled
behaviour and other behaviour? Because if so, the other behaviour is not
exclusively memetic. It can also be just chosen by the individual's
thoughts.

I hope you'll have a moment to indulge me,
but if not I obviously understand that you're a busy guy.

From an earlier reply of yours, I know that your position is that
memetics itself precedes the 'becoming intelligent' step change (that
sees humans become universal explainers), and that memetics is even
present in the other apes today.

My response to that was that an explanation would still be needed as
to why any instinctual innateness that would have preceded the firing
up of memetics in our apelike ancester, would today no longer be
present.

The question is, present in what? I expect that no one can consciously slow
down their heart rate while running a marathon.

On the other hand, if, in humans, memes or individual choices can cause one
to enjoy eating all day, eating normally, or starving oneself to death --
and similar choices for behaviours concerning sex, pain, heights, and all
the other cases where, in non-memic animals, one behaviour from each group



is overwhelmingly favoured over the others by genetic control... what chance
is there that any 'innateness' would be left in any other behaviours of the
type in which choices happen?

-- David Deutsch

Could one say that the so-called evolutionary baggage that Al has discussed
does work to bias people toward certain thoughts or conclusions rather than
causing, initiating, or constraining those thoughts and later actions? I am
thinking that levels of aggression are much higher in adolescent males due
in large part to the memes of that sub-culture, but also due to hormonal
effects, which bias many such males toward more aggression. Such teenagers
are still universal explainers, but they do have greater biases to certain
thoughts and explanations due in part to biology and our evolutionary
legacy.

John Campbell



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] A more straightforward challenge to the memetic exclusivity 
argument
Date: June 27, 2011 at 4:51 PM

On 27 Jun 2011, at 6:59pm, John Campbell wrote:

On Fri, Jun 17, 2011 at 7:08 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

...

if, in humans, memes or individual choices can cause one to enjoy eating all 
day, eating normally, or starving oneself to death -- and similar choices for 
behaviours concerning sex, pain, heights, and all the other cases where, in 
non-memic animals, one behaviour from each group is overwhelmingly 
favoured over the others by genetic control... what chance is there that any 
'innateness' would be left in any other behaviours of the type in which choices 
happen?

Could one say that the so-called evolutionary baggage that Al has discussed 
does work to bias people toward certain thoughts or conclusions rather than 
causing, initiating, or constraining those thoughts and later actions? I am 
thinking that levels of aggression are much higher in adolescent males due in 
large part to the memes of that sub-culture, but also due to hormonal effects, 
which bias many such males toward more aggression. Such teenagers are still 
universal explainers, but they do have greater biases to certain thoughts and 
explanations due in part to biology and our evolutionary legacy.

I think the whole concept of 'bias' in that sense misrepresents how people make 
choices. See the Choices chapter of BoI.

A coin is biased if it has a higher probability of turning up 'heads' than 'tails'. A 
wheel is has a bias if it requires more force to steer it in one direction than the 
other. But human thought is not a random process, nor do theories engage in 
tugs of war with the one exerting more force winning. It is digital: a losing theory 
(or losing variant which differs by a slight modification from the winning one) is 
*replaced* by the winning one, not outweighed by it, making it 'harder' to execute.

Our hardware has some built-in preferences -- some of which are, I suppose, 



switched on by hormones. But these do not operate by pulling on rival 
preferences that the person may conjecture. Their role is that they are the initial 
theories upon which criticism operates, and once they are modified, the modified 
version is in control and the original is gone.

My guess is that the teenager-hormone thing is purely a cultural myth, like the 
child-sugar-high thing; but if there is such an effect, it can only operate *via* 
culture: teenagers pick up theories of what they are from the culture, and interpret 
themselves and their feelings accordingly.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] A more straightforward challenge to the memetic exclusivity 
argument
Date: June 27, 2011 at 8:37 PM

On Jun 27, 2011, at 1:51 PM, David Deutsch wrote:

On 27 Jun 2011, at 6:59pm, John Campbell wrote:

On Fri, Jun 17, 2011 at 7:08 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

...

if, in humans, memes or individual choices can cause one to enjoy eating all 
day, eating normally, or starving oneself to death -- and similar choices for 
behaviours concerning sex, pain, heights, and all the other cases where, in 
non-memic animals, one behaviour from each group is overwhelmingly 
favoured over the others by genetic control... what chance is there that any 
'innateness' would be left in any other behaviours of the type in which choices 
happen?

Could one say that the so-called evolutionary baggage that Al has discussed 
does work to bias people toward certain thoughts or conclusions rather than 
causing, initiating, or constraining those thoughts and later actions? I am 
thinking that levels of aggression are much higher in adolescent males due in 
large part to the memes of that sub-culture, but also due to hormonal effects, 
which bias many such males toward more aggression. Such teenagers are still 
universal explainers, but they do have greater biases to certain thoughts and 
explanations due in part to biology and our evolutionary legacy.

I think the whole concept of 'bias' in that sense misrepresents how people make 
choices. See the Choices chapter of BoI.

A coin is biased if it has a higher probability of turning up 'heads' than 'tails'. A 
wheel is has a bias if it requires more force to steer it in one direction than the 
other. But human thought is not a random process, nor do theories engage in 
tugs of war with the one exerting more force winning. It is digital: a losing theory 
(or losing variant which differs by a slight modification from the winning one) is 
*replaced* by the winning one, not outweighed by it, making it 'harder' to 



execute.

Our hardware has some built-in preferences -- some of which are, I suppose, 
switched on by hormones. But these do not operate by pulling on rival 
preferences that the person may conjecture. Their role is that they are the initial 
theories upon which criticism operates, and once they are modified, the 
modified version is in control and the original is gone.

I agree.

And I'd add: the initial theories are crude and simple, they aren't fully complex 
theories like people typically develop.

My guess is that the teenager-hormone thing is purely a cultural myth, like the 
child-sugar-high thing; but if there is such an effect, it can only operate *via* 
culture: teenagers pick up theories of what they are from the culture, and 
interpret themselves and their feelings accordingly.

I don't think it's *purely* a myth. It might be like this:

The original idea says to feel something in proportion to how much of a hormone 
is in one's blood.

Then original idea gets replaced, but the replacement shares some features of 
the original.

Replacing ideas are commonly the same idea as the original in many ways, but 
with some changes. This is the gradual, piece meal approach to progress.

To go with this, there's more than one replacement. A succession of 
replacements are needed. After 20, then more is gone than after 2.

But even then, some important features of the original might still be around. The 
idea about reacting in proportion to hormone levels could still be there.

Further to that, our culture encourages teenagers to act hormonally. That means 
even if the original idea did not mention hormones, people might find (formerly) 
irrelevant hormones and create the idea of changing their mood in proportion to 
the hormones.



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: [BoI] The Meme Machine
Date: June 28, 2011 at 6:38 AM

I thought the book was bad.

In the book she introduces the concept of a "teme," which is:

http://www.susanblackmore.co.uk/memetics/temes.htm

information that is copied outside of human brains by some kind of technology.

It claims temes are a new kind of replicator, but no good explanation is given.

Why does she think temes are an important distinction and a new type of 
replicator? Why are they worth being a category?

Were there any good points in the book that I missed?

Blackmore also writes:

http://www.susanblackmore.co.uk/memetics/temes.htm

Every new replicator brings its dangers, which might explain why we have not 
yet heard from any other teme creatures. Life here on earth pulled through the 
first step, we humans pulled through the appearance of memes and hence 
culture. Will we pull through the third step? I don't know.

What the heck is she talking about?

Jordan

http://www.susanblackmore.co.uk/memetics/temes.htm
http://www.susanblackmore.co.uk/memetics/temes.htm


From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] BoI and Common Sense
Date: June 29, 2011 at 8:09 AM

What are the main ways BoI philosophy differs from common sense?

What are some ways BoI philosophy is closer to common sense than other 
philosophy?

--
Lulie Tanett



From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Open Problems?
Date: June 29, 2011 at 8:20 AM

What are the open problems in BoI? What are the known unknowns? Which parts 
need developing?

For example, we don't know how to make an AI, presumably because we don't 
know how creativity actually works.

What about in meme theory? What sort of stuff there is not known? What might 
be problematic?

Which areas could one write a paper about and make progress?

--
Lulie Tanett



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Open Problems?
Date: June 29, 2011 at 9:59 AM

On Wed, Jun 29, 2011 at 7:20 AM, Lulie Tanett <luliet@gmail.com> wrote:

What are the open problems in BoI? What are the known unknowns? Which 
parts
need developing?

For example, we don't know how to make an AI, presumably because we don't
know how creativity actually works.

What about in meme theory? What sort of stuff there is not known? What
might be problematic?

Which areas could one write a paper about and make progress?

--
Lulie Tanett

The problem of explaining qualia would be an enormous area for further work
I would think, although I do not know where one would start.

I think DD illustrated the enormity of the task when he mentioned somewhere
that one should be able to describe and explain the color blue to a person
blind from birth.

That's a tall order that seems central to both epistemology and computing.

I do not know how close we are to even beginning to solve that problem, but
it seems fascinating to me.

John Campbell



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Open Problems?
Date: June 29, 2011 at 12:32 PM

On Jun 29, 2011, at 5:20 AM, Lulie Tanett wrote:

What are the open problems in BoI?

Which areas could one write a paper about and make progress?

In the Socrates Dialog chapter it mentions a strong connection between 
epistemology and morality, then drops the topic.

More knowledge is needed about getting rid of anti-rational memes. This comes 
in two main categories: getting rid of them in yourself and preventing transfer to 
your children.

BoI discusses explanationless science. It doesn't specify which papers and fields 
qualify. There is a problem of figuring out just which claims to reject and which 
are OK, and also a problem of doing better science for issues that need it.

BoI doesn't solve epistemology. For example, the "hard to vary" criterion can be 
varied into other criteria which are pretty equivalent like "non-arbitrary" or 
"adapted". So why is "hard to vary" favored? There must be a deeper something.

There's also the epistemological problem of choosing between rival theories. BoI 
does not present a complete solution. One of the issues here is: whenever a 
criticism of a theory is offered, at least one of the two ideas must be wrong. Both 
criticism and theory are ideas, and they contradict, and there is a symmetry. How 
is one to choose which is right? BoI addresses this but not fully.

BoI doesn't talk much about liberalism directly but its ideas connect to liberalism. 
Specifying the connections, and expressing liberalism from a fully BoI 
perspective, would be good.

In none of these cases is a paper necessary to make progress. The content of 
ideas is the crucial thing, not the form. And getting criticism -- lots of it and fast -- 
is crucial. Besides, the academic community in general lacks the appropriate 
background knowledge -- detailed knowledge of BoI and Popper -- to make useful 



comments.

PS I don't think qualia is a fruitful topic. It's vague what the problem actually is, 
there are no known concrete benefits to solving the issue, and there are no 
known ways to make partial progress without a full solution. I consider it bad 
philosophy (philosophy should be clear and understandable). Progress here will 
come from addressing good problems in other fields and finding solutions with 
reach.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Smalltalk
Date: June 29, 2011 at 2:20 PM

Smalltalk is bad because it prevents one from saying some things which are true.

That includes simple things which are deemed childish.

And controversial things which are deemed confrontational.

And deep things which are deemed hard.

And serious things which are deemed not fun.

And criticism which is deemed cruel.

And many questions which are deemed quizzes.

Smalltalk functions to allow people to interact despite disagreeing. It hides 
disagreement and substantive ideas.

Smalltalk covers a broad range of ideas in little depth. A better approach for 
learning is to cover one idea in high depth and detail. In doing so, problems have 
to be faced and a conclusion reached.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Smalltalk
Date: June 29, 2011 at 2:42 PM

On Wed, Jun 29, 2011 at 1:20 PM, Elliot Temple <curi@curi.us> wrote:

Smalltalk is bad because it prevents one from saying some things which are
true.

That includes simple things which are deemed childish.

And controversial things which are deemed confrontational.

And deep things which are deemed hard.

And serious things which are deemed not fun.

And criticism which is deemed cruel.

And many questions which are deemed quizzes.

Smalltalk functions to allow people to interact despite disagreeing. It
hides disagreement and substantive ideas.

Smalltalk covers a broad range of ideas in little depth. A better approach
for learning is to cover one idea in high depth and detail. In doing so,
problems have to be faced and a conclusion reached.

-- Elliot Temple
http://elliottemple.com/

Wikipedia defines small talk as:

"Small talk (phatic
communication)
<http://en.wikipedia.org/wiki/Small_talk_%28phatic_communication%29>is

http://elliottemple.com/
http://en.wikipedia.org/wiki/Small_talk_%28phatic_communication%29


an idiomatic expression which denotes informal discourse not covering
any
functional topics of conversation or any transactions that need to be
addressed. Such talk serves two primary functions. The first is to fill in
the gaps during awkward silences during conversations. The second function
is to generate interest in having a conversation and start engaging the
other party in order to start a deeper level of conversation."

Would there not be value in small talk in the second function - as a
starting point leading to more meaningful and interesting conversation?

John Campbell



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Smalltalk
Date: June 29, 2011 at 4:16 PM

On 29 Jun 2011, at 7:42pm, John Campbell wrote:

On Wed, Jun 29, 2011 at 1:20 PM, Elliot Temple <curi@curi.us> wrote:
Smalltalk is bad because it prevents one from saying some things which are 
true.

That includes simple things which are deemed childish.

And controversial things which are deemed confrontational.

And deep things which are deemed hard.

And serious things which are deemed not fun.

And criticism which is deemed cruel.

And many questions which are deemed quizzes.

Smalltalk functions to allow people to interact despite disagreeing. It hides 
disagreement and substantive ideas.

Smalltalk covers a broad range of ideas in little depth. A better approach for 
learning is to cover one idea in high depth and detail. In doing so, problems 
have to be faced and a conclusion reached.

Wikipedia defines small talk as:

"Small talk (phatic communication) is an idiomatic expression which denotes 
informal discourse not covering any functional topics of conversation or any 
transactions that need to be addressed. Such talk serves two primary functions. 
The first is to fill in the gaps during awkward silences during conversations. The 
second function is to generate interest in having a conversation and start 
engaging the other party in order to start a deeper level of conversation."

Would there not be value in small talk in the second function - as a starting point 
leading to more meaningful and interesting conversation?



I guess that small talk has more functions than to be a starting point, and that 
entirely contentless interactions are rarer than they seem. When one talks about 
something bland, one is broadcasting all sorts of information about what sort of 
person one is, what one is expecting to happen, and so on.

-- David Deutsch



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Smalltalk
Date: June 29, 2011 at 4:46 PM

On Wed, Jun 29, 2011 at 11:42 AM, John Campbell <smilesooner@gmail.com> 
wrote:

On Wed, Jun 29, 2011 at 1:20 PM, Elliot Temple <curi@curi.us> wrote:

Smalltalk is bad because it prevents one from saying some things which are
true.

That includes simple things which are deemed childish.

And controversial things which are deemed confrontational.

And deep things which are deemed hard.

And serious things which are deemed not fun.

And criticism which is deemed cruel.

And many questions which are deemed quizzes.

Smalltalk functions to allow people to interact despite disagreeing. It
hides disagreement and substantive ideas.

Smalltalk covers a broad range of ideas in little depth. A better approach
for learning is to cover one idea in high depth and detail. In doing so,
problems have to be faced and a conclusion reached.

-- Elliot Temple
http://elliottemple.com/

Wikipedia defines small talk as:

http://elliottemple.com/


"Small talk (phatic communication) is an idiomatic expression which denotes
informal discourse not covering any functional topics of conversation or any
transactions that need to be addressed. Such talk serves two primary
functions. The first is to fill in the gaps during awkward silences during
conversations. The second function is to generate interest in having a
conversation and start engaging the other party in order to start a deeper
level of conversation."

Would there not be value in small talk in the second function - as a
starting point leading to more meaningful and interesting conversation?

Non-substantive statements are not very good at leading to substantive ones.

Small talk hides the attributes of people that are important to
substantive conversation. It makes it hard to tell if you are speaking
to a suitable person, if they are interested in thinking, if they
would be good at it, if they have shared interests with you, etc...

There are better approaches to feeling people out, or testing them, or
building up a relationship with them, or getting started. You don't
accomplish those things by talking about irrelevant issues in a way
designed to hide all conflict.

Small talk makes it so you don't know if the other person likes you
because he would say the same things whether he liked you or not.
Small talk makes it so you don't know if the other person is
interested because he would respond politely either way.

With small talk you only meet a stereotype, not a person. If you want
to have a real conversation later, you'll have to start over and meet
the actual person.

David Deutsch writes:

When one talks about something bland, one is broadcasting all sorts of 
information about what sort of person one is, what one is expecting to happen, 
and so on.

Unless one is following a stereotype or static meme.



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Smalltalk
Date: June 29, 2011 at 5:22 PM

Non-substantive statements are not very good at leading to substantive
ones.

Small talk hides the attributes of people that are important to
substantive conversation. It makes it hard to tell if you are speaking
to a suitable person, if they are interested in thinking, if they
would be good at it, if they have shared interests with you, etc...

There are better approaches to feeling people out, or testing them, or
building up a relationship with them, or getting started. You don't
accomplish those things by talking about irrelevant issues in a way
designed to hide all conflict.

Small talk makes it so you don't know if the other person likes you
because he would say the same things whether he liked you or not.
Small talk makes it so you don't know if the other person is
interested because he would respond politely either way.

With small talk you only meet a stereotype, not a person. If you want
to have a real conversation later, you'll have to start over and meet
the actual person.

Perhaps we are talking about different kinds of small talk - they cannot all
be the same.
I have engaged in brief conversations with strangers where I have offered
my opinion on a subject, which revealed my genuine thinking. I was
interested in an
honest exchange of ideas, however brief.

Perhaps I am socially or intellectually inept, but I have found it useful to
engage
in what I consider small talk from time to time. This could be a brief



conversation
in an elevator or speaking to a colleague for the first time, at a large
meeting.

I find that such brief conversations can lead to fruitful discussions and
even friendship.

I do not indulge in small talk frequently, but I believe it does serve a
valuable social function at times,
which could lead to discovering new ideas and exposure to new people.

I believe many people carry the meme of the utility of small talk and one
will likely be largely cut off
from such people if one categorically rejects small talk. You could be
rejecting a very interesting
and stimulating person who is simply awkward in some social situations.

Clearly if you are stuck in small talk, you are in an uninteresting exchange
and almost certainly wasting your time and resources.

David Deutsch writes:

When one talks about something bland, one is broadcasting all sorts of
information about what sort of person one is, what one is expecting to
happen, and so on.

I agree.

Unless one is following a stereotype or static meme.

I am not sure that I understand what you mean by this. I do not see how this
would preclude the previous statement.

John Campbell



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Some Comments on Art
Date: June 29, 2011 at 10:28 PM

On Jun 27, 2011, at 7:25 AM, Lulie Tanett wrote:

On 22 Jun 2011, at 01:00, Justin Mallone wrote:
<snip>

So perhaps objectively beautiful art is the following: An elegant and effective 
expression of true values that is embodied in a selective recreation of reality 
via an artistic medium.

Do you mean true *artistic* values, or true values not related to art?

I meant unrelated to art.

I don't think a painting depicting some repugnant religious scene is necessarily 
less beautiful *as art* as something similar that depicts, say, a heroic man. The 
latter might be nicer, but for reasons not very relevant to art.
For example, check out this painting (by Salvador Dali, a surrealist no less): 
http://sherryx.files.wordpress.com/2011/03/dali-christ-of-st-john-of-the-
cross1.jpg

It's hella awesome, for its extreme perspective, light, anatomy, composition. 
(Despite its weird surreal ship stuff at the bottom which doesn't make sense.) 
But it's about a guy on a cross, which is kinda gross if you think about it.

Compare to http://www.cordair.com/larsen/heroes.php or 
http://www.cordair.com/larsen/youngbuilder.php -- also of a high skill level.

It's not clear that those two are any better *as paintings* because they portray 
something nice.

Hmm. I acknowledge that art can demonstrate technical skill while partially 
propagandizing bad values. I'm not sure I buy such a clean separation between 
"artistic" values and "other values" though. I'm going to engage in some wild 
speculation and hopefully get criticism about where I am wrong here.

http://sherryx.files.wordpress.com/2011/03/dali-christ-of-st-john-of-the-cross1.jpg
http://www.cordair.com/larsen/heroes.php
http://www.cordair.com/larsen/youngbuilder.php


Consider this crappier christ depiction:
http://2.bp.blogspot.com/_5PXjQNJKGEk/TTx6qIB8jzI/AAAAAAAAABw/gF1G9n6
tUPw/s1600/07-35.jpg

Dali's work implicitly shows an enormous capacity of a human being to present a 
vivid, lifelike, dramatic visualization of an event. Even though its' subject is bad, it 
conveys true values, via its artistic skill, about human potential and the human 
mind. So in some sense, the *technical* skill is itself conveying certain true 
values.

Kinda like how cathedrals are impressive demonstrations of what humans can 
build, even though

So perhaps if conveying *some* true values (implicitly, through skill) makes 
something kinda beautiful, conveying true values through a true *subject* would 
make it even more beautiful?

Like, if we assume Michelangelo's David is objectively beautiful, it's because it 
(to some extent intentionally) conveys certain good values in an elegant and 
effective way to the viewer.

In what ways unintentionally?

Implicitly through technical skill.

Art is a hard project, because people have lots of complicated inexplicit ideas 
and memes that one needs to draw upon and take into account (at some level) 
in order to make art that is effective at bringing "man's concepts to the 
perceptual". Some people, due to good ideas and a critical approach, become 
super-effective at it.  Other people suck at the task. This goes against the idea 
that art is just about "self-expression" or some nonsense like that. Art might 
inevitably have a self-expressive element to it, but we don't, or shouldn't, judge 
it by how self-expressive it is.

BTW  relativism about art is really bad because art has a pretty important job -- 
transmitting important moral truths in easy to grasp ways!

Isn't that an instrumental approach to art?
Art when used to transmit non-artistic ideas is usually called 'design'. E.g. 

http://2.bp.blogspot.com/_5PXjQNJKGEk/TTx6qIB8jzI/AAAAAAAAABw/gF1G9n6tUPw/s1600/07-35.jpg


abstract art might suck as art, but make for very nice packet design. It's art that 
makes most sense in the context of advertising.

That's all very well, and does help to push artistic standards, but there's a type 
of art that's a thing in itself, and there's more mystery about that one.

It seems as though pure art has been characterized by its transmission of moral 
ideas.
I think of like, the depiction of man as sinful and wicked during the dark ages, or 
the flourishing of interest in the classical style (and its more noble vision of man) 
during the Renaissance, or the current degeneracy of post-modernism. Do you 
disagree?

If people's standards about art are bad, then the important and complex values 
art helps us understand will be transmitted (at best) by ineffective hacks. 
Worse yet, and I think this has definitely happened, art might be used to 
transmit bad moral values into the culture, and support a worldview that is 
pessimistic about reason and progress!

You said objective beauty = an elegant and effective expression of true values. 
If the art is good, that means it's portraying *good* values. So to the extent the 
art is good, it's not doing any harm.

The only place we should worry is if there's good art qua art, but in its non-
artistic content it's portraying something bad. But then that's less to do with the 
art, more to do with the fact some people have bad ideas.

Do you think something that's good in one way could trick people into believing 
other (less good) ideas that happen to be attached to it?

Well sure. Irrational memes have good mixed in them all the time.

Anyways people seem to think Nazi propaganda was often done well visually 
etc., and it conveyed terrible ideas.

Also, presuming that objective beauty in art is a thing that exists, the variance 
in cultural perception of art among different societies is not at all fatal to the 



idea of objectively good and  beautiful art, any more than the variance in 
cultural ideas about the rights of woman or the value of liberalism is fatal to the 
objective morality of those projects.

Yeah. To the extent there's a different cultural perception, that's because 
different cultures have different sets of knowledge about what constitutes good 
art. People can learn better ideas.

To make it less fuzzy what I mean by 'art qua art', I mean stuff like:
- colour
- light/shadow
- perspective
- composition
- dynamicness
- anatomy
- believability
- abstraction
etc.

Or for music:
- rhythm (pulse, tempo, syncopation, etc.)
- melody (scales, keys, etc.)
- harmony (chords, etc.)
- bass
etc.

And similar lists for other art like sculpture, poetry, and so on.

Does there need to be more to art than this stuff? What's the big mystery? Aren't 
a lot of the problems with objective beauty based around reductionist or 
instrumentalist misconceptions?

Possibly. Maybe I'm defining the universe too narrowly by saying they need to 
convey moral ideas, or am engaging in some other kind of mistake.

-J



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Smalltalk
Date: June 30, 2011 at 2:38 AM

On Wed, Jun 29, 2011 at 2:22 PM, John Campbell <smilesooner@gmail.com> 
wrote:

Non-substantive statements are not very good at leading to substantive
ones.

Small talk hides the attributes of people that are important to
substantive conversation. It makes it hard to tell if you are speaking
to a suitable person, if they are interested in thinking, if they
would be good at it, if they have shared interests with you, etc...

There are better approaches to feeling people out, or testing them, or
building up a relationship with them, or getting started. You don't
accomplish those things by talking about irrelevant issues in a way
designed to hide all conflict.

Small talk makes it so you don't know if the other person likes you
because he would say the same things whether he liked you or not.
Small talk makes it so you don't know if the other person is
interested because he would respond politely either way.

With small talk you only meet a stereotype, not a person. If you want
to have a real conversation later, you'll have to start over and meet
the actual person.

Perhaps we are talking about different kinds of small talk - they cannot all
be the same.
I have engaged in brief conversations with strangers where I have offered
my opinion on a subject, which revealed my genuine thinking. I was
interested in an
honest exchange of ideas, however brief.

That is not small talk according to the definition you posted which
stated "not covering any functional topics".

I believe many people carry the meme of the utility of small talk and one



will likely be largely cut off
from such people if one categorically rejects small talk. You could be
rejecting a very interesting
and stimulating person who is simply awkward in some social situations.

None of that prevents criticisms of the irrationality of small talk
from being true.

Having a negative view of small talk will not prevent interactions
with people who are awkward and interesting. The people who are not
social but have interesting ideas actually will be glad if you talk to
them about ideas instead of doing small talk, which they are bad at
and find boring.

One of the sad things is how commonly two people *both* would rather
not be doing small talk, but they carry on with it because each person
thinks the other wants it.

Clearly if you are stuck in small talk, you are in an uninteresting exchange
and almost certainly wasting your time and resources.

The truth is never clear or almost certain. Truth is non-obvious.

David Deutsch writes:

When one talks about something bland, one is broadcasting all sorts of
information about what sort of person one is, what one is expecting to
happen, and so on.

I agree.

Unless one is following a stereotype or static meme.

I am not sure that I understand what you mean by this. I do not see how this
would preclude the previous statement.

Static memes and stereotypes make people more *the same*.

They hide differences between people and also actually reduce how



different people are.



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: [BoI] Christianity, Monogamy, Polygamy, and Mormons
Date: June 30, 2011 at 4:07 AM

Christians advocate monogamy, and think it's the only way.

In the bible, Abraham had three wives and Jacob had four wives. That's 
polygamy.

With all the polygamy in the bible, why do Christians think monogamy is so 
Christian?

Mormons have polygamy in their history, but monogamous present day practices.

Christians hold Mormon polygamy against them and think it taints them. Yet they 
don't apply this to themselves.

Jordan



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Open Problems?
Date: June 30, 2011 at 7:40 AM

On 29 Jun 2011, at 13:20, Lulie Tanett <luliet@gmail.com> wrote:

What are the open problems in BoI? What are the known unknowns? Which 
parts need developing?

We don't understand the universality of DNA.

Which areas could one write a paper about and make progress?

I think it's possible academics would be interested in the universality of DNA.

Alan



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Christianity, Monogamy, Polygamy, and Mormons
Date: June 30, 2011 at 9:03 AM

On Thu, Jun 30, 2011 at 3:07 AM, Jordan Talcot 
<jordan.talcot@gmail.com>wrote:

Christians advocate monogamy, and think it's the only way.

In the bible, Abraham had three wives and Jacob had four wives. That's
polygamy.

With all the polygamy in the bible, why do Christians think monogamy is so
Christian?

Mormons have polygamy in their history, but monogamous present day
practices.

Christians hold Mormon polygamy against them and think it taints them. Yet
they don't apply this to themselves.

Jordan

Do you expect Christians to be consistent?

John Campbell



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Some Comments on Art
Date: June 30, 2011 at 9:29 AM

On 29 Jun 2011, at 22:28, Justin Mallone wrote:

On Jun 27, 2011, at 7:25 AM, Lulie Tanett wrote:

On 22 Jun 2011, at 01:00, Justin Mallone wrote:
<snip>

So perhaps objectively beautiful art is the following: An elegant and effective 
expression of true values that is embodied in a selective recreation of reality 
via an artistic medium.

Do you mean true *artistic* values, or true values not related to art?

I meant unrelated to art.

I don't think a painting depicting some repugnant religious scene is necessarily 
less beautiful *as art* as something similar that depicts, say, a heroic man. The 
latter might be nicer, but for reasons not very relevant to art.
For example, check out this painting (by Salvador Dali, a surrealist no less): 
http://sherryx.files.wordpress.com/2011/03/dali-christ-of-st-john-of-the-
cross1.jpg

It's hella awesome, for its extreme perspective, light, anatomy, composition. 
(Despite its weird surreal ship stuff at the bottom which doesn't make sense.) 
But it's about a guy on a cross, which is kinda gross if you think about it.

Compare to http://www.cordair.com/larsen/heroes.php or 
http://www.cordair.com/larsen/youngbuilder.php -- also of a high skill level.

It's not clear that those two are any better *as paintings* because they portray 
something nice.

Hmm. I acknowledge that art can demonstrate technical skill while partially 
propagandizing bad values. I'm not sure I buy such a clean separation between 

http://sherryx.files.wordpress.com/2011/03/dali-christ-of-st-john-of-the-cross1.jpg
http://www.cordair.com/larsen/heroes.php
http://www.cordair.com/larsen/youngbuilder.php


"artistic" values and "other values" though. I'm going to engage in some wild 
speculation and hopefully get criticism about where I am wrong here.

Consider this crappier christ depiction:
http://2.bp.blogspot.com/_5PXjQNJKGEk/TTx6qIB8jzI/AAAAAAAAABw/gF1G9n
6tUPw/s1600/07-35.jpg

Dali's work implicitly shows an enormous capacity of a human being to present 
a vivid, lifelike, dramatic visualization of an event.

It sounds like you've shifted the values from being those focused on human 
morality, to something closer to what I'd consider artistic values: vividness, 
lifelikeness, drama.

Even though its' subject is bad, it conveys true values, via its artistic skill, about 
human potential and the human mind.

Only to the extent anything with skill 'implicitly' shows that kind of thing. But evil 
stuff can be skilful, and even *bad* stuff qua art can be skilful.

So in some sense, the *technical* skill is itself conveying certain true values.

Technical skill isn't always beautiful. Consider this:

http://1.bp.blogspot.com/_BBmOm1l_P08/TURXoLqScBI/AAAAAAAABIc/Z-
FqiEwzmGQ/s1600/Big+Self-Portrait+%25281967-1968+-
+Chuck+Close%2529.jpg

It's a hyper-realistic drawing -- extremely impressive skill-wise. But, I think it's 
crap as art.

It's not the subject that makes it crap. It's not like most modern art which has no 
skill.

The reason it's crap is that it's basically an exact replica of a photo. But the 
drawing itself doesn't improve on the photo; it just requires more skill to make it. 
It's boring.

The photo itself may have been okay artistically nice depth of field, detail 
preserved, vaguely interesting composition -- but even that is fairly easy to make. 

http://2.bp.blogspot.com/_5PXjQNJKGEk/TTx6qIB8jzI/AAAAAAAAABw/gF1G9n6tUPw/s1600/07-35.jpg
http://1.bp.blogspot.com/_BBmOm1l_P08/TURXoLqScBI/AAAAAAAABIc/Z-FqiEwzmGQ/s1600/Big+Self-Portrait+%25281967-1968+-+Chuck+Close%2529.jpg


There are lots of portraits like this. It's competent, but there's nothing special 
about it. The fact he can then copy the photo exactly is not very interesting as art. 
There are better things one can do with that skill.

Or look at this other painting of his: 
http://whatwouldsummerwear.files.wordpress.com/2008/11/chuck-close-lucas.jpg

Again, it's obviously from a photo, and it's not obviously better than the photo. 
Could make this with a filter on Photoshop. It's not really art, it's skill at replicating 
photos. It's good he *can* paint that, but he needs to break away from his 
references and do something you *can't* do with a photo.

The thing with both of these is: he's not making many *artistic choices*.
(The last one I linked to had a single idea for an artistic choice, namely that dot 
pattern thing. But again, Photoshop with one click...)

Kinda like how cathedrals are impressive demonstrations of what humans can 
build, even though

So perhaps if conveying *some* true values (implicitly, through skill) makes 
something kinda beautiful, conveying true values through a true *subject* would 
make it even more beautiful?

So then do you think the Dali is worse than the the paintings linked to above that 
have true values through true subject?

Like, if we assume Michelangelo's David is objectively beautiful, it's because 
it (to some extent intentionally) conveys certain good values in an elegant 
and effective way to the viewer.

In what ways unintentionally?

Implicitly through technical skill.

Only works if it's *artistic* skill, IMO. Something being hard to do is only 
interesting if it actually makes the piece of art look better.

Also, you can have a low amount of technical skill, and still make something that 
looks nice, just by making a bunch of artistic choices. Cartoons might have less 

http://whatwouldsummerwear.files.wordpress.com/2008/11/chuck-close-lucas.jpg


technical skill, but be better as art than the hyper-realistic portraits I linked to 
above.

Art is a hard project, because people have lots of complicated inexplicit ideas 
and memes that one needs to draw upon and take into account (at some 
level) in order to make art that is effective at bringing "man's concepts to the 
perceptual". Some people, due to good ideas and a critical approach, 
become super-effective at it.  Other people suck at the task. This goes 
against the idea that art is just about "self-expression" or some nonsense like 
that. Art might inevitably have a self-expressive element to it, but we don't, or 
shouldn't, judge it by how self-expressive it is.

BTW  relativism about art is really bad because art has a pretty important job 
-- transmitting important moral truths in easy to grasp ways!

Isn't that an instrumental approach to art?
Art when used to transmit non-artistic ideas is usually called 'design'. E.g. 
abstract art might suck as art, but make for very nice packet design. It's art that 
makes most sense in the context of advertising.

That's all very well, and does help to push artistic standards, but there's a type 
of art that's a thing in itself, and there's more mystery about that one.

It seems as though pure art has been characterized by its transmission of moral 
ideas.
I think of like, the depiction of man as sinful and wicked during the dark ages, or 
the flourishing of interest in the classical style (and its more noble vision of man) 
during the Renaissance, or the current degeneracy of post-modernism. Do you 
disagree?

Yes disagree. It's only when the bad ideas actually leaked into the art style that 
made the art worse (e.g. pre-Raphilites).

Most early (good) classical music, and most Renaissance paintings, were 
supposed to be about the glory of God or whatever other religious scene.

Just look at most of Michelangelo's work. It's kickass, but religious: 
http://www.artrenewal.org/pages/artwork.php?artworkid=1620&size=large

Ditto Raphael ( http://www.artrenewal.org/pages/artwork.php?

http://www.artrenewal.org/pages/artwork.php?artworkid=1620&size=large
http://www.artrenewal.org/pages/artwork.php?artworkid=1656&size=large


artworkid=1656&size=large ), Leonardo da Vinci ( 
http://www.artrenewal.org/pages/artwork.php?artworkid=12946&size=large ), 
even Rembrandt ( 
http://upload.wikimedia.org/wikipedia/commons/f/f3/Rembrandt_Christ_in_the_St
orm_on_the_Lake_of_Galilee.jpg ).

Then comes Romanticism. In some cases, it did harm the art (because of that 
leak I mentioned), but not always. However it did change the subject matter. But 
to something arguably not much better than what went before.

Vermeer was famous for painting peasants: 
http://www.artrenewal.org/pages/artwork.php?artworkid=3841

Jecques-Louis David painted couples: 
http://www.artrenewal.org/pages/artwork.php?artworkid=10446&size=large

So did Bouguereau: http://www.artrenewal.org/pages/artwork.php?
artworkid=23&size=large

Now, would all these paintings be better if they portrayed good moral/whatever 
values in the subject? Sure, that'd be nice. But are they bad *as paintings* 
because they don't? Don't think so.

If people's standards about art are bad, then the important and complex 
values art helps us understand will be transmitted (at best) by ineffective 
hacks. Worse yet, and I think this has definitely happened, art might be used 
to transmit bad moral values into the culture, and support a worldview that is 
pessimistic about reason and progress!

You said objective beauty = an elegant and effective expression of true values. 
If the art is good, that means it's portraying *good* values. So to the extent the 
art is good, it's not doing any harm.

The only place we should worry is if there's good art qua art, but in its non-
artistic content it's portraying something bad. But then that's less to do with the 
art, more to do with the fact some people have bad ideas.

Do you think something that's good in one way could trick people into believing 
other (less good) ideas that happen to be attached to it?

http://www.artrenewal.org/pages/artwork.php?artworkid=1656&size=large
http://www.artrenewal.org/pages/artwork.php?artworkid=12946&size=large
http://upload.wikimedia.org/wikipedia/commons/f/f3/Rembrandt_Christ_in_the_Storm_on_the_Lake_of_Galilee.jpg
http://www.artrenewal.org/pages/artwork.php?artworkid=3841
http://www.artrenewal.org/pages/artwork.php?artworkid=10446&size=large
http://www.artrenewal.org/pages/artwork.php?artworkid=23&size=large


Well sure. Irrational memes have good mixed in them all the time.

Anyways people seem to think Nazi propaganda was often done well visually 
etc., and it conveyed terrible ideas.

What do you think of this version?:

"If people's standards about technology are bad, then the important and complex 
values technology helps us understand and accomplish will be transmitted (at 
best) by ineffective hacks. Worse yet, and I think this has definitely happened, 
technology might be used to transmit and perpetrate bad moral values and 
actions into the culture, and support a worldview that is pessimistic about reason 
and progress!"

It seems to me that you're not talking about an irrational memeplex with good bits 
mixed in, but a rational memeplex that has been commandeered by an anti-
rational one. It's not the art in itself that's doing anything bad at all, it's the people 
who use it for bad (and not artistically relevant) reasons.

Also, presuming that objective beauty in art is a thing that exists, the variance 
in cultural perception of art among different societies is not at all fatal to the 
idea of objectively good and  beautiful art, any more than the variance in 
cultural ideas about the rights of woman or the value of liberalism is fatal to 
the objective morality of those projects.

Yeah. To the extent there's a different cultural perception, that's because 
different cultures have different sets of knowledge about what constitutes good 
art. People can learn better ideas.

To make it less fuzzy what I mean by 'art qua art', I mean stuff like:
- colour
- light/shadow
- perspective
- composition
- dynamicness
- anatomy



- believability
- abstraction
etc.

Or for music:
- rhythm (pulse, tempo, syncopation, etc.)
- melody (scales, keys, etc.)
- harmony (chords, etc.)
- bass
etc.

And similar lists for other art like sculpture, poetry, and so on.

Does there need to be more to art than this stuff? What's the big mystery? 
Aren't a lot of the problems with objective beauty based around reductionist or 
instrumentalist misconceptions?

Possibly. Maybe I'm defining the universe too narrowly by saying they need to 
convey moral ideas, or am engaging in some other kind of mistake.

Not sure what you mean by narrowly. Do you think the mistake is something other 
than instrumentalism and/or reductionism?

--
Lulie Tanett



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Christianity, Monogamy, Polygamy, and Mormons
Date: June 30, 2011 at 10:45 AM

On 30 Jun 2011, at 2:03pm, John Campbell wrote:

On Thu, Jun 30, 2011 at 3:07 AM, Jordan Talcot <jordan.talcot@gmail.com> 
wrote:

Christians advocate monogamy, and think it's the only way.

In the bible, Abraham had three wives and Jacob had four wives. That's 
polygamy.

With all the polygamy in the bible, why do Christians think monogamy is so 
Christian?

Mormons have polygamy in their history, but monogamous present day 
practices.

Christians hold Mormon polygamy against them and think it taints them. Yet 
they don't apply this to themselves.

Do you expect Christians to be consistent?

Being 'inconsistent' from one time to another is essential for progress.

As for being inconsistent when comparing their own 'inconsistency' with that of 
the Mormons, I don't think that's illogical of them either. Mainstream Christians 
regard themselves as having improved their morality in regard to marriage since 
biblical times (or, as they might put it, they have come to understand God's will 
better). I think the reason they look down on Mormons in regard to polygamous 
marriage is that, first, they regard the Mormons as having taken a retrograde step 
in reintroducing polygamous marriage at a time when mainstream Christians had 
already decided that it was morally wrong; and second, they regard present-day 
Mormons as having abandoned it only for pragmatic reasons, and hence that 
Mormons have still not caught up morally with mainstream Christians.

-- David Deutsch



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Some Comments on Art
Date: June 30, 2011 at 10:55 AM

On 29 Jun 2011, at 22:28, Justin Mallone wrote:

On Jun 27, 2011, at 7:25 AM, Lulie Tanett wrote:

On 22 Jun 2011, at 01:00, Justin Mallone wrote:
<snip>

So perhaps objectively beautiful art is the following: An elegant and effective 
expression of true values that is embodied in a selective recreation of reality 
via an artistic medium.

Do you mean true *artistic* values, or true values not related to art?

I meant unrelated to art.

Saying 'art's value is determined by things unrelated to art' is denying there's 
objective truth in beauty.

--
Lulie Tanett



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Christianity, Monogamy, Polygamy, and Mormons
Date: June 30, 2011 at 12:29 PM

On Thu, Jun 30, 2011 at 9:45 AM, David Deutsch 
<david.deutsch@qubit.org>wrote:

On 30 Jun 2011, at 2:03pm, John Campbell wrote:

On Thu, Jun 30, 2011 at 3:07 AM, Jordan Talcot <jordan.talcot@gmail.com>
wrote:

Christians advocate monogamy, and think it's the only way.

In the bible, Abraham had three wives and Jacob had four wives. That's
polygamy.

With all the polygamy in the bible, why do Christians think monogamy is
so Christian?

Mormons have polygamy in their history, but monogamous present day
practices.

Christians hold Mormon polygamy against them and think it taints them.
Yet they don't apply this to themselves.

Do you expect Christians to be consistent?

Being 'inconsistent' from one time to another is essential for progress.

As for being inconsistent when comparing their own 'inconsistency' with
that of the Mormons, I don't think that's illogical of them either.
Mainstream Christians regard themselves as having improved their morality in
regard to marriage since biblical times (or, as they might put it, they have
come to understand God's will better). I think the reason they look down on
Mormons in regard to polygamous marriage is that, first, they regard the
Mormons as having taken a retrograde step in reintroducing polygamous
marriage at a time when mainstream Christians had already decided that it
was morally wrong; and second, they regard present-day Mormons as having



abandoned it only for pragmatic reasons, and hence that Mormons have still
not caught up morally with mainstream Christians.

-- David Deutsch

Yes. I can see that I object to Christians holding up the bible as an
authority on an inconsistent basis, when that inconsistency leads to
progress.

To criticize such inconsistency is antithetical to BOI. One must examine
one's premises or rules of thumb.

Thank you.

John Campbell



From: michael_bacon@mhiahq.com
Subject: [BoI] Re: Smalltalk
Date: June 30, 2011 at 8:52 AM

David wrote:

"I guess that small talk has more functions than to be a starting
point, and that entirely contentless interactions are rarer than they
seem. When one talks about something bland, one is broadcasting all
sorts of information about what sort of person one is, what one is
expecting to happen, and so on."

I think that entirely contentless interaction are much, much rarer
than they seem, and important information (if only about the person
talking) is being communicated almost all the time.

I also recall reading about a study at the Stanford University School
of Business that tracked a group of MBAs 10 years after they
graduated. The result? Grade point averages had no bearing on their
success -- but their ability to converse with others did.  Of course
we shouldn't confuse correlation and causation here, but being able to
"connect" with others through small talk is, in my opinion, an
important human skill -- at least for most people in most areas of
work, and for an active and fulfilled life generally.

Also, I think that small talk can be fun, something like "play" time,
and is good for people on a number of physical and psychological
levels.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Smalltalk
Date: June 30, 2011 at 2:19 PM

On Thu, Jun 30, 2011 at 5:52 AM, michael_bacon@mhiahq.com
<michael_bacon@mhiahq.com> wrote:

I also recall reading about a study at the Stanford University School
of Business that tracked a group of MBAs 10 years after they
graduated. The result? Grade point averages had no bearing on their
success -- but their ability to converse with others did.  Of course
we shouldn't confuse correlation and causation here, but being able to
"connect" with others through small talk is, in my opinion, an
important human skill -- at least for most people in most areas of
work, and for an active and fulfilled life generally.

I think social skills do directly contribute to success in some areas
of business including common areas MBAs pursue.

But I would question what "success" and "fulfilled life" really mean.

Is a career where you have to suck up to people, flatter people,
please people ... really what we should want? Why not a career that is
less focussed on other people, like Howard Roark had?

Wouldn't it be nicer to enter a field where people make decisions
rationally, objectively taking into account business considerations?
If they judged the product more and the salesman less?

When you have to do what others want for "success", that means you
have less control over your own life, less autonomy, less freedom,
less choice. And don't think conventional social memes are only for
work and won't affect home life; they will.

What's so fulfilling about talking to other people in social (not
philosophical) ways? Wouldn't creating objective knowledge be more
fulfilling? Isn't it more fulfilling to create a great product or
service? (Or, optionally, to be less career focussed is fine too!)



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Christianity, Monogamy, Polygamy, and Mormons
Date: June 30, 2011 at 2:21 PM

On Thu, Jun 30, 2011 at 7:45 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 30 Jun 2011, at 2:03pm, John Campbell wrote:

On Thu, Jun 30, 2011 at 3:07 AM, Jordan Talcot <jordan.talcot@gmail.com> 
wrote:

Christians advocate monogamy, and think it's the only way.

In the bible, Abraham had three wives and Jacob had four wives. That's 
polygamy.

With all the polygamy in the bible, why do Christians think monogamy is so 
Christian?

Mormons have polygamy in their history, but monogamous present day 
practices.

Christians hold Mormon polygamy against them and think it taints them. Yet 
they don't apply this to themselves.

Do you expect Christians to be consistent?

Being 'inconsistent' from one time to another is essential for progress.

As for being inconsistent when comparing their own 'inconsistency' with that of 
the Mormons, I don't think that's illogical of them either. Mainstream Christians 
regard themselves as having improved their morality in regard to marriage since 
biblical times (or, as they might put it, they have come to understand God's will 
better). I think the reason they look down on Mormons in regard to polygamous 
marriage is that, first, they regard the Mormons as having taken a retrograde 
step in reintroducing polygamous marriage at a time when mainstream 
Christians had already decided that it was morally wrong; and second, they 
regard present-day Mormons as having abandoned it only for pragmatic 
reasons, and hence that Mormons have still not caught up morally with 
mainstream Christians.



If that's what Christians mean, why don't they say it? If they don't
know how to express their position that's an important flaw in them.
It hampers critical discussion.



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] "What Technology Wants" by Kevin Kelly
Date: June 30, 2011 at 4:45 PM

On Sat, Jun 25, 2011 at 3:43 PM, Lulie Tanett <luliet@gmail.com> wrote:

On 23 Jun 2011, at 09:47 AM, jim morris <james.morris@gmail.com> wrote:

... touches on some of BoI's topics although he was not aware of it,
or of FoR.

What topics?

--
Lulie Tanett

Kevin Kelly is an interesting guy who writes about technology - his primary
thesis can be summed up as:

"Tech enthusiast Kevin Kelly asks "What does technology want?" and discovers
that its movement toward ubiquity and complexity is much like the evolution
of life."

This description comes from his TED talk:

http://www.ted.com/talks/kevin_kelly_on_how_technology_evolves.html

That gives a good overview of where he is coming from.

As an aside, his previous book,* **Out of Control: The New Biology of
Machines, Social Systems, and the Economic
World<http://en.wikipedia.org/wiki/Out_of_Control:_The_New_Biology_of_Machin
es,_Social_Systems,_and_the_Economic_World>
*was required reading for the primary actors before filming The Matrix*.

*John Campbell
*
*

http://www.ted.com/talks/kevin_kelly_on_how_technology_evolves.html
http://en.wikipedia.org/wiki/Out_of_Control:_The_New_Biology_of_Machines,_Social_Systems,_and_the_Economic_World


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Christianity, Monogamy, Polygamy, and Mormons
Date: June 30, 2011 at 5:34 PM

On 30 Jun 2011, at 7:21pm, Anonymous Person wrote:

On Thu, Jun 30, 2011 at 7:45 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 30 Jun 2011, at 2:03pm, John Campbell wrote:

On Thu, Jun 30, 2011 at 3:07 AM, Jordan Talcot <jordan.talcot@gmail.com> 
wrote:

Christians advocate monogamy, and think it's the only way.

In the bible, Abraham had three wives and Jacob had four wives. That's 
polygamy.

With all the polygamy in the bible, why do Christians think monogamy is so 
Christian?

Mormons have polygamy in their history, but monogamous present day 
practices.

Christians hold Mormon polygamy against them and think it taints them. Yet 
they don't apply this to themselves.

Do you expect Christians to be consistent?

Being 'inconsistent' from one time to another is essential for progress.

As for being inconsistent when comparing their own 'inconsistency' with that of 
the Mormons, I don't think that's illogical of them either. Mainstream Christians 
regard themselves as having improved their morality in regard to marriage 
since biblical times (or, as they might put it, they have come to understand 
God's will better). I think the reason they look down on Mormons in regard to 
polygamous marriage is that, first, they regard the Mormons as having taken a 
retrograde step in reintroducing polygamous marriage at a time when 
mainstream Christians had already decided that it was morally wrong; and 
second, they regard present-day Mormons as having abandoned it only for 



pragmatic reasons, and hence that Mormons have still not caught up morally 
with mainstream Christians.

If that's what Christians mean, why don't they say it?

Because they have a different epistemology and therefore don't especially want 
to defend their stance in terms of critical rationalism. (And most of them wouldn't 
know how to.)

If they don't
know how to express their position that's an important flaw in them.
It hampers critical discussion.

Well, sort of. But fortunately, people are inconsistent, and in Western culture, 
religious people are usually quite capable of critical discussion anyway. At least, 
no less capable than atheists with mistaken epistemology/metaphysics/moral 
philosophy.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Some Comments on Art
Date: June 30, 2011 at 5:39 PM

On Jun 30, 2011, at 6:29 AM, Lulie Tanett wrote:

Just look at most of Michelangelo's work. It's kickass, but 
religious:http://www.artrenewal.org/pages/artwork.php?
artworkid=1620&size=large

Why is that kickass?

It looks to me like a bunch of small and dull paintings, and the cool part is that it's 
on a ceiling.

Leonardo da Vinci ( http://www.artrenewal.org/pages/artwork.php?
artworkid=12946&size=large)

And why is this one kickass? Taste in art varies so much. If you are evaluating by 
objective criteria you need to share them for other people to see the same things.

-- Elliot Temple
http://elliottemple.com/

http://www.artrenewal.org/pages/artwork.php?artworkid=1620&size=large
http://www.artrenewal.org/pages/artwork.php?artworkid=12946&size=large
http://elliottemple.com/


From: Michael Bacon <michael_bacon@mhiahq.com>
Subject: [BoI] Re: Smalltalk
Date: June 30, 2011 at 5:51 PM

"What's so fulfilling about talking to other people in social (not
philosophical) ways?

People who are not capable of talking with people in social ways miss
out on a large portion of what it means to be human.  More
objectively, the failure to observe all of the complications
associated with peoples' behavior ignores important information that
if properly understood could help inform a broader and better
philosophy and world outlook.

"Wouldn't creating objective knowledge be more fulfilling?"

Objective knowledge is being created.

"Isn't it more fulfilling to create a great product or service?"

Your assuming that talking to people in social ways bears no
relationship (or bears a negative relationship) to creating a great
product or service.  I don't agree.  The balance varies between
people, products and services.  However, I think to some degree all
great products and services (i.e. products and services that people
really want) are in part informed by an understanding of people as
social animals, albeit social animals capable of creating knowledge,
including philosophy.

"Is a career where you have to suck up to people, flatter people,
please people ... really what we should want?"

Of course, pleasing people is not always a bad thing -- at least my
wife appreciates it when I make the effort -- and that makes me feel
good as well.  But, no, I certainly wasn't suggesting that.  Perhaps
if I'd previously had the chance to talk with you over a drink, I
might have known it would be better to find a reference study
involving another profession or career or life choice -- something
that wouldn't rub you the wrong way, but would still make the point I
was trying to make.



"Why not a career that is less focused on other people . . ."

There's certainly nothing wrong with that, if that's what a person
freely and consciously chooses.

"When you have to do what others want for "success", that means you
have less control over your own life, less autonomy, less freedom,
less choice. And don't think conventional social memes are only for
work and won't affect home life; they will."

I agree completely -- did I say something in contradiction to this?



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Open Problems?
Date: June 30, 2011 at 5:55 PM

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Wednesday, 29 June 2011, 17:32
Subject: Re: [BoI] Open Problems?

On Jun 29, 2011, at 5:20 AM, Lulie Tanett wrote:

 What are the open problems in BoI?

 Which areas could one write a paper about and make progress?

In the Socrates Dialog chapter it mentions a strong connection between
epistemology and morality, then drops the topic.

More knowledge is needed about getting rid of anti-rational memes. This comes 
in
two main categories: getting rid of them in yourself and preventing transfer to
your children.

BoI discusses explanationless science. It doesn't specify which papers and
fields qualify. There is a problem of figuring out just which claims to reject
and which are OK, and also a problem of doing better science for issues that
need it.

BoI doesn't solve epistemology. For example, the "hard to vary"
criterion can be varied into other criteria which are pretty equivalent like
"non-arbitrary" or "adapted". So why is "hard to
vary" favored? There must be a deeper something.

"Hard to vary" applies to explanations: it says that the details of an explanation 
should play a functional role in the explanation (BoI, p.24). 



By contrast, not all adaptations are explanations. Indeed, some evolutionary 
adaptations are easy to vary: why do peacocks have nice tails instead of giant 
wangs or fancy eyebrows? The details of the tails have almost nothing to do with 
the function they serve: the tails are just a way of showing off genes that are 
capable of wasting material while still propagating. Any conspicuous waste of 
material would serve the same function. Adapted is not similar to hard to vary: all 
it implies is the ability to propagate in a particular environment.

Could you explain what you mean by non-arbitrary?

There's also the epistemological problem of choosing between rival theories.
BoI does not present a complete solution. One of the issues here is: whenever a
criticism of a theory is offered, at least one of the two ideas must be wrong.
Both criticism and theory are ideas, and they contradict, and there is a
symmetry. How is one to choose which is right? BoI addresses this but not fully.

I should think it depends on one being easier to vary than the other. For example, 
our current cosmological theories aren't very good. They are easy to vary and 
there are wildly different explanations of the structure of the universe that account 
about as well for the information we have. What is hard to vary is the fact that we 
have seen supernovae in particular places in the sky and they have particular 
brightnesses. Why is this fact hard to vary? Well, we have models of supernovae 
and those models use nuclear physics and the physics of gases and so on to 
make predictions about how the brightness of supernovae change over time, how 
that brightness change depends on the characteristics of the stars involved and 
so on. Nuclear physics and the physics of gases are both hard to vary, so those 
models are hard to vary.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Open Problems?
Date: June 30, 2011 at 6:12 PM

On Jun 30, 2011, at 2:55 PM, Alan Forrester wrote:

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Wednesday, 29 June 2011, 17:32
Subject: Re: [BoI] Open Problems?

On Jun 29, 2011, at 5:20 AM, Lulie Tanett wrote:

What are the open problems in BoI?

Which areas could one write a paper about and make progress?

In the Socrates Dialog chapter it mentions a strong connection between
epistemology and morality, then drops the topic.

More knowledge is needed about getting rid of anti-rational memes. This 
comes in
two main categories: getting rid of them in yourself and preventing transfer to
your children.

BoI discusses explanationless science. It doesn't specify which papers and
fields qualify. There is a problem of figuring out just which claims to reject
and which are OK, and also a problem of doing better science for issues that
need it.

BoI doesn't solve epistemology. For example, the "hard to vary"
criterion can be varied into other criteria which are pretty equivalent like
"non-arbitrary" or "adapted". So why is "hard to



vary" favored? There must be a deeper something.

"Hard to vary" applies to explanations: it says that the details of an explanation 
should play a functional role in the explanation (BoI, p.24).

By contrast, not all adaptations are explanations.

Being adapted is a criterion which can be used for judging explanations (and it is 
basically equivalent to the "hard to vary" criterion). If it has reach to non-
explanations that isn't a problem.

Indeed, some evolutionary adaptations are easy to vary: why do peacocks have 
nice tails instead of giant wangs or fancy eyebrows?

Peacock tails are hard to vary (in context): most random changes (using the 
actual method by which the feature is changed) make things worse not better.

The details of the tails have almost nothing to do with the function they serve: 
the tails are just a way of showing off genes that are capable of wasting material 
while still propagating. Any conspicuous waste of material would serve the same 
function. Adapted is not similar to hard to vary: all it implies is the ability to 
propagate in a particular environment.

"Hard to vary" is also environment/context specific. The full statement is "hard to 
vary while solving the same problem equally well or better".

Peacock tails are hard to vary in that sense. You says any conspicuous waste 
would work equally well. But that just isn't the case. Most possible changes to the 
genes that change the tail feature would work less well for the peacocks with 
those genetic mutations.

Could you explain what you mean by non-arbitrary?

There are various ways to put it. Here's one:

Ideas are arbitrary if they are selected from a set in a random way, or by whim. If 
one idea is selected over another without objectively differentiating the ideas, that 



is arbitrary.

Arbitrary ideas can be easily varied to any of the other ideas that weren't 
selected, since there is nothing worse about the ideas that were not selected.

Sets of equally good ideas are common. For example, if you consider a set of 
data, but no criticism, then there are infinitely many ideas that equally well 
account for the data.

Criticism changes this by differentiating some ideas. Some are refuted and some 
aren't. It breaks the symmetry. In this way, criticism helps us combat arbitrariness.

There's also the epistemological problem of choosing between rival theories.
BoI does not present a complete solution. One of the issues here is: whenever 
a
criticism of a theory is offered, at least one of the two ideas must be wrong.
Both criticism and theory are ideas, and they contradict, and there is a
symmetry. How is one to choose which is right? BoI addresses this but not 
fully.

I should think it depends on one being easier to vary than the other.

That cannot fully address the problem because people/ideas can disagree about 
how easy things to vary are. Their judgment of variability can vary. So then there 
is a case of contradicting ideas that has to be sorted out somehow.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Smalltalk
Date: June 30, 2011 at 6:30 PM

On Jun 30, 7:19 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Jun 30, 2011 at 5:52 AM, michael_ba...@mhiahq.com

<michael_ba...@mhiahq.com> wrote:
I also recall reading about a study at the Stanford University School
of Business that tracked a group of MBAs 10 years after they
graduated. The result? Grade point averages had no bearing on their
success -- but their ability to converse with others did.  Of course
we shouldn't confuse correlation and causation here, but being able to
"connect" with others through small talk is, in my opinion, an
important human skill -- at least for most people in most areas of
work, and for an active and fulfilled life generally.

I think social skills do directly contribute to success in some areas
of business including common areas MBAs pursue.

But I would question what "success" and "fulfilled life" really mean.

Is a career where you have to suck up to people, flatter people,
please people ... really what we should want? Why not a career that is
less focussed on other people, like Howard Roark had?

Wouldn't it be nicer to enter a field where people make decisions
rationally, objectively taking into account business considerations?
If they judged the product more and the salesman less?

When you have to do what others want for "success", that means you
have less control over your own life, less autonomy, less freedom,
less choice. And don't think conventional social memes are only for
work and won't affect home life; they will.

What's so fulfilling about talking to other people in social (not
philosophical) ways? Wouldn't creating objective knowledge be more
fulfilling? Isn't it more fulfilling to create a great product or
service? (Or, optionally, to be less career focussed is fine too!)



Could be wrong about this, but it looks like although Elliot refers to
smalltalk the rest of his post appears to narrow the meaning down to a
certain kind of smalltalk...more a behaiviour really - maybe
avoidance, or 'papering-over-cracks' - which can manifest as smalltalk
but in other ways too.

But smalltalk serves any number of other purposes, sometimes valuable
sometimes not. Very often it works out that engaging in small talk has
only neutral value, whereas not engaging is a  negative. For example
it can be an expectation in convention/protocol, along with handshakes
dress code, table manners and so on.



From: Michael Bacon <michael_bacon@mhiahq.com>
Subject: [BoI] Re: Smalltalk
Date: June 30, 2011 at 9:02 PM

"Could be wrong about this, but it looks like although Elliot refers
to smalltalk the rest of his post appears to narrow the meaning down
to a certain kind of smalltalk..."

I think you are wrong about this point.  Elliot's was the more narrow
definition.  David's response widened it, and acknowledged the extent
to which valuable information might be communicated.  I agreed and
said it could also be "fun", which in proper proportions can be
good.

Otherwise, I agree with your post.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Smalltalk
Date: July 1, 2011 at 3:16 AM

On Jul 1, 2:02 am, Michael Bacon <michael_ba...@mhiahq.com> wrote:
"Could be wrong about this, but it looks like although Elliot refers
to smalltalk the rest of his post appears to narrow the meaning down
to a certain kind of smalltalk..."

I think you are wrong about this point.  Elliot's was the more narrow
definition.  

that's what I said



From: Michael Bacon <michael_bacon@mhiahq.com>
Subject: [BoI] Re: Smalltalk
Date: July 1, 2011 at 6:28 AM

Of course, that is what you said -- sorry.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Christianity, Monogamy, Polygamy, and Mormons
Date: July 1, 2011 at 1:25 PM

On Jun 30, 10:34 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 30 Jun 2011, at 7:21pm, Anonymous Person wrote:

On Thu, Jun 30, 2011 at 7:45 AM, David Deutsch <david.deut...@qubit.org> 
wrote:

On 30 Jun 2011, at 2:03pm, John Campbell wrote:

On Thu, Jun 30, 2011 at 3:07 AM, Jordan Talcot <jordan.tal...@gmail.com> 
wrote:

Christians advocate monogamy, and think it's the only way.

In the bible, Abraham had three wives and Jacob had four wives. That's 
polygamy.

With all the polygamy in the bible, why do Christians think monogamy is so 
Christian?

Mormons have polygamy in their history, but monogamous present day 
practices.

Christians hold Mormon polygamy against them and think it taints them. 
Yet they don't apply this to themselves.

Do you expect Christians to be consistent?

Being 'inconsistent' from one time to another is essential for progress.

As for being inconsistent when comparing their own 'inconsistency' with that 
of the Mormons, I don't think that's illogical of them either. Mainstream 
Christians regard themselves as having improved their morality in regard to 



marriage since biblical times (or, as they might put it, they have come to 
understand God's will better). I think the reason they look down on Mormons 
in regard to polygamous marriage is that, first, they regard the Mormons as 
having taken a retrograde step in reintroducing polygamous marriage at a 
time when mainstream Christians had already decided that it was morally 
wrong; and second, they regard present-day Mormons as having abandoned 
it only for pragmatic reasons, and hence that Mormons have still not caught 
up morally with mainstream Christians.

If that's what Christians mean, why don't they say it?

Because they have a different epistemology and therefore don't especially want 
to defend their stance in terms of critical rationalism. (And most of them wouldn't 
know how to.)

If they don't
know how to express their position that's an important flaw in them.
It hampers critical discussion.

Well, sort of. But fortunately, people are inconsistent, and in Western culture, 
religious people are usually quite capable of critical discussion anyway. At least, 
no less capable than atheists with mistaken epistemology/metaphysics/moral 
philosophy.

-- David Deutsch- Hide quoted text -

- Show quoted text -

It's normal and natural for people to be inconsistent, but is it ok
for codified morality to be inconsistent?



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: [BoI] Formalistic philosophy (was: Universal Explainers)
Date: July 1, 2011 at 1:27 PM

2011/6/25 Elliot Temple <curi@curi.us>

Formalistic philosophy is a mistake in general. It loses its appeal in
fallibilist philosophy because we don't expect everything to be perfect
anyway. There's always mistakes all around. The important thing is to find
important mistakes and correct them. And each mistake only needs some finite
amount of precision to solve it; often not so much.

-- Elliot Temple
http://fallibleideas.com/

But sometimes more precision is needed (or maybe just wanted).

It doesn't look to me that formalism is a bad thing - most formalistic
statements are very precise in their meaning - and if one wants to solve
very specific problems that is a good thing. It seems to be that as theories
become better and better, problems become more and more specific and at some
point formalism might be unavoidable .

Can you elaborate this a bit more?

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] List Guidelines
Date: July 1, 2011 at 2:47 PM

On Jul 1, 2011, at 3:28 AM, Michael Bacon wrote:

Of course, that is what you said -- sorry.

Everyone please read and follow the BoI list guidelines.

http://beginningofinfinity.com/list-guidelines

e.g.

Every post should contain an idea which someone could perhaps learn from. 
Don't post one sentence fluff

Quote any text that you are replying to, so people know what you are 
commenting on. All posts should make sense if read individually — they should 
be standalone and self-contained.

-- Elliot Temple
http://elliottemple.com/

http://beginningofinfinity.com/list-guidelines
http://elliottemple.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Formalistic philosophy (was: Universal Explainers)
Date: July 1, 2011 at 2:57 PM

On Fri, Jul 1, 2011 at 10:27 AM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

2011/6/25 Elliot Temple <curi@curi.us>

Formalistic philosophy is a mistake in general. It loses its appeal in
fallibilist philosophy because we don't expect everything to be perfect
anyway. There's always mistakes all around. The important thing is to find
important mistakes and correct them. And each mistake only needs some finite
amount of precision to solve it; often not so much.

But sometimes more precision is needed (or maybe just wanted).

It doesn't look to me that formalism is a bad thing - most formalistic
statements are very precise in their meaning - and if one wants to solve
very specific problems that is a good thing.

Formalisms commonly provide precision about *irrelevant* things while
leaving important things ambiguous. And they commonly are low on
explanation.

There's no way to get *useful* precision except by thinking about it.
It takes creativity and problem solving, not formality.

It seems to be that as theories
become better and better, problems become more and more specific and at 
some
point formalism might be unavoidable .

Can you elaborate this a bit more?

Can you give a typical example you want to discuss? And/or commentary
addressing Popper's published statements about this.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI and Common Sense
Date: July 1, 2011 at 3:11 PM

On Jun 29, 2011, at 5:09 AM, Lulie Tanett wrote:

What are the main ways BoI philosophy differs from common sense?

Epistemology. Rejecting these:

- correlation hints at causation
- evidence hints at theories
- theories can be derived from evidence
- decisions are made based on which competing theory has the most support
- criticisms weaken theories but don't refute them, they just lessen the support
- unsupported theories are bad
- we can get certainty
- we can get replacements for certainty, such as high probability
- believing whatever authorities like scientists say, in fields where one doesn't 
know much, is a good way to go through life
- ideas and philosophies should have foundations
- ideas and philosophies should have justification
- authorities provide partial justification
- some truths are obvious, such as which authorities are valid

What are some ways BoI philosophy is closer to common sense than other 
philosophy?

The BoI worldview agrees with common sense that:

- morality is real and objective
- the physical world exists, objectively
- progress is good
- solipsism is a mistake
- strong skepticism is a mistake. we have knowledge
- strong authoritarianism is a mistake. authorities are fallible.
- religion isn't so bad
- parenting is important
- humans are powerful, humans are important
- ideas are powerful, ideas are important



-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Michael Bacon <michael_bacon@mhiahq.com>
Subject: [BoI] Re: List Guidelines
Date: July 1, 2011 at 3:46 PM

On Jul 1, 2:47 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 1, 2011, at 3:28 AM, Michael Bacon wrote:

Of course, that is what you said -- sorry.

Everyone please read and follow the BoI list guidelines.

http://beginningofinfinity.com/list-guidelines

e.g.

Every post should contain an idea which someone could perhaps learn from. 
Don't post one sentence fluff
Quote any text that you are replying to, so people know what you are 
commenting on. All posts should make sense if read individually — they 
should be standalone and self-contained.

Elliot,

I read and will follow the guidelines closely in the future.  In this
post my idea to learn from is that acknowledging one's error isn't
necessarily "fluff".  That's what I intended to do regarding hibbsa's
comment.  And, it applies equally to my mistake in not following the
posting guidelines.  Thanks for correcting me.

http://beginningofinfinity.com/list-guidelines


From: Elliot Temple <curi@curi.us>
Subject: [BoI] BoI List Popperian Invite Draft
Date: July 1, 2011 at 7:49 PM

I am writing several messages to use for inviting people to BoI list. I will be 
inviting some more people soon.

This list is semi-private until July 21 (US book release) at which point it will be 
publicly announced and more invites will be sent. At that time, it would be great if 
you all told anyone who might be interested on your blogs and other public places 
(for inviting individuals in private, go ahead and do that now!).

Here is my draft text for inviting Popperians. Any comments, criticism, 
refinements? Is it too long? How much should it say vs just giving a couple links?

I am writing to invite you to a new Popperian discussion group.

David Deutsch's new book, _The Beginning of Infinity_, is about the power of 
ideas. It argues that people can control and transform reality using explanatory 
knowledge. People can create any kind of knowledge, so we must understand all 
types of knowledge to understand our infinite potential. So it is a broad book 
covering topics like science, bad philosophy, memes and physics.

As a Popperian, Deutsch gets epistemology right. Only a Popperian could write a 
book of this kind. Deutsch introduces new ideas in epistemology such as the 
"principle of optimism" and a criticism of "weighing ideas". Your expertise could 
be valuable in refining these concepts.

As a Popperian myself, I am interested in critical discussion to improve the ideas 
further. Therefore I have created the discussion group for the book and broadly 
related topics.

I hope you will be interested in participating in the discussion group. Although I 
know many members would appreciate your contributions, it's fine to just listen.

To join, visit: http://beginningofinfinity.com/discussion

To get a clearer understanding of what Deutsch's ideas are like, check out my 

http://beginningofinfinity.com/discussion


interview with him:

http://beginningofinfinity.com/interview

Best Wishes,
Elliot Temple

http://beginningofinfinity.com/interview


From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: [BoI] Morality
Date: July 1, 2011 at 11:01 PM

What is the BoI approach to morality? Does it think that morality is
basically an evolved tradition for furthering cooperation and progress
between human beings?

What criticisms does it make of natural rights theory, and of
utilitarianism?



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Open Problems?
Date: July 2, 2011 at 3:29 AM

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Thursday, 30 June 2011, 23:12
Subject: Re: [BoI] Open Problems?

On Jun 30, 2011, at 2:55 PM, Alan Forrester wrote:

 ----- Original Message -----
 From: Elliot Temple <curi@curi.us>
 To: beginning-of-infinity@googlegroups.com
 Cc:
 Sent: Wednesday, 29 June 2011, 17:32
 Subject: Re: [BoI] Open Problems?

 On Jun 29, 2011, at 5:20 AM, Lulie Tanett wrote:

 What are the open problems in BoI?

 Which areas could one write a paper about and make progress?

 In the Socrates Dialog chapter it mentions a strong connection between
 epistemology and morality, then drops the topic.

 More knowledge is needed about getting rid of anti-rational memes. This
comes in

 two main categories: getting rid of them in yourself and preventing
transfer to

 your children.



 BoI discusses explanationless science. It doesn't specify which
papers and

 fields qualify. There is a problem of figuring out just which claims to
reject

 and which are OK, and also a problem of doing better science for issues
that

 need it.

 BoI doesn't solve epistemology. For example, the "hard to
vary"

 criterion can be varied into other criteria which are pretty equivalent
like

 "non-arbitrary" or "adapted". So why is "hard
to

 vary" favored? There must be a deeper something.

 "Hard to vary" applies to explanations: it says that the details
of an explanation should play a functional role in the explanation (BoI, p.24).

 By contrast, not all adaptations are explanations.

Being adapted is a criterion which can be used for judging explanations (and it
is basically equivalent to the "hard to vary" criterion). If it has
reach to non-explanations that isn't a problem.

If it's intended to be an account of the difference between good and bad 
explanations, then its (alleged) applicability to non-explanatory knowledge is a 
problem.

 Indeed, some evolutionary adaptations are easy to vary: why do peacocks
have nice tails instead of giant wangs or fancy eyebrows?

Peacock tails are hard to vary (in context): most random changes (using the
actual method by which the feature is changed) make things worse not better.



 The details of the tails have almost nothing to do with the function they
serve: the tails are just a way of showing off genes that are capable of wasting
material while still propagating. Any conspicuous waste of material would serve
the same function. Adapted is not similar to hard to vary: all it implies is the
ability to propagate in a particular environment.

"Hard to vary" is also environment/context specific. The full
statement is "hard to vary while solving the same problem equally well or
better".

The terminology section at the end of Chapter 1 begs to differ:

"Good/bad explanation: An explanation that is hard/easy to vary while still 
accounting for what it purports to account for."

Peacock tails are hard to vary in that sense. You says any conspicuous waste
would work equally well. But that just isn't the case. Most possible changes
to the genes that change the tail feature would work less well for the peacocks
with those genetic mutations.

The fact that biological evolution can't do something isn't much of an argument for 
it being hard to vary. Its only testing method is to build things and see if they can 
copy genes. The peacocks can't get out of that rut because their genes suck at 
epistemology.

 Could you explain what you mean by non-arbitrary?

There are various ways to put it. Here's one:

Ideas are arbitrary if they are selected from a set in a random way, or by whim.
If one idea is selected over another without objectively differentiating the
ideas, that is arbitrary.

Arbitrary ideas can be easily varied to any of the other ideas that weren't
selected, since there is nothing worse about the ideas that were not selected.

Sets of equally good ideas are common. For example, if you consider a set of
data, but no criticism, then there are infinitely many ideas that equally well



account for the data.

Criticism changes this by differentiating some ideas. Some are refuted and 
some
aren't. It breaks the symmetry. In this way, criticism helps us combat
arbitrariness.

 There's also the epistemological problem of choosing between rival
theories.

 BoI does not present a complete solution. One of the issues here is:
whenever a

 criticism of a theory is offered, at least one of the two ideas must be
wrong.

 Both criticism and theory are ideas, and they contradict, and there is
a

 symmetry. How is one to choose which is right? BoI addresses this but
not fully.

 I should think it depends on one being easier to vary than the other.

That cannot fully address the problem because people/ideas can disagree about
how easy things to vary are. Their judgment of variability can vary. So then
there is a case of contradicting ideas that has to be sorted out somehow.

They can disagree but my conjecture would be that they have different criteria 
and could make progress by dumping parochial criteria for judging theories. For 
example, creationists could dump their preference for having an authority to settle 
moral questions, which is easy to vary. Most atheists could make progress by 
dumping their aversion to objective morality.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Open Problems?
Date: July 2, 2011 at 4:48 AM

On Jul 2, 2011, at 12:29 AM, Alan Forrester wrote:

From: Elliot Temple <curi@curi.us>

On Jun 30, 2011, at 2:55 PM, Alan Forrester wrote:

From: Elliot Temple <curi@curi.us>

BoI doesn't solve epistemology. For example, the "hard to vary" criterion can 
be varied into other criteria which are pretty equivalent like "non-arbitrary" or 
"adapted". So why is "hard to vary" favored? There must be a deeper 
something.

"Hard to vary" applies to explanations: it says that the details of an 
explanation should play a functional role in the explanation (BoI, p.24).

By contrast, not all adaptations are explanations.

Being adapted is a criterion which can be used for judging explanations (and it 
is basically equivalent to the "hard to vary" criterion). If it has reach to non-
explanations that isn't a problem.

If it's intended to be an account of the difference between good and bad 
explanations, then its (alleged) applicability to non-explanatory knowledge is a 
problem.

Why is reach -- wider applicability -- a problem?

"Hard to vary" is also environment/context specific. The full statement is "hard 
to vary while solving the same problem equally well or better".

The terminology section at the end of Chapter 1 begs to differ:



"Good/bad explanation: An explanation that is hard/easy to vary while still 
accounting for what it purports to account for."

That means the same thing as what I said.

Accounting for something is type of a problem. I just gave a more general version 
which doesn't assume accounting for things is the only type of problem for 
explanations to solve.

Peacock tails are hard to vary in that sense. You says any conspicuous waste 
would work equally well. But that just isn't the case. Most possible changes to 
the genes that change the tail feature would work less well for the peacocks 
with those genetic mutations.

The fact that biological evolution can't do something isn't much of an argument 
for it being hard to vary. Its only testing method is to build things and see if they 
can copy genes. The peacocks can't get out of that rut because their genes 
suck at epistemology.

"Hard to vary" inherently refers to some standard. How hard? There is an implicit 
answer to that. Many ideas which are currently hard to vary will one day be easy 
to vary because their successors will be known or because other new knowledge 
will be helpful.

The standards for what is a good solution to a problem are higher for human 
knowledge than biological evolution. In either domain "hard to vary" and 
"adapted" (and "non-arbitrary") are equivalent criteria. All of them essentially ask: 
"Is it good quality knowledge?" (That is another equivalent criterion.)

What you can't do fairly is compare across domains. Any of these equivalent 
concepts will refer to a lower standard when applied to biological evolution, and a 
different, higher standard when applied to human explanatory knowledge.

Though, by the way, I don't know how to design an improved peacock. I'm not 
aware that anyone knows how yet. I think it's still hard for us to vary the 
peacock's design, despite our non-sucky epistemology.

Which reminds me: another open problem is how genes are so amazingly *good* 



at epistemology. Genetic programming has far better design than our current 
software development practices. Biological evolution has organized knowledge 
better than we know how to. We don't know how to deal with knowledge as well, 
nor do we know what selection pressure or mechanism caused this good design.

There's also the epistemological problem of choosing between rival 
theories. BoI does not present a complete solution. One of the issues here 
is: whenever a criticism of a theory is offered, at least one of the two ideas 
must be wrong. Both criticism and theory are ideas, and they contradict, and 
there is a symmetry. How is one to choose which is right? BoI addresses 
this but not fully.

I should think it depends on one being easier to vary than the other.

That cannot fully address the problem because people/ideas can disagree 
about how easy things to vary are. Their judgment of variability can vary. So 
then there is a case of contradicting ideas that has to be sorted out somehow.

They can disagree but my conjecture would be that they have different criteria 
and could make progress by dumping parochial criteria for judging theories. For 
example, creationists could dump their preference for having an authority to 
settle moral questions, which is easy to vary. Most atheists could make progress 
by dumping their aversion to objective morality.

Suggesting that atheists stop disliking morality is notoriously ineffective. There 
are possible ways forward to discover. Problems have solutions. But they aren't 
trivial and obvious. So there's a real open problem.

BoI does not present a general purpose solution to this entire problem. Nor do 
your examples constitute a general solution.

I think the solution involves unifying Popperian epistemology with the TCS [1] 
theory of coercion. TCS concerns itself with how to proceed rationally without 
assuming either side is right. This is just what's needed to deal with the 
fundamental symmetry between conflicting ideas. The symmetry always remains 
to some extent, but that is OK and we can live with it rationally.

[1] http://groups.google.com/group/taking-children-seriously/

http://groups.google.com/group/taking-children-seriously/


-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: Open Problems?
Date: July 2, 2011 at 5:21 PM

Are all explanations abstractions?

For example, when I explain to a child what a triangle is, I don't
want them to think that a triangle is bound up with any particular
concrete instantiation of one.

Also, scientific explanations, like the one used for seasonality in
BoI, make use of abstract statements. "Surfaces tilted away from
radiant heat sources are heated less" refers to no particular surface
or heat source.

Could abstractness be a feature that separates explanations from mere
descriptions?



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Open Problems?
Date: July 3, 2011 at 5:26 AM

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Saturday, 2 July 2011, 9:48
Subject: Re: [BoI] Open Problems?

On Jul 2, 2011, at 12:29 AM, Alan Forrester wrote:

  From: Elliot Temple <curi@curi.us>

  On Jun 30, 2011, at 2:55 PM, Alan Forrester wrote:

  From: Elliot Temple <curi@curi.us>

  BoI doesn't solve epistemology. For example, the "hard
to vary" criterion can be varied into other criteria which are pretty
equivalent like "non-arbitrary" or "adapted". So why is
"hard to vary" favored? There must be a deeper something.

  "Hard to vary" applies to explanations: it says that the
details of an explanation should play a functional role in the explanation (BoI,
p.24).

  By contrast, not all adaptations are explanations.

  Being adapted is a criterion which can be used for judging explanations
(and it is basically equivalent to the "hard to vary" criterion). If
it has reach to non-explanations that isn't a problem.

  If it's intended to be an account of the difference between good and
bad explanations, then its (alleged) applicability to non-explanatory knowledge



is a problem.

Why is reach -- wider applicability -- a problem?

The generation of explanatory is different from the generation of knowledge by 
biological evolution. The generation of knowledge by Sparta is different from the 
generation of knowledge by the modern West. So an explanation that puts them 
all on an even playing field is not the whole story. The difference is that unlike 
evolution and unlike Sparta we deliberately look for ways to make all of our 
knowledge harder to vary.

  "Hard to vary" is also environment/context specific. The full
statement is "hard to vary while solving the same problem equally well or
better".

  The terminology section at the end of Chapter 1 begs to differ:

  "Good/bad explanation: An explanation that is hard/easy to vary while
still accounting for what it purports to account for."

That means the same thing as what I said.

Accounting for something is type of a problem. I just gave a more general
version which doesn't assume accounting for things is the only type of
problem for explanations to solve.

No. An explanation always accounts for something. That is, it always picks out 
some state of affairs A as different from other conceivable states of affairs B, C 
and so on. If the explanation is right then A obtains. So, for example, if a moral 
explanation saying it is right to eat bananas is true, then it is right to eat bananas 
and the explanation accounts for why it is right to eat bananas. 

What problems are there that don't fit this pattern?

  Peacock tails are hard to vary in that sense. You says any conspicuous
waste would work equally well. But that just isn't the case. Most possible
changes to the genes that change the tail feature would work less well for the



peacocks with those genetic mutations.

  The fact that biological evolution can't do something isn't much of
an argument for it being hard to vary. Its only testing method is to build
things and see if they can copy genes. The peacocks can't get out of that
rut because their genes suck at epistemology.

"Hard to vary" inherently refers to some standard. How hard? There is
an implicit answer to that. Many ideas which are currently hard to vary will one
day be easy to vary because their successors will be known or because other 
new
knowledge will be helpful.

Harder to vary = better. Looking for harder to vary = looking for better.

The standards for what is a good solution to a problem are higher for human
knowledge than biological evolution. In either domain "hard to vary"
and "adapted" (and "non-arbitrary") are equivalent criteria.
All of them essentially ask: "Is it good quality knowledge?" (That is
another equivalent criterion.)

Biological evolution doesn't ask about quality. It asks only one thing: will this plan, 
when instantiated in a physical object make copies of the genes for that plan?

What you can't do fairly is compare across domains. Any of these equivalent
concepts will refer to a lower standard when applied to biological evolution,
and a different, higher standard when applied to human explanatory knowledge.

We can fairly compare across domains especially when we want to understand 
the differences between them.

Though, by the way, I don't know how to design an improved peacock. I'm
not aware that anyone knows how yet. I think it's still hard for us to vary
the peacock's design, despite our non-sucky epistemology.

Which reminds me: another open problem is how genes are so amazingly 
*good* at



epistemology. Genetic programming has far better design than our current
software development practices. Biological evolution has organized knowledge
better than we know how to. We don't know how to deal with knowledge as
well, nor do we know what selection pressure or mechanism caused this good
design.

This is true.

  There's also the epistemological problem of choosing
between rival theories. BoI does not present a complete solution. One of the
issues here is: whenever a criticism of a theory is offered, at least one of the
two ideas must be wrong. Both criticism and theory are ideas, and they
contradict, and there is a symmetry. How is one to choose which is right? BoI
addresses this but not fully.

  I should think it depends on one being easier to vary than the
other.

  That cannot fully address the problem because people/ideas can disagree
about how easy things to vary are. Their judgment of variability can vary. So
then there is a case of contradicting ideas that has to be sorted out somehow.

  They can disagree but my conjecture would be that they have different
criteria and could make progress by dumping parochial criteria for judging
theories. For example, creationists could dump their preference for having an
authority to settle moral questions, which is easy to vary. Most atheists could
make progress by dumping their aversion to objective morality.

Suggesting that atheists stop disliking morality is notoriously ineffective.
There are possible ways forward to discover. Problems have solutions. But they
aren't trivial and obvious. So there's a real open problem.

BoI does not present a general purpose solution to this entire problem. Nor do
your examples constitute a general solution.

I think the solution involves unifying Popperian epistemology with the TCS [1]
theory of coercion. TCS concerns itself with how to proceed rationally without
assuming either side is right. This is just what's needed to deal with the



fundamental symmetry between conflicting ideas. The symmetry always 
remains to
some extent, but that is OK and we can live with it rationally.

Perhaps the right way to think about it is this. What you're aiming for is the truth. 
To get the truth you try to make your theories harder to vary. There are habits and 
patterns of thought and interaction that make it easier for people to come up with 
hard to vary positions. Those habits etc are themselves hard to vary and our best 
account of them is TCS.

Alan



From: Justin Mallone <justinceo@gmail.com>
Subject: Notes on Popper -- Introduction to Conjectures and Refutations
Date: July 3, 2011 at 9:27 PM

I'm taking detailed notes on Popper's Conjectures and Refutations, in order to 
better understand Popper's arguments. Below are my notes from the introductory 
chapter, "On the Source of Knowledge and Ignorance."

I thought other people might find them interesting.

The numbers in parentheses are page numbers.

Introduction: On the Source of Knowledge and Of Ignorance

Popper addresses classic divide between empiricism (knowledge comes from 
observation) and rationalism(knowledge comes from the intellect) (4-5) Why is 
this important? Epistemology matters; has consequences. Rule of law/freedom 
can’t survive if no objective facts: how can judge make factual mistake? Can’t be 
more wrong about facts than right. (6)

Enlightenment inspired by optimistic epistemology; idea that man need not 
appeal to authority since he had capacity for knowing Truth within himself, via 
either observation of nature or intellectual intuition. (6-7) Opposite idea, disbelief 
in human reason, linked with distrust of man, need of powerful traditions and 
authorities to control him. (7)

Bacon / Descartes had idea that truth is manifest -- nature is open book. But then 
why falsehood? (9) According to them:
1) Maybe our own refusal to see manifest truth, or
2) Prejudices inculcated by education and tradition, or
3) Conspiracy theory of ignorance -- powers trying to keep us in ignorance.
Ex: Marxist theory of Capitalist press, Protestant beliefs in conspiracy of Roman 
church

Popper: But truth is, truth hard to come by. Erroneous beliefs survive for thousand 
of years without any conspiracy. (10)

Irony: bad epistemology inspired goodness ... but also badness. Conspiracy 



theory of truth means only evil people can refuse to see manifest truth. Also since 
theory is wrong, "manifest" truth needs to be reinterpreted ... need authorities. 
(Bad)

Veracitas dei -- Descartes' rationalist doctrine that truth is manifest -- has old 
roots. (11)
Greek Poets said inspiration from Muses; Greek philosophers said truth from 
Gods or Intellect.

Plato: anamnesis theory (that our soul knows everything but when we are born 
we forgot) related to divine origin of knowledge theory (13) and manifest truth 
theory: even in our fallen forgetfulness state, if we see truth, can't help but 
recognize it as truth

Plato's epistemology is kind of optimistic but turns pessimistic and authoritarian in 
The Republic and The Laws (14)

Socrates' maieutic art and Bacon's induction at root based on same idea (17)
1. Maieutic aims at asking questions designed to destory prejudices, traditional 
false beliefs, etc.; doesn't seek to teach any belief, but to cleanse soul of false 
prejudices
2. Bacon same: distinction between true methods and false methods. Must 
cleanse mind of false conjectures and guesswork (19) in order to spell out the 
book of nature.

Bacon and Descartes' epistemologies are anti-authority, but they really just 
substituted one authority for another; instead of appealing to our critical judgment, 
they appeal to authority of senses or intellect.
The problem remains: how can we admit that knowledge is human affair, without 
at the same time implying that all is individual whim?

But Xenophanes, Democritus, Socrates solved this: key realization is that all of us 
may and do err, singly and collectively, but that this very idea of error and human 
fallibility involves another one -- the idea of objective truth, the standard which we 
fall short of. (21)

While Socrates doubted human wisdom, Descartes doubts everything, only to 
wind up at the conclusion that absolutely certain knowledge exists, since doubting 
everything means doubting God, which is absurd. (21-22).



Establishing authorities sets up divide in ourselves between human opinion 
(doxa) and pure knowledge (episteme) (23)

Human errors ascribed to this -- our interpretations of episteme must be wrong, 
Maybe our traditions or languages are just not up to the task.
Popper: blaming ourselves and language lets you maintain authority of senses, 
but at expense of widening gap between supposed authority and ourselves
Idea that lack of knowledge based on human deceitfulness has political and other 
implications (24)

Can “strange view” that truth of statement can be decided upon by inquiring into 
its sources or origin be criticized? (24)
Popper argues that while definitions of words might be understood, in a certain 
limited sense, to have authorities (24-26), the doctrine of Essentialism does not 
follow.

CRITICISM (Not in book): Is this actually true though? Theories of meaning of 
words seem to be as free from authorities as anything else (note how words 
change meaning despite insistence from authorities about their "true" definition)

Essentialism argues that since origins can determine the true meaning of a term 
of word, they can determine the true definition of an important idea, and therefore 
determine at least some of the basic principles which are descriptions of the 
essences or natures of things and which underlie our demonstrations and 
consequently our scientific knowledge. (27)
But definitions cannot add to our knowledge of facts.

The attack on empiricism:
Hume's crit: if you ask why someone believes a particular fact, and they respond 
with X, and you ask them why they believe X, and so on, you either have to 
terminate on some fact present to your memory or senses, or concede that your 
worldview has no foundations (28)

Popper: the "what are the sources of your assertion" question is a bad one. 
Reasons:
Empiricists say observation is the basis of everything, but this is false.
Leads to infinite regress. Take an assertion like "The Prime Minister is returning 
early." Question; "how do you know?" Response: "I read it in the Times." 



Questions: "How do you know you read it in the Times and not a Times-like 
newspaper?" or, if you call up the paper and verify the story, they might say "We 
got the information from the Minister's office over the phone."

Basic observations aren't what the assertion is based on -- instead, there is 
tremendous theoretical knowledge about customs of people, institutions, etc. (30)
This applies even for historical research, where sources of information are 
important, personal observation isn't key -- a statement in a letter can be crucial
Hume disagreed, appealing to the settled historical consensus which terminates 
in direct observations -- but the settled historical consensus can be wrong if it 
relies on a spurious source, and eyewitnesses are notoriously unreliable (31)

So what are the sources of knowledge, then? (32)
There are plenty, but none has authority. Books, journals, experiments,, can all 
add to our knowledge, but none is an ultimate knowledge-source.
Ultimate sources of knowledge theory fails to distinguish between questions of 
origin and validity
Asking "what is the source of your assertion/" is a completely misconceived 
question, begging for an authoritarian answer
Traditional epistemology is all about offering absolute answers to questions about 
our sources of knowledge; historically this has not been challenged much.
Comparable to "who should rule?" question that Popper criticizes in Open Society 
(question isn't who should rule, but "how do we organize our political institutions 
so that bad or incompetent rulers cannot do too much damage?")
Popper proposes a new and different question: "How can we hope to detect and 
eliminate error?"
And we can do this by criticizing the theories or guesses of others and ourselves 
(34)

*This* is critical rationalism

Ten theses (36-38)
1.     No ultimate sources of knowledge
2.     Proper epistemological question is not one about sources, but rather, 
whether the assertion made is true -- whether we agree with the facts.
3.     All sorts of arguments may be relevant
4.     The most important source of our knowledge is tradition
5.     This makes anti-traditionalism futile, but, we must still criticize tradition
6.     Knowledge generally advances in the modfication of earlier knowledge



7.     Pessimistic and optimistic epistemologies are about equally mistaken.
8.     Neither observation nor reason is an authority.
9.     Exactness or precision for its own sake, as opposed to being as precise as 
the problem demands, is pointless. Words are significant as instruments for 
theory formulation, but verbal problems are tiresome and should be avoided.
10.  Every solution to a problem raises new unsolved problems



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Notes on Popper -- Introduction to Conjectures and Refutations
Date: July 3, 2011 at 9:39 PM

For people who are encouraged by Justin to take an interest in the contents of  
"Conjectures and Refutations" I have done summaries of several chapters.

http://www.the-rathouse.com/CRContents.html

Rafe Champion

http://www.the-rathouse.com/CRContents.html


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Morality
Date: July 3, 2011 at 11:31 PM

On Jul 1, 2011, at 8:01 PM, Michael Smithson wrote:

What is the BoI approach to morality?

BoI says that it is immoral to destroy the means of correcting errors.

It also sides with liberalism in the view that there is an objective truth, which is 
best for everyone, and which people can agree on. There are no necessary 
conflicts between men, no need to fight.

BoI says problems have solutions and it means solutions that are best *for 
everyone*, not for some at the expense of others.

Does it think that morality is
basically an evolved tradition for furthering cooperation and progress
between human beings?

Not quite. Morality is not just "between human beings". It is knowledge about how 
to live. That includes a life of solitude, as well as a life of cooperation. Morality 
applies either way.

Morality can tell us things about which lifestyles are better. But BoI doesn't take a 
stance on how much time to spend with other people or alone.

What criticisms does it make of natural rights theory, and of utilitarianism?

I don't recall criticisms of those in BoI. Though there's so many good criticisms I 
could have forgotten.

BoI has ideas which can play a role in criticizing natural rights and utilitarianism.

Here are criticisms I think are compatible with BoI:

Utilitarianism does not solve the problem. A moral theory should tell us about how 
to live. Utilitarianism seeks the most good for the most people. But what is good? 



It doesn't actually answer the question.

Sometimes it says good is happiness or it's good for people's preferences to be 
met. But some people find happiness in cruelty. Some have bad preferences. 
Utilitarianism does not say what preferences to have (except in so far as they 
should not thwart other people's preferences). It doesn't solve the problem.

And by the way, good is different than cows and many other things: you can't 
trivially count up how much there is. And once there is any bad, you face issues 
like: is 20 good and 10 bad better, or 5 good and 0 bad?

Natural rights theory asserts some rights. Why? They are "natural". This is mere 
arbitrary assertion, not argument. Because there's no good explanation,t he rights 
asserted are easily varied to other rights. "Nature granted rights" is compatible 
with asserting a vast variety of rights, it doesn't really tell us anything.

A good theory of morality has to actually address important moral problems in a 
hard to vary way. There has to be some non-arbitrary connection between the 
things asserted and the reasons for them. And the reasons can't be chosen 
arbitrarily.

If you'd like to discuss this more, I'd suggest commenting on:

http://curi.us/1169-morality

Also read:

http://curi.us/1163-morality-is-not-for-god

-- Elliot Temple
http://fallibleideas.com/

http://curi.us/1169-morality
http://curi.us/1163-morality-is-not-for-god
http://fallibleideas.com/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Open Problems?
Date: July 4, 2011 at 6:01 AM

On 2011-06-30, at 2:55 PM, Alan Forrester wrote:

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Wednesday, 29 June 2011, 17:32
Subject: Re: [BoI] Open Problems?

BoI doesn't solve epistemology. For example, the "hard to vary"
criterion can be varied into other criteria which are pretty equivalent like
"non-arbitrary" or "adapted". So why is "hard to
vary" favored? There must be a deeper something.

"Hard to vary" applies to explanations: it says that the details of an explanation 
should play a functional role in the explanation (BoI, p.24).

By contrast, not all adaptations are explanations. Indeed, some evolutionary 
adaptations are easy to vary: why do peacocks have nice tails instead of giant 
wangs or fancy eyebrows? The details of the tails have almost nothing to do 
with the function they serve: the tails are just a way of showing off genes that 
are capable of wasting material while still propagating. Any conspicuous waste 
of material would serve the same function. Adapted is not similar to hard to vary: 
all it implies is the ability to propagate in a particular environment.

Chapter 4 of BoI explicitly says that good adaptations are hard to vary:

That a gene is adapted to a given function means that few, if any, small changes 
would improve its ability to perform that function. Some changes might make no 
practical difference to that ability, but most of those that did would make it 
worse. In other words good adaptations, like good explanations, are 
distinguished by being hard to vary while still fulfilling their functions.



Do you mean to disagree with this, or is there something I am missing?

Jordan



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: Split brain: Was [BoI] How Universality Works
Date: July 5, 2011 at 7:07 AM

On 2011-06-22, at 4:00 AM, Michael Golding wrote:

The position that there is specialization in the brain is based first on the fact that 
the explanations make sense for why the brain would have evolved that way.  
So one would need an argument that somehow refutes the logic that learning is 
best accomplished by some degree of specialization.

Even if it were true that learning is best accomplished by specialization, that does 
not indicate how brains would have evolved. Evolution does not necessarily lead 
to the best outcome.

Nah. Refuting the idea that specialization in learning in the brain occurs would 
be sort of like trying to refute the idea that we walked on the moon!

Refuting an existing scientific theory is very different from proving a conspiracy. 
How do you think they are similar?

It is possible.  But *you* would first have to explain why everyone is lying and 
there is a conspiracy about our moon walks.  *You* would have to go through 
each paper about the moon landing and the videos and explain that what we 
see on a daily basis with flight and satellites and etc. is all fake or misinterpreted 
and that all the converging science about physics and flight is wrong. The 
mistake in thinking that there is a physics of flight would be the first thing that I 
would encourage you to think about.

There are people who believe that we have not walked on the moon.  To them I 
would ask them to learn a little bit about flight. That is the starting point. If they 
really were interested in the physics of flight, I would recommend a simple text 
on the physics of flight.

To you, I would recommend that you think about models of optimization and why 
specialization in learning things is useful. That is the starting point for an 
endeavor like this. If you want to know more about that, feel free to ask.



What do you mean by models of optimization, and why do you think it is relevant?

Jordan



From: Richard Fine <richard.fine@gmail.com>
Subject: Specialized hardware (WAS: [BoI] How Universality Works)
Date: July 5, 2011 at 8:47 AM

On 6/21/2011 3:37 AM, Elliot Temple wrote:
But there is no such thing as a CPU that runs games fast. Or a CPU that is good 
at running word processing programs. Or one that is good at natural language 
parsing. Or one that is good at emailing.

CPUs do not have a speed attached to each thing in their repertoire of possible 
computations, only to the smallest building blocks.

I agree that that's true for a CPU, but isn't there such a thing as a *computer* that 
runs games fast - or at least faster than other computers?

If you want to run a game, the speed is going to depend on two things, basically:

1) the speed of the chip, as a *single number*

2) how efficiently the game is programmed

If I've got two computers with the same CPU - so the speed of the chip is the 
same - and I run the same game on both computers - so the efficiency of the 
game's programming is the same - then I can still get different resulting speeds, 
for example because the graphics card in one computer is faster.

Older games supported 'software rendering' modes: they allowed for the 
possibility that your CPU was more efficient than your graphics card (or that you 
didn't have a graphics card) and did all their work on the CPU. If you ran both 
copies of the game in software rendering mode, then the speeds would be the 
same, despite the differences in graphics card: in that circumstance, the graphics 
card is irrelevant because it's not being used.

Graphics cards (GPUs) are universal computers too, but they have different 
performance characteristics to CPUs - they have a different instruction set, with 
different timings for the instructions, and different environmental factors (e.g. the 
latency to update the screen is lower than for the CPU).

So in practice the game has two processors available to it, and it can run almost 
any operation on either processor. Deciding which operations should happen on 



the CPU versus which should happen on the GPU is part of 'how efficiently the 
game is programmed,' just as deciding which algorithms to use is.

Maybe the program assumes that the GPU's performance characteristics make it 
faster than the CPU at rendering particle effects - though it might not make the 
same assumptions about other parts of the program (like the AI, or the audio). So 
it assigns the particle rendering work to the GPU, and the rest of the work to the 
CPU. If this assumption does not hold up in reality - if the GPU is not faster than 
the CPU - then the particle effects will run relatively slowly; and if the GPU is 
damaged or missing, then they may not run at all.

Slow or broken particle effects could be fixed by upgrading or replacing the GPU, 
but alternatively, the program could stop making the assumption that the GPU is 
faster than the CPU. If it did that, then it would do the work on the CPU instead 
using software rendering, and the effects would be faster than otherwise. (In fact, 
Intel's integrated graphic systems do something similar to this - transparently to 
the end program, they send certain kinds of graphics operation back to the CPU 
to perform, because it's faster at them).

These days, pretty much everybody makes the assumption that GPUs are faster 
than CPUs at rendering, so relatively few people still know how to write software 
renderers. (It's written down in books, of course, but people don't refer to them 
often). A person who understands how GPUs work would be able to write a 
software renderer that just emulated a GPU, though modern GPUs are complex 
to the extent that it's difficult for one person to understand everything about how 
they work.

***

I think there's a parallel to the 'specialized hardware' model of the brain. Different 
parts of the brain have different performance characteristics for different 
operations - for example, one bit is really fast at recognizing faces. If that part is 
damaged, then our ability to recognize faces is impaired. However, while fixing 
the damage to that part is one way to restore functionality, another is to change 
our assumption that it should use that hardware for the task.

As I understand it, this is exactly what a few people who have that kind of brain 
damage have done: they learn to 'consciously' recognize faces, by learning 
distinguishing details about people, and explicitly looking for those details. They 
can get faster at it by using techniques like decision trees: for example, "First look 



at the nose; if it's crooked, it's your wife; if it's not, look for eye color; if blue, it's 
your son; if green, it's your daughter." Things like Huffman coding might help too. 
This can allow them to identify the most important faces quickly.

Because it's generally true that people have functioning face recognition 
hardware, a more general theory of how to recognize faces without using it isn't 
well known - most people don't need to know it. Furthermore, because the way 
that the face recognition hardware works is not well understood, it's difficult for us 
to just emulate it, which would be the simplest way to ensure that we can do 
everything the hardware could do. Note that some disabilities have more theories 
about how to compensate for them than others: blind people, for example, have 
developed lots of theories about how to use touch instead of sight to get things 
done, e.g. folding $10 notes differently to $20 notes so they can tell which is 
which by feel.

Of the theories we do have, none of them require brain damage: it's possible for a 
normal person to train himself to ignore or distrust his facial recognition hardware, 
and consciously evaluate faces by the same techniques that people with brain 
damage do, just as it's possible for a sighted person to fold his bank notes 
differently.

So, while we do have hardware that is optimized for particular kinds of task, this 
doesn't imply that we *must* have dedicated hardware to perform that task, nor 
that the presence of that hardware must affect our ability to perform the task. 
Dedicated hardware is relevant to how we presently *do* work, but it doesn't 
restrict how we *can* or *should* work.

- Richard



From: John Campbell <smilesooner@gmail.com>
Subject: Re: Specialized hardware (WAS: [BoI] How Universality Works)
Date: July 5, 2011 at 1:27 PM

On Tue, Jul 5, 2011 at 7:47 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 6/21/2011 3:37 AM, Elliot Temple wrote:

But there is no such thing as a CPU that runs games fast. Or a CPU that is
good at running word processing programs. Or one that is good at natural
language parsing. Or one that is good at emailing.

CPUs do not have a speed attached to each thing in their repertoire of
possible computations, only to the smallest building blocks.

I agree that that's true for a CPU, but isn't there such a thing as a
*computer* that runs games fast - or at least faster than other computers?

 If you want to run a game, the speed is going to depend on two things,
basically:

1) the speed of the chip, as a *single number*

2) how efficiently the game is programmed

If I've got two computers with the same CPU - so the speed of the chip is
the same - and I run the same game on both computers - so the efficiency of
the game's programming is the same - then I can still get different
resulting speeds, for example because the graphics card in one computer is
faster.

Older games supported 'software rendering' modes: they allowed for the
possibility that your CPU was more efficient than your graphics card (or
that you didn't have a graphics card) and did all their work on the CPU. If
you ran both copies of the game in software rendering mode, then the speeds
would be the same, despite the differences in graphics card: in that
circumstance, the graphics card is irrelevant because it's not being used.



Graphics cards (GPUs) are universal computers too, but they have different
performance characteristics to CPUs - they have a different instruction set,
with different timings for the instructions, and different environmental
factors (e.g. the latency to update the screen is lower than for the CPU).

So in practice the game has two processors available to it, and it can run
almost any operation on either processor. Deciding which operations should
happen on the CPU versus which should happen on the GPU is part of 'how
efficiently the game is programmed,' just as deciding which algorithms to
use is.

Maybe the program assumes that the GPU's performance characteristics make
it faster than the CPU at rendering particle effects - though it might not
make the same assumptions about other parts of the program (like the AI, or
the audio). So it assigns the particle rendering work to the GPU, and the
rest of the work to the CPU. If this assumption does not hold up in reality
- if the GPU is not faster than the CPU - then the particle effects will run
relatively slowly; and if the GPU is damaged or missing, then they may not
run at all.

Slow or broken particle effects could be fixed by upgrading or replacing
the GPU, but alternatively, the program could stop making the assumption
that the GPU is faster than the CPU. If it did that, then it would do the
work on the CPU instead using software rendering, and the effects would be
faster than otherwise. (In fact, Intel's integrated graphic systems do
something similar to this - transparently to the end program, they send
certain kinds of graphics operation back to the CPU to perform, because it's
faster at them).

These days, pretty much everybody makes the assumption that GPUs are faster
than CPUs at rendering, so relatively few people still know how to write
software renderers. (It's written down in books, of course, but people don't
refer to them often). A person who understands how GPUs work would be able
to write a software renderer that just emulated a GPU, though modern GPUs
are complex to the extent that it's difficult for one person to understand
everything about how they work.

***

I think there's a parallel to the 'specialized hardware' model of the



brain. Different parts of the brain have different performance
characteristics for different operations - for example, one bit is really
fast at recognizing faces. If that part is damaged, then our ability to
recognize faces is impaired. However, while fixing the damage to that part
is one way to restore functionality, another is to change our assumption
that it should use that hardware for the task.

As I understand it, this is exactly what a few people who have that kind of
brain damage have done: they learn to 'consciously' recognize faces, by
learning distinguishing details about people, and explicitly looking for
those details. They can get faster at it by using techniques like decision
trees: for example, "First look at the nose; if it's crooked, it's your
wife; if it's not, look for eye color; if blue, it's your son; if green,
it's your daughter." Things like Huffman coding might help too. This can
allow them to identify the most important faces quickly.

Because it's generally true that people have functioning face recognition
hardware, a more general theory of how to recognize faces without using it
isn't well known - most people don't need to know it. Furthermore, because
the way that the face recognition hardware works is not well understood,
it's difficult for us to just emulate it, which would be the simplest way to
ensure that we can do everything the hardware could do. Note that some
disabilities have more theories about how to compensate for them than
others: blind people, for example, have developed lots of theories about how
to use touch instead of sight to get things done, e.g. folding $10 notes
differently to $20 notes so they can tell which is which by feel.

Of the theories we do have, none of them require brain damage: it's
possible for a normal person to train himself to ignore or distrust his
facial recognition hardware, and consciously evaluate faces by the same
techniques that people with brain damage do, just as it's possible for a
sighted person to fold his bank notes differently.

So, while we do have hardware that is optimized for particular kinds of
task, this doesn't imply that we *must* have dedicated hardware to perform
that task, nor that the presence of that hardware must affect our ability to
perform the task. Dedicated hardware is relevant to how we presently *do*
work, but it doesn't restrict how we *can* or *should* work.

- Richard



These last five paragraphs make good sense to me. The specialized
pre-programming of the brain seem to be designed to optimize us for
particular critical tasks. Those tasks could be performed without that
pre-programming, but the speed of processing and the time to learn the skill
or function could make survival much less likely.

At Elliot Temple's website   http://curi.us/1531-rand-on-nurture#c2102

 Elliot restated Ayn Rand assertion that:

"men are born *tabula rasa*, both cognitively and morally

Ayn Rand, _The Virtue of Selfishness_, p54"

David Deutsch responded to that statement:

"Can't be born a tabula rasa cognitively, because then one could never learn
not to be one, since one would have no knowledge of how to learn. The idea
only makes sense to someone who thinks we learn through experience writing
ideas onto our blank slate - empiricism.

Can't be born a tabula rasa morally, since we are born with preferences and
the propensity to change them (see above).

And anyway, try this thought experiment: Get a tabula rasa. Sit comfortably
in an armchair and observe it. Its subsequent behaviour is nothing like a
baby's."
 ------------------------------
David Deutsch at 7:42 PM <http://curi.us/comments/show/2102> on January 24,
2011 | Permalink <http://curi.us/comments/show/2102>

I am thinking that without that pre-programming we would be a blank slate.

John Campbell

http://curi.us/1531-rand-on-nurture#c2102
http://curi.us/comments/show/2102
http://curi.us/comments/show/2102


From: Elliot Temple <curi@curi.us>
Subject: Re: Specialized hardware (WAS: [BoI] How Universality Works)
Date: July 5, 2011 at 2:28 PM

On Jul 5, 2011, at 5:47 AM, Richard Fine wrote:

Maybe the program assumes that the GPU's performance characteristics make 
it faster than the CPU at rendering particle effects

FYI, not a good assumption. Also the issue isn't putting particles where they are 
rendered faster. What's important is addressing and avoiding bottlenecks.

http://forums.create.msdn.com/forums/p/77604/471425.aspx

I'm working on a 3D RTS game for Xbox 360 and I'm wondering if particle 
effects should be handled by the CPU or the GPU?

XNA particle system frameworks seems to be CPU based, like DPSF and 
Mercury.
On the other hand, the App Hub Particles 3D example is GPU based.

and

GPU particle systems tend to be simpler, as the entire thing has to run in a 
shader. They have to be able to calculate positions from a bunch of constants 
and the initial vertex data, which means it limits the behavior to strictly 
parametric movement (move along a predetermined path). There are hybrid 
systems where you can update say just the vertex position data and offload the 
rest of the work to the shader, but then you start to lose the benefit.

If your game has CPU time to spare then I'd say go with CPU particles. If your 
needs are simple and you want 1,000's of particles, then go with GPU.

Interesting thread. Note the attention to bottlenecks. (Hint: the words 
"constrained" and "bound" can both be used to refer to bottlenecks.)

I wonder why no one suggested coding it two ways and *switching* based on 
what the game is currently doing. For example some games, like Warcraft 3, get 

http://forums.create.msdn.com/forums/p/77604/471425.aspx


*predictably* CPU constrained when there's too many units on screen due to the 
AI costs. One could detect when there's more than 150 units and some other 
cases, and then change particle systems accordingly.

I think there's a parallel to the 'specialized hardware' model of the brain. 
Different parts of the brain have different performance characteristics for 
different operations - for example, one bit is really fast at recognizing faces.

This is a bad example because part of visual processing, including perhaps parts 
of facial recognition, are done *outside the mind*. This confuses the main thing at 
issue about how minds (aka intelligences), or part of minds, can specialize.

Face recognition is further an *uncreative* task. It doesn't require intelligence. 
This is completely different from claimed examples like *language specialization*. 
Having a conversation in English does require intelligence while various types of 
visual processing don't. Of course you can have visual processing on a non-
intelligent CPU outside the mind -- it's so easy that today's programmers can and 
do accomplish it. But that has no bearing on the issue of specialization of different 
functions of intelligence like language.

So let's change it to a different example, such as being good at math, being good 
at understanding statements in language, being good at political rhetoric, being 
good at chess, being a good lawyer, being a good cook, whatever. For any of 
those the answer is:

Being good at math, like all other complex things minds do, isn't a hardware level 
operation. It's a combination of many smaller operations including repeated use 
of all common operations. The hardware implements *small things* and high level 
operations are an emergent property.

Universality is structured as a small set of simple things "jump" to universal 
power. The hardware implementation of a universal explainer has *only* simple 
parts.

It's like how "play a video" isn't a feature of CPUs and they can't be specialized 
for "play a video". They can only be specialized for things they actually directly 
do, e.g. floating point math. There exist some things that are heavy on floating 
point math, but as I already discussed, they still do other things and CPUs need 
to be (and are) pretty well rounded.



If you're interested in this, you might want to look up the Velocity Engine on the 
g4. It has reach. It isn't specialized to one thing like "play games", "particle 
effects", "recognize faces" or "play videos". It speeds up quite a wide range of 
things -- very approximately all programs that were floating point bottlenecked.

Speeding up some of the basic operations used by many, many different 
programs is never going to specialize a CPU to a particular high level task but 
have reach to many high level tasks. Apple emphasized this by doing a variety of 
demos when they introduced it; they rightly did not present it as being specialized 
but as being useful to a lot of different tasks.

BTW the issue of how fast a g4 does Seti@Home is totally different than the 
issue of how "good" it is at Seti. A g3 will get exactly the same answer but slower. 
But when a *person* is good at math, or politics, or chess, or whatever, that does 
not consist of getting the same answer faster. A bad chess player will play 
*different moves* while a slower g3 will get exactly the same results as a g4. 
Speed isn't goodness, and intelligence isn't about thinking fast. DD mentions this 
here:

http://beginningofinfinity.com/interview

But because of universality, that isn't so: we know that hardware can at most 
affect the speed of computation. The thing that people call intelligence in 
everyday life — like the ability of some people like Einstein or Feynman to see 
their way through to a solution to a problem while other people can't — simply 
doesn't take the form that the person you regard as 'unintelligent' would take a 
year to do something that Einstein could do in a week; it's not a matter of speed. 
What we really mean is the person can't understand at all what Einstein can 
understand. And that cannot be a matter of (inborn) hardware, it is a matter of 
(learned) software.

-- Elliot Temple
http://fallibleideas.com/

http://beginningofinfinity.com/interview
http://fallibleideas.com/


From: jim morris <james.morris@gmail.com>
Subject: [BoI] Re: "What Technology Wants" by Kevin Kelly
Date: July 6, 2011 at 7:19 AM

The Nature of Technology by Brian Arthur, which Kevin Kelley cites
enthusiastically, is a more rigorous treatment.  He seeks to define
technology rigorously and develops a theory of how it evolves. He says
a technology has three properties: it serves a human purpose, is
decomposable into sub-technologies, and depends upon natural
(including psychological) phenomena.

On Jun 30, 4:45 pm, John Campbell <smilesoo...@gmail.com> wrote:
On Sat, Jun 25, 2011 at 3:43 PM, Lulie Tanett <lul...@gmail.com> wrote:

On 23 Jun 2011, at 09:47 AM, jim morris <james.mor...@gmail.com> wrote:

... touches on some of BoI's topics although he was not aware of it,
or of FoR.

What topics?

--
Lulie Tanett

Kevin Kelly is an interesting guy who writes about technology - his primary
thesis can be summed up as:

"Tech enthusiast Kevin Kelly asks "What does technology want?" and discovers
that its movement toward ubiquity and complexity is much like the evolution
of life."

This description comes from his TED talk:

http://www.ted.com/talks/kevin_kelly_on_how_technology_evolves.html

That gives a good overview of where he is coming from.

As an aside, his previous book,* **Out of Control: The New Biology of
Machines, Social Systems, and the Economic
World<http://en.wikipedia.org/wiki/Out_of_Control:_The_New_Biology_of_Machi

http://www.ted.com/talks/kevin_kelly_on_how_technology_evolves.html
http://en.wikipedia.org/wiki/Out_of_Control:_The_New_Biology_of_Machi


...>
*was required reading for the primary actors before filming The Matrix*.

*John Campbell
*
*



From: Nick <revolutionaryacademic@googlemail.com>
Subject: [BoI] Popper did not solve the problem of induction
Date: July 7, 2011 at 6:38 AM

At the end of Elliot's interview with David online, David says "Yes, Popper
solved the problem of induction.  Why is that still a question?".

But Popper did not solve the problem of induction.  In order to do that it
is necessary to acknowledge that, because physics persistently only accepts
unified theories even though endlessly many empirically more successful
disunified rivals are available, science implicitly accepts, as a part of
theoretical knowledge, a metaphysical thesis about the nature of the
universe concerning unity - at the very least, that the universe is
such that no disunified theory is true.

Popper did not, and could not, agree, because to do so would involve
abandoning his criterion of demarcation.

In order to solve the problem of induction one needs to adopt aim-oriented
empiricism, as I have argued in some detail: see, for example, my "The
Comprehensibility of the Universe" (OUP, 1998); "Is Science Neurotic?"
(Imperial College Press, 2004, pp. 205-220); "From Knowledge to Wisdom" (2nd
ed., Pentire Press, 2007, ch. 14); A Mug's Game?  Solving the Problem of
Induction with Metaphysical Presuppositions
http://philpapers.org/archive/MAXAMG.1.doc .

                    Best wishes,

                                Nick Maxwell
Website: www.nick-maxwell.demon.co.uk
Publications online: http://philpapers.org/profile/17092

http://philpapers.org/archive/MAXAMG.1.doc
http://philpapers.org/profile/17092


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Popper did not solve the problem of induction
Date: July 7, 2011 at 1:30 PM

On 7 Jul 2011, at 11:38am, Nick wrote:

At the end of Elliot's interview with David online, David says "Yes, Popper solved 
the problem of induction.  Why is that still a question?".

But Popper did not solve the problem of induction.  In order to do that it is 
necessary to acknowledge that, because physics persistently only accepts 
unified theories even though endlessly many empirically more successful 
disunified rivals are available, science implicitly accepts, as a part of theoretical 
knowledge, a metaphysical thesis about the nature of the universe concerning 
unity - at the very least, that the universe is such that no disunified theory is 
true.

I think it's being over-generous to inductivists and crypto-inductivists to call that 
'the problem of induction' or any part of it.

The problem of induction is the problem of how it can be possible to derive, or 
justify, universal theories from observations. The solution includes the categorical 
denial that we do, or could do, or need to do, any such thing. In particular, we 
don't derive, or justify, theories by falsifying their rivals. We don't derive or justify 
them at all.

The issue you mention above, namely that unified and disunified theories may at 
a given time be indistinguishable by experiment yet we prefer the unified ones 
and that cannot possibly be due to refuting them -- looks like the problem of 
induction *to an inductivist* (or crypto-inductivist). That is because it reminds him 
of the infinite-ambiguity problem of inductivism, namely that an infinity of universal 
theories is always compatible with a finite set of data. But to a Popperian, who 
isn't expecting that ambiguity ever to be eliminated or diminished in any way and 
who doesn't mind because he's not expecting to derive theories from 
observations, it doesn't look like the same issue at all.

Also, I argue in BoI that that infinite-ambiguity problem with induction, though 
fatal, is not the worst flaw in inductivism.

I don't think it's true that physics necessarily prefers unified theories over 



disunified rivals. It's just that this is often the outcome of other criteria. For 
instance, if the 'empirically more successful' disunified rivals contradict each 
other, and the unified theory is not self-contradictory, then it is rational to prefer it 
to the conjunction of the disunified theories. Often, also, the unified theory is more 
testable because it explains more. For example, when Newton unified terrestrial 
and celestial mechanics, it eliminated the awkward explanatory lacuna of what 
would happen if a terrestrial object was projected into space, or a meteor fell to 
Earth. Although testing this was not practical in Newton's time, noticing the gap -- 
and the fact that explanations of events in that gap were easily variable -- was 
practical.

In general, I'd have thought that a categorical preference for unified theories is 
not characteristic of physicists but of cranks. Unrefuted conspiracy theories can 
always unify anything. And (as I also mention in BoI) making such theories 
testable (in the future) is quite easy too.

Popper did not, and could not, agree, because to do so would involve 
abandoning his criterion of demarcation.

The criterion of demarcation is not, in my opinion, very important in Popper's 
theory of knowledge, and isn't appealed to in his solution of the problem of 
induction.

I agree that Popper over-emphasised it, and somewhat under-emphasised the 
*explanatory* role of scientific theories and therefore did not discuss in sufficient 
detail what constitutes a good explanation. That deficiency, which I've tried to fix, 
is unrelated to the problem of induction though.

In order to solve the problem of induction one needs to adopt aim-oriented 
empiricism, as I have argued in some detail: see, for example, my "The 
Comprehensibility of the Universe" (OUP, 1998); "Is Science Neurotic?" 
(Imperial College Press, 2004, pp. 205-220); "From Knowledge to Wisdom" (2nd 
ed., Pentire Press, 2007, ch. 14); A Mug's Game?  Solving the Problem of 
Induction with Metaphysical Presuppositions 
http://philpapers.org/archive/MAXAMG.1.doc .

I plan to read them all. I have read about half of "The Comprehensibility of the 
Universe", but have been finding it heavy going and am not yet understanding the 
big picture.

http://philpapers.org/archive/MAXAMG.1.doc


I'm hoping that 'aim-oriented empiricism' will turn out to be compatible with 'the 
quest for hard-to-vary explanations'.

-- David Deutsch



From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Popper did not solve the problem of induction
Date: July 7, 2011 at 4:19 PM

Popper "solved" the problem of induction by changing the goal of
scientific investigation. It has nothing to do with metaphysical
presuppositions.

Popper said: the goal of scientific investigation has been to obtain
justified true (or probable) belief, where "justification" means
derivation from observation-statements. This is impossible. The
problem of induction is insurmountable, justification leads to
insoluble paradoxes, and it is not more useful than unadorned truth
anyway. How about we change the goal of scientific investigation to
discovering truth theories about how the world works. And *poof*, like
that, the problem of induction vanishes; it simply does not exist.

One cannot have problems without goals, and what goals one chooses to
pursue will change what problems one has.

On Jul 7, 5:38 am, Nick <revolutionaryacade...@googlemail.com> wrote:
At the end of Elliot's interview with David online, David says "Yes, Popper
solved the problem of induction.  Why is that still a question?".

But Popper did not solve the problem of induction.  In order to do that it
is necessary to acknowledge that, because physics persistently only accepts
unified theories even though endlessly many empirically more successful
disunified rivals are available, science implicitly accepts, as a part of
theoretical knowledge, a metaphysical thesis about the nature of the
universe concerning unity - at the very least, that the universe is
such that no disunified theory is true.

Popper did not, and could not, agree, because to do so would involve
abandoning his criterion of demarcation.

In order to solve the problem of induction one needs to adopt aim-oriented
empiricism, as I have argued in some detail: see, for example, my "The
Comprehensibility of the Universe" (OUP, 1998); "Is Science Neurotic?"
(Imperial College Press, 2004, pp. 205-220); "From Knowledge to Wisdom" (2nd
ed., Pentire Press, 2007, ch. 14); A Mug's Game?  Solving the Problem of
Induction with Metaphysical 



Presuppositionshttp://philpapers.org/archive/MAXAMG.1.doc.

                    Best wishes,

                                Nick Maxwell
Website:www.nick-maxwell.demon.co.uk
Publications online:http://philpapers.org/profile/17092

http://philpapers.org/archive/MAXAMG.1.doc
http://philpapers.org/profile/17092


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper did not solve the problem of induction
Date: July 7, 2011 at 4:33 PM

On Jul 7, 2011, at 3:38 AM, Nick wrote:

At the end of Elliot's interview with David online, David says "Yes, Popper
solved the problem of induction.  Why is that still a question?".

But Popper did not solve the problem of induction.  In order to do that it
is necessary to acknowledge that, because physics persistently only accepts
unified theories even though endlessly many empirically more successful
disunified rivals are available, science implicitly accepts, as a part of
theoretical knowledge, a metaphysical thesis about the nature of the
universe concerning unity - at the very least, that the universe is
such that no disunified theory is true.

The topic here is epistemological methods. We need rational methods. What are 
they?

Rational, epistemological methods are ways of dealing with ideas which allow us 
to (fallibly) judge better and worse, true and false. They let us evaluate ideas. And 
they also allow changing our evaluation later; they allow the possibility of 
discovering and correcting mistakes.

Imaginative and critical discussion is a rational method which Popper advocated.

What's being proposed here is to add something else into the basic methods of 
epistemology: a criterion favoring unified theories over disunified theories.

I think that's a mistake. I think the basic methods of epistemology should be as 
neutral as possible. They shouldn't contain our current ideas but allow for easily 
changing ideas.

Epistemological methods should having various criteria as *removable and 
replaceable* parts, not entrenched into the design permanently. The criteria 
should be secondary and should be expected to be improved.

So whether I agree with it or not, I don't want this "unified is better than disunified" 
criterion to be a fundamental part of epistemology. Even if it's true, we don't need 



to make our epistemological methods have any direct information about it.

Our epistemological methodology doesn't need to, and should not, take the 
position that a particular criterion for judging ideas is correct and fundamental.

Rather, we can incorporate a changing list of our current best criteria. The criteria 
can even be changed on a problem by problem or field by field basis, when there 
is a good argument to do so.

"Unified theories are better than disunified" should be in the *category* "criticism 
statement" not "law of epistemology".

To be a good criticism, an explanation for *why* disunified theories are bad would 
need to be included. I'm sure there are some but I'd want them to be stated 
explicitly for consideration. After that, we could try to criticize the explanations. 
They should be open to criticism, not built into basic epistemology. Even if we 
don't see any flaws today, we might discover one in the future.

And we could consider the reach of the explanation for the anti-disunified idea: it 
might not apply in all cases. Many criticisms are not fully general purpose and 
that's fine. Even if we think the reach is universal now, we could later change our 
minds.

Popper did not, and could not, agree, because to do so would involve 
abandoning his criterion of demarcation.

Popper's demarcation criterion is significantly terminological. We *call* things 
science if they are empirically refutable. To the extent it is terminological, he could 
adopt Nick's view without abandoning Popper's criterion. Nick's view didn't make 
specific terminological assertions and so could be expressed in pretty much any 
terminology.

The other main part of Popper's demarcation criterion was it helped solve a 
particular class of problems. There were some thinkers (in particular: Marx, 
Freud, Adler), each of whom had a theory he claimed was scientific. They used 
this scientific status as a major part of their rhetoric.

Popper saw they were not the same kinds of things as theories in physics, and he 



wanted to refute the rhetoric. So he needed a way of understanding what science 
is, which includes physics but excludes, e.g., Marxism and historicism.

That's not to say Marxism is necessarily false. It was never a criteria of falseness. 
We're just denying Marxism's claim to be science, with all the respect and 
legitimacy that science has. Marxism had no valid claim to science's reputation, 
and did not actually use science's methods (once one understand what those 
are).

So Popper clarified what the methods and nature of science are, and explained 
how Marx, Freud and Adler do not qualify.

Popper's solution had reach to some further issues too. It turned out to be useful 
for some other things. But not everything (it's sometimes been overestimated). It's 
just one nice idea, not his whole epistemology.

I don't think the demarcation criteria prevented Popper from agreeing with the 
above, or think there is a problem with the criterion. I also don't see a direct 
connection between the criterion and the above.

A Mug's Game?  Solving the Problem of Induction with Metaphysical 
Presuppositions
http://philpapers.org/archive/MAXAMG.1.doc

I took a look at this paper and found that it advocates justificationism: that 
theories can and should be justified. It's concerned with how to justify theories. It 
attempts to solve the problem of induction by offering a new system of 
justification.

The abstract makes this clear enough, I think:

This paper argues that a view of science, expounded and defended elsewhere, 
solves the problem of induction.  The view holds that we need to see science as 
accepting a hierarchy of metaphysical theses concerning the comprehensibility 
and knowability of the universe, these theses asserting less and less as we go 
up the hierarchy.  It may seem that this view must suffer from vicious circularity, 
in so far as accepting physical theories is justified by an appeal to metaphysical 
theses in turn justified by the success of science.  But this is rebutted.  A thesis 

http://philpapers.org/archive/MAXAMG.1.doc


high up in the hierarchy asserts that the universe is such that the element of 
circularity, just indicated, is legitimate and justified, and not vicious.  Acceptance 
of the thesis is in turn justified without appeal to the success of science.  It may 
seem that the practical problem of induction can only be solved along these 
lines if there is a justification of the truth of the metaphysical theses in question.  
It is argued that this demand must be rejected as it stems from an irrational 
conception of science.

There's also a clear justificationist statement in the notes:

25.  What justifies the claim that physicalism has been more fruitful for 
theoretical physics than any rival idea?  This is justified by the point made in 
section II.

This has implicit the idea that claims should be justified, and can be. And explicit 
a claim to have actually done it.

And the paper contains other statements about justification. Like:

First, there is no question of the truth of theories being justified by an appeal to 
metaphysical theses, the truth of which is in turn justified by the success of 
science

So I would ask: what is the criticism of Popper's refutation of justificationism? I 
(like DD) thought Popper's refutation was correct and would like to learn any 
flaws it has.

A good statement of Popper's refutation of justificationism can be found in 
_Realism and the Aim of Science_ by Popper. See pages 18-30, and perhaps 
more for context and further discussion. Is there a criticism of Popper's position 
here?

The paper also says:

Fifth, my solution amounts to a radical improvement of Popper's attempted 
solution.  Popper was hostile to this, and Popperians today are hostile to it, 
precisely because I have the temerity to claim that I have radically improved 
Popper's ideas.



I think I can answer that. I propose it's not opposition to improvement or changes 
but due to the justificationism in Nick's position. Justificationism strikes 
Popperians not as improving on Popper but as fundamentally disagreeing with 
Popper.

So to sum up my email, I made 3 main points:

1) The methods of epistemology and reason should be kept separate from 
particular criteria for judging ideas.

2) Popper's demarcation is a good idea as far as it goes, and (I think) not directly 
related to the disagreements.

3) Nick is in the justificationist camp, contrary to Popper's refutation of 
justificationism. Why?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Notes on Popper -- Introduction to Conjectures and Refutations
Date: July 7, 2011 at 5:39 PM

On Jul 3, 2011, at 6:27 PM, Justin Mallone wrote:

I'm taking detailed notes on Popper's Conjectures and Refutations, in order to 
better understand Popper's arguments. Below are my notes from the 
introductory chapter, "On the Source of Knowledge and Ignorance."

I thought other people might find them interesting.

The numbers in parentheses are page numbers.

Introduction: On the Source of Knowledge and Of Ignorance

Popper addresses classic divide between empiricism (knowledge comes from 
observation) and rationalism(knowledge comes from the intellect) (4-5) Why is 
this important? Epistemology matters; has consequences. Rule of law/freedom 
can’t survive if no objective facts: how can judge make factual mistake? Can’t 
be more wrong about facts than right. (6)

Enlightenment inspired by optimistic epistemology; idea that man need not 
appeal to authority since he had capacity for knowing Truth within himself, via 
either observation of nature or intellectual intuition. (6-7) Opposite idea, disbelief 
in human reason, linked with distrust of man, need of powerful traditions and 
authorities to control him. (7)

Yeah. Left wing (authoritarian) types complain so much about how the masses 
are stupid sheeple. Right wing Christian types, in America, have a more positive 
and respectful view of humanity and much less desire to be tyrants.

The big Government left has much more interest in regulating people's peaceful 
behavior. They want laws about not just cocaine but cigarettes, and even fast 
food. They want laws against not just fraud but letting anyone ever buy something 
-- voluntarily and with full knowledge -- that doesn't have enough Government 
mandated safety features. They want laws against not saving for retirement 



(social security), against not buying health insurance, against voluntarily working 
at a job with low pay (minimum wage), and so on.

They fear mistakes, and wish to make many mistakes illegal. They think people 
have to be stopped from making mistakes by force to have good lives.

That's a mistake. As BoI explains, mistakes are inevitable and can't all be 
avoided in advance. But problems are soluble. Mistakes aren't a disaster; we can 
cope with them and improve things. And further there is fallibilism: many of the 
ideas being forced on people by law are themselves mistakes.

So the right attitude is, following Popper, to set up political systems that can 
correct mistakes and which promote freedom, rather than ones which try to figure 
out the perfect life and entrench it in law forever. We need to focus on making 
progress rather than intolerantly disallowing anyone from disagreeing with our 
current best ideas. Popper called this the "Who should rule?" issue which he 
rejects as a bad question.

BoI is on the pro-human side. It says we're not insignificant chemical scum but 
universal explainers with the potential to reshape the world. And it advocates 
Popper's stance on "Who should rule?".

Bacon / Descartes had idea that truth is manifest -- nature is open book. But 
then why falsehood? (9) According to them:
1) Maybe our own refusal to see manifest truth, or
2) Prejudices inculcated by education and tradition, or
3) Conspiracy theory of ignorance -- powers trying to keep us in ignorance.
Ex: Marxist theory of Capitalist press, Protestant beliefs in conspiracy of Roman 
church

Popper: But truth is, truth hard to come by. Erroneous beliefs survive for 
thousand of years without any conspiracy. (10)

Irony: bad epistemology inspired goodness ... but also badness. Conspiracy 
theory of truth means only evil people can refuse to see manifest truth. Also 
since theory is wrong, "manifest" truth needs to be reinterpreted ... need 
authorities. (Bad)

Veracitas dei -- Descartes' rationalist doctrine that truth is manifest -- has old 
roots. (11)



Greek Poets said inspiration from Muses; Greek philosophers said truth from 
Gods or Intellect.

Plato: anamnesis theory (that our soul knows everything but when we are born 
we forgot) related to divine origin of knowledge theory (13) and manifest truth 
theory: even in our fallen forgetfulness state, if we see truth, can't help but 
recognize it as truth

Plato's epistemology is kind of optimistic but turns pessimistic and authoritarian 
in The Republic and The Laws (14)

Socrates' maieutic art and Bacon's induction at root based on same idea (17)
1. Maieutic aims at asking questions designed to destory prejudices, traditional 
false beliefs, etc.; doesn't seek to teach any belief, but to cleanse soul of false 
prejudices
2. Bacon same: distinction between true methods and false methods. Must 
cleanse mind of false conjectures and guesswork (19) in order to spell out the 
book of nature.

Popper elsewhere says that induction is Aristotle's idea/fault, and that Aristotle 
(having a guilty conscience) blames it on Socrates by conflating it with Maieutic. 
But they are different. Asking questions and destroying prejudices can be done 
without thinking that, when you're done, you're infallible.

Socrates had a fallibilist attitude. Some people thought Socrates' fallibilism and 
humility was just a facade to impress people and that he didn't really mean it. But 
they're wrong. He did mean it because he was wise enough to see fallibilism is 
correct.

Bacon and Descartes' epistemologies are anti-authority, but they really just 
substituted one authority for another; instead of appealing to our critical 
judgment, they appeal to authority of senses or intellect.
The problem remains: how can we admit that knowledge is human affair, without 
at the same time implying that all is individual whim?

But Xenophanes, Democritus, Socrates solved this: key realization is that all of 
us may and do err, singly and collectively, but that this very idea of error and 
human fallibility involves another one -- the idea of objective truth, the standard 
which we fall short of. (21)



Error does not prevent improvement. One just needs rational attitudes to thinking 
that expect errors and are able to deal with errors instead of breaking at the first 
error.

While Socrates doubted human wisdom, Descartes doubts everything, only to 
wind up at the conclusion that absolutely certain knowledge exists, since 
doubting everything means doubting God, which is absurd. (21-22).

Establishing authorities sets up divide in ourselves between human opinion 
(doxa) and pure knowledge (episteme) (23)

Human errors ascribed to this -- our interpretations of episteme must be wrong, 
Maybe our traditions or languages are just not up to the task.
Popper: blaming ourselves and language lets you maintain authority of senses, 
but at expense of widening gap between supposed authority and ourselves
Idea that lack of knowledge based on human deceitfulness has political and 
other implications (24)

Can “strange view” that truth of statement can be decided upon by inquiring into 
its sources or origin be criticized? (24)

Judging ideas by sources is indeed strange. It's irrational, yet common. :(

A common example is judging ideas by which one comes from the parent and 
which from the child.

Popper argues that while definitions of words might be understood, in a certain 
limited sense, to have authorities (24-26), the doctrine of Essentialism does not 
follow.

CRITICISM (Not in book): Is this actually true though? Theories of meaning of 
words seem to be as free from authorities as anything else (note how words 
change meaning despite insistence from authorities about their "true" definition)

Essentialism argues that since origins can determine the true meaning of a term 
of word, they can determine the true definition of an important idea, and 
therefore determine at least some of the basic principles which are descriptions 
of the essences or natures of things and which underlie our demonstrations and 



consequently our scientific knowledge. (27)
But definitions cannot add to our knowledge of facts.

The attack on empiricism:
Hume's crit: if you ask why someone believes a particular fact, and they respond 
with X, and you ask them why they believe X, and so on, you either have to 
terminate on some fact present to your memory or senses, or concede that your 
worldview has no foundations (28)

Popper: the "what are the sources of your assertion" question is a bad one. 
Reasons:
Empiricists say observation is the basis of everything, but this is false.
Leads to infinite regress. Take an assertion like "The Prime Minister is returning 
early." Question; "how do you know?" Response: "I read it in the Times." 
Questions: "How do you know you read it in the Times and not a Times-like 
newspaper?" or, if you call up the paper and verify the story, they might say "We 
got the information from the Minister's office over the phone."

We don't need foundations to justify ideas. We have a different method of sorting 
out good ideas from bad ideas: criticism rather than justification. Refuted ideas 
are bad, and non-refuted ideas are OK for now.

Basic observations aren't what the assertion is based on -- instead, there is 
tremendous theoretical knowledge about customs of people, institutions, etc. 
(30)
This applies even for historical research, where sources of information are 
important, personal observation isn't key -- a statement in a letter can be crucial
Hume disagreed, appealing to the settled historical consensus which terminates 
in direct observations -- but the settled historical consensus can be wrong if it 
relies on a spurious source, and eyewitnesses are notoriously unreliable (31)

So what are the sources of knowledge, then? (32)
There are plenty, but none has authority. Books, journals, experiments,, can all 
add to our knowledge, but none is an ultimate knowledge-source.

the sources is always guesses (aka conjectures) in some sense. it doesn't really 
matter what type: they can even be from dreams.



Ultimate sources of knowledge theory fails to distinguish between questions of 
origin and validity
Asking "what is the source of your assertion/" is a completely misconceived 
question, begging for an authoritarian answer
Traditional epistemology is all about offering absolute answers to questions 
about our sources of knowledge; historically this has not been challenged much.

it's been changed a bit. since absolute answers are easier to refute, they've 
backed off to vague statements about being probably right instead of certainly 
right. this didn't change the main ideas or mistakes, just helps evade some 
criticism (not very well. Hume said from the start that his criticism of induction 
applied whether you claim total certainty or not).

Comparable to "who should rule?" question that Popper criticizes in Open 
Society (question isn't who should rule, but "how do we organize our political 
institutions so that bad or incompetent rulers cannot do too much damage?")
Popper proposes a new and different question: "How can we hope to detect and 
eliminate error?"
And we can do this by criticizing the theories or guesses of others and ourselves 
(34)

Yes, rejecting the justificationist questions like, "Which criterion of justification 
should rule epistemology?" is related to his political insight.

We don't need to entrench any particular idea about how to judge which ideas are 
good or bad. We should not. We should always keep our criteria open to reform.

And the criteria for evaluating ideas should be seen as criteria of criticism, 
themselves open to criticism. They aren't foundations, they aren't positive proof of 
merit, they're just ways to eliminate some of our mistakes.

*This* is critical rationalism

Ten theses (36-38)
1.     No ultimate sources of knowledge
2.     Proper epistemological question is not one about sources, but rather, 
whether the assertion made is true -- whether we agree with the facts.
3.     All sorts of arguments may be relevant
4.     The most important source of our knowledge is tradition
5.     This makes anti-traditionalism futile, but, we must still criticize tradition



6.     Knowledge generally advances in the modfication of earlier knowledge
7.     Pessimistic and optimistic epistemologies are about equally mistaken.
8.     Neither observation nor reason is an authority.
9.     Exactness or precision for its own sake, as opposed to being as precise as 
the problem demands, is pointless. Words are significant as instruments for 
theory formulation, but verbal problems are tiresome and should be avoided.
10.  Every solution to a problem raises new unsolved problems

Yay.

BTW about 7, DD explains how traditional pessimism and optimism are mistaken 
(and nearly the same thing) in BoI.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] From BoI so far...
Date: July 7, 2011 at 8:31 PM

Hi DD/all,
I'm recognizing as airtight the argument that from the start the
essence of science has been that of seeking hard-to-vary explanations,
regardless of whether this was understood at the time.

But what I don't yet understand is why this truth necessarily means
that it would have worked as well if people at the time had explicitly
conceived of what they were doing in this way. I mean...it's a
possibility but doesn't directly follow the insight because the
procedure of how something is accomplished is not necessarily the same
essence that is the end result.

After all....from your own arguments...it looks like pretty much the
entire wonder of scientific progress has been accomplished despite the
bad philosophy that has accomponied it. Isn't therefore just possible
that the assumptions and approaches that were utilized were for
whatever reason complimentary, even essential, in the accomplishment
of such an excellent body of hard to vary explanations?

One thought I have about this would be to look at prevalent attitudes
(perceived by me) among Popperians about the implications for the
constitution of the brain of humans being universal explainers. It's
very hard to imagine the pioneers of science, had they had the tools
and observational ability to directly study the brain, instead
choosing to go for a universal explanation and with it to actually
turn their backs on, or philosophcially reject, the business of
studying the brain directly?
t
This makes me wonder whether, had from the start the approaches been
that which are promoted here, we would have ended up with such
wonderfully detailed theories about chemistry and biology and so on?
Why would they not have landed a simple universal description back in
1750 and just dismissed the observational stuff as unimportant?
Rgds,
Al



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] From BoI so far...
Date: July 7, 2011 at 10:42 PM

On Thu, Jul 7, 2011 at 7:31 PM, hibbsa <hibbsa@yahoo.com> wrote:

Hi DD/all,
I'm recognizing as airtight the argument that from the start the
essence of science has been that of seeking hard-to-vary explanations,
regardless of whether this was understood at the time.

But what I don't yet understand is why this truth necessarily means
that it would have worked as well if people at the time had explicitly
conceived of what they were doing in this way. I mean...it's a
possibility but doesn't directly follow the insight because the
procedure of how something is accomplished is not necessarily the same
essence that is the end result.

After all....from your own arguments...it looks like pretty much the
entire wonder of scientific progress has been accomplished despite the
bad philosophy that has accomponied it. Isn't therefore just possible
that the assumptions and approaches that were utilized were for
whatever reason complimentary, even essential, in the accomplishment
of such an excellent body of hard to vary explanations?

I don't follow that those good explanations that you speak of came from bad
philosophy.

The philosophy behind them was obviously adequate to have supported the the
thinking that led to
people being able to come up with those good explanations. From our
perspective, that philosophy
would not be up to the current standards outlined in BOI. Progress has
occurred as one would hope.

One thought I have about this would be to look at prevalent attitudes
(perceived by me) among Popperians about the implications for the
constitution of the brain of humans being universal explainers. It's



very hard to imagine the pioneers of science, had they had the tools
and observational ability to directly study the brain, instead
choosing to go for a universal explanation and with it to actually
turn their backs on, or philosophcially reject, the business of
studying the brain directly?
t
This makes me wonder whether, had from the start the approaches been
that which are promoted here, we would have ended up with such
wonderfully detailed theories about chemistry and biology and so on?
Why would they not have landed a simple universal description back in
1750 and just dismissed the observational stuff as unimportant?
Rgds,
Al

So you are suggesting that the philosophical basis of BOI would have led to
inferior explanations
had it been available in the 1700's?

I do not understand how this could occur.

John Campbell



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] From BoI so far...
Date: July 8, 2011 at 3:48 AM

 > Hi DD/all,
I'm recognizing as airtight the argument that from the start the
essence of science has been that of seeking hard-to-vary explanations,
regardless of whether this was understood at the time.

But what I don't yet understand is why this truth necessarily means
that it would have worked as well if people at the time had explicitly
conceived of what they were doing in this way. 

Sometimes they looked for hard to vary explanations and sometimes they wasted 
their time, e.g. - Newton doing alchemy and biblical numerology. If they had 
looked for hard to vary explanations all the time they would have wasted less time 
and got more done. Also, the bad crap they accepted probably had knock on 
effects on the kinds of explanations they looked for, e.g. - many people wouldn't 
have accepted an explanation that made the idea of god look worse.

I mean...it's a
possibility but doesn't directly follow the insight because the
procedure of how something is accomplished is not necessarily the same
essence that is the end result.

I don't understand this sentence.

After all....from your own arguments...it looks like pretty much the
entire wonder of scientific progress has been accomplished despite the
bad philosophy that has accomponied it. Isn't therefore just possible
that the assumptions and approaches that were utilized were for
whatever reason complimentary, even essential, in the accomplishment
of such an excellent body of hard to vary explanations?

Empircism and induction were not used to create science because it is 
completely impossible to do what those philosophies advocate.

What you're saying is a bit like saying: "why do we need special relativity? People 



got along just fine travelling faster than the speed of light before Einstein came 
along." Nobody has ever travelled faster than the speed of light. Nobody has ever 
actually used the methods recommended by empiricism and inductivism.

Nor were the assumptions of empiricism and inductivism necessary. It might be 
the case that nobody did better than those theories because they were still 
looking for an authoritarian epistemology without realising they were doing that, 
and the authority they chose was experience instead of god. However, that would 
just mean that they made a mistake that could be fixed by changing some of their 
memes, like realising that the answer to somebody demanding an authority is to 
explain why they don't need one and can't have one. To do this, they would have 
to properly understand those points themselves.

One thought I have about this would be to look at prevalent attitudes
(perceived by me) among Popperians about the implications for the
constitution of the brain of humans being universal explainers. It's
very hard to imagine the pioneers of science, had they had the tools
and observational ability to directly study the brain, instead
choosing to go for a universal explanation and with it to actually
turn their backs on, or philosophcially reject, the business of
studying the brain directly?

BoI doesn't say we shouldn't study the brain.

This makes me wonder whether, had from the start the approaches been
that which are promoted here, we would have ended up with such
wonderfully detailed theories about chemistry and biology and so on?
Why would they not have landed a simple universal description back in
1750 and just dismissed the observational stuff as unimportant?

BoI doesn't say observational stuff is unimportant.

Alan



From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Re: Popper did not solve the problem of induction
Date: July 8, 2011 at 10:46 AM

From: "Lee Kelly"

Subject: [BoI] Re: Popper did not solve the problem of induction

Popper "solved" the problem of induction by changing the goal of
scientific investigation. It has nothing to do with metaphysical
presuppositions.

Popper said: the goal of scientific investigation has been to obtain
justified true (or probable) belief, where "justification" means
derivation from observation-statements. This is impossible. The
problem of induction is insurmountable, justification leads to
insoluble paradoxes, and it is not more useful than unadorned truth
anyway. How about we change the goal of scientific investigation to
discovering truth theories about how the world works. And *poof*, like
that, the problem of induction vanishes; it simply does not exist.

One cannot have problems without goals, and what goals one chooses to
pursue will change what problems one has.

Dear Lee,

I agree.  A major step taken by Popper in seeking to solve the problem of 
induction is to change the aim of science from "verified knowledge of truth" to 
"conjectural knowledge of truth".  But once this change has been adopted, there 
is still a problem.  How do we choose between the endlessly many possible 
theories that might be considered?  Popper appreciated that this is the key 
question, and formulated a methodology to answer it.  T* deserves to be 
accepted, and T rejected if T has been refuted, T* is not refuted, recovers all the 
empirical success of T, has greater empirical content than T, some of the excess 
content being corroborated.  But this is untenable. Given any accepted theory, T, 
one can easily formulate endlessly many rival theories that satisfy these 
Popperian requirements (not falsified, recovering all the empirical success of T, 
greater empirical content than T, some of it corroborated) which would never be 
considered, let alone accepted, in scientific practice because they are all horribly 
disunified. In physics, only (more or less) unified theories are ever accepted, even 



though endlessly many empirically more successful disunified rivals are always 
available, satisfying Popper's requirements for being better, more acceptable 
theories.

The methodology that Popper specified in L.Sc.D., integral to his proposed 
solution to the problem of induction, is untenable.  Physics persistently accepts 
unified theories, and this means that physics accepts, as a vital item of 
(conjectural) scientific knowledge a metaphysical thesis which asserts that the 
universe has a unified dynamic structure, at least to the extent that all seriously 
disunified theories are false.

What this means, in effect, is that we need to construe physics as having the aim 
of improving conjectural knowledge about truth presupposed to be unified,  
explanatory, or comprehensible.  Science seeks, not truth, but explanatory truth.

This is a highly problematic aim.  We cannot know that the universe is 
comprehensible.  Even if it is, it is almost certainly not comprehensible in the way 
we tend to suppose it might be, at any stage in the development of science.  A 
glance at the history of physics indicates that we have changed our minds about 
how the universe might be comprehensible a number of times. For good 
Popperian reasons, it is really important that we make this influential, highly 
problematic aim explicit in physics, so that we can try to improve it as we 
proceed.  The view I have developed - aim-oriented empiricism - is a meta-
methodology designed to facilitate the improvement of the problematic aims of 
science, and associated methods, as science proceeds, in the light of what 
seems best, potentially and actually, to lead to empirical success, and in the light 
of other considerations.

There is something like positive feedback between improving theoretical 
knowledge, and improving aims-and-methods, improving knowledge-about-how-
to-improve-knowledge.  Everyone accepts that this goes on at the empirical level.  
Improving knowledge leads to new experimental tools - telescopes, microscopes, 
particle accelerators - which in turn lead to the dramatic improvement of 
knowledge.  It is time it was generally recognized that this positive feedback 
process goes on at the theoretical level as well - improving theoretical knowledge 
leading to improving aims and methods, improving knowledge-about-how-to-
improve knowledge.

                    Best wishes,



                                Nick Maxwell

On Jul 7, 5:38 am, Nick <revolutionaryacade...@googlemail.com> wrote:
At the end of Elliot's interview with David online, David says "Yes, Popper
solved the problem of induction. Why is that still a question?".

But Popper did not solve the problem of induction. In order to do that it
is necessary to acknowledge that, because physics persistently only accepts
unified theories even though endlessly many empirically more successful
disunified rivals are available, science implicitly accepts, as a part of
theoretical knowledge, a metaphysical thesis about the nature of the
universe concerning unity - at the very least, that the universe is
such that no disunified theory is true.

Popper did not, and could not, agree, because to do so would involve
abandoning his criterion of demarcation.

In order to solve the problem of induction one needs to adopt aim-oriented
empiricism, as I have argued in some detail: see, for example, my "The
Comprehensibility of the Universe" (OUP, 1998); "Is Science Neurotic?"
(Imperial College Press, 2004, pp. 205-220); "From Knowledge to Wisdom" (2nd
ed., Pentire Press, 2007, ch. 14); A Mug's Game? Solving the Problem of
Induction with Metaphysical 
Presuppositionshttp://philpapers.org/archive/MAXAMG.1.doc.

Best wishes,

Nick Maxwell
Website:www.nick-maxwell.demon.co.uk
Publications online:http://philpapers.org/profile/17092

http://philpapers.org/archive/MAXAMG.1.doc
http://philpapers.org/profile/17092


From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Popper did not solve the problem of induction
Date: July 8, 2011 at 10:02 AM

Dear David,

                 Thank you for your detailed and thoughtful response. Here, below, are 
a few remarks appended to yours, and then a fuller, and I hope clearer, exposition 
of my criticism of Popper, and why falsificationism needs to be replaced by aim-
oriented empiricism.

Subject: Re: [BoI] Popper did not solve the problem of induction

On 7 Jul 2011, at 11:38am, Nick wrote:

At the end of Elliot's interview with David online, David says "Yes, Popper solved 
the problem of induction.  Why is that still a question?".

But Popper did not solve the problem of induction.  In order to do that it is 
necessary to acknowledge that, because physics persistently only accepts 
unified theories even though endlessly many empirically more successful 
disunified rivals are available, science implicitly accepts, as a part of theoretical 
knowledge, a metaphysical thesis about the nature of the universe concerning 
unity - at the very least, that the universe is such that no disunified theory is 
true.

I think it's being over-generous to inductivists and crypto-inductivists to call that 
'the problem of induction' or any part of it.

The problem of induction is the problem of how it can be possible to derive, or 
justify, universal theories from observations. The solution includes the categorical 
denial that we do, or could do, or need to do, any such thing. In particular, we 
don't derive, or justify, theories by falsifying their rivals. We don't derive or justify 
them at all.
-----------------------------------------------------
Nick: Once we accept that we cannot verify theories by evidence, the problem of 
induction becomes: How can theories be accepted and rejected in the light of 
evidence in such a way as to give us our best chance of improving our 
conjectural knowledge of truth?  Or: what methodology specifies how theories are 



to be accepted and rejected in the light of empirical testing, and any other 
relevant factors, so as to give us our best (or a good) hope of improving 
conjectural knowledge of truth, there being a rationale for the implementation of 
this methodology granted our aim is to improve our conjectural knowledge of 
truth?

I might add that Popper makes clear in the opening pages of L.Sc.D. that the task 
is to formulate a methodology that specifies how theories are to be accepted and 
rejected in the light of empirical testing - and he goes on to formulate such a 
methodology - one that is seriously defective!
------------------------------------------------------- The issue you mention above, namely 
that unified and disunified theories may at a given time be indistinguishable by 
experiment yet we prefer the unified ones and that cannot possibly be due to 
refuting them -- looks like the problem of induction *to an inductivist* (or crypto-
inductivist). That is because it reminds him of the infinite-ambiguity problem of 
inductivism, namely that an infinity of universal theories is always compatible with 
a finite set of data. But to a Popperian, who isn't expecting that ambiguity ever to 
be eliminated or diminished in any way and who doesn't mind because he's not 
expecting to derive theories from observations, it doesn't look like the same issue 
at all.
------------------------------------------------------- Nick: We do require methodological 
rules which tell us, at least, under what circumstances an accepted theory is to be 
replaced by a rival theory.  It is just this that Popper sets out to provide in his 
L.Sc.D.
-------------------------------------------------------
Also, I argue in BoI that that infinite-ambiguity problem with induction, though 
fatal, is not the worst flaw in inductivism.

I don't think it's true that physics necessarily prefers unified theories over 
disunified rivals. It's just that this is often the outcome of other criteria. For 
instance, if the 'empirically more successful' disunified rivals contradict each 
other, and the unified theory is not self-contradictory, then it is rational to prefer it 
to the conjunction of the disunified theories. Often, also, the unified theory is more 
testable because it explains more. For example, when Newton unified terrestrial 
and celestial mechanics, it eliminated the awkward explanatory lacuna of what 
would happen if a terrestrial object was projected into space, or a meteor fell to 
Earth. Although testing this was not practical in Newton's time, noticing the gap -- 
and the fact that explanations of events in that gap were easily variable -- was 
practical.
-------------------------------------------------------



Nick: The empirically more successful disunified rivals to an accepted theory that 
I have in mind are self-consistent but unacceptably disunified: see below.
------------------------------------------------------- In general, I'd have thought that a 
categorical preference for unified theories is not characteristic of physicists but of 
cranks. Unrefuted conspiracy theories can always unify anything. And (as I also 
mention in BoI) making such theories testable (in the future) is quite easy too.

Popper did not, and could not, agree, because to do so would involve 
abandoning his criterion of demarcation.

The criterion of demarcation is not, in my opinion, very important in Popper's 
theory of knowledge, and isn't appealed to in his solution of the problem of 
induction.
------------------------------------------------------ Nick: My point was only that Popper's 
acceptance of his criterion of demarcation prevented him from acknoledging 
metaphysical theses implicit in physics which need to be acknowledged to solve 
the problem of induction.
------------------------------------------------------
I agree that Popper over-emphasised it, and somewhat under-emphasised the 
*explanatory* role of scientific theories and therefore did not discuss in sufficient 
detail what constitutes a good explanation. That deficiency, which I've tried to fix, 
is unrelated to the problem of induction though.
------------------------------------------------------
Nick: I entirely agree.

In order to solve the problem of induction one needs to adopt aim-oriented 
empiricism, as I have argued in some detail: see, for example, my "The 
Comprehensibility of the Universe" (OUP, 1998); "Is Science Neurotic?" 
(Imperial College Press, 2004, pp. 205-220); "From Knowledge to Wisdom" (2nd 
ed., Pentire Press, 2007, ch. 14); A Mug's Game?  Solving the Problem of 
Induction with Metaphysical Presuppositions 
http://philpapers.org/archive/MAXAMG.1.doc .

------------------------------------------------------- I plan to read them all. I have read 
about half of "The Comprehensibility of the Universe", but have been finding it 
heavy going and am not yet understanding the big picture.
-------------------------------------------------------
Nick: I apologize if "Comprehensibility" is heavy going.  My paper "Popper, Kuhn, 
Lakatos and Aim-Oriented Empiricism" (Philosophia, vol. 32, 2005, pp. 181-239) 
is much more straightforward.  It is available at: 
http://philpapers.org/archive/MAXPKL.2.doc

http://philpapers.org/archive/MAXAMG.1.doc
http://philpapers.org/archive/MAXPKL.2.doc


------------------------------------------------------
I'm hoping that 'aim-oriented empiricism' will turn out to be compatible with 'the 
quest for hard-to-vary explanations'.
-----------------------------------------------------
Nick: The account I give of theoretical uity in chapter 4 of "The Comprehensibility 
of the Universe" explains why a unified theory, in the senses I indicate, is very 
hard to vary.
------------------------------------------------------
-- David Deutsch

Nick: Here is my fuller account of my criticism of Popper.

In my view Popper made important contributions towards the solution to the 
problem of induction.  He stressed that theories cannot be verified or justified but
only falsified.  All our theoretical knowledge is conjectural.  He
emphasized that, in order to improve our (conjectural) knowledge of truth,
we need to subject our best theories to sustained criticism - attempted
empirical falsification being an especially severe form of criticism.  And
he made the brilliant suggestion that, in order to give ourselves the best
hope of making scientific progress, we need to give preference to those
theories that are most vulnerable to criticism, to falsification - theories
of high empirical content or high falsifiability, in other words.

But, in order to solve the problem of induction we need, in addition, a
methodology which specifies how theories are to be accepted and rejected in
the light of empirical success and failure, and any other relevant
considerations; and we need a rationale for such a methodology, given the
aim of improving (conjectural) knowledge of truth.

It is here that Popper fails.  The methodology Popper specifies in L.Sc.D.
for this purpose is seriously inadequate.  It amounts to this.  Given we
have accepted T, and T has been falsified, T* is to be accepted if T*
predicts all the empirical success of T, is not falsified, has greater
empirical content than T, some of this excess content being corroborated.

Popper acknowledges that physics gives preference to simple theories, and
goes on to argue that a theory has a high degree of simplicity if and only
if it has a high degree of falsifiability.  (There is another notion of
simplicity, but this is the one that takes preference if the two clash.)  In
giving preference to simple theories, physics is thus giving preference to



theories of high falsifiability, in accord with Popper's basic idea, and the
methodology of L.Sc.D.

But it is just here that Popper's methodology (and so his proposed solution to
the problem of induction) is profoundly inadequate.  Given an accepted
theory, T, we can always formulate alternatives that are more accceptable
theories, according to Popper's methodology, by adding on to T additional
testable and corroborated hypotheses, h1, h2, ... hn, to form
T + h1 + ... + hn  =  T*.  Most accepted theories run into empirical difficulties
somewhere, and are thus, ostensibly, refuted.  We can modify T, in a wholly
ad hoc way, so that the resulting theory is not refuted, and add the
hypotheses, h1 etc. to that.  As a result, T* is not refuted where T is; T*
reproduces all the empirical success of T, has greater empirical content,
some of its excess content being corroborated.  T* is even a simpler theory
than T, according to Popper's L.Sc.D. notion of simplicity.

But in scientific practice T* would not be considered for a moment, let
alone preferred to T (as Popper agreed).

I have discussed Popper's response to this objection in "Popper, Kuhn,
Lakatos and Aim-Oriented Empiricism", note 5 and associated text.  This is what I 
say in note 5: Popper argues that it does not matter if "silly" theories [such as T*]
become potential rivals, since it can be left to scientists themselves to
criticize them ("Realism and the Aim of Science", 1983, pp. 67-71).  But what
this ignores is that it is precisely Popper's methodology which should be
providing guidelines for such criticism.. Popper fails to appreciate that it
is his methodology, not he himself, which needs to declare that silly
theories are indeed "silly".  The fact that his methodology declares these
silly theories to be highly acceptable is a devastating indictment of his
methodology.  To argue that these silly theories, refuting instances of his
methodology, do not matter and can be discounted, is all too close to a
scientist arguing that evidence, that refutes his theory, should be
discounted, something which Popper resoundingly condemns.  The
falsificationist stricture that scientists should not discount falsifying
instances, ought to apply to methodologists as well!

Elsewhere, Popper puts forward a "requirement of simplicity" which would 
exclude empirically successful "silly", horribly disunified theories like T*.  He says 
a new theory, in order to be acceptable, "should proceed from some simple, new, 
and powerful, unifying idea about some connection or relation (such as 



gravitational attraction) between hitherto unconnected things (such as planets 
and apples) or facts (such as inertial and gravitational mass) or new "theoretical 
entities" (such as field and particles)" (Popper, C. & R., 1963, p. 241).  This 
excludes "silly" theories like T*, but then the argument I indicated in my first email 
kicks in.  In persistently accepting (more or less) unified theories, and persistently 
ignoring empirically more successful disunified rivals (such as T*), physics 
thereby makes a persistent metaphysical assumption about the universe, to the 
effect that it is such that all silly, grossly disunified theories (such as T*) are false.

This implicit metaphysical thesis is highly influential and problematic: therefore, it 
needs to be made explicit within physics, for good Popperian reasons, so that it 
can critically assessed, so that alternatives can be developed and critically 
assessed, in the hope that it can be improved.

The hierarchicial meta-methodology of aim-oriented empiricism is put forward as 
providing us with the best possible methodological framework for such Popperian 
critical assessment and improvement.  Aim-oriented empiricism provides the 
means for improving the problematic aims and methods of physics as physics 
proceeds - improving knowledge leading to improving aims and methods, 
improving knowledge-about-how-to-improve knowledge.  This kind of positive 
feedback between improving theoretical knowledge, and improving methods, 
improving knowledge-about-how-to-improve-knowlege I see as close to the key to 
the astonishing progressive success of modern science.

                    Best wishes,

                            Nick Maxwell



From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Popper did not solve the problem of induction
Date: July 8, 2011 at 1:22 PM

My reply to Elliott's criticisms of my criticisms of Popper: see below.

On Jul 7, 2011, at 3:38 AM, Nick wrote:

At the end of Elliot's interview with David online, David says "Yes, Popper
solved the problem of induction.  Why is that still a question?".

But Popper did not solve the problem of induction.  In order to do that it
is necessary to acknowledge that, because physics persistently only accepts
unified theories even though endlessly many empirically more successful
disunified rivals are available, science implicitly accepts, as a part of
theoretical knowledge, a metaphysical thesis about the nature of the
universe concerning unity - at the very least, that the universe is
such that no disunified theory is true.

The topic here is epistemological methods. We need rational methods. What are 
they?

Rational, epistemological methods are ways of dealing with ideas which allow us 
to (fallibly) judge better and worse, true and false. They let us evaluate ideas. And 
they also allow changing our evaluation later; they allow the possibility of 
discovering and correcting mistakes.

Imaginative and critical discussion is a rational method which Popper advocated.

What's being proposed here is to add something else into the basic methods of 
epistemology: a criterion favoring unified theories over disunified theories.

I think that's a mistake. I think the basic methods of epistemology should be as 
neutral as possible. They shouldn't contain our current ideas but allow for easily 
changing ideas.

Epistemological methods should having various criteria as *removable and 
replaceable* parts, not entrenched into the design permanently. The criteria 
should be secondary and should be expected to be improved.



So whether I agree with it or not, I don't want this "unified is better than disunified" 
criterion to be a fundamental part of epistemology. Even if it's true, we don't need 
to make our epistemological methods have any direct information about it.

Our epistemological methodology doesn't need to, and should not, take the 
position that a particular criterion for judging ideas is correct and fundamental.

Rather, we can incorporate a changing list of our current best criteria. The criteria 
can even be changed on a problem by problem or field by field basis, when there 
is a good argument to do so.

"Unified theories are better than disunified" should be in the *category* "criticism 
statement" not "law of epistemology".

To be a good criticism, an explanation for *why* disunified theories are bad would 
need to be included. I'm sure there are some but I'd want them to be stated 
explicitly for consideration. After that, we could try to criticize the explanations. 
They should be open to criticism, not built into basic epistemology. Even if we 
don't see any flaws today, we might discover one in the future.

And we could consider the reach of the explanation for the anti-disunified idea: it 
might not apply in all cases. Many criticisms are not fully general purpose and 
that's fine. Even if we think the reach is universal now, we could later change our 
minds.

Nick: Actually, I agree with a lot of what you say here.  My basic motive for 
stressing that physics makes a big, influential and highly problematic 
metaphysical assumption about the nature of the universe (to the effect that it has 
a unified dynamic structure) is to bring this implicit assumption out into the open, 
make it explicit, so that it can critically assessed and, we may hope, improved.  
My motives, in other words, are highly Popperian.  The view I advocate - aim-
oriented empiricism - is designed to facilitate critical assessment and 
improvement of metaphysical theses at present only implicitly accepted by 
physics.  Popper's falsificationism, and his allegiance to his demarcation 
principle, denies that any such metaphysical thesis can be a part of scientific 
knowledge, and thus serves to prevent sustained critical scrutiny of the thesis.  It 
serves to undermine the ratonality of science - viewed from a critical rational 
standpoint.

I am not advocating that favouring unified over disunified theories should be 



added to general epistemology, as you suggest.  Rather, my argument is that 
physics in practice invariably accepts (more or less) unified theories even though 
endlessly many empirically more successful disunified rivals exist (theories that 
satisfy Popper's L.Sc.D. requirements for being better theories), and this means 
that, in practice, physics makes a big, highly problematic, influential, and mostly 
implicit assumption concerning the unity or comprehensibility of the universe.  
Given this situation, physics needs to make this implicit assumption explicit, so 
that it can be criticized and, we may hope, improved.  This needs to be done for 
good Popperian reasons.

So, the point is specific to theoretical physics - but physics is the fundamental 
natural science where the problem of induction arises in its most naked form.  
(Other sciences assume results of more fundamental sciences.)  In "Is Science 
Neurotic?" (pp. 41-47), I spell out the implications for other branches of natural 
science, which have diverse, and evolving aims.  And the aims of science, more 
generally, have problematic values inherent in them, and problematic 
assumptions concerning human use: these too need to be made explicit, so that 
they can be critically assessed and improved (as I have argued in, for example, 
"From Knowledge to Wisdom").

Popper generalized falsificationism to form critical rationalism.  Treading a parallel 
path, I generalize aim-oriented empiricism to form aim-oriented rationalism, which 
presupposes, and improves on, critical rationalism. Whenever aims are 
problematic, we need to represent them in the form of a hierarchy of aims (and 
associated methods), aims becoming increasingly unspecific, and so 
unproblematic, as we go up the hierarchy.  In this way we provide ourselves with 
a framework of relatively unproblematic aims and methods, within which much 
more specific and problematic aims and methods may be improved as we 
proceed, as we live.

Popper did not, and could not, agree, because to do so would involve 
abandoning his criterion of demarcation.

Popper's demarcation criterion is significantly terminological. We *call* things 
science if they are empirically refutable. To the extent it is terminological, he could 
adopt Nick's view without abandoning Popper's criterion. Nick's view didn't make 
specific terminological assertions and so could be expressed in pretty much any 
terminology.

The other main part of Popper's demarcation criterion was it helped solve a 



particular class of problems. There were some thinkers (in particular: Marx, 
Freud, Adler), each of whom had a theory he claimed was scientific. They used 
this scientific status as a major part of their rhetoric.

Popper saw they were not the same kinds of things as theories in physics, and he 
wanted to refute the rhetoric. So he needed a way of understanding what science 
is, which includes physics but excludes, e.g., Marxism and historicism.

That's not to say Marxism is necessarily false. It was never a criteria of falseness. 
We're just denying Marxism's claim to be science, with all the respect and 
legitimacy that science has. Marxism had no valid claim to science's reputation, 
and did not actually use science's methods (once one understand what those 
are).

So Popper clarified what the methods and nature of science are, and explained 
how Marx, Freud and Adler do not qualify.

Popper's solution had reach to some further issues too. It turned out to be useful 
for some other things. But not everything (it's sometimes been overestimated). It's 
just one nice idea, not his whole epistemology.

I don't think the demarcation criteria prevented Popper from agreeing with the 
above, or think there is a problem with the criterion. I also don't see a direct 
connection between the criterion and the above.

Nick: The demarcation criterion prevented Popper from acknowledging that a 
metaphysical thesis concerning underlying unity in nature is a basic tenet of 
(conjectural) scientific knowledge.

A Mug's Game?  Solving the Problem of Induction with Metaphysical 
Presuppositions
http://philpapers.org/archive/MAXAMG.1.doc

I took a look at this paper and found that it advocates justificationism: that 
theories can and should be justified. It's concerned with how to justify theories. It 
attempts to solve the problem of induction by offering a new system of 
justification.

The abstract makes this clear enough, I think:

http://philpapers.org/archive/MAXAMG.1.doc


This paper argues that a view of science, expounded and defended elsewhere, 
solves the problem of induction.  The view holds that we need to see science as 
accepting a hierarchy of metaphysical theses concerning the comprehensibility 
and knowability of the universe, these theses asserting less and less as we go 
up the hierarchy.  It may seem that this view must suffer from vicious circularity, 
in so far as accepting physical theories is justified by an appeal to metaphysical 
theses in turn justified by the success of science.  But this is rebutted.  A thesis 
high up in the hierarchy asserts that the universe is such that the element of 
circularity, just indicated, is legitimate and justified, and not vicious. Acceptance 
of the thesis is in turn justified without appeal to the success of science.  It may 
seem that the practical problem of induction can only be solved along these 
lines if there is a justification of the truth of the metaphysical theses in question.  
It is argued that this demand must be rejected as it stems from an irrational 
conception of science.

Nick: It is important to distinguish justifying the truth of a thesis, and justifying 
acceptance of a thesis.  Only the former is necessarily justificationism in an 
illegitimate sense.  I only engage in justification in the latter, entirely legitimate 
sense.  Even Popper does the latter.  He "justifies" acceptance of theories of high 
empirical content on the grounds that they are highly falsifiable, highly vulnerable 
to refutation if false, and thus conducive to promoting scientific progress.  But 
note: the higher the empirical content of a theory the more likely it is to be false, 
other things being equal.  So, here, justifying acceptance could not possibly be 
the same as justifying truth.  I only ever justify "acceptance", not truth - as I make 
clear in the paper.  (It is only if one thinks acceptance implies truth - a thoroughly 
justificationist idea in the illegitimate sense - that one could fail to distinguish the 
two senses of justification.)

There's also a clear justificationist statement in the notes:

25.  What justifies the claim that physicalism has been more fruitful for 
theoretical physics than any rival idea?  This is justified by the point made in 
section II.

This has implicit the idea that claims should be justified, and can be. And explicit 
a claim to have actually done it.

And the paper contains other statements about justification. Like:

First, there is no question of the truth of theories being justified by an appeal to 



metaphysical theses, the truth of which is in turn justified by the success of 
science

Nick:  Here, I explicitly deny that I am seeking to justify the truth of theories by an 
appeal to metaphysical theses, and I deny that I am justifying the truth of 
metaphysics by the success of science.  All thoroughly anti-justificational!

So I would ask: what is the criticism of Popper's refutation of justificationism? I 
(like DD) thought Popper's refutation was correct and would like to learn any 
flaws it has.

A good statement of Popper's refutation of justificationism can be found in 
_Realism and the Aim of Science_ by Popper. See pages 18-30, and perhaps 
more for context and further discussion. Is there a criticism of Popper's position 
here?

The paper also says:

Fifth, my solution amounts to a radical improvement of Popper's attempted 
solution.  Popper was hostile to this, and Popperians today are hostile to it, 
precisely because I have the temerity to claim that I have radically improved 
Popper's ideas.

I think I can answer that. I propose it's not opposition to improvement or changes 
but due to the justificationism in Nick's position. Justificationism strikes 
Popperians not as improving on Popper but as fundamentally disagreeing with 
Popper.

Nick: The whole point of my argument is to make explicit metaphysical 
assumptions that are, I argue, implicit in the scientific enterprise, so that they can 
be subjected to criticism, to the development of alternatives and their criticism, in 
the hope that these assumptions can be improved. This is thoroughly anti-
justificational and Popperian in character.  The implicit assumptions involved are 
more than likely to be false, as I stress, so it would be very peculiar to set out to 
justify them - justify their truth, that is!

So to sum up my email, I made 3 main points:



1) The methods of epistemology and reason should be kept separate from 
particular criteria for judging ideas.

Nick: Substantial, influential, problematic and implicit assumptions need to be 
made explicit, so that they can be criticized and, we may hope, improved.

2) Popper's demarcation is a good idea as far as it goes, and (I think) not directly 
related to the disagreements.

Nick: Physics accepts, as a part of (conjectural) scientific knowledge, the 
metaphysical thesis that the universe is (more or less) physically comprehensible.  
This clashes with Popper's demarcation criterion.

3) Nick is in the justificationist camp, contrary to Popper's refutation of 
justificationism. Why?

Nick: He is not.  Setting out to justify acceptance of a thesis is quite different from 
setting out to justify its truth - unless one thinks one can only accept a thesis if its 
truth has been justified - a somewhat justificationist idea (in the illegitimate sense 
of justificationism).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] iPhones in Space
Date: July 8, 2011 at 1:29 PM

http://www.macrumors.com/2011/07/08/final-space-shuttle-lifts-off-with-two-
iphones-aboard/

Atlantis is also carrying two iPhone 4's to the International Space Station (ISS) 
for experimentation. The "space certified" iPhones are loaded with a specially 
designed app,SpaceLab for iOS (downloadable from the App Store [iTunes]) 
that will let astronauts conduct several experiments:

Limb Tracker - This navigation experiment will involve taking photographs of 
the Earth and matching an arc to the horizon through manipulation of an 
overlay. This performs the function roughly equivalent to a “manual” horizon 
sensor. It will yield an estimate of altitude (height above the surface) and “off 
axis” angle, a measurement of the angle of the image with respect to the 
Earth's center.

Sensor Cal - This sensor calibration experiment uses a series of photos of a 
reference image, combined with propagated information using three-axis gyro 
and accelerometer measurements to calibrate the gyros and the 
accelerometers (i.e. bias and scale coefficients). This will improve the 
knowledge and accuracy of subsequent measurements.

State Acq State Acquisition - This navigation experiment uses a series of 
photos of a reference image and of the Earth, combined with information from 
the three-axis gyro and accelerometer, to estimate the position of the 
spacecraft (latitude and longitude). The position estimation is generated by 
manipulating and matching a wireframe overlay of the Earth's coastlines to the 
acquired Earth image(s). Performing multiple sequences, separated by a 
known amount of time, can permit estimation of the spacecraft's orbit 
parameters.

LFI Lifecycle Flight Instrumentation - This experiment will characterize the 
effects of radiation on the device by monitoring certain areas of memory for 
Single Bit Upsets - an unintended change in value of a memory location 
caused by exposure to radiation.

Once the experiments are complete, the phones will be returned to Earth via the 

http://www.macrumors.com/2011/07/08/final-space-shuttle-lifts-off-with-two-iphones-aboard/


Russian Soyuz vehicle, as early as this fall. Flight data will be collected, 
analyzed, and then shared via the SpaceLab app.

The three-axis gyroscopes and accelerometers in the iPhone 4 are expected to 
perform very well in zero-gravity, and are being tested as an alternative to much 
more expensive equipment.

Awesome.

I wonder how long you have to leave it on to have a 10% chance of radiation 
hitting and flipping a bit of monitored memory.

And what are the chances it crashes first because an important part of memory 
got changed?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Popper did not solve the problem of induction
Date: July 8, 2011 at 1:58 PM

On Jul 7, 9:33 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 7, 2011, at 3:38 AM, Nick wrote:

At the end of Elliot's interview with David online, David says "Yes, Popper
solved the problem of induction.  Why is that still a question?".

But Popper did not solve the problem of induction.  In order to do that it
is necessary to acknowledge that, because physics persistently only accepts
unified theories even though endlessly many empirically more successful
disunified rivals are available, science implicitly accepts, as a part of
theoretical knowledge, a metaphysical thesis about the nature of the
universe concerning unity - at the very least, that the universe is
such that no disunified theory is true.

The topic here is epistemological methods. We need rational methods. What are 
they?

Rational, epistemological methods are ways of dealing with ideas which allow 
us to (fallibly) judge better and worse, true and false. They let us evaluate ideas. 
And they also allow changing our evaluation later; they allow the possibility of 
discovering and correcting mistakes.

Imaginative and critical discussion is a rational method which Popper 
advocated.

What's being proposed here is to add something else into the basic methods of 
epistemology: a criterion favoring unified theories over disunified theories.

I think that's a mistake. I think the basic methods of epistemology should be as 
neutral as possible. They shouldn't contain our current ideas but allow for easily 
changing ideas.

Epistemological methods should having various criteria as *removable and 
replaceable* parts, not entrenched into the design permanently. The criteria 
should be secondary and should be expected to be improved.



So whether I agree with it or not, I don't want this "unified is better than 
disunified" criterion to be a fundamental part of epistemology. Even if it's true, 
we don't need to make our epistemological methods have any direct information 
about it.

Our epistemological methodology doesn't need to, and should not, take the 
position that a particular criterion for judging ideas is correct and fundamental.

Rather, we can incorporate a changing list of our current best criteria. The 
criteria can even be changed on a problem by problem or field by field basis, 
when there is a good argument to do so.

"Unified theories are better than disunified" should be in the *category* "criticism 
statement" not "law of epistemology".

To be a good criticism, an explanation for *why* disunified theories are bad 
would need to be included. I'm sure there are some but I'd want them to be 
stated explicitly for consideration. After that, we could try to criticize the 
explanations. They should be open to criticism, not built into basic epistemology. 
Even if we don't see any flaws today, we might discover one in the future.

And we could consider the reach of the explanation for the anti-disunified idea: it 
might not apply in all cases. Many criticisms are not fully general purpose and 
that's fine. Even if we think the reach is universal now, we could later change 
our minds.

I've probably got a category confusion going on here, but one
important way Reach extends can surely be through unification, and so
on balance wouldn't it follow from Reach itself that "Unified theories
are better than disunified". Another feature that might possibly be
expected from a unified theory would be simplicity/elegance (for
having to cover more areas), and I thought DD also pointed to that as
a mark of a good explanation.

Popper did not, and could not, agree, because to do so would involve 
abandoning his criterion of demarcation.

Popper's demarcation criterion is significantly terminological. We *call* things 



science if they are empirically refutable. To the extent it is terminological, he 
could adopt Nick's view without abandoning Popper's criterion. Nick's view didn't 
make specific terminological assertions and so could be expressed in pretty 
much any terminology.

The other main part of Popper's demarcation criterion was it helped solve a 
particular class of problems. There were some thinkers (in particular: Marx, 
Freud, Adler), each of whom had a theory he claimed was scientific. They used 
this scientific status as a major part of their rhetoric.

Popper saw they were not the same kinds of things as theories in physics, and 
he wanted to refute the rhetoric. So he needed a way of understanding what 
science is, which includes physics but excludes, e.g., Marxism and historicism.

That's not to say Marxism is necessarily false. It was never a criteria of 
falseness. We're just denying Marxism's claim to be science, with all the respect 
and legitimacy that science has. Marxism had no valid claim to science's 
reputation, and did not actually use science's methods (once one understand 
what those are).

So Popper clarified what the methods and nature of science are, and explained 
how Marx, Freud and Adler do not qualify.

Popper's solution had reach to some further issues too. It turned out to be useful 
for some other things. But not everything (it's sometimes been overestimated). 
It's just one nice idea, not his whole epistemology.

I don't think the demarcation criteria prevented Popper from agreeing with the 
above, or think there is a problem with the criterion. I also don't see a direct 
connection between the criterion and the above.

A Mug's Game?  Solving the Problem of Induction with Metaphysical 
Presuppositions
http://philpapers.org/archive/MAXAMG.1.doc

I took a look at this paper and found that it advocates justificationism: that 
theories can and should be justified. It's concerned with how to justify theories. It 
attempts to solve the problem of induction by offering a new system of 
justification.

http://philpapers.org/archive/MAXAMG.1.doc


The abstract makes this clear enough, I think:

This paper argues that a view of science, expounded and defended elsewhere, 
solves the problem of induction.  The view holds that we need to see science 
as accepting a hierarchy of metaphysical theses concerning the 
comprehensibility and knowability of the universe, these theses asserting less 
and less as we go up the hierarchy.  It may seem that this view must suffer 
from vicious circularity, in so far as accepting physical theories is justified by an 
appeal to metaphysical theses in turn justified by the success of science.  But 
this is rebutted.  A thesis high up in the hierarchy asserts that the universe is 
such that the element of circularity, just indicated, is legitimate and justified, 
and not vicious.  Acceptance of the thesis is in turn justified without appeal to 
the success of science.  It may seem that the practical problem of induction 
can only be solved along these lines if there is a justification of the truth of the 
metaphysical theses in question.  It is argued that this demand must be 
rejected as it stems from an irrational conception of science.

There's also a clear justificationist statement in the notes:

25.  What justifies the claim that physicalism has been more fruitful for 
theoretical physics than any rival idea?  This is justified by the point made in 
section II.

This has implicit the idea that claims should be justified, and can be. And explicit 
a claim to have actually done it.

And the paper contains other statements about justification. Like:

First, there is no question of the truth of theories being justified by an appeal to 
metaphysical theses, the truth of which is in turn justified by the success of 
science

So I would ask: what is the criticism of Popper's refutation of justificationism? I 
(like DD) thought Popper's refutation was correct and would like to learn any 
flaws it has.

A good statement of Popper's refutation of justificationism can be found in 
_Realism and the Aim of Science_ by Popper. See pages 18-30, and perhaps 
more for context and further discussion. Is there a criticism of Popper's position 
here?



The paper also says:

Fifth, my solution amounts to a radical improvement of Popper's attempted 
solution.  Popper was hostile to this, and Popperians today are hostile to it, 
precisely because I have the temerity to claim that I have radically improved 
Popper's ideas.

I think I can answer that. I propose it's not opposition to improvement or 
changes but due to the justificationism in Nick's position. Justificationism strikes 
Popperians not as improving on Popper but as fundamentally disagreeing with 
Popper.

So to sum up my email, I made 3 main points:

1) The methods of epistemology and reason should be kept separate from 
particular criteria for judging ideas.

2) Popper's demarcation is a good idea as far as it goes, and (I think) not 
directly related to the disagreements.

3) Nick is in the justificationist camp, contrary to Popper's refutation of 
justificationism. Why?

-- Elliot Templehttp://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Email Quoting and Style
Date: July 8, 2011 at 2:39 PM

I have added a visual example of how to do email quoting to the BoI list 
guidelines. Scroll down to the bottom to find it. Hopefully that will make it clearer 
and easier to understand.

http://beginningofinfinity.com/list-guidelines

Please do not make up your own quotation style. Correct quotation style has 
*software support* so it works very well for everyone with modern email software. 
Using anything different messes it up for all those people. Plus consistency is 
easier to deal with for everyone.

Also, FYI, the last text in an email should always be your own. If you aren't 
replying to something, don't leave it below your text, delete it. People will assume 
there is more to read and scroll through all the extraneous text.

-- Elliot Temple
http://elliottemple.com/

http://beginningofinfinity.com/list-guidelines
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper did not solve the problem of induction
Date: July 8, 2011 at 3:24 PM

On Jul 8, 2011, at 7:46 AM, Nicholas Maxwell wrote:

I agree.  A major step taken by Popper in seeking to solve the problem of 
induction is to change the aim of science from "verified knowledge of truth" to 
"conjectural knowledge of truth".  But once this change has been adopted, there 
is still a problem.  How do we choose between the endlessly many possible 
theories that might be considered?  Popper appreciated that this is the key 
question, and formulated a methodology to answer it.  T* deserves to be 
accepted, and T rejected if T has been refuted, T* is not refuted, recovers all the 
empirical success of T, has greater empirical content than T, some of the excess 
content being corroborated.  But this is untenable. Given any accepted theory, T, 
one can easily formulate endlessly many rival theories that satisfy these 
Popperian requirements (not falsified, recovering all the empirical success of T, 
greater empirical content than T, some of it corroborated) which would never be 
considered, let alone accepted, in scientific practice because they are all 
horribly disunified. In physics, only (more or less) unified theories are ever 
accepted, even though endlessly many empirically more successful disunified 
rivals are always available, satisfying Popper's requirements for being better, 
more acceptable theories.

I agree with you that that approach is insufficient. That was one of Popper's early 
ideas which he later improved on.

One has to keep in mind that Popper is not a system builder, nor is he a 
formalistic philosopher. He considered these things methodological issues and he 
didn't think people all had to follow the same hard and fast methodology. Rather 
he found some general useful advice for people in this area that wasn't supposed 
to be a complete and perfect description of exactly what to do.

Popper's early work tends more towards formalism and system building so this is 
a lot less clear there. But in his later work it's more clear.

I think that actually because of how different his later work is, some of it is not 
even recognized as being an improved version of his earlier work, but rather 
considered something different.



Popper (especially the later Popper) liked to give helpful advice by which people 
could think better, without worrying so much about whether it gave a definitive 
answer to every question. If it's helpful then it's good philosophy and useful. We 
need a collection of ideas and improvements, not a highly structured formal 
system.

Now in this context let me explain how I think Popper solved the problem:

Popper (at least the later Popper, but I think he intended this early on too) did not 
offer a fixed list of criteria.  It wasn't just:

(not falsified, recovering all the empirical success of T, greater empirical content 
than T, some of it corroborated)

He intended this to be an *open ended* list to which people could add (and 
subtract) criteria. So whenever we find a bad theory which isn't rejected by our 
criteria, we can add a new criteria.

We should try not to do that on an ad hoc basis. We don't want new criteria that 
are specialized for rejecting particular theories we don't like. They should all be 
general purpose.

And Popper did offer more criteria than the ones listed here. In particular, he 
offered explanatory power, or something like that, as a criteria. Also simplicity.

Another criterion that I have proposed is clarity.

BoI proposes a criterion too, which is related to the "explanatory power" concept. 
Popper and Deutsch both like explanations and think we need good explanations. 
That's pretty straightforward (though it's denied by e.g. instrumentalists). And it 
raises the problem of what is a good explanation? Saying it's one with 
explanatory power is a start but it is a bit vague and incomplete.

BoI offered this criterion of good explanations: good explanations are hard to 
vary.

That is a powerful criterion which allows us to eliminate many, many bad theories 
(quickly, without having to do empirical testing for most possible bad theories).



I think this "hard to vary" criterion is just the kind of thing Popper had in mind, but 
stated more clearly and emphasized more. But it doesn't especially matter how 
much an improvement on Popper it is: we have it available now.

So when people try to replace the theory of gravity with the theory of gravity 
*plus* some exceptions in cases that haven't been empirically tested (thus 
creating a different theory which shares with the accepted theory all predictions 
about tests done in the past), we can reject that. We can say: why did you add 
those particular exceptions instead of different ones? Your exceptions are easy to 
vary.

So this is a powerful criterion which makes it hard to come up with infinitely many 
ad hoc bad theories to plague us. It can quickly eliminate infinite sets of bad 
theories at a time.

It's not perfect. I don't expect it to be the ultimate criterion which does everyone 
and is never improved. But it gets us a lot and, as we discover problems with it, 
we can come up with new versions of it and new criteria.

I see this are as basically not a big problem at present. In other words, I think I 
can defend uncontroversial theories by criticizing the proposed rivals. I'm not 
aware of a trivial method by which someone can create infinitely many rival 
theories I won't have a way to easily criticize.

The methodology that Popper specified in L.Sc.D., integral to his proposed 
solution to the problem of induction, is untenable.

No, Popper offered a full solution outside LScD. His LScD writing isn't his 
solution, it's just his early work (which I think is better than you give it credit for, 
but that's not too important since he improved on it later). Popper solved the 
problem of induction, basically from scratch, in _Conjectures and Refutations_, 
again in _Objective Knowledge_, and again in _Realism and the Aim of Science_.

We cannot know that the universe is comprehensible. Even if it is, it is almost 
certainly not comprehensible in the way we tend to suppose it might be, at any 
stage in the development of science.



FYI BoI addresses the issue of the comprehensibility of the universe. (If you find 
a mistake in DD's analysis, let us know!)

There is something like positive feedback between improving theoretical 
knowledge, and improving aims-and-methods, improving knowledge-about-how-
to-improve-knowledge.  Everyone accepts that this goes on at the empirical 
level.  Improving knowledge leads to new experimental tools - telescopes, 
microscopes, particle accelerators - which in turn lead to the dramatic 
improvement of knowledge.  It is time it was generally recognized that this 
positive feedback process goes on at the theoretical level as well - improving 
theoretical knowledge leading to improving aims and methods, improving 
knowledge-about-how-to-improve knowledge.

I agree.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: judith buber agassi and joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Popper did not solve the problem of induction
Date: July 8, 2011 at 3:29 PM

Popper endorsed Hume's and Russell's view that in its traditional wording
the problem of induction is insoluble. He added, this shows that science
does not need this solution: it does not use induction.
The way Popper worded the problem is, how do we learn (= acquire theoretical
knowledge) from experience? His answer is, by conjectures and refutations.
This is a new solution to the problem, be  it right or not.
Put it differently. The story of science is a success story. A success story
raises the question, can it be emulated? What is the way to the success in
question? Will researchers who follow the rules of induction be assured of
success? Says Popper, induction or no induction, assurance of success in
scientific research is impossible. This explains the validity of Hume's
criticism: Bacon had promised success for the inductive method and in vain.
In this sense too Popper did not solve the problem: assurance for success in
research is impossible.
Nevertheless, no doubt better recipe is helpful even when success is not
assured, and Popper's recipe is as helpful as possible in general terms;
more specifically some heuristic may offer further help, but, said Popper at
the end of his Magnum Opus, he did not discuss it there.
Joseph Agassi

Judith Buber Agassi and Joseph Agassi
37, Levi Eshkol Street,
Herzlia 46745 ISRAEL
Phone and Fax: + 972-9-950-4072
e-mail: agass@post.tau.ac.il
Web Pages: http://www.tau.ac.il/~agass

http://www.tau.ac.il/~agass


From: Elliot Temple <curi@curi.us>
Subject: [BoI] How Rejecting Bad Explanations Augments Some LScD Criteria 
(was: Popper did not solve the problem of induction)
Date: July 8, 2011 at 7:12 PM

On Jul 8, 2011, at 7:02 AM, Nicholas Maxwell wrote:

But it is just here that Popper's methodology (and so his proposed solution to
the problem of induction) is profoundly inadequate.  Given an accepted
theory, T, we can always formulate alternatives that are more accceptable
theories, according to Popper's methodology, by adding on to T additional
testable and corroborated hypotheses, h1, h2, ... hn, to form
T + h1 + ... + hn  =  T*.  Most accepted theories run into empirical difficulties
somewhere, and are thus, ostensibly, refuted. We can modify T, in a wholly
ad hoc way, so that the resulting theory is not refuted, and add the
hypotheses, h1 etc. to that.  As a result, T* is not refuted where T is; T*
reproduces all the empirical success of T, has greater empirical content,
some of its excess content being corroborated.  T* is even a simpler theory
than T, according to Popper's L.Sc.D. notion of simplicity.

Doing this ruins the explanation that T had. Thus it is vulnerable to criticism. You 
can say;

- Why did you add h1, h2, h3, etc instead of g1, g2, g3 etc? The added part is 
easy to vary and therefore a mistake.

or

- What is the explanation for h1, h2, h3? Why do you think they are true? It is a 
mistake to make unexplained assertions.

So, yes, fairly simple sets of fairly mechanistic or formal type criteria can be 
exploited with ad hoc theory creation. But it's not so easy to exploit when you 
accept criticizing bad explanations as a legitimate type of criticism and add it to 
the toolbox.

Popper's criteria given in LScD are inadequate in isolation but *combined* with 
criticism of bad explanations they become valuable (more valuable than only 
criticizing bad explanations alone).



As I see it, theories need to meet Popper's LScD criteria while also being good 
explanations. These *dual constraints* (plus others) are effective.

I think Popper knew this from the start. He does talk about explanations and 
explanatory knowledge even in his early work. But many readers focussed on 
aspects of LScD that were more formal, more in line with system builder 
philosophy, and which also were easier to see how they could be done objectively 
without letting subjectivism in. So they may have missed the importance of 
requiring theories to be good explanations that actually make sense.

But these are just historical issues. Popper clarified this a lot in his later works, 
and Deutsch clarified it. And I hope I too have clarified it.

T* is criticizable with Popperian methods.

I would also ask people to remember that interpretation of books one reads is 
always theory laden. So people can read the same book and get different things 
out of it.

When I first read LScD I had already been a Popperian for years. So I was able to 
make many connections between statements in the book with Popperian ideas I 
already knew from Popper's later works and from Deutsch. And I was able to spot 
subtle ideas that Popper expresses in LScD but does not emphasize, which he 
spoke more about later. If someone else did not see these things, it doesn't mean 
they are not there. And it also doesn't mean that person messed up.

There were also points in LScD which I don't think were subtle at all, yet which 
many readers have overlooked because they are very different from the pre-
Popperian way of thinking about these issues. Being different made them harder 
to understand. I think some readers focussed on the parts they understood better, 
and neglected the parts they found harder to grasp. And this has led to a 
misleading picture of what LScD says being believed by most of its readers and 
commentators.

When we read a book and like it, in general we have found some interpretation of 
it that makes sense to us. Usually that means our understanding is, in some 
respects, somewhere in between what the author intended and what we already 
thought. Or maybe it'd be more accurate to say that we usually accept some of 
the author's ideas while also attributing to him some of our own.



But sometimes, for example in the case of Kuhn reading LScD, interpretation 
involves severe misinterpretation (for details of Kuhn's misreading, see _Realism 
and the Aim of Science_ in the 1982 Introduction). Kuhn had a theory of Popper's 
positions in mind while reading the book and he made the evidence fit his 
interpretation; it blinded him.

Interpreting is a tricky subject, and people can have different well-intentioned 
readings of the same book. We should be open to the possibility that, read in light 
of a different theory of what Popper's point was, LScD might seem to take on a 
somewhat different message. If one read it while looking for evidence of my take 
on it, he might find in it statements that previously hadn't stood out as important 
and memorable. (We always are selective readers and have to make decisions 
about what we think is important, and what isn't.)

As a different example, I was reading Szasz today and he mentioned open 
societies and said some nice things on the topic. This stood out to me. If I'd never 
heard of Popper it would not have stood out. Later, when I tell people that Popper 
and Szasz had some things in common, I will remember this example. But other 
people who read the book will not remember it. I was looking looking points in 
common between Popper and Szasz while reading the book, and so I found 
some; but other people who were not looking will have forgotten those parts.

Similarly, Popper and Feynman have a lot in common. Feynman read a number 
of Popper's book and agreed with a lot. I noticed this while reading Feynman 
because it's the type of thing I watch out for. Other people read Feynman and 
never notice. They pass over the same evidence, don't make the connection and 
then forget it. I, of course, forget other aspects of Feynman's books, which I hope 
were not too important.

There's also a lot in common between Popper and Ayn Rand. When confronted 
with this, some Objectivists strongly reject the idea. They didn't looked out for 
Popperian statements when reading Rand, and so they forgot about, e.g., Rand's 
strong emphasis on fallibilism. Rand took fallibilism seriously but many of her 
non-Popperian supporters do not.

But in scientific practice T* would not be considered for a moment, let alone 
preferred to T (as Popper agreed).

Perhaps for a moment, but not a lot longer. There are rational, Popperian reasons 
to reject it, as I've explained. And they are pretty quick.



I do think it's important to consider these issues (as discussed above) when 
rejecting a theory, at least briefly, because there are some theories which seem 
obviously dumb to almost everyone but which later turn out to have non-obvious 
merit.

It's worth a moment to form an actual criticism because of the following problem: 
the truth is not-obvious and our intuition is unreliable. In other words, a problem of 
science and other fields is dealing with what everyone knows which isn't so. 
That's why we must hesitate a little bit when rejecting ideas which strike as 
absurd.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Another strange book on epistemology
Date: July 8, 2011 at 9:36 PM

On Jul 8, 2011, at 4:51 PM, Rafe Champion wrote:

http://www.criticalrationalism.net/2011/07/08/michael-williams-on-popper/

The book says

The first thing to notice is that falsification is nowhere near as simple as 
Popper’s early views imply (and as Popper himself came to recognize). We 
don’t automatically abandon a successful theory because one result runs 
counter to our expectations

This is a myth. Popper simply never said that; he didn't make that mistake.

People should not write false slanders under the guise of scholarly publication.

Popper actually knew, and pointed out several times, that

We don’t automatically abandon a successful theory because one result runs 
counter to our expectations

Here's another way Popper, from the start, recognized that falsification isn't so 
simple:

Popper addressed the related and harder problem about deciding whether to 
reject a theory or to reject the evidence that contradicts it. He says in LScD 
section 18 that the whole system is falsified and you can't just assume a 
particular part (e.g. the theory or the evidence) is at fault. (This, too, Popper has 
been accused of only addressing later, or not at all.)

-- Elliot Temple
http://fallibleideas.com/

http://www.criticalrationalism.net/2011/07/08/michael-williams-on-popper/
http://fallibleideas.com/


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Another strange book on epistemology
Date: July 9, 2011 at 2:18 AM

"People should not write false slanders under the guise of scholarly publication."

This shows, like the example of Deirdre McCloskey, that it is possible to spend a 
lifetime in academic circles in the US and not have a colleague or associate who 
can recognize the most basic errors in reading Popper.

http://www.criticalrationalism.net/2011/05/28/deirdre-mcclosky-on-popper-and-
rhetoric/

Next week I will be in Tel Aviv with Joe and Judith Agassi. Anticipating a nice mix 
of relaxation and stimulation.

Rafe Champion 

http://www.criticalrationalism.net/2011/05/28/deirdre-mcclosky-on-popper-and-rhetoric/


From: judith buber agassi and joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Another strange book on epistemology
Date: July 9, 2011 at 6:04 AM

We don't automatically abandon a successful theory because one result
runs counter to our expectations

Popper addressed the related and harder problem about deciding whether to
reject a theory or to reject the evidence that contradicts it. He says in
LScD section 18 that the whole system is falsified and you can't just assume
a particular part (e.g. the theory or the evidence) is at fault. ...

-- Elliot Temple
http://fallibleideas.com/

Consider the problem, what do "we" do after the refutation of a successful
theory and before it is replaced? Call this the interim problem.

It is always possible and at times reasonable to deny that a refuting
observation is true; the interim problem rises for those and only for those
who (rightly or not) deem the refuting observation true.

The answer to the interim problem then is that "we" seek a better theory, of
course.

This does not reflect the opinions of Hempel, Kuhn, Lakatos, and mostly
Feyerabend. They agreed to this answer yet would not be satisfied with it,
as they held the view cited in the first line above.

Hence, they asked a different question: not what do "we" do in the interim
period, but what do "we" believe in the interim period? The proposal then
seems to be to avoid ceasing to believe (= not to abandon) the
once-successful-now-refuted theory until a better alternative to it is
found. My empirically corroborated alternative to this answer is that "we"
plead ignorance.

Hence, this must be my misunderstanding: it is my error to impute to these
leading thinkers the suggestion that we believe in what we think is false
when the obvious suggestion is that we register that we have no opinion.

http://fallibleideas.com/


Hence, the problem is still different: not what do "we" do in the interim
period, and not in what do "we" believe in the interim period, but what
theory do we teach and what theory do we use in the interim? If so, then the
answer is that we may never cease teaching and using it, not even after it
is replaced by a better successor. Examples are Newton's and Lavoisier's
theories.

As to acceptance, Popper used the word "accept" as shorthand not for "accept
as credible" and not "accept as useful" but "accept as an object for
testing". Do "we" keep testing a theory in the interim period? At times yes
and at times not.

As to rational belief, Popper said, he would rather not discuss it but to
those who would he recommended to take corroboration as a measure of
rational credibility. And a refuted theory has the lowest degree of
corroboration. So yes, dear Elliot Temple, he  did suggest that considering
rational belief possible "we" do "automatically abandon" a successful theory
once we deem it refuted. It is very simple.

As to "we", who are "we"? The default answer is, all thinking persons,
philosophers of science included. This answer clashes with the answer that
"we" are the acknowledged experts. These two answers differ once when
philosophers of science are too ignorant of the cutting edge of research to
have any opinion on questions that they barely understand, and once when
acknowledged experts are rather inexpert.

These readings of "we" are perhaps false. I do not know, since the
philosophy-of-science literature does not discuss the designation of "we".
Possibly "we" is not any group of persons but the scientific consensus. The
first line here is then possibly true: the spokespeople of science are PR
people who often hide problems from the public eye until they are solved.
Not very nice, but then the world is not a perfect place.

Joseph Agassi

Judith Buber Agassi and Joseph Agassi
37, Levi Eshkol Street,
Herzlia 46745 ISRAEL
Phone and Fax: + 972-9-950-4072



e-mail: agass@post.tau.ac.il
Web Pages: http://www.tau.ac.il/~agass

http://www.tau.ac.il/~agass


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Demarcation (was Popper did not solve the problem of induction)
Date: July 9, 2011 at 12:26 PM

On Jul 8, 2011, at 10:22 AM, Nicholas Maxwell wrote:

Popper's falsificationism, and his allegiance to his demarcation principle, denies 
that any such metaphysical thesis can be a part of scientific knowledge

...

The demarcation criterion prevented Popper from acknowledging that a 
metaphysical thesis concerning underlying unity in nature is a basic tenet of 
(conjectural) scientific knowledge.

...

Physics accepts, as a part of (conjectural) scientific knowledge, the 
metaphysical thesis that the universe is (more or less) physically 
comprehensible.  This clashes with Popper's demarcation criterion.

The demarcation criterion says that some things, including philosophy in general, 
are not science. It does not say they are all bad.

"Non-science is bad" is what some positivists said. Some positivists and Marxists 
also spread a Popper Legend. They attribute to Popper the position that non-
science is bad in general, which he never claimed. (See "The Popper Legend" 
section of _The Philosophy of Karl Popper_ edited by Schilpp).

Popper was a philosopher with a healthy respect for non-scientific ideas such as 
epistemology, the scientific method, and morality (e.g. _The World of 
Parmenides_, ch2, addendum 2). And he didn't just *say* he respected these 
things, most of his publications are about them.

There is no clash between Popper's demarcation criterion and accepting that 
science uses non-scientific ideas. It does and has to.

For example, as Popper pointed out, all observation is theory laden. Many of 



those interpretative theories are non-science. Yet scientists use them; they are 
allowed into science. There is no problem with that. No problem generally and no 
problem with Popper's demarcation criterion.

By the way, calling Popper's philosophy falsificationism is also a mistake. Popper 
never called it that himself; that was done by non-Popperians. Popper states he 
never called it that in _Realism and the Aim of Science_ (p xxxi).

Here is one of the ways the "Popper's view is falsificationism" mistake happened, 
which may be instructive. It's related to the Popper Legend.

Positivists sought a criterion of meaning, or other positive criterion by which to 
specify which ideas are acceptable. When Popper spoke of the importance of 
falsification and empirical falsifiability, they considered using empirical falsifiability 
as a negative criterion: empirically unfalsifiable theories would be rejected 
(perhaps even as being meaningless). Thus they elevated empirical falsifiability 
to a central role. But Popper never did that.

Popper never had a problem with empirically unfalsifiable theories. Popper 
proposed many theories of this type, such as his solution to the problem of 
induction, his theories about the "Who should rule?" question, or his arguments 
against focussing debates on definitions of terms.

They are not science but they may be good theories. Then, within science, 
Popper praised theories with a high degree of empirical falsifiability -- theories 
exposed to refutation. That's because hiding theories from criticism sabotages 
progress and exposing them to criticism helps us know things better.

Popper also liked theories outside of science which were more open to non-
empirical falsification. This can be achieved with, for example, clarity and 
boldness.

If a theory is not empirically falsifiable then it is not science, is what Popper said. 
But he didn't promote empirical falsifiability to a central tenet. And he certainly 
never tried to justify theories by their falsifiability (or corroboration, or anything 
else like that). But some people did try to justify theories thusly, so they took 
empirical falsifiability to a much more major principle than Popper did.

So it's because falsification wasn't central to Popper that he never called his 
epistemology by the name "Falsificationism". And because it was central to some 



misunderstandings of Popper, those misunderstandings are sometimes called by 
the name "Falsificationism" (and attributed to Popper).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] How Rejecting Bad Explanations Augments Some LScD 
Criteria (was: Popper did not solve the problem of induction)
Date: July 9, 2011 at 1:47 PM

Below is my (Nick's) response to Elliot's response to my criticisms of Popper.

Subject: [BoI] How Rejecting Bad Explanations Augments Some LScD Criteria 
(was: Popper did not solve the problem of induction)

On Jul 8, 2011, at 7:02 AM, Nicholas Maxwell wrote:

But it is just here that Popper's methodology (and so his proposed solution to
the problem of induction) is profoundly inadequate.  Given an accepted
theory, T, we can always formulate alternatives that are more accceptable
theories, according to Popper's methodology, by adding on to T additional
testable and corroborated hypotheses, h1, h2, ... hn, to form
T + h1 + ... + hn  =  T*.  Most accepted theories run into empirical difficulties
somewhere, and are thus, ostensibly, refuted. We can modify T, in a wholly
ad hoc way, so that the resulting theory is not refuted, and add the
hypotheses, h1 etc. to that.  As a result, T* is not refuted where T is; T*
reproduces all the empirical success of T, has greater empirical content,
some of its excess content being corroborated.  T* is even a simpler theory
than T, according to Popper's L.Sc.D. notion of simplicity.

Doing this ruins the explanation that T had. Thus it is vulnerable to criticism. You 
can say;

- Why did you add h1, h2, h3, etc instead of g1, g2, g3 etc? The added part is 
easy to vary and therefore a mistake.

or

- What is the explanation for h1, h2, h3? Why do you think they are true? It is a 
mistake to make unexplained assertions.

So, yes, fairly simple sets of fairly mechanistic or formal type criteria can be 
exploited with ad hoc theory creation. But it's not so easy to exploit when you 



accept criticizing bad explanations as a legitimate type of criticism and add it to 
the toolbox.

Popper's criteria given in LScD are inadequate in isolation but *combined* with 
criticism of bad explanations they become valuable (more valuable than only 
criticizing bad explanations alone).

As I see it, theories need to meet Popper's LScD criteria while also being good 
explanations. These *dual constraints* (plus others) are effective.

I think Popper knew this from the start. He does talk about explanations and 
explanatory knowledge even in his early work. But many readers focussed on 
aspects of LScD that were more formal, more in line with system builder 
philosophy, and which also were easier to see how they could be done objectively 
without letting subjectivism in. So they may have missed the importance of 
requiring theories to be good explanations that actually make sense.

But these are just historical issues. Popper clarified this a lot in his later works, 
and Deutsch clarified it. And I hope I too have clarified it.

T* is criticizable with Popperian methods.

I would also ask people to remember that interpretation of books one reads is 
always theory laden. So people can read the same book and get different things 
out of it.

When I first read LScD I had already been a Popperian for years. So I was able to 
make many connections between statements in the book with Popperian ideas I 
already knew from Popper's later works and from Deutsch. And I was able to spot 
subtle ideas that Popper expresses in LScD but does not emphasize, which he 
spoke more about later. If someone else did not see these things, it doesn't mean 
they are not there. And it also doesn't mean that person messed up.

There were also points in LScD which I don't think were subtle at all, yet which 
many readers have overlooked because they are very different from the pre-
Popperian way of thinking about these issues. Being different made them harder 
to understand. I think some readers focussed on the parts they understood better, 
and neglected the parts they found harder to grasp. And this has led to a 
misleading picture of what LScD says being believed by most of its readers and 
commentators.



When we read a book and like it, in general we have found some interpretation of 
it that makes sense to us. Usually that means our understanding is, in some 
respects, somewhere in between what the author intended and what we already 
thought. Or maybe it'd be more accurate to say that we usually accept some of 
the author's ideas while also attributing to him some of our own.

But sometimes, for example in the case of Kuhn reading LScD, interpretation 
involves severe misinterpretation (for details of Kuhn's misreading, see _Realism 
and the Aim of Science_ in the 1982 Introduction). Kuhn had a theory of Popper's 
positions in mind while reading the book and he made the evidence fit his 
interpretation; it blinded him.

Interpreting is a tricky subject, and people can have different well-intentioned 
readings of the same book. We should be open to the possibility that, read in light 
of a different theory of what Popper's point was, LScD might seem to take on a 
somewhat different message. If one read it while looking for evidence of my take 
on it, he might find in it statements that previously hadn't stood out as important 
and memorable. (We always are selective readers and have to make decisions 
about what we think is important, and what isn't.)

As a different example, I was reading Szasz today and he mentioned open 
societies and said some nice things on the topic. This stood out to me. If I'd never 
heard of Popper it would not have stood out. Later, when I tell people that Popper 
and Szasz had some things in common, I will remember this example. But other 
people who read the book will not remember it. I was looking looking points in 
common between Popper and Szasz while reading the book, and so I found 
some; but other people who were not looking will have forgotten those parts.

Similarly, Popper and Feynman have a lot in common. Feynman read a number 
of Popper's book and agreed with a lot. I noticed this while reading Feynman 
because it's the type of thing I watch out for. Other people read Feynman and 
never notice. They pass over the same evidence, don't make the connection and 
then forget it. I, of course, forget other aspects of Feynman's books, which I hope 
were not too important.

There's also a lot in common between Popper and Ayn Rand. When confronted 
with this, some Objectivists strongly reject the idea. They didn't looked out for 
Popperian statements when reading Rand, and so they forgot about, e.g., Rand's 
strong emphasis on fallibilism. Rand took fallibilism seriously but many of her 



non-Popperian supporters do not.

But in scientific practice T* would not be considered for a moment, let alone 
preferred to T (as Popper agreed).

Perhaps for a moment, but not a lot longer. There are rational, Popperian reasons 
to reject it, as I've explained. And they are pretty quick.

I do think it's important to consider these issues (as discussed above) when 
rejecting a theory, at least briefly, because there are some theories which seem 
obviously dumb to almost everyone but which later turn out to have non-obvious 
merit.

It's worth a moment to form an actual criticism because of the following problem: 
the truth is not-obvious and our intuition is unreliable. In other words, a problem of 
science and other fields is dealing with what everyone knows which isn't so. 
That's why we must hesitate a little bit when rejecting ideas which strike as 
absurd.

-- Elliot Temple
http://fallibleideas.com/

Nick:  Elliot and I agree that the doctrine expounded in Popper's L.Sc.D. is 
seriously defective, and fails to solve the problem of induction.  Given an 
accepted theory, T, that runs into empirical difficulties, as most accepted theories 
do (and is thus ostensibly refuted), one can always modify T in a wholly ad hoc 
way so that it is no longer refuted, and then add additional independently testable 
and corroborated hypotheses, h1, h2, ... hn, to form a new theory, T*, that 
successfully predicts everything T does, is not refuted where T is, has additional 
empirical content, some of which is corroborated.  In these circumstances, T 
should be rejected and T* accepted, according to the methodological rules 
specified in L.Sc.D.

Later, in C. & R., as I remarked in my reply to David Deutsch, Popper formulated 
a "requirement of simplicity" which, if adopted, suffices to rule out theories like T*, 
whatever their empirical content and success.  This states that a new theory, in 
order to be acceptable, "should proceed from some simple, new, and powerful, 
unifying idea about some connection or relation (such as gravitational attraction) 
between hitherto unconnected things (such as planets and apples) or facts (such 
as inertial and

http://fallibleideas.com/


gravitational mass) or new "theoretical entities" (such as field and particles)" 
(Popper, C. & R., 1963, p. 241).

But, as I have already pointed out, if this "requirement of simplicity" is adopted, 
and only theories that satisfy it are ever accepted in physics, even though 
endlessly many empirically more successful rival theories are available that fail to 
satisfy it (because they are grossly disunified like T*), then this means that 
physics accepts, as a part of scientific knowledge, the metaphysical thesis that 
the universe is such that, at the very least, no disunified theory is true.

Popper could not accept this, because it violates his demarcation criterion.  If it is 
accepted then we need to adopt a conception of scientific method very different 
from Popper's - even though it builds on Popperian ideas.  We need to adopt the 
hierarchical meta-methodology of aim-oriented empiricism to ensure that the 
metaphysical thesis of unity, accepted by science, is subjected to sustained 
critical scrutiny, as an integral part of physics, in an attempt to improve it.

Popper's falsificationism cannot do justice to the entirely proper way in which 
physics, at the fundamental level, accepts only unified, or explanatory, theories.

This argument was first spelled out long ago in a paper called "A Critique of 
Popper's Views on Scientific Method" (Phil. Sci., 39, 1972,  pp. 131-52).  It was 
further developed in a two part paper called "The Rationality of Scientific 
Discovery" (Phil. Sci., 41, 1974, pp. 123-53 & 247-295), in a three part paper 
published in the Brit. J. Phil. Sci. in 1993, in a number of other papers and in 
books, the most recent of which is "A Priori Conjectural Knowledge in Physics", in 
"What Place for the A Priori?", edited by Michael Shaffer and Michael Veber, 
Open Court, Chicago, 2011, pp. 211-240.   All the papers are available at 
http://philpapers.org/profile/17092 .

                    Best wishes,

                            Nick Maxwell

http://philpapers.org/profile/17092


From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Demarcation (was Popper did not solve the problem of 
induction)
Date: July 9, 2011 at 2:12 PM

Response to remarks on Popper and metaphysical theses.

Subject: [BoI] Demarcation (was Popper did not solve the problem of induction)

On Jul 8, 2011, at 10:22 AM, Nicholas Maxwell wrote:

Popper's falsificationism, and his allegiance to his demarcation principle, denies 
that any such metaphysical thesis can be a part of scientific knowledge

...

The demarcation criterion prevented Popper from acknowledging that a 
metaphysical thesis concerning underlying unity in nature is a basic tenet of 
(conjectural) scientific knowledge.

...

Physics accepts, as a part of (conjectural) scientific knowledge, the 
metaphysical thesis that the universe is (more or less) physically 
comprehensible.  This clashes with Popper's demarcation criterion.

The demarcation criterion says that some things, including philosophy in general, 
are not science. It does not say they are all bad.

"Non-science is bad" is what some positivists said. Some positivists and Marxists 
also spread a Popper Legend. They attribute to Popper the position that non-
science is bad in general, which he never claimed. (See "The Popper Legend" 
section of _The Philosophy of Karl Popper_ edited by Schilpp).

Popper was a philosopher with a healthy respect for non-scientific ideas such as 
epistemology, the scientific method, and morality (e.g. _The World of 



Parmenides_, ch2, addendum 2). And he didn't just *say* he respected these 
things, most of his publications are about them.

There is no clash between Popper's demarcation criterion and accepting that 
science uses non-scientific ideas. It does and has to.

For example, as Popper pointed out, all observation is theory laden. Many of 
those interpretative theories are non-science. Yet scientists use them; they are 
allowed into science. There is no problem with that. No problem generally and no 
problem with Popper's demarcation criterion.

By the way, calling Popper's philosophy falsificationism is also a mistake. Popper 
never called it that himself; that was done by non-Popperians. Popper states he 
never called it that in _Realism and the Aim of Science_ (p xxxi).

Here is one of the ways the "Popper's view is falsificationism" mistake happened, 
which may be instructive. It's related to the Popper Legend.

Positivists sought a criterion of meaning, or other positive criterion by which to 
specify which ideas are acceptable. When Popper spoke of the importance of 
falsification and empirical falsifiability, they considered using empirical falsifiability 
as a negative criterion: empirically unfalsifiable theories would be rejected 
(perhaps even as being meaningless). Thus they elevated empirical falsifiability 
to a central role. But Popper never did that.

Popper never had a problem with empirically unfalsifiable theories. Popper 
proposed many theories of this type, such as his solution to the problem of 
induction, his theories about the "Who should rule?" question, or his arguments 
against focussing debates on definitions of terms.

They are not science but they may be good theories. Then, within science, 
Popper praised theories with a high degree of empirical falsifiability --  theories 
exposed to refutation. That's because hiding theories from criticism sabotages 
progress and exposing them to criticism helps us know things better.

Popper also liked theories outside of science which were more open to non-
empirical falsification. This can be achieved with, for example, clarity and 
boldness.

If a theory is not empirically falsifiable then it is not science, is what Popper said. 



But he didn't promote empirical falsifiability to a central tenet. And he certainly 
never tried to justify theories by their falsifiability (or corroboration, or anything 
else like that). But some people did try to justify theories thusly, so they took 
empirical falsifiability to a much more major principle than Popper did.

So it's because falsification wasn't central to Popper that he never called his 
epistemology by the name "Falsificationism". And because it was central to some 
misunderstandings of Popper, those misunderstandings are sometimes called by 
the name "Falsificationism" (and attributed to Popper).

-- Elliot Temple
http://curi.us/

I agree with everything you say here about Popper.  Nevertheless, Popper did 
not, and could not have, held that the metaphysical thesis that the universe has a 
unified dynamic structure (or is physically comprehensible) is a persistent item of 
scientific knowledge.  That does clash with his demarcation criterion.  Popper of 
course accepted that untestable ideas can be meaningful, interesting, true, and 
can have a fruitful influence on science, in the context of discovery.  But all that is 
a quite different matter.

As for calling Popper's position "falsificationism", Popper didn't like the term, but 
he also held that words don't matter (as long as one makes oneself clear), and he 
notoriously used various terms to refer to various views, so I see no reason why 
one shouldn't use the term.

                  Best wishes,

                            Nick Maxwell

http://curi.us/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Demarcation (was Popper did not solve the problem of 
induction)
Date: July 9, 2011 at 2:27 PM

On Jul 9, 2011, at 11:12 AM, Nicholas Maxwell wrote:

Response to remarks on Popper and metaphysical theses.

Subject: [BoI] Demarcation (was Popper did not solve the problem of 
induction)

On Jul 8, 2011, at 10:22 AM, Nicholas Maxwell wrote:

Popper's falsificationism, and his allegiance to his demarcation principle, 
denies that any such metaphysical thesis can be a part of scientific 
knowledge

...

The demarcation criterion prevented Popper from acknowledging that a 
metaphysical thesis concerning underlying unity in nature is a basic tenet of 
(conjectural) scientific knowledge.

...

Physics accepts, as a part of (conjectural) scientific knowledge, the 
metaphysical thesis that the universe is (more or less) physically 
comprehensible.  This clashes with Popper's demarcation criterion.

The demarcation criterion says that some things, including philosophy in 
general, are not science. It does not say they are all bad.

"Non-science is bad" is what some positivists said. Some positivists and 



Marxists also spread a Popper Legend. They attribute to Popper the position 
that non-science is bad in general, which he never claimed. (See "The Popper 
Legend" section of _The Philosophy of Karl Popper_ edited by Schilpp).

Popper was a philosopher with a healthy respect for non-scientific ideas such 
as epistemology, the scientific method, and morality (e.g. _The World of 
Parmenides_, ch2, addendum 2). And he didn't just *say* he respected these 
things, most of his publications are about them.

There is no clash between Popper's demarcation criterion and accepting that 
science uses non-scientific ideas. It does and has to.

For example, as Popper pointed out, all observation is theory laden. Many of 
those interpretative theories are non-science. Yet scientists use them; they are 
allowed into science. There is no problem with that. No problem generally and 
no problem with Popper's demarcation criterion.

By the way, calling Popper's philosophy falsificationism is also a mistake. 
Popper never called it that himself; that was done by non-Popperians. Popper 
states he never called it that in _Realism and the Aim of Science_ (p xxxi).

Here is one of the ways the "Popper's view is falsificationism" mistake 
happened, which may be instructive. It's related to the Popper Legend.

Positivists sought a criterion of meaning, or other positive criterion by which to 
specify which ideas are acceptable. When Popper spoke of the importance of 
falsification and empirical falsifiability, they considered using empirical 
falsifiability as a negative criterion: empirically unfalsifiable theories would be 
rejected (perhaps even as being meaningless). Thus they elevated empirical 
falsifiability to a central role. But Popper never did that.

Popper never had a problem with empirically unfalsifiable theories. Popper 
proposed many theories of this type, such as his solution to the problem of 
induction, his theories about the "Who should rule?" question, or his 
arguments against focussing debates on definitions of terms.

They are not science but they may be good theories. Then, within science, 
Popper praised theories with a high degree of empirical falsifiability --  theories 
exposed to refutation. That's because hiding theories from criticism sabotages 
progress and exposing them to criticism helps us know things better.



Popper also liked theories outside of science which were more open to non-
empirical falsification. This can be achieved with, for example, clarity and 
boldness.

If a theory is not empirically falsifiable then it is not science, is what Popper 
said. But he didn't promote empirical falsifiability to a central tenet. And he 
certainly never tried to justify theories by their falsifiability (or corroboration, or 
anything else like that). But some people did try to justify theories thusly, so 
they took empirical falsifiability to a much more major principle than Popper 
did.

So it's because falsification wasn't central to Popper that he never called his 
epistemology by the name "Falsificationism". And because it was central to 
some misunderstandings of Popper, those misunderstandings are sometimes 
called by the name "Falsificationism" (and attributed to Popper).

-- Elliot Temple
http://curi.us/

I agree with everything you say here about Popper.  Nevertheless, Popper did 
not, and could not have, held that the metaphysical thesis that the universe has 
a unified dynamic structure (or is physically comprehensible) is a persistent item 
of scientific knowledge.  That does clash with his demarcation criterion.  Popper 
of course accepted that untestable ideas can be meaningful, interesting, true, 
and can have a fruitful influence on science, in the context of discovery.  But all 
that is a quite different matter.

To be clear, do you think there is a contradiction in Popper's worldview because 
part of doing any scientific experiment involves, for example, taking the position 
that there is an objective reality external to oneself that is comprehensible, and 
that is a  position which is not falsifiable?

As for calling Popper's position "falsificationism", Popper didn't like the term, but 
he also held that words don't matter (as long as one makes oneself clear), and 
he notoriously used various terms to refer to various views, so I see no reason 
why one shouldn't use the term.

http://curi.us/


                 Best wishes,

                           Nick Maxwell

The Popperians on this list are well aware of Popper's general position on words 
and terminological disputes. However, Elliot has offered a rather detailed 
explanation of why calling Popper's position "falsificationism" contributes to a 
*lack of clarity* by misrepresenting him and promoting a very pervasive and 
fundamental misconception of Popper's actual position. Since you seem to allow 
for avoiding the use of words which make oneself less clear, I am curious as to 
what you found unpersuasive in Elliot's argument.

-J



From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Demarcation (was Popper did not solve the problem of 
induction)
Date: July 9, 2011 at 3:17 PM

Subject: Re: [BoI] Demarcation (was Popper did not solve the problem of 
induction)

On Jul 9, 2011, at 11:12 AM, Nicholas Maxwell wrote:

Response to remarks on Popper and metaphysical theses.

Subject: [BoI] Demarcation (was Popper did not solve the problem of 
induction)

On Jul 8, 2011, at 10:22 AM, Nicholas Maxwell wrote:

Popper's falsificationism, and his allegiance to his demarcation principle, 
denies that any such metaphysical thesis can be a part of scientific 
knowledge

...

The demarcation criterion prevented Popper from acknowledging that a 
metaphysical thesis concerning underlying unity in nature is a basic tenet of 
(conjectural) scientific knowledge.

...

Physics accepts, as a part of (conjectural) scientific knowledge, the 
metaphysical thesis that the universe is (more or less) physically 
comprehensible.  This clashes with Popper's demarcation criterion.



The demarcation criterion says that some things, including philosophy in 
general, are not science. It does not say they are all bad.

"Non-science is bad" is what some positivists said. Some positivists and 
Marxists also spread a Popper Legend. They attribute to Popper the position 
that non-science is bad in general, which he never claimed. (See "The Popper 
Legend" section of _The Philosophy of Karl Popper_ edited by Schilpp).

Popper was a philosopher with a healthy respect for non-scientific ideas such 
as epistemology, the scientific method, and morality (e.g. _The World of 
Parmenides_, ch2, addendum 2). And he didn't just *say* he respected these 
things, most of his publications are about them.

There is no clash between Popper's demarcation criterion and accepting that 
science uses non-scientific ideas. It does and has to.

For example, as Popper pointed out, all observation is theory laden. Many of 
those interpretative theories are non-science. Yet scientists use them; they are 
allowed into science. There is no problem with that. No problem generally and 
no problem with Popper's demarcation criterion.

By the way, calling Popper's philosophy falsificationism is also a mistake. 
Popper never called it that himself; that was done by non-Popperians. Popper 
states he never called it that in _Realism and the Aim of Science_ (p xxxi).

Here is one of the ways the "Popper's view is falsificationism" mistake 
happened, which may be instructive. It's related to the Popper Legend.

Positivists sought a criterion of meaning, or other positive criterion by which to 
specify which ideas are acceptable. When Popper spoke of the importance of 
falsification and empirical falsifiability, they considered using empirical 
falsifiability as a negative criterion: empirically unfalsifiable theories would be 
rejected (perhaps even as being meaningless). Thus they elevated empirical 
falsifiability to a central role. But Popper never did that.

Popper never had a problem with empirically unfalsifiable theories. Popper 
proposed many theories of this type, such as his solution to the problem of 
induction, his theories about the "Who should rule?" question, or his 
arguments against focussing debates on definitions of terms.



They are not science but they may be good theories. Then, within science, 
Popper praised theories with a high degree of empirical falsifiability --  theories 
exposed to refutation. That's because hiding theories from criticism sabotages 
progress and exposing them to criticism helps us know things better.

Popper also liked theories outside of science which were more open to non-
empirical falsification. This can be achieved with, for example, clarity and 
boldness.

If a theory is not empirically falsifiable then it is not science, is what Popper 
said. But he didn't promote empirical falsifiability to a central tenet. And he 
certainly never tried to justify theories by their falsifiability (or corroboration, or 
anything else like that). But some people did try to justify theories thusly, so 
they took empirical falsifiability to a much more major principle than Popper 
did.

So it's because falsification wasn't central to Popper that he never called his 
epistemology by the name "Falsificationism". And because it was central to 
some misunderstandings of Popper, those misunderstandings are sometimes 
called by the name "Falsificationism" (and attributed to Popper).

-- Elliot Temple
http://curi.us/

I agree with everything you say here about Popper.  Nevertheless, Popper did 
not, and could not have, held that the metaphysical thesis that the universe has 
a unified dynamic structure (or is physically comprehensible) is a persistent item 
of scientific knowledge.  That does clash with his demarcation criterion.  Popper 
of course accepted that untestable ideas can be meaningful, interesting, true, 
and can have a fruitful influence on science, in the context of discovery.  But all 
that is a quite different matter.

To be clear, do you think there is a contradiction in Popper's worldview because 
part of doing any scientific experiment involves, for example, taking the position 
that there is an objective reality external to oneself that is comprehensible, and 
that is a  position which is not falsifiable?

http://curi.us/


As for calling Popper's position "falsificationism", Popper didn't like the term, but 
he also held that words don't matter (as long as one makes oneself clear), and 
he notoriously used various terms to refer to various views, so I see no reason 
why one shouldn't use the term.

                 Best wishes,

                           Nick Maxwell

The Popperians on this list are well aware of Popper's general position on words 
and terminological disputes. However, Elliot has offered a rather detailed 
explanation of why calling Popper's position "falsificationism" contributes to a 
*lack of clarity* by misrepresenting him and promoting a very pervasive and 
fundamental misconception of Popper's actual position. Since you seem to allow 
for avoiding the use of words which make oneself less clear, I am curious as to 
what you found unpersuasive in Elliot's argument.

-J

I use the term "falsificationism" to refer to Popper's view of science, with the 
emphasis, admittedly, on the doctrine spelled out in his L.Sc.D.  I consider 
L.Sc.D. to be a very great work in the philosophy of science.  Much of its 
greatness lies in the way it takes a basic idea - falsifiability - and seeks to solve a 
range of problems with it: the problem of demarcation, the problem of induction, 
the problem of scientific progress, the problem of simplicity (what it is, and why 
simple theories are to be preferred to theories that lack it), the problem of the 
nature of scientific method.  It is this feature of the work - so much covered, in 
such a fruitful way, all extracted from one basic idea - that accounts (at least in 
part), in my view, for the power, and the great value, of the book.  In these 
circumstances, it seems to be entirely legitimate to refer to the doctrine by means 
of its key idea.

Ultimately, falsificationism - the doctrine of L.Sc.D. - fails, in my view, for the 
reasons I have given.  But it is a great mistake to think that because a theory 
fails, it is worthless.  We certainly don't think that of scientific theories that fail, 
and we shouldn't think that of views in the philosophy of science either.  It is partly 
because L.Sc.D. does have its rigorous logical structure, everything devolving 
from the basic idea of falsifiability, that we can see clearly that it does fail, and 
see, too, what is to be learnt from this failure.  Popper failed to appreciate that 



persistent acceptance of explanatory theories in physics means that physics 
makes a metaphysical assumption concerning explanatoriness, or 
comprehensibility, and hence we need a new, meta-methodological concption of 
science which facilitates the sustained criticism and, we may hope, improvement, 
of the problematic aims, and associated methods, of physics, as physics 
proceeds.

In using "falsificationism" to refer to the doctrine about science to be found in 
L.Sc.D., I am certainly not implying that that is all there is to Popper, or even that 
that amounts to Popper's most important contribution. No one who has read my
"Karl Raimund Popper" (in British Philosophers, 1800-2000, edited by P. 
Dematteis, P. Fosl and L. McHenry, Bruccoli Clark Layman, Columbia, 2002, pp. 
176-194) could think that.  Or my "Popper's Paradoxical Pursuit of Natural 
Philosophy" (in Cambridge Companion to Popper, edited by Jeremy Shearmur 
and Geoffrey Stokes, Cambridge University Press, Cambridge).  Both available at 
http://philpapers.org/profile/17092 .  Or, I might add, the way I have sought to 
develop Popperian ideas: see for example my "From Knowledge to Wisdom".

I might add that Popper held that disputes about terminology are to be avoided 
like the plague - and I agree.

                Best wishes,

                          Nick Maxwell

http://philpapers.org/profile/17092


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Demarcation (was Popper did not solve the problem of 
induction)
Date: July 9, 2011 at 3:27 PM

On Sat, Jul 9, 2011 at 11:12 AM, Nicholas Maxwell
<nicholas.maxwell@ucl.ac.uk> wrote:

I agree with everything you say here about Popper.  Nevertheless, Popper did
not, and could not have, held that the metaphysical thesis that the universe
has a unified dynamic structure (or is physically comprehensible) is a
persistent item of scientific knowledge.  That does clash with his
demarcation criterion.

Popper's criterion says if there is *any* possibility of empirical
refutation then a field is a science. He didn't require *all* the
ideas in a field to be empirically refutable for that field to be
scientific. Physics has always had many ideas which are not
empirically refutable and that does not clash with Popper's criterion.
Popper was saying that fields with no possible empirical refutation
are not scientific, he wasn't banning non-empirical principles from
physics.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Disunified (was: Popper did not solve the problem of induction)
Date: July 9, 2011 at 5:55 PM

On Jul 8, 2011, Nicholas Maxwell wrote:

Substantial, influential, problematic and implicit assumptions need to be made 
explicit, so that they can be criticized and, we may hope, improved.

I agree with that.

Four separate quotes follow:

Physics persistently accepts unified theories, and this means that physics 
accepts, as a vital item of (conjectural) scientific knowledge a metaphysical 
thesis which asserts that the universe has a unified dynamic structure, at least 
to the extent that all seriously disunified theories are false.

What this means, in effect, is that we need to construe physics as having the 
aim of improving conjectural knowledge about truth presupposed to be unified,  
explanatory, or comprehensible.  Science seeks, not truth, but explanatory truth.

Physics accepts, as a part of (conjectural) scientific knowledge, the 
metaphysical thesis that the universe is (more or less) physically 
comprehensible.

physics makes a big, influential and highly problematic metaphysical 
assumption about the nature of the universe (to the effect that it has a unified 
dynamic structure)

my argument is that physics in practice invariably accepts (more or less) unified 
theories even though endlessly many empirically more successful disunified 
rivals exist (theories that satisfy Popper's L.Sc.D. requirements for being better 
theories), and this means that, in practice, physics makes a big, highly 



problematic, influential, and mostly implicit assumption concerning the unity or 
comprehensibility of the universe.  Given this situation, physics needs to make 
this implicit assumption explicit, so that it can be criticized and, we may hope, 
improved.

This implicit metaphysical thesis is highly influential and problematic: therefore, 
it needs to be made explicit within physics, for good Popperian reasons, so that 
it can critically assessed, so that alternatives can be developed and critically 
assessed, in the hope that it can be improved.

I read these passages to have this main point:

Physics operates on the assumption (necessary to its progress) that unified 
theories are better (truer?) than disunified theories

I take issue with several things here. I'll state them each briefly before 
elaborating.

I dispute that it should be an *assumption*. I don't think assuming principles the 
right approach to creating knowledge.

I dispute that there is or should be any single main criterion for creating 
knowledge generally, or for a particular field like physics (see my upcoming email 
for some more about this, subject line: Criticism).

I dispute that *all* unified theories are better.

Once it is not *all* unified theories are better, there is the issue of which ones are 
better and why, and where that leads...

*** ASSUMPTIONS ***

Let's consider assumptions. Popperian epistemology has a concept of 
conjectures. I say it should be a conjecture rather than an assumption. What's the 
difference?



Assumptions are *assumed* to be true. That means it's beyond question, beyond 
criticism. No arguments about its merits are given, so there's nothing to criticize 
or discuss. It's taken to be true for no reason without discussion.

Conjectures are open to rational debate and criticism.

What conjectures and assumptions have in common is that they aren't justified or 
supported. There is no "burden of proof" on the conjecturer/assumer to even get 
started. It allows one to put forward ideas without facing an impossible burden of 
justification.

But assumptions combat justification by refusing to be open to criticism and 
refutation. Assumptions are an *irrationalist* answer to justification. Conjectures 
are a *rational* answer: non-justified ideas that are open to improvement and 
criticism.

Assuming has a second use which is legitimate and rational, and this legitimate 
use has obscured the mistake. It is to assume X for purposes of discussing Y. 
This is a way to keep things on topic and avoid unlimited tangents. It's a method 
of organizing discussion and it never meant that X is actually true.

But the Y needs to be a limited thing, not an entire field like physics. It's good to 
"Assume Obama gets elected for the purposes of discussing what his presidency 
would be like". Temporarily avoiding debate about whether he will be elected is 
fine. Permanently avoiding such debate would be weird though.

So temporary and limited assumptions are OK as a method of organizing 
discussion, but long term assumptions, as the basis of a field, are irrational. 
Instead we should use rational conjectures which are always open to revision.

*** UNIFIED VS DISUNIFIED ***

Now let's consider if all unified theories are better than all disunified theories.

As an example of disunified theories, consider electricity and magnetism before 
they were unified. And as an example of a unified theory, consider the claim that 
electricity and magnetism are really caused by the same underlying thing: unicorn 
breath.



The disunified theories are better. Many unified theories are bad.

This leads to the question: which unified theories are good? And why do we like 
some but not all unified theories?

There must be some further criteria of some sort by which we judge.

These further criteria are not simple. They are very complicated and seem to vary 
in different cases. Maybe there is a way to unify them but it's not obvious.

Many potential unifications are rejected as not being good enough. Unless a 
unification is good enough in some way, we'll stick with disunified theories.

Further, we don't know that the truth is ultimately unified. Maybe there are several 
truths that don't contradict but also haven't got a single, shared, underlying 
explanation.

Maybe they have connections. But maybe those connections aren't the best way 
to think about them (at least for some purposes). What if I want to solve a 
problem in field X. Then do I care about the unification of fields X and Y? I might 
not. I might find a non-unified versions of the ideas in field X simpler and more 
directly related to the problem I'm working on. The unification with Y could be 
irrelevant and distracting.

Consider politics and epistemology. There are deep connections between 
liberalism and epistemology. But their unification is not actually useful for solving 
all political problems. Often we can solve political problems using only political 
knowledge; politics is a field with a lot of good ideas capable of solving many 
problems alone.

Consider sports. There is knowledge about the strategy for every sport 
individually. A lot of it is not unified across different sports. So what? No doubt at 
least some of it could be unified. But what would that be useful for? People use 
disunified sports knowledge to solve real problems they have in their life. There's 
nothing wrong with that.

*** THE SOLUTION ***



So, when do we reject disunified theories in physics, and when not? When should 
we unify theories, and when not? Which disunifications are bad, and which 
aren't?

These problems are all unified by an underlying solution: conjectures and 
refutations.

What physics really does is to *criticize* proposed theories. This criticism rejects 
some unified theories and some disunified theories. There is no underlying 
assumption favoring unified theories. To the extent physics moves towards unified 
theories it's because many different lines of criticism push things in that direction.

Direct criticism of theories for being disunified is not a major component of 
scientific method and practice. It's not actually that good of a criticism. It's too 
vague. People just reply with things like, "Well, do you have a better idea?" Or, 
"Well, is it false?" Or, "Go ahead and do research in the area if you think you can 
find a valuable unification."

Being disunified doesn't make theories false, and it doesn't prevent them from 
solving the problems they are designed to solve. So it's more of a secondary 
issue. Primary criticism focusses on direct flaws in theories: reasons they are 
false, or don't do what they are supposed to.

There is no special principle of criticism assumed to be true in physics. Rather, 
there are many types of criticism conjectured to be useful, and used in a rather 
disunified but effective fashion.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Popper did not solve the problem of induction
Date: July 9, 2011 at 6:02 PM

Nick,

The problem you describe is not the problem of induction. It's a
technical quibble, and it can be resolved easily. That is, one
introduces a methodological norm to ignore such T* theories. In the
first case, they are just pointless; they do not add to our
understanding of the world. In the second case, they are merely an
attempt to smuggle a falsified theory by combining it with another
theory which is logically unrelated. This is just a slightly more
sophisticated "conventionalist stratagem" or ad hoc maneuver, and it
should be treated as such.



From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Demarcation (was Popper did not solve the problem of 
induction)
Date: July 10, 2011 at 8:21 AM

On Sat, Jul 9, 2011 at 11:12 AM, Nicholas Maxwell
<nicholas.maxwell@ucl.ac.uk> wrote:

I agree with everything you say here about Popper. Nevertheless, Popper did
not, and could not have, held that the metaphysical thesis that the universe
has a unified dynamic structure (or is physically comprehensible) is a
persistent item of scientific knowledge. That does clash with his
demarcation criterion.

Popper's criterion says if there is *any* possibility of empirical
refutation then a field is a science. He didn't require *all* the
ideas in a field to be empirically refutable for that field to be
scientific. Physics has always had many ideas which are not
empirically refutable and that does not clash with Popper's criterion.
Popper was saying that fields with no possible empirical refutation
are not scientific, he wasn't banning non-empirical principles from
physics.

If by "field" you mean a discipline, like physics, then fair enough, the criterion 
interpreted in that way would not exclude the metaphysical thesis that the 
universe is physically comprehensible from physics.

Popper was against talking about disciplines - and so "fields" as well, interpreted 
to mean "discipline", and he introduces the demarcation criterion in the L.Sc.D. as 
applying to "theoretical systems" or theories. Interpreted in this Popperian 
fashion, the demarcation criterion does exclude the metaphysical thesis that the 
universe is physically comprehensible from being a part of scientific knowledge.  
The thesis is incompatible with currently accepted physical theories (and so 
cannot be regarded as a part of those theoretical systems).

All this, however, plays a very minor role in my argument.  The central point is 
that Popper failed to see that persistent acceptance of explanatory theories in 
physics, even though endlessly many better corroborated non-explanatory rivals 
are available, means that physics persistently accepts the metaphysical thesis 
that the universe is physically comprehensible.  He failed to see that this in turn 



means that physics needs to adopt something like the meta-methodology of aim-
oriented empiricism so that this influential and problematic thesis may be 
subjected to sustained critical scrutiny, in the hope of improving it.  Popper's 
views concerning metaphysical research programmes are very different.  The 
metaphysical ideas considered are different, they are not a part of accepted 
scientific knowledge, there is nothing like the meta-methodological framework of 
aim-oriented empiricism, and Popper declares of them that they are "more of the 
nature of myths, or of dreams, than of science".

There is a more extended discussion of Popper's metaphysical research 
programmes in my "Popper's Paradoxical Pursuit of Natural Philosophy", section 
5 (available at http://philpapers.org/profile/17092 ).

This is what Popper says about metaphysical research programmes in his 
"Quantum Theory and the Schism in Physics" (1982, p. 165):

"Such research programmes are, generally speaking, indispensable for science, 
although their character is that of metaphysical or speculative physics rather than 
of scientific physics.  Originally they were all metaphysical, in nearly every sense 
of the word (although some of them became scientific in time); they were vast 
generalizations, based upon various intuitive ideas, most of which now strike us 
as mistaken.  They were unifying pictures of the world - the real world.  They 
were highly speculative; and they were, originally, non-testable.  Indeed they may 
all be said to have been more of the nature of myths, or of dreams, than of 
science.  But they helped to give science its problems, its purposes, and its 
inspiration".

            Best wishes,

                    Nick Maxwell

http://philpapers.org/profile/17092


From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Disunified (was: Popper did not solve the problem of induction)
Date: July 10, 2011 at 8:48 AM

Subject: [BoI] Disunified (was: Popper did not solve the problem of induction)

On Jul 8, 2011, Nicholas Maxwell wrote:

Substantial, influential, problematic and implicit assumptions need to be made 
explicit, so that they can be criticized and, we may hope, improved.

I agree with that.

Four separate quotes follow:

Physics persistently accepts unified theories, and this means that physics 
accepts, as a vital item of (conjectural) scientific knowledge a metaphysical 
thesis which asserts that the universe has a unified dynamic structure, at least 
to the extent that all seriously disunified theories are false.

What this means, in effect, is that we need to construe physics as having the 
aim of improving conjectural knowledge about truth presupposed to be unified,  
explanatory, or comprehensible.  Science seeks, not truth, but explanatory truth.

Physics accepts, as a part of (conjectural) scientific knowledge, the 
metaphysical thesis that the universe is (more or less) physically 
comprehensible.

physics makes a big, influential and highly problematic metaphysical 
assumption about the nature of the universe (to the effect that it has a unified 
dynamic structure)

my argument is that physics in practice invariably accepts (more or less) unified 



theories even though endlessly many empirically more successful disunified 
rivals exist (theories that satisfy Popper's L.Sc.D. requirements for being better 
theories), and this means that, in practice, physics makes a big, highly 
problematic, influential, and mostly implicit assumption concerning the unity or 
comprehensibility of the universe. Given this situation, physics needs to make 
this implicit assumption explicit, so that it can be criticized and, we may hope, 
improved.

This implicit metaphysical thesis is highly influential and problematic: therefore, 
it needs to be made explicit within physics, for good Popperian reasons, so that 
it can critically assessed, so that alternatives can be developed and critically 
assessed, in the hope that it can be improved.

I read these passages to have this main point:

Physics operates on the assumption (necessary to its progress) that unified 
theories are better (truer?) than disunified theories

I take issue with several things here. I'll state them each briefly before 
elaborating.

I dispute that it should be an *assumption*. I don't think assuming principles the 
right approach to creating knowledge.

I dispute that there is or should be any single main criterion for creating 
knowledge generally, or for a particular field like physics (see my upcoming email 
for some more about this, subject line: Criticism).

I dispute that *all* unified theories are better.

Once it is not *all* unified theories are better, there is the issue of which ones are 
better and why, and where that leads...

*** ASSUMPTIONS ***

Let's consider assumptions. Popperian epistemology has a concept of 



conjectures. I say it should be a conjecture rather than an assumption. What's the 
difference?

Assumptions are *assumed* to be true. That means it's beyond question, beyond 
criticism. No arguments about its merits are given, so there's nothing to criticize 
or discuss. It's taken to be true for no reason without discussion.

Conjectures are open to rational debate and criticism.

What conjectures and assumptions have in common is that they aren't justified or 
supported. There is no "burden of proof" on the conjecturer/assumer to even get 
started. It allows one to put forward ideas without facing an impossible burden of 
justification.

But assumptions combat justification by refusing to be open to criticism and 
refutation. Assumptions are an *irrationalist* answer to justification. Conjectures 
are a *rational* answer: non-justified ideas that are open to improvement and 
criticism.

Assuming has a second use which is legitimate and rational, and this legitimate 
use has obscured the mistake. It is to assume X for purposes of discussing Y. 
This is a way to keep things on topic and avoid unlimited tangents. It's a method 
of organizing discussion and it never meant that X is actually true.

But the Y needs to be a limited thing, not an entire field like physics. It's good to 
"Assume Obama gets elected for the purposes of discussing what his presidency 
would be like". Temporarily avoiding debate about whether he will be elected is 
fine. Permanently avoiding such debate would be weird though.

So temporary and limited assumptions are OK as a method of organizing 
discussion, but long term assumptions, as the basis of a field, are irrational. 
Instead we should use rational conjectures which are always open to revision.

Nick: By all means lets drop the word "assumption" and speak of a highly 
problematic metaphysical thesis concerning the nature of the universe being an 
accepted item of conjectural knowledge in physics.  Nothing in my argument 
depends on the word "assumption" being employed, and I have constantly 
stressed that the whole point of making the thesis is explicit within physics is to 
facilitate its criticism and, we may hope, improvement. (We should avoid debating 
merely terminological matters.)



*** UNIFIED VS DISUNIFIED ***

Now let's consider if all unified theories are better than all disunified theories.

Nick: Nowhere have I said that all unified theories are better than all disunified 
theories.

What I have argued is quite different: physics persistently accepts (more or less) 
unified theories even though many empirically more successful rival theories are 
available which, in practice, never get considered.  So what follows here is 
irrelevant to what I do argue.

As an example of disunified theories, consider electricity and magnetism before 
they were unified. And as an example of a unified theory, consider the claim that 
electricity and magnetism are really caused by the same underlying thing: unicorn 
breath.

The disunified theories are better. Many unified theories are bad.

This leads to the question: which unified theories are good? And why do we like 
some but not all unified theories?

There must be some further criteria of some sort by which we judge.

These further criteria are not simple. They are very complicated and seem to vary 
in different cases. Maybe there is a way to unify them but it's not obvious.

Many potential unifications are rejected as not being good enough. Unless a 
unification is good enough in some way, we'll stick with disunified theories.

Further, we don't know that the truth is ultimately unified. Maybe there are several 
truths that don't contradict but also haven't got a single, shared, underlying 
explanation.

Maybe they have connections. But maybe those connections aren't the best way 
to think about them (at least for some purposes). What if I want to solve a 
problem in field X. Then do I care about the unification of fields X and Y? I might 
not. I might find a non-unified versions of the ideas in field X simpler and more 



directly related to the problem I'm working on. The unification with Y could be 
irrelevant and distracting.

Consider politics and epistemology. There are deep connections between 
liberalism and epistemology. But their unification is not actually useful for solving 
all political problems. Often we can solve political problems using only political 
knowledge; politics is a field with a lot of good ideas capable of solving many 
problems alone.

Consider sports. There is knowledge about the strategy for every sport 
individually. A lot of it is not unified across different sports. So what? No doubt at 
least some of it could be unified. But what would that be useful for? People use 
disunified sports knowledge to solve real problems they have in their life. There's 
nothing wrong with that.

*** THE SOLUTION ***

So, when do we reject disunified theories in physics, and when not? When should 
we unify theories, and when not? Which disunifications are bad, and which 
aren't?

These problems are all unified by an underlying solution: conjectures and 
refutations.

What physics really does is to *criticize* proposed theories. This criticism rejects 
some unified theories and some disunified theories. There is no underlying 
assumption favoring unified theories. To the extent physics moves towards unified 
theories it's because many different lines of criticism push things in that direction.

Direct criticism of theories for being disunified is not a major component of 
scientific method and practice. It's not actually that good of a criticism. It's too 
vague. People just reply with things like, "Well, do you have a better idea?" Or, 
"Well, is it false?" Or, "Go ahead and do research in the area if you think you can 
find a valuable unification."

Being disunified doesn't make theories false, and it doesn't prevent them from 
solving the problems they are designed to solve. So it's more of a secondary 
issue. Primary criticism focusses on direct flaws in theories: reasons they are 



false, or don't do what they are supposed to.

There is no special principle of criticism assumed to be true in physics. Rather, 
there are many types of criticism conjectured to be useful, and used in a rather 
disunified but effective fashion.

-- Elliot Temple
http://fallibleideas.com/

Nick: Actually, physicists do criticize proposed theories for being ad hoc (and they 
would dismiss without criticism the grossly ad hoc, disunified theories my 
argument appeals to).  But the real point, let me stress once again, is this: 
physics persistently accepts (more or less) unified theories even though endlessly 
many empirically more successful disunified rival theories can readily be 
formulated.  These rivals never get considered.  I then go on to argue that this 
means phyiscs implicitly accepts a metaphysical thesis concerning the nature of 
the universe.

The points you have made above don't begin to address the arguement just 
indicated, and stated more fully in previous emails, and much more fully in papers 
and books.  One should criticize what is stated and argued for, and not criticise 
what has not been stated or argued for.

                        Nick Maxwell

http://fallibleideas.com/


From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Re: Popper did not solve the problem of induction
Date: July 10, 2011 at 9:19 AM

Subject: [BoI] Re: Popper did not solve the problem of induction

Nick,

The problem you describe is not the problem of induction. It's a
technical quibble, and it can be resolved easily. That is, one
introduces a methodological norm to ignore such T* theories. In the
first case, they are just pointless; they do not add to our
understanding of the world. In the second case, they are merely an
attempt to smuggle a falsified theory by combining it with another
theory which is logically unrelated. This is just a slightly more
sophisticated "conventionalist stratagem" or ad hoc maneuver, and it
should be treated as such.

Dear Lee,

In order to solve the problem of induction we need to formulate methods which 
specify how theories are to be accepted and rejected in the light of evidence (or 
empirical testing), and any other relevant factors.  We then need to provide a 
rationale for these methods, given the aim of seeking to improve our (conjectural) 
knowledge about the universe.

Popper certainly appreciated that, in order to solve the problem of induction (in a 
version of the problem that can be solved, that is), one needs to formulate 
methods which specify how theories are accepted and rejected.  In his L.Sc.D. he 
formulated such methods, the key idea being falsifiability.

What my argument concerning the empirically successful disunified theory T* 
demonstrates is that the methods formulated by Popper in L.Sc.D. are defective.  
They say T* is a better theory than T, when it quite obviously is not.

As you say, and as I have already also remarked in previous emails, we can add 
a methodological rule to exclude theories such as T*.  Popper did this himself in 
C. & R. when he put forward his criterion of simplicity.  But then, as I have 



emphasized in previous emails, the argument with which I began kicks in.  
Persistently accepting theories that satisfy Popper's requirement of simplicity (or 
unity), even though endlessly many empirically more successful T*-type theories 
are available, means a big, highly problematic. metaphysical thesis is implicitly 
accepted (I avoid the word "assumption").  This thesis is almost bound to be 
false; it needs to be subjected to sustained criticism, in an attempt to improve it, 
as an integral part of physics.  In order to do this, we need to adopt and 
implement the hierarchical, meta-methodology of aim-oriented empiricism, which 
differs radically from Popperian methodology.  Then we have a chance of solving 
the problem of induction: see section 6, chapter 14 of my "From Knowledge to 
Wisdom" (2nd ed., 2007) for a much fuller discussion.

                       Best wishes,

                               Nick Maxwell 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Criticism (was: Popper did not solve the problem of induction)
Date: July 10, 2011 at 12:46 PM

On Jul 8, 2011, at 7:02 AM, Nicholas Maxwell wrote:

Elsewhere, Popper puts forward a "requirement of simplicity" which would 
exclude empirically successful "silly", horribly disunified theories like T*.  He 
says a new theory, in order to be acceptable, "should proceed from some 
simple, new, and powerful, unifying idea about some connection or relation 
(such as gravitational attraction) between hitherto unconnected things (such as 
planets and apples) or facts (such as inertial and gravitational mass) or new 
"theoretical entities" (such as field and particles)" (Popper, C. & R., 1963, p. 
241).  This excludes "silly" theories like T*, but then the argument I indicated in 
my first email kicks in.  In persistently accepting (more or less) unified theories, 
and persistently ignoring empirically more successful disunified rivals (such as 
T*), physics thereby makes a persistent metaphysical assumption about the 
universe, to the effect that it is such that all silly, grossly disunified theories (such 
as T*) are false.

DD's "hard to vary" criterion solves this problem better than unified/disunified. It 
rejects silly theories.

As explained in my other email (subject: Disunified), we do not actually reject all 
disunified theories. Only some. So there is another criterion, or several, hidden in 
the background.

All of this is very compatible with Popper who didn't think he had offered a perfect 
set of criteria. What Popper offered instead is the general *method* of 
epistemology, which allows progress.

It is the critical method. Or as Popper and Agassi (in his recent email) put it, 
"conjectures and refutations".

This critical method allows *changing criteria around*, and therefore Popper 
wasn't overly concerned with figuring out perfect criteria (akin to figuring out who 
should rule).

There are thousands of known ways to criticize. They are not unified. Many are 
scattered, isolated, and separate from known foundational or fundamental ideas. 



And that's OK.

Popper expected us to use them all. Not a small set of criteria with no gaps or 
holes in them, but a large set of criteria.

Popper praised tradition as our most important source of knowledge. He intended 
us to use criticisms from common sense! He intended us to use all the many 
criticisms people do use in arguments. They are legitimate. And many of them 
rule out silly theories of various kinds. So that is no big deal.

You want examples perhaps. Read any speech by a politician. They contain 
arguments but no mention of epistemological criteria. It's easy to find political 
speeches with no mention of disunified ideas, nor of "hard to vary" explanations, 
nor of "proceed[ing] from some simple, new..."

Explicit philosophical criteria are nice sometimes. They interest me. But they are 
not so necessary and important as traditional epistemology would have them be.

I'll make up some examples:

Obama was a bad presidential candidate because he was too inexperienced.

McCain was a bad presidential candidate because he was too left wing for a 
Republican candidate.

Palin was too stupid to be President.

Gore was too much of a rabid activist to be President.

Each of these is a criticism.

None of them was created by applying a fundamental criterion of criticism.

Maybe you could try to work out some long chain of argument by which they are 
related to some fundamental criterion. But it's not necessary to do that in order to 
improve one's political ideas.

Popperian epistemology allows "floating" ideas, including ideas about how to 
criticize. That means ideas with no foundation, no support, not justification, no 



derivation in terms of fundamental ideas, no proof, and so on.

One can simply conjecture *anything at all*. This is counter intuitive. It's a 
deviation from tradition. It's hard to grasp. But it's an important idea of Popper's. 
Once we conjecture *anything* we like, then it can be criticized. But lack of 
support or justification is not deemed a valid criticism.

What is a valid Popperian criticism? A problem with an idea, or a reason it doesn't 
solve the problem it was supposed to solve. Lack of 
support/justification/foundation is neither of those.

Now let's consider one more argument:

Gore was too much of a rabid activist and/or female and/or alien and/or dollar 
bill and/or curtain and/or mirror and/or llama and/or Marxist and/or capitalist to 
be President. And I predict that if he lives to the year 3155 then at 11:13 am on 
July 4 he'll commit murder.

This is a silly argument. And rejecting it is not a problem in *a hundred ways*. 
There is no need to provide a new form of criticism to reject this. There isn't even 
a need to know epistemology. Traditional knowledge has this covered.

Why the ambiguity about which thing(s) on the and/or the speaker wants to 
claim? Why the murder accusation? How was that prediction made? For 
whichever things Gore actually is, why do those make one unsuitable to be a 
President? Couldn't you express your argument a bit more clearly, and make it 
more relevant to the issues of the current Presidential campaign? What does this 
have to do with improving our schools, foreign policy, fixing the medical system, 
etc..?

Ask anyone else and they'll be able to think of some other complaints (criticisms) 
about this bad argument. It's not hard.

Popper never intended his ideas to replace tradition in general but to augment 
tradition. By default, tradition is retained. And so there is no gap here. No 
incompleteness in Popper. The problem was already solved; if Popper didn't 
solve it a second time, it does not matter.

That's not to say that what Popper offered cannot be improved. Of course it can. 
But nor was it broken; it works when used as intended (e.g. allowing common 



sense criticisms instead of avoiding them).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Popper did not solve the problem of induction
Date: July 10, 2011 at 1:14 PM

On 10 Jul 2011, at 2:19pm, Nicholas Maxwell wrote:

What my argument concerning the empirically successful disunified theory T* 
demonstrates is that the methods formulated by Popper in L.Sc.D. are defective.  
They say T* is a better theory than T, when it quite obviously is not.

As you say, and as I have already also remarked in previous emails, we can add 
a methodological rule to exclude theories such as T*.

In your metaphysics/epistemology (I'm not sure which this counts as), what 
makes two theories *different*? Are they...

-- The same if and only if they would make identical predictions for all in-principle-
possible experiments? (I'd call that Positivism.)

-- The same if they would make identical predictions *and* neither is 'simpler' 
than the other? (I'd call that Positivism too, but I guess some people wouldn't. 
Also, I don't think one can make sense of the criterion 'simpler' except relative to 
theories in physics, so it can't be used for this purpose.)

-- The same if they say the same things about reality (possibly in different words 
or even in different concepts provided that they were intertranslatable)? I'd go for 
that one.

I ask because my attitude to T* only makes sense if one takes that last view of 
what theories are for.

-- David Deutsch



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Demarcation (was Popper did not solve the problem of 
induction)
Date: July 10, 2011 at 1:38 PM

On Sun, Jul 10, 2011 at 5:21 AM, Nicholas Maxwell
<nicholas.maxwell@ucl.ac.uk> wrote:

he introduces the demarcation
criterion in the L.Sc.D. as applying to "theoretical systems" or theories.

OK. Consider my statements about "fields" to say "theoretical systems" instead.

Interpreted in this Popperian fashion, the demarcation criterion does
exclude the metaphysical thesis that the universe is physically
comprehensible from being a part of scientific knowledge.  The thesis is
incompatible with currently accepted physical theories (and so cannot be
regarded as a part of those theoretical systems).

Unless I've misread, this says "[the theory that] the universe is
physically comprehensible ... is incompatible with currently accepted
physical theories".

Which physics theory(s) does it contradict?



From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Obviousness (was: Popper did not solve the problem of induction)
Date: July 10, 2011 at 1:43 PM

On Sun, Jul 10, 2011 at 6:19 AM, Nicholas Maxwell
<nicholas.maxwell@ucl.ac.uk> wrote:

What my argument concerning the empirically successful disunified theory T*
demonstrates is that the methods formulated by Popper in L.Sc.D. are
defective.  They say T* is a better theory than T, when it quite obviously
is not.

I disagree.

I hold with Popper that there is no manifest truth; no truth is
obvious; obviousness is never a good argument.

What seems obvious are ideas in one's unquestioned and partially (or
fully) unconscious background knowledge. This often-traditional
knowledge contains value but also plenty of mistakes. One of the
reasons for calling ideas obvious is that actually stating them in
words can be difficult.

The problems I see with theories of obviousness is that they promote
intolerance (of people who disagree with the obvious), and also that
what seems obvious is sometimes false. We need an approach capable of
correcting errors even in what seems obvious to us.



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Obviousness (was: Popper did not solve the problem of 
induction)
Date: July 10, 2011 at 2:18 PM

On Jul 10, 6:43 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Jul 10, 2011 at 6:19 AM, Nicholas Maxwell

<nicholas.maxw...@ucl.ac.uk> wrote:
What my argument concerning the empirically successful disunified theory T*
demonstrates is that the methods formulated by Popper in L.Sc.D. are
defective.  They say T* is a better theory than T, when it quite obviously
is not.

I disagree.

I hold with Popper that there is no manifest truth; no truth is
obvious; obviousness is never a good argument.

What seems obvious are ideas in one's unquestioned and partially (or
fully) unconscious background knowledge. This often-traditional
knowledge contains value but also plenty of mistakes. One of the
reasons for calling ideas obvious is that actually stating them in
words can be difficult.

The problems I see with theories of obviousness is that they promote
intolerance (of people who disagree with the obvious), and also that
what seems obvious is sometimes false. We need an approach capable of
correcting errors even in what seems obvious to us.

I admit I don't yet have a good handle on the current discussion, but
something I am noticing is that people seem to be jumping on Nick's
choice of words and then running us by the old chestnut again. I just
don't see this sort of approach to discussion as good form unless
there's a good reason to think the use of the word had exceptional
significance to the point being made (i.e. that essentially the same
point could not have been formulated except by deploying that
particular word, whether 'obvious' or 'assumption' or whatever).



Wasn't it Popper who said something like to look for the best
(strongest) interpretation of what the other person is trying to say,
then improve it, then answer that. Is that, extremely virutuous,
principle being observed?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Another strange book on epistemology
Date: July 10, 2011 at 9:35 PM

On Jul 9, 2011, at 3:04 AM, judith buber agassi and joseph agassi wrote:

We don't automatically abandon a successful theory because one result
runs counter to our expectations

Popper addressed the related and harder problem about deciding whether to
reject a theory or to reject the evidence that contradicts it. He says in
LScD section 18 that the whole system is falsified and you can't just assume
a particular part (e.g. the theory or the evidence) is at fault. ...

-- Elliot Temple
http://fallibleideas.com/

Consider the problem, what do "we" do after the refutation of a successful
theory and before it is replaced? Call this the interim problem.

I think we read the text differently.

It says "one result runs counter to our expectations". I took that to say that one 
single experiment contradicted a theory. That's different than a refutation. In 
science it's standard practice to repeat experiments before giving up on theories, 
and also to insist on *repeatable* experiments (as Popper points out in LScD 
section 8).

I think that's the kind of thing he was trying point out (and falsely claim Popper 
had gotten wrong). He was saying that we can redo the experiment rather than 
rejecting the theory being our only automatic option.

I think he was therefore making a straw man attack on Popper: saying Popper 
didn't know that science can be a little stubborn and triple check things before 
abandoning a good theory. I think he was accusing Popper of basically 
considering evidence (and, implicitly, also its interpretation!) infallible and always 
in the right against fallible theories.

http://fallibleideas.com/


And I think it was also a straw man attack about the word "abandon". The right 
thing to do when a theory is refuted is not to *abandon* it, in the sense of 
forgetting all about it (abandon means "give up completely"). A variant theory -- 
one which retains some parts which changing a flawed part -- may be true. But 
again Popper knew this

Popper even said we need to be a bit "dogmatic" (C&R p 64) and not give up on 
theories too easily. He speaks of "forcing our conjectures upon the world" (ibid). 
We might refute the refutation, or improve the theory. We might have been "very 
nearly right" (ibid). So we shouldn't abandon all our refuted theories 
*automatically* but often should keep trying some.

It is always possible and at times reasonable to deny that a refuting
observation is true; the interim problem rises for those and only for those
who (rightly or not) deem the refuting observation true.

The answer to the interim problem then is that "we" seek a better theory, of
course.

This does not reflect the opinions of Hempel, Kuhn, Lakatos, and mostly
Feyerabend. They agreed to this answer yet would not be satisfied with it,
as they held the view cited in the first line above.

Hence, they asked a different question: not what do "we" do in the interim
period, but what do "we" believe in the interim period? The proposal then
seems to be to avoid ceasing to believe (= not to abandon) the
once-successful-now-refuted theory until a better alternative to it is
found. My empirically corroborated alternative to this answer is that "we"
plead ignorance.

Yes, pleading ignorance is good.

There is a further problem that interests me. What if we have a decision to make 
that depends on the issue? We might try to delay, but that won't always be good 
enough.

Sometimes we need to make decisions and take actions. Our old theory is 
refuted; but we need something; and we haven't yet invented a great new theory.

What then?



Don't just use the old theory! That's crazy. It's false (in our best, fallible judgment).

But pleading ignorance also isn't a full solution here.

So there's a problem. I think it's important and interesting. It's a big subject on its 
own. I won't try to solve it now; perhaps later. But I'll make a comment:

If theory X is false, the following theory may still be true: "X is false but also a 
good approximation in the following circumstances..." Using that second theory 
would not be using X, and it would not be using a false theory. Creating a second 
theory like this is one way we can sometimes solve the problem. The second 
theory does of course need to be exposed to criticism itself, and it may get 
refuted, but it may not.

Hence, this must be my misunderstanding: it is my error to impute to these
leading thinkers the suggestion that we believe in what we think is false
when the obvious suggestion is that we register that we have no opinion.

Just for clarity: "Leading thinkers" make mistakes. It's not an error to criticize 
them.

Nothing is obvious. People, even those with well-deserved reputations as critical 
thinkers, can and do fail to think of options like pleading ignorance.

Hence, the problem is still different: not what do "we" do in the interim
period, and not in what do "we" believe in the interim period, but what
theory do we teach and what theory do we use in the interim? If so, then the
answer is that we may never cease teaching and using it, not even after it
is replaced by a better successor. Examples are Newton's and Lavoisier's
theories.

Yeah.

There are still further issues to be clarified. When do we continue teaching a 
theory and when not? When *and how* do we use a refuted theory, and when 
not?



For how we use a refuted theory, it can be by forming other theories which 
mention/use/incorporate the refuted theory in some way, but which are not 
themselves refuted. Like in my discussion of forming a "second theory" above.

It also helps to keep in mind what problem we are trying to solve. If a theory helps 
address more than one problem (this is common), then a refutation may not 
refute it with regards to all of these problems.

For example, if we find a physics theory is off by 1% then that refutes it for the 
problem of building spaceships (which require better accuracy) but not for the 
problem of building a dog house (which doesn't care if it has 1% inaccuracy. 
That's just not a problem).

This is perhaps clearer when phrased as criticisms. "You should not build a 
spaceship using a 1% inaccurate theory; it will crash" is a good criticism. But you 
can't make the equivalent criticism for dog houses. If you say the same thing with 
"it will fall down" at the end then the criticism is false: it will not actually fall down.

As to acceptance, Popper used the word "accept" as shorthand not for "accept
as credible" and not "accept as useful" but "accept as an object for
testing". Do "we" keep testing a theory in the interim period? At times yes
and at times not.

I think it's not just accept for testing but also sometimes for use/action (which is 
different than usefulness). Sometimes we take actions that are, put loosely, 
"acting on a theory".

When I build a spaceship using quantum mechanics, I'm not just accepting 
quantum mechanics for testing. I'm also acting on it, using it (or call it what you 
like). And if I'm wrong my spaceship may crash.

As to rational belief,

I read "rational belief" as a justificationist mistake. It's seeking to justify beliefs by 
their rationality, and tell people they too ought to believe it because of its 
authority.

That's not what rationality is for. Rationality isn't an authority to appeal to. It's not 
a method of creating justified theories. It's not an adjective to apply to beliefs. We 
don't need to support our beliefs by declaring them rational.



Rationality is about *how we treat ideas*. Rather than rational beliefs there are 
rationally *created* and rationally *held* ideas, and rational methods of thinking.

Rationality is a meta issue. The same belief could be believed in a rational or 
irrational fashion. Rationality isn't a property of the substance or content of 
beliefs.

What rationality mean? It doesn't mean ideas are true or good or intelligent.

It means they are fallibilist. It means they were created using error correcting 
methods, and they are held open to criticism and revision. That's what reason is 
really about: keeping an open mind and acting so that errors can get corrected.

Reason is about methods of dealing with ideas which promote progress instead 
of entrenching today's ideas. It's not about "rational belief".

Popper said, he would rather not discuss it but to
those who would he recommended to take corroboration as a measure of
rational credibility.

I think that's a mistake. There is no such thing as "rational credibility" which really 
means justification. And we shouldn't make any concessions at all to 
justificationism. Ideas can not have positive support at all of any kind, and do not 
need it.

Rationality and credibility are actually conflicting ideas. Credibility is about 
justifying ideas and supporting them; it's about establishing how great they are 
and not changing them. Rationality is about criticizing ideas and improving them.

There is even a common idea that if a theory has a bunch of 
credibility/support/justification/authority then this immunizes it to a certain amount 
of criticism. If it has enough support then it'd take, say, 5 strong criticisms to 
reduce that support to 0 (their notion of refutation). They think some criticisms 
can be disregarded without addressing them because what criticisms do is 
reduce support and some theories already have extra support.

I think something very different. Each criticism matters. They can't just be 
outweighed by supporting arguments. By the way, BoI talks about the 
outweighing issue and how people make choices in the *Choices* chapter.



I think this is what Joseph Agassi is saying below when he speaks positively of 
abandoning theories we deem refuted. If we accept a refutation then we must 
reject the theory. There's no middle ground where we deem the refutation partially 
damaging but not that bad.

The real value of corroboration is its critical value. Every time a theory passes a 
test then it helps us build up a stock of potential criticisms to use on new theories. 
It makes it harder to come up with rival theories. All rival theories have to deal 
with not being refuted by the test; if they contradict the test they will be 
immediately criticized.

Once we build up thousands of known experimental results, it puts a lot of 
limitations on inventing new rival theories because there's all this ready-made, 
pre-prepared, saved up criticism to refute most logically possible rivals.

And a refuted theory has the lowest degree of
corroboration. So yes, dear Elliot Temple, he  did suggest that considering
rational belief possible "we" do "automatically abandon" a successful theory
once we deem it refuted. It is very simple.

I think we basically agree here. I would however change "abandon" to "reject" (to 
sound less definitive) because we keep open the possibility of revisiting it later. 
We can even say "tentatively reject" when we wish to be clearer on this point.

As to "we", who are "we"? The default answer is, all thinking persons,
philosophers of science included. This answer clashes with the answer that
"we" are the acknowledged experts. These two answers differ once when
philosophers of science are too ignorant of the cutting edge of research to
have any opinion on questions that they barely understand, and once when
acknowledged experts are rather inexpert.

These readings of "we" are perhaps false. I do not know, since the
philosophy-of-science literature does not discuss the designation of "we".
Possibly "we" is not any group of persons but the scientific consensus. The
first line here is then possibly true: the spokespeople of science are PR



people who often hide problems from the public eye until they are solved.
Not very nice, but then the world is not a perfect place.

Anyone who wants to be can be "we": all he has to do is think and participate.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Popper did not solve the problem of induction
Date: July 11, 2011 at 8:49 AM

Nick,

How is T logically related to h1? There are three possibilities.

(1) h1 is entailed by T
(2) h1 is contradicted by T
(3) h1 is neither entailed nor contradicted by T

In the first case, the conjunction of T and h1 is, in fact, equivalent
to T. Since T can't be more preferable than itself, it follows that T*
cannot be more preferable than T. In the second case, T and h1 are
inconsistent. Assuming T is consistent, T remains preferable to T*.
(actually, these relations only need to hold for the sets of
falsifiable consequences, since other consequences have no bearing on
testability).

The third case is where the nub of your criticism lies, but the
natural *methodological* thing to do in this situation is to divide T
and h1 *before* testing. That is, before conducting experimental tests
or deciding theory preference, we analyse the logical content of
theories to understand them, and so any ad hoc conjunction of T and h1
should be noticed and divided. We don't want to accept a good theory
because it is conjuncted with a bad theory or vice versa, because that
defeats the aim of our investigations. For example,

(T) Every swan is white
(h1) Every raven is black

Since the the above theories concern different things (swans and
ravens), and T* offers no *explanation* of why both every swan is
white and every raven is black, dividing them helps us identify where
falsity lies should either be contradicted by observations. So what is
the problem?

Do you need some hard and fast rule to make this decision for you?
Methodology, to critical rationalists, is mostly a set of rules of
thumb, good procedures, customs or traditions that tend to weed out



falsity. We make more precise rules when particular methodological
errors are very common, but in other cases, such as the situation you
describe, it's not really an issue. Most people can tell why accepting
T* does not accord with the aims of their investigations and reject
it.

On a related matter, you might do well to read this post by someone
calling himself "d".

http://thephilosophyofscience.wordpress.com/2011/06/29/grue/

http://thephilosophyofscience.wordpress.com/2011/06/29/grue/


From: Justin Mallone <justinceo@gmail.com>
Subject: Notes on Popper's Conjectures and Refutations: Chapter 1
Date: July 11, 2011 at 11:41 AM

Chapter 1: Conjectures and Refutations
Method of distinguishing between science and pseudo-science (the problem of 
demarcation) (44):

Empirical method? Nah. Astrology looks to empirical observations too (44).

Lots of confirmations / apparent explanatory power? Nah. Marxist history, psycho-
analysis, and individual psychology seem to explain everything, but that's actually 
a flaw. (45-47)

Example of psychological theory which says people are driven by feelings of 
inferiority -- so a person who drowns a child did so out of a feeling of inferiority, 
and so did a person who saved a child (acting on a need to prove oneself) (46)

Compare scientific theories, which take risks by making predictions which 
exclude the occurrence of certain results -- which are incompatible with certain 
results of observation (47)

Important conclusions (47-48):
1.     Easy to look for confirmations of almost any theory if you are looking for 
them
2.     Confirmations should count ONLY IF they are the result of RISKY 
PREDICTIONS -- that is to say, if, without the knowledge of the theory, we should 
have expected a different, refuting result
3.     Every good scientific theory is a prohibition -- it forbids certain stuff from 
happening. The more it forbids, the better the theory
4.     A theory not refutable by any conceivable event is unscientific
5.     Every genuine test of a theory is an attempt to falsify it, and some theories 
are more testable, because they take greater risks.
6.     Confirming (corroborating) evidence should not count unless they are the 
result of a genuine test of a theory -- a serious but unsuccessful attempt to falsify 
it
7.     ad-hoc reinterpretations of theories destroy or at least lower scientific status

Summary: Scientific status is falsifiability / refutability / testability

Popper gives some examples of applying his principle.



Einstein’s theory of gravitation passes – even though the scientific instruments at 
the time did not allow potentially falsifying test results to be ascertained, falsifying 
the theory was possible.
Astrology fails – Lots of supposedly “confirming” evidence, but lots of unfavorable 
evidence as well. Also, very vague and non-risky predictions.
Marxist theory of history – started out scientific and were falsified (e.g. Marx’s 
analysis of the character of the “coming social revolution,”). Then ad hoc 
adjustments were made that made it irrefutable and thus unscientific.
Psychological theories popper discussed fail – they were irrefutable due to lack of 
conceivable human behavior which could contradict them. Clinical observations 
as worthless for confirming theory as astrological “evidence.” Ego, super-ego, id, 
as scientific as the Olympic Gods.

Myths can become testable, (Parmenides myth of the unchanging block universe 
à Einstein’s block universe). 50.

“I thus felt that if a theory is found to be non-scientific, or ‘metaphysical’ (as we 
might say), it is not thereby found to be unimportant, or insignificant, or 
‘meaningless,’ or ‘nonsensical.’ But it cannot claim to be backed by empirical 
evidence in the scientific sense – although it may easily be, in some genetic 
sense, the ‘result of observation.’
…
Thus the problem which I tried to solve by proposing the criterion of falsifiability 
was neither a problem of meaningfulness or significance, nor a problem of truth 
or acceptability. It was the problem of drawing a line (as well as this can be done) 
between the statements, or systems of statements, of the empirical sciences, and 
all other statements – whether they are of a religious or of a metaphysical 
character, or simply pseudo-scientific.” (50-51)

Popper discusses his problem of demarcation in contrast to Wittgenstein's 
problem of meaning (52-54), where Wittgenstein tried to show that what he 
thought of as philosophical or metaphysical statements were meaningless. 
Wittgenstein thought that the only meaningful statements were those that were 
built from atomic propositions -- and these atomic propositions were at least in-
principle ascertainable by observation.
As a solution to the problem of demarcation, Popper criticizes Wittgenstein's 
approach as being deductionist. As to the problem of "meaningful statements," 
Popper regarded this as a pseudo-problem.

But Popper’s argument was misinterpreted in an interesting way -- while he was 



arguing for testability and falsifiability as a means for demarcating between 
science and pseudo-science, his view was interpreted to be arguing for a 
falsificationist test of meaning -- in other words, that the meaningfulness or 
nonsensicalness of a statement could be ascertained by whether it was falsifiable 
or not.
For example, Wittgenstein used the example of a non-sensical pseudo-
proposition such as "Socrates is identical." This is nonsense, and its negation, 
"Socrates is not identical," is also nonsense, and, so, the logic went, the negation 
of a meaningful statement would also be meaningful. But as Popper notes in n.6 
on page 54, the negation of a testable (falsifiable) statement need not be testable 
(discussed more in The Logic of Scientific Discovery) For example, consider the 
statement "at least one barn is red," and its negation, "no barns are red." One 
requires us only to find one barn -- the other requires us to search the universe. 
This asymmetry in the falsifiability of negated statements makes nonsense of the 
attempt to make Popper's criteria for demarcating science from pseudo-science 
into a criteria for demarcating meaningfulness, since such an attempt relies on 
the symmetry of falsifiability in negated statements when none exists.

Popper notes Hume's solid philosophical criticism of induction and how it leads to 
an infinite regress, but then proceeds to criticize Hume's psychological account of 
induction on the same grounds (55-59). Hume tries to explain the belief in laws as 
a product of frequent repetition -- Popper notes that there can only be "repetition" 
in the sense of two situations being seen as similar from a certain interpretative 
point of view, since no two situations are precisely the same -- therefore, there 
must be a PoV BEFORE there can be any repetition -- thus, the PoV can't be the 
product of repetition (59)

Popper introduces his theory -- which is that, instead of having patterns 
impressed upon us through induction, we come up with and try and impose them 
on the world, and then have them refuted -- a process of conjectures and 
refutations. (60)

All observation is selective (61-62). there is no pure observation. Observation 
needs some task, interest, PoV, problem.
While inborn ideas silly, some inborn reactions or responses may exist. (62) One 
can refer to this as knowledge.

This knowledge is not a priori valid. Popper thinks there may be an inborn 
tendency to look for regularities.



Expectation of finding regularities is both psychologically and logically a priori, 
since all observation involves the recognition of similarities and dissimilarities.
Kant right that our intellect imposes laws upon nature, wrong that those laws are 
necessarily true (63).

Example of induction machine: could we build induction machine which could 
perform “inductions” and solve problems but it wouldn’t show that induction 
worked – cuz deciding what its “world” is, what laws it will discover, etc., involves 
embedding knowledge created by humans into the machine – problems of 
similarity / etc will have. (64)

Discusses dogmatic attitude vs critical attitude (64-66). Dogmatic attitude 
inevitable – critical attitude does not replace dogmatic attitude but is overlaid on 
top of it – needs dogmatic beliefs for “raw material” – like how science started 
with myths (66).

Popper says that deductive reasoning important NOT cuz it lets us prove theories 
but because it lets us tease out the implications of our theories, and crit them 
better. (67)

Popper connects demarcation and induction (69-72).. The belief in induction is 
fortified by the need for a criterion of demarcation which people think needs to be 
based on induction. (71).

Popper resolves what seem to be three conflicting principles:
1.     (the argument from Hume and Born) the impossibility of justifying a law by 
observation or experiment
2.     the fact that science proposes and applies universal laws
3.     the principle of empiricism, which says that in science, observation and 
experiment must decide upon the acceptance or rejection of scientific statements
1 and 3 seem to clash, but don’t if we accept that the acceptance of theories in 
science is tentative only (71-72)
Only the falsity of a theory can be inferred from empirical evidence, and this 
inference is purely deductive

Popper argues that we jump from an observation to a good theory by conjecture 
and refutation (74).



Why prefer non-falsified statements? We’re truth-seeking! (74)

Popper rejects a probability calculus as solving the problem of induction. Science 
doesn’t seek highly probable theories – it seeks explanations, which are powerful 
and improbable theories.
He notes that every interesting and powerful statement must have a low 
probability, and vice versa – a statement with a high probability will be 
scientifically uninteresting. (77)



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Justificationism (was: Popper did not solve the problem of 
induction)
Date: July 11, 2011 at 11:55 AM

On Jul 8, 2011, at 10:22 AM, Nicholas Maxwell wrote:

Nick: It is important to distinguish justifying the truth of a thesis, and justifying 
acceptance of a thesis. Only the former is necessarily justificationism in an 
illegitimate sense. I only engage in justification in the latter, entirely legitimate 
sense.

Actually I (and Deutsch, and my reading of Popper) reject *all types* of 
justification. Nothing of any sort is ever justified.

Theories are used, I say, when they have no rivals. Why? Because what else 
makes more sense? We should use theories that in our best (fallible) judgment 
might be true, over theories that, in our best (fallible) judgment are false.

How do they get to have no rivals? By criticism. We refute all the rivals we can 
think of.

This process does not involve any kind of justification.

I'm a little surprised about Nick's statement referring to his view -- which explicitly 
accepts a type of justification -- as "thoroughly anti-justificational". My view is 
more thorough.

Even Popper does the latter.  He "justifies" acceptance of theories of high 
empirical content on the grounds that they are highly falsifiable, highly 
vulnerable to refutation if false, and thus conducive to promoting scientific 
progress.

Popper wasn't justifying them (or he was mistaken). He was explaining their 
merits.

What good is explaining merits if not to justify or support in some manner?

First, to help us understand things.



And second, because a merit of one theory is implicitly a criticism of all theories 
that lack that merit.

It is the critical role of explaining the merits of a theory by which it helps us 
choose between theories: explaining a merit of one theory *refutes other 
theories*.

But note: the higher the empirical content of a theory the more likely it is to be 
false, other things being equal.  So, here, justifying acceptance could not 
possibly be the same as justifying truth.  I only ever justify "acceptance", not 
truth - as I make clear in the paper.  (It is only if one thinks acceptance implies 
truth - a thoroughly justificationist idea in the illegitimate sense - that one could 
fail to distinguish the two senses of justification.)

Accepting or using a theory does not need to imply, or be based on, its truth (or 
probable truth). I agree with that.

I'd add that it is indirectly related. We use theories which aren't refuted, which 
means theories we think might be true. We favor those over refuted theories 
which, in our best (fallible) judgment, are false.

For anyone interested in learning more about justificationism, I recommend 
_Realism and the Aim of Science_, by Popper, pp 18-30, which I think has some 
great explanations.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] The Method of Conjecture and Refutation (was: Popper did not 
solve the problem of induction)
Date: July 11, 2011 at 11:15 PM

On Jul 8, 2011, at 7:02 AM, Nicholas Maxwell wrote:

But, in order to solve the problem of induction we need, in addition, a
methodology which specifies how theories are to be accepted and rejected in
the light of empirical success and failure, and any other relevant
considerations; and we need a rationale for such a methodology, given the
aim of improving (conjectural) knowledge of truth.

And from later email

In order to solve the problem of induction we need to formulate methods which 
specify how theories are to be accepted and rejected in the light of evidence (or 
empirical testing), and any other relevant factors.  We then need to provide a 
rationale for these methods, given the aim of seeking to improve our 
(conjectural) knowledge about the universe.

The methodology is conjectures and refutations.

Here is an example of how empirical refutation can go:

I conjecture some scientific idea, X.

I conjecture that X predicts something, Y.

I conjecture that X and Y might be problematic.

I conjecture a test, T, for learning a little more about X and Y, which might 
possibly refute them.

I perform T and conjecture what result it yielded.

I conjecture specifically that during T I observed something, O.

I conjecture that O is incompatible with Y and therefore with X.



I conjecture that O is correct and X is therefore refuted and should be rejected.

I reject X.

Every step above is open to criticism and revision.

The criticisms can anything one conjectures would make a good criticism. There 
are no rules for acceptable criticism.

Bad criticisms, and bad methods of criticism, can themselves be criticized.

There is a sort of infinite regress possible here that I'd like to address.

There is no *rule* to *ban* people from making up an infinite stream of bad 
criticisms. People are *free* to do that. Popperian epistemology is not about 
providing a set of rules to control people and which, if enforced, will lead to a 
problem-free world. (We don't even offer problem free epistemological debates).

Instead, Popperian epistemology offers *help* for those who want to learn. It 
offers some improvements on tradition and convention.

If people try to cause problems, then:

1) They won't learn very much. This is sufficient.

Popperian epistemology says if you want to learn and improve (and here are 
some reasons you might want that) then here are some methods and ideas to 
help you do that. It's for enabling people to learn. If they aren't interested, they 
won't do it. That doesn't matter.

What you are supposed to do, if you want to learn, is to criticize what you 
perceive as problems/flaws with ideas, in order to help get rid of those 
problems/flaws. In that way things get better and people learn. Criticisms without 
that purpose are ineffective.

Popper made a nice comment about this: "As always, science is conjecture. You 
have to conjecture when to stop defending a favourite theory, and when to try a 
new one." (The Philosophy of Karl Popper, Schilpp, p 984).



Notice how Popper has used the method of conjecture and refutation here, his 
attitude to it. If you try to do this you may go wrong, but he doesn't mind that. You 
aren't prevented by exacting instructions from ever making errors. But if you do 
follow his suggestion it can help you learn some things. There is no guaranteed 
way to always get it right in the general case; Popper knows that and doesn't try 
to offer one; he offers a method which allows for solving the problem, learning, 
correcting errors and improving.

2) Their method of creating criticisms itself can be criticized. This is also 
sufficient.

For example one can point out that their method could be used to reject *any 
idea*. Since it applies to all ideas, it cannot differentiate one idea as being worse 
than another. So it's no good.

We then need to provide a rationale for these methods, given the aim of seeking 
to improve our (conjectural) knowledge about the universe.

Conjectures and refutations is a good method because it helps us to correct 
mistakes in our ideas and to improve.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: [BoI] Popper's Demarcation
Date: July 12, 2011 at 1:02 AM

The Philosophy of Karl Popper, edited by Paul Arthur Shilpp, p. 984, Popper 
writes:

[Popper's criterion of demarcation] is vague, since it is a methodological rule, 
and since the demarcation between science and nonscience is vague. But it is 
more than sharp enough to make a distinction between many physical theories 
on the one hand, and metaphysical theories, and as psychoanalysis, or Marxism 
(in its present form), on the other.

This quote helps clarify how Popper viewed demarcation. It is not meant to be a 
formal theory that must be strictly followed. It wasn't intended how to tell 
scientists how to do science -- it was meant to differentiate between what is and 
isn't science.

It's useful, but it wouldn't force Popper to close his ears or his mind.

Jordan



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: [BoI] Theories and their Usefulness
Date: July 12, 2011 at 2:40 AM

Philosophy is supposed to be useful, but not every theory solves every problem. 
If a theory isn't working for something, don't blame the theory, try something else.

Fallibilism is true. Our theories are never perfect. So when we find their limits, we 
can either get a new theory or improve them. But it doesn't make sense to say it's 
a bad theory just because it doesn't solve a problem we would like it to solve. It is 
still a valuable theory if it solves some other problems.

Jordan



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Re: Popper did not solve the problem of induction
Date: July 12, 2011 at 3:11 AM

On 2011-07-09, at 3:02 PM, Lee Kelly wrote:

Nick,

The problem you describe is not the problem of induction. It's a
technical quibble, and it can be resolved easily. That is, one
introduces a methodological norm to ignore such T* theories. In the
first case, they are just pointless; they do not add to our
understanding of the world. In the second case, they are merely an
attempt to smuggle a falsified theory by combining it with another
theory which is logically unrelated. This is just a slightly more
sophisticated "conventionalist stratagem" or ad hoc maneuver, and it
should be treated as such.

The Philosophy of Karl Popper, edited by Paul Arthur Schilpp, p. 986, Karl Popper 
writes:

...we have a warning here not to pronounce too severe an edict against *ad hoc* 
hypotheses...

Ad hoc theories shouldn't be criticized on principle without considering the 
specifics. Popper warned against it. And ad hoc theories may be true.

One can criticized a theory by asking why it has ad hoc conjectures. But, this 
question has legitimate answers. Ad hoc conjectures alone are not enough to 
write off a theory.

Jordan



From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Re: Popper did not solve the problem of induction
Date: July 12, 2011 at 6:14 AM

On 10 July, David Deutsch wrote:

In your metaphysics/epistemology (I'm not sure which this counts as), what 
makes two theories *different*? Are they...

-- The same if they say the same things about reality (possibly in different words 
or even in different concepts provided that they were intertranslatable)? I'd go 
for that one.

Yes, two theories are the same if and only if what they assert about the world is 
the same.

Incidentally, my solution to the problem of what it meas to assert of a theory that it 
is unified begins by stressing that it is vital to attend to what theories assert about 
the world - the linguistic, conceptual or axiomatic structure of theories being 
ignored (in the first instance at least).  A theory is unified if it makes the same 
assertion about all the phenomena to which the theory applies.  Not only does 
this provide a way of specifying degrees of disunity - depending on how many 
different assertions are made about the phenomena to which the theory applies.  
It also leads to different kinds of disunity, in that theoretical assertions can be 
different in different ways - some ways being more serious than others.  This 
leads me to distinguish eight different kinds of disunity: see ch. 4 of "The 
Comprehensibility of the Universe", or section 3 of "Popper's Paradoxical Pursuit 
of Natural Philosophy" (available at
http://philpapers.org/profile/17092), where there is a brief exposition.

                Best wishes,

                        Nick Maxwell
Website: www.nick-maxwell.demon.co.uk
Publications online: http://philpapers.org/profile/17092 

http://philpapers.org/profile/17092
http://philpapers.org/profile/17092


From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Demarcation (was Popper did not solve the problem of 
induction)
Date: July 12, 2011 at 6:26 AM

On July 10, 2011 at 6:38 PM, Anonymous Person wrote:

Which physics theory(s) does it [the thesis that the universe is physically 
comprehensible] contradict?

The thesis that the universe is physically comprehensible is, roughly (as I 
interpret it) the thesis that the true physical "theory of everything" is unified.  This 
contradicts "general relativity plus the standard model" which is disunified.  It 
contradicts the standard model on its own, which is disunified.  GR, too, may be 
said to be disunified given the theorem which states that a black hole will appear 
somewhere in any space-time to which GR applies.  The thesis that the universe 
is physically comprehensible implies that all physical theories, that cannot be 
generalized to apply to all phenomena, are false.

                    Nick Maxwell



From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Obviousness (was: Popper did not solve the problem of 
induction)
Date: July 12, 2011 at 7:02 AM

On July 10, 2011 at 6.43 pm, Anonymous Person quoted my

What my argument concerning the empirically successful disunified theory T*
demonstrates is that the methods formulated by Popper in L.Sc.D. are
defective. They say T* is a better theory than T, when it quite obviously
is not.

and commented:-

I disagree.

I hold with Popper that there is no manifest truth; no truth is
obvious; obviousness is never a good argument.

What seems obvious are ideas in one's unquestioned and partially (or
fully) unconscious background knowledge. This often-traditional
knowledge contains value but also plenty of mistakes. One of the
reasons for calling ideas obvious is that actually stating them in
words can be difficult.

The problems I see with theories of obviousness is that they promote
intolerance (of people who disagree with the obvious), and also that
what seems obvious is sometimes false. We need an approach capable of
correcting errors even in what seems obvious to us.

All physicists - and probably most philosophers of physics - would hold T to be 
quite obviously a better theory than T* (in the circumstances I have described).  
Popper agrees.  He calls theories like T* "silly".  Does this commit one to holding 
that some truth is, after all, manifest?  Or we act as if it is?

It could be argued that to say "T is obviously better than T*" is not to say that T is 
true and T* are false.  It is to make an assertion about the relative acceptability of 
T and T*.  Only an implicit justificationist - someone who holds we should only 
accept that which has been established to be true - could think that holding T is 



obviously more acceptable than T* commits one to holding that truth is manifest.

The fact remains that in science, and in life, we act all the time as if it is obvious 
that such and such is true, and a whole range of possibilities which contradict this 
are false.  We do this in life every time we entrust our lives to the safety of 
bridges, food, medicine, buildings, etc.  And we do it in science every time we 
ignore grossly ad hoc rivals to the theories we take seriously, even though they 
are potentially empirically more successful.

In science, the whole point of criticism is to promote the growth of knowledge.  
This means we need to be critically critical.  We need to doubt, and to criticize, 
what we conjecture it is likely to be fruitful to doubt and be critical of.  It is a major 
part of the point of aim-oriented empiricism to highlight what it is likely to be most 
fruitful to subject to critical scrutiny, and distinguish that from what we may guess 
it is unlikely to be fruitful to criticize.

Something like this operates, quite properly, in life too.  If we doubt everything 
equally, we will be unable to act.

Circumstances could arise which prompt us to wonder whether T-type theories 
are obviously better than T*-type ones.  Our search for unifying theories might 
persistently fail, and lead us to conclude that they do not exist, or cannot be 
discovered.  I discuss such circumstances in my "The Comprehensibility of the 
Universe".

                 Nick Maxwell 



From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Re: Popper did not solve the problem of induction
Date: July 12, 2011 at 7:33 AM

On July 11, 2011 at 1:49 PM Lee Kelly wrote:

Nick,

How is T logically related to h1? There are three possibilities.

(1) h1 is entailed by T
(2) h1 is contradicted by T
(3) h1 is neither entailed nor contradicted by T

My answer is implicit in my remark that h1 is independently testable and 
corroborated.  h1 is neither entailed by nor contradicted by T.

In the first case, the conjunction of T and h1 is, in fact, equivalent
to T. Since T can't be more preferable than itself, it follows that T*
cannot be more preferable than T. In the second case, T and h1 are
inconsistent. Assuming T is consistent, T remains preferable to T*.
(actually, these relations only need to hold for the sets of
falsifiable consequences, since other consequences have no bearing on
testability).

The third case is where the nub of your criticism lies, but the
natural *methodological* thing to do in this situation is to divide T
and h1 *before* testing. That is, before conducting experimental tests
or deciding theory preference, we analyse the logical content of
theories to understand them, and so any ad hoc conjunction of T and h1
should be noticed and divided. We don't want to accept a good theory
because it is conjuncted with a bad theory or vice versa, because that
defeats the aim of our investigations. For example,

(T) Every swan is white
(h1) Every raven is black

Since the the above theories concern different things (swans and
ravens), and T* offers no *explanation* of why both every swan is



white and every raven is black, dividing them helps us identify where
falsity lies should either be contradicted by observations. So what is
the problem?

Do you need some hard and fast rule to make this decision for you?
Methodology, to critical rationalists, is mostly a set of rules of
thumb, good procedures, customs or traditions that tend to weed out
falsity. We make more precise rules when particular methodological
errors are very common, but in other cases, such as the situation you
describe, it's not really an issue. Most people can tell why accepting
T* does not accord with the aims of their investigations and reject
it.

I have already in effect replied to this criticism.  In L.Sc.D., Popper formulates 
methodological rules which specify when a theory T1 should be rejected and T2 
accepted.  According to these L.Sc.D. methods, T* is a better theory than T.  
Attempting to evade this refutation of the methodological theory of L.Sc.D. is no 
better than a scientist attempting to evade an empirical refutation of his theory.

Popper subsequently formulated a methodological rule, a requirement of 
simplicity, which does effectively exclude T* from scientific acceptability, but 
Popper's methodology, amended in this way, is vulnerable to the criticism 
indicated in my first email.  Persistent rejection of empirically more successful 
disunified rivals means that science implicitly accepts a metaphysical thesis 
concerning underling unity in nature.  And this will be true of any methodological 
theory which holds that T*-type theories are to be rejected.

Once this is acknowledged, one needs to adopt and implement aim-oriented 
empiricism, to facilitate fruitful criticism of metaphysical theses accepted by 
physics - a methodological theory very different from Popper's, even though an 
implementation and development of Popperian ideas.

                       Nick Maxwell 



From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Justificationism (was: Popper did not solve the problem of 
induction)
Date: July 12, 2011 at 8:00 AM

On July 11, 2011 at 4:55 PM, in response to my remark that:-

It is important to distinguish justifying the truth of a thesis, and justifying 
acceptance of a thesis. Only the former is necessarily justificationism in an 
illegitimate sense. I only engage in justification in the latter, entirely legitimate 
sense.

Elliot Temple wrote:

Actually I (and Deutsch, and my reading of Popper) reject *all types* of 
justification. Nothing of any sort is ever justified.

Theories are used, I say, when they have no rivals. Why? Because what else 
makes more sense? We should use theories that in our best (fallible) judgment 
might be true, over theories that, in our best (fallible) judgment are false.

How do they get to have no rivals? By criticism. We refute all the rivals we can 
think of.

This process does not involve any kind of justification.

I'm a little surprised about Nick's statement referring to his view --  which 
explicitly accepts a type of justification -- as "thoroughly anti-justificational". My 
view is more thorough.

To "justify" acceptance of T1 and rejection of the rival theory T2 is to provide 
objective reasons for holding T1 to be a better theory than T2 - granted such and 
such an aim.

If one refuses ever to provide a justification for accepting T1 and rejecting T2, in 
this sense, one thereby refuses ever to provide an objective reason for accepting 
T1 and rejecting T2.  This would include objective reasons such as "T1 has met 
with great empirical success and has never been refuted, whereas T2 has been 
decisively refuted".



Surely you do not wish to accept this implication of your decision never to justify 
acceptance of one theory and rejection of another?

We should not regard justification per se as a sin.  The intellectual sin is to claim 
to be able to justify the truth of theories, when this cannot be done.  This is bad 
because it serves to conceal the fact that these "justified" theories are nothing of 
the kind, and thus need to be subjected to sustained criticism.  Justificationism is 
bad because it obscures the vital need for criticism.  But it is perfectly possible to 
justify acceptance of a theory - as long as acceptance is not tied to established 
truth (a typically justificationist idea !).  In all sorts of circumstances, valid 
objective reasons can be given for preferring one theory to another. Science 
would collapse - or would become no more than a repository of prejudice - if this 
were not possible.

                        Nick Maxwell



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Justificationism (was: Popper did not solve the problem of 
induction)
Date: July 12, 2011 at 8:35 AM

On 12 Jul 2011, at 13:00, "Nicholas Maxwell" <nicholas.maxwell@ucl.ac.uk> 
wrote:

On July 11, 2011 at 4:55 PM, in response to my remark that:-

It is important to distinguish justifying the truth of a thesis, and justifying 
acceptance of a thesis. Only the former is necessarily justificationism in an 
illegitimate sense. I only engage in justification in the latter, entirely legitimate 
sense.

Elliot Temple wrote:

Actually I (and Deutsch, and my reading of Popper) reject *all types* of 
justification. Nothing of any sort is ever justified.

Theories are used, I say, when they have no rivals. Why? Because what else 
makes more sense? We should use theories that in our best (fallible) judgment 
might be true, over theories that, in our best (fallible) judgment are false.

How do they get to have no rivals? By criticism. We refute all the rivals we can 
think of.

This process does not involve any kind of justification.

I'm a little surprised about Nick's statement referring to his view --  which 
explicitly accepts a type of justification -- as "thoroughly anti-justificational". My 
view is more thorough.

To "justify" acceptance of T1 and rejection of the rival theory T2 is to provide 
objective reasons for holding T1 to be a better theory than T2 - granted such 
and such an aim.

If T2 solves a problem that T1 doesn't solve, that's a criticism of T1. So there is 
no need for justification.



Alan



From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] The Method of Conjecture and Refutation (was: Popper did not 
solve the problem of induction)
Date: July 12, 2011 at 9:55 AM

On 12 July, 2011 at 4:15 AM, in response to my remarks

But, in order to solve the problem of induction we need, in addition, a
methodology which specifies how theories are to be accepted and rejected in
the light of empirical success and failure, and any other relevant
considerations; and we need a rationale for such a methodology, given the
aim of improving (conjectural) knowledge of truth.

And from a later email

In order to solve the problem of induction we need to formulate methods which 
specify how theories are to be accepted and rejected in the light of evidence (or 
empirical testing), and any other relevant factors.  We then need to provide a 
rationale for these methods, given the aim of seeking to improve our 
(conjectural) knowledge about the universe.

Elliot Temple wrote:-

The methodology is conjectures and refutations.

Elliot then went on to illustrate some aspects of this methodology.  But what he 
did not do is address my criticism of this methodology (of which the above 
remarks form a part) - to be found, for example, in my initial contribution to this 
emailing list, on the 7 July 2011, and spelled out in a little more detail in a 
subsequent email sent on the 8th July 2011 at 15:02 PM, in response to some 
comments by David Deutsch.  In case what I said in that later email was missed, 
here it is again.

In my view Popper made important contributions towards the solution to the
problem of induction.  He stressed that theories cannot be verified or
justified but only falsified.  All our theoretical knowledge is conjectural. He
emphasized that, in order to improve our (conjectural) knowledge of truth,
we need to subject our best theories to sustained criticism - attempted
empirical falsification being an especially severe form of criticism.  And
he made the brilliant suggestion that, in order to give ourselves the best



hope of making scientific progress, we need to give preference to those
theories that are most vulnerable to criticism, to falsification - theories
of high empirical content or high falsifiability, in other words.

But, in order to solve the problem of induction we need, in addition, a
methodology which specifies how theories are to be accepted and rejected in
the light of empirical success and failure, and any other relevant
considerations; and we need a rationale for such a methodology, given the
aim of improving (conjectural) knowledge of truth.

It is here that Popper fails.  The methodology Popper specifies in L.Sc.D.
for this purpose is seriously inadequate.  It amounts to this.  Given we
have accepted T, and T has been falsified, T* is to be accepted if T*
predicts all the empirical success of T, is not falsified, has greater
empirical content than T, some of this excess content being corroborated.

Popper acknowledges that physics gives preference to simple theories, and
goes on to argue that a theory has a high degree of simplicity if and only
if it has a high degree of falsifiability.  (There is another notion of
simplicity, but this is the one that takes preference if the two clash.)  In
giving preference to simple theories, physics is thus giving preference to
theories of high falsifiability, in accord with Popper's basic idea, and the
methodology of L.Sc.D.

But it is just here that Popper's methodology (and so his proposed solution
to the problem of induction) is profoundly inadequate.  Given an accepted
theory, T, we can always formulate alternatives that are more accceptable
theories, according to Popper's methodology, by adding on to T additional
testable and corroborated hypotheses, h1, h2, ... hn, to form
T + h1 + ... + hn  =  T*.  Most accepted theories run into empirical
difficulties somewhere, and are thus, ostensibly, refuted.  We can modify T, in a 
wholly ad hoc way, so that the resulting theory is not refuted, and add the
hypotheses, h1 etc. to that.  As a result, T* is not refuted where T is; T*
reproduces all the empirical success of T, has greater empirical content,
some of its excess content being corroborated.  T* is even a simpler theory
than T, according to Popper's L.Sc.D. notion of simplicity.

But in scientific practice T* would not be considered for a moment, let
alone preferred to T (as Popper agreed).



I have discussed Popper's response to this objection in "Popper, Kuhn,
Lakatos and Aim-Oriented Empiricism", note 5 and associated text.  This is
what I say in note 5: Popper argues that it does not matter if "silly"
theories [such as T*] become potential rivals, since it can be left to scientists 
themselves to criticize them ("Realism and the Aim of Science", 1983, pp. 67-71).  
But what this ignores is that it is precisely Popper's methodology which should be
providing guidelines for such criticism.. Popper fails to appreciate that it
is his methodology, not he himself, which needs to declare that "silly"
theories are indeed silly.  The fact that his methodology declares these
silly theories to be highly acceptable is a devastating indictment of his
methodology.  To argue that these silly theories, refuting instances of his
methodology, do not matter and can be discounted, is all too close to a
scientist arguing that evidence, that refutes his theory, should be
discounted, something which Popper resoundingly condemns.  The
falsificationist stricture that scientists should not discount falsifying
instances, ought to apply to methodologists as well!

Elsewhere, Popper puts forward a "requirement of simplicity" which would
exclude empirically successful "silly", horribly disunified theories like
T*.  He says a new theory, in order to be acceptable, "should proceed from
some simple, new, and powerful, unifying idea about some connection or
relation (such as gravitational attraction) between hitherto unconnected
things (such as planets and apples) or facts (such as inertial and
gravitational mass) or new "theoretical entities" (such as field and
particles)" (Popper, C. & R., 1963, p. 241).  This excludes "silly" theories
like T*, but then the argument I indicated in my first email kicks in.  In
persistently accepting (more or less) unified theories, and persistently
ignoring empirically more successful disunified rivals (such as T*), physics
thereby makes a persistent metaphysical assumption about the universe, to
the effect that it is such that all silly, grossly disunified theories (such
as T*) are false.

This implicit metaphysical thesis is highly influential and problematic:
therefore, it needs to be made explicit within physics, for good Popperian
reasons, so that it can critically assessed, so that alternatives can be
developed and critically assessed, in the hope that it can be improved.

The hierarchicial meta-methodology of aim-oriented empiricism is put forward
as providing us with the best possible methodological framework for such
Popperian critical assessment and improvement.  Aim-oriented empiricism



provides the means for improving the problematic aims and methods of physics
as physics proceeds - improving knowledge leading to improving aims and
methods, improving knowledge-about-how-to-improve knowledge.  This kind of
positive feedback between improving theoretical knowledge, and improving
methods, improving knowledge-about-how-to-improve-knowlege I see as close to
the key to the astonishing progressive success of modern science.

                            Nick Maxwell

ps My criticism of Popper, and argument for aim-oriented empiricism, can be 
found in "Popper, Kuhn, Lakatos and Aim-Oriented Empiricism" (Philosophia, vol. 
32, 2005, pp. 181-239; in "Popper's Paradoxical Pursuit of Natural Philosophy" to 
be published in J. Shearmur and G. Stokes, eds., Cambridge Companion to 
Popper, (CUP, 1912); and in my two books "The Comprehensibility of the 
Universe" (OUP, 1998), and "Is Science Neurotic? (Imperial College Press, 
2004).  My first paper spelling out the point is "A Critique of Popper's Views on 
Scientific Method" (Philosophy of Science, vol. 39, no. 2, June 1972, pp. 131-152; 
reprinted in "Popper: Critical Assessments of Leading Philosophers, vol. II, Part 
3, edited by Anthony O'Hear, Routledge, London, pp. 463-487).  All these papers 
are available at http://philpapers.org/profile/17092.

http://philpapers.org/profile/17092


From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Re: Popper did not solve the problem of induction
Date: July 12, 2011 at 10:16 AM

On  July 12, 2011 8:11 AM, Lee Kelly wrote:

The Philosophy of Karl Popper, edited by Paul Arthur Schilpp, p. 986, Karl 
Popper writes:

...we have a warning here not to pronounce too severe an edict against *ad hoc* 
hypotheses...

Ad hoc theories shouldn't be criticized on principle without considering the 
specifics. Popper warned against it. And ad hoc theories may be true.

One can criticized a theory by asking why it has ad hoc conjectures. But, this 
question has legitimate answers. Ad hoc conjectures alone are not enough to 
write off a theory.

These remarks were in response to a quotation from my criticism of Popper which 
invokes empirically successful theories that are unacceptable because of their 
grossly ad hoc character (but are to be accepted, according to the methodology 
specified in L.Sc.D. beause of their high falsifiability and corroboration).

The kind of ad hoc theory my argument appeals to - a T*-type theory - is so 
grossly ad hoc that no physicist would consider it for a moment.  And Popper 
agrees, as I have already pointed out.  In his "Realism and the Aim of Science" 
(1983, pp. 67-71), Popper discusses theories like T*, calls them "silly", clearly 
thinks they need to be rejected, but fails to appreciate that it is his methodology 
that should come to this judgement: see note 5 of my "Popper, Kuhn, Lakatos 
and Aim-Oriented Empiricism" for a discussion.

                        Nick Maxwell
Website: www.nick-maxwell.demon.co.uk
Publications online: http://philpapers.org/profile/17092

http://philpapers.org/profile/17092


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Silly Theories; Obviousness (was: Popper did not solve the 
problem of induction)
Date: July 12, 2011 at 1:43 PM

On Jul 12, 2011, at 7:16 AM, Nicholas Maxwell wrote:

On  July 12, Jordan Talcot [previously misattributed to Lee Kelly] wrote:

The Philosophy of Karl Popper, edited by Paul Arthur Schilpp, p. 986, Karl 
Popper writes:

...we have a warning here not to pronounce too severe an edict against *ad 
hoc* hypotheses...

Ad hoc theories shouldn't be criticized on principle without considering the 
specifics. Popper warned against it. And ad hoc theories may be true.

One can criticized a theory by asking why it has ad hoc conjectures. But, this 
question has legitimate answers. Ad hoc conjectures alone are not enough to 
write off a theory.

These remarks were in response to a quotation from my criticism of Popper 
which invokes empirically successful theories that are unacceptable because of 
their grossly ad hoc character (but are to be accepted, according to the 
methodology specified in L.Sc.D. beause of their high falsifiability and 
corroboration).

The kind of ad hoc theory my argument appeals to - a T*-type theory - is so 
grossly ad hoc that no physicist would consider it for a moment.  And Popper 
agrees, as I have already pointed out.  In his "Realism and the Aim of Science" 
(1983, pp. 67-71), Popper discusses theories like T*, calls them "silly", clearly 
thinks they need to be rejected, but fails to appreciate that it is his methodology 
that should come to this judgement: see note 5 of my "Popper, Kuhn, Lakatos 
and Aim-Oriented Empiricism" for a discussion.

On page 67 Popper says:



Nevertheless, it is said, we 'obviously' prefer the first to the second. The 
problem is to explain why we do so.

Note the scare quotes around 'obviously'. He is denying it is obvious and insisting 
that it has to be thought about: there is a genuine problem of figuring out *why* 
which does *not* have an obvious answer.

Popper then addresses the issue in italics for emphasis on the next page:

*which would have to be explained*

Popper's position is not that additional hypothesis can be rejected automatically 
as obviously false, but that they can be challenged to provide explanation. 
Unexplained assertions can be criticized for lack of explanation and then are 
refuted unless either a substantive explanation is provided or an explanation of 
why none is needed in this case.

In this way, Popper isn't claiming that all ad hoc theories need to be rejected, only 
that they should be critically challenged when they lack explanation.

Now on page 69 Popper goes on to say he has a "chief objection" (to the 
argument against his epistemology, not an objection to the T* theories) which is 
different. He then begins:

All our hypotheses are conjectures, and anybody is free to offer conjectures -- 
even conjectures that may appear quite silly to the majority of us. Only thus can 
we make way for bold, unconventional, new ideas.

So here we have Popper denying the truth is obvious and defending people who 
wish to offer theories that others dismiss as "silly". He says tolerance of ideas that 
seem silly to us is the only way to get progress of the bold and unconventional 
type.

So rather than the attitude, "no physicist would consider it for a moment," we 
need a different *tolerant* attitude, according to Popper. Theories need to be 
addressed with genuine criticism (e.g. for lacking sufficient explanation), not 
dismissed based entirely on unstated background knowledge.

What Popper does not want you to do is say it seems silly and leave *why* as an 
unconscious theory, immune from criticism due to being kept out of the 



discussion (indeed, no discussion is had, the issue is closed instantly). That 
strategy would bar the way for bold, unconventional, new ideas.

Popper's pretty clear on this. He explains more next:

We have to pay for this freedom [to be able to propose apparently silly ideas, 
and not have them automatically rejected, thus allowing for progress that 
contradicts convention] by often being confronted by ideas that seem to be silly. 
Few of these will be taken seriously [by most people; this doesn't say one 
shouldn't take them seriously]; by some may; and some may sometimes, 
contrary to first impressions, turn out to be moves in the right direction.

So here Popper is saying some of the silly ideas will turn out to be great insights 
and they shouldn't be dismissed based on the first impression. The price of the 
*necessary* tolerance that allows progress is this:

If we stop rejecting ideas based on our first impression then we'll have to put up 
with 50 bad ideas for every 1 good one, and not reject any of them instantly 
because we don't know which is which. But Popper considers this completely 
worthwhile because it's the only way to allow progress.

Popper clarifies further:

every scientist who dismisses a theory as silly *a priori* takes a risk

Now Popper doesn't say you can't ever dismiss anything. But he says it's risky. 
You might be wrong. You should have some respect for 'silly' theories and 
consider some. If you consider none you halt progress. But we always have to be 
selective what we spend our time on, so no matter what we do there are some 
risky choices to be made, and sometimes we'll mess up.

Popper goes on to clarify still more and to scare quote 'silly':

many of the more obviously 'silly' conjectures may be eliminated through 
criticism

This is the right thing to do. Popper gives a long list of possible types of criticism.

Then on page 70 Popper says as a methodologist it's not his duty to account for 



people who come up with silly theories, nor to give reasons to a priori exclude 
them. Popper refuses that task. He doesn't want to provide a method of a priori 
excluding them (which he above said was risky!).

He leaves it to the scientists to sort things out. They have to actually do science, 
have critical debates, and so on. Methodology can give us methods like 
"conjectures and refutations" and further elaborations to guide scientists, but 
Popper's methodology does not give any features for automatically rejected 'silly' 
(note again the scare quotes) ideas without thinking. Popper's methodology is for 
thinkers, not for appeals to obviousness.

Popper goes on to defend the 'silly' theories, and their advocates, in strong terms:

There is a place, and a function, within the critical method of science, even for 
the lunatic fringe. I once wrote that our universities should not try to produce 
scholars or scientists, but be satisfied with a more modest and a more liberal 
aim -- that of producing men who can distinguish between a charlatan and a 
scholar or a scientist. I was quickly set right by L.E.J. Brouwer who told me that 
even this formula was not liberal enough since it could be interpreted as 
encouraging that illiberal superiority with which the academic often looks down 
upon the outsider. He indicated that there was a place in science even for the 
charlatan, and rightly rejected anything that could be interpreted as supporting 
distinctions of this kind.

So Popper defends the "lunatic" and the "charlatan" even if they seem 'silly'.

Then spilling onto page 71:

Thus if we were to give methodological reasons for condemning all theories like 
the ones that all crows are black except those photographed during a total 
eclipse of the sun [T* theories], we might easily condemn a most important 
theory. [Popper then gives an example of how such a methodological reason, if 
given, might accidentally condemn some of Einstein's theories.]

So here is what I think is true, which I think is what Popper too was getting at: 
Consider apparently 'silly' theories for more than a moment. They may not be 
objectively silly; first impressions say more about one's biases than the truth. 
They are not obviously false and sometimes they are true. They have a place in 
science, they are necessary for progress, and even a good theory like Einstein's 
can seem 'silly' or be subject to immediate rejection if we allow such an approach. 



We should be tolerant liberals and fallibilists. We should let scientific criticism and 
debate sort it out (as well as selective judgments acknowledged to be risky, as 
people with finite time must always make).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism
Date: July 12, 2011 at 2:22 PM

On Jul 12, 2011, at 5:00 AM, Nicholas Maxwell wrote:

On July 11, 2011 at 4:55 PM, in response to my remark that:-

It is important to distinguish justifying the truth of a thesis, and justifying 
acceptance of a thesis. Only the former is necessarily justificationism in an 
illegitimate sense. I only engage in justification in the latter, entirely legitimate 
sense.

Elliot Temple wrote:

Actually I (and Deutsch, and my reading of Popper) reject *all types* of 
justification. Nothing of any sort is ever justified.

Theories are used, I say, when they have no rivals. Why? Because what else 
makes more sense? We should use theories that in our best (fallible) judgment 
might be true, over theories that, in our best (fallible) judgment are false.

How do they get to have no rivals? By criticism. We refute all the rivals we can 
think of.

This process does not involve any kind of justification.

I'm a little surprised about Nick's statement referring to his view --  which 
explicitly accepts a type of justification -- as "thoroughly anti-justificational". My 
view is more thorough.

To "justify" acceptance of T1 and rejection of the rival theory T2 is to provide 
objective reasons for holding T1 to be a better theory than T2 - granted such 
and such an aim.

If one refuses ever to provide a justification for accepting T1 and rejecting T2, in 
this sense, one thereby refuses ever to provide an objective reason for 
accepting T1 and rejecting T2.  This would include objective reasons such as 
"T1 has met with great empirical success and has never been refuted, whereas 



T2 has been decisively refuted".

Surely you do not wish to accept this implication of your decision never to justify 
acceptance of one theory and rejection of another?

If T2 is criticized, and T1 isn't, I do not label that "justification" for T1. T1 was left 
alone! Nothing happened to T1 so I say it gains no label (or "status" as I refer to it 
from here on).

(Popper said T1 could gain the status "corroborated" but I think that was a 
justificationist mistake he made, which he backed away from later on. Justification 
is tempting and difficult to get away from because it's been entrenched in 2000 
years of philosophy and guides people's intuition.)

What happened, in my view, is that T2 changed to *refuted* status. T2 gained a 
status; T1 stayed the same. Nothing happened to T1.

All theories are created with the category "non-refuted". They have it by default, 
automatically, even if they have no merits and never do anything. But they can 
lose this status by criticism, by becoming refuted.

I say that non-refutation is different than justification. Justification is not 
something all conjectures are automatically born with.

I say that we act on theories which are non-refuted, in preference to theories 
which are refuted. And this does not involve any justification at all.

I say criticism does not justify but only refutes. There is no justification.

I do not think this is a terminological dispute.

If it was a terminological dispute, then the statements, "Act on non-refuted 
theories" (mine) and "Act on justified theories" (Nick's) would have to be 
equivalent -- we'd be saying the same thing with different words. If they mean 
different things then we disagree on substance.

I think they do mean different things, because justification is a status theories 
somehow gain by something happening, while non-refuted is a status theories 
have by default.



I think that using criticism as the thing that provides justification is an 
improvement on the more traditional method of justification being primarily 
provided by authority. But I still think it's a compromise and a mistake.

I say that we act on non-refuted theories in preference to refuted theories, not 
due to any merit of the non-refuted theories, but because we (fallibly, in our best 
judgement) see problems with the refuted theories and do not wish to cause 
ourselves those problems.

This choice is all about not intentionally causing ourselves problems. It's not 
about the status of T1 (as justified or anything else). It's merely that it would be 
irrational to use a theory (T2) that we saw something wrong with.

We should use our critical knowledge as best we can. Criticisms are explanations 
of mistakes in ideas. Using it means trying not to make those mistakes. This is 
how critical philosophy can guide action -- in telling us what to avoid -- without 
any element of justification.

I hope this clarifies how we can take a thoroughly critical approach with no 
justification in it, and how justification (as a change in status for T1 to gain) differs 
from non-refutation (a default of all conjectures) and from refutation (a status 
gained by T2).

In critical philosophy, the important status change is from non-refuted to refuted; 
that's what we focus on and then we don't use refuted theories. So, compared 
with justificationism, it's a different theory (T2 rather than T1) which changes 
status and for a different reason.

A further issue is if criticism justifies a theory, then does more criticism justify a 
theory more? And if so, what good is more justification?

The refuted/non-refuted distinction only has two possible statuses, not a 
continuum. There is no amount of refutation and no amount of non-refutation. 
That's different than justification which traditionally comes in varying amounts.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Popper's Demarcation
Date: July 12, 2011 at 6:41 PM

On 12 Jul 2011, at 01:02 AM, Jordan Talcot <jordan.talcot@gmail.com> wrote:

The Philosophy of Karl Popper, edited by Paul Arthur Shilpp, p. 984, Popper 
writes:

[Popper's criterion of demarcation] is vague, since it is a methodological rule, 
and since the demarcation between science and nonscience is vague.

How is 'testable through empirical observation' vs 'not testable like this' vague?

--
Lulie Tanett



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Theories and their Usefulness
Date: July 12, 2011 at 6:47 PM

On 12 Jul 2011, at 02:40 AM, Jordan Talcot <jordan.talcot@gmail.com> wrote:

Philosophy is supposed to be useful, but not every theory solves every problem. 
If a theory isn't working for something, don't blame the theory, try something 
else.

You could blame the theory if it purports to solve the problem but doesn't. That's a 
criticism of it.

Fallibilism is true. Our theories are never perfect. So when we find their limits, 
we can either get a new theory or improve them. But it doesn't make sense to 
say it's a bad theory just because it doesn't solve a problem we would like it to 
solve. It is still a valuable theory if it solves some other problems.

So basically, 'don't mis-apply theories to problems they don't reach to'?

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper's Demarcation
Date: July 12, 2011 at 6:49 PM

On Jul 12, 2011, at 3:41 PM, Lulie Tanett wrote:

On 12 Jul 2011, at 01:02 AM, Jordan Talcot <jordan.talcot@gmail.com> wrote:

The Philosophy of Karl Popper, edited by Paul Arthur Shilpp, p. 984, Popper 
writes:

[Popper's criterion of demarcation] is vague, since it is a methodological rule, 
and since the demarcation between science and nonscience is vague.

How is 'testable through empirical observation' vs 'not testable like this' vague?

For example due to the degrees of testability that Popper discussed. Since 
testability comes in degrees, then you have to specify exactly what degree of 
testability counts as science or, better, not specify that and leave it a bit vague 
(since specifying it *exactly* doesn't usefully solve some problem, and does 
cause some problems).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Obviousness (was: Popper did not solve the problem of 
induction)
Date: July 13, 2011 at 8:15 AM

On Jul 12, 12:02 pm, "Nicholas Maxwell" <nicholas.maxw...@ucl.ac.uk>
wrote:

On July 10, 2011 at 6.43 pm, Anonymous Person quoted my

What my argument concerning the empirically successful disunified theory
T*
demonstrates is that the methods formulated by Popper in L.Sc.D. are
defective. They say T* is a better theory than T, when it quite obviously
is not.

and commented:-

I disagree.
I hold with Popper that there is no manifest truth; no truth is

obvious; obviousness is never a good argument.

What seems obvious are ideas in one's unquestioned and partially (or

fully) unconscious background knowledge. This often-traditional
knowledge contains value but also plenty of mistakes. One of the
reasons for calling ideas obvious is that actually stating them in
words can be difficult.

The problems I see with theories of obviousness is that they promote

intolerance (of people who disagree with the obvious), and also that
what seems obvious is sometimes false. We need an approach capable of
correcting errors even in what seems obvious to us.

All physicists - and probably most philosophers of physics - would hold T to
be quite obviously a better theory than T* (in the circumstances I have
described).  Popper agrees.  He calls theories like T* "silly".  Does this
commit one to holding that some truth is, after all, manifest?  Or we act as
if it is?



It could be argued that to say "T is obviously better than T*" is not to say
that T is true and T* are false.  It is to make an assertion about the
relative acceptability of T and T*.  Only an implicit justificationist -
someone who holds we should only accept that which has been established to
be true - could think that holding T is obviously more acceptable than T*
commits one to holding that truth is manifest.

The fact remains that in science, and in life, we act all the time as if it
is obvious that such and such is true, and a whole range of possibilities
which contradict this are false.  We do this in life every time we entrust
our lives to the safety of bridges, food, medicine, buildings, etc.  And we
do it in science every time we ignore grossly ad hoc rivals to the theories
we take seriously, even though they are potentially empirically more
successful.

In science, the whole point of criticism is to promote the growth of
knowledge.  This means we need to be critically critical.  We need to doubt,
and to criticize, what we conjecture it is likely to be fruitful to doubt
and be critical of.  It is a major part of the point of aim-oriented
empiricism to highlight what it is likely to be most fruitful to subject to
critical scrutiny, and distinguish that from what we may guess it is
unlikely to be fruitful to criticize.

Something like this operates, quite properly, in life too.  If we doubt
everything equally, we will be unable to act.

Circumstances could arise which prompt us to wonder whether T-type theories
are obviously better than T*-type ones.  Our search for unifying theories
might persistently fail, and lead us to conclude that they do not exist, or
cannot be discovered.  I discuss such circumstances in my "The
Comprehensibility of the Universe".

                  Nick Maxwell

Nick - just popping my head in as rather busy.....very interested in
your ideas...and don't want to moan....but having to spend time
working out where previous post ends and your reply begins. Something
I do is come straight to the web interface as it's all done for you
there. groups.google.com/group/beginning-of-infinity



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Consider yourself ethical? New research says think again
Date: July 13, 2011 at 8:34 AM

Consider yourself ethical? New research says think again
July 12th, 2011 in Other Sciences / Economics & Business

When confronted with an ethical dilemma, most of us like to think we
would stand up for our principles. But we are not as ethical as we
think we are, according to Ann Tenbrunsel, the Rex and Alice A. Martin
Professor of Business Ethics at the University of Notre Dame’s Mendoza
College of Business and co-author of “Blind Spots: Why We Fail to do
What’s Right and What to do About it.”

“A blind spot is an unknown obstacle that prevents us from seeing our
unethical behavior,” Tenbrunsel explains. “It doesn’t allow us to see
the gap between who we think we are, who we’d like to be, and who we
truly are.”

Blind spots can originate with individuals and accumulate to an
organizational-level, from the collapse of Enron and corruption in the
tobacco industry, to sales of the defective Ford Pinto and the
downfall of Bernard Madoff.

This video is not supported by your browser at this time.

“Clearly, Madoff was a crook,” Tenbrunsel says. “But there are a host
of people who supported his decisions and we would argue many of them
did so unknowingly. Why does that happen? Why do we all behave in ways
that contradict our values?”

Tenbrunsel and co-author Max Bazerman show that we are unaware of the
blind spots that keep us from recognizing how we engage in unethical
actions.



They reference a study in which people were asked if they planned to
contribute to Daffodil Days, a fundraising event which supports the
American Cancer Society.

“Roughly 80 percent said they planned to give, Tenbrunsel says. “But
on collection day, only about half actually contributed.

“When we are predicting how we will behave, we are thinking
abstractly” she explains. “But, when we are actually making the
decisions, we are thinking very concretely, looking at feasibility. If
you consider the Daffodil Days example, a participant may say ‘I
didn’t realize that at the time I would be asked to donate, I would
only have five dollars in my pocket, which I could either donate or
use to buy lunch.’ Visceral forces also play a role when we’re called
to make a decision. ‘I’m hungry, I’m thirsty, I’m angry, I’m fearful
that I’m losing my job.’ We become motivated to eliminate these forces
and all else, including ethical values, takes a back seat. These
factors are difficult to predict, but impact us directly and lead to
what we call ‘ethical fading.’”

Tenbrunsel says ethical fading—the removal of ethics from the decision-
making process—have led to tragedies and scandals such as the
Challenger space shuttle disaster, steroid use in Major League
Baseball, the crash in the financial markets, and the energy crisis.
“Blind Spots” demonstrates how ethical standards shift, how we neglect
to notice and act on the unethical behavior of others, and how
compliance initiatives can actually promote unethical behavior.

At the organizational level, there are important implications.

“If you have every individual falling prey to their ethical illusions,
including those leading, an error in judgment can blossom into a whole
series of activities that can damage reputation,” Tenbrunsel says.

“People believe they will behave ethically in a given situation, but
they don’t. Then they believe they behaved ethically when they didn’t.
It’s no surprise, then, that most individuals erroneously believe they
are more ethical than the majority of their peers,” according to
Tenbrunsel.



Going a step further, she says “motivated blindness” is people’s
tendency to not notice the unethical behavior of others because it’s
in their best interest not to notice. She points to credit rating
agencies as a good example.

“They are supposed to provide objective, unbiased ratings of the
creditworthiness of issuers of debt obligations (including companies,
nonprofit organizations and federal, state and local governments) as
well as the debt instruments these financial organizations sell to the
public,” she says. “However, their compensation has been tied to
anything but objectivity. Specifically, the largest credit rating
agencies, including Standard & Poor’s, Moody’s and Fitch, are paid by
the companies they rate instead of by the investors who have the most
to lose from inaccurate ratings. It is not a surprise that the rating
agencies that provide the highest ratings have the most business.”

“If we are to truly eliminate conflicts of interest,” Tenbrunsel and
Bazerman wrote in an April New York Times op-ed, “we must understand
the psychology behind them.”

Provided by University of Notre Dame

"Consider yourself ethical? New research says think again." July 12th,
2011. http://www.physorg.com/news/2011-07-ethical.html

http://www.physorg.com/news/2011-07-ethical.html


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Consider yourself ethical? New research says think again
Date: July 13, 2011 at 8:48 AM

On 13 Jul 2011, at 1:34pm, hibbsa wrote:

Consider yourself ethical? New research says think again
July 12th, 2011 in Other Sciences / Economics & Business

When confronted with an ethical dilemma, most of us like to think we
would stand up for our principles. But we are not as ethical as we
think we are, according to Ann Tenbrunsel, the Rex and Alice A. Martin
Professor of Business Ethics at the University of Notre Dame’s Mendoza
College of Business and co-author of “Blind Spots: Why We Fail to do
What’s Right and What to do About it.”

“A blind spot is an unknown obstacle that prevents us from seeing our
unethical behavior,” Tenbrunsel explains. “It doesn’t allow us to see
the gap between who we think we are, who we’d like to be, and who we
truly are.”

Blind spots can originate with individuals and accumulate to an
organizational-level, from the collapse of Enron and corruption in the
tobacco industry, to sales of the defective Ford Pinto and the
downfall of Bernard Madoff.

This video is not supported by your browser at this time.

“Clearly, Madoff was a crook,” Tenbrunsel says. “But there are a host
of people who supported his decisions and we would argue many of them
did so unknowingly. Why does that happen? Why do we all behave in ways
that contradict our values?”

Tenbrunsel and co-author Max Bazerman show that we are unaware of the
blind spots that keep us from recognizing how we engage in unethical



actions.

They reference a study in which people were asked if they planned to
contribute to Daffodil Days, a fundraising event which supports the
American Cancer Society.

“Roughly 80 percent said they planned to give, Tenbrunsel says. “But
on collection day, only about half actually contributed.

“When we are predicting how we will behave, we are thinking
abstractly” she explains. “But, when we are actually making the
decisions, we are thinking very concretely, looking at feasibility. If
you consider the Daffodil Days example, a participant may say ‘I
didn’t realize that at the time I would be asked to donate, I would
only have five dollars in my pocket, which I could either donate or
use to buy lunch.’ Visceral forces also play a role when we’re called
to make a decision. ‘I’m hungry, I’m thirsty, I’m angry, I’m fearful
that I’m losing my job.’ We become motivated to eliminate these forces
and all else, including ethical values, takes a back seat. These
factors are difficult to predict, but impact us directly and lead to
what we call ‘ethical fading.’”

Tenbrunsel says ethical fading—the removal of ethics from the decision-
making process—have led to tragedies and scandals such as the
Challenger space shuttle disaster, steroid use in Major League
Baseball, the crash in the financial markets, and the energy crisis.
“Blind Spots” demonstrates how ethical standards shift, how we neglect
to notice and act on the unethical behavior of others, and how
compliance initiatives can actually promote unethical behavior.

At the organizational level, there are important implications.

“If you have every individual falling prey to their ethical illusions,
including those leading, an error in judgment can blossom into a whole
series of activities that can damage reputation,” Tenbrunsel says.

“People believe they will behave ethically in a given situation, but
they don’t. Then they believe they behaved ethically when they didn’t.
It’s no surprise, then, that most individuals erroneously believe they
are more ethical than the majority of their peers,” according to



Tenbrunsel.

Going a step further, she says “motivated blindness” is people’s
tendency to not notice the unethical behavior of others because it’s
in their best interest not to notice. She points to credit rating
agencies as a good example.

“They are supposed to provide objective, unbiased ratings of the
creditworthiness of issuers of debt obligations (including companies,
nonprofit organizations and federal, state and local governments) as
well as the debt instruments these financial organizations sell to the
public,” she says. “However, their compensation has been tied to
anything but objectivity. Specifically, the largest credit rating
agencies, including Standard & Poor’s, Moody’s and Fitch, are paid by
the companies they rate instead of by the investors who have the most
to lose from inaccurate ratings. It is not a surprise that the rating
agencies that provide the highest ratings have the most business.”

“If we are to truly eliminate conflicts of interest,” Tenbrunsel and
Bazerman wrote in an April New York Times op-ed, “we must understand
the psychology behind them.”

Provided by University of Notre Dame

"Consider yourself ethical? New research says think again." July 12th,
2011. http://www.physorg.com/news/2011-07-ethical.html

Good heavens, what a tangle of unacknowledged assumptions and unargued 
calumny. With that notorious ancient theory as subtext: if the common people are 
so 'unethical' (immoral) and irrational at making decisions, then decisions should 
be made for them by their betters, namely the philosopher kings (nowadays, the 
academics who shape government policies and invent their justifications).

-- David Deutsch

http://www.physorg.com/news/2011-07-ethical.html


From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Falsificationism (was: Demarcation)
Date: July 13, 2011 at 3:03 PM

On Sat, Jul 9, 2011 at 12:17 PM, Nicholas Maxwell
<nicholas.maxwell@ucl.ac.uk> wrote:

Ultimately, falsificationism - the doctrine of L.Sc.D.

Falsificationism is not the doctrine of L.Sc.D. and never was. This is
a misconception. Popper specifically denied it (as Elliot posted,
Realism and the Aim of Science, p xxxi). L.Sc.D. was a successful
attempt to improve on the ideas that came before, not an attempt to
put forward a final and perfect doctrine. It's best read as a
collection of pieces of valuable wisdom, not a doctrine.

Then Popper's other works should be added in, creating a bigger
collection of useful ideas and improvements in epistemology. There's
no reason to focus on L.Sc.D. in isolation.

Taken together and understood very well, Popper's ideas (either in
L.Sc.D. alone or better in all his books) are very powerful and
unified, and could perhaps be seen as something like a doctrine. But
then they are a doctrine that goes far beyond falsificationism.

By the way, Popper isn't about converting from one school or doctrine
to another, in full. Nor is he about presenting one unified framework
to be rejected or accepted as a whole. Rather, Popper advocated
piecemeal, gradual progress and learning. He would like his ideas to
be approached in that style.

So, take what you will from Popper, bit by bit, and try to improve and
learn. Don't try to replace all your thinking with his all at once.
Popper rejected utopianism and the notion that, come the revolution
(or replacement of one epistemological doctrine for another),
everything will be (nearly) perfect.

Tradition is important. Our existing ideas are important. We always
have many ideas we haven't questioned. We couldn't simply replace them
all even if we wanted to. What we need to do is identify concrete



problems and try to solve them. L.Sc.D. and Popper's other works
successfully help us do that. There's nothing more that one could
(correctly) ask of them.

Much of its greatness lies in the way it takes a basic idea - falsifiability - and 
seeks to solve a range of problems with it: the problem of demarcation, the 
problem of induction, the problem of scientific progress, the problem of simplicity 
(what it is, and why simple theories are to be preferred to theories that lack it), 
the problem of the nature of scientific method. It is this feature of the work - so 
much covered, in such a fruitful way, all extracted from one basic idea - that 
accounts (at least in part), in my view, for the power, and the great value, of the 
book. In these circumstances, it seems to be entirely legitimate to refer to the 
doctrine by means of its key idea.

Appreciating the foundationalist organization of Popper's work is a
misreading of him. It's not organized that way and actually Popper's
epistemology is anti-foundationalist. If it seems to be organized that
way, it's being read with foundationalist-tinted glasses.

Of course we can't help but interpret ideas according to the ideas we
already have. We have and use frameworks. But frameworks can clash
fruitfully, and we can learn to change and improve our frameworks, and
appreciate ideas outside our frameworks. By an effort, people who are
very different from each other may understand something of each other.

It's hard to grasp the full meaning of Popper's theories, especially
because they are so different than the interpretive assumptions people
are accustomed to making. Popper runs contrary to 2000 years of
philosophy, and therefore also to many of people's conscious and
unconscious assumptions. But he's worth reading and rereading and
trying to appreciate more fully. He has so much more than a
foundationalist style doctrine based on falsifiability. He has many
ideas including a non-justificationist, non-foundationalist solution
to the main problems of epistemology.



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Consider yourself ethical? New research says think again
Date: July 14, 2011 at 1:40 PM

On Wed, Jul 13, 2011 at 7:48 AM, David Deutsch 
<david.deutsch@qubit.org>wrote:

On 13 Jul 2011, at 1:34pm, hibbsa wrote:

Consider yourself ethical? New research says think again
July 12th, 2011 in Other Sciences / Economics & Business

When confronted with an ethical dilemma, most of us like to think we
would stand up for our principles. But we are not as ethical as we
think we are, according to Ann Tenbrunsel, the Rex and Alice A. Martin
Professor of Business Ethics at the University of Notre Dame’s Mendoza
College of Business and co-author of “Blind Spots: Why We Fail to do
What’s Right and What to do About it.”

“A blind spot is an unknown obstacle that prevents us from seeing our
unethical behavior,” Tenbrunsel explains. “It doesn’t allow us to see
the gap between who we think we are, who we’d like to be, and who we
truly are.”

Blind spots can originate with individuals and accumulate to an
organizational-level, from the collapse of Enron and corruption in the
tobacco industry, to sales of the defective Ford Pinto and the
downfall of Bernard Madoff.

This video is not supported by your browser at this time.

“Clearly, Madoff was a crook,” Tenbrunsel says. “But there are a host
of people who supported his decisions and we would argue many of them
did so unknowingly. Why does that happen? Why do we all behave in ways
that contradict our values?”



Tenbrunsel and co-author Max Bazerman show that we are unaware of the
blind spots that keep us from recognizing how we engage in unethical
actions.

They reference a study in which people were asked if they planned to
contribute to Daffodil Days, a fundraising event which supports the
American Cancer Society.

“Roughly 80 percent said they planned to give, Tenbrunsel says. “But
on collection day, only about half actually contributed.

“When we are predicting how we will behave, we are thinking
abstractly” she explains. “But, when we are actually making the
decisions, we are thinking very concretely, looking at feasibility. If
you consider the Daffodil Days example, a participant may say ‘I
didn’t realize that at the time I would be asked to donate, I would
only have five dollars in my pocket, which I could either donate or
use to buy lunch.’ Visceral forces also play a role when we’re called
to make a decision. ‘I’m hungry, I’m thirsty, I’m angry, I’m fearful
that I’m losing my job.’ We become motivated to eliminate these forces
and all else, including ethical values, takes a back seat. These
factors are difficult to predict, but impact us directly and lead to
what we call ‘ethical fading.’”

Tenbrunsel says ethical fading—the removal of ethics from the decision-
making process—have led to tragedies and scandals such as the
Challenger space shuttle disaster, steroid use in Major League
Baseball, the crash in the financial markets, and the energy crisis.
“Blind Spots” demonstrates how ethical standards shift, how we neglect
to notice and act on the unethical behavior of others, and how
compliance initiatives can actually promote unethical behavior.

At the organizational level, there are important implications.

“If you have every individual falling prey to their ethical illusions,
including those leading, an error in judgment can blossom into a whole
series of activities that can damage reputation,” Tenbrunsel says.



“People believe they will behave ethically in a given situation, but
they don’t. Then they believe they behaved ethically when they didn’t.
It’s no surprise, then, that most individuals erroneously believe they
are more ethical than the majority of their peers,” according to
Tenbrunsel.

Going a step further, she says “motivated blindness” is people’s
tendency to not notice the unethical behavior of others because it’s
in their best interest not to notice. She points to credit rating
agencies as a good example.

“They are supposed to provide objective, unbiased ratings of the
creditworthiness of issuers of debt obligations (including companies,
nonprofit organizations and federal, state and local governments) as
well as the debt instruments these financial organizations sell to the
public,” she says. “However, their compensation has been tied to
anything but objectivity. Specifically, the largest credit rating
agencies, including Standard & Poor’s, Moody’s and Fitch, are paid by
the companies they rate instead of by the investors who have the most
to lose from inaccurate ratings. It is not a surprise that the rating
agencies that provide the highest ratings have the most business.”

“If we are to truly eliminate conflicts of interest,” Tenbrunsel and
Bazerman wrote in an April New York Times op-ed, “we must understand
the psychology behind them.”

Provided by University of Notre Dame

"Consider yourself ethical? New research says think again." July 12th,
2011. http://www.physorg.com/news/2011-07-ethical.html

Good heavens, what a tangle of unacknowledged assumptions and unargued
calumny. With that notorious ancient theory as subtext: if the common people
are so 'unethical' (immoral) and irrational at making decisions, then
decisions should be made for them by their betters, namely the philosopher
kings (nowadays, the academics who shape government policies and invent
their justifications).

-- David Deutsch

http://www.physorg.com/news/2011-07-ethical.html


This study appears to be another in the long line of attempts to document
and prove how fundamentally, and perhaps irrevocably, flawed we human beings
are.

These studies and books seem to be a hodge podge of thinking, theorizing and
assumptions without any coherence.

They will grant that we are plucky little monkeys, and fairly bright at
times, but our poor thinking seems inevitable. They seldom if ever discuss
memes, but imply or state that our errors are pre-wired - part of the human
condition.

I just came upon one of the latest books to harp on this - *Brain Bugs: How
the Brain's Flaws Shape Our Lives* by Dean Buonomano.

Amazon indicates that he is a professor in the Departments of Neurobiology
and Psychology, and a member of the Brain Research Institute, and the
Integrative Center for Learning and Memory at UCLA.

This pessimism seems thoroughly at odds with BOI.

John Campbell



From: Manolis.A.C. <manolis.a.c@gmail.com>
Subject: Re: [BoI] Consider yourself ethical? New research says think again
Date: July 15, 2011 at 1:59 AM

Business ethics...as if there are many kinds of ethics.

Gardening ethics anyone?

Please excuse my brief email. Sent from my iPhone.

On 13 Ιουλ 2011, at 15:48, David Deutsch <david.deutsch@qubit.org> wrote:

On 13 Jul 2011, at 1:34pm, hibbsa wrote:

Consider yourself ethical? New research says think again
July 12th, 2011 in Other Sciences / Economics & Business

When confronted with an ethical dilemma, most of us like to think we
would stand up for our principles. But we are not as ethical as we
think we are, according to Ann Tenbrunsel, the Rex and Alice A. Martin
Professor of Business Ethics at the University of Notre Dame’s Mendoza
College of Business and co-author of “Blind Spots: Why We Fail to do
What’s Right and What to do About it.”

“A blind spot is an unknown obstacle that prevents us from seeing our
unethical behavior,” Tenbrunsel explains. “It doesn’t allow us to see
the gap between who we think we are, who we’d like to be, and who we
truly are.”

Blind spots can originate with individuals and accumulate to an
organizational-level, from the collapse of Enron and corruption in the
tobacco industry, to sales of the defective Ford Pinto and the
downfall of Bernard Madoff.

This video is not supported by your browser at this time.



“Clearly, Madoff was a crook,” Tenbrunsel says. “But there are a host
of people who supported his decisions and we would argue many of them
did so unknowingly. Why does that happen? Why do we all behave in ways
that contradict our values?”

Tenbrunsel and co-author Max Bazerman show that we are unaware of the
blind spots that keep us from recognizing how we engage in unethical
actions.

They reference a study in which people were asked if they planned to
contribute to Daffodil Days, a fundraising event which supports the
American Cancer Society.

“Roughly 80 percent said they planned to give, Tenbrunsel says. “But
on collection day, only about half actually contributed.

“When we are predicting how we will behave, we are thinking
abstractly” she explains. “But, when we are actually making the
decisions, we are thinking very concretely, looking at feasibility. If
you consider the Daffodil Days example, a participant may say ‘I
didn’t realize that at the time I would be asked to donate, I would
only have five dollars in my pocket, which I could either donate or
use to buy lunch.’ Visceral forces also play a role when we’re called
to make a decision. ‘I’m hungry, I’m thirsty, I’m angry, I’m fearful
that I’m losing my job.’ We become motivated to eliminate these forces
and all else, including ethical values, takes a back seat. These
factors are difficult to predict, but impact us directly and lead to
what we call ‘ethical fading.’”

Tenbrunsel says ethical fading—the removal of ethics from the decision-
making process—have led to tragedies and scandals such as the
Challenger space shuttle disaster, steroid use in Major League
Baseball, the crash in the financial markets, and the energy crisis.
“Blind Spots” demonstrates how ethical standards shift, how we neglect
to notice and act on the unethical behavior of others, and how
compliance initiatives can actually promote unethical behavior.

At the organizational level, there are important implications.



“If you have every individual falling prey to their ethical illusions,
including those leading, an error in judgment can blossom into a whole
series of activities that can damage reputation,” Tenbrunsel says.

“People believe they will behave ethically in a given situation, but
they don’t. Then they believe they behaved ethically when they didn’t.
It’s no surprise, then, that most individuals erroneously believe they
are more ethical than the majority of their peers,” according to
Tenbrunsel.

Going a step further, she says “motivated blindness” is people’s
tendency to not notice the unethical behavior of others because it’s
in their best interest not to notice. She points to credit rating
agencies as a good example.

“They are supposed to provide objective, unbiased ratings of the
creditworthiness of issuers of debt obligations (including companies,
nonprofit organizations and federal, state and local governments) as
well as the debt instruments these financial organizations sell to the
public,” she says. “However, their compensation has been tied to
anything but objectivity. Specifically, the largest credit rating
agencies, including Standard & Poor’s, Moody’s and Fitch, are paid by
the companies they rate instead of by the investors who have the most
to lose from inaccurate ratings. It is not a surprise that the rating
agencies that provide the highest ratings have the most business.”

“If we are to truly eliminate conflicts of interest,” Tenbrunsel and
Bazerman wrote in an April New York Times op-ed, “we must understand
the psychology behind them.”

Provided by University of Notre Dame

"Consider yourself ethical? New research says think again." July 12th,
2011. http://www.physorg.com/news/2011-07-ethical.html

Good heavens, what a tangle of unacknowledged assumptions and unargued 
calumny. With that notorious ancient theory as subtext: if the common people 
are so 'unethical' (immoral) and irrational at making decisions, then decisions 

http://www.physorg.com/news/2011-07-ethical.html


should be made for them by their betters, namely the philosopher kings 
(nowadays, the academics who shape government policies and invent their 
justifications).

-- David Deutsch



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Popper did not solve the problem of induction
Date: July 15, 2011 at 10:58 AM

On 7 Jul 2011, at 11:38am, Nick wrote:

At the end of Elliot's interview with David online, David says "Yes, Popper solved 
the problem of induction.  Why is that still a question?".

But Popper did not solve the problem of induction.  In order to do that it is 
necessary to acknowledge that, because physics persistently only accepts 
unified theories even though endlessly many empirically more successful 
disunified rivals are available, science implicitly accepts, as a part of theoretical 
knowledge, a metaphysical thesis about the nature of the universe concerning 
unity - at the very least, that the universe is such that no disunified theory is 
true.

Popper did not, and could not, agree, because to do so would involve 
abandoning his criterion of demarcation.

In order to solve the problem of induction one needs to adopt aim-oriented 
empiricism

In order to avoid like the plague discussing terminological issues, let me ask -- did 
Popper solve *this* problem?:

"Since infinitely many theories are always compatible with a finite set of 
observations in the past, how is it possible for us ever to extrapolate, from that 
set, predictions of the outcomes of future observations (either for practical 
purposes or for knowing what the world is like)?"

By 'solve' I do not mean 'propose the final theory of'. By 'did Popper solve this 
problem' I mean: Was it the case that:

- Before Popper proposed what he called his solution, everyone would either 
have given a false answer to that question or said that they don't know; and

- After Popper proposed what he called his solution, everyone has either given a 
false answer to that question or given an answer that includes: (1) we never do 
that; and (2) we nevertheless create objective knowledge.



-- David Deutsch



From: Nicholas Maxwell <nicholas.maxwell@ucl.ac.uk>
Subject: Re: [BoI] Popper did not solve the problem of induction
Date: July 17, 2011 at 8:36 AM

On 15 July 2011 at 3:58 PM, David wrote:

In order to avoid like the plague discussing terminological issues, let me ask -- 
did Popper solve *this* problem?:

"Since infinitely many theories are always compatible with a finite set of 
observations in the past, how is it possible for us ever to extrapolate, from that 
set, predictions of the outcomes of future observations (either for practical 
purposes or for knowing what the world is like)?"

By 'solve' I do not mean 'propose the final theory of'. By 'did Popper solve this 
problem' I mean: Was it the case that:

- Before Popper proposed what he called his solution, everyone would either 
have given a false answer to that question or said that they don't know; and

- After Popper proposed what he called his solution, everyone has either given a 
false answer to that question or given an answer that includes: (1) we never do 
that; and (2) we nevertheless create objective knowledge.

In one way, Popper is a revolutionary, in that he accepts (a) theories cannot be 
verified, and (b) science makes progress by subjecting theories to sustained 
attempted falsification, theories most vulnerable to falsification being given 
preference, other things being equal.

In another way, Popper is a conservative.  He advocates a version of a view 
accepted by almost all scientists and philosophers of science that I have called 
"standard empiricism".  This asserts: In science, all claims to knowledge are to be 
assessed impartially with respect to the evidence, the simplicity, unity or 



explanatory power of theories being taken into account as well, but no thesis 
about the world being upheld permanently as a part of knowledge independently 
of evidence, let alone in violation of evidence.

Standard empiricism is untenable, for the reasons I have given in previous 
emails.  Persistent acceptance of (more or less) unified theories, even though 
endlessly many empirically more successful, but (much more) disunified rivals are 
available, means physics persitently accepts, as a part of theoretical knowledge, 
a metaphysical thesis about the world - in violation of standard empiricism.

The metaphysical thesis in question is substantial, influential and highly 
problematic: it is almost bound to be false.  For good Popperian reasons, it needs 
to be made explicit within physics, so that it can be subjected to sustained critical 
scrutiny, in the hope of improving it (changing it so that becomes closer to the 
truth).  This in turn requires that we adopt aim-oriented empiricism (AOE), which 
represents metaphysical theses implicitly accepted by physics in the form of a 
hierarchy, theses becoming less and less substantial, and more and more nearly 
such that their truth is required for science, or the pursuit of knowledge, to be 
possible at all, as one goes up the hierarchy.  AOE creates a framework of 
relatively insubstantial and unproblematic metaphysical theses and associated 
methods (high up in the hierarchy) within which much more substantial and 
problematic metaphysical theses and associated methods may be critically 
assessed and, we may hope, improved, as physics proceeds.

We require AOE in order to solve the problem of induction.  The problem remains 
insoluble as long as the untenable doctrine of standard empiricism is accepted.  
Popper accepted his version of standard empiricism to the end of his life, and 
therefore cannot be said to have solved the problem of induction.

Nevertheless, as I have stressed in earlier emails, Popper made a very important 
contribution to the solution to the problem, and the solution embodies Popperian 
ideas.



Can we formulate the problem of induction in such a way that Popper's untenable 
view about science can, nevertheless, be regarded as the solution?

Suppose we formulate the problem in the way you in effect suggest: "Since 
infinitely many theories are always compatible with a finite set of observations in 
the past", can "we nevertheless create objective knowledge"? - Popper's answer 
being "yes".  Construed in this way, we can say that Popper did solve the problem 
of induction - but this trivializes both the problem, and Popper's attempted 
solution, beyond all recognition.

What really matters, in my view, is not whether we can formulate a version of the 
problem of induction which enables us to say that Popper solved it.  What matters 
is to recognize (a) Popper made an immensely important contribution to our 
understanding of science, (b) it is, nevertheless, defective, and needs to be 
radically improved, but along Popperian lines, and (c) this has major implications, 
for science, for philosophy of science (and the relationship between the two), for 
social inquiry and academic inquiry as a whole, for how we should conceive of 
rationality - and for all worthwhile human endeavours with problematic aims: see 
especially my "From Knowledge to Wisdom: A Revolution for Science and the 
Humanities" (Blackwell, 1984; 2nd ed., revised and extended, Pentire Press, 
2007).

                            Nick Maxwell

ps In connection with your reference to "extrapolating" from past observations to 
the future, Hume was probably responsible for a general tendency to formulate 
the problem of induction in this way, as a result of his extended argument that 
there could be no "necessary connection" between one state of affairs and a 
subsequent state of affairs.  But here Hume was wrong.  It is possible for one 
state affairs to entail logically what exists subsequently: see my much neglected 
paper "Can there be Necessary Connection Between Successive Events? (British 
Journal for the Philosophy of Science 19 (1):1-25), available at 



http://philpapers.org/archive/MAXCTB.1.doc.

Website: www.nick-maxwell.demon.co.uk
Publications online: http://philpapers.org/profile/17092

http://philpapers.org/archive/MAXCTB.1.doc
http://philpapers.org/profile/17092


From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: Falsificationism (was: Demarcation)
Date: July 17, 2011 at 11:29 AM

On Jul 13, 8:03 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sat, Jul 9, 2011 at 12:17 PM, Nicholas Maxwell

<nicholas.maxw...@ucl.ac.uk> wrote:
Ultimately, falsificationism - the doctrine of L.Sc.D.

Falsificationism is not the doctrine of L.Sc.D. and never was. This is
a misconception. Popper specifically denied it (as Elliot posted,
Realism and the Aim of Science, p xxxi). L.Sc.D. was a successful
attempt to improve on the ideas that came before, not an attempt to
put forward a final and perfect doctrine. It's best read as a
collection of pieces of valuable wisdom, not a doctrine.

Then Popper's other works should be added in, creating a bigger
collection of useful ideas and improvements in epistemology. There's
no reason to focus on L.Sc.D. in isolation.

Taken together and understood very well, Popper's ideas (either in
L.Sc.D. alone or better in all his books) are very powerful and
unified, and could perhaps be seen as something like a doctrine. But
then they are a doctrine that goes far beyond falsificationism.

By the way, Popper isn't about converting from one school or doctrine
to another, in full. Nor is he about presenting one unified framework
to be rejected or accepted as a whole. Rather, Popper advocated
piecemeal, gradual progress and learning. He would like his ideas to
be approached in that style.

So, take what you will from Popper, bit by bit, and try to improve and
learn. Don't try to replace all your thinking with his all at once.
Popper rejected utopianism and the notion that, come the revolution
(or replacement of one epistemological doctrine for another),
everything will be (nearly) perfect.

Tradition is important. Our existing ideas are important. We always



have many ideas we haven't questioned. We couldn't simply replace them
all even if we wanted to. What we need to do is identify concrete
problems and try to solve them. L.Sc.D. and Popper's other works
successfully help us do that. There's nothing more that one could
(correctly) ask of them.

Much of its greatness lies in the way it takes a basic idea - falsifiability - and 
seeks to solve a range of problems with it: the problem of demarcation, the 
problem of induction, the problem of scientific progress, the problem of 
simplicity (what it is, and why simple theories are to be preferred to theories 
that lack it), the problem of the nature of scientific method. It is this feature of 
the work - so much covered, in such a fruitful way, all extracted from one basic 
idea - that accounts (at least in part), in my view, for the power, and the great 
value, of the book. In these circumstances, it seems to be entirely legitimate to 
refer to the doctrine by means of its key idea.

Appreciating the foundationalist organization of Popper's work is a
misreading of him. It's not organized that way and actually Popper's
epistemology is anti-foundationalist. If it seems to be organized that
way, it's being read with foundationalist-tinted glasses.

Surely a 'foundationalist' philosophical position would be general, in
that the proposition would be that all things must have essential
foundations. But the philosophy can't be that nothing can ever have
foundations. A building has foundations. It isn't foundationalist (or
is it?) to present a tree of life showing a rough relation from the
single celled common ancester to the diversity that followed. That's
just the way it happened. To acknowledge that is the case is not to
imply that all things must have essential foundations. So, by the same
coin, if in the particular work being discussed Popper's ideas have
falsification at their core, or at their foundation...it surely isn't
foundationalist to recognize this? How could it be, unless the anti-
foundationalist position is that nothing ever, ever, has foundations?



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] What is meant by Innateness (Was: A more straightforward 
challenge to the memetic exclusivity argument)
Date: July 18, 2011 at 11:51 PM

The question is, present in what? I expect that no one can consciously slow 
down their heart rate while running a marathon.

On the other hand, if, in humans, memes or individual choices can cause one to 
enjoy eating all day, eating normally, or starving oneself to death -- and similar 
choices for behaviours concerning sex, pain, heights, and all the other cases 
where, in non-memic animals, one behaviour from each group is 
overwhelmingly favoured over the others by genetic control... what chance is 
there that any 'innateness' would be left in any other behaviours of the type in 
which choices happen?

-- David Deutsch

This is my understanding of how to put together the concept of the
sort of innateness that is in question. It can be derived entirely as
a consequence of the same evolutionary drivers that produce any
specialization in the brain or elsewhere, and does not manifest as
anything like 'hardwiring' of ideas, preferences or ways of seeing the
world. Please let me roughly illustrate.

I think I remember a prior conversation saw everyone agreed there
exists a specialized region for recognizing faces. The popperian
position was that this was a low level non-creative function so not
relevant in the context of the argument, which is a fair point. But
let's consider from the Darwinian perspective how the specialization
comes about. A mode of behaviour takes root in human history that for
whatever reason requires that one person can be visually
differentiated from another, to the extent there is a premium on any
genetic adaptation that improves the efficiency of the process, and
ultimately it turned out virtually the whole process could be
specialized into innateness.

A more controversial (here) example would be the adoption of a mode of
behaviour that involved more sophisticated language and communication.
It follows that any genetic adaptations that simplify or make more



scaleable any aspect of language, whether learning, remembering,
speaking, or whatever, would be at a premium. Apparently the
scientific evidence is very strong that loads of specialized regions
resulted from that process. Does this mean that people are born
knowing English? No...it's more of an optional 'tempate'...if we don't
learn language we don't have language...and that does happen. But if
we do slip into the template of learning language we find we have a
facility for it.

This is a generic idea about evolutionary mechanisms..but one
supported by the evidence of extensive specialization in the brain.
But the idea is even more general than that...it couldbe applied to
the evolution of any specialization, not just in the brain. The sort
of innateness that I think is meant is nothing more than another
instance of the same thing.

Let's say a mode of behaviour is particularly advantageous - or maybe
it's not advantageous but it gets consistently adopted and passed on
and reused all the same. Maybe a way of judging some commonly occuring
social tension. Maybe a way of assessing relative social rank. Maybe
something more practical to do with hunting. Maybe a particularly
effective way of bluffing or intimidating or bullying or whatever. If
the mode of behaviour is copied and used and reused - and note that in
the context of humans this mechanism is nothing other than memes -
then any biological adaptation that in some way support and improve
that mode of behaviour, will have a selective premium.

The mode of behaviour itself does not become hardwired. But what may
happen is that the mode of behaviour becomes supported by innate
facilitations that strengthen its effectiveness compared to
alternative approaches. So what we end up with are, sort of,
behavioural 'templates', that we don't necessarily slip into, and if
we don't they have no influence at all over the decision making
process. But....because they are so well supported by innateness and
so effective at whatever their purpose is, that we may be likely to
slip into such templates in certain situations.

I don't know whether this sort of innateness is the real story. But
what I think is the case, is that the arguments against innateness
presented in BoI and by popperians in general, do not address this



concept of innateness at all. DD's point above is not true for this
sort of innateness, because there is no hardwiring so we're
potentially entirely free to be rational and make a diversity of
choices without any iinfluence from innateness at all.

In which case, does this mean that such innateness is irrelevant? No.
And the reason why this sort of innateness, if it is there,  is hugely
important to this philosophy can also be found directly from the
consequences of that same evolutionary mechanism. What happens when
you learn to ride a bike, or learn arithmatic so well it becomes
second nature? Innate support for any mode of behaviour or action is
inherently unconscious..we are less aware of our own machinations.
What this means is that when and if we do slip into a 'behavioural
template' we're not necessarily - in fact unlikely to be - aware of
it. We're not going to be thinking 'ah I can see I'm in a loop here'.

So let's say these templates exist in human nature - and to recap the
argument for them is nothing more than a consequence of the same
evolutionary explanation for any specialization. Does it make these
behavioural templates more or less influential if we declare their non-
existence? Is reality the thing that shows up whether we believe in it
or not?

Sorry for the rant....but to summarize:

- the popperian/BoI arguments against innateness do not work for the
sort of innateness I have tried to describe.
- the argument in favour of such innateness is nothing more than a
consequence of the same explanations for the evolution of other
specialization.
- the innateness that emerges as a consequence of those same
explanations has *little or no* overlap with memes, so there's no
argument that memes make such innateness redundant
- in fact this sort of innateness can be conceived as very much the
other side of the memetic coin.

Finally...still a consequence of basic evolutionary concepts...while
some behaviour templates would be deeply entrenched and 'fixed' in the
population, others would vary in the population, with some strains
more prevalent in certain ancestries than in others. This is another



explanation for the diversity of human of choices, but it's one that
potentially also explains things like 'talent'.

I'm not saying any of it is true, but I am questioning whehter new
explanations will be necessary if this sort of innateness is to be
ruled out, because as things stand it is both consistent with the
'choices' chapter, and suggestively a consequence of simple
evolutionary explanations.



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: [BoI] Words
Date: July 19, 2011 at 1:04 AM

Instead of theory, criticism, and refutation, better words would be idea, guess, 
and criticism. This is because they're simpler and easier to understand.

Jordan



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Notes on Popper's Conjectures and Refutations: Chapter 1
Date: July 19, 2011 at 1:39 AM

On 2011-07-11, at 8:41 AM, Justin Mallone wrote:

All observation is selective (61-62). there is no pure observation. Observation 
needs some task, interest, PoV, problem.
While inborn ideas silly, some inborn reactions or responses may exist. (62) 
One can refer to this as knowledge.

This knowledge is not a priori valid. Popper thinks there may be an inborn 
tendency to look for regularities.

Expectation of finding regularities is both psychologically and logically a priori, 
since all observation involves the recognition of similarities and dissimilarities.
Kant right that our intellect imposes laws upon nature, wrong that those laws are 
necessarily true (63).

What is the difference between inborn ideas and inborn reactions, responses, 
and expectations?

Jordan



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: [BoI] Can't and Won't
Date: July 19, 2011 at 4:14 AM

Can't means something is impossible. Won't means you don't want to.

People sometimes get these confused because they think that the reasons that 
they don't want to do something are really important, or that no one would do it in 
those circumstances, or that it isn't a very good option. But, none of those are the 
same as something actually being impossible.

Jordan



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Words
Date: July 19, 2011 at 9:10 AM

On 19 Jul 2011, at 01:04 AM, Jordan Talcot <jordan.talcot@gmail.com> wrote:

Instead of theory, criticism, and refutation, better words would be idea, guess, 
and criticism. This is because they're simpler and easier to understand.

'Idea' implies a small bit of a theory, whereas a theory can consist of multiple 
ideas that are connected to form a bigger 'idea'.

Throwing out 'hypothesis' in favour of 'theory' sounds good though.

Criticism does not mean the same thing as refutation. Refutation is something 
like, criticism which is valid and shows the theory is wrong. Dumping refutation in 
favour of 'that's wrong' or 'that's false' would work.

As for 'guess', I'm guessing you mean replace to 'conjecture'? If so, ya.

--
Lulie Tanett



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Can't and Won't
Date: July 19, 2011 at 9:13 AM

On 19 July 2011 04:14, Jordan Talcot <jordan.talcot@gmail.com> wrote:
Can't means something is impossible. Won't means you don't want to.

People sometimes get these confused because they think that the reasons that 
they don't want to do something are really important, or that no one would do it 
in those circumstances, or that it isn't a very good option. But, none of those are 
the same as something actually being impossible.

Often when people use the word 'can't' in this way, what they really
mean is "can't without something bad happening".

--
Lulie Tanett



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Words
Date: July 19, 2011 at 10:51 AM

On 19 Jul 2011, at 6:04am, Jordan Talcot wrote:

Instead of theory, criticism, and refutation, better words would be idea, guess, 
and criticism. This is because they're simpler and easier to understand.

But they don't have the same meanings.

Although we can, by extension, use the term 'idea' to mean 'theory', that deprives 
us of the expressive richness that currently allows us to say: 'the general theory 
of relativity is based on the idea that spacetime is curved'.

Did you mean 'guess' should be used instead of *conjecture*? If so, the problem 
there is while every conjecture is a guess, a guess can be random but a 
conjecture is designed and intended to solve a problem.

'Refutation' is a special kind of criticism that has two additional features compared 
with criticism in general: one is that it has uncontroversially been successful. The 
other is that it is arrived at by either logic or experimental testing.

-- David Deutsch



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Words
Date: July 19, 2011 at 10:54 AM

On 19 Jul 2011, at 3:51pm, I wrote:

while every conjecture is a guess, a guess can be random but a conjecture is 
designed and intended to solve a problem.

Also, a guess can be a mere prediction but a conjecture always includes an 
explanation.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Guess vs Conjecture (was: Words)
Date: July 19, 2011 at 2:47 PM

On Jul 18, 2011, at 10:04 PM, Jordan Talcot wrote:

Instead of theory, criticism, and refutation, better words would be idea, guess, 
and criticism. This is because they're simpler and easier to understand.

I agree with Popper's principle rather than practice:

Unended Quest, p 114

I discovered that English standards of writing were utterly different, and far 
higher than German standards. For example, no German reader minds 
polysyllables. In English, one has to learn to be repelled by them.

The next sentence goes on to say that Popper strongly approved of this aim but 
found it difficult to implement with flawed English skills (this is when he was first 
doing work in English):

But if one is still fighting to avoid the simplest mistakes, such higher aims are far 
more distance, however much one may approved of them.

I think the word 'guess', which is a synonym for 'conjecture' with fewer syllables, 
is the better word.

While synonyms, they have somewhat different connotations.

'Guess' is the more informal word. 'Conjecture' is the more impressive word. That 
makes 'guess' preferable. Why?

- We should not write to impress.

- In this case in particular, the concept we're trying to convey is that you're 
allowed to guess *any* with *no justification*. The standard is so low it's zero. So 
we want the word that excludes less. It's easier for an idea to qualify as a guess 
than a conjecture.

'Guess' also has the convenient phrase 'wild guess' for emphasis. And people are 



used to the concept of guesses being 'wild'. But conjectures are more tame.

Now let's look at the definitions:

guess:

estimate or suppose (something) without sufficient information to be sure of 
being correct

conjecture:

an opinion or conclusion formed on the basis of incomplete information

The definition for 'guess' mentions estimation which is unwanted. The definition 
for 'conjecture' mentions it specifically being an opinion or conclusion, rather than 
any type of idea. That's worse.

A different definition for conjecture says:

the formation or expression of an opinion or theory without sufficient evidence 
for proof.

This contains the same mistake as the guess definition about seeking proof, 
certainty, or that kind of thing. I'm not concerned with that; I don't think there's a 
difference between the words regarding that issue.

This definition says 'theory' instead of 'conclusion' which is better, but it still says 
opinion.

While both 'estimate' and 'opinion' are not what we want, estimates are made 
objectively while opinions aren't, so 'estimate' is better.

There's various other definitions to be found, by the way. Both words are 
sometimes defined using 'suppose'. That's worse than you might realize:

assume that something is the case on the basis ofevidence or probability but 
without proof or certain knowledge

Ugh. These words, and related words, are full of large epistemological mistakes 



in their very definitions.

David Deutsch wrote:

Did you mean 'guess' should be used instead of *conjecture*? If so, the problem 
there is while every conjecture is a guess, a guess can be random but a 
conjecture is designed and intended to solve a problem.

I take you to be agreeing with me that the word "guess" has lower standards for 
what guessing is allowed.

That is a good thing. The 'conjectures' part of 'conjectures and refutations' isn't 
supposed to exclude anything. All exclusion is done by criticism (itself open to 
criticism) rather than being built into the methodology. Guesses shouldn't be 
rejected as 'too random' on principle. That's just a possible criticism that could be 
used sometimes.

As to conjectures being designed and intended to solve a problem, the word 
simply doesn't mean that, by definition. Perhaps you picked up that connotation 
from Popper's use of the word.

Now, consider random guesses. It's impossible to make a purely random guess. 
The set of all logically possible guesses is an infinite set and no physical process 
can randomly choose from it (with equal probability of each guess being chosen).

All random guessing involves selectiveness. Some guesses can't be selected, or 
some are assigned higher probability than others. So it should be appreciated 
that even if someone says he guessed randomly, he actually used some selective 
judgment.

Also, a guess can be a mere prediction but a conjecture always includes an 
explanation.

This isn't their English meaning. Predictions can be conjectured, and no 
explanation given.

-- Elliot Temple



http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Words
Date: July 19, 2011 at 3:09 PM

On Jul 19, 2011, at 6:10 AM, Lulie Tanett wrote:

On 19 Jul 2011, at 01:04 AM, Jordan Talcot <jordan.talcot@gmail.com> wrote:

Instead of theory, criticism, and refutation, better words would be idea, guess, 
and criticism. This is because they're simpler and easier to understand.

'Idea' implies a small bit of a theory, whereas a theory can consist of multiple 
ideas that are connected to form a bigger 'idea'.

Throwing out 'hypothesis' in favour of 'theory' sounds good though.

Criticism does not mean the same thing as refutation. Refutation is something 
like, criticism which is valid and shows the theory is wrong. Dumping refutation 
in favour of 'that's wrong' or 'that's false' would work.

Compare 'conjectures and refutations' with 'conjectures and criticism'. Both work 
as descriptions of the method. It wasn't necessary to replace the word with an 
equivalent word. The second one changes the emphasis a little bit. I think that's 
for the better.

'Refutations' focusses on *successful* criticisms but the unsuccessful ones 
contribute to knowledge creation too.

Saying they are 'refutations' makes them sound less tentative, less open to 
revision. Here's the dictionary definition of 'refute':

prove (a statement or theory) to be wrong or false; disprove

But look up 'criticize' and you won't find these serious mistakes about proving. It's 
a better word with fewer mistakes built into it.

David Deutsch writes:

'Refutation' is a special kind of criticism that has two additional features 



compared with criticism in general: one is that it has uncontroversially been 
successful. The other is that it is arrived at by either logic or experimental 
testing.

I agree with the first feature. And the method of knowledge creation doesn't work 
only by uncontroversially successful criticisms! So that's the wrong word. We 
learn from attempted criticisms that soon fail (by being criticized themselves), and 
we learn from criticisms long before they are uncontroversial. We learn from 
criticism.

Lulie Tanett writes:

'Idea' implies a small bit of a theory, whereas a theory can consist of multiple 
ideas that are connected to form a bigger 'idea'.

It's not known how to measure or state the size of ideas, nor to determine where 
one idea ends and the next begins (a prerequisite). Since we don't know what 
size any idea is, how can 'idea' only refer to small ideas? We don't even know 
that size or quantity are meaningful concepts for ideas.

In a very rough way, 'theory' approximately means 'good idea'. Which is why we 
should just say 'idea' which is the more neutral and general purpose word.

David Deutsch writes:

Although we can, by extension, use the term 'idea' to mean 'theory', that 
deprives us of the expressive richness that currently allows us to say: 'the 
general theory of relativity is based on the idea that spacetime is curved'.

This example is unfair because it uses a well known phrase that already contains 
the word 'theory'. A fair comparison would use a neutral phrase where people 
don't have a strong habit already.

How about:

the theory that marriage is coercive



vs

the idea that marriage is coercive

I think 'idea' is better here.

You may say that's because it's not well developed enough to qualify as a 
'theory'. If so, I say that we should never change from 'idea' to 'theory' to assert 
the authority/status of having a well developed idea. Our audience should judge 
for themselves how well developed it is.

Since ideas can never gain support or positive status of any kind, they can't be 
promoted to words that refer to better ideas. We never know which non-refuted 
ideas are better than others and have no reason to worry about it. Criticism 
should decide everything, and claims to be a 'theory' rather than 'idea' -- claims of 
mild authority -- should count for nothing because they don't help find the truth.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Westword BoI Review
Date: July 19, 2011 at 3:35 PM

http://blogs.westword.com/showandtell/2011/07/new_releases_july_19_2011.php

he argues that the explanations of the universe are enough to control our 
understanding of the universe.

No. Our explanations *are* our understanding.

Should be more like

he argues that explanations of the universe are enough to control the universe.

Back to the article:

Deutsch manages to use his skills as a quantum computation master to explain 
these things to idiots like us.

That's not the skill Deutsch uses. Being a physicist doesn't make one a good 
writer or explainer. It's separate.

And being ignorant is different than being an idiot. He should have called himself 
ignorant.

'Idiot' is actually an interesting word. It's very vague. What is the actual concept 
behind it?

I don't think there is any coherent concept back there, only vagueness and 
mistakes.

'Idiot' means 'stupid' which means 'lacking intelligence'. But the word 'intelligence' 
is itself a vague, confused mistake. So that didn't help.

Yet despite being mistakes, it's difficult to never use these words. While some 
uses of them actually refer to ignorance of having knowledge, not all do. 
Sometimes they are used to refer to having false ideas which is different than 
ignorance. But not just any false ideas. It's a subtle category.

http://blogs.westword.com/showandtell/2011/07/new_releases_july_19_2011.php


The Fabric of Reality, David Deutsh's first book, broke down the four strands of 
knowledge and understanding into a comprehensive and relatively easy look at 
how we view reality

It's not about how 'we' *view* reality. It's about reality! That's why the title isn't, 
*The Fabric of Our View of Reality*. :-)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Words
Date: July 19, 2011 at 9:14 PM

On 2011-07-19, at 6:10 AM, Lulie Tanett wrote:

On 19 Jul 2011, at 01:04 AM, Jordan Talcot <jordan.talcot@gmail.com> wrote:

Instead of theory, criticism, and refutation, better words would be idea, guess, 
and criticism. This is because they're simpler and easier to understand.

[...]

As for 'guess', I'm guessing you mean replace to 'conjecture'? If so, ya.

Right. That was a typo.

Jordan



From: Manolis A.C. <manolis.a.c@gmail.com>
Subject: Re: [BoI] Westword BoI Review
Date: July 20, 2011 at 4:33 AM

BTW, "idiot" comes from the Greek "ιδιώτης" (idiotes) which curiously enough
means a "private individual" (as opposed to a public one). Back in Ancient
Greece, a person that did not contribute to "public matters" was considered
as unskilled, uncultivated, etc. Coming to Modern Greece, such a person is
more likely a person of great wisdom and ability. ;-)

On Tue, Jul 19, 2011 at 10:35 PM, Elliot Temple <curi@curi.us> wrote:

http://blogs.westword.com/showandtell/2011/07/new_releases_july_19_2011.ph
p

he argues that the explanations of the universe are enough to control our
understanding of the universe.

No. Our explanations *are* our understanding.

Should be more like

he argues that explanations of the universe are enough to control the
universe.

Back to the article:

Deutsch manages to use his skills as a quantum computation master to
explain these things to idiots like us.

That's not the skill Deutsch uses. Being a physicist doesn't make one a
good writer or explainer. It's separate.

And being ignorant is different than being an idiot. He should have called
himself ignorant.

'Idiot' is actually an interesting word. It's very vague. What is the
actual concept behind it?

http://blogs.westword.com/showandtell/2011/07/new_releases_july_19_2011.php


I don't think there is any coherent concept back there, only vagueness and
mistakes.

'Idiot' means 'stupid' which means 'lacking intelligence'. But the word
'intelligence' is itself a vague, confused mistake. So that didn't help.

Yet despite being mistakes, it's difficult to never use these words. While
some uses of them actually refer to ignorance of having knowledge, not all
do. Sometimes they are used to refer to having false ideas which is
different than ignorance. But not just any false ideas. It's a subtle
category.

The Fabric of Reality, David Deutsh's first book, broke down the four
strands of knowledge and understanding into a comprehensive and relatively
easy look at how we view reality

It's not about how 'we' *view* reality. It's about reality! That's why the
title isn't, *The Fabric of Our View of Reality*. :-)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: [BoI] Scientific American Review
Date: July 20, 2011 at 4:34 AM

http://www.sciambookclub.com/general-science-books/history-of-science-
books/the-beginning-of-infinity-by-david-deutsch-1071696694.html

Will human progress—defined as our increasing mastery and knowledge of the 
physical world—ever come to an end? In The Beginning of Infinity, David 
Deutsch replies with an emphatic “No!” In this extraordinary book, the noted 
visionary claims that progress is unbounded, and to make his case, takes us on 
an unforgettable journey through virtually every fundamental field of science and 
philosophy.

Good.

For Deutsch, all human progress results from a single activity: the quest for 
good explanations.

No. Not "For Deutsch" but objectively.

Thus, after analyzing the nature of explanation itself, we tour what Deutsch 
deems the four strongest types of explanation: evolution, quantum physics, 
knowledge, and computation.

No, that was his previous book! That's not how BoI is organized. And those aren't 
types of explanation.

What different types of explanation are there, by the way? Are there different 
types that it's useful to distinguish in general? Or is explanation a unified concept 
that should only be disunified for specific reasons tailored to specific and unusual 
problems?

His conclusions are strikingly original and sure to be controversial. He believes, 
for example, that the growth of knowledge bears deep similarities to biological 
adaptation, with genes and ideas both serving as replicators.

They don't "serve as" replicators. They *are* replicators. This adds a layer of 
indirection.

http://www.sciambookclub.com/general-science-books/history-of-science-books/the-beginning-of-infinity-by-david-deutsch-1071696694.html


And it isn't controversial that ideas and genes are both replicators. Dog genes are 
replicated by dogs having offspring. And Christian ideas are replicated by Church 
sermons, Bible readings, etc... Knowledge of how to speak English also gets 
replicated into new people, both children and immigrants.

He suggests that the field of artificial intelligence has reached an impasse not 
because of some absolute roadblock, but because we do not yet understand 
how creativity works. (“Once that has been solved, programming [AI] will not be 
difficult,” he writes.)

What's so controversial about AI not having an "absolute roadblock"? Do most 
people think AI is impossible?

Another obstacle besides understanding creativity in order to have AIs that seem 
kind of human-like is understanding that AIs will need educations (including 
parent(s)). AI researchers haven't been addressing that. An AI with no education 
will be more like an infant than a person.

Perhaps even more controversial is Deutsch’s argument that the physical world 
is a multiverse whose structure is determined by how information flows within it.

"Whose"? It's not a person.

Mistakes matter. It's hard enough to get the ideas right without introducing lots of 
other mistakes through carelessness, lack of attention to detail, and so on. And 
there's no way to get the big ideas of the book right without having traits like 
attention to detail, carefulness, respect for the difficult of writing well, etc...

And this isn't Deutsch's argument. It's not his idea. It's a well known theory of 
physics. And it's not an argument. An argument is a reason to persuade people of 
an idea, e.g. "It has to be true because it's the only good explanation of the two 
slit experiment."

All arguments are in some way critical. A statement that doesn't offer or imply any 
criticism is no argument. To argue for something, one argues against its rivals 
and perhaps also against potential future rivals.

The multiverse idea is different. It's an explanation of what reality is like. It's a 
bunch of statements, not arguments, which are separate.



Whether or not you agree with Deutsch on each topic, The Beginning of Infinity 
offers an intellectual survey of nearly unparalleled scope, with a strikingly fresh 
spin on the power of inquiry.

BoI does not offer a "spin".

"Nearly unparalleled" means that it is paralleled. I wonder what parallels it. I can't 
think of anything that does.

It reminds me of this:

http://www.lewrockwell.com/rothbard/mozart.html

KEITH (a little puzzled): I'd like to say, though, Miss Sand, that your book was 
an inspiration. *The Brow of Zeus* was one of the finest novels I've read in 
years.

(Exclamations of dismay and disbelief from JONATHAN and GRETA. 
JONATHAN and GRETA, by the way, speak in a portentous sing-song with a 
trace of Russian-Canadian accent.)

GRETA (sharply): Mr. Hackley, did you say *one* of the finest novels?

KEITH (puzzled): Why... yes.

JONATHAN (with tightly controlled rancor): Do you care to offer us the name of 
any novel you've read in years that even remotely compares to *The Brow of 
Zeus*?

KEITH (sweating): Well – I – really don't...

The play intends to portray Jonathan as in the wrong. But Keith is wrong. What 
he intended as a compliment was actually more negative than the truth, and so 
was not a compliment, no matter his intention.

Keith thinks he is on their side because he liked the book. But he liked it less than 
its objective merit. Or another way: he disagrees about how much objective merit 
it has, and he asserts a lower amount than they do. So actually Keith disagrees 
with them.

http://www.lewrockwell.com/rothbard/mozart.html


(This is complicated by the logical possibility that he judged its merit exactly the 
same as they did, but judged other books differently. But never mind.)

FYI "Miss Sand" means "Ayn Rand" and "The Brow of Zeus" means "Atlas 
Shrugged".

The play does overlook something. There were two novels of comparable merit 
that Keith could have named (but did not), which can compete reasonably well 
with Atlas Shrugged: We The Living and The Fountainhead, both also by Ayn 
Rand.

It's other authors that don't compete, which is different than other novels. I 
wouldn't expect the real Ayn Rand and her friends to make this mistake of 
forgetting about Rand's previous books, so this is one of many ways the play 
misunderstand the people it attempts to criticize.

Applying that lesson we can consider BoI vs FoR. FoR does not compete very 
well on the issue of *scope*. It's a considerably narrower book than BoI. I think 
that nothing compares to BoI on scope. But on the separate issue of quality, FoR 
is one of the best competitors (as is Atlas Shrugged).

Jordan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Unifying Concepts
Date: July 20, 2011 at 11:48 AM

Introduction to Objectivist Epistemology by Ayn Rand pp 70-72

The requirements of cognition forbid the arbitrary grouping of existents, both in 
regard to isolation and to integration. They forbid the random coining of special 
concepts to designate any and every group of existents with any possible 
combination of characteristics. For example, there is no concept to designate 
“Beautiful blondes with blue eyes, 5’5” tall and 24 years old.” Such entities or 
groupings are identified descriptively. If such a special concept existed, it would 
lead to senseless duplication of cognitive effort (and to conceptual chaos): 
everything of significance discovered about that group would apply to all other 
young women as well. There would be no cognitive justification for such a 
concept—unless some essential characteristic were discovered, distinguishing 
such blondes from all other women and requiring special study, in which case a 
special concept would become necessary.

(This is the reason why such conceptual subdivisions as “dining table,” “coffee 
table,” etc. are not designated by special concepts, but are treated as qualified 
instances of the concept “tabte”—as mentioned in the chapter on “Abstraction 
from Abstractions.”)

...

The requirements of cognition determine the objective criteria of 
conceptualization. They can be summed up best in the form of an 
epistemological “razor”: *concepts are not to be multiplied beyond necessity*—
the corollary of which is: *nor are they to be integrated in disregard of 
necessity*.

Some unification is good. Some is bad. These are nice examples. "Dining" and 
"table" should remain separate concepts, not be unified into one new concept 
with a single new word.

Similarly, "blonde", "24 years old", "blue eyes", etc, should not be unified into one 
concept. They're different things.

What should be unified? "Eyes" is a good example. That involves two 



unifications. It refers to *two* eyes at once, seeing them in a unified way. And 
each eye is itself made up of millions of cells, and trillions of atoms. But all those 
atoms and cells are unified into the concept of the eye.

Unifying those atoms into the eye makes life better. It makes it more convenient 
to think about the world. It makes ones mind better organized. So it's a good 
unification.

But other possible unifications would make one's mind less organized. It's 
possible (but undesirable) to group almost anything. We could have a concept 
chalsa (for chips and salsa) rather than the individual disunified concepts. But if 
we did we'd have to think of ideas like "chalsa without the red part". It makes a 
mess of things.

Some things, such as chips and salsa, are *objectively not unified*. And so they 
are best thought of in a way corresponding to the facts of reality, in a disunified 
way.

One has to be careful about grouping things together, not always do it on 
principle.

Of course, no one actually performs all possible unifications on principle. People 
advocating such things aren't impressed by chalsa. So what they really want is 
particular unifications, and not others, according to some unspecified and 
uncriticized rule.

But we already know the right rule from Popper: use unifications that help us 
solve problems and which we don't have criticisms of. Not others.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Notes on Popper's Conjectures and Refutations: Chapter 1
Date: July 20, 2011 at 11:48 AM

On Jul 11, 2011, at 8:41 AM, Justin Mallone wrote:

Chapter 1: Conjectures and Refutations
Method of distinguishing between science and pseudo-science (the problem of 
demarcation) (44):

Empirical method? Nah. Astrology looks to empirical observations too (44).

Lots of confirmations / apparent explanatory power? Nah. Marxist history, 
psycho-analysis, and individual psychology seem to explain everything, but 
that's actually a flaw. (45-47)

A nice point that Popper made elsewhere is this:

"All swans are white" means "there are no swans, or all of them are white". It's 
the same thing. It allows the case of no swans.

Now imagine breaking up the universe into cubes 10ft on each side. Now 
consider how many confirming instances you can get by looking at these cubes. 
The vast, vast, vast majority contain no swans and are thus confirming instances. 
This is because most of the universe is empty!

Inductivists would no doubt try to object that a confirming instance consisting of a 
white swan is different than a confirming instance consisting of empty space. But 
what's the difference? How can they formulate their gut feeling into an actual 
principle of epistemology?

Both the empty space and the white swan are *consistent with* (not contradictory 
to) the "all swans are white" theory. In this sense they have the same relationship 
to it.

So this leads into the problem of "support". They want some consistent evidence 
to count as support while other consistent evidence does not. Or they want some 
consistent evidence count as *more* support than other. To do that they have to 
specify rules for categorizing. They have to say which evidence is which and why, 
and how to tell. They have to provide instructions for working it out that don't 



mention using gut feelings or unconscious biases.

And they have utterly failed to do that.

BTW, "no swans are white" suffers from the same flaw as "all swans are white". 
Empty space is consistent with it.

Example of psychological theory which says people are driven by feelings of 
inferiority -- so a person who drowns a child did so out of a feeling of inferiority, 
and so did a person who saved a child (acting on a need to prove oneself) (46)

Compare scientific theories, which take risks by making predictions which 
exclude the occurrence of certain results -- which are incompatible with certain 
results of observation (47)

Important conclusions (47-48):
1.     Easy to look for confirmations of almost any theory if you are looking for 
them
2.     Confirmations should count ONLY IF they are the result of RISKY 
PREDICTIONS -- that is to say, if, without the knowledge of the theory, we 
should have expected a different, refuting result

"Count" here means (or should mean) something like "be worth paying some 
attention to, be interesting and relevant to the debate". Not "count as justifying".

3.     Every good scientific theory is a prohibition -- it forbids certain stuff from 
happening. The more it forbids, the better the theory
4.     A theory not refutable by any conceivable event is unscientific
5.     Every genuine test of a theory is an attempt to falsify it, and some theories 
are more testable, because they take greater risks.

Vague theories avoid risks. Whenever a theory says, "X or not X" then it avoids 
risk. When it specifies "X for sure. Definitely not not-X" then it's at risk.

How else can risk be avoided other than vagueness (lack of specifying stuff)? In 
other words, is there anything that makes a theory bold other than having actual 
content where it asserts anything?



6.     Confirming (corroborating) evidence should not count unless they are the 
result of a genuine test of a theory -- a serious but unsuccessful attempt to 
falsify it

Again it shouldn't count as justification.

7.     ad-hoc reinterpretations of theories destroy or at least lower scientific 
status

Summary: Scientific status is falsifiability / refutability / testability

Popper gives some examples of applying his principle.
Einstein’s theory of gravitation passes – even though the scientific instruments 
at the time did not allow potentially falsifying test results to be ascertained, 
falsifying the theory was possible.
Astrology fails – Lots of supposedly “confirming” evidence, but lots of 
unfavorable evidence as well. Also, very vague and non-risky predictions.
Marxist theory of history – started out scientific and were falsified (e.g. Marx’s 
analysis of the character of the “coming social revolution,”). Then ad hoc 
adjustments were made that made it irrefutable and thus unscientific.
Psychological theories popper discussed fail – they were irrefutable due to lack 
of conceivable human behavior which could contradict them. Clinical 
observations as worthless for confirming theory as astrological “evidence.” Ego, 
super-ego, id, as scientific as the Olympic Gods.

Myths can become testable, (Parmenides myth of the unchanging block 
universe à Einstein’s block universe). 50.

A bunch of ancient Greek ideas addressed *good problems* and that has helped 
them retain relevance today. True answers to *bad problems* are often boring, 
while inadequate answers to good problems are often interesting.

“I thus felt that if a theory is found to be non-scientific, or ‘metaphysical’ (as we 
might say), it is not thereby found to be unimportant, or insignificant, or 
‘meaningless,’ or ‘nonsensical.’ But it cannot claim to be backed by empirical 
evidence in the scientific sense – although it may easily be, in some genetic 
sense, the ‘result of observation.’
…
Thus the problem which I tried to solve by proposing the criterion of falsifiability 



was neither a problem of meaningfulness or significance, nor a problem of truth 
or acceptability. It was the problem of drawing a line (as well as this can be 
done) between the statements, or systems of statements, of the empirical 
sciences, and all other statements – whether they are of a religious or of a 
metaphysical character, or simply pseudo-scientific.” (50-51)

Popper discusses his problem of demarcation in contrast to Wittgenstein's 
problem of meaning (52-54), where Wittgenstein tried to show that what he 
thought of as philosophical or metaphysical statements were meaningless. 
Wittgenstein thought that the only meaningful statements were those that were 
built from atomic propositions -- and these atomic propositions were at least in-
principle ascertainable by observation.
As a solution to the problem of demarcation, Popper criticizes Wittgenstein's 
approach as being deductionist. As to the problem of "meaningful statements," 
Popper regarded this as a pseudo-problem.

But Popper’s argument was misinterpreted in an interesting way -- while he was 
arguing for testability and falsifiability as a means for demarcating between 
science and pseudo-science, his view was interpreted to be arguing for a 
falsificationist test of meaning -- in other words, that the meaningfulness or 
nonsensicalness of a statement could be ascertained by whether it was 
falsifiable or not.
For example, Wittgenstein used the example of a non-sensical pseudo-
proposition such as "Socrates is identical." This is nonsense, and its negation, 
"Socrates is not identical," is also nonsense, and, so, the logic went, the 
negation of a meaningful statement would also be meaningful. But as Popper 
notes in n.6 on page 54, the negation of a testable (falsifiable) statement need 
not be testable (discussed more in The Logic of Scientific Discovery) For 
example, consider the statement "at least one barn is red," and its negation, "no 
barns are red." One requires us only to find one barn -- the other requires us to 
search the universe. This asymmetry in the falsifiability of negated statements 
makes nonsense of the attempt to make Popper's criteria for demarcating 
science from pseudo-science into a criteria for demarcating meaningfulness, 
since such an attempt relies on the symmetry of falsifiability in negated 
statements when none exists.

Note also that the negation of a good explanation is a really bad explanation. e.g. 
compare

"The Earth *has* seasons because of the tilt of its axis and its orbit around the 



sun."

with

"The Earth *does not have* seasons because of the tilt of its axis and its orbit 
around the sun."

or with

"The following is false: The Earth *has* seasons because of the tilt of its axis and 
its orbit around the sun."

An explanation of X does not serve as an explanation of not-X. And a flat denial 
of an explanation is not itself an explanation (it doesn't say *why* the explanation 
is false, it doesn't explain why it's denying it).

Popper notes Hume's solid philosophical criticism of induction and how it leads 
to an infinite regress, but then proceeds to criticize Hume's psychological 
account of induction on the same grounds (55-59). Hume tries to explain the 
belief in laws as a product of frequent repetition -- Popper notes that there can 
only be "repetition" in the sense of two situations being seen as similar from a 
certain interpretative point of view, since no two situations are precisely the 
same -- therefore, there must be a PoV BEFORE there can be any repetition -- 
thus, the PoV can't be the product of repetition (59)

yeah good argument about PoV (point of view) has to come first.

Popper introduces his theory -- which is that, instead of having patterns 
impressed upon us through induction, we come up with and try and impose 
them on the world, and then have them refuted -- a process of conjectures and 
refutations. (60)

All observation is selective (61-62). there is no pure observation. Observation 
needs some task, interest, PoV, problem.

yeah. good stuff.

While inborn ideas silly, some inborn reactions or responses may exist. (62) 



One can refer to this as knowledge.

This knowledge is not a priori valid. Popper thinks there may be an inborn 
tendency to look for regularities.

Expectation of finding regularities is both psychologically and logically a priori, 
since all observation involves the recognition of similarities and dissimilarities.
Kant right that our intellect imposes laws upon nature, wrong that those laws are 
necessarily true (63).

Example of induction machine: could we build induction machine which could 
perform “inductions” and solve problems but it wouldn’t show that induction 
worked – cuz deciding what its “world” is, what laws it will discover, etc., 
involves embedding knowledge created by humans into the machine – problems 
of similarity / etc will have. (64)

Discusses dogmatic attitude vs critical attitude (64-66). Dogmatic attitude 
inevitable – critical attitude does not replace dogmatic attitude but is overlaid on 
top of it – needs dogmatic beliefs for “raw material” – like how science started 
with myths (66).

that's really misleading out of context. one has to be careful saying anything good 
about dogmatism.

What Popper was getting at, in part, is that we can't question all our ideas at the 
same time. So at any time we have to use a bunch without questioning them, 
which could be called dogmatic (though I wouldn't prefer to call it that).

Popper says that deductive reasoning important NOT cuz it lets us prove 
theories but because it lets us tease out the implications of our theories, and crit 
them better. (67)

actually we learn about the implications of theories the same way we learn 
everything else: by guessing them, and exposing our guesses to criticism. 
deduction can optionally play some partial role in this.

Popper connects demarcation and induction (69-72).. The belief in induction is 



fortified by the need for a criterion of demarcation which people think needs to 
be based on induction. (71).

Popper resolves what seem to be three conflicting principles:
1.     (the argument from Hume and Born) the impossibility of justifying a law by 
observation or experiment
2.     the fact that science proposes and applies universal laws
3.     the principle of empiricism, which says that in science, observation and 
experiment must decide upon the acceptance or rejection of scientific 
statements
1 and 3 seem to clash, but don’t if we accept that the acceptance of theories in 
science is tentative only (71-72)
Only the falsity of a theory can be inferred from empirical evidence, and this 
inference is purely deductive

Popper argues that we jump from an observation to a good theory by conjecture 
and refutation (74).

Why prefer non-falsified statements? We’re truth-seeking! (74)

Popper rejects a probability calculus as solving the problem of induction. 
Science doesn’t seek highly probable theories – it seeks explanations, which 
are powerful and improbable theories.
He notes that every interesting and powerful statement must have a low 
probability, and vice versa – a statement with a high probability will be 
scientifically uninteresting. (77)

it's more than that. there's no actual proposal of *specifically* how to use 
probability calculus to solve the problem that actually works.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Lulie Tanett <www@lulie.org>
Subject: [BoI] Bartley's 'Critical Preference'
Date: July 20, 2011 at 2:11 PM

http://www.the-rathouse.com/bartdogmatic.html

The solution is to abandon the quest for positive justification and instead to 
settle for a critical preference for one option rather than others, in the light of 
critical arguments and evidence offered to that point. A preference may (or may 
not) be revised in the light of new evidence and arguments. This appears to be 
a simple, commonsense position but it defies the dominant traditions of Western 
thought which have almost all taught that some authority provides (or ought to 
provide) grounds for positively justified beliefs.

Does Bartley's 'critical preference' thing have a point to it? It seems to be adding 
on unnecessary stuff again. If all the rival theories have problems, you believe the 
least-problematic one by default, you don't need to have a special preference for 
it on top of that.

--
Lulie Tanett

http://www.the-rathouse.com/bartdogmatic.html


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Bartley's 'Critical Preference'
Date: July 20, 2011 at 2:59 PM

----- Original Message -----
From: Lulie Tanett <www@lulie.org>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Wednesday, 20 July 2011, 19:11
Subject: [BoI] Bartley's 'Critical Preference'

http://www.the-rathouse.com/bartdogmatic.html

 The solution is to abandon the quest for positive justification and instead
to settle for a critical preference for one option rather than others, in the
light of critical arguments and evidence offered to that point. A preference may
(or may not) be revised in the light of new evidence and arguments. This 
appears
to be a simple, commonsense position but it defies the dominant traditions of
Western thought which have almost all taught that some authority provides (or
ought to provide) grounds for positively justified beliefs.

Does Bartley's 'critical preference' thing have a point to it? It
seems to be adding on unnecessary stuff again. If all the rival theories have
problems, you believe the least-problematic one by default, you don't need
to have a special preference for it on top of that.

You don't believe the least problematic theory by default. There are lots of 
inductivists who have been presented with correct arguments indicating that their 
position is a bad explanation and should be replaced by critical rationalism. Very 
few of them make this change. Why? Because their preferences aren't critical. 
They don't adopt the least problematic theory by default.

Other examples: the Everett theory vs other "interpretations" of quantum 
mechanics, evolution vs creationism, freedom vs interventionism and so on.

Most people find criticism intensely painful and will do almost anything to avoid it. 
The default is to have anti-critical preferences.

http://www.the-rathouse.com/bartdogmatic.html


Alan



From: hibbsa <hibbsa@yahoo.com>
Subject: [BoI] Re: What is meant by Innateness (Was: A more straightforward 
challenge to the memetic exclusivity argument)
Date: July 20, 2011 at 3:36 PM

Is there any reason why this latest attempt to clarify innateness does
not deserve a response? How can criticism be welcome if it just gets
ignored where convenient?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bartley's 'Critical Preference'
Date: July 20, 2011 at 3:39 PM

On Jul 20, 2011, at 11:11 AM, Lulie Tanett wrote:

http://www.the-rathouse.com/bartdogmatic.html

The solution is to abandon the quest for positive justification and instead to 
settle for a critical preference for one option rather than others, in the light of 
critical arguments and evidence offered to that point. A preference may (or 
may not) be revised in the light of new evidence and arguments. This appears 
to be a simple, commonsense position but it defies the dominant traditions of 
Western thought which have almost all taught that some authority provides (or 
ought to provide) grounds for positively justified beliefs.

Does Bartley's 'critical preference' thing have a point to it?

It's a mistake. One of its points is it's trying to address the concept of partially 
successful criticisms, and of stronger and weaker arguments.

Popper mentioned these concepts several times in his books. He never argued 
for them. He apparently took for granted that they are coherent and even good 
ideas. But they are neither. They're just traditional mistakes.

Popper never gave them any important role in anything, they just came up briefly 
here and there. So it's not too big a deal.

They're hard to argue against because they are so vague. What is the difference 
between a strong criticism and a weak criticism? What actual method is being 
advocated? There's not much to say but to challenge them to explain themselves.

As BoI discusses, ideas should not be compared against each other by weighing. 
It's a mistake to try to score points for and against ideas (or perhaps only against, 
some might say) and see which scores highest. You have to create a good 
explanation.

It seems to be adding on unnecessary stuff again. If all the rival theories have 
problems, you believe the least-problematic one by default

http://www.the-rathouse.com/bartdogmatic.html


No, that would be coercion (concept and term both due to David Deutsch, FYI).

http://fallibleideas.com/coercion

Well, actually, let's back up. This is ambiguous.

The word "problematic" is ambiguous between problems meaning *flaws* and 
problems meaning opportunities to learn and improve. All good theories are 
always problematic in the second sense. I take the first sense to be intended. I'll 
speak of "flawed" theories rather than "problematic" going forward.

So, if you think X (X = some idea) is the least flawed (but is flawed) and you *do 
anything with X*, then that's coercion. You believe you're causing something bad 
to happen (due to whatever the flaw(s) in X is) and you do it anyway.

You're doing something while having an active conflicting idea (about why it's a 
bad idea and won't work).

But the text actually said "believe" X. What does that mean? Believe it's true? No, 
can't be. If you know a flaw in X then it'd be irrational to believe X is *true*.

Believe X is the best idea to use, should a relevant scenario come up? Bad idea. 
That'd be coercive. A better idea would be needed.

One has to reject all flawed (refuted!) ideas and create a new idea that one does 
not (currently) see a flaw in.

http://fallibleideas.com/avoiding-coercion

-- Elliot Temple
http://curi.us/

http://fallibleideas.com/coercion
http://fallibleideas.com/avoiding-coercion
http://curi.us/


From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Infinite Explanatory Regression
Date: July 21, 2011 at 4:21 AM

I've read BoI, but the book is just so packed with ideas that I feel
like I just got a crash course on reality from a super-knowledgeable
alien being. I let it sink in for a while, but now I'm reading it for
the 2nd time, and taking notes. I need some clarification on a claim
that's made in chapter 1 (which is the chapter I find most
interesting, because it's so epistemology-heavy).

DD says that there is always an explanation for why a rule of thumb
works.

Is this equivalent to saying that there are no brute facts about
reality? That the structure of reality is infinitely rich in
microphysical detail, and/or there is infinite causal regression?



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: [BoI] Misinterpreting Quotations
Date: July 21, 2011 at 4:20 AM

http://www.mises.ca/posts/articles/rothbard-was-a-red/ :

What, according to Rand, is the method [by which one acquires and organizes 
knowledge]?

Learning to speak is a process of automatizing the use (i.e. the meaning and 
the application) of concepts. And more: all learning involves a process of 
automatizing, i.e., of first acquiring knowledge by fully conscious, focused 
attention and observation, then of establishing mental connections which make 
that knowledge automatic (instantly available as a context), thus freeing man’s 
mind to pursue further, more complex knowledge.[2]

In other words, Rand’s take is that we consciously observe the world around us 
and form concepts based on what we see. That big, scary, moving thing is a 
mystery until we hop in and it takes us to the grocery store – only then do we 
understand it to be an automobile. At least, that’s what Rand believed.

I am not sure what he is trying to criticize when he says that we don't know what 
a car is until we actually get in one and drive somewhere with it. This doesn't 
seem to have anything to do with what Rand said and is vague. Can anyone 
explain what he means and its connection to Rand's statement?

We aren't born with knowledge of automobiles. In order to know what they are, 
we have to have to observe *something* external to us. But, Rand's quote does 
not imply that the only kind of observation that would allow us to learn anything 
about automobiles is riding inside an automobile.

Now let's consider another issue. Quotes first:

Mises:

no kind of experience can ever force us to discard or modify a priori theorems. 
They are not derived from experience; they are logically prior to it and cannot be 

http://www.mises.ca/posts/articles/rothbard-was-a-red/


either proved by corroborative experience or disproved by experience to the 
contrary.[3]

Ryan P. Long:

Here there appears to be a conflict between the two since Rand claims that 
knowledge comes from observation, and Mises insists that a priori theorems are 
logically prior.

Rand:

acquiring knowledge by fully conscious, focused attention and observation, then 
of establishing mental connections which make that knowledge automatic 
(instantly available as a context), thus freeing man’s mind to pursue further, 
more complex knowledge.[2]

Rand did not say all knowledge comes from observation though. She said from 
"attention and observation". He missed the conjunction.

Attention to a priori issues can create a priori knowledge without observation.

Note also that the Mises quote does not say that there are any true a priori 
theories, or that any human knowledge consists of a priori theories.

Conflict resolved. Further analysis of the ideas of Rand and Mises may yeild 
further conflicts. But Ryan chose these quotes to make a point, and he was 
mistaken.

Jordan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Infinite Explanatory Regression
Date: July 21, 2011 at 4:38 AM

On Jul 21, 2011, at 1:21 AM, Destructivist wrote:

I've read BoI, but the book is just so packed with ideas that I feel
like I just got a crash course on reality from a super-knowledgeable
alien being. I let it sink in for a while, but now I'm reading it for
the 2nd time, and taking notes. I need some clarification on a claim
that's made in chapter 1 (which is the chapter I find most
interesting, because it's so epistemology-heavy).

DD says that there is always an explanation for why a rule of thumb
works.

Yes. In general they work because *in some respects* they are close to the truth. 
And one can always explain which respects those are, and what the truth is, and 
so on.

Is this equivalent to saying that there are no brute facts about
reality? That the structure of reality is infinitely rich in
microphysical detail, and/or there is infinite causal regression?

Suppose reality had a different structure, which was less friendly to explanation. 
The laws of physics could be full of special case rules. Special cases for people 
named Elliot, special cases for buildings colored red, special cases for hawks but 
not eagles, and so on.

And then suppose people develop rules of thumb which help them cope with this 
reasonably well.

There may or may not be some underlying explanation to discover about why 
reality is that way. But as to the rules of thumb that work, one can explain that 
they work because (for example) reality is structured in the way I described and 
they correspond well to those special case.

One has to be careful imagining different laws of physics because epistemology 
is dependent on physics in various ways. BoI discusses the physics and 
epistemology of the real world. Knowledge creation, including explaining, is a 



physical process.

If the laws of physics were changed dramatically, maybe one could mess things 
up so that some rules of thumbs have no explanations, or so that explanations 
are impossible to create (though I wonder how that would be compatible with life).

The real world doesn't provide infinite regression. There's an infinite stream of 
new problems but there are dead ends too. Fields can be completed, but new 
ones get created. Explaining rules of thumb hasn't really got anything to do with 
infinity. It's just saying they all have at least one layer of explanation to them.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] SMBC is sad because he hasn't read The Beginning of Infinity
Date: July 21, 2011 at 7:58 AM

He assumes the wrong answer the the question asked in his cartoon:

http://www.smbc-comics.com/index.php?db=comics&id=2313

-- David Deutsch

http://www.smbc-comics.com/index.php?db=comics&id=2313


From: Elliot Temple <curi@curi.us>
Subject: [BoI] CurledUp BoI review
Date: July 21, 2011 at 12:50 PM

http://www.curledup.com/beginning_of_infinity.htm

When did human beings stop devising off-the-cuff explanations for mysteries of 
the natural world and really start making progress toward knowledge?

Notice how the reviewer brings his own justificationism and related ideas to the 
book. They are coming from the reviewer's mind not from BoI.

The reviewer objects to the *conjectures* and even *myths* which Popper openly 
*praised* as the beginnings of real knowledge (myths try to solve problems and 
can be improved). The reviewer wants "knowledge" meaning JTB (justified, true 
belief). He wants a process to be used for creating ideas which has more 
authority than "off-the-cuff", and then the ideas get to count as knowledge.

According to David Deutsch, it began with the Enlightenment in Europe, which 
set off a flurry of scientific as well as cultural and philosophical developments.

Someone forgot Athens. And it wasn't Deutsch. My favorite chapter of BoI 
features Socrates and Plato.

The rate at which knowledge increased during this time brought about an 
exciting new idea: that there is no limit to what can be discovered.

That idea is not due to the rate, no. If it was that'd be a crude argument. BoI 
presents a good argument.

Prior to that time, there was a tendency to explain the world through stories. 
Myths, if you will. The difficulty, of course, is that the story creators could only 
address the aspects of which they were aware. As an example, Deutsch points 
to the myth of Demeter and Persephone, which claims that the seasons are a 
direct result of the half-year that Persephone spends in Hades. It’s a delightful 
tale, certainly, but poor science, and easily shown to be wrong when one 
recognizes that winter in one hemisphere correlates to summer in another 
hemisphere.

http://www.curledup.com/beginning_of_infinity.htm


That's not what BoI says either. The problem with myths, BoI says, is that they 
are easy to vary.

Following what seems to be the standard usage, this reviewer has thrown in an 
"of course" immediately preceding a mistake. It's similar to how people say 
"obviously", "clearly", "certainly", or "without a doubt" to indicate they are about to 
make a mistake.

Common sense tells us that what we see and experience must be real, and yet 
that turns out to be the first mistake we make when exploring for truth.

That's not what BoI said either. BoI strongly advocates realism.

Our senses are the result of electrical impulses in our brains, nothing more than 
an interpretation by a very fallible system of experiencing

"Nothing more" is the justificationism talking again. The "more" that is wished for 
but lacking is justification.

It's a system of thinking and explaining -- a mind -- which does the interpretation. 
Not a system of "experiencing".

He is also a bit of a black sheep among scientists because of his support for the 
Many Worlds Theory. For those of us who barely made it through the required 
science classes, that’s the high-brow and scientifically correct version of the 
alternate universe episodes of our favorite sci-fi programs – worlds that are 
parallel to our own yet containing significant differences. (Good Spock and Evil 
Spock, for example).

No, good Spock and evil Spock is not an example of how the multiverse works.

The Beginning of Infinity contains David Deutsch’s ruminations and mini-
lectures on the importance of conjecture and examination in determining the 
truth and developing knowledge.

Note the phrasing "determining the truth". The usual phrase in the Popperian 
community is "seeking the truth". This is another whiff of justificationism.



The Beginning of Infinity isn’t your beach read for the summer, but it is 
enlightening, entertaining, even enchanting with the author’s reverence for 
scientific examination.

Beach read? Singular? For the whole summer? Why do people read so little?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] BoI Published in US Today
Date: July 21, 2011 at 2:34 PM

BoI is out! Yay!

That means it's time to invite anyone and everyone, who likes to think, to come 
join this group.

To invite someone, link them to

http://beginningofinfinity.com/discussion

Also consider putting http://beginningofinfinity.com/ in your email signature.

Here are some example invites you can use to get started.

For one person:

Dear ,

I'd like to invite you to a new philosophy discussion group.

David Deutsch's new book, _The Beginning of Infinity_, is about philosophy. You 
probably already know that a lot of philosophy is confusing, obtuse nonsense 
with no connection to real life.

But we shouldn't let bad philosophers ruin the entire field. Philosphy matters 
and, when done right, it's useful and understandable.

Is this any better? Don't take my word for it. Take a look at my interview with 
David Deutsch and judge for yourself:

http://beginningofinfinity.com/interview

I hope you will be interested in participating in the discussion group. Although I 
know many members would appreciate your contributions, it's fine to just listen.

http://beginningofinfinity.com/discussion
http://beginningofinfinity.com/
http://beginningofinfinity.com/interview


To join, visit: http://beginningofinfinity.com/discussion

For a group:

Hi all,

I'd like to invite you all to a new email list for discussion of David Deutsch's new 
book, _The Beginning of Infinity_, and loosely related topics.

It's a philosophy book. Bad philosophers notwithstanding, philosophy matters. 
It's possible for philosophy to be clear, understandable, applicable to real life 
and useful. Ideas matter.

Is this interesting to you? Is this philosophy any good? Don't take my word for it. 
Take a look at my interview with David Deutsch and judge for yourself:

http://beginningofinfinity.com/interview

If you like it, read the book and try out the list. You don't need to have finished 
the book to join the list.

To join, visit: http://beginningofinfinity.com/discussion

For a Popperian:

Dear ,

I am writing to invite you to a new philosophy discussion group.

David Deutsch's new book, _The Beginning of Infinity_, is about the power of 
ideas. Knowledge matters and epistemology is our guide to all types of 
knowledge. So it is a broad book covering topics like science, bad philosophy, 
memes and physics.

As a Popperian, Deutsch gets epistemology right. Only a Popperian could write 
a book of this kind. Deutsch introduces new ideas in epistemology such as the 

http://beginningofinfinity.com/discussion
http://beginningofinfinity.com/interview
http://beginningofinfinity.com/discussion


"principle of optimism" and a criticism of "weighing ideas". Your expertise could 
be valuable in refining these concepts.

As a Popperian myself, I am interested in critical discussion to improve the 
ideas further, so I joined the group.

I hope you will be interested in participating in the discussion group. Although I 
know many members would appreciate your contributions, it's fine to just listen.

To join, visit: http://beginningofinfinity.com/discussion

To get a clearer understanding of what Deutsch's ideas are like, check out my 
interview with him:

http://beginningofinfinity.com/interview

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/discussion
http://beginningofinfinity.com/interview
http://beginningofinfinity.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] CurledUp BoI review
Date: July 21, 2011 at 3:35 PM

On 21 Jul 2011, at 12:50 PM, Elliot Temple <curi@curi.us> wrote:

He is also a bit of a black sheep among scientists because of his support for 
the Many Worlds Theory. For those of us who barely made it through the 
required science classes, that’s the high-brow and scientifically correct version 
of the alternate universe episodes of our favorite sci-fi programs – worlds that 
are parallel to our own yet containing significant differences. (Good Spock and 
Evil Spock, for example).

No, good Spock and evil Spock is not an example of how the multiverse works.

Why not?

--
Lulie Tanett



From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: SMBC is sad because he hasn't read The Beginning of Infinity
Date: July 21, 2011 at 6:29 PM

I am also sad because I have not read The Beginning of Infinity.
Perhaps when I do, I'll understand what this post means.

But then, you haven't read my book, so I don't know why I should read
yours. Of course, you'd have to wait for me to write it.

On Jul 21, 6:58 am, David Deutsch <david.deut...@qubit.org> wrote:
He assumes the wrong answer the the question asked in his cartoon:

http://www.smbc-comics.com/index.php?db=comics&id=2313

-- David Deutsch

http://www.smbc-comics.com/index.php?db=comics&id=2313


From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: CurledUp BoI review
Date: July 21, 2011 at 6:36 PM

Lulie,

Spock could never be evil, obviously. He has no quantum degrees of
freedom or something.



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] CurledUp BoI review
Date: July 21, 2011 at 7:12 PM

________________________________
From: Lulie Tanett <luliet@gmail.com>
To: "beginning-of-infinity@googlegroups.com" <beginning-of-
infinity@googlegroups.com>
Sent: Thursday, 21 July 2011, 20:35
Subject: Re: [BoI] CurledUp BoI review

On 21 Jul 2011, at 12:50 PM, Elliot Temple <curi@curi.us> wrote:

He is also a bit of a black sheep among scientists because of his support for the 
Many Worlds Theory. For those of us who barely made it through the required 
science classes, that’s the high-brow and scientifically correct version of the 
alternate universe episodes of our favorite sci-fi programs – worlds that are 
parallel to our own yet containing significant differences. (Good Spock and Evil 
Spock, for example).

No, good Spock and evil Spock is not an example of how the multiverse works.

Why not?

The universes in the quantum multiverse don't communicate with one another, 
but the good and evil universes in Star Trek do communicate. Universes in the 
quantum multiverse interact by interference: they start out the same, become 
diverse in some of their attributes and then become the same again in a way that 
depends on what happened when they were diverse. They are all the same at the 
end of the experiment so it's not the case that there is information traveling from 
one universe to the other.

Another problem is that the whole good and evil universe thing in Star Trek 



doesn't make much sense. There are lots of universes we could imagine that are 
far less different than the good universe and the evil universe. So either those 
universes don't exist, or the means of traveling between the good and evil 
universe skip over all the ones that are "in between", both of which sound difficult 
to explain, and no explanation is given. The real multiverse by contrast is 
comprehensible. The universes that interact in interference experiments are all 
the same at the start and they all end up the same at the end, and we have 
explanations of what happens in between, so the picking universes problem is 
solved for the real multiverse, as is the problem of how they interact.

Alan



From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: Infinite Explanatory Regression
Date: July 21, 2011 at 8:56 PM

First off, thanks for the reply, Elliot :D

Destructivist: DD says that there is always an explanation for why a rule of 
thumb

works.

Elliot: Yes. In general they work because *in some respects* they are close to 
the truth. And one can always explain which respects those are, and what the 
truth is, and so on.

I'm already a tad confused, because it seems like you're saying that
they can only be *close* to the truth (but ultimately false), and not
completely true. Take the following rule of thumb:

"When a magician places some colored balls under a few cups then
shifts them around, the balls will have disappeared from the table by
the end of the performance."

Granted, it doesn't tell us *why* they disappear, or, equivalently,
*how* the trick works, but I don't think that makes the rule false, or
only close to being true.

In an effort to interpret your point in the best possible way (at
least in my mind), could I make the same point in the following
manner?:

In journalism, getting answers to the 5 W's & 1 H (http://
en.wikipedia.org/wiki/Five_Ws) yields the 'full story' on something.
If a journalist fails to get an answer to any of these basic
questions, their article/report will not necessarily contain
falsehoods, but it will be incomplete. Similarly, rules of thumb may
be true as far as they go, but they are incomplete descriptions of
reality.

Destructivist: Is this equivalent to saying that there are no brute facts about 
reality?



I'm still interested in whether DD believes that there are any brute
facts. My guess is that he does, because he accepts the b-series
'block multiverse' view of time. Under that view, I don't see how
there could be an explanation for why the multiverse *exists* - only
how it is *structured*.

Also, I'd like to know whether DD believes that stuff is gunky or
atomic (http://en.wikipedia.org/wiki/Gunk_(mereology)). I know from
reading BoI that he thinks stuff is gunky in at least one respect:
There's no limit to the number of times a multiversal object, like a
photon, can differentiate into particular instances. It is infinitely
'frayable'. But what about the particular instances themselves? Even
though we are having difficulty decomposing stuff beyond the level of
seemingly-fundamental particles, are there any arguments against the
idea that it is possible to subdivide stuff forever?

Elliot: There may or may not be some underlying explanation to discover about 
why reality is that way. But as to the rules of thumb that work, one can explain 
that they work because (for example) reality is structured in the way I described 
[Destructivist: full of special-case laws of physics....] and they correspond well to 
those special cases.

My understanding was that DD is saying in BoI that there's always a
'how' something works - that you never reach the 'bedrock'. So for
instance, you can explain why a law of physics works, then you can
explain how the thing that explains how the law of physics works, then
you can explain how the thing that explains how the thing that
explains how the law of physics works....ad infinitum.....which means
there is at least a potential infinite explanatory regression
regarding how stuff works.

Just to be clear, he *doesn't* claim that's the case? Or does he claim
it's a possibility? Or is that just utter nonsense?

Elliot: Explaining rules of thumb hasn't really got anything to do with infinity. It's 
just saying they all have at least one layer of explanation to them.

Okay. At *least* one layer. What is the argument that there aren't an
infinity of layers?

http://en.wikipedia.org/wiki/Gunk_(mereology


Cheers!



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Infinite Explanatory Regression
Date: July 21, 2011 at 9:28 PM

On Jul 21, 2011, at 5:56 PM, Destructivist wrote:

First off, thanks for the reply, Elliot :D

Destructivist: DD says that there is always an explanation for why a rule of 
thumb

works.

Elliot: Yes. In general they work because *in some respects* they are close to 
the truth. And one can always explain which respects those are, and what the 
truth is, and so on.

I'm already a tad confused, because it seems like you're saying that
they can only be *close* to the truth (but ultimately false), and not
completely true.

I said "in general" not "always". I don't think any existing rule of thumb is 
completely true. But logic allows that one could be (that is, one can't rule it out a 
priori).

Take the following rule of thumb:

"When a magician places some colored balls under a few cups then
shifts them around, the balls will have disappeared from the table by
the end of the performance."

Granted, it doesn't tell us *why* they disappear, or, equivalently,
*how* the trick works, but I don't think that makes the rule false, or
only close to being true.

But it is false. Sometimes they disappear. Sometimes they don't.

To avoid being false, it'd have to say something more like, "They will either 
disappear or not disappear" which is lacking in substance.

Magicians like to play with the audiences expectations and stay one step ahead. 



It is a stale magician who is predictable according to rules of thumb!

In an effort to interpret your point in the best possible way (at
least in my mind), could I make the same point in the following
manner?:

In journalism, getting answers to the 5 W's & 1 H (http://
en.wikipedia.org/wiki/Five_Ws) yields the 'full story' on something.
If a journalist fails to get an answer to any of these basic
questions, their article/report will not necessarily contain
falsehoods, but it will be incomplete. Similarly, rules of thumb may
be true as far as they go, but they are incomplete descriptions of
reality.

"True as far as they go" basically *means*: a reasonable and useful but flawed 
approximation to the truth. Which is, technically, false.

Destructivist: Is this equivalent to saying that there are no brute facts about 
reality?

I'm still interested in whether DD believes that there are any brute
facts.

What is a "brute fact"?

My guess is that he does, because he accepts the b-series
'block multiverse' view of time. Under that view, I don't see how
there could be an explanation for why the multiverse *exists* - only
how it is *structured*.

I'm sure DD at least holds out hope for the possibility that we might learn 
something about why the universe exists. That may involving altering our concept 
of the block multiverse. If so, that's alright. No need to give up or make "argument 
from lack of imagination" type statements.

It's a hard problem. We don't have the answer. But there's no reason to think 
there won't be one.



Also, I'd like to know whether DD believes that stuff is gunky or
atomic (http://en.wikipedia.org/wiki/Gunk_(mereology)). I know from
reading BoI that he thinks stuff is gunky in at least one respect:
There's no limit to the number of times a multiversal object, like a
photon, can differentiate into particular instances. It is infinitely
'frayable'.

Maybe. I think you're assuming infinite time. If the multiverse lasts a finite amount 
of internal time (that is, all branches die out eventually) then it would have a finite 
amount of branches.

One has to be careful about what are physical vs explanatory ideas. Are there 
any observable infinities or do they just figure behind the scenes in explanations? 
It's tricky stuff, but basically the laws of physics dictate what infinity physically 
means, and intuition is very unreliable.

An example in classical physics is the infinite points in space between two points 
in space. This is an infinity. Yet the laws of physics say things about it. They say it 
doesn't take infinite time to cross infinitely many points in space. They say it 
doesn't take infinitely many atoms to construct a book which has infinite points in 
space inside itself. And so on. While we brush up against infinity here, it's not at 
all the same thing as, say, trying to imagine infinitely ductile gold (which I think is 
the same kind of thing as your 'frayable').

But what about the particular instances themselves? Even
though we are having difficulty decomposing stuff beyond the level of
seemingly-fundamental particles, are there any arguments against the
idea that it is possible to subdivide stuff forever?

Yes. Subdivide forever basically means analog but quantum physics is digital in 
various ways, e.g. having a smallest amount of energy (I think) and some other 
stuff like that.

Elliot: There may or may not be some underlying explanation to discover about 
why reality is that way. But as to the rules of thumb that work, one can explain 
that they work because (for example) reality is structured in the way I 
described [Destructivist: full of special-case laws of physics....] and they 
correspond well to those special cases.

My understanding was that DD is saying in BoI that there's always a

http://en.wikipedia.org/wiki/Gunk_(mereology


'how' something works - that you never reach the 'bedrock'. So for
instance, you can explain why a law of physics works, then you can
explain how the thing that explains how the law of physics works, then
you can explain how the thing that explains how the thing that
explains how the law of physics works....ad infinitum.....which means
there is at least a potential infinite explanatory regression
regarding how stuff works.

Just to be clear, he *doesn't* claim that's the case? Or does he claim
it's a possibility? Or is that just utter nonsense?

He claims all problems can be solved.

If there is an explanation that we deem good enough, then that is the end of it for 
now. There's no problem.

But if we aren't satisfied with an explanation then that is a problem and it has a 
solution. And solving it is a matter of knowledge.

Elliot: Explaining rules of thumb hasn't really got anything to do with infinity. It's 
just saying they all have at least one layer of explanation to them.

Okay. At *least* one layer. What is the argument that there aren't an
infinity of layers?

I think there is an infinity of layers of explanation. That doesn't mean unlimited 
explanation in answer to a single problem or question held constant. It means in 
answering one problem or question new issues get raised, which have 
explanations, which raise new issues, infinitely.

-- Elliot Temple
http://beginningofinfinity.com/review

http://beginningofinfinity.com/review


From: michael_bacon@mhiahq.com
Subject: [BoI] Out of the office.
Date: July 22, 2011 at 4:00 AM

I will be out of the office starting  07/21/2011 and will not return until
07/28/2011.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Infinite Explanatory Regression
Date: July 22, 2011 at 10:39 AM

On 22 Jul 2011, at 1:56am, Destructivist wrote:

My understanding was that DD is saying in BoI that there's always a
'how' something works - that you never reach the 'bedrock'. So for
instance, you can explain why a law of physics works, then you can
explain how the thing that explains how the law of physics works, then
you can explain how the thing that explains how the thing that
explains how the law of physics works....ad infinitum.....which means
there is at least a potential infinite explanatory regression
regarding how stuff works.

Just to be clear, he *doesn't* claim that's the case? Or does he claim
it's a possibility? Or is that just utter nonsense?

Elliot: Explaining rules of thumb hasn't really got anything to do with infinity. It's 
just saying they all have at least one layer of explanation to them.

Okay. At *least* one layer. What is the argument that there aren't an
infinity of layers?

That one never reaches 'bedrock' does not imply that there are infinitely many 
explanatory layers. It's true that, for whatever is currently the most fundamental 
explanation in a given field, there is always the question why the things it explains 
that field in terms of, are so (and in practice also many other questions). But the 
thing is, answering that question may not leave that explanation, or other 
explanations derived from it or made in the light of it, unchanged. The whole 
hierarchy may change. In particular, it could be left with fewer layers than before.

As to whether there *could* be infinitely many: Logically, yes. But in fact, I don't 
think so. That infinite sequence of explanations would be an explanation, and if it 
was the only good explanation, it would be incomprehensible which would 
contradict the explicability of nature. Also, there would always be the problem of 
why the whole infinite hierarchy is as it is, and so on.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Popper and Szasz
Date: July 22, 2011 at 5:59 PM

So I've been reading Szasz (Rand read him too, by the way). And I was 
wondering how he was so good. How did he learn to write and think so well and 
so clearly? And how did he get so much right about liberalism, freedom, force, 
voluntary action, and other topics outside his field (psychiatry)?

I wondered where he learned some of this stuff. He quoted Mill a number of times 
but I don't regard Mill as being good enough to account for it.

I just discovered part of the answer. The very first thing it says in _The Myth of 
Mental Illness_ is:

Science must begin with myths and with the criticism of myths. -- Karl R. Popper

The book also cites The Open Society and Its Enemies, Poverty of Historicism, 
and a philosophy of science journal article by Popper.

Another Szasz book, _The Manufacture of Madness_, also refers to Open 
Society by Popper.

Myth was Szasz's second book, published in 1961 when Szasz was 41. So he 
was well versed in Popper early in his writing career, if not before.

Googling, I found correspondence between Szasz and Popper with dates ranging 
from 1961 to 1984:

http://www.szasz.com/popper.html

Szasz asked Popper to write an article on the theme Psychiatry and Freedom, 
but Popper declined claiming not to know enough about psychiatry. But Popper 
did make this statement of interest:

for me it is all hearsay.  Freedom: - yes.  Psychiatry:- no!

This letter is awesome and revealing about how much Szasz was influenced by 
Popper:

http://www.szasz.com/popper.html


Dear Professor Popper:

     I greatly appreciate the inscribed copy of your autobiography, which arrived a 
few days ago.  I read it
immediately--with the same pleasure and profit with which I have read your 
other books.  I have for long counted you (and Hayek and Mill) as among my 
foremost teachers, and am grateful to you for your instruction, albeit in absentia.  
(Perhaps that is the best way, as you yourself hint in THE UNENDED QUEST.)  
As you will see from the enclosed review*, which just appeared, I am sometimes 
criticized--indeed, my moral-political views are dismissed out of hand--
specifically because my work leans so heavily on yours and Professor Hayek's.  
Who could ask for a more satisfying reason for being disliked?

Some things Popper says:

Thank you very much for sending me your truly admirable book, The Myth of 
Mental Illness. Although my eyesight makes reading difficult, I found it so 
fascinating that I read it at one go.

... it is written in that only too rare spirit of a man who wants to be understood 
rather than to impress.

(3)  You say, quite rightly on p. 310, lines 2-3, 'The limiting factor is  man !' and 
you add, line 2-1
from bottom, that bad teachers may be a limiting factor too.  To this one must 
add:  bad philosophies of life and of learning.

I am entirely on your side in your fight against the psychiatrists and their 
intolerable power

I have been reading your books with the greatest admiration. The Therapeutic 
State  is a monument to you, to your rationality, mental independence and 
courage.  I admire it.



What is needed is to interest people early in realizing that we learn from our 
mistakes:  that it is not shameful to err, and a great thing to discover one's own 
errors.

There's also some mistakes by Popper in the letters.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Popper and Szasz
Date: July 22, 2011 at 7:15 PM

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: BoI <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Friday, 22 July 2011, 22:59
Subject: [BoI] Popper and Szasz

So I've been reading Szasz (Rand read him too, by the way). And I was
wondering how he was so good. How did he learn to write and think so well and 
so
clearly? And how did he get so much right about liberalism, freedom, force,
voluntary action, and other topics outside his field (psychiatry)?

I wondered where he learned some of this stuff. He quoted Mill a number of 
times
but I don't regard Mill as being good enough to account for it.

He claims to have been influenced by Mises as well:

http://www.szasz.com/mises.html

I just discovered part of the answer. The very first thing it says in _The Myth
of Mental Illness_ is:

 Science must begin with myths and with the criticism of myths. -- Karl R.
Popper

The book also cites The Open Society and Its Enemies, Poverty of Historicism,
and a philosophy of science journal article by Popper.

snipped good stuff

There's also some mistakes by Popper in the letters.

http://www.szasz.com/mises.html


A few of the mistakes: Popper is against free trade in drugs. He compares it to 
free trade in hydrogen bombs and guns, both of which he opposes. There is a 
clear sense in which guns and hydrogen bombs are not like drugs. You can use a 
gun or hydrogen bomb to hurt a person without his consent. Doing that with drugs 
is a lot harder. Typically, a person takes drugs voluntarily. Guns and hydrogen 
bombs are not analogous to one another either in many respects. A gun can be 
used by an individual to defend himself against another individual, so it can be 
used for an entirely legitimate purpose by an individual even when you point it at 
another person. It's a lot more difficult to use a hydrogen bomb in a legitimate 
way. I've only heard of two applications: war and space flight. I would expect even 
an ancap protection agency to want to keep tabs on nukes.

Popper thinks that Szasz uses the term mental illness to refer to problems like 
memory loss due to brain problems. He doesn't. Szasz is quite clear that brain 
diseases can cause problems like memory loss or dementia, but he doesn't count 
them as mental illnesses because they are defined in terms of pathology like 
damage to cells, lack of certain chemicals and so on. Mental illnesses are defined 
using behaviour, and so a person with odd ideas could be diagnosed with a 
mental illness even if there is no pathology. Definitions of mental illnesses from 
the DSM often specifically say that the mental illness must not be diagnosed if the 
psychiatrist finds pathology.

Popper also claims that people lose control as a result of drinking. A person might 
fall unconscious, feel ill, or lose coordination as a result of drinking alcohol. But 
people don't lose control due to alcohol. First, how can a simple molecule like 
ethanol reprogram a person's brain with bad ideas? It can't, so the claim must be 
wrong. Second, there are lots of experiments testing loss of control theories, and 
all of them produce results that refute that theory. See Jeffrey Schaler's book 
"Addiction is a Choice" for a summary of those experiments and references.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper and Szasz
Date: July 22, 2011 at 8:00 PM

On Jul 22, 2011, at 4:15 PM, Alan Forrester wrote:

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: BoI <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Friday, 22 July 2011, 22:59
Subject: [BoI] Popper and Szasz

So I've been reading Szasz (Rand read him too, by the way). And I was
wondering how he was so good. How did he learn to write and think so well 
and so
clearly? And how did he get so much right about liberalism, freedom, force,
voluntary action, and other topics outside his field (psychiatry)?

I wondered where he learned some of this stuff. He quoted Mill a number of 
times
but I don't regard Mill as being good enough to account for it.

He claims to have been influenced by Mises as well:

http://www.szasz.com/mises.html

There's a Hayek page too:

http://www.szasz.com/hayek.html

But it's not super interesting. It's mostly letters about how they sent each other 
their books and lectures.

Szsaz says this to Hayek:

http://www.szasz.com/mises.html
http://www.szasz.com/hayek.html


I trust you have received a copy of my book on _Schizophrenia_.  A recent 
review of it in the _Nation_, of which I enclose a copy, castigates it partly on the 
ground that I am a disciple of yours.  In that respect, at least, the reviewer--a 
devout socialist--has chosen a valid reason for this objection.

     With gratitude for the benefit of your teachings, and with best personal 
regards.

I think that's the best thing on the page.

I just discovered part of the answer. The very first thing it says in _The Myth
of Mental Illness_ is:

Science must begin with myths and with the criticism of myths. -- Karl R.
Popper

The book also cites The Open Society and Its Enemies, Poverty of Historicism,
and a philosophy of science journal article by Popper.

snipped good stuff

There's also some mistakes by Popper in the letters.

A few of the mistakes: Popper is against free trade in drugs. He compares it to 
free trade in hydrogen bombs and guns, both of which he opposes. There is a 
clear sense in which guns and hydrogen bombs are not like drugs. You can use 
a gun or hydrogen bomb to hurt a person without his consent. Doing that with 
drugs is a lot harder. Typically, a person takes drugs voluntarily. Guns and 
hydrogen bombs are not analogous to one another either in many respects. A 
gun can be used by an individual to defend himself against another individual, 
so it can be used for an entirely legitimate purpose by an individual even when 
you point it at another person. It's a lot more difficult to use a hydrogen bomb in 
a legitimate way. I've only heard of two applications: war and space flight.

Three more legitimate uses are: scientific research, for a museum, and as a fancy 



thing to impress house guests (kind of like one might use a moon rock).

I would expect even an ancap protection agency to want to keep tabs on nukes.

Popper thinks that Szasz uses the term mental illness to refer to problems like 
memory loss due to brain problems. He doesn't. Szasz is quite clear that brain 
diseases can cause problems like memory loss or dementia, but he doesn't 
count them as mental illnesses because they are defined in terms of pathology 
like damage to cells, lack of certain chemicals and so on. Mental illnesses are 
defined using behaviour, and so a person with odd ideas could be diagnosed 
with a mental illness even if there is no pathology. Definitions of mental illnesses 
from the DSM often specifically say that the mental illness must not be 
diagnosed if the psychiatrist finds pathology.

Yeah. Setting aside terminology, it's pretty clear to me (from reading some Szasz) 
that that isn't the type of thing Szasz said was a myth. It's not what his main 
criticisms of mental illness apply to.

Popper also claims that people lose control as a result of drinking. A person 
might fall unconscious, feel ill, or lose coordination as a result of drinking 
alcohol. But people don't lose control due to alcohol. First, how can a simple 
molecule like ethanol reprogram a person's brain with bad ideas? It can't, so the 
claim must be wrong. Second, there are lots of experiments testing loss of 
control theories, and all of them produce results that refute that theory. See 
Jeffrey Schaler's book "Addiction is a Choice" for a summary of those 
experiments and references.

Yeah. Popper did that common thing people do where they say they mostly agree 
(Popper even said he agreed 95%) and what they actually mean is they don't get 
some of the main points! Still, Popper did agree with a lot, e.g. that psychiatrists 
jailing people without trial is bad.

-- Elliot Temple
http://beginningofinfinity.com/interview

http://beginningofinfinity.com/interview


From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: Infinite Explanatory Regression
Date: July 22, 2011 at 9:05 PM

Destructivist: I'm already a tad confused, because it seems like you're saying 
that they can only be *close* to the truth (but ultimately false), and not 
completely true.

Elliot: I said "in general" not "always". I don't think any existing rule of thumb is 
completely true. But logic allows that one could be (that is, one can't rule it out a 
priori).

Somehow I missed that "in general".

Destructivist: "When a magician places some colored balls under a few cups 
then shifts them around, the balls will have disappeared from the table by the 
end of the performance."

Elliot: But it is false. Sometimes they disappear. Sometimes they don't.

That's true, because it's possible (therefore actual in some worlds,
and therefore the rule is false) for the magician to fail to perform
the trick correctly, exposing them by accident.

Destructivist: Similarly, rules of thumb may be true as far as they go, but they 
are incomplete descriptions of reality.

Elliot: "True as far as they go" basically *means*: a reasonable and useful but 
flawed approximation to the truth. Which is, technically, false.

That's not how I meant it. More explicitly: The rule can be true, but
even if it is, it only tells us about one facet of reality. You don't
get the full story, but the parts of the story that you do get are
accurate.

Destructivist: I'm still interested in whether DD believes that there are any brute 
facts.

Elliot: What is a "brute fact"?



I would classify something as a 'brute fact' if there is no underlying
explanation to be had about why something exists, or why it has the
properties it does, etc.

We can still have explanations for why we think it exists, and why we
think it has the properties we suppose it does.

Also, keep in mind that I'm not asserting that brute facts exist. I'm
only explaining what counts as one. I'm thoroughly undecided on the
issue at this point in my philosophical journey.

Elliot: I'm sure DD at least holds out hope for the possibility that we might learn 
something about why the universe exists. That may involve altering our concept 
of the block multiverse. If so, that's alright. No need to give up or make 
"argument from lack of imagination" type statements.

This is how I see it: There may or may not be brute facts (like the
existence of the block multiverse), but we should always be seeking an
explanation even if there isn't one to be found, because sometimes
we'll get lucky, and there *will* be an explanation for what only
*seems* like an inexplicable aspect of reality. If we don't at least
*try* to discover explanations, we'll definitely fail to find them.

I think this principle meshes well with 'A Dream of Socrates' in BoI,
where the point is made that if we don't seek progress, it should be
no surprise that we never make any.

Destructivist: There's no limit to the number of times a multiversal object, like a
photon, can differentiate into particular instances. It is infinitely
'frayable'.

Elliot: Maybe. I think you're assuming infinite time. If the multiverse lasts a finite 
amount of internal time (that is, all branches die out eventually) then it would 
have a finite amount of branches.

Interesting point. I hadn't thought of that possibility.

Shouldn't all physically-possible histories be manifested in the
multiverse, though? I don't know how infinite time would break any



laws of physics.

Destructivist: But what about the particular instances [of particles] themselves? 
Even though we are having difficulty decomposing stuff beyond the level of 
seemingly-fundamental particles, are there any arguments against the idea 
that it is possible to subdivide stuff forever?

Elliot: Yes. Subdivide forever basically means analog but quantum physics is 
digital in various ways, e.g. having a smallest amount of energy (I think) and 
some other stuff like that.

I thought DD-MWI was digital in the manner you mention, but analog in
other ways. Recall the diagram in FoR that shows how a coin in the
state 'spinning' transitions into either of the states 'heads' or
'tails' in a continuous fashion across the multiverse (over ascending
clock readings).

Elliot: He claims all problems can be solved. If there is an explanation that we 
deem good enough, then that is the end of it for now. There's no problem. But if 
we aren't satisfied with an explanation then that is a problem and it has a 
solution. And solving it is a matter of knowledge.

What I thought he was getting at was: We can choose to never be
satisfied with our ideas of how something in particular works....that
we can keep explaining how it works at an ever-deeper level.

i.e. Take a watch apart, and see how it works. Then figure out how its
parts work. Then figure out how the stuff the parts are made of work.
And so on....'all the way down', with the goal being to explain in
ever-greater detail how the original thing worked.

Elliot: I think there is an infinity of layers of explanation. That doesn't mean 
unlimited explanation in answer to a single problem or question held constant. It 
means in answering one problem or question new issues get raised, which have 
explanations, which raise new issues, infinitely.

Right, and that makes sense. In fact, I think I've encountered this
idea before, but it was explained in a different way. In short: there
isn't an explanatory regress. It's an explanatory *progress*.



I think the problem has been cleared up.

Cheers!



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Infinite Explanatory Regression
Date: July 22, 2011 at 9:28 PM

On Jul 22, 2011, at 6:05 PM, Destructivist wrote:

Elliot: He claims all problems can be solved. If there is an explanation that we 
deem good enough, then that is the end of it for now. There's no problem. But 
if we aren't satisfied with an explanation then that is a problem and it has a 
solution. And solving it is a matter of knowledge.

What I thought he was getting at was: We can choose to never be
satisfied with our ideas of how something in particular works....that
we can keep explaining how it works at an ever-deeper level.

We don't get to choose whether something is satisfying. There's an objective fact 
of the matter about that.

If a problem is solved, it's solved. And if we understand that, then we have no 
reason to be unsatisfied with that. (If we don't fully understand that, then we can 
be unsatisfied with the clarity and ease-of-understanding of the explanation, even 
if it's correct, and can improve those things.)

But if we (implausibly) ran out of problems entirely (having solved everything, we 
thought) then that would be boring and unsatisfactory, and so lead to further 
progress. And anyway solving one problem satisfactorily often leads to other 
ones.

Any one problem may have limited depth but progress as a whole does not.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Liberalism
Date: July 23, 2011 at 8:48 PM

To live in human society, one must cooperate with other people.

Even the recluse buys groceries, clothes, perhaps tools. He interacts with stores, 
even if little else. He trades, because trade is hugely mutually beneficial. 
Engaging in some trade can dramatically raise one's standard of living from 
abject poverty to first world comfort.

Cooperation is hard. Good intentions are not enough. Good ideas are required.

People make mistakes all the time. This can make cooperation fail. It can lead to 
fighting.

Not fighting with people makes life much better.

Some types of cooperation, such as buying items in stores, have become 
common sense. Everyone in our culture learns how to do them. They now appear 
simple and easy to us. Regular people are able successfully to do them 
thousands of times without fighting.

They aren't actually inherently easy. We're just good at them.

Some types of cooperation, such as marriage, fail frequently. When methods of 
interacting with other people do not work, they should be changed.

Many excuses have been made for fighting. Even wars for conquest have been 
defended and justified.

Fighting is fundamentally bad because it is irrational. If two or more people 
disagree about something, fighting is not a way to find out the truth of the matter.

If people disagree about who should rule an area of land, or anything else, 
shooting at each other cannot discover what's best.

When disagreements are settled by force then truth does not govern the 
outcome, instead brute force decides. Fighting is the "might makes right" 
approach.



Everyone should always want to figure out the truth, which is best for everyone, 
and do that.

It is never necessary to sacrifice, or hurt anyone else, in order to solve one's 
problems. Rational men do not have fundamental conflicts of interest which 
require them to fight each other. Cooperating is always possible.

The name of the rational way of thinking which has brought peace and prosperity 
to Western civilization is liberalism.

Liberalism is the political philosophy of freedom, individualism, capitalism, world 
peace, cooperation, voluntary action, tolerance, diversity, reason, global free 
trade, and social harmony. Liberalism opposes fighting and unreason.

Liberalism has never been thoroughly understood by most of its supporters. A lot 
of people live in a pretty liberal way, but couldn't explain it very well.

Even most philosophers who try to explain liberalism haven't done a very good 
job. They make mistakes. It's difficult.

The truth is never obvious or easy. When an idea seems obvious, that just means 
one already learned most of it in the past. Most of the ideas people think are 
obvious are the ideas which our culture teaches to everyone and does not 
question.

Like all ideas, liberalism isn't obvious. It's pretty hard. Hard does not mean 
unpleasant. It means it is easy to make mistakes and there is a lot of stuff to 
learn.

Common sense cultural knowledge helps people live in a liberal way, but it is not 
perfect. It contains mistakes and it leaves things out. Understanding liberal ideas 
is valuable in order to help deal with those mistakes and omissions.

As long as one's knowledge isn't causing problems, then it's good enough for 
now. But when problems are encountered, then better knowledge is desirable 
because it can help deal with more issues.

Understanding liberalism well can help us be adaptable and let us cope with 
unexpected situations. If we understand general principles, we can apply them to 
problems ourselves to get answers, instead of needing to know the answers in 



advance from our culture.

There are no good objections to liberalism itself. There are no compelling 
arguments for war against peace, or for fighting instead of cooperating. There is 
nothing known to be wrong with free trade, freedom, and voluntary action.

Often, people object to specific liberal ideas, such as school vouchers. Or they 
advocate something anti-liberal like restricting the freedom to smoke. Prohibition 
is another example. A major reason this happens is that people on both sides do 
not understand how these specific issues relate to liberalism in general.

School vouchers are a liberal reform because they help give people more 
freedom to choose a school, and they are more tolerant of people who are 
dissatisfied with their assigned school.

People object to smoking because it can cause cancer. Smoking is often a 
mistake. They focus on this without realizing that restricting freedom is not a wise 
way to deal with mistakes. Restricting freedom does not persuade anyone of 
better ideas, or teach them how to use better judgment.

Prohibition was similar. People decided alcohol was a mistake, and then they 
decided to ban it. But banning mistakes is not the way to make a better world. 
Freedom, including the freedom to criticize mistakes, is how a better world is 
achieved.

People usually don't like to say it out loud, but they may still wonder: what's so 
good about freedom? What do people need multiple options for? All but one of 
the options are worse than the best choice. Freedom is freedom to make 
mistakes.

Many people think that freedom is good because they and their friends like being 
free. They like strawberries too. But they don't want too many strawberries, and 
will trade some for raspberries. So, too, they may think that some freedom is 
enough, and sometimes freedom should be traded for other nice things.

What's so great about freedom? The key fact is: when people think something is 
a mistake, they might themselves be mistaken. What's needed is a system that 
allows for unlimited progress. Don't just stop after a few ideas are figured out and 
base society on those ideas. Allow for continual improvement.



All good ideas that are improvements start off as minority opinions which most 
people think are mistakes. First, one single person thinks of it. It takes a while to 
spread. And because it contradicts what many people think they know, they 
disagree with it.

If we ban everything that most people think is a mistake, we will be banning not 
only a lot of bad ideas but also the brilliant new ideas that could improve the 
world.

If freedom is restricted, some of the most valuable freedoms are some of the first 
to be lost, because only a small minority of people use them. Freedom to have 
popular ideas is never in danger, but the unlimited freedom to have unpopular 
ideas sometimes is.

Cutting edge ideas are always unpopular before they become more widely 
known. And the ones that improve on deeply cherished traditions are offensive to 
some people.

Freedom means everyone can try out the ideas they think are best. It means they 
can disagree with each other. It means tolerating diverse ways of life. It means a 
person only gives up an idea when he decides it is mistaken, not because 
someone else orders him to.

Freedom means freedom to use one's mind and judgment.

It's not rational for a person to change his mind unless he understands why the 
new idea is better than the old one. If I think someone is making a mistake, and I 
want him to change his mind, the rational thing for me to do is to explain to him a 
better idea, and why it is better.

If I try to explain to someone why an idea is better, but he doesn't think my 
explanation is correct, then he should not change his mind. It might be his fault 
for not understanding. But it also might be my fault for not explaining well enough.

Or maybe he has the better idea, but he isn't explaining it to me well enough, or 
I'm not understanding it well enough. It could I who is mistaken. When people or 
ideas disagree, there is no simple way to assign blame or automatically know the 
truth.

When I try to persuade someone, but he is not persuaded, that does not mean 



he's a bad person who should be forced. It means that more knowledge is 
needed. We should either try more or, if we don't find that productive, then we 
could leave each other alone and go make progress in other ways.

There is a fundamental symmetry when people disagree. I disagree with him. And 
he disagrees with me. Freedom means that each person can think for himself. 
Restrictions on freedom always mean that some disagreements are approached 
by using force against one side without explaining to them (to their satisfaction) 
why they are mistaken.

Force is the opposite of persuasion. Persuasion is a method of approaching 
disagreements which is capable of discovering mistakes, correcting mistakes, 
and improving knowledge. Force is not.

As _The Beginning of Infinity_ by David Deutsch points out in chapter 10, 
knowledge is created by persuasion. "HERMES: Suppose I were to tell you that 
all knowledge comes from persuasion." Force opposes perusasion. Thus, force is 
an opposite to knowledge creation, and freedom a requirement of knowledge 
creation.

When alcohol is banned, policemen with guns will use force to stop people. A lot 
of the time the threat of force is enough. People don't want guns pointed at them, 
so they try to obey. Threatening force isn't more rational than using force. It's 
dealing with disagreement in a non-truth-seeking way.

Obedience is not rational. What's rational is to use one's mind to try to find the 
truth and to improve on mistakes. Threatening people who do not obey, or who 
disagree, hampers progress.

Liberalism, by promoting freedom, tolerance, peace, cooperation, voluntary 
action, and so on, is the rational political philosophy. It is the political philosophy 
with deep connections to epistemology.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Liberalism
Date: July 23, 2011 at 11:50 PM

On Sat, Jul 23, 2011 at 7:48 PM, Elliot Temple <curi@curi.us> wrote:

To live in human society, one must cooperate with other people.

Even the recluse buys groceries, clothes, perhaps tools. He interacts with
stores, even if little else. He trades, because trade is hugely mutually
beneficial. Engaging in some trade can dramatically raise one's standard of
living from abject poverty to first world comfort.

Cooperation is hard. Good intentions are not enough. Good ideas are
required.

People make mistakes all the time. This can make cooperation fail. It can
lead to fighting.

Not fighting with people makes life much better.

Some types of cooperation, such as buying items in stores, have become
common sense. Everyone in our culture learns how to do them. They now 
appear
simple and easy to us. Regular people are able successfully to do them
thousands of times without fighting.

They aren't actually inherently easy. We're just good at them.

Some types of cooperation, such as marriage, fail frequently. When methods
of interacting with other people do not work, they should be changed.

Many excuses have been made for fighting. Even wars for conquest have been
defended and justified.

Fighting is fundamentally bad because it is irrational. If two or more
people disagree about something, fighting is not a way to find out the truth
of the matter.

If people disagree about who should rule an area of land, or anything else,
shooting at each other cannot discover what's best.



When disagreements are settled by force then truth does not govern the
outcome, instead brute force decides. Fighting is the "might makes right"
approach.

Everyone should always want to figure out the truth, which is best for
everyone, and do that.

It is never necessary to sacrifice, or hurt anyone else, in order to solve
one's problems. Rational men do not have fundamental conflicts of interest
which require them to fight each other. Cooperating is always possible.

The name of the rational way of thinking which has brought peace and
prosperity to Western civilization is liberalism.

Liberalism is the political philosophy of freedom, individualism,
capitalism, world peace, cooperation, voluntary action, tolerance,
diversity, reason, global free trade, and social harmony. Liberalism opposes
fighting and unreason.

Liberalism has never been thoroughly understood by most of its supporters.
A lot of people live in a pretty liberal way, but couldn't explain it very
well.

Even most philosophers who try to explain liberalism haven't done a very
good job. They make mistakes. It's difficult.

The truth is never obvious or easy. When an idea seems obvious, that just
means one already learned most of it in the past. Most of the ideas people
think are obvious are the ideas which our culture teaches to everyone and
does not question.

Like all ideas, liberalism isn't obvious. It's pretty hard. Hard does not
mean unpleasant. It means it is easy to make mistakes and there is a lot of
stuff to learn.

Common sense cultural knowledge helps people live in a liberal way, but it
is not perfect. It contains mistakes and it leaves things out. Understanding
liberal ideas is valuable in order to help deal with those mistakes and
omissions.



As long as one's knowledge isn't causing problems, then it's good enough
for now. But when problems are encountered, then better knowledge is
desirable because it can help deal with more issues.

Understanding liberalism well can help us be adaptable and let us cope with
unexpected situations. If we understand general principles, we can apply
them to problems ourselves to get answers, instead of needing to know the
answers in advance from our culture.

There are no good objections to liberalism itself. There are no compelling
arguments for war against peace, or for fighting instead of cooperating.
There is nothing known to be wrong with free trade, freedom, and voluntary
action.

Often, people object to specific liberal ideas, such as school vouchers. Or
they advocate something anti-liberal like restricting the freedom to smoke.
Prohibition is another example. A major reason this happens is that people
on both sides do not understand how these specific issues relate to
liberalism in general.

School vouchers are a liberal reform because they help give people more
freedom to choose a school, and they are more tolerant of people who are
dissatisfied with their assigned school.

People object to smoking because it can cause cancer. Smoking is often a
mistake. They focus on this without realizing that restricting freedom is
not a wise way to deal with mistakes. Restricting freedom does not persuade
anyone of better ideas, or teach them how to use better judgment.

Prohibition was similar. People decided alcohol was a mistake, and then
they decided to ban it. But banning mistakes is not the way to make a better
world. Freedom, including the freedom to criticize mistakes, is how a better
world is achieved.

People usually don't like to say it out loud, but they may still wonder:
what's so good about freedom? What do people need multiple options for? All
but one of the options are worse than the best choice. Freedom is freedom to
make mistakes.



Many people think that freedom is good because they and their friends like
being free. They like strawberries too. But they don't want too many
strawberries, and will trade some for raspberries. So, too, they may think
that some freedom is enough, and sometimes freedom should be traded for
other nice things.

What's so great about freedom? The key fact is: when people think something
is a mistake, they might themselves be mistaken. What's needed is a system
that allows for unlimited progress. Don't just stop after a few ideas are
figured out and base society on those ideas. Allow for continual
improvement.

All good ideas that are improvements start off as minority opinions which
most people think are mistakes. First, one single person thinks of it. It
takes a while to spread. And because it contradicts what many people think
they know, they disagree with it.

If we ban everything that most people think is a mistake, we will be
banning not only a lot of bad ideas but also the brilliant new ideas that
could improve the world.

If freedom is restricted, some of the most valuable freedoms are some of
the first to be lost, because only a small minority of people use them.
Freedom to have popular ideas is never in danger, but the unlimited freedom
to have unpopular ideas sometimes is.

Cutting edge ideas are always unpopular before they become more widely
known. And the ones that improve on deeply cherished traditions are
offensive to some people.

Freedom means everyone can try out the ideas they think are best. It means
they can disagree with each other. It means tolerating diverse ways of life.
It means a person only gives up an idea when he decides it is mistaken, not
because someone else orders him to.

Freedom means freedom to use one's mind and judgment.

It's not rational for a person to change his mind unless he understands why
the new idea is better than the old one. If I think someone is making a
mistake, and I want him to change his mind, the rational thing for me to do



is to explain to him a better idea, and why it is better.

If I try to explain to someone why an idea is better, but he doesn't think
my explanation is correct, then he should not change his mind. It might be
his fault for not understanding. But it also might be my fault for not
explaining well enough.

Or maybe he has the better idea, but he isn't explaining it to me well
enough, or I'm not understanding it well enough. It could I who is mistaken.
When people or ideas disagree, there is no simple way to assign blame or
automatically know the truth.

When I try to persuade someone, but he is not persuaded, that does not mean
he's a bad person who should be forced. It means that more knowledge is
needed. We should either try more or, if we don't find that productive, then
we could leave each other alone and go make progress in other ways.

There is a fundamental symmetry when people disagree. I disagree with him.
And he disagrees with me. Freedom means that each person can think for
himself. Restrictions on freedom always mean that some disagreements are
approached by using force against one side without explaining to them (to
their satisfaction) why they are mistaken.

Force is the opposite of persuasion. Persuasion is a method of approaching
disagreements which is capable of discovering mistakes, correcting mistakes,
and improving knowledge. Force is not.

As _The Beginning of Infinity_ by David Deutsch points out in chapter 10,
knowledge is created by persuasion. "HERMES: Suppose I were to tell you that
all knowledge comes from persuasion." Force opposes perusasion. Thus, force
is an opposite to knowledge creation, and freedom a requirement of knowledge
creation.

When alcohol is banned, policemen with guns will use force to stop people.
A lot of the time the threat of force is enough. People don't want guns
pointed at them, so they try to obey. Threatening force isn't more rational
than using force. It's dealing with disagreement in a non-truth-seeking way.

Obedience is not rational. What's rational is to use one's mind to try to
find the truth and to improve on mistakes. Threatening people who do not



obey, or who disagree, hampers progress.

Liberalism, by promoting freedom, tolerance, peace, cooperation, voluntary
action, and so on, is the rational political philosophy. It is the political
philosophy with deep connections to epistemology.

-- Elliot Temple
http://curi.us/

Why do the ideas of liberalism and freedom seem to be at risk so often
despite ample evidence that they lead to progress?

Are universal ideas and those with tremendous reach more prone to denial, at
least in a piecemeal or partial way? Or is it that universal ideas, when
denied, even partially, demonstrate their reach by such wide effects.

I am struck by the common notion that "too much freedom" can be such a bad
thing that must be regulated. Many people seem frightened by the universal
nature of freedom. Many seem quick to embrace it to a point, but almost as
quickly deny it beyond that point.

I am curious why so many people seem resistant to liberalism as you describe
it. I agree with your ideas on liberalism and freedom. I think that a theory
on why there seems to be so much resistance to it could be helpful in
persuading those who embrace it only partially.

John Campbell

http://curi.us/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Re: Smalltalk
Date: July 24, 2011 at 9:45 AM

On 30 Jun 2011, at 05:51 PM, Michael Bacon <michael_bacon@mhiahq.com> 
wrote:

"What's so fulfilling about talking to other people in social (not
philosophical) ways?

People who are not capable of talking with people in social ways miss
out on a large portion of what it means to be human.

So, are autistics less human? Introverts? Geeks? Academics who aren't
interested in stuff on their field?

What if they're just not interested, and their field/interests are
such that they don't need to be social? Why would all/most subjects
require being social, instead of just discussing the subject?

More objectively,

(The previous was not intended as objective? :) )

the failure to observe all of the complications associated with peoples' behavior

By 'complications', do you mean memey reasons someone might
do/say/think something? (Because if it wasn't meme stuff, you could
work out what they're trying to communicate by reason, and wouldn't
need to learn to social stuff.)

ignores important information that
if properly understood could help inform a broader and better
philosophy and world outlook.

Does it actually happen that people use social skills to learn
philosophy? Could you give an example of a situation where interacting
in social ways makes it *easier* to understand each other? Or an
example of some information that could be conveyed with social stuff
better than discussing the philosophy directly?



"Wouldn't creating objective knowledge be more fulfilling?"

Objective knowledge is being created.

"Isn't it more fulfilling to create a great product or service?"

Your assuming that talking to people in social ways bears no
relationship (or bears a negative relationship) to creating a great
product or service.  I don't agree.  The balance varies between
people, products and services.  However, I think to some degree all
great products and services (i.e. products and services that people
really want) are in part informed by an understanding of people as
social animals, albeit social animals capable of creating knowledge,
including philosophy.

"Is a career where you have to suck up to people, flatter people,
please people ... really what we should want?"

Of course, pleasing people is not always a bad thing [...]

So far the argument's gone like this:
- Socialising has all these negative things, and it'd be better to
just interact with content.
- But doesn't it help with certain careers?
- Yeah, but why would you want a career with this bad thing?
- It's not always bad.

The point is that it would be better to please people by doing things
you'd want to do anyway. Please people by letting them enjoy your
content, or doing a joint activity together, or something.

But, no, I certainly wasn't suggesting that.  Perhaps
if I'd previously had the chance to talk with you over a drink, I
might have known it would be better to find a reference study
involving another profession or career or life choice -- something
that wouldn't rub you the wrong way, but would still make the point I
was trying to make.

Why would you know that any better from having a drink vs reading



posts and exchanging messages in a mailing list?

"Why not a career that is less focused on other people . . ."

There's certainly nothing wrong with that, if that's what a person
freely and consciously chooses.

The point was that one *should* want this.

--
Lulie Tanett



From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: Re: [BoI] Re: Smalltalk
Date: July 24, 2011 at 12:06 PM

On Sun, Jul 24, 2011 at 6:45 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 30 Jun 2011, at 05:51 PM, Michael Bacon <michael_bacon@mhiahq.com>
wrote:

"What's so fulfilling about talking to other people in social (not
philosophical) ways?

People who are not capable of talking with people in social ways miss
out on a large portion of what it means to be human.

So, are autistics less human? Introverts? Geeks? Academics who aren't
interested in stuff on their field?

If you talk with people about parenting/education, you'll notice a
disturbing willingness to resort to force in order to prevent the apparently
horrible outcome of winding up with an "Aspie" child. One manifestation of
this is, when discussing homeschooling / unschooling / TCS, people will say
how you should make kids go to school so they are "properly socialized."
What does properly socialized mean? It means being conventional and having
conventional interests, such as sports/romance/etc. If one wants to focus
all one's time on a particular unconventional interest or passion, this is a
dangerous character flaw which must be beaten out of you (in the name of
being "well-rounded.") I've known people who've restricted their children's
internet access because they were worried they'd come out "weird" if they
were online too much.

It's odd, because smalltalk and random socialization is perhaps one of the
least interesting aspects of our culture. Pretty much everybody can be
pretty interesting and will say interesting things if you get them engaged
in a serious conversation (even if they're wrong on like almost everything,
it will still be interesting to explain stuff to them, if they are not
hostile). But instead we engage on this extremely boring level most of the
time.



What if they're just not interested, and their field/interests are
such that they don't need to be social? Why would all/most subjects
require being social, instead of just discussing the subject?

Some fields, like engineering, are notorious for their lack of social graces
and focus on work/results. You'd be at a *disadvantage* in those fields if
you were super-socially. But I suppose that's why there might be some truth
to this video for lots of people (the hostility towards engineers part):
http://www.youtube.com/watch?v=qOtoujYOWw0&feature=player_embedded

There are other areas, like diplomat, salesman, or pick-up artist, where
social knowledge is important. But often the social knowledge you need is
pretty specialized, and most people don't have it  and need to learn it
explicitly. The general background cultural social knowledge doesn't help
much.

ignores important information that
if properly understood could help inform a broader and better
philosophy and world outlook.

Does it actually happen that people use social skills to learn
philosophy? Could you give an example of a situation where interacting
in social ways makes it *easier* to understand each other? Or an
example of some information that could be conveyed with social stuff
better than discussing the philosophy directly?

A big part of the criticism of typical social interactions and small-talk is
that it prevents deep interactions by destroying the potential for going too
deep.

Often what I've had happen in conversations is, in the middle of a semi-deep
conversation, someone will say some non-sequitur joke thing, and the moment
of seriousness will be lost. People specifically sabotage deep convos
through normal social niceties.

http://www.youtube.com/watch?v=qOtoujYOWw0&feature=player_embedded


"Wouldn't creating objective knowledge be more fulfilling?"

Objective knowledge is being created.

"Isn't it more fulfilling to create a great product or service?"

Your assuming that talking to people in social ways bears no
relationship (or bears a negative relationship) to creating a great
product or service.  I don't agree.  The balance varies between
people, products and services.  However, I think to some degree all
great products and services (i.e. products and services that people
really want) are in part informed by an understanding of people as
social animals, albeit social animals capable of creating knowledge,
including philosophy.

I find that when people call human beings "social animals", they are making
some essentialist type-claim -- that it is in the inherent nature of humans
to be social.

But I don't think anything like that is true. Cooperation is beneficial (see
the recent Liberalism post on this list). But I don't think humans are
hardwired for any particular level of social interaction. Furthermore, i
think that liberal society has improved to the extent it has *de-emphasized*
mandatory social aspects and allowed people to be private. As Rand said in
the Fountainhead:

Now observe the results of a society built on the principle of
individualism. This, our country. The noblest country in the history of men.
The country of greatest achievement, greatest prosperity, greatest freedom.
This country was not based on selfless service, sacrifice, renunciation or
any precept of altruism. It was based on a man’s right to the pursuit of
happiness. His own happiness. Not anyone else’s. A private, personal,
selfish motive. Look at the results. Look into your own conscience.

It is an ancient conflict. Men have come close to the truth, but it was
destroyed each time and one civilization fell after another. Civilization is



the progress toward a society of privacy. The savage’s whole existence is
public, ruled by the laws of his tribe. Civilization is the process of
setting man free from men.

As to the claim that all great products and services are somehow "informed
by an understanding of people as social animals," well, I'm not quite sure
what that's saying.If you're saying that a great product or service it needs
to help man participate as a "social animal" in some way, that's easily
refutable.

1. An iPod + Audible lets me listen to audiobooks ... alone.
2. M MacBook + Steam lets me play computer games ... alone.
3. An iPad + Kindle lets me read books ... alone.

"Is a career where you have to suck up to people, flatter people,
please people ... really what we should want?"

Of course, pleasing people is not always a bad thing [...]

So far the argument's gone like this:
- Socialising has all these negative things, and it'd be better to
just interact with content.
- But doesn't it help with certain careers?
- Yeah, but why would you want a career with this bad thing?
- It's not always bad.

The point is that it would be better to please people by doing things
you'd want to do anyway. Please people by letting them enjoy your
content, or doing a joint activity together, or something.

Rand had good stuff to say about this too:

No creator was prompted by a desire to serve his brothers, for his brothers
rejected the gift he offered and that gift destroyed the slothful routine of
their lives. His truth was his only motive. His own truth, and his own work
to achieve it in his own way. A symphony, a book, an engine, a philosophy,
an airplane or a building—that was his goal and his life. Not those who



heard, read, operated, believed, flew or inhabited the thing he had created.
The creation, not its users. The creation, not the benefits others derived
from it. The creation which gave form to his truth. He held his truth above
all things and against all men.

His vision, his strength, his courage came from his own spirit. A man's
spirit, however, is his self. That entity which is his consciousness. To
think, to feel, to judge, to act are functions of the ego.

The creators were not selfless. It is the whole secret of their power—that
it was self-sufficient, self-motivated, self-generated. A first cause, a
fount of energy, a life force, a Prime Mover. The creator served nothing and
no one. He lived for himself.



From: mobius <mobius@mainestream.us>
Subject: Re: [BoI] Liberalism
Date: July 24, 2011 at 8:32 AM

I am struck by the common notion that "too much freedom" can be such a bad 
thing that must be regulated. Many people seem frightened by the universal 
nature of freedom. Many seem quick to embrace it to a point, but almost as 
quickly deny it beyond that point.

I am curious why so many people seem resistant to liberalism as you describe it. I 
agree with your ideas on liberalism and freedom. I think that a theory on why 
there seems to be so much resistance to it could be helpful in persuading those 
who embrace it only partially.

John Campbell

It always those other people's freedom that is dangerous and needs regulating.  
Which is of course, circular.
Fred
   MOLON LABE



From: David Reid <reidnomad@googlemail.com>
Subject: Re: [BoI] Liberalism
Date: July 24, 2011 at 8:34 AM

Hello, group. My comments regard the following posting:

On Sun, Jul 24, 2011 at 6:50 AM, John Campbell 
<smilesooner@gmail.com>wrote:

Why do the ideas of liberalism and freedom seem to be at risk so often
despite ample evidence that they lead to progress?

Are universal ideas and those with tremendous reach more prone to denial,
at least in a piecemeal or partial way? Or is it that universal ideas, when
denied, even partially, demonstrate their reach by such wide effects.

I am struck by the common notion that "too much freedom" can be such a bad
thing that must be regulated. Many people seem frightened by the universal
nature of freedom. Many seem quick to embrace it to a point, but almost as
quickly deny it beyond that point.

I am curious why so many people seem resistant to liberalism as you
describe it. I agree with your ideas on liberalism and freedom. I think that
a theory on why there seems to be so much resistance to it could be helpful
in persuading those who embrace it only partially.

John Campbell

I find that there is an exaggeration as to the existence of "universal
ideas". Take a gander at the different cultures around the world, and one
can see that there are a great number of conflicting ideas. Indeed, many of
the most widespread ones are ones that block "progress" as might be defined
by a Western liberal. (I will not go into the ambiguity of the term
"progress" here. Nor  would I  bother with too wide a definition; the widest
ones would be equivalent to identifying progress with whatever accompanies
an overall change in entropy.)

Also, if you wish to see why there might be limits on freedom, I suggest an
analogy with the freedom given to the definition of a set in the early



stages of Set Theory; too much freedom led to the paradoxes and
contradictions, which in their turn restricted the freedom to practice
mathematics.  Thus, in order to promote one freedom, one required
restrictions on  another freedom. In sum, the more broadly one uses the word
"freedom", the less likely one is to be able to come up with a valid
statement.

David Reid



From: Scepticos <scepticos@gmail.com>
Subject: Re: [BoI] Liberalism
Date: July 24, 2011 at 12:00 PM

Elliott,

You say "Liberalism is the political philosophy of freedom, individualism,
capitalism, world peace, cooperation, voluntary action, tolerance,
diversity, reason, global free trade, and social harmony. Liberalism opposes
fighting and unreason."

I wonder if your puzzlement over why this statement isn't embraced by all,
isn't found in the fact that many of your "goods" listed here are actually
contradictory and in conflict. My political philosophy professor used to
call Locke, the first liberal, the "confused man's Hobbes." Hobbes showed
that conflict is perfectly rational in a world of individualism. Capitalism
is based on competition. Competition is another word for conflict, conflict
between capitalists and conflict between owners of capital and labor.
Cooperation, not so much.

Freedom to despoil the commons is not freedom, it is vandalism. Freedom to
exploit workers is not rational, it is based on power relations that have
evolved over centuries. Liberalism ignores power, because it is the
philosophy of those with power. Liberalism often as not is simply a defense
of the powerful against the weak.

Ciao,

Randal

On Sat, Jul 23, 2011 at 5:48 PM, Elliot Temple <curi@curi.us> wrote:

To live in human society, one must cooperate with other people.

Even the recluse buys groceries, clothes, perhaps tools. He interacts with
stores, even if little else. He trades, because trade is hugely mutually
beneficial. Engaging in some trade can dramatically raise one's standard of
living from abject poverty to first world comfort.

Cooperation is hard. Good intentions are not enough. Good ideas are
required.



People make mistakes all the time. This can make cooperation fail. It can
lead to fighting.

Not fighting with people makes life much better.

Some types of cooperation, such as buying items in stores, have become
common sense. Everyone in our culture learns how to do them. They now 
appear
simple and easy to us. Regular people are able successfully to do them
thousands of times without fighting.

They aren't actually inherently easy. We're just good at them.

Some types of cooperation, such as marriage, fail frequently. When methods
of interacting with other people do not work, they should be changed.

Many excuses have been made for fighting. Even wars for conquest have been
defended and justified.

Fighting is fundamentally bad because it is irrational. If two or more
people disagree about something, fighting is not a way to find out the truth
of the matter.

If people disagree about who should rule an area of land, or anything else,
shooting at each other cannot discover what's best.

When disagreements are settled by force then truth does not govern the
outcome, instead brute force decides. Fighting is the "might makes right"
approach.

Everyone should always want to figure out the truth, which is best for
everyone, and do that.

It is never necessary to sacrifice, or hurt anyone else, in order to solve
one's problems. Rational men do not have fundamental conflicts of interest
which require them to fight each other. Cooperating is always possible.

The name of the rational way of thinking which has brought peace and
prosperity to Western civilization is liberalism.



Liberalism is the political philosophy of freedom, individualism,
capitalism, world peace, cooperation, voluntary action, tolerance,
diversity, reason, global free trade, and social harmony. Liberalism opposes
fighting and unreason.

Liberalism has never been thoroughly understood by most of its supporters.
A lot of people live in a pretty liberal way, but couldn't explain it very
well.

Even most philosophers who try to explain liberalism haven't done a very
good job. They make mistakes. It's difficult.

The truth is never obvious or easy. When an idea seems obvious, that just
means one already learned most of it in the past. Most of the ideas people
think are obvious are the ideas which our culture teaches to everyone and
does not question.

Like all ideas, liberalism isn't obvious. It's pretty hard. Hard does not
mean unpleasant. It means it is easy to make mistakes and there is a lot of
stuff to learn.

Common sense cultural knowledge helps people live in a liberal way, but it
is not perfect. It contains mistakes and it leaves things out. Understanding
liberal ideas is valuable in order to help deal with those mistakes and
omissions.

As long as one's knowledge isn't causing problems, then it's good enough
for now. But when problems are encountered, then better knowledge is
desirable because it can help deal with more issues.

Understanding liberalism well can help us be adaptable and let us cope with
unexpected situations. If we understand general principles, we can apply
them to problems ourselves to get answers, instead of needing to know the
answers in advance from our culture.

There are no good objections to liberalism itself. There are no compelling
arguments for war against peace, or for fighting instead of cooperating.
There is nothing known to be wrong with free trade, freedom, and voluntary
action.



Often, people object to specific liberal ideas, such as school vouchers. Or
they advocate something anti-liberal like restricting the freedom to smoke.
Prohibition is another example. A major reason this happens is that people
on both sides do not understand how these specific issues relate to
liberalism in general.

School vouchers are a liberal reform because they help give people more
freedom to choose a school, and they are more tolerant of people who are
dissatisfied with their assigned school.

People object to smoking because it can cause cancer. Smoking is often a
mistake. They focus on this without realizing that restricting freedom is
not a wise way to deal with mistakes. Restricting freedom does not persuade
anyone of better ideas, or teach them how to use better judgment.

Prohibition was similar. People decided alcohol was a mistake, and then
they decided to ban it. But banning mistakes is not the way to make a better
world. Freedom, including the freedom to criticize mistakes, is how a better
world is achieved.

People usually don't like to say it out loud, but they may still wonder:
what's so good about freedom? What do people need multiple options for? All
but one of the options are worse than the best choice. Freedom is freedom to
make mistakes.

Many people think that freedom is good because they and their friends like
being free. They like strawberries too. But they don't want too many
strawberries, and will trade some for raspberries. So, too, they may think
that some freedom is enough, and sometimes freedom should be traded for
other nice things.

What's so great about freedom? The key fact is: when people think something
is a mistake, they might themselves be mistaken. What's needed is a system
that allows for unlimited progress. Don't just stop after a few ideas are
figured out and base society on those ideas. Allow for continual
improvement.

All good ideas that are improvements start off as minority opinions which
most people think are mistakes. First, one single person thinks of it. It



takes a while to spread. And because it contradicts what many people think
they know, they disagree with it.

If we ban everything that most people think is a mistake, we will be
banning not only a lot of bad ideas but also the brilliant new ideas that
could improve the world.

If freedom is restricted, some of the most valuable freedoms are some of
the first to be lost, because only a small minority of people use them.
Freedom to have popular ideas is never in danger, but the unlimited freedom
to have unpopular ideas sometimes is.

Cutting edge ideas are always unpopular before they become more widely
known. And the ones that improve on deeply cherished traditions are
offensive to some people.

Freedom means everyone can try out the ideas they think are best. It means
they can disagree with each other. It means tolerating diverse ways of life.
It means a person only gives up an idea when he decides it is mistaken, not
because someone else orders him to.

Freedom means freedom to use one's mind and judgment.

It's not rational for a person to change his mind unless he understands why
the new idea is better than the old one. If I think someone is making a
mistake, and I want him to change his mind, the rational thing for me to do
is to explain to him a better idea, and why it is better.

If I try to explain to someone why an idea is better, but he doesn't think
my explanation is correct, then he should not change his mind. It might be
his fault for not understanding. But it also might be my fault for not
explaining well enough.

Or maybe he has the better idea, but he isn't explaining it to me well
enough, or I'm not understanding it well enough. It could I who is mistaken.
When people or ideas disagree, there is no simple way to assign blame or
automatically know the truth.

When I try to persuade someone, but he is not persuaded, that does not mean
he's a bad person who should be forced. It means that more knowledge is



needed. We should either try more or, if we don't find that productive, then
we could leave each other alone and go make progress in other ways.

There is a fundamental symmetry when people disagree. I disagree with him.
And he disagrees with me. Freedom means that each person can think for
himself. Restrictions on freedom always mean that some disagreements are
approached by using force against one side without explaining to them (to
their satisfaction) why they are mistaken.

Force is the opposite of persuasion. Persuasion is a method of approaching
disagreements which is capable of discovering mistakes, correcting mistakes,
and improving knowledge. Force is not.

As _The Beginning of Infinity_ by David Deutsch points out in chapter 10,
knowledge is created by persuasion. "HERMES: Suppose I were to tell you that
all knowledge comes from persuasion." Force opposes perusasion. Thus, force
is an opposite to knowledge creation, and freedom a requirement of knowledge
creation.

When alcohol is banned, policemen with guns will use force to stop people.
A lot of the time the threat of force is enough. People don't want guns
pointed at them, so they try to obey. Threatening force isn't more rational
than using force. It's dealing with disagreement in a non-truth-seeking way.

Obedience is not rational. What's rational is to use one's mind to try to
find the truth and to improve on mistakes. Threatening people who do not
obey, or who disagree, hampers progress.

Liberalism, by promoting freedom, tolerance, peace, cooperation, voluntary
action, and so on, is the rational political philosophy. It is the political
philosophy with deep connections to epistemology.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: Re: [BoI] Liberalism
Date: July 24, 2011 at 3:04 PM

On Sat, Jul 23, 2011 at 8:50 PM, John Campbell 
<smilesooner@gmail.com>wrote:

On Sat, Jul 23, 2011 at 7:48 PM, Elliot Temple <curi@curi.us> wrote:

*snip*
Liberalism, by promoting freedom, tolerance, peace, cooperation, voluntary
action, and so on, is the rational political philosophy. It is the political
philosophy with deep connections to epistemology.

-- Elliot Temple
http://curi.us/

Why do the ideas of liberalism and freedom seem to be at risk so often
despite ample evidence that they lead to progress?

Many reasons.

To pick one, people think blaming others for their lot in life is preferable
to criticizing and improving themselves. They see their necessarily fallible
nature, and the inevitable mistakes that come with that fallibility, as a
moral failing. Error becomes sin, and the recognition of error becomes the
ultimate psychological torment.

These people evade acknowledging error by blaming other people for the
mistakes they have made. They may call the other people the capitalists or
the ruling class. They demand reprisals, and see wealth redistribution as
morally righteous and just. Entire political movements have been born, and
nations brought to ruin, over the refusal of people to take responsibility
for their lives.

http://curi.us/


This is why good philosophy is so important.

Are universal ideas and those with tremendous reach more prone to denial,
at least in a piecemeal or partial way? Or is it that universal ideas, when
denied, even partially, demonstrate their reach by such wide effects.

I think the explanation is less to do with the characteristics of universal
ideas than with the entrenchment of memes in particular areas.

Western society, overall, is a pretty liberal bunch, and much more liberal
than 500 years ago. Even in the worst and most memey areas, like romance and
parenting, things have improved significantly. But bad memes are hard to
displace entirely, in part because they hijack people's creativity to defend
and entrench themselves, and impose huge emotional penalties on any deviant
thoughts.

I am struck by the common notion that "too much freedom" can be such a bad
thing that must be regulated. Many people seem frightened by the universal
nature of freedom. Many seem quick to embrace it to a point, but almost as
quickly deny it beyond that point.

One thing that comes up over and over again is that people think force is
great at solving certain kinds of problems. They also overestimate the
negative consequences of not using force.

So leftists think some free market policies are good, but left entirely to
their own devices, markets will convulse and steal people's money, or
something.

Another example: few parents are 100% authoritarian, but you tell them about
TCS, and they will tell you how if you don't have bed-times and regulate
popsicle intake carefully you will wind up with a wild and feral child, or
something.

Missing from these stories is how force actually solves the concern at
issue.



Markets can make mistakes. There can be fraud in them. Yes, and? How does
regulation and government interference solve that?

Children can make mistakes (though I'll mention here people are unreasonable
about the alleged problems caused by not keeping regular bed-times and
eating "too many" popsicles.) Yes, and? How does parental force solve that?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Liberalism
Date: July 24, 2011 at 4:01 PM

On Jul 23, 2011, at 8:50 PM, John Campbell wrote:

Why do the ideas of liberalism and freedom seem to be at risk so often
despite ample evidence that they lead to progress?

Evidence is always open to interpretation. It's the arguments that are more 
important.

I am struck by the common notion that "too much freedom" can be such a bad
thing that must be regulated. Many people seem frightened by the universal
nature of freedom. Many seem quick to embrace it to a point, but almost as
quickly deny it beyond that point.

Because they are happy for people to be free to do everything in the wide range 
of stuff they are willing to tolerate, and nothing else.

I am curious why so many people seem resistant to liberalism as you describe
it. I agree with your ideas on liberalism and freedom. I think that a theory
on why there seems to be so much resistance to it could be helpful in
persuading those who embrace it only partially.

I think liberalism has never been understood very well. Most people don't 
understand *what problems it aims to solve* clearly, nor how it solves them, nor 
what its positions and arguments are.

I think more specific mistakes, such as communism, are secondary. If people 
understood liberalism well they could easily see why communism is mistaken.

Ludwig von Mises claims liberalism had more sway in the world in the past. I think 
he's wrong.

No doubt Mises is correct about various details. Some anti-liberal policies we 
have now did not exist in the past. Some pro-liberal policies from the past have 
been changed. But on the other hand, the past had all sorts of bad things, 
including anti-liberal policies, that we don't have now.



Rather than focus on policies, I'm more inclined to look at the history of ideas, 
and the understanding of liberalism. It is with regards to philosophical 
understanding (especially by the bottom 99.9%) that I think liberalism never got 
all that far, and isn't doing any worse today.

Most of the well known liberal philosophers are not really very good. They make a 
ton of mistakes.

John Locke had very popular and very anti-liberal ideas about the education of 
children. And I haven't been impressed by his political writing either. Perhaps it 
was good for the time an improvement on what came before, but I'm more 
concerned with objective standards. Objectively I don't think his writing is clear 
and easy to understand enough for most people to get it, nor do I think his 
arguments are good enough.

John Stuart Mill has been praised a lot for On Liberty. But how good can it be if 
didn't even persuade Mill himself of liberalism? Mill became one of the best (or 
worst, you might say) advocates for socialism. (This is according to Mises, who 
was a very well read expert on this kind of thing.)

In 1789, the best liberal political party in the world was the whig party in England. 
But when Edmund Burke told them that the French Revolution was a bad idea, 
most of the party did not understand his ideas and arguments. He considered 
himself to be pretty much alone for years before he (or perhaps more accurately, 
the bloodshed in France) finally started convincing some people.

If it takes widespread violence for people to oppose the French Revolution, then 
we can infer some things about their philosophical understanding of liberalism. It 
is crude. They don't like gruesome violence and that's good. But they don't have 
a good grasp of more subtle issues.

The most important liberal thinker is William Godwin. He was the first person to 
have a good understanding of persuasion, and its connections to fallibilism, 
rationality, and the use of force. He is virtually unknown. And many of the people 
who do know about him mistake him for a socialist, left-wing anarchist, and 
sometimes also a French Revolution supporter. This is bizarre and not historical. 
Godwin favored free trade and his favorite person was Burke. Burke persuaded 
Godwin of liberalism. Yet somehow people categorize Godwin very differently 
than Burke.



How well can liberalism be understood if people haven't noticed its best 
advocate? If they can't even recognize the value of _Political Justice_? Godwin's 
obscurity is because people do not understand the ideas well.

Instead names like Thomas Jefferson and Thomas Paine get attention. They 
were both radical utopian advocates of violence, not liberals. People have a hard 
time even understanding who is and is not a liberal, and what is and is not a 
liberal policy. Without knowing what conclusions liberal arguments argue for, they 
are hard to understand!

My explanation of liberalism is different than any previous explanation. I regard it 
as better. I focus more on connections with epistemology, which have been often 
discussed in little pieces but which I don't think are well known. Mises and Rand 
had the weakness of not being Popperians. Popper and Hayek had the weakness 
of not being fully in favor of capitalism and free trade. And worse than that, none 
of them were Godwinians.

I also think it's important to make one's writing simpler than any previous liberal 
philosopher has managed. Ideas are hard for people. The difficulty of 
understanding ideas is a lesson of fallibilism. And it's a lesson of the Popperian 
way of understanding communication. More details about communication can be 
found in BoI (e.g. the example of Socrates and friends misunderstanding the 
directions they received), all throughout Popper (but generally in ways people 
could miss), and it's discussed here: http://fallibleideas.com/communication-is-
hard

Another reason people don't like liberalism is that the open society involves 
individual responsibility, which is hard. Popper talks about this some in his book 
_The Open Society and Its Enemies_.

Another issue, as Randal pointed out, is that people don't understand how free 
market competition is compatible with cooperation, and how capitalism promotes 
cooperation. This fits with my theme of people not understanding liberalism.

Ayn Rand addresses the conflict topic well in _The Virtue of Selfishness_, 
chapter 4. She goes over an example of two people applying for (and competing 
for) the same job. William Godwin addresses the topic implicitly. Mises discusses 
liberalism and cooperation in his book _Liberalism_.

http://fallibleideas.com/communication-is-hard


Offhand, I don't know more published good answers. I don't think the answer is 
well known, especially to the people who think of Rand and Mises as too extreme 
and don't read them carefully (and who have never heard of Godwin). So there is 
a shortage of enough published explanations and arguments being read by most 
people.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Liberalism
Date: July 24, 2011 at 5:03 PM

________________________________
From: Scepticos <scepticos@gmail.com>
To: beginning-of-infinity@googlegroups.com
Sent: Sunday, 24 July 2011, 17:00
Subject: Re: [BoI] Liberalism

You say "Liberalism is the political philosophy of freedom, individualism,
capitalism, world peace, cooperation, voluntary action, tolerance,
diversity, reason, global free trade, and social harmony. Liberalism
opposes fighting and unreason."

I wonder if your puzzlement over why this statement isn't embraced by all, isn't 
found in the fact that many of your "goods" listed here are actually contradictory 
and in conflict. My political philosophy professor used to call Locke, the first 
liberal, the "confused man's Hobbes." Hobbes showed that conflict is perfectly 
rational in a world of individualism. Capitalism is based on competition. 
Competition is another word for conflict, conflict between capitalists and conflict 
between owners of capital and labor. Cooperation, not so much.

Competition in the free market without gov't intervention is based on persuading 
people to give you their money. This is rational because if somebody has an 
objection to what you do he can refuse to give you his money. So it allows 
variation and selection in the way people provide goods and so allows the growth 
of knowledge about how to provide goods. Creating good products requires a lot 
of cooperation since every product requires inputs and putputs so you have to 
cooperate with the makers of those and any particular manufacturer requires a lot 
of detailed knowledge to make what he makes. He must cooperate with the 
people who will implement his knowledge of the manufacturing process.

What about companies in the same market? Everyone makes mistakes, so it is 
not in your interest to have a situation in which it is difficult to correct your 
mistakes, and for other people to correct their mistakes. And if people are forced 
to subsidise some group of people their mistakes won't be corrected, so 
liberalism is in the interests of everybody including people who at this particular 
time would lose money as a result of liberalisation.



Freedom to despoil the commons is not freedom, it is vandalism.

If you can tell where spoiling of a resource comes from then somebody who 
owned that resource could try to get reparations from the polluter. So private 
property can solve that problem. If you can't tell where the pollution comes from, 
gov't can't solve the problem either.

Freedom to exploit workers is not rational, it is based on power relations that 
have evolved over centuries. Liberalism ignores power, because it is the 
philosophy of those with power. Liberalism often as not is simply a defense of 
the powerful against the weak. 

Liberalism is opposed to the use of force. So employers who use force against 
their employees would not be tolerated in a liberal society.

Alan



From: Justin Mallone <justinceo@gmail.com>
Subject: test
Date: July 24, 2011 at 5:16 PM

test



From: Scepticos <scepticos@gmail.com>
Subject: Re: [BoI] Liberalism
Date: July 24, 2011 at 6:48 PM

Elliott,

You say "Another issue, as Randal pointed out, is that people don't
understand how free market competition is compatible with cooperation, and
how capitalism promotes cooperation. This fits with my theme of people not
understanding liberalism."

Respectfully, I didn't suggest that people don't understand how free market
competition is compatible with cooperation, but that this statement is
false. I am astounded that anyone would seriously entertain this notion. The
history of capitalism is the history of violence, often sublimated violence,
but with the wars of imperial Europe on to the current wars to maintain
democracy in Iraq and Afghanistan behind the barrel of a gun, just as often
quite out in the open. Ever heard of Matewan? The US invasion of Guatemala
in 1954. The US and British invasion to overthrow the Russian Revolution?
The Boer war? Capitalism depends on protection by a state that controls the
means of violence. Wouldn't exist without it. Where is this fantasy land of
liberalism in the world today or in our history?

You say "My explanation of liberalism is different than any previous
explanation. I regard it as better."

You maintain that liberalism = capitalism = cooperation. I see this view as
very naive. What I tried to suggest is not that this explanation is better,
but that it is full of contradictions.  And that we will not attain a
cooperative society based on capitalism. Capitalism is contradictory to
cooperation. It depends on conflict and needs to be protected by violence.

The liberalism of Isaiah Berlin, for example, was a creed of tolerance.
Berlin was aware that tolerance is something for us to strive for, but that
we are not likely to attain to such a state. Existing power relations make
that difficult. I would hope not impossible, but we will never attain that,
it seems to me, if we ignore obvious realities; if we ignore the structure
of power and the subtle or not-so-subtle exercise of that power that exists
in our societies today and has always existed.

You say "I'm more inclined to look at the history of ideas, and the



understanding of liberalism. It is with regards to philosophical
understanding (especially by the bottom 99.9%) that I think liberalism never
got all that far"

Far from this being a new attitude in liberal thought, the elitism expressed
by this thought is quite common. It was common to Leo Straus, Hayek, and
Rand. Strauss looked back to a golden age of Greece with the excesses of the
demos controlled by wise laws. But in his celebration of the small wise band
of brothers leading the unwashed, he forgot that the ancient economy of
Athens was based on slavery, and that slavery imposed by violence. He even
forgot his Herodotus, who tells the story of countless wars driven by greed.
The same greed that Rand and Gordon Gecko proclaim as the only good.

Google groups like this can become an echo chamber. Please take my
contribution as an attempt to arrest the echo a bit with a different
perspective. I am no Thrasymachus, but a Pyrrhonian. As such, I have an eye
for contradiction and I see a garden of them in this discussion.

Best regards,

Randal

On Sun, Jul 24, 2011 at 1:01 PM, Elliot Temple <curi@curi.us> wrote:

On Jul 23, 2011, at 8:50 PM, John Campbell wrote:

Why do the ideas of liberalism and freedom seem to be at risk so often
despite ample evidence that they lead to progress?

Evidence is always open to interpretation. It's the arguments that are more
important.

I am struck by the common notion that "too much freedom" can be such a
bad

thing that must be regulated. Many people seem frightened by the
universal

nature of freedom. Many seem quick to embrace it to a point, but almost
as

quickly deny it beyond that point.



Because they are happy for people to be free to do everything in the wide
range of stuff they are willing to tolerate, and nothing else.

I am curious why so many people seem resistant to liberalism as you
describe

it. I agree with your ideas on liberalism and freedom. I think that a
theory

on why there seems to be so much resistance to it could be helpful in
persuading those who embrace it only partially.

I think liberalism has never been understood very well. Most people don't
understand *what problems it aims to solve* clearly, nor how it solves them,
nor what its positions and arguments are.

I think more specific mistakes, such as communism, are secondary. If people
understood liberalism well they could easily see why communism is mistaken.

Ludwig von Mises claims liberalism had more sway in the world in the past.
I think he's wrong.

No doubt Mises is correct about various details. Some anti-liberal policies
we have now did not exist in the past. Some pro-liberal policies from the
past have been changed. But on the other hand, the past had all sorts of bad
things, including anti-liberal policies, that we don't have now.

Rather than focus on policies, I'm more inclined to look at the history of
ideas, and the understanding of liberalism. It is with regards to
philosophical understanding (especially by the bottom 99.9%) that I think
liberalism never got all that far, and isn't doing any worse today.

Most of the well known liberal philosophers are not really very good. They
make a ton of mistakes.

John Locke had very popular and very anti-liberal ideas about the education
of children. And I haven't been impressed by his political writing either.
Perhaps it was good for the time an improvement on what came before, but I'm
more concerned with objective standards. Objectively I don't think his
writing is clear and easy to understand enough for most people to get it,
nor do I think his arguments are good enough.



John Stuart Mill has been praised a lot for On Liberty. But how good can it
be if didn't even persuade Mill himself of liberalism? Mill became one of
the best (or worst, you might say) advocates for socialism. (This is
according to Mises, who was a very well read expert on this kind of thing.)

In 1789, the best liberal political party in the world was the whig party
in England. But when Edmund Burke told them that the French Revolution was 
a
bad idea, most of the party did not understand his ideas and arguments. He
considered himself to be pretty much alone for years before he (or perhaps
more accurately, the bloodshed in France) finally started convincing some
people.

If it takes widespread violence for people to oppose the French Revolution,
then we can infer some things about their philosophical understanding of
liberalism. It is crude. They don't like gruesome violence and that's good.
But they don't have a good grasp of more subtle issues.

The most important liberal thinker is William Godwin. He was the first
person to have a good understanding of persuasion, and its connections to
fallibilism, rationality, and the use of force. He is virtually unknown. And
many of the people who do know about him mistake him for a socialist,
left-wing anarchist, and sometimes also a French Revolution supporter. This
is bizarre and not historical. Godwin favored free trade and his favorite
person was Burke. Burke persuaded Godwin of liberalism. Yet somehow people
categorize Godwin very differently than Burke.

How well can liberalism be understood if people haven't noticed its best
advocate? If they can't even recognize the value of _Political Justice_?
Godwin's obscurity is because people do not understand the ideas well.

Instead names like Thomas Jefferson and Thomas Paine get attention. They
were both radical utopian advocates of violence, not liberals. People have a
hard time even understanding who is and is not a liberal, and what is and is
not a liberal policy. Without knowing what conclusions liberal arguments
argue for, they are hard to understand!

My explanation of liberalism is different than any previous explanation. I
regard it as better. I focus more on connections with epistemology, which



have been often discussed in little pieces but which I don't think are well
known. Mises and Rand had the weakness of not being Popperians. Popper 
and
Hayek had the weakness of not being fully in favor of capitalism and free
trade. And worse than that, none of them were Godwinians.

I also think it's important to make one's writing simpler than any previous
liberal philosopher has managed. Ideas are hard for people. The difficulty
of understanding ideas is a lesson of fallibilism. And it's a lesson of the
Popperian way of understanding communication. More details about
communication can be found in BoI (e.g. the example of Socrates and friends
misunderstanding the directions they received), all throughout Popper (but
generally in ways people could miss), and it's discussed here:
http://fallibleideas.com/communication-is-hard

Another reason people don't like liberalism is that the open society
involves individual responsibility, which is hard. Popper talks about this
some in his book _The Open Society and Its Enemies_.

Another issue, as Randal pointed out, is that people don't understand how
free market competition is compatible with cooperation, and how capitalism
promotes cooperation. This fits with my theme of people not understanding
liberalism.

Ayn Rand addresses the conflict topic well in _The Virtue of Selfishness_,
chapter 4. She goes over an example of two people applying for (and
competing for) the same job. William Godwin addresses the topic implicitly.
Mises discusses liberalism and cooperation in his book _Liberalism_.

Offhand, I don't know more published good answers. I don't think the answer
is well known, especially to the people who think of Rand and Mises as too
extreme and don't read them carefully (and who have never heard of Godwin).
So there is a shortage of enough published explanations and arguments being
read by most people.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://fallibleideas.com/communication-is-hard
http://beginningofinfinity.com/discussion




From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper did not solve the problem of induction
Date: July 25, 2011 at 12:10 AM

On Jul 12, 2011, at 3:14 AM, Nicholas Maxwell wrote:

On 10 July, David Deutsch wrote:

In your metaphysics/epistemology (I'm not sure which this counts as), what 
makes two theories *different*? Are they...

-- The same if they say the same things about reality (possibly in different 
words or even in different concepts provided that they were intertranslatable)? 
I'd go for that one.

Yes, two theories are the same if and only if what they assert about the world is 
the same.

Incidentally, my solution to the problem of what it meas to assert of a theory that 
it is unified begins by stressing that it is vital to attend to what theories assert 
about the world - the linguistic, conceptual or axiomatic structure of theories 
being ignored (in the first instance at least).  A theory is unified if it makes the 
same assertion about all the phenomena to which the theory applies.

But there is no such thing as what is "the same assertion" about each thing, 
except according to an interpretation.

For example, Newton's theory says one thing will move away from the Earth 
while another moves towards it. So it makes different assertions about them, in 
one sense. But it's making the same assertion about them in another sense.

"All ravens are black" is saying that Raven A has particular black skin and 
feathers, while Raven B has *different* black skin and feathers (made of 
completely different atoms). Is that making the same assertion about each or 
different? It's partly the same (black) but partly different (in terms of which black 
atoms it asserts each raven has).

So this raises questions like: how do we choose between interpretations? Not by 
the disunification criterion which depends on interpretations. We'll need 
something else.



Not only does this provide a way of specifying degrees of disunity - depending 
on how many different assertions are made about the phenomena to which the 
theory applies.

But how can assertions be counted? The number depends on the language used 
and the interpretive ideas used.

And what do we need degrees of disunity for? A criticism is an explanation of a 
flaw in an idea. How does quantifying the degree help us explain what things are 
flaws and why they are flaws? What useful role does this quantification play in 
explanatory criticism?

From another email, one of Nicholas Maxwell's main points:

physics persistently accepts (more or less) unified theories even though 
endlessly many empirically more successful disunified rival theories can readily 
be formulated.  These rivals never get considered.

In practice we can consider them. We can criticize them. That isn't a problem.

Given the difficulties above, there is no such thing as which idea is more unified a 
priori, but only given an interpretation. What is considered unified depends on 
one's other ideas (which may contain mistakes).

This plan (to accept more unified theories without considering their rivals) 
involves relying on our existing ideas to determine which new ideas are 
acceptable. That's alright. We always have to do that. But the plan goes further.

The plan involves relying on a small set of one's existing ideas to judge new 
ideas. This is dangerous because that small set may itself contain mistakes.

With an open ended method admitting criticism of all types, instead of focussing 
on one special type (disunification), we have a better possibility of reforming any 
of our ideas. With many different criteria of criticism, each one can be used to 
criticize the others.

When there's only one primary criterion of criticism, there's nothing to criticize it. 
So the situation is different and it's much easier to get stuck.



So that's why I think it's a bad idea to promote criticism of disunification as a 
special principle. It's merely one type of criticism which can be used. All types of 
criticisms should be welcome, with none being granted special authority.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Lulie Tanett <www@lulie.org>
Subject: [BoI] Scientism
Date: July 25, 2011 at 12:28 PM

What are some typical examples of scientism?

I've heard there's lots of scientism in psychology. For instance, anything that 
purports to measure happiness. Why is that scientism? Or studies that show 
children are more violent if they play video games. Or studies that measure 
whether an animal suffers if you do a certain thing to it. Why are they scientism?

Is there much scientism in environmentalism? If so, examples?

Is scientism that bad/dangerous? Why?

--
Lulie Tanett



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Scientism
Date: July 25, 2011 at 3:55 PM

----- Original Message -----
From: Lulie Tanett <www@lulie.org>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Monday, 25 July 2011, 17:28
Subject: [BoI] Scientism

What are some typical examples of scientism?

I've heard there's lots of scientism in psychology. For instance,
anything that purports to measure happiness. Why is that scientism? 

Those measurements don't make a lot of sense for a number of reasons. First, 
it's not at all clear whether different people are referring to the same thing when 
they talk about happiness. Some people might think happiness is like the kind of 
feeling somebody gets after an orgasm. Another person might think of happiness 
as being the contentment you get after understanding a new law of physics. For 
all we know there might be as many different kinds of happiness as there are 
people.

Going along with that problem is the fact that we have no idea how to measure 
happiness. You ask people how happy they are and they answer, but what makes 
anyone think they assign the same value to the same feelings? We don't have a 
relevant explanation.

One possible answer to this, given on p. 5 of this document

https://encrypted.google.com/url?
sa=t&source=web&cd=5&sqi=2&ved=0CGAQFjAE&url=http%3A%2F%2Fcitesee
rx.ist.psu.edu%2Fviewdoc%2Fdownload%3Fdoi%3D10.1.1.167.7018%26rep%3
Drep1%26type%3Dpdf&ei=u7ktTuySGsG5hAf8irmqCw&usg=AFQjCNG2m78Kh
VwQzGaDK_XBXNDwQA7P_A&sig2=_Ly9YFEKy9ptZsXzqWKeQw

(You can search for "Layard Happiness" on Google to find this document if the 
above link is too horrible to use.) People respond to questions about happiness, 

https://encrypted.google.com/url?sa=t&source=web&cd=5&sqi=2&ved=0CGAQFjAE&url=http%3A%2F%2Fciteseerx.ist.psu.edu%2Fviewdoc%2Fdownload%3Fdoi%3D10.1.1.167.7018%26rep%3Drep1%26type%3Dpdf&ei=u7ktTuySGsG5hAf8irmqCw&usg=AFQjCNG2m78KhVwQzGaDK_XBXNDwQA7P_A&sig2=_Ly9YFEKy9ptZsXzqWKeQw


but that's not much of an answer. If you were to ask people in the past whether 
they felt the holy spirit during church ceremonies and how much they felt it they 
might have given an answer, that doesn't mean the holy spirit exists or that we 
can measure it. 

This research tries to settle philosophical questions like the significance of 
happiness and what we ought to do in the light of how happiness varies with 
experimental evidence without acknowledging that there are any difficult 
philosophical issues involved.

Or studies that show children are more violent if they play video games. 

There is no explanation of how video games would produce violence that makes 
any sense. For a start, video games aren't violent. There might be stylised 
representation of sawing a zombie's head off or shooting somebody, but one 
need not interpret that in the same way as one would interpret actual violence. 
Second, even watching violence does not necessarily make one want to be 
violent, and only does so if you already think of violence as acceptable. To 
change your mind there would have to be arguments as well as violence and 
there aren't many good arguments for violence. Using violence to stop people 
from hurting you is sometimes necessary. So there would have to be good 
arguments for violence that nobody knew how to counter. Many parents are 
unable to argue and resort to coercion a lot, and so can't provide arguments 
against violence because they don't know any, but here it is more accurate to say 
that their incompetence is the issue than to say
 that video games are at fault.

The next issue is that categorizing behaviour as violent usually involves thinly 
disguised moral evaluation that a particular act is intended as being violent and 
hurtful. Two children could be play fighting without hurting one another and this 
may be interpreted as real fighting.

Finally, the people who conduct these studies are bad at looking at alternate 
explanations of their results. They ask how much TV a child watches and then 
ask parents and teachers how violent he is. They don't consider the possibility 
that parents and teachers might report more violence when they know a child 
watches a lot of TV because the parents and teachers dislike TV and want to 
provide the people conducting the study with interesting results to publish.

Again there are lots of unacknowledged philosophical issues here that people try 



to settle by experiment without any good explanations.

Or studies that measure whether an animal suffers if you do a certain thing to it. 
Why are they
scientism?

Again, no explanation of the relevant philosophical issues, like whether animals 
suffer at all: animals are very different from humans because they don't create 
knowledge. Does this mean they can't suffer? Nobody knows how to measure 
suffering: scientists claim to measure it by measuring physiological indicators in 
animals that have particular readings in some of the instances in which a person 
is suffering. But there isn't an explanation linking suffering to those indicators so 
this measurement may not mean anything. You might have a high heart rate if 
you're running to try to catch a bus and you may be worried that you'll miss it and 
so you may be suffering and have a high heart rate. But if you're at home and 
depressed because your goldfish has died (Alas, poor Goldie I knew him well!) 
you might be suffering with a low heart rate. There is an issue here that's similar 
to the concern that lumping together different things as all being happiness might
 be misleading and produce bad explanations.

Is there much scientism in environmentalism? If so, examples?

There is a lot of scientism in environmentalism. Some of that is in examples of 
assuming that animals suffer and that sort of thing. But there are other issues like 
thinking that the greenhouse effect implies that we should reduce carbon 
emissions by illiberal means like more tax for emitters. 

Is scientism that bad/dangerous? Why?

Scientism has all of the bad features of religion: poor explanations, dogmatism 
and vicious condemnation of heretics. It's also far more widespread now than 
religious belief to the point of being one of the main forms of irrationalism. It 
sometimes seems that every policy has to have some pseudoscientific rationale.

Alan



From: Westmiller@aol.com
Subject: [BoI] Capitalism
Date: July 25, 2011 at 4:28 PM

I just joined the eGroup, so I don't have a full  sense of the disposition
of subscribers. However, my initial impression is that  the discussion tends
toward expansive assertions and disjointed posts. All the  topics interest
me, but I'll focus on one topic: Capitalism.

Scepticos  writes:
 ... Capitalism is based on competition. Competition is  another word for

conflict, conflict between capitalists and conflict between  owners of
capital and labor.<

... strikes me as an amusing rhetorical  sequence out of Marxism 101:
"Capitalism is class warfare."

Capital is an  accumulation of excess resources, to be applied to some
larger future objective.  Capitalism is the belief that such an accumulation is
usually more beneficial  than immediate expenditures. That belief isn't
exclusive to monetary  accumulation, but applies to any form of resource.
However, it does imply the  ability to *chose* to accumulate, rather than expend,
and the persistence of  ownership in the accumulation, so that one may
*chose* how to apply it in the  future. Strictly speaking, it says nothing about
competition for profit, nor  whether resources are obtained by voluntary or
involuntary means.

For  example, a laborer who takes 9 hours of sleep, rather than 8, so that
he might  be better rested for the next day's effort, is a capitalist. He
accumulates a  resource (physical well-being), so that he might apply it to a
future objective  (earning more during his next day's labor). He could party
all night, be tired  the next day, and fail to earn to his full potential
... in which case, he is  not a capitalist.

Of course, there's an inclination to say "Capitalism is  what Capitalists
do," begging the question of what defines a capitalist and  arbitrarily
associating ALL conduct by any "accumulator of wealth" as a  demonstration of 
the
"Capitalist Method", usually characterized as the  exploitation of others.



As noted above, capitalism does require a degree  of freedom (to accumulate
and expend) and a concept of ownership (the  persistence of a legitimate
claim to resources). Therefore, it's proper to say  that capitalism requires
free choice and some method of securing ownership.  However, capitalism
itself doesn't stipulate the means, method, procedure, or  justice of any
particular method.

For example, a pickpocket exposes  himself to serious risks in acquiring
wealth by slight of hand. That he acquired  those resources by violating the
ownership claims of others doesn't make him a  capitalist, nor preclude him
from executing capitalist acts: accumulating his  ill-gotten resources for a
larger future objective (buy a Harley?). So, whether  an individual
accumulates resources by force, fraud, or voluntary exchange  doesn't establish 
him
as a capitalist.

I think Ayn Rand make the error of  ascribing the conditions required for
capitalism as inherent in the word itself.  That is: capitalism IS freedom of
choice, private ownership, and voluntary  exchange. While it is true that
capitalism requires those things, they can exist  *without any capitalist
act* ever being performed at all.

Bill Westmiller
BTW: I'm on Daily Digest, so I won't see responses until  tomorrow.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Scientism
Date: July 25, 2011 at 5:25 PM

On Jul 25, 2011, at 9:28 AM, Lulie Tanett wrote:

What are some typical examples of scientism?

Scientism is pretending to apply the methods of science to issues, but not 
actually doing so. It's giving the appearance of doing science when not actually 
doing science.

This can be done for questions science could answer, but is commonly done for 
questions science couldn't possibly answer.

A typical example is pretending to do scientific research about moral issues.

There is no way to measure what is moral and immoral.

Science can address some things with some relevance to morality. For example, 
whether it's moral to use lead in paint depends on scientific issues about whether 
lead is poisonous. But science can never give a complete answer to any moral 
question. There always must be interpretation and argument, e.g. the application 
of values that favor life and avoiding poison.

Hiding the use of interpretation and value judgments, and pretending one's 
conclusions were reached by scientific methods, is dishonest and makes it harder 
to rationally discuss, understand, criticize and judge the conclusions.

I've heard there's lots of scientism in psychology. For instance, anything that 
purports to measure happiness. Why is that scientism? Or studies that show 
children are more violent if they play video games. Or studies that measure 
whether an animal suffers if you do a certain thing to it. Why are they scientism?

One of the main theme of psychiatry is to medicalize morality. They take moral 
judgments (e.g. condemning people who deviate from social norms) and then 
dress those moral judgments up in scientific language and deny that they are 
moral judgments.

Rather than calling someone a sinner or deviant, accusing him of vice, 



complaining of his heresy against conventional social norms, etc, they will assert 
he has a physical disease which is scientifically detectable. But they are just 
pretending. They don't actually have scientific methods for diagnosing "mental 
illnesses". Instead they judge by behaviors, verbally stated symptoms, and 
similar, not, say, x-rays.

Autism is a good example of moral judgment pretending to be medical diagnosis. 
Here are a few the diagnostic criteria:

http://www.cdc.gov/ncbddd/autism/hcp-dsm.html

* marked impairment in the use of multiple nonverbal behaviors such as eye-to-
eye gaze, facial expression, body postures, and gestures to regulate social 
interaction

* failure to develop peer relationships appropriate to developmental level

* a lack of spontaneous seeking to share enjoyment, interests, or achievements 
with other people (e.g., by a lack of showing, bringing, or pointing out objects of 
interest)

* lack of social or emotional reciprocity

All of these are about social conformity, about living in accordance with cultural 
norms. They are not medical issues, they are moral standards.

They are all *lifestyle choices* which psychiatry has decided to condemn in 
scientific (rather than moral) terms. Physics focusses on objectively measurable 
facts. Psychiatric diagnosis does not use the same scientific methods as physics 
researchers; it involves making value judgments.

If they openly said they were doing philosophy that would be OK and people 
could then debate whether it is good philosophy. But psychiatry claims that 
autism is a matter of medical science. So it is scientism.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://www.cdc.gov/ncbddd/autism/hcp-dsm.html
http://beginningofinfinity.com/discussion


From: John Campbell <smilesooner@gmail.com>
Subject: [BoI] Re: Liberalism
Date: July 26, 2011 at 12:14 AM

On Jul 24, 3:01 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 23, 2011, at 8:50 PM, John Campbell wrote:

Why do the ideas of liberalism and freedom seem to be at risk so often
despite ample evidence that they lead to progress?

Evidence is always open to interpretation. It's the arguments that are more 
important.

I am struck by the common notion that "too much freedom" can be such a bad
thing that must be regulated. Many people seem frightened by the universal
nature of freedom. Many seem quick to embrace it to a point, but almost as
quickly deny it beyond that point.

Because they are happy for people to be free to do everything in the wide range 
of stuff they are willing to tolerate, and nothing else.

I am curious why so many people seem resistant to liberalism as you describe
it. I agree with your ideas on liberalism and freedom. I think that a theory
on why there seems to be so much resistance to it could be helpful in
persuading those who embrace it only partially.

I think liberalism has never been understood very well. Most people don't 
understand *what problems it aims to solve* clearly, nor how it solves them, nor 
what its positions and arguments are.

I think more specific mistakes, such as communism, are secondary. If people 
understood liberalism well they could easily see why communism is mistaken.

Ludwig von Mises claims liberalism had more sway in the world in the past. I 
think he's wrong.

No doubt Mises is correct about various details. Some anti-liberal policies we 
have now did not exist in the past. Some pro-liberal policies from the past have 
been changed. But on the other hand, the past had all sorts of bad things, 
including anti-liberal policies, that we don't have now.



Rather than focus on policies, I'm more inclined to look at the history of ideas, 
and the understanding of liberalism. It is with regards to philosophical 
understanding (especially by the bottom 99.9%) that I think liberalism never got 
all that far, and isn't doing any worse today.

Most of the well known liberal philosophers are not really very good. They make 
a ton of mistakes.

John Locke had very popular and very anti-liberal ideas about the education of 
children. And I haven't been impressed by his political writing either. Perhaps it 
was good for the time an improvement on what came before, but I'm more 
concerned with objective standards. Objectively I don't think his writing is clear 
and easy to understand enough for most people to get it, nor do I think his 
arguments are good enough.

John Stuart Mill has been praised a lot for On Liberty. But how good can it be if 
didn't even persuade Mill himself of liberalism? Mill became one of the best (or 
worst, you might say) advocates for socialism. (This is according to Mises, who 
was a very well read expert on this kind of thing.)

In 1789, the best liberal political party in the world was the whig party in 
England. But when Edmund Burke told them that the French Revolution was a 
bad idea, most of the party did not understand his ideas and arguments. He 
considered himself to be pretty much alone for years before he (or perhaps 
more accurately, the bloodshed in France) finally started convincing some 
people.

If it takes widespread violence for people to oppose the French Revolution, then 
we can infer some things about their philosophical understanding of liberalism. It 
is crude. They don't like gruesome violence and that's good. But they don't have 
a good grasp of more subtle issues.

The most important liberal thinker is William Godwin. He was the first person to 
have a good understanding of persuasion, and its connections to fallibilism, 
rationality, and the use of force. He is virtually unknown. And many of the people 
who do know about him mistake him for a socialist, left-wing anarchist, and 
sometimes also a French Revolution supporter. This is bizarre and not historical. 
Godwin favored free trade and his favorite person was Burke. Burke persuaded 
Godwin of liberalism. Yet somehow people categorize Godwin very differently 



than Burke.

How well can liberalism be understood if people haven't noticed its best 
advocate? If they can't even recognize the value of _Political Justice_? 
Godwin's obscurity is because people do not understand the ideas well.

Instead names like Thomas Jefferson and Thomas Paine get attention. They 
were both radical utopian advocates of violence, not liberals. People have a 
hard time even understanding who is and is not a liberal, and what is and is not 
a liberal policy. Without knowing what conclusions liberal arguments argue for, 
they are hard to understand!

My explanation of liberalism is different than any previous explanation. I regard 
it as better. I focus more on connections with epistemology, which have been 
often discussed in little pieces but which I don't think are well known. Mises and 
Rand had the weakness of not being Popperians. Popper and Hayek had the 
weakness of not being fully in favor of capitalism and free trade. And worse than 
that, none of them were Godwinians.

I also think it's important to make one's writing simpler than any previous liberal 
philosopher has managed. Ideas are hard for people. The difficulty of 
understanding ideas is a lesson of fallibilism. And it's a lesson of the Popperian 
way of understanding communication. More details about communication can 
be found in BoI (e.g. the example of Socrates and friends misunderstanding the 
directions they received), all throughout Popper (but generally in ways people 
could miss), and it's discussed here:http://fallibleideas.com/communication-is-
hard

Another reason people don't like liberalism is that the open society involves 
individual responsibility, which is hard. Popper talks about this some in his book 
_The Open Society and Its Enemies_.

Another issue, as Randal pointed out, is that people don't understand how free 
market competition is compatible with cooperation, and how capitalism 
promotes cooperation. This fits with my theme of people not understanding 
liberalism.

Ayn Rand addresses the conflict topic well in _The Virtue of Selfishness_, 
chapter 4. She goes over an example of two people applying for (and competing 
for) the same job. William Godwin addresses the topic implicitly. Mises 

http://fallibleideas.com/communication-is-hard


discusses liberalism and cooperation in his book _Liberalism_.

Offhand, I don't know more published good answers. I don't think the answer is 
well known, especially to the people who think of Rand and Mises as too 
extreme and don't read them carefully (and who have never heard of Godwin). 
So there is a shortage of enough published explanations and arguments being 
read by most people.

-- Elliot Templehttp://beginningofinfinity.com/discussion

I have been considering this idea of why such universal ideas as
liberalism are so resisted despite ample evidence for their
explanatory power. i believe that part of the answer to this is a very
powerful and pervasive rule of thumb as a meme held by a great many
people and that is the idea that moderation is universally good and
extremes are bad. This meme is very powerful and is often used from a
position of authority and to avoid the need for explanations.

Parents and teachers can simply advise their children to be normal -
safe advice in many cases but not helpful in terms of understanding
issues. It is only a rule of thumb guide to behavior, but one that
leads to many assuming that ideas and explanations can be misleading
and perhaps dangerous because they lead people away from moderation.

Moderation by itself is not an argument but it opens a person to
accept poor explanations because it encourages a person to look for
explanations that undercut the universal idea no matter how poor those
explanations might be. i think that the moderation rule of thumb is a
corrosive meme that works powerfully against universal ideas. It also
allows bad ideas, such as bad laws to remain in place since good
people only follow them "moderately". One only needs to look at laws
against marijuana to see what this attitude can do - bad laws are in
place because their full force and legality are blunted by
"moderation".

I am not suggesting this meme of moderation is the only problem that
liberalism faces, but I believe it is a very major one that works in
concert with other ideas to reduce people's acceptance of this
explanation with a tremendous reach.

http://beginningofinfinity.com/discussion


John Campbell



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Liberalism and Conflict
Date: July 26, 2011 at 12:51 AM

How are people to deal with conflicts by persuasion? How does that work?

It does not mean that each tries to come up with reasons why he should get his 
way. Assuming an initial idea is the truth, and then doing everything one can to 
advocate for it, is not rational. Rationality involves an open mind.

When people have conflicts, usually they are all mistaken. Or put another way: 
they all have room for improvement. The best thing to do is a least a little different 
than anyone's initial idea.

To be effective, persuasion should be rational. It shouldn't be biased or closed 
minded. A step this involves is trying to figure out what the other person wants, 
and trying to figure out how he can get it without ruining things for oneself either.

For many conflicts, everyone involved can get everything important that they 
want. There are some common strategies to accomplish this.

A strategy is to discover that not everything a person asks for is what he really 
wants. There are usually some particular things he wants and he may be 
mistaken about what is necessary in order to get them.

Changing one's preferences in this way is not very hard. For example, suppose I 
want to go to Shady Park to walk my dog. But I'm sharing a car with someone 
who wants to go to a restaurant which is far away from the park. The thing I really 
want is to walk my dog. That it be at Shady Park instead of Sunny Park isn't 
important. If we discover that Sunny Park is near his restaurant then it won't be 
very hard for me to change my preference.

Another strategy is to think of a new idea for what to do which works better. That 
can be tricky. It often involves questioning ideas one may take for granted. In the 
park example, it was assumed that we would share the car. But do we have to? 
One of us could use a taxi.

To summarize, one strategy is to come up with a new idea about how to go about 
meeting our preferences. And another is to find parts of our preferences that 
aren't actually important and don't need to be there, and remove them.



Not all conflicts can be resolved in this way. Some require something different. 
Sometimes people have to change what they want in bigger ways, not just 
remove parts they realize are unnecessary.

Some things are objectively bad to want.

When something is bad to want, there may not be any way to accommodate 
wanting it. The only solution may involve not wanting it anymore.

It's not a sacrifice to stop wanting something which is bad to want. One doesn't 
lose out on anything good. If there is nothing good about something, there is no 
reason to want it.

To give up wanting something because someone says it's bad would be a 
mistake. He might be mistaken. It's important to understand why it's bad. And if 
any of it isn't bad, one should understand that too and can keep wanting the good 
parts.

We should stop wanting things when we think they are bad. This isn't difficult but 
comes completely naturally. When a person genuinely decides something is bad, 
he will not want it anymore.

If he still wants it, he must think at least part of it is good. This can be addressed 
by learning more. Truth seeking is the way forward.

If something is a mix of good and bad, then the parts should be separated or a 
new version should be created which is better.

Discovering something is counter productive is a good reason to stop wanting to 
do it. And people don't find it hard to change their mind at that point. If it will only 
make things worse, they won't want to do it anymore. The hard part is finding 
mistakes, such as finding out something is counter productive not productive.

For Americans, it's infrequently necessary to change any fundamental values. We 
want things like happiness for everyone. That does not cause conflicts of interest 
between people, and it's not bad to want.

Often when we discover something we wanted is bad, we find out that it's bad for 
something else we already value, or that a purported benefit of it will not actually 
happen.



A lot of good traditions have consequences people didn't realize, and 
understanding their fuller implications can help people change their mind. Here 
are some examples: http://fallibleideas.com/parenting-traditions-chart

People often complain about how hard it is to change their preferences. They 
want what they want. But usually the issue is they don't have good explanations 
about why a preference is bad. They don't have a clear understanding that it's 
counter productive or has some other major flaw.

The real difficulty, in general, is figuring out good ideas, and finding and 
addressing mistakes. Apart from that, the rest is pretty easy.

An important issue is the possibility of conflicts of values within one person. What 
if one wants several things that contradict each other?

Conflicts within one person are fundamentally the same kind of things as conflicts 
between people. The underlying issue is that ideas can conflict with each other.

When ideas conflict, at most one can be true. All the others have mistakes. And 
more commonly, they all have mistakes.

When a person is conflicted, he can resolve his conflict by discovering mistakes 
in his ideas. Then he can stop believing the ideas that are false.

As we learn more and have better ideas, it resolves conflicts in our ideas that 
were due to our past mistakes.

The attitude of cooperation, instead of fighting, applies not only between people 
but also between ideas within one mind. Conflicting ideas shouldn't be seen as 
enemies, and the solution is not to decide a winner. Instead, the goal should be to 
discover more truth.

Because there is only one truth -- all unambiguous questions have exactly one 
right answer -- going in the direction of the truth makes people or ideas come 
closer together. It helps them agree with each other because they have more 
shared ideas.

Why do they have shared ideas? Because whenever they both figure out a truth, 
then that truth is an idea they both have. And if they cooperate in truth seeking, 

http://fallibleideas.com/parenting-traditions-chart


and learn things together, then that helps even more.

Sometimes people disagree and get stuck. It's not really the people who are 
stuck but the conflict of ideas. They don't see how to resolve it and they all think 
they are right.

That is irrational. If one doesn't see how to resolve a conflict -- if he can't clearly 
and persuasively explain the mistakes the other ideas have -- then he should take 
the following stance: "I don't know which of these ideas is best." If he doesn't 
know the answer, then he has no rational reason to favor his own idea.

One should say that all the ideas might be roughly correct since he doesn't know 
a good way to decide between them. And he should also say that none of the 
ideas are perfect, since a really good idea would help him understand why it's the 
best one. If an idea doesn't make it easy to see mistakes in its rivals then it has 
room for improvement.

If everyone takes this neutral stance, which is rational, then they all agree. There 
is no more conflict between the people. The ideas still conflict but the people do 
not. There is only the shared quest: to find the truth, to improve ideas, and to 
discover and correct mistakes.

When values conflict between people, or within one person, then one can 
rationally approach the conflict of ideas, in a truth seeking way, without irrational 
taking sides.

Resolving conflict between people does not require discovering the final, perfect 
truth. That's good because we'll never get there, and we can't even be assured 
that any single true will be discovered anytime soon. We have to live in a way that 
doesn't require having ultimate answers.

That all conflicts can be resolved with reason is important to liberalism. If such 
conflicts were unavoidable then it would mean there would always have to be 
winners and losers. It would pit people against each other and cause fighting. But 
fighting is not inevitable; with liberalism we can reduce it, and as we improved 
liberalism we can reduce fighting without limit.

One of the ideas of persuasion as it relates to liberalism is there's always 
something that all sides can be persuaded of, without anyone sacrificing or losing 
out. There are always win/win solutions instead of insoluble conflicts requiring 



that there be losers or victims.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: David Reid <reidnomad@googlemail.com>
Subject: Re: [BoI] Re: Liberalism
Date: July 26, 2011 at 6:35 AM

To John Campbell's latest posting:

I have been considering this idea of why such universal ideas as
liberalism

You apparently have ignored my earlier remark  that you are trying to sneak
in a false assumption, that is, that liberalism is a universal idea.

are so resisted despite ample evidence for their
explanatory power.

Here you have ignored an  earlier remark by another contributor about the
fact that evidence is open to many different interpretations. Just because
an interpretation appeals to you is no guarantee that it is in any way
absolute.

David Reid



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Liberalism
Date: July 26, 2011 at 11:56 AM

On 24 Jul 2011, at 06:48 PM, Scepticos <scepticos@gmail.com> wrote:

Capitalism is contradictory to cooperation. It depends on conflict and needs to 
be protected by violence.

What aspect of capitalism leads to it needing to be protected by violence?

--
Lulie Tanett



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] CurledUp BoI review
Date: July 26, 2011 at 2:26 PM

On 21 Jul 2011, at 19:12, Alan Forrester wrote:

Lulie Tanett wrote:

On 21 Jul 2011, at 12:50 PM, Elliot Temple <curi@curi.us> wrote:

No, good Spock and evil Spock is not an example of how the multiverse 
works.

Why not?

The universes in the quantum multiverse don't communicate with one another,

What do you mean by 'communicate'? Just that information from one gets leaked 
to another? In that case, what is interference if not that?

Can they not communicate even in principle?

but the good and evil universes in Star Trek do communicate. Universes in the 
quantum multiverse interact by interference: they start out the same, become 
diverse in some of their attributes and then become the same again in a way 
that depends on what happened when they were diverse. They are all the same 
at the end of the experiment so it's not the case that there is information 
traveling from one universe to the other.

Do they have to end up the same at the end of the experiment?

Another problem is that the whole good and evil universe thing in Star Trek 
doesn't make much sense. There are lots of universes we could imagine that 
are far less different than the good universe and the evil universe. So either 
those universes don't exist, or the means of traveling between the good and evil 
universe skip over all the ones that are "in between",

Do you need to only travel to the ones that are very similar? Can you not in 



principle travel to ones that are similar? (Also didn't you say above that you can't 
communicate between them anyway? Which means you can't travel between 
them?)

Also why does it matter whether you can travel to them? That's just one part of 
the Star Trek thing. The basic idea is just that there does exist a universe in which 
there's an evil version of Spock. Is there any problem with that?

both of which sound difficult to explain, and no explanation is given. The real 
multiverse by contrast is comprehensible. The universes that interact in 
interference experiments are all the same at the start and they all end up the 
same at the end, and we have explanations of what happens in between, so the 
picking universes problem is solved for the real multiverse, as is the problem of 
how they interact.

Alan

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: [BoI] BoI Reviews
Date: July 26, 2011 at 2:50 PM

An AP Review came out today:

http://abcnews.go.com/Entertainment/wireStory?id=14159765

For those interested, I've gathered more reviews here:

http://beginningofinfinity.com/links

A couple comments on the AP review:

The other theme — the beginning of infinity — will appeal to readers with a level 
of scientific learning that this reviewer can only dream of approaching someday. 
They should know a lot of math, physics, plenty of astronomy, more than a bit of 
philosophy and ontology, the branch of metaphysics that deals with nature, 
reality or ultimate substance. Such readers may snap up this book — or even 
swallow it whole.

I can see why he would find the chapter with infinity math hard. But the beginning 
of infinity theme runs throughout every chapter, including the low-science ones. 
One doesn't need to understand the math or the physics to understand the 
general theme.

The theme is first and foremost about infinite *progress*. And progress is a 
philosophical concept, not a scientific one.

I also don't think ontology is a very useful discipline. I don't think BoI talks about it 
or refers to it much. Most of the philosophy I would classify as epistemology: 
about the nature and creation of knowledge.

"There is only one way of thinking that is capable of making progress," the book 
concludes, "or of surviving in the long run, and that is the way of seeking good 
explanations through creativity and criticism. What lies ahead of us in any case: 
infinity. All we can choose is whether it is an infinity of ignorance or of 
knowledge, wrong or right, death or life."

http://abcnews.go.com/Entertainment/wireStory?id=14159765
http://beginningofinfinity.com/links


I like that he put this in the review :-)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] CurledUp BoI review
Date: July 26, 2011 at 4:52 PM

----- Original Message -----
From: Lulie Tanett <www@lulie.org>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Tuesday, 26 July 2011, 19:26
Subject: Re: [BoI] CurledUp BoI review

On 21 Jul 2011, at 19:12, Alan Forrester wrote:

 Lulie Tanett wrote:

 On 21 Jul 2011, at 12:50 PM, Elliot Temple <curi@curi.us> wrote:

 No, good Spock and evil Spock is not an example of how the
multiverse works.

 Why not?

 The universes in the quantum multiverse don't communicate with one
another,

What do you mean by 'communicate'? Just that information from one gets
leaked to another? In that case, what is interference if not that?

Can they not communicate even in principle?

Communicate means I have ham and pineapple pizza and I tell people in the 
other universe that I've had ham and pineapple pizza. Interference doesn't 
involve me telling people in another universe what pizza I had. Rather what 
happens is that the object undergoing interference differentiates into multiple 
versions and the result of the experiment is obtained by adding up those 
versions. So, for example, I might start out with a system in the state 1, then it 



differentiates into states 2 and 3. There's then a rule that says if the number of a 
particular version is odd increase it by 1 otherwise leave it alone. This is different 
from saying something like measure the state and if it's odd then increase by 1. 
So then the states are 2 and 4. The system might then evolve to end up in a state 
that is the sum of the numbers of the intermediate state: in this case 2+4=6. You 
could produce different numbers with different rules, or with different intermediate
 states, so the final state depends on all of that stuff. But you didn't communicate 
with the versions of the system that were in the states 2 and 4.

 but the good and evil universes in Star Trek do communicate. Universes in
the quantum multiverse interact by interference: they start out the same, 
become
diverse in some of their attributes and then become the same again in a way 
that
depends on what happened when they were diverse. They are all the same at 
the
end of the experiment so it's not the case that there is information
traveling from one universe to the other.

Do they have to end up the same at the end of the experiment?

They all have to end up the same at the end of an interference experiment.

 Another problem is that the whole good and evil universe thing in Star Trek
doesn't make much sense. There are lots of universes we could imagine that
are far less different than the good universe and the evil universe. So either
those universes don't exist, or the means of traveling between the good and
evil universe skip over all the ones that are "in between",

Do you need to only travel to the ones that are very similar? Can you not in
principle travel to ones that are similar? (Also didn't you say above that
you can't communicate between them anyway? Which means you can't travel
between them?)

The point is just that there are lots of problems that aren't explained in the Star 
Trek example and it doesn't seem to make much sense (Why does the doorway 
between universes skip over many "closer" universes?), whereas the real 
multiverse does have good explanations.



Also why does it matter whether you can travel to them? That's just one part
of the Star Trek thing. The basic idea is just that there does exist a universe
in which there's an evil version of Spock. Is there any problem with that?

No.

Alan



From: Lulie Tanett <www@lulie.org>
Subject: [BoI] Rand's view of the average person
Date: July 26, 2011 at 5:22 PM

Is it true that Rand thought most people were barely sentient/worthless/sheep 
who never think for themselves? (To use her terminology, "second-handers, 
moochers and looters" -- except one can be those three things without being 
*entirely* like that, and here I do mean completely like that.)

And that most people are only as successful as they are because they get 
dragged up by the elite few who propel progress in society?

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: [BoI] History of Liberalism: Edmund Burke
Date: July 26, 2011 at 5:33 PM

Edmund Burke is one of the most important liberal thinkers.

Burke was the most effective politician ever to live. He caused a great deal of 
liberal reform, and helped educate many people (including within his own party). 
He was a member of the whig party in England and lived 1729-1795.

Burke helped improve policy especially in these broad areas: limiting the King's 
power, better treatment of Ireland and Catholics, better treatment of America, 
better treatment of India, and better understanding of, and opposition to, the 
French Revolution.

He favored policies such as peace and free trade with America, addressing the 
American grievances the caused the war, ending abuses in India, and limiting the 
power of the monarchy. He was a busy politician and great speaker, and many of 
his reform attempts were successful.

Burke dramatically changed the world in two particular cases, perhaps saving 
civilization. First, he was responsible for peace between Britain and America after 
the war of independence. Try to imagine a world with Britain and America as long 
term enemies!

Second, Burke was by far the leading rational opponent of the French Revolution. 
He considered himself alone in this for a period of years, but he persisted and 
won out. The French Revolution threatened to destroy Europe. Burke persuaded 
people it was a bad idea when others did not understand the danger.

Many people do not know that peace between Britain and America was not 
inevitable after Cornwallis' surrender. It was not taught at my school. Wikipedia 
gets it wrong. So I'll comment on that a little.

http://en.wikipedia.org/wiki/American_Revolutionary_War#Yorktown_and_the_sur
render_of_Cornwallis

In London, as political support for the war plummeted after Yorktown, Prime 
Minister Lord North resigned in March 1782. In April 1782, the Commons voted 
to end the war in America. Preliminary peace articles were signed in Paris at the 
end of November, 1782; the formal end of the war did not occur until the Treaty 

http://en.wikipedia.org/wiki/American_Revolutionary_War#Yorktown_and_the_surrender_of_Cornwallis


of Paris and Treaties of Versailles were signed on September 3, 1783.

This is not what happened. Peace was a very close call and only happened 
because Burke really wanted peace and stood up to the King. To modern people, 
standing up to a King may not sound as important as it was. It was a really big 
deal. Peace treaties do not happen automatically but have causes, and the 
primary cause of this one was Burke.

The King wanted to continue the war, and had broad political support for this. 
America expected the war to continue too and was skeptical and wary about the 
peace treaty. This topics is covered well in _The Great Melody: A Thematic 
Biography of Edmund Burke_ By Conor Cruise O'Brien.

Moving on, Burke was a very good philosopher but he largely kept his 
philosophical ideas to himself. He was first and foremost a politician. If something 
would not be politically effective he didn't want to say it. That isn't to say he was 
timid. He pushed hard for reforms that were ahead of their time, and sometimes 
succeeded at dragging the country forward. But he did not publish all his ideas 
just for the sake of telling people.

As an example, some of Burke's associates misunderstood some of positions. He 
made a habit of not correcting them when it would have done political harm. For 
example, when Burke worked with Phillip Francis regarding India, he did not bring 
up major disagreements (on other issues) they had which Burke was aware of but 
Francis was not. Burke kept his mouth shut for the sake of reforming India policy.

Because of Burke's hesitance to speak his mind philosophically, and only to make 
politically effective statements, it's harder to accurately understand his ideas. It 
means he didn't use advanced arguments he may have known but which people 
would not have understood and therefore not been persuaded by. Burke primarily 
used arguments that other people would think were good, rather than the ones he 
considered truest.

While the wisdom of this approach is debatable in some ways, it worked. Burke 
accomplished many important political changes, including two world changing 
accomplishments. We should thank him for it.

Burke was the first person to understand anarchism that I'm aware of. William 



Godwin has sometimes been called the first anarchist. but Burke precedes him. 
Anarchism is important to liberalism; one can't really be a full fledged liberal 
without understanding it.

However, anarchism was not a political reform possible for Burke to achieve in his 
life time. Talking about it would have made him a less effective politician. So there 
isn't much information on the topic and his ideas are not understood well.

Further, Burke's understanding of anarchism was more sophisticated than most 
anarchist theory. Most anarchists are radical utopians and that's what people 
associate with anarchy. Burke isn't recognizably an anarchist of that type because 
he wasn't.

The basic concept of anarchism is that Governments are inherently coercive. 
They do harm. That's bad. And so it should be reformed. Burke knew this. But 
most anarchists then advocate for the destruction of the Government rather than 
a very gradual transition by piecemeal reform.

Burke, in addition to understanding the fundamental incompatibility of coercive 
Government with liberal principles, also understood the rational value of tradition, 
the dangers of utopianism, and the necessity for gradual, piecemeal progress. 
This additional knowledge sets Burke apart from most anarchists.

Gradual reform is the correct liberal way. Radicalism is a mistake. Burke's 
opposition to radicalism shows up most clearly in his stance against the French 
Revolution and is explained in his book on that topic.

Burke also understood free trade very well. He doesn't get as much credit for this 
as he should. He argued that Britain could make more money by free trade with 
America than oppressive taxes! That was wonderful.

Here is what Adam Smith (author of The Wealth of Nations) said of Burke:

[Burke was] the only man I ever knew who thinks on economic subjects exactly 
as I do, without any previous communications having passed between us

E. G. West, Adam Smith (New York: Arlington House, 1969), p. 201

Here is some summary of a few pieces of Burke's thinking related to liberalism:



People and society aren't perfect. Reform is good. But what we have is a lot 
better than the past, and that is valuable. So reform should be careful not to mess 
up previous improvements.

Violence is really really bad (that includes violent revolution). Better to delay a 
reform than to have violence. Violence doesn't actually lead to lasting 
improvement; it doesn't work; and it has a terrible cost. Violence hurts people and 
also sometimes destroys existing traditions and knowledge that elevate our 
civilization above primitive.

Burke said, “A disposition to preserve and an ability to improve ... would be my 
standard of a statesman.”

It's important how people, societies, and political systems handle disagreement. If 
disagreements will lead to violence then that's really bad. They need to be able to 
handle disagreements rationally or at least peacefully. Resolving disputes by 
force is bad because "might makes right" is not truth seeking and because it hurts 
people.

For more information on Edmund Burke, the best book is _The Great Melody: A 
Thematic Biography of Edmund Burke_ By Conor Cruise O'Brien, or Burke's own 
works. Many of Burke's works are available online. Some good ones are his 
America speeches and his French Revolution book:

http://www.constitution.org/eb/rev_fran.htm
http://www.gutenberg.org/ebooks/5655
http://oll.libertyfund.org/?
option=com_staticxt&staticfile=show.php%3Ftitle=796&chapter=20354&layout=ht
ml&Itemid=27

Burke's early publication discussing anarchism is also interesting (but has often 
been misunderstood, it doesn't directly make clear what Burke's own views 
actually are):

http://oll.libertyfund.org/index.php?
option=com_staticxt&staticfile=show.php%3Ftitle=850&Itemid=28

-- Elliot Temple

http://www.constitution.org/eb/rev_fran.htm
http://www.gutenberg.org/ebooks/5655
http://oll.libertyfund.org/?option=com_staticxt&staticfile=show.php%3Ftitle=796&chapter=20354&layout=html&Itemid=27
http://oll.libertyfund.org/index.php?option=com_staticxt&staticfile=show.php%3Ftitle=850&Itemid=28


http://curi.us/

http://curi.us/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Scientism
Date: July 26, 2011 at 10:39 PM

On 2011-07-25, at 9:28 AM, Lulie Tanett wrote:

I've heard there's lots of scientism in psychology. For instance, anything that 
purports to measure happiness. Why is that scientism?

Happiness is not a measurable quantity. We have no units to measure it in. 
People don't all define happiness in the same way. Even when they try to 
"measure" it, they aren't all measuring the same thing.

Happiness in these studies is "measured" by asking people to rate their 
happiness, say on a level of 1-10. This method of "measurement" wouldn't 
provide accurate results even for quantities which *are* objectively measurable.

For example, say we wanted to compare the temperature in various cities or 
countries. Sending out a survey asking people to rate how hot it was today, on a 
scale of 1-10, would be absurd. People living in a cooler climate might rate a 
daytime high of 80ªf (27ªc) as a 10, whereas those in a warmer climate might rate 
that same temperature as a 3.

When you look at people's ratings of their own happiness, you have no way to 
know what they were rating, or how they were feeling. You cannot compare two 
people's ratings and get any meaningful information about how their actual 
internal states compare.

 Or studies that measure whether an animal suffers if you do a certain thing to it.

In those studies they measure physiological things, like heart rate or cortisol 
levels. They then interpret those responses as suffering. Since when humans 
suffer, they often have elevated heart rates and increased cortisol levels, they 
decide those must also be markers of suffering in animals.

The problem here is that the very thing they are intending to *prove* is that 
animals suffer as humans do. But, their argument actually *depends on* the 
premise that if x corresponds with suffering in humans, it must also correspond 
with suffering in animals. So, their very argument assumes the conclusion as a 



premise. This is circular reasoning.

This is a problem with most psychological research. You cannot directly observe 
emotions or intentions. You can only observe behaviours or physiological 
reactions. You must *interpret* those behaviours or reactions as implying a 
specific emotion or intention. But, the very thing the studies are intending to prove 
*is* the emotion or intention.

They are deciding ahead of time "behaviour X means emotion Y". Then they 
observe behaviour X and call it evidence of emotion Y. But, they have absolutely 
*no way* of knowing what emotion or intention is indicated by any particular 
observable behaviour. There is no way to make this leap. You cannot know what 
another person is thinking or feeling.

One thing that makes these studies seem persuasive to some people is that, 
within a common culture, there are certain behaviours that *are* usually used to 
signify particular emotions. People smile when they are happy or cry when they 
are sad.

But those are just general guidelines. They are useful for getting along with 
people in everyday life. They aren't foolproof. People often purposely hide their 
emotions by using the "wrong" signs. Or, they react in a way that is socially 
normal without even thinking about what they are actually feeling. These 
unreliable signs certainly shouldn't be used as scientific measurements!

Another problem is that psychology is often studying people who are considered 
deviant, or looking at differences between cultures. In those cases, it is especially 
misleading to interpret behaviours to mean whatever it is the researchers' 
common culture usually assumes.

Or studies that show children are more violent if they play video games.

Again, these studies often rely on interpreting particular behaviours as standing 
for particular emotions or intentions.

One type of  study will show children violent TV or video games, then give them 
toys to play with while researchers watch them. The researchers will record any 
"violent" behaviour the child displays towards the toy. In this case, they are 



interpreting play behaviours -- towards a toy! -- to stand for the child actually 
feeling or being violent.

Some people believe the case against TV is strong because they also have long 
term evidence. There are studies that show that children who watched more TV 
were more likely to commit crimes and end up in prison later in life.

This type of correlation study is another major problem with psychological 
research. There is no way to create randomized double-blind studies for this type 
of thing. You can't have people not know whether or not they were watching TV. 
You also can't just put people into groups, and tell one set of parents to let their 
children watch 8 hours of TV a day for the next 10 years, and the other set to let 
them watch no TV.

So, correlation studies are full of self-selected groups. When you are looking at 
kids who watched a lot of TV vs kids who didn't, you have to recognize that there 
is some *reason* they watched different amounts of TV. They are *already 
different* without the TV.

Why are they scientism?

They are purporting to use the methods of science to study their ideas. They are 
mimicking science -- they measure things, change variables, create control 
groups, etc. But, they are not measuring real or objective quantities with real 
instruments, as science does. They are changing variables, but they are reporting 
as the results something that is not actually observable.

This might be confusing to some people, because science *does* actually 
interpret results to mean something that was not directly observable in the 
experiment. But there is a very important difference -- scientific studies are very 
clear on the distinction between the *actual observed results* and the 
*interpretation* of those results. The scientism I am talking about conflates the 
two.

The studies report observing a  rating of 10 as observing *happiness* or 
observing a child as hitting a toy as observing *violence*. The happiness or 
violence are not given as possible interpretations of the study: they are given as 
the *results* of the study. There are no explanations of why the results were 



interpreted in that way, because there is no admittance that it is an interpretation. 
It is an assumption built into the study itself.

Is scientism that bad/dangerous? Why?

Scientism appeals to the authority of science to argue its conclusions. People 
listen because they think all these studies and methods and papers must mean 
that the conclusions are reliable. They believe that these things have actually 
been measured and observed.

Instead of honestly reporting actual observations, and providing arguments for 
certain explanations and interpretations of those results, it is pretended that those 
explanations and interpretations were directly observed. This prevents open 
discussion of the actual issues involved.

Jordan



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Scientism
Date: July 27, 2011 at 7:40 AM

On 27 Jul 2011, at 3:39am, Jordan Talcot wrote:

They are purporting to use the methods of science to study their ideas. They are 
mimicking science -- they measure things, change variables, create control 
groups, etc. But, they are not measuring real or objective quantities with real 
instruments, as science does. They are changing variables, but they are 
reporting as the results something that is not actually observable.

This might be confusing to some people, because science *does* actually 
interpret results to mean something that was not directly observable in the 
experiment. But there is a very important difference -- scientific studies are very 
clear on the distinction between the *actual observed results* and the 
*interpretation* of those results. The scientism I am talking about conflates the 
two.

Yes, and the interpretations of experimental results in real science are made 
according to independently testable, explanatory theories of how the 'raw data' 
are related to the quantity one hopes to measure.

-- David Deutsch



From: Scepticos <scepticos@gmail.com>
Subject: Re: [BoI] Liberalism
Date: July 27, 2011 at 9:03 AM

On Tue, Jul 26, 2011 at 8:56 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 24 Jul 2011, at 06:48 PM, Scepticos <scepticos@gmail.com> wrote:

Capitalism is contradictory to cooperation. It depends on conflict and
needs to be protected by violence.

What aspect of capitalism leads to it needing to be protected by violence?

--
Lulie Tanett

Lulie,

I told Elliott that I wouldn’t be posting to this list in future, but your
charming little Socratic question brings me back.

Hypothesis: The aspect of capitalism that leads to it needing to be
protected by violence is that it is based on private property.

To consider this hypothesis, to falsify it, it seems to me that we need to
consider the question historically (secondary hypothesis). Capitalism is not
an idea that can be discussed in an a-historical frame. It evolved in
certain societies in a certain way.

A brief summary history of capitalism in England and the United States might
include some of the following:

1)      The enclosure movement in England in the late eighteenth century



forced people who had survived by use of the commons to supplement their
subsistence from agricultural labor from the country to the newly
industrialized cities and towns.

2)      Improvements in technology reduce more complex craft work to more
isolated tasks in the industrial production process. This, combined with the
flood of agricultural workers coming from the enclosed countryside, leads to
what Marx called a large “reserve army of the unemployed” which drives down
wages to a subsistence level and leads to the Dickensian universe of
aristocratic and new capitalist owner’s wealth and widespread poverty among
urban and agricultural workers.

3)      The increase in poverty leads to numerous popular movements for
reform, which are suppressed by imprisonment of the reform leaders.  The
lives of hundreds of thousands are shortened by the miserable conditions of
life for the industrial poor.

4)      In the United States an industrialized North exists with a
slave-based agricultural society in the South until the Civil War (imposed
by violence), which secures the domination of the economy by the industrial
north and releases large numbers of slaves who migrate to the northern
cities. 500,000 dead in the war.

5)      Gradually a union movement secures some rights for industrial
workers. This is resisted by the owners of industrial enterprise in every
way possible, including outright violence. In the US witness the bloody
suppression of the Haymarket labor march in Chicago in 1886, the Everett
massacre of the Wobblies in 1916, the breaking of the strikes in the West
Virginia Mine Wars of 1920-1921.

6)      With the rise of European imperialism, new global markets and access
to raw materials are secured by force of arms.

7)      The Great Depression of the 1930s creates misery for millions. This
gives impetus to the rise of the social democratic model that now dominates
most of Europe. This combination of private enterprise with regulation and a
social safety net are a response to the manifest failure of unrestrained
capitalism to bring the benefits of industrial innovation to all.

8)      Today the United States has 900 bases around the world. What are



they there for?

It seems to me if my thesis is to be falsified; it must in the historical
record that we must seek an understanding and evidence. I would love to see
evidence of the peace and cooperation that capitalism can bring to society
based on that historical record.

The problem that seems to be at the root of the dynamic of capitalism is
that for it to succeed, private property rights must be imposed by force.
Hobbes showed why this is so in the seventeenth century. This may be the
best of all possible worlds, but I don’t see that we can sweep away the
protections that governments in the twentieth century have secured for
rights of assembly and union activity without the rise again of the same
dynamic of impoverishment that led to their creation in the first place. Of
course we need to move on from here, not recreate the past. I just doubt
that that cooperative world that we all would wish will come with a return
to capitalism without government.

Ciao,

Randal



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Liberalism
Date: July 27, 2011 at 12:05 PM

On 27 Jul 2011, at 2:03pm, Scepticos wrote:

On Tue, Jul 26, 2011 at 8:56 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 24 Jul 2011, at 06:48 PM, Scepticos <scepticos@gmail.com> wrote:

Capitalism is contradictory to cooperation. It depends on conflict and needs to 
be protected by violence.

What aspect of capitalism leads to it needing to be protected by violence?

Hypothesis: The aspect of capitalism that leads to it needing to be protected by 
violence is that it is based on private property.

All the features of "private property" that you link to what you call "capitalism" 
relate to the attribute *private* (i.e. non-governmental), while all the features that 
you link to violence relate to the attribute "property".

So your explanation contains a gap, of the "and-then-a-miracle-occurs" variety. 
For, regardless of whether you call the institution "property" or not, *every* 
political/economic system relies on violence or the threat of violence to prevent 
people from using physical objects in ways deemed illegitimate under that 
system.

To criticise "capitalism" (whatever you mean by that) on the grounds that it "needs 
to be protected by violence" is therefore contentless.

A brief summary history of capitalism in England and the United States might 
include some of the following:

1)      The enclosure movement in England in the late eighteenth century forced 
people who had survived by use of the commons to supplement their 
subsistence from agricultural labor from the country to the newly industrialized 
cities and towns.

2)      Improvements in technology reduce more complex craft work to more 



isolated tasks in the industrial production process. This, combined with the flood 
of agricultural workers coming from the enclosed countryside, leads to what 
Marx called a large “reserve army of the unemployed” which drives down wages 
to a subsistence level and leads to the Dickensian universe of aristocratic and 
new capitalist owner’s wealth and widespread poverty among urban and 
agricultural workers.

3)      The increase in poverty leads to numerous popular movements for reform, 
which are suppressed by imprisonment of the reform leaders.  The lives of 
hundreds of thousands are shortened by the miserable conditions of life for the 
industrial poor.

4)      In the United States an industrialized North exists with a slave-based 
agricultural society in the South until the Civil War (imposed by violence), which 
secures the domination of the economy by the industrial north and releases 
large numbers of slaves who migrate to the northern cities. 500,000 dead in the 
war.

5)      Gradually a union movement secures some rights for industrial workers. 
This is resisted by the owners of industrial enterprise in every way possible, 
including outright violence. In the US witness the bloody suppression of the 
Haymarket labor march in Chicago in 1886, the Everett massacre of the 
Wobblies in 1916, the breaking of the strikes in the West Virginia Mine Wars of 
1920-1921.

6)      With the rise of European imperialism, new global markets and access to 
raw materials are secured by force of arms.

7)      The Great Depression of the 1930s creates misery for millions. This gives 
impetus to the rise of the social democratic model that now dominates most of 
Europe. This combination of private enterprise with regulation and a social 
safety net are a response to the manifest failure of unrestrained capitalism to 
bring the benefits of industrial innovation to all.

8)      Today the United States has 900 bases around the world. What are they 
there for?

It seems to me if my thesis is to be falsified; it must in the historical record that 
we must seek an understanding and evidence. I would love to see evidence of 
the peace and cooperation that capitalism can bring to society based on that 



historical record.

That's impossible if you define most everything as "violence" if it is done under 
what you call "capitalism", while also defining almost all violence as being caused 
by "capitalism".

Additionally, evidence is useless unless (among other things) one knows at least 
two explanations that it would distinguish between.

BTW, it's interesting that the Marxist theory of history and economics that you 
sketch above did not lead Marx himself to consider "relying on violence" to be a 
fatal flaw in an ideology.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Rand's view of the average person
Date: July 27, 2011 at 1:50 PM

On Jul 26, 2011, at 2:22 PM, Lulie Tanett wrote:

Is it true that Rand thought most people were barely sentient/worthless/sheep 
who never think for themselves?

No.

(To use her terminology, "second-handers, moochers and looters" -- except one 
can be those three things without being *entirely* like that, and here I do mean 
completely like that.)

Second-hander, moocher, and looter are not similar to "barely sentient".

A moocher or looter is someone who wants what he did not earn, at someone 
else's expense.

A second hander is a person whose value system focusses too much on other 
people, and too little himself. He is the kind of person who doesn't know what to 
do, or what to think, when he's alone.

And that most people are only as successful as they are because they get 
dragged up by the elite few who propel progress in society?

The best people are responsible for a great deal of progress.

One reason is that important new ideas often disagree with what (almost) 
everyone thinks they know. People who consider ideas contrary to common 
sense and social norms are outliers. And when they succeed, they are elite.

Now I'd like to consider an example about creating wealth. Creating wealth is an 
important kind of progress. Keep in mind that money isn't just pieces of paper. 
When people are paid it's because they created concrete and useful wealth, like 
corn, tools, clothing or refrigerators. Or they performed a service someone 
valued.



Consider a standard and simple job, with fairly low levels of responsibility and 
creativity required on an ongoing basis. If someone works at that job for an 
average of 50k/yr for 40 years then he will be paid $2 million. How much value 
has he created?

He creates more than $2 million in value for his employer, otherwise his employer 
would not want to hire him. Trade needs to involve mutual benefit.

His employer also brings value to the table. The employer takes on 
responsibilities such as figuring out what products or services are valuable, and 
how to sell them, and provides the employee with a relatively simple but 
productive role he can do. The employer also takes risk while shielding his 
employee from risk (if the company fails, the employee still got all his paychecks, 
but the employer loses out.)

What would the employee do without his employer? How much money could he 
make on his own? He would have to come up with a business idea and get it 
started, find customers, and so on. He might fail. He might find this very difficult 
and be bad at it. He might make a tenth of what he made at his job.

It's hard to estimate but we can use $2 million as a conservative ballpark figure, 
bearing in mind that the figure is only this high due to the developed state of the 
modern economy, the knowledge of modern entrepreneurs, modern technology, 
modern political knowledge to keep society peaceful, and so on.

Now compare that figure to how much wealth Steve Jobs and a small group of his 
associates (who he found, gave roles, gave training, etc..) created. Steve created 
many orders of magnitude more wealth by his work than most people do. Apple 
would not exist without Steve. How much value is that?

The current market cap for Apple is $374 billion. That is 187,000 times more than 
the $2 million we were discussing earlier. But the value Steve brought into the 
world is much more than that.

Every single time someone buys a Mac or iPhone they believe they are getting 
more value than the price they are paying. Often, far more. Apple engages in very 
little price discrimination and sells things at mass market prices. Many people 
who don't care much about computers or technology buy Apple products and 
believe they have benefitted.



So what about computer and technology enthusiasts? What about disabled 
persons who rely on Apple's world class accessibility features? What about 
young children, old people, and technologically illiterate people who require 
Apple's world class ease-of-use? What about professionals who use Macs for 
their job? Audio and video creators and editors, programmers, scientists, and 
even secretaries? Many of these people value Apple products ten or more times 
as much as the mass market consumer does.

When Apple introduced the Power Mac g4, it was the first super computer 
available to consumers. They just plain weren't available before that. The US 
military even told Apple they weren't allowed to sell it in some countries because 
that kind of power was too dangerous. The price of the Power Mac g4 does not 
do justice to how much value it provided.

When they announced it, Apple brought a scientist on stage to talk about how it 
was changing his work. It made a huge difference for him. He had a pile of g4s 
running a computation and it was going to finish in a month or two. Previously he 
wouldn't have been able to do it at all. And he talked about how expensive 
(sometimes a thousand dollars an hour) and inconvenient it was to buy super 
computer time in the few places some was available. Apple significantly helped 
the progress of science.

So how much more value exists because of Steve Jobs compared to our regular 
first world person who we credited with $2 million? Several million times more 
value? It's hard to say but it's way more; it's in a different category. Steve's 
initiative and mind dramatically improved the world.

Now let's consider the value a scientist can create. Margaret Thatcher estimated 
that the present value of the physicist Michael Faraday's discoveries exceeded 
the capitalisation of the London Stock Exchange:

http://www.margaretthatcher.org/document/107346

First, although basic science can have colossal economic rewards, they are 
totally unpredictable. And therefore the rewards cannot be judged by immediate 
results. Nevertheless the value of Faraday's work today must be higher than the 
capitalisation of all the shares on the Stock Exchange!

Simple labor could never have created the value that scientific thinking has. And 

http://www.margaretthatcher.org/document/107346


many big scientific breakthroughs have been made by one person or a small 
number of people.

Similarly in philosophy most major progress has been made by one person or a 
small number of people. Consider Karl Popper.  He did so much work of huge 
value. Meanwhile inductivist philosophers, language analysis philosophers, 
positivists, and so on, were kind of wasting their time.

One more relevant thing is the book The Mythical Man Month which explains how 
assigning more programmers to software projects has limited effectiveness at 
getting the projects completed faster, at at some each additional programmer 
starts yielding negative benefit. What's needed for effective software development 
is a small number of very skilled programmers, not a large number of mediocre 
ones. By the way, Steve Jobs read and understood this book and Apple as a 
company uses and applies its knowledge, and that is one of the reasons for 
Apple's success. World class ideas make a big difference!

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Liberalism
Date: July 27, 2011 at 3:22 PM

On Wed, Jul 27, 2011 at 6:03 AM, Scepticos <scepticos@gmail.com> wrote:

2) Improvements in technology reduce more complex craft work to more 
isolated tasks in the industrial production process. This, combined with the flood 
of agricultural workers coming from the enclosed countryside, leads to what 
Marx called a large “reserve army of the unemployed” which drives down wages 
to a subsistence level and leads to the Dickensian universe of aristocratic and 
new capitalist owner’s wealth and widespread poverty among urban and 
agricultural workers.

You are claiming by implication that minimally skilled labor was
making above subsistence income, prior. When and how did that begin?

8) Today the United States has 900 bases around the world. What are they 
there for?

Defense.

It seems to me if my thesis is to be falsified; it must in the historical record that 
we must seek an understanding and evidence. I would love to see evidence of 
the peace and cooperation that capitalism can bring to society based on that 
historical record.

Try looking at the following for the last 3000 years:

- wars between liberal countries (or states, city-states, tribes, empires, etc…)

- wars between a liberal country and a non-liberal country

- wars between two non-liberal countries

Wikipedia has extensive lists of wars to help out:

http://en.wikipedia.org/wiki/Lists_of_wars

When countries are mixed, consider who had political power. E.g. for

http://en.wikipedia.org/wiki/Lists_of_wars


the American revolutionary war, the liberal whig party wanted peace
with America not war, but they were not in power and didn't get to set
policy, so England counts as non-liberal.

War is nothing new. What I think needs greater explanation is peace
and prosperity. E.g. why did England and France *stop* having wars?

The problem that seems to be at the root of the dynamic of capitalism is that for 
it to succeed, private property rights must be imposed by force.

Would you call it a violent system if it defended people's lives by
force, against forcible murder?

How do you expect them to live if their possessions are not also
defended by force, against forcible theft?



From: Randal <scepticos@gmail.com>
Subject: [BoI] Re: Liberalism
Date: July 27, 2011 at 5:31 PM

On Jul 27, 9:05 am, David Deutsch <david.deut...@qubit.org> wrote:
On 27 Jul 2011, at 2:03pm, Scepticos wrote:

On Tue, Jul 26, 2011 at 8:56 AM, Lulie Tanett <lul...@gmail.com> wrote:

On 24 Jul 2011, at 06:48 PM, Scepticos <scepti...@gmail.com> wrote:

Capitalism is contradictory to cooperation. It depends on conflict and needs 
to be protected by violence.

What aspect of capitalism leads to it needing to be protected by violence?
Hypothesis: The aspect of capitalism that leads to it needing to be protected by 
violence is that it is based on private property.

All the features of "private property" that you link to what you call "capitalism" 
relate to the attribute *private* (i.e. non-governmental), while all the features that 
you link to violence relate to the attribute "property".

So your explanation contains a gap, of the "and-then-a-miracle-occurs" variety. 
For, regardless of whether you call the institution "property" or not, *every* 
political/economic system relies on violence or the threat of violence to prevent 
people from using physical objects in ways deemed illegitimate under that 
system.

To criticise "capitalism" (whatever you mean by that) on the grounds that it 
"needs to be protected by violence" is therefore contentless.

David

I confess to bewilderment at your first paragraph. I am always
confused when people use scare quotes ("capitalism") and then star
quotes (*every*) in the same sentence. Not sure what your meaning is
here. If you mean "Every political / economic system relies on
violence or the threat of violence to prevent people from . . ." I



almost agree with your assertion, given here without evidence or
argument. My only reservation here would be that as a Pyrrhonian I
can't accept that some system might not be found that did not rely on
violence, but I think it may be unlikely.

But I don't think it is necessary to explain this further, because I
think you have misunderstood the context for my post. This post was an
expansion of a post replying to Elliott's contention in his original
post that "Liberalism is the political philosophy of freedom,
individualism, capitalism, world peace, cooperation, voluntary action,
tolerance, diversity, reason, global free trade, and social harmony."
I took that to mean that capitalism = cooperation. He has not
contradicted that. This was the thesis that I wanted to argue
against.

As for your parenthetical concern for my use of the word "capitalism",
I was responding to Elliott's use of the word without further
definition. If you want mine, I would say that capitalism is that
system of organization of social production in which private persons
are granted ownership (by the state) of productive processes.
Capitalism socialized production. Socialism would socialize ownership.
As I understand Elliott's liberalism this would remove all government
regulation, authorization, and protection from capitalism.

A brief summary history of capitalism in England and the United States might 
include some of the following:

1)      The enclosure movement in England in the late eighteenth century 
forced people who had survived by use of the commons to supplement their 
subsistence from agricultural labor from the country to the newly industrialized 
cities and towns.

2)      Improvements in technology reduce more complex craft work to more 
isolated tasks in the industrial production process. This, combined with the 
flood of agricultural workers coming from the enclosed countryside, leads to 
what Marx called a large “reserve army of the unemployed” which drives down 
wages to a subsistence level and leads to the Dickensian universe of 
aristocratic and new capitalist owner’s wealth and widespread poverty among 



urban and agricultural workers.

3)      The increase in poverty leads to numerous popular movements for 
reform, which are suppressed by imprisonment of the reform leaders.  The 
lives of hundreds of thousands are shortened by the miserable conditions of 
life for the industrial poor.
4)      In the United States an industrialized North exists with a slave-based 
agricultural society in the South until the Civil War (imposed by violence), 
which secures the domination of the economy by the industrial north and 
releases large numbers of slaves who migrate to the northern cities. 500,000 
dead in the war.

5)      Gradually a union movement secures some rights for industrial workers. 
This is resisted by the owners of industrial enterprise in every way possible, 
including outright violence. In the US witness the bloody suppression of the 
Haymarket labor march in Chicago in 1886, the Everett massacre of the 
Wobblies in 1916, the breaking of the strikes in the West Virginia Mine Wars of 
1920-1921.

6)      With the rise of European imperialism, new global markets and access to 
raw materials are secured by force of arms.

7)      The Great Depression of the 1930s creates misery for millions. This 
gives impetus to the rise of the social democratic model that now dominates 
most of Europe. This combination of private enterprise with regulation and a 
social safety net are a response to the manifest failure of unrestrained 
capitalism to bring the benefits of industrial innovation to all.

8)      Today the United States has 900 bases around the world. What are they 
there for?

It seems to me if my thesis is to be falsified; it must in the historical record that 
we must seek an understanding and evidence. I would love to see evidence of 
the peace and cooperation that capitalism can bring to society based on that 
historical record.

That's impossible if you define most everything as "violence" if it is done under 
what you call "capitalism", while also defining almost all violence as being 
caused by "capitalism".



Additionally, evidence is useless unless (among other things) one knows at least 
two explanations that it would distinguish between.

You are probably right here. And I probably misrepresented what I was
trying to say in the latest post. I shouldn't have posed my hypothesis
in the way that I did. I was really trying to present contrary
evidence to what I took to be Elliott's contention that capitalism =
cooperation.

BTW, it's interesting that the Marxist theory of history and economics that you 
sketch above did not lead Marx himself to consider "relying on violence" to be a 
fatal flaw in an ideology.

Aside from my Pyrrhonian objection noted above, nor do I, given the
inductive evidence (some of which I presented) and Hobbes's very good
deductive argument that violence is inevitable in human society . From
what you say above, I assume that you agree that the threat of
violence (and its occasional use) is an inevitable part of capitalism
and most other forms of economic organization. A Marxist friend of
mine recently recalled an argument in a lecture by the anthropolgist
Malinowski that cooperative societies are quite well known in the
anthropological literature.So we mustn't give up hope. This might well
be some form of Elliott's liberal society. My argument here has been
that one can't say that capitalism, according to our current
understanding of its historical reality, is one of those societies
based on cooperation.

You may call the above "Marxist" but I don't embrace that label. It is
true that part of the history derives from E.P. Thompson's The Making
of the English Working Class. Good book, which which any liberal
should have some acquantaince, it seems to me.

Best regards,

Randal

-- David Deutsch- Hide quoted text -



- Show quoted text -



From: Westmiller@aol.com
Subject: Re: [BoI] Digest for beginning-of-infinity@googlegroups.com - 8 
Messages in 6...
Date: July 27, 2011 at 7:04 PM

Elliot Temple writes:
Burke helped  improve policy especially in these broad areas: limiting

the King's power,  better treatment of Ireland and Catholics, better treatment
of America, better  treatment of India, and better understanding of, and
opposition to, the French  Revolution.<

There are certainly grounds for praising Burke, but there  were mitigating
factors:

"His support for the abolition of slavery was  only gradualist, his
religious toleration did not extend to atheists (whom he  saw as dangerous
criminals) and, whilst in favor of curbing royal patronage,  Burke supported
monarchy and  aristocracy."
http://www.bigeye.com/burke1.htm

There were also strong  theocratic, collectivist, and racist ideas in his
writings. When his article on  anarchy became known, he disavowed it as
"satire" ... hoping to avoid political  embarrassment:
http://www.lewrockwell.com/rothbard/rothbard11.html

On  the whole, I'd call him an enlightened conservative, rather than a
liberal  hero.

Bill

http://www.bigeye.com/burke1.htm
http://www.lewrockwell.com/rothbard/rothbard11.html


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: History of Liberalism: Edmund Burke
Date: July 27, 2011 at 8:15 PM

On Jul 27, 2011, at 4:04 PM, Westmiller@aol.com wrote:

Elliot Temple writes:
Burke helped  improve policy especially in these broad areas: limiting
the King's power,  better treatment of Ireland and Catholics, better treatment
of America, better  treatment of India, and better understanding of, and
opposition to, the French  Revolution.

There are certainly grounds for praising Burke, but there  were mitigating
factors:

"His support for the abolition of slavery was  only gradualist, his
religious toleration did not extend to atheists (whom he  saw as dangerous
criminals) and, whilst in favor of curbing royal patronage,  Burke supported
monarchy and  aristocracy."

http://www.bigeye.com/burke1.htm

There were also strong  theocratic, collectivist, and racist ideas in his
writings. When his article on  anarchy became known, he disavowed it as
"satire" ... hoping to avoid political  embarrassment:

http://www.lewrockwell.com/rothbard/rothbard11.html

On  the whole, I'd call him an enlightened conservative, rather than a
liberal  hero.

You are citing secondary sources including Rothbard of all people, who is an 
awful human being, an anti-semite, and a fool. He advocated the ancient and 
inhumane idea of "an eye for an eye". His scholarship is not to be trusted and he 
even committed plagiarism. He also had serious psychological problems.

Plagiarism source: http://www.noblesoul.com/orc/essays/obj_cult2.html

Letter he wrote to Ayn Rand about his psychological problems: 
http://mises.org/journals/jls/21_4/21_4_3.pdf

About eye for an eye:

http://www.bigeye.com/burke1.htm
http://www.lewrockwell.com/rothbard/rothbard11.html
http://www.noblesoul.com/orc/essays/obj_cult2.html
http://mises.org/journals/jls/21_4/21_4_3.pdf


http://mises.org/rothbard/ethics/thirteen.asp

We have advanced the view that the criminal loses his rights to the extent that 
he deprives another of his rights: the theory of "proportionality."

For example, if Bob murders someone then Bob can himself be murdered. Or if 
Bob puts out your eye, your can put out Bob's.

There are lots more bad things about Rothbard. I didn't choose these as the 
worst, just stuff I had convenient.

I've read Rothbard's comments on Vindication of Natural Society before and they 
are full of mistakes. I'm not very interested in going through Rothbard's mistakes 
in detail because I have no respect for him, but I'll speak to one because it covers 
an issue that has been misunderstood a fair amount.

Burke did not disavow it as satire. That is a misunderstanding. It was always a 
satire, but not of anarchy. When some people didn't get it, Burke clarified. He 
wasn't trying to avoid embarrassment or changing his position.

What is it actually about? Conor Cruise O'Brien put it nicely on p 448 of _The 
Great Melody_:

Burke was seeking to show that the arguments for 'natural religion' -- that is to 
say a form of religion without revelation, church or dogma -- could be turned into 
a case for 'natural society' -- that is to say a form of society devoid of its existing 
institutions.

Burke himself clarified this purpose in the preface to the second edition, stating:

The design was to show that, without the exertion of any considerable forces, 
the same engines which were employed for the destruction of religion, might be 
employed with equal success for the subversion of government.

That is what it was about, and what is was always about.

'Natural society' in that sense is a bad thing, but Burke's writing on the topic 

http://mises.org/rothbard/ethics/thirteen.asp


reveals some advanced understanding of anarchist issues. Burke is a *different 
kind of anarchist* than the primary anarchist tradition which is bad and favors the 
kind of 'natural society' devoid of existing institutions.

The good kind of anarchism is about gradual reform leading eventually to the 
elimination of all coercion. Society's institutions, rather than going away, would 
remain in improved form. This is in contrast to views claiming potential progress 
is inherently limited by flaws in human nature, that unbounded progress is 
impossible or undesirable, that "death and taxes" cannot be improved on, and so 
forth.

_The Beginning of Infinity_, of course, advocates the unbounded view, and, like 
Burke and Popper, advocates achieving it through gradual, piecemeal progress.

Moving on, I read primary sources as well as many biographies of Burke, which 
consistently omit (or contradict) some of the extreme claims quoted. Webster fails 
to provide adequate citations for most of what he says. I'm not convinced.

For example, Burke didn't support monarchy. That is not one of his positions -- 
quite the opposite. This is a misunderstanding of Burke's preference for gradual 
reform. Webster, being an anti-gradualist radical, mistakenly sees Burke wanting 
gradual reform of something as an excuse to preserve it against reform.

Similarly, Burke was no friend of slavery. Webster is trying to condemn Burke for 
failing to be a radical.

Webster writes:

Modern society embraces a dynamic change and sees the past as obsolete.

But that is a false view of modern radicals. Webster thinks his radicalism is 
mainstream. But actually most people (quite rightly) don't see the past as 
obsolete!

(BTW it's interesting how radicals contradict each other. Above Webster cites 
Marx approvingly. But here he blatantly contradicts Marx -- who thought history 
mattered -- and simply ignores their disagreement.)



Webster is interpreting Burke using his own radical ideas. To interpret Burke 
correctly, one has to understand Burke's philosophy. If one only understands 
radicalism then one is bound to make many mistakes in one's reading of Burke.

Another example of a Webster mistake is:

4. PUTTING OUR PEOPLE FIRST

That is deeply unfair to Burke who worked so hard for America and India.

Moving on to the general topic of whether Burke is a conservative: he spent his 
entire life until the French Revolution happened pushing hard for reform, not to 
conserve. Then when grave danger came, Burke focussed on conserving 
civilization against that danger, rather than on further reforms which had to wait. 
Burke was consistently quite optimistic, enthusiastic, and ambitious in the reforms 
and liberalizations he went after. A few examples:

- Burke pushed for America reforms which didn't happen, setting the goal at 
peace, rather than aiming smaller

- The Hastings trial looked pretty hopeless but Burke kept trying anyway

- Burke's attempts at Ireland related reform were overambitious and that caused 
some failures

- Burke stood up to the King

- Burke in general preferred to be out of power in Government pushing for reform, 
rather than to compromise some to be in power. He was willing to sacrifice power 
(and money, despite his debts) over his liberal principles.

PS Please set appropriate subject lines when replying. "Re: " and then the 
subject line of whatever you're replying to.



Also, please follow the style guidelines here:

http://beginningofinfinity.com/list-guidelines

(Do not close quoted paragraphs with < but instead quote the whole thing, do use 
email quotes for stuff you quote off web pages, put the source above the quote 
not below, etc…)

-- Elliot Temple
http://elliottemple.com/

http://beginningofinfinity.com/list-guidelines
http://elliottemple.com/


From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: Infinite Explanatory Regression
Date: July 27, 2011 at 8:42 PM

Hi David, thanks for replying, but shouldn't you be in the lab or
chilling at home coming up with revolutionary ideas instead of
correcting the misconceptions this particular dollop of chemical scum
has? :D

I've been thinking about your post for some time, but been unable to
think of an example of explanatory layers being reduced that way. I
simply don't understand. feelsbadman.jpg



From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] Scientism
Date: July 27, 2011 at 9:59 PM

-----Original Message----- From: Jordan Talcot
Sent: Tuesday, July 26, 2011 10:39 PM

On 2011-07-25, at 9:28 AM, Lulie Tanett wrote:

I've heard there's lots of scientism in psychology. For instance, anything that 
purports to measure happiness. Why is that scientism?

Happiness is not a measurable quantity.

OH> Happiness is not a quantity in the first place.

We have no units to measure it in. People don't all define happiness in the same 
way. Even when they try to "measure" it, they aren't all measuring the same thing. 
Happiness in these studies is "measured" by asking people to rate their 
happiness, say on a level of 1-10. This method of "measurement" wouldn't 
provide accurate results even for quantities which *are* objectively measurable. 
For example, say we wanted to compare the temperature in various cities or 
countries. Sending out a survey asking people to rate how hot it was today, on a 
scale of 1-10, would be absurd. People living in a cooler climate might rate a 
daytime high of 80f (27c) as a 10, whereas those in a warmer climate might rate 
that same temperature as a 3. When you look at people's ratings of their own 
happiness, you have no way to know what they were rating, or how they were 
feeling. You cannot compare two people's ratings and get any meaningful 
information about how their actual internal states compare.

 Or studies that measure whether an animal suffers if you do a certain thing to it.

In those studies they measure physiological things, like heart rate or cortisol 
levels. They then interpret those responses as suffering. Since when humans 
suffer, they often have elevated heart rates and increased cortisol levels, they 
decide those must also be markers of suffering in animals. The problem here is 
that the very thing they are intending to *prove* is that animals suffer as humans 
do. But, their argument actually *depends on* the premise that if x corresponds 
with suffering in humans, it must also correspond with suffering in animals. So, 
their very argument assumes the conclusion as a premise. This is circular 



reasoning. This is a problem with most psychological research. You cannot 
directly observe emotions or intentions. You can only observe behaviours or 
physiological reactions. You must *interpret* those behaviours or reactions as 
implying a specific emotion or intention. But, the very thing the studies are 
intending to prove *is* the emotion or intention. They are deciding ahead of time 
"behaviour X means emotion Y". Then they observe behaviour X and call it 
evidence of emotion Y. But, they have absolutely *no way* of knowing what 
emotion or intention is indicated by any particular observable behaviour. There is 
no way to make this leap. You cannot know what another person is thinking or 
feeling. One thing that makes these studies seem persuasive to some people is 
that, within a common culture, there are certain behaviours that *are* usually 
used to signify particular emotions. People smile when they are happy or cry 
when they are sad. But those are just general guidelines. They are useful for 
getting along with people in everyday life. They aren't foolproof. People often 
purposely hide their emotions by using the "wrong" signs. Or, they react in a way 
that is socially normal without even thinking about what they are actually feeling. 
These unreliable signs certainly shouldn't be used as scientific measurements! 
Another problem is that psychology is often studying people who are considered 
deviant, or looking at differences between cultures. In those cases, it is especially 
misleading to interpret behaviours to mean whatever it is the researchers' 
common culture usually assumes.

Or studies that show children are more violent if they play video games.

Again, these studies often rely on interpreting particular behaviours as standing 
for particular emotions or intentions. One type of  study will show children violent 
TV or video games, then give them toys to play with while researchers watch 
them. The researchers will record any "violent" behaviour the child displays 
towards the toy. In this case, they are interpreting play behaviours -- towards a 
toy! -- to stand for the child actually feeling or being violent. Some people believe 
the case against TV is strong because they also have long term evidence. There 
are studies that show that children who watched more TV were more likely to 
commit crimes and end up in prison later in life. This type of correlation study is 
another major problem with psychological research. There is no way to create 
randomized double-blind studies for this type of thing. You can't have people not 
know whether or not they were watching TV. You also can't just put people into 
groups, and tell one set of parents to let their children watch 8 hours of TV a day 
for the next 10 years, and the other set to let them watch no TV. So, correlation 
studies are full of self-selected groups. When you are looking at kids who 
watched a lot of TV vs kids who didn't, you have to recognize that there is some 



*reason* they watched different amounts of TV. They are *already different* 
without the TV.

Why are they scientism?

They are purporting to use the methods of science to study their ideas. They are 
mimicking science -- they measure things, change variables, create control 
groups, etc. But, they are not measuring real or objective quantities with real 
instruments, as science does. They are changing variables, but they are reporting 
as the results something that is not actually observable. This might be confusing 
to some people, because science *does* actually interpret results to mean 
something that was not directly observable in the experiment. But there is a very 
important difference --  scientific studies are very clear on the distinction between 
the *actual observed results* and the *interpretation* of those results. The 
scientism I am talking about conflates the two. The studies report observing a  
rating of 10 as observing *happiness* or observing a child as hitting a toy as 
observing *violence*. The happiness or violence are not given as possible 
interpretations of the study: they are given as the *results* of the study. There are 
no explanations of why the results were interpreted in that way, because there is 
no admittance that it is an interpretation. It is an assumption built into the study 
itself.

Is scientism that bad/dangerous? Why?

Scientism appeals to the authority of science to argue its conclusions. People 
listen because they think all these studies and methods and papers must mean 
that the conclusions are reliable. They believe that these things have actually 
been measured and observed. Instead of honestly reporting actual observations, 
and providing arguments for certain explanations and interpretations of those 
results, it is pretended that those explanations and interpretations were directly 
observed. This prevents open discussion of the actual issues involved.

Jordan



From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] Re: History of Liberalism: Edmund Burke
Date: July 27, 2011 at 10:29 PM

-----Original Message----- From: Elliot Temple
Sent: Wednesday, July 27, 2011 8:15 PM

On Jul 27, 2011, at 4:04 PM, Westmiller@aol.com wrote:

Elliot Temple writes:

Burke helped  improve policy especially in these broad areas: limiting the 
King's power,  better treatment of Ireland and Catholics, better treatment of 
America, better  treatment of India, and better understanding of, and 
opposition to, the French  Revolution. There are certainly grounds for praising 
Burke, but there  were mitigating factors: "His support for the abolition of 
slavery was  only gradualist, his religious toleration did not extend to atheists 
(whom he  saw as dangerous criminals) and, whilst in favor of curbing royal 
patronage, Burke supported monarchy and 
aristocracy."http://www.bigeye.com/burke1.htm. There were also strong 
theocratic, collectivist, and racist ideas in his writings. When his article on  
anarchy became known, he disavowed it as "satire" ... hoping to avoid political  
embarrassment: www.lewrockwell.com/rothbard/rothbard11.html.

On  the whole, I'd call him an enlightened conservative, rather than a liberal  
hero.

You are citing secondary sources including Rothbard of all people, who is an 
awful human being, an anti-semite, and a fool.

OH> I am not that familiar with Rothbard (Murray Rothbard?) but what is your 
source for this? It is not so just because you say so.

He advocated the ancient and inhumane idea of "an eye for an eye".

OH> I would not necessarily call that inhumane.

His scholarship is not to be trusted

OH> Ditto.

http://www.bigeye.com/burke1.htm


and he even committed plagiarism.

OH> Even if true, plagiarism is not the worst of offenses.

He also had serious psychological problems. Plagiarism source: 
www.noblesoul.com/orc/essays/obj_cult2.html

OH> How credible is that source?

Letter he wrote to Ayn Rand about his psychological problems: 
http://mises.org/journals/jls/21_4/21_4_3.pdf

About eye for an eye:

http://mises.org/rothbard/ethics/thirteen.asp

We have advanced the view that the criminal loses his rights to the extent that 
he deprives another of his rights: the theory of "proportionality."

For example, if Bob murders someone then Bob can himself be murdered.

OH> Bob could be executed in certain jurisdictions; murdered is another thing. 
But someone who murders runs the risk of being murdered.

Or if Bob puts out your eye, your can put out Bob's. There are lots more bad 
things about Rothbard. I didn't choose these as the worst, just stuff I had 
convenient. I've read Rothbard's comments on Vindication of Natural Society 
before and they are full of mistakes. I'm not very interested in going through 
Rothbard's mistakes in detail because I have no respect for him, but I'll speak to 
one because it covers an issue that has been misunderstood a fair amount.

OH> What you say is not borne out by 
http://en.wikipedia.org/wiki/Murray_Rothbard. You would have to do better than 
simple assertions like this. What is asserted without evidence can be dismissed 
without evidence.

.......

PS Please set appropriate subject lines when replying. "Re: " and then the 

http://mises.org/journals/jls/21_4/21_4_3.pdf
http://mises.org/rothbard/ethics/thirteen.asp
http://en.wikipedia.org/wiki/Murray_Rothbard


subject line of whatever you're replying to. Also, please follow the style guidelines 
here:

http://beginningofinfinity.com/list-guidelines

(Do not close quoted paragraphs with < but instead quote the whole thing, do use 
email quotes for stuff you quote off web pages, put the source above the quote 
not below, etc…)

-- Elliot Temple
http://elliottemple.com/

http://beginningofinfinity.com/list-guidelines
http://elliottemple.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: The Biggest Waste of Time
Date: July 28, 2011 at 1:51 AM

What's the biggest waste of time?

That seems like a vague question, but there's a right answer.

It's dying. Dying robs us all of a life of infinite progress, knowledge creation, and 
growth. What a horror!

Fortunately, there is someone working on solving this problem. His name is 
Aubrey de Grey, and his project is called Strategies for Engineered Negligible 
Senescence, or SENS:

http://www.sens.org/users/aubrey-de-grey
http://www.sens.org/sens-research

SENS is one of the most important projects in the world. All people interested in 
BoI should look into it and consider supporting Aubrey's research.

-J

http://www.sens.org/users/aubrey-de-grey
http://www.sens.org/sens-research


From: Elliot Temple <curi@curi.us>
Subject: [BoI] What is Capitalism? (was: Liberalism)
Date: July 28, 2011 at 4:59 AM

On Jul 27, 2011, at 2:31 PM, Randal wrote:

I would say that capitalism is that system of organization of social production in 
which private persons are granted ownership (by the state) of productive 
processes. Capitalism socialized production.

Capitalism is the application of freedom to economics. It is an independent issue 
from whether there is a State or not.

Capitalism ownership is not granted by the State. At most it is protected by the 
State. Property rights are deemed to be *granted* by reason, liberalism, natural 
rights, utilitarianism, religion, morality, or various other things, but not by the 
State.

The idea of capitalism as requiring State backing is a Marxist idea (no doubt also 
held by many other people who take the State for granted without questioning it):

http://en.wikipedia.org/wiki/Capitalism

Marx's notion of the capitalist mode of production is characterised as a system 
of primarily private ownership of the means of production in a mainly market 
economy, with a legal framework on commerce and a physical infrastructure 
provided by the state.

"Capitalism" is Marxist terminology (used by a few socialists before Das Kapital, 
and then made well known by Marx). It was not chosen by liberals or advocates 
of capitalism. I am pointing this out because the root word, "capital", is 
misleading. This is not surprising since the word was chosen by an opponent, to 
emphasize what he saw as a main characteristic of a bad system, rather than 
being chosen by a proponent to emphasize what he saw as being good about it.

Capitalism only has to do with capital indirectly: it allows (and causes, without 
requiring or forcing) accumulation of capital, and it is favored by some economists 
who understand the value of accumulation of capital and how capital can help 
create more wealth more efficiently. Economists also speak of issues such as 

http://en.wikipedia.org/wiki/Capitalism


repurposing capital as the needs of society change (e.g. retrofitting an obsolete 
factory to produce something else).

Capitalism refers to an economic system of free trade and individual property in 
which the market is left alone and individual economic actors freely make 
decisions about their own property and actions, rather than (for example) a 
central authority running or regulating commerce or individual behavior (e.g. 
imposing tariffs).

Capitalist societies, by the way, can have a central authority or not have one. 
Capitalism itself is compatible with either approach. Having a central authority is 
the historical norm and it's not simple to avoid but, for example, anarcho-
capitalism does not involve one.

The key concepts of "capitalism", as seen by its advocates, are *free trade* and 
*individual property*, not capital.

Trade means people swap goods or services. People choose to trade when they 
believe they will benefit. Trade thus operates by *unanimous consent*. If they 
wouldn't benefit (in their opinion), and they had the free choice, then they would 
choose not to trade. Free trade therefore refers to mutually beneficial trades 
(beneficial as judged by each party to the trade).

Restricting free trade is bad because it means that in some cases where two 
people want to trade, and believe they would both benefit, they are forcibly 
prevented and denied that benefit. Therefore restrictions on free trade always 
make people worse off.

Alternatively, free trade can be violated by *forced trade*, in which at least one 
party considers themselves worse off but is forced to trade anyway. Force trade is 
trade without unanimous consent and it can only be imposed by violence or threat 
of violence (normally by a State).

Individual property is a system of resolving disputes. Disputes are dangerous 
because they can leading to fighting, force, and violence. The system of 
individual property says that when two people disagree about the use of a piece 
of property, the owner gets to decide. As long as people respect this system, 
disputes get settled without violence.

People who have ideas about property they do not own are required to use 



persuasion and argument to convince the owners to use the property differently. If 
they are unconvincing then they have to trade for the property in order to gain 
control over it.

In this way -- by successfully resolving many conflicts -- capitalism facilitates 
cooperation and avoids violence.

What about "voluntary socialism"? That is a special case of capitalism. It is 
allowed under capitalism. Property owners may share or give away any property 
they want. What makes it a type of "capitalism" is that no violations of free trade 
or individual property ever take place. That's because of the voluntary nature of 
the arrangement and the ability for anyone to stop if they change their mind and 
not be forced to do anything they do not wish to go along with.

Voluntary socialism looks similar to socialism as long as no conflicts come up. 
When everyone agrees, any system allowing freedom will look about the same -- 
people will happily do whatever they want and nothing bad will happen. But 
what's crucial is what happens when people disagree, and how conflicts can be 
resolved without violence.

Voluntary socialism uses the capitalist system of individual property as its fallback 
conflict resolution mechanism when persuasion and verbal discussion fail. What 
that means is if someone disagrees with something he can leave and take his 
property with him. His participation is purely voluntary and isn't forced on him. (Of 
course, and again this is how capitalism works, anything he had ceded ownership 
of he won't be able to take with him if he leaves.)

Previously this question came up (here phrased in my words):

How is the competition of capitalism compatible with cooperation and social 
harmony? Does capitalism cause conflict and fighting?

I've begun to answering this by explaining how capitalism provides a dispute 
resolution mechanism. Further, it provides freedom and *lack of freedom* always 
means conflict (people being forced to do things they do not consent to). I'd now 
like to address the issue of competition.



The sense of competition involved in capitalism works as follows:

People try to do or make what they think is best. They offer to trade what they 
think is valuable. If they want a lot of good or services from others, then they 
strive to do what is most valuable that they can trade, so that they can get the 
most in return.

People aim for *objective value*. High quality is rewarded. They are competing 
primarily against failure and mistakes.

An example of a mistake would be if someone judged a particular product would 
be useful, produced it, and then it was discovered it is not useful so no one 
bought it. (Note: buying is a form of trading for it, for mutual benefit, where money 
is the thing traded by one party.)

There is a special category of mistake which is confused with competition 
between people. But it does not fundamentally put people at odds with each 
other. It goes something like this:

If I am going to produce a product and sell it, I have to judge what people will 
want to buy. If I am mistaken then I will benefit less than I hoped, or even lose 
resources.

Many products take time to create. Sometimes they take years of research and 
planning. So entrepreneurs often have to make predictions in advance.

Sometimes the following thing happens: I predict people will want to buy my 
product in two years time. I produce it. And I would have been correct except that 
something unforeseen (to me) happened. So, I made a mistake.

And that unforeseen thing is: someone else started selling a different product 
which was (in the eyes of the people I hoped would buy my product) better than 
mine.

That this happened is good for my potential customers. They believe themselves 
to be better off this way. But it's bad for me because I made a mistake in my 
predictions about who would wish to buy my product. And that mistake indirectly 
involves another person. So it's easy to blame that other person as a scapegoat. 
But he has done nothing wrong.



This is not a zero sum game. Everyone can win. No one else's success ever 
makes me lose out. Only my own mistakes end badly for me. My competitors are 
not my enemies. And bear in mind that being an entrepreneur is a risky and 
optional occupation. One doesn't have to do that.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Westmiller@aol.com
Subject: [BoI] Burke & Rothbard
Date: July 28, 2011 at 5:56 AM

Elliot Temple writes:
You are citing  secondary sources including Rothbard of all people, who

is an awful human being,  an anti-semite, and a fool.<

I agree, so we don't need to argue about  Rothbard. The only reason I cited
him was his discussion of Burke's anarchism.  There are dozens of other
commentaries on Burke's repudiation of "Vindication",  but Rothbard's article
happened to be convenient.

Burke: "The design was  to show that, without the exertion of any
considerable forces, the same engines  which were employed for the destruction 
of
religion, might be employed with  equal success for the subversion of
government."

Maybe that was true, but  he made no reference to that intent in the book
itself (only in a new Preface,  written after the book was discovered). In
whole, it is a sober and serious  discussion of "Natural Society". That Burke
preferred a Supernaturally-guided  Society is evident in many of his later
works. I don't think either position is  commendable.

... The good kind of anarchism is about gradual  reform leading
eventually to the elimination of all coercion.<

I  wouldn't call that "good", just utopian. Remember, Communism intended to
have  the state "wither away" after everyone became perfectly altruistic.

 ... This is in contrast to views claiming potential progress is
inherently  limited by flaws in human nature, that unbounded progress is 
impossible
or  undesirable ...<

I think there's a distinction: unbounded progress is  possible, in spite of
the natural limits of human knowledge. Until all humans  are infallible,
omniscient, and prescient (ie: Gods), there need to be forms and  methods of
resolving errors, disagreements, and malicious acts. Proper  government forms



deal with disputes and coercion. Eliminating those forms  doesn't make the
problems go away.

... For example, Burke didn't  support monarchy.<

"We fear God, we look up with awe to kings; with  affection to parliaments;
with duty to magistrates; with reverence to priests;  and with respect to
nobility. Why? Because when such ideas are brought before  our minds, it is
natural to be so affected." - Burke, quoted by Clark, J.C.D  (2001) in
"Edmund Burke: Reflections on the Revolution in France",  p.250

Note that I am NOT disputing your praiseworthy observations about  Burke.
I'm only saying that there were mitigating aspects of his work, which I
characterize as "enlightened conservatism".

(Do not close quoted  paragraphs with < but instead quote the whole thing
...<

The  guidelines say I should only quote the comment to which I'm
responding, not the  entire original text. I use the common >internet form< for
quoting another  poster's comment and I use the standard notation for cited
external quotations.  I think the closing < is a useful aid to comprehension of
who said what.  However, I'll try to comply with the guidelines, now that I
know about  them.

My apologies for the absent subject line. It was an  oversight.

Bill



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Burke & Rothbard
Date: July 28, 2011 at 6:28 AM

On 28 Jul 2011, at 10:56am, <Westmiller@aol.com> wrote:

Elliot Temple writes:

... The good kind of anarchism is about gradual reform leading
eventually to the elimination of all coercion.

I  wouldn't call that "good", just utopian.

Calling that 'utopian' abolishes the vital distinction between the desire for 
unbounded progress and the desire for instant perfection. And between the 
creation of knowledge (by piecemeal, tentative reform) and its destruction (by 
revolution). For example, you could equally well have objected to the 
characterisation "medical science is about increasing our knowledge about 
disease and health, leading gradually to the elimination of disease" by insisting 
that that wasn't good, just utopian.

Remember, Communism intended to
have  the state "wither away" after everyone became perfectly altruistic.

The utopian part of Marx's vision was the idea that a revolutionary change from 
the existing politico-economic system to his pre-designed one would cure all 
existing economic/political evils. The additional idea that the state would 
subsequently wither away without new political knowledge being created is a 
further mistake, but not utopian. In terms of my classification in Chapter 4 of BoI, 
it is a Spontaneous Generation theory, not Creationism.

-- David Deutsch



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: [BoI] Burke and Hastings
Date: July 28, 2011 at 7:07 AM

The trial of Warren Hastings, instigated by Burke, had a strange echo in Australia, 
in a poem about the trial (The Fifth Day) by the poet and surveyor R D Fitzgerald.

http://www.the-rathouse.com/RDFitzGerald.html

He had an interest in shorthand. Following this interest in the State Library he 
came upon the transcript of the trial (in shorthand) and then he became 
interested in the trial itself. 
http://www.sscnet.ucla.edu/southasia/History/British/Hastings.html

RC 

http://www.the-rathouse.com/RDFitzGerald.html
http://www.sscnet.ucla.edu/southasia/History/British/Hastings.html


From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Re: Infinite Explanatory Regression
Date: July 28, 2011 at 2:01 PM

On 22 Jul 2011, at 10:39, David Deutsch wrote:

On 22 Jul 2011, at 1:56am, Destructivist wrote:

My understanding was that DD is saying in BoI that there's always a
'how' something works - that you never reach the 'bedrock'. So for
instance, you can explain why a law of physics works, then you can
explain how the thing that explains how the law of physics works, then
you can explain how the thing that explains how the thing that
explains how the law of physics works....ad infinitum.....which means
there is at least a potential infinite explanatory regression
regarding how stuff works.

Just to be clear, he *doesn't* claim that's the case? Or does he claim
it's a possibility? Or is that just utter nonsense?

Elliot: Explaining rules of thumb hasn't really got anything to do with infinity. 
It's just saying they all have at least one layer of explanation to them.

Okay. At *least* one layer. What is the argument that there aren't an
infinity of layers?

That one never reaches 'bedrock' does not imply that there are infinitely many 
explanatory layers. It's true that, for whatever is currently the most fundamental 
explanation in a given field, there is always the question why the things it 
explains that field in terms of, are so (and in practice also many other 
questions).

Does this just mean "you can always ask 'why's that?' for any given explanation"?

But the thing is, answering that question may not leave that explanation, or 
other explanations derived from it or made in the light of it, unchanged. The 
whole hierarchy may change. In particular, it could be left with fewer layers than 
before.

What does changed-ness have to do with the infinity of explanations?



Is this an accurate summary of the conversation?:

D: If we can never have ultimate explanations -- i.e. there's always more to 
understand, we're always wrong/incomplete in some way, can always ask "why" -
- then doesn't that mean there're infinitely many layers of explanation? [Which 
means our best explanation necessarily has an infinity of changes which you can 
make and get closer to the truth?]
DD: No, it doesn't imply that, because it might change the explanation such that it 
has fewer 'why's to deal with.

If so, my question is: how? Example of a change which leaves it with fewer 
'layers' (read: possible changes)?

Also, even if it does reduce the layers, doesn't even given explanation have at 
least one additional layer? Which means an infinite amount 'cause every 
explanation of an explanation has one?

Is there some kind of justificationist mistake I'm making here? Could this just be 
answered by "you only need additional explanations if you have a problem with 
the one you have"? So not having problems would mean there's no infinite 
regress? But then "Problems are inevitable", so... does that mean for any given 
explanation, or just, like, in general?

As to whether there *could* be infinitely many: Logically, yes. But in fact, I don't 
think so. That infinite sequence of explanations would be an explanation, and if 
it was the only good explanation, it would be incomprehensible which would 
contradict the explicability of nature. Also, there would always be the problem of 
why the whole infinite hierarchy is as it is, and so on.

-- David Deutsch

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Burke, Monarchy & Prejudice (was: Burke & Rothbard)
Date: July 28, 2011 at 3:15 PM

On Jul 28, 2011, at 2:56 AM, westmiller@aol.com wrote:

Elliot wrote:
... For example, Burke didn't  support monarchy.

"We fear God, we look up with awe to kings; with  affection to parliaments;
with duty to magistrates; with reverence to priests;  and with respect to
nobility. Why? Because when such ideas are brought before  our minds, it is
natural to be so affected." - Burke, quoted by Clark, J.C.D  (2001) in
"Edmund Burke: Reflections on the Revolution in France",  p.250

This statement is easier to understand in context. Or, perhaps, harder: alone it 
seems to have a fairly clear meaning to modern eyes, but in context it's different.

But before that, it merely says "look up with awe to kings". That isn't actually a 
statement of support for monarchy as a political system. In context, it's a 
statement for not killing or mistreating Kings, or abruptly removing their power 
and respect.

Let's start with Burke's footnote to that sentence:

http://www.constitution.org/eb/rev_fran.htm

19. The English are, I conceive, misrepresented in a letter published in one of 
the papers, by a gentleman thought to be a dissenting minister. — When writing 
to Dr. Price of the spirit which prevails at Paris, he says: "The spirit of the people 
in this place has abolished all the proud distinctions which the king and nobles 
had usurped in their minds; whether they talk of the king, the noble, or the 
priest, their whole language is that of the most enlightened and liberal amongst 
the English". If this gentleman means to confine the terms "enlightened" and 
"liberal" to one set of men in England, it may be true. It is not generally so.

This helps us see what Burke's purpose is. He is contrasting what most English 
people are like with the French Revolutionaries. He is (accurately) denying that 
the French are following any English lead (that is, btw, a major theme of the 

http://www.constitution.org/eb/rev_fran.htm


book).

The French revolutionaries had an attitude, shared by a minority of English 
radicals, but not most Englishmen, in which they had no respect for tradition, 
nobility, religion, etc…

Burke believes that isn't how England works, and it's not how reform is achieved. 
He argues against the ideas like:

- the French Revolution embodies English ideals
- England people agree with the French Revolution and might have their own 
revolution
- we should support the French because they are following our lead
Instead Burke says:

- Here in England we'll never do such a thing (partly true, partly trying to convince 
people of this to prevent one from happening)
- Certainly England never has done such a thing. English history is different
- the French Revolution is using bad principles, not English principles. So it's bad 
and dangerous.
- the highly "rational" radical principles are not what good Englishmen believe

Elaborating on that last point: the French way is "rational" is a superficial sense. 
They took some lofty principles, which have rational arguments for them -- e.g. 
stuff about equality and liberty -- and then declared their allegiance to those 
principles and tried to directly and immediately implement and live by those 
principles.

While the principles have rational arguments for why they are good *in principle*, 
the actual approach being used here is a bad one which is contrary to a proper 
understanding of reason.

The truly rational approach to reform is gradualist. That is the only approach 
which *actually works*. The "rational" approach of immediately doing whatever 
sounds most rational, without actually creating the knowledge and institutions to 
adjust society, is destructive.

When Burke says most English men are not "enlightened" and "liberal" he means 
that they are not those things in Price's terminology where people are called 
"rational", "liberal", or "enlightened" for believing dangerous, radical falsehoods 



about revolutionary utopian reform (e.g. that it would work).

The gradualist approach with respect for tradition has been more recently 
advocated by Karl Popper and David Deutsch. It is part of their epistemology.

Now let's take a look at the paragraph the Burke sentence is from:

I almost venture to affirm that not one in a hundred amongst us participates in 
the "triumph" of the Revolution Society.

This is a denial of popular support in England for the ideas "Revolution Society" 
(in England) which the French revolutionaries drew ideas from. The point is that 
France is not following England's lead but listening to a small, unpopular, radical 
group.

If the king and queen of France, and their children, were to fall into our hands by 
the chance of war, in the most acrimonious of all hostilities (I deprecate such an 
event, I deprecate such hostility), they would be treated with another sort of 
triumphal entry into London. We formerly have had a king of France in that 
situation; you have read how he was treated by the victor in the field, and in 
what manner he was afterwards received in England.

This is about how English people respect kings and don't like to kill them. It 
doesn't mean they won't implement reforms to reduce the power of the king, or 
gradually move away from monarchy. But it does mean they don't like abrupt 
changes like one day someone is king and the next day he's dead.

Four hundred years have gone over us, but I believe we are not materially 
changed since that period. Thanks to our sullen resistance to innovation, thanks 
to the cold sluggishness of our national character, we still bear the stamp of our 
forefathers.

This doesn't mean *no* reform, it means valuing traditions and preserving their 
value without destroying them. Because of the context (serious danger), Burke is 
emphasizing and focussing on what will persuade people of the truth, rather than 
presenting a neutral philosophical treatment of all the issues in their general form.

Burke's goal here is not to enlighten people about philosophy. He isn't given an 
educational lecture. He's trying to gain political support and so he puts strong 
focus one way while not mentioning a countervailing issue. But that doesn't mean 



he didn't know perfectly well, and believe, that reform is good. He (correctly) 
thought it wasn't the right time for reform, so he didn't choose to remind people 
about the correct principles of reform.

Note that "sluggishness" means slow change, not no change. And "bear the 
stamp of our forefathers" means having some things preserved from them, not 
being identical to them.

We have not (as I conceive) lost the generosity and dignity of thinking of the 
fourteenth century, nor as yet have we subtilized ourselves into savages. We 
are not the converts of Rousseau; we are not the disciples of Voltaire; Helvetius 
has made no progress amongst us. Atheists are not our preachers; madmen are 
not our lawgivers.

Again Burke is speaking to the differences between most non-radical Englishmen 
and the French revolutionaries, following one of the major themes of the book 
which is that France should not have English support and isn't copying England's 
approach.

We know that we have made no discoveries, and we think that no discoveries 
are to be made in morality, nor many in the great principles of government, nor 
in the ideas of liberty, which were understood long before we were born, 
altogether as well as they will be after the grace has heaped its mold upon our 
presumption and the silent tomb shall have imposed its law on our pert 
loquacity.

Out of context, this sounds highly conservative.

In context, it proves Burke's strong liberalism.

Burke is trying to save the world from violence. And he still can't bring himself to 
exaggerate much. He's trying to rally people against the French changes to 
government, but still he admits that some principles of government have room for 
improvement (doesn't even leave it out, but actually says it).

Burke is trying to tell people, "Look guys. Be more humble. You think you have 
fifty new ideas. You have made no valuable discoveries."

He doesn't actually think they are impossible to make. But they are *really hard* 
and the French are wrong.



In England we have not yet been completely embowelled of our natural entrails; 
we still feel within us, and we cherish and cultivate, those inbred sentiments 
which are the faithful guardians, the active monitors of our duty, the true 
supporters of all liberal and manly morals.

Here we see Burke advocating liberalism with the actual word "liberal". He says 
the French aren't the true liberals, the English are. True liberalism involves 
respect for tradition.

It goes something like this:

conservative: keep stuff the same

liberal: value tradition but gradual reform

radical: reject tradition, make large changes, destroy society

Liberalism shares things in common with both conservatism (values tradition) and 
radicalism (values reform). It recognizes that *we need both*. Because of this 
dual nature, which most people haven't understood well, liberals can easily be 
mistaken for radicals or conservatives at different times.

But Burke is well aware of the value of reform, not just the value of tradition. No 
one who has studied his career can doubt this. Most of his career focussed on 
reform when it was appropriate. This part of his career focussed more on 
preservation because it was necessary.

At all times, though, Burke gave some attention to both things. When advocating 
ambitious reforms regarding America, Burke liked to use some traditionalist 
arguments and appeals to history. And even when trying to keep England from 
changing in the direction of adopting any French revolution ideas, Burke still 
makes comments about how the principles of Government could be reformed 
some.

We have not been drawn and trussed, in order that we may be filled, like stuffed 
birds in a museum, with chaff and rags and paltry blurred shreds of paper about 
the rights of men. We preserve the whole of our feelings still native and entire, 
unsophisticated by pedantry and infidelity. We have real hearts of flesh and 
blood beating in our bosoms.



The way some traditions work is that people have *gut feelings* that stuff is bad 
when it violates the tradition. They have *emotional indications* of the tradition's 
content which help guide them. They do not carefully think out what is traditional 
and what isn't -- they aren't super good thinkers who can logically analyze 
everything.

People sometimes call this traditional knowledge "prejudice" and other things. In 
another much-complained-about (by modern people) Burke statement from this 
book, Burke referred to it as prejudice and praised it. He's just trying to explain in 
a way people will understand. The basic point he is communicating is not to 
destroy the traditional knowledge which makes us civilized.

And now the part supposedly supporting monarchy:

We fear God; we look up with awe to kings, with affection to parliaments, with 
duty to magistrates, with reverence to priests, and with respect to nobility.[19] 
Why? Because when such ideas are brought before our minds, it is natural to be 
so affected;

This is advocating those "prejudices", emotions, etc, that are an important part of 
tradition, which help people act in the traditional way, and without which they don't 
have enough moral guidance to live in a civilized way.

It isn't advocating monarchy as a political system. It's advocating not destroying 
the monarchy as a way to maintain civilization.

because all other feelings are false and spurious and tend to corrupt our minds, 
to vitiate our primary morals, to render us unfit for rational liberty,

Again Burke mentions that he actually does like liberty and rationality. It's just that 
the French Revolution versions of those ideas are both wrong and dangerous.

Real rationality dictates respect for tradition, including awe of kings, which should 
be *gradually reformed* not dangerous abandoned.

Real liberty is achieved by making effective and positive reforms in the liberal 
direction, not by wanting it to happen and trying to recreate society. Liberty has to 
be built up, a piece at a time, through gradual improvements. If you try to just 
start over to avoid the current problems, what always happens is you end up with 



new problems while losing the current valuable solutions that are already at least 
preventing some problems.

and, by teaching us a servile, licentious, and abandoned insolence, to be our 
low sport for a few holidays, to make us perfectly fit for, and justly deserving of, 
slavery through the whole course of our lives.

The traditional emotional reactions (and other things other that general category, 
which Burke is defending) such as awe for kings which most Englishmen have -- 
and a minority of radicals are unusual in repudiating -- make people fit to be 
individual citizens, not barbarians fit for slavery.

One of the nasty things about a lot of "rationalists", including the French 
revolutionaries and English radicals, is that they tell people, "You are bad. You're 
prejudiced. You're irrational. You need to be more modern and let go of these 
prejudices, forget this old traditions…"  They have this rhetoric that makes people 
feel bad about their perfectly decent lifestyle and ideas, and which sometimes 
can inspire people to radicalize.

Burke is telling them: no! You're fine. Don't listen to this crap. Don't change as 
they tell you to. You're much better than them the way you are. He is trying to 
give people a defense mechanism against the criticism, "You need to be more 
rational like us revolutionaries. Don't you like liberty?"

In the modern world, a lot of these bad "rational" ideas dominate intellectual 
discourse with "conservatives" (usually actually liberals) being deemed 
unintelligent holdouts against modernity. So to modern ears, Burke's statements 
may sound bad. But actually he's right and it's something that needs to be said 
now as well as then.

True liberalism values tradition. And valuing tradition means you don't throw out 
all your emotions, prejudices, etc…, just because some would-be reformer wants 
utopia tomorrow and declares them the obstacle blacking utopia. To value 
tradition correctly you have to be willing to have some respect for traditional 
prejudices, including religion, even if you are (like me) an atheist. You have to 
want to reform them carefully without screwing stuff up, you have to recognize 
there is value that could be screwed up.

The method, "Just think about what's best and do that" is *very, very dangerous*. 
Very few people are good enough at thinking to do that. Perhaps no one is good 



enough at thinking to do that for all issues.

All of this is clarified by the epistemology of Karl Popper, shared by David 
Deutsch, and advocated in _The Beginning of Infinity_ as the method that can 
lead to infinite progress (whereas methods which destroy knowledge cannot). But 
that will have to wait for another email (if anyone else knows about it and wants to 
write that email, please go ahead!)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] History of Liberalism: William Godwin
Date: July 28, 2011 at 5:37 PM

William Godwin (1756-1836) was originally a Christian minister and tory, but was 
persuaded of liberalism and atheism. He subsequently made important advances 
in liberal philosophy. He is not well known, and has a false reputation as a radical 
socialist anarchist. His good ideas have been neglected or not understood (or, 
perhaps, neglected due to not being understood).

I consider Godwin the best liberal philosopher of all time.

Godwin has a unique way of approaching liberalism. Here are some of the other 
approaches for comparison:

- With a focus on capitalism and economics arguments, like Ludwig von Mises or 
Friedrich Hayek

- With a focus on piecemeal reform while respecting tradition, like Edmund Burke

- With a focus on avoiding totalitarianism, and being able to implement reforms 
without violence, like Karl Popper

- With a focus on concepts like freedom, reason, progress and kindness

- With a focus on individualist moral principles, like Ayn Rand

Godwin is different. His primary principles could be summarized as fallibilism and 
persuasion. He wants people to live by their own understanding and judgement.

Godwin did not know Popperian epistemology nor modern economics, both of 
which had not yet been invented. He was familiar with the ideas of economists of 
his time like Adam Smith and Anne-Robert-Jacques Turgot.

In the early 1790's Godwin made several attempts to chart the development of 
his philosophical principles. Here are a few he listed:

1779 That man is in a state of perpetual improvement
1781 That commerce ought not to be regulated
1788 That the varieties of mind are the produce of education



1790 That God ought not to be worshipped

"That man is in a state of perpetual improvement" has a lot in common with The 
Beginning of Infinity (BoI). Godwin explains more in _Political Justice_ (PJ):

http://etext.virginia.edu/etcbin/toccer-new2?
id=GodJust.xml&images=images/modeng&data=/texts/english/modeng/parsed&t
ag=public&part=all

Sound reasoning and truth, when adequately communicated, must always be 
victorious over error: Sound reasoning and truth are capable of being so 
communicated: Truth is omnipotent: The vices and moral weakness of man are 
not invincible: Man is perfectible, or in other words susceptible of perpetual 
improvement.

This is the unbounded progress that BoI speaks of. And it says, with BoI, that 
there are no insoluble problems. And Godwin clarifies elsewhere that he doesn't 
mean people can reach perfection, only that they can improve without limit.

Godwin's most important idea has to do with the irrationality of force, and the 
superiority of persuasion. Some quotes:

The Enquirer: Reflections on Education, Manners, and Literature; by William 
Godwin; New York 1965; p 77-78

If a thing be really good, it can be shown to be such. If you cannot demonstrate 
its excellence, it may well be suspected that you are no proper judge of it.

From PJ:

Let us consider the effect that coercion produces upon the mind of him against 
whom it is employed. It cannot begin with convincing; it is no argument. It begins 
with producing the sensation of pain, and the sentiment of distaste. It begins 
with violently alienating the mind from the truth with which we wish it to be 
impressed. It includes in it a tacit confession of imbecility. If he who employs 
coercion against me could mold me to his purposes by argument, no doubt he 

http://etext.virginia.edu/etcbin/toccer-new2?id=GodJust.xml&images=images/modeng&data=/texts/english/modeng/parsed&tag=public&part=all


would. He pretends to punish me because his argument is strong; but he really 
punishes me because his argument is weak.

From PJ:

do you wish by the weight of your blows to make up for the deficiency of your 
logic? This can never be defended. An appeal to force must appear to both 
parties, in proportion to the soundness of their understanding, to be a 
confession of imbecility. He that has recourse to it would have no occasion for 
this expedient if he were sufficiently acquainted with the powers of that truth it is 
his office to communicate. If there be any man who, in suffering punishment, is 
not conscious of injury, he must have had his mind previously debased by 
slavery, and his sense of moral right and wrong blunted by a series of 
oppressions.

Political and Philosophical Writings of William Godwin; General Editor Mark Philp; 
London 1993; Volume 2; p 60  [Essay against reopening the war with france, 
spring 1793]

What is it that makes the true difference between the uncultivated savage, and 
the enlightened member of a civilised community? The single circumstance, that 
the one employs force to obtain his purposes, and the other reason. This is the 
fundamental principle of the true social science, that the mind cannot be 
mended by the exercise of compulsion.

These short quotes do not get the full point across. He speaks of this in many 
other places and integrates the concepts throughout his thinking. I will explain 
Godwin's fundamental point (based on many books, not just these quotes) in my 
words, sticking closely to what Godwin did say:

People are fallible. When they disagree, either or both of them could easily be 
wrong. Therefore disagreements should be approached with reasoned 
persuasion. If you are correct, and you explain why sufficiently well, then the 
other guy will agree with you and go along with what you suggested. If you can't 
persuade him, then you have to consider that maybe you are wrong, and this is 
certainly no time to use force.

Being forced feels psychologically the same for the other person if you are in fact 
right or not. That you are right, even if true, does not make it any better. It's cruel 
to use force and does not help him learn better. And the forcer may well be 



mistaken. If he really knew what he was talking about he'd be able to convince 
people.

Do not rush progress. If you can't convince people, get better ideas and 
arguments. If you're right, the delay isn't very important, and the insurance 
against error and avoidance of force are very important. Reforms need to wait 
until people are persuaded. Ideas need to come first, and persuade people, and 
then changes can easily be made afterwards.

The fundamental irrationality is to assume, in a disagreement, that you are right 
and the other guy is wrong, and that if he doesn't concede then that justifies the 
use of force against him. The rational approach is to treat all disagreements as 
opportunities to be open minded and seek the truth, and to cooperate in trying to 
discover what is best.

Consent is a crucial error correction mechanism. If people all consent, they might 
be mistaken, but at least in their best judgment they think the idea is OK. When 
consent is violated, it means doing something that someone thinks is a mistake. It 
is force instead of persuasion. People should interact when they consent to, and 
leave each other alone when they don't have unanimous consent to do 
something together.

One idea crucial to all this is that there *is* a truth (especially in morality), which is 
*best for everyone*. There is a truth to be found that makes no one a lose but 
everyone a win. People don't inherently have conflicts of interest that require 
them to fight, but actually can agree. Finding and agreeing on the truth is always 
in all of their best interests. Life does not require anyone ever to be sacrificed for 
me to get what I want.

Cooperation is always both possible and best. Sometimes the cooperation will be 
very minimal and consist of agreeing to leave each other alone. But at least that 
much is always possible for everyone to prefer and consent to.

This is what no one has explained or understood as well as Godwin did. Virtually 
no one has even understood it well enough to try (before me). And this is a better 
way to understand liberalism than any of the other ways. The others have great 
value, but this is more fundamental and more powerful.



These ideas directly favor concepts like:

- free trade: trade by unanimous consent when all parties are persuaded the 
trade would be an improvement

- respect for individually owned property: it may be best that I have your property. 
If so, I should persuade you, not take it. If I can't persuade you, I should work on 
creating better ideas, or consider that I may be mistaken.

- peace

- cooperation for mutual benefit with unanimous consent, or not at all

- non-violent conflict resolution mechanisms to deal with problems

Godwin applied his advanced philosophical understanding elsewhere. It matters 
beyond politics. And today it still yields conclusions that modern civilization does 
not know.

For example, Godwin knew that this all applies to the education of children. If a 
child disagrees with something, it is irrational to assume the educator has the 
truth. And if a child disagrees, and you force him, then even if you're right it is still 
the same psychologically for the child as if you were wrong. Educators should 
acknowledge their fallibility and proceed by persuasion.

Godwin also criticized punishment of criminals. Hurting people is irrational and 
cruel, and does not help them reform. In a better and more liberal society, 
criminals would never be punished and no one would wish vengeance. They 
would still need to pay reparations for harm done to the extent possible, and be 
prevented from doing further harm. Sometimes that would involve prison. But the 
purpose of prison would not be a punishment, it would be to keep people safe 
from them. This has straightforward consequences like that prisons need not be 
intentionally uncomfortable, which is contrary to modern prison design.

Other issues Godwin addressed (I won't give details here) include marriage, 
promises, nature/nurture, overpopulation and immortality.



Godwin is nothing like the "harsh, "greedy" capitalists that some complain of. He 
was open to the idea, for example, that many rich people should give away a 
considerable amount of their wealth to people who had objectively better uses for 
it. Yet Godwin's position is compatible with capitalism. He abhorred violence and 
would never wish anyone to take from a rich man. All you can legitimately do 
about rich men who "hoard" their wealth is persuade them, which is a form of 
helping them to have better ideas. If they don't listen, you might be mistaken, and 
the only thing to do is try to get better arguments/ideas and in the mean time 
leave them alone.

Various grievances expressed by progressive have some truth to them. Even 
Marx wasn't completely wrong about everything. People sometimes fear 
complaints by radicals because they could lead to violence. Godwin's philosophy 
renders such things harmless, and fully compatible with liberalism, by banning the 
use of force and insisting on rational persuasion and voluntary consent in all 
matters.

Even utopian dreams of a completely redesigned society are harmless when 
approached with the right methodology. When violence is completely out of the 
question, they won't hurt anyone.

One fact many critics of capitalism overlook, but which Godwin explained well, is 
that many of the unfairnesses of who has money are caused by Government. 
Many grievances they attribute to capitalism are caused by lack of capitalism. 
This point was made in general form in BoI in the Socrates dialog chapter, where 
they discuss what would happen if Athens thought stealing caused prosperity. 
When it failed to work, many people would think what they needed is more 
stealing. It's easy to be mistaken about what the causes of problems are.

In Godwin's time, this problem happened rather directly: the Government took 
money from everyone (via taxes) and then literally handed it out to favored 
people (e.g. to ancestors of war heroes). Pensions and land grants had a great 
deal of unfairness to them, and were backed by Government which implicitly 
means backed by violence against people who don't obey the rules.

Today, the Government makes many laws violating the principle of free tree. Each 
of these creates some unfairness, implicitly by force. Some people get rich 



because of bad laws, while others lose out. We have legitimate grievances 
against that. A common example is when the Government uses laws to prevent 
competition, thus securing a monopoly for a favored person, such as local cable 
monopolies.

I want to cover two more points which are Godwin's gradualism and the French 
Revolution. I'm going to include several quotes I think are worth reading.

Here is a gradualist and anti-revolutionary explanation:

Political and Philosophical Writings of William Godwin; General Editor Mark Philp; 
London 1993; Volume 2; p 219-220  [The Administration of 1806, published 1807]

My political creed may be stated with great brevity and clearness. It consists of 
two parts, speculative and practical. In speculative politics, I indulge with great 
delight to my own mind (and I cannot easily persuade myself with injury to 
others), in mediating on what man can be, on all the good which our nature, 
taken in the most favourable point of view, seems to promise, and in 
endeavouring to trace in the wide and unexplored sea of future events, through 
what adventures and by what means that good (certainly in many of its 
branches exceedingly remote) may ultimately be brought home to man.

In practical politics, my path is marked with many a beacon, which is wanting to 
me in the tracks of speculation, and therefore I may hope is less exposed to 
error. In the first place, I am an enemy to revolutions. I abhor, both from temper, 
and from the clearest judgment I am able to form, all violent convulsions in the 
affairs of men. I look to the understanding alone for all real and solid 
improvements in the structure of human society. Whether the human mind shall 
exult most in the display of a gilded chariot and a splendid drawing-room, or in 
simplicity of manners and the practice of virtue, must depend on the judgment 
the human mind in the successive revolutions of things shall form of what it is 
that is exquisite and admirable.

I am therefore practically a friend to the English constitution. Not that I regard it, 
as some men have done, as the model of all that is the best in political 
government, and the consummation of human wisdom. But I find in it much that 
is good; and when I compare it with the government of the countries that 



surround us, devoutly do I admire it. Were it much worse than it is, my principles 
would restrain me from assailing it with violence; but as it is, that patience and 
filial tenderness towards it which my principles enjoin, is made likewise 
agreeable to my inclinations. I would treat it as I would a robe bestowed on me 
for the most useful purposes; I would repair it where it became decayed; in 
those repairs I would change in some respects the fashion of it as my 
conveniency seemed to require; but the changes that took place (to however 
great a sum they might one day amount) should be, separately taken, gentle, 
temperate, almost insensible. From a pure system of feudal manners, which the 
English constitution at one time was, it has gradually adapted itself to a 
mercantile and considerably luxurious nation; and I neither expect nor desire 
that it should continue unchanged in times to come, and more than it has 
remained unchanged in ages past.

Godwin wants reforms to be "separately taken, gentle, temperate, almost 
insensible", and without violence.

Here is a Godwin passage about gradualism that could have been written by 
Edmund Burke:

The Life of William Godwin; Ford K Brown; London&Toronto 1926; p 338 [letter to 
Cambridge student named Rosser in 1820]

You express yourself ready to burst with joy on the event of the Spanish 
Revolution. All that I have seen I like, and I am willing to anticipate all that is 
good from it. A revolution that gives representation, that gives freedom of the 
press, that sets open the door of the prison, and that abolishes the inquisition, 
and all this without bloodshed, must have the approbation of every liberal mind. 
But I know too little respecting it. If it gives, as you say, universal suffrage, that is 
a pain to my heart. Without the spirit of prophecy, I can anticipate the most 
disastrous effects from that. England is not yet ripe for universal suffrage, and, 
as I have often said, if it was established here the monarchy probably would not 
stand a year. Now the medicine that is too strong for the English nation, I can 
never believe will work well in Spain.

Godwin would approve if there was no force or bloodshed. But overly ambitious 
reforms will not be accomplished without violence. Ideas need to come first and 
reform second.



Two more from PJ:

The only method according to which social improvements can be carried on, 
with sufficient prospect of an auspicious event, is when the improvement of our 
institutions advances in a just proportion to the illumination of the public 
understanding.

Under this view of the subject then it appears that revolutions, instead of being 
truly beneficial to mankind, answer no other purpose than that of marring the 
salutary and uninterrupted progress which might be expected to attend upon 
political truth and social improvement. They disturb the harmony of intellectual 
nature. They propose to give us something for which we are not prepared, and 
which we cannot effectually use. They suspend the wholesome advancement of 
science, and confound the process of nature and reason.

Further reading:

Godwin on revolutions in PJ:

http://etext.virginia.edu/etcbin/toccer-new2?
id=GodJust.xml&images=images/modeng&data=/texts/english/modeng/parsed&t
ag=public&part=25&division=div2

Some links to more works:

http://curi.us/main/godwin_download

Political Justice is his best book. Everyone should read it. That's why it's in the 
bibliography of BoI :-)

-- Elliot Temple
http://curi.us/

http://etext.virginia.edu/etcbin/toccer-new2?id=GodJust.xml&images=images/modeng&data=/texts/english/modeng/parsed&tag=public&part=25&division=div2
http://curi.us/main/godwin_download
http://curi.us/


From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] The Biggest Waste of Time
Date: July 28, 2011 at 6:47 PM

-----Original Message----- From: Justin Mallone
Sent: Thursday, July 28, 2011 1:51 AM

What's the biggest waste of time? That seems like a vague question, but there's a 
right answer. It's dying. Dying robs us all of a life of infinite progress, knowledge 
creation, and growth. What a horror! Fortunately, there is someone working on 
solving this problem. His name is Aubrey de Grey, and his project is called 
Strategies for Engineered Negligible Senescence, or SENS:

OH>  Actually, extending lifespan without limit strikes me as a horror.

http://www.sens.org/users/aubrey-de-grey
http://www.sens.org/sens-research

SENS is one of the most important projects in the world. All people interested in 
BoI should look into it and consider supporting Aubrey's research.

-J

http://www.sens.org/users/aubrey-de-grey
http://www.sens.org/sens-research


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] The Biggest Waste of Time
Date: July 28, 2011 at 6:51 PM

On 7/28/2011 11:47 PM, Ottho wrote:
Actually, extending lifespan without limit strikes me as a horror.

Why? What's wrong with it?

(You'd save us both a bit of time if you posted your actual criticisms up-front, 
instead of just saying something equivalent to "I disagree" or "that's bad")

- Richard



From: Elliot Temple <curi@curi.us>
Subject: [BoI] David Deutsch and Life Extension
Date: July 28, 2011 at 7:21 PM

Here is David Deutsch's discussion with Aubrey de Grey about SENS (life 
extension):

http://www.veoh.com/watch/v8255881AP8Z7XH8

It will help clarify why we're in favor. And it discusses the topic of why people 
object to unbounded life extension.

See also the discussion of immortality in BoI (pages 63, 214, 455, 459).

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://www.veoh.com/watch/v8255881AP8Z7XH8
http://beginningofinfinity.com/excerpt


From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] The Biggest Waste of Time
Date: July 28, 2011 at 7:44 PM

-----Original Message----- From: Richard Fine
Sent: Thursday, July 28, 2011 6:51 PM
Subject: Re: [BoI] The Biggest Waste of Time

On 7/28/2011 11:47 PM, Ottho wrote:
Actually, extending lifespan without limit strikes me as a horror.

Why? What's wrong with it?

(You'd save us both a bit of time if you posted your actual criticisms up-front, 
instead of just saying something equivalent to "I disagree" or "that's bad")

OH> I thought it spoke for itself. Just think about a world in which the average 
age was (say) 150. Do I need to elaborate?

- Richard



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] The Biggest Waste of Time
Date: July 28, 2011 at 7:49 PM

On 29 Jul 2011, at 00:44, Ottho wrote:

OH> I thought it spoke for itself. Just think about a world in which the average 
age was (say) 150. Do I need to elaborate?

Yes, you do need to. (If it spoke for itself, do you think that both Justin and I 
would have posted what we did?)

Bear in mind that SENS is focused on repairing the metabolic damage done by 
ageing, rather than simply prolonging life; it might help to think of it as closer to 
eternal youth than eternal life.

- Richard



From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] David Deutsch and Life Extension
Date: July 28, 2011 at 10:17 PM

-----Original Message----- From: Elliot Temple
Sent: Thursday, July 28, 2011 7:21 PM
Subject: [BoI] David Deutsch and Life Extension

Here is David Deutsch's discussion with Aubrey de Grey about SENS (life 
extension):

http://www.veoh.com/watch/v8255881AP8Z7XH8

It will help clarify why we're in favor.

OH> [a] Who are "we"? [b] I find it hard to hear what AdG is saying (maybe his 
nutty beard - the only thing that he really seems to be extending?), so I gave up. 
It would be nice if there were a transcript. Most of what I heard appeared to be 
about technical feasibility, not arguments promoting an indefinite lifespan (and 
thus a huge increase in average age). I would be interested to read those 
arguments (by AdG or others), and their rebuttals of criticism or concerns. [c] I 
believe that increased lifespans and thus aging populations, even without AdG's 
ideas, are already a huge and growing problem the world, at least in developed 
countries, economically (retirement funding, health costs) and otherwise. Fewer 
and fewer people are already having to support more and more people. This is 
the main reason why the US (among other countries) is in dire financial straits, 
and things will get worse even  without AdG's ideas. I think such a high and 
increasing proportion of all these super-aged people well over 100 (and 200?) is 
nightmarish. I do not buy the idea that they will be productive and active. [d] Note 
that I am not against seeking cures to diseases like Alzheimers and others that 
make aging people super-dependent on others with no quality of life. [e] In the 
end I believe this is one of those subjects (like abortion, the death penalty, 
religions and creationism), where people have and hold their beliefs, as if 
hardwired, independent of arguments, facts or logic against them.

And it discusses the topic of why people object to unbounded life extension.

OH> Most of what I could hear seemed to be about technical feasibility. But I 
would be interested to hear those objections (are they the ones that I brought 
up?), and how AdG counters them.  [According to 
http://en.wikipedia.org/wiki/Aubrey_de_Grey#cite_note-14: <An article about 

http://www.veoh.com/watch/v8255881AP8Z7XH8
http://en.wikipedia.org/wiki/Aubrey_de_Grey#cite_note-14


SENS published in the viewpoint section of EMBO Reports by 28 scientists 
concluded that none of de Grey's therapies "has ever been shown to extend the 
lifespan of any organism, let alone humans".[14] The SENS Foundation, of which 
de Grey was a co-founder, seems to agree with the EMBO Report as it states, "If 
you want to reverse the damage of aging right now I'm afraid the simple answer 
is, you can't.">]

See also the discussion of immortality in BoI (pages 63, 214, 455, 459).

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Notes on Popper's Conjectures and Refutations: Chapter 1
Date: July 28, 2011 at 11:07 PM

On Jul 18, 2011, at 10:39 PM, Jordan Talcot wrote:

On 2011-07-11, at 8:41 AM, Justin Mallone wrote:

All observation is selective (61-62). there is no pure observation. Observation 
needs some task, interest, PoV, problem.
While inborn ideas silly, some inborn reactions or responses may exist. (62) 
One can refer to this as knowledge.

This knowledge is not a priori valid. Popper thinks there may be an inborn 
tendency to look for regularities.

Expectation of finding regularities is both psychologically and logically a priori, 
since all observation involves the recognition of similarities and dissimilarities.
Kant right that our intellect imposes laws upon nature, wrong that those laws 
are necessarily true (63).

What is the difference between inborn ideas and inborn reactions, responses, 
and expectations?

Jordan

(I think) an "inborn idea" would be some big complex thing that people think is 
inborn, like "romance is good."

A reaction/response would be like suckling instinct, or sugariness producing 
pleasurable sensation, or something. So simple, low-level, not very complex stuff.

Hmm, re-reading Popper, is a bit more ambiguous. Page 62 of C&R third para:

The theory of inborn ideas is absurd, I think; but every organism has inborn 
reactions or responses; and among them, responses adapted to impending 
events. These responses we may describe as 'expectations' without implying 



that these 'expectations' are conscious. The new-born baby 'expects', in this 
sense, to be fed (and, one could even argue, to be protected and loved). In view 
of the close relation between expectation and knowledge we may even speak in 
quite a reasonable sense of 'inborn knowledge'. This knowledge, however, is not 
valid a priori; an inborn expectation, no matter how strong and specific, may be 
mistake. (the newborn child may be abandoned, and starve)

I wonder what he means by "one could even argue" that baby could expected to 
be "protected and loved." Expecting to be loved seems kinda high level to be 
inborn. Maybe he meant something by it I'm not understanding.

-J



From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Burke & Rothbard
Date: July 29, 2011 at 1:00 AM

On Jul 28, 3:28 am, David Deutsch <david.deut...@qubit.org> wrote:
Calling that 'utopian' abolishes the vital distinction between the desire for 
unbounded progress and the desire for instant perfection. And between the 
creation of knowledge (by piecemeal, tentative reform) and its destruction (by 
revolution).

I classify as utopian the belief that men will be Gods ... whether
next week or next millenium. That is, I do not believe that humans ...
as long as they are homo sapiens ... can ever achieve the attributed
God-qualities of infallability,
omniscience, or prescience. If that is a "limit" on human progress, or
simply a matter of living with the reality of what we are, it
certainly implies bounds. That recognition doesn't correspond with any
conflict between "tentative" progress and "revolutionary" perfection.
Those talents are not possible to achieve by either method. Therefore,
utopian.

If that is the case, then humans are bound to encounter the effects of
error, ignorance, and lack of foresight for as long as they exist as
homo sapiens (I'll leave "homo superiosa" to science fiction). If that
in turn is the case, then humans will always require methods and
procedures for resolving disputes, restituting injury, and punishing
coercion (whether intentional or not). Therefore, some form of common
governance.

For example, you could equally well have objected to the characterisation 
"medical science is about increasing our knowledge about disease and health, 
leading gradually to the elimination of disease" by insisting that that wasn't 
good, just utopian.

I don't think it's inherently impossible to achieve the elimination of
physciological diseases, so I don't think there's an equivalence.
However, as long as humans are mortal animals, there will always be
dis-ease (discomfort or pain) that is not amenable to treatment. Even
if we were able to create Silicon Sapients, where we could transfer
our intelligence to some long-duration digital security from dis-ease,



there would still be faults, defects, and failures.

... The additional idea that the state would subsequently wither away without 
new political knowledge being created is a further mistake, but not utopian. In 
terms of my classification in Chapter 4 of BoI, it is a Spontaneous Generation 
theory, not Creationism.

It seems to me that utopian ideas are, by definition, mistakes. They
are presumptions about the nature of reality or human potentials that
are simply untrue and therefore unattainable. Whether or not such a
claim is accompanied by the additional claim that such a utopian
objective will be generated spontaneously, or by revolution, or by
some fanciful mutation, isn't really relevant to the validity of the
objective itself. Neither I, nor any of my descendents, will ever be
omniscient. Reality forbids it.

Bill



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: [BoI] BoI and liberalism
Date: July 29, 2011 at 3:56 AM

BoI contributes good ideas to the cause of liberalism.

(1) the idea that what is needed to make progress is better knowledge.

(2) Future progress may be unbounded, so we may always be able to make 
improvements. So we should have a society that makes improvements possible 
by allowing people to propose and to criticise ideas.

(3) The idea that non-liberal societies harm the growth of knowledge and a 
detailed explanation of how this happens as a result of anti-rational memes. 

(4) Even our current Western societies have many anti-rational memes left over 
from our past.

(5) Choices are not made by weighing alternatives and cannot be made in this 
way. Rather political institutions have to facilitate removing people with bad ideas 
from important positions. There are many specific suggestions, e.g. - first past the 
post is better than proportional representation.

(6) The idea that our way of life has to be sustainable should not be taken to 
mean that we should try to arrange the world so that nothing ever changes, this is 
a mistake because it will fail if current knowledge is imperfect, and it is.

(7) We can't settle moral controversies using scientific experiments. I would add, I 
don't think this is explicitly stated in the book, that such attempts are usually 
made in the service of anti-liberal measures. For example, sometimes scientists 
come out with ways of rating how harmful drugs are that are different from the 
way the gov't currently rates drugs and suggest that the gov't's ratings should be 
changed. But actually they can't measure harm so these discussions are 
irrelevant and harmful because they prop up the idea that the gov't should be 
banning some drugs and allowing others. I don't think this is a coincidence. What 
people try to do in such cases is appeal to "the authority of science", and all 
appeals to authority are anti-liberal.

Alan



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] David Deutsch and Life Extension
Date: July 29, 2011 at 8:56 AM

On 29 Jul 2011, at 03:17, "Ottho" <ottho@nyc.rr.com> wrote:

-----Original Message----- From: Elliot Temple
Sent: Thursday, July 28, 2011 7:21 PM
To: BoI
Subject: [BoI] David Deutsch and Life Extension

Here is David Deutsch's discussion with Aubrey de Grey about SENS (life 
extension):

http://www.veoh.com/watch/v8255881AP8Z7XH8

It will help clarify why we're in favor.

OH> [a] Who are "we"? [b] I find it hard to hear what AdG is saying (maybe his 
nutty beard - the only thing that he really seems to be extending?), so I gave up. 
It would be nice if there were a transcript. Most of what I heard appeared to be 
about technical feasibility, not arguments promoting an indefinite lifespan (and 
thus a huge increase in average age). I would be interested to read those 
arguments (by AdG or others), and their rebuttals of criticism or concerns.

Google Aubrey de Grey.

[c] I believe that increased lifespans and thus aging populations, even without 
AdG's ideas, are already a huge and growing problem the world, at least in 
developed countries, economically (retirement funding, health costs) and 
otherwise. Fewer and fewer people are already having to support more and 
more people. This is the main reason why the US (among other countries) is in 
dire financial straits, and things will get worse even  without AdG's ideas. I think 
such a high and increasing proportion of all these super-aged people well over 
100 (and 200?) is nightmarish. I do not buy the idea that they will be productive 
and active.

Why wouldn't they be productive?

[d] Note that I am not against seeking cures to diseases like Alzheimers and 

http://www.veoh.com/watch/v8255881AP8Z7XH8


others that make aging people super-dependent on others with no quality of life.

Can you name a disease that kills people that doesn't have this effect?

[e] In the end I believe this is one of those subjects (like abortion, the death 
penalty, religions and creationism), where people have and hold their beliefs, as 
if hardwired, independent of arguments, facts or logic against them.

How does that work? Are people unable to think about those issues? If so, then 
anytime they come up against a related problem X does that mean they can't 
solve X. What about problems related to X, and problems related to those 
problems and so on?

For example, if economic problems related to retirement are an issue what 
determines which economic problems related to retirement can be solved?

And it discusses the topic of why people object to unbounded life extension.

OH> Most of what I could hear seemed to be about technical feasibility. But I 
would be interested to hear those objections (are they the ones that I brought 
up?), and how AdG counters them.  [According to 
http://en.wikipedia.org/wiki/Aubrey_de_Grey#cite_note-14: <An article about 
SENS published in the viewpoint section of EMBO Reports by 28 scientists 
concluded that none of de Grey's therapies "has ever been shown to extend the 
lifespan of any organism, let alone humans".[14]

Have they tried to do it and failed?

Alan

http://en.wikipedia.org/wiki/Aubrey_de_Grey#cite_note-14


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Infinite Explanatory Regression
Date: July 29, 2011 at 9:11 AM

I wrote:

That one never reaches 'bedrock' does not imply that there are infinitely many 
explanatory layers. It's true that, for whatever is currently the most fundamental 
explanation in a given field, there is always the question why the things it 
explains that field in terms of, are so (and in practice also many other 
questions). But the thing is, answering that question may not leave that 
explanation, or other explanations derived from it or made in the light of it, 
unchanged. The whole hierarchy may change. In particular, it could be left with 
fewer layers than before.

On 28 Jul 2011, at 1:42am, Destructivist wrote:

I've been thinking about your post for some time, but been unable to
think of an example of explanatory layers being reduced that way. I
simply don't understand.

Here's an example from the history of physics: In physics as it existed before 
Kepler, the explanation hierarchy used to explain, say, the motion of Mars would 
have been something like this:

(1) The reason Mars doesn't just fall down is that the sky and the Earth have 
different laws of physics.

(2) The reason Mars goes round the Earth about once a day is that in regard to 
the sky, the basic law is that things are rigidly attached to a rotating celestial 
sphere centred on the Earth.

(3) But Mars isn't directly attached to the sphere. It moves back and forth on it in 
'epicycles', i.e. as if attached to a giant invisible wheel within another wheel within 
another wheel.

After Newton, the explanatory hierarchy was simply:

(1) Everything in the universe obeys Newton's laws of gravity and motion.



So in regard to Mars is was basically:

Newton's laws [explain] Motion of Mars.

instead of what it would have been if a new, deeper explanation only ever 
explained the deepest previous one:

Newton's laws [explain] Epicycles in motion of Mars [which explain] deviation 
from celestial sphere motion [which explains] daily rotation of Mars and its not 
falling down.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] History of Liberalism: The Relationship Between William Godwin 
and Edmund Burke
Date: July 29, 2011 at 1:11 PM

Godwin moved to London in 1782. There, he learned a lot. He especially favored 
the speeches of Edmund Burke and Charles Fox (approximately a disciple of 
Burke). This helped liberalize Godwin's thinking. Later, he became friends with 
radicals. Godwin wrote:

I have always deemed it not less fortunate, that such men as Fox and Burke 
were at that time [when Godwin formed his political views] the most eminent 
speakers in our parliament

One of Godwin's principles, learned around 1781, was "That commerce ought not 
to be regulated".

Godwin's favoring of free trade (as one of his major philosophical principles!) is in 
agreement with Burke and contrary to Godwin's false reputation as a socialist. In 
1785 or 1786, Godwin wrote in a letter:

It must be granted indeed that commerce never stands on so noble and fair a 
basis, as when it is made free as the air we breathe, and every species of 
manufacturer and exchange is committed whole and unmutilated to the hands of 
industry.

Godwin's magnum opus, _Political Justice_, published 1793, advocates 
liberalism and some anarchism. It reuses some of Burke's arguments on anarchy, 
and cites as follows:

Most of the above arguments may be found much more at large in Burke's 
Vindication of Natural Society; a treatise in which the evils of the existing 
political institutions are displayed with incomparable force of reasoning and 
lustre of eloquence, while the intention of the author was to show that these 
evils were to be considered as trivial.

The third edition also contains this in a different part of the book:

Whilst this sheet is in the press for the third impression, I receive the intelligence 



of the death of Burke, who was principally in the author's mind, while he penned 
the preceding sentences. In all that is most exalted in talents, I regard him as 
the inferior of no man that ever adorned the face of earth; and, in the long 
record of human genius, I can find for him very few equals. In subtlety of 
discrimination, in magnitude of conception, in sagacity and profoundness of 
judgement, he was never surpassed.

Unfortunately, the admiration was not mutual. Burke dismissed Godwin and 
Political Justice without ever reading it. He guessed its contents -- quite 
incorrectly -- based on some of Godwin's associates, and comments by some of 
Burke's associates. Burke was also very old at the time so he did not have long to 
discover his mistake.

Godwin favored the same whig party that Burke was a prominent member of. He 
was offered, but declined, to get more involved with it. He wanted to retain total 
freedom of thinking, and not be under any pressure to conform to a political 
platform.

Godwin and Burke moved in somewhat the same circles of people at that time. 
But Godwin was not well known yet and hadn't written a lot. And Godwin 
associated with some people favoring very vigorous reform (more than politically 
feasible). He found them interesting to have discussions with, even if he didn't 
always agree with them.

One reason for this is that Godwin was interested in *philosophical theory* more 
than practical reform. Radicals are some of the people that would be most willing 
to discuss anarchism and the long term, ideal implications of liberalism.

Radicals would also have been some of the people most willing to listen to, and 
discuss, Godwin's strong critiques of parenting and educational practices, and his 
opposition to marriage. Basically no one understood Godwin in these areas, but 
radicals had the sort of mindset where they were interested in strong and 
unintuitive ideas about reform.

Godwin had social views that are still ahead of their time today. To some extent, a 
person like that has to look to the fringes of intellectual discourse to find any 
associates. And he can't expect to only associate with people who he agrees with 
everything about.

Then came the French Revolution. Burke published his book opposing it in 1790. 



But Fox and many other whigs favored the revolution. The whig party split, with 
Burke on one side and almost everyone else on the other side. But Burke 
gradually won people over to his side over the next several years (before retiring 
in 1795 and dying 1797).

Burke's book was met with many critical replies over the next few years. Godwin's 
_Political Justice_ has been classified as one of those replies. However, it wasn't. 
In the book, Godwin strongly sided with Burke in opposing revolutions. Further, 
Godwin wrote philosophical book which avoided any discussion of current events.

Nothing in _Political Justice_ significantly contradicts Burke, and all the main 
themes are in line with Burke and liberalism. Further, Godwin added new 
arguments and perspectives which Burke (and everyone else) did not know, to 
make liberalism even better.

But this was badly misunderstood. Many radicals took Godwin as their champion, 
and he was very popular and well known for several years. Godwin was mistaken 
was being a Jacobin (French Revolution supporter); many of his more 
enthusiastic readers were Jacobins.

Godwin denied it whenever it came up, and had written clearly against revolutions 
in _Political Justice_, but, apparently, no one was listening too closely.

A few months after finishing Political Justice, Godwin wrote this (which went 
unpublished):

Mr Burke is entitled to great applause for having seen earlier than perhaps any 
other man the events the seeds of which were sown in the French revolution.

While Burke split the Whig party because he could not abide French Revolution 
supporters, Godwin (somewhat later) started falling out with some of his radical 
friends. They strongly supported the French revolution, but he did not. And 
eventually they started noticing and complaining.

Then, as the violence of the French Revolution escalated, Godwin started falling 
out with radical friends for a different reason: some of them turned into 
conservatives and started strongly opposing the French Revolution, and even 
denouncing Godwin. Meanwhile Godwin's views remained unchanged the entire 
time. But Godwin's favorability to the revolution had been strongly overestimated 



by his radical friends, and so some of them demanded he make retractions, but 
Godwin, having nothing to retract, refused.

Godwin complained in 1801 that a number of his friends first criticized him for not 
agreeing with their radical notions, and then second criticized him for not strongly 
opposing their former radical notions. They jumped from one side to the other. 
Meanwhile Godwin thought more carefully before saying anything and didn't have 
to dramatically revise his positions.

Many liberals gave up on liberalism as the French Revolution failed (often a bit 
late, e.g. after years of bloodshed). They thought that it actually was functioning 
according to the liberal principles it claimed to promote. So they despaired and 
turned conservative. But Godwin stayed a liberal, and ended up somewhat alone. 
That isolation is similar to Burke, except that Godwin did not gradually win a lot of 
people to his cause over time, he remained unpopular for life.

The French Revolution was not a valid refutation of liberalism. The best liberals 
(e.g. Godwin and Burke) opposed it  and explained mistakes in it, and explained 
what liberalism really says and how to do things better.

Godwin's unpopularity was increased by the honest memoirs he published about 
his dead (in child birth in 1797) first wife, Mary Wollestonecraft. She had violated 
sexual taboos and he was condemned for telling the truth publicly instead of 
hiding it. Later, Godwin's reputation took another hit when his daughter, Mary 
Wollestonecraft-Godwin, eloped with the poet Percy Bysshe Shelley. There were 
absurd rumors, e.g. that he had sold her to Shelley to pay his debts (Shelley had 
given money to Godwin because he wanted to support Godwin's philosophy. 
Shelley was very strongly in favor of Godwin's ideas.)

This helps illustrate how socially conservative society was at the time (including 
regular liberals), compared to today, and why Godwin had to turn to radicals to 
find anyone willing to entertain his advanced social ideas.

While many scholars have assumed Godwin to basically agree with his friends, 
we can learn more about his ideas by reading his books and understanding his 
philosophy itself. Further, let me consider one particular case: Robert Owen, a 
socialist.

Robert Owen has been (ridiculously) called Godwin's disciple. If that were true, it 



would put Godwin quite at odds with Burke. Better choices for Godwin's disciples 
are his daughters, Mary and Fanny, though no one really qualifies and Godwin's 
ideas are neglected to this day. Here is what Fanny wrote in a letter to Mary in 
1816:

The outline of his plan is this: "That no human being shall work more than two or 
three hours every day ; that they shall be all equal ; that no one shall dress but 
after the plainest and simplest manner ; that they be allowed to follow any 
religion, or no religion, as they please ; and that their studies shall be Mechanics 
and Chemistry." I hate and am sick at heart at the misery I see my fellow-beings 
suffering, but I own I should not like to live to see the extinction of all genius, 
talent, and elevated generous feeling in Great Britain, which I conceive to be the 
natural consequence of Mr. Owen's plan.

and later Fanny wrote:

[Robert Owen] has come to town to prepare for the Meeting of Parliment, there 
never was so devoted a being as he is--and certainly it must end in his doing a 
great deal of good though not the good he talks of.

(I quote Fanny because I haven't found much, one way or another, written by 
Godwin about Owen. Fanny and Mary were devoted students of Godwin, who 
had tons of access to his real and honest opinions, and who certainly discussed 
Owen with Godwin. If Fanny saw through Owen, Godwin must have too.)

While Burke did not understand Godwin, it must also be pointed out that Godwin, 
despite his admiration for Burke, and learning many things from Burke, did not 
fully understand Burke. Godwin wrote in 1807:

Mr Burke certainly did depart from and seemingly contradict those sentiments 
which had obtained him my early admiration: he alleged that he only 
accommodated himself to circumstances, and brought into view one branch and 
another of his creed as occasion demanded: I was always willing to believe that 
his seeming tergiversation might be resolved into no dishonorable error of 
judgment.

It was as Burke alleged: he emphasized different and compatible aspects of 
liberalism as the situation required. Godwin. This was also complicated because 
some of the stated *principles* of the French Revolution were liberal ideas. 



Godwin appreciated this at the same time as abhorring the methods and 
violence, and believing the revolution a very bad idea. Burke must have 
appreciated it too, but he did not say so because that would have been unwise 
politically. At least, Burke didn't say so once he saw the French must be stopped. 
Burke did say so before in 1789:

England gazing with astonishment at a French struggle for Liberty and not 
knowing whether to blame or to applaud! … The spirit it is impossible not to 
admire; but the old Parisian ferocity has broken out in a shocking manner

So what was Godwin complaining about? One point on which they differed is 
Britain going to war with France. Burke in favor, Godwin opposed. Burke 
considered France considerably more dangerous to other countries than Godwin 
did.

There is a quote found in a number of papers on these topics in which Burke 
condemns Godwin. This seems to contradict some of what I said and to make 
Godwin and Burke seem further apart than they are. Here is my answer to it: it is 
a forgery. Here is an example:

http://www.questia.com/PM.qst?a=o&docId=9207723

'Pure defecated Atheism', said Burke [of Godwin], 'the brood of that putrid 
carcase the French Revolution.'

If you try to look up the cite, it cannot be traced back to Burke. It was simply 
fabricated. I also consulted an expert who agrees it is a forgery.

There is also a quote where Burke calls Godwin an "architect of ruin" which is 
also, ultimately, unsourced and fake. Googling, one can find various claims for 
Burke to have said it with different targets, mostly the French people doing the 
revolution. That may well be legitimate, I don't know, but he didn't say it about 
Godwin.

As far as philosophical ideas of liberalism, Burke and Godwin agreed a great 
deal. This will hopefully be clear from my individual posts about each of them. 

http://www.questia.com/PM.qst?a=o&docId=9207723


They believed improvement was possible and could be accomplished by gradual 
reform but not revolution.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] David Deutsch and Life Extension
Date: July 29, 2011 at 3:08 PM

-----Original Message----- From: Alan Forrester
Sent: Friday, July 29, 2011 8:56 AM

On 29 Jul 2011, at 03:17, "Ottho" <ottho@nyc.rr.com> wrote:

-----Original Message----- From: Elliot Temple
Sent: Thursday, July 28, 2011 7:21 PM
To: BoI
Subject: [BoI] David Deutsch and Life Extension

>Here is David Deutsch's discussion with Aubrey de Grey about SENS (life 
>extension):
>
>http://www.veoh.com/watch/v8255881AP8Z7XH8
>
>It will help clarify why we're in favor.

OH> [a] Who are "we"? [b] I find it hard to hear what AdG is saying (maybe his 
nutty beard - the only thing that he really seems to be extending?), so I gave up. 
It would be nice if there were a transcript. Most of what I heard appeared to be 
about technical feasibility, not arguments promoting an indefinite lifespan (and 
thus a huge increase in average age). I would be interested to read those 
arguments (by AdG or others), and their rebuttals of criticism or concerns.

Google Aubrey de Grey.

OH> [a] It is either an insult or quite naïve to suggest that people google 
something, as if they had not thought of that. [b] In fact I did (of course) google 
him, but did not find anything offhand. I am questioning the desirability of 
extending life indefinitely (assuming that it is feasible). I stated the reasons for my 
skepticism. [c] As an apparent  believer, feel free to counter my reasons (or post 
a link to something AdG wrote - not about feasibility but desirability), rather than 
simply telling me to google.

[c] I believe that increased lifespans and thus aging populations, even without 
AdG's ideas, are already a huge and growing problem the world, at least in 

http://www.veoh.com/watch/v8255881AP8Z7XH8


developed countries, economically (retirement funding, health costs) and 
otherwise. Fewer and fewer people are already having to support more and 
more people. This is the main reason why the US (among other countries) is in 
dire financial straits, and things will get worse even without AdG's ideas. I think 
such a high and increasing proportion of all these super-aged people well over 
100 (and 200?) is nightmarish. I do not buy the idea that they will be productive 
and active.

Why wouldn't they be productive?

OH> Most would not be. Just as today most people over (say) 70 or 80 are not 
economically productive. Even if they have the potential to be productive, they do 
not have the opportunity, especially in a world with so much unemployment, not 
to mention underemployment and people who are not even counted because 
they gave up. There is only so much employment at any point in time, and any 
jobs that people over (say) 65 take out if economic need are not available to 
young people trying to get started. That is plain  now: unemployment among 
young people is higher, which leads to social unrest and alienation, etc. More and 
more students coming out of college do not find jobs, or if luck end up with low-
wage jobs without prospects. I would rather that they find work than people over 
65; the latter had their chance.

[d] Note that I am not against seeking cures to diseases like Alzheimers and 
others that make aging people super-dependent on others with no quality of life.

Can you name a disease that kills people that doesn't have this effect?

OH> What effect? I do not understand the question, or how it is relevant to my 
point.

[e] In the end I believe this is one of those subjects (like abortion, the death 
penalty, religions and creationism), where people have and hold their beliefs, as 
if hardwired, independent of arguments, facts or logic against them.

How does that work?

OH> ??

Are people unable to think about those issues?



OH> Issues like abortion, the death penalty, religions and creationism? And gay 
marriage for example? It is not a matter of being unable but of failing to do so. 
Most people do not think about such things because they already have a 
particular worldview. Often they inherit that rom the environment in which they 
grow up (but not always). I do not exclude myself from that, although I consider 
myself an independent thinker, always prepared to challenge conventional 
wisdoms (including my own).

If so, then anytime they come up against a related problem X does that mean 
they can't solve X.

OH> I do not know what you mean by a related problem X. I am saying that most 
people have pretty much fixed beliefs about certain things.

What about problems related to X, and problems related to those problems and 
so on?

For example, if economic problems related to retirement are an issue what 
determines which economic problems related to retirement can be solved?

OH> I see no solution to that problem. Actually I do not see it as a problem, if a 
problem implies a solution. I see it as a situation, a reality, namely that (all other 
things equal), the smaller the ratio of working people to non-working people, the 
lower the (average) standard of living will be. Especially if you factor in ever-
increasing health costs.

And it discusses the topic of why people object to unbounded life extension.

OH> Most of what I could hear seemed to be about technical feasibility. But I 
would be interested to hear those objections (are they the ones that I brought 
up?), and how AdG counters them.  [According to 
http://en.wikipedia.org/wiki/Aubrey_de_Grey#cite_note-14: <An article about 
SENS published in the viewpoint section of EMBO Reports by 28 scientists 
concluded that none of de Grey's therapies "has ever been shown to extend the 
lifespan of any organism, let alone humans".

Have they tried to do it and failed?

OH> By <they> do you mean the 28 scientists? From what I posted I do not think 
it was their task to try. It is what they concluded, apparently, based I assume on 

http://en.wikipedia.org/wiki/Aubrey_de_Grey#cite_note-14


research. Let me stress again though that I am not arguing whether extension is 
feasible but whether it is desirable. What is desirable is to find cures for diseases 
(up to a point), not to extend the lifespan indefinitely for its own sake. It may be 
that the result of the former is the latter, and in that case I think we should be 
objective about the real cost (not just the direct medical cost).

Alan



From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] The Biggest Waste of Time
Date: July 29, 2011 at 3:19 PM

-----Original Message----- From: Richard Fine
Sent: Thursday, July 28, 2011 7:49 PM
Subject: Re: [BoI] The Biggest Waste of Time

On 29 Jul 2011, at 00:44, Ottho wrote:

OH> I thought it spoke for itself. Just think about a world in which the average 
age was (say) 150. Do I need to elaborate?

Yes, you do need to.

OH> I did in subsequent posts.

Bear in mind that SENS is focused on repairing the metabolic damage done by 
ageing, rather than simply prolonging life;

OH> I am all for repairing metabolic damage done by ageing if that means 
preventing diseases like Alzheimer and other debilitating diseases that appear to 
be correlated with age, and that make life miserable not only for the patients 
themselves but also those on whom they depend. I for am enhancing quality of 
life, not simply its span.

it might help to think of it as closer to eternal youth than eternal life.

OH> I think that is a pipe dream, but if it comes to  that I see huge economic 
problems and social disruptions. Wishful thinking, Unintended consequences .

- Richard



From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Infinite Explanatory Regression
Date: July 29, 2011 at 5:02 PM

On Jul 21, 5:56 pm, Destructivist <deductiv...@yahoo.com> wrote:
There's no limit to the number of times a multiversal object, like a
photon, can differentiate into particular instances. It is infinitely
'frayable'

As best I understand it, Quantum Theory stipulates that photons are
not infinitely 'frayable', since they reduce only to quanta of energy,
not lesser divisions. There can't be an explanation of why quanta are
irreducible, since knowing that would (presumably) violate the
Uncertainty Principle. Granted, there are explanations like String
Theory, which postulate various extra-dimensional components of
quanta. However, there is no evidence (some say there cannot be
evidence) to support such a proposition. So, at least in the context
of physical properties, the "brute fact" of explanations is quanta.

... But what about the particular instances themselves? Even
though we are having difficulty decomposing stuff beyond the level of
seemingly-fundamental particles, are there any arguments against the
idea that it is possible to subdivide stuff forever?

The ontological argument is that infinitely divisible matter must lack
structure. That is, if there is no fundamental component that exhibits
attributes, then no composite can exhibit attributes. We would live in
a universe of "Gunk" ... well, we wouldn't exist at all, so there
would be no conception of "universe", just "pea soup" everwhere.

Bill



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] David Deutsch and Life Extension
Date: July 29, 2011 at 5:16 PM

Your quoting is terrible - very unclear. In future, please use the standard quoting 
format.

----- Original Message -----
From: Ottho <ottho@nyc.rr.com>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Friday, 29 July 2011, 20:08
Subject: Re: [BoI] David Deutsch and Life Extension

-----Original Message----- From: Alan Forrester
Sent: Friday, July 29, 2011 8:56 AM

On 29 Jul 2011, at 03:17, "Ottho" <ottho@nyc.rr.com> wrote:

 -----Original Message----- From: Elliot Temple
 Sent: Thursday, July 28, 2011 7:21 PM
 To: BoI
 Subject: [BoI] David Deutsch and Life Extension

Here is David Deutsch's discussion with Aubrey de Grey about SENS
(life >extension):

http://www.veoh.com/watch/v8255881AP8Z7XH8

It will help clarify why we're in favor.

 OH> [a] Who are "we"? [b] I find it hard to hear what AdG is
saying (maybe his nutty beard - the only thing that he really seems to be
extending?), so I gave up. It would be nice if there were a transcript. Most of
what I heard appeared to be about technical feasibility, not arguments promoting
an indefinite lifespan (and thus a huge increase in average age). I would be
interested to read those arguments (by AdG or others), and their rebuttals of
criticism or concerns.

http://www.veoh.com/watch/v8255881AP8Z7XH8


Google Aubrey de Grey.

OH> [a] It is either an insult or quite naïve to suggest that people google
something, as if they had not thought of that. [b] In fact I did (of course)
google him, but did not find anything offhand. I am questioning the desirability
of extending life indefinitely (assuming that it is feasible). I stated the
reasons for my skepticism. [c] As an apparent  believer, feel free to counter my
reasons (or post a link to something AdG wrote - not about feasibility but
desirability), rather than simply telling me to google.

 
 [c] I believe that increased lifespans and thus aging populations, even

without AdG's ideas, are already a huge and growing problem the world, at
least in developed countries, economically (retirement funding, health costs)
and otherwise. Fewer and fewer people are already having to support more and
more people. This is the main reason why the US (among other countries) is in
dire financial straits, and things will get worse even without AdG's ideas.
I think such a high and increasing proportion of all these super-aged people
well over 100 (and 200?) is nightmarish. I do not buy the idea that they will be
productive and active.

Why wouldn't they be productive?

OH> Most would not be. Just as today most people over (say) 70 or 80 are not
economically productive. Even if they have the potential to be productive, they
do not have the opportunity, especially in a world with so much unemployment,
not to mention underemployment and people who are not even counted 
because they
gave up. There is only so much employment at any point in time, and any jobs 
that people over (say) 65 take out if economic need are not available to young
people trying to get started. That is plain  now: unemployment among young
people is higher, which leads to social unrest and alienation, etc. More and
more students coming out of college do not find jobs, or if luck end up with
low-wage jobs without prospects. I would rather that they find work than people
over 65; the latter had their chance.

The supply of employment can be increased indefinitely by problem-solving. As 
long as there are aspects of a person's life that he finds unsatisfactory there is 
some price he would pay for a service that would solve one of those problems. 
So then the issue is to find such a problem and find a way to provide that service 



at the relevant price and still make a profit.

Young people are currently unemployed for a number of reasons, such as 
minimum wage laws that price them out of the market and benefits that make 
working seem less attractive. Governments encouraged the formation of a 
housing bubble and are subsidizing the bankers who participated in the bubble 
instead of allowing them to go under so that competent people can use the 
resources they squandered.

 [d] Note that I am not against seeking cures to diseases like Alzheimers
and others that make aging people super-dependent on others with no quality of
life.

Can you name a disease that kills people that doesn't have this effect?

OH> What effect? I do not understand the question, or how it is relevant to
my point.

My point is this: diseases that kill people tend to make them highly dependent on 
others for a while before they die. So if you're in favour of curing those diseases, I 
don't understand how you draw the line between that and indefinite life extension.

 [e] In the end I believe this is one of those subjects (like abortion, the
death penalty, religions and creationism), where people have and hold their
beliefs, as if hardwired, independent of arguments, facts or logic against them.

How does that work?

OH> ??

I want to know how the hardwiring works.

Are people unable to think about those issues?

OH> Issues like abortion, the death penalty, religions and creationism? And
gay marriage for example? It is not a matter of being unable but of failing to
do so. Most people do not think about such things because they already have a
particular worldview. Often they inherit that rom the environment in which they



grow up (but not always). I do not exclude myself from that, although I consider
myself an independent thinker, always prepared to challenge conventional 
wisdoms
(including my own).

So if it would be possible for a change of mind to happen, then why wouldn't 
everyone change their mind to have the right attitude to life extension, whatever 
the right attitude happens to be given the right argument?

If so, then anytime they come up against a related problem X does that mean 
they
can't solve X.

OH> I do not know what you mean by a related problem X. I am saying that 
most
people have pretty much fixed beliefs about certain things.

So in other words they have disagreements with other people that they haven't 
solved: that's a problem. So what you're saying implies that some problems can't 
be solved because people can't change their positions and will continue to 
disagree.

What about problems related to X, and problems related to those problems and 
so
on?

For example, if economic problems related to retirement are an issue what
determines which economic problems related to retirement can be solved?

OH> I see no solution to that problem. Actually I do not see it as a problem,
if a problem implies a solution. I see it as a situation, a reality, namely that
(all other things equal), the smaller the ratio of working people to non-working
people, the lower the (average) standard of living will be. Especially if you
factor in ever-increasing health costs.

If we're mostly doing preventive maintenance as Aubrey de Grey advocates 
instead of mostly trying to solve problems that are already at a very advanced 
stage, why would healthcare costs rise indefinitely relative to other goods?



 And it discusses the topic of why people object to unbounded life
extension.

 OH> Most of what I could hear seemed to be about technical feasibility.
But I would be interested to hear those objections (are they the ones that I
brought up?), and how AdG counters them.  [According to
http://en.wikipedia.org/wiki/Aubrey_de_Grey#cite_note-14: <An article about
SENS published in the viewpoint section of EMBO Reports by 28 scientists
concluded that none of de Grey's therapies "has ever been shown to
extend the lifespan of any organism, let alone humans".

Have they tried to do it and failed?

OH> By <they> do you mean the 28 scientists? From what I posted I do
not think it was their task to try. It is what they concluded, apparently, based
I assume on research. Let me stress again though that I am not arguing whether
extension is feasible but whether it is desirable. What is desirable is to find
cures for diseases (up to a point), not to extend the lifespan indefinitely for
its own sake. It may be that the result of the former is the latter, and in that
case I think we should be objective about the real cost (not just the direct
medical cost).

So your understanding is that they said "we've not attempted X and we've not 
succeeded" and you think that's an interesting argument?

Alan

http://en.wikipedia.org/wiki/Aubrey_de_Grey#cite_note-14


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] David Deutsch and Life Extension
Date: July 29, 2011 at 5:15 PM

On 29 Jul 2011, at 03:17, Ottho <ottho@nyc.rr.com> wrote:

Fewer and fewer people are already having to support more and more people.

This is only a problem because the elderly need to be "supported." If
people were able to live to 150, whilst still being physically and
mentally capable of supporting themselves, then this wouldn't be a
problem. Agreed?

- Richard



From: Russell Standish <lists@hpcoders.com.au>
Subject: Re: [BoI] Rand's view of the average person
Date: July 29, 2011 at 9:14 PM

On Wed, Jul 27, 2011 at 10:50:47AM -0700, Elliot Temple wrote:

One more relevant thing is the book The Mythical Man Month which explains 
how assigning more programmers to software projects has limited effectiveness 
at getting the projects completed faster, at at some each additional programmer 
starts yielding negative benefit. What's needed for effective software 
development is a small number of very skilled programmers, not a large number 
of mediocre ones. By the way, Steve Jobs read and understood this book and 
Apple as a company uses and applies its knowledge, and that is one of the 
reasons for Apple's success. World class ideas make a big difference!

The trick to handling large software problems is to decompose the
problem into independent, or nearly independent tasks such that the
whole project doesn't fail if any one part fails. Then, as you say,
small teams of talented programmers (ie 1 or 2) can be let loose on
each sub problem.

We're using FDD (Function Driven Design) in my current project that as
a methodology tries to do that (along with all the usual agile process
elements).

Cheers

-- 

----------------------------------------------------------------------------
Prof Russell Standish                  Phone 0425 253119 (mobile)
Principal, High Performance Coders
Visiting Professor of Mathematics      hpcoder@hpcoders.com.au
University of New South Wales          http://www.hpcoders.com.au
----------------------------------------------------------------------------

http://www.hpcoders.com.au/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Free Trade and Peace
Date: July 29, 2011 at 9:28 PM

When a group of people are self-sufficient then they can go to war
relatively cheaply. It doesn't immediately wreck their standard of
living.

When a group of people are involved in trade, they cannot go to war
with any trading partner without halting the trade.

If they do that, they immediately lose access to those trade goods,
and their standard of living immediately suffers.

Specialization is more efficient than self-sufficiency. By trade,
everyone involved can get richer. They can improve at producing a
limited number of goods, while not producing others which they trade
for.

Due to comparative advantage, everyone can come out ahead this way,
even if it is a third world country trading with a first world
country.

In order to enjoy a modern standard of living, trade and
specialization are required. War disrupts that and lowers the standard
of living. People do not want that for themselves.

In this way, free trade creates a connection between peace with
prosperity, and a connection between war and lowered standard of
living. It creates an incentive for peace.

Free trade thus discourages war and makes it more unpopular. The
modern global economic system helps prevent wars.

Where trade most thrives, war is most rare. For example, the US has
not recently gone to war with any of its important trade partners. No
first world country has done that lately.

I am curious what is the most extensive trade that has been disrupted
by wars. I started looking for information about how much Germany
traded abroad before each of the world wars. I did not find much



specific information yet. Does anyone know about it in detail? I did
find this:

http://en.wikipedia.org/wiki/Second_Industrial_Revolution

By 1900 the German chemical industry dominated the world market for synthetic 
dyes. The three major firms BASF, Bayer and Hoechst produced several 
hundred different dyes, along with the five smaller firms. In 1913 these eight 
firms produced almost 90 percent of the world supply of dyestuffs and sold 
about 80 percent of their production abroad.

http://en.wikipedia.org/wiki/Second_Industrial_Revolution


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Uncertainty Principle (was: Infinite Explanatory Regression)
Date: July 30, 2011 at 1:41 PM

On Jul 29, 2011, at 2:02 PM, Westmiller wrote:

On Jul 21, 5:56 pm, Destructivist <deductiv...@yahoo.com> wrote:
There's no limit to the number of times a multiversal object, like a
photon, can differentiate into particular instances. It is infinitely
'frayable'

As best I understand it, Quantum Theory stipulates that photons are
not infinitely 'frayable', since they reduce only to quanta of energy,
not lesser divisions. There can't be an explanation of why quanta are
irreducible, since knowing that would (presumably) violate the
Uncertainty Principle.

The "uncertainty principle" is misnamed and misunderstood. BoI terminology 
section states what it really is, pp 303-304:

Uncertainty Principle: The (badly misnamed) implication of quantum theory that, 
for any fungible collection of instances of a physical object, some of their 
attributes must be diverse.

In other words when some observables of an object are sharp (the same in all 
universes) then other observables of that object are necessarily not sharp.

The word "principle" is misleading as well. It is, as Deutsch writes, an 
*implication*. There is a short mathematical proof which derives it from quantum 
theory [1]. It's not something people hypothesized and found empirically to be 
true, nor discovered by research, nor is it an addition to quantum theory nor 
something separate. It is a direct and unavoidable implication of quantum theory.

None of this prevents us from creating explanations about why quanta are 
irreducible. The "uncertainty principle" does not cause uncertainty in people nor 
prevent explanation.



[1] For those interested, a brief explanation of why the "uncertainty principle" is 
implied by quantum theory:

-- In quantum theory observables can be represented by matrices.

-- If an observable of a system can be represented by a particular matrix at a 
particular instant, then all matrices of the same dimension represent observables 
of that system.

-- In a state specified by the vector |psi>, an observable X is sharp if and only if 
X|psi> = x|psi> for some real number x. In which case x is an eigenvalue of X and 
|psi> is an eigenvector of X.

Now let Y be any matrix that *does not* have |psi> among its eigenvectors. (For 
any vector, there exists an infinity of such matrices.)

If the actual state is |psi>, the observable Y cannot be sharp. (Because of the 'if 
and only if' above.)

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Uncertainty Principle
Date: July 30, 2011 at 3:50 PM

On Jul 30, 10:41 am, Elliot Temple <c...@curi.us> wrote:
On Jul 29, 2011, at 2:02 PM, Westmiller wrote:

On Jul 21, 5:56 pm, Destructivist <deductiv...@yahoo.com> wrote:
There's no limit to the number of times a multiversal object, like a
photon, can differentiate into particular instances. It is infinitely
'frayable'

As best I understand it, Quantum Theory stipulates that photons are
not infinitely 'frayable', since they reduce only to quanta of energy,
not lesser divisions. There can't be an explanation of why quanta are
irreducible, since knowing that would (presumably) violate the
Uncertainty Principle.

The "uncertainty principle" is misnamed and misunderstood. BoI terminology 
section states what it really is, pp 303-304:

Uncertainty Principle: The (badly misnamed) implication of quantum theory 
that, for any fungible collection of instances of a physical object, some of their 
attributes must be diverse.

In other words when some observables of an object are sharp (the same in all 
universes) then other observables of that object are necessarily not sharp.

The word "principle" is misleading as well. It is, as Deutsch writes, an 
*implication*. There is a short mathematical proof which derives it from quantum 
theory [1]. It's not something people hypothesized and found empirically to be 
true, nor discovered by research, nor is it an addition to quantum theory nor 
something separate. It is a direct and unavoidable implication of quantum 
theory.

None of this prevents us from creating explanations about why quanta are 
irreducible. The "uncertainty principle" does not cause uncertainty in people nor 
prevent explanation.

[1] For those interested, a brief explanation of why the "uncertainty principle" is 



implied by quantum theory:

-- In quantum theory observables can be represented by matrices.

-- If an observable of a system can be represented by a particular matrix at a 
particular instant, then all matrices of the same dimension represent 
observables of that system.

-- In a state specified by the vector |psi>, an observable X is sharp if and only if 
X|psi> = x|psi> for some real number x. In which case x is an eigenvalue of X 
and |psi> is an eigenvector of X.

Now let Y be any matrix that *does not* have |psi> among its eigenvectors. (For 
any vector, there exists an infinity of such matrices.)

If the actual state is |psi>, the observable Y cannot be sharp. (Because of the 'if 
and only if' above.)

-- Elliot Templehttp://elliottemple.com/

You'll note that I put a qualifier "(presumably)" in my comment
regarding Uncertainty, to suggest that I don't presume it to be true,
but was only describing the argument.I agree with David that the
Copenhagen Interpretation is nonsense, since it asserts that the
extent of our knowledge defines reality. However, I'm not persuaded
that David's multiverse proposition is much better.

The basis for the Uncertainty Principle is that the act of observation
necessarily entails an extraction of information that modifies the
object (or process) being observed. This is true in many classical
experiments, but becomes particularly notable at the quantum level.
For example, using photons to detect photons will modify the detected
photons. Therefore, our knowledge of the momentum and position of a
quantum-level object is limited to a range of probabilities relative
to the Planck Constant. This says something about our ability to
acquire knowledge at the quantum level, but it says nothing about the
reality of the quantum object's momentum and position.

In fact, recent experiments strongly suggest that it IS possible to
extract that kind of information, at least as a composite of multiple

http://elliottemple.com/


concurrent events. A cursory summary: circularly-polarized light can
be measured without disrupting the interference pattern of a dual-slit
experiment:
http://grad.physics.sunysb.edu/~amarch/

It may be that David's explanation, as you describe it, is useful.
Whether the probability matrix is "sharp" or "fuzzy" could be
explained by the resolution of eigenstates in the multiverse. But,
that's essentially saying the same thing as Heisenberg, with an
additional, rather speculative, context.

Bill

http://grad.physics.sunysb.edu/~amarch/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] BoI Quotes Regarding Liberalism
Date: July 30, 2011 at 10:44 PM

Some BoI quotes, in no particular order, with some brief comments:

The West [terminology]: The political, moral, economic and intellectual culture 
that has been growing around the Enlightenment values of science, reason and 
freedom.

An entire political, moral, economic and intellectual culture – roughly what is 
now called ‘the West’ – grew around the values entailed by the quest for good 
explanations, such as tolerance of dissent, openness to change, distrust of 
dogmatism and authority, and the aspiration to progress both by individuals and 
for the culture as a whole.

Tolerance of dissent, openness to change, seeking progress by reform, and 
distrust of authority are liberal values.

The Continental Enlightenment was impatient for the perfected state – which led 
to intellectual dogmatism, political violence and new forms of tyranny. The 
French Revolution of 1789 and the Reign of Terror that followed it are the 
archetypal examples. The British Enlightenment, which was evolutionary and 
cognizant of human fallibility, was impatient for institutions that did not stifle 
gradual, continuing change. It was also enthusiastic for small improvements, 
unbounded in the future. (See, for instance, the historian Jenny Uglow’s book 
Lunar Men.) This is, I believe, the movement that was successful in its pursuit of 
progress, so in this book when I refer to ‘the’ Enlightenment I mean the ‘British’ 
one.

no utopia is possible, but only because our values and our objectives can 
continue to improve indefinitely.

Gradualist reform aware of the very real possibility of error is effective. 
Revolutionary attempts at reform lead to violence.



  Instead of looking upon discussion as a stumbling-block in the way of 
action, we think it an indispensable preliminary to any wise action at all.
  Pericles, ‘Funeral Oration’, c. 431 BCE

   He also mentioned freedom as a cause of success. A pessimistic 
civilization considers it immoral to behave in ways that have not been tried many 
times before, because it is blind to the possibility that the benefits of doing so 
might offset the risks. So it is intolerant and conformist. But Athens took the 
opposite view. Pericles also contrasted his city’s openness to foreign visitors 
with the closed, defensive attitude of rival cities: again, he expected that Athens 
would benefit from contact with new, unforeseeable ideas, even though, as he 
acknowledged, this policy gave enemy spies access to the city too. He even 
seems to have regarded the lenient treatment of children as a source of military 
strength:

   In education, where our rivals from their very cradles by a painful 
discipline seek after manliness, in Athens we live exactly as we please, and 
yet are just as ready to encounter every legitimate danger.

 A pessimistic civilization prides itself on its children’s conformity to the 
proper patterns of behaviour, and bemoans every real or imagined novelty.

Liberal tolerance of dissent implies tolerance of children who do not conform. 
Liberal openness to change does not oppose every novelty.

More generally, the most important conditions for rational decision-making – 
such as freedom of thought and of speech, tolerance of dissent, and the self-
determination of individuals – all require ‘dictatorships’ in Arrow’s mathematical 
sense. It is understandable that he chose that term. But it has nothing to do with 
the kind of dictatorship that has secret police who come for you in the middle of 
the night if you criticize them.

there is only one way of making progress: conjecture and criticism. And the only 
moral values that permit sustained progress are the objective values that the 
Enlightenment has begun to discover.



Moral philosophy [terminology]: Addresses the problem of what sort of life to 
want.

So let us reconsider collective decision-making in terms of Popper’s criterion 
instead. Instead of wondering earnestly which of the self-evident yet mutually 
inconsistent criteria of fairness, representativeness and so on are the most self-
evident, so that they can be entrenched, we judge such criteria, along with all 
other actual or proposed political institutions, according to how well they 
promote the removal of bad rulers and bad policies. To do this, they must 
embody traditions of peaceful, critical discussion – of rulers, policies and the 
political institutions themselves.

This is about making openness to change itself take on a more favored role than 
actually currently being in authority. And setting up a society that is peaceful and 
resolves disputes rationally.

That anti-rational memes are still, today, a substantial part of our culture, and of 
the mind of every individual, is a difficult fact for us to accept. Ironically, it is 
harder for us than it would have been for the profoundly closed-minded people 
of earlier societies. They would not have been troubled by the proposition that 
most of their lives were spent enacting elaborate rituals rather than making their 
own choices and pursuing their own goals. On the contrary, the degree to which 
a person’s life was controlled by duty, obedience to authority, piety, faith and so 
on was the very measure by which people judged themselves and others. 
Children who asked why they were required to enact onerous behaviours that 
did not seem functional would be told ‘Because I say so’, and in due course they 
would give their children the same reply to the same question, never realizing 
that they were giving the full explanation. (This is a curious type of meme whose 
explicit content is true though its holders do not believe it.) But today, with our 
eagerness for change and our unprecedented openness to new ideas and to 
self-criticism, it conflicts with most people’s self-image that we are still, to a 
significant degree, the slaves of anti-rational memes. Most of us would admit to 
having a hang-up or two, but in the main we consider our behaviour to be 
determined by our own decisions, and our decisions by our reasoned 
assessment of the arguments and evidence about what is in our rational self-
interest. This rational self-image is itself a recent development of our society, 



many of whose memes explicitly promote, and implicitly give effect to, values 
such as reason, freedom of thought, and the inherent value of individual human 
beings. We naturally try to explain ourselves in terms of meeting those values.

Obviously there is truth in this; but it is not the whole story. One need look no 
further than our clothing styles, and the way we decorate our homes, to find 
evidence. Consider how you would be judged by other people if you went 
shopping in pyjamas, or painted your home with blue and brown stripes. That 
gives a hint of the narrowness of the conventions that govern even these 
objectively trivial and inconsequential choices about style, and the steepness of 
the social costs of violating them. Is the same thing true of the more momentous 
patterns in our lives, such as careers, relationships, education, morality, political 
outlook and national identity?

Our valuing liberal and rational ideas can make it hard to listen to the fact that we 
live in a mixed society, and individual members unintentionally have anti-liberal 
ideas in their minds. But we face important challenges such as the irrational 
mistreatment of children who are not given the full rights of human beings, and 
the large amount of conformity demanded of everyone.

[Socrates speaking in a dialog] we [Athenians] ourselves should be at least as 
wary of democracy as I think the Spartans are of bloodlust and battle rage, for it 
is intrinsically as dangerous. We could not do without our democracy any more 
than the Spartans could do without their military training. And, just as they have 
moderated the destructiveness of bloodlust through their traditions of discipline 
and caution, we have moderated the destructiveness of democracy through our 
traditions of virtue, tolerance and liberty. We are utterly dependent on those 
traditions to keep our monster under control and on our side, just as the 
Spartans are dependent on their traditions to keep their monster from devouring 
them along with everyone else in sight. We might do well to put up a statue of 
democracy chained, to symbolize the fundamental safeguard of our city.

Democracy is dangerous because "the majority rules" is bad. We don't want any 
particular group to rule. What we need is to retain the ability to make progress, 
e.g. by changing rulers as we learn new things.

one of the things that was most false about the Soviet ideology was the very 
idea that there is an ultimate explanation of history in mechanical, non-human 



terms, as proposed by Marx, Engels and Diamond. Quite generally, mechanical 
reinterpretations of human affairs not only lack explanatory power, they are 
morally wrong as well, for in effect they deny the humanity of the participants, 
casting them and their ideas merely as side effects of the landscape. Diamond 
says that his main reason for writing Guns, Germs and Steel was that, unless 
people are convinced that the relative success of Europeans was caused by 
biogeography, they will for ever be tempted by racist explanations. Well, not 
readers of this book, I trust! Presumably Diamond can look at ancient Athens, 
the Renaissance, the Enlightenment – all of them the quintessence of causation 
through the power of abstract ideas – and see no way of attributing those events 
to ideas and to people; he just takes it for granted that the only alternative to 
one reductionist, dehumanizing reinterpretation of events is another.

Ideas and human choices matter to success and progress, including the liberal 
ideas which caused the Enlightenment.

There is a traditional optimistic story that runs as follows. Our hero is a prisoner 
who has been sentenced to death by a tyrannical king, but gains a reprieve by 
promising to teach the king’s favourite horse to talk within a year. That night, a 
fellow prisoner asks what possessed him to make such a bargain. He replies, ‘A 
lot can happen in a year. The horse might die. The king might die. I might die. 
Or the horse might talk!’ The prisoner understands that, while his immediate 
problems have to do with prison bars and the king and his horse, ultimately the 
evil he faces is caused by insufficient knowledge. That makes him an optimist. 
He knows that, if progress is to be made, some of the opportunities and some of 
the discoveries will be inconceivable in advance. Progress cannot take place at 
all unless someone is open to, and prepares for, those inconceivable 
possibilities. The prisoner may or may not discover a way of teaching the horse 
to talk. But he may discover something else. He may persuade the king to 
repeal the law that he had broken; he may learn a convincing conjuring trick in 
which the horse would seem to talk; he may escape; he may think of an 
achievable task that would please the king even more than making the horse 
talk. The list is infinite. Even if every such possibility is unlikely, it takes only one 
of them to be realized for the whole problem to be solved. But if our prisoner is 
going to escape by creating a new idea, he cannot possibly know that idea 
today, and therefore he cannot let the assumption that it will never exist 
condition his planning.

Optimism implies all the other necessary conditions for knowledge to grow, and 



for knowledge-creating civilizations to last, and hence for the beginning of 
infinity. We have, as Popper put it, a duty to be optimistic – in general, and about 
civilization in particular.

:-)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Scientism
Date: July 31, 2011 at 1:41 PM

On Jul 26, 2011, at 7:39 PM, Jordan Talcot wrote:

On 2011-07-25, at 9:28 AM, Lulie Tanett wrote:

I've heard there's lots of scientism in psychology. For instance, anything that 
purports to measure happiness. Why is that scientism?

Happiness is not a measurable quantity. We have no units to measure it in. 
People don't all define happiness in the same way. Even when they try to 
"measure" it, they aren't all measuring the same thing.

Happiness in these studies is "measured" by asking people to rate their 
happiness, say on a level of 1-10. This method of "measurement" wouldn't 
provide accurate results even for quantities which *are* objectively measurable.

For example, say we wanted to compare the temperature in various cities or 
countries. Sending out a survey asking people to rate how hot it was today, on a 
scale of 1-10, would be absurd. People living in a cooler climate might rate a 
daytime high of 80ªf (27ªc) as a 10, whereas those in a warmer climate might 
rate that same temperature as a 3.

When you look at people's ratings of their own happiness, you have no way to 
know what they were rating, or how they were feeling. You cannot compare two 
people's ratings and get any meaningful information about how their actual 
internal states compare.

Yes, but they have a rebuttal to this. They claim to use randomization to solve the 
problem. I'd like to rebut their rebuttal.

For example, if they split the study participants into two groups, they could assign 
people to the groups randomly in hopes that all relevant factors would be evenly 
distributed between the two groups. The odds of that working in one single study 
are not very good, unless perhaps is it very large. But they will say that when 
many studies get the same results then it must not be luck.



I don't think they ever deal with that rigorously. How can they do statistics to 
figure out the confidence without knowing a complete list of all relevant traits and 
understanding the distribution of those traits in the population? It's easy to 
imagine hypothetical traits and distributions of those traits in the population so 
that randomization of study participants would not have good odds of being 
effective.

But moving on, there is another issue. It's not enough to randomize the 
participants within the study. They want the results to apply beyond the 
participants. They want to extrapolate to a larger group, e.g. to all Americans. For 
that, they need the participants in the study to be representative of the larger 
group.

That can be achieved in two ways, neither of which these studies ever 
accomplish.

1) You can determine every relevant characteristic of people, determine the 
prevalence of those characteristics in the larger group, and then check that the 
study participants are representative in every respect.

2) You can use a random sample of the larger group.

Regarding (1), they are never able to determine every relevant characteristic, 
which would require something near omniscience.

Regarding (2), they never have random samples. The studies disproportionately 
use people willing to voluntarily participate in studies, and not people who refuse 
to. One example of what that means is more college students who want money, 
and fewer more important people who value their time higher.

Or studies that measure whether an animal suffers if you do a certain thing to 
it.

In those studies they measure physiological things, like heart rate or cortisol 
levels. They then interpret those responses as suffering. Since when humans 
suffer, they often have elevated heart rates and increased cortisol levels, they 
decide those must also be markers of suffering in animals.



The problem here is that the very thing they are intending to *prove* is that 
animals suffer as humans do. But, their argument actually *depends on* the 
premise that if x corresponds with suffering in humans, it must also correspond 
with suffering in animals. So, their very argument assumes the conclusion as a 
premise. This is circular reasoning.

I agree.

This is a problem with most psychological research. You cannot directly observe 
emotions or intentions. You can only observe behaviours or physiological 
reactions. You must *interpret* those behaviours or reactions as implying a 
specific emotion or intention. But, the very thing the studies are intending to 
prove *is* the emotion or intention.

I agree.

They are deciding ahead of time "behaviour X means emotion Y". Then they 
observe behaviour X and call it evidence of emotion Y. But, they have absolutely 
*no way* of knowing what emotion or intention is indicated by any particular 
observable behaviour. There is no way to make this leap. You cannot know what 
another person is thinking or feeling.

You cannot know what another person is thinking or feeling that way.

BTW you also cannot know what you are thinking or feeling, that way. It is a 
commonly overlooked fact that people are often mistaken about the contents of 
their own minds.

But you can know what other people, or yourself, are thinking or feeling, using a 
different method. That method is to guess what they are thinking and feeling, and 
improve the guesses using criticism.

The Popperian method of "conjectures and refutations" works for creating all 
types of knowledge.

Some people believe the case against TV is strong because they also have long 



term evidence. There are studies that show that children who watched more TV 
were more likely to commit crimes and end up in prison later in life.

That's very silly. Correlation is not causation. It could be that, for example, some 
other trait -- say, having parents who are at work all day -- causes both increased 
TV watching and increased criminal behavior.

This type of correlation study is another major problem with psychological 
research. There is no way to create randomized double-blind studies for this 
type of thing. You can't have people not know whether or not they were 
watching TV.

Good point.

Why are they scientism?

They are purporting to use the methods of science to study their ideas. They are 
mimicking science -- they measure things, change variables, create control 
groups, etc. But, they are not measuring real or objective quantities with real 
instruments, as science does. They are changing variables, but they are 
reporting as the results something that is not actually observable.

Another difference is that in real science every conceivable potential source of 
error for an experiment is considered. People want to know every single way their 
results might be false, and then they try to address the issues.

Every time someone thinks of a possible reason a physics experiment would yield 
a false result, that is important and valued progress.

Good scientists take it for granted that it's easy to be mistaken and they need to 
do everything they can to address that possibility.

In the "social sciences", it's always easy to think of dozens of possible ways the 
results could be false. Addressing them all is too hard and never done; they just 
get ignored.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Feynman is an Awesome Liberal
Date: July 31, 2011 at 6:18 PM

Selected quotes below:

http://alexpetrov.com/memes/sci/value.html

Feynman rejects technologically reductionist theories of society and emphasizes 
the role of ideas:

Once some thought that the possibilities people had were not developed 
because most of these people were ignorant. With education universal, could all 
men be Voltaires? Bad can be taught at least as efficiently as good. Education is 
a strong force, but for either good or evil.

Communications between nations must promote understanding: So went 
another dream. But the machines of communication can be channeled or 
choked. What is communicated can be truth or lie. Communication is a strong 
force also, but for either good or bad.

The applied scientists should free men of material problems at least. Medicine 
controls diseases. And the record here seems all to the good. Yet there are men 
patiently working to create great plagues and poisons. They are to be used in 
warfare tomorrow.

Nearly everybody dislikes war. Our dream today is peace. In peace, man can 
develop best the enormous possibilities he seems to have. But maybe future 
men will find that peace, too, can be good and bad. Perhaps peaceful men will 
drink out of boredom. Then perhaps drink will become the great problem which 
seems to keep man from getting all he thinks he should out of his abilities.

Clearly, peace is a great force, as is sobriety, as are material power, 
communication, education, honesty, and the ideals of many dreamers.

We have more of these forces to control than did the ancients. And maybe we 
are doing a little better than most of them could do. But what we ought to be 
able to do seems gigantic compared with our confused accomplishments.

Why is this? Why can't we conquer ourselves?

http://alexpetrov.com/memes/sci/value.html


Because we find that even great forces and abilities do not seem to carry with 
them clear instructions on how to use them. As an example, the great 
accumulation of understanding as to how the physical world behaves only 
convinces one that this behavior seems to have a kind of meaninglessness. The 
sciences do not directly teach good or bad.

Feynman is a Popperian:

What, then, is the meaning of it all? What can we say to dispel the mystery of 
experience?

If we take everything into account, not only what the ancients knew, but all of 
what we know today that they didn't know, then I think that we must frankly 
admit that we do not know.

But in admitting this, we have probably found the open channel.

This is not a new idea; this is the idea of the age of reason. This is the 
philosophy that guided the men who made the democracy that we live under. 
The idea that no one really knew how to run a government led to the idea that 
we should arrange a system by which new ideas could be developed, tried out, 
tossed out, more new ideas brought in; a trial and error system. This method 
was a result of the fact that science was already showing itself to be a 
successful venture at the end of the 18th century. Even then it was clear to 
socially minded people that the openness of the possibilities was an opportunity, 
and that doubt and discussion were essential to progress into the unknown. If 
we want to solve a problem that we have never solved before, we must leave 
the door to the unknown ajar.

Feynman believes freedom, criticism, and the rejection of authority are needed 
for progress:

We are at the very beginning of time for the human race. It is not unreasonable 
that we grapple with problems. There are tens of thousands of years in the 
future. Our responsibility is to do what we can, learn what we can, improve the 
solutions and pass them on. It is our responsibility to leave the men of the future 
a free hand. In the impetuous youth of humanity, we can make grave errors that 
can stunt our growth for a long time. This we will do if we say we have the 



answers now, so young and ignorant; if we suppress all discussion, all criticism, 
saying, "This is it, boys, man is saved!" and thus doom man for a long time to 
the chains of authority, confined to the limits of our present imagination. It has 
been done so many times before.

It is our responsibility as scientists, knowing the great progress and great value 
of a satisfactory philosophy of ignorance, the great progress that is the fruit of 
freedom of thought, to proclaim the value of this freedom, to teach how doubt is 
not to be feared but welcomed and discussed, and to demand this freedom as 
our duty to all coming generations.

The whole essay is great. There's a nice little poem-like thing at the beginning 
about science. Read it!



From: Elliot Temple <curi@curi.us>
Subject: [TCS] Szasz on Education
Date: July 31, 2011 at 8:51 PM

_The Myth of Mental Illness_ by Thomas Szasz, ch 11:

Educators, especially those concerned with inculcating religious teachings, have 
always endeavored to get hold of their pupils in early childhood. The idea that 
indoctrination during this period will have a lasting effect on the child’s 
personality antedates psychoanalysis by many centuries. Freud reasserted this 
opinion when he claimed that a person’s character is firmly fixed during the first 
five or six years of life. Although I do not share Freud’s view, it is undoubtedly 
true that the rules on which a human being is fed, as it were, in the early years 
of life, profoundly affect his later behavior. This is especially true if a person’s 
“rule diet” in later years does not differ markedly from that of his childhood. It 
seems to me that a great deal of a person’s later education — say, between the 
ages of six and early adulthood — is often composed of an educational pabulum 
containing many of the same nonsensical rules he had been fed earlier. It is 
foolish to draw far-reaching conclusions about the effects of early learning 
experiences if these experiences are reinforced, rather than modified or 
corrected, by later influences. Among these reinforcing influences, I refer here 
specifically to the values and rules inherent in religious, national, and 
professional myths which foster the perpetuation of childish games and mutually 
coercive strategies of human behavior.

This is a good point about how much hope there is for people to change their 
"personality traits" and other characteristics. When people are under pressure to 
believe ideas not only in early childhood, but also still under reinforcing pressure 
for the entire rest of their lives, including the present, it's difficult to determine how 
much effect the early childhood education had.

It is a good reminder that anti-rational memes are being constantly reinforced and 
might be much easier to deal with if that reinforcement stopped. That means, for 
example, if one spent more time alone -- something which is not inherently 
difficult -- he might find many of his problems easier to address.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Liberalism
Date: August 1, 2011 at 6:37 AM

On 2011-07-24, at 12:04 PM, Michael Smithson wrote:

One thing that comes up over and over again is that people think force is great 
at solving certain kinds of problems. They also overestimate the negative 
consequences of not using force.

So leftists think some free market policies are good, but left entirely to their own 
devices, markets will convulse and steal people's money, or something.

Another example: few parents are 100% authoritarian, but you tell them about 
TCS, and they will tell you how if you don't have bed-times and regulate 
popsicle intake carefully you will wind up with a wild and feral child, or 
something.

Missing from these stories is how force actually solves the concern at issue.

Markets can make mistakes. There can be fraud in them. Yes, and? How does 
regulation and government interference solve that?

Children can make mistakes (though I'll mention here people are unreasonable 
about the alleged problems caused by not keeping regular bed-times and eating 
"too many" popsicles.)

People don't just claim that children staying up too late or eating "too many" 
popsicles *cause* problems. Those *are* the problems.

Yes, and? How does parental force solve that?

Parental force *does* solve it in their eyes, because it makes the behaviour go 
away, and it was the behaviour that was the problem. People are unconcerned 
with ideas. They think that conforming matters. They don't care *why* the child 
conforms, they just want the child to conform.



Jordan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Mental Illness
Date: August 1, 2011 at 12:44 PM

_The Myth of Mental Illness_ by Thomas Szasz, ch 11:

... the notion of mental illness is used chiefly to obscure and explain away 
problems in personal and social relationships; and that the notion of witchcraft 
had been used in the same way during the declining Middle Ages. We now deny 
moral, personal, political, and social controversies by pretending that they are 
psychiatric problems: in short, by playing the medical game.

Human misery is common place. It is not solved by denying the *moral* nature of 
the problem. Human suffering prior to old age is caused primarily by people 
(including oneself), not by magic, God, nature, bad luck or disease. Taking 
responsibility for this is important.

The solution in general terms, as BoI explains, is knowledge. Knowledge can 
solve problems. In particular, better moral knowledge is needed for how people 
treat each other and themselves.

_The Myth of Mental Illness_ by Thomas Szasz, Conclusions:

I have argued that, today, the notion of a person “having a mental illness” is 
scientifically crippling. It provides professional assent to a popular rationalization 
— namely, that problems in living experienced and expressed in terms of so-
called psychiatric symptoms are basically similar to bodily diseases. Moreover, 
the concept of mental illness also undermines the principle of personal 
responsibility, the ground on which all free political institutions rest. For the 
individual, the notion of mental illness precludes an inquiring attitude toward his 
conflicts which his “symptoms” at once conceal and reveal. For a society, it 
precludes regarding individuals as responsible persons and invites, instead, 
treating them as irresponsible patients.

Personal responsibility maters.

_The Myth of Mental Illness_ by Thomas Szasz, Conclusions:



Human behavior is fundamentally moral behavior. Attempts to describe and alter 
such behavior without, at the same time, coming to grips with the issue of 
ethical values are therefore doomed to failure. Hence, so long as the moral 
dimensions of psychiatric theories and therapies remain hidden and inexplicit, 
their scientific worth will be seriously limited.

Morality matters.

_The Myth of Mental Illness_ by Thomas Szasz, Summary:

1. Strictly speaking, disease or illness can affect only the body; hence, there can 
be no mental illness.
2. “Mental illness” is a metaphor. Minds can be “sick” only in the sense that 
jokes are “sick” or economies are “sick.”
3. Psychiatric diagnoses are stigmatizing labels, phrased to resemble medical 
diagnoses and applied to persons whose behavior annoys or offends others.
4. Those who suffer from and complain of their own behavior are usually 
classified as “neurotic”; those whose behavior makes others suffer, and about 
whom others complain, are usually classified as “psychotic.”
5. Mental illness is not something a person has, but is something he does or is.
6. If there is no mental illness there can be no hospitalization, treatment, or cure 
for it. Of course, people may change their behavior or personality, with or 
without psychiatric intervention. Such intervention is nowadays called 
“treatment,” and the change, if it proceeds in a direction approved by society, 
“recovery” or “cure.”
7. The introduction of psychiatric considerations into the administration of the 
criminal law — for example, the insanity plea and verdict, diagnoses of mental 
incompetence to stand trial, and so forth — corrupt the law and victimize the 
subject on whose behalf they are ostensibly employed.
8. Personal conduct is always rule-following, strategic, and meaningful. Patterns 
of interpersonal and social relations may be regarded and analyzed as if they 
were games, the behavior of the players being governed by explicit or tacit 
game rules.
9. In most types of voluntary psychotherapy, the therapist tries to elucidate the 
inexplicit game rules by which the client conducts himself; and to help the client 
scrutinize the goals and values of the life games he plays.
10. There is no medical, moral, or legal justification for involuntary psychiatric 



interventions. They are crimes against humanity.

I recommend the book.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Cognitive Biases
Date: August 1, 2011 at 7:14 PM

Cognitive biases are a fashionable form of scientism with parallels to mental 
illnesses. Groups favoring them include dehumanizers such as evolutionary 
psychology supporters and those who like to analyze human choices in terms of 
math and probability.

Cognitive biases, like mental illnesses, are claimed to be physically built into 
people's brains, rather than being (disapproved of) modes of thinking. They take 
ways of thinking deemed illegitimate and attribute this to physical defects in 
humans.

It is insisted that cognitive biases, such as confirmation bias, have been proven 
by "scientific research". They are "well documented" and generally accepted by, 
e.g., the press.

In actuality, the "science" is shoddy and designed to support predetermined 
conclusions. It does not follow the methods of science, and it is not persuasive. 
All the observations made are compatible with other explanations. It is scientism.

The purpose this "science" serves is to provide authority with which to silence 
dissenters.

People who appeal to such authority, as a general rule, have not carefully read 
nor seriously considered the "scientific research" with which they bludgeon 
others.

The small minority of "scientists" who create and read the research have 
incentives such as money, reputation and moral sanction for providing new 
justifications for the age-old theme of dehumanizing people as incompetent to 
use their own minds.

Cognitive biases deny the rich variety of human thinking. People are individuals. 
People are different. Thinking and behavior are deeply personal but explanation 
of people in terms of cognitive biases only acknowledges the aspects of people 
which are shared with others.



How are cognitive biases used? What are they for?

Cognitive biases as applied to other people are dehumanizing. It takes human 
thinking, behavior, choices, etc, and it denies the humanity and choice involved.

They are also a generic way to dispute and reject people's ideas without giving 
any substantive argument on the topic.

In their capacity to dehumanize, cognitive biases are similar to mental illnesses. 
They are imaginary things used to dehumanize humans. They are a way of 
looking at human behavior which does not see the humanity in it.

They are a way of trying to separate human misery, mistakes, suffering, and 
deviance from being legitimate parts of human life. "Biases" and "insanity" deny 
people responsibility and control in regards to their misery and more generally 
their lives.

Cognitive biases as applied to oneself are scapegoats for one's problems. They 
provide a non-human thing, which can be separated from oneself, to blame for 
one's mistakes and troubles. They dehumanize a part of oneself.

In this capacity, they are again similar to mental illnesses, which people 
sometimes seek out in order to have something to blame for their troubles.

When people give up on solving some problem, they sometimes like to be told it 
is an illness and not their own fault or responsibility. They are relieved to be told 
that success was impossible for them, and that they can accept their place in life 
without further struggles.

People say or feel things such as, "I used to be frustrated at my failure in social 
situations. Now that I have been diagnosed with autism, it explains everything 
and the tension is gone from my life."

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Cognitive Biases
Date: August 1, 2011 at 9:02 PM

Oh no, looks like you have a bad case of anti-cognitive bias bias. Off
to the nut house with you!

More seriously, I think you are making a big deal out of not much.
Before the psychologists did all their high falutin' syentifik
reserchin', everyone kinda already knew that people had a confirmation
bias. In fact, it basically inspired Popper to come up with
falsifiability as a criterion of demarcation.

Now, if all you mean to say is that some people will use concepts like
cognitive bias as a way to belittle others and elevate themselves,
then I agree some people will do that. If you mean that people will
accuse others of having cognitive biases as a way of rejecting their
argument rather than dealing with it directly, then I agree some
people will do that. However, most of these people do such things for
reasons besides the idea of cognitive biases.

On Aug 1, 6:14 pm, Elliot Temple <c...@curi.us> wrote:
Cognitive biases are a fashionable form of scientism with parallels to mental 
illnesses. Groups favoring them include dehumanizers such as evolutionary 
psychology supporters and those who like to analyze human choices in terms of 
math and probability.

Cognitive biases, like mental illnesses, are claimed to be physically built into 
people's brains, rather than being (disapproved of) modes of thinking. They take 
ways of thinking deemed illegitimate and attribute this to physical defects in 
humans.

It is insisted that cognitive biases, such as confirmation bias, have been proven 
by "scientific research". They are "well documented" and generally accepted by, 
e.g., the press.

In actuality, the "science" is shoddy and designed to support predetermined 
conclusions. It does not follow the methods of science, and it is not persuasive. 
All the observations made are compatible with other explanations. It is 
scientism.



The purpose this "science" serves is to provide authority with which to silence 
dissenters.

People who appeal to such authority, as a general rule, have not carefully read 
nor seriously considered the "scientific research" with which they bludgeon 
others.

The small minority of "scientists" who create and read the research have 
incentives such as money, reputation and moral sanction for providing new 
justifications for the age-old theme of dehumanizing people as incompetent to 
use their own minds.

Cognitive biases deny the rich variety of human thinking. People are individuals. 
People are different. Thinking and behavior are deeply personal but explanation 
of people in terms of cognitive biases only acknowledges the aspects of people 
which are shared with others.

How are cognitive biases used? What are they for?

Cognitive biases as applied to other people are dehumanizing. It takes human 
thinking, behavior, choices, etc, and it denies the humanity and choice involved.

They are also a generic way to dispute and reject people's ideas without giving 
any substantive argument on the topic.

In their capacity to dehumanize, cognitive biases are similar to mental illnesses. 
They are imaginary things used to dehumanize humans. They are a way of 
looking at human behavior which does not see the humanity in it.

They are a way of trying to separate human misery, mistakes, suffering, and 
deviance from being legitimate parts of human life. "Biases" and "insanity" deny 
people responsibility and control in regards to their misery and more generally 
their lives.

Cognitive biases as applied to oneself are scapegoats for one's problems. They 
provide a non-human thing, which can be separated from oneself, to blame for 
one's mistakes and troubles. They dehumanize a part of oneself.

In this capacity, they are again similar to mental illnesses, which people 
sometimes seek out in order to have something to blame for their troubles.



When people give up on solving some problem, they sometimes like to be told it 
is an illness and not their own fault or responsibility. They are relieved to be told 
that success was impossible for them, and that they can accept their place in life 
without further struggles.

People say or feel things such as, "I used to be frustrated at my failure in social 
situations. Now that I have been diagnosed with autism, it explains everything 
and the tension is gone from my life."

-- Elliot Templehttp://curi.us/

http://curi.us/


From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Cognitive Biases
Date: August 1, 2011 at 9:03 PM

Sorry for top-posting!



From: Elliot Temple <curi@curi.us>
Subject: Re: Re: [BoI] Cognitive Biases
Date: August 1, 2011 at 9:50 PM

On Aug 1, 2011, at 6:02 PM, Lee Kelly wrote:

Oh no, looks like you have a bad case of anti-cognitive bias bias. Off
to the nut house with you!

More seriously, I think you are making a big deal out of not much.

It is a big deal when dehumanizing scientism wins a nobel prize. This isn't fringe 
stuff that no one listens to.

http://nobelprize.org/nobel_prizes/economics/laureates/2002/kahneman.html

http://nobelprize.org/nobel_prizes/economics/laureates/2002/kahnemann-
lecture.pdf

See the BoI list archives for previous discussion of this. E.g.

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/c5b2fc670fd01dcd/a43cf2dc108d8e7a?
lnk=gst&q=conjunction+fallacy

Before the psychologists did all their high falutin' syentifik reserchin', everyone 
kinda already knew that people had a confirmation bias.

Are you saying that some of the "scientific research" on this topic is correct? Or 
that it adds something over what was previously known? If so, can you tell us in 
what way the cognitive bias "research" has been illuminating or true? Or give an 
example of a valuable paper?

If all they did is take common sense and make it worse -- and then win a nobel 
prize -- that's bad and important.

In fact, it basically inspired Popper to come up with falsifiability as a criterion of 
demarcation.

Source?

http://nobelprize.org/nobel_prizes/economics/laureates/2002/kahneman.html
http://nobelprize.org/nobel_prizes/economics/laureates/2002/kahnemann-lecture.pdf
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/c5b2fc670fd01dcd/a43cf2dc108d8e7a?lnk=gst&q=conjunction+fallacy


-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Cognitive Biases
Date: August 1, 2011 at 11:31 PM

Heh, that's amusing. I once wrote, more or less, the exact same
argument against the "conjunctive fallacy."

I haven't read the cognitive bias literature (at least not primary
sources), and neither do I intend to read it, never mind scrutinise
its methods and results. Broadly, I think human beings (not every
individual) have a confirmation bias: they are more eager and willing
to interpret evidence as a verification of their theories and
assumptions than as a falsification. They seek confirmations to
"prove" they are right rather than crucial tests that might prove them
wrong. I also think that human beings, in general, are prone to other
kinds of flaws, like arrogance, pride, conceit, etc. or errors, like
opposing free trade, supporting the minimum wage, or demanding one
justify everything one believes. I am inclined to say these are more
than random aberrations, but rather mistakes which human beings are
systemically prone to make. None of this dehumanises anyone, because I
am not saying anything about anyone in particular.

Obviously, one could spin this, if one were so inclined, to conclude
that human beings are, generally, irrational, and need the guidance of
their betters. One could use this concept of cognitive biases for self-
aggrandisement -- human beings, generally, have a cognitive bias in
favour of ideas which make them feel good about themselves. People
have been finding ways of doing this for centuries; maybe "cognitive
bias" will replace "false consciousness." Perhaps some of these
scientists and (especially) their interpreters in the popular media go
down this path; that would be unfortunate. However, it doesn't
automatically mean their theories are false or research poor (though
it may be!)

Whatever the case, you seem to making a mountain out of a molehill, in
my opinion, and coming off rather paranoid in the process.



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Mental Illness
Date: August 2, 2011 at 3:48 PM

On Mon, Aug 1, 2011 at 11:44 AM, Elliot Temple <curi@curi.us> wrote:

_The Myth of Mental Illness_ by Thomas Szasz, ch 11:

... the notion of mental illness is used chiefly to obscure and explain
away problems in personal and social relationships; and that the notion of
witchcraft had been used in the same way during the declining Middle Ages.
We now deny moral, personal, political, and social controversies by
pretending that they are psychiatric problems: in short, by playing the
medical game.

Human misery is common place. It is not solved by denying the *moral*
nature of the problem. Human suffering prior to old age is caused primarily
by people (including oneself), not by magic, God, nature, bad luck or
disease. Taking responsibility for this is important.

The solution in general terms, as BoI explains, is knowledge. Knowledge can
solve problems. In particular, better moral knowledge is needed for how
people treat each other and themselves.

_The Myth of Mental Illness_ by Thomas Szasz, Conclusions:

I have argued that, today, the notion of a person “having a mental
illness” is scientifically crippling. It provides professional assent to a
popular rationalization — namely, that problems in living experienced and
expressed in terms of so-called psychiatric symptoms are basically similar
to bodily diseases. Moreover, the concept of mental illness also undermines
the principle of personal responsibility, the ground on which all free
political institutions rest. For the individual, the notion of mental
illness precludes an inquiring attitude toward his conflicts which his
“symptoms” at once conceal and reveal. For a society, it precludes regarding
individuals as responsible persons and invites, instead, treating them as
irresponsible patients.



Personal responsibility maters.

_The Myth of Mental Illness_ by Thomas Szasz, Conclusions:

Human behavior is fundamentally moral behavior. Attempts to describe and
alter such behavior without, at the same time, coming to grips with the
issue of ethical values are therefore doomed to failure. Hence, so long as
the moral dimensions of psychiatric theories and therapies remain hidden and
inexplicit, their scientific worth will be seriously limited.

Morality matters.

_The Myth of Mental Illness_ by Thomas Szasz, Summary:

1. Strictly speaking, disease or illness can affect only the body; hence,
there can be no mental illness.

2. “Mental illness” is a metaphor. Minds can be “sick” only in the sense
that jokes are “sick” or economies are “sick.”

3. Psychiatric diagnoses are stigmatizing labels, phrased to resemble
medical diagnoses and applied to persons whose behavior annoys or offends
others.

4. Those who suffer from and complain of their own behavior are usually
classified as “neurotic”; those whose behavior makes others suffer, and
about whom others complain, are usually classified as “psychotic.”

5. Mental illness is not something a person has, but is something he does
or is.

6. If there is no mental illness there can be no hospitalization,
treatment, or cure for it. Of course, people may change their behavior or
personality, with or without psychiatric intervention. Such intervention is
nowadays called “treatment,” and the change, if it proceeds in a direction
approved by society, “recovery” or “cure.”

7. The introduction of psychiatric considerations into the administration
of the criminal law — for example, the insanity plea and verdict, diagnoses
of mental incompetence to stand trial, and so forth — corrupt the law and
victimize the subject on whose behalf they are ostensibly employed.

8. Personal conduct is always rule-following, strategic, and meaningful.



Patterns of interpersonal and social relations may be regarded and analyzed
as if they were games, the behavior of the players being governed by
explicit or tacit game rules.

9. In most types of voluntary psychotherapy, the therapist tries to
elucidate the inexplicit game rules by which the client conducts himself;
and to help the client scrutinize the goals and values of the life games he
plays.

10. There is no medical, moral, or legal justification for involuntary
psychiatric interventions. They are crimes against humanity.

I recommend the book.

-- Elliot Temple
http://fallibleideas.com/

I have had a close family member diagnosed with significant mental illnesses
for almost two decades. I have read a number of books by Thomas Szasz
including this one and I agree with the recommendation provided here.

I have always considered the simple diagnosis of a mental illness as a label
to be the worst aspect of the disorder and after reading BOI, I have a
better understanding of why that is so.

Generally, a mental illness is considered a life long affliction. A
physician or some authority tells you that you have an organic problem with
your brain that leads to poor thinking. Your most powerful tool has been
rendered impotent or certainly less effective. You are encouraged not to
trust your own judgment in most cases, but submit to the authority and
better judgment of others.

With the modern diagnosis of a mental illness, if you are fortunate,
medication may permit you to lead a normal or near normal life according to
those authorities, but the efficacy of your own mind has been undercut
forever. I never agreed with this assessment and after reading BOI, I can
see that the modern concept of mental illness is a bad explanation for
thoughts and behaviors and one that discourages the development of good
explanations.

http://fallibleideas.com/


And the diagnosis of mental illness discourages better explanations most
from the very person in the best position to develop those explanations -
the person with the diagnosis in question.

The concept of mental illness, as Thomas Szasz criticizes it, is profoundly
pessimistic. Yet Szasz has been ignored and dismissed out of hand in the
same way as Ayn Rand's ideas often are.

John Campbell



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Cooperation
Date: August 2, 2011 at 6:51 PM

Why is cooperation valuable?

Effective cooperation creates mutual benefit.

The most important thing is not to fight with each other. Some cooperation is not 
worth some fights. If it's too hard or not working well then just don't do it. People 
going their separate ways is fine.

It's not good to add a mix of benefits and harm to one's life. But adding 
exclusively benefits is great.

One way cooperation creates mutual benefit is called comparative advantage.

The idea of comparative advantage is that if we each do what we're good at, and 
trade, then we'll get a better result than if we each have to do all tasks ourselves.

Cooperation also allows specialization. When people specialize at a particular 
task, they can do it better than non-specialists.

If Bob and Jane each want 100 widgets and 100 gadgets per month, and they 
each make their own, that will take a certain amount of work. But if Bob makes 
200 widgets, and Jane makes 200 gadgets, then they can each focus on getting 
really good at making that one type of thing and then trade.

A real world example is iPads. Instead of every person who wants an iPad 
building his own, Apple and its associates build all of them and then trade. 
Specialization allows for factories and mass production.

Another example is dairy farms. Instead of everyone owning their own cow, some 
specialists own lots of cows and sell the milk. This is way more convenient and 
allows for people to have milk who live in apartment buildings that can't 
accommodate cows.

Or imagine if coal mining wasn't left to specialists. Everyone takes their turn in the 
mine once a month. That would require most people get stronger and spend a lot 
of time learning new skills.



Or imagine if book writing wasn't left to specialists. If one wanted a book he'd 
have to write it himself. If we didn't cooperative with others, we'd never get to 
read a book without already knowing the ending.

Cooperation in the form of trade makes life much better for everyone involved. It's 
deeply integrated into our lifestyles. We rely on it. I don't know how to milk a cow 
or create an iPad, or build a home or car, and I don't need to learn those things.

Why is it safe to rely on cooperation and trade? What if one day no dairy farmers 
want to sell me milk? Or what if the area with all the coal mines goes to war with 
the area where I live and refuses to sell us coal anymore?

If I couldn't get any stores to trade with me for a year, my life would be ruined. If 
no one at all cooperated with me, I would die. I am not self-sufficient. Most people 
in modern society are not even close to self-sufficient. Is that risky?

The reason it's safe is because our society is stable and peaceful. Stable peace, 
at least within a particular area, is a requirement before we can gain so much 
material wealth from trade and specialization. If we didn't have stable peace we 
never would have developed in the direction of relying so heavily on trade and 
cooperation.

How did we get a society like this? By liberal values such as freedom, 
individualism, tolerating others who are different, the rule of law, impartial justice, 
and trying to use reason.

Because a liberal lifestyle works much better than any other, once a society does 
it they can see the benefits and want to do more of it. Liberalism can gradually 
increase.

Peace is best for everyone. Truth seeking and reason lead to peace.

Freedom and tolerance help promote peace too. Instead of fighting with people 
who are different, one respects their freedom and leaves them alone. In a liberal 
society, people who don't like each other simply refrain from cooperating, rather 
than fighting.

Good ideas bring on benefits which can help cause further progress. Once 
people get started with a good approach to life and to thinking, the goodness 
itself helps keep them using that approach (or any even better approach they 



discover).

Trade is not the only kind of cooperation. Another important kind is sharing ideas.

To learn, we need to find mistakes and improve our ideas to no longer have those 
mistakes.

An explanation of why something is a mistake, which can help someone learn 
better, is called a criticism. Criticism is a fundamental part of learning.

It's hard to find all of one's own mistakes. People often have blind spots and 
weaknesses. They aren't completely self-sufficient at finding and criticizing all 
types of mistakes.

External criticism helps a lot. Someone else may understand something I don't 
that allows him to offer a criticism I didn't think of myself.

Cooperating to share ideas is not nearly as well refined in the world today as 
trade is. Stores are routine. Appreciation of criticism is not routine. Some people 
dislike criticism and don't want to share or receive any.

Thinking about how sharing ideas works, and why it's good, and what some 
people's objections to it are, can help us to do it better.

If we don't think about cooperating regarding ideas enough then it won't work well 
for us. We need above average skill for it to work well. With trade, even most 
people with below average skill do fine.

To see the value of sharing ideas, consider that we've only had one Einstein. Not 
everyone has to be an Einstein. He shared his physics breakthroughs so we don't 
all have to think of them ourselves.

Our culture is good at sharing a limited amount of ideas via books, radio, TV, 
newspapers, magazines, academic journals and the internet. And via parents and 
teachers sharing ideas with children. That makes the world a much better place. 
It means knowledge can build up over time instead of starting over every 
generation.

But more is possible. We can do better. Individual people can talk with each 
other, share ideas and criticism, and learn. Discussions can be common and 



mutually beneficial. But a lot of small scale discussion today doesn't work very 
well or doesn't happen in the first place.

A problem is that some people consider criticism scary or bad. A reason for this is 
they get personally attached to their current ideas.

Life is better when one is open minded and recognizes that he can be the same 
person -- except better -- if he changes his ideas, gradually, one at a time. One 
doesn't need to hold on to all his ideas including his mistakes.

Proposing ideas, even mistaken ideas, is a good and helpful thing to do. We need 
candidate ideas; we need guesses about what might be correct. For every good 
idea, many bad ideas will be thought of. Bad ideas are more common than good 
ones. That's OK as long as we use criticism to eliminate bad ideas.

Without criticism, nothing would get rid of bad ideas. They would stick around 
forever, or at least until the people with those ideas died.

Without criticism there is no way to tell the difference between a good idea and a 
bad idea.

It's only when there is a lot of criticism that we can see the difference between 
good ideas and bad ideas: good ideas are the ones which don't get refuted by 
criticism. Good ideas are the ones which no one finds mistakes in.

Even good ideas don't last forever. As we learn more we get better at finding 
subtle mistakes and we set higher standards. What used to be a good idea gets 
less impressive until eventually we find something wrong with it and create an 
even better idea.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: Re: [BoI] History of Liberalism: William Godwin
Date: August 2, 2011 at 10:29 PM

On Thu, Jul 28, 2011 at 2:37 PM, Elliot Temple <curi@curi.us> wrote:

William Godwin (1756-1836) was originally a Christian minister and tory,
but was persuaded of liberalism and atheism. He subsequently made important
advances in liberal philosophy. He is not well known, and has a false
reputation as a radical socialist anarchist. His good ideas have been
neglected or not understood (or, perhaps, neglected due to not being
understood).

I consider Godwin the best liberal philosopher of all time.

Not Rand? :-)

Godwin's most important idea has to do with the irrationality of force, and
the superiority of persuasion. Some quotes:

The Enquirer: Reflections on Education, Manners, and Literature; by William
Godwin; New York 1965; p 77-78

If a thing be really good, it can be shown to be such. If you cannot
demonstrate its excellence, it may well be suspected that you are no proper
judge of it.

To which we can add that one should not and morally *can not* agree to be
persuaded by something merely because force or authority is invoked to
support it. For example, every parent who uses the infliction of pain in
place of an argument commits a double evil. First, the evil of being a
brute. Second, the evil of undermining a child's engagement with reality and
quest for objective truth by teaching them the lesson that violence is how
persuasion is accomplished. The extent to which the parent's discipline is
"successful" is the extent to which the child's rationality and objective
truth-seeking is undermined by irrationality and unreason. This is called



"discipline" and is considered necessary for some reason.

From PJ:

do you wish by the weight of your blows to make up for the deficiency of
your logic? This can never be defended. An appeal to force must appear to
both parties, in proportion to the soundness of their understanding, to be a
confession of imbecility. He that has recourse to it would have no occasion
for this expedient if he were sufficiently acquainted with the powers of
that truth it is his office to communicate. If there be any man who, in
suffering punishment, is not conscious of injury, he must have had his mind
previously debased by slavery, and his sense of moral right and wrong
blunted by a series of oppressions.

Political and Philosophical Writings of William Godwin; General Editor Mark
Philp; London 1993; Volume 2; p 60  [Essay against reopening the war with
france, spring 1793]

I like the spirit of it but think perhaps I don't quite understand. The
first few lines seem to be about not appealing to force to settle disputes.
The second strikes me as almost talking about how irrational memes can
undermine one's sense of right and wrong. Is he getting at the double evil I
described above, about force subverting rational thought processes?

What is it that makes the true difference between the uncultivated
savage, and the enlightened member of a civilised community? The single
circumstance, that the one employs force to obtain his purposes, and the
other reason. This is the fundamental principle of the true social science,
that the mind cannot be mended by the exercise of compulsion.

This reminds me of Rand a bit.



Godwin is nothing like the "harsh, "greedy" capitalists that some complain
of. He was open to the idea, for example, that many rich people should give
away a considerable amount of their wealth to people who had objectively
better uses for it. Yet Godwin's position is compatible with capitalism. He
abhorred violence and would never wish anyone to take from a rich man. All
you can legitimately do about rich men who "hoard" their wealth is persuade
them, which is a form of helping them to have better ideas. If they don't
listen, you might be mistaken, and the only thing to do is try to get better
arguments/ideas and in the mean time leave them alone.

This seems fine. Is this why he's mistaken for a leftist? If he was only for
persuasion, how could people get confused like that?

Various grievances expressed by progressive have some truth to them. Even
Marx wasn't completely wrong about everything. People sometimes fear
complaints by radicals because they could lead to violence. Godwin's
philosophy renders such things harmless, and fully compatible with
liberalism, by banning the use of force and insisting on rational persuasion
and voluntary consent in all matters.

Even utopian dreams of a completely redesigned society are harmless when
approached with the right methodology. When violence is completely out of
the question, they won't hurt anyone.

Harmless is not quite right though, is it? People could be voluntarily
persuaded of bad things that would lead to massive harm. Like switching all
farming to organic methods as part of a more "green" society...

Thank you for this post. I found it quite enjoyable!



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: [BoI] Understanding Liberalism
Date: August 3, 2011 at 1:57 AM

What questions should someone who understands liberalism be able to answer?

Jordan



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] History of Liberalism: William Godwin
Date: August 3, 2011 at 3:06 AM

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: BoI <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Thursday, 28 July 2011, 22:37
Subject: [BoI] History of Liberalism: William Godwin

William Godwin (1756-1836) was originally a Christian minister and tory, but 
was
persuaded of liberalism and atheism. He subsequently made important 
advances in
liberal philosophy. He is not well known, and has a false reputation as a
radical socialist anarchist. His good ideas have been neglected or not
understood (or, perhaps, neglected due to not being understood).

I consider Godwin the best liberal philosopher of all time.

Godwin has a unique way of approaching liberalism. Here are some of the other
approaches for comparison:

- With a focus on capitalism and economics arguments, like Ludwig von Mises 
or
Friedrich Hayek

- With a focus on piecemeal reform while respecting tradition, like Edmund 
Burke

- With a focus on avoiding totalitarianism, and being able to implement reforms
without violence, like Karl Popper

- With a focus on concepts like freedom, reason, progress and kindness

- With a focus on individualist moral principles, like Ayn Rand

Godwin is different. His primary principles could be summarized as fallibilism
and persuasion. He wants people to live by their own understanding and



judgement.

Godwin did not know Popperian epistemology nor modern economics, both of 
which
had not yet been invented. He was familiar with the ideas of economists of his
time like Adam Smith and Anne-Robert-Jacques Turgot.

In the early 1790's Godwin made several attempts to chart the development of
his philosophical principles. Here are a few he listed:

  1779 That man is in a state of perpetual improvement
  1781 That commerce ought not to be regulated
  1788 That the varieties of mind are the produce of education
  1790 That God ought not to be worshipped

"That man is in a state of perpetual improvement" has a lot in common
with The Beginning of Infinity (BoI). Godwin explains more in _Political
Justice_ (PJ):

http://etext.virginia.edu/etcbin/toccer-new2?
id=GodJust.xml&images=images/modeng&data=/texts/english/modeng/parsed&
tag=public&part=all

  Sound reasoning and truth, when adequately communicated, must always be
victorious over error: Sound reasoning and truth are capable of being so
communicated: Truth is omnipotent: The vices and moral weakness of man are 
not
invincible: Man is perfectible, or in other words susceptible of perpetual
improvement.

This is the unbounded progress that BoI speaks of. And it says, with BoI, that
there are no insoluble problems. And Godwin clarifies elsewhere that he
doesn't mean people can reach perfection, only that they can improve without
limit.

Seems to me that lots of people misunderstand this point. They conflate the idea 
that progress is not inherently bounded with the idea that we will soon be living in 
something like the socialist paradise in which roast pigeons fly into the mouths of 

http://etext.virginia.edu/etcbin/toccer-new2?id=GodJust.xml&images=images/modeng&data=/texts/english/modeng/parsed&tag=public&part=all


workers. Why do you think they make that mistake?

Godwin's most important idea has to do with the irrationality of force, and
the superiority of persuasion. Some quotes:

The Enquirer: Reflections on Education, Manners, and Literature; by William
Godwin; New York 1965; p 77-78

  If a thing be really good, it can be shown to be such. If you cannot
demonstrate its excellence, it may well be suspected that you are no proper
judge of it.

From PJ:

  Let us consider the effect that coercion produces upon the mind of him
against whom it is employed. It cannot begin with convincing; it is no argument.
It begins with producing the sensation of pain, and the sentiment of distaste.
It begins with violently alienating the mind from the truth with which we wish
it to be impressed. It includes in it a tacit confession of imbecility. If he
who employs coercion against me could mold me to his purposes by argument, 
no
doubt he would. He pretends to punish me because his argument is strong; but 
he
really punishes me because his argument is weak.

From PJ:

  do you wish by the weight of your blows to make up for the deficiency of
your logic? This can never be defended. An appeal to force must appear to both
parties, in proportion to the soundness of their understanding, to be a
confession of imbecility. He that has recourse to it would have no occasion for
this expedient if he were sufficiently acquainted with the powers of that truth
it is his office to communicate. If there be any man who, in suffering
punishment, is not conscious of injury, he must have had his mind previously
debased by slavery, and his sense of moral right and wrong blunted by a series
of oppressions.

Political and Philosophical Writings of William Godwin; General Editor Mark
Philp; London 1993; Volume 2; p 60  [Essay against reopening the war with



france, spring 1793]

  What is it that makes the true difference between the uncultivated savage,
and the enlightened member of a civilised community? The single circumstance,
that the one employs force to obtain his purposes, and the other reason. This is
the fundamental principle of the true social science, that the mind cannot be
mended by the exercise of compulsion.

These short quotes do not get the full point across. He speaks of this in many
other places and integrates the concepts throughout his thinking. I will explain
Godwin's fundamental point (based on many books, not just these quotes) in
my words, sticking closely to what Godwin did say:

People are fallible. When they disagree, either or both of them could easily be
wrong. Therefore disagreements should be approached with reasoned 
persuasion. If
you are correct, and you explain why sufficiently well, then the other guy will
agree with you and go along with what you suggested. If you can't persuade
him, then you have to consider that maybe you are wrong, and this is certainly
no time to use force.

Being forced feels psychologically the same for the other person if you are in
fact right or not. That you are right, even if true, does not make it any
better. It's cruel to use force and does not help him learn better. And the
forcer may well be mistaken. If he really knew what he was talking about
he'd be able to convince people.

Do not rush progress. If you can't convince people, get better ideas and
arguments. If you're right, the delay isn't very important, and the
insurance against error and avoidance of force are very important. Reforms 
need
to wait until people are persuaded. Ideas need to come first, and persuade
people, and then changes can easily be made afterwards.

The fundamental irrationality is to assume, in a disagreement, that you are
right and the other guy is wrong, and that if he doesn't concede then that
justifies the use of force against him. The rational approach is to treat all
disagreements as opportunities to be open minded and seek the truth, and to
cooperate in trying to discover what is best.



Consent is a crucial error correction mechanism. If people all consent, they
might be mistaken, but at least in their best judgment they think the idea is
OK. When consent is violated, it means doing something that someone thinks is 
a
mistake. It is force instead of persuasion. People should interact when they
consent to, and leave each other alone when they don't have unanimous
consent to do something together.

This sounds a bit like libertarianism, but libertarians often do advocate utopian 
policy changes, e.g.- immediately ceasing all intervention in foreign policy. What 
mistaken ideas do they hold that lead them to advocate such policies?

One idea crucial to all this is that there *is* a truth (especially in
morality), which is *best for everyone*. There is a truth to be found that makes
no one a lose but everyone a win. People don't inherently have conflicts of
interest that require them to fight, but actually can agree. Finding and
agreeing on the truth is always in all of their best interests. Life does not
require anyone ever to be sacrificed for me to get what I want.

Cooperation is always both possible and best. Sometimes the cooperation will 
be
very minimal and consist of agreeing to leave each other alone. But at least
that much is always possible for everyone to prefer and consent to.

This is what no one has explained or understood as well as Godwin did. 
Virtually
no one has even understood it well enough to try (before me). And this is a
better way to understand liberalism than any of the other ways. The others have
great value, but this is more fundamental and more powerful.

These ideas directly favor concepts like:

- free trade: trade by unanimous consent when all parties are persuaded the
trade would be an improvement

- respect for individually owned property: it may be best that I have your
property. If so, I should persuade you, not take it. If I can't persuade
you, I should work on creating better ideas, or consider that I may be mistaken.



- peace

- cooperation for mutual benefit with unanimous consent, or not at all

- non-violent conflict resolution mechanisms to deal with problems

Godwin applied his advanced philosophical understanding elsewhere. It matters
beyond politics. And today it still yields conclusions that modern civilization
does not know.

For example, Godwin knew that this all applies to the education of children. If
a child disagrees with something, it is irrational to assume the educator has
the truth. And if a child disagrees, and you force him, then even if you're
right it is still the same psychologically for the child as if you were wrong.
Educators should acknowledge their fallibility and proceed by persuasion.

Godwin also criticized punishment of criminals. Hurting people is irrational and
cruel, and does not help them reform. In a better and more liberal society,
criminals would never be punished and no one would wish vengeance. They 
would
still need to pay reparations for harm done to the extent possible, and be
prevented from doing further harm. Sometimes that would involve prison. But 
the
purpose of prison would not be a punishment, it would be to keep people safe
from them. This has straightforward consequences like that prisons need not be
intentionally uncomfortable, which is contrary to modern prison design.

Other issues Godwin addressed (I won't give details here) include marriage,
promises, nature/nurture, overpopulation and immortality.

Godwin is nothing like the "harsh, "greedy" capitalists that some
complain of. He was open to the idea, for example, that many rich people 
should
give away a considerable amount of their wealth to people who had objectively
better uses for it. Yet Godwin's position is compatible with capitalism. He
abhorred violence and would never wish anyone to take from a rich man. All you
can legitimately do about rich men who "hoard" their wealth is
persuade them, which is a form of helping them to have better ideas. If they
don't listen, you might be mistaken, and the only thing to do is try to get



better arguments/ideas and in the mean time leave them alone.

Various grievances expressed by progressive have some truth to them. Even 
Marx
wasn't completely wrong about everything. People sometimes fear complaints
by radicals because they could lead to violence. Godwin's philosophy renders
such things harmless, and fully compatible with liberalism, by banning the use
of force and insisting on rational persuasion and voluntary consent in all
matters.

Even utopian dreams of a completely redesigned society are harmless when
approached with the right methodology. When violence is completely out of the
question, they won't hurt anyone.

Could some of these ideas help explain why many people think Godwin was a 
communist?

Alan



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] History of Liberalism: Edmund Burke
Date: August 3, 2011 at 3:17 AM

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: BoI <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Tuesday, 26 July 2011, 22:33
Subject: [BoI] History of Liberalism: Edmund Burke

Moving on, Burke was a very good philosopher but he largely kept his
philosophical ideas to himself. He was first and foremost a politician. If
something would not be politically effective he didn't want to say it. That
isn't to say he was timid. He pushed hard for reforms that were ahead of
their time, and sometimes succeeded at dragging the country forward. But he 
did
not publish all his ideas just for the sake of telling people.

As an example, some of Burke's associates misunderstood some of positions.
He made a habit of not correcting them when it would have done political harm.
For example, when Burke worked with Phillip Francis regarding India, he did not
bring up major disagreements (on other issues) they had which Burke was 
aware of
but Francis was not. Burke kept his mouth shut for the sake of reforming India
policy.

Because of Burke's hesitance to speak his mind philosophically, and only to
make politically effective statements, it's harder to accurately understand
his ideas. It means he didn't use advanced arguments he may have known but
which people would not have understood and therefore not been persuaded by.
Burke primarily used arguments that other people would think were good, rather
than the ones he considered truest.

So if he didn't publish all his ideas how do you know about them?

While the wisdom of this approach is debatable in some ways, it worked. Burke
accomplished many important political changes, including two world changing
accomplishments. We should thank him for it.



What criticisms do you have of Burke's approach?

Burke was the first person to understand anarchism that I'm aware of.
William Godwin has sometimes been called the first anarchist. but Burke 
precedes
him. Anarchism is important to liberalism; one can't really be a full
fledged liberal without understanding it.

However, anarchism was not a political reform possible for Burke to achieve in
his life time. Talking about it would have made him a less effective politician.
So there isn't much information on the topic and his ideas are not
understood well.

Further, Burke's understanding of anarchism was more sophisticated than most
anarchist theory. Most anarchists are radical utopians and that's what
people associate with anarchy. Burke isn't recognizably an anarchist of that
type because he wasn't.

The basic concept of anarchism is that Governments are inherently coercive. 
They
do harm. That's bad. And so it should be reformed. Burke knew this. But most
anarchists then advocate for the destruction of the Government rather than a
very gradual transition by piecemeal reform.

Burke, in addition to understanding the fundamental incompatibility of coercive
Government with liberal principles, also understood the rational value of
tradition, the dangers of utopianism, and the necessity for gradual, piecemeal
progress. This additional knowledge sets Burke apart from most anarchists.

Popper also argued for piecemeal reform. What are some of the differences 
between Popper's position and Burke's?

Burke's early publication discussing anarchism is also interesting (but has
often been misunderstood, it doesn't directly make clear what Burke's
own views actually are):

http://oll.libertyfund.org/index.php?

http://oll.libertyfund.org/index.php?option=com_staticxt&staticfile=show.php%3Ftitle=850&Itemid=28


option=com_staticxt&staticfile=show.php%3Ftitle=850&Itemid=28

Does it make his views clear indirectly?

Also, many people seem to think Burke was writing a criticism of anarchism in 
this book. Why do you think otherwise?

Alan

http://oll.libertyfund.org/index.php?option=com_staticxt&staticfile=show.php%3Ftitle=850&Itemid=28


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Understanding Liberalism
Date: August 3, 2011 at 5:32 AM

On Aug 2, 2011, at 10:57 PM, Jordan Talcot wrote:

What questions should someone who understands liberalism be able to 
answer?

One is: What is the right attitude to disagreement? And what things are and are 
not disagreements?

Liberals take a broad attitude to what counts as disagreement. Disobedience, 
conflict, war, "not listening" -- all of these are forms of disagreement (plus ways of 
reacting to the disagreement).

Psychiatry is fundamentally anti-liberal because its major assertion is that some 
types of disagreement aren't really disagreement but disease. It denies various 
things are disagreements as a way of advocating actions (e.g. violence) that 
would be irrational and immoral ways to approach disagreement.

The wrong attitudes to disagreement can be -- and are -- used to rationalize 
illiberal policies like violence against disfavored groups such as "mental patients" 
and children.

A liberal should be able to understand and explain things like this, and connect 
them to liberal theory.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Understanding Liberalism
Date: August 3, 2011 at 5:44 AM

On Tue, Aug 2, 2011 at 10:57 PM, Jordan Talcot <jordan.talcot@gmail.com> 
wrote:

What questions should someone who understands liberalism be able to 
answer?

Unwanted "help" is not help. Why not? What are some common
manifestations of this mistake?

What is persuasion? When should it be used? What is the right attitude
to failures of persuasion?



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Cooperation
Date: August 3, 2011 at 7:29 AM

On Aug 2, 3:51 pm, Elliot Temple <c...@curi.us> wrote:
Or imagine if book writing wasn't left to specialists. If one wanted a book he'd 
have to write it himself. If we didn't cooperative with others, we'd never get to 
read a book without already knowing the ending.

<SNIP>
Trade is not the only kind of cooperation. Another important kind is sharing 
ideas.

<SNIP>
Cooperating to share ideas is not nearly as well refined in the world today as 
trade is. Stores are routine. Appreciation of criticism is not routine. Some people 
dislike criticism and don't want to share or receive any.

<SNIP>
If we don't think about cooperating regarding ideas enough then it won't work 
well for us. We need above average skill for it to work well. With trade, even 
most people with below average skill do fine.

To see the value of sharing ideas, consider that we've only had one Einstein. 
Not everyone has to be an Einstein. He shared his physics breakthroughs so we 
don't all have to think of them ourselves.

Our culture is good at sharing a limited amount of ideas via books, radio, TV, 
newspapers, magazines, academic journals and the internet. And via parents 
and teachers sharing ideas with children. That makes the world a much better 
place. It means knowledge can build up over time instead of starting over every 
generation.

But more is possible. We can do better. Individual people can talk with each 
other, share ideas and criticism, and learn. Discussions can be common and 
mutually beneficial. But a lot of small scale discussion today doesn't work very 
well or doesn't happen in the first place.

What are your thoughts on intellectual property?
-Copyrights
-Patents
-Trademarks



Are these useful means of cooperating regarding ideas, or are they
impediments to cooperating with ideas?

I think they are both (useful and impediments) in different
situations, but I haven't worked out clear criteria for when they are
useful and when they are not. I suspect there is some other factor
involved that I'm not aware of.

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] History of Liberalism: Edmund Burke
Date: August 3, 2011 at 2:28 PM

On Aug 3, 2011, at 12:17 AM, Alan Forrester wrote:

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: BoI <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Tuesday, 26 July 2011, 22:33
Subject: [BoI] History of Liberalism: Edmund Burke

Moving on, Burke was a very good philosopher but he largely kept his
philosophical ideas to himself. He was first and foremost a politician. If
something would not be politically effective he didn't want to say it. That
isn't to say he was timid. He pushed hard for reforms that were ahead of
their time, and sometimes succeeded at dragging the country forward. But he 
did
not publish all his ideas just for the sake of telling people.

As an example, some of Burke's associates misunderstood some of positions.
He made a habit of not correcting them when it would have done political 
harm.
For example, when Burke worked with Phillip Francis regarding India, he did 
not
bring up major disagreements (on other issues) they had which Burke was 
aware of
but Francis was not. Burke kept his mouth shut for the sake of reforming India
policy.

Because of Burke's hesitance to speak his mind philosophically, and only to
make politically effective statements, it's harder to accurately understand
his ideas. It means he didn't use advanced arguments he may have known but
which people would not have understood and therefore not been persuaded 
by.
Burke primarily used arguments that other people would think were good, 
rather
than the ones he considered truest.



So if he didn't publish all his ideas how do you know about them?

No one ever publishes all their ideas. You always have to read what they do 
publish and think about what their ideas are using conjecture and refutation.

Also, Burke made many non-public statements, e.g. letters, which we have now.

While the wisdom of this approach is debatable in some ways, it worked. 
Burke
accomplished many important political changes, including two world changing
accomplishments. We should thank him for it.

What criticisms do you have of Burke's approach?

Not always saying everything you know openly and plainly makes it harder for 
rational people inclined to listen and learn.

Burke was the first person to understand anarchism that I'm aware of.
William Godwin has sometimes been called the first anarchist. but Burke 
precedes
him. Anarchism is important to liberalism; one can't really be a full
fledged liberal without understanding it.

However, anarchism was not a political reform possible for Burke to achieve in
his life time. Talking about it would have made him a less effective politician.
So there isn't much information on the topic and his ideas are not
understood well.

Further, Burke's understanding of anarchism was more sophisticated than 
most
anarchist theory. Most anarchists are radical utopians and that's what
people associate with anarchy. Burke isn't recognizably an anarchist of that
type because he wasn't.

The basic concept of anarchism is that Governments are inherently coercive. 



They
do harm. That's bad. And so it should be reformed. Burke knew this. But most
anarchists then advocate for the destruction of the Government rather than a
very gradual transition by piecemeal reform.

Burke, in addition to understanding the fundamental incompatibility of coercive
Government with liberal principles, also understood the rational value of
tradition, the dangers of utopianism, and the necessity for gradual, piecemeal
progress. This additional knowledge sets Burke apart from most anarchists.

Popper also argued for piecemeal reform. What are some of the differences 
between Popper's position and Burke's?

Traditions have flaws. It has ugliness.

It's one thing to say they are valuable in abstract and then to focus consistently 
on criticisms of the flaws.

It's another to actually defend the value, despite the flaws, using concrete 
examples.

Burke did this so much better than Popper that Burke gets mistakenly called a 
conservative while Popper doesn't.

This doesn't mean Popper is bad on the issue. He said a lot of the right things -- 
usually in abstract -- to the extent he talked about it. But Burke is much better and 
makes it a lot harder to think you agree with him while also being completely 
wrong.

The correct amount of piecemealness is uncomfortable for lots of people. It's 
really easy to hear "piecemeal reform" and think of something less than the right 
amount, or to think, "Well tradition has value, but surely that doesn't include this 
particular one that I hate and already see a flaw in."

Burke's early publication discussing anarchism is also interesting (but has
often been misunderstood, it doesn't directly make clear what Burke's
own views actually are):



http://oll.libertyfund.org/index.php?
option=com_staticxt&staticfile=show.php%3Ftitle=850&Itemid=28

Does it make his views clear indirectly?

If interpreted with good philosophy -- including understanding of anarchism and 
liberalism -- and in context, then it makes clear that he knew some things.

Also, many people seem to think Burke was writing a criticism of anarchism in 
this book. Why do you think otherwise?

It's easier to say why I think otherwise if you present any kind of argument to 
discuss. I think otherwise because I read the book. The thesis of the book is not 
about anarchism. The book is critical of a version of "natural society" that is in fact 
very bad. But that in itself says nothing about Burke's opinion of non-bad versions 
of anarchism.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://oll.libertyfund.org/index.php?option=com_staticxt&staticfile=show.php%3Ftitle=850&Itemid=28
http://beginningofinfinity.com/discussion


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] History of Liberalism: Edmund Burke
Date: August 3, 2011 at 3:22 PM

On 3 Aug 2011, at 7:28pm, Elliot Temple wrote:

The correct amount of piecemealness is uncomfortable for lots of people. It's 
really easy to hear "piecemeal reform" and think of something less than the right 
amount, or to think, "Well tradition has value, but surely that doesn't include this 
particular one that I hate and already see a flaw in."

So people can legitimately disagree about which of them are liberals, depending 
on their opinion about the correct amount of piecemealness for specific issues?

Take, for example, the abolition of slavery. By, say, the 1780s there was already a 
significant faction who wanted immediate abolition, and people who wanted no 
immediate abolition but were in favour of working towards it over several 
generations -- and everything in between. The people at different points on this 
spectrum would have accused each other of not being liberals, right? Of being 
conservatives and revolutionists respectively.

And there were people who approved of slavery. Those, I suppose, were 
unequivocally conservatives -- though what are we to make of the fact that the 
arch-abolitionist William Wilberforce was, in every other respect, a conservative? 
So conservatives lay on a spectrum as well.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] History of Liberalism: Edmund Burke
Date: August 3, 2011 at 3:45 PM

On Aug 3, 2011, at 12:22 PM, David Deutsch wrote:

On 3 Aug 2011, at 7:28pm, Elliot Temple wrote:

The correct amount of piecemealness is uncomfortable for lots of people. It's 
really easy to hear "piecemeal reform" and think of something less than the 
right amount, or to think, "Well tradition has value, but surely that doesn't 
include this particular one that I hate and already see a flaw in."

So people can legitimately disagree about which of them are liberals, depending 
on their opinion about the correct amount of piecemealness for specific issues?

I don't see why disagreeing about the right reform policy on particular issues 
would imply disagreeing about who is a liberal. Liberalism has room for internal 
debate.

It would be possible to make liberal, or anti-liberal, style arguments for many 
reform policies.

You can argue about who is a liberal whenever you want. I don't see the purpose 
of declaring it "legitimate" in some cases (and implicitly not others). I wouldn't 
expect it to be very fruitful in borderline cases. It'd be most interesting when it is a 
proxy for some other debate, e.g. about whether a particular idea (e.g. insisting 
on unanimous consent as a rule) is good.

I don't quite see the point of the question. In general it's better to criticize policies 
directly.

Take, for example, the abolition of slavery. By, say, the 1780s there was already 
a significant faction who wanted immediate abolition, and people who wanted no 
immediate abolition but were in favour of working towards it over several 
generations -- and everything in between. The people at different points on this 
spectrum would have accused each other of not being liberals, right? Of being 
conservatives and revolutionists respectively.



They need not have made such accusations. Or they could have. I don't see why 
it matters. One would have to consider the specific arguments being put forward.

But to try to answer: Who is not a liberal? Begin with the people who want to 
abolish slavery without first persuading people. Then add the people who want to 
keep it even if people are persuaded against it.

And there were people who approved of slavery. Those, I suppose, were 
unequivocally conservatives -- though what are we to make of the fact that the 
arch-abolitionist William Wilberforce was, in every other respect, a 
conservative? So conservatives lay on a spectrum as well.

People sometimes vary in having liberal attitudes, or not, by issue. Inconsistency 
in people is ubiquitious. One of its many causes is not understanding the full 
reach of some ideas.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Intellectual Property (was: Cooperation)
Date: August 4, 2011 at 2:30 AM

On Aug 3, 2011, at 4:29 AM, Jason wrote:

On Aug 2, 3:51 pm, Elliot Temple <c...@curi.us> wrote:
Or imagine if book writing wasn't left to specialists. If one wanted a book he'd 
have to write it himself. If we didn't cooperative with others, we'd never get to 
read a book without already knowing the ending.

<SNIP>
Trade is not the only kind of cooperation. Another important kind is sharing 
ideas.

<SNIP>
Cooperating to share ideas is not nearly as well refined in the world today as 
trade is. Stores are routine. Appreciation of criticism is not routine. Some 
people dislike criticism and don't want to share or receive any.

<SNIP>
If we don't think about cooperating regarding ideas enough then it won't work 
well for us. We need above average skill for it to work well. With trade, even 
most people with below average skill do fine.

To see the value of sharing ideas, consider that we've only had one Einstein. 
Not everyone has to be an Einstein. He shared his physics breakthroughs so 
we don't all have to think of them ourselves.

Our culture is good at sharing a limited amount of ideas via books, radio, TV, 
newspapers, magazines, academic journals and the internet. And via parents 
and teachers sharing ideas with children. That makes the world a much better 
place. It means knowledge can build up over time instead of starting over 
every generation.

But more is possible. We can do better. Individual people can talk with each 
other, share ideas and criticism, and learn. Discussions can be common and 
mutually beneficial. But a lot of small scale discussion today doesn't work very 
well or doesn't happen in the first place.

What are your thoughts on intellectual property?



-Copyrights
-Patents
-Trademarks

Are these useful means of cooperating regarding ideas, or are they
impediments to cooperating with ideas?

I think they are both (useful and impediments) in different
situations, but I haven't worked out clear criteria for when they are
useful and when they are not. I suspect there is some other factor
involved that I'm not aware of.

US software patents are a complete mess. It's unclear how much better patents 
would work with a competent issuing agency that could judge what is patentable 
with any accuracy. They keep issuing (overlapping) patents for very broad and 
well known programming techniques which is bad.

Copyright is a mess too with the music industry that sues a tiny proportion of 
infringers at random. Good laws should be able to be, and actually be, enforced 
in a predictable way without much randomness.

The main factor that should determine these cases is: what harm did the 
infringement do? They should have to demonstrate harm in court or leave people 
alone. That involves dealing with issues like: if he didn't download that song, who 
would he have bought it from, if anyone?

It also involves the fact that I didn't necessarily do everything done from my IP 
address.

The fundamental fact is that we can now create a lot more valuable stuff a lot 
more cheaply. This is overwhelming good and people shouldn't fight against it.

Some industries like fashion have been doing OK without all the intellectual 
property laws that "protect" other industries.

Trademarks are the most clear cut as being a good idea. They aren't perfect but 
it's important that people can't call their knockoff drink "Pepsi".



All three of them should be approached with the general method of finding 
specific problems and reforming those in a minimalist way, then reevaluating the 
situation. They should not be abolished.

The cost of sorting out existing software patent claims is going to be, say, 
hundreds of billions of dollars. Apple reportedly paid $2 billion for one patent 
recently. But abolishing patents would do extremely large amounts of less 
predictable and less fair harm. The foreseeable upcoming costs are bad but they 
aren't caused by the court cases, royalty payments, etc… Those are just 
symptoms and consequences. The harm was already done in the past and 
there's no way to just get rid of it.

What's needed are specific reforms with consequences we can understand and 
judge which help improve matters a little at a time.

One of the easier types of reforms to implement is changes primarily affecting 
new patents/copyrights/trademarks. e.g. it could be made harder to get anything 
new patented. That's not nearly as dangerous as revoking existing patents (as 
some people have suggested).

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Feynman is an Awesome Liberal
Date: August 4, 2011 at 3:39 AM

On Jul 31, 3:18 pm, Justin Mallone <justin...@gmail.com> wrote:
Selected quotes below:

http://alexpetrov.com/memes/sci/value.html

Feynman rejects technologically reductionist theories of society and emphasizes 
the role of ideas:

Once some thought that the possibilities people had were not developed 
because most of these people were ignorant. With education universal, could 
all men be Voltaires? Bad can be taught at least as efficiently as good. 
Education is a strong force, but for either good or evil.

Communications between nations must promote understanding: So went 
another dream. But the machines of communication can be channeled or 
choked. What is communicated can be truth or lie. Communication is a strong 
force also, but for either good or bad.

The applied scientists should free men of material problems at least. Medicine 
controls diseases. And the record here seems all to the good. Yet there are 
men patiently working to create great plagues and poisons. They are to be 
used in warfare tomorrow.

Nearly everybody dislikes war. Our dream today is peace. In peace, man can 
develop best the enormous possibilities he seems to have. But maybe future 
men will find that peace, too, can be good and bad. Perhaps peaceful men will 
drink out of boredom. Then perhaps drink will become the great problem which 
seems to keep man from getting all he thinks he should out of his abilities.

Clearly, peace is a great force, as is sobriety, as are material power, 
communication, education, honesty, and the ideals of many dreamers.

We have more of these forces to control than did the ancients. And maybe we 
are doing a little better than most of them could do. But what we ought to be 
able to do seems gigantic compared with our confused accomplishments.

http://alexpetrov.com/memes/sci/value.html


Why is this? Why can't we conquer ourselves?

Because we find that even great forces and abilities do not seem to carry with 
them clear instructions on how to use them. As an example, the great 
accumulation of understanding as to how the physical world behaves only 
convinces one that this behavior seems to have a kind of meaninglessness. 
The sciences do not directly teach good or bad.

Feynman is a Popperian:

What, then, is the meaning of it all? What can we say to dispel the mystery of 
experience?

If we take everything into account, not only what the ancients knew, but all of 
what we know today that they didn't know, then I think that we must frankly 
admit that we do not know.

But in admitting this, we have probably found the open channel.

This is not a new idea; this is the idea of the age of reason. This is the 
philosophy that guided the men who made the democracy that we live under. 
The idea that no one really knew how to run a government led to the idea that 
we should arrange a system by which new ideas could be developed, tried out, 
tossed out, more new ideas brought in; a trial and error system. This method 
was a result of the fact that science was already showing itself to be a 
successful venture at the end of the 18th century. Even then it was clear to 
socially minded people that the openness of the possibilities was an 
opportunity, and that doubt and discussion were essential to progress into the 
unknown. If we want to solve a problem that we have never solved before, we 
must leave the door to the unknown ajar.

Feynman believes freedom, criticism, and the rejection of authority are needed 
for progress:

We are at the very beginning of time for the human race. It is not unreasonable 
that we grapple with problems. There are tens of thousands of years in the 
future. Our responsibility is to do what we can, learn what we can, improve the 
solutions and pass them on. It is our responsibility to leave the men of the 



future a free hand. In the impetuous youth of humanity, we can make grave 
errors that can stunt our growth for a long time. This we will do if we say we 
have the answers now, so young and ignorant; if we suppress all discussion, 
all criticism, saying, "This is it, boys, man is saved!" and thus doom man for a 
long time to the chains of authority, confined to the limits of our present 
imagination. It has been done so many times before.

It is our responsibility as scientists, knowing the great progress and great value 
of a satisfactory philosophy of ignorance, the great progress that is the fruit of 
freedom of thought, to proclaim the value of this freedom, to teach how doubt 
is not to be feared but welcomed and discussed, and to demand this freedom 
as our duty to all coming generations.

The whole essay is great. There's a nice little poem-like thing at the beginning 
about science. Read it!

---
I think Feynman was fantastic, though I hadn't read about his
political views. I've read most of his Lectures, which are unique for
translating complex mathematical concepts into plain English, usually
with delightful quips and simple examples. I was introduced to him via
"Five Easy Pieces", which I recommend to anyone with an interest in
physics.

His quantum "Sum Over Histories" says far more than people imagine,
but he didn't see the classical interpretation, which his Diagrams
certainly accomplish for other quantum effects.

An interesting feature interview with Feynman (ignore the early video
flickering):
http://www.libertarianinternational.org/apps/videos/videos/show/3995577-richard-
feynman

Bill

http://www.libertarianinternational.org/apps/videos/videos/show/3995577-richard-feynman


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] The Biggest Waste of Time
Date: August 4, 2011 at 4:19 PM

On Fri, Jul 29, 2011 at 2:19 PM, Ottho <ottho@nyc.rr.com> wrote:

-----Original Message----- From: Richard Fine
Sent: Thursday, July 28, 2011 7:49 PM

To: beginning-of-infinity@**googlegroups.com<beginning-of-
infinity@googlegroups.com>
Subject: Re: [BoI] The Biggest Waste of Time

On 29 Jul 2011, at 00:44, Ottho wrote:

 OH> I thought it spoke for itself. Just think about a world in which the
average age was (say) 150. Do I need to elaborate?

Yes, you do need to.

OH> I did in subsequent posts.

Bear in mind that SENS is focused on repairing the metabolic damage done by
ageing, rather than simply prolonging life;

OH> I am all for repairing metabolic damage done by ageing if that means
preventing diseases like Alzheimer and other debilitating diseases that
appear to be correlated with age, and that make life miserable not only for
the patients themselves but also those on whom they depend. I for am
enhancing quality of life, not simply its span.

it might help to think of it as closer to eternal youth than eternal life.

OH> I think that is a pipe dream, but if it comes to  that I see huge
economic problems and social disruptions. Wishful thinking, Unintended
consequences .



I do not see that wishful thinking is bad if one means thinking that
stimulates the imagination to embark on new activities and discoveries. What
else are we here for?

I believe your accusation of wishful thinking implies more than that. I
believe you are positioning yourself as having greater sophistication in
knowledge and prophesy, and that the wish for, and our ability to achieve
significant healthy life extension is naive on both counts.

Your charge of unintended consequences would apply to all new knowledge and
new activities. It is just a formulation of the precautionary principle
which David Deutsch debunks in BOI.

John Campbell



From: Westmiller@aol.com
Subject: [BoI] Traditionalism and Piecemealedness
Date: August 4, 2011 at 5:55 PM

Was: History of Liberalism: Edmund Burke
Elliot Temple wrote:

 Traditions have flaws. It has ugliness.
It's one thing to say they are  valuable in abstract and then to focus
consistently on criticisms of the  flaws.
It's another to actually defend the value, despite the flaws, using
concrete examples.

I'll have to admit, I just don't get it. If you're defining liberalism as a
 commitment to individual liberty, what does an anti-liberal tradition or
the  method of change to liberal norms have to do with the ideal?

You seem to be saying that, if slavery is a long-standing tradition, it
deserves deference and tolerance. That seems to imply that the slaveholder
deserves some, if not all, of the proceeds of involuntary servitude ...  until
such time as he can be persuaded to voluntarily surrender it, at  his own
convenience.

Granted, civil changes in laws or customs do happen slowly, simply because
"mankind are more disposed to suffer, while evils are sufferable, than to
right  themselves by abolishing the forms to which they are accustomed." But,
suffering  evils is necessarily illiberal, whether or not those evils are
common or  novel.

My point is that there are more or less efficacious means of implementing
liberal ideals, but it isn't the means that justify or damn the ends. The
means  need to be just in themselves, not deferential or servile to the whims
of those  who offend the fundamental principle.

For example, slavery in most places was eliminated by "buying" the slave
from the "owner" and granting him/her their liberty. That may have been more
efficacious than shooting the slaveholders in the head, but it endorses the
 principle that people *can justly* be bought and sold ... and that the
slaveholder has a *just claim* to compensation for his travesty. Note that, in
 many places (e.g.: Southern U.S.), this civil and unwarranted
compensation had little effect: most slaveholders defended their "right" to  own 



slaves
by violence. It was called the Civil War.

It is true that standing up for your principles can be expensive, simply
because some people will violently defend their uncivil and false claims.
But,  it isn't a "liberal principle" to accommodate their disposition, simply
because  it's a tradition, nor because civility is to be preferred.

Bill



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Misunderstandings
Date: August 4, 2011 at 5:58 PM

People often have misunderstandings.

People are different. People think differently.

This makes cooperation more difficult.

When people see things the same way, they have the same idea(s) on the topic, 
and are said to agree. They have shared understanding.

When people think the same on some issue, they naturally work for the same 
goal. That's because they agree on the best goal.

And when they agree, they work towards that goal in a coordinated way, because 
they agree on what steps are needed to reach the goal, and who should do which 
steps, and when, and how.

When people think the same way about something, then their actions do not 
surprise each other. Their actions are expected.

One's actions are based on what one thinks is best. It's easy to base one's 
expectations on what one thinks is best. When people agree about what is best, 
these match.

Because there is one objective truth, when people reach some of it they now 
share ideas. If I have the truth, and you have the truth, we must therefore have 
the same idea. There can't be contradictory truths. And when people get closer to 
the truth, they also get closer in outlook to each other.

There are some areas where cooperation works well because, for the most part, 
everyone in our culture agrees.

For example, people agree on how to deal with traffic lights. This causes them to 
act in a coordinated way. Some cars go while others stop and wait. Then they 
swap roles. All the cars change roles at the same time.

But abortion doctors and abortion protestors disagree. So they don't cooperate. 
They aim for contradictory goals.



People often think differently about controversial issues. They often think the 
same about cultural knowledge which has become common sense. There is 
another type of issue which is important that these examples do not illustrate.

This other issue is subtle issues: things people don't realize are issues. A lot of 
people's ideas receive little or no conscious attention.

Most people do not understand their emotions. They are often (but not always) 
aware of the results and of obvious causes. But they don't know how it works; 
they don't understand the mechanisms.

Other subtle issues include people's attitudes to criticism, their intuition, their 
method of trying to learn new things, the way they think of ideas and criticisms, 
their sexual preferences, their sense of humor and their taste in art.

Each of these things can be made less subtle. They are possible to understand, 
and to change, but they usually aren't.

When people do try to understand subtle issues, they often get it wrong. Their 
beliefs do not match the subtle reality. For example, many people believe they 
learn by induction. But induction is an impossible fiction. They are mistaken about 
how they think.

For subtle issues, people often don't realize that other ways of thinking are even 
possible. They don't realize there is an issue at all.

Misunderstandings are very common.

Misunderstandings are not caused by agreeing.

Disagreeing about controversial issues can cause misunderstandings. People 
often don't understand the other positions which they believe they disagree with. 
However, people are aware of the possibility of disagreement about controversial 
issues. They watch out for it and tolerate it, and usually aren't surprised.

Subtle issues cause the most misunderstandings and the most surprises. People 
are surprised when their expectations are not met.



A type of misunderstanding is miscommunication. Someone says something, and 
he means one thing, but the listener understands it differently than he meant it.

Learning to recognize misunderstanding, and change it into understanding, is a 
good skill. Misunderstandings can be avoided or clarified.

Many misunderstandings go unnoticed. People don't realize they aren't 
understanding each other until later, or sometimes never. These can be hard to 
notice. Without noticing them, they are very hard to correct.

Some people think the meanings of words are obvious. Or they don't realize other 
people could understand a word differently than they do; they do not realize their 
way is not the only way. This makes them overlook some miscommunication.

Because misunderstandings are commonplace, and many go unnoticed, we need 
ways of life which are good at dealing with misunderstandings and which can still 
function even if there are some unnoticed misunderstandings.

For dealing with misunderstandings one does notice, tolerance is important. I 
shouldn't just blame the other person but accept that other people think in 
different ways than I do and that is OK.

When I buy an item from a store, it doesn't matter if the store understands why I 
want that item. When understanding is not relevant, then misunderstanding is 
pretty harmless.

People often talk in complicated ways. Sometimes they want to be impressive (or 
don't think about why, but have learned to talk in an impressive way by habit). 
They should speak more simply, clearly, and straightforwardly.

The standards for what is impressive in our culture contain some significant 
mistakes. Good ideas are considered impressive, but complicated presentation is 
too. Some people assume things that confuse them (when written in the right kind 
of style) must be only for geniuses and they blame themselves as inferior. Short, 
clear and simple writing is harder to create and better, and ought to be 
considered most impressive.

Richard Feynman said something like: one doesn't really understand an idea well 
until one knows a way of explaining it which isn't too complicated.



Complexity isn't really impressive. It's not very hard to write something confusing 
which people don't understand. It's not very hard to confuse yourself or to be 
confused. What's really impressive is to take important issues and find ways to 
make them simpler.

A reason people don't try to communicate in a simple enough way is they don't 
recognize how many misunderstandings there are. Because they underestimate 
the misunderstanding problem, they are less interested in speaking clearly as a 
way to avoid misunderstandings.

When something is important enough so that we really don't want a 
misunderstanding, we can look for misunderstandings. We can ask each other 
questions about our ideas (that we tried to explain) in order to test someone's 
understanding and look for errors. We can each try to explain what the other guy 
said in our own words to test our own understanding and reveal errors.

If an idea can be communicated to the other person and then back, and still seem 
to be the same idea, that is a good sign. It eliminates the possibility of some 
misunderstandings which would be found out by doing that.

In order to live in a world full of misunderstandings, usually we shouldn't be too 
exacting about other people. If I want to decorate my kitchen an exact way, I can 
do that. But if I want something from a person, I shouldn't expect to get exactly 
the thing I had in mind.

While we can correct many misunderstandings, the amount of effort to deal with 
very subtle details is often not worthwhile. It can be better to allow for small 
misunderstandings between people than to make the effort to eliminate them.

If I don't expect people to understand exactly what I meant, then I won't be 
disappointed when they don't. I won't be surprised. I can plan for it in advance.

Because misunderstanding is common, patience is a virtue. Most people have 
some patience but should have a lot more. We shouldn't expect everything to go 
right all the time.

The truth is hard to come by, and people are different and have many 
disagreements, and communicating ideas is hard. When we want to cooperate 
with people, we shouldn't expect it always go perfectly. We need patience as we 
make some mistakes and try to correct them.



It might not just be one or two mistakes. It might be ten or twenty. Or more. We 
often need a lot of patience.

People are used to ways of cooperating which everyone is good at such as 
buying things from a store. Mistakes are reasonably uncommon for that. But 
when we have new ideas, or try new things, then mistakes and 
misunderstandings get a lot more common, and a lot more patience is needed.

Meeting new people is a time when patience is needed. At first, you understand 
the least about a person and so misunderstandings will happen the most.

Even at stores, not everything goes smoothly. That is why stores let you return 
items you bought, and offer warranties for defective items. These are 
mechanisms to help deal with potential problems. When dealing with new ideas, 
even more mechanisms are needed.

Return policies help deal with misunderstandings by customers of what products 
do. Warranties help deal with misunderstandings by manufactuerers about how to 
make products.

What these mechanisms do is correct errors. They keep working even if there are 
errors, because they are able to correct the errors.

Errors, mistakes and faults are the same thing.

For effective philosophy discussion, we have to understand the issue of 
misunderstanding.

-- Elliot Temple
http://beginningofinfinity.com/interview

http://beginningofinfinity.com/interview


From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: Re: [BoI] Traditionalism and Piecemealedness
Date: August 4, 2011 at 6:56 PM

On Thu, Aug 4, 2011 at 2:55 PM, <Westmiller@aol.com> wrote:

**
Was: History of Liberalism: Edmund Burke
Elliot Temple wrote:

Traditions have flaws. It has ugliness.
It's one thing to say they are valuable in abstract and then to focus
consistently on criticisms of the flaws.
It's another to actually defend the value, despite the flaws, using
concrete examples.

I'll have to admit, I just don't get it. If you're defining liberalism as a
commitment to individual liberty, what does an anti-liberal tradition or the
method of change to liberal norms have to do with the ideal?

Many people, particularly libertarians and leftists, have a habit of wanting
to smash stuff they think is immoral and assuming improvements will be easy.
As if improving on the traditions of 2.5 millennia of the Western tradition
is trivial. "Smashing the state" would make things way worse, as might
smashing the particular evil you think is super-bad.

Slavery was evil. But the Civil War was a disaster. A peaceful gradualist
solution would have been *much better* for everyone.

You seem to be saying that, if slavery is a long-standing tradition, it
deserves deference and tolerance. That seems to imply that the slaveholder
deserves some, if not all, of the proceeds of involuntary servitude ...
until such time as he can be persuaded to voluntarily surrender it, at his
own convenience.

Traditions can be criticized, harshly, and quite justly in the case of



slavery, but one needs to look for gradualist peaceful solutions instead of
starting off trying to justify violence on the basis of being morally
outraged at the practice. Maybe sometimes force is the best solution that
can be found by particular knowledge-poor people in the particular narrow
circumstances, but the presumption should be otherwise, I think.

Granted, civil changes in laws or customs do happen slowly, simply because
"mankind are more disposed to suffer, while evils are sufferable, than to
right themselves by abolishing the forms to which they are accustomed." But,
suffering evils is necessarily illiberal, whether or not those evils are
common or novel.

Many evils come from revolutionary change done in the name of rapid
improvement. This is an illiberal evil worth avoiding.

My point is that there are more or less efficacious means of implementing
liberal ideals, but it isn't the means that justify or damn the ends. The
means need to be just in themselves, not deferential or servile to the whims
of those who offend the fundamental principle.

For example, slavery in most places was eliminated by "buying" the slave
from the "owner" and granting him/her their liberty. That may have been more
efficacious than shooting the slaveholders in the head, but it endorses the
principle that people *can justly* be bought and sold ... and that the
slaveholder has a *just claim* to compensation for his travesty.

No it doesn't. It's resolving a rights violation and improving the world in
a peaceful and consensual way. If you buy out all the slaves in order to
destroy slavery, and succeed, it's silly to call that an endorsement of the
idea of slavery. So what's your objection?

Note that, in many places (e.g.: Southern U.S.), this civil and unwarranted



compensation had little effect: most slaveholders defended their "right" to
own slaves by violence. It was called the Civil War.

Was there a comprehensive attempt to buy out everyone's slaves in the South?

It is true that standing up for your principles can be expensive, simply
because some people will violently defend their uncivil and false claims.
But, it isn't a "liberal principle" to accommodate their disposition, simply
because it's a tradition, nor because civility is to be preferred.

Bill

Violence is bad. Shooting slave-owners or statists in the head because they
do things which you think are immoral is a bad way of solving problems and
improving the world.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Traditionalism and Piecemealedness
Date: August 4, 2011 at 10:01 PM

On Thu, Aug 4, 2011 at 2:55 PM,  <Westmiller@aol.com> wrote:

I'll have to admit, I just don't get it. If you're defining liberalism as a commitment 
to individual liberty, what does an anti-liberal tradition or the method of change 
to liberal norms have to do with the ideal?

Liberalism is a tradition encompassing many thinkers and many ideas.
It has no single definition or meaning.

Individual liberty is an important idea.

Individual liberty would not survive, for example, the collapse of
society. And much lesser events could set back its progress. So anyone
who cares about individual liberty must take a somewhat broader
perspective and address issues like what political processes are
dangerous.

We haven't got perfect individual liberty, so one also must consider
issues like what sort of reforms would be good. It's possible for
attempted reforms to be counter-productive. And its possible to
implement a good reform by a bad method which opens the door for bad
reforms.

Considering related problems like this is one of the ways in which
liberalism has branched out.

Another part of a liberalism is its attitude that improvement is
possible. Openness to new ideas is one of the meanings of the word
"liberal". It's part of the tradition of liberalism.

That means being open minded and willing to consider things, even ones
that intuitively seem "obviously false" at first. But it doesn't mean
always trying to immediately implement the latest new ideas before
considering them carefully. The ideas, *and the methods of achieving
them*, both need careful consideration before trying to change
society.



Liberals have always cared about which new ideas are implemented, and
by what mechanisms. For example, implementing reforms via voluntary
education is different than implementing them via violence. Violence
can much more easily impose *mistakes* on people than voluntary
education efforts can.

How effective violence is has a limited amount to do with how true the
ideas it supports are. The effectiveness of persuasive, voluntary
education has a great deal more to do with how true the ideas it
supports are: if you try to spread a dumb idea that way, a lot of
people may choose not to listen.

Some methods of change, by destroying society, also destroy individual
liberty. Some are counter-productive and damage individual liberty.
Some kill or force people and thus deprive those people of liberty.
Others have error correction built into them and thus have a hard time
doing harm even if they are somewhat mistaken.

So methods matter.

Most old traditions are neither liberal nor anti-liberal. They are
mixed. To label an entire tradition one way or the other is to
overlook crucial details.

Truly useless traditions could be discarded immediately. But few
traditions that people care about are fully useless. In general they
play some role in life. If they were taken away, people would need
something else to fill the void.

Slavery, for example, played a role in commerce. It may have been bad
and immoral, but it did something, and some of those functions were
legitimate things (e.g. the creation of food) that needed to be done
in other ways.

Setting aside historical details, if a method of creating food also
harmed liberty, then it should be reformed. But not necessarily
immediately abolished because then people would starve. Reform isn't
just a matter of identifying a flaw and then getting rid of it is
trivial. The transitions from the non-reformed to the reform state are



important.

Even a simple transition like giving people three months warning to
plan for the changes can make an important difference.

Usually addressing flaws is the much harder part than identifying
them. It's relatively easy to be a critic, and relatively hard to
effectively implement a better way in real life with real people.

The sort of reform that improves the world and furthers the cause of
liberalism has to care about what methods it uses in order to avoid
creating new problems that may well be worse than the ones it resolves
(or, sometimes, fails to resolve).

You seem to be saying that, if slavery is a long-standing tradition, it deserves 
deference and tolerance. That seems to imply that the slaveholder deserves 
some, if not all, of the proceeds of involuntary servitude ... until such time as he 
can be persuaded to voluntarily surrender it, at his own convenience.

Slavers use force. Liberalism does not tolerate unlimited force by
anyone not persuaded to stop.

Granted, civil changes in laws or customs do happen slowly, simply because 
"mankind are more disposed to suffer, while evils are sufferable, than to right 
themselves by abolishing the forms to which they are accustomed." But, 
suffering evils is necessarily illiberal, whether or not those evils are common or 
novel.

That unsourced quote is false. The primary reason people do not
abolish evils is because it's *hard* and they *don't know how*.

As BoI explains, all problems are soluble with sufficient knowledge.
All evils are due to ignorance.

My point is that there are more or less efficacious means of implementing liberal 
ideals, but it isn't the means that justify or damn the ends. The means need to 
be just in themselves, not deferential or servile to the whims of those who offend 
the fundamental principle.

Sometimes a means of accomplishing some ends actually accomplishes



different ends.

Actually, *every time*. That *always* happens every single time, to
greater or lesser degree.

So the study of what means actually can accomplish what ends is
crucial, as Popper emphasized.

For example, slavery in most places was eliminated by "buying" the slave from 
the "owner" and granting him/her their liberty. That may have been more 
efficacious than shooting the slaveholders in the head, but it endorses the 
principle that people *can justly* be bought and sold ... and that the slaveholder 
has a *just claim* to compensation for his travesty. Note that, in many places 
(e.g.: Southern U.S.), this civil and unwarranted compensation had little effect: 
most slaveholders defended their "right" to own slaves by violence. It was called 
the Civil War.

It is true that standing up for your principles can be expensive, simply because 
some people will violently defend their uncivil and false claims. But, it isn't a 
"liberal principle" to accommodate their disposition, simply because it's a 
tradition, nor because civility is to be preferred.

The method of using illegal violence to promote liberty is notoriously
ineffective. Why exactly would it be OK to shoot law abiding citizens
in the head? Just because you disagree with a law doesn't make
vigilante violence wise, moral, reasonable, or an effective means of
lasting reform.

People should not be severely punished for following the law. Make a
habit of that and what you're creating is a society without law. A
society where the rule of law is not important. Individual liberty
does not prosper in such societies.

So, why don't you have the law changed? And then, if some people don't
follow the new law, do not shoot them in the head but try them in
courts of law.

If you can't get the law changed because too many people think you are
mistaken, then it'd be irrational to just start shooting them. When
your arguments fail, you should improve your arguments -- learn more



-- rather than reaching for a gun.

Lasting and effective reform to aid oppressed people is *hard*. It's
not accomplished by wanting it to be so, writing a few words on paper,
or shooting people.

It is not pro-slavery to care about the methods of its abolition, and
to advocate what one thinks will actually work. If one opposes a plan
for the abolition of slavery on the grounds that it will actually have
counter productive results, that isn't deference or tolerance of
slavery.

David Deutsch talks about environmentalism, and how it wants its
vision of environmentally friendliness implemented at any cost. But
what it should want is to solve problems facing humans cheaply and
efficiently.

Just as environmental reform should be done cheaply and efficiently --
and within the system of the rule of law, democracy, etc... -- so too
should other reforms of all types. Many proposed reforms, for good
causes or bad, are mistakes. Some are unnecessarily expensive and
inefficient. Some aim for bad goals. Many would not achieve what they
intend to accomplish.

All reform, even reform of an evil like slavery (so very clear in
hindsight), must be approached with a *rational and effective method*.
When the stakes are high that's no reason to make an exception. The
more important it is, the more important to get things right and use
the best methods.



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] History of Liberalism: Edmund Burke
Date: August 5, 2011 at 3:34 AM

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Wednesday, 3 August 2011, 19:28
Subject: Re: [BoI] History of Liberalism: Edmund Burke

  Burke's early publication discussing anarchism is also interesting
(but has

  often been misunderstood, it doesn't directly make clear what
Burke's

  own views actually are):

http://oll.libertyfund.org/index.php?
option=com_staticxt&staticfile=show.php%3Ftitle=850&Itemid=28

  Does it make his views clear indirectly?

If interpreted with good philosophy -- including understanding of anarchism and
liberalism -- and in context, then it makes clear that he knew some things.

  Also, many people seem to think Burke was writing a criticism of anarchism
in this book. Why do you think otherwise?

It's easier to say why I think otherwise if you present any kind of argument
to discuss. I think otherwise because I read the book. The thesis of the book is
not about anarchism. The book is critical of a version of "natural
society" that is in fact very bad. But that in itself says nothing about
Burke's opinion of non-bad versions of anarchism.

In the Preface to Vindication Burke writes:

http://oll.libertyfund.org/index.php?option=com_staticxt&staticfile=show.php%3Ftitle=850&Itemid=28


"in short, all who consider such Things as Philosophy, and require some of them 
at least, in every philosophical Work, all these were certainly disappointed; they 
found the Land-marks of Science precisely in their former Places: And they 
thought they received but a poor Recompense for this Disappointment, in seeing 
every Mode of Religion attacked in a lively Manner, and the Foundation of every 
Virtue, and of all Government, sapped with great Art and much Ingenuity. What 
Advantage do we derive from such Writings? What Delight can a Man find in 
employing a Capacity which might be usefully exerted for the noblest Purposes, 
in a sort of sullen Labour, in which, if the Author could succeed, he is obliged to 
own, that nothing could be more fatal to Mankind than his Success?

"I cannot conceive how this sort of Writers propose to compass the Designs they 
pretend to have in view, by the Instruments which they employ. Do they pretend 
to exalt the Mind of Man, by proving him no better than a Beast? Do they think to 
enforce the Practice of Virtue, by denying that Vice and Virtue are distinguished 
by good or ill Fortune here, or by Happiness or Misery hereafter? Do they 
imagine they shall increase our Piety, and our Reliance on God, by exploding his 
Providence, and insisting that he is neither just nor good? Such are the Doctrines 
which, sometimes concealed, sometimes openly and fully avowed, are found to 
prevail throughout the Writings of Lord Bolingbroke; and such are the Reasonings 
which this noble Writer and several others have been pleased to dignify with the 
Name of Philosophy. If these are delivered in a specious Manner, and in a Stile 
above the common, they cannot want a Number of Admirers of as much Docility 
as can be
 wished for in Disciples. To these the Editor of the following little Piece has 
addressed it: there is no Reason to conceal the Design of it any longer.

"The Design was, to shew that, without the Exertion of any considerable Forces, 
the same Engines which were employed for the Destruction of Religion, might be 
employed with equal Success for the Subversion of Government; and that 
specious Arguments might be used against those Things which they, who doubt 
of every thing else, will never permit to be questioned."

So Burke is saying that some arguments against religion are specious and that 
he applied those same specious arguments to government.

He criticises government but he doesn't describe any better anarchist system 
than the one he (rightly) denigrates. So why do you think Burke is an anarchist 
rather than somebody who thinks the state is a necessary evil?



Alan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Delegitimizing Disagreement
Date: August 5, 2011 at 2:39 PM

Strategies for delegitimizing disagreement and thereby justifying the use of force:

- religion: attributing disagreement to heresy, sin, or lack of religious faith

- psychiatry: attributing disagreement to disease

- authority: attributing disagreement to the other party's inferior status, such as 
lack of credentials or ignorance  (according to the accuser)

- prejudice: attributing disagreement to some trait of the other party such as skin 
color, gender, sexual orientation, or age

- us vs them: attributing disagreement to the other party's membership in some 
group. This can be either due to bias or combined with the view that life requires 
winners and losers (i.e., that some problems have no solutions best for all parties, 
so fighting is the only option)

- victimhood: declare the other party already used force, and you are the 
oppressed victim. Now they are disagreeing to *stop* using force

- non-thinking: when the other party is not persuaded, say they were "not 
listening". They don't have a contrary point of view, they are just refusing to think 
about it and refusing to give you a genuine hearing.

- obviousness: declare that your ideas are so obviously true that no one honestly 
disagrees

- lying: say they actually do agree with you and they are intentionally lying. They 
might lie because they are wicked, or perhaps they are "scared of the truth" (e.g. 
of admitting to sexual desire towards someone)

- bias: their opinion doesn't count due to some "cognitive bias" they have

What other important strategies are used?

-- Elliot Temple
http://beginningofinfinity.com/interview

http://beginningofinfinity.com/interview


From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 5, 2011 at 3:02 PM

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: BoI <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Friday, 5 August 2011, 19:39
Subject: [BoI] Delegitimizing Disagreement

Strategies for delegitimizing disagreement and thereby justifying the use of
force:

- religion: attributing disagreement to heresy, sin, or lack of religious faith

- psychiatry: attributing disagreement to disease

- authority: attributing disagreement to the other party's inferior status,
such as lack of credentials or ignorance  (according to the accuser)

- prejudice: attributing disagreement to some trait of the other party such as
skin color, gender, sexual orientation, or age

- us vs them: attributing disagreement to the other party's membership in
some group. This can be either due to bias or combined with the view that life
requires winners and losers (i.e., that some problems have no solutions best for
all parties, so fighting is the only option)

- victimhood: declare the other party already used force, and you are the
oppressed victim. Now they are disagreeing to *stop* using force

- non-thinking: when the other party is not persuaded, say they were "not
listening". They don't have a contrary point of view, they are just
refusing to think about it and refusing to give you a genuine hearing.

- obviousness: declare that your ideas are so obviously true that no one
honestly disagrees

- lying: say they actually do agree with you and they are intentionally lying.
They might lie because they are wicked, or perhaps they are "scared of the



truth" (e.g. of admitting to sexual desire towards someone)

- bias: their opinion doesn't count due to some "cognitive bias"
they have

What other important strategies are used?

Economic interest: The other party disagrees because they gain something by 
disagreeing with you although you're completely right and saintly and wonderful.

Alan



From: Westmiller@aol.com
Subject: [BoI] Re: Traditionalism and Piecemealedness
Date: August 5, 2011 at 3:37 PM

Michael Smithson writes:
... Slavery was evil. But the Civil War  was a disaster. A peaceful

gradualist solution would have been *much better* for  everyone.

Of course, but the reality is that most slaveholders *did not want* a
solution, because in their minds there was no problem to solve. Coercion against
 their slaves was working just fine and it was critical to their financial
success. Besides, it was a Tradition of long standing, endorsed in the
Bible, and perpetuated by centuries of common law. There was nothing to
discuss.

... "Smashing the state" would make things way worse, as  might smashing
the particular evil you think is super-bad.

I'm not an anarchist, nor am I suggesting that the best method of solving a
 problem is violence. What I'm saying is that there are liberal principles
of  social interaction that justly forbid coercion. They are rational and
consistent  with reality. Advocating and pursuing them is not just warranted,
but  necessary for a civil society.

HOW those ideals are pursued is a different question, requiring its own
justification. Obviously, the ideal is civil discourse, persuasion, and
cooperative reform. However, it would be foolish to assume or expect that those
who succeed by coercion will voluntarily surrender the advantage they gain
by  violating the rights of others. They are perfectly happy to use  violence
in defense of their gains ... because that is the method they have  always
used to achieve those gains. For them, it is justified by "tradition":
that's the way it has always been. Might makes right.

... If you buy out all the slaves in order to destroy slavery, and
succeed, it's silly to call that an endorsement of the idea of slavery. So
what's your objection?

Not silly at all: if you *buy slaves*, whatever your  objective (even
granting them liberty), you are endorsing the principle of  *buying slaves* for
your own purposes. If you are logically  consistent, you cannot object to the



slaveholder *buying more slaves* with  the money you have paid him for his
former slaves. Of course, politics  isn't usually rational.

What actually happened in U.S. history was that the government offered  to
buy slaves on the condition that the slaveholder would not buy new slaves.
That condition was imposed, against the will of slaveholders, under the
threat of violence: taking away any new slaves by force. Even if the offer was
declined, the government threatened violence against the slaveholder to
obtain  the freedom of their slaves. In other words, the law threatened violent
 emancipation, whether the slaveholder agreed to "compensation" or not.

Some slaveholders (probably for other efficacious reasons) agreed to the
payment and agreed not to purchase additional slaves. But most of them (for
efficacious or ideological reasons) simply refused, threatening retaliation
against any government agent that attempted to take their "property"
against  their will. The result was the Civil War.

... Violence is bad. Shooting slave-owners or statists in the head
because they do things which you think are immoral is a bad way of solving
problems and improving the world.

Yes, violence is bad. Slavery IS violence (or at least the threat of
violence). When all else fails (yes, the default should be persuasion), the only
proper response to violence is superior force. That's why we have
governments  and laws.

Violence is also profitable. That's why people commit robbery:  they
frequently get away with this "low cost" method of acquisition, with  no penalty
or ill consequence. We don't usually kill robbers  (though it's perfectly
legal in some circumstances), but we must be willing to  use violence to
apprehend and punish those who can be justly accused and proven  guilty of the
offense. Otherwise, we are condoning the initial violence (Rand  would call it
"consent of the victim") and inviting others to commit robbery for  their
own benefit.

The iconic plea "Why can't we all just get along?" is frequently used by
those who engage in violence for their own benefit, but want victims and
others  to just "be nice" and empathize with their plight, rather than retaliate
against  the offense. That stance is the antithesis of any *civil* society.



Bill



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 5, 2011 at 4:17 PM

On Fri, Aug 5, 2011 at 12:02 PM, Alan Forrester
<alan_forrester2@yahoo.co.uk> wrote:

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: BoI <beginning-of-infinity@googlegroups.com>
Cc:
Sent: Friday, 5 August 2011, 19:39
Subject: [BoI] Delegitimizing Disagreement

Strategies for delegitimizing disagreement and thereby justifying the use of
force:

- religion: attributing disagreement to heresy, sin, or lack of religious faith

- psychiatry: attributing disagreement to disease

- authority: attributing disagreement to the other party's inferior status,
such as lack of credentials or ignorance  (according to the accuser)

- prejudice: attributing disagreement to some trait of the other party such as
skin color, gender, sexual orientation, or age

- us vs them: attributing disagreement to the other party's membership in
some group. This can be either due to bias or combined with the view that life
requires winners and losers (i.e., that some problems have no solutions best 
for
all parties, so fighting is the only option)

- victimhood: declare the other party already used force, and you are the
oppressed victim. Now they are disagreeing to *stop* using force

- non-thinking: when the other party is not persuaded, say they were "not
listening". They don't have a contrary point of view, they are just



refusing to think about it and refusing to give you a genuine hearing.

- obviousness: declare that your ideas are so obviously true that no one
honestly disagrees

- lying: say they actually do agree with you and they are intentionally lying.
They might lie because they are wicked, or perhaps they are "scared of the
truth" (e.g. of admitting to sexual desire towards someone)

- bias: their opinion doesn't count due to some "cognitive bias"
they have

What other important strategies are used?

Economic interest: The other party disagrees because they gain something by 
disagreeing with you although you're completely right and saintly and wonderful.

If they could gain by disagreeing, doesn't that mean you weren't in fact right?

Being right requires proposing something best for everyone. If your
idea is bad for someone economically, that is a flaw in it.



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 5, 2011 at 6:06 PM

----- Original Message -----
From: Anonymous Person <unattributedemail@gmail.com>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Friday, 5 August 2011, 21:17
Subject: Re: [BoI] Delegitimizing Disagreement

On Fri, Aug 5, 2011 at 12:02 PM, Alan Forrester
<alan_forrester2@yahoo.co.uk> wrote:

 ----- Original Message -----
 From: Elliot Temple <curi@curi.us>
 To: BoI <beginning-of-infinity@googlegroups.com>
 Cc:
 Sent: Friday, 5 August 2011, 19:39
 Subject: [BoI] Delegitimizing Disagreement

 Strategies for delegitimizing disagreement and thereby justifying the
use of

 force:

 - religion: attributing disagreement to heresy, sin, or lack of
religious faith

 - psychiatry: attributing disagreement to disease

 - authority: attributing disagreement to the other party's inferior
status,

 such as lack of credentials or ignorance  (according to the accuser)

 - prejudice: attributing disagreement to some trait of the other party
such as

 skin color, gender, sexual orientation, or age



 - us vs them: attributing disagreement to the other party's
membership in

 some group. This can be either due to bias or combined with the view
that life

 requires winners and losers (i.e., that some problems have no solutions
best for

 all parties, so fighting is the only option)

 - victimhood: declare the other party already used force, and you are
the

 oppressed victim. Now they are disagreeing to *stop* using force

 - non-thinking: when the other party is not persuaded, say they were
"not

 listening". They don't have a contrary point of view, they are
just

 refusing to think about it and refusing to give you a genuine hearing.

 - obviousness: declare that your ideas are so obviously true that no
one

 honestly disagrees

 - lying: say they actually do agree with you and they are intentionally
lying.

 They might lie because they are wicked, or perhaps they are
"scared of the

 truth" (e.g. of admitting to sexual desire towards someone)

 - bias: their opinion doesn't count due to some "cognitive
bias"

 they have

 What other important strategies are used?

 Economic interest: The other party disagrees because they gain something by
disagreeing with you although you're completely right and saintly and



wonderful.

If they could gain by disagreeing, doesn't that mean you weren't in fact
right?

Being right requires proposing something best for everyone. If your
idea is bad for someone economically, that is a flaw in it.

That is one flaw in that strategy for delegitimising disagreement. However, even if 
the person who you're demonising will not in fact gain by opposing your policy, 
the fact that he thinks he will means you haven't explained your policy well 
enough.

Alan



From: judith buber agassi and joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Delegitimizing Disagreement
Date: August 5, 2011 at 6:25 PM

What is this delegitimizing that is under discussion here?

It is easy to see that one can put down an opinion, privately or publicly;
or that one person can avoid arguing with another; or that one can ask a
community to anathematize a person or to taboo the public assertion of an
opinion; or that one can try to propose legislation against the public
assertion of some opinion. If one is successful in such a venture, then
people may lose interest in arguing against an opinion, or the public
assertion or discussion of an opinion becomes taboo or illegal. What else is
there? What is the discussion about?

Joseph Agassi

Judith Buber Agassi and Joseph Agassi
37, Levi Eshkol Street,
Herzlia 46745 ISRAEL
Phone and Fax: + 972-9-950-4072
e-mail: agass@post.tau.ac.il
Web Pages: http://www.tau.ac.il/~agass

http://www.tau.ac.il/~agass


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 5, 2011 at 8:10 PM

On 5 Aug 2011, at 7:39pm, Elliot Temple had written:

Strategies for delegitimizing disagreement and thereby justifying the use of 
force:

- religion: attributing disagreement to heresy, sin, or lack of religious faith

- psychiatry: attributing disagreement to disease

- authority: attributing disagreement to the other party's inferior status, such as 
lack of credentials or ignorance  (according to the accuser)

- prejudice: attributing disagreement to some trait of the other party such as skin 
color, gender, sexual orientation, or age

- us vs them: attributing disagreement to the other party's membership in some 
group. This can be either due to bias or combined with the view that life requires 
winners and losers (i.e., that some problems have no solutions best for all 
parties, so fighting is the only option)

- victimhood: declare the other party already used force, and you are the 
oppressed victim. Now they are disagreeing to *stop* using force

- non-thinking: when the other party is not persuaded, say they were "not 
listening". They don't have a contrary point of view, they are just refusing to think 
about it and refusing to give you a genuine hearing.

- obviousness: declare that your ideas are so obviously true that no one 
honestly disagrees

- lying: say they actually do agree with you and they are intentionally lying. They 
might lie because they are wicked, or perhaps they are "scared of the truth" 
(e.g. of admitting to sexual desire towards someone)

- bias: their opinion doesn't count due to some "cognitive bias" they have



On 5 Aug 2011, at 11:25pm, judith buber agassi and joseph agassi wrote:

What is this delegitimizing that is under discussion here?

It is easy to see that one can put down an opinion, privately or publicly;
or that one person can avoid arguing with another; or that one can ask a
community to anathematize a person or to taboo the public assertion of an
opinion; or that one can try to propose legislation against the public
assertion of some opinion. If one is successful in such a venture, then
people may lose interest in arguing against an opinion, or the public
assertion or discussion of an opinion becomes taboo or illegal. What else is
there? What is the discussion about?

Joseph Agassi

I had the impression they were discussing those very things, but were particularly 
interested in cases where those things are being done under the guise or cover of 
something much more respectable, such as

Science

Education

Rational debate

Philosophy

Logic

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 5, 2011 at 8:13 PM

On Aug 5, 2011, at 3:25 PM, judith buber agassi and joseph agassi wrote:

What is this delegitimizing that is under discussion here?

Many types disagreements are said not to be legitimate. Therefore they do not 
have to be respected and tolerated in a rational and voluntary manner.

People are tolerant of everything they deem to be legitimate activities, even if 
they think it's a mistake. For example, people accept that joining an opposing 
mainstream political party is a legitimate activity. One is allowed to disagree about 
which political party is best.

But there are strategies used for being intolerant. For example, if someone 
behaves in a way which violates some social rules, it might be asserted that he 
has a brain disease. That means it isn't his voluntary choice. It's not a 
disagreement about morality or lifestyle choices (which is legitimate). It's not a 
disagreement about ideas at all, they claim. Rather, it's the disease making the 
choices, not the person. Thus they justify the use of force against the person, 
claiming they are helping him against the disease.

Or if a child disagrees with a parent, the child is said to be "not listening" rather 
than disagreeing (or it is said that his brain is not yet fully developed). The child's 
choices aren't acknowledged to be voluntary, intentional choices, based on ideas, 
which the parent disagrees with, but are instead deemed illegitimate (not in the 
category of things that must be tolerated).

Since it's not legitimate, that justifies stopping it (by force), which is even claimed 
to be for the child's own good (if only he wasn't afflicted by a partially grown brain, 
or by childishness causing him not to listen, he'd thank me for forcing him).

Or drug users ("addicts") are said not to be making legitimate choices. It's 
deemed not to be a disagreement about lifestyles but something else, and again 
the use of force is justified by such claims.

In many cases, the person forced is expected to thank the violence user later, 
once some impairment of their thinking is removed (by force). The person's 



problem, it is claimed, prevents them from seeing that there is a problem. Thus it 
is claimed that there is no way out of the dilemma except violating their consent.

In every case that some kind of disagreement is deemed not to be legitimate, that 
is an anti-liberal tactic which can have little other meaning than to justify and 
advocate violence.

Our society deems alternative lifestyle choices, and other products of one's 
thinking, to be legitimate, so to make them illegitimate the anti-liberals must 
attribute them to things other than thinking. They must come up with some cause 
other than the person's ideas.

Causes used include mental disease, "cognitive bias", dishonesty (he doesn't 
actually disagree, he's just lying and saying he does), refusal to think or "he 
doesn't really disagree, he just lacks the background knowledge to understand 
why he's wrong" (therefore he must be forced to acquire appropriate education 
before he can make his own legitimate choices and control his own life).

I am curious about what strategies are used for this purpose of advocating 
violence. I listed some (including historical ones). I think there are more.

I see declaring disagreements to be illegitimate, and to in some way not be a 
matter of a disagreement of ideas, as one of the main anti-liberal and pro-
violence strategies thriving in the world. And I see complete consistency in 
treating all these things as legitimate disagreements as being one of the major 
virtues of liberalism.

The liberal way is to approach disagreements with reason. The anti-liberal way is 
to approach them with force. And one tactic to sneak that in through the back 
door is to limit what counts as a (legitimate) disagreement.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Local Maxima
Date: August 5, 2011 at 9:43 PM

A common theme in many recent posts has been the superiority of making
incremental reforms/improvements to whatever system is currently in
place. As a general idea, I tend to agree with this approach
particularly where violence is expected or possible as a consequence
of abandoning the incremental improvement strategy.

However, I also have a concern with this approach. In systems which
involve nonlinear relationships, it is common to have many local
maxima on the curve. Complex relationships such as are found in human
society are often nonlinear. Think of a graph where the horizontal
axis is some variable we are attempting to reform, and the vertical
axis is a result we are trying to maximize. There will be one highest
point, the global maximum, but also perhaps several other relatively
high points (local maxima) surrounded on each side with lower points.

For sake of illustration presume that a tax rate of 0% results in an
economic output value of 100, and a tax rate of 100% results in an
economic output value of 0, but between those two extremes the
relationship between the tax rate and the economic output value is non-
linear. To get an idea of the general shape of the graph suppose the
relationship curve crosses the following points:
Tax Rate    Economic Output
0                100
10               70
20               80
30               85
40               75
50               60
60               40
70               35
80               15
90               10
100              0

However, we don't actually know that's what the relationship is - we
only know what the current tax rate is and what the current economic
output is, along with any value pairs we've actually tried in the



recent past. So if we start with a tax rate of 50% and an output of
60, suppose we convince enough people to pass a reform measure
reducing the tax rate to 40%. Great! We see economic output grow to
75. And we see economic output grow even more, to 85, when we pass a
reform to reduce the rate to 30%. We think we've got it figured out
now - cutting taxes results in economic growth. So we pass another
reform to reduce the rate to 20% -- uh oh, the economic output dropped
thist time. Maybe we think it was a fluke, and we manage to pass a
reform to reduce the rate to 10%. But now economic output drops to 70,
below what it was when the tax rate was 40%! Would this not appear to
most people in the society to be a mistake, and to indicate that we
ought to go back to a tax rate of 30%? And would it not seem to
preclude ever getting to the global maximum, a tax rate of 0, via the
incremental reform method?



From: judith buber agassi and joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Delegitimizing Disagreement
Date: August 6, 2011 at 3:49 AM

Alas, I had a different impression. My feeling was of discomfort, as the
focus or the question of the discussion was not clear to me; your latest,
David, does not alleviate my discomfort. You say, delegitimizing takes place
under the guise or cover of something much more respectable, such as
Science, Education, Rational debate, Philosophy, Logic. The words "guise or
cover" disturb me, as debates and more so decrees like that take place all
the time in each and every field you mention, and at times openly and at
times sub rosa. It seems to me, and correct me if it is in error on my part,
that you mean by delegitimizing the quasi-institutional oversight, such as
the philosophical public's unspoken and understandable oversight of some
philosophers like, say, Gurdjieff, who is detestable, and khalil Gibran, who
is lovely but very small fry. The question is, is this done by the book? And
the obvious and indisputable answer is, sometimes yes. In particular, it is
my fervent wish to have Martin Heidegger ostracized, but by the book, and
not because he was a Nazi but because, it is my wish to argue as publicly
and openly as possible, his philosophy is, especially his theory of
authenticity so-called. Now Popper was ostracized by the philosophical
community by word of mouth and on the strength of outrageous allegations,
and this still holds to the extent that the obscurantist "Vienna Circle"
still is influential in the community of the philosophy of science. This is
silly because one can admire the philosophy of Schlick and yet detest his
smear campaign against Popper. Is this the kind of thing that your website
discussion on Delegitimizing concerns? If yes, then it was far from clear to
me and thank you very much for the explanation. if not, pray try again.

-- Joseph Agassi

Judith Buber Agassi and Joseph Agassi
37, Levi Eshkol Street,
Herzlia 46745 ISRAEL
Phone and Fax: + 972-9-950-4072
e-mail: agass@post.tau.ac.il
Web Pages: http://www.tau.ac.il/~agass

-----Original Message-----
From: beginning-of-infinity@googlegroups.com

http://www.tau.ac.il/~agass


[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of David Deutsch
Sent: Saturday, August 06, 2011 03:11
Subject: Re: [BoI] Delegitimizing Disagreement

On 5 Aug 2011, at 7:39pm, Elliot Temple had written:

Strategies for delegitimizing disagreement and thereby justifying the use
of force:

- religion: attributing disagreement to heresy, sin, or lack of religious
faith

- psychiatry: attributing disagreement to disease

- authority: attributing disagreement to the other party's inferior
status, such as lack of credentials or ignorance  (according to the accuser)

- prejudice: attributing disagreement to some trait of the other party
such as skin color, gender, sexual orientation, or age

- us vs them: attributing disagreement to the other party's membership in
some group. This can be either due to bias or combined with the view that
life requires winners and losers (i.e., that some problems have no solutions
best for all parties, so fighting is the only option)

- victimhood: declare the other party already used force, and you are the
oppressed victim. Now they are disagreeing to *stop* using force

- non-thinking: when the other party is not persuaded, say they were "not
listening". They don't have a contrary point of view, they are just refusing
to think about it and refusing to give you a genuine hearing.

- obviousness: declare that your ideas are so obviously true that no one
honestly disagrees

- lying: say they actually do agree with you and they are intentionally
lying. They might lie because they are wicked, or perhaps they are "scared
of the truth" (e.g. of admitting to sexual desire towards someone)

mailto:beginning-of-infinity@googlegroups.com


- bias: their opinion doesn't count due to some "cognitive bias" they have

On 5 Aug 2011, at 11:25pm, judith buber agassi and joseph agassi wrote:

What is this delegitimizing that is under discussion here?

It is easy to see that one can put down an opinion, privately or publicly;
or that one person can avoid arguing with another; or that one can ask a
community to anathematize a person or to taboo the public assertion of an
opinion; or that one can try to propose legislation against the public
assertion of some opinion. If one is successful in such a venture, then
people may lose interest in arguing against an opinion, or the public
assertion or discussion of an opinion becomes taboo or illegal. What else

is
there? What is the discussion about?

Joseph Agassi

I had the impression they were discussing those very things, but were
particularly interested in cases where those things are being done under the
guise or cover of something much more respectable, such as

Science

Education

Rational debate

Philosophy

Logic

-- David Deutsch



From: judith buber agassi and joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Delegitimizing Disagreement
Date: August 6, 2011 at 4:12 AM

Thank you Elliot Temple for the clarification. You speak of illegitimate
actions, and this seems to me very clear. Now the confusion that often
clouds its understanding nonetheless, at least for me, is the frequent
oversight of this: legitimacy is a matter of a rule book, and we have quite
a few of these and none of them is perfect but our default expectation from
ourselves is to abide by them, even if at times under protest. In
particular, there is the legal rule book and the moral one. Many if not most
philosophers want the legal book to reflect the moral one. This is a serious
error. In particular, the proscription on lies is legally limited to lies
under oath and lies in the intent to defraud. Any effort to broaden this
rule is a serious error. This brings us to what is known as professional
etiquette, whose legal status is vague, as my response to David Deutsch may
reflect.

Your discussion of the legitimacy of paternalism vis-à-vis children refers
to a vast literature. Let me recommend to you the writings of Janusz Korzcak
on the matter.

You raise the question whether paternalism is valid when directed towards
drug abusers. This is a legal matter and the law answers with the
affirmative answer and it is a matter of great import to try to
decriminalize drug abuser, but this too is a wide field and since Thomas
Szasz was already cited on this website let me skip it. the same goes for
mental illness, on which I co-authored a book or two.

The liberal way is to approach disagreements with reason, you say. This
precludes all oversight of all disagreement and is thus utterly
impracticable. Let me suggest that the liberal way is to approach
disagreements with reason as much as is reasonable, which is open to
critical dispute. Moreover, said Popper, when this turns out to be
impossible, we should view it as a weakness of liberalism. This is
wonderful.

-- Joseph Agassi

Judith Buber Agassi and Joseph Agassi
37, Levi Eshkol Street,



Herzlia 46745 ISRAEL
Phone and Fax: + 972-9-950-4072
e-mail: agass@post.tau.ac.il
Web Pages: http://www.tau.ac.il/~agass

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Elliot Temple
Sent: Saturday, August 06, 2011 03:13
Subject: Re: [BoI] Delegitimizing Disagreement

On Aug 5, 2011, at 3:25 PM, judith buber agassi and joseph agassi wrote:

What is this delegitimizing that is under discussion here?

Many types disagreements are said not to be legitimate. Therefore they do
not have to be respected and tolerated in a rational and voluntary manner.

People are tolerant of everything they deem to be legitimate activities,
even if they think it's a mistake. For example, people accept that joining
an opposing mainstream political party is a legitimate activity. One is
allowed to disagree about which political party is best.

But there are strategies used for being intolerant. For example, if someone
behaves in a way which violates some social rules, it might be asserted that
he has a brain disease. That means it isn't his voluntary choice. It's not a
disagreement about morality or lifestyle choices (which is legitimate). It's
not a disagreement about ideas at all, they claim. Rather, it's the disease
making the choices, not the person. Thus they justify the use of force
against the person, claiming they are helping him against the disease.

Or if a child disagrees with a parent, the child is said to be "not
listening" rather than disagreeing (or it is said that his brain is not yet
fully developed). The child's choices aren't acknowledged to be voluntary,
intentional choices, based on ideas, which the parent disagrees with, but
are instead deemed illegitimate (not in the category of things that must be
tolerated).

http://www.tau.ac.il/~agass
mailto:beginning-of-infinity@googlegroups.com


Since it's not legitimate, that justifies stopping it (by force), which is
even claimed to be for the child's own good (if only he wasn't afflicted by
a partially grown brain, or by childishness causing him not to listen, he'd
thank me for forcing him).

Or drug users ("addicts") are said not to be making legitimate choices. It's
deemed not to be a disagreement about lifestyles but something else, and
again the use of force is justified by such claims.

In many cases, the person forced is expected to thank the violence user
later, once some impairment of their thinking is removed (by force). The
person's problem, it is claimed, prevents them from seeing that there is a
problem. Thus it is claimed that there is no way out of the dilemma except
violating their consent.

In every case that some kind of disagreement is deemed not to be legitimate,
that is an anti-liberal tactic which can have little other meaning than to
justify and advocate violence.

Our society deems alternative lifestyle choices, and other products of one's
thinking, to be legitimate, so to make them illegitimate the anti-liberals
must attribute them to things other than thinking. They must come up with
some cause other than the person's ideas.

Causes used include mental disease, "cognitive bias", dishonesty (he doesn't
actually disagree, he's just lying and saying he does), refusal to think or
"he doesn't really disagree, he just lacks the background knowledge to
understand why he's wrong" (therefore he must be forced to acquire
appropriate education before he can make his own legitimate choices and
control his own life).

I am curious about what strategies are used for this purpose of advocating
violence. I listed some (including historical ones). I think there are more.

I see declaring disagreements to be illegitimate, and to in some way not be
a matter of a disagreement of ideas, as one of the main anti-liberal and
pro-violence strategies thriving in the world. And I see complete
consistency in treating all these things as legitimate disagreements as
being one of the major virtues of liberalism.



The liberal way is to approach disagreements with reason. The anti-liberal
way is to approach them with force. And one tactic to sneak that in through
the back door is to limit what counts as a (legitimate) disagreement.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Local Maxima
Date: August 6, 2011 at 5:49 AM

On 6 Aug 2011, at 2:43am, Jason wrote:

A common theme in many recent posts has been the superiority of making
incremental reforms/improvements to whatever system is currently in
place. As a general idea, I tend to agree with this approach
particularly where violence is expected or possible as a consequence
of abandoning the incremental improvement strategy.

However, I also have a concern with this approach. In systems which
involve nonlinear relationships, it is common to have many local
maxima on the curve. Complex relationships such as are found in human
society are often nonlinear. Think of a graph where the horizontal
axis is some variable we are attempting to reform, and the vertical
axis is a result we are trying to maximize. There will be one highest
point, the global maximum, but also perhaps several other relatively
high points (local maxima) surrounded on each side with lower points.

For sake of illustration presume that a tax rate of 0% results in an
economic output value of 100, and a tax rate of 100% results in an
economic output value of 0, but between those two extremes the
relationship between the tax rate and the economic output value is non-
linear. To get an idea of the general shape of the graph suppose the
relationship curve crosses the following points:
Tax Rate    Economic Output
0                100
10               70
20               80
30               85
40               75
50               60
60               40
70               35
80               15
90               10
100              0

However, we don't actually know that's what the relationship is - we



only know what the current tax rate is and what the current economic
output is, along with any value pairs we've actually tried in the
recent past. So if we start with a tax rate of 50% and an output of
60, suppose we convince enough people to pass a reform measure
reducing the tax rate to 40%. Great! We see economic output grow to
75. And we see economic output grow even more, to 85, when we pass a
reform to reduce the rate to 30%. We think we've got it figured out
now - cutting taxes results in economic growth. So we pass another
reform to reduce the rate to 20% -- uh oh, the economic output dropped
thist time. Maybe we think it was a fluke, and we manage to pass a
reform to reduce the rate to 10%. But now economic output drops to 70,
below what it was when the tax rate was 40%! Would this not appear to
most people in the society to be a mistake, and to indicate that we
ought to go back to a tax rate of 30%? And would it not seem to
preclude ever getting to the global maximum, a tax rate of 0, via the
incremental reform method?

That account omits the crucial fact that theories have to be explanatory in order 
for progress to be possible. It's explanations that have to change in a piecemeal 
way, keeping most of them unchanged. Usually that means gradual changes in 
policy, but not always.

First of all, note that we *don't* know what the current economic output is. We 
only know what it was during the previous accounting period etc, and then only 
approximately, from measurements that contain huge random and systematic 
errors. Still less do we have even one other value-pair to go by, because we have 
never done the experiment while holding all other parameters affecting output 
fixed. And without an explanatory theory, we have no idea of what those 
parameters might even be. And we don't even know that 'output' is the thing to 
maximise in preference to all other desiderata unless we appeal to *moral* 
theories which can't be tested at all.

So how do we get all those explanatory theories? By designing from scratch a 
moral-political-economic system that will both tell us what to maximise and also 
how to maximise it? No. By starting from the existing theories of all those things, 
trying to locate problems -- errors, inadequacies, contradictions -- in them, 
conjecturing improvements, and persuading people to try the resulting policies.

There is relatively little scope for experimentally testing these conjectures, 
because of the above-mentoned problems of measurement and repeatability. But 



that does not mean that the outcomes of policies are irrelevant to debates about 
them. Those outcomes become additional things that have to be explained, and 
we seek good explanations.

In the case you mention, it would be pointless simply to guess, when one has 
reduced the tax rate to the problematic 20% with its unexpected outcome, that 
30% might have been the optimum, or to guess that it would be better to press on 
to 10%. What we need is an explanatory theory. And that theory has to take the 
form of a purported improvement on the existing theories that led us to expect 
increased output at the 20% rate. When trying to persuade people of your 
claimed improvement, you'll be saying: look, my theory is uncontroversial in these 
999 ways; I'm only altering the 1000'th because -- and then you'll have 
*arguments* that the 1000'th component of conventional wisdom is plain wrong 
and your replacement is better.

That's a piecemeal change, even if the resulting overall theory now says that the 
best thing to do is change the tax rate immediately from 20% to 6%, or back up to 
50%, or that changing the tax rates without changing some other policy first has 
bad effects in the long run, or that maximising output is less important than short-
term national defence, or whatever.

(Realistically, it's hard to imagine such large, sudden changes in tax rates being 
optimum without some additional measures to ease the impact on the losers. But 
I'm just using your example for the sake of simplicity.)

-- David Deutsch



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 6, 2011 at 11:49 AM

On 5 Aug 2011, at 21:17, Anonymous Person wrote:

Being right requires proposing something best for everyone. If your
idea is bad for someone economically, that is a flaw in it.

Doesn't that only apply to prescriptive statements? If the disagreement is on a 
matter of empirical, descriptive fact, then I don't see why the 'right answer' (i.e. 
the one that has correspondence to the facts) would be best for everyone.

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Local Maxima
Date: August 6, 2011 at 1:23 PM

On Aug 5, 2011, at 6:43 PM, Jason wrote:

A common theme in many recent posts has been the superiority of making
incremental reforms/improvements to whatever system is currently in
place. As a general idea, I tend to agree with this approach
particularly where violence is expected or possible as a consequence
of abandoning the incremental improvement strategy.

However, I also have a concern with this approach. In systems which
involve nonlinear relationships, it is common to have many local
maxima on the curve. Complex relationships such as are found in human
society are often nonlinear. Think of a graph where the horizontal
axis is some variable we are attempting to reform, and the vertical
axis is a result we are trying to maximize. There will be one highest
point, the global maximum, but also perhaps several other relatively
high points (local maxima) surrounded on each side with lower points.

There are local maxima problems for any *fixed* set of preferences. But people's 
preferences are not fixed.

The value of every state of affairs depends on the ideas/values/preferences with 
which it is judged.

That means if you're stuck in a local maxima, but then you change your mind 
about what is valuable, you may no longer be stuck.

It means if people see something as transitioning away from a local maxima 
problem, towards something better, then they can prefer it to staying at the 
maxima.

Suppose you are at state of affairs X which you currently think is great. One 
nearby state is Y which you currently think is less good.

Now you hear about state Z, which you think is better, but which requires a 
transition through Y. (Actually there's always many possible transitions. Never 
mind.)



According to your old values, where you were happy with X, Y was worse than X.

But according to your new values, where Z is better, you could see Y as superior 
to X if it's part of a transition to Z. You could prefer Y to X.

Put another way: once you recognize X as being stuck at a local maxima, that is 
a reason to like it less, which gets you unstuck.

I think that is sufficient but I also want to give two other explanations briefly.

1) If you have an argument about why a particular approach is best, and why 
standard gradualism does not apply to a particular issue, and no one has any 
criticism of that, then one shouldn't object to that. This would involve, at a 
minimum, addressing all the standard pitfalls of non-gradual approaches. If you 
can find a way to address them which is not itself "gradual", but solves the 
problems that gradualism solves, that's fine.

One of the problems of lack of gradualism is that if you do two or more things at 
once, and then something goes wrong, it can be difficult to determine what to 
blame. Another is that large changes are (in general) both unpredictable and 
difficult to understand. Another issue is that it takes time to explain new stuff to a 
lot of people.

A fundamental issue is that changes always bring *unforeseen problems*. And 
we don't want to deal with too many new problems at the same time. However, 
lowering the tax rate 2% at a time instead of 1% at a time may not be worse in 
this regard. What is "gradual" in the *relevant sense* isn't simple. Which brings us 
to:

2) What counts as "gradual" is not a trivial matter. Gradualism doesn't mean 
going through a succession of compromises or numerically determined steps. 
Compromises are bad as discussed in BoI. Instead, as BoI explains, at all times 
it's important that the current policy have some good explanation for why it is a 
good idea (even if only temporarily).

It's not really any help to lower the tax rate 1% at a time, just for the sake of 



gradualism. The important things are issues like:

- it takes time to figure out how to lower the budget, so you can lower it a little at a 
time every time you figure out how to cut another Government program, and then 
lower taxes to match.

- if there is a program with two parts, you might want to only cut one at first so 
you can test the results before going further, with it still being easier to undo the 
change if it's a mistake

- it's normally difficult to persuade people of 20 things at once, especially things 
dramatically different than what they are used to. It's hard for a lot of people to 
even understand what it means when it's just a large, abstract change. So, 
persuade people of some things, then change those, then persuade them of 
some more.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 6, 2011 at 2:36 PM

On Sat, Aug 6, 2011 at 8:49 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 5 Aug 2011, at 21:17, Anonymous Person wrote:

Being right requires proposing something best for everyone. If your
idea is bad for someone economically, that is a flaw in it.

Doesn't that only apply to prescriptive statements? If the disagreement is on a 
matter of empirical, descriptive fact, then I don't see why the 'right answer' (i.e. 
the one that has correspondence to the facts) would be best for everyone.

You're proposing that being mistaken about empirical facts -- having
the wrong idea of the facts -- is good for some people?



From: Westmiller@aol.com
Subject: [BoI] Re: Delegitimizing Disagreement
Date: August 6, 2011 at 3:24 PM

Elliot Temple <curi@curi.us> Aug 05  11:39AM -0700 wrote:
Strategies for delegitimizing disagreement and  thereby justifying the

use of force ...

The proposition here strikes me  as a double-negative with an implicit
presumption:

An assertion may be  true or false. If it can be shown evidently and
logically false, then  disagreement is warranted. You've itemized a series of
objections which are  logically irrelevant to the assertion itself, generally in
the form of ad  hominem. They attribute the statement to some *ulterior
motive* of the speaker,  rather than the content of the assertion itself.

Those are irrational  (and therefore illegitimate) objections, but the use
of them says nothing about  the actual merits of the assertion itself. If
the assertion is actually false,  then it isn't proved true by an invalid
argument against it.

More  important, an irrational objection is not necessarily an appeal to
the use of  force. You're presuming an *ulterior motive* for using the
erroneous objection,  rather than mere logical error. In that sense, your own
proposition attempts to  "delegitimize" the objection as false, because you
perceive an intent to justify  the use of force in opposition to a true
proposition. You're violating your own  precept in stating the issue.

For example: John says "Black slavery is  good!" and Jack says "You're only
saying that because you're white, so the  statement is false." Jack's
objection is logically irrelevant to the merits of  John's assertion, so it is
illegitimate. But, the illogical objection does not  mean that John's
assertion is true, nor that Jack intends to use force to change  John's mind.

That aside, the irrational arguments you list are popular  and well
documented:
http://en.wikipedia.org/wiki/List_of_fallacies

Anonymous  Person <unattributedemail@gmail.com> Aug 05 01:17PM -0700 

http://en.wikipedia.org/wiki/List_of_fallacies


wrote:
 ... Being right requires proposing something best for everyone. If your

idea is  bad for someone economically, that is a flaw in it.

No. Being right only  requires that the proposition is true. Reality may be
bad for everyone, but  still true. For example, someone may propose a
revision of the law of gravity,  so that everyone can fly. That might be good and
useful for everyone, but it  presumes a falsehood: that humans can modify
natural law.

Directly to  your point: a law against theft is necessarily bad for someone
economically (the  thief), but that doesn't mean that the law against theft
is flawed. A law  requiring that all people have equal wealth is bad for
50% of the population,  but that isn't the reason why the law is bad.

On the basis of your  argument, banning slavery is "flawed" because
slaveowners would suffer  economically.

Bill

Alan Forrester  <alan_forrester2@yahoo.co.uk> Aug 05 11:06PM +0100  ^

----- Original Message -----
right?

 Being right requires proposing something best for everyone. If your
idea  is bad for someone economically, that is a flaw in  it.

That is one flaw in that strategy for delegitimising  disagreement.
However, even if the person who you're demonising will not in fact  gain by
opposing your policy, the fact that he thinks he will means you haven't  explained
your policy well enough.

Alan

"judith buber  agassi and joseph agassi" <agass@post.tau.ac.il> Aug 06



01:25AM +0300  ^

What is this delegitimizing that is under discussion  here?

It is easy to see that one can put down an opinion, privately  or publicly;
or that one person can avoid arguing with another; or that one  can ask a
community to anathematize a person or to taboo the public assertion  of an
opinion; or that one can try to propose legislation against the  public
assertion of some opinion. If one is successful in such a venture,  then
people may lose interest in arguing against an opinion, or the  public
assertion or discussion of an opinion becomes taboo or illegal. What  else
is
there? What is the discussion about?

Joseph  Agassi

Judith Buber Agassi and Joseph Agassi
37, Levi  Eshkol Street,
Herzlia 46745 ISRAEL
Phone and Fax: +  972-9-950-4072
e-mail: agass@post.tau.ac.il
Web Pages:  http://www.tau.ac.il/~agass

David Deutsch  <david.deutsch@qubit.org> Aug 06 01:10AM +0100 ^

On 5 Aug  2011, at 7:39pm, Elliot Temple had written:

-  obviousness: declare that your ideas are so obviously true that no one
honestly  disagrees

- lying: say they actually do agree with you and  they are intentionally
lying. They might lie because they are wicked, or perhaps  they are "scared
of the truth" (e.g. of admitting to sexual desire towards  someone)

- bias: their opinion doesn't count due to some  "cognitive bias" they

http://www.tau.ac.il/~agass


have

On 5 Aug 2011, at  11:25pm, judith buber agassi and joseph agassi wrote:

 assertion or discussion of an opinion becomes taboo or illegal. What
else  is

there? What is the discussion about?

Joseph  Agassi

I had the impression they were discussing those very things,  but were
particularly interested in cases where those things are being done  under the
guise or cover of something much more respectable, such  as

Science

Education

Rational  debate

Philosophy

Logic

-- David  Deutsch

Elliot Temple <curi@curi.us> Aug 05 05:13PM -0700  ^

On Aug 5, 2011, at 3:25 PM, judith buber agassi and joseph  agassi wrote:

What is this delegitimizing that is under  discussion here?

Many types disagreements are said not to be  legitimate. Therefore they do
not have to be respected and tolerated in a  rational and voluntary manner.

People are tolerant of everything  they deem to be legitimate activities,



even if they think it's a mistake. For  example, people accept that joining
an opposing mainstream political party is a  legitimate activity. One is
allowed to disagree about which political party is  best.

But there are strategies used for being intolerant. For  example, if
someone behaves in a way which violates some social rules, it might  be 
asserted
that he has a brain disease. That means it isn't his voluntary  choice. It's
not a disagreement about morality or lifestyle choices (which is
legitimate). It's not a disagreement about ideas at all, they claim. Rather,  it's the
disease making the choices, not the person. Thus they justify the use  of
force against the person, claiming they are helping him against the  disease.

Or if a child disagrees with a parent, the child is said  to be "not
listening" rather than disagreeing (or it is said that his brain is  not yet fully
developed). The child's choices aren't acknowledged to be  voluntary,
intentional choices, based on ideas, which the parent disagrees with,  but are
instead deemed illegitimate (not in the category of things that must be
tolerated).

Since it's not legitimate, that justifies stopping it  (by force), which is
even claimed to be for the child's own good (if only he  wasn't afflicted
by a partially grown brain, or by childishness causing him not  to listen,
he'd thank me for forcing him).

Or drug users  ("addicts") are said not to be making legitimate choices.
It's deemed not to be  a disagreement about lifestyles but something else, and
again the use of force  is justified by such claims.

In many cases, the person forced is  expected to thank the violence user
later, once some impairment of their  thinking is removed (by force). The
person's problem, it is claimed, prevents  them from seeing that there is a
problem. Thus it is claimed that there is no  way out of the dilemma except
violating their consent.

In every  case that some kind of disagreement is deemed not to be
legitimate, that is an  anti-liberal tactic which can have little other meaning than
to justify and  advocate violence.

Our society deems alternative lifestyle choices,  and other products of



one's thinking, to be legitimate, so to make them  illegitimate the
anti-liberals must attribute them to things other than  thinking. They must come up
with some cause other than the person's  ideas.

Causes used include mental disease, "cognitive bias",  dishonesty (he
doesn't actually disagree, he's just lying and saying he does),  refusal to think
or "he doesn't really disagree, he just lacks the background  knowledge to
understand why he's wrong" (therefore he must be forced to acquire
appropriate education before he can make his own legitimate choices and control  
his
own life).

I am curious about what strategies are used for this  purpose of advocating
violence. I listed some (including historical ones). I  think there are
more.

I see declaring disagreements to be  illegitimate, and to in some way not
be a matter of a disagreement of ideas, as  one of the main anti-liberal and
pro-violence strategies thriving in the world.  And I see complete
consistency in treating all these things as legitimate  disagreements as being one 
of
the major virtues of liberalism.

The  liberal way is to approach disagreements with reason. The anti-liberal
way is to  approach them with force. And one tactic to sneak that in
through the back door  is to limit what counts as a (legitimate) disagreement.

-- Elliot  Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 6, 2011 at 5:04 PM

On Aug 6, 2011, at 1:12 AM, judith buber agassi and joseph agassi wrote:

Thank you Elliot Temple for the clarification. You speak of illegitimate
actions, and this seems to me very clear. Now the confusion that often
clouds its understanding nonetheless, at least for me, is the frequent
oversight of this: legitimacy is a matter of a rule book, and we have quite
a few of these and none of them is perfect but our default expectation from
ourselves is to abide by them, even if at times under protest. In
particular, there is the legal rule book and the moral one. Many if not most
philosophers want the legal book to reflect the moral one. This is a serious
error.

I agree. The law needs to be minimalist and tolerant. But for moral knowledge, 
comprehensiveness (if true) is a virtue which provides more detailed help for 
people to live well. And moral criticism of other lifestyles, with no force backing it, 
is a positive thing when people consent to hear it.

Morality has a great deal to say about what is done with unanimous consent, 
including what is good or bad to do while alone. It helps us understand what a 
good lifestyle is. But the law shouldn't care about unanimous consent situations 
because its purpose is to protect people, not to guide people's lives.

In particular, the proscription on lies is legally limited to lies
under oath and lies in the intent to defraud. Any effort to broaden this
rule is a serious error. This brings us to what is known as professional
etiquette, whose legal status is vague, as my response to David Deutsch may
reflect.

Your discussion of the legitimacy of paternalism vis-à-vis children refers
to a vast literature. Let me recommend to you the writings of Janusz Korzcak
on the matter.

I've ordered _The Child's Right to Respect_ from the library.

You raise the question whether paternalism is valid when directed towards
drug abusers. This is a legal matter and the law answers with the



affirmative answer and it is a matter of great import to try to
decriminalize drug abuser, but this too is a wide field and since Thomas
Szasz was already cited on this website let me skip it. the same goes for
mental illness, on which I co-authored a book or two.

The liberal way is to approach disagreements with reason, you say. This
precludes all oversight of all disagreement and is thus utterly
impracticable. Let me suggest that the liberal way is to approach
disagreements with reason as much as is reasonable, which is open to
critical dispute. Moreover, said Popper, when this turns out to be
impossible, we should view it as a weakness of liberalism. This is
wonderful.

I don't find this clear. What is 'oversight'? When should reason be limited? When 
is reason impossible impossible? What is to be done instead of reason?

I can think of the scenario where someone starts shooting at you. He has thus 
prevented a reason-based outcome: you cannot persuade the bullets not to harm 
you, and who wins a gun fight is independent of whose arguments are truer.

In that case I would say he was mistaken to act in an anti-liberal and anti-reason 
fashion. Your defensive actions are not contrary to reason which was already 
excluded. Reason can be thwarted unilaterally, but would have been better for 
everyone.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: [BoI] Agnosticism
Date: August 6, 2011 at 7:05 PM

The way I see it,  agnosticism claims that, it is impossible to obtain any
knowledge, with regards to certain questions.

It seems to me that is not compatible with "Problems are soluable".  Is it?



From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] Agnosticism
Date: August 6, 2011 at 7:37 PM

August 06, 2011 7:05 PM Matjaž Leonardiswrote:

The way I see it,  agnosticism claims that, it is impossible to obtain any 
knowledge, with regards to certain questions.

Right, such as the existence (or non-existence) of any deity and other religious 
and metaphysical claims. Basically statements that are not testable I would say.

It seems to me that is not compatible with "Problems are soluable".  Is it?

On the one hand, many problems can be solved without much knowledge. And 
on the other hand (as you imply), we can obtain (and we have) knowledge with 
regards to many things. [I hope that this time I managed to follow the posting 
guidelines.]



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Agnosticism
Date: August 6, 2011 at 7:38 PM

On 7 Aug 2011, at 12:05am, Matjaž Leonardis wrote:

The way I see it,  agnosticism claims that, it is impossible to obtain any 
knowledge, with regards to certain questions.

It seems to me that is not compatible with "Problems are soluable".  Is it?

Good point. But I think some agnostics merely claim that they themselves do not 
know, or that no one knows, rather than that no one *can possibly* know.

Also, a lot of people mean 'justified true belief' when they say 'knowledge' -- in 
which case my only objection is that they don't take it far enough. By their 
definition I'm an agnostic about everything. I have no faith in dog.

-- David Deutsch



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 6, 2011 at 11:18 PM

On 8/6/2011 7:36 PM, Anonymous Person wrote:
On Sat, Aug 6, 2011 at 8:49 AM, Richard Fine<richard.fine@gmail.com>  wrote:

On 5 Aug 2011, at 21:17, Anonymous Person wrote:

Being right requires proposing something best for everyone. If your
idea is bad for someone economically, that is a flaw in it.

Doesn't that only apply to prescriptive statements? If the disagreement is on a 
matter of empirical, descriptive fact, then I don't see why the 'right answer' (i.e. 
the one that has correspondence to the facts) would be best for everyone.

You're proposing that being mistaken about empirical facts -- having
the wrong idea of the facts -- is good for some people?

Mmm... that is what I proposed, but not what I meant to. I think my proposal as 
you've stated it is false; it is never good to be mistaken about the facts.

What I meant to say was: I don't understand why an idea being bad for someone 
economically is a flaw in that idea, if the idea in question is an empirical fact.

For example, if you propose the descriptive idea, "there is no oil under that field 
you're drilling," then "that would be very bad for me economically" isn't a valid 
criticism of your proposal, because the economic benefit of the oil to me doesn't 
appear in the explanation of why there is no oil there; your idea is either true or 
false, and my economic wellbeing doesn't affect that. However, if you propose a 
prescriptive idea like "you should give me all your money," then "that would be 
very bad for me economically" could be a valid criticism.

Perhaps the prescriptive/descriptive dichotomy is a misleading way to think about 
this?

- Richard



From: Westmiller@aol.com
Subject: [BoI] Re: Traditionalism and Piecemealedness
Date: August 7, 2011 at 12:47 AM

I wrote:
... simply because "mankind  are more disposed to suffer, while evils

are sufferable, than to right  themselves by abolishing the forms to which
they are accustomed." ...

Anonymous Person <unattributedemail@gmail.com> Aug 04 07:01PM  -0700 
wrote:

That unsourced quote is false.

Pardon my chuckling  sarcasm. I guess the American Declaration of
Independence from Britain isn't as  widely recognized on the east side of the 
pond.
There's a marvelous new service  called "Google", which can tell you in less
than 00.2 seconds which British  Colonial Subject wrote that statement.

I'd be happy to defend the  statement as my own, but I don't think it
conflicts with your assertion.  Rephrased: " ... people are disposed to suffer
evils because abolishing evils is  hard ...".

The point being that people are frequently willing to tolerate  evils that
are customary and traditional, simply because changing them requires  more
effort than merely showing them deference.

Bill



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Delegitimizing Disagreement
Date: August 7, 2011 at 3:19 AM

On Sat, Aug 6, 2011 at 12:24 PM,  <Westmiller@aol.com> wrote:

Elliot Temple <curi@curi.us> Aug 05 11:39AM -0700 wrote:
Strategies for delegitimizing disagreement and thereby justifying the use of 
force ...

The proposition here strikes me as a double-negative with an implicit 
presumption:

An assertion may be true or false. If it can be shown evidently and logically 
false, then disagreement is warranted. You've itemized a series of objections 
which are logically irrelevant to the assertion itself, generally in the form of ad 
hominem. They attribute the statement to some *ulterior motive* of the speaker, 
rather than the content of the assertion itself.

Those are irrational (and therefore illegitimate) objections, but the use of them 
says nothing about the actual merits of the assertion itself. If the assertion is 
actually false, then it isn't proved true by an invalid argument against it.

More important, an irrational objection is not necessarily an appeal to the use of 
force.

The topic was not irrational objections to the truth of propositions.
It was objections to the legitimacy of disagreeing itself -- reasons
for not having a debate about it at all but simply disregarding the
other person's ideas. It was strategies people use to justify force.

For example: John says "Black slavery is good!" and Jack says "You're only 
saying that because you're white, so the statement is false." Jack's objection is 
logically irrelevant to the merits of John's assertion, so it is illegitimate. But, the 
illogical objection does not mean that John's assertion is true, nor that Jack 
intends to use force to change John's mind.

Yes we know that the falseness of a criticism does not imply the truth
of the thing criticized.



But that is not an example of delegitimizing disagreement (well, it's
kind of mixed and ambiguous). Jack seems to be arguing the point
(badly) which implicitly acknowledges that there is a disagreement.

Delegitimizing disagreement would mean denying that there is a
(legitimate) disagreement of ideas between two persons.

Here's an example:

John: Today I want to read a book.

What Jack should say: I think it would be better if you dug unpaid
ditches for me instead.

What Jack says to delegitimize disagreement: You are mentally ill. It
is the illness talking, not you. You are not competent to make your
own decisions. What you think are opinions, ideas and preferences are
actually delusions. You should need to learn to ignore them as I do.
You are a patient without the rights of a healthy person. You
therefore require treatment such as fresh air and exercise. Therefore
you will go dig the ditches and thank me when you're well. If you do
not, you will be deemed to be resisting treatment and punished by
force.

Of course Jack usually doesn't say all that. It's implied and
euphemisms and equivocations are used to hide the nature of the
interaction. The key features are that normally if John wants to read
books that is allowed and his life is governed by what he consents to.
Jack is here justifying his disregard for consent and use of force.

Another example:

Most people don't think of autistic children as *disagreeing* about
what is a good lifestyle. They rather assume that the "true" or
"genuine" person "actually" wants to live a different lifestyle (than
he does live. so they are denying he is choosing his choices), and
they take actions to fight ("treat") what they think of as the autism
(not the person) and those same actions, if used against a healthy
adult, would be considered use of force and disregard for consent.



The point is how some disagreements are denied to actually be in the
disagreement *category*. They are thought of in a completely different
way. People get so used to this they don't even *understand* if you
say it's a disagreement (What do autistic people disagree with normal
people about? For many people, nothing comes to mind). They don't see
what it has to do with the concept of disagreement.

That aside, the irrational arguments you list are popular and well documented:
http://en.wikipedia.org/wiki/List_of_fallacies

Criticizing debating opponents for the use of things on that list
presupposes a disagreement to debate. So it's a different sort of
list.

Anonymous Person <unattributedemail@gmail.com> Aug 05 01:17PM -0700 
wrote:

... Being right requires proposing something best for everyone. If your idea is 
bad for someone economically, that is a flaw in it.

No. Being right only requires that the proposition is true. Reality may be bad for 
everyone, but still true.

Reality is not that way. BoI explains that problems have solutions
(that is, ways to approach them that are best for everyone). If you
find a mistake in BoI's arguments, feel free to explain it.

Solutions in general do create new problems, but those are themselves
soluble, and so on. No one needs to lose.

For example, someone may propose a revision of the law of gravity, so that 
everyone can fly. That might be good and useful for everyone, but it presumes a 
falsehood: that humans can modify natural law.

But making impossible proposals like that is not good for anyone. It's
not useful.

Directly to your point: a law against theft is necessarily bad for someone 
economically (the thief),

http://en.wikipedia.org/wiki/List_of_fallacies


No, the law against theft helps provide the rich, modern society the
thief lives in. His life is better because of this law.

And law or no law, stealing is bad for stealers. It is an immoral and
self-destructive lifestyle. They would be better off by not stealing.

Everyone is better off by cooperating. One can get richer by
cooperation rather than stealing because one gains comparative
advantage and other benefits rather than working at cross purposes to
thwart each other. Btw BoI discusses a society in which the law
against stealing is removed. Perhaps you'd like to read that and
comment?

but that doesn't mean that the law against theft is flawed. A law requiring that all 
people have equal wealth is bad for 50% of the population, but that isn't the 
reason why the law is bad.

The destruction of society and of progress would actually be very very
bad for everyone, including the poor. Pretend this law was implemented
in 1980, thus preventing the advance of computers. Then no one would
have iPhones today. Whereas in real life, most Americans with less
than average income can afford iPhones if they prioritize it.

In societies with unequal wealth and with progress, even people near
the bottom, without the initiative to increase their relative status,
quickly exceed what used to be the middle. So it's strongly in their
interest to live in such societies.

On the basis of your argument, banning slavery is "flawed" because 
slaveowners would suffer economically.

No. Slavery is economically inefficient. Slave owners can make more
money by ceasing the practice. (Need I explain why? How expensive it
is to prevent escape and sabotage? How slaves do not try their best?)

(Also, always maximizing monetary income is not the best lifestyle, so
it's not correct to assume that lower income would necessarily not be
best for someone.)



You sing praises of theft, massive Statist destruction of the economy,
and slavery. You see merits where I see none. I don't think you
actually want any of those things. Yet your arguments against them are
so much more feeble than they could be. None of them actually work. At
all. They're really bad and *counter productive*. You overestimate
them.

One good place to learn more about this is _The Virtue of
Selfishness_, chapter 4. It explains how there isn't a conflict of
interest among applicants competing for a job (that is, it's *false*
that each would be better off getting the job himself, and it's *true*
that there is one outcome which is best for everyone).



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] History of Liberalism: William Godwin
Date: August 7, 2011 at 1:56 PM

On Aug 2, 2011, at 7:29 PM, Michael Smithson wrote:

On Thu, Jul 28, 2011 at 2:37 PM, Elliot Temple <curi@curi.us> wrote:

From PJ:

do you wish by the weight of your blows to make up for the deficiency of
your logic? This can never be defended. An appeal to force must appear to
both parties, in proportion to the soundness of their understanding, to be a
confession of imbecility. He that has recourse to it would have no occasion
for this expedient if he were sufficiently acquainted with the powers of
that truth it is his office to communicate. If there be any man who, in
suffering punishment, is not conscious of injury, he must have had his mind
previously debased by slavery, and his sense of moral right and wrong
blunted by a series of oppressions.

I like the spirit of it but think perhaps I don't quite understand. The
first few lines seem to be about not appealing to force to settle disputes.
The second strikes me as almost talking about how irrational memes can
undermine one's sense of right and wrong. Is he getting at the double evil I
described above, about force subverting rational thought processes?

To the extent people understand the issue, they will see the use of force as a 
confession of *lacking good arguments*. Therefore, blows will not make up for 
unpersuasive arguments but will actually make you look worse.

Godwin further says the particular person you use violence against is going to 
know you're hurting him, unless he's severely messed up. You aren't fooling him.

Even if he gives in and says he agrees he's just lying (unless he's quite irrational). 
One implication is that you either have to beat rationality out of your children or, if 
you beat them less than that, they are going to hate you (even if they don't admit 
it).

What is it that makes the true difference between the uncultivated



savage, and the enlightened member of a civilised community? The single
circumstance, that the one employs force to obtain his purposes, and the
other reason. This is the fundamental principle of the true social science,
that the mind cannot be mended by the exercise of compulsion.

This reminds me of Rand a bit.

Strong opposition to force is something all liberals have in common!

But the point that people do not learn better ideas from force is not one I recall 
Rand emphasizing.

Godwin is nothing like the "harsh, "greedy" capitalists that some complain
of. He was open to the idea, for example, that many rich people should give
away a considerable amount of their wealth to people who had objectively
better uses for it. Yet Godwin's position is compatible with capitalism. He
abhorred violence and would never wish anyone to take from a rich man. All
you can legitimately do about rich men who "hoard" their wealth is persuade
them, which is a form of helping them to have better ideas. If they don't
listen, you might be mistaken, and the only thing to do is try to get better
arguments/ideas and in the mean time leave them alone.

This seems fine. Is this why he's mistaken for a leftist? If he was only for
persuasion, how could people get confused like that?

Godwin also *criticized* some categories of rich men. He was one of the people 
attempting to persuade them to use their money differently. This criticism can 
easily be misunderstood if:

- you understand the gist of the criticism but not the details
- you loosely take it as aimed against "the rich" (or the powerful, or the 
aristocracy) as a category
- you don't understand the rest of Godwin's philosophy
- you have a Marxist way of looking at things
- you think the purpose of criticism is not intellectual discourse but to express 
opposition to groups



FYI, Godwin offered criticisms of rich people especially in these categories:

- people who gained wealth from the Government (so, indirectly, via force)

- people who gained power (that is, power over others, via force and threat of 
force) from the Government, and used it to gain wealth

- people who use their money according to immoral tastes. In particular, spending 
it to impress others (e.g. on lavish clothes and furniture) rather than on better 
things.

What did Godwin think were good uses of money? He especially favored 
supporting thinking, philosophy, book writing, and otherwise furthering the 
improvement of mankind (progress being achieved through ideas and 
persuasion. not, say, political activism).

Godwin also favored, and practiced, small amounts of charity to people in 
hardship. To understand this, one has to remember the historical context. One of 
the main forms of charity he both gave and received were short term loans. Why? 
Because debtors went to prison. It was really harsh. And once in prison, 
prevented from working, you have no way to pay your debt. So people would get 
a new loan to pay an old one right when it came due.

Also, people were a lot poorer than they are today. Going hungry was a much 
bigger issue. If you have no money this week, but you will have some again next 
week, then a little charity for food is especially valuable. (Charity doesn't have to 
mean giving it away but also loans at lower interest rates than the risk of 
defaulting justifies. I think Godwin did both.)

Various grievances expressed by progressive have some truth to them. Even
Marx wasn't completely wrong about everything. People sometimes fear
complaints by radicals because they could lead to violence. Godwin's
philosophy renders such things harmless, and fully compatible with
liberalism, by banning the use of force and insisting on rational persuasion
and voluntary consent in all matters.

Even utopian dreams of a completely redesigned society are harmless when
approached with the right methodology. When violence is completely out of



the question, they won't hurt anyone.

Harmless is not quite right though, is it?

Harmless to everyone but himself. He'd be better off spending his time on 
something better.

People could be voluntarily persuaded of bad things that would lead to massive 
harm. Like switching all farming to organic methods as part of a more "green" 
society...

It isn't harming someone to tell them an idea (honestly, no tricks), and let them 
judge it for themselves. Even if the idea turns out to be false. Offering them ideas 
they are interested in is *helping* them.

They could make mistakes whether you gave them advice or not. They are 
responsible for their own decisions.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Westmiller@aol.com
Subject: [BoI] Re: Agnosticism
Date: August 7, 2011 at 2:55 PM

David Deutsch wrote:
... I think some agnostics merely claim  that they themselves do not know,

or that no one knows, rather than that no one  *can possibly* know.

I suppose we cannot know what agnostics believe  about knowledge until we
know whether or not they know the meaning of the word  "agnostic" (below). It
may well be that they don't know what they mean, but we  do know that they
claim to know something about something, otherwise they  couldn't even say
(knowledge of language) what they don't know. More often than  not, people
use "agnostic" to mean "I don't want to even bother with the  question; don't
know the answer; don't care."

Matjaž Leonardis wrote:
The way I see it, agnosticism claims that, it is impossible to obtain

any knowledge, with regards to certain questions.

It's useful to note  that some questions are inherently irrational, so the
only response is to point  out the irrationality, rather than conceding the
lack of an answer. For example:  "What is the value of 2/0?" is an
irrational question. The division symbol  requires a devisor. If none exists, there
can be no quotient and no answer to  the direct question.

The notion of "God" is comparable. The definition  "supernatural being" is
self-contradictory, if "being" means existing in nature.  Therefore, any
question related to some thing above, below, or around the corner  from being
in nature is an irrational construct. At best, it's a fanciful token  for the
lack of knowledge about the cause of some natural event. It's a way of
saying "I don't know" without admitting ignorance: "God did it."

...  It seems to me that is not compatible with "Problems are soluable".
Is  it?

The assertion assumes a rationally query regarding a natural effect.  It
isn't compatible with an irrational query about a supernatural cause or
effect.



Nevertheless, there are some natural laws that preclude knowledge  of
natural things. For example, we can ask what exists 14.0 billion-light-years
from earth, but nature precludes us from obtaining the evidence to answer
(assuming SOL is a universal constant). It's reasonable to assume that there's
more of the same, since all natural evidence confirms that nature doesn't
"care"  whether we can see it or not. Our ability to know is not a constraint
on the  universe.

Bill
----
Dictionary.com: ag·nos·tic /agˈnästik/
Noun:  A person who believes that nothing is known or can be known of the
existence or  nature of God or of anything beyond material phenomena; a
person who claims  neither faith nor disbelief in God.
...
Interesting history of the word  at
http://www.thefreedictionary.com/agnostic

http://www.thefreedictionary.com/agnostic


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 7, 2011 at 5:43 PM

On Sat, Aug 6, 2011 at 8:18 PM, Richard Fine <richard.fine@gmail.com> wrote:
On 8/6/2011 7:36 PM, Anonymous Person wrote:

On Sat, Aug 6, 2011 at 8:49 AM, Richard Fine<richard.fine@gmail.com>
 wrote:

On 5 Aug 2011, at 21:17, Anonymous Person wrote:

Being right requires proposing something best for everyone. If your
idea is bad for someone economically, that is a flaw in it.

Doesn't that only apply to prescriptive statements? If the disagreement
is on a matter of empirical, descriptive fact, then I don't see why the
'right answer' (i.e. the one that has correspondence to the facts) would be
best for everyone.

You're proposing that being mistaken about empirical facts -- having
the wrong idea of the facts -- is good for some people?

Mmm... that is what I proposed, but not what I meant to. I think my proposal
as you've stated it is false; it is never good to be mistaken about the
facts.

What I meant to say was: I don't understand why an idea being bad for
someone economically is a flaw in that idea, if the idea in question is an
empirical fact.

The *idea* is good for them: they are better off knowing than not knowing.

As to facts, they are not the cause of economic harm (nor is any
proposal to discover or acknowledge them). If someone doesn't do well
because he predicts the facts (e.g. future market conditions) wrong,
the blame is on his false foresight, not the facts.

For example, if you propose the descriptive idea, "there is no oil under
that field you're drilling," then "that would be very bad for me



economically" isn't a valid criticism of your proposal, because the economic
benefit of the oil to me doesn't appear in the explanation of why there is
no oil there; your idea is either true or false, and my economic wellbeing
doesn't affect that. However, if you propose a prescriptive idea like "you
should give me all your money," then "that would be very bad for me
economically" could be a valid criticism.

The best thing for everyone is to face the truth and deal with it in
the best available way. This won't do any harm to anyone.

No other way -- such as failing to mention the lack of oil and going
ahead with building the drill -- will do better.

Finding out the facts and aborting the project will *save money*.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Traditionalism and Piecemealedness
Date: August 7, 2011 at 6:50 PM

On Sat, Aug 6, 2011 at 9:47 PM,  <Westmiller@aol.com> wrote:
I wrote:

... simply because "mankind are more disposed to suffer, while evils are
sufferable, than to right themselves by abolishing the forms to which they
are accustomed." ...

Anonymous Person <unattributedemail@gmail.com> Aug 04 07:01PM -0700 
wrote:

That unsourced quote is false.

Pardon my chuckling sarcasm. I guess the American Declaration of
Independence from Britain isn't as widely recognized on the east side of the
pond. There's a marvelous new service called "Google", which can tell you in
less than 00.2 seconds which British Colonial Subject wrote that statement.

I'd be happy to defend the statement as my own, but I don't think it
conflicts with your assertion. Rephrased: " ... people are disposed to
suffer evils because abolishing evils is hard ...".

The point being that people are frequently willing to tolerate evils that
are customary and traditional, simply because changing them requires more
effort than merely showing them deference.

The difficulty is that they don't know how, not that they are lazy.

When I said it was hard I did not mean that it requires effort, and
that effort is hard. Effort and action are *not* hard. If they seem to
be, that is due to bad ideas, so the real difficulty is lack of
knowledge.

What makes things hard is that they require advanced knowledge to
solve. That it's hard to think of the answer. Thinking itself is not
hard, but some problems are hard to solve. Do you see the difference?
Thinking itself is nice, but some knowledge is complicated and tricky
so it's harder to think of than other easier knowledge.



All evils can be solved with knowledge. And nothing but knowledge. And
no claimed human disposition can stop this.

Humans haven't got dispositions. We act on our ideas, which we can and
do change.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 7, 2011 at 8:21 PM

On 7 Aug 2011, at 22:43, Anonymous Person wrote:

On Sat, Aug 6, 2011 at 8:18 PM, Richard Fine <richard.fine@gmail.com> wrote:

I don't understand why an idea being bad for
someone economically is a flaw in that idea, if the idea in question is an
empirical fact.

The *idea* is good for them: they are better off knowing than not knowing.

If the disagreement is about whether they should try to discover the facts, then 
that's a relevant argument, but I don't see how it's relevant if the disagreement is 
about what the facts *are*.

As to facts, they are not the cause of economic harm (nor is any
proposal to discover or acknowledge them). If someone doesn't do well
because he predicts the facts (e.g. future market conditions) wrong,
the blame is on his false foresight, not the facts.

Ah, I see. If I'm presented with the fact that the market has done X when I 
predicted it would do Y, it's not the fact that it has done X that is economically bad 
for me - it's my faulty prediction that has been economically bad for me. Does that 
sound correct?

For example, if you propose the descriptive idea, "there is no oil under
that field you're drilling," then "that would be very bad for me
economically" isn't a valid criticism of your proposal, because the economic
benefit of the oil to me doesn't appear in the explanation of why there is
no oil there; your idea is either true or false, and my economic wellbeing
doesn't affect that. However, if you propose a prescriptive idea like "you
should give me all your money," then "that would be very bad for me
economically" could be a valid criticism.

The best thing for everyone is to face the truth and deal with it in
the best available way. This won't do any harm to anyone.



No other way -- such as failing to mention the lack of oil and going
ahead with building the drill -- will do better.

Finding out the facts and aborting the project will *save money*.

Sure; more knowledge is always better.

Initially I was arguing that the facts will not always be convenient (i.e. that they 
will not always turn out in a way that is "best for everyone"). But, if I understand 
you correctly, it is a mistake to characterise facts as convenient or inconvenient; 
facts are simply facts, and the things that are convenient or inconvenient are our 
predictions and expectations about them.

- Richard



From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: Agnosticism
Date: August 7, 2011 at 10:38 PM

One of my favorite pass-times is arguing with atheists and theists in
chat rooms. The question 'What is agnosticism?' comes up fairly
frequently.

As previously noted, understanding what the position entails belief-
wise requires an idea of what knowledge is. When some people use the
word 'know', they are referring to certain beliefs, or proven beliefs.
Others - often the more philosophically sophisticated types - mean
justified, true beliefs.

Many times you will hear someone say "I'm an agnostic atheist. I don't
*believe* in a god(s), but I'm not *sure* that a god(s) doesn't
exist."

I used to describe myself as an agnostic atheist, but after reading
Deutsch and some Popper, I've decided to call myself a fallibilist
atheist, for 2 reasons.

The first is that it captures the concept that I have no justification
for believing that god(s) don't exist.

The second is that relatively few people have ever heard the term
'fallibilist', and haven't the slightest idea what it means. This
gives me the opportunity to explain to them what it means, and to plug
David's books.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] History of Liberalism: William Godwin
Date: August 8, 2011 at 12:39 AM

On Aug 3, 2011, at 12:06 AM, Alan Forrester wrote:

From: Elliot Temple <curi@curi.us>

This is the unbounded progress that BoI speaks of. And it says, with BoI, that
there are no insoluble problems. And Godwin clarifies elsewhere that he
doesn't mean people can reach perfection, only that they can improve without
limit.

Seems to me that lots of people misunderstand this point. They conflate the 
idea that progress is not inherently bounded with the idea that we will soon be 
living in something like the socialist paradise in which roast pigeons fly into the 
mouths of workers. Why do you think they make that mistake?

I don't know exactly. But one factor is they underestimate the difficulty of finding 
the truth. They don't realize how subtle and complex knowledge can be, and how 
hard to get it right. They don't realize how easy it is to make mistakes or fool 
yourself.

Sometimes they don't realize fooling yourself is even possible, or view it as an 
uncommon and mild mental illness afflicting a small proportion of the population. 
Or afflicting many people but only in a couple areas of thinking per person.

People have ideas like, "If that was possible, wouldn't someone have done it by 
now?"

People massively underestimate the complexity of the human condition, the 
possibility of people to make mistakes and voluntarily ruin their own lives, the 
amount of suffering that isn't externally imposed on victims, and the subtleties of 
knowledge.

The truth is not so obvious as some imagine.



People are fallible. When they disagree, either or both of them could easily be
wrong. Therefore disagreements should be approached with reasoned 
persuasion. If
you are correct, and you explain why sufficiently well, then the other guy will
agree with you and go along with what you suggested. If you can't persuade
him, then you have to consider that maybe you are wrong, and this is certainly
no time to use force.

Being forced feels psychologically the same for the other person if you are in
fact right or not. That you are right, even if true, does not make it any
better. It's cruel to use force and does not help him learn better. And the
forcer may well be mistaken. If he really knew what he was talking about
he'd be able to convince people.

Do not rush progress. If you can't convince people, get better ideas and
arguments. If you're right, the delay isn't very important, and the
insurance against error and avoidance of force are very important. Reforms 
need
to wait until people are persuaded. Ideas need to come first, and persuade
people, and then changes can easily be made afterwards.

The fundamental irrationality is to assume, in a disagreement, that you are
right and the other guy is wrong, and that if he doesn't concede then that
justifies the use of force against him. The rational approach is to treat all
disagreements as opportunities to be open minded and seek the truth, and to
cooperate in trying to discover what is best.

Consent is a crucial error correction mechanism. If people all consent, they
might be mistaken, but at least in their best judgment they think the idea is
OK. When consent is violated, it means doing something that someone thinks 
is a
mistake. It is force instead of persuasion. People should interact when they
consent to, and leave each other alone when they don't have unanimous
consent to do something together.

This sounds a bit like libertarianism, but libertarians often do advocate utopian 
policy changes, e.g.- immediately ceasing all intervention in foreign policy. What 
mistaken ideas do they hold that lead them to advocate such policies?



One is, as above, underestimating the complexity of the human condition (and 
the amount of knowledge in our society's institutions that would need 
replacement if not used).

Libertarians respect reason more than republicans or democrats. This trait has 
positive aspects but also some dangers. One danger some fall into is that if they 
can't give a rational argument against a new idea then they feel compelled to 
concede and think the new idea should be immediately implemented. Reason 
dictates it's better!

But in politics transition costs are often high. So it's better to consider ideas a 
long time, and then test them out on a small scale, because the majority of new 
ideas are mistakes. Libertarians often lack patience because they want their 
vision of reason to rule the world.

They don't generally understand Popper's criticism of the "Who Should Rule?" 
question, nor take seriously his discussion of "social technology". Popper pointed 
out that it's hard for political action to achieve its intended aims. Libertarians will 
be the first to point out that Government policies often do not have their intended 
consequences. But for some reason they don't apply this more broadly and 
realize non-Governmental actions face the same difficulties, and also that 
Government *reforms* (even abolishing something or budget cuts) don't always 
work out.

Godwin is nothing like the "harsh, "greedy" capitalists that some
complain of. He was open to the idea, for example, that many rich people 
should
give away a considerable amount of their wealth to people who had objectively
better uses for it. Yet Godwin's position is compatible with capitalism. He
abhorred violence and would never wish anyone to take from a rich man. All 
you
can legitimately do about rich men who "hoard" their wealth is
persuade them, which is a form of helping them to have better ideas. If they
don't listen, you might be mistaken, and the only thing to do is try to get
better arguments/ideas and in the mean time leave them alone.

Various grievances expressed by progressive have some truth to them. Even 
Marx
wasn't completely wrong about everything. People sometimes fear complaints



by radicals because they could lead to violence. Godwin's philosophy renders
such things harmless, and fully compatible with liberalism, by banning the use
of force and insisting on rational persuasion and voluntary consent in all
matters.

Even utopian dreams of a completely redesigned society are harmless when
approached with the right methodology. When violence is completely out of the
question, they won't hurt anyone.

Could some of these ideas help explain why many people think Godwin was a 
communist?

Sure, they help feed that misconception. And see my reply to Michael Smithson 
for some further comments about Godwin criticizing the rich.

Another point of confusion is that Godwin had dinners and discussions with early 
socialists (Marx wasn't born yet for most of Godwin's life). One in particular, 
Robert Owen, is sometimes called Godwin's disciple. I commented on that in my 
post with subject line "History of Liberalism: The Relationship Between William 
Godwin and Edmund Burke".

It's easy (and lazy) to assume Godwin agreed with the people he talks with. But 
that is a simplistic and false way to analyze history. Especially given Godwin's 
own statements about his disagreements with his associates. See e.g.

http://dwardmac.pitzer.edu/anarchist_archives/godwin/thoughtsonpar.html

I never went so far, in my partiality for the practical principles of the French 
revolution, as many of those with whom I was accustomed to converse. I 
uniformly declared myself an enemy to revolutions. Many persons censured me 
for this lukewarmness; I willingly endured the censure. Several of those persons 
are now gone into the opposite extreme. They must excuse me; they have 
wandered wide of me on the one side and on the other; I did not follow them 
before; I cannot follow them now.

(The whole thing is interesting and has more on this topic.)

Godwin, in his own words, talks about how he had disagreements with many of 
the people he talked with. So he can't just be assumed to have the same 

http://dwardmac.pitzer.edu/anarchist_archives/godwin/thoughtsonpar.html


positions as them.

The basic fact is that Godwin was a very deep thinker and there were not enough 
deep thinkers in the world to converse with, so he often spoke with lesser 
thinkers. To judge Godwin correctly, the only thing to do is read his own works.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Westmiller@aol.com
Subject: [BoI] Re: Agnosticism
Date: August 8, 2011 at 4:11 AM

Destructivist wrote:
... The second is that relatively few  people have ever heard the term

'fallibilist', and haven't the slightest idea  what it means.

I'll confess that I've done the same. When I ran for U.S.  Congress in
1998, I called myself a "pantheist", purely to evade the question.  When asked,
I explained that it is the belief that "God is all things." That was
usually sufficient and I never pointed out that if IT is all things, IT is
nothing in particular, and equates with all of reality. It didn't hurt that this
position was propounded by Baruch de Spinoza, a prominent Jewish  scholar.

... Many times you will hear someone say "I'm an agnostic  atheist. I
don't *believe* in a god(s), but I'm not *sure* that a god(s) doesn't  exist."

There's a distinction between denying knowledge and denying  belief. We may
not have enough evidence to know the truth of a matter,  reasonably
adopting a temporary agnostic (unknowing) stance on an issue. Or, we  may have 
all
the evidence and logic available to know the truth of a matter (the  earth
is round), but still express disbelief in the proposition. The latter is  the
case I cited: "I don't want to even bother with the question..."

 ... The first is that it captures the concept that I have no
justification for  believing that god(s) don't exist.<

The primary problem is the  vagueness of the notion "God". Beyond
"supernatural being", there's an infinite  smorgasbord of ancient and modern
characteristics, powers, and notions of being  attributed to the object.

For example, a "deist" believes in a creator  God who made everything
perfectly the first time, then went back to "resting"  forever. He/It doesn't
have to intervene to correct errors or respond to pleas,  nor does He/It care
whether we praise or damn Him/It. The biggest problem with  that God is the
existence of evil, which runs counter to His/Its presumed  benevolence and
good will toward men. Deists cannot be  Christians.
http://en.wikipedia.org/wiki/Deism

http://en.wikipedia.org/wiki/Deism


The "theist" believes  in a creator God who is fallible and must
persistently intervene to correct  errors and respond to pleas. He only does that
because His feeble ego requires  praise, adoration, and humble requests to fix
all the bad things that exists in  His world. The biggest problem with that
God is that He is a long way from being  omniscient, prescient, or
omnipresent. He also can't be entirely *super*  natural, since He must act in  
nature.
http://en.wikipedia.org/wiki/Theism

The burden is necessarily  on the affirmative, which must offer some
definition of what is being asserted,  as well as some evidence and logic for the
proposition that one or the other  sort of God exists. Very few theists or
deists are willing to do that, much less  defend their proposition against
evident facts or logic.

Bill
PS: I'm  not sure whether an "Atheist" is necessarily an "Adeist" as well.
Maybe the  distinction is that one doesn't believe in a smart God, while the
other doesn't  believe in a dumb God?

http://en.wikipedia.org/wiki/Theism


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 8, 2011 at 1:20 PM

On Fri, Aug 5, 2011 at 1:39 PM, Elliot Temple <curi@curi.us> wrote:

Strategies for delegitimizing disagreement and thereby justifying the use
of force:

- religion: attributing disagreement to heresy, sin, or lack of religious
faith

- psychiatry: attributing disagreement to disease

- authority: attributing disagreement to the other party's inferior status,
such as lack of credentials or ignorance  (according to the accuser)

- prejudice: attributing disagreement to some trait of the other party such
as skin color, gender, sexual orientation, or age

- us vs them: attributing disagreement to the other party's membership in
some group. This can be either due to bias or combined with the view that
life requires winners and losers (i.e., that some problems have no solutions
best for all parties, so fighting is the only option)

- victimhood: declare the other party already used force, and you are the
oppressed victim. Now they are disagreeing to *stop* using force

- non-thinking: when the other party is not persuaded, say they were "not
listening". They don't have a contrary point of view, they are just refusing
to think about it and refusing to give you a genuine hearing.

- obviousness: declare that your ideas are so obviously true that no one
honestly disagrees

- lying: say they actually do agree with you and they are intentionally
lying. They might lie because they are wicked, or perhaps they are "scared
of the truth" (e.g. of admitting to sexual desire towards someone)

- bias: their opinion doesn't count due to some "cognitive bias" they have



What other important strategies are used?

-- Elliot Temple
http://beginningofinfinity.com/interview

I see this issue as one person telling another person (one can substitute
groups on either or both sides): "I am going to give you a conclusion and I
am asking you not to seek any explanation for that conclusion from me. I am
asking you to suspend your judgement and simply accept my conclusion for you
without any further discussion. I know this is not reasonable unless I
provide a reason for you to suspend your judgement. The reason you should
suspend your judgement in this area and accept my conclusion is because -
fill in the blank - " - many of which Elliot has provided.

I think that there is another very mundane strategy that many of us can
employ with little or no consideration.

We may use this strategy on our partner, a person we love and respect. "I am
going to ask you to accept my reasoning or idea and I do not want you to ask
for an explanation. You love me and I love you - we must trust each other
and so to reflect our feelings, you should not even ask for an explanation."

Friends can use this strategy as well as co-workers and those in authority
can use it to extend and support their demand for not engaging in further
discussion regarding a disagreement.

I think that in our society, we have personalized criticism and disagreement
as reflecting a lack of emotional commitment. I believe this fuels the
dichotomy between reason and emotion, which limits knowledge. Often the
criticism of an idea is interpreted as a criticism of the person holding the
idea - and the strategy I am suggesting at least partially depends upon, or
supports this error.

There are many cases where we do accept a person's conclusion without
disagreement based on a personal relationship or authority for rational
reasons. We do not have the time or resources to debate or fully explore

http://beginningofinfinity.com/interview


everything we are told or advised to do. We may have some doubts, but set
them aside for the sake of efficiency. But Elliot seems to be saying that
under all circumstances it should be legitimate to disagree and seek further
explanation or knowledge.

I agree. Criticism and disagreement should be normal and desirable. It
should be routine in all relationships - essentially no big deal. Disagree
and move on with greater knowledge.

John Campbell



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 8, 2011 at 1:48 PM

On 8/5/2011 7:39 PM, Elliot Temple wrote:
- non-thinking: when the other party is not persuaded, say they were "not 
listening". They don't have a contrary point of view, they are just refusing to think 
about it and refusing to give you a genuine hearing.

- lying: say they actually do agree with you and they are intentionally lying. They 
might lie because they are wicked, or perhaps they are "scared of the truth" 
(e.g. of admitting to sexual desire towards someone)

Isn't it true that sometimes the disagreement *is* due to one of the above? That 
sometimes people *do* refuse to think about an argument, and that sometimes 
they *do* lie?

What should we do about that?

We shouldn't take what people say on trust, because even if they aren't lying, 
they might still be wrong; however, it makes a difference when resolving a 
disagreement, because they won't want to correct things that are lies.

If a person is genuinely refusing to consider their opponent's argument or is lying:
* they will have some reason for doing so
* demanding that they stop doing it does not refute that reason; it is at best 
useless, and at worst coercive
* asking why they're doing it can help get to their actual objection. (Doesn't 
always work; might still be coercive?)

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 8, 2011 at 3:18 PM

On Aug 8, 2011, at 10:20 AM, John Campbell wrote:

On Fri, Aug 5, 2011 at 1:39 PM, Elliot Temple <curi@curi.us> wrote:

Strategies for delegitimizing disagreement and thereby justifying the use
of force:

- religion: attributing disagreement to heresy, sin, or lack of religious
faith

- psychiatry: attributing disagreement to disease

- authority: attributing disagreement to the other party's inferior status,
such as lack of credentials or ignorance  (according to the accuser)

- prejudice: attributing disagreement to some trait of the other party such
as skin color, gender, sexual orientation, or age

- us vs them: attributing disagreement to the other party's membership in
some group. This can be either due to bias or combined with the view that
life requires winners and losers (i.e., that some problems have no solutions
best for all parties, so fighting is the only option)

- victimhood: declare the other party already used force, and you are the
oppressed victim. Now they are disagreeing to *stop* using force

- non-thinking: when the other party is not persuaded, say they were "not
listening". They don't have a contrary point of view, they are just refusing
to think about it and refusing to give you a genuine hearing.

- obviousness: declare that your ideas are so obviously true that no one
honestly disagrees

- lying: say they actually do agree with you and they are intentionally
lying. They might lie because they are wicked, or perhaps they are "scared
of the truth" (e.g. of admitting to sexual desire towards someone)



- bias: their opinion doesn't count due to some "cognitive bias" they have

What other important strategies are used?

I see this issue as one person telling another person (one can substitute
groups on either or both sides): "I am going to give you a conclusion and I
am asking you not to seek any explanation for that conclusion from me. I am
asking you to suspend your judgement and simply accept my conclusion for you
without any further discussion. I know this is not reasonable unless I
provide a reason for you to suspend your judgement. The reason you should
suspend your judgement in this area and accept my conclusion is because -
fill in the blank - " - many of which Elliot has provided.

It's kind of like that. However, one of the insidious parts is that people don't say it 
so clearly and often fool the victim about the nature of the interaction.

Also they aren't "asking".

Each of the things I listed can be used for more than one purpose. But the 
particular purpose I had in mind to was take a disagreement and deny that it was 
a disagreement (Thereby justifying violence. Not thereby asking a question or 
making an argument intended to be debated).

I think that there is another very mundane strategy that many of us can
employ with little or no consideration.

We may use this strategy on our partner, a person we love and respect. "I am
going to ask you to accept my reasoning or idea and I do not want you to ask
for an explanation. You love me and I love you - we must trust each other
and so to reflect our feelings, you should not even ask for an explanation."

Friends can use this strategy as well as co-workers and those in authority
can use it to extend and support their demand for not engaging in further
discussion regarding a disagreement.

Yes, statements about "love" are frequently used for enforcing social conformity. 
For example, children are required to (say they) "love" their parents. Then in that 



context, they can be "asked" to do things out of "love" (with the implied threat that 
if they do not obey they will be revealed as nasty little liars without sufficient 
"love" for their parents).

I think that in our society, we have personalized criticism and disagreement
as reflecting a lack of emotional commitment.

But isn't that true? If reason is your guide, it could guide you away from your, say, 
spouse.

Promises like long term relationship commitments are inherently irrational 
(because we are not prophets, and should keep our futures open in accordance 
with our future judgment). Reason is dangerous to such things.

I believe this fuels the
dichotomy between reason and emotion, which limits knowledge. Often the
criticism of an idea is interpreted as a criticism of the person holding the
idea - and the strategy I am suggesting at least partially depends upon, or
supports this error.

I agree that people mixing up criticisms of ideas with criticisms of persons is an 
issue. And I wonder what a criticism of a person could even be? How do you 
criticize a tree? An asteroid? A walrus? An aphid? If you disregard a person's 
ideas, there is nothing to criticize, and no one to hear the criticism.

However, *in the context of a long term committed relationship*, criticism can 
have genuine danger. If your spouse lacks the skill to change his ideas 
(common), and you criticize his ideas, then where is that heading?

One of the main reasons people take criticism of ideas personally is that they 
aren't much good at changing, so they come to identify with the ideas they expect 
to have for the rest of their lives.

There are many cases where we do accept a person's conclusion without
disagreement based on a personal relationship or authority for rational
reasons. We do not have the time or resources to debate or fully explore
everything we are told or advised to do. We may have some doubts, but set
them aside for the sake of efficiency. But Elliot seems to be saying that
under all circumstances it should be legitimate to disagree and seek further



explanation or knowledge.

Or disagree and leave each other alone (regarding that issue).

I agree. Criticism and disagreement should be normal and desirable. It
should be routine in all relationships - essentially no big deal. Disagree
and move on with greater knowledge.

There is no time frame in which one can expect any given disagreement to be 
rationally resolved. It can take a long time. So people must learn to live with 
disagreement, not just know how to move on with greater knowledge.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 8, 2011 at 6:28 PM

On Mon, Aug 8, 2011 at 2:18 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 8, 2011, at 10:20 AM, John Campbell wrote:

On Fri, Aug 5, 2011 at 1:39 PM, Elliot Temple <curi@curi.us> wrote:

Strategies for delegitimizing disagreement and thereby justifying the
use

of force:

- religion: attributing disagreement to heresy, sin, or lack of
religious

faith

- psychiatry: attributing disagreement to disease

- authority: attributing disagreement to the other party's inferior
status,

such as lack of credentials or ignorance  (according to the accuser)

- prejudice: attributing disagreement to some trait of the other party
such

as skin color, gender, sexual orientation, or age

- us vs them: attributing disagreement to the other party's membership
in

some group. This can be either due to bias or combined with the view
that

life requires winners and losers (i.e., that some problems have no
solutions

best for all parties, so fighting is the only option)

- victimhood: declare the other party already used force, and you are
the



oppressed victim. Now they are disagreeing to *stop* using force

- non-thinking: when the other party is not persuaded, say they were
"not

listening". They don't have a contrary point of view, they are just
refusing

to think about it and refusing to give you a genuine hearing.

- obviousness: declare that your ideas are so obviously true that no one
honestly disagrees

- lying: say they actually do agree with you and they are intentionally
lying. They might lie because they are wicked, or perhaps they are

"scared
of the truth" (e.g. of admitting to sexual desire towards someone)

- bias: their opinion doesn't count due to some "cognitive bias" they
have

What other important strategies are used?

I see this issue as one person telling another person (one can substitute
groups on either or both sides): "I am going to give you a conclusion and

I
am asking you not to seek any explanation for that conclusion from me. I

am
asking you to suspend your judgement and simply accept my conclusion for

you
without any further discussion. I know this is not reasonable unless I
provide a reason for you to suspend your judgement. The reason you should
suspend your judgement in this area and accept my conclusion is because -
fill in the blank - " - many of which Elliot has provided.

It's kind of like that. However, one of the insidious parts is that people
don't say it so clearly and often fool the victim about the nature of the
interaction.



Also they aren't "asking".

Each of the things I listed can be used for more than one purpose. But the
particular purpose I had in mind to was take a disagreement and deny that it
was a disagreement (Thereby justifying violence. Not thereby asking a
question or making an argument intended to be debated).

I was framing this as "polite" violence - making the implicit explicit.

I can see different levels of delegitimizing disagreement. A person could
initially invoke authority and when pressed  further, the authority might
claim that you are too stupid or ignorant to understand the explanation.
Three or four levels or strategies of deflecting the need to explain could
be invoked.

At root I can see a number of underlying explanations for why people would
attempt to delegitimize disagreement.

They may be unsure of the explanation behind their pronouncement themselves.

They may not be confident in their ability to explain their reasoning
competently and persuade the other person.

They may be concerned that their explanation will point out weaknesses in
that explanation that had not yet occurred to the other person.

They do not think that the other person is worthy of their time to discuss
the explanation.

They believe that providing an explanation would undercut their authority -
a real authority would not even be questioned.

I am sure that there are other reasons.

I think that there is another very mundane strategy that many of us can
employ with little or no consideration.



We may use this strategy on our partner, a person we love and respect. "I
am

going to ask you to accept my reasoning or idea and I do not want you to
ask

for an explanation. You love me and I love you - we must trust each other
and so to reflect our feelings, you should not even ask for an

explanation."

Friends can use this strategy as well as co-workers and those in
authority

can use it to extend and support their demand for not engaging in further
discussion regarding a disagreement.

Yes, statements about "love" are frequently used for enforcing social
conformity. For example, children are required to (say they) "love" their
parents. Then in that context, they can be "asked" to do things out of
"love" (with the implied threat that if they do not obey they will be
revealed as nasty little liars without sufficient "love" for their parents).

Yes, I can see that a statement of love can be used as an emotional weapon
used to bully people.

I think that in our society, we have personalized criticism and
disagreement

as reflecting a lack of emotional commitment.

But isn't that true? If reason is your guide, it could guide you away from
your, say, spouse.

Promises like long term relationship commitments are inherently irrational
(because we are not prophets, and should keep our futures open in accordance
with our future judgment). Reason is dangerous to such things.



I am not sure I fully understand this. Are we not agreeing? I can see that
you are expanding upon the idea. Commitment may not be for life, but surely
it can withstand some disagreement.

I am saying that simply the fact that two people disagree can sabotage love
and feelings for those people (even though it should not) quite apart from
the content of the disagreements. A fundamental disagreement could certainly
alter our feelings for rational reasons. But a person could claim (or imply)
that even disagreeing with how he should load the dishwasher indicates a
lack of sufficient love and respect and is damaging to the relationship.

I believe this fuels the
dichotomy between reason and emotion, which limits knowledge. Often the
criticism of an idea is interpreted as a criticism of the person holding

the
idea - and the strategy I am suggesting at least partially depends upon,

or
supports this error.

I agree that people mixing up criticisms of ideas with criticisms of
persons is an issue. And I wonder what a criticism of a person could even
be? How do you criticize a tree? An asteroid? A walrus? An aphid? If you
disregard a person's ideas, there is nothing to criticize, and no one to
hear the criticism.

Your point is a good one and points to another common error. People often
judge people globally and see others doing the same to them. An error is not
simply an error, but evidence that the person is stupid, ignorant, uncaring,
careless etc and the implication is that they are incorrigible. In seeking
explanations we find it easy to jump to conclusions about other people and
over simplify to misleading rules of thumb. I know that psychologists
discuss this common tendency  - "that guy cut me off in traffic, not because
he was distracted by another car, but because he is a selfish jerk".

Apart from jumping to such generalizations, are humans not different from
asteroids in the areas of morality and choice? People commit errors, but
they can correct those errors.



However, *in the context of a long term committed relationship*, criticism
can have genuine danger. If your spouse lacks the skill to change his ideas
(common), and you criticize his ideas, then where is that heading?

Any relationship carries with it the danger of its dissolution, but the act
of crticism should not be the cause of that - the content of the dispute may
be. I have seen the benefit of having people in my life including my
partner, who disagree with me and provide criticism. I have gained a great
deal of knowledge from those criticisms and disagreements although at the
time I may not have accepted it.

This can lead to an advantage of a long-term committed relationship. If
one's love and respect are contingent upon short-term factors, a significant
disagreement may lead to a separation before one has fully considered the
criticism. The "stickiness" of a relationship can help to overcome the
resistance to criticism on both sides of an issue leading to knowledge and
perhaps resolution. I am not arguing for relationships for life regardless
of the content of disagreements, but how many of us appreciate our parents
much more as we age.

I am certainly not advocating "carte blanche" but some stickiness in
relationships has value and we have to decide the degree of that for
ourselves and for each relationship.

One of the main reasons people take criticism of ideas personally is that
they aren't much good at changing, so they come to identify with the ideas
they expect to have for the rest of their lives.

I believe that it is very easy not even to hear the criticism for what it
is. Depending on my mood, I can hear a simple comment or criticism of my
action as being an attack on my character. I do not register the
intellectual substance of the criticism so I can become defensive and the
chance of learning is lost.

Sometimes a criticism can be intended as an emotional attack on a person.



But even in these cases, ignoring the deeper purpose of the criticism, and
attending to the criticism itself can lead to an increase in knowledge and
may reduce the anger of the person, because they are being heard and
acknowledged. Remaining rational in spite of provocation can increase the
rationality of the other person.

There are many cases where we do accept a person's conclusion without
disagreement based on a personal relationship or authority for rational
reasons. We do not have the time or resources to debate or fully explore
everything we are told or advised to do. We may have some doubts, but set
them aside for the sake of efficiency. But Elliot seems to be saying that
under all circumstances it should be legitimate to disagree and seek

further
explanation or knowledge.

Or disagree and leave each other alone (regarding that issue).

But even simply acknowledging an area of disagreement without resolution
would increase knowledge would it not? If we have engaged in debate without
resolution, we have gained knowledge of other opinions.

I agree. Criticism and disagreement should be normal and desirable. It
should be routine in all relationships - essentially no big deal.

Disagree
and move on with greater knowledge.

There is no time frame in which one can expect any given disagreement to be
rationally resolved. It can take a long time. So people must learn to live
with disagreement, not just know how to move on with greater knowledge.

By moving on I mean continuing to engage in debate and interaction. We are
more likely to reach resolution in the future by moving on in this way - if
not in this area, perhaps in other areas - and if not resolution, at least
an increase in knowledge. The act of disagreeing should not end



communication, although the substance may make that the rational action.

John Campbell



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Intellectual Property (was: Cooperation)
Date: August 8, 2011 at 10:29 PM

On Aug 3, 11:30 pm, Elliot Temple <c...@curi.us> wrote:
-Copyrights
-Patents
-Trademarks

Are these useful means of cooperating regarding ideas, or are they
impediments to cooperating with ideas?

US software patents are a complete mess. It's unclear how much better patents 
would work with a competent issuing agency that could judge what is patentable 
with any accuracy. They keep issuing (overlapping) patents for very broad and 
well known programming techniques which is bad.

Agreed, but I was really after something more fundamental. If I come
up with an idea that is useful, what ownership rights ought I to have
over that idea, and for how long?

Copyright is a mess too with the music industry that sues a tiny proportion of 
infringers at random. Good laws should be able to be, and actually be, enforced 
in a predictable way without much randomness.

The main factor that should determine these cases is: what harm did the 
infringement do? They should have to demonstrate harm in court or leave 
people alone. That involves dealing with issues like: if he didn't download that 
song, who would he have bought it from, if anyone?

This seems an odd way to determine harm.

If we treat IP like other property, would it make sense to prosecute a
shoplifter based on whether or not they would have bought the product
if they hadn't stolen it?

But if IP is not really property, then the "harm" of someone
downloading my song instead of buying it is the same as the "harm" of
someone buying some other song instead my song - it's just an
individual choice.



Trademarks are the most clear cut as being a good idea. They aren't perfect but 
it's important that people can't call their knockoff drink "Pepsi".

I agree Trademarks are the least problematic - This seems to me to be
an issue of preventing fraud (claiming to be something you're not) as
much as "property".

What's needed are specific reforms with consequences we can understand and 
judge which help improve matters a little at a time.

I'm still at a loss as to what would actually constitute an
"improvement".

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectual Property (was: Cooperation)
Date: August 8, 2011 at 11:07 PM

On Aug 8, 2011, at 7:29 PM, Jason wrote:

On Aug 3, 11:30 pm, Elliot Temple <c...@curi.us> wrote:
-Copyrights
-Patents
-Trademarks

Are these useful means of cooperating regarding ideas, or are they
impediments to cooperating with ideas?

US software patents are a complete mess. It's unclear how much better 
patents would work with a competent issuing agency that could judge what is 
patentable with any accuracy. They keep issuing (overlapping) patents for very 
broad and well known programming techniques which is bad.

Agreed, but I was really after something more fundamental. If I come
up with an idea that is useful, what ownership rights ought I to have
over that idea, and for how long?

I have no perfect system to offer. We should keep the existing system, interpret it 
carefully, and reform problematic areas. Examples of things that should be 
reformed are:

- the random persecution of small portions of large groups. this is very bad b/c 1) 
legal result of behavior should be consistent not random  2) the choice of who to 
go after can be made according to personal grudges, political pull, etc...

- the criminalization of large groups of people in unenforceable ways is bad

Copyright is a mess too with the music industry that sues a tiny proportion of 
infringers at random. Good laws should be able to be, and actually be, 
enforced in a predictable way without much randomness.

The main factor that should determine these cases is: what harm did the 



infringement do? They should have to demonstrate harm in court or leave 
people alone. That involves dealing with issues like: if he didn't download that 
song, who would he have bought it from, if anyone?

This seems an odd way to determine harm.

If we treat IP like other property, would it make sense to prosecute a
shoplifter based on whether or not they would have bought the product
if they hadn't stolen it?

A shoplifter has done harm if he takes something without paying, whether or not 
he would have bought it otherwise, because he has deprived the shop owner of 
the thing.

A music downloader has not deprived any music owner of anything. From the 
music owner's point of view, it's no sale or no sale. It makes no difference to him. 
So these cases are different. This difference is crucially important.

Trademarks are the most clear cut as being a good idea. They aren't perfect 
but it's important that people can't call their knockoff drink "Pepsi".

I agree Trademarks are the least problematic - This seems to me to be
an issue of preventing fraud (claiming to be something you're not) as
much as "property".

Agreed.

What's needed are specific reforms with consequences we can understand 
and judge which help improve matters a little at a time.

I'm still at a loss as to what would actually constitute an "improvement".

Making it impossible to sue music downloaders without providing compelling 
evidence that the music owner was harmed would be a good reform to begin 
with. (This depends on understanding harm as discussed above.)



I also -- and this is a bit vague in my mind -- don't like the way they go after 
uploaders rather than downloaders. It seems to me a very good thing if all legal 
music owners (at the very least) can easily download copies of music they lost. 
Why shouldn't the responsibility be on the downloader to only download things he 
can legally have? Why blame the uploader whose behavior provides significant 
useful value to plenty of people in a completely legal way?

But it's not clear how to reform this because if you just make it legal to upload 
anything, and illegal to download if you haven't got rights, then that's going to get 
abused. It's nice in some cases but there are others that are unwanted. For 
example, it'd bad if someone uploads classified documents and then says "well 
the whole world shouldn't have downloaded it. not my fault".

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Intellectual Property (was: Cooperation)
Date: August 9, 2011 at 1:56 AM

On Tue, Aug 9, 2011 at 8:37 AM, Elliot Temple <curi@curi.us> wrote:

Trademarks are the most clear cut as being a good idea. They aren't
perfect but it's important that people can't call their knockoff drink
"Pepsi".

I agree Trademarks are the least problematic - This seems to me to be
an issue of preventing fraud (claiming to be something you're not) as
much as "property".

Agreed.

I agree, but even trademark ownership seems like it can be abused. See the
recent suing of Mojang Specifications by Bethesda Softworks:
http://www.bluesnews.com/s/124271/bethesda-sues-mojang-over-scrolls-tm

Although, one could make the case here that the real problem is the legal
system surroundnig IP law, and not trademarks themselves.

http://www.bluesnews.com/s/124271/bethesda-sues-mojang-over-scrolls-tm


From: Jason <auvenj@gmail.com>
Subject: [BoI] Changing Ideas (was: Re: Delegitimizing Disagreement)
Date: August 9, 2011 at 10:56 AM

On Aug 8, 12:18 pm, Elliot Temple <c...@curi.us> wrote:
One of the main reasons people take criticism of ideas personally is that they 
aren't much good at changing, so they come to identify with the ideas they 
expect to have for the rest of their lives.

How does one become good at changing ideas?

It is common for me to have discussions with others in different areas
of ideas. Some examples:
- The existence of God
- Destructive personal habits like smoking
- Politics
- Whether some perceived danger warrants worry
- Taking action on some matter
- Finances/Job/Career
...

I see a fairly common pattern across all of these widely divergent
areas. The person can list all of the rational reasons why they should
think and act a certain way, often before I even state such reasons.
They clearly already "know" a better answer to their situation than
the one they're currently implementing.

But then they claim they "just can't bring themselves" to think that
way and they must continue to think (and act) in the opposite way.
They don't even ascribe it to emotion, or at least not to any of the
emotions we have words for.

I've even had people tell me straight up that they're not good at
change, that they'd like to be but that they don't know how. I've also
had some say that their resistance to change is "innate" and I'm
"lucky" because I am able to change my mind easily.

In other forums you (Elliot) have suggested reading Popper and Rand as
an approach to this situation. I have suggested this to some but have
yet to see any success with that approach. It also lacks a certain



credibility. I have been able to change my mind more than other people
for as long as I can remember - long before I ever read Rand or Popper
myself. So I can't really say, "try this - it worked for me."

Does anyone have any other suggestions for people who say they'd like
to change their mind about something but "just can't"?

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 9, 2011 at 12:59 PM

On Aug 8, 2011, at 10:48 AM, Richard Fine wrote:

On 8/5/2011 7:39 PM, Elliot Temple wrote:
- non-thinking: when the other party is not persuaded, say they were "not 
listening". They don't have a contrary point of view, they are just refusing to 
think about it and refusing to give you a genuine hearing.

- lying: say they actually do agree with you and they are intentionally lying. 
They might lie because they are wicked, or perhaps they are "scared of the 
truth" (e.g. of admitting to sexual desire towards someone)

Isn't it true that sometimes the disagreement *is* due to one of the above? That 
sometimes people *do* refuse to think about an argument, and that sometimes 
they *do* lie?

If they "refuse to think" about an argument it is because they disagree about 
whether that argument is worth thinking about (for their life situation). So there is 
a disagreement and you haven't offered any relevant arguments in order to 
persuade them, because it did not occur to you that someone might disagree with 
that particular idea of yours.

(If you had offered arguments on that topic, which had failed to persuade, you 
wouldn't be calling it "refusal to think" but merely "failure to persuade".)

Calling this disagreement "the other person's refusal to think" is false and 
harmful. It is a disagreement, not a refusal to think.

If they thought your proposal was 100% best in every single way, they would not 
lie in order to do nothing but harm by their own standards. If they are lying it is to 
maintain privacy or gain something else which they think they can best achieve in 
this way.

People don't owe you statements of their ideas. You shouldn't expect to get any 
unless it is to the other person's benefit (in their own judgment). If you don't want 
to be lied to, avoid saying things which it is not in the other person's interest to 



answer truthfully.

Again this is a disagreement, and calling it "lying" (in the sense of lying about 
whether they genuinely disagree) is false and harmful.

In both cases, the only things to do are either stop or get better arguments/ideas.

What should we do about that?

Treat it exactly like all other disagreements, because it is no different.

If a person is genuinely refusing to consider their opponent's argument or is 
lying:
* they will have some reason for doing so
* demanding that they stop doing it does not refute that reason; it is at best 
useless, and at worst coercive

Yes they have a reason (whether good or bad). Which makes it a disagreement!

If you want people to change their mind you have to persuade them not just of 
individual abstract ideas but address the fact that they already have lives and 
ideas. One thing all people must do is be selective about the use of their time and 
attention, and their willingness to try new ideas. Because they have limited time 
and most new ideas are mistakes. Having such filters is not a flaw or mistake. It's 
a rational thing everyone does. So expect to deal with that when offering ideas.

Lying is commonly done to retain privacy in the face of social pressure. Or put 
another way: people quite reasonably don't wish to discuss philosophy in a way 
(such as openly considering forbidden ideas) that will cause their peers to hurt 
them. Again, expect to deal with this when offering ideas.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Changing Ideas (was: Re: Delegitimizing Disagreement)
Date: August 9, 2011 at 2:02 PM

On Tue, Aug 9, 2011 at 9:56 AM, Jason <auvenj@gmail.com> wrote:

On Aug 8, 12:18 pm, Elliot Temple <c...@curi.us> wrote:
One of the main reasons people take criticism of ideas personally is that

they aren't much good at changing, so they come to identify with the ideas
they expect to have for the rest of their lives.

How does one become good at changing ideas?

It is common for me to have discussions with others in different areas
of ideas. Some examples:
- The existence of God
- Destructive personal habits like smoking
- Politics
- Whether some perceived danger warrants worry
- Taking action on some matter
- Finances/Job/Career
...

I see a fairly common pattern across all of these widely divergent
areas. The person can list all of the rational reasons why they should
think and act a certain way, often before I even state such reasons.
They clearly already "know" a better answer to their situation than
the one they're currently implementing.

But then they claim they "just can't bring themselves" to think that
way and they must continue to think (and act) in the opposite way.
They don't even ascribe it to emotion, or at least not to any of the
emotions we have words for.

I've even had people tell me straight up that they're not good at
change, that they'd like to be but that they don't know how. I've also
had some say that their resistance to change is "innate" and I'm
"lucky" because I am able to change my mind easily.



In other forums you (Elliot) have suggested reading Popper and Rand as
an approach to this situation. I have suggested this to some but have
yet to see any success with that approach. It also lacks a certain
credibility. I have been able to change my mind more than other people
for as long as I can remember - long before I ever read Rand or Popper
myself. So I can't really say, "try this - it worked for me."

Does anyone have any other suggestions for people who say they'd like
to change their mind about something but "just can't"?

--Jason

I expect that most of us here take ideas very seriously and often hold
unconventional ideas.

We have considered our ideas and explanations and believe them to be
valuable for others. As a result we will expose people to our ideas and
encourage them to accept those ideas if they make sense to them.

I know that I do this and I have spent time trying to change people's ideas
including my two children.

It cannot be done - you cannot change a person or engage in discussions with
that intent. I have found that people will resist those attempts in almost
all cases and may not even really hear your ideas.

It takes time for the person to integrate new ideas with their existing
ones, and to discard previously held ideas. The explanation you have
provided must be considered on its own merits within that person's mind and
this is not an automatic or easy process depending on the idea you are
presenting. Attempting to the hasten the process by encouraging change does
not work in my experience.

Being an example of the idea you are presenting is of enormous benefit I
have found, but does not ensure adoption. The fact is that people may say
they want to change and honestly believe it themselves, but it becomes
apparent that they are not ready for that change yet and it may take time
and further self-explanation before they are, or ever.



I think that people also adopt a fatalistic meme that reinforces how hard it
is for them to change. I believe it is also easy for us to see ourselves and
other people as being much more simple and integrated than we really are.
She is selfish, he is lazy, I am fat, you are smart. These simple stories
that we rely upon to simplify our world are destructive because they make
the development of better explanations and change so difficult. Many people
seem to identify so strongly with these stories about themselves that they
will do almost anything to maintain them in spite of overwhelming evidence
of their destructiveness or falsity.

Often the hardest change one can make is to believe that real change can
occur within a person. Many people remain unhappy and hopeless unable to
make that first step - to decide that they are capable of change. I am not
religious in the least, but for me the powerful concept of redemption is a
wonderful feature of Christianity. Unfortunately it is often coupled with an
attitude of fatalism on this earth and implies the need for a faith in God
rather than rational explanations, but the first step is that real change is
possible. The movie Groundhog Day is a good demonstration of how difficult
change can be, but it is possible, and desireable. Hollywood has made
numerous feel-good movies championing the concept of the possibility of
change - another fun thriller is 16 Blocks. Many of us are drawn to such
movies and ideas of the possibility of change because that optimism is
critical to progress.

I do think that exposing people to good ideas and explanations is invaluable
and I am buying copies of BOI for my two children and my nieces and nephew.
It contains the best ideas and explanations I have found so far. I will
leave it up to them to engage with the book as they will, although I look
forward to discussing it with them lots and learning from their ideas about
it.

It is trite to say, but you can lead a horse to water, but you can't make it
drink. Ideas change people, but only at their own pace, if ever. Patience
and good explanations are the best mechanisms for change I have found.

John Campbell



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Changing Ideas (was: Re: Delegitimizing Disagreement)
Date: August 9, 2011 at 3:35 PM

On 9 Aug 2011, at 10:56, Jason wrote:

On Aug 8, 12:18 pm, Elliot Temple <c...@curi.us> wrote:
One of the main reasons people take criticism of ideas personally is that they 
aren't much good at changing, so they come to identify with the ideas they 
expect to have for the rest of their lives.

How does one become good at changing ideas?

It is common for me to have discussions with others in different areas
of ideas. Some examples:
- The existence of God
- Destructive personal habits like smoking
- Politics
- Whether some perceived danger warrants worry
- Taking action on some matter
- Finances/Job/Career
...

I see a fairly common pattern across all of these widely divergent
areas. The person can list all of the rational reasons why they should
think and act a certain way, often before I even state such reasons.
They clearly already "know" a better answer to their situation than
the one they're currently implementing.

But then they claim they "just can't bring themselves" to think that
way and they must continue to think (and act) in the opposite way.
They don't even ascribe it to emotion, or at least not to any of the
emotions we have words for.

They 'know' some parts of what would be better, but they don't fully understand. 
They haven't been fully persuaded. They still have some doubt. Removing 
(understanding/solving) that doubt would cause them to change. (And perhaps 
removing all doubt would cause them to find it impossible *not* to change.)

I've even had people tell me straight up that they're not good at



change, that they'd like to be but that they don't know how. I've also
had some say that their resistance to change is "innate" and I'm
"lucky" because I am able to change my mind easily.

In other forums you (Elliot) have suggested reading Popper and Rand as
an approach to this situation. I have suggested this to some but have
yet to see any success with that approach. It also lacks a certain
credibility. I have been able to change my mind more than other people
for as long as I can remember - long before I ever read Rand or Popper
myself. So I can't really say, "try this - it worked for me."

Yeah I'm not sure how much reading Popper and Rand would help people who 
have this problem unless they already have good ideas about how to apply 
philosophy, work out its implications, etc. Might help some but seems difficult for 
most.

I'd guess reading *TCS* has a better chance to help people with this problem, 
because it focuses heavily on how to resolve disagreements, and specifically 
discusses resolving disagreements by changing your mind.

Does anyone have any other suggestions for people who say they'd like
to change their mind about something but "just can't"?

Some key ideas are:

- Not feeling able to change means you're not persuaded about something.

- All lack of persuasion is either due to a lack of knowledge about how the new 
idea is better, or that the new idea isn't actually better.

- It's possible to learn why you're doubting it (even if it's currently 
inexplicit/vague/emotional), and learn what the solution/answer to that doubt is.

- How do you learn that? Ask lots of questions about your reasons for doubting it.
Can you think of anything that is actually better from not changing? What 
negative consequences might there be from changing? Are those things actually 
bad? If so, is the change really a good idea? If not, why do you think they might 
be bad? Are there any solutions to the bad thing? If the change is a bad idea, 
why do you think it's a good idea? Is there an alternative change that has the 



good properties of the change you're imagining, but doesn't have the bad 
properties that's stopping you from adopting it?
(Incidentally, NLP -- something often with quite a bit of BS and pseudoscience -- 
has some decent advice about this. It has specific questions to ask and things to 
look out for and exercises to try to work this stuff out if you're not good at asking 
questions. Google NLP 'limiting beliefs'.)

- All of this can be reached by reason. There isn't some mysterious supernatural 
thing that's stopping you from changing. It's just another thing to learn.

You can apply ideas about how to persuade people in general to how to persuade 
yourself and work through disagreements between two strands of your own 
personality.

For example, the idea that you should only argue one point at a time. Lots of 
people get stuck by not carefully working through each point individually, but 
instead talking about everything that occurs to them, bringing up lots of other 
disagreements and so on, before resolving even the first point. (Sometimes I 
think this is the biggest block to progress and learning in disagreements.)

Other examples here: https://www.youtube.com/watch?v=g1FXR0iSvgE
Summary and practical advice: 
http://dl.dropbox.com/u/14499744/How_To_Argue_Handout.pdf

--
Lulie Tanett

https://www.youtube.com/watch?v=g1FXR0iSvgE
http://dl.dropbox.com/u/14499744/How_To_Argue_Handout.pdf


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Changing Ideas (was: Re: Delegitimizing Disagreement)
Date: August 9, 2011 at 4:59 PM

On Aug 9, 2011, at 7:56 AM, Jason wrote:

On Aug 8, 12:18 pm, Elliot Temple <c...@curi.us> wrote:
One of the main reasons people take criticism of ideas personally is that they 
aren't much good at changing, so they come to identify with the ideas they 
expect to have for the rest of their lives.

How does one become good at changing ideas?

It is common for me to have discussions with others in different areas
of ideas. Some examples:
- The existence of God
- Destructive personal habits like smoking
- Politics
- Whether some perceived danger warrants worry
- Taking action on some matter
- Finances/Job/Career
...

I see a fairly common pattern across all of these widely divergent
areas. The person can list all of the rational reasons why they should
think and act a certain way, often before I even state such reasons.
They clearly already "know" a better answer to their situation than
the one they're currently implementing.

But then they claim they "just can't bring themselves" to think that
way and they must continue to think (and act) in the opposite way.
They don't even ascribe it to emotion, or at least not to any of the
emotions we have words for.

One common cause of this (taught in schools, btw) is accepting vague answers 
and not asking questions to learn things in more detail or expressing critical 
objections.

They have objections they haven't made explicit or think don't matter, which they 



haven't dealt with. For example, most people care how their friends will take any 
changes they make. But they often refuse to say, "What will my friends think?" 
explicitly as a possible objection and topic for discussion. They may not even 
realize philosophy has anything to say about such an issue.

They need to try to criticize ideas more thoroughly before accepting them (or 
after, whatever, but they point is they don't really "know" it until after they improve 
it with answers to every criticism they can think of, including making their 
inexplicit criticisms more explicit and addressing those).

Sometimes justificationism makes this worse. People often don't realize how 
much criticisms matter, thinking if an idea has lots of rational support that 
outweighs any small criticisms they may have. They also often don't expect ideas 
to have *no* flaws, and think that life involves choosing between different bundles 
of flaws, and choosing and living with the problems that bug you least.

People are often really embarrassed to say wrong criticisms, or to ask bad 
questions.

People often have low standards for what counts as "understanding" something. 
For example, some people's standard is basically equivalent to what would let 
them pass a multiple choice test in school. This can be done by memorizing 
some stuff without understanding it.

Real understanding is *flexible*. It has *reach*. It can be applied to unexpected 
questions and issues. Just because someone can recite talking points for a 
position doesn't mean they actually understand it well, and would be able to deal 
with unanticipated ideas by quickly applying their knowledge in new ways.

Using an idea in real life requires that kind of flexibility and deeper understanding.

One piece of context to keep in mind is that for most people, many ideas are kind 
of confusing. They can't really tell which are better than others. That makes 
changes *dangerous*. Even for a world class expert, gradualism is the right 
approach. But for a novice, caution is really well advised, even if they fail to 
explicitly explain that. To a significant extent, their intuitions and "resistance" are 
*true* and *wise* and they are holding on to them to save themselves from 



"rational" ivory tower mistakes.

The thing to do about this, on your end, is to have better arguments which better 
address the possible problems they could have. Did you give them detailed 
explanations of how to deal with social situations where libertarian (for example) 
ideas are unpopular, after their conversion to libertarianism? If you didn't it's a 
good thing (by their values) that they didn't change their mind before they 
offended a girl and lost a chance at a date (because they value that date more 
than having better political ideas).

There's so many things that have to be addressed to integrate ideas into a 
person's life. And either you have to provide that for them (very hard, and 
involves a lot more than just arguing why your claims are true. The *bigger* task 
is explaining what to do with those truths!) *or* they have to create that 
knowledge themselves (well, they always have to create a lot of it themselves, 
but the way people commonly argue they are left to create basically all of it 
themselves).

All new ideas bring with them problems. And thus require some problem solving 
skills to make good use of. Often, *a lot* of such skills for ideas deviating from 
common sense (so less societal and cultural support for helping people live with 
those ideas, helping them understand them, helping solve their problems, etc…)

One really shouldn't expect a lot of mind changing to anything unconventional 
without a lot of ability to solve novel problems that *will come up*. It would be 
unwise and won't work. How does one do that? Well, as below, reading Popper 
would be a good start. And reading BoI. And having email discussions.

One good test of people's understanding of some ideas is how well they can 
explain/argue them (alone, without help) to critics and opponents of those ideas. 
(This still doesn't cover integrating into life, etc…, but it's a good start. When you 
first try to promote ideas you will run into various objections you hadn't thought of 
and have to deal with them and you will either learn a lot about different ways of 
use the ideas and how effective they are, *or* you will find you can't answer and 
then learn about holes in your knowledge and thus stop being surprised you 
haven't changed your mind yet.)

I've even had people tell me straight up that they're not good at



change, that they'd like to be but that they don't know how. I've also
had some say that their resistance to change is "innate" and I'm
"lucky" because I am able to change my mind easily.

They'd rather make excuses than progress. Sad. That is a defense mechanism to 
help them feel better. Arguing with it directly won't address the underlying 
problems: they don't know how to use the new ideas you are offering and 
integrate them into life; they don't know how to feel good about the inevitable 
failures, missteps and setbacks if they try to change; etc...

One thing they don't like is the (incidentally false) notion that change is easy and 
therefore they are *morally bad* for not having done it already.

Another is that they *feel bad* when they consider changing or try to change 
(usually within the first 10 minutes. then they stop. they hardly actually try 
anything.)

One way to approach a problem like this is to find things one feels emotionally 
positive about and to find arguments *from there* to the problem area. This 
approach is illustrated here:

http://fallibleideas.com/parenting-and-tradition

(For personal progress, one may want to pick just a couple that really resonate 
and use them in much greater depth.)

In other forums you (Elliot) have suggested reading Popper and Rand as
an approach to this situation. I have suggested this to some but have
yet to see any success with that approach. It also lacks a certain
credibility. I have been able to change my mind more than other people
for as long as I can remember - long before I ever read Rand or Popper
myself. So I can't really say, "try this - it worked for me."

It's not an approach. It's a *way to make progress*. It has to be followed up by 
other ways of making progress.

http://fallibleideas.com/parenting-and-tradition


And it's certainly not the only way.

So the approach is: make progress (for example by reading Rand and Popper), 
then make more progress, etc… until it works.

It's hard to know in advance exactly what will end up being helpful, or even 
crucially important. But it's not so hard to find some good things and make some 
kind of progress. And, as discussed above, generic problem solving skills are 
necessary to living any life, especially one that deviates from convention, 
because unforeseen problems are inevitable (as, btw, BoI explains) and because 
deviations from convention require replacing some cultural knowledge with one's 
own knowledge which means actually being able to create knowledge of high 
enough quality to use (much harder than people expect. this is the basic reason 
people think they are convinced of stuff but don't change. the quality of 
knowledge required is much, much higher than they have so far).

If someone is *stuck* (e.g. the example claim below about "just can't"), then 
reading Popper and Rand is an example of one straightforward way they can 
make progress and improve.

Of course many people read Rand and Popper and still have lots of problems. 
Many people even read them and *disagree* (even most "Objectivists" and 
"Popperians" do not understand, and disagree with, many major ideas of their 
favored philosophers). So where is the progress?

Learning to read philosophy books is a useful skill itself even if you end up 
preferring other philosophers. That is progress towards getting unstuck.

Time spent thinking about ideas, even ones you disagree with, also has value.

If someone reads Rand or Popper and disagrees, and wants to continue making 
progress, one way forward is to try to write a criticism. They could try to figure out 
*what* they disagree with, specifically, and *why*. They could write this up using 
book quotes, and try to write very clearly to get their point across.

If they try really hard and know everything they are saying in detail, and can't find 
any mistakes in their position, then when they receive criticism it will be eye 
opening. They will learn things they didn't know before.



(In contrast, what people often do is write vague and sloppy arguments. Then, on 
receiving criticisms, they declare all of them tangential, say they weren't even 
really trying to get those tangents right, fail to understand how they are relevant to 
the main point which has never been clearly expressed, and learn little.)

If someone thinks they agree with philosophy and it's true and so on, then they 
should try to use it to solve all their problems. They will find it doesn't work or is 
incomplete, and this will provide opportunity for critical discussion or further 
reading or some other form of progress.

Does anyone have any other suggestions for people who say they'd like
to change their mind about something but "just can't"?

They need to stop giving up so easily and try to make progress. And not expect 
instant results. Find a way to make a little progress. Then a little more. Then 
more.

People who know no philosophy shouldn't expect to solve hard philosophical 
problems directly and quickly. They should expect more of a journey of learning.

They "just can't" because they are trying to do it by force of will without the 
slightest idea of how, and with little self-awareness or self-understanding, and 
with little idea of what ideas are and how they change and improve, and so on…

They "just can't" because they are trying to have immediate success or nothing at 
all. What they can do is adopt a problem solving attitude and work at making 
progress, and content themselves with whatever progress they are able to make 
(they should expect to start slow).

PS this is relevant: http://fallibleideas.com/emotions

-- Elliot Temple
http://elliottemple.com/

http://fallibleideas.com/emotions
http://elliottemple.com/


From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Changing Ideas (was: Re: Delegitimizing Disagreement)
Date: August 9, 2011 at 5:24 PM

On 9 Aug 2011, at 14:02, John Campbell wrote:

On Tue, Aug 9, 2011 at 9:56 AM, Jason <auvenj@gmail.com> wrote:

On Aug 8, 12:18 pm, Elliot Temple <c...@curi.us> wrote:
One of the main reasons people take criticism of ideas personally is that

they aren't much good at changing, so they come to identify with the ideas
they expect to have for the rest of their lives.

How does one become good at changing ideas?

It is common for me to have discussions with others in different areas
of ideas. Some examples:
- The existence of God
- Destructive personal habits like smoking
- Politics
- Whether some perceived danger warrants worry
- Taking action on some matter
- Finances/Job/Career
...

I see a fairly common pattern across all of these widely divergent
areas. The person can list all of the rational reasons why they should
think and act a certain way, often before I even state such reasons.
They clearly already "know" a better answer to their situation than
the one they're currently implementing.

But then they claim they "just can't bring themselves" to think that
way and they must continue to think (and act) in the opposite way.
They don't even ascribe it to emotion, or at least not to any of the
emotions we have words for.

I've even had people tell me straight up that they're not good at
change, that they'd like to be but that they don't know how. I've also
had some say that their resistance to change is "innate" and I'm



"lucky" because I am able to change my mind easily.

In other forums you (Elliot) have suggested reading Popper and Rand as
an approach to this situation. I have suggested this to some but have
yet to see any success with that approach. It also lacks a certain
credibility. I have been able to change my mind more than other people
for as long as I can remember - long before I ever read Rand or Popper
myself. So I can't really say, "try this - it worked for me."

Does anyone have any other suggestions for people who say they'd like
to change their mind about something but "just can't"?

--Jason

I expect that most of us here take ideas very seriously and often hold
unconventional ideas.

We have considered our ideas and explanations and believe them to be
valuable for others. As a result we will expose people to our ideas and
encourage them to accept those ideas if they make sense to them.

Yeah...

I know that I do this and I have spent time trying to change people's ideas

But wait, exposing ideas and encouraging others to accept them if they make 
sense to them isn't the same as 'trying to change people's ideas'. It could just be 
that you're trying to help them know about the best ideas you know about, and *if* 
they agree then you encourage them to take them seriously.

Going in trying to change someone's ideas is less ideal than going in trying to 
seek the truth together.

I once wrote a post arguing that people should attempt to persuade people more -
- http://lulie.livejournal.com/46157.html -- which ostensibly seems like the 
opposite point I'm making here, but actually it's the same: the way to change 
people's ideas *is* through truth-seeking.

including my two children.

http://lulie.livejournal.com/46157.html


I'd be a little wary of trying to change one's children's ideas (as in with 'believing 
X' being the goal instead of 'finding the truth whatever it may be'), because in our 
culture this is often done with coercion or pressure, and it's assumed that the 
Parent Knows Best. So it's especially important to take a truth-seeking, fallibilist 
attitude when talking to children about ideas -- to counteract the authoritarian 
tendencies which can be easy to slip into when you do have so much power over 
someone.

It cannot be done - you cannot change a person or engage in discussions with
that intent. I have found that people will resist those attempts in almost
all cases and may not even really hear your ideas.

Depends. If it's about something they're curious about and they haven't heard the 
alternative before, then they might be interested and even ask questions to help 
understand and change their own mind.

Kinda depends what you mean by 'that intent', though. Whether it's trying to help 
someone and truth-seek, or whether it's trying to change them regardless of 
whether they want help at that time or in that way.

It takes time for the person to integrate new ideas with their existing
ones, and to discard previously held ideas. The explanation you have
provided must be considered on its own merits within that person's mind and
this is not an automatic or easy process depending on the idea you are
presenting. Attempting to the hasten the process by encouraging change does
not work in my experience.

Yes indeed. Good point; maybe encouraging change isn't useful.

--
Lulie Tanett



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Agnosticism
Date: August 10, 2011 at 4:28 PM

On Mon, Aug 8, 2011 at 1:11 AM,  <Westmiller@aol.com> wrote:

The "theist" believes in a creator God who is fallible and must persistently
intervene to correct errors and respond to pleas. He only does that because
His feeble ego requires praise, adoration, and humble requests to fix all
the bad things that exists in His world. The biggest problem with that God
is that He is a long way from being omniscient, prescient, or omnipresent.
He also can't be entirely *super* natural, since He must act in nature.
http://en.wikipedia.org/wiki/Theism

That's not all theists. Most theists in the West believe in an
infallible God that gave us free will, and intervenes to deal with
*our* errors, not His own (or sometimes intervenes as part of His
original Plan. There's no need to assume He intended to automate
everything.)

He doesn't do this to get worship but either because it's his nature
or because he thinks it's moral.

http://en.wikipedia.org/wiki/Theism


From: Westmiller@aol.com
Subject: [BoI] Re: Changing Ideas
Date: August 10, 2011 at 5:36 PM

Jason writes:
... they claim they "just can't bring  themselves" to think that way ...<

More often than not, they're making  a rational appraisal of the costs of
changing their position, rather than  rejecting the novel idea itself. E.g.:
"Maybe God doesn't exist, but all my  friends, family, and business contacts
are deeply committed to believing in God.  If I disagree, I'll lose
everything."

Aside from social relationships,  there's an investment that people make in
their lives. Someone who has devoted  themselves to religious observances
for decades is not likely to admit that all  that time and effort was a total
waste. Every human adopts certain beliefs as  indisputable, not because
they have ever considered the merits, but because it's  convenient to set aside
some questions, in order to deal with issues that are  more directly
relevant to their own immediate happiness.

Generally, when  the opportunity arises, I strongly prefer the Socratic
Method. Don't challenge  their ideas directly, just ask them questions about
contrary evidence or logic.  If they are willing to engage in responding to
the simple question "Why?", then  they are opening their minds to different
answers.

I'm sure there are  many tactical and strategic methods of persuasion, but
I've never found any  better guide than Dale Carnegie's "How to Win Friends
and Influence People",  which is brimming with useful and productive
insights:
http://www.westegg.com/unmaintained/carnegie/win-friends.html
http://en.wikipedia.org/wiki/How_to_Win_Friends_and_Influence_People

Bill

http://www.westegg.com/unmaintained/carnegie/win-friends.html
http://en.wikipedia.org/wiki/How_to_Win_Friends_and_Influence_People


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Changing Ideas
Date: August 10, 2011 at 6:30 PM

On Wed, Aug 10, 2011 at 2:36 PM,  <Westmiller@aol.com> wrote:

Aside from social relationships, there's an investment that people make in
their lives. Someone who has devoted themselves to religious observances for
decades is not likely to admit that all that time and effort was a total
waste.

This is the sunk cost fallacy. It's not very difficult to overcome
with some clear understanding of it.

Whether people overcome it is not a matter of chance. It's not likely
or unlikely. The result depends on knowledge and human choices. It's
in our control.

BoI talks about this issue. See the discussion about whether humanity
will go extent and how it differs from Russian Roulette.

Every human adopts certain beliefs as indisputable, not because they
have ever considered the merits, but because it's convenient to set aside
some questions, in order to deal with issues that are more directly relevant
to their own immediate happiness.

It's convenient to do that temporarily, but to keep the issues open to
revisit should they turn out to be problematic.

Doing it in a more permanent way is impractical and inconvenient: it
ruins one's life (because, as BoI explains, problems and mistakes are
inevitable. Which means those set aside ideas will contain flaws that
need improving.).

I'm sure there are many tactical and strategic methods of persuasion, but
I've never found any better guide than Dale Carnegie's "How to Win Friends
and Influence People", which is brimming with useful and productive
insights:
http://www.westegg.com/unmaintained/carnegie/win-friends.html

http://www.westegg.com/unmaintained/carnegie/win-friends.html


http://en.wikipedia.org/wiki/How_to_Win_Friends_and_Influence_People

That kind of "persuasion" is not the same thing that BoI refers to as
persuasion. BoI speaks of persuasion in terms of truth seeking and
rational argument, not in terms of people management and manipulation
skills (which includes, for example, the skill of conforming to
politeness memes to please people one speaks with).

That's not to say that one should never do it. But it's important to
draw a clear distinction, and not to misread BoI's statements about
persuasion. "Influencing" people and truth seeking are separate
issues.

http://en.wikipedia.org/wiki/How_to_Win_Friends_and_Influence_People


From: judith buber agassi and joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Re: Changing Ideas
Date: August 10, 2011 at 7:13 PM

To anyone interested in the matter of loss of faith: there is a profound
discussion of it in the end of George Orwell's 1935 novel A Clergyman's
Daughter. Anyone who reads it seriously will not speak of it as frivolously
as most philosophers do these days. Let me add this: the loss of faith in
Newton (or in Euclid, for that matter) was for many a scientist a genuine
loss of faith. Thomas S. Kuhn said it was a religious conversion of sorts
and this frivolity became a subject of a (pseudo-)philosophical dispute
among leading philosophers. (The frivolous doctrine of constructive
criticism -- Lenin, Hempel, Kuhn, Feyerabend, Lakatos -- says, you do not
lose one faith without having a replacement for it at hand.)

Joseph Agassi

Judith Buber Agassi and Joseph Agassi
37, Levi Eshkol Street,
Herzlia 46745 ISRAEL
Phone and Fax: + 972-9-950-4072
e-mail: agass@post.tau.ac.il
Web Pages: http://www.tau.ac.il/~agass

http://www.tau.ac.il/~agass


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Rigor
Date: August 10, 2011 at 8:13 PM

The academic community aims for rigor by writing perfect papers -- super high 
quality statements that attempt to be definitive and cover all the necessary 
details.

It places value on speaking a smaller number of times with lots of care and 
precision.

Having to organize one's ideas well and get them really clear and complete is 
educational for the author.

But this method is not how audiences learn things in detail.

Whatever you write, people are not going to gain a rigorous understanding merely 
by reading it.

Interactivity is crucial. You cannot anticipate every question and confusion a 
person may have, nor write a fully one-size-fits-all explanation of a complex topic. 
People are different and have a great variety in how they think about things.

For an individual to understand there's only two things that work:

1) He creates the answers himself, not relying on your paper explaining it all to 
him, but filling in many details himself

2) You interact and have a back-and-forth discussion in which his individual 
questions and criticisms can be addressed.

One of the implications of this is that email discussion -- approached with 
patience and a goal of sustained, gradual progress -- has more potential than 
book or paper publishing for creating in depth understanding.

That mostly applies to the participants, not the lurkers. One can piggyback on the 



questions of others a bit but it's not the same as asking one's own questions 
because there's never a perfect match between someone else's questions and 
your own.

Online discussion is often criticized for vagueness and other flaws. That is 
common online. It's also common in academic papers. One actual difference is 
online discussions make less *show* of rigor. They use less pretentious 
language, less style intended to awe, fewer trappings of authority. And they are 
more accessible to people with fewer credentials, both in allowing participation 
and being readable to people without training.

This is, of course, a virtue not a defect.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Rigor
Date: August 10, 2011 at 8:28 PM

The academic community aims for rigor by writing perfect papers -- super high 
quality statements that attempt to be definitive and cover all the necessary 
details.

It places value on speaking a smaller number of times with lots of care and 
precision.

Having to organize one's ideas well and get them really clear and complete is 
educational for the author.

But this method is not how audiences learn things in detail.

Whatever you write, people are not going to gain a rigorous understanding merely 
by reading it.

Interactivity is crucial. You cannot anticipate every question and confusion a 
person may have, nor write a fully one-size-fits-all explanation of a complex topic. 
People are different and have a great variety in how they think about things.

For an individual to understand there's only two things that work:

1) He creates the answers himself, not relying on your paper explaining it all to 
him, but filling in many details himself

2) You interact and have a back-and-forth discussion in which his individual 
questions and criticisms can be addressed.

One of the implications of this is that email discussion -- approached with 
patience and a goal of sustained, gradual progress -- has more potential than 
book or paper publishing for creating in depth understanding.

That mostly applies to the participants, not the lurkers. One can piggyback on the 



questions of others a bit but it's not the same as asking one's own questions 
because there's never a perfect match between someone else's questions and 
your own.

Online discussion is often criticized for vagueness and other flaws. That is 
common online. It's also common in academic papers. One actual difference is 
online discussions make less *show* of rigor. They use less pretentious 
language, less style intended to awe, fewer trappings of authority. And they are 
more accessible to people with fewer credentials, both in allowing participation 
and being readable to people without training.

This is, of course, a virtue not a defect.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] No conflict of interests
Date: August 10, 2011 at 11:46 PM

Atlas Shrugged:

"Did it ever occur to you, Miss Taggart," said Galt, in the casual tone of an 
abstract discussion, but as if he had known her thoughts, "that there is no 
conflict of interests among men, neither in business nor in trade nor in their most 
personal desires — if they omit the irrational from their view of the possible and 
destruction from their view of the practical? There is no conflict, and no call for 
sacrifice, and no man is a threat to the aims of another — if men understand 
that reality is an absolute not to be faked, that lies do not work, that the 
unearned cannot be had, that the undeserved cannot be given, that the 
destruction of a value which is, will not bring value to that which isn't. The 
businessman who wishes to gain a market by throttling a superior competitor, 
the worker who wants a share of his employer's wealth, the artist who envies a 
rival's higher talent — they're all wishing facts out of existence, and destruction 
is the only means of their wish. If they pursue it, they will not achieve a market, 
a fortune or an immortal fame — they will merely destroy production, 
employment and art. A wish for the irrational is not to be achieved, whether the 
sacrificial victims are willing or not. But men will not cease to desire the 
impossible and will not lose their longing to destroy — so long as self-
destruction and self-sacrifice are preached to them as the practical means of 
achieving the happiness of the recipients."

This has relevance to a previous discussion:

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/df5614c0c59ad28/6aab0c9c7356d5fe?
lnk=gst&q=conflict+of+interest

-- Elliot Temple
http://curi.us/

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/df5614c0c59ad28/6aab0c9c7356d5fe?lnk=gst&q=conflict+of+interest
http://curi.us/


From: Westmiller@aol.com
Subject: [BoI] Re: Agnosticism
Date: August 11, 2011 at 3:56 AM

Anonymous Person writes:
That's not all theists. Most theists in the West believe in an

infallible God that gave us free will, and intervenes to deal with *our* errors,  not
His own (or sometimes intervenes as part of His original Plan. There's no
need to assume He intended to automate everything.)

The problem with that stance is that terrible things do happen to  innocent
people ("Acts of God"), which He either intended to happen, allows to
happen, or declines to prevent when petitioned.

Secondarily, theists embrace the commentary on the Godly directions
described in the Bible, frequently commanding the murder of innocent women  
and
children, for the sake of territorial acquisition. That this kind  of active
intervention is "moral" fails nearly anyone's sensible test. It  also puts
the lie to His assertion that He had prepared a "Land of Milk and  Honey" (but
no oil) that He would "give" to His chosen people.

In any case, it's peculiar that an infallible God would create a  universe
with unjust consequences for the innocent. It's also incredible that He
would design a universe in which he intended to intervene later, while still
being credited with prescience.

Bill



From: Jason <auvenj@gmail.com>
Subject: [BoI] Genetic Basis for Intelligence?
Date: August 11, 2011 at 1:36 PM

From discussion on other forums, I am under the impression that the
idea that relative human intelligence has at least a partial genetic
basis is considered refuted.

What do you make of this article:
http://www.ed.ac.uk/news/all-news/genes-090811

What flaws to you see in its methodology or conclusions?

--Jason

http://www.ed.ac.uk/news/all-news/genes-090811


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Genetic Basis for Intelligence?
Date: August 11, 2011 at 1:53 PM

On 8/11/2011 6:36 PM, Jason wrote:
What do you make of this article:
http://www.ed.ac.uk/news/all-news/genes-090811

What flaws to you see in its methodology or conclusions?

The article is vague. Do you have a link to the actual paper? Peter Visscher's 
been published twice in Molecular Psychiatry so far this year, and neither of the 
titles on his publications page look much like they'd fit the description given in the 
article. I'd particularly like to see what 'two types of intelligence' they were testing 
for.

Professor Deary says on that page:

We have not found the actual genetic differences that cause some intelligence 
differences,

If I understand correctly, this means that all they've found is correlations between 
genes and intelligence. They don't yet have any explanation of the mechanisms 
by which those genes would affect those intelligence measurements.

It could be that the genetic factors they're looking at don't determine intelligence 
directly, but do have an impact on how the person is treated in life, and *that* has 
an impact on intelligence. If there's an inverse correlation between attractiveness 
and intelligence, for example, it may be because attractive people have less 
incentive to figure things out for themselves (as other people do things for them 
more) and so they have no incentive to figure out things that other people figure 
out. It matters whether this is the case, because changing how we treat attractive 
people is a very different issue to changing people's genetics.

- Richard

http://www.ed.ac.uk/news/all-news/genes-090811


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Genetic Basis for Intelligence?
Date: August 11, 2011 at 3:51 PM

On Aug 11, 2011, at 10:36 AM, Jason wrote:

From discussion on other forums, I am under the impression that the
idea that relative human intelligence has at least a partial genetic
basis is considered refuted.

What do you make of this article:
http://www.ed.ac.uk/news/all-news/genes-090811

What flaws to you see in its methodology or conclusions?

The article you have linked does not describe the methodology used to reach the 
conclusions. One can't trust that the unstated methodology is correct.

It also uses terms like "genetic signals" and "genetic contribution" and "genetic 
associations" and "linked to intelligence". It fails to explain what any of these 
mean.

The term "partial genetic basis" has the same issue. What does it mean?

A good source on some of the issues in the field is:

http://cscs.umich.edu/~crshalizi/weblog/520.html

Using this information, you may be able to spot the difference between what Ian 
Deary said in the brief quote, and what the article itself says. There's a large 
difference between the two, presumably by accident. Because reporters are 
incompetent to deal with distinctions of this type, no news article on these topics 
can ever be trusted.

-- Elliot Temple
http://beginningofinfinity.com/

http://www.ed.ac.uk/news/all-news/genes-090811
http://cscs.umich.edu/~crshalizi/weblog/520.html
http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Genetic Basis for Intelligence?
Date: August 11, 2011 at 3:53 PM

On Aug 11, 10:53 am, Richard Fine <richard.f...@gmail.com> wrote:
The article is vague.

Yes.

Do you have a link to the actual paper?

No, all I have is the article.

It could be that the genetic factors they're looking at don't determine
intelligence directly, but do have an impact on how the person is
treated in life, and *that* has an impact on intelligence.

Yes, that is a possibility.

If there's an
inverse correlation between attractiveness and intelligence, for
example, it may be because attractive people have less incentive to
figure things out for themselves (as other people do things for them
more) and so they have no incentive to figure out things that other
people figure out. It matters whether this is the case, because changing
how we treat attractive people is a very different issue to changing
people's genetics.

Agreed, I think this question matters a lot.

The intro to the movie "Idiocracy" is remarkably compelling at an
explanatory level. If you haven't seen it, there's a clip of the intro
on You Tube: http://www.youtube.com/watch?v=BXRjmyJFzrU
Trust me, the rest of the movie is not anywhere near that interesting
whether you agree with the movie's premise or not.

If there's something fundamentally wrong with the idea that genetics
at least partially determines intelligence (I'm not convinced there
is, but acknowledge there might be) then it's probably one of the more
important things to understand.

http://www.youtube.com/watch?v=BXRjmyJFzrU


--Jason



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Re: Genetic Basis for Intelligence?
Date: August 11, 2011 at 4:41 PM

On Thu, Aug 11, 2011 at 2:53 PM, Jason <auvenj@gmail.com> wrote:

On Aug 11, 10:53 am, Richard Fine <richard.f...@gmail.com> wrote:

If there's an
inverse correlation between attractiveness and intelligence, for
example, it may be because attractive people have less incentive to
figure things out for themselves (as other people do things for them
more) and so they have no incentive to figure out things that other
people figure out. It matters whether this is the case, because changing
how we treat attractive people is a very different issue to changing
people's genetics.

Agreed, I think this question matters a lot.

The intro to the movie "Idiocracy" is remarkably compelling at an
explanatory level. If you haven't seen it, there's a clip of the intro
on You Tube: http://www.youtube.com/watch?v=BXRjmyJFzrU
Trust me, the rest of the movie is not anywhere near that interesting
whether you agree with the movie's premise or not.

If there's something fundamentally wrong with the idea that genetics
at least partially determines intelligence (I'm not convinced there
is, but acknowledge there might be) then it's probably one of the more
important things to understand.

--Jason

I have not seen this movie, but I had seen the clip before. Do you really
think the problem is as great as the clip implies? I am guessing that many,
if not most, of us came from ignorant peasant stock at least a century or
two ago.

http://www.youtube.com/watch?v=BXRjmyJFzrU


And what does IQ really measure?

It may be a real problem that requires investigation. What would the
political implications of addressing the problem?

Where do you think a solution to this problem might be found?

John Campbell



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Re: Changing Ideas
Date: August 11, 2011 at 6:37 PM

On Wed, Aug 10, 2011 at 5:30 PM, Anonymous Person <
unattributedemail@gmail.com> wrote:

On Wed, Aug 10, 2011 at 2:36 PM,  <Westmiller@aol.com> wrote:

I'm sure there are many tactical and strategic methods of persuasion, but
I've never found any better guide than Dale Carnegie's "How to Win

Friends
and Influence People", which is brimming with useful and productive
insights:
http://www.westegg.com/unmaintained/carnegie/win-friends.html
http://en.wikipedia.org/wiki/How_to_Win_Friends_and_Influence_People

That kind of "persuasion" is not the same thing that BoI refers to as
persuasion. BoI speaks of persuasion in terms of truth seeking and
rational argument, not in terms of people management and manipulation
skills (which includes, for example, the skill of conforming to
politeness memes to please people one speaks with).

That's not to say that one should never do it. But it's important to
draw a clear distinction, and not to misread BoI's statements about
persuasion. "Influencing" people and truth seeking are separate
issues.

Truth seeking and rational argument are the ultimate goals of persuasion,
but is people or audience management really so unimportant that it can be
neglected most of the time?

I do not suggest that they should ever be elevated to the primary strategy
in forwarding an idea, but don't the "aesthetics" of an argument count? I
believe that one can never ignore elements of a conversation or a
presentation of ideas that would fall under the terms of "people
management". You lump it in with manipulation. I think that manipulation

http://www.westegg.com/unmaintained/carnegie/win-friends.html
http://en.wikipedia.org/wiki/How_to_Win_Friends_and_Influence_People


would be persuasion with bad ideas, with success coming from the "people
management" side alone.

I am re-reading BOI and last night I had reached the chapter on "Why Are
Flowers Beautiful". I am stuck that the aesthetics of one's argument and
presentation can be important when trying to cross that gap between two
people. I do not want to overstate the issue, but I see some parallels
between this issue and the point that David Deutsch made in suggesting the
importance and objectivity of beauty in facilitating communication or
signaling across those gaps.

A handsome cover, an elegant font and nice paper do not improve the ideas or
explanations, but they help to encourage a person to engage and continue the
communication across the gap between author and reader. Having said that I
am very pleased with my Kindle for reading BOI.

Dale Carnegie and similar sources can help us to communicate better and that
has to be good for transmitting, if not developing good ideas and
explanations.

The "Socratic Dream" chapter in BOI was even more enjoyable and certainly
more valuable the second time I read it. The structure of presenting those
ideas seems to be an aesthetic as well as an intellectual decision and I
loved it on both levels.

I agree that "influencing" people and truth seeking are separate ideas, but
progress requires both I would think.

John Campbell



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Changing Ideas
Date: August 11, 2011 at 7:05 PM

On Thu, Aug 11, 2011 at 3:37 PM, John Campbell <smilesooner@gmail.com> 
wrote:

On Wed, Aug 10, 2011 at 5:30 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Wed, Aug 10, 2011 at 2:36 PM,  <Westmiller@aol.com> wrote:

I'm sure there are many tactical and strategic methods of persuasion,
but
I've never found any better guide than Dale Carnegie's "How to Win
Friends
and Influence People", which is brimming with useful and productive
insights:
http://www.westegg.com/unmaintained/carnegie/win-friends.html
http://en.wikipedia.org/wiki/How_to_Win_Friends_and_Influence_People

That kind of "persuasion" is not the same thing that BoI refers to as
persuasion. BoI speaks of persuasion in terms of truth seeking and
rational argument, not in terms of people management and manipulation
skills (which includes, for example, the skill of conforming to
politeness memes to please people one speaks with).

That's not to say that one should never do it. But it's important to
draw a clear distinction, and not to misread BoI's statements about
persuasion. "Influencing" people and truth seeking are separate
issues.

Truth seeking and rational argument are the ultimate goals of persuasion,
but is people or audience management really so unimportant that it can be
neglected most of the time?

They are not important or unimportant out of context. They accomplish

http://www.westegg.com/unmaintained/carnegie/win-friends.html
http://en.wikipedia.org/wiki/How_to_Win_Friends_and_Influence_People


certain things and not other things. Which you should do depends on
your goals and values.

The most important kind of persuasion, in my value system, is to
persuade oneself of new knowledge, within one's own mind.

Other people want to win "friends". I don't see what good "friends"
are if you have to be in people management mode for them to like you.

I do not suggest that they should ever be elevated to the primary strategy
in forwarding an idea, but don't the "aesthetics" of an argument count?

Count for what?

Arguments don't have weight. They are either true or false. And
aesthetics has no bearing on whether an argument (that isn't about
aesthetics) is true or false.

I
believe that one can never ignore elements of a conversation or a
presentation of ideas that would fall under the terms of "people
management". You lump it in with manipulation. I think that manipulation
would be persuasion with bad ideas, with success coming from the "people
management" side alone.

Surely you will agree that it's possible to (attempt to) manipulate
someone into believing (what you deem to be) a good idea. Manipulation
refers to various *methods* that could be used in service of most any
idea.

A handsome cover, an elegant font and nice paper do not improve the ideas or
explanations, but they help to encourage a person to engage and continue the
communication across the gap between author and reader.

How do they do that?

Having an elegant font is something people can have *independent* of
the quality of the ideas in their book.

What readers should find encouraging -- if they are seeking knowledge



-- is signs the book contains knowledge (and only such signs). A nice
font is not such a sign.

Dale Carnegie and similar sources can help us to communicate better and that
has to be good for transmitting, if not developing good ideas and
explanations.

What makes you think he helps us communicate better? Better in what
sense? You don't "win friends" by being absolutely as clear as you can
(which is what I would regard as one of the major features of good
communication).

The "Socratic Dream" chapter in BOI was even more enjoyable and certainly
more valuable the second time I read it. The structure of presenting those
ideas seems to be an aesthetic as well as an intellectual decision and I
loved it on both levels.

I don't see any people management in that chapter.

The context of the story (with the oracle and the historical
characters) provides additional information which helps people to
understand.

I agree that "influencing" people and truth seeking are separate ideas, but
progress requires both I would think.

Personal progress doesn't require it. And it is not your
responsibility to manipulate (or help) other people into making
progress.

You should never spend your time and attention on people management
skills unless *you enjoy doing it* and wouldn't mind if it didn't work
out. You have to consider the possibility that people won't do what
you want them to do. You need to live in a way that will never
disappoint you and make you feel that you sacrificed for their sake
and they are now betraying you. You have to have the attitude that
you'll be glad of the time you spent on people management *for its own
sake* even if people refused to be managed, or it's immoral.



Any time you set up a situation where you have created a conflict of
interest (e.g. you want to win someone to be your friend, and that's
your interest, but not his) then you are creating strife, conflict,
and harm. Rational life need have no conflicts of interest, but people
can create them by living immorally. A moral lifestyle must never make
any demand of any other person, or be attached to the idea of him
doing anything, without his consent in advance.



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Genetic Basis for Intelligence?
Date: August 11, 2011 at 8:53 PM

On Aug 11, 1:41 pm, John Campbell <smilesoo...@gmail.com> wrote:
I have not seen this movie, but I had seen the clip before. Do you really
think the problem is as great as the clip implies?

No, I do not think the problem is as great as the clip implies, at
least in relevant time scales. The clip represents extremes.

I am guessing that many,
if not most, of us came from ignorant peasant stock at least a century or
two ago.

This is, I think, the heart of the matter. I don't think ignorance is
completely interchangeable with intelligence. We may have all come
from essentially equally ignorant "stock", but perhaps not equally
intelligent "stock". However, my thinking is very fuzzy regarding
exactly where and in what degree the differences lie. Some things I
think are possibly relevant:
- Speed, where people who know the same mental process take different
amounts of time to arrive at the correct conclusion of the process.
- Memory, where people who start out knowing the same facts are able
to recall those facts later with varying degrees of difficulty,
accuracy, and detail.
- Connectedness, where people who start out knowing the same facts are
able to connect those facts and see relevant patterns in varying
degrees

And what does IQ really measure?

Performance on IQ tests.

I'm not being flip - just realistic. Employers in many industries,
particularly technology, rely on IQ tests or similar tests to predict
employee job performance. Maybe it's a good proxy for that sort of
thing, maybe it's a terrible proxy. Either way it's just a proxy and
it doesn't tell us where the capacity comes from.



It may be a real problem that requires investigation. What would the
political implications of addressing the problem?

This is concerns me. If genetics do at least partially determine
intelligence, some may use that to promote heavy handed political
solutions or perhaps even outright eugenics. And on the other hand
it's also possible that reactionary elements (religions mainly) may
prohibit such voluntary approaches as would otherwise work to address
the problem. I'm thinking of things like the passage of laws
prohibiting parental genetic selection of their offspring.

Where do you think a solution to this problem might be found?

Ultimately in increased understanding of both genetics and
intelligence, and the freedom of people to fully utilize that
information and keep the fruits of their own productivity for their
own offspring.

--Jason



From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Genetic Basis for Intelligence?
Date: August 12, 2011 at 12:10 AM

Intelligence appears to run in families. Twin studies also reveal that
intelligence is highly heritable. Different ethnic and racial groups
are basically just extended families. Why would we expect them to be
exactly the same when it comes to statistical averages of various
traits?

Of course, what does it mean for a gene to favour intelligence? Maybe
it favours raw thinking ability, whatever that means. Maybe it favours
a motivation to be smart. Maybe it favours a particular personality
type? The same gene may be highly correlated with intelligence in one
culture and not in another, e.g. a gene which favours status-seeking
in a society where status is determined by intelligence, as opposed to
a society where status is determined by physical strength. It's
overwhelmingly complicated.

But people vary among almost every dimension, and their different
genetic inheritance appears to make some difference. It would be very
surprising to find out that intelligence was an exception. I mean,
intelligence evolved and genes had something to do with that. At some
point in the past, there must have been variation among our ancestors
with regard to intelligence, and genes were selected on that basis. It
seems unlikely to me that such variation would cease to exist.

However, it seems clear to me that any marginal difference that having
one set of ordinary human genes over another makes to intelligence,
memes make a far bigger difference.



From: Russell Standish <lists@hpcoders.com.au>
Subject: [list@hpcoders.com.au: Re: [BoI] Re: Genetic Basis for Intelligence?]
Date: August 11, 2011 at 11:55 PM

----- Forwarded message from Russell Standish <list@hpcoders.com.au> -----

Date: Fri, 12 Aug 2011 13:23:20 +1000
From: Russell Standish <list@hpcoders.com.au>
Subject: Re: [BoI] Re: Genetic Basis for Intelligence?

On Thu, Aug 11, 2011 at 05:53:03PM -0700, Jason wrote:

It may be a real problem that requires investigation. What would the
political implications of addressing the problem?

This is concerns me. If genetics do at least partially determine
intelligence, some may use that to promote heavy handed political
solutions or perhaps even outright eugenics. And on the other hand
it's also possible that reactionary elements (religions mainly) may
prohibit such voluntary approaches as would otherwise work to address
the problem. I'm thinking of things like the passage of laws
prohibiting parental genetic selection of their offspring.

Eugenics is an incorrect application of genetics determining
intelligence. Intelligence is a multilocus phenonomenon. The
individual genes responsible are widely dispersed amongst all
populations of homo sapiens, and only come together fairly rarely to
give the geniuses we see. It is one reason why intelligence is
normally distributed (the end outcome of summing a whole bunch of
independent random variables).

The upshot is that while there is a slight increase in likelihood of a
genius arising from an intelligent family (not withstanding a better
environment for devloping the genius further), there is a not
insignificant probability of a genius arising in any
population. Effort needs to be spent identifying those individuals,
and providing the opportunities for them to develop to contribute to
society.

The eugenics approach of selective breeding will be extraordinarily



wasteful, and fundamentally cruel on those individuals bred from
intelligent stock, but fail to cut the mark.

As for a genetic engineering approach, the phenomenon at hand is so
multilocus, I'm sceptical that it would be achievable in my lifetime,
if ever.

-- 

----------------------------------------------------------------------------
Prof Russell Standish                  Phone 0425 253119 (mobile)
Principal, High Performance Coders
Visiting Professor of Mathematics      hpcoder@hpcoders.com.au
University of New South Wales          http://www.hpcoders.com.au
----------------------------------------------------------------------------

----- End forwarded message -----

-- 

----------------------------------------------------------------------------
Prof Russell Standish                  Phone 0425 253119 (mobile)
Principal, High Performance Coders
Visiting Professor of Mathematics      hpcoder@hpcoders.com.au
University of New South Wales          http://www.hpcoders.com.au
----------------------------------------------------------------------------

http://www.hpcoders.com.au/
http://www.hpcoders.com.au/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Genetic Basis for Intelligence?
Date: August 12, 2011 at 12:57 AM

On Aug 11, 2011, at 9:10 PM, Lee Kelly wrote:

Intelligence appears to run in families. Twin studies also reveal that
intelligence is highly heritable.

Can you:

- say what you mean by "heritable"

- say what you mean by "intelligence"

- say what you mean by "run in families"

- cite the particular twin studies which reveal something, or explain in detail the 
methods by which they can reveal it

But people vary among almost every dimension, and their different
genetic inheritance appears to make some difference. It would be very
surprising to find out that intelligence was an exception. I mean,
intelligence evolved and genes had something to do with that. At some
point in the past, there must have been variation among our ancestors
with regard to intelligence, and genes were selected on that basis. It
seems unlikely to me that such variation would cease to exist.

This assumes that there can be many different types of similar-but-different 
intelligence to vary between. It imagines a model of intelligence as being, say, a 
combination of 50 factors/traits, each of which people can have in different 
amounts. And as long as one has a good amount of most of them, one is 
intelligent, but with different specialties.

Such a model is incompatible with the jump to universality explained in BoI. 
Everyone has the same repertoire of explanations they can create, ideas they 
can think, and so on.



There are no repertoires with 99% functionality. There is a jump from near zero 
straight to 100%. Because of that jump, we know that all people who function at 
all in life must be at 100%, since near zero is ruled out, and there is nothing in 
between.

What then accounts for the variance in human behaviors? Ideas.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fwd: Nature and Nurture Summary
Date: August 12, 2011 at 1:30 AM

Begin forwarded message:

From: Elliot Temple <curi@curi.us>
Date: September 10, 2010 8:14:06 PM PDT

In an uninteresting sense, all traits have both a "nature" and "nurture" component.

These categories would be better named as genetic/biological and 
environment/ideas. (I'll use mixed terminology, the important thing is to bear in 
mind what it means.)

Without genes, you won't get a person. Genes create the brain. If genes were 
different, you'd get a body without a brain or lungs, or nothing larger than an egg. 
And different genes, in the right situation, make a flower or a tree instead of a 
person.

Without environment, you'd never get a person either. You think eye color is 
purely genetic? Not if the fetus doesn't get enough nutrition from its environment. 
It will die without having eyes, without an appropriate environment to help it.

So, trivially, all traits have nature and nurture involved.

Now let's consider a liberal. Why is he a liberal? How can we explain it? It's a 
matter of ideas. There is nothing in his genes about liberalism.

Liberals are liberals because they have *knowledge* about liberalism. What is the 
origin of that knowledge? It's from our culture and its political traditions, from 
books, from thinking, from discussions, from the TV, and so on. Liberalism isn't a 
part of our genes, even though, yes, our genes are necessary for creating the 
brain which is needed to understand liberalism.

There's always an idea-based explanation of why a person is a liberal, which 
explains where the knowledge came from. His parents told him, or he figured it 
out himself, or he read it in _Liberalism_ by Ludwig von Mises, etc, he did not find 
liberal arguments in his genes.

Note that "knowledge" is not "justified, true belief". There is no assumption that 



knowledge isn't mistaken or that the holder understands its nature. Anti-liberals 
have knowledge too, even though liberals and anti-liberals can't both have the 
truth of the matter.

The nature/nurture debate -- the heart of it, I think -- revolves around questions 
like:

1) Where does the knowledge that determines if a person is 
liberal/happy/smart/gay/light-hearted/extroverted/many-other-things come from?

2) If a person wants to change, what interventions will be effective?

The "conventional/standard" view among *lay* people and the news media gives 
the following answers:

1) Around 20% of the knowledge for high level personality traits and other 
uniquely human features (things not found in animals) is from genes, and 80% 
from upbringing/etc.

2) If the knowledge is from upbringing, then it can be changed by learning new 
ideas, but if it's from genes then it's permanent/unchangeable.

BTW this view has sometimes been claimed to be a consensus of scientists, but 
it's not. For example, the expert geneticist Sahotra Sarkar not only disagrees but 
reports that most competent geneticists know that the heritability approach has 
been criticized in the literature and use other, better methods instead. The 
heritability approach these conclusions largely come from is popular with social 
scientists, psychologists, other people who haven't specialized in all the technical 
details.

My answers to the questions are:

1) All high-level, uniquely human traits (such as being extroverted, liberal, or good 
at thinking aka intelligent) are best explained by ideas, not genes. There's no 
gene about extroversion or how to enjoy critical discussion. The knowledge for 
those traits is in ideas.

2) Humans are not unchangeable, but interventions are sometimes hard b/c 
*ideas can be entrenched*. Interventions on all issues are possible, and often 
interventions are *easier for genetic traits* than any of the hard-to-change ideas. 



If something is really hard to change, that hints it's an idea, b/c ideas are often 
the hardest thing to change.

Often people argue against nurture by saying "it can't be nurture, b/c i tried to 
change that aspect of myself and failed". This is quite irrelevant to a correct 
framing of the issues. There has never been any serious argument that ideas are 
easy to change, or genetic traits hard; it was just assumed.

Things are hard to change based on how much knowledge there is to prevent 
change. Ideas can and do often have more knowledge than genes.

Entrenched ideas are hard to change for two big reasons: 1) there is more 
knowledge behind them to keep them entrenched (b/c memetic evolution goes 
much faster than genetic, so they are more highly adapted).  2) People use 
creativity to maintain and defend entrenched ideas (i.e. they create more 
knowledge). When you try to change a genetic trait, that's a static obstacle, but a 
memetic trait will sometimes change in the middle of your attempted intervention.

As I like to point out, hair color is genetic but it's not very hard to change it with 
hair dye. Height is genetic, but it's not very hard to wear platform shoes or stilts. 
Eye color is genetic, but it's not hard to purchase colored contacts. Having two 
legs is genetic, but it's not that hard to cut one off, if you want to change your leg 
quantity. But being a Christian, for example, is a matter of ideas, and for most 
Christians it's very hard to change.

Another idea people struggle to change is romantic love. Often enough people 
find their way of falling in love isn't working out very well for their life, but after 
several broken hearts they still have a very hard time changing it. Some people 
think this indicates it must be genetic, but that's a bad argument as above. And 
anyway we know historically that people treated love very differently in other 
cultures in the past, so how can it be genetic? There's simply a common, 
unscientific assumption that if people's attempts to change something fail then it 
must have a substantial genetic component.

I focus mostly on the issue of changing traits because I think that's what most 
people care about (and indeed it is important).

When it comes to changing traits, the most accurate single sentence would go 



something like: "It's 100% nurture, but that doesn't mean changing will be easy, 
you may want to study epistemology, i.e. to learn how to learn, or your attempts 
to learn new ideas may well be ineffective".

Another single sentence, "Humans are all about ideas, *ideas have 
consequences* (e.g. determine the course of one's life), and while changing 
one's mind can be very hard, it's always possible and doing it effectively is one of 
the most important skills to learn."

Another: "Blaming one's failure to change his mind on genes is a way of 
abdicating responsibility -- much like blaming a child's disobedience on a 
physical, genetic, 'mental' illness like ODD -- but in addition to playing the blame-
and-victimhood game it's also a way to *give up* and stop trying to improve."

One more: "Nature does not have a 20% influence; percentage is the wrong thing 
to measure in; it's more of a constant amount, e.g. 20, which doesn't go up as our 
culture becomes more advanced, but instead becomes trivially small to 
overcome." (Example: to a low technology culture, changing eye color for a play 
would seem quite hard. But now it's easy. There was a fixed amount of difficulty 
which is now beneath us.)

Note: Of course nature/nurture is a broad issue taken as a whole, and I haven't 
covered everything here. I'll be happy to answer questions on any aspect of it.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Genetic Traits
Date: August 12, 2011 at 1:50 AM

Genetics and Reductionism by Sahotra Sarkar, pp 12-13:

high [narrow] heritability, which is routinely taken as indicative of the genetic 
origin of traits, can occur when genes alone do not provide an explanation of the 
genesis of that trait. To philosophers, at least, this should come as no paradox: 
good correlations need not even provide a hint of what is going on. They need 
not point to what is sometimes called a "common cause". They need not provide 
any guide to what should be regarded as the best explanation.

Genetics and Reductionism by Sahotra Sarkar, p 14

champions of genetic reductionism are remarkably prone to ignore many 
elementary biological points in their attempts to advance their intellectual (and, 
possibly, their political) agendas.

Same book:

... controversies about the genetic origin of complex behavioural (and other) 
human features ... will not disappear in the short run. The reason for this is that 
most of these controversies ... arise from ... difficult methodological and 
interpretative issues. Does the estimation of 'heritability', a concept that will be 
scrutinized in Chapter 4, truly show a genetic basis for anything? ... Does it even 
make sense to attribute some features to the genes if they interact significantly 
with nongenetic (environmental) factors? …



From: Westmiller@aol.com
Subject: [BoI] Re: Genetic Basis for Intelligence?
Date: August 12, 2011 at 4:28 AM

Jason writes:
... I am under the  impression that the idea that relative human

intelligence has at least a partial  genetic
basis is considered refuted.

Almost every survey of objective  "intelligence quotients" (IQ) shows
strong correlations with racial and ethnic  characteristics. I don't want to
debate the merits of IQ tests, but they can, at  least in theory, be valid
indicators of certain kinds of mental  talents:
http://en.wikipedia.org/wiki/Intelligence_quotient#Heritability_of_IQ

At  least one libertarian author, Charles Murray, suggested genetic
correlations  with IQ in his book "The Bell Curve", while noting: "The debate about
whether  and how much genes and environment have to do with ethnic
differences remains  unresolved." The New York Times described the book as "a
scabrous piece of  racial pornography masquerading as serious  scholarship.":
http://en.wikipedia.org/wiki/The_Bell_Curve#Race_and_intelligence

I  will grant that I have a personal interest in the topic, since I am of
German  ancestry and married to a Jewess (of the "high priest bloodline
Cohen"). We both  have high IQs (158 and 146), with three very intelligent
daughters (a commercial  jet pilot, a PhD in Child Psychology, and an executive
with an international  Jewish organization). So, I guess I'm "disposed" to
have an interest in the  intellectual history of Ashkenazi  Jews:
http://en.wikipedia.org/wiki/Ashkenazi_intelligence

There's an  interesting "nature or nurture" aspect to the correlations,
from an evolutionary  perspective. The case with Ashkenazi Jews seems to be
that many generations  (over a millennia) lived in a religious environment in
which certain professions  were "sinful" for Christians, but not for Jews.
Thus, the environment encouraged  reproductive choices that were socially and
financially successful. Nurture  affected nature: the survival of the
fittest characteristics became a genetic  disposition.

Bill

http://en.wikipedia.org/wiki/Intelligence_quotient#Heritability_of_IQ
http://en.wikipedia.org/wiki/The_Bell_Curve#Race_and_intelligence
http://en.wikipedia.org/wiki/Ashkenazi_intelligence


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Genetic Basis for Intelligence?
Date: August 12, 2011 at 4:42 AM

On Aug 12, 2011, at 1:28 AM, westmiller@aol.com wrote:

There's an  interesting "nature or nurture" aspect to the correlations,
from an evolutionary  perspective. The case with Ashkenazi Jews seems to be
that many generations  (over a millennia) lived in a religious environment in
which certain professions  were "sinful" for Christians, but not for Jews.
Thus, the environment encouraged  reproductive choices that were socially and
financially successful. Nurture  affected nature: the survival of the
fittest characteristics became a genetic  disposition.

What "reproductive choices" are you referring to? The preceding text was about 
career choices.

If you mean that people preferred to marry those good at particular careers, that 
in no way indicates nature is involved. Career skills are passed down through 
education/parenting. It runs in families because it's taught in families.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Genetic Basis for Intelligence?
Date: August 12, 2011 at 3:49 PM

On Aug 12, 1:42 am, Elliot Temple <c...@curi.us> wrote:
If you mean that people preferred to marry those good at particular careers, that 
in no way indicates nature is involved. Career skills are passed down through 
education/parenting.

What I mean is that people in certain ethnic groups preferred to marry
those with intellectual talents that were suitable for particular
careers, dictated by society as "appropriate" for that ethnic group.
That disposition, over many generations, resulted in a focused
evolution of that ethnic group's genetic characteristics.

The nature element is not that any particular person inherited any
particular occupation or knowledge, but that this "natural selection"
of mates resulted in the "survival of the fittest" to perform those
tasks that were beneficial in that environment. Undoubtedly,
specialized knowledge about those tasks was taught in families, but
the intellectual aptitude to perform them successfully was not taught.

Evolution is a morally neutral scientific theory of biological
adaptation. Although it is commonly considered in the context of
environments dictated by Mother Nature, it also responds to
environments dictated by social norms. A society committed to success
by violent conflict will evolve humans with different mental and
physical characteristics than one committed to success by intellectual
rigor and creativity.

If it needs to be said, I categorically condemn any use of force to
advance any particular human trait (eugenics), but I think there are
ample historic facts supporting the proposition that a persistent
social environment has an influence (over decades and millenia) on
human biological evolution.

Bill



From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Intellectual Property (was: Cooperation)
Date: August 12, 2011 at 4:21 PM

On Aug 8, 7:29 pm, Jason <auv...@gmail.com> wrote:
Agreed, but I was really after something more fundamental. If I come up with an 
idea that is useful, what ownership rights ought I to have over that idea, and for 
how long?

You have a natural right to claim ownership of anything you justly
acquire or create. The antithesis is that everyone has a legitimate
claim to the property of every other person (collectivism).

Whether the law does or doesn't recognize and secure such a claim is a
different issue. Generally, American Law is very good at selecting and
enforcing legitimate claims to any kind of ownership. The most
pernicious flaw is the power of government to appropriate individual
claims "for the benefit of the collective," or some "Greater Good."

What is important to understand is that you can't claim ownership of
an *idea*, only your unique expression or implementation of that idea.
Copyright secures your claim to the unique words (or other medium) you
use to express your idea. Patent secures your claim to a particular,
unique, physical implementation of your idea. Trademark secures your
claim to a specific characteristic that identifies an expression or
implementatoin as yours.

More important is the recognition that ownership is a "natural right",
not a grant of government. The sole purpose of the Patent & Trademark
Office is (or should be) to publicly *register* that claim, providing
the claimant with the legal presumption that his claim is apriori and
superior to any competing claim. A patent or trademark doesn't enforce
itself, it requires an active assertion (in public or in court) of
that claim, subject to evidence and logic that establishes or refutes
the *natural* ownership claim.

Useful arguments for natural rights to intellectual property are in
the Ayn Rand Lexicon:
http://aynrandlexicon.com/lexicon/patents_and_copyrights.html

http://aynrandlexicon.com/lexicon/patents_and_copyrights.html


... although I disagree with her assessment of the "race" to be the
first to file. It isn't the legal registration that establishes
ownership, but rather the facts. The registration does provide a legal
benefit to the first registrant, but that can be overturned in court,
if the facts warrant it.

Bill



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Uncertainty Principle (was: Infinite Explanatory Regression)
Date: August 12, 2011 at 7:27 PM

2011/7/30 Elliot Temple curi@curi.us
-- If an observable of a system can be represented by a particular matrix
at a particular instant, then all matrices of the same dimension represent
observables of that system.

Is this statement a postulate of quantum theory, or is it a derived
consequence of some other postulates?

(I guess the former, but I don't know).



From: Russell Standish <lists@hpcoders.com.au>
Subject: [list@hpcoders.com.au: Re: [BoI] Re: Intellectual Property (was: 
Cooperation)]
Date: August 12, 2011 at 7:59 PM

----- Forwarded message from Russell Standish <list@hpcoders.com.au> -----

Date: Sat, 13 Aug 2011 09:58:18 +1000
From: Russell Standish <list@hpcoders.com.au>
Subject: Re: [BoI] Re: Intellectual Property (was: Cooperation)
Message-ID: <20110812235818.GG9761@SamSungBlue.hpcoders.com.au>
References: <193D00C0-5027-42D5-B076-62B3B6B09E62@curi.us>
 <fb1c6df6-51f7-4649-bcad-bdfc1054f66b@q29g2000prj.googlegroups.com>
 <A598E3EB-16A1-4ECF-8A40-E412314BCBD6@curi.us>
 <7b52158e-3070-4238-962e-
d6168efabec9@l9g2000prd.googlegroups.com>
 <e1acdbe1-8901-4cc1-881b-
60ca859c1780@g39g2000pro.googlegroups.com>
MIME-Version: 1.0
Content-Type: text/plain; charset=us-ascii
Content-Disposition: inline
In-Reply-To: <e1acdbe1-8901-4cc1-881b-
60ca859c1780@g39g2000pro.googlegroups.com>
User-Agent: Mutt/1.5.20 (2009-06-14)
Status: RO
Content-Length: 1304
Lines: 26

On Fri, Aug 12, 2011 at 01:21:23PM -0700, Westmiller wrote:

What is important to understand is that you can't claim ownership of
an *idea*, only your unique expression or implementation of that idea.
Copyright secures your claim to the unique words (or other medium) you
use to express your idea. Patent secures your claim to a particular,
unique, physical implementation of your idea. Trademark secures your
claim to a specific characteristic that identifies an expression or
implementatoin as yours.

No - patents are much broader than that. They are effectively a claim



on an idea, with some restrictions on what can be patented (eg a
mathematical proof cannot be patented). OTH, a design allows you to
own a particular physical implementation. A classic example of a
design is the Coke bottle - anybody producing a glass bottle in the
shape of a Coke bottle would be infringing the design.

-- 

----------------------------------------------------------------------------
Prof Russell Standish                  Phone 0425 253119 (mobile)
Principal, High Performance Coders
Visiting Professor of Mathematics      hpcoder@hpcoders.com.au
University of New South Wales          http://www.hpcoders.com.au
----------------------------------------------------------------------------

----- End forwarded message -----

-- 

----------------------------------------------------------------------------
Prof Russell Standish                  Phone 0425 253119 (mobile)
Principal, High Performance Coders
Visiting Professor of Mathematics      hpcoder@hpcoders.com.au
University of New South Wales          http://www.hpcoders.com.au
----------------------------------------------------------------------------

http://www.hpcoders.com.au/
http://www.hpcoders.com.au/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Uncertainty Principle (was: Infinite Explanatory Regression)
Date: August 12, 2011 at 7:33 PM

On 13 Aug 2011, at 12:27am, Matjaž Leonardis wrote:

2011/7/30 Elliot Temple curi@curi.us
-- If an observable of a system can be represented by a particular matrix at a 
particular instant, then all matrices of the same dimension represent 
observables of that system.

Is this statement a postulate of quantum theory, or is it a derived consequence 
of some other postulates?

(I guess the former, but I don't know).

There are many ways of setting up quantum theory but the above is typically an 
immediate consequence of some postulate such as "the observables of the 
system are the Hermitian operators on its Hilbert space".

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Mental Illness; Bedtimes; Principles
Date: August 13, 2011 at 12:42 AM

"Mental illnesses" are diagnosed by "symptoms", and then there is assumed to 
be a disease (details unknown) causing those "symptoms".

They are also treated by treating the "symptoms", and if the "symptoms" stop 
then the disease is considered to be "cured" (or at least in remission, with 
potential for a relapse).

This makes no sense whatsoever.

Why would any given list of traits be caused by a disease? Consider this list:

- likes hamburgers
- likes books
- likes TV
- likes iPhones
- likes Christianity
- dislikes kites
- dislikes eggs
- dislikes Confucius
- dislikes Nazis
- dislikes horses

Why would anyone assume these were caused by some underlying disease? 
They're just ideas, lifestyles, ways of thinking, preferences, values, opinions, 
personal taste, or whatever. And they are morally legitimate.

The real "symptoms" used in "diagnosis" would actually have to be things more 
like "reads books" or "makes statements about liking books" -- things which can 
be observed. If those "symptoms" went away, would that imply the underlying 
cause was gone? It would not. For example, a person might still like books but 
have stopped reading them due to being busy with a new job. Or have stopped 
mentioning he reads them because his psychiatrist disapproves.

Just as being asymptomatic does not imply you do not have syphilis, it also does 



not imply you do like not books. And this is even more the case with anything a 
person might have reason to hide.

In what way do "mental illness symptom" lists differ from this?

They are all behaviors and ideas that *people disapprove of* and consider 
*immoral* or *illegitimate*. And psychiatric authority has asserted they are caused 
by underlying illnesses.

That's the only difference. It's a non sequitur. (A non sequitur means something 
that does not follow, e.g. the conclusion doesn't follow from the reasons given.)

Non sequiturs are one of the hardest mistakes to argue with. If something doesn't 
follow, what is there to say? One can argue with reasons someone might claim it 
follows. But when none are given -- when no substantive assertions are actually 
made to be refuted -- and there's just a *gap*, it's hard to argue. Why do believe it 
when there is no reason?

What do you say to someone who denies that nothing is nothing? And who won't 
clearly state what he thinks is there?

Why are the "symptoms" of "mental illness" assumed to be caused by a disease? 
Because people *want* to assume it. Doing so serves their purposes. There has 
never been any evidence of any kind.

It serves the purpose of *excusing the sinner* and saying it's not his fault. This is 
valuable when you wish to accuse a family member!

It's also extremely condescending and dehumanizing to the sinner. That's one 
way of treating differences in values.

It also serves the purpose of legitimizing the use of force. This is also convenient, 
according some (false) value systems.

It also serves the purpose of avoiding argument and rational debate. This serves 
the purpose of avoiding losing such a debate, and avoiding having to think much.

"Mental illness" is a label used to try to legitimize and excuse the persecution and 



shunning of unwanted and unliked persons.

Why is "mental illness" assumed to be "cured" when the "symptoms" are all 
gone? Because *the "symptoms" are the disease*. There is no underlying 
disease. The "symptoms" themselves are the entire issue. The "symptoms" are 
what people don't like and want to get rid of. There's nothing behind them. And 
the only relevance of their cause is if it provides a way to get rid of them.

This is similar to an attitude in parenting. People fear to give up the tool of using 
(threat of) force in their parenting. If they don't make their kid obey, he might do 
this such as stay up late instead of having a bedtime.

A rational person hearing this could easily assume that what they mean is: the kid 
will get too tired. The lack of bedtime will cause him *problems* liked tiredness.

That is not what is meant. The lack of bedtime *is the problem itself* that parents 
fear, whether it has any bad consequences or not.

It doesn't matter if all the other problems (e.g. fears of tiredness, scheduling 
issues, noise while others are asleep, etc…) are solved. Those are not the main 
problem. The main problem is the thing itself: that the kid doesn't go to bed when 
it's "bedtime". The consequences are secondary. They want bedtime itself without 
much regard for the consequences (positive or negative).

The parallel is that in both cases the issue is the thing itself. The mental illness 
"symptoms" are the "illness" itself. And the not going to bed at "bedtime" is the 
"problem" itself.

And also: it's not so much the *consequences* of the "mental illness symptoms" 
(deviant behaviors) that people care about. It's the behaviors themselves, as a 
matter of principle, never mind the actual results.

In both cases people lie, and also fool themselves.

Yet they simply don't care if you point out that going to bed *and getting out of 
bed* later does not grant one less sleep and thus cannot cause tiredness. They 
don't care because it's irrelevant.



And they also simply don't care when confronted with ideas like that "autistic" 
people often have a "more rational and less emotional" way of approaching 
problems -- and that that may be a good thing. They don't care if the results are 
good or bad, which is irrelevant.

It's the violation of social normalcy itself that bothers them, never mind if it's an 
improvement or not. They want a life with bedtimes, emotions, tooth brushing, 
"social development level appropriate to age" and so on, not in order to get 
something else, but for their own sake, as a (moral) principle -- the principle of not 
being a deviant.

Thanks to Jordan Talcot for explaining the nature of bedtimes to me.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Cc: Nathaniel Laor <nlaor@me.com>
Subject: RE: [BoI] Mental Illness; Bedtimes; Principles
Date: August 13, 2011 at 4:47 AM

Those who want to improve their notion of diagnosis are invited to glance at
Nathaniel Laor and JA, Diagnosis: Philosophical and Medical Perspectives,
Episteme, Dordrecht: Kluwer, 1990 and those more interested in the diagnosis
of mental illness are invited to look at Yehuda Fried and JA, Paranoia: A
Study in Diagnosis, Boston Studies in the Philosophy of Science, Vol. 50,
1976, perhaps also at Yehuda Fried and JA, Psychiatry as Medicine,
Dordrecht: Kluwer, 1983. Let me stop here and even tell me off, David, if
you judge my missives excessive.
Joseph Agassi

Judith Buber Agassi and Joseph Agassi
37, Levi Eshkol Street,
Herzlia 46745 ISRAEL
Phone and Fax: + 972-9-950-4072
e-mail: agass@post.tau.ac.il
WebPages: http://www.tau.ac.il/~agass/

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Elliot Temple
Sent: Saturday, August 13, 2011 7:43 AM
Subject: [BoI] Mental Illness; Bedtimes; Principles

"Mental illnesses" are diagnosed by "symptoms", and then there is assumed to
be a disease (details unknown) causing those "symptoms".

They are also treated by treating the "symptoms", and if the "symptoms" stop
then the disease is considered to be "cured" (or at least in remission, with
potential for a relapse).

This makes no sense whatsoever.

Why would any given list of traits be caused by a disease? Consider this
list:

http://www.tau.ac.il/~agass/
mailto:beginning-of-infinity@googlegroups.com


- likes hamburgers
- likes books
- likes TV
- likes iPhones
- likes Christianity
- dislikes kites
- dislikes eggs
- dislikes Confucius
- dislikes Nazis
- dislikes horses

Why would anyone assume these were caused by some underlying disease?
They're just ideas, lifestyles, ways of thinking, preferences, values,
opinions, personal taste, or whatever. And they are morally legitimate.

The real "symptoms" used in "diagnosis" would actually have to be things
more like "reads books" or "makes statements about liking books" -- things
which can be observed. If those "symptoms" went away, would that imply the
underlying cause was gone? It would not. For example, a person might still
like books but have stopped reading them due to being busy with a new job.
Or have stopped mentioning he reads them because his psychiatrist
disapproves.

Just as being asymptomatic does not imply you do not have syphilis, it also
does not imply you do like not books. And this is even more the case with
anything a person might have reason to hide.

In what way do "mental illness symptom" lists differ from this?

They are all behaviors and ideas that *people disapprove of* and consider
*immoral* or *illegitimate*. And psychiatric authority has asserted they are
caused by underlying illnesses.

That's the only difference. It's a non sequitur. (A non sequitur means
something that does not follow, e.g. the conclusion doesn't follow from the
reasons given.)



Non sequiturs are one of the hardest mistakes to argue with. If something
doesn't follow, what is there to say? One can argue with reasons someone
might claim it follows. But when none are given -- when no substantive
assertions are actually made to be refuted -- and there's just a *gap*, it's
hard to argue. Why do believe it when there is no reason?

What do you say to someone who denies that nothing is nothing? And who won't
clearly state what he thinks is there?

Why are the "symptoms" of "mental illness" assumed to be caused by a
disease? Because people *want* to assume it. Doing so serves their purposes.
There has never been any evidence of any kind.

It serves the purpose of *excusing the sinner* and saying it's not his
fault. This is valuable when you wish to accuse a family member!

It's also extremely condescending and dehumanizing to the sinner. That's one
way of treating differences in values.

It also serves the purpose of legitimizing the use of force. This is also
convenient, according some (false) value systems.

It also serves the purpose of avoiding argument and rational debate. This
serves the purpose of avoiding losing such a debate, and avoiding having to
think much.

"Mental illness" is a label used to try to legitimize and excuse the
persecution and shunning of unwanted and unliked persons.

Why is "mental illness" assumed to be "cured" when the "symptoms" are all
gone? Because *the "symptoms" are the disease*. There is no underlying
disease. The "symptoms" themselves are the entire issue. The "symptoms" are
what people don't like and want to get rid of. There's nothing behind them.
And the only relevance of their cause is if it provides a way to get rid of
them.

This is similar to an attitude in parenting. People fear to give up the tool



of using (threat of) force in their parenting. If they don't make their kid
obey, he might do this such as stay up late instead of having a bedtime.

A rational person hearing this could easily assume that what they mean is:
the kid will get too tired. The lack of bedtime will cause him *problems*
liked tiredness.

That is not what is meant. The lack of bedtime *is the problem itself* that
parents fear, whether it has any bad consequences or not.

It doesn't matter if all the other problems (e.g. fears of tiredness,
scheduling issues, noise while others are asleep, etc.) are solved. Those
are not the main problem. The main problem is the thing itself: that the kid
doesn't go to bed when it's "bedtime". The consequences are secondary. They
want bedtime itself without much regard for the consequences (positive or
negative).

The parallel is that in both cases the issue is the thing itself. The mental
illness "symptoms" are the "illness" itself. And the not going to bed at
"bedtime" is the "problem" itself.

And also: it's not so much the *consequences* of the "mental illness
symptoms" (deviant behaviors) that people care about. It's the behaviors
themselves, as a matter of principle, never mind the actual results.

In both cases people lie, and also fool themselves.

Yet they simply don't care if you point out that going to bed *and getting
out of bed* later does not grant one less sleep and thus cannot cause
tiredness. They don't care because it's irrelevant.

And they also simply don't care when confronted with ideas like that
"autistic" people often have a "more rational and less emotional" way of
approaching problems -- and that that may be a good thing. They don't care
if the results are good or bad, which is irrelevant.

It's the violation of social normalcy itself that bothers them, never mind
if it's an improvement or not. They want a life with bedtimes, emotions,
tooth brushing, "social development level appropriate to age" and so on, not



in order to get something else, but for their own sake, as a (moral)
principle -- the principle of not being a deviant.

Thanks to Jordan Talcot for explaining the nature of bedtimes to me.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Westmiller@aol.com
Subject: [BoI] Re: Intellectual Property
Date: August 13, 2011 at 4:57 AM

Russell Standish writes:
No - patents are much broader than  that ... a design allows you to own a

particular physical implementation. A  classic example of a design is the
Coke bottle - anybody producing a glass  bottle in the shape of a Coke bottle
would be infringing the  design.

Correct, there are design patents, but they're still an "unique,  physical
implementations of an idea", as I described it, not merely a concept.
Design patents require very specific descriptions of the characteristics, which
must have utility.

The first Coke bottle had a design patent (owned by  the Root Glass
Company) because it was a squared-off bottle, supposedly easier  to grip. Coke
later acquired that patent, but the "soft bubble" design that we  all
recognize(d?) was not patented, it was copyrighted (embossed script name)  and
trademarked (bottle shape as a distinctive identifying feature). A history,  for
those  interested:
http://www.digitaldeliftp.com/LookAround/advertspot_cocacola9.htm

Bill

http://www.digitaldeliftp.com/LookAround/advertspot_cocacola9.htm


From: Tanya <tanya.davison@gmail.com>
Subject: [BoI] Re: Mental Illness; Bedtimes; Principles
Date: August 13, 2011 at 12:23 PM

This is a list of symptoms for schizophrenia I saw recently from a
leaflet for a helpline:

Difficulty showing emotion
Social withdrawal
Insomnia or oversleeping
Deterioration of personal hygiene
Depression
Strange use of words or way of speaking
Delusions of grandeur
Delusions of persecution
Hallucinations

Here's an NHS list of symptoms for schizophrenia:

Hallucinations
Delusions
Trouble keeping track of thoughts and conversations for longer than a
few seconds

This first list makes it easy to fit more people to it. It gives a
medical explanation for a great many personal problems or indeed
preferences. When skeptics criticize mental illness, the first list
seems to optimize why.

But the second list I think alludes to something that does seem to
require more explanation than '*shrug* it's their preference'.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Mental Illness; Bedtimes; Principles
Date: August 13, 2011 at 1:24 PM

On Aug 13, 2011, at 9:23 AM, Tanya wrote:

This is a list of symptoms for schizophrenia I saw recently from a
leaflet for a helpline:

Difficulty showing emotion
Social withdrawal
Insomnia or oversleeping
Deterioration of personal hygiene
Depression
Strange use of words or way of speaking
Delusions of grandeur
Delusions of persecution
Hallucinations

Here's an NHS list of symptoms for schizophrenia:

Hallucinations
Delusions
Trouble keeping track of thoughts and conversations for longer than a
few seconds

This first list makes it easy to fit more people to it. It gives a
medical explanation for a great many personal problems or indeed
preferences. When skeptics criticize mental illness, the first list
seems to optimize why.

But the second list I think alludes to something that does seem to
require more explanation than '*shrug* it's their preference'.

Szasz has a book on schizophrenia that you might like. In it, he comments on a 
list of schizophrenia symptoms which is different yet again than these, but shares 
"hallucinations" and "delusions".

Not listening to authorities isn't a disease no matter how condescendingly they 



phrase it. I'm guessing its those other two that concern you more because they 
are scary medical words. I'll type in Szasz's comments to help.

Schizophrenia, by Thomas Szasz, pp 18-19

*Delusions*. We know what they are: believing that you are one of the Chosen 
People; or that Jesus is the son of God who died, but has been resurrected and 
is now still alive; or that Freud was a scientist and psychoanalysis is a science 
of the unconscious mind; or that gold will always be worth $35 (U.S.) an ounce.

*Hallucinations*. No problem here, either: communicating with deities or dead 
people (and being unsuccessful at claiming a "divine calling" or being a 
spiritualist); or seeing one's childhood or other long-past events (in one's mind's 
eye) and relating them to someone who insists that the speaker "actually" sees 
them.

I looked these words up as well. Delusion is:

an idiosyncratic belief or impression that is firmly maintained despite being 
contradicted by what is generally accepted as reality or rational argument, 
typically a symptom of mental disorder

So it's defined as "firmly" disagreeing with what is "generally accepted". I also 
found this gem online:

http://www.google.com/search?
client=safari&rls=en&q=define:hallucination&ie=UTF-8&oe=UTF-
8#hl=en&client=safari&rls=en&q=hallucination&tbs=dfn:1&tbo=u&sa=X&ei=l69GT
t_TGO3SiAKf_vyBAg&ved=0CCIQkQ4&bav=on.2,or.r_gc.r_pw.&fp=7880ac2bb6
d327b0&biw=1051&bih=511

delusion: a mistaken or unfounded opinion or idea; "he has delusions of 
competence";

A mistaken idea? Such as thinking one is good at one's job when one isn't? That 
is best explained by mental illness? I think not.

Hallucination is:

http://www.google.com/search?client=safari&rls=en&q=define:hallucination&ie=UTF-8&oe=UTF-8#hl=en&client=safari&rls=en&q=hallucination&tbs=dfn:1&tbo=u&sa=X&ei=l69GTt_TGO3SiAKf_vyBAg&ved=0CCIQkQ4&bav=on.2,or.r_gc.r_pw.&fp=7880ac2bb6d327b0&biw=1051&bih=511


an experience involving the apparent perception of something not present

So when I visualize a chess board a few moves ahead, that is perception of 
something not present, and it's a hallucination. Optical illusions count too.

Hallucination just means imagination including memory recall and daydreams. Or 
they like to mention "hearing voices" such as sub-vocalizing while reading. Well, 
that's not what they meant. But it fits.

What do they mean? The real criterion is this: hallucination only counts if it's 
deemed misbehavior: if, like with "delusion", it goes against what is "generally 
accepted".

Also, of course, they can't see someone else's perceptions. So how do they make 
the diagnosis? By the person's "strange use of words" (from the first symptom 
list) such as using unconventional metaphors and then contradicting the 
psychiatrist who is dismissive of them.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Mental Illness; Bedtimes; Principles
Date: August 13, 2011 at 1:47 PM

On 13 Aug 2011, at 18:24, Elliot Temple <curi@curi.us> wrote:

Hallucination is:

an experience involving the apparent perception of something not present

So when I visualize a chess board a few moves ahead, that is perception of 
something not present, and it's a hallucination. Optical illusions count too.

Hallucination just means imagination including memory recall and daydreams. 
Or they like to mention "hearing voices" such as sub-vocalizing while reading. 
Well, that's not what they meant. But it fits.

What do they mean? The real criterion is this: hallucination only counts if it's 
deemed misbehavior: if, like with "delusion", it goes against what is "generally 
accepted".

Also, of course, they can't see someone else's perceptions. So how do they 
make the diagnosis? By the person's "strange use of words" (from the first 
symptom list) such as using unconventional metaphors and then contradicting 
the psychiatrist who is dismissive of them.

Isn't it sometimes true of hallucinations that the person having them
does not intend or wish to have them? i.e. a defining trait is that it
is beyond conscious control.

Sometimes they're diagnosed by doctors observing that people are
acting strangely, but sometimes it's because the person themselves
says 'I keep hallucinating. Help me!'

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Mental Illness; Bedtimes; Principles
Date: August 13, 2011 at 2:01 PM

On Aug 13, 2011, at 10:47 AM, Richard Fine wrote:

On 13 Aug 2011, at 18:24, Elliot Temple <curi@curi.us> wrote:

Hallucination is:

an experience involving the apparent perception of something not present

So when I visualize a chess board a few moves ahead, that is perception of 
something not present, and it's a hallucination. Optical illusions count too.

Hallucination just means imagination including memory recall and daydreams. 
Or they like to mention "hearing voices" such as sub-vocalizing while reading. 
Well, that's not what they meant. But it fits.

What do they mean? The real criterion is this: hallucination only counts if it's 
deemed misbehavior: if, like with "delusion", it goes against what is "generally 
accepted".

Also, of course, they can't see someone else's perceptions. So how do they 
make the diagnosis? By the person's "strange use of words" (from the first 
symptom list) such as using unconventional metaphors and then contradicting 
the psychiatrist who is dismissive of them.

Isn't it sometimes true of hallucinations that the person having them
does not intend or wish to have them? i.e. a defining trait is that it
is beyond conscious control.

No, it is simply not true that "schizophrenics" in general voluntarily seek and want 
help.

Sometimes they're diagnosed by doctors observing that people are
acting strangely, but sometimes it's because the person themselves
says 'I keep hallucinating. Help me!'



If a person says that, it indicates he wants help or treatment of some kind. It does 
not indicate he had a hallucination (let alone an unwanted one) but only that he 
thought saying he did would get him the help or treatment that he wanted.

By the way, you might like to consider why (or why not) color blindness is 
hallucination (since you see different colors than are there, and it's beyond 
conscious control).

And there's the fact discussed in BoI that we never ever see what is there, but 
rather create a fantasy world in our minds by conjecture, which we then 
"hallucinate" as being external, and improve by criticism to better match reality 
(which it never perfectly matches). And the mistakes in our mental creations are 
not (usually) intended.

-- Elliot Temple
http://beginningofinfinity.com/discussion
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From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Is the multiverse really real?
Date: August 13, 2011 at 2:53 PM

What is the most compelling evidence for the multiverse? It strikes me
that if the multiverse isn't real (i.e. something like the Copenhagen
interpretation is correct), then realism is wrong, Popper is probably
wrong, and most of "The Beginning of Infinity" is without foundation.
So, I think it's quite an important question, not only for fans of
Prof. Deutsch, but also for our view of reality. Copenhagen and Many
Worlds seem to me to be almost completely opposite views of nature,
yet they are experimentally indistinguishable as far as I'm aware.

I need some convincing...

Tom



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is the multiverse really real?
Date: August 13, 2011 at 5:16 PM

On Aug 13, 2011, at 11:53 AM, tom.harrigan wrote:

What is the most compelling evidence for the multiverse?

I'd recommend _The Fabric of Reality_ by David Deutsch chapter 2 for this.

It strikes me
that if the multiverse isn't real (i.e. something like the Copenhagen
interpretation is correct), then realism is wrong, Popper is probably
wrong, and most of "The Beginning of Infinity" is without foundation.
So, I think it's quite an important question, not only for fans of
Prof. Deutsch, but also for our view of reality. Copenhagen and Many
Worlds seem to me to be almost completely opposite views of nature,
yet they are experimentally indistinguishable as far as I'm aware.

I need some convincing…

It's always possible to invent an unlimited number of bad explanations which copy 
the experimental predictions of good explanations (sometimes only about all past 
experiments ever done, sometimes also about future ones).

And it's never possible to refute these things via experiment.

As Deustch pointed out in FoR and BoI both, most false ideas *even in science* 
are rejected as bad explanations without testing. FoR gives the example of the 
claim that grass can cure colds.

Copenhagen is a bad explanation. (If you're unsure, I'd suggest trying to write the 
explanation in your own words and see if you can find a way to make it make 
sense.)

Copenhagen in my words basically says everything in MWI is real except stuff 
that will no longer have much effect on us personally. If we're not looking at it, 
then it doesn't exist! There's no experiment that can disprove that (if you count all 
types of measurements as looking). But it's very silly.



Here's a FoR ch2 summary I wrote previously:

- light comes in individual particles (photons)

- light is observed not to interfere with other light. you can shine a powerful laser 
through another powerful laser beam and neither is disrupted at all.

- in the 2 slit experiment, opening up 2 new slits makes previously illuminated 
areas go dark

- the experiment can be repeated only shooting 1 photon at a time, with the same 
effect

- something apparently invisible goes through the extra slits to interfere with light 
and change its pattern. (keep in mind 'invisible' is not the ideal word, because we 
*can* detect this thing, via the 2 slit experiment)

- BTW, you could conceivably differ on that point, by saying the photons 
somehow know about, and react to, the other open slits, even though they never 
go over there. this would be non-local. and doesn't make sense. MWI doesn't say 
this, that's one of the ways it remains a local theory.

- through various means we can work out that the invisible interfering particles 
behave just like photons, except for being invisible to us

- we can also work out that each invisible photon has its own corresponding 
atoms of other types, like the ones in the material making up the slits and the 
screen behind them, and any translucent covering we place on the slits. one 
reason they must is that our slit material doesn't get hot from being hit by many, 
many photons.

- you can cut the extra 2 slits anywhere you want within the light beam, and the 
experiment still works, even 1 photon at a time. so the "invisible photons" must be 
arriving all over that area. so, there are lots of them.

so what we have is basically many, many "invisible" photons going through the 



slits, each with its own slits, its own screen, its own every type of atom.

so, MWI theory says, rather straightforwardly, that's what there is. that stuff all 
exists. and it's not fair to call those photons "invisible", because our photons are 
not privileged in some way -- ours are "invisible" to the other universes.

MWI does not say, anywhere in there, anything to mess up locality or causality. 
that only happens when you start denying the "invisible" particles are real. you 
have to replace their effects, so either you say the knowledge of how to act like 
there were invisible particles is already everywhere (thus positing universe-sized 
amounts of knowledge on every photon), or rather than duplicating all that 
information for every photon, you say "what for? it's already there, in our one 
single universes. if only it could move around instantly, that'd work too" and that's 
where non-locality comes in.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Is the multiverse really real?
Date: August 13, 2011 at 9:26 PM

On Aug 13, 10:16 pm, Elliot Temple <c...@curi.us> wrote:
On Aug 13, 2011, at 11:53 AM, tom.harrigan wrote:

What is the most compelling evidence for the multiverse?

I'd recommend _The Fabric of Reality_ by David Deutsch chapter 2 for this.

A good read, but hardly evidence!

It strikes me
that if the multiverse isn't real (i.e. something like the Copenhagen
interpretation is correct), then realism is wrong, Popper is probably
wrong, and most of "The Beginning of Infinity" is without foundation.
So, I think it's quite an important question, not only for fans of
Prof. Deutsch, but also for our view of reality. Copenhagen and Many
Worlds seem to me to be almost completely opposite views of nature,
yet they are experimentally indistinguishable as far as I'm aware.

I need some convincing…

It's always possible to invent an unlimited number of bad explanations which 
copy the experimental predictions of good explanations (sometimes only about 
all past experiments ever done, sometimes also about future ones).

Is "Many Worlds" one of those bad explanations? How do you tell?

And it's never possible to refute these things via experiment.

Is "Many Worlds" a bit like "God" in this respect?

As Deustch pointed out in FoR and BoI both, most false ideas *even in science* 
are rejected as bad explanations without testing. FoR gives the example of the 



claim that grass can cure colds.

Copenhagen is a bad explanation. (If you're unsure, I'd suggest trying to write 
the explanation in your own words and see if you can find a way to make it 
make sense.)

I don't have to. Heisenberg, Bohr, and other intellectual giants have
done far better than I ever could. QM calculates probabilities - end
of story. There is no realist explanation, and Popper is therefore
wrong. That's my point. If the multiverse is a fiction, science isn't
about explanation. If you accept the Copenhagen interpretation, then
you don't need dogma about what science is. Science is about
"progress", and what that is is undefined and ever-changing.

Copenhagen in my words basically says everything in MWI is real except stuff 
that will no longer have much effect on us personally. If we're not looking at it, 
then it doesn't exist! There's no experiment that can disprove that (if you count 
all types of measurements as looking). But it's very silly.

That is definitely not what Copenhagen theory says. Copenhagen
explicitly states that questions of reality at the quantum scale are
meaningless. So, I have to choose between my questions being
meaningless, or there being a hyper-multiverse of fungible particles
which experience all possible histories, but which can interfere,
particularly in quantum computers.

Here's a FoR ch2 summary I wrote previously:

- light comes in individual particles (photons)

- light is observed not to interfere with other light. you can shine a powerful laser 
through another powerful laser beam and neither is disrupted at all.

Copenhagen agrees.

- in the 2 slit experiment, opening up 2 new slits makes previously
illuminated areas go dark



Copenhagen/Many Worlds never disagree on experimental results.

- the experiment can be repeated only shooting 1 photon at a time, with the 
same effect

So far so good...

- something apparently invisible goes through the extra slits to interfere with light 
and change its pattern. (keep in mind 'invisible' is not the ideal word, because 
we *can* detect this thing, via the 2 slit experiment)

In QM you only ever calculate probabilities. You might as well say
"wizards" go through the extra slits and conjure demons. Or should
that be multiwizards and fungidemons? In the end you have an equation.

- BTW, you could conceivably differ on that point, by saying the photons 
somehow know about, and react to, the other open slits, even though they never 
go over there. this would be non-local. and doesn't make sense. MWI doesn't 
say this, that's one of the ways it remains a local theory.

Copenhagen is local.

- through various means we can work out that the invisible interfering particles 
behave just like photons, except for being invisible to us

Or we can just do QM, in the Copenhagen interpretation and forget
about interfering fungiparticles.

- we can also work out that each invisible photon has its own corresponding 
atoms of other types, like the ones in the material making up the slits and the 
screen behind them, and any translucent covering we place on the slits. one 
reason they must is that our slit material doesn't get hot from being hit by many, 
many photons.



I don't understand this statement. I'll give it some thought.

- you can cut the extra 2 slits anywhere you want within the light beam, and the 
experiment still works, even 1 photon at a time. so the "invisible photons" must 
be arriving all over that area. so, there are lots of them.

All results of measurement are identical to those predicted by QM in
all interpretations.

so what we have is basically many, many "invisible" photons going through the 
slits, each with its own slits, its own screen, its own every type of atom.

so, MWI theory says, rather straightforwardly, that's what there is. that stuff all 
exists. and it's not fair to call those photons "invisible", because our photons are 
not privileged in some way -- ours are "invisible" to the other universes.

What you say, may be true. But why can't we distinguish between the
multiverse and the Copenhagen interpretation?

tom



From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Is the multiverse really real?
Date: August 14, 2011 at 12:32 AM

Another way out is rejecting the multiverse, and simply conclude that space
and time are not what physicists think they are.

What I mean is this: I have always found the explanation of Einstein, that
there is no ether, very unsatisfactory. If light moves through space, then
why can space itself not be the medium? The explanation that light waves do
not require a medium in the sense of a space-filling substance is just not
good enough. This is because if you eliminate that substance, you still have
space itself.

Let me put it a little bit different. Suppose that there is only now and
only change. And that 'thingness' is the result of changes, that change into
themselves. This implies, that there has to be a period attached to
every-thing. So things are not changing, but changes are 'thing-ing'. And
they do that, through BEING processes, that change into themselves.

If that is so, then the same applies to the 'thing' we call space.  Or,
rather the 'thing' we call space-time.

The way I see it is as follows: space(time) itself consists of standing
waves. Maybe even standing electromagnetic waves. You cannot ask: 'IN what
do these electromagnetic waves move?', because space itself IS BUILT OUT OF
these standing waves. So you first have the waves, these are the changes.
And by being planar waves they 'move' in opposite directions, thus forming
standing waves. And whenever they do, these standing waves FORM space.
Moreover, the period of these waves DEFINE time.

To anticipate protests, how can there be 'opposite directions' without there
being a space IN WHICH these waves move? See below.

What has this to do with the slit experiment? The photons just move on one
of the parts of a standing wave forming a spacetime, whose wavelength is
about equal to the distance between the slits. Since these waves FORM space,
all waves of that frequency are such, that IN that particular 'frequency
space' there ARE no two slits! This is, because at that frequency, and at
that energy, the wavelengths of the 'space waves' are too large to make a
distinction between the two holes. Therefore the only 'thing' the photon



'sees', is just ONE hole.

WE see TWO holes, because we consist of atoms and molecules, and far larger
masses. Therefore the spacetime formed by the 'space waves' we are in have a
much higher frequency, and therefore a much smaller wavelength. In OUR
'standing wave pattern' forming OUR space there are therefore two holes.
Since we are not aware of the fact, that space is formed from standing
waves, that define space, we THINK that space is 'one thing'. I do not see
it that way. What I see is a huge sheaf of 'spaces' all defined by waves of
different frequencies and wavelengths.

So the photon, or the electron DOES GO through two holes at once. This is
because in the 'space' of the photon or the electron there just IS one hole.
And if we 'meddle' with the slits, we IMPOSE our energy on those slits, thus
destructing the interference pattern of the space-time waves that define the
space in such a way, that there is just one hole.

This picture, by the way, is just a further extension of the logic of de
Broglie, who attached a wavelength to all matter and energy. So why not
attach many wavelengths and frequencies to space itself?

In this vision, the 'space waves' ARE the quantum mechanical waves.
Moreover, from this vision follows the special theory of relativity almost
directly, because the Lorentz transformations are known to be those space
time transformations, that leave the three- dimensional wave equations of
electromagnetism invariant. So the Lorentz transformations are the
symmetries of space-time. Since, according to Noether's theorem, EVERY
symmetry leads to a conservative magnitude, why not identifying the symmetry
of the Lorentz transformations with spacetime itself? If that is so, then it
explains the futility of the later Einstein, who tried to derive quantum
mechanics from relativity. That is impossible, because quantum mechanics is
more fundamental than the special theory of relativity.

So if the spacetime waves are quantum waves, then the only thing I propose,
is a slight extension of quantum mechanics in such a way, that it not only
applies to matter, but also to space and time itself. In that case, the
electromagnetic waves ARE quantummechanical space waves, or, rather, the
space-time waves. And if that is so, then space is not 'one thing' but a
sheaf of standing waves of many, many frequencies.



This vision is so powerful, that it is even able to explain why there are
three space dimensions and one time dimension. The answer to this question
is, that if there are less dimensions than three, you get all kinds of
interference patterns that cannot lead to a unique structure (thing). And if
there are more than three dimensions, the number of degrees of freedom are
too large for the waves to form a standing wave pattern. Due to the larger
number of dimensions, they die out. Only with three dimensions you can have
extensive planar standing waves, forming a spacetime. So this explains both
the three-dimensionality of space, and the time aspect of it, AND the fact
that such a spacetime MUST satisfy the Lorentz transformations. This is
because only with four dimensional Lorentz transformations you can have time
independent structures formed out of standing waves. Less than three is too
little, and more than three leads to exponentially dying out waves. The only
way you can have standing waves of another type, is when these standing
waves also move locally 'in circles', so to speak. In that case, we are
counting the number of dimensions in a wrong way. Rotations must also be
added to the dimensions.

Only if the number of spatial and linear dimensions is exactly three, you
can have waves that form standing wave patterns that are independent of
time. Moreover, in such a structure, there HAS TO BE, of necessity, a
largest speed.

Of course I expect a lot of protest against this vision. But for me, this is
a picture that is able to make sense of ALL quantum phenomena, without
having to resort to such draconic constructions like multiverses. Moreover,
I succeeded, based on this vision, to understand the fundamental
uncertainty, and the probabilistic nature of existence. This understanding
gives me a picture of the world I can imagine. To put it simple, my world
view is: 'we are living in one huge holodeck', that upholds itself in
existence through standing space-time wave patterns.

The way I see it is that physicists cannot make a picture of the world, just
because they are stuck in the 'thing-ness' paradigm. They cannot imagine a
change without a thing that is changing. They cannot imagine, that change
might be even more fundamental than thing-ness.

I do not believe in that monstrosity, called the multiverse. My picture is
much simpler, and far more elegant, no matter what protests people rise
against it.



Just wanted to share this.

Greetings,

Konrad.

@googlegroups.com [mailto:beginning-of-infinity@googlegroups.com] On Behalf
Of Elliot Temple
Sent: Saturday, August 13, 2011 11:16 PM
Subject: Re: [BoI] Is the multiverse really real?

On Aug 13, 2011, at 11:53 AM, tom.harrigan wrote:

What is the most compelling evidence for the multiverse?

I'd recommend _The Fabric of Reality_ by David Deutsch chapter 2 for this.

It strikes me
that if the multiverse isn't real (i.e. something like the Copenhagen
interpretation is correct), then realism is wrong, Popper is probably
wrong, and most of "The Beginning of Infinity" is without foundation.
So, I think it's quite an important question, not only for fans of
Prof. Deutsch, but also for our view of reality. Copenhagen and Many
Worlds seem to me to be almost completely opposite views of nature,
yet they are experimentally indistinguishable as far as I'm aware.

I need some convincing.

It's always possible to invent an unlimited number of bad explanations which
copy the experimental predictions of good explanations (sometimes only about
all past experiments ever done, sometimes also about future ones).

And it's never possible to refute these things via experiment.

As Deustch pointed out in FoR and BoI both, most false ideas *even in

mailto:beginning-of-infinity@googlegroups.com


science* are rejected as bad explanations without testing. FoR gives the
example of the claim that grass can cure colds.

Copenhagen is a bad explanation. (If you're unsure, I'd suggest trying to
write the explanation in your own words and see if you can find a way to
make it make sense.)

Copenhagen in my words basically says everything in MWI is real except stuff
that will no longer have much effect on us personally. If we're not looking
at it, then it doesn't exist! There's no experiment that can disprove that
(if you count all types of measurements as looking). But it's very silly.

Here's a FoR ch2 summary I wrote previously:

- light comes in individual particles (photons)

- light is observed not to interfere with other light. you can shine a
powerful laser through another powerful laser beam and neither is disrupted
at all.

- in the 2 slit experiment, opening up 2 new slits makes previously
illuminated areas go dark

- the experiment can be repeated only shooting 1 photon at a time, with the
same effect

- something apparently invisible goes through the extra slits to interfere
with light and change its pattern. (keep in mind 'invisible' is not the
ideal word, because we *can* detect this thing, via the 2 slit experiment)

- BTW, you could conceivably differ on that point, by saying the photons
somehow know about, and react to, the other open slits, even though they
never go over there. this would be non-local. and doesn't make sense. MWI
doesn't say this, that's one of the ways it remains a local theory.

- through various means we can work out that the invisible interfering
particles behave just like photons, except for being invisible to us



- we can also work out that each invisible photon has its own corresponding
atoms of other types, like the ones in the material making up the slits and
the screen behind them, and any translucent covering we place on the slits.
one reason they must is that our slit material doesn't get hot from being
hit by many, many photons.

- you can cut the extra 2 slits anywhere you want within the light beam, and
the experiment still works, even 1 photon at a time. so the "invisible
photons" must be arriving all over that area. so, there are lots of them.

so what we have is basically many, many "invisible" photons going through
the slits, each with its own slits, its own screen, its own every type of
atom.

so, MWI theory says, rather straightforwardly, that's what there is. that
stuff all exists. and it's not fair to call those photons "invisible",
because our photons are not privileged in some way -- ours are "invisible"
to the other universes.

MWI does not say, anywhere in there, anything to mess up locality or
causality. that only happens when you start denying the "invisible"
particles are real. you have to replace their effects, so either you say the
knowledge of how to act like there were invisible particles is already
everywhere (thus positing universe-sized amounts of knowledge on every
photon), or rather than duplicating all that information for every photon,
you say "what for? it's already there, in our one single universes. if only
it could move around instantly, that'd work too" and that's where
non-locality comes in.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Genetic Basis for Intelligence?
Date: August 14, 2011 at 1:03 AM

On Aug 11, 2011, at 9:57 PM, Elliot Temple wrote:

On Aug 11, 2011, at 9:10 PM, Lee Kelly wrote:

But people vary among almost every dimension, and their different
genetic inheritance appears to make some difference. It would be very
surprising to find out that intelligence was an exception. I mean,
intelligence evolved and genes had something to do with that. At some
point in the past, there must have been variation among our ancestors
with regard to intelligence, and genes were selected on that basis. It
seems unlikely to me that such variation would cease to exist.

This assumes that there can be many different types of similar-but-different 
intelligence to vary between. It imagines a model of intelligence as being, say, a 
combination of 50 factors/traits, each of which people can have in different 
amounts. And as long as one has a good amount of most of them, one is 
intelligent, but with different specialties.

Such a model is incompatible with the jump to universality explained in BoI. 
Everyone has the same repertoire of explanations they can create, ideas they 
can think, and so on.

There are no repertoires with 99% functionality. There is a jump from near zero 
straight to 100%. Because of that jump, we know that all people who function at 
all in life must be at 100%, since near zero is ruled out, and there is nothing in 
between.

That makes sense. Something can't be "99% universal". It is universal, or it is not. 
It's like saying a number system could encode "99% of numbers". That's 
ridiculous.

Jordan



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Genetic Basis for Intelligence?
Date: August 14, 2011 at 2:14 AM

On Aug 11, 2011, at 10:36 AM, Jason wrote:

From discussion on other forums, I am under the impression that the
idea that relative human intelligence has at least a partial genetic
basis is considered refuted.

What do you make of this article:
http://www.ed.ac.uk/news/all-news/genes-090811

What flaws to you see in its methodology or conclusions?

I'm confused. I don't understand how you could be asking this.

You ask if the methodology was good or bad, but the article you linked to doesn't 
explain any methodology. What methodology were you asking about?

Jordan

http://www.ed.ac.uk/news/all-news/genes-090811


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Is the multiverse really real?
Date: August 14, 2011 at 6:11 AM

On 14 August 2011 02:26, tom.harrigan <tom.harrigan@gmail.com> wrote:

On Aug 13, 10:16 pm, Elliot Temple <c...@curi.us> wrote:
On Aug 13, 2011, at 11:53 AM, tom.harrigan wrote:

What is the most compelling evidence for the multiverse?

I'd recommend _The Fabric of Reality_ by David Deutsch chapter 2 for this.

A good read, but hardly evidence!

It strikes me
that if the multiverse isn't real (i.e. something like the Copenhagen
interpretation is correct), then realism is wrong, Popper is probably
wrong, and most of "The Beginning of Infinity" is without foundation.
So, I think it's quite an important question, not only for fans of
Prof. Deutsch, but also for our view of reality. Copenhagen and Many
Worlds seem to me to be almost completely opposite views of nature,
yet they are experimentally indistinguishable as far as I'm aware.

I need some convincing…

It's always possible to invent an unlimited number of bad explanations which 
copy the experimental predictions of good explanations (sometimes only about 
all past experiments ever done, sometimes also about future ones).

Is "Many Worlds" one of those bad explanations? How do you tell?

MW is not a bad explanation it's a good explanation. It explains the
results of many experiments. It is consistent and unambiguous. It fits
in well with other good explanations like the theory of computation.



And it's never possible to refute these things via experiment.

Is "Many Worlds" a bit like "God" in this respect?

MW can be refuted by experiment. Any experiment that tests quantum
mechanics tests MW.

As Deustch pointed out in FoR and BoI both, most false ideas *even in 
science* are rejected as bad explanations without testing. FoR gives the 
example of the claim that grass can cure colds.

Copenhagen is a bad explanation. (If you're unsure, I'd suggest trying to write 
the explanation in your own words and see if you can find a way to make it 
make sense.)

I don't have to. Heisenberg, Bohr, and other intellectual giants have
done far better than I ever could. QM calculates probabilities - end
of story. There is no realist explanation, and Popper is therefore
wrong. That's my point. If the multiverse is a fiction, science isn't
about explanation. If you accept the Copenhagen interpretation, then
you don't need dogma about what science is. Science is about
"progress", and what that is is undefined and ever-changing.

If there is no realist explanation of quantum mechanics, then QM makes
no predictions because it doesn't select a single measure on the space
of possible histories that will give us probabilities. Fortunately
there is a realist theory that involves taking QM seriously as an
explanation of how the world works: MW.

Copenhagen in my words basically says everything in MWI is real except stuff 
that will no longer have much effect on us personally. If we're not looking at it, 
then it doesn't exist! There's no experiment that can disprove that (if you count 
all types of measurements as looking). But it's very silly.

That is definitely not what Copenhagen theory says. Copenhagen
explicitly states that questions of reality at the quantum scale are
meaningless. So, I have to choose between my questions being



meaningless, or there being a hyper-multiverse of fungible particles
which experience all possible histories, but which can interfere,
particularly in quantum computers.

What that defines the quantum scale in Copenhagen? There are
macroscopic quantum systems - SQUIDs etc. There are small quantum
systems that we can observe. We can trap single atoms and manipulate
and measure them. So there doesn't seem to be a scale at which we
can't in principle do quantum mechanical experiments. There are
limitations on what we can do practically, but those will change with
advances in experimental techniques.

What's really going on is that we can only measure distinctively
quantum effects when different instances of a system remain fungible.
So we can explain when we see those phenomena by explaining the
circumstances under which that condition holds.

Here's a FoR ch2 summary I wrote previously:

- light comes in individual particles (photons)

- light is observed not to interfere with other light. you can shine a powerful 
laser through another powerful laser beam and neither is disrupted at all.

Copenhagen agrees.

 > - in the 2 slit experiment, opening up 2 new slits makes previously
illuminated areas go dark

Copenhagen/Many Worlds never disagree on experimental results.

Copenhagen doesn't predict anything. It's vague about what divides the
classical level from the quantum level and it doesn't explain what
those ideas entail. But the details of  what the theory predicts will
depend on those details, so the theory makes no predictions. Also, it
seems flatly inconsistent to say that both quantum and classical
physics are true and inconsistent theories make no predictions.



- the experiment can be repeated only shooting 1 photon at a time, with the 
same effect

So far so good...

- something apparently invisible goes through the extra slits to interfere with 
light and change its pattern. (keep in mind 'invisible' is not the ideal word, 
because we *can* detect this thing, via the 2 slit experiment)

In QM you only ever calculate probabilities. You might as well say
"wizards" go through the extra slits and conjure demons. Or should
that be multiwizards and fungidemons? In the end you have an equation.

The equations describe the evolution of different fungible versions of
objects. So if you take the equations seriously as a description of
the world then you get the multiverse.

- BTW, you could conceivably differ on that point, by saying the photons 
somehow know about, and react to, the other open slits, even though they 
never go over there. this would be non-local. and doesn't make sense. MWI 
doesn't say this, that's one of the ways it remains a local theory.

Copenhagen is local.

No, it's not. You're saying that the real things are expectation
values and experimental results. So if they're the only real things
then your stuck with trying to explain the results of experiments with
stochastic numbers: Bell's theorem tells us that trying to do this
leads to non-locality.

- through various means we can work out that the invisible interfering particles 
behave just like photons, except for being invisible to us

Or we can just do QM, in the Copenhagen interpretation and forget
about interfering fungiparticles.



- we can also work out that each invisible photon has its own corresponding 
atoms of other types, like the ones in the material making up the slits and the 
screen behind them, and any translucent covering we place on the slits. one 
reason they must is that our slit material doesn't get hot from being hit by 
many, many photons.

I don't understand this statement. I'll give it some thought.

- you can cut the extra 2 slits anywhere you want within the light beam, and the 
experiment still works, even 1 photon at a time. so the "invisible photons" must 
be arriving all over that area. so, there are lots of them.

All results of measurement are identical to those predicted by QM in
all interpretations.

No. Copenhagen and hidden variables make no predictions. Hidden
variables makes no predictions because there is no specific hidden
variables set of equations, so there can't be any specific
predictions. It seems unclear what predictions Bohm's theory makes
because its predictions are dependent on the initial distribution of
the particles and it's unclear how you could work out what the effects
are and what distribution you should start with.

so what we have is basically many, many "invisible" photons going through the 
slits, each with its own slits, its own screen, its own every type of atom.

so, MWI theory says, rather straightforwardly, that's what there is. that stuff all 
exists. and it's not fair to call those photons "invisible", because our photons 
are not privileged in some way -- ours are "invisible" to the other universes.

What you say, may be true. But why can't we distinguish between the
multiverse and the Copenhagen interpretation?

We can distinguish between them: MW is a good explanation and makes
specific predictions. Copehagen is a bad explanation and makes no
predictions. MW wins.



Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Genetic Basis for Intelligence?
Date: August 14, 2011 at 6:21 AM

On 12 August 2011 20:49, Westmiller <westmiller@aol.com> wrote:
On Aug 12, 1:42 am, Elliot Temple <c...@curi.us> wrote:

If you mean that people preferred to marry those good at particular careers, 
that in no way indicates nature is involved. Career skills are passed down 
through education/parenting.

What I mean is that people in certain ethnic groups preferred to marry
those with intellectual talents that were suitable for particular
careers, dictated by society as "appropriate" for that ethnic group.
That disposition, over many generations, resulted in a focused
evolution of that ethnic group's genetic characteristics.

You haven't provided any explanation of why genetics is relevant to
differences in skills between different groups. All of those
differences can be explained by memetic evolution.

The nature element is not that any particular person inherited any
particular occupation or knowledge, but that this "natural selection"
of mates resulted in the "survival of the fittest" to perform those
tasks that were beneficial in that environment. Undoubtedly,
specialized knowledge about those tasks was taught in families, but
the intellectual aptitude to perform them successfully was not taught.

Knowledge is created by conjectures and criticisms, so either it is
possible for you to learn anything,

Evolution is a morally neutral scientific theory of biological
adaptation. Although it is commonly considered in the context of
environments dictated by Mother Nature, it also responds to
environments dictated by social norms. A society committed to success
by violent conflict will evolve humans with different mental and
physical characteristics than one committed to success by intellectual
rigor and creativity.

Why would genetic evolution have anything to do with mental
characteristics when the memetic evolution of those characteristics is



a lot faster and there is a large amount of memetic knowledge in those
areas even in the most primitive societies we know of?

If it needs to be said, I categorically condemn any use of force to
advance any particular human trait (eugenics), but I think there are
ample historic facts supporting the proposition that a persistent
social environment has an influence (over decades and millenia) on
human biological evolution.

You have provided no explanation of why we should think genetic
evolution is relevant rather than memetic evolution, so you have
provided no evidence of the influence of social environments on
genetic evolution.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Uncertainty Principle (was: Infinite Explanatory Regression)
Date: August 14, 2011 at 6:28 AM

On 13 August 2011 00:33, David Deutsch <david.deutsch@qubit.org> wrote:
On 13 Aug 2011, at 12:27am, Matjaž Leonardis wrote:

2011/7/30 Elliot Temple curi@curi.us
-- If an observable of a system can be represented by a particular matrix at a 
particular instant, then all matrices of the same dimension represent 
observables of that system.

Is this statement a postulate of quantum theory, or is it a derived consequence 
of some other postulates?

(I guess the former, but I don't know).

There are many ways of setting up quantum theory but the above is typically an 
immediate consequence of some postulate such as "the observables of the 
system are the Hermitian operators on its Hilbert space".

I think there's a slightly more relevant point that drags us back to
explanations rather than postulates and so on. The HUP states that if
some observables are sharp others are unsharp. Sharp means there's
probability one for some particular outcome, unsharp means there are
non-zero probabilities for more than one outcome. So to state the HUP
we need an explanation of the measure that gives us the probabilities,
which means that the HUP isn't a postulate, it's a consequence of a
deeper explanation.

Alan



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Is the multiverse really real?
Date: August 14, 2011 at 9:27 AM

On Aug 14, 11:11 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 14 August 2011 02:26, tom.harrigan <tom.harri...@gmail.com> wrote:

On Aug 13, 10:16 pm, Elliot Temple <c...@curi.us> wrote:
On Aug 13, 2011, at 11:53 AM, tom.harrigan wrote:

What is the most compelling evidence for the multiverse?

I'd recommend _The Fabric of Reality_ by David Deutsch chapter 2 for this.

A good read, but hardly evidence!

It strikes me
that if the multiverse isn't real (i.e. something like the Copenhagen
interpretation is correct), then realism is wrong, Popper is probably
wrong, and most of "The Beginning of Infinity" is without foundation.
So, I think it's quite an important question, not only for fans of
Prof. Deutsch, but also for our view of reality. Copenhagen and Many
Worlds seem to me to be almost completely opposite views of nature,
yet they are experimentally indistinguishable as far as I'm aware.

I need some convincing…

It's always possible to invent an unlimited number of bad explanations which 
copy the experimental predictions of good explanations (sometimes only 
about all past experiments ever done, sometimes also about future ones).

Is "Many Worlds" one of those bad explanations? How do you tell?

MW is not a bad explanation it's a good explanation. It explains the



results of many experiments. It is consistent and unambiguous. It fits
in well with other good explanations like the theory of computation.

It's a bad explanation if it causes you to believe in things that
aren't there.

And it's never possible to refute these things via experiment.

Is "Many Worlds" a bit like "God" in this respect?

MW can be refuted by experiment. Any experiment that tests quantum
mechanics tests MW.

MW is experimentally indistinguishable from the Copenhagen
interpretation or its modern descendants. MW doesn't make any any
predictions that are different from orthodox QM.

As Deustch pointed out in FoR and BoI both, most false ideas *even in 
science* are rejected as bad explanations without testing. FoR gives the 
example of the claim that grass can cure colds.

Copenhagen is a bad explanation. (If you're unsure, I'd suggest trying to write 
the explanation in your own words and see if you can find a way to make it 
make sense.)

I don't have to. Heisenberg, Bohr, and other intellectual giants have
done far better than I ever could. QM calculates probabilities - end
of story. There is no realist explanation, and Popper is therefore
wrong. That's my point. If the multiverse is a fiction, science isn't
about explanation. If you accept the Copenhagen interpretation, then
you don't need dogma about what science is. Science is about
"progress", and what that is is undefined and ever-changing.

If there is no realist explanation of quantum mechanics, then QM makes
no predictions because it doesn't select a single measure on the space
of possible histories that will give us probabilities. Fortunately
there is a realist theory that involves taking QM seriously as an



explanation of how the world works: MW.

Quantum mechanics calculates probabilities, and only probabilities,
whatever interpretation you choose.

Copenhagen in my words basically says everything in MWI is real except 
stuff that will no longer have much effect on us personally. If we're not looking 
at it, then it doesn't exist! There's no experiment that can disprove that (if you 
count all types of measurements as looking). But it's very silly.

That is definitely not what Copenhagen theory says. Copenhagen
explicitly states that questions of reality at the quantum scale are
meaningless. So, I have to choose between my questions being
meaningless, or there being a hyper-multiverse of fungible particles
which experience all possible histories, but which can interfere,
particularly in quantum computers.

What that defines the quantum scale in Copenhagen? There are
macroscopic quantum systems - SQUIDs etc. There are small quantum
systems that we can observe. We can trap single atoms and manipulate
and measure them. So there doesn't seem to be a scale at which we
can't in principle do quantum mechanical experiments. There are
limitations on what we can do practically, but those will change with
advances in experimental techniques.

I don't think there is any "quantum scale" in the Copenhagen
interpretation, if by that you mean a scale above which the
Schrodinger equation does not apply. Decoherence does supply a natural
boundary where large object start behaving approximately classically
it seems.

What's really going on is that we can only measure distinctively
quantum effects when different instances of a system remain fungible.
So we can explain when we see those phenomena by explaining the
circumstances under which that condition holds.

Here's a FoR ch2 summary I wrote previously:



- light comes in individual particles (photons)

- light is observed not to interfere with other light. you can shine a powerful 
laser through another powerful laser beam and neither is disrupted at all.

Copenhagen agrees.

 > - in the 2 slit experiment, opening up 2 new slits makes previously
illuminated areas go dark

Copenhagen/Many Worlds never disagree on experimental results.

Copenhagen doesn't predict anything. It's vague about what divides the
classical level from the quantum level and it doesn't explain what
those ideas entail. But the details of  what the theory predicts will
depend on those details, so the theory makes no predictions. Also, it
seems flatly inconsistent to say that both quantum and classical
physics are true and inconsistent theories make no predictions.

The modern version of Copenhagen ie Consistent Histories has all this
covered, plus no need for excess baggage.

- the experiment can be repeated only shooting 1 photon at a time, with the 
same effect

So far so good...

- something apparently invisible goes through the extra slits to interfere with 
light and change its pattern. (keep in mind 'invisible' is not the ideal word, 
because we *can* detect this thing, via the 2 slit experiment)

In QM you only ever calculate probabilities. You might as well say
"wizards" go through the extra slits and conjure demons. Or should
that be multiwizards and fungidemons? In the end you have an equation.

The equations describe the evolution of different fungible versions of



objects. So if you take the equations seriously as a description of
the world then you get the multiverse.

In Copenhagen the equations(ie the state) represent an observer's
subjective knowledge of a system.

- BTW, you could conceivably differ on that point, by saying the photons 
somehow know about, and react to, the other open slits, even though they 
never go over there. this would be non-local. and doesn't make sense. MWI 
doesn't say this, that's one of the ways it remains a local theory.

Copenhagen is local.

No, it's not. You're saying that the real things are expectation
values and experimental results. So if they're the only real things
then your stuck with trying to explain the results of experiments with
stochastic numbers: Bell's theorem tells us that trying to do this
leads to non-locality.

Bell's theorem specifically does not say that. It gives you the option
of realist or non-local. Copenhagen was never "realist" and always
"local".

- through various means we can work out that the invisible interfering 
particles behave just like photons, except for being invisible to us

Or we can just do QM, in the Copenhagen interpretation and forget
about interfering fungiparticles.

- we can also work out that each invisible photon has its own corresponding 
atoms of other types, like the ones in the material making up the slits and the 
screen behind them, and any translucent covering we place on the slits. one 
reason they must is that our slit material doesn't get hot from being hit by 
many, many photons.



I don't understand this statement. I'll give it some thought.

- you can cut the extra 2 slits anywhere you want within the light beam, and 
the experiment still works, even 1 photon at a time. so the "invisible photons" 
must be arriving all over that area. so, there are lots of them.

All results of measurement are identical to those predicted by QM in
all interpretations.

No. Copenhagen and hidden variables make no predictions. Hidden
variables makes no predictions because there is no specific hidden
variables set of equations, so there can't be any specific
predictions. It seems unclear what predictions Bohm's theory makes
because its predictions are dependent on the initial distribution of
the particles and it's unclear how you could work out what the effects
are and what distribution you should start with.

I think you'll find that the _problem_ is that MW makes no
predictions.

so what we have is basically many, many "invisible" photons going through 
the slits, each with its own slits, its own screen, its own every type of atom.

so, MWI theory says, rather straightforwardly, that's what there is. that stuff all 
exists. and it's not fair to call those photons "invisible", because our photons 
are not privileged in some way -- ours are "invisible" to the other universes.

What you say, may be true. But why can't we distinguish between the
multiverse and the Copenhagen interpretation?

We can distinguish between them: MW is a good explanation and makes
specific predictions. Copehagen is a bad explanation and makes no
predictions. MW wins.

Alan

I'm not interested in good or bad, rather true or false.



Tom



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Is the multiverse really real?
Date: August 14, 2011 at 10:22 AM

On 14 August 2011 14:27, tom.harrigan <tom.harrigan@gmail.com> wrote:

What is the most compelling evidence for the multiverse?

I'd recommend _The Fabric of Reality_ by David Deutsch chapter 2 for this.

A good read, but hardly evidence!

It strikes me
that if the multiverse isn't real (i.e. something like the Copenhagen
interpretation is correct), then realism is wrong, Popper is probably
wrong, and most of "The Beginning of Infinity" is without foundation.
So, I think it's quite an important question, not only for fans of
Prof. Deutsch, but also for our view of reality. Copenhagen and Many
Worlds seem to me to be almost completely opposite views of nature,
yet they are experimentally indistinguishable as far as I'm aware.

I need some convincing…

It's always possible to invent an unlimited number of bad explanations which 
copy the experimental predictions of good explanations (sometimes only 
about all past experiments ever done, sometimes also about future ones).

Is "Many Worlds" one of those bad explanations? How do you tell?

MW is not a bad explanation it's a good explanation. It explains the
results of many experiments. It is consistent and unambiguous. It fits
in well with other good explanations like the theory of computation.

It's a bad explanation if it causes you to believe in things that
aren't there.

And it's never possible to refute these things via experiment.



Is "Many Worlds" a bit like "God" in this respect?

MW can be refuted by experiment. Any experiment that tests quantum
mechanics tests MW.

MW is experimentally indistinguishable from the Copenhagen
interpretation or its modern descendants. MW doesn't make any any
predictions that are different from orthodox QM.

CI makes no predictions. The MW can't be experimentally
distinguishable from the CI because the CI is not experimentally
testable.

You should read Chapter 12 of BoI.

As for orthodox QM, most people use the SE and some rules of thumb.
Those rules of thumb are undesirable because they're not precise and
they lead to misunderstandings if taken literally as descriptions of
how the world works e.g. - non-locality.

As Deustch pointed out in FoR and BoI both, most false ideas *even in 
science* are rejected as bad explanations without testing. FoR gives the 
example of the claim that grass can cure colds.

Copenhagen is a bad explanation. (If you're unsure, I'd suggest trying to 
write the explanation in your own words and see if you can find a way to 
make it make sense.)

I don't have to. Heisenberg, Bohr, and other intellectual giants have
done far better than I ever could. QM calculates probabilities - end
of story. There is no realist explanation, and Popper is therefore
wrong. That's my point. If the multiverse is a fiction, science isn't
about explanation. If you accept the Copenhagen interpretation, then
you don't need dogma about what science is. Science is about
"progress", and what that is is undefined and ever-changing.

If there is no realist explanation of quantum mechanics, then QM makes
no predictions because it doesn't select a single measure on the space



of possible histories that will give us probabilities. Fortunately
there is a realist theory that involves taking QM seriously as an
explanation of how the world works: MW.

Quantum mechanics calculates probabilities, and only probabilities,
whatever interpretation you choose.

Predictions of a theory are explanations of what you should expect to
see under some set of circumstances if that theory is true. Without
explanations there are no predictions. For example, if I look up a
telescope, the telescope channels light in particular ways to produce
an image at the eyepiece. That light travels though the atmosphere
down to the ground before reaching the eyepiece. Now under some
circumstances the image at the eyepiece will not represent what is
happening in the real world. For example, if I park the telescope on
top of my barbecue while it is turned on the shimmering in the air
will distort the image.

Likewise in quantum mechanics the theory of what and what cannot be
measured relies on explanations of what is happening in the real world
to produce the observed probabilities and without good explanations
you can reach false conclusions, e.g. - the laws of physics are
non-local. Those explanations mention things other than probabilities,
like states and observables, not just probabilities.

You should read chapter 2 of BoI to understand measurements and
experiments better.

Copenhagen in my words basically says everything in MWI is real except 
stuff that will no longer have much effect on us personally. If we're not 
looking at it, then it doesn't exist! There's no experiment that can disprove 
that (if you count all types of measurements as looking). But it's very silly.

That is definitely not what Copenhagen theory says. Copenhagen
explicitly states that questions of reality at the quantum scale are
meaningless. So, I have to choose between my questions being
meaningless, or there being a hyper-multiverse of fungible particles
which experience all possible histories, but which can interfere,
particularly in quantum computers.



What that defines the quantum scale in Copenhagen? There are
macroscopic quantum systems - SQUIDs etc. There are small quantum
systems that we can observe. We can trap single atoms and manipulate
and measure them. So there doesn't seem to be a scale at which we
can't in principle do quantum mechanical experiments. There are
limitations on what we can do practically, but those will change with
advances in experimental techniques.

I don't think there is any "quantum scale" in the Copenhagen
interpretation, if by that you mean a scale above which the
Schrodinger equation does not apply. Decoherence does supply a natural
boundary where large object start behaving approximately classically
it seems.

Decoherence is a consequence of the SE. Some subsystems of the world
undergo decoherence as a consequence of the whole world obeying the
SE. So decoherence can be only be used as an explanation if you take
quantum mechanics as being universally true.

What's really going on is that we can only measure distinctively
quantum effects when different instances of a system remain fungible.
So we can explain when we see those phenomena by explaining the
circumstances under which that condition holds.

Here's a FoR ch2 summary I wrote previously:

- light comes in individual particles (photons)

- light is observed not to interfere with other light. you can shine a powerful 
laser through another powerful laser beam and neither is disrupted at all.

Copenhagen agrees.

 > - in the 2 slit experiment, opening up 2 new slits makes previously
illuminated areas go dark

Copenhagen/Many Worlds never disagree on experimental results.

Copenhagen doesn't predict anything. It's vague about what divides the



classical level from the quantum level and it doesn't explain what
those ideas entail. But the details of  what the theory predicts will
depend on those details, so the theory makes no predictions. Also, it
seems flatly inconsistent to say that both quantum and classical
physics are true and inconsistent theories make no predictions.

The modern version of Copenhagen ie Consistent Histories has all this
covered, plus no need for excess baggage.

Consistent histories isn't a version of Copenhagen as it relies on
quantum mechanical equations of motion being universally true, and on
quantum mechanics being comprehensible. Copenhagen explicitly denies
all of this, and so consistent histories can't be a version of
Copenhagen.

- the experiment can be repeated only shooting 1 photon at a time, with the 
same effect

So far so good...

- something apparently invisible goes through the extra slits to interfere with 
light and change its pattern. (keep in mind 'invisible' is not the ideal word, 
because we *can* detect this thing, via the 2 slit experiment)

In QM you only ever calculate probabilities. You might as well say
"wizards" go through the extra slits and conjure demons. Or should
that be multiwizards and fungidemons? In the end you have an equation.

The equations describe the evolution of different fungible versions of
objects. So if you take the equations seriously as a description of
the world then you get the multiverse.

In Copenhagen the equations(ie the state) represent an observer's
subjective knowledge of a system.

That doesn't make sense. There are no predictions of what you can
expect to see that don't explain what's going on in the real world to
produce the predictions.



- BTW, you could conceivably differ on that point, by saying the photons 
somehow know about, and react to, the other open slits, even though they 
never go over there. this would be non-local. and doesn't make sense. MWI 
doesn't say this, that's one of the ways it remains a local theory.

Copenhagen is local.

No, it's not. You're saying that the real things are expectation
values and experimental results. So if they're the only real things
then your stuck with trying to explain the results of experiments with
stochastic numbers: Bell's theorem tells us that trying to do this
leads to non-locality.

Bell's theorem specifically does not say that. It gives you the option
of realist or non-local. Copenhagen was never "realist" and always
"local".

No. You're misunderstanding Bell's theorem. What it actually states is
that if the real world is described by stochastic variables then it is
non-local if it . That has absolutely nothing to do with the
philosophical position of realism: the position that there is a real
world that exists even if some people think it doesn't. Now, either
you deny altogether that the world exists in which it is neither local
nor non-local, or you admit that it does exist, that whatever is going
on produces the same predictions as quantum mechanics and then you
find that the world must be non-local. Either way the CI is not local.

- through various means we can work out that the invisible interfering 
particles behave just like photons, except for being invisible to us

Or we can just do QM, in the Copenhagen interpretation and forget
about interfering fungiparticles.

- we can also work out that each invisible photon has its own corresponding 
atoms of other types, like the ones in the material making up the slits and 
the screen behind them, and any translucent covering we place on the slits. 
one reason they must is that our slit material doesn't get hot from being hit 



by many, many photons.

I don't understand this statement. I'll give it some thought.

- you can cut the extra 2 slits anywhere you want within the light beam, and 
the experiment still works, even 1 photon at a time. so the "invisible 
photons" must be arriving all over that area. so, there are lots of them.

All results of measurement are identical to those predicted by QM in
all interpretations.

No. Copenhagen and hidden variables make no predictions. Hidden
variables makes no predictions because there is no specific hidden
variables set of equations, so there can't be any specific
predictions. It seems unclear what predictions Bohm's theory makes
because its predictions are dependent on the initial distribution of
the particles and it's unclear how you could work out what the effects
are and what distribution you should start with.

I think you'll find that the _problem_ is that MW makes no
predictions.

The MW makes all the predictions entailed by the SE. The CI isn't even
consistent, so how can it make predictions?

so what we have is basically many, many "invisible" photons going through 
the slits, each with its own slits, its own screen, its own every type of atom.

so, MWI theory says, rather straightforwardly, that's what there is. that stuff 
all exists. and it's not fair to call those photons "invisible", because our 
photons are not privileged in some way -- ours are "invisible" to the other 
universes.

What you say, may be true. But why can't we distinguish between the
multiverse and the Copenhagen interpretation?

We can distinguish between them: MW is a good explanation and makes
specific predictions. Copehagen is a bad explanation and makes no



predictions. MW wins.

I'm not interested in good or bad, rather true or false.

If you're not a realist then you shouldn't have any interest in true
or false because there is no such thing as true or false according to
your theory.

And if you're interested in true and false you should be interested in
good and bad explanations as explained in FoR chapter 1.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is the multiverse really real?
Date: August 14, 2011 at 2:16 PM

On Aug 13, 2011, at 6:26 PM, tom.harrigan wrote:

On Aug 13, 10:16 pm, Elliot Temple <c...@curi.us> wrote:
On Aug 13, 2011, at 11:53 AM, tom.harrigan wrote:

What is the most compelling evidence for the multiverse?

I'd recommend _The Fabric of Reality_ by David Deutsch chapter 2 for this.

A good read, but hardly evidence!

It is an explanation/argument which makes reference to evidence.

Let's discuss the role of evidence.

Evidence never proves anything true. It's always consistent with many things.

Evidence has can be considered to have two roles:

1) evidence provides stuff that needs explaining -- e.g. we need a theory of 
physics which can explain the results of the experiment with 2 and 4 slits 
(described in FoR)

2) evidence can be used to criticize anything it's contradictory with

And we can also differentiate theories which could be refuted by evidence (such 
as MWI) and those that could not (such as Fruedian psychoanalysis).

On every count here, MWI is fine. It could be refuted by evidence. It has not been 
refuted by evidence. It explains the slit experiment.

As Deustch pointed out in FoR and BoI both, most false ideas *even in 



science* are rejected as bad explanations without testing. FoR gives the 
example of the claim that grass can cure colds.

Copenhagen is a bad explanation. (If you're unsure, I'd suggest trying to write 
the explanation in your own words and see if you can find a way to make it 
make sense.)

I don't have to. Heisenberg, Bohr, and other intellectual giants have
done far better than I ever could.

OK. Then borrow from them -- ideas and/or quotes -- and write it. Or post a cite if 
they have written a finished thing of this type which you believe is correct and 
which addresses issues like explaining the slit experiment.

Then we'll have some specific claims to discuss.

I don't think they've succeeded in this. You think something has succeeded. So, 
specify what it is and we can discuss it (e.g. consider if it's a good or bad 
explanation).

QM calculates probabilities - end
of story. There is no realist explanation, and Popper is therefore
wrong.

But MWI is a realist explanation. So what do you mean by saying there is no 
realist explanation?

If you think MWI is a bad explanation then please provide a criticism of it, e.g. a 
way it is easy to vary, a way it contradicts an experiment, a way its claims 
contradict each other, or some other flaw.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Is the multiverse really real?
Date: August 14, 2011 at 2:47 PM

Solipsism is "experimentally indistinguishable" from realism, but that
doesn't mean solipsism is just as good an explanation as realism.
Deutsch makes a big point of this. The Copenhagen interpretation,
according to Deutsch, is similar the Catholic church's response to
Galileo. That is, the Copenhagen interpretation explains quantum
phenomena just as though the multiverse exists, but then it fudges on
the ontological implications. Basically, they want to have their cake
and eat it too.



From: Andreas Waldenburger <maninmob@googlemail.com>
Subject: [BoI] [OT] Non-DRM EPUB version of the book?
Date: August 14, 2011 at 3:09 PM

Hi everyone, first post.

I've been reading good stuff about the book, and I want to buy it in EPUB
format.  However, I can't find an outlet that sells non-DRM versions.

I know this group is not meant to discuss such matters, and I don't want to
incite a prolonged discussion about any of this.  So I'll stress: If I
can't
buy the book in non-DRM format (preferably EPUB), I won't be buying it at
all
and that'll be the end of it.

Thanks,
/W



From: Westmiller@aol.com
Subject: [BoI] Re: Is the multiverse really real?
Date: August 14, 2011 at 3:16 PM

Elliot Temple writes:
... light is observed not to interfere with other light. you can  shine a

powerful laser through another powerful laser beam and neither is
disrupted at all.

The whole purpose of the two-slit experiment is to demonstrate that  light
interferes with light. There just isn't any known method of measuring the
effects of light intersection at perpendicular angles.

... one reason they must is that our slit material doesn't get  hot from
being hit by many, many photons.

I don't recall seeing any study asserting that photons have no
thermodynamic effect upon being absorbed by an opaque material,  including 
material
with slits. Link?

... it's not  fair to call those photons "invisible", because our photons
are not privileged  in some way -- ours are "invisible" to the other
universes.

I think it is fair to ask for an explanation of how and why they "chose" to
 evidence themselves in "our universe" only for the purpose of affecting
one  specific type of experiment, while otherwise being inscrutable or
"invisible".

Konrad Swart writes:
... If light moves through space, then why can space itself not  be the

medium?

Words have meanings, but many are abstractions. Space is merely the
distance between distinct objects. It's derived from reality, measuring  units
relative to some quasi-arbitrary reference length. As such, it says  nothing
about (intentionally ignores) whatever might occupy the  intervening distance.

The reality is that there are distinct objects that occupy different



locations (otherwise, there would only be only one object in the entire
universe). Space itself is an abstraction, not an object. It doesn't have any
characteristics beyond the relationship of the two selected objects.  Therefore,
(to my mind) it's foolish to talk about space itself being "curved"  or
having the "properties" of a medium. There may be inscrutable objects within
the space between two distinct objects which have properties, but they aren't
the properties of space itself.

Time is also an abstraction. It is merely a change in the relationship
between distinct objects (ie.: relative motion). The concept of time simply
allows us to assign intervals relative to some quasi-arbitrary reference
cycle. There's nothing sacrosanct about a "second", it's just a convenient
reference for quantifying changes in relative motion. If nothing was moving,
"time" would be nonsensical.

Bill



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Is the multiverse really real?
Date: August 14, 2011 at 3:28 PM

On Aug 14, 2011, at 12:16 PM, Westmiller@aol.com wrote:

Elliot Temple writes:
... light is observed not to interfere with other light. you can  shine a
powerful laser through another powerful laser beam and neither is
disrupted at all.

The whole purpose of the two-slit experiment is to demonstrate that  light
interferes with light. There just isn't any known method of measuring the
effects of light intersection at perpendicular angles.

Photons (light) cannot interfere with other photons (light).

The slit experiment can be done with *one single photon at a time*.

The interference is not different photons interfering with each other, but quantum 
interference, which is explained in BoI and has to do with fungible instances of a 
particle becoming different and then becoming fungible again.

... one reason they must is that our slit material doesn't get  hot from
being hit by many, many photons.

I don't recall seeing any study asserting that photons have no
thermodynamic effect upon being absorbed by an opaque material,  including 
material
with slits. Link?

If you read _The Fabric of Reality_ chapter 2, which this was summarizing, then 
you would find the details of what it meant.

The point is that if all the photons from all the different universes were hitting 
*one* copy of the opaque material (if only the photons were multiversal and not 
the material) then it would vaporize from all that heat. But it doesn't get that hot. 
Therefore the opaque material is also multiversal.



... it's not  fair to call those photons "invisible", because our photons
are not privileged  in some way -- ours are "invisible" to the other
universes.

I think it is fair to ask for an explanation of how and why they "chose" to
evidence themselves in "our universe" only for the purpose of affecting
one  specific type of experiment, while otherwise being inscrutable or
"invisible".

Photons do not choose anything. Quantum interference does not show up only in 
one specific type of experiment. The slit experiment is just one example.

Quantum physics is also the explanation for why light "bends" in water, and for 
some mirages (you can see blue on the ground because photons from the sky go 
under you near the hot ground then back up to your eyes). Quantum physics is 
also necessary for explaining the stability of atoms and a variety of other things. 
You can learn about some of these things in Richard Feynman's book _QED: The 
Strange Theory of Light and Matter_

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] Re: Is the multiverse really real?
Date: August 14, 2011 at 5:09 PM

From: Westmiller@aol.com
Sent: Sunday, August 14, 2011 3:16 PM

Konrad Swart writes:
... If light moves through space, then why can space itself not be the medium?

Westmiller@aol.com writes:

Words have meanings, but many are abstractions. Space is merely the distance 
between distinct objects. It's derived from reality, measuring units relative to 
some quasi-arbitrary reference length.

What you say (also below) makes sense to me. Question: How do you determine 
if something is reality (vs. not reality, or abstraction). Would you say that space, in 
being an abstraction, is not reality? If there were no space, there would be no 
objects either, which is why I think space does have reality, in some sense; 
objects require space. Do you agree with Wikipedia (first part): [Reality is the 
state of things as they actually exist, rather than as they may appear or might be 
imagined.]

As such, it says nothing about (intentionally ignores) whatever might occupy the 
intervening distance. The reality is that there are distinct objects that occupy 
different locations (otherwise, there would only be only one object in the entire 
universe). Space itself is an abstraction, not an object. It doesn't have any 
characteristics beyond the relationship of the two selected objects. Therefore, 
(to my mind) it's foolish to talk about space itself being "curved" or having the 
"properties" of a medium. There may be inscrutable objects within the space 
between two distinct objects which have properties, but they aren't the 
properties of space itself. Time is also an abstraction. It is merely a change in 
the relationship between distinct objects (ie.: relative motion). The concept of 
time simply allows us to assign intervals relative to some quasi-arbitrary 
reference cycle. There's nothing sacrosanct about a "second", it's just a 
convenient reference for quantifying changes in relative motion. If nothing was 
moving, "time" would be nonsensical.

Time has been called an emergent property. Makes sense: before the time that 



there were at least two objects that moved relative to each other, time would be 
meaningless.

Bill



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Is the multiverse really real?
Date: August 14, 2011 at 5:44 PM

On Aug 14, 3:22 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 14 August 2011 14:27, tom.harrigan <tom.harri...@gmail.com> wrote:

What is the most compelling evidence for the multiverse?

I'd recommend _The Fabric of Reality_ by David Deutsch chapter 2 for 
this.

A good read, but hardly evidence!

It strikes me
that if the multiverse isn't real (i.e. something like the Copenhagen
interpretation is correct), then realism is wrong, Popper is probably
wrong, and most of "The Beginning of Infinity" is without foundation.
So, I think it's quite an important question, not only for fans of
Prof. Deutsch, but also for our view of reality. Copenhagen and Many
Worlds seem to me to be almost completely opposite views of nature,
yet they are experimentally indistinguishable as far as I'm aware.

I need some convincing…

It's always possible to invent an unlimited number of bad explanations 
which copy the experimental predictions of good explanations (sometimes 
only about all past experiments ever done, sometimes also about future 
ones).

Is "Many Worlds" one of those bad explanations? How do you tell?

MW is not a bad explanation it's a good explanation. It explains the
results of many experiments. It is consistent and unambiguous. It fits
in well with other good explanations like the theory of computation.



It's a bad explanation if it causes you to believe in things that
aren't there.

And it's never possible to refute these things via experiment.

Is "Many Worlds" a bit like "God" in this respect?

MW can be refuted by experiment. Any experiment that tests quantum
mechanics tests MW.

MW is experimentally indistinguishable from the Copenhagen
interpretation or its modern descendants. MW doesn't make any any
predictions that are different from orthodox QM.

CI makes no predictions. The MW can't be experimentally
distinguishable from the CI because the CI is not experimentally
testable.

You should read Chapter 12 of BoI.

As for orthodox QM, most people use the SE and some rules of thumb.
Those rules of thumb are undesirable because they're not precise and
they lead to misunderstandings if taken literally as descriptions of
how the world works e.g. - non-locality.

As Deustch pointed out in FoR and BoI both, most false ideas *even in 
science* are rejected as bad explanations without testing. FoR gives the 
example of the claim that grass can cure colds.

Copenhagen is a bad explanation. (If you're unsure, I'd suggest trying to 
write the explanation in your own words and see if you can find a way to 
make it make sense.)

I don't have to. Heisenberg, Bohr, and other intellectual giants have
done far better than I ever could. QM calculates probabilities - end
of story. There is no realist explanation, and Popper is therefore
wrong. That's my point. If the multiverse is a fiction, science isn't



about explanation. If you accept the Copenhagen interpretation, then
you don't need dogma about what science is. Science is about
"progress", and what that is is undefined and ever-changing.

If there is no realist explanation of quantum mechanics, then QM makes
no predictions because it doesn't select a single measure on the space
of possible histories that will give us probabilities. Fortunately
there is a realist theory that involves taking QM seriously as an
explanation of how the world works: MW.

Quantum mechanics calculates probabilities, and only probabilities,
whatever interpretation you choose.

Predictions of a theory are explanations of what you should expect to
see under some set of circumstances if that theory is true. Without
explanations there are no predictions. For example, if I look up a
telescope, the telescope channels light in particular ways to produce
an image at the eyepiece. That light travels though the atmosphere
down to the ground before reaching the eyepiece. Now under some
circumstances the image at the eyepiece will not represent what is
happening in the real world. For example, if I park the telescope on
top of my barbecue while it is turned on the shimmering in the air
will distort the image.

Likewise in quantum mechanics the theory of what and what cannot be
measured relies on explanations of what is happening in the real world
to produce the observed probabilities and without good explanations
you can reach false conclusions, e.g. - the laws of physics are
non-local. Those explanations mention things other than probabilities,
like states and observables, not just probabilities.

You should read chapter 2 of BoI to understand measurements and
experiments better.

Copenhagen in my words basically says everything in MWI is real except 
stuff that will no longer have much effect on us personally. If we're not 
looking at it, then it doesn't exist! There's no experiment that can disprove 
that (if you count all types of measurements as looking). But it's very silly.



That is definitely not what Copenhagen theory says. Copenhagen
explicitly states that questions of reality at the quantum scale are
meaningless. So, I have to choose between my questions being
meaningless, or there being a hyper-multiverse of fungible particles
which experience all possible histories, but which can interfere,
particularly in quantum computers.

What that defines the quantum scale in Copenhagen? There are
macroscopic quantum systems - SQUIDs etc. There are small quantum
systems that we can observe. We can trap single atoms and manipulate
and measure them. So there doesn't seem to be a scale at which we
can't in principle do quantum mechanical experiments. There are
limitations on what we can do practically, but those will change with
advances in experimental techniques.

I don't think there is any "quantum scale" in the Copenhagen
interpretation, if by that you mean a scale above which the
Schrodinger equation does not apply. Decoherence does supply a natural
boundary where large object start behaving approximately classically
it seems.

Decoherence is a consequence of the SE. Some subsystems of the world
undergo decoherence as a consequence of the whole world obeying the
SE. So decoherence can be only be used as an explanation if you take
quantum mechanics as being universally true.

What's really going on is that we can only measure distinctively
quantum effects when different instances of a system remain fungible.
So we can explain when we see those phenomena by explaining the
circumstances under which that condition holds.

Here's a FoR ch2 summary I wrote previously:

- light comes in individual particles (photons)

- light is observed not to interfere with other light. you can shine a powerful 



laser through another powerful laser beam and neither is disrupted at all.

Copenhagen agrees.

 > - in the 2 slit experiment, opening up 2 new slits makes previously
illuminated areas go dark

Copenhagen/Many Worlds never disagree on experimental results.

Copenhagen doesn't predict anything. It's vague about what divides the
classical level from the quantum level and it doesn't explain what
those ideas entail. But the details of  what the theory predicts will
depend on those details, so the theory makes no predictions. Also, it
seems flatly inconsistent to say that both quantum and classical
physics are true and inconsistent theories make no predictions.

The modern version of Copenhagen ie Consistent Histories has all this
covered, plus no need for excess baggage.

Consistent histories isn't a version of Copenhagen as it relies on
quantum mechanical equations of motion being universally true, and on
quantum mechanics being comprehensible. Copenhagen explicitly denies
all of this, and so consistent histories can't be a version of
Copenhagen.

- the experiment can be repeated only shooting 1 photon at a time, with 
the same effect

So far so good...

- something apparently invisible goes through the extra slits to interfere 
with light and change its pattern. (keep in mind 'invisible' is not the ideal 
word, because we *can* detect this thing, via the 2 slit experiment)

In QM you only ever calculate probabilities. You might as well say
"wizards" go through the extra slits and conjure demons. Or should



that be multiwizards and fungidemons? In the end you have an equation.

The equations describe the evolution of different fungible versions of
objects. So if you take the equations seriously as a description of
the world then you get the multiverse.

In Copenhagen the equations(ie the state) represent an observer's
subjective knowledge of a system.

That doesn't make sense. There are no predictions of what you can
expect to see that don't explain what's going on in the real world to
produce the predictions.

- BTW, you could conceivably differ on that point, by saying the photons 
somehow know about, and react to, the other open slits, even though they 
never go over there. this would be non-local. and doesn't make sense. 
MWI doesn't say this, that's one of the ways it remains a local theory.

Copenhagen is local.

No, it's not. You're saying that the real things are expectation
values and experimental results. So if they're the only real things
then your stuck with trying to explain the results of experiments with
stochastic numbers: Bell's theorem tells us that trying to do this
leads to non-locality.

Bell's theorem specifically does not say that. It gives you the option
of realist or non-local. Copenhagen was never "realist" and always
"local".

No. You're misunderstanding Bell's theorem. What it actually states is
that if the real world is described by stochastic variables then it is
non-local if it . ...

read more »



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Is the multiverse really real?
Date: August 14, 2011 at 5:45 PM

On Aug 14, 3:22 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

CI makes no predictions. The MW can't be experimentally
distinguishable from the CI because the CI is not experimentally
testable.

OK so, neither CI or MW make predictions. They describe what you are
doing when you are doing QM. CI says you are calculating probabilities
(which is precisely what you are doing), so does MW. CI characterises
these probabilities as subjective, whereas in MW they really are a
proportioning of an uncountably infinite multiverse.

As for orthodox QM, most people use the SE and some rules of thumb.
Those rules of thumb are undesirable because they're not precise and
they lead to misunderstandings if taken literally as descriptions of
how the world works e.g. - non-locality.

CI and its successors are local.

Quantum mechanics calculates probabilities, and only probabilities,
whatever interpretation you choose.

Predictions of a theory are explanations of what you should expect to
see under some set of circumstances if that theory is true. Without
explanations there are no predictions.

I'm not interested in dogma.



Likewise in quantum mechanics the theory of what and what cannot be
measured relies on explanations of what is happening in the real world
to produce the observed probabilities and without good explanations
you can reach false conclusions, e.g. - the laws of physics are
non-local. Those explanations mention things other than probabilities,
like states and observables, not just probabilities.

Alternatively, QM states that certain questions are meaningless and
the laws of physics are local.

What that defines the quantum scale in Copenhagen? There are
macroscopic quantum systems - SQUIDs etc. There are small quantum
systems that we can observe. We can trap single atoms and manipulate
and measure them. So there doesn't seem to be a scale at which we
can't in principle do quantum mechanical experiments. There are
limitations on what we can do practically, but those will change with
advances in experimental techniques.

I don't think there is any "quantum scale" in the Copenhagen
interpretation, if by that you mean a scale above which the
Schrodinger equation does not apply. Decoherence does supply a natural
boundary where large object start behaving approximately classically
it seems.

Decoherence is a consequence of the SE. Some subsystems of the world
undergo decoherence as a consequence of the whole world obeying the
SE. So decoherence can be only be used as an explanation if you take
quantum mechanics as being universally true.

Decoherence is a consequence of interaction with the environment.

Consistent histories isn't a version of Copenhagen as it relies on
quantum mechanical equations of motion being universally true, and on
quantum mechanics being comprehensible. Copenhagen explicitly denies
all of this, and so consistent histories can't be a version of
Copenhagen.



You can argue with Wikipedia on that one.

In Copenhagen the equations(ie the state) represent an observer's
subjective knowledge of a system.

That doesn't make sense. There are no predictions of what you can
expect to see that don't explain what's going on in the real world to
produce the predictions.

Yes there are, it's called quantum mechanics.

Copenhagen is local.

No, it's not. You're saying that the real things are expectation
values and experimental results. So if they're the only real things
then your stuck with trying to explain the results of experiments with
stochastic numbers: Bell's theorem tells us that trying to do this
leads to non-locality.

Bell's theorem specifically does not say that. It gives you the option
of realist or non-local. Copenhagen was never "realist" and always
"local".

No. You're misunderstanding Bell's theorem. What it actually states is
that if the real world is described by stochastic variables then it is
non-local if it . That has absolutely nothing to do with the
philosophical position of realism: the position that there is a real
world that exists even if some people think it doesn't. Now, either
you deny altogether that the world exists in which it is neither local
nor non-local, or you admit that it does exist, that whatever is going
on produces the same predictions as quantum mechanics and then you
find that the world must be non-local. Either way the CI is not local.



CI is local, non-realist, and Bells theorem says that's OK. Since 1926
it has been known that only probabilities can be predicted, and it is
meaningless to ask questions of the "real" value of observables before
they are measured.

Tom



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Is the multiverse really real?
Date: August 14, 2011 at 7:27 PM

On 14 August 2011 22:45, tom.harrigan <tom.harrigan@gmail.com> wrote:
On Aug 14, 3:22 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

CI makes no predictions. The MW can't be experimentally
distinguishable from the CI because the CI is not experimentally
testable.

OK so, neither CI or MW make predictions. They describe what you are
doing when you are doing QM. CI says you are calculating probabilities
(which is precisely what you are doing), so does MW. CI characterises
these probabilities as subjective, whereas in MW they really are a
proportioning of an uncountably infinite multiverse.

MW makes predictions: that is, it makes the same predictions as the
SE. CI says the SE holds and doesn't hold, and so is inconsistent.
Inconsistent theories make no predictions. Also it has no explanation
of where the SE holds and where it doesn't hold, so it's vague.

As for orthodox QM, most people use the SE and some rules of thumb.
Those rules of thumb are undesirable because they're not precise and
they lead to misunderstandings if taken literally as descriptions of
how the world works e.g. - non-locality.

CI and its successors are local.

Quantum mechanics calculates probabilities, and only probabilities,
whatever interpretation you choose.

Predictions of a theory are explanations of what you should expect to
see under some set of circumstances if that theory is true. Without
explanations there are no predictions.



I'm not interested in dogma.

What does this comment mean?

Likewise in quantum mechanics the theory of what and what cannot be
measured relies on explanations of what is happening in the real world
to produce the observed probabilities and without good explanations
you can reach false conclusions, e.g. - the laws of physics are
non-local. Those explanations mention things other than probabilities,
like states and observables, not just probabilities.

Alternatively, QM states that certain questions are meaningless and
the laws of physics are local.

That's not what QM implies. You seem to be confused between what
advocates of the CI and what is actually true.

What that defines the quantum scale in Copenhagen? There are
macroscopic quantum systems - SQUIDs etc. There are small quantum
systems that we can observe. We can trap single atoms and manipulate
and measure them. So there doesn't seem to be a scale at which we
can't in principle do quantum mechanical experiments. There are
limitations on what we can do practically, but those will change with
advances in experimental techniques.

I don't think there is any "quantum scale" in the Copenhagen
interpretation, if by that you mean a scale above which the
Schrodinger equation does not apply. Decoherence does supply a natural
boundary where large object start behaving approximately classically
it seems.

Decoherence is a consequence of the SE. Some subsystems of the world
undergo decoherence as a consequence of the whole world obeying the
SE. So decoherence can be only be used as an explanation if you take
quantum mechanics as being universally true.

Decoherence is a consequence of interaction with the environment.



An interaction governed by the SE.

Consistent histories isn't a version of Copenhagen as it relies on
quantum mechanical equations of motion being universally true, and on
quantum mechanics being comprehensible. Copenhagen explicitly denies
all of this, and so consistent histories can't be a version of
Copenhagen.

You can argue with Wikipedia on that one.

So you're not interested in argument?

In Copenhagen the equations(ie the state) represent an observer's
subjective knowledge of a system.

That doesn't make sense. There are no predictions of what you can
expect to see that don't explain what's going on in the real world to
produce the predictions.

Yes there are, it's called quantum mechanics.

No there aren't. QM states that what happens in the real world is
governed by the SE.

Copenhagen is local.

No, it's not. You're saying that the real things are expectation
values and experimental results. So if they're the only real things
then your stuck with trying to explain the results of experiments with
stochastic numbers: Bell's theorem tells us that trying to do this
leads to non-locality.

Bell's theorem specifically does not say that. It gives you the option
of realist or non-local. Copenhagen was never "realist" and always
"local".

No. You're misunderstanding Bell's theorem. What it actually states is
that if the real world is described by stochastic variables then it is



non-local if it . That has absolutely nothing to do with the
philosophical position of realism: the position that there is a real
world that exists even if some people think it doesn't. Now, either
you deny altogether that the world exists in which it is neither local
nor non-local, or you admit that it does exist, that whatever is going
on produces the same predictions as quantum mechanics and then you
find that the world must be non-local. Either way the CI is not local.

CI is local, non-realist, and Bells theorem says that's OK. Since 1926
it has been known that only probabilities can be predicted, and it is
meaningless to ask questions of the "real" value of observables before
they are measured.

No. You don't seem to understand the content of the proof. Bell's
theorem assumes that the results of measurements are described by
stochastic variables and that the results of those measurements can
only affect one another locally and derives a contradiction with QM.
So even if you're only talking about the results of measurements the
theory is still non-local.

Alan



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Is the multiverse really real?
Date: August 14, 2011 at 8:21 PM

On Aug 14, 2011, at 2:45 PM, tom.harrigan wrote:

On Aug 14, 3:22 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Predictions of a theory are explanations of what you should expect to
see under some set of circumstances if that theory is true. Without
explanations there are no predictions.

I'm not interested in dogma.

How is that dogma?

Jordan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: Mental Illness; Bedtimes; Principles
Date: August 15, 2011 at 3:59 AM

On Aug 12, 2011, at 9:42 PM, Elliot Temple wrote:

The parallel is that in both cases the issue is the thing itself. The mental illness 
"symptoms" are the "illness" itself. And the not going to bed at "bedtime" is the 
"problem" itself.

And also: it's not so much the *consequences* of the "mental illness symptoms" 
(deviant behaviors) that people care about. It's the behaviors themselves, as a 
matter of principle, never mind the actual results.

In Atlas Shrugged, the Galt speech:

Destruction is the only end that the mystics' creed has ever achieved, as it is the 
only end that you see them achieving today, and if the ravages wrought by their 
acts have not made them question their doctrines, if they profess to be moved 
by love, yet are not deterred by piles of human corpses, it is because the truth 
about their souls is worse than the obscene excuse you have allowed them, the 
excuse that the end justifies the means and that the horrors they practice are 
means to nobler ends. The truth is that those horrors are their ends.

This is another parallel.

The "symptoms" *are* the "illness". The "means" *are* the "ends".

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Cc: taking-children-seriously@googlegroups.com
Subject: [BoI] Shielding; Natural Consequences
Date: August 15, 2011 at 4:00 AM

_Atlas Shrugged_ (AS) by Ayn Rand and Taking Children Seriously (TCS) have 
major themes which appear to be in conflict, and each of which individually 
seems to make sense.

I want to analyze and clarify this.

The theme of AS that I have in mind is that good should not prop up evil and save 
evil from itself. Immorality has consequences, and evil self destructs. If good 
people fix the problems evil causes, then they are allowing evil to survive when it 
could not survive on its own.

For example, the Galt speech says:

"We, who were the living buffers between you and the nature of your creed, are 
no longer there to save you from the effects of your chosen beliefs. We are no 
longer willing to pay with our lives the debts you incurred in yours or the moral 
deficit piled up by all the generations behind you. You had been living on 
borrowed time — and I am the man who has called in the loan.

And Francisco talks about Rearden being the guiltiest man in the room. And there 
is the repeated theme about how the good guys say, "You can't do X. It will 
destroy the railroad (or whatever else)! That's not how life works." And the bad 
guys say, "I want it. You'll find a way. You always make my desires work."

There's even the part where James Taggart tells Dagny she was mistaken to 
predict the law shutting down the Phoenix-Durango railroad in Colorado would 
lead to disaster. It would have except that Dagny built the John Galt line and 
averted her own foreseen disaster.

So, makes sense, right? Don't save evil.

The theme of TCS that I have in mind is that there is no such thing as "natural 
consequences". "Natural consequences" are actually artificial consequences: 
punishments chosen and imposed by parents.



An example of a "natural consequence" is that if a child does not wake up on time 
to take the bus to the school he does not wish to attend, then rather than drive 
the child the school the parent forces the child to walk.

That is an arbitrary and artificial consequence. Why is the consequence of 
missing the bus to walk? Why isn't the consequence to use a car? A taxi if the 
parent is busy. Or why isn't it to stay home that day? Isn't it natural that if you 
miss a bus you would find the most convenient alternative? Which might be to 
use a car, or to cancel your outing. But would not be to walk unless you wanted 
to. Choosing the most pleasing remaining option is what adults would do, but not 
what they force sometimes force on children. Walking to school is a punishment, 
not a "natural consequence.

Another example is if a child spends his "allowance" and then wants to buy 
something, the "natural consequence" is that he be forced to wait. But what's 
natural about any of this? It's not what is natural for adults who don't subsist on 
tiny allowances, don't have laws against their being allowed to have jobs, and do 
have access to credit. Having to wait is an artificial punishment.

So TCS has a good point here in exposing a fraud.

Now, what do these themes of AS and TCS have to do with each other?

One could say the following: evil has (bad) natural consequences and shielding a 
child from those consequences would be propping up evil and allowing it to exist, 
contrary to AS. One could further say that missing a bus and spending ones' 
allowance are not evil, but in other cases, at least in theory, a child might actually 
be evil.

One important fact is that suffering is not educational. If a child does something 
immoral, letting him suffer consequences will not help him learn anything. He's 
just as capable of understanding (or not) the relevant explanations if he does not 
suffer.

If a stranger is evil, that is not your responsibility. And if you choose to take on 
that particular problem as your responsibility, in preference to helping a good 
person, that is wrong of you.



If your own child is evil, that *is* your responsibility. In general, you the parent 
*caused* it. But even if you didn't and were just negligent -- or even if you did 
nothing wrong -- it's *still* your responsibility to help your child with this problem.

Shielding a child from the suffering that his evil would cause him is one step in 
helping him improve. It gives him a reprieve -- a chance to think and learn instead 
of spending his time being hurt. And it helps make his life better, which is what 
parents should be doing in general.

The AS attitude is to let evil die, pretty literally. Leave it alone until it ceases to 
exist. But it's not a natural consequence of a child making moral mistakes that his 
parent leaves him alone until he dies (or reforms on his own). That'd be a 
punishment. A parent should help him reform, and help his life be nice, both.

BoI explains that problems and mistakes are inevitable (which must include moral 
mistakes). And the solution is knowledge (not consequences).

I think if it was free and harmless, there'd be no reason not to prop up all evil -- to 
protect it from itself.

But of course in real life it's not free. In AS the support of evil is at great cost to 
the heroes like Dagny Tagger and Hank Rearden. And the evil people use force 
against innocents. One definitely must prevent evil from harming others *before* 
saving it. First protect the victims and disarm the evil.

In AS, they leave first and foremost to protect themselves: so that nothing they 
produce will be taken from them.

No people are fully evil. They are mixed, and capable of learning new things and 
solving problems. So it'd be nice to help them, but not at the cost of self sacrifice. 
Helping one's own child, of course, it not a sacrifice but a freely chosen 
responsibility that a parent *wanted to have*.

With one's child, the responsibility to protect victims remains. If one's child gets a 



gun, *first* prevent him shooting anyone and *second* help him avoid legal 
trouble, not vice versa.

A reader of AS might fear to "sanction" a child waking up later than the parent 
prefers. But what's immoral about sleeping? But on the other hand, one must not 
sanction genuine immorality in one's child. State one's objections to the extent 
one's child is interested. And in extreme cases, protect any victims. But do not 
force one's child for "his own benefit" -- force is not a benefit and is not 
educational. Ideas are what's educational. If a child "doesn't listen" then get better 
ideas so he has more reason to listen, and stop mistreating and thus alienating 
him.

The reason that "natural consequences" are artificial punishments when parents 
do them is that the parents have a responsibility to intervene. What they are really 
doing is selectively withholding standard help, and selectively refusing to meet 
their own obligations, and calling this the "natural" consequence of the child doing 
something the parent considers misbehavior. Because it is the parent's business, 
standing aside is not neutral.

But with strangers, with no obligations involved, standing aside is neutral and so 
is not an artificial punishment.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Westmiller@aol.com
Subject: [BoI] Re: Is the multiverse really real?
Date: August 15, 2011 at 4:14 AM

Elliot Temple writes:
... Photons (light) cannot interfere with other photons (light).

They don't create an interference pattern, because perpendicular beams are
(by definition) not in phase. However, that doesn't mean that they don't
interfere (in the sense of interact) with each other. We just don't have a
means  of measuring the consequence of that kind of interaction.

The slit experiment can be done with *one single photon at a  time*.

Correct. Which means that photon A is interfering with photon A. If  photon
A can interact with photon A, then photon A can interact with photon  B.
It's just very difficult (maybe impossible) to get two separate photons in
phase, such that they create an interference pattern.

... has  to do with fungible instances of a particle becoming different
and then becoming  fungible again.

Fungible is an interesting word. In finance, it simply means that  two
objects have exactly the same referents, so they are interchangeable:  one
dollar can be exchanged for another without effect on the  monetary value in 
hand.

Your description of MWI suggests that an object loses its fungibility for
some duration, then regains it. However, an object only becomes
non-fungible when it loses it's referents (e.g.: you burn a dollar bill). It  isn't
clear to me how an object that has lost its primary referents can regain  them.
Loss of fungibility seems to me an irreversible condition.

Or ... I'm not sure which ... WMI suggests that an object in World A is
interchangeable with an object in World B ... which would imply that it has
the  same referents in both Worlds (i.e.: it is fungible between Worlds). This
case  doesn't seem to be a correct use of "fungible", because the two
Worlds have  different referents, by definition (one is scrutable and the  other
not).



I'm not trying to do a semantic tease, but to ask which description is
favored by the MWI being proposed. An explanation of the first case would have
to propose a method whereby an object can lose, then re-acquire,
fungibility (at just the propitious time to make the two-slit experiment work).  In
this case, the explanation would need to propose a method whereby an  object
"knows" when to change referents.

... The point is that if all the photons from all the different
universes were hitting *one* copy of the opaque material (if only the photons  
were
multiversal and not the material) then it would vaporize from all that
heat. But it doesn't get that hot. Therefore the opaque material is also
multiversal.

So, there is a thermodynamic effect, it just isn't consistent with
*double* the energy of the World A + World B photons. But, it strikes me as a
magic number trick to say that it isn't double because there are double the
number of atoms being hit in the World A + World B material. In other words,
the  effect is exactly the same as if the photon and the material were only in
 World A.

... Quantum interference does not show up only in one specific  type of
experiment. The slit experiment is just one example... Quantum physics  is
also the explanation for why light "bends" in water, and for some mirages
(you can see blue on the ground ...

Refraction characteristics are well explained by a change in the speed of
various light frequencies, so I'm not sure why a quantum characterization is
 useful. I'm aware of the other aspects of quantum theory, but I'm not sure
that  any of them require an MWI to enhance the explanation.

Bill



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Is the multiverse really real?
Date: August 15, 2011 at 5:05 AM

On Aug 15, 12:27 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 14 August 2011 22:45, tom.harrigan <tom.harri...@gmail.com> wrote:

On Aug 14, 3:22 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

CI makes no predictions. The MW can't be experimentally
distinguishable from the CI because the CI is not experimentally
testable.

OK so, neither CI or MW make predictions. They describe what you are
doing when you are doing QM. CI says you are calculating probabilities
(which is precisely what you are doing), so does MW. CI characterises
these probabilities as subjective, whereas in MW they really are a
proportioning of an uncountably infinite multiverse.

MW makes predictions: that is, it makes the same predictions as the
SE. CI says the SE holds and doesn't hold, and so is inconsistent.
Inconsistent theories make no predictions. Also it has no explanation
of where the SE holds and where it doesn't hold, so it's vague.

That is simply not true. I don't see the point of misrepresenting CI.
Decoherence explains the emergence of the classical world (ie. when
classical logic becomes a good approximation) in both MW and CI. It
was called the "Correspondence Principle" before all the details were
worked out.

As for orthodox QM, most people use the SE and some rules of thumb.
Those rules of thumb are undesirable because they're not precise and
they lead to misunderstandings if taken literally as descriptions of
how the world works e.g. - non-locality.



CI and its successors are local.

Quantum mechanics calculates probabilities, and only probabilities,
whatever interpretation you choose.

Predictions of a theory are explanations of what you should expect to
see under some set of circumstances if that theory is true. Without
explanations there are no predictions.

I'm not interested in dogma.

What does this comment mean?

It means that I'm not interested in religious doctrine.

Likewise in quantum mechanics the theory of what and what cannot be
measured relies on explanations of what is happening in the real world
to produce the observed probabilities and without good explanations
you can reach false conclusions, e.g. - the laws of physics are
non-local. Those explanations mention things other than probabilities,
like states and observables, not just probabilities.

Alternatively, QM states that certain questions are meaningless and
the laws of physics are local.

That's not what QM implies. You seem to be confused between what
advocates of the CI and what is actually true.

I hate cutting-and-pasting from Wikipedia, but for the benefit of
others reading this post who are not aware that your arguments are
based on repeated misrepresentations of CI:

Fom the article on "Counterfactual Definiteness" - "[CFD] is not
present in interpretations such as the Copenhagen interpretation and
its modern refinements, which regard the measured values as resulting



from both the system being measured and the measuring apparatus, and
regard the system as being INDEFINABLE in the absence of an
interaction between the two."

So, questions about the state of the system without interaction with
decohered objects is meaningless.

In CI, measurements are "real", the state of a system is subjective.

What that defines the quantum scale in Copenhagen? There are
macroscopic quantum systems - SQUIDs etc. There are small quantum
systems that we can observe. We can trap single atoms and manipulate
and measure them. So there doesn't seem to be a scale at which we
can't in principle do quantum mechanical experiments. There are
limitations on what we can do practically, but those will change with
advances in experimental techniques.

I don't think there is any "quantum scale" in the Copenhagen
interpretation, if by that you mean a scale above which the
Schrodinger equation does not apply. Decoherence does supply a natural
boundary where large object start behaving approximately classically
it seems.

Decoherence is a consequence of the SE. Some subsystems of the world
undergo decoherence as a consequence of the whole world obeying the
SE. So decoherence can be only be used as an explanation if you take
quantum mechanics as being universally true.

Decoherence is a consequence of interaction with the environment.

An interaction governed by the SE.

At least we both agree that decoherence (ie interaction with the
environment) is what makes systems appear classical.

Consistent histories isn't a version of Copenhagen as it relies on
quantum mechanical equations of motion being universally true, and on



quantum mechanics being comprehensible. Copenhagen explicitly denies
all of this, and so consistent histories can't be a version of
Copenhagen.

You can argue with Wikipedia on that one.

So you're not interested in argument?

"In quantum mechanics, the consistent histories approach is intended
to give a modern interpretation of quantum mechanics, generalising the
conventional Copenhagen interpretation..."

You know where the above quote came from?

In Copenhagen the equations(ie the state) represent an observer's
subjective knowledge of a system.

That doesn't make sense. There are no predictions of what you can
expect to see that don't explain what's going on in the real world to
produce the predictions.

Yes there are, it's called quantum mechanics.

No there aren't. QM states that what happens in the real world is
governed by the SE.

In CI, the evolution of our subjective knowledge is governed by
equations we all agree upon. From this equation we calculate
probabilities. The wavefunction is not a real. It's an object in 3N
configuration space.

Copenhagen is local.

No, it's not. You're saying that the real things are expectation
values and experimental results. So if they're the only real things



then your stuck with trying to explain the results of experiments with
stochastic numbers: Bell's theorem tells us that trying to do this
leads to non-locality.

Bell's theorem specifically does not say that. It gives you the option
of realist or non-local. Copenhagen was never "realist" and always
"local".

No. You're misunderstanding Bell's theorem. What it actually states is
that if the real world is described by stochastic variables then it is
non-local if it . That has absolutely nothing to do with the
philosophical position of realism: the position that there is a real
world that exists even if some people think it doesn't. Now, either
you deny altogether that the world exists in which it is neither local
nor non-local, or you admit that it does exist, that whatever is going
on produces the same predictions as quantum mechanics and then you
find that the world must be non-local. Either way the CI is not local.

CI is local, non-realist, and Bells theorem says that's OK. Since 1926
it has been known that only probabilities can be predicted, and it is
meaningless to ask questions of the "real" value of observables before
they are measured.

No. You don't seem to understand the content of the proof. Bell's
theorem assumes that the results of measurements are described by
stochastic variables and that the results of those measurements can
only affect one another locally and derives a contradiction with QM.
So even if you're only talking about the results of measurements the
theory is still non-local.

Bell's theorem (+EPR if you like) proves that quantum physics must
necessarily violate either the principle of locality or counterfactual
definiteness. CI abandons realism, and demands locality.

What in heaven's name would be the point of a theory that was both non-
local and non-realist? It's a bit ridiculous to suggest that
Heisenberg, Bohr, von Neumann, Born, Dirac etc. were not fully aware
of special relativity!



Tom



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Is the multiverse really real?
Date: August 15, 2011 at 5:44 AM

I've no idea about the Catholic Church's view on this matter, but I am
aware that they believe in unseen things for which there is no
evidence.

On Aug 14, 7:47 pm, Lee Kelly <leethe...@gmail.com> wrote:
Solipsism is "experimentally indistinguishable" from realism, but that
doesn't mean solipsism is just as good an explanation as realism.
Deutsch makes a big point of this. The Copenhagen interpretation,
according to Deutsch, is similar the Catholic church's response to
Galileo. That is, the Copenhagen interpretation explains quantum
phenomena just as though the multiverse exists, but then it fudges on
the ontological implications. Basically, they want to have their cake
and eat it too.



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Is the multiverse really real?
Date: August 15, 2011 at 7:16 AM

Quantum Mechanics is a theory which calculates probabilities.
Probabilities are not explanations, they are just numbers. The theory
is entirely formal.

Interpretations of such a theory are required in order to explain why
its formal principles result in the classical world we experience.
They are needed so that we can communicate in ordinary language,
particularly about experiments.

So, the predictions of QM are probabilities, not explanations.
The Copenhagen Interpretation (which has evolved into Consistent
Histories) explains why the purely formal and probabilistic rules of
QM are consistent with our experience.
There is no "explanation" of the theory.

In order to deny the above, I would be forced to resort to dogmatic
statements like the one below.

On Aug 15, 1:21 am, Jordan Talcot <jordan.tal...@gmail.com> wrote:
On Aug 14, 2011, at 2:45 PM, tom.harrigan wrote:

On Aug 14, 3:22 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Predictions of a theory are explanations of what you should expect to
see under some set of circumstances if that theory is true. Without
explanations there are no predictions.

I'm not interested in dogma.

How is that dogma?

Jordan



From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] [OT] Non-DRM EPUB version of the book?
Date: August 15, 2011 at 7:53 AM

Why would you prefer not to read it at all than to read it but be unable to copy it 
freely?

~Woty

On Aug 14, 2011, at 3:09 PM, Andreas Waldenburger wrote:

Hi everyone, first post.

I've been reading good stuff about the book, and I want to buy it in EPUB
format.  However, I can't find an outlet that sells non-DRM versions.

I know this group is not meant to discuss such matters, and I don't want to
incite a prolonged discussion about any of this.  So I'll stress: If I can't
buy the book in non-DRM format (preferably EPUB), I won't be buying it at all
and that'll be the end of it.

Thanks,
/W



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 15, 2011 at 1:32 PM

On Sun, Aug 7, 2011 at 5:21 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 7 Aug 2011, at 22:43, Anonymous Person wrote:

On Sat, Aug 6, 2011 at 8:18 PM, Richard Fine <richard.fine@gmail.com> 
wrote:

I don't understand why an idea being bad for
someone economically is a flaw in that idea, if the idea in question is an
empirical fact.

The *idea* is good for them: they are better off knowing than not knowing.

If the disagreement is about whether they should try to discover the facts, then 
that's a relevant argument, but I don't see how it's relevant if the disagreement is 
about what the facts *are*.

If the facts might be X, or might be Y, then they are better off
finding out which. They can find out by critical discussion. That
means they should appreciate quality contributions to the discussion,
whether they speak for X or for Y.

When people believe the facts are a certain way, but may be mistaken,
then learning better is good for them.

As to facts, they are not the cause of economic harm (nor is any
proposal to discover or acknowledge them). If someone doesn't do well
because he predicts the facts (e.g. future market conditions) wrong,
the blame is on his false foresight, not the facts.

Ah, I see. If I'm presented with the fact that the market has done X when I 
predicted it would do Y, it's not the fact that it has done X that is economically 
bad for me - it's my faulty prediction that has been economically bad for me. 
Does that sound correct?



Yes.

And finding out the fact that one's prediction is wrong will help one:
he needs to know he now has less money to make appropriate plans, and
he should perhaps try to learn from his mistake to have better
foresight in the future (or risk less money on his foresight).

For example, if you propose the descriptive idea, "there is no oil under
that field you're drilling," then "that would be very bad for me
economically" isn't a valid criticism of your proposal, because the economic
benefit of the oil to me doesn't appear in the explanation of why there is
no oil there; your idea is either true or false, and my economic wellbeing
doesn't affect that. However, if you propose a prescriptive idea like "you
should give me all your money," then "that would be very bad for me
economically" could be a valid criticism.

The best thing for everyone is to face the truth and deal with it in
the best available way. This won't do any harm to anyone.

No other way -- such as failing to mention the lack of oil and going
ahead with building the drill -- will do better.

Finding out the facts and aborting the project will *save money*.

Sure; more knowledge is always better.

Initially I was arguing that the facts will not always be convenient (i.e. that they 
will not always turn out in a way that is "best for everyone"). But, if I understand 
you correctly, it is a mistake to characterise facts as convenient or inconvenient; 
facts are simply facts, and the things that are convenient or inconvenient are our 
predictions and expectations about them.

Yes, facts are facts and they aren't to blame for our problems. Facts
are different than ideas about the facts. The facts remain whether we
have ideas about them or not. We're better off if we do think and
know.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Delegitimizing Disagreement
Date: August 15, 2011 at 2:12 PM

On Mon, Aug 8, 2011 at 3:28 PM, John Campbell <smilesooner@gmail.com> 
wrote:

On Mon, Aug 8, 2011 at 2:18 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 8, 2011, at 10:20 AM, John Campbell wrote:

I was framing this as "polite" violence - making the implicit explicit.

I can see different levels of delegitimizing disagreement. A person could
initially invoke authority and when pressed  further, the authority might
claim that you are too stupid or ignorant to understand the explanation.
Three or four levels or strategies of deflecting the need to explain could
be invoked.

At root I can see a number of underlying explanations for why people would
attempt to delegitimize disagreement.

They may be unsure of the explanation behind their pronouncement 
themselves.

They may not be confident in their ability to explain their reasoning
competently and persuade the other person.

They may be concerned that their explanation will point out weaknesses in
that explanation that had not yet occurred to the other person.

They do not think that the other person is worthy of their time to discuss
the explanation.

They believe that providing an explanation would undercut their authority -
a real authority would not even be questioned.

I am sure that there are other reasons.



Such as irrationality, memes, wanting their word to rule the world, or
being cruel.

I think that in our society, we have personalized criticism and
disagreement as reflecting a lack of emotional commitment.

But isn't that true? If reason is your guide, it could guide you away from
your, say, spouse.

Promises like long term relationship commitments are inherently irrational
(because we are not prophets, and should keep our futures open in 
accordance
with our future judgment). Reason is dangerous to such things.

I am not sure I fully understand this. Are we not agreeing? I can see that
you are expanding upon the idea. Commitment may not be for life, but surely
it can withstand some disagreement.

It can withstand an unlimited amount of disagreement outside the
sphere of the commitment.

It can withstand disagreements which are discussed and resolved.

It can withstand disagreements if the sphere of the commitment is
changed not to include the disagreed about stuff anymore.

But it cannot withstand some disagreement just on principle. What is
to be done about an unresolved disagreement in an area covered by the
commitment? One person sacrifices? Compromise (both people sacrifice)?

A single disagreement, in an area where people do not have full
individual freedom to each do their own thing, is a big deal. It can't
just be ignored or glossed over. It puts two people at odds with each
other. It creates conflict. It leads directly to fighting or
sacrifice.

I am saying that simply the fact that two people disagree can sabotage love
and feelings for those people (even though it should not) quite apart from
the content of the disagreements. A fundamental disagreement could certainly



alter our feelings for rational reasons. But a person could claim (or imply)
that even disagreeing with how he should load the dishwasher indicates a
lack of sufficient love and respect and is damaging to the relationship.

Fighting over dishwashers is a bad lifestyle. It matters. I think
you're suggesting that if the relationship has lots of other good
stuff then we should put up with some pain points, some sucky parts. I
do not agree with this attitude of accepting some suffering in life.
Problems are, as BoI says, soluble.

If one is in a situation where painful problems are not getting solved
then that is a bad situation. And if the painful problems are "small"
in some sense -- e.g. are about dishes -- then that indicates the
problem solving power is very low if it can't even solve that. That
means harder problems are also not being solved (but, presumably,
buried -- people fool themselves into not seeing the bigger problems).

I agree that people mixing up criticisms of ideas with criticisms of
persons is an issue. And I wonder what a criticism of a person could even
be? How do you criticize a tree? An asteroid? A walrus? An aphid? If you
disregard a person's ideas, there is nothing to criticize, and no one to
hear the criticism.

Your point is a good one and points to another common error. People often
judge people globally and see others doing the same to them. An error is not
simply an error, but evidence that the person is stupid, ignorant, uncaring,
careless etc and the implication is that they are incorrigible.

People are ubiquitously hypocritical and inconsistent. Hypocrisy is a
very minor sin. Everyone believes contradictions (by accident),
including me. It just isn't true that if they make some mistake they
probably have that mistake integrated throughout their whole
worldview.

A better (but still unreliable) way to guess is if they have some idea
(mistake or not) and it's a common idea from our culture, then it's
probably pretty representative of their thinking in other areas. And
if it's some unique or bizarre mistake then it's probably *not*
representative.



In seeking
explanations we find it easy to jump to conclusions about other people and
over simplify to misleading rules of thumb. I know that psychologists
discuss this common tendency  - "that guy cut me off in traffic, not because
he was distracted by another car, but because he is a selfish jerk".

Underestimating the complexity of the human condition is a common and
major mistake. It's hard enough to understand people when
communication takes place, let alone when it does not.

Apart from jumping to such generalizations, are humans not different from
asteroids in the areas of morality and choice? People commit errors, but
they can correct those errors.

Can you give an example of criticizing a person (rather than an idea)
which you think would be better than focussing criticism on ideas? If
not then it seems asteroids and people are the same *in the relevant
sense* that was being discussed above: the sense that it doesn't make
sense to criticize them.

However, *in the context of a long term committed relationship*, criticism
can have genuine danger. If your spouse lacks the skill to change his ideas
(common), and you criticize his ideas, then where is that heading?

Any relationship carries with it the danger of its dissolution

If it may dissolve -- and people openly acknowledge and accept this --
then what does it mean for it to be a "long term committed"
relationship?

but the act
of crticism should not be the cause of that - the content of the dispute may
be. I have seen the benefit of having people in my life including my
partner, who disagree with me and provide criticism. I have gained a great
deal of knowledge from those criticisms and disagreements although at the
time I may not have accepted it.

This can lead to an advantage of a long-term committed relationship. If
one's love and respect are contingent upon short-term factors, a significant
disagreement may lead to a separation before one has fully considered the



criticism. The "stickiness" of a relationship can help to overcome the
resistance to criticism on both sides of an issue leading to knowledge and
perhaps resolution. I am not arguing for relationships for life regardless
of the content of disagreements

That sounds like being forced to go against your best judgment "for
your own good" so that you might later see the forced thing was right.

but how many of us appreciate our parents much more as we age.

People appreciate their parents more as they age because:

- they now have freedom and autonomy. the parent's decisions have no
more "stickiness" for them. so the parents are no longer as
dangerous/harmful

- they want to be "grown ups" and repudiate their former child self.
the less they identify with their former self, the less they mind the
cruel things their parents did to him

- they find themselves mistreating their own children in the same way
their parents mistreated them. so they change sides.

- they can interact with their parents more as equals (fellow adults)
which is more pleasant

- they are more in the grips of "value of family" memes to give their
life meaning. these apply not only to their children and spouse but
also relatives

- memes. memes. memes.

I am certainly not advocating "carte blanche" but some stickiness in
relationships has value and we have to decide the degree of that for
ourselves and for each relationship.

Gradualism is not accomplished by "stickiness" against one's better
judgment to put up with some stuff.

It's accomplished by understanding that significant problems are



solved a piece at a time, and being content with *progress* that isn't
yet a full solution. That progress needs to be present to some degree
and be the rational reason people keep at it.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Is the multiverse really real?
Date: August 15, 2011 at 2:43 PM

On 15 August 2011 12:16, tom.harrigan <tom.harrigan@gmail.com> wrote:

On Aug 15, 1:21 am, Jordan Talcot <jordan.tal...@gmail.com> wrote:
On Aug 14, 2011, at 2:45 PM, tom.harrigan wrote:

On Aug 14, 3:22 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Predictions of a theory are explanations of what you should expect to
see under some set of circumstances if that theory is true. Without
explanations there are no predictions.

I'm not interested in dogma.

How is that dogma?

Quantum Mechanics is a theory which calculates probabilities.
Probabilities are not explanations, they are just numbers. The theory
is entirely formal.

Interpretations of such a theory are required in order to explain why
its formal principles result in the classical world we experience.
They are needed so that we can communicate in ordinary language,
particularly about experiments.

So, the predictions of QM are probabilities, not explanations.
The Copenhagen Interpretation (which has evolved into Consistent
Histories) explains why the purely formal and probabilistic rules of
QM are consistent with our experience.
There is no "explanation" of the theory.

In order to deny the above, I would be forced to resort to dogmatic
statements like the one below.

My argument was not dogmatic. If there was a good counter argument I



would reconsider what I had written.

Your argument seems to be that quantum mechanics make probabilistic
predictions, so we need only talk about probabilities. The implicit
idea  behind this assertion seems to be that science is all about
predictions, but this idea is wrong and makes criticism of theories
more difficult.

However, science in general does not just discuss predictions: all
science, including quantum mechanics, is primarily about what exists
in reality. The theory of stellar evolution explains the appearance of
the stars in the sky by referring to unobserved and unobservable
events taking place in the cores of stars. The theory of evolution
talks about dinosaurs and other organisms that we will never observe.

Indeed, even in technology people typically don't care only about what
they observe. They may not even care primarily about what they
observe. When a plane crashes air crash investigators look at the
black box, but they don't care about the black box readings in and of
themselves, they are interested only in the unobserved events that
caused the plane crash. When they know about those unobserved events
they an change the design of the plane to prevent future crashes.

Furthermore, the conceit that science of any kind only talks about
predictions is a very bad idea that makes it more difficult for people
to criticise and replace theories. The reason for this is that it
makes discussions of measurement theory very difficult. Measurement
theory is the theory of what a scientific theory says about what
measurements can be made and how they are made. If you get measurement
theory wrong then you may think that your measuring X when you're
actually measuring Y.

For example, many doctors used to think that the nutritional disease
pellagra was hereditary

http://jayjoseph.net/yahoo_site_admin/assets/docs/2000_Joseph_Potential_Conf
ounds_New_Ideas_in_Psychology.163191008.pdf

but they were wrong. One problem was that they had no ideas about the
supposed hereditary biological problem causing pellagra and so

http://jayjoseph.net/yahoo_site_admin/assets/docs/2000_Joseph_Potential_Confounds_New_Ideas_in_Psychology.163191008.pdf


couldn't test their theory. When they observed that pellagra tended to
occur in families, they were not observing what they imagined they
were observing. Rather, pellagra seemed to run in families because
every member of the family was eating roughly similar food that lacked
the nutrients they needed to be healthy.

You assert that the equations of quantum mechanics are entirely
formal. If what you're saying is that they are just a set of rules for
getting predictions that cannot be true. The predictions refer to
objects and so the equations must have mathematical rules that
represent the real objects and those mathematical rules have
implications for what those objects do even when you're not measuring
them. If you're not interested in that explanation, then you may miss
important problems with your theory. So your position has the defect
that it shields your theories from criticism. MW opens up quantum
mechanics to new kinds of criticism: that is, criticism of whether it
is a consistent explanation, whether its assertions about reality fit
in with the assertions made by other theories and so on.

Alan



From: Westmiller@aol.com
Subject: [BoI] Re: Space & Time
Date: August 15, 2011 at 3:33 PM

Was: Is the multiverse really real?
"Ottho" writes:

What  you say (also below) makes sense to me.

Always nice to get  concurrence.

Question: How do you determine if something is reality  (vs. not reality,
or abstraction).

Flippantly, reality is messy and  abstractions are clean. Words are just
symbols, so you have to look at the  definition to determine whether the word
refers to a property or characteristic  of things observed in reality,
rather than the things themselves. The word  "space" doesn't refer to any
particular object, but to the relationship between  any two objects (or selected
reference points).

To form the concept, you  have to mentally "extract" the characteristic
from reality, without regard to  the nature of the objects themselves. The
simple fact that there are two is  sufficient to identify their relative
positions. We quantify those positions by  reference to some consistent standard
unit. It doesn't really matter what the  standard is, as long as we agree to
use the same one for the purpose of  measuring and communicating the relative
separation.

 Would you  say that space, in being an abstraction, is not reality? <

I would say  that it is IN reality, because you can't extract - or abstract
- something FROM  reality that doesn't exist IN reality. The abstraction
simply ignores all the  other messy features and variables IN reality, in
order to identify a specific  quality or feature. As you say, if there were no
quality of separation, then all  of reality would be one object and we
wouldn't even be able to talk about  it.

... why I think space does have reality, in some sense; objects  require
space.



I wouldn't put it in quite those terms. Nature doesn't  "require" anything,
it just is. Whether or not we identify the quality of  separation, it's
incontrovertibly obvious that there is more than one object in  existence. The
quality "space" is real because reality dictates it, not because  we are
capable of abstracting that quality. Space is a "thing" in the sense that  we
can distinguish unique qualities, but it isn't an object that has qualities
of it's own, beyond the quantification that we apply to our  abstraction.

Do you agree with Wikipedia (first part): [Reality is  the state of
things as they actually exist, rather than as they may appear or  might be
imagined.]

I do agree, but that's getting into metaphysics and  epistemology. I'll
defer to Ayn Rand for that  discussion:
http://en.wikipedia.org/wiki/Objectivism_(Ayn_Rand)#Metaphysics:_objective_r
eality

 Time has been called an emergent property. Makes sense: before the time
that  there were at least two objects that moved relative to each other,
time would be  meaningless.

There's something incongruous about saying  "before" time, or calling it an
"emergent" property, since both of those  concepts require a referent to
motion or action. I won't get into the nature of  "genesis" here, but I do
agree that the abstract quality "time" is an inherent  feature of the abstract
quality "motion," which ... on the basis of all the  evidence we have ever
acquired from reality ... has always existed.

Bill

http://en.wikipedia.org/wiki/Objectivism_(Ayn_Rand)#Metaphysics:_objective_r


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Genetic Basis for Intelligence?
Date: August 15, 2011 at 5:57 PM

On Fri, Aug 12, 2011 at 12:49 PM, Westmiller <westmiller@aol.com> wrote:

Evolution is a morally neutral scientific theory of biological
adaptation. Although it is commonly considered in the context of
environments dictated by Mother Nature, it also responds to
environments dictated by social norms. A society committed to success
by violent conflict will evolve humans with different mental and
physical characteristics than one committed to success by intellectual
rigor and creativity.

Not if all selection pressures are met via memes before any genetic
changes take place.

And not if there is no such thing as "different mental …
characteristics" in the context of *universality* explained in BoI.

Also 100 generations (approx 2000 years) would not be long enough for
genetic evolution to do much. (You were talking about Jews in an
environment with Christianity, so you can't go back much further).
Genetic evolution is really slow. And that's if selection pressure was
constant the whole time. But selection pressures to do with thinking
and ideas haven't been at all constant during recorded history. They
were more constant in prehistory static societies (for more
information on static societies, see BoI).

On the other hand, one generation is sometimes enough for memes to
meet a selection pressure.



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Is the multiverse really real?
Date: August 15, 2011 at 6:42 PM

On Aug 15, 7:43 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 15 August 2011 12:16, tom.harrigan <tom.harri...@gmail.com> wrote:

On Aug 15, 1:21 am, Jordan Talcot <jordan.tal...@gmail.com> wrote:
On Aug 14, 2011, at 2:45 PM, tom.harrigan wrote:

On Aug 14, 3:22 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Predictions of a theory are explanations of what you should expect to
see under some set of circumstances if that theory is true. Without
explanations there are no predictions.

I'm not interested in dogma.

How is that dogma?

Quantum Mechanics is a theory which calculates probabilities.
Probabilities are not explanations, they are just numbers. The theory
is entirely formal.

Interpretations of such a theory are required in order to explain why
its formal principles result in the classical world we experience.
They are needed so that we can communicate in ordinary language,
particularly about experiments.

So, the predictions of QM are probabilities, not explanations.
The Copenhagen Interpretation (which has evolved into Consistent
Histories) explains why the purely formal and probabilistic rules of
QM are consistent with our experience.
There is no "explanation" of the theory.



In order to deny the above, I would be forced to resort to dogmatic
statements like the one below.

My argument was not dogmatic. If there was a good counter argument I
would reconsider what I had written.

Your argument seems to be that quantum mechanics make probabilistic
predictions, so we need only talk about probabilities. The implicit
idea  behind this assertion seems to be that science is all about
predictions, but this idea is wrong and makes criticism of theories
more difficult.

My argument is that there is a competing interpretation of quantum
mechanics, that is so radically different from MW that it entails an
utterly different view of ontology, epistemology, science and just
about everything else in BoI. This interpretation agrees totally with
experiment, and is thus, at the present time, as far as I'm aware
indistinguishable from MW by experiment.

However, science in general does not just discuss predictions: all
science, including quantum mechanics, is primarily about what exists
in reality. The theory of stellar evolution explains the appearance of
the stars in the sky by referring to unobserved and unobservable
events taking place in the cores of stars. The theory of evolution
talks about dinosaurs and other organisms that we will never observe.

QM is not about what exists in reality under Copenhagen/Consistent
Histories. The wavefunction is considered subjective.

Indeed, even in technology people typically don't care only about what
they observe. They may not even care primarily about what they
observe. When a plane crashes air crash investigators look at the
black box, but they don't care about the black box readings in and of
themselves, they are interested only in the unobserved events that
caused the plane crash. When they know about those unobserved events
they an change the design of the plane to prevent future crashes.



You are unlikely to observe an aeroplane in superposition of crashed
and not-crashed.

Furthermore, the conceit that science of any kind only talks about
predictions is a very bad idea that makes it more difficult for people
to criticise and replace theories. The reason for this is that it
makes discussions of measurement theory very difficult. Measurement
theory is the theory of what a scientific theory says about what
measurements can be made and how they are made. If you get measurement
theory wrong then you may think that your measuring X when you're
actually measuring Y.

I prefer to avoid moral judgements on this issue.

For example, many doctors used to think that the nutritional disease
pellagra was hereditary

http://jayjoseph.net/yahoo_site_admin/assets/docs/2000_Joseph_Potenti...

but they were wrong. One problem was that they had no ideas about the
supposed hereditary biological problem causing pellagra and so
couldn't test their theory. When they observed that pellagra tended to
occur in families, they were not observing what they imagined they
were observing. Rather, pellagra seemed to run in families because
every member of the family was eating roughly similar food that lacked
the nutrients they needed to be healthy.

You assert that the equations of quantum mechanics are entirely
formal. If what you're saying is that they are just a set of rules for
getting predictions that cannot be true. The predictions refer to
objects and so the equations must have mathematical rules that
represent the real objects and those mathematical rules have
implications for what those objects do even when you're not measuring
them. If you're not interested in that explanation, then you may miss
important problems with your theory. So your position has the defect
that it shields your theories from criticism. MW opens up quantum
mechanics to new kinds of criticism: that is, criticism of whether it
is a consistent explanation, whether its assertions about reality fit
in with the assertions made by other theories and so on.

http://jayjoseph.net/yahoo_site_admin/assets/docs/2000_Joseph_Potenti


Heisenberg was 100% explicit on this. The wavefunction represents an
observer's subjective knowledge of a system. In CI, the wavefunction
is not real, it cannot be real, it has been proved not to be real. It
is only ever used to calculate probabilities. That is all there is to
it, and you don't even have to look up "fungible" in the dictionary.

Tom



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is the multiverse really real?
Date: August 15, 2011 at 6:50 PM

On Aug 15, 2011, at 11:43 AM, Alan Forrester wrote:

However, science in general does not just discuss predictions: all
science, including quantum mechanics, is primarily about what exists
in reality. The theory of stellar evolution explains the appearance of
the stars in the sky by referring to unobserved and unobservable
events taking place in the cores of stars. The theory of evolution
talks about dinosaurs and other organisms that we will never observe.

Indeed, even in technology people typically don't care only about what
they observe.

I find this statement unclear because it begins by talking about predictions and 
then changes to talking about observations.

What does us never observing dinosaurs have to do with science not being 
based on prediction?

Furthermore, the conceit that science of any kind only talks about
predictions is a very bad idea that makes it more difficult for people
to criticise and replace theories. The reason for this is that it
makes discussions of measurement theory very difficult. Measurement
theory is the theory of what a scientific theory says about what
measurements can be made and how they are made. If you get measurement
theory wrong then you may think that your measuring X when you're
actually measuring Y.

I find this statement a bit confusing. I'll try to speak about the issue and you can 
tell me if I got the (whole) point.

Whenever we try to make a measurement, we do something and hope to gain 
some information. We need an explanation of why doing that thing will provide 
the information we hope it will provide.

In general, it's not possible to predict if our measurements themselves are being 



done correctly from the equations of motion or other basic physics (which, by the 
way, we had to make measurements to learn about in the first place).

We can sometimes criticize a measurement by pointing out why it won't physically 
work. But that's usually not what measurement theory discussions are focussed 
on.

Measurement theory discussion instead focuses more on the chain of proxies, 
and whether there is a good explanation of why it will work.

The chain of proxies is that we never observe reality directly but always through 
multiple layers of indirection.

One of the interesting points discussed in BoI is that by adding *more proxies* -- 
more layers of indirection -- we can get "closer to reality" -- see what is really 
there more accurately. For example adding a microscope between our eye and 
the thing we're looking at is an extra proxy that helps us learn more (the image on 
the eyepiece of the microscope is a proxy for the information going into the other 
end of the microscope).

To understand microscopes and proxies you need to be thinking in terms of good 
and bad explanations, not instrumentalism.

For example, many doctors used to think that the nutritional disease
pellagra was hereditary

http://jayjoseph.net/yahoo_site_admin/assets/docs/2000_Joseph_Potential_Con
founds_New_Ideas_in_Psychology.163191008.pdf

but they were wrong. One problem was that they had no ideas about the
supposed hereditary biological problem causing pellagra and so
couldn't test their theory. When they observed that pellagra tended to
occur in families, they were not observing what they imagined they
were observing. Rather, pellagra seemed to run in families because
every member of the family was eating roughly similar food that lacked
the nutrients they needed to be healthy.

This is a nice example of how correlation is not causation. They correlated a 
problem from parents to their biological offspring, then assumed a particular 

http://jayjoseph.net/yahoo_site_admin/assets/docs/2000_Joseph_Potential_Confounds_New_Ideas_in_Psychology.163191008.pdf


cause that seemed intuitive to them (genetics).

Even saying the correlation has anything to do with "parents" and "biological 
offspring" is selective. They found the problem in some people and some other 
people. Those people have various relationships and shared traits. The 
"parent/child" relationship is one of many. To emphasize it over those others is to 
do selective interpretation. Nothing about the correlation points to, hints at, 
suggests or supports that particular emphasis and interpretation.

They chose the focus. They made it up. And they did so uncritically.

They could just have well have blamed the parent's house as the parent's genes. 
Or the parent's car. Or the parent's clothes. Or the parent's books. All of which the 
older people had and then exposed the children to. These are all equally good 
assertions (equally bad) assertions in the absence of an explanation of the 
mechanism.

-- Elliot Temple
http://beginningofinfinity.com/interview

http://beginningofinfinity.com/interview


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Is the multiverse really real?
Date: August 15, 2011 at 7:30 PM

On 15 August 2011 23:50, Elliot Temple <curi@curi.us> wrote:

On Aug 15, 2011, at 11:43 AM, Alan Forrester wrote:

However, science in general does not just discuss predictions: all
science, including quantum mechanics, is primarily about what exists
in reality. The theory of stellar evolution explains the appearance of
the stars in the sky by referring to unobserved and unobservable
events taking place in the cores of stars. The theory of evolution
talks about dinosaurs and other organisms that we will never observe.

Indeed, even in technology people typically don't care only about what
they observe.

I find this statement unclear because it begins by talking about predictions and 
then changes to talking about observations.

A prediction is a statement about something you can expect to observe
if a particular theory is true and a particular situation occurs.

What does us never observing dinosaurs have to do with science not being 
based on prediction?

You're never going to observe dinosaurs only fossils. So why say
anything at all about dinosaurs if you're only interested in
prediction?

Furthermore, the conceit that science of any kind only talks about
predictions is a very bad idea that makes it more difficult for people
to criticise and replace theories. The reason for this is that it
makes discussions of measurement theory very difficult. Measurement
theory is the theory of what a scientific theory says about what
measurements can be made and how they are made. If you get measurement
theory wrong then you may think that your measuring X when you're
actually measuring Y.



I find this statement a bit confusing. I'll try to speak about the issue and you can 
tell me if I got the (whole) point.

Whenever we try to make a measurement, we do something and hope to gain 
some information. We need an explanation of why doing that thing will provide 
the information we hope it will provide.

Yes.

In general, it's not possible to predict if our measurements themselves are being 
done correctly from the equations of motion or other basic physics (which, by 
the way, we had to make measurements to learn about in the first place).

Yes, you also need to know about the initial conditions of the
specific measurement you're doing.

We can sometimes criticize a measurement by pointing out why it won't 
physically work. But that's usually not what measurement theory discussions are 
focussed on.

Measurement theory discussion instead focuses more on the chain of proxies, 
and whether there is a good explanation of why it will work.

I'm not quite sure I get the distinction you're pointing out here. If
there isn't a good explanation of why the proxies work, then we don't
know what we're measuring. That would be a reason why the measurement
won't work. And that is what measurement theory discussions should
focus on: trying to get rid of bad explanations of measurements in
favour of better ones.

The chain of proxies is that we never observe reality directly but always through 
multiple layers of indirection.

Yes.

One of the interesting points discussed in BoI is that by adding *more proxies* -- 
more layers of indirection -- we can get "closer to reality" -- see what is really 
there more accurately. For example adding a microscope between our eye and 
the thing we're looking at is an extra proxy that helps us learn more (the image 
on the eyepiece of the microscope is a proxy for the information going into the 



other end of the microscope).

To understand microscopes and proxies you need to be thinking in terms of 
good and bad explanations, not instrumentalism.

Yes.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is the multiverse really real?
Date: August 15, 2011 at 7:33 PM

On Aug 15, 2011, at 4:30 PM, Alan Forrester wrote:

We can sometimes criticize a measurement by pointing out why it won't 
physically work. But that's usually not what measurement theory discussions 
are focussed on.

Measurement theory discussion instead focuses more on the chain of proxies, 
and whether there is a good explanation of why it will work.

I'm not quite sure I get the distinction you're pointing out here. If
there isn't a good explanation of why the proxies work, then we don't
know what we're measuring. That would be a reason why the measurement
won't work. And that is what measurement theory discussions should
focus on: trying to get rid of bad explanations of measurements in
favour of better ones.

We might have a good explanation, as we do with microscopes in general. But a 
particular microscope design might not work. And we might criticize that design 
using physics formulas, e.g. about how light will pass through it, rather than with 
an emphasis on explanation.

In that way, physics formulas which predict the behavior of the light inside the 
microscope could be used in a criticism (e.g. if they predict the light going in one 
end will never reach the eye piece).

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Andreas Waldenburger <maninmob@googlemail.com>
Subject: [BoI] Re: [OT] Non-DRM EPUB version of the book?
Date: August 15, 2011 at 8:14 PM

Hi Woty, thanks for your reply.

I didn't say I would not read it at all. I said I wouldn't *buy* it at
all.

The implication of being "unable to copy it freely" is that at some
point I might be unable to read it at all anymore. That's an
artificial restriction that is punitive to me as a reader. There is no
way I'll pay good money for a book that glues itself shut after I put
it on another shelf (which is sort of what Adobe DRM does: You can
view it on a certain number of devices, and that's it). What if Adobe
changes its DRM scheme? Or discontinues it? Or just revokes my
license? Nope, too many strings attached.

I wouldn't buy a car that only drives on certain select roads or only
fills up on certain gas stations, or any such nonsense. It's not a
product I want to have, or even want to exist. Ergo: I don't give my
money to a company that tries to sell me such products. I'm using what
little power I have to make the market provide me with products that I
*do* want.

(And to pre-emptively answer a related point: I do know how to get the
book digitally without DRM. But I want to pay the author, and even the
publisher. I do not want to pay Adobe or any other company trying to
sell me intentionally crippled products.)

I hope this makes it more clear. Again, I really don't want this to
become a drawn out discussion about the (de-)merits of DRM. I just
want to know if the product I want to buy exists.

Best,
/W

On Aug 15, 7:53 am, Woty Regan <wotyf...@gmail.com> wrote:
Why would you prefer not to read it at all than to read it but be unable to copy it 
freely?



~Woty

On Aug 14, 2011, at 3:09 PM, Andreas Waldenburger wrote:

Hi everyone, first post.

I've been reading good stuff about the book, and I want to buy it in EPUB
format.  However, I can't find an outlet that sells non-DRM versions.

I know this group is not meant to discuss such matters, and I don't want to
incite a prolonged discussion about any of this.  So I'll stress: If I can't
buy the book in non-DRM format (preferably EPUB), I won't be buying it at all
and that'll be the end of it.

Thanks,
/W



From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] [OT] Non-DRM EPUB version of the book?
Date: August 15, 2011 at 8:45 PM

I'd also prefer to buy it in drm-free form.

David, any chance of your publisher going for that?

~Woty

On Aug 15, 2011, at 8:14 PM, Andreas Waldenburger wrote:

Hi Woty, thanks for your reply.

I didn't say I would not read it at all. I said I wouldn't *buy* it at
all.

The implication of being "unable to copy it freely" is that at some
point I might be unable to read it at all anymore. That's an
artificial restriction that is punitive to me as a reader. There is no
way I'll pay good money for a book that glues itself shut after I put
it on another shelf (which is sort of what Adobe DRM does: You can
view it on a certain number of devices, and that's it). What if Adobe
changes its DRM scheme? Or discontinues it? Or just revokes my
license? Nope, too many strings attached.

I wouldn't buy a car that only drives on certain select roads or only
fills up on certain gas stations, or any such nonsense. It's not a
product I want to have, or even want to exist. Ergo: I don't give my
money to a company that tries to sell me such products. I'm using what
little power I have to make the market provide me with products that I
*do* want.

(And to pre-emptively answer a related point: I do know how to get the
book digitally without DRM. But I want to pay the author, and even the
publisher. I do not want to pay Adobe or any other company trying to
sell me intentionally crippled products.)

I hope this makes it more clear. Again, I really don't want this to
become a drawn out discussion about the (de-)merits of DRM. I just
want to know if the product I want to buy exists.



Best,
/W

On Aug 15, 7:53 am, Woty Regan <wotyf...@gmail.com> wrote:
Why would you prefer not to read it at all than to read it but be unable to copy it 
freely?

~Woty

On Aug 14, 2011, at 3:09 PM, Andreas Waldenburger wrote:

Hi everyone, first post.

I've been reading good stuff about the book, and I want to buy it in EPUB
format.  However, I can't find an outlet that sells non-DRM versions.

I know this group is not meant to discuss such matters, and I don't want to
incite a prolonged discussion about any of this.  So I'll stress: If I can't
buy the book in non-DRM format (preferably EPUB), I won't be buying it at all
and that'll be the end of it.

Thanks,
/W



From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] Re: Space & Time
Date: August 15, 2011 at 9:20 PM

From: Westmiller@aol.com
Sent: Monday, August 15, 2011 3:33 PM

Was: Is the multiverse really real?

"Ottho" wrote:
How do you determine if something is reality (vs. not reality, or abstraction)?

Westmiller replies:
Flippantly, reality is messy and abstractions are clean.

More or less like reality is analog, abstractions are digital. Although atomic 
particles for example are pretty clean/digital, I think.

Words are just symbols, so you have to look at the definition to determine 
whether the word refers to a property or characteristic of things observed in 
reality, rather than the things themselves. The word "space" doesn't refer to any 
particular object, but to the relationship between any two objects (or selected 
reference points).

True; objects exist in space (and mover relative to each other). Also, no space (in 
our observable universe) is truly empty if you consider things like radiation, 
neutrinos and virtual particles.

To form the concept, you have to mentally "extract" the characteristic from 
reality, without regard to the nature of the objects themselves. The simple fact 
that there are two is sufficient to identify their relative positions. We quantify 
those positions by reference to some consistent standard unit. It doesn't really 
matter what the standard is, as long as we agree to use the same one for the 
purpose of measuring and communicating the relative separation.

Sure.

Ottho wrote:
 Would you say that space, in being an abstraction, is not reality? <

Westmiller replies:
I would say that it is IN reality, because you can't extract - or abstract - 



something FROM reality that doesn't exist IN reality. The abstraction simply 
ignores all the other messy features and variables IN reality, in order to identify 
a specific quality or feature.

Math being the ultimate example of that.

As you say, if there were no quality of separation, then all of reality would be 
one object and we wouldn't even be able to talk about it.

... which is why I think space does have reality, in some sense; objects require 
space.

Nature doesn't "require" anything, it just is.

I meant that is logically required. There could be no objects if there wee no 
space.

The quality "space" is real because reality dictates it,

If nature does not require anything (as you said), why could reality dictate 
anything?

not because we are capable of abstracting that quality. Space is a "thing" in the 
sense that we can distinguish unique qualities,

Unique qualities of space? What qualities, or properties, does space have?

but it isn't an object that has qualities of it's own,

You say that we can distinguish unique properties of space (which I questioned) , 
and also that it has no qualities of its own (which I agree with).

beyond the quantification that we apply to our abstraction.

Do you agree with Wikipedia (first part): [Reality is the state of things as they 
actually exist, rather than as they may appear or might be imagined.]

I do agree, but that's getting into metaphysics and epistemology. I'll defer to Ayn 



Rand for that discussion:
http://en.wikipedia.org/wiki/Objectivism_(Ayn_Rand)#Metaphysics:_objective_real
ity

Do you take Ayn Rand seriously in this regard? I have no opinion, not having 
read enough, but many philosophers do not. I can easily go along with: 
Objectivism holds that reality exists independent of consciousness; and that 
human beings have direct contact with reality through sense perception; but I 
already get nervous when I see terms like objective reality (as if it is unequivocal 
what that means), and certainly when the next step is about the proper moral 
purpose of our life.

Time has been called an emergent property. Makes sense: before the time that 
there were at least two objects that moved relative to each other, time would be 
meaningless.

There's something incongruous about saying "before" time, or calling it an 
"emergent" property, since both of those concepts require a referent to motion or 
action. I won't get into the nature of "genesis" here, but I do agree that the 
abstract quality "time" is an inherent feature of the abstract quality "motion," 
which ... on the basis of all the evidence we have ever acquired from reality ... 
has always existed.

When you say <always existed> does that imply no Big Bang? [PS: I may be the 
only one, but I remain uncomfortable with and confused by the so-called 
quotation rules. I am used to the practice that people simply preface what they 
say with their name of initials for example.]

Bill

http://en.wikipedia.org/wiki/Objectivism_(Ayn_Rand)#Metaphysics:_objective_reality


From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Empiricism (was: Space & Time)
Date: August 15, 2011 at 9:41 PM

On Aug 15, 2011, at 6:20 PM, Ottho wrote:

Do you take Ayn Rand seriously in this regard? I have no opinion, not having 
read enough, but many philosophers do not. I can easily go along with: 
Objectivism holds that reality exists independent of consciousness; and that 
human beings have direct contact with reality through sense perception;

BoI explains that we do not have direct contact with reality through
sense perception. See chapters 1, 2 and 10 in particular, and look up
"empiricism" in the index. If you found a mistake in BoI, please
explain where you think Deutsch's argument goes wrong so we can learn
why we should change our minds. If you have not read BoI yet, now you
have a good reason to read it, because it can correct this mistaken
idea.

Another way to advance the discussion would to be post a clear
explanation of how we can have direct perception with reality which
you believe contains no mistakes. Then if anyone posted a single small
criticism you could learn something and change your mind. And if no
one could think of any criticism, then they could learn that BoI is
either mistake or did not provide sufficient help on the topic for
them to understand it.

Perhaps you aren't aware of the issues you've raised. One of the
problems with the concept of direct perception is that sense data goes
through things like eyes. So it's not direct. And eyes are fallible,
physical objects which can have flaws. The concept of direct contact
with reality implies infallibility which is contrary to the spirit of
BoI as well as impossible. An explanation of how we can have direct
perception would have to take on these issues as well as any others
you can think of.

Also, FYI, Objectivism does not say that we have direct contact with
reality through sense perception. Ayn Rand says we have to (fallibly)
think about and interpret the data we get from our senses.



From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] We have a lot to learn about transmission of culture through animal 
behavior, and a lot to learn about human language from animal behavior
Date: August 15, 2011 at 10:28 PM

http://www.hindawi.com/journals/ijeb/guidelines/

It is my sincerest hope that the reader considers the implications of
animal behavior, and in relating these implications to unstated rules
that explain putatively paradoxical or irration actions in human
behavior. It is then my hope that the reader will agree with the
author that, upon reflection upon human behavior, he will see for
himself (that is, from his/her own experience) the validity and
implications of both of the following hypotheses: A. People want to be
rational; B. The fact of a person wanting to be rational does not make
them a rational person.

Please discuss, as I am eager to learn what others have to say on this
topic, which I find is inexplicably related to the "evolution" of
memes/cultural units/information with high efficacy.

Sincerely,
Sean Maden

http://www.hindawi.com/journals/ijeb/guidelines/


From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] Empiricism (was: Space & Time)
Date: August 15, 2011 at 10:50 PM

-----Original Message----- From: Anonymous Person
Sent: Monday, August 15, 2011 9:41 PM

On Aug 15, 2011, at 6:20 PM, Ottho wrote:
Do you take Ayn Rand seriously in this regard? I have no opinion, not having 
read enough, but many philosophers do not. I can easily go along with: 
Objectivism holds that reality exists independent of consciousness; and that 
human beings have direct contact with reality through sense perception;

Om Monday, August 15, 2011 9:41 PM, Anonymous wrote:
BoI explains that we do not have direct contact with reality through sense 
perception.

Does BoI define reality, e.g. how we know what is reality and what is not? As I 
see it, reality includes everything that exists. That includes imaginations for 
example.

See chapters 1, 2 and 10 in particular, and look up "empiricism" in the index. If 
you found a mistake in BoI, please explain where you think Deutsch's argument 
goes wrong so we can learn

why we should change our minds. If you have not read BoI yet, now you have a 
good reason to read it, because it can correct this mistaken idea. Another way to 
advance the discussion would to be post a clear explanation of how we can have 
direct perception with reality which you believe contains no mistakes. Then if 
anyone posted a single small criticism you could learn something and change 
your mind. And if no one could think of any criticism, then they could learn that 
BoI is either mistake or did not provide sufficient help on the topic for them to 
understand it. Perhaps you aren't aware of the issues you've raised.

What issues did I raise, specifically?

One of the problems with the concept of direct perception is that sense data 
goes through things like eyes. So it's not direct. And eyes are fallible, physical 
objects which can have flaws. The concept of direct contact with reality implies 
infallibility which is contrary to the spirit of BoI as well as impossible.



I realize that what we perceive is not what ultimate reality is (assuming there is 
such a thing). We perceive things that are relevant to us; dogs, owls and ants for 
example perceive other things, or perceive things differently. We perceive 
different things at different distances and scales. In science, much of what us 
studied is inferred by instruments or deduction.

An explanation of how we can have direct perception would have to take on 
these issues as well as any others you can think of.

I do not think we can have so-called direct perception, and I am not sure that it is 
that relevant, at least to me.

Also, FYI, Objectivism does not say that we have direct contact with reality 
through sense perception.

That is what the Wikipedia article posted by (I think it was) Westmiller said: 
http://en.wikipedia.org/wiki/Objectivism_(Ayn_Rand)#Metaphysics:_objective_real
ity.

Ayn Rand says we have to (fallibly) think about and interpret the data we get 
from our senses.

I think we do that whether she says that or not, starting well before her birth.

http://en.wikipedia.org/wiki/Objectivism_(Ayn_Rand)#Metaphysics:_objective_reality


From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] Re: Empiricism (was: Space & Time)
Date: August 15, 2011 at 10:50 PM

I have read The Fountainhead (http://en.wikipedia.org/wiki/
The_Fountainhead) in its entirety (very entertaining, and also somehow
compelling, despite the fact I am not a libertarian), and I am
compelled to side with this "Anonymous Person," or rather, I am sided
in disagreeing with Ottho and I do not know for certain that AP is
correct, but having read the book I have a hunch that in going back to
it we will find that AP is justified in his/her/its own conviction.

And besides, if objectivity is only obtainable through the senses, it
seems that medical science and psychology are persistent in
demonstrating that this "objectivity" is not what we mean when we try
to talk about objectivity (that is to say, objectivity is not
"objectivity").

\\.SM

On Aug 15, 6:41 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Aug 15, 2011, at 6:20 PM, Ottho wrote:

Do you take Ayn Rand seriously in this regard? I have no opinion, not having 
read enough, but many philosophers do not. I can easily go along with: 
Objectivism holds that reality exists independent of consciousness; and that 
human beings have direct contact with reality through sense perception;

BoI explains that we do not have direct contact with reality through
sense perception. See chapters 1, 2 and 10 in particular, and look up
"empiricism" in the index. If you found a mistake in BoI, please
explain where you think Deutsch's argument goes wrong so we can learn
why we should change our minds. If you have not read BoI yet, now you
have a good reason to read it, because it can correct this mistaken
idea.

Another way to advance the discussion would to be post a clear
explanation of how we can have direct perception with reality which
you believe contains no mistakes. Then if anyone posted a single small

http://en.wikipedia.org/wiki/


criticism you could learn something and change your mind. And if no
one could think of any criticism, then they could learn that BoI is
either mistake or did not provide sufficient help on the topic for
them to understand it.

Perhaps you aren't aware of the issues you've raised. One of the
problems with the concept of direct perception is that sense data goes
through things like eyes. So it's not direct. And eyes are fallible,
physical objects which can have flaws. The concept of direct contact
with reality implies infallibility which is contrary to the spirit of
BoI as well as impossible. An explanation of how we can have direct
perception would have to take on these issues as well as any others
you can think of.

Also, FYI, Objectivism does not say that we have direct contact with
reality through sense perception. Ayn Rand says we have to (fallibly)
think about and interpret the data we get from our senses.



From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] Re: We have a lot to learn about transmission of culture through 
animal behavior, and a lot to learn about human language from animal behavior
Date: August 15, 2011 at 11:04 PM

And another tentative hypothesis, that could certainly be put more
eloquently (but not necessarily more concisely), but which is
undoubtedly (theoretically?) testable given the certain physical and
intellectual apparatus (a theory?): Optimism is adaptive.

And a model/framework (theory?) to hang/prop-up this hypothesis: A
human being, given contradictory information from two authorities,
will bias/condition/convince themselves to believe one of the two
authorities, and either to forget about/disagree with the other
authority, and this human being will not necessarily make this
decision for an articulatable/rational/reasonable reason.

\\.SM

On Aug 15, 7:28 pm, Sean Maden <sean.ma...@gmail.com> wrote:
http://www.hindawi.com/journals/ijeb/guidelines/

It is my sincerest hope that the reader considers the implications of
animal behavior, and in relating these implications to unstated rules
that explain putatively paradoxical or irration actions in human
behavior. It is then my hope that the reader will agree with the
author that, upon reflection upon human behavior, he will see for
himself (that is, from his/her own experience) the validity and
implications of both of the following hypotheses: A. People want to be
rational; B. The fact of a person wanting to be rational does not make
them a rational person.

Please discuss, as I am eager to learn what others have to say on this
topic, which I find is inexplicably related to the "evolution" of
memes/cultural units/information with high efficacy.

Sincerely,
Sean Maden

http://www.hindawi.com/journals/ijeb/guidelines/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Empiricism (was: Space & Time)
Date: August 15, 2011 at 11:11 PM

On Mon, Aug 15, 2011 at 7:50 PM, Ottho <ottho@nyc.rr.com> wrote:
-----Original Message----- From: Anonymous Person
Sent: Monday, August 15, 2011 9:41 PM

On Aug 15, 2011, at 6:20 PM, Ottho wrote:

Do you take Ayn Rand seriously in this regard? I have no opinion, not
having read enough, but many philosophers do not. I can easily go along
with: Objectivism holds that reality exists independent of consciousness;
and that human beings have direct contact with reality through sense
perception;

Om Monday, August 15, 2011 9:41 PM, Anonymous wrote:

BoI explains that we do not have direct contact with reality through sense
perception.

Does BoI define reality, e.g. how we know what is reality and what is not?
As I see it, reality includes everything that exists. That includes
imaginations for example.

See chapters 1, 2 and 10 in particular, and look up "empiricism" in the
index. If you found a mistake in BoI, please explain where you think
Deutsch's argument goes wrong so we can learn

why we should change our minds. If you have not read BoI yet, now you have a
good reason to read it, because it can correct this mistaken idea. Another
way to advance the discussion would to be post a clear explanation of how we
can have direct perception with reality which you believe contains no
mistakes. Then if anyone posted a single small criticism you could learn
something and change your mind. And if no one could think of any criticism,
then they could learn that BoI is either mistake or did not provide
sufficient help on the topic for them to understand it. Perhaps you aren't
aware of the issues you've raised.

What issues did I raise, specifically?



You asserted "human beings have direct contact with reality through
sense perception"

One of the problems with the concept of direct perception is that sense
data goes through things like eyes. So it's not direct. And eyes are
fallible, physical objects which can have flaws. The concept of direct
contact with reality implies infallibility which is contrary to the spirit
of BoI as well as impossible.

I realize that what we perceive is not what ultimate reality is (assuming
there is such a thing). We perceive things that are relevant to us; dogs,
owls and ants for example perceive other things, or perceive things
differently. We perceive different things at different distances and scales.
In science, much of what us studied is inferred by instruments or deduction.

An explanation of how we can have direct perception would have to take on
these issues as well as any others you can think of.

I do not think we can have so-called direct perception, and I am not sure
that it is that relevant, at least to me.

but your previous post said you did think it. now you not only deny it
but call it irrelevant? i don't follow.

Also, FYI, Objectivism does not say that we have direct contact with
reality through sense perception.

That is what the Wikipedia article posted by (I think it was) Westmiller
said:
http://en.wikipedia.org/wiki/Objectivism_(Ayn_Rand)#Metaphysics:_objective_re
ality.

wikipedia is not trustworthy. my source's were primarily galt's speech
and ITOE, both by Rand herself.

Ayn Rand says we have to (fallibly) think about and interpret the data we
get from our senses.

http://en.wikipedia.org/wiki/Objectivism_(Ayn_Rand)#Metaphysics:_objective_reality


I think we do that whether she says that or not, starting well before her
birth.

then what did you mean when you said "that human beings have direct
contact with reality through sense perception" ?



From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] NYT article about BOI
Date: August 15, 2011 at 11:25 PM

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infinity-by-
david-deutsch-book-review.html?pagewanted=1&_r=1&sq=meme&st=cse&scp=3

From the article:
"But Deutsch (who is famous, among other reasons, for his pioneering
contributions to the field of quantum computation) is so smart, and so
strange, and so creative, and so inexhaustibly curious, and so vividly
intellectually alive, that it is a distinct privilege, notwithstanding
everything, to spend time in his head...
...But I have no idea how one might go about investigating whether it
is true or false. "

Why does the reviewer doubt that claims of the book could be
investigated in terms of truth and falsity? Is this doubt well-founded
or not? If Mr. Deutsch's claims were testable in empirical terms,
would this fact of testability allow his claims to be testable in
terms of truth and falsity? I am genuinely interested to know the
answers to questions like this, and Mr. Deutsch's book appears to be
fueling the correct debate/discourse to explore them.

\\.SM

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infinity-by-david-deutsch-book-review.html?pagewanted=1&_r=1&sq=meme&st=cse&scp=3


From: Westmiller@aol.com
Subject: [BoI] Re: Space & Time
Date: August 16, 2011 at 1:55 AM

"Ottho" writes:
If nature does not  require anything (as you said), why could reality

dictate anything?

It  might be useful if you read the full sentence before inserting a
comment. Nature  is what it is: it doesn't require anything beyond itself to be
what it is. The  quality "space" is dictated by a reality that has that
quality. We can imagine a  reality that doesn't have that quality (only one object
existent), but that sort  of reality wouldn't have perceivers, nor minds,
nor any qualities  whatever.

... Objectivism holds that ... human beings have direct  contact with
reality through sense perception ...

I agree with Anonymous  that this is an incorrect characterization of
Rand's view. This might be  helpful:
http://aynrandlexicon.com/lexicon/perception.html

... I  already get nervous when I see terms like objective reality ...

It's  easier to let Rand make the case (Introduction of Objectivist
Epistemology deals  with all these  issues).
http://aynrandlexicon.com/lexicon/objectivity.html

When  you say "always existed" does that imply no Big Bang? <

It implies no  "singularity" genesis which lacks the quality of time and/or
motion. Elliot has  asked me to be more expansive on what I do believe, so
maybe I'll post a  dissertation on the concept of time.

Bill

http://aynrandlexicon.com/lexicon/perception.html
http://aynrandlexicon.com/lexicon/objectivity.html


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] NYT article about BOI
Date: August 16, 2011 at 2:36 AM

On Mon, Aug 15, 2011 at 8:25 PM, Sean Maden <sean.maden@gmail.com> 
wrote:

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infinity-by-
david-deutsch-book-review.html?
pagewanted=1&_r=1&sq=meme&st=cse&scp=3

From the article:
"But Deutsch (who is famous, among other reasons, for his pioneering
contributions to the field of quantum computation) is so smart, and so
strange, and so creative, and so inexhaustibly curious, and so vividly
intellectually alive, that it is a distinct privilege, notwithstanding
everything, to spend time in his head...
...But I have no idea how one might go about investigating whether it
is true or false. "

Why does the reviewer doubt that claims of the book could be
investigated in terms of truth and falsity?

He doesn't doubt it's possible. He just doesn't know how to do it
himself. He's not a world class philosopher like Deutsch is. Someone
who has never read Popper basically wouldn't have a chance at judging
BoI correctly. The reviewer is correctly acknowledging his ignorance.

Is this doubt well-founded or not?

He didn't express doubt.

If Mr. Deutsch's claims were testable in empirical terms,
would this fact of testability allow his claims to be testable in
terms of truth and falsity?

Many of Deutsch's claims are not empiricially testable. In BoI, he
explains how to judge ideas, both testable and non-testable ideas (by
whether they are good explanations, and he explains what that means).
Philosophy in general cannot be empirically testable and that is not a
bad thing.

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infinity-by-david-deutsch-book-review.html?pagewanted=1&_r=1&sq=meme&st=cse&scp=3


Empirical tests are a very useful tool when available. But no more.
Empirical testability is not a requirement of good ideas or true
ideas.



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Genetic Basis for Intelligence?
Date: August 16, 2011 at 3:34 AM

On Aug 11, 2011, at 10:36 AM, Jason wrote:

What do you make of this article:
http://www.ed.ac.uk/news/all-news/genes-090811

The news article says:

Scientists have provided the first direct biological evidence for a genetic 
contribution to people’s intelligence.

But the quote from the researcher says:

We have found genetic signals associated with people’s intelligence differences.

Intelligence and intelligence differences are not the same thing. Intelligence is the 
trait itself. Intelligence differences are the differences between that trait in 
different people.

What difference does this make to the meaning of the study? How important is it?

Jordan

http://www.ed.ac.uk/news/all-news/genes-090811


From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] No Genetic Basis for Intelligence
Date: August 16, 2011 at 4:00 AM

Two points.
One. We do not know how to measure intelligence and the received measure is
cock-eyed as it is a weighted average of diverse dimensions that makes no
sense and is varied repeatedly.
Two. Popper said, suppose some people are inferior in some sense. What are
we to conclude from this? That the inferiors should be compensated by
special privileges, he suggests. Right or not, were this the received
opinion, studies like the fake ones you here discussed so seriously would
disappear like the morning mist.
Joseph Agassi

Judith Bubeer Agassi & Joseph Agassi,
37 Levi Eshkol Street,
Herzliyah 46745 Israel
Phone and Fax +972-9-960-4072
email: agass@post.tau.ac.il
Web Pages http://www.tau.ac.il/~agass

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Jordan Talcot
Sent: Tuesday, August 16, 2011 10:35 AM
Subject: Re: [BoI] Genetic Basis for Intelligence?

On Aug 11, 2011, at 10:36 AM, Jason wrote:

What do you make of this article:
http://www.ed.ac.uk/news/all-news/genes-090811

The news article says:

http://www.tau.ac.il/~agass
mailto:beginning-of-infinity@googlegroups.com
http://www.ed.ac.uk/news/all-news/genes-090811


Scientists have provided the first direct biological evidence for a
genetic contribution to people's intelligence.

But the quote from the researcher says:

We have found genetic signals associated with people's intelligence
differences.

Intelligence and intelligence differences are not the same thing.
Intelligence is the trait itself. Intelligence differences are the
differences between that trait in different people.

What difference does this make to the meaning of the study? How important is
it?

Jordan



From: Westmiller@aol.com
Subject: [BoI] Re: Genetic Basis for Intelligence?
Date: August 16, 2011 at 5:00 AM

Alan Forrester writes:
You haven't  provided any explanation of why genetics is relevant to

differences in skills  between different groups.

I was referring to biological features of the  brain that facilitate mental
skills or talents. Certainly, Homo Sapiens evolved  with unique brain
characteristics which facilitated the development of a whole  variety of uniquely
human skills and talents. Every human has variations in  brain
characteristics, which facilitate the development of various mental  talents, some 
of
which are classified as "intelligence" (ie: memory, pattern  recognition,
dimensional retention, etc).

Therefore, it seems reasonable  that particular talents, when "selected" by
mating partners as useful for  "survival" (or social success) will result
in the evolution of brain  characteristics that facilitate those talents.

... All of those  differences can be explained by memetic evolution.

I'm not denying  memetic evolution, nor nurture, nor the acquisition of
knowledge. I'm only  saying that a multitude of generations (the number will
dictate prevalence)  MAY result in a group having brain characteristics that
facilitate the  development of particular mental skills that are suited to a
specific (and  persistent) social environment. I'm not saying that it's
certain, nor that it's  exclusive, only that it would be a natural consequence
of evolutionary  theory.

... you have provided no evidence of the influence of social
environments on genetic evolution.

I provided several links to evidence  that different social groups have
developed different mental aptitudes. I use  Wikipedia because it's convenient,
provides a fairly standardized overview, and  always contains a multitude
of links to source material. If you're looking for  scientific facts and
analysis, try  this:
http://web.mit.edu/hst.508/www/Ashkenazi.pdf

http://web.mit.edu/hst.508/www/Ashkenazi.pdf


Bill



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Genetic Basis for Intelligence?
Date: August 16, 2011 at 5:11 AM

On Aug 16, 2011, at 12:34 AM, Jordan Talcot wrote:

On Aug 11, 2011, at 10:36 AM, Jason wrote:

What do you make of this article:
http://www.ed.ac.uk/news/all-news/genes-090811

The news article says:

Scientists have provided the first direct biological evidence for a genetic 
contribution to people’s intelligence.

But the quote from the researcher says:

We have found genetic signals associated with people’s intelligence 
differences.

Intelligence and intelligence differences are not the same thing. Intelligence is 
the trait itself. Intelligence differences are the differences between that trait in 
different people.

What difference does this make to the meaning of the study? How important is 
it?

For one thing, it changes our expectations about what interventions would be 
effective in changing people's lives.

If a trait (the whole thing) is controlled by X, then an intervention that focusses on 
X may be effective.

If the *differences* in a trait are controlled by X, but the bulk of the trait is 
controlled by Y, then an intervention focussed on Y may be better.

http://www.ed.ac.uk/news/all-news/genes-090811


That's all just abstract though -- it would apply *if* traits were controlled by some 
X or Y. There is no scientific evidence for any genetic basis for intelligence as a 
whole or just for intelligence differences, and no explanation of why genetic 
focussed interventions would make sense.

There are many studies, but they all make severe mistakes. (Some mistakes are 
explained here: http://cscs.umich.edu/~crshalizi/weblog/520.html)

The best way to approach this stuff in real life -- even if you're unsure about the 
genetic aspect -- is to begin by making progress with how-children-are-treated 
interventions, and then see where that takes you.

Even if you didn't expect it to help people think better, ending the cruel treatment 
of children -- who are routinely denied basic human rights -- would be worthwhile. 
And how could it not help people to be more rational to stop filling their early 
years with suffering and anti-rational memes?

For more information about this, see the discussion of anti-rational memes in BoI 
and see a list mentioning some ways children are mistreated here:

http://fallibleideas.com/parenting-traditions-chart

as well as: http://fallibleideas.com/parenting-and-reason

and: http://fallibleideas.com/parenting-and-fallibility

And consider the laws that ban children from getting jobs or participating in the 
world in other basic ways. And consider the social pressure (somewhat supported 
by law) that forces children to attend schools where they do not wish to go and do 
not believe they are learning and benefitting (is that any way to promote 
intelligence thinking?), and are routinely subject to physical violence and arbitrary 
authority.

And consider the line, "Because I said so." and how that promotes or discourages 
effective, rational thinking.

-- Elliot Temple
http://curi.us/

http://cscs.umich.edu/~crshalizi/weblog/520.html
http://fallibleideas.com/parenting-traditions-chart
http://fallibleideas.com/parenting-and-reason
http://fallibleideas.com/parenting-and-fallibility
http://curi.us/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Genetic Basis for Intelligence?
Date: August 16, 2011 at 5:51 AM

On Aug 16, 2011, at 2:00 AM, westmiller@aol.com wrote:

Alan Forrester writes:
You haven't provided any explanation of why genetics is relevant to differences 
in skills between different groups.

I was referring to biological features of the brain that facilitate mental skills or 
talents. Certainly, Homo Sapiens evolved with unique brain characteristics 
which facilitated the development of a whole variety of uniquely human skills 
and talents. Every human has variations in brain characteristics, which facilitate 
the development of various mental talents, some of which are classified as 
"intelligence" (ie: memory, pattern recognition, dimensional retention, etc).

Therefore, it seems reasonable that particular talents, when "selected" by 
mating partners as useful for "survival" (or social success) will result in the 
evolution of brain characteristics that facilitate those talents.

This argument *assumes* that humans have variations in "brain characteristics", 
which somehow "facilitate" the development of various mental talents.

What is the evidence that human brains have variations which lead to differences 
in mental talents?

... All of those differences can be explained by memetic evolution.

I'm not denying memetic evolution, nor nurture, nor the acquisition of 
knowledge. I'm only saying that a multitude of generations (the number will 
dictate prevalence) MAY result in a group having brain characteristics that 
facilitate the development of particular mental skills that are suited to a specific 
(and persistent) social environment. I'm not saying that it's certain, nor that it's 
exclusive, only that it would be a natural consequence of evolutionary theory.

In order for this to be the case, it would need to first be the case that there 
*existed* variations in human brains which caused differences in 



intelligence/mental aptitudes.

... you have provided no evidence of the influence of social environments on 
genetic evolution.

I provided several links to evidence that different social groups have developed 
different mental aptitudes. I use Wikipedia because it's convenient, provides a 
fairly standardized overview, and always contains a multitude of links to source 
material. If you're looking for scientific facts and analysis, try this:
http://web.mit.edu/hst.508/www/Ashkenazi.pdf

Different social groups having different mental aptitudes is consistent with a 
memetic explanation. Evidence that differences exist is not evidence that these 
differences have a genetic aspect.

Jordan

http://web.mit.edu/hst.508/www/Ashkenazi.pdf


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Genetic Basis for Intelligence?
Date: August 16, 2011 at 8:37 AM

On 16 Aug 2011, at 10:00, Westmiller@aol.com wrote:

Alan Forrester writes:
You haven't provided any explanation of why genetics is relevant to differences 
in skills between different groups.

I was referring to biological features of the brain that facilitate mental skills or 
talents. Certainly, Homo Sapiens evolved with unique brain characteristics 
which facilitated the development of a whole variety of uniquely human skills 
and talents. Every human has variations in brain characteristics, which facilitate 
the development of various mental talents, some of which are classified as 
"intelligence" (ie: memory, pattern recognition, dimensional retention, etc).

Therefore, it seems reasonable that particular talents, when "selected" by 
mating partners as useful for "survival" (or social success) will result in the 
evolution of brain characteristics that facilitate those talents.

... All of those differences can be explained by memetic evolution.

I'm not denying memetic evolution, nor nurture, nor the acquisition of 
knowledge. I'm only saying that a multitude of generations (the number will 
dictate prevalence) MAY result in a group having brain characteristics that 
facilitate the development of particular mental skills that are suited to a specific 
(and persistent) social environment. I'm not saying that it's certain, nor that it's 
exclusive, only that it would be a natural consequence of evolutionary theory.

Memetic evolution is faster and can create explanatory knowledge so why would 
genetics be relevant at all? Most skills have changed a lot over the past few 
hundred years in terms of what customers want, the tools used and so on. How 
have genes adapted that quickly, and since there are new explanations involved 
how have genes managed to pick up explanatory knowledge?

... you have provided no evidence of the influence of social environments on 
genetic evolution.

I provided several links to evidence that different social groups have developed 



different mental aptitudes. I use Wikipedia because it's convenient, provides a 
fairly standardized overview, and always contains a multitude of links to source 
material. If you're looking for scientific facts and analysis, try this:
http://web.mit.edu/hst.508/www/Ashkenazi.pdf

How would it be possible to tell the difference between your theory and the idea 
that all intergroup differences are due to memes?

Alan

http://web.mit.edu/hst.508/www/Ashkenazi.pdf


From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] Re: NYT article about BOI
Date: August 16, 2011 at 11:21 AM

"He doesn't doubt it's possible. He just doesn't know how to do it
himself. He's not a world class philosopher like Deutsch is."

And yet, back to the NYT article: "David Albert is a professor of
philosophy at Columbia and the author of “Quantum Mechanics and
Experience.”

Why does this small blurb not convince me or the lay public that Mr.
Albert is in fact a world class philosopher and authority with the
capacity to cast doubt on fellow authorities?

"Someone who has never read Popper basically wouldn't have a chance at
judging BoI correctly. The reviewer is correctly acknowledging his
ignorance."

Having read Popper in both Philosophy of Science (http://
people.reed.edu/~mab/) and Philosophy of History (Ralph Drayton, Reed
College), it is with confidence that I would like to assure the AR
that just having read Popper in a/an (expensive/effective) college
setting will not equate to an understanding of the academic
professor's own academic agenda. In fact, should the student come away
with disagreement at all, with the mere exposure to the author in such
an environment (the context of the academic's own curriculum/the
context of the academic's chosen scholarly agenda), we might
empirically test whether or not such a student comes away with a false
attribution/conflation of the beliefs of said author (Popper) with
said academics (Mr. Drayton, and Mr. Bedau) when in fact Popper has
only been used as a tool in a curriculum contrived by another
academic.

In fact, Popper himself, in being an academic, probably had his own
"agenda" (which we might begin to investigate by going back to the
curriculum which he imposed on his own students in the context of
academics) and this "agenda" is probably aught from what current
academics (with their own agendas) take his agenda to be, by virtue of
the fact that we read books with incentives of our own, and books
themselves are a means to an end and not a means unto themselves.



"'Is this doubt well-founded or not?'
He didn't express doubt."
Well, I disagree, but I'm not about to go about empirically test the
fact of the matter....yet : )

"'If Mr. Deutsch's claims were testable in empirical terms, would this
fact of testability allow his claims to be testable in terms of truth
and falsity?'

Many of Deutsch's claims are not empiricially testable. In BoI, he
explains how to judge ideas, both testable and non-testable ideas (by
whether they are good explanations, and he explains what that means).
Philosophy in general cannot be empirically testable and that is not a
bad thing."

While I do agree with the AP in that just because a claim is not
empirically testable, we can therefore undervalue/write-off/not
acknowledge its importance. But I would argue the importance of
philosophy in persuasion, and having taken some modern philosophy
(Phil of Language, Mark Hinchliff & Phil of Science, Mark Bedau), it
is my own humble (and yet, verifiable?) opinion that much of modern
philosophy has lost sight of the topic of persuasion and the value of
persuasion in the context of philosophy.

Having acknowledged this humble opinion of my own personal experience,
I then speculated that perhaps modern philosophy lacks something that
prior philosophers were on to. My intuition led me to consider the
Dialogues of Socrates, and I am currently of the opinion that the
first step which philosophers took in reading/interpreting the writing
of these dialogues was to not act them out in-person. That is to say,
at some point we have forgotten/omitted/undermined/underestimated the
power/influence/efficacy of one-on-one interpersonnal communication/
dialoguing, at least in so far as an understanding can ever be
breached between two individuals (even if both of those individuals
are philosophers. Even if both of those individuals are empiricists).

"Empirical tests are a very useful tool when available. But no more.
Empirical testability is not a requirement of good ideas or true
ideas."



Yes, I do concur. But empiricism in practice, empiricism as it takes
its place in society - this appears to be a different beast (in the
U.S. at least) entirely, and this is a fact that increasingly demands
our (as laymen) utmost attention.

\\.SM



From: Elliot Temple <curi@curi.us>
Subject: [BoI] The "Influences" Model
Date: August 16, 2011 at 1:41 PM

The "Influences" Model of human thinking asserts that decisions are made in 
terms of many competing influences. The strongest influences gets the most say 
in the final choice, but not total control. Most decisions are compromises between 
many influences.

The influences model is an *assumption* in many people's thinking, which has 
never been noticed nor critically questioned. It's simply taken for granted.

Under the influences model, the concept of a genetic influence on intelligence is 
natural, even with no knowledge of biology, universality, memetics or 
epistemology. There are many influences. Why not throw in one more? How 
could that fundamentally be a big problem?

The influences model is false. It is refuted in the Choices chapter of BoI which 
explains how decisions are actually made.

If we take away the influences model, then in the statement "genetics influence 
thinking/intelligence/choices/personality/etc" the word "influence" has to be 
replaced with a different concept, since those things are not the sum of 
influences. A new way of thinking about the topic is required in order to make 
assertions similar to the old ones.

The genetic influences crowd has no replacement to offer. They're still stuck on 
the false influences concept. Consequently their arguments and claims are 
obsolete.

And there's no reason to expect they would create a replacement if they knew 
better. Maybe they'd change their minds. To assume they'd definitely stay on the 
same "side", even after learning new things on the topic, is to assume they are 
irrational partisans. I make no such assumption.

What about the BoI model? Never mind creating a new model, what can genetics 
do in the BoI model of choices?

They can offer explanatory knowledge to the mind, to the extent they have any (a 



very low extent), which can be judged in the usual way, and accepted or rejected. 
Genes have basically no role in the model. BoI offers a new way of looking at 
things, focussed on *ideas* and especially explanatory ideas, and also focussed 
on *being true*: BoI's positions have not been refuted by criticism, whereas their 
"rivals" have been refuted.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: [OT] Non-DRM EPUB version of the book?
Date: August 16, 2011 at 4:07 PM

I'd also like to purchase a non-DRM digital form of the book. I find
it difficult to read paper books (I have vision problems), not to
mention store/reference them. DRM unnecessarily restricts the ways/
formats/devices upon which I can read. However I would also like to
compensate the author. I'm not picky as to non-DRM formats - EPUB,
PDF, and HTML all work fine for me.

Online music sales went *up* dramatically when the music companies
started selling legitimate non-DRM mp3 versions of their songs. I
suspect the result would be the same for book sellers.

--Jason

On Aug 15, 5:45 pm, Woty Regan <wotyf...@gmail.com> wrote:
I'd also prefer to buy it in drm-free form.

David, any chance of your publisher going for that?

~Woty

On Aug 15, 2011, at 8:14 PM, Andreas Waldenburger wrote:

Hi Woty, thanks for your reply.

I didn't say I would not read it at all. I said I wouldn't *buy* it at
all.

The implication of being "unable to copy it freely" is that at some
point I might be unable to read it at all anymore. That's an
artificial restriction that is punitive to me as a reader. There is no
way I'll pay good money for a book that glues itself shut after I put
it on another shelf (which is sort of what Adobe DRM does: You can
view it on a certain number of devices, and that's it). What if Adobe
changes its DRM scheme? Or discontinues it? Or just revokes my



license? Nope, too many strings attached.

I wouldn't buy a car that only drives on certain select roads or only
fills up on certain gas stations, or any such nonsense. It's not a
product I want to have, or even want to exist. Ergo: I don't give my
money to a company that tries to sell me such products. I'm using what
little power I have to make the market provide me with products that I
*do* want.

(And to pre-emptively answer a related point: I do know how to get the
book digitally without DRM. But I want to pay the author, and even the
publisher. I do not want to pay Adobe or any other company trying to
sell me intentionally crippled products.)

I hope this makes it more clear. Again, I really don't want this to
become a drawn out discussion about the (de-)merits of DRM. I just
want to know if the product I want to buy exists.

Best,
/W

On Aug 15, 7:53 am, Woty Regan <wotyf...@gmail.com> wrote:
Why would you prefer not to read it at all than to read it but be unable to copy 
it freely?

~Woty

On Aug 14, 2011, at 3:09 PM, Andreas Waldenburger wrote:

Hi everyone, first post.

I've been reading good stuff about the book, and I want to buy it in EPUB
format.  However, I can't find an outlet that sells non-DRM versions.

I know this group is not meant to discuss such matters, and I don't want to
incite a prolonged discussion about any of this.  So I'll stress: If I can't
buy the book in non-DRM format (preferably EPUB), I won't be buying it at 
all



and that'll be the end of it.

Thanks,
/W

--

- Hide quoted text -

- Show quoted text -



From: Westmiller@aol.com
Subject: [BoI] Fungibility
Date: August 16, 2011 at 4:31 PM

Was: Is the multiverse really real?
Westmiller@aol.com Aug 15  wrote:

I'm not trying to do a semantic tease, but to ask which  description [of
fungibility] is favored by the MWI being proposed  ...

There was no response to my query, but Elliot challenged me to review  BOI
for an explanation, so I did. Perhaps David can advise whether my
characterization of the BOI conception is correct.

"One big difference  from the case of fungible money is that in the latter
case we never have to  wonder about - or predict - what it would be like to
be a dollar. That is to  say, what it would be like to be fungible, and then
to become differentiated." -  BOI

I read this as indicating that David is using the word to suggest  that
"me" in World A is interchangeable with the "me" in World B, until some  event
causes the two "mes" to become different.

"The third - which had  never been imagined before quantum theory - is that
two or more fungible  instances of the observer become different." - BOI

This note follows the  caveat that, even though all events are
deterministic, some "are either unknown  or too complex to take account of." This 
seems
to suggest that the "me" in World  A becomes differentiated from the "me" in
World B whenever an indeterminate  quantum event occurs in my proximity.
Thus, the "me" in World A is no longer  "fungible" with the "me" in World B.

"After the universes in our story  begin to differ inside one starship,
everything else in the world exists in  pairs of identical instances. We must
continue to imagine those pairs as being  fungible. This is because the
universes are not 'receptacles' - there is nothing  to them apart from the
objects they contain. If they had an independent reality,  then each of the
objects in such a pair would have a property of being in one  particular universe
and not the other, which would make them non-fungible." -  BOI



In other words, World A is identical to World B in every respect  except
for those components that have become differentiated by  indeterminate events.
So, the "me" in World A is identical to the "me" in World  B, in the
context of the coherent universe of World AB, where I am fungible.  However, 
some
things in World A are not fungible to those in World B, since they  have
changed and become different. He warns that this particular differentiation
should not be construed as creating an entirely "independent reality", even
though World A in toto is not identical to World B in toto. If they were
construed as unique and independent universes, then *all* elements of the two
Worlds would have to be considered non-fungible.

"Thus, starting with the  voltage happening in only one universe, a wave of
differentiation between the  universes spreads in all directions through
space. Since information traveling  in either universe cannot exceed the speed
of light, nor can the wave of  differentiation ... I call it a 'sphere of
differentiation'." - BOI

The  "me" in World AB is fungible between World A and World B until the
sphere of  differentiation from the indeterminate event in World B encompasses
the "me" in  World AB. Then, I cease to be fungible and become
differentiated: the "me" in  World A is no longer identical with the "me" in World B.

"Even inside the  sphere of differentiation, there are comparatively few
differences between the  universes ..." - BOI

That is, the macro effect of determinate events  continues to dominate both
Worlds, even though they are differentiated to the  degree that the
indeterminate event changes them. To that degree, the two Worlds  are no longer
fungible.

----
That's my characterization of David's  presentation of fungibility, which
he or the reader can judge to be accurate or  not. What follows are my
conclusions and observations.
----

Somewhat  at odds with Elliot's description, my understanding of David's
proposition is  that the loss of fungibility is NOT reversible. Once an object
is exposed to  differentiation, it becomes different and is no longer



fungible. The "me" in  World AB ceases to exist and becomes two different "mes"
in World A and World B.  I can never go back to World AB.

The remainder of World AB, which is  outside the (SOL) sphere of
differentiation, remains fungible. However, the new  "me" in World A can no 
longer
communicate with the new "me" in World B, nor the  past instantiation of "me"
in World AB. The World A "me" cannot even know that  the World B "me" exists,
and vice-versa. From my differentiated perspectives,  there is only one
World.

It seems to me that there are a multitude of  problems with this
description of reality.

In the first instance, it  seems to be a philosophical effort to
differentiate the deterministic character  of the universe (effectively, the Laws of
Nature) from the presumably  indeterminate character of quantum events
(effectively, the domain of  Probability). David seems to see quantum events as
the transitional catalyst  that creates new deterministic realities,
analogized as unique universes or  Worlds. The problem with this perspective is 
that
quantum events happen  everywhere all the time, not merely when we detect
them. In every nanosecond,  tetra-instances of new Worlds would be created,
with overlapping (SOL) spheres  of differentiation everywhere in the universe.
Although individual sub-atomic  quantum events are tiny, they would
multiply and propagate in perpetuity, making  nearly everything indeterministic.

David urges us to persist in "imagining" that fungibility remains between
World A and World B for those entities that aren't significantly influenced
by  the quantum differentiation. That doesn't seem possible  if the meaning
of "World" or "universe" refers to consistent  wholes, rather than
assemblies of components. One sub-atomic  change will, at SOL, influence (to 
some
degree) all other objects in  the universe (the Butterfly Effect). Therefore,
taken as a whole, everything in  each instance of the unique universe must be
"non-fungible" to all other  things in another.

Although the proposition is imaginative and interesting, it's final
conclusion is that *even if it is true* we can never know that there is any  other
World than the one we perceive. That is, we can never know (since we can



never obtain any information from them) that those other Worlds even exist.
Absent an FTL Drive, which would allow us to exit the 'sphere of
differentiation', there could never be any evidence for or against their  existence.
In that sense, the proposition cannot be falsified until SOL is  violated.

If my characterization is correct, one quantum event cannot possibly
communicate with another quantum event, since each of them has their own 
'sphere
of differentiation' and are creating unique Worlds of their own ... as well
as  composites of differentiated Worlds where the two spheres intersect.
Information  from one quantum event is not "fungible" in any other World.
Therefore, quantum  computing (or any other form of communication) would be
impossible among Worlds.  It may well be impossible in any case, but the MWI, if
true, precludes  it.

I'm hoping I haven't exceed Elliott's invitation to be more  expansive, but
I welcome corrections to my characterizations or disagreements  with my
conclusions.

Bill



From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] Re: The "Influences" Model
Date: August 16, 2011 at 6:00 PM

"On Aug 16, 10:41 am, Elliot Temple <c...@curi.us> wrote:
The 'Influences' Model of human thinking asserts that decisions are made in 
terms of many competing influences. The strongest influences gets the most 
say in the final choice, but not total control. Most decisions are compromises 
between many influences."

This is an extremely interesting and valid model that we should be
testing, although I have a cynical hunch that it is, as with most
models, fundamentally false in some manner. Scientists would like to
consider themselves empiricists, and some would call empiricists
people who are good at induction. Entertaining this assumption
(scientists are empiricists who are just people who are good at
induction), I find it hard to fathom why a scientist should disagree
with the 'Influences' Model, as stated above.

"> The influences model is an *assumption* in many people's thinking,
which has never been noticed nor critically questioned. It's simply
taken for granted."

I would agree that this model is probably like an assumption, but as
to whether it is actually an assumption - that is, an assumption in
actuality/reality/"objective reality," I have yet to find/read/observe
compelling evidence. Maybe we need to distinguish between assumptions
which people make consciously and unconsciously, as I have a hunch
from my own humble personal experience that people, even authorities
in their respective fields, make certain assumptions consciously, and
certain other assumptions subconsciously. It is my own personal belief
that everybody can benefit by airing or otherwise realizing their own
unstated/subconscious assumptions about their surrounding world
(including other people).

"> Under the influences model, the concept of a genetic influence on
intelligence is natural, even with no knowledge of biology,
universality, memetics or epistemology. There are many influences. Why
not throw in one more? How could that fundamentally be a big problem?

"



I am happy to grant the author this point. However, I would caution
against a potential observation that a reader can make as to the
unspoken assumptions of the author in this vein of reasoning: that
biologists believe they are effective at inductive lines of reasoning,
when in fact they are actually reasoning in a purely deductive manner
but nevertheless believe they are skilled/trained/talented at
inductive reasoning. The validity of such an assumption is based upon
my own personal experience with academic biologists and professionals
in the field. However, such an assumption, in my experience is
patently false - as to whether the author wishes to discuss why I have
observed this falseness, or at least as to why I believe I have
observed this falseness, I would be happy to engage him on this point
otherwise (although to do so here would certainly result in a kind of
meta-discussion that would be in violation of the stated rules of
discourse for this forum).

"> The influences model is false. It is refuted in the Choices chapter
of BoI which explains how decisions are actually made.

"

I fail to see why the author did not already believe/was of the
persuasion that the 'Influences' *model* was false prior to making
this statement, as all models seem to be patently false (by virtue of
their being models [please refer to my above comments]).

"> If we take away the influences model, then in the statement
'genetics influence thinking/intelligence/choices/personality/etc' the
word 'influence' has to be replaced with a different concept, since
those things are not the sum of influences. A new way of thinking
about the topic is required in order to make assertions similar to the
old ones.

"

My experience has caused me to also doubt the truth value of the claim
that the author here evokes. To elaborate, the statement that
"genetics influence --" is one that needs to be unpacked and
deciphered. For example, if we include the burgeoning field of
genomics in our term "genetics" then I find the statement in question
to be patently false. That is to say, had the purveyor of this



sentence spoken with (and correctly understood) all of the people
studying genetics at the moment (especially genomicists) and also gone
to every literary/digital/intuitive source with any authority, I
believe he would find that his own statement is indeed false.

"> The genetic influences crowd has no replacement to offer. They're
still stuck on the false influences concept. Consequently their
arguments and claims are obsolete.

"

I am inclined to disagree with the truth value of the author's
statement on this point. That is to say, the generalization that
"they're (geneticists) are still stuck on the false influences
*concept*" is probably false, although I could not possibly know with
absolute certainty the fact of the matter of the truth value of this
statement. That is to say, I could not/would not possibly consult all
possible authorities (both dead and alive) in order to investigate the
truth value of this one statement because such an attempted
consultation would surly result in my own death as a bitter old man
struggling to pay rent on a house he shouldn't own for a family he
doesn't have living in the dark corners of his long-forsaken intellect
which still can't decide whether he is a philosopher or a scientist.

Coming at the author's statement from a slightly different angle: I am
inclined to believe/observe that the invalidation of a field that is
(we might suppose) patently inductive by use of purely inductive lines
of reasoning is itself a patently paradoxical exercise and should be
outed for what it is, post-haste.

"> And there's no reason to expect they would create a replacement if
they knew better. Maybe they'd change their minds. To assume they'd
definitely stay on the same "side", even after learning new things on
the topic, is to assume they are irrational partisans. I make no such
assumption.

"

It is my firm conviction that the author of this statement does not in
fact understand what it means to know, that is to say he is not fully
qualified to say of any other person that "[any person] would create a
replacement if [any person] knew better" by virtue of the simple



observation that the author does not understand the nature of knowing,
and as such cannot identify whether another person is exercising the
characteristic of knowing (anything) at all.

My own firm conviction on this point is due to my effective training
as a practitioner of inductive reasoning, but this sentence is merely
an observation on the part of the author.

"> What about the BoI model? Never mind creating a new model, what can
genetics do in the BoI model of choices?

They can offer explanatory knowledge to the mind, to the extent they have any 
(a very low extent), which can be judged in the usual way, and accepted or 
rejected. Genes have basically no role in the model. BoI offers a new way of 
looking at things, focussed on *ideas* and especially explanatory ideas, and 
also focussed on *being true*: BoI's positions have not been refuted by criticism, 
whereas their "rivals" have been refuted.
"

Genetics, as mentioned before, is a myriad and nuanced field that
changes drastically every year (based on the observations of the
author of this sentence). However, if one had the desire to understand
the nature of genetics per-se, it is the conviction of the author of
this sentence that one had better understand why genomics work is
difference from much/most of the other work practiced in the field of
genetics. That is to say, the author of this sentence believes (based
on experience, observation, meditation, exercise, the fact of being
born, self-consciousness perhaps, a little bit of reasoning
perhaps...) that people in general mean well in their actions
(including writing posts in forums and assuming important academic
titles) but that their own meaning does not equate to true
understanding, and also that it is up to these very people (not an
extrinsic force/compulsion/observer/fell human) to convince themselves
that they know less than they seem to think that they do.

"> -- Elliot Templehttp://beginningofinfinity.com/"

It is the conviction of the author that this man is onto something
profound and that I should probably read more of his work, the above
comments/observations notwithstanding.

http://beginningofinfinity.com/


(With all due sincerity)
Sincerely,
Sean Maden



From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] Memes as a Memes of Communication: Why not communicate in 
memes?
Date: August 16, 2011 at 6:26 PM

http://wimp.com/slothstreet/ (from: http://www.wimp.com)

http://wimp.com/slothstreet/
http://www.wimp.com/


From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] Re: Memes as a Memes of Communication: Why not communicate 
in memes?
Date: August 16, 2011 at 6:36 PM

http://wimp.com/besttricks/

From the linked video: "'Always walk through life as if you have
something new to learn and you will'"

On Aug 16, 3:26 pm, Sean Maden <sean.ma...@gmail.com> wrote:
http://wimp.com/slothstreet/(from:http://www.wimp.com)

http://wimp.com/besttricks/
http://wimp.com/slothstreet/(from:http://www.wimp.com


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Memes as a Memes of Communication: Why not communicate 
in memes?
Date: August 16, 2011 at 6:41 PM

On Aug 16, 2011, at 3:26 PM, Sean Maden wrote:

http://wimp.com/slothstreet/ (from: http://www.wimp.com)

What do this and the subsequent link have to do with BoI?

-J

http://wimp.com/slothstreet/
http://www.wimp.com/


From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] Re: Memes as a Memes of Communication: Why not communicate 
in memes?
Date: August 16, 2011 at 6:50 PM

Dear J,
I do apologize for not further clarifying the rationale behind my
decision to create this post. I suppose that in creating this post, I
was exploring the concept of a selection of memes, as it is my firm
conviction that the website cited (http://www.wimp.com) is a purveyor
of memes with high efficacy. By high efficacy, I suppose that I could
mean information that allows people to learn something. By learning, I
suppose that I could mean a number of different things, including the
realization that one is wrong in one's own assumptions, or perhaps
just the realization that one takes pleasure in apparently stupid
things. What all of this comes down to is the question of what makes a
meme "fit" if memes are "adaptive" in the sense of memes being
selected for in the sense of Charles Darwin's theory of Natural
Selection (which predates any awareness of modern-day genetics work,
if one is to take his published works as an indication of the
inception of his theory into public awareness of this theory).

In short, I am trying to lighten the mood. But also in short, I am
trying to learn more about the mood that seems to need lightening.

If my intentions in creating this post are by now not fully
understood, I would not hold it against anyone in particular, but
merely hope that they are understood and hope that a further
understanding between people be breached.

I do appreciate your post/question, and I am eager to discuss matters
of this ilk further....probably as far as they can possibly be taken.

Sincerely,
Sean Maden

On Aug 16, 3:41 pm, Justin Mallone <justin...@gmail.com> wrote:
On Aug 16, 2011, at 3:26 PM, Sean Maden wrote:

http://wimp.com/slothstreet/(from:http://www.wimp.com)

http://www.wimp.com/
http://wimp.com/slothstreet/(from:http://www.wimp.com


What do this and the subsequent link have to do with BoI?

-J



From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] No Genetic Basis for Intelligence
Date: August 16, 2011 at 7:08 PM

-----Original Message----- From: judith buber agassi & joseph agassi
Sent: Tuesday, August 16, 2011 4:00 AM

Two points. One. We do not know how to measure intelligence

To measure something, it first has to be defined accurately enough for it to be 
measurable.

and the received measure is cock-eyed as it is a weighted average of diverse 
dimensions that makes no sense and is varied repeatedly. Two. Popper said, 
suppose some people are inferior in some sense. What are we to conclude from 
this? That the inferiors should be compensated by special privileges, he 
suggests. Right or not, were this the received opinion, studies like the fake ones 
you here discussed so seriously would disappear like the morning mist.

Joseph Agassi

Judith Bubeer Agassi & Joseph Agassi,
37 Levi Eshkol Street,
Herzliyah 46745 Israel
Phone and Fax +972-9-960-4072
email: agass@post.tau.ac.il
Web Pages http://www.tau.ac.il/~agass

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Jordan Talcot
Sent: Tuesday, August 16, 2011 10:35 AM
Subject: Re: [BoI] Genetic Basis for Intelligence?

On Aug 11, 2011, at 10:36 AM, Jason wrote:

What do you make of this article:
http://www.ed.ac.uk/news/all-news/genes-090811

http://www.tau.ac.il/~agass
mailto:beginning-of-infinity@googlegroups.com
http://www.ed.ac.uk/news/all-news/genes-090811


The news article says:

Scientists have provided the first direct biological evidence for a
genetic contribution to people's intelligence.

But the quote from the researcher says:

We have found genetic signals associated with people's intelligence
differences.

Intelligence and intelligence differences are not the same thing.
Intelligence is the trait itself. Intelligence differences are the
differences between that trait in different people.

What difference does this make to the meaning of the study? How important is
it?

Jordan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Janusz Korczak
Date: August 16, 2011 at 7:43 PM

Quotes are all from the book _When I am Little Again and The Child's Right to 
Respect_ by Janusz Korczak, and in particular from "The Child's Right to 
Respect" part.

I found it an interesting perspective. I think he noticed some truths which many 
people are blind to. I agree with a lot.

The book is translated. It uses somewhat poetic language. I imagine the original 
is more elegant.

p 161

We learn very early in life that big is more important than little.

p 161

In a crowd the child can't see anything; he isn't noticed or else he's jostled.

p 161

It is size and what takes up more space that elicits respect and admiration. 
Small is equated with ordinary and uninteresting.

p 161

A big city, high mountains, a tall tree -- these are impressive.

The book favors poetic language and emotional and metaphorical themes. It's not 
always literally accurate. iPhones are impressive. Miniaturization can be 
respected.

p 173

We hide our own faults and guilty actions. Children aren't supposed to criticize; 



they aren't supposed to notice our bad habits, addictions, and peculiarities. We 
pose as being perfect.

p 164

A beggar can dispose of his alms at will. The child has nothing of his own…

He is forbidden to tear, break, or soil; he is forbidden to give anything away as a 
present; nor is he allowed to refuse anything with a sign of displeasure. The 
child has to accept things and be satisfied. Everything must be in the right place 
at the right time according to his regimen.

I liked the point that children often can't even use their "possessions" as gifts.

Concepts like "cleaning" a room consist of putting things in the "right place" 
(according to the parent) as the "right time" (the time the parent does an 
inspection). It is not acknowledged that "clean" rooms are not necessarily the 
desired and most useful state for people, when those people are children.

p 166

He [a child] has to be watched, never to be let out of sight; to be watched and 
never be left alone; watched at every step.

p 166

The child does not know how much and what to eat, how much and what to 
drink, does not know the limits of fatigue. So, you have to supervise his diet, his 
sleep, his rest.

For how long? As of when? Always.

p 166

The child delights in the gamble of mischief-making, is curiously drawn to 
trouble.

He's easily spoiled and hard to correct.



I think here, and in many other places (e.g. about diet and watching), he is stating 
a common view which he disagrees with. Why should this be true? I think he 
wants it to be examined.

I might phrase the claim a bit differently: children (inherently) are gullible with 
confronted with bad influences, but stubborn with confronted with good 
influences. They are easily persuaded by false ideas and resistant to true ideas.

It is paradoxical and contradictory, and false. It is an expression of the frustration 
of authorities disobeyed who uncritically assume that their demands on children 
are all true, and the things they disapprove of all bad.

p 171

There is that false reproach that says that kindness spoils the child and that the 
response to gentleness is impunity and disorder.

But let's be careful not to label sloppiness, indolence, and silliness as kindness.

p 174

… on hugging the child it is we who are actually doing the clinging; that we are 
hiding, helpless, in that child's embrace, seeking in it help and escape … We 
burden the child with our own sufferings and longings.

p 170

How many aborted revolutions occur about which the teacher says nothing, 
ashamed to admit that he is weaker than the child.

This statement won't make sense out of context. It's about how new teachers 
often try to implement significant reforms and changes. But those "revolutions" 
fail as the children don't play along. Then the teacher never speaks of his failed 
intentions.

p 174

A cruel though legitimate law of Greece and Rome allowed for the killing of 
children.



This looks to me like a mistranslation. I don't understand what he would mean by 
"legitimate" here. I wonder what he really said.

p 185

We aren't miracle-workers -- nor do we want to be charlatans. Let us renounce 
the deceptive longing for perfect children.

Yeah, perfection is unattainable. We must instead seek perpetual (infinite) 
progress.

p 174

Is there a life that exists as some joke? No, childhood years are long and 
important ones in the life of man.

Yeah, childhood matters.

p 177

… even a child's tears are treated as a joke, made to seem less important.

p 181

We want them [school children] to be docile, that not a single one of the ten 
thousand seconds of the school hour (count them) should be troublesome.

Again he means that many people do, but should not, want this, or think this way.

I would add that it's especially nasty because the children are there 
*involuntarily*.

I particularly liked this next part:

p 179

We want our children to be better than us. We dream about a perfect person of 
the future.



We have to diligently catch ourselves sin lies, pin down our egotism disguised in 
phony elegance. Seemingly a generous resignation but, in truth, an ordinary 
swindle.

We have reached an understanding with ourselves, made amends; we have 
forgiven and freed ourselves from the responsibility of improving. We were badly 
brought up. It's too late to start now. Our defects and faults have rooted too 
deeply. We don't let children criticize us, nor do we watch ourselves

Feeling absolved, we have resigned from the struggle, shifting its burden onto 
children.

A teacher eagerly adopts the adult's privilege: to keep an eye on the child, not 
on oneself; to register the child's faults, not one's own.

We should never give up on improving ourselves. We should not be discouraged 
by problems which are, as BoI says, inevitable. But they are also, as BoI says, 
possible to solve.

Korczak also makes statements which are off topic:

p 162

The machine has become a subjugated slave.

p 165

We have subdued the world; metal and beats have become servants.

p 175

… the merchants assault the consumers to buy their goods.



pp 162-163

It's a difficult problem, how to share the conquered places, how to assign tasks 
and to reward, how to husband the inhabited regions of the globe. What kind 
and how many factories should be established in order to provide work for 
hungry hands and brains, how to maintain order and discipline in the human 
swarm, how to secure protection from an ill will or the madness of a single 
individual, how to fill the hours of life with activity, rest, and recreation, guard 
against apathy, satiety, and boredom? How to unite people into a law-abiding 
community…

I think he is revealing himself here as a collectivist and some other things.

p 173

To be sure, adult society has been carefully sifted and filtered. How many have 
been claimed by the grave, by prisons, and insane asylums? How much scum 
has gone down the gutters?

Why assume that dead people (I think he means those who die young), 
prisoners, and the "insane" are "scum"?

There are some comments about children that I do not approve of:

p 171

How was it that occasionally the most trustworthy child would let me down? How 
was it that, though admittedly rarely, there would be a sudden eruption of unruly 
behavior by a given group?

pp 172-173 has some attempts at answers:

1. If a teacher … desire to force everyone into a single mold …



2. The teacher uses one measure of evaluating while the group [children] uses 
another …

3. … A lion isn't dangerous when angry, but when playful and eager to frolic …

4. The best but by far not the final explanation dawned on me. A child can 
become intoxicated with the oxygen of the air as an adult can with alcohol. 
Excitement, loss of control, recklessness, giddiness; as a reaction, 
embarrassment, a lump in the throat, a feeling of disgust, and guilt. My own 
observation is accurate -- it is clinical. The most stable person can get tipsy.

Don't scold: this obvious childish intoxication arouses respect and emotion; it 
does not estrange and set apart, but draws us closer and binds us.

I don't like the uncritical assumption that "unruly behavior" is bad. "Unruly 
behavior" is a term which obscures the real event: a disagreement. The teacher 
and children disagree about what behavior would be good. The teacher then 
labels the children's behavior "unruly" instead of acknowledge it as in 
disagreement with his own fallible ideas.

What's needed is not a dehumanizing theory comparing it with alcohol 
intoxication but a truth-seeking approach which does not begin with an 
assumption that the adult is right but instead seeks to rationally discover the truth.

So, here, Korczak has made a mistake. But that does not disqualify him as a 
friend to children or a well-intentioned person.

He was a brave man who died protecting children from Nazis:

http://en.wikipedia.org/wiki/Janusz_Korczak

On August 5 or 6, 1942, German soldiers came to collect the 192 (there is some 
debate about the actual number and it may have been 196) orphans and about 
one dozen staff members to take them to Treblinka extermination camp. 
Korczak had been offered sanctuary on the “Aryan side” by Żegota but turned it 
down repeatedly, saying that he could not abandon his children. On August 5, 
he again refused offers of sanctuary, insisting that he would go with the children.

-- Elliot Temple

http://en.wikipedia.org/wiki/Janusz_Korczak


http://curi.us/

http://curi.us/


From: Ottho <ottho@nyc.rr.com>
Subject: Re: [BoI] Re: Space & Time
Date: August 16, 2011 at 8:02 PM

From: Westmiller@aol.com
Sent: Tuesday, August 16, 2011 1:55 AM

"Ottho" writes: If nature does not require anything (as you said), why could reality 
dictate anything?

It might be useful if you read the full sentence before inserting a comment.

I assure you that if I insert a comment within a sentence, that would never mean 
that I did not read the whole sentence.

Nature is what it is: it doesn't require anything beyond itself to be what it is.

I did not mean to suggest, nor do I think, that nature requires anything.

The quality "space" is dictated by a reality that has that quality.

I have trouble understanding this sentence. [a] What does the quality "space" 
mean? Is space a quality? Does quality in this context mean property or attribute 
for example? [b] What does dictated mean in this context? What does it mean to 
say that a quality is dictated by a reality? [c] What does "a reality" (as opposed to 
"reality") mean? [d] What does "that quality" refer to? [Or is reading BoI, or Ayn 
Rand, a prerequisite for all this?]

We can imagine a reality that doesn't have that quality (only one object 
existent),

I can imagine a universe in which only one object exists. Certainly no part of our 
observable universe is like that.

but that sort of reality wouldn't have perceivers, nor minds, nor any qualities 
whatever.

Why would that object have no qualities (properties, attributes)? How could any 
object have none (e.g. mass, charge).



... Objectivism holds that ... human beings have direct contact with reality 
through sense perception ...

I agree with Anonymous that this is an incorrect characterization of Rand's view. 
This might be helpful:
http://aynrandlexicon.com/lexicon/perception.html

... I already get nervous when I see terms like objective reality ...

It's easier to let Rand make the case (Introduction of Objectivist Epistemology 
deals with all these issues).
http://aynrandlexicon.com/lexicon/objectivity.html

When you say "always existed" does that imply no Big Bang? <

It implies no "singularity" genesis which lacks the quality of time and/or motion. 
Elliot has asked me to be more expansive on what I do believe, so maybe I'll post 
a dissertation on the concept of time.

Bill

http://aynrandlexicon.com/lexicon/perception.html
http://aynrandlexicon.com/lexicon/objectivity.html


From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] Re: Janusz Korczak
Date: August 16, 2011 at 9:20 PM

On Aug 16, 4:43 pm, Elliot Temple <c...@curi.us> wrote:
Quotes are all from the book _When I am Little Again and The Child's Right to 
Respect_ by Janusz Korczak, and in particular from "The Child's Right to 
Respect" part.

I found it an interesting perspective. I think he noticed some truths which many 
people are blind to. I agree with a lot.

The book is translated. It uses somewhat poetic language. I imagine the original 
is more elegant.

p 161

We learn very early in life that big is more important than little.

p 161

In a crowd the child can't see anything; he isn't noticed or else he's jostled.

p 161

It is size and what takes up more space that elicits respect and admiration. 
Small is equated with ordinary and uninteresting.

p 161

A big city, high mountains, a tall tree -- these are impressive.

The book favors poetic language and emotional and metaphorical themes. It's 
not always literally accurate. iPhones are impressive. Miniaturization can be 
respected.

p 173

We hide our own faults and guilty actions. Children aren't supposed to criticize; 
they aren't supposed to notice our bad habits, addictions, and peculiarities. We 



pose as being perfect.

p 164

A beggar can dispose of his alms at will. The child has nothing of his own…

He is forbidden to tear, break, or soil; he is forbidden to give anything away as 
a present; nor is he allowed to refuse anything with a sign of displeasure. The 
child has to accept things and be satisfied. Everything must be in the right 
place at the right time according to his regimen.

I liked the point that children often can't even use their "possessions" as gifts.

Concepts like "cleaning" a room consist of putting things in the "right place" 
(according to the parent) as the "right time" (the time the parent does an 
inspection). It is not acknowledged that "clean" rooms are not necessarily the 
desired and most useful state for people, when those people are children.

p 166

He [a child] has to be watched, never to be let out of sight; to be watched and 
never be left alone; watched at every step.

p 166

The child does not know how much and what to eat, how much and what to 
drink, does not know the limits of fatigue. So, you have to supervise his diet, 
his sleep, his rest.

For how long? As of when? Always.

p 166

The child delights in the gamble of mischief-making, is curiously drawn to 
trouble.

He's easily spoiled and hard to correct.

I think here, and in many other places (e.g. about diet and watching), he is 



stating a common view which he disagrees with. Why should this be true? I 
think he wants it to be examined.

I might phrase the claim a bit differently: children (inherently) are gullible with 
confronted with bad influences, but stubborn with confronted with good 
influences. They are easily persuaded by false ideas and resistant to true ideas.

It is paradoxical and contradictory, and false. It is an expression of the 
frustration of authorities disobeyed who uncritically assume that their demands 
on children are all true, and the things they disapprove of all bad.

p 171

There is that false reproach that says that kindness spoils the child and that 
the response to gentleness is impunity and disorder.

But let's be careful not to label sloppiness, indolence, and silliness as 
kindness.

p 174

… on hugging the child it is we who are actually doing the clinging; that we are 
hiding, helpless, in that child's embrace, seeking in it help and escape … We 
burden the child with our own sufferings and longings.

p 170

How many aborted revolutions occur about which the teacher says nothing, 
ashamed to admit that he is weaker than the child.

This statement won't make sense out of context. It's about how new teachers 
often try to implement significant reforms and changes. But those "revolutions" 
fail as the children don't play along. Then the teacher never speaks of his failed 
intentions.

p 174

A cruel though legitimate law of Greece and Rome allowed for the killing of 
children.



This looks to me like a mistranslation. I don't understand what he would mean 
by "legitimate" here. I wonder what he really said.

p 185

We aren't miracle-workers -- nor do we want to be charlatans. Let us renounce 
the deceptive longing for perfect children.

Yeah, perfection is unattainable. We must instead seek perpetual (infinite) 
progress.

p 174

Is there a life that exists as some joke? No, childhood years are long and 
important ones in the life of man.

Yeah, childhood matters.

p 177

… even a child's tears are treated as a joke, made to seem less important.

p 181

We want them [school children] to be docile, that not a single one of the ten 
thousand seconds of the school hour (count them) should be troublesome.

Again he means that many people do, but should not, want this, or think this 
way.

I would add that it's especially nasty because the children are there 
*involuntarily*.

I particularly liked this next part:

p 179

We want our children to be better than us. We dream about a perfect person of 
the future.



We have to diligently catch ourselves sin lies, pin down our egotism disguised 
in phony elegance. Seemingly a generous resignation but, in truth, an ordinary 
swindle.

We have reached an understanding with ourselves, made amends; we have 
forgiven and freed ourselves from the responsibility of improving. We were 
badly brought up. It's too late to start now. Our defects and faults have rooted 
too deeply. We don't let children criticize us, nor do we watch ourselves

Feeling absolved, we have resigned from the struggle, shifting its burden onto 
children.

A teacher eagerly adopts the adult's privilege: to keep an eye on the child, not 
on oneself; to register the child's faults, not one's own.

We should never give up on improving ourselves. We should not be 
discouraged by problems which are, as BoI says, inevitable. But they are also, 
as BoI says, possible to solve.

Korczak also makes statements which are off topic:

p 162

The machine has become a subjugated slave.

p 165

We have subdued the world; metal and beats have become servants.

p 175

… the merchants assault the consumers to buy their goods.

pp 162-163

It's a difficult problem, how to share the conquered places, how to assign tasks 
and to reward, how to husband the inhabited regions of the globe. What kind 
and how many factories should be established in order to provide work for 



hungry hands and brains, how to maintain order and discipline in the human 
swarm, how to secure protection from an ill will or the madness of a single 
individual, how to fill the hours of life with activity, rest, and recreation, guard 
against apathy, satiety, and boredom? How to unite people into a law-abiding 
community…

I think he is revealing himself here as a collectivist and some other things.

p 173

To be sure, adult society has been carefully sifted and filtered. How many have 
been claimed by the grave, by prisons, and insane asylums? How much scum 
has gone down the gutters?

Why assume that dead people (I think he means those who die young), 
prisoners, and the "insane" are "scum"?

There are some comments about children that I do not approve of:

p 171

How was it that occasionally the most trustworthy child would let me down? 
How was it that, though admittedly rarely, there would be a sudden eruption of 
unruly behavior by a given group?

pp 172-173 has some attempts at answers:

1. If a teacher … desire to force everyone into a single mold …
2. The teacher uses one measure of evaluating while the group [children] uses 
another …
3. … A lion isn't dangerous when angry, but when playful and eager to frolic …
4. The best but by far not the final explanation dawned on me. A child can 
become intoxicated with the oxygen of the air as an adult can with alcohol. 
Excitement, loss of control, recklessness, giddiness; as a reaction, 
embarrassment, a lump in the throat, a feeling of disgust, and guilt. My own 
observation is accurate -- it is clinical. The most stable person can get tipsy.

Don't scold: this obvious childish intoxication arouses respect and emotion; it 
does not estrange and set apart, but draws us closer and binds us.



I don't like the uncritical assumption that "unruly behavior" is bad. "Unruly 
behavior" is a term which obscures the real event: a disagreement. The teacher 
and children disagree about what behavior would be good. The teacher then 
labels the children's behavior "unruly" instead of acknowledge it as in 
disagreement with his own fallible ideas.

What's needed is not a dehumanizing theory comparing it with alcohol 
intoxication but a truth-seeking approach which does not begin with an 
assumption that the adult is right but instead seeks to rationally discover the 
truth.

So, here, Korczak has made a mistake. But that does not disqualify him as a 
friend to children or a well-intentioned person.

He was a brave man who died protecting children from Nazis:

http://en.wikipedia.org/wiki/Janusz_Korczak

On August 5 or 6, 1942, German soldiers came to collect the 192 (there is 
some debate about the actual number and it may have been 196) orphans and 
about one dozen staff members to take them to Treblinka extermination camp. 
Korczak had been offered sanctuary on the “Aryan side” by Żegota but turned 
it down repeatedly, saying that he could not abandon his children. On August 
5, he again refused offers of sanctuary, insisting that he would go with the 
children.

-- Elliot Templehttp://curi.us/

It is my sincere belief that the above post is entirely well-founded
and well-meaning, and that should I read the post in its entirety, I
would find that I agree with all or most of the points raised by the
author of said post. I might add that I am not reading all of the
above post simply because I am tired and there is much going on around
me and I am finding new ways of making myself understood everyday, and
also because I must decide if it is possible to be understood ever at
all in any context/setting using any symbology/language that could
ever possibly be (made) available to me.

Also, I am not a religious person. If I were to be described as

http://en.wikipedia.org/wiki/Janusz_Korczak
http://curi.us/


religious by somebody, that person would/should probably observe that
my own personal religion is the so-called "Church of Reason" (after
all!) and that my own personal dogma is probably just optimism.
Optimism in the face of downright cynicism. And this is simply
because, as a biologist, the only manner in which I can describe the
understanding which I have come to about myself (and seemingly about
other people I have met) is just this: optimism is adaptive (in humans/
people/us).

I should also gently contribute (from my own humble experience) that
some of the greatest science writers of "our" time have since been
discredited by (at least) some amongst the scientific community, and
their reputations as scientists wrongfully downplayed by other
scientists. Key names I should mention who seem (but perhaps do not in
actual fact, to the extent that actual fact exists after all anyways)
to include: Charles Darwin; Ernst Meyer; Stephen Jay Gould; and
probably also Roger Penrose. I might further add that, insofar as my
own humble personal experience-based training as a scientist has
prepared me, that this trend of the scientific community actively
downplaying the importance of some of its own greatest writers (and
probably some of the greatest thinkers/artists/mascots/signs/symbols/
archetypes/men of said community) is outright disturbing (speaking of
course as a fellow scientist whose interest it is to purvey an
understanding of his own profession about which he, of course, has a
vested interest in learning as much as he can).

Thanks for your time.
Sincerely,

Sean Maden

post-BA Reed College (Biology)
(pre PhD?) McGill University (Bioinformatics)
sean.maden@gmail.com
425-205-0659



From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] Re: Memes as a Memes of Communication: Why not communicate 
in memes?
Date: August 16, 2011 at 10:07 PM

My very own Facebook Profile is undoubtedly a meme of some kind:
http://www.facebook.com/profile.php?id=526861079

However, the case of Facebook brings up a very interesting point as to
the nature of memes. That is, if my Facebook Profile is a meme, then
in a sense you could say that a public profile of myself is itself a
meme (though we should be aware of the fact that this profile in
inexplicably associable with Facebook itself). But then, why do some
folks choose Facebook and some other folks choose Google+? From
personal experience, it seems that people choosing Google+ right now
have largely done so to move away from Facebook. But why move away
from Facebook? These same people seem to only really have one rational
explanation (if indeed they can produce any at all on their own
behalf): that something about the way that Facebook (Zuckerberg?) does
business is fundamentally problematic. In evoking this cause for their
own actions, they will seem to tend to evoke the observed fact that
Zuckerberg is, in a sense, redefining privacy, and that this is an
important fact because it is somehow fundamentally wrong.

Why would the redefinition of privacy by a well-meaning and successful
business man be considered wrong in any sense that the word wrong can
be applied? Perhaps this is because there is just something wrong
about the mingling of profit with morals (something like that old
adage/wisdom/saying/thing that "[power/money/wealth corrupts]") and
that we need to discourage this practice by acting on our convictions
as to the wrongness of this practice.

But why aren't more people on Google+ and not on Facebook? Unless
people haven't heard of Google+ yet (they will soon, I am sure), they
claim that they won't make the jump/drink the Kool Aid/make a new
profile/[make a new name for themselves in a novel digital "space"]
simply because all of their friends ("Friends"?) are on Facebook
already (all of their "Friends" already "Like" them on Facebook?) and
that this fact causes them to not act. In a significant number of
cases, people report that, even though they (somehow already) know
that it is wrong that Zuckerberg is "redefining privacy" on the

http://www.facebook.com/profile.php?id=526861079


internet, that they still, nonetheless, aren't making the jump to
Google+, and this is because (as already stated) all of their friends
are already on Facebook.

A last observation about these observations is just that it is
extremely disturbing to the author that people seem to want to reason
only to a point, but then they seem to fail to understand that they
seem to apply the "bandwagon" fallacy in attempting to rationalize a
tangible/real/physical/profound action (that of staying on Facebook)
and that they seem to also fail to realize that in staying on Facebook
they are implicitly contributing (monetarily/symbolically/
psychologically) to the very thing they seem to want to say is wrong:
the "redefinition of privacy on the internet" by some kid in a suit
who thinks he's learned all there is to learn about business.

And who's helping the kid in the suit to realize (for himself) that he
is wrong?

\\.S

On Aug 16, 3:50 pm, Sean Maden <sean.ma...@gmail.com> wrote:
Dear J,
I do apologize for not further clarifying the rationale behind my
decision to create this post. I suppose that in creating this post, I
was exploring the concept of a selection of memes, as it is my firm
conviction that the website cited (http://www.wimp.com) is a purveyor
of memes with high efficacy. By high efficacy, I suppose that I could
mean information that allows people to learn something. By learning, I
suppose that I could mean a number of different things, including the
realization that one is wrong in one's own assumptions, or perhaps
just the realization that one takes pleasure in apparently stupid
things. What all of this comes down to is the question of what makes a
meme "fit" if memes are "adaptive" in the sense of memes being
selected for in the sense of Charles Darwin's theory of Natural
Selection (which predates any awareness of modern-day genetics work,
if one is to take his published works as an indication of the
inception of his theory into public awareness of this theory).

In short, I am trying to lighten the mood. But also in short, I am
trying to learn more about the mood that seems to need lightening.

http://www.wimp.com/


If my intentions in creating this post are by now not fully
understood, I would not hold it against anyone in particular, but
merely hope that they are understood and hope that a further
understanding between people be breached.

I do appreciate your post/question, and I am eager to discuss matters
of this ilk further....probably as far as they can possibly be taken.

Sincerely,
Sean Maden

On Aug 16, 3:41 pm, Justin Mallone <justin...@gmail.com> wrote:

On Aug 16, 2011, at 3:26 PM, Sean Maden wrote:

http://wimp.com/slothstreet/(from:http://www.wimp.com)

What do this and the subsequent link have to do with BoI?

-J

http://wimp.com/slothstreet/(from:http://www.wimp.com


From: Ottho <ottho@nyc.rr.com>
Subject: [BoI] Re: NYT article about BOI
Date: August 16, 2011 at 10:16 PM

On Aug 15, 11:25 pm, Sean Maden <sean.ma...@gmail.com> wrote:
http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infin...

From the article:
"But Deutsch (who is famous, among other reasons, for his pioneering
contributions to the field of quantum computation) is so smart, and so
strange, and so creative, and so inexhaustibly curious, and so vividly
intellectually alive, that it is a distinct privilege, notwithstanding
everything, to spend time in his head...
...But I have no idea how one might go about investigating whether it
is true or false. "

Why does the reviewer doubt that claims of the book could be
investigated in terms of truth and falsity?

Do you think they could be? According to Popper, they could at best be
investigated in terms of falsity.

Is this doubt well-founded or not?

Only if nobody can suggest how they could be tested (that is,
falsified)? Maybe some of them, others not. That is what determines if
a conjecture is scientific or not (according to Popper).

If Mr. Deutsch's claims were testable in empirical terms,
would this fact of testability allow his claims to be testable in
terms of truth and falsity?

According to Popper, testability is about trying to demonstrate the
falsity of a premise (or hypothesis or conjecture or hunch), not the
truth (according to Popper). While tests may confirm a hypothesis,
confirmation never demonstrates truth (nothing does). As he said, all
scientific theories (unless falsified) will forever remain
conjectural; i.e. there is no truth, or if we have it, we will never
know that we have it. [OH]

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infin


From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] Re: NYT article about BOI
Date: August 16, 2011 at 10:22 PM

On Aug 16, 7:16 pm, Ottho <ot...@nyc.rr.com> wrote:
On Aug 15, 11:25 pm, Sean Maden <sean.ma...@gmail.com> wrote:

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infin...

From the article:
"But Deutsch (who is famous, among other reasons, for his pioneering
contributions to the field of quantum computation) is so smart, and so
strange, and so creative, and so inexhaustibly curious, and so vividly
intellectually alive, that it is a distinct privilege, notwithstanding
everything, to spend time in his head...
...But I have no idea how one might go about investigating whether it
is true or false. "

Why does the reviewer doubt that claims of the book could be
investigated in terms of truth and falsity?

Do you think they could be? According to Popper, they could at best be
investigated in terms of falsity.

Is this doubt well-founded or not?

Only if nobody can suggest how they could be tested (that is,
falsified)? Maybe some of them, others not. That is what determines if
a conjecture is scientific or not (according to Popper).

If Mr. Deutsch's claims were testable in empirical terms,
would this fact of testability allow his claims to be testable in
terms of truth and falsity?

According to Popper, testability is about trying to demonstrate the
falsity of a premise (or hypothesis or conjecture or hunch), not the
truth (according to Popper). While tests may confirm a hypothesis,
confirmation never demonstrates truth (nothing does). As he said, all
scientific theories (unless falsified) will forever remain

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infin


conjectural; i.e. there is no truth, or if we have it, we will never
know that we have it. [OH]

I agree entirely with the author of the quoted material as to the
importance/profoundness/validity/dire need for these questions to be
asked. As to the truth value of the presumed answers which the author
of this post might possibly have managed to realize/reason about/
conjure up by virtue of his short time in the academic world, the
author of this post is most certainly not sure. However, the author of
this post is most certainly interested in investigating these
questions as far as they could every possibly/conceivably/empirically
be investigated.

Thanks for you post "[OH]", as I do appreciate it very much.

Sincerely,
Sean



From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] Re: Memes as a Memes of Communication: Why not communicate 
in memes?
Date: August 16, 2011 at 10:45 PM

Other websites that purvey memes of (very) high efficacy:
http://www.geekologie.com/
http://www.wired.com/
http://www.nytimes.com/
http://www.foxnews.com/

\\.S

On Aug 16, 7:07 pm, Sean Maden <sean.ma...@gmail.com> wrote:
My very own Facebook Profile is undoubtedly a meme of some 
kind:http://www.facebook.com/profile.php?id=526861079

However, the case of Facebook brings up a very interesting point as to
the nature of memes. That is, if my Facebook Profile is a meme, then
in a sense you could say that a public profile of myself is itself a
meme (though we should be aware of the fact that this profile in
inexplicably associable with Facebook itself). But then, why do some
folks choose Facebook and some other folks choose Google+? From
personal experience, it seems that people choosing Google+ right now
have largely done so to move away from Facebook. But why move away
from Facebook? These same people seem to only really have one rational
explanation (if indeed they can produce any at all on their own
behalf): that something about the way that Facebook (Zuckerberg?) does
business is fundamentally problematic. In evoking this cause for their
own actions, they will seem to tend to evoke the observed fact that
Zuckerberg is, in a sense, redefining privacy, and that this is an
important fact because it is somehow fundamentally wrong.

Why would the redefinition of privacy by a well-meaning and successful
business man be considered wrong in any sense that the word wrong can
be applied? Perhaps this is because there is just something wrong
about the mingling of profit with morals (something like that old
adage/wisdom/saying/thing that "[power/money/wealth corrupts]") and
that we need to discourage this practice by acting on our convictions
as to the wrongness of this practice.

http://www.geekologie.com/
http://www.wired.com/
http://www.nytimes.com/
http://www.foxnews.com/
http://www.facebook.com/profile.php?id=526861079


But why aren't more people on Google+ and not on Facebook? Unless
people haven't heard of Google+ yet (they will soon, I am sure), they
claim that they won't make the jump/drink the Kool Aid/make a new
profile/[make a new name for themselves in a novel digital "space"]
simply because all of their friends ("Friends"?) are on Facebook
already (all of their "Friends" already "Like" them on Facebook?) and
that this fact causes them to not act. In a significant number of
cases, people report that, even though they (somehow already) know
that it is wrong that Zuckerberg is "redefining privacy" on the
internet, that they still, nonetheless, aren't making the jump to
Google+, and this is because (as already stated) all of their friends
are already on Facebook.

A last observation about these observations is just that it is
extremely disturbing to the author that people seem to want to reason
only to a point, but then they seem to fail to understand that they
seem to apply the "bandwagon" fallacy in attempting to rationalize a
tangible/real/physical/profound action (that of staying on Facebook)
and that they seem to also fail to realize that in staying on Facebook
they are implicitly contributing (monetarily/symbolically/
psychologically) to the very thing they seem to want to say is wrong:
the "redefinition of privacy on the internet" by some kid in a suit
who thinks he's learned all there is to learn about business.

And who's helping the kid in the suit to realize (for himself) that he
is wrong?

\\.S

On Aug 16, 3:50 pm, Sean Maden <sean.ma...@gmail.com> wrote:

Dear J,
I do apologize for not further clarifying the rationale behind my
decision to create this post. I suppose that in creating this post, I



was exploring the concept of a selection of memes, as it is my firm
conviction that the website cited (http://www.wimp.com) is a purveyor
of memes with high efficacy. By high efficacy, I suppose that I could
mean information that allows people to learn something. By learning, I
suppose that I could mean a number of different things, including the
realization that one is wrong in one's own assumptions, or perhaps
just the realization that one takes pleasure in apparently stupid
things. What all of this comes down to is the question of what makes a
meme "fit" if memes are "adaptive" in the sense of memes being
selected for in the sense of Charles Darwin's theory of Natural
Selection (which predates any awareness of modern-day genetics work,
if one is to take his published works as an indication of the
inception of his theory into public awareness of this theory).

In short, I am trying to lighten the mood. But also in short, I am
trying to learn more about the mood that seems to need lightening.

If my intentions in creating this post are by now not fully
understood, I would not hold it against anyone in particular, but
merely hope that they are understood and hope that a further
understanding between people be breached.

I do appreciate your post/question, and I am eager to discuss matters
of this ilk further....probably as far as they can possibly be taken.

Sincerely,
Sean Maden

On Aug 16, 3:41 pm, Justin Mallone <justin...@gmail.com> wrote:

On Aug 16, 2011, at 3:26 PM, Sean Maden wrote:

http://wimp.com/slothstreet/(from:http://www.wimp.com)

What do this and the subsequent link have to do with BoI?

-J

http://www.wimp.com/
http://wimp.com/slothstreet/(from:http://www.wimp.com


From: Westmiller@aol.com
Subject: [BoI] Re: Space & Time
Date: August 17, 2011 at 12:39 AM

Me: > The quality "space" is dictated by a  reality that has that quality.
"Ottho" writes:

I have trouble  understanding this sentence. [a] What does the quality
"space" mean?  ...

I offered my definition of "space" in a previous post and  explained why it
is a necessary attribute of a universe in which more than one  object
exists. A reality with only one object can be imagined, but it can't  exist ...
kind of like imagining an Easter bunny hopping in orbit around  Mars.

[Or is reading BoI, or Ayn Rand, a prerequisite for all  this?]

I'm not responding at length, because these are my own views, not
necessarily those expressed in BOI, which is the primary purpose for which this
eGroup was formed. Read whatever you like.

Bill



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Memes as a Memes of Communication: Why not 
communicate in memes?
Date: August 17, 2011 at 2:36 AM

On Tue, Aug 16, 2011 at 3:50 PM, Sean Maden <sean.maden@gmail.com> 
wrote:

What all of this comes down to is the question of what makes a
meme "fit" if memes are "adaptive" in the sense of memes being
selected for in the sense of Charles Darwin's theory of Natural
Selection (which predates any awareness of modern-day genetics work,
if one is to take his published works as an indication of the
inception of his theory into public awareness of this theory).

In BoI, David Deutsch identifies two things that make memes fit.

"Anti-rational" or "static" memes survive and breed by controlling
people, including disabling part of their creativity so that they have
"blind spots" and aren't able to rationally evaluate and criticize the
meme.

"Rational" or "dynamic" memes survive by being useful to people. They
have truth on their side.

Fitness means having an effective replication strategy and being good
at it. So it means being good at one or the other of these two
replication strategies.

Internet video memes like the ones linked are useful to people *in
context*. They help people forget about their problems by laughing,
feel good about themselves by looking down on others, have fun, have
things to talk about to fill "awkward" silences, and more.

This context is a mixed society in which many of people's preferences
-- which these videos help achieve -- are themselves due to
anti-rational memes.

Rationally trying to gain bad values is dangerous, so it's important
to question the preferences involved, and not to just accept



everything our culture has to offer.



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Memes as a Memes of Communication: Why not communicate 
in memes?
Date: August 17, 2011 at 3:27 AM

On Aug 16, 2011, at 11:36 PM, Anonymous Person wrote:

On Tue, Aug 16, 2011 at 3:50 PM, Sean Maden <sean.maden@gmail.com> 
wrote:

What all of this comes down to is the question of what makes a
meme "fit" if memes are "adaptive" in the sense of memes being
selected for in the sense of Charles Darwin's theory of Natural
Selection (which predates any awareness of modern-day genetics work,
if one is to take his published works as an indication of the
inception of his theory into public awareness of this theory).

In BoI, David Deutsch identifies two things that make memes fit.

"Anti-rational" or "static" memes survive and breed by controlling
people, including disabling part of their creativity so that they have
"blind spots" and aren't able to rationally evaluate and criticize the
meme.

"Rational" or "dynamic" memes survive by being useful to people. They
have truth on their side.

What would cause people to adopt anti-rational/static memes in the first place, if 
they cause problems? Like, how does a meme get entrenched? Why don't people 
say "well that's dumb" and move on?

Also, is a period of widespread adoption of anti-rational/static memes an 
inevitable part of the development of a civilization?
My theory is that perhaps you need some semi-coherent theories to criticize in 
order to improve and develop a critical rationalistic tradition, and that in the 
absence of that critical rationalistic tradition, the only "source material" will be the 
other set of memes which are good at getting themselves copied, which are the 
anti-rational kind.  This seems plausible, but also pessimistic.



Fitness means having an effective replication strategy and being good
at it. So it means being good at one or the other of these two
replication strategies.

Internet video memes like the ones linked are useful to people *in
context*. They help people forget about their problems by laughing,
feel good about themselves by looking down on others, have fun, have
things to talk about to fill "awkward" silences, and more.

Would a valid distinction to draw be that some memes (maybe the anti-rational 
ones) are more parochial and useful in a particular narrow cultural context, 
whereas other memes (like Science) have reach and are useful at helping deal 
with Reality better?



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Re: Space & Time
Date: August 17, 2011 at 3:32 AM

On Tue, Aug 16, 2011 at 6:50 AM, Ottho <ottho@nyc.rr.com> wrote:

There could be no objects if there wee no space.

On Tue, Aug 16, 2011 at 11:25 AM, <Westmiller@aol.com> wrote:

The quality "space" is dictated by a reality that has that quality. We can
imagine a reality that doesn't have that quality (only one object existent),
but that sort of reality wouldn't have perceivers, nor minds, nor any
qualities whatever.

Not that I disagree with most of what has been said, but I don't think
either of these statements are technically true unless you define "objects"
in terms of "space" or vis-versa, or unless you define space to include all
possible distinction (ie. a mathematical space). But the fact is that what
we think of as physical space is only a subset of all mathematical spaces
(both existing or theoretical).

Another way to put this is that the other implication of space being an
abstraction is that the idea of spacially distinct objects is an
abstraction, and we could form a concept of object distinctness around other
distinctions than space (as we sometimes do).

I hope that makes sense.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungibility
Date: August 17, 2011 at 4:00 AM

On 16 August 2011 21:31,  <Westmiller@aol.com> wrote:
Was: Is the multiverse really real?
Westmiller@aol.com Aug 15 wrote:

I'm not trying to do a semantic tease, but to ask which description [of
fungibility] is favored by the MWI being proposed ...

There was no response to my query, but Elliot challenged me to review BOI
for an explanation, so I did. Perhaps David can advise whether my
characterization of the BOI conception is correct.

"One big difference from the case of fungible money is that in the latter
case we never have to wonder about - or predict - what it would be like to
be a dollar. That is to say, what it would be like to be fungible, and then
to become differentiated." - BOI

I read this as indicating that David is using the word to suggest that "me"
in World A is interchangeable with the "me" in World B, until some event
causes the two "mes" to become different.

"The third - which had never been imagined before quantum theory - is that
two or more fungible instances of the observer become different." - BOI

This note follows the caveat that, even though all events are deterministic,
some "are either unknown or too complex to take account of." This seems to
suggest that the "me" in World A becomes differentiated from the "me" in
World B whenever an indeterminate quantum event occurs in my proximity.
Thus, the "me" in World A is no longer "fungible" with the "me" in World B.

The word indeterminate should be read to mean that the event in
question has more than one possible outcome.

"After the universes in our story begin to differ inside one starship,
everything else in the world exists in pairs of identical instances. We must
continue to imagine those pairs as being fungible. This is because the
universes are not 'receptacles' - there is nothing to them apart from the
objects they contain. If they had an independent reality, then each of the



objects in such a pair would have a property of being in one particular
universe and not the other, which would make them non-fungible." - BOI

In other words, World A is identical to World B in every respect except
for those components that have become differentiated by indeterminate
events. So, the "me" in World A is identical to the "me" in World B, in the
context of the coherent universe of World AB, where I am fungible. However,
some things in World A are not fungible to those in World B, since they have
changed and become different. He warns that this particular differentiation
should not be construed as creating an entirely "independent reality", even
though World A in toto is not identical to World B in toto. If they were
construed as unique and independent universes, then *all* elements of the
two Worlds would have to be considered non-fungible.

Yes.

"Thus, starting with the voltage happening in only one universe, a wave of
differentiation between the universes spreads in all directions through
space. Since information traveling in either universe cannot exceed the
speed of light, nor can the wave of differentiation ... I call it a 'sphere
of differentiation'." - BOI

The "me" in World AB is fungible between World A and World B until the
sphere of differentiation from the indeterminate event in World B
encompasses the "me" in World AB. Then, I cease to be fungible and become
differentiated: the "me" in World A is no longer identical with the "me" in
World B.

Yes.

"Even inside the sphere of differentiation, there are comparatively few
differences between the universes ..." - BOI

That is, the macro effect of determinate events continues to dominate both
Worlds, even though they are differentiated to the degree that the
indeterminate event changes them. To that degree, the two Worlds are no
longer fungible.

I think this is somewhat misleading because the predictable macro
effects you describe are an emergent feature of the micro stuff. For



example, we can store information on a hard drive or a piece of paper
because they are made of atoms that behave in certain predictable
ways. However, atoms can't exist without quantum interference,
chemical bonds involve quantum interference, the fact that electrons
can flow through metals without much scattering is a quantum
mechanical effect and there are many other examples.

----
That's my characterization of David's presentation of fungibility, which he
or the reader can judge to be accurate or not. What follows are my
conclusions and observations.
----

Somewhat at odds with Elliot's description, my understanding of David's
proposition is that the loss of fungibility is NOT reversible. Once an
object is exposed to differentiation, it becomes different and is no longer
fungible. The "me" in World AB ceases to exist and becomes two different
"mes" in World A and World B. I can never go back to World AB.

This is slightly wrong because there are certain circumstances under
which a loss of fungibility can be reversed, e.g. - in specially
controlled experiments conducted in laboratories. However, for most
circumstances in everyday life the loss of fungibility cannot be
undone: anything that causes a person to make a different decision is
well outside the scope of our current abilities to maintain
fungibility.

The remainder of World AB, which is outside the (SOL) sphere of
differentiation, remains fungible. However, the new "me" in World A can no
longer communicate with the new "me" in World B, nor the past instantiation
of "me" in World AB. The World A "me" cannot even know that the World B "me"
exists, and vice-versa. From my differentiated perspectives, there is only
one World.

The B version of you can know that the A version of you exists by
means of good explanations that imply you exist such as quantum
mechanics.

It seems to me that there are a multitude of problems with this description
of reality.



In the first instance, it seems to be a philosophical effort to
differentiate the deterministic character of the universe (effectively, the
Laws of Nature) from the presumably indeterminate character of quantum
events (effectively, the domain of Probability). David seems to see quantum
events as the transitional catalyst that creates new deterministic
realities, analogized as unique universes or Worlds. The problem with this
perspective is that quantum events happen everywhere all the time, not
merely when we detect them. In every nanosecond, tetra-instances of new
Worlds would be created, with overlapping (SOL) spheres of differentiation
everywhere in the universe. Although individual sub-atomic quantum events
are tiny, they would multiply and propagate in perpetuity, making nearly
everything indeterministic.

As I have commented above, all of the predictable stuff is an emergent
result of quantum mechanics. You're neglecting two things.

(1) Quantum interference is necessary for the existence of stable
atoms and many other stable macroscopic structures.

(2) The law of large numbers: that is, the quantum theory of
probability says that it is rational for you to bet that if you do the
same experiment many times the relative frequencies of results will
match their probabilities to a good approximation. For example, if the
probability of an electron being in place A is 50% then you should
expect to see it in A 50% of the time. That predictable regularity can
be useful.

David urges us to persist in "imagining" that fungibility remains between
World A and World B for those entities that aren't significantly influenced
by the quantum differentiation. That doesn't seem possible if the meaning of
"World" or "universe" refers to consistent wholes, rather than assemblies of
components. One sub-atomic change will, at SOL, influence (to some degree)
all other objects in the universe (the Butterfly Effect). Therefore, taken
as a whole, everything in each instance of the unique universe must
be "non-fungible" to all other things in another.

That is not true because the different versions are discrete not
continuous: differentiated versions have a finite difference between
them - you can't make the difference arbitrarily small.



Although the proposition is imaginative and interesting, it's final
conclusion is that *even if it is true* we can never know that there is any
other World than the one we perceive. That is, we can never know (since we
can never obtain any information from them) that those other Worlds even
exist. Absent an FTL Drive, which would allow us to exit the 'sphere of
differentiation', there could never be any evidence for or against their
existence. In that sense, the proposition cannot be falsified until SOL is
violated.

There can be evidence, e.g. - interference experiments. Can you
explain why you don't consider them to be evidence?

If my characterization is correct, one quantum event cannot possibly
communicate with another quantum event, since each of them has their own
'sphere of differentiation' and are creating unique Worlds of their own ...
as well as composites of differentiated Worlds where the two spheres
intersect. Information from one quantum event is not "fungible" in any other
World. Therefore, quantum computing (or any other form of communication)
would be impossible among Worlds. It may well be impossible in any case, but
the MWI, if true, precludes it.

No. Fungible versions of an object an influence one another through
interference. That is, the final outcome of an interference experiment
reflects the fact that there was more than one version but doesn't
tell you which one was in your universes because there was no fact of
the matter about that.

Alan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Natural History of Ashkenazi Intelligence (was: Genetic Basis for 
Intelligence?)
Date: August 17, 2011 at 5:11 AM

On Aug 16, 2011, at 2:00 AM, westmiller@aol.com wrote:

If you're looking for  scientific facts and analysis, try  this:
http://web.mit.edu/hst.508/www/Ashkenazi.pdf

Further quotes are from the pdf.

I've written my comments as I go through the paper. I did not read it through first. 
Perhaps in this way it can serve as a guide for how to read through papers, as 
well as providing commentary on the issue.

we propose that the well-known clusters of Ashkenazi genetic diseases, the 
sphingolipid cluster and the DNA repair cluster in particular, increase intelligence 
in heterozygotes.

OK, so this is what the paper is about. It will hopefully clarify what "intelligence" 
and "increased intelligence" are later, and provide scientific arguments for its 
claims.

The same principle must be invoked in explaining Einstein himself. In this study, 
the hypothesis that the high intelligence test scores observed in the Ashkenazi 
Jewish population

So by "intelligence" they mean "IQ score" and by "increased intelligence" they 
mean "higher IQ score".

We suggest that there was an increase in the frequency of particular genes that 
elevated IQ

Now they have restated their claim in terms of IQ directly. OK.

There are several key observations that motivate our hypothesis. The first is that 
the Ashkenazi Jews have the highest average IQ of any ethnic group, combined 
with an unusual cognitive profile, while no similar elevation of intelligence was 

http://web.mit.edu/hst.508/www/Ashkenazi.pdf


observed among Jews in classical times nor is one seen in Sephardic and 
Oriental Jews today. The second is that the Ashkenazim experienced very low 
inward gene flow, which created a very favourable situation for natural selection. 
The third is that they experienced unusual selective pressures that were likely to 
have favoured increased intelligence.

This is some of their motivation. Motivation is not science. It's only relevant as 
"flavor" -- it helps provide context for why they did their research. Their real 
arguments will come later.

One thing I'm curious about is what kind of selective pressures favor high IQ 
scores. IQ scores are not very useful in real life. Maybe they think IQ scores are a 
proxy for something else which is useful, which is what was actually selected for. 
Details ought to be forthcoming.

We proceed by summarizing IQ psychometrics and IQ as a quantitative genetic 
trait.

Sounds like serious information is coming up.

Ashkenazi Jews have the highest average IQ of any ethnic group for which 
there are reliable data.

They cite some studies which showed this. It's not one of the things their paper is 
about. I will tentatively accept it and continue on.

This fact has social significance because IQ (as measured by IQ tests) is the 
best predictor we have of success in academic subjects and most jobs.

This is an unargued assertion for which no cite is given. The next sentence is:

Ashkenazi Jews are just as successful as their tested IQ would predict, and they 
are hugely over-represented in occupations and fields with the highest cognitive 
demands.

I want to be clear that this is *not an argument*. It merely speaks of a correlation. 
Correlation is not causation. If they have high IQs and good jobs it does not mean 
that the high IQ caused them to get good jobs.



I'll now continue forward until I find an argument or important piece of information, 
rather than just general remarks and statements.

The study of human variation in intelligence appears controversial from the 
outside but there is little controversy in the field itself. IQ tests predict a host of 
characteristics

Asserting that their field is lacking in critical discussion is a *bad thing* not a good 
thing. And they are repeating their assertion (not argument) about IQ tests.

In general the search for social and nutritional causes of IQ differences has not 
led to any convincing results and most workers now regard IQ as a biological 
rather than a social variable. It is highly heritable: correlations between identical 
twins reared apart are 0·7–0·8. Genetic manipulation can raise intelligence in 
mice

OK, lots of problems here.

I'm pretty sure the control mice and the genetically modified mice both score 0 on 
IQ tests. So when they say "raise intelligence" here they are using a different 
definition of intelligence than they were before. Misleading using the same word 
for two different things is bad scholarship.

Mice and humans have different kinds of "intelligence". Humans can score above 
0 on IQ tests, can do science, can read books, can create art, and so on. Mice 
cannot. Humans are universal explainers. Mice are not.

Next, they seem to be saying that they've failed to convincingly demonstrate 
social causes of IQ, therefore they conclude it must not have a social cause. That 
is a very bad argument. It could have a social cause which is hard to 
demonstrate. Social causes in general are hard to demonstrate!

They also speak of people accepting a biological cause via a process of 
elimination rather than due to having any actual evidence or argument in favor of 
a biological cause. This is a serious mistake. Consider: were there "convincing 
results" favoring biology? If there were, they should favor it due to those results. 
But no such results are mentioned. If there are not convincing results favoring 



biology, then why didn't that lead them to reject biology and accept a social 
cause? In short they are using a double standard where social or nutritional 
causes are required to have "convincing results" while biological causes aren't 
required to have that but are simply accepted by default.

They also speak of twin correlations. They fail to mention that correlations of traits 
between twins raised apart is not evidence of genetic causation of those traits 
(not even of variance in those traits). They use the word "heritable" in its technical 
definition which basically doesn't mean anything more than "correlation" but is 
easy to prove, and they neglect to explain what they are doing.

The basis of intelligence testing is that when people are given a battery of 
cognitive ability tests broadly defined – anything from general knowledge to 
vocabulary to digit memory to tasks requiring mental rotation of three-
dimensional objects – those who do well on one of these tend to do well on all of 
them and people who do poorly do poorly on all of them.

lol. All their tests have strong commonalities. Then they conclude:

Different cognitive abilities are highly correlated with each other

when perhaps they should have concluded that *the same* category of cognitive 
abilities are highly correlated with each other.

With its high heritability, IQ should respond rapidly to directional selection 
according to equation 1.

This just isn't true. I'm not quite sure what else to say. Heritability does not imply 
that. And they provide no arguments about this to engage with.

Anyway this is getting boring. They aren't giving compelling arguments or even 
detailed explanations, they're just giving brief statements repeating fallacies other 
people published. Skimming forward until I find some actual scientific research of 
some sort, or something directly relevant to their thesis.



They have a section "Ashkenazi economic and social history". Not relevant. 
Skipping.

Then there is a section about Ashkenazi genetics. Also not relevant. It's looking 
like perhaps this paper simply assumes everything that was at issue on BoI list, 
rather than providing any arguments at all (let alone any relevant scientific 
research or evidence).

It doesn't matter what Ashkenazi genetic history is when the issue is how genes 
could possibly increase intelligence, how correlation isn't causation, how 
"heritable" doesn't mean genetic, etc…

Uh oh. I got to the conclusion and there is still no evidence or argument 
whatsoever for a genetic basis for intelligence. There's simply analysis which 
*assumes that* and then applies the assumption to Ashkenazi history.

Conclusion

Our general hypothesis is that high IQ test scores of Ashkenazim, along with 
their unusual pattern of abilities, are a product of natural selection,

But there was simply no evidence or argument above that this is actually true. 
They assumed their conclusion. That is the fallacy known as "begging the 
question". It is not science.

They never argued that natural selection *could* increase IQ scores. They also 
never discussed issues like the possibility of memes meeting selection pressures 
faster. They also didn't take on the issue that successful people don't necessarily 
have the most kids and that fitting in is not the only strategy to get a mate.

The whole thing is a bit strange in that they know Ashkenazi identifies a 
*subculture* yet they don't give serious consideration to the possibility that the 
subculture has some good ideas causing the observed results. Ideas are 
powerful.



BTW the paper is missing a "sources of error" section in which they describe all 
the ways in which their conclusion might be *false*. Such a section is a hallmark 
of good science.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Sean Maden <sean.maden@gmail.com>
Subject: [BoI] Re: Natural History of Ashkenazi Intelligence (was: Genetic Basis 
for Intelligence?)
Date: August 17, 2011 at 1:00 PM

The below quoted material is very intriguing in how meticulously it
appears to follow the practice of science in the so-called "real
world" locale of "Ashkenazi." It is the great suspicion of the author
of this post that the author of the quoted material has probably
contrived this locale as a means of making a stipulation as to why
scientists have fooled themselves into thinking they know what they do
not in fact know. Let me follow this train slightly further please, as
I believe we might learn something from the path of reason that it
takes.

Fundamentally, We (as laymen [a term that includes scientists and
philosophers alike]) have all got to trust our own experiences/
instincts. This is not to say We are all irrational, just that We are
highly adaptive individuals. If We don't think We are highly adaptive,
then something is wrong - and either it is *us*(I am using asterisks
when I would prefer to use quotation marks) or *them.* If it is
*them,* then we could subsequently seek to change *them (all of them)*
but in fact all we need to do is change *us (but not us per se [just
our own ways of looking at things])* that is to say, it is by far a
simpler exercise for one to stop, chill (exercise?....I mean literally
exercise? go for a run or maybe go bouldering [as that seems like a
trendy sport amongst the youth these days...]), ponder the apparently
*wrong* situation, and convince ourselves that said situation only
appears wrong: when the fact of the matter actually is for all intents
and purposes not wrong at all.

To put it all bluntly, consider a paradox you come across, and then
convince yourself as to why it is not in fact a paradox at all. This
is the kind of exercise that *good* scientists "eat for breakfast,"
and indeed it seems an exercise that modern philosophers had better
learn from quickly lest they become hopelessly outmoded because they
have (willingly) remained backwards as to the fact of the matter (that
they themselves are hopelessly ignorant as to the role of science in
society, that is to say the role of induction in society, that is to
say the role of uncertainty in guiding our own actions in the face of
it). [/preamble]



The main point I could hope to make about the blow quoted material is
simply as follows: Mr Temple seems to want to be onto something, but
it seems he is actively working to discourage the work of well-meaning
scientists in a field called psychology (which is/will become
inextricably entwined with the field of psychiatry [psychotherapy?] in
the coming years). In saying this, I do not intend to imply that Mr
Temple does so consciously or even willingly (hell he might love the
men/women of the field for all I know) but the fact of that matter is
as such: Mr Temple has missed the downright efficacy of such a field
(which is fundamentally biology [which is probably most fundamentally
a story about animal behavior of some kind]) and has served to cast
unjustified (that is to say, inductive?) doubt as to the
reasonableness of the hardworking folks of said field.

This is not to say that scientists in the fields of psychology,
sociology, economics, religion, philosophy, and mathematics could not
improve themselves greatly. Indeed, we have all got to improve
ourselves greatly, and indeed no improvement in our external "worlds"
will be perceivable unless we start with ourselves and ask ourselves
the honest-to-"God" question: *why do we think we know what we think
we know, and do we really know what we have convinced ourselves into
thinking that we know*?[/mainpoint]

If there are any questions, please feel free to engage me personally
(or inter-personally, yet somehow publicly, in the context of this
*wonderful* forum).
Sincerely,
Sean

PS. Please consider this hypothesis (and soon-to-be meme of great
efficacy): Socrates was a scientist, but Plato was a philosopher.
[/closingstatements]
[/*sourcesoferrorsectionthing*]

\\.S

On Aug 17, 2:11 am, Elliot Temple <c...@curi.us> wrote:
On Aug 16, 2011, at 2:00 AM, westmil...@aol.com wrote:



If you're looking for  scientific facts and analysis, try  this:
http://web.mit.edu/hst.508/www/Ashkenazi.pdf

Further quotes are from the pdf.

I've written my comments as I go through the paper. I did not read it through 
first. Perhaps in this way it can serve as a guide for how to read through papers, 
as well as providing commentary on the issue.

we propose that the well-known clusters of Ashkenazi genetic diseases, the 
sphingolipid cluster and the DNA repair cluster in particular, increase 
intelligence in heterozygotes.

OK, so this is what the paper is about. It will hopefully clarify what "intelligence" 
and "increased intelligence" are later, and provide scientific arguments for its 
claims.

The same principle must be invoked in explaining Einstein himself. In this 
study, the hypothesis that the high intelligence test scores observed in the 
Ashkenazi Jewish population

So by "intelligence" they mean "IQ score" and by "increased intelligence" they 
mean "higher IQ score".

We suggest that there was an increase in the frequency of particular genes 
that elevated IQ

Now they have restated their claim in terms of IQ directly. OK.

There are several key observations that motivate our hypothesis. The first is 
that the Ashkenazi Jews have the highest average IQ of any ethnic group, 
combined with an unusual cognitive profile, while no similar elevation of 
intelligence was observed among Jews in classical times nor is one seen in 
Sephardic and Oriental Jews today. The second is that the Ashkenazim 
experienced very low inward gene flow, which created a very favourable 
situation for natural selection. The third is that they experienced unusual 
selective pressures that were likely to have favoured increased intelligence.

This is some of their motivation. Motivation is not science. It's only relevant as 

http://web.mit.edu/hst.508/www/Ashkenazi.pdf


"flavor" -- it helps provide context for why they did their research. Their real 
arguments will come later.

One thing I'm curious about is what kind of selective pressures favor high IQ 
scores. IQ scores are not very useful in real life. Maybe they think IQ scores are 
a proxy for something else which is useful, which is what was actually selected 
for. Details ought to be forthcoming.

We proceed by summarizing IQ psychometrics and IQ as a quantitative 
genetic trait.

Sounds like serious information is coming up.

Ashkenazi Jews have the highest average IQ of any ethnic group for which 
there are reliable data.

They cite some studies which showed this. It's not one of the things their paper 
is about. I will tentatively accept it and continue on.

This fact has social significance because IQ (as measured by IQ tests) is the 
best predictor we have of success in academic subjects and most jobs.

This is an unargued assertion for which no cite is given. The next sentence is:

Ashkenazi Jews are just as successful as their tested IQ would predict, and 
they are hugely over-represented in occupations and fields with the highest 
cognitive demands.

I want to be clear that this is *not an argument*. It merely speaks of a 
correlation. Correlation is not causation. If they have high IQs and good jobs it 
does not mean that the high IQ caused them to get good jobs.

I'll now continue forward until I find an argument or important piece of 
information, rather than just general remarks and statements.

The study of human variation in intelligence appears controversial from the 
outside but there is little controversy in the field itself. IQ tests predict a host of 
characteristics



Asserting that their field is lacking in critical discussion is a *bad thing* not a 
good thing. And they are repeating their assertion (not argument) about IQ tests.

In general the search for social and nutritional causes of IQ differences has not 
led to any convincing results and most workers now regard IQ as a biological 
rather than a social variable. It is highly heritable: correlations between 
identical twins reared apart are 0·7–0·8. Genetic manipulation can raise 
intelligence in mice

OK, lots of problems here.

I'm pretty sure the control mice and the genetically modified mice both score 0 
on IQ tests. So when they say "raise intelligence" here they are using a different 
definition of intelligence than they were before. Misleading using the same word 
for two different things is bad scholarship.

Mice and humans have different kinds of "intelligence". Humans can score 
above 0 on IQ tests, can do science, can read books, can create art, and so on. 
Mice cannot. Humans are universal explainers. Mice are not.

Next, they seem to be saying that they've failed to convincingly demonstrate 
social causes of IQ, therefore they conclude it must not have a social cause. 
That is a very bad argument. It could have a social cause which is hard to 
demonstrate. Social causes in general are hard to demonstrate!

They also speak of people accepting a biological cause via a process of 
elimination rather than due to having any actual evidence or argument in favor 
of a biological cause. This is a serious mistake. Consider: were there 
"convincing results" favoring biology? If there were, they should favor it due to 
those results. But no such results are mentioned. If there are not convincing 
results favoring biology, then why didn't that lead them to reject biology and 
accept a social cause? In short they are using a double standard where social 
or nutritional causes are required to have "convincing results" while biological 
causes aren't required to have that but are simply accepted by default.

They also speak of twin correlations. They fail to mention that correlations of 
traits between twins raised apart is not evidence of genetic causation of those 
traits (not even of variance in those traits). They use the word "heritable" in its 
technical definition which basically doesn't mean anything more than 
"correlation" but is easy to prove, and they neglect to explain what they are 



doing.

The basis of intelligence testing is that when people are given a battery of 
cognitive ability tests broadly defined – anything from general knowledge to 
vocabulary to digit memory to tasks requiring mental rotation of three-
dimensional objects – those who do well on one of these tend to do well on all 
of them and people who do poorly do poorly on all of them.

lol. All their tests have strong commonalities. Then they conclude:

Different cognitive abilities are highly correlated with each other

when perhaps they should have concluded that *the same* category of cognitive 
abilities are highly correlated with each other.

With its high heritability, IQ should respond rapidly to directional selection 
according to equation 1.

This just isn't true. I'm not quite sure what else to say. Heritability does not imply 
that. And they provide no arguments about this to engage with.

Anyway this is getting boring. They aren't giving compelling arguments or even 
detailed explanations, they're just giving brief statements repeating fallacies 
other people published. Skimming forward until I find some actual scientific 
research of some sort, or something directly relevant to their thesis.

They have a section "Ashkenazi economic and social history". Not relevant. 
Skipping.

Then there is a section about Ashkenazi genetics. Also not relevant. It's looking 
like perhaps this paper simply assumes everything that was at issue on BoI list, 
rather than providing any arguments at all (let alone any relevant scientific 
research or evidence).

It doesn't matter what Ashkenazi genetic history is when the issue is how genes 
could possibly increase intelligence, how correlation isn't causation, how 
"heritable" doesn't mean genetic, etc…

Uh oh. I got to the conclusion and there is still no evidence or argument 
whatsoever for a genetic basis for intelligence. There's simply analysis which 



*assumes that* and then applies the assumption to Ashkenazi history.

Conclusion

Our general hypothesis is that high IQ test scores of Ashkenazim, along with 
their unusual pattern of abilities, are a product of natural selection,

But there was simply no evidence or argument above that this is actually true. 
They assumed their conclusion. That is the fallacy known as "begging the 
question". It is not science.

They never argued that natural selection *could* increase IQ scores. They also 
never discussed issues like the possibility of memes meeting selection 
pressures faster. They also didn't take on the issue that successful people don't 
necessarily have the most kids and that fitting in is not the only strategy to get a 
mate.

The whole thing is a bit strange in that they know Ashkenazi identifies a 
*subculture* yet they don't give serious consideration to the possibility that the 
subculture has some good ideas causing the observed results. Ideas are 
powerful.

BTW the paper is missing a "sources of error" section in which they describe all 
the ways in which their conclusion might be *false*. Such a section is a hallmark 
of good science.

-- Elliot Templehttp://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Westmiller@aol.com
Subject: [BoI] Re: Genetic Basis for Intelligence?
Date: August 17, 2011 at 1:15 PM

Jordan Talcot writes:
What is the evidence that human  brains have variations which lead to

differences in mental talents?

There  are thousands of studies relating brain features to mental
abilities. Here's an  overview of the primary scientific  evidence:
http://www.brainmetrix.com/intelligence.htm

Brain science is  a fairly new field, which will likely be expanded by new
fMRI technology, but it  still has major impediments:

1. You can't pick a sample of high IQ  people and perform a biopsy on their
brains;
2. Most brain studies focus on  people with accidental, but specific, brain
injuries; cataloging their  relative mental skills to uninjured norms. You
can't just order up  brain injuries like lab rats;
3. Intelligence itself has a wide variety of  characteristics, only some of
which are incorporated into IQ tests. So, it's  difficult to establish
direct relationships between specific skills and  specific brain regions, though
that is what many scientists are attempting to  do.

We know for certain that human beings  evolved a host of brain structures
that define the characteristics of being Homo  Sapien. There were probably
millions of unsuccessful variations (eg:  Neanderthals) over millennia. I
don't think there can be any doubt that brain  structures evolved and are still
evolving.

Different social groups having different mental aptitudes is  consistent
with a memetic explanation. Evidence that differences exist is not  evidence
that these differences have a genetic aspect.

Read the link I  provided, which is one of many studies that identify
specific DNA  variations related to brain structure and "intelligence":
http://web.mit.edu/hst.508/www/Ashkenazi.pdf

http://www.brainmetrix.com/intelligence.htm
http://web.mit.edu/hst.508/www/Ashkenazi.pdf


Alan Forrester  writes:
... How have genes adapted that quickly ...

There are  several examples of genetic "explosions" that produced millions
of new species  (never mind modest variations in their brains) over
relatively short periods.  See the "Cambrian Explosion". There are a multitude of
studies that demonstrate  species differentiation over periods as short as 20
years. So, suggesting that  "social selection" can have an impact on brain
structure over a millennia of  generations doesn't strike me as
extraordinary.

Note  that genes, strictly speaking, do not evolve. Evolution consists of
genetic  mutations (with many causes) which produce both fit and unfit
effects. Those  that are most fit to particular environments are more likely to be
reproduced.  So, it's a two-step process: mutation and selection. When you
select a "smart"  mate, you are contributing to the evolution of the species
homo  sapiens.

... and since there are new explanations involved how have  genes managed
to pick up explanatory knowledge?

I've never heard of  *anyone* who asserts that genes store any kind of
"explanatory knowledge"  whatever. I'm not talking about knowledge, I'm talking
about brain structures  that facilitate the acquisition or utilization of
knowledge.

I suppose  there are some people who define "intelligence" as the
quantitative retention of  a superior amount of information. I'm talking about the
*potential* or  *capacity* for abstract thought, reasoning, comprehension,
problem solving,  language, learning, and planning ... as well as an assortment
of creative mental  skills.

How would it be possible to tell the difference  between your theory and
the idea that all intergroup differences are due to  memes?

Well, it isn't MY theory, it's an entire field of scientific  inquiry that
has existed for decades. Genes only transmit biological  information,
including brain features, while memes are characterized as the  social
transmission of normative ideas and beliefs. It isn't hard to distinguish  between 
the



two.

I wouldn't argue against the proposition that social  norms dictate ideas
and beliefs (memes) that lead to cultural acceptance  and probable success.
Nor would I dispute the proposition that knowledge  "evolves" quickly with
new information that might establish the truth or falsity  of cultural memes.

ALL I'm suggesting is that the social environment MAY  be influential in
the development of certain sapient brain characteristics,  just as natural
environmental states dictate non-sapient  evolution.

Bill



From: John Campbell <smilesooner@gmail.com>
Subject: [BoI] A Great TV show demonstrating the ideas of BOI
Date: August 17, 2011 at 1:35 PM

I have always enjoyed a tv show, which here in Canada is know as Mayday - in
the US as Air Emergencies or Air Disasters apparently. It is a Canadian
production.

http://en.wikipedia.org/wiki/Mayday_%28TV_series%29

After reading BOI and recently catching the last part of an episode
recently, I understand better why the show is so good.

Each episode examines an air disaster or near disaster. It usually includes
a re-enactment of the events giving a broad overview of what happened and
then delves into the investigation of the problems leading up to the
accident. It then summarizes the findings to avoid or reduce those problems
to make air travel safer.

The show is predicated on the fact that problems occur or are inevitable and
that they are soluble. It does a wonderful job of showing the doggedness and
intelligence of investigators in coming up with explanations for what
occurred and why.

Each episode shows and interviews the investigators as they work hard to
tease out the story of the accident. After reading BOI, I can see clearly
how useless induction would be. These are intelligent, thoughtful and very
knowledgeable people who must bring all their experience and knowledge to
bear in discovering the relevant facts and occurrences leading up to and
causing the crash, or occasionally a very close call.

I enjoy the style of the show as well. There are dramatic re-enactments and
even some interviews with survivors and others involved such as air traffic
controllers. I have never felt emotionally manipulated, however, and these
elements stress that the rational process documented is in service of human
life. The voice-over narrator is very good as well - thoughtful and low key
- perhaps part of the Canadian meme.

This is very good television. It is not Jacob Bronowski`s Ascent of Man,
which I very much enjoyed when I was young, but Mayday is made in that same
spirit of optimism and rationality. I find the show inspiring and

http://en.wikipedia.org/wiki/Mayday_%28TV_series%29


entertaining.

John Campbell



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Re: [OT] Non-DRM EPUB version of the book?
Date: August 17, 2011 at 2:10 PM

On Tue, Aug 16, 2011 at 3:07 PM, Jason <auvenj@gmail.com> wrote:

I'd also like to purchase a non-DRM digital form of the book. I find
it difficult to read paper books (I have vision problems), not to
mention store/reference them. DRM unnecessarily restricts the ways/
formats/devices upon which I can read. However I would also like to
compensate the author. I'm not picky as to non-DRM formats - EPUB,
PDF, and HTML all work fine for me.

Online music sales went *up* dramatically when the music companies
started selling legitimate non-DRM mp3 versions of their songs. I
suspect the result would be the same for book sellers.

--Jason

On Aug 15, 5:45 pm, Woty Regan <wotyf...@gmail.com> wrote:
I'd also prefer to buy it in drm-free form.

David, any chance of your publisher going for that?

~Woty

On Aug 15, 2011, at 8:14 PM, Andreas Waldenburger wrote:

Hi Woty, thanks for your reply.

I didn't say I would not read it at all. I said I wouldn't *buy* it at
all.

The implication of being "unable to copy it freely" is that at some
point I might be unable to read it at all anymore. That's an
artificial restriction that is punitive to me as a reader. There is no
way I'll pay good money for a book that glues itself shut after I put
it on another shelf (which is sort of what Adobe DRM does: You can



view it on a certain number of devices, and that's it). What if Adobe
changes its DRM scheme? Or discontinues it? Or just revokes my
license? Nope, too many strings attached.

I wouldn't buy a car that only drives on certain select roads or only
fills up on certain gas stations, or any such nonsense. It's not a
product I want to have, or even want to exist. Ergo: I don't give my
money to a company that tries to sell me such products. I'm using what
little power I have to make the market provide me with products that I
*do* want.

(And to pre-emptively answer a related point: I do know how to get the
book digitally without DRM. But I want to pay the author, and even the
publisher. I do not want to pay Adobe or any other company trying to
sell me intentionally crippled products.)

I hope this makes it more clear. Again, I really don't want this to
become a drawn out discussion about the (de-)merits of DRM. I just
want to know if the product I want to buy exists.

Best,
/W

On Aug 15, 7:53 am, Woty Regan <wotyf...@gmail.com> wrote:
Why would you prefer not to read it at all than to read it but be

unable to copy it freely?

~Woty

On Aug 14, 2011, at 3:09 PM, Andreas Waldenburger wrote:

Hi everyone, first post.

I've been reading good stuff about the book, and I want to buy it in
EPUB

format.  However, I can't find an outlet that sells non-DRM versions.

I know this group is not meant to discuss such matters, and I don't



want to
incite a prolonged discussion about any of this.  So I'll stress: If

I can't
buy the book in non-DRM format (preferably EPUB), I won't be buying

it at all
and that'll be the end of it.

Thanks,
/W

--

--
- Hide quoted text

-

- Show quoted text -

I understand the concerns here. I am not here to plug Amazon, but I will say
that I am extremely pleased with my Kindle. I think that Amazon has done
much to reduce the hassles of DRM, but they cannot be eliminated. I find the
Kindle technology is much kinder to the eyes (and more supportive of sleep -
backlit displays disrupt it). The value of the ideas in BOI make any cost of
the book trifling to me. This is a book I will reread many times.

As a bonus, last night I found that David Deutsch`s previous book, The
Fabric of Reality is now available on the Kindle. I was starting to reread
it so it is now on my Kindle. This is great technology, which seems to serve
both authors and readers - I am happy to see Amazon profit by it. They
provide a free service of a useful critical community for books and all the
other products they sell.

And finally I will recommend the 3G version which works very well providing
free 3G service for the life of the Kindle. Downloading or just checking up
on a book while one is stuck in an airport is a treat and it even has a



reasonable browser you can use. I also understand that new Kindles are
coming out in the fall.

John Campbell



From: Elliot Temple <curi@curi.us>
Subject: [BoI] A Reason DRM Is Bad (was: Non-DRM EPUB version of the 
book?)
Date: August 17, 2011 at 2:46 PM

On Aug 17, 2011, at 11:10 AM, John Campbell wrote:

I understand the concerns here. I am not here to plug Amazon, but I will say
that I am extremely pleased with my Kindle. I think that Amazon has done
much to reduce the hassles of DRM, but they cannot be eliminated. I find the
Kindle technology is much kinder to the eyes (and more supportive of sleep -
backlit displays disrupt it). The value of the ideas in BOI make any cost of
the book trifling to me. This is a book I will reread many times.

As a bonus, last night I found that David Deutsch`s previous book, The
Fabric of Reality is now available on the Kindle. I was starting to reread
it so it is now on my Kindle. This is great technology, which seems to serve
both authors and readers - I am happy to see Amazon profit by it. They
provide a free service of a useful critical community for books and all the
other products they sell.

And finally I will recommend the 3G version which works very well providing
free 3G service for the life of the Kindle. Downloading or just checking up
on a book while one is stuck in an airport is a treat and it even has a
reasonable browser you can use. I also understand that new Kindles are
coming out in the fall.

One of the big problems with DRM is that it hinders accessing the content with 
alternative software. In particular I prefer to use speed reading software for 
reading books, such as this:

http://spreeder.com/app.php

But I can't do that unless I can copy/paste the book into there.

Reading on computer screens is the future. And *innovations in software* for 
doing that are crucially important to that future. Software can provide valuable 
features that paper books cannot have instead of just mimicking paper books.

The spreader software has features for reading slowly too. It provides a 

http://spreeder.com/app.php


completely "hands off" reading experience, without having to turn pages or scroll. 
Not needing to use your hands is a valuable feature to have sometimes.

I'm sure there are many other valuable features to be discovered, and that the 
reading software of the future will provide multiple choices to switch between 
instead of a one-size-fits-all experience.

DRM is limiting the adoption of software like spreader by limiting what content 
people are able to read in it.

It'd be theoretically possible to allow more reading software while keeping DRM, 
e.g. by making Kindle a platform which people can develop apps for. But I'm not 
sure how much sense that makes.

I don't want to see reading software innovation waiting primarily on Amazon, 
Apple, Barnes and Noble, and other big companies. They are focussed on big 
markets, while some innovation will come from providing features that, initially, 
only a small percentage of users are interested in.

Freedom is important to innovation.

There are similar issues with DRM for other types of content. For example I have 
paid for access to some videos online. But I'm only able to watch them in their 
flash player on their website. I cannot download the videos in a standard format 
and then watch in my own player. That is important because I want to use a 
player (VLC) which has valuable features their website doesn't have -- in 
particular, I want to speed up the video to save time. VLC has a **ton** of other 
features too which I'm sure other people use.

PS I highly recommend learning to speed read (and speed watch video, and 
speed listen to audio lectures). It can save you thousands of hours over a lifetime.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Memes as a Memes of Communication: Why not communicate 
in memes?
Date: August 17, 2011 at 3:41 PM

On Wed, Aug 17, 2011 at 12:27 AM, Justin Mallone <justinceo@gmail.com> 
wrote:

On Aug 16, 2011, at 11:36 PM, Anonymous Person wrote:

On Tue, Aug 16, 2011 at 3:50 PM, Sean Maden <sean.maden@gmail.com> 
wrote:

What all of this comes down to is the question of what makes a
meme "fit" if memes are "adaptive" in the sense of memes being
selected for in the sense of Charles Darwin's theory of Natural
Selection (which predates any awareness of modern-day genetics work,
if one is to take his published works as an indication of the
inception of his theory into public awareness of this theory).

In BoI, David Deutsch identifies two things that make memes fit.

"Anti-rational" or "static" memes survive and breed by controlling
people, including disabling part of their creativity so that they have
"blind spots" and aren't able to rationally evaluate and criticize the
meme.

"Rational" or "dynamic" memes survive by being useful to people. They
have truth on their side.

What would cause people to adopt anti-rational/static memes in the first place, if 
they cause problems? Like, how does a meme get entrenched? Why don't 
people say "well that's dumb" and move on?

Static memes have evolved knowledge of how to prevent people from
saying "well that's dumb" or moving on. They have evolved knowledge of
how to spread to new people without being thought about critically.

How do they do it, exactly? I don't know. I don't have that knowledge.
It sometimes involves coercion and cruelty.



Also, is a period of widespread adoption of anti-rational/static memes an 
inevitable part of the development of a civilization?

Mistakes are inevitable when creating new knowledge. But I don't see
why static meme prevalence would be *inevitable*, which is a very
strong word. BoI gives reasons that it happens but I didn't read them
as reasons that it will necessarily happen no matter what initial
circumstances you make up.



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Memes as a Memes of Communication: Why not communicate 
in memes?
Date: August 17, 2011 at 4:07 PM

On Aug 17, 2011, at 12:41 PM, Anonymous Person wrote:

On Wed, Aug 17, 2011 at 12:27 AM, Justin Mallone <justinceo@gmail.com> 
wrote:

On Aug 16, 2011, at 11:36 PM, Anonymous Person wrote:

On Tue, Aug 16, 2011 at 3:50 PM, Sean Maden <sean.maden@gmail.com> 
wrote:

What all of this comes down to is the question of what makes a
meme "fit" if memes are "adaptive" in the sense of memes being
selected for in the sense of Charles Darwin's theory of Natural
Selection (which predates any awareness of modern-day genetics work,
if one is to take his published works as an indication of the
inception of his theory into public awareness of this theory).

In BoI, David Deutsch identifies two things that make memes fit.

"Anti-rational" or "static" memes survive and breed by controlling
people, including disabling part of their creativity so that they have
"blind spots" and aren't able to rationally evaluate and criticize the
meme.

"Rational" or "dynamic" memes survive by being useful to people. They
have truth on their side.

What would cause people to adopt anti-rational/static memes in the first place, 
if they cause problems? Like, how does a meme get entrenched? Why don't 
people say "well that's dumb" and move on?

Static memes have evolved knowledge of how to prevent people from
saying "well that's dumb" or moving on. They have evolved knowledge of
how to spread to new people without being thought about critically.



How do they do it, exactly? I don't know. I don't have that knowledge.
It sometimes involves coercion and cruelty.

This seems like a hugely important explanatory gap. Isn't an account of how 
memes entrench themselves important to their viability as an explanation for 
human behavior? Without such an account, don't memes risk falling into the 
bundle of "easy to vary" explanations Deutsch criticizes in BoI? If not, what 
makes meme theory hard to vary as it currently stands?



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] A Reason DRM Is Bad (was: Non-DRM EPUB version of the 
book?)
Date: August 17, 2011 at 4:29 PM

On Wed, Aug 17, 2011 at 1:46 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 17, 2011, at 11:10 AM, John Campbell wrote:

I understand the concerns here. I am not here to plug Amazon, but I will
say

that I am extremely pleased with my Kindle. I think that Amazon has done
much to reduce the hassles of DRM, but they cannot be eliminated. I find

the
Kindle technology is much kinder to the eyes (and more supportive of

sleep -
backlit displays disrupt it). The value of the ideas in BOI make any cost

of
the book trifling to me. This is a book I will reread many times.

As a bonus, last night I found that David Deutsch`s previous book, The
Fabric of Reality is now available on the Kindle. I was starting to

reread
it so it is now on my Kindle. This is great technology, which seems to

serve
both authors and readers - I am happy to see Amazon profit by it. They
provide a free service of a useful critical community for books and all

the
other products they sell.

And finally I will recommend the 3G version which works very well
providing

free 3G service for the life of the Kindle. Downloading or just checking
up

on a book while one is stuck in an airport is a treat and it even has a
reasonable browser you can use. I also understand that new Kindles are
coming out in the fall.



One of the big problems with DRM is that it hinders accessing the content
with alternative software. In particular I prefer to use speed reading
software for reading books, such as this:

http://spreeder.com/app.php

But I can't do that unless I can copy/paste the book into there.

Reading on computer screens is the future. And *innovations in software*
for doing that are crucially important to that future. Software can provide
valuable features that paper books cannot have instead of just mimicking
paper books.

The spreader software has features for reading slowly too. It provides a
completely "hands off" reading experience, without having to turn pages or
scroll. Not needing to use your hands is a valuable feature to have
sometimes.

I'm sure there are many other valuable features to be discovered, and that
the reading software of the future will provide multiple choices to switch
between instead of a one-size-fits-all experience.

DRM is limiting the adoption of software like spreader by limiting what
content people are able to read in it.

It'd be theoretically possible to allow more reading software while keeping
DRM, e.g. by making Kindle a platform which people can develop apps for. But
I'm not sure how much sense that makes.

I don't want to see reading software innovation waiting primarily on
Amazon, Apple, Barnes and Noble, and other big companies. They are 
focussed
on big markets, while some innovation will come from providing features
that, initially, only a small percentage of users are interested in.

Freedom is important to innovation.

There are similar issues with DRM for other types of content. For example I

http://spreeder.com/app.php


have paid for access to some videos online. But I'm only able to watch them
in their flash player on their website. I cannot download the videos in a
standard format and then watch in my own player. That is important because I
want to use a player (VLC) which has valuable features their website doesn't
have -- in particular, I want to speed up the video to save time. VLC has a
**ton** of other features too which I'm sure other people use.

PS I highly recommend learning to speed read (and speed watch video, and
speed listen to audio lectures). It can save you thousands of hours over a
lifetime.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

I agree completely with your comments regarding DRM. Freedom is important to
innovation although that same freedom allows companies and authors to use
DRM if they so choose.

Lack of DRM can be a major selling point. I know that I have not made
purchases because of DRM.

I was extolling the virtues of the Kindle apart from the DRM. I am less
concerned about losing access to books on the device and the features of the
device for me are very good. On balance I think it is a great piece of
technology, but far from perfect.

I spend a lot of time on laptops and a tablet, but for major reading I
prefer the Kindle by far. The back light from normal displays is annoying
and fatiguing over time for me - our eyes were not designed to have bright
white light shining in them for many hours at a time. Overall this is not a
huge issue for me, but I do notice it more closer to bed time.  Light does
disrupt sleep by stimulating the brain and it is made worse by brighter and
whiter light. I have used a bedside red light to reduce the effect and it
works well for me. Sleep hygiene is an issue and light can be an enormous
issue for some. It is probably more of an issue for most than they realize.

http://beginningofinfinity.com/excerpt


Thank you for the advice and site for speed reading.

I will pass along a small program that changes the color display of your
laptop as sunset approaches in your latitude, depending upon the time of
year. It is reasonable to believe that we evolved to be stimulated by
sunlight and for that effect to diminish as the normal sunlight reddens as
sunset approaches. Redder light seems to be less stimulating. The program
automatically readjusts with sunrise.

http://stereopsis.com/flux/#comments

is the site and f.lux is the program - highly recommended for those who work
on a backlit display late at night - very useful, unobtrusive, easily
defeated for color critical work and it has never given me a problem on
several computers - PC and Mac.

I would like to see an open source reader like the Kindle, but for now, for
me, it is the best electronic reader I have used so far.

John Campbell

http://stereopsis.com/flux/#comments


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] A Reason DRM Is Bad (was: Non-DRM EPUB version of the 
book?)
Date: August 17, 2011 at 10:42 PM

On Wed, Aug 17, 2011 at 1:46 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 17, 2011, at 11:10 AM, John Campbell wrote:

I understand the concerns here. I am not here to plug Amazon, but I will
say

that I am extremely pleased with my Kindle. I think that Amazon has done
much to reduce the hassles of DRM, but they cannot be eliminated. I find

the
Kindle technology is much kinder to the eyes (and more supportive of

sleep -
backlit displays disrupt it). The value of the ideas in BOI make any cost

of
the book trifling to me. This is a book I will reread many times.

As a bonus, last night I found that David Deutsch`s previous book, The
Fabric of Reality is now available on the Kindle. I was starting to

reread
it so it is now on my Kindle. This is great technology, which seems to

serve
both authors and readers - I am happy to see Amazon profit by it. They
provide a free service of a useful critical community for books and all

the
other products they sell.

And finally I will recommend the 3G version which works very well
providing

free 3G service for the life of the Kindle. Downloading or just checking
up

on a book while one is stuck in an airport is a treat and it even has a
reasonable browser you can use. I also understand that new Kindles are
coming out in the fall.



One of the big problems with DRM is that it hinders accessing the content
with alternative software. In particular I prefer to use speed reading
software for reading books, such as this:

http://spreeder.com/app.php

But I can't do that unless I can copy/paste the book into there.

Reading on computer screens is the future. And *innovations in software*
for doing that are crucially important to that future. Software can provide
valuable features that paper books cannot have instead of just mimicking
paper books.

The spreader software has features for reading slowly too. It provides a
completely "hands off" reading experience, without having to turn pages or
scroll. Not needing to use your hands is a valuable feature to have
sometimes.

I'm sure there are many other valuable features to be discovered, and that
the reading software of the future will provide multiple choices to switch
between instead of a one-size-fits-all experience.

DRM is limiting the adoption of software like spreader by limiting what
content people are able to read in it.

It'd be theoretically possible to allow more reading software while keeping
DRM, e.g. by making Kindle a platform which people can develop apps for. But
I'm not sure how much sense that makes.

I don't want to see reading software innovation waiting primarily on
Amazon, Apple, Barnes and Noble, and other big companies. They are 
focussed
on big markets, while some innovation will come from providing features
that, initially, only a small percentage of users are interested in.

Freedom is important to innovation.

There are similar issues with DRM for other types of content. For example I

http://spreeder.com/app.php


have paid for access to some videos online. But I'm only able to watch them
in their flash player on their website. I cannot download the videos in a
standard format and then watch in my own player. That is important because I
want to use a player (VLC) which has valuable features their website doesn't
have -- in particular, I want to speed up the video to save time. VLC has a
**ton** of other features too which I'm sure other people use.

PS I highly recommend learning to speed read (and speed watch video, and
speed listen to audio lectures). It can save you thousands of hours over a
lifetime.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

I apologize that my previous post veered from this topic.

How would you suggest that copyright holder`s interests be protected? I am
concerned about too much copyright protection, for too long a time, for
large corporations such as Disney, but that is a separate issue.

There is no doubt that the selection of books available on a Kindle is much
greater because publishers and authors are reassured by the DRM.

How are the needs of producers and consumers in this context to be promoted
to encourage that freedom I would like to see as well?

It does seem to be a genuine problem, which stifles the flow of information
and knowledge.

John Campbell

http://beginningofinfinity.com/excerpt


From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Natural History of Ashkenazi Intelligence (was: Genetic Basis 
for Intelligence?)
Date: August 17, 2011 at 11:08 PM

On Aug 17, 2:11 am, Elliot Temple <c...@curi.us> wrote:
They cite some studies which showed this ...

The only fault you find is that the authors reference 105 prior
studies to support their premises. They provide six tables of
scientific data related to their proposition, which you never
mention.

I want to be clear that this is *not an argument*. It merely speaks of a 
correlation. Correlation is not causation.

That's all they claim and all I've asserted. They are offering
evidence in support of a hypothesis, which is *not* that brain
evolution causes intelligence, but that social environment has a
statistically significant effect on performance in IQ tests and other
common measures of intelligence.

I'm pretty sure the control mice and the genetically modified mice both score 0 
on IQ tests.

There are many mental talents that humans and mice share (memory,
spatial analysis, problem solving), and the authors cite studies
showing an increase in those intellectual abilities as a direct
consequence of genetic manipulation. Pointing out that mice don't have
language skills is frivolous.

Next, they seem to be saying that they've failed to convincingly demonstrate 
social causes of IQ,

Not what they say at all. They cite multiple studies that falsify
assertions that variances in group IQ are a result of social,
economic, or other biological factors.

That is a very bad argument.



Scientists present factual evidence, observe statistical variances,
and present an hypothesis that explains them:

"Our hypothesis is consistent with the neo-Darwinian synthesis, the
historical record and the genetic and psychometric data. If it is
confirmed, we believe that in the future researchers will have to
consider the role of selective change in the historical process."

If you want to dispute the merits of their hypothesis, you'll have to
present facts that falsify their assertions. It isn't sufficient to
say that you're not convinced.

Bill



From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Fungibility
Date: August 18, 2011 at 12:02 AM

On Aug 17, 1:00 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Yes.
Yes.

Well, at least my characterizations are accurate. ;o)

This is slightly wrong because there are certain circumstances under which a 
loss of fungibility can be reversed, e.g. - in specially controlled experiments 
conducted in laboratories.

Perhaps you can describe a hypothetical experiment that reverses the
loss of fungibility. It seems that you'd be required to restore the
conditions anticedent to an indeterminate event ... by another
indeterminate event?

The B version of you can know that the A version of you exists by means of 
good explanations that imply you exist such as quantum mechanics.

I'm using "know" in the sense of being able to detect or communicate.
David seems to be saying that this is impossible, on the basis of
information theory. A good explanation of why you might be able to
guess that the B version exists, or is implied, is a different matter.

(1) Quantum interference is necessary for the existence of stable atoms and 
many other stable macroscopic structures.

Which produces an interesting quandry. If stable atoms are a
consequence of an indeterminate event, then every atom is persistently
differentiating itself into other Worlds. The simple maintenance of
structural stability would cause them to lose fungability. Atom A and
Atom B would be stable, but different, in each World.

(2) The law of large numbers ....



True, but seemingly irrelevant to MWI, since there is no composite
World that incorporates A, B, C, D, etc. in order to arrive at
reasonable presumptions.

That is not true because the different versions are discrete not continuous: 
differentiated versions have a finite difference between them - you can't make 
the difference arbitrarily small.

I don't think quantum-level "smallness" is arbitrary; it's quite
specific. As long as the differentiated elements of two Worlds have
quanta granularity, they are discrete, not continuous. There are just
one hell of a lot of them.

There can be evidence, e.g. - interference experiments. Can you explain why 
you don't consider them to be evidence?

I do consider them to be evidence, just not evidence supporting a
parallel universe hypothesis ... which is why I've itemized my
objections to the fungibility characterization. However, I'll admit
that I'm evading your implied question: what alternative explanation
do I have for the observed effects?

I won't give an answer here, for two reasons. First, this eGroup
wasn't formed for the purpose of discussing my ideas (even if I'm a
prolific poster), but David's. Second, if I were to offer my
explanation here, I might jeopardize my copyrights to the book/website
that I'm currently writing. So, you'll have a wait a while.

In the meantime, I thoroughly enjoy discussing fundamental physics,
particularly with informed advocates. When my proposition is
published, I'll note it here and welcome comments elsewhere.

Bill



From: Richard Fine <richard.fine@gmail.com>
Subject: [BoI] Statistics
Date: August 18, 2011 at 12:29 AM

Many studies, particularly in fields like medicine, psychology, and
sociology, try to reason about things by measuring the correlation
between variables that it is suspected are related. They take a number
of samples of the variables, measure the correlation, and present the
result in statistical terms (e.g. in 95% of cases, we did X and then Y
happened).

It is already fairly well known that correlation - even strong
correlation - does not imply causation. For example, there is a strong
correlation between the number of fire engines present at a fire, and
the total sum of insurance payouts due to damage done by the fire. It
would be a statistically significant correlation. But it would be a
mistake to conclude that sending fewer fire engines would mean a
smaller insurance payout, or that buying multiple insurance policies
would mean more fire engines come to help you!

So those fields don't claim that correlation implies causation. But
they do claim that it's useful somehow.

In medicine, our understanding of exactly what drugs do while in the
body is often incomplete - we often don't have a full explanation for
everything they will do, or sometimes even for the main thing we want
them to do. The clinical trials process does not require explanations;
all it requires is that we give a drug to some people, and after a
while, they are healthier than some people that we didn't give the
drug to. If a statistically significant number of people get
healthier, and don't have bad side effects, then we conclude that the
drug works and start distributing it.

How is it that medicine isn't completely screwed up? Because we only
invoke this correlation-focussed process when we already think that
there is a causal relationship. Maybe the drug is an extract from a
plant that wild animals were eating, and those wild animals weren't
getting sick like we would usually expect them to. Maybe the drug has
a molecular shape very similar to other drugs that work, and though
the actual makeup of the drug is different, we think it's the shape
that matters. And so on.



This is why it may seem like correlations "work" a lot of the time: we
only test the ones that we already think are backed by causality.
(Even then, there is a bias towards only publishing the ones that
support our hypotheses!)

One problem with these approaches is that usually they are attempting
to make statements about an entire population based on a study of a
sample.

This is bad because there may be other patterns present in the sample
(i.e. biases) that are responsible for the correlation which wouldn't
be present in the larger population. For example, it is common for
psychology studies to use university students as subjects, or people
who are geographically nearby.

Even if a correlation is identified in that sample, without an
explanation of how it works - or, at least, why biases in the sample
doesn't matter, which is difficult without an explanation of why the
things that /do/ matter, matter - it's not clear that the same
correlation would be true of the population at large.

Another problem with statistics is that they cannot tell you anything
conclusive about any single data point. Not even the ones that were in
the study!

Let's say I was a test subject in a study of 100 people, which
concluded that 99% of them like chocolates. Given that information,
should you buy me chocolates to win my favour?

It's inconclusive: I may be the 1 in the 100 who doesn't like them.
You cannot tell just by looking at me, because you're trying to look
at my preferences, which are in my head. Any statement that claims
less than universal truth - even if true in 99.99999% of cases - is
inconclusive on an individual level, unless you also have a way to
tell which instances are the exception and which are the rule. Given a
world population of 6.94 billion, a theory that is only true for 99%
of people leaves 69 million people unaccounted for. That's a little
more than the population of the UK.



The odds are pretty good that I do like chocolates. If you decided to
take those odds, and it turned out that I *don't* like them, then
you'd probably consider yourself unlucky. The fact that you were
unlucky doesn't make you any less wrong, though; it's better to seek
strategies that don't rely on luck. In this case, for example, you
could ask me if I like chocolates, instead of relying on a statistic.
If you really can't come up with any other way to more conclusively
test what my preferences actually are, then it's better to try the
chocolates than not, but it's a good idea to avoid getting stuck in
such a situation in the first place.

Psychology consistently produces pure correlations, that claim less
than 100% applicability, with no means to determine when the
relationship holds and when it does not. Policies are then built on
these claims, in full knowledge that the policy will be inappropriate
for some percentage of people, and that's just considered "unlucky,"
instead of being a prompt for a better policy.

What are other arguments for why arguments and policies based on
statistics are bad?

What are the situations in which they are good?

What are the situations in which they appear to be good, but are
actually disguising a different line of reasoning?

- Richard



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: [BoI] Intellectual Property is Not Property
Date: August 18, 2011 at 3:30 AM

I am generally a libertarian in my philosophy of government, but I'd like to
argue here against the idea of intellectual property, that it is a just and
good idea. I am not wholly convinced that the strong position I'm taking
here is right position, but I find it hard to justify middle-ground
positions on consistent principles. I would like to point out that I am not
suggesting that the people creating "IP" don't necessarily "deserve"
anything for their work--just that they don't in the same sense people
deserve control of their physical property. Specifically, I don't think
coercion should be used to enforce their claim. (Similarly, I would argue
that frequently the poor should be financially helped, but that nobody
should ever be coerced to help them in that way.) Anyhow, my arguments:

The concept of "intellectual property" seems to me to be based on a false
analogy to physical property. Furthermore, I would suggest that the concept
of common law, if taken seriously, invalidates it, at least in its current
form.

It seems to me that ownership is an important concept for physical objects,
because typically only one person can make use of them at a time, and work
invested in that physical object stays with that object. Therefore to
deprive people of physical property is basically to deprive them of any
benefit of their own time and effort toward that object. In contrast, most
ideas and information can be used by multiple people without depriving
anyone else of the ability to use that idea or information. Pro-IP people
would say, "If the information is shared freely, that's depriving the
original author (inventor, etc.) of the right to sell the information," but
the author has no such right unless the validity of IP can be established,
so to use that as justification for IP is just circular.

The rest of the arguments seem to be appeals to the counter-factual,
ends-justify-means type thinking, and subjective claims of personal value,
all of which I generally reject as sound ways of arriving at coercive
policy.

Some objections to what I've just said:

CAN'T PHYSICAL OBJECTS BE SHARED TOO?



Not for the most part, and certainly not in the sense information can be
shared. Only one person can eat any portion of a potato; only one person can
farm a spot of land; only one person can drive a car at a time, sleep in a
bed, use a computer interface, etc.; many things can only be used once; and
*almost every** *physical object wears out after a certain amount of use and
time, making it limited use.

SHOULDN'T I BE REIMBURSED FOR LETTING OTHERS USE SOMETHING 
I'VE CREATED?

Conversely, why should you be reimbursed for something that is effectively
free to you (the copying of information)? When someone sells a table that
they've made, they're reimbursed because they're losing the use of that
table, or the ability to sell that table to someone else. When someone sells
some IP under IP law, they are deprived of *nothing*. This creates a
distinct asymmetry of contract. (Which I would argue ultimately distorts IP
industries to the detriment of all.) If someone knows a secret and wants to
keep it a secret until someone pays them, that's fine with me, because that
requires no government intervention, but having sold the secret, the person
should have no further claim to control over the information, because that's
a violation of other people's rights, as I see it. Specifically, their
rights to do what they want with their own thoughts and physical property.

And I have a few more problems with this. First, are you really creating the
information or just discovering it? The answer to that question seems more
or less clear depending on the case. For example, Nintendo seems to hold the
patent for the cross-shaped gamepad directional buttons. Sony seems to hold
the patent for a trivially different version where plastic is placed across
the middle (apparently the only value of which is the ability to circumvent
patent law). Are we really supposed to believe that nobody else would have
come up with those very simple designs? More can be said on this example,
but I would digress.

With more complex things, like novels, etc., it seems more reasonable to say
that someone created it, rather than discovered it. Yet, let's not accept
that notion so uncritically. For thousands of years prior to the invention
of intellectual property, it was not uncommon for the authors of great works
to invoke divine inspiration, from Homer to Milton, not to mention a great



body of holy texts. The very word "genius" originally meant a divine being
that would provide inspiration. Now it is reasonable to ask how serious the
authors were in attribtuting their work to muses and the like, but it is
clear that there is some quality of creative work that lends itself to the
concept of inspiration. I believe that it is this: for most physical
products, the process by which they are produced is known and understood
beforehand by the producer. A farmer or craftsman generally starts out to
produce a known product via a known process--all that is needed is materials
and labor. I think there is no similar process for creative thinking. When a
person sets out to solve a problem (and they may not even set out to do so),
to write a novel, write a song, or even to code software, they don't
typically know exactly what they're going to end up with in the end, how
good it's going to be, or even whether they'll succeed or finish. This seems
to me to make the whole process more like a process of discovery.

There are further analogies to discovery. A second hammer built by a
craftsman still has value even though he may have already produced one
exactly like it. In contrast, the same place or idea does not value when
discovered a second time, nor does an "IP" have value when "created" a
second time. Similarly, although I question the real relevance, there's only
a finite number of possible distinct chord, word, or computer-instruction
combinations that can be created within a reasonable length (ie. the length
that a human can reasonably produce). While the number of possible
combinations may be so huge as to render this point meaningless, it is
interesting that, especially in music, poetry, and prose, composition is
frequently (always) accompanied by trial and error as the author "looks" for
pleasing combinations.

Returning to the question above, there is no "author" alive today that isn't
making use of someone else's invention in their work, without paying any
royalties. Disney makes big money off of Snow White without paying anything
to the original author, yet if someone else wanted to utilize Disney's Snow
White in another creative form, they would be stopped by Disney, or at least
have to pay. Musicians didn't invent the instruments or music theory they
use. It has been widely noted that there are ultimately only a few truly
different plots. The introduction and expansion of copyright law at specific
times in history creates an inequality in this way. See this interesting
article for an example of this:
http://www.austinkleon.com/2011/03/30/how-to-steal-like-an-artist-and-9-other-
things-nobody-told-me/

http://www.austinkleon.com/2011/03/30/how-to-steal-like-an-artist-and-9-other-things-nobody-told-me/


Both of these issues ultimately come down to the question of: Where does the
government draw the line? Ultimately at a point that is to the benefit of
some and the detriment of others. This seems unjust to me.

"PIRATING" MAY NOT DEPRIVE ME OF THE USE OF MY IDEA, BUT IT 
DEPRIVES ME OF
THE REVENUE I WOULD HAVE GAINED FROM ITS SALE.

This is just the circular reasoning I mentioned before. This is like saying
every time I sell a potato I should be paid $1 a month for the rest of my
life by the person who bought the potato because if they don't they're
depriving me of the revenue I would have earned by them paying me $1
monthly. The revenue is conjured out of thin air by "bootstrap" reasoning.
Such reasoning is only valid if IP is valid, and therefore cannot be used to
justify IP.

WITHOUT THE CONCEPT OF IP, THERE WOULD BE NO INCENTIVE TO 
INNOVATE.

This is not true, an incentive still remains. If information is valuable
enough to be sold, that means that it is considered desirable to have for
some reason other than the ability to sell it, which means people have
incentive to create it just so they will possess it. The fact that IP law
increases the incentive for new ideas is immaterial, because the exact same
reasoning could be used without limit. Why not give everyone who comes up
with a new idea tax immunity for life? That would *also* increase the
incentive to come up with new ideas. You see what I'm saying? I am saying
there should be no artificial incentive to "create" new ideas.

Also, in psychology there is something known as the overjustification effect
(http://en.wikipedia.org/wiki/Overjustification_effect). By providing an
external incentive for "creating" we may be a) motivating the wrong people
to create, and b) demotivating those most qualified. I would like to point
out this very interesting video that talks about how motivation differs
between traditional work and "intellectual work". I think this suggests that
there's something fundamentally different going on between the two:
http://www.youtube.com/watch?v=u6XAPnuFjJc

A FINAL THOUGHT

http://en.wikipedia.org/wiki/Overjustification_effect
http://www.youtube.com/watch?v=u6XAPnuFjJc


I also wonder, based largely on intuition, if there's a connection between
IP law and a preponderance of advertising. I wonder if the fact that
information can be duplicated basically for free and sold at 100% profit
after the fixed initial expense basically turns IP markets into giant
lotteries, where advertising corresponds roughly with the "tickets" you buy.
I think this would explain the fact which I've read that big computer-game
developers spend approximately 1.5 times the development budget on
advertising. At the very least, that "fact" seems to put a lie to the claim
that IP law exists to allow people to recoup *development* costs. The
IP-advertising-lottery would also explain the widely held belief that the
most highly paid and successful musicians are not the most talented or
creative, but are to varying degrees products of the music industry, while a
lot of equally or greater talented musicians can barely pay their bills.

There is much more that could be said on this whole subject, like a critique
of the modern IP industries versus pre-IP law equivalents, but I think I've
said enough for now.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The "Influences" Model
Date: August 18, 2011 at 3:34 AM

On Aug 16, 2011, at 3:00 PM, Sean Maden wrote:

On Aug 16, 10:41 am, Elliot Temple <c...@curi.us> wrote:

The influences model is an *assumption* in many people's thinking,
which has never been noticed nor critically questioned. It's simply
taken for granted.

I would agree that this model is probably like an assumption, but as
to whether it is actually an assumption - that is, an assumption in
actuality/reality/"objective reality," I have yet to find/read/observe
compelling evidence. Maybe we need to distinguish between assumptions
which people make consciously and unconsciously, as I have a hunch
from my own humble personal experience that people, even authorities
in their respective fields, make certain assumptions consciously, and
certain other assumptions subconsciously. It is my own personal belief
that everybody can benefit by airing or otherwise realizing their own
unstated/subconscious assumptions about their surrounding world
(including other people).

Yes, it can be either a conscious or unconscious assumption, and is often 
unconscious -- people don't realize they have assumed something substantial 
that isn't just logic or obvious truth.

Identifying and critically questioning unconscious assumptions is a crucial part of 
rationality. Unconscious assumptions can often be a block that is preventing 
someone from making progress, solving a problem, or understanding something.

One of the valuable aspects of having discussions with other people is 
sometimes what is an unconscious assumption for you is not for them (and vice 
versa) so people can help point these things out to each other. This email list can 
facilitate this.

Having one's mistakes pointed out can be uncomfortable. It's important to bear in 
mind that it's *ideas* which are mistaken not people. People have a current set of 
ideas, some of which are mistakes. But they can change. The point of criticism is 



to help people become less mistaken, so it's a good thing.

Not being told about a mistake doesn't prevent it from existing. So don't shoot the 
messenger. By telling you he hasn't created the mistake. And if he's wrong it's no 
big deal -- just judge for yourself and act on your own judgment.

As Popper said, we can and should let ideas die in our place. That's actually one 
of the important facts about memetics. With genetics, for an "idea" to be tested 
out, an animal has to be stuck with it, and if it's a mistake then that animal will 
suffer consequences such as death. Memes can be tried out or thought about 
and then rejected without a person being harmed.

If we take away the influences model, then in the statement
'genetics influence thinking/intelligence/choices/personality/etc' the
word 'influence' has to be replaced with a different concept, since
those things are not the sum of influences. A new way of thinking
about the topic is required in order to make assertions similar to the
old ones.

had the purveyor of this
sentence spoken with (and correctly understood) all of the people
studying genetics at the moment (especially genomicists) and also gone
to every literary/digital/intuitive source with any authority, I
believe he would find that his own statement is indeed false.

I have read academic papers in the field and found that they are false. I have 
been unable to find one that is true which contradicts me. Do you know one that 
is true and relevant?

While I might change my mind if I learned more on the topic, so might you, and so 
might any researcher. It's a mistake to assume in advance what we would learn if 
we learned more. We can't predict that. The whole point of learning is to learn 
new things, not to reinforce one's current ideas.

My own firm conviction on this point is due to my effective training as a 
practitioner of inductive reasoning



I recommend the books of David Deutsch and Karl Popper which explain that 
induction is a mistake and offer a better epistemology. Agree or not, it can be 
interesting to be challenged on this point. BoI chapter 1 includes discussion of 
induction.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] A Reason DRM Is Bad (was: Non-DRM EPUB version of the 
book?)
Date: August 18, 2011 at 3:39 AM

On Aug 17, 2011, at 7:42 PM, John Campbell wrote:

How would you suggest that copyright holder`s interests be protected?

Basically, keep the existing system and reform it. Do not try to theorize what 
would be ideal.

It already protects the copyright holder's interests. Is there a problem there?

The single thing that should be changed in the near future, IMO, is that copyright 
holders should be required to demonstrate that they were harmed in court before 
they get anything. Breaking copyright in harmless ways should no longer be 
punished.

I'm opposed to all victimless "crimes". And a lot of what is complained about is 
victimless, and should be left alone.

A big problem with DRM is that it prevents not only illegitimate actions but also 
legitimate actions. It would be better to prevent illegitimate actions with an 
approach that has less collateral damage, such as taking criminals (only) to court.

It's more important to provide a better service to the law-abiding, paying 
customers than it is to fight with the people who don't actually want to pay 
regardless. They should focus on catering to their customers and not worry so 
much about what non-customers do.

You might think, "But what if everyone cheats and it's hard to prove in court?" 
Well, so what? Kindle DRM is easy to break today. Anyone who wants to cheat 
already can, so what exactly would be worse without it?

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility
Date: August 18, 2011 at 3:46 AM

On 18 August 2011 05:02, Westmiller <westmiller@aol.com> wrote:
On Aug 17, 1:00 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Yes.
Yes.

Well, at least my characterizations are accurate. ;o)

This is slightly wrong because there are certain circumstances under which a 
loss of fungibility can be reversed, e.g. - in specially controlled experiments 
conducted in laboratories.

Perhaps you can describe a hypothetical experiment that reverses the
loss of fungibility. It seems that you'd be required to restore the
conditions anticedent to an indeterminate event ... by another
indeterminate event?

Suppose there is a photon that exists in two versions heading down two
different paths. You put a wave plate in the path of one of the
versions of the photon rotating its polarisation by 90 degrees. The
versions of the photon heading in different directions are no longer
fungible because now the version heading in one direction has a
different polarisation than the one heading in the other direction.
However, you can undo this loss of fungibility by inserting another
wave plate in the path of one of the versions of the photon to rotate
its polarisation to be the same as the other version.

The B version of you can know that the A version of you exists by means of 
good explanations that imply you exist such as quantum mechanics.

I'm using "know" in the sense of being able to detect or communicate.
David seems to be saying that this is impossible, on the basis of
information theory. A good explanation of why you might be able to
guess that the B version exists, or is implied, is a different matter.



It is true that you can't communicate with other versions of yourself.
You can tell that they exist using interference experiments.

(1) Quantum interference is necessary for the existence of stable atoms and 
many other stable macroscopic structures.

Which produces an interesting quandry. If stable atoms are a
consequence of an indeterminate event, then every atom is persistently
differentiating itself into other Worlds. The simple maintenance of
structural stability would cause them to lose fungability. Atom A and
Atom B would be stable, but different, in each World.

Interference is where a system starts out with one version, becomes
differentiated into more than one fungible version (David calls this
diversity within fungibility) and then they become the same again in a
way that depends on what happens to all of the fungible versions of
the system during the middle of the experiment. As a result
interference doesn't involve the production of new non-fungible
versions of a system.

For example, a photon may become differentiated into two fungible
versions by a half silvered mirror and then you can change the path
length of one or both of the versions to change which port of the
interferometer the photon comes out of at the end of the experiment.

It is true that the atom is differentiating into many possible
versions, but that is not due to interference.

(2) The law of large numbers ....

True, but seemingly irrelevant to MWI, since there is no composite
World that incorporates A, B, C, D, etc. in order to arrive at
reasonable presumptions.

There are systems that contain stable records of other systems, i.e. -
if I record where I was last Monday by writing it down that record
won't change. I could record where I was every Monday and all those
records stay the same so I can discuss the relative frequency with
which I go bowling on Monday, or go to the cinema or stay in and read.
What is required isn't that the multiverse globally slices up into



worlds at every instant. Rather, what is required is that there be
some systems that retain records of the past on relevant scales of
space and time. Such records exist: MW explains their existence.

David urges us to persist in "imagining" that fungibility remains between
World A and World B for those entities that aren't significantly influenced
by the quantum differentiation. That doesn't seem possible if the meaning of
"World" or "universe" refers to consistent wholes, rather than assemblies of
components. One sub-atomic change will, at SOL, influence (to some 
degree)
all other objects in the universe (the Butterfly Effect). Therefore, taken
as a whole, everything in each instance of the unique universe must
be "non-fungible" to all other things in another.

That is not true because the different versions are discrete not continuous: 
differentiated versions have a finite difference between them - you can't make 
the difference arbitrarily small.

I don't think quantum-level "smallness" is arbitrary; it's quite
specific. As long as the differentiated elements of two Worlds have
quanta granularity, they are discrete, not continuous. There are just
one hell of a lot of them.

There are a lot of them. So what? There are lots of atoms and germs.
Should we discard the theory of atoms or the germ theory of disease
because they postulate the existence of large numbers of objects?

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fungibility
Date: August 18, 2011 at 4:04 AM

On Aug 18, 2011, at 12:46 AM, Alan Forrester wrote:

Interference is where a system starts out with one version, becomes
differentiated into more than one fungible version (David calls this
diversity within fungibility) and then they become the same again in a
way that depends on what happens to all of the fungible versions of
the system during the middle of the experiment. As a result
interference doesn't involve the production of new non-fungible
versions of a system.

I don't think that's what David calls diversity within fungibility. I think he's referring 
to the diversity when the thing is actually fungible, not in the middle step of an 
interference experiment where it's temporarily not fungible.

Consider a particle traveling through deep space. Nothing in particular is 
happening to it. The many instances of it in the multiverse are fungible -- there's 
no such thing as which is which -- yet that does not mean that all of their 
observables are sharp. Some are not sharp, which means there are diverse 
values despite the fungibility.

It's a counter-intuitive concept. It's like saying there is a group of 10 things, all 
identical -- with it being literally meaningless to ask which is which since they are 
literally 100% perfectly interchangeable and identical -- and yet they aren't all in 
the same place. There's no such thing as which of the 10 is the leftmost yet there 
is a leftmost one.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility
Date: August 18, 2011 at 4:34 AM

On Aug 18, 5:02 am, Westmiller <westmil...@aol.com> wrote:
On Aug 17, 1:00 am, Alan Forrester

<alanmichaelforres...@googlemail.com> wrote:
Yes.
Yes.

Well, at least my characterizations are accurate. ;o)

This is slightly wrong because there are certain circumstances under which a 
loss of fungibility can be reversed, e.g. - in specially controlled experiments 
conducted in laboratories.

Perhaps you can describe a hypothetical experiment that reverses the
loss of fungibility. It seems that you'd be required to restore the
conditions anticedent to an indeterminate event ... by another
indeterminate event?

Any experiment where you don't collapse the wavefunction should do.

The B version of you can know that the A version of you exists by means of 
good explanations that imply you exist such as quantum mechanics.

I'm using "know" in the sense of being able to detect or communicate.
David seems to be saying that this is impossible, on the basis of
information theory. A good explanation of why you might be able to
guess that the B version exists, or is implied, is a different matter.

It is completely impossible.

Consider sitting and waiting for a radioactive decay, after which you
run a random number generator which decides what you do next. After a
day of waiting, you hear a click and you are off to Easter Island. You



know for sure that you have de-funged with all the other yous that did
not hear the click at that time. But, the click could come at any
possible time, which means that it comes at all possible times, which
means that there are thousands of yous in different places on earths.
As you sit on Easter Island, gazing out at sea, your mind turns to the
other yous. You don't know where they are, you cannot sense them, but
you know they are there. At that moment, you may care to remind
yourself, what exactly this is supposed to explain?

(1) Quantum interference is necessary for the existence of stable atoms and 
many other stable macroscopic structures.

Could you provide an equation to calculate the interference that is
responsible for the stability of a hydrogen atom?

Which produces an interesting quandry. If stable atoms are a
consequence of an indeterminate event, then every atom is persistently
differentiating itself into other Worlds. The simple maintenance of
structural stability would cause them to lose fungability. Atom A and
Atom B would be stable, but different, in each World.

Loss of fungibility is impossible as there are uncountably infinite
instances of everything. This implies that infinite differentiation is
possible, at no expense to fungibility as a physical property.

Of course, an alternative view is that atoms are stable because of
Heisenberg's uncertainty principle and the Pauli exclusion principle.
The trouble with this view is that you lose all the explanatory power
of fungibility.

(2) The law of large numbers ....

True, but seemingly irrelevant to MWI, since there is no composite
World that incorporates A, B, C, D, etc. in order to arrive at
reasonable presumptions.



In the end, the Hilbert Space of the multiverse contains all these
worlds, in fact all possible worlds. Just because to worlds
differentiate, does not mean they are not both part of the multiversal
Schrodinger equation.

That is not true because the different versions are discrete not continuous: 
differentiated versions have a finite difference between them - you can't make 
the difference arbitrarily small.

I don't think quantum-level "smallness" is arbitrary; it's quite
specific. As long as the differentiated elements of two Worlds have
quanta granularity, they are discrete, not continuous. There are just
one hell of a lot of them.

In a maximally differentiated region of space-time, are the degrees of
freedom still fungible?

There can be evidence, e.g. - interference experiments. Can you explain why 
you don't consider them to be evidence?

I do consider them to be evidence, just not evidence supporting a
parallel universe hypothesis ... which is why I've itemized my
objections to the fungibility characterization. However, I'll admit
that I'm evading your implied question: what alternative explanation
do I have for the observed effects?

Why does there have to be an "explanation"? What is wrong with quantum
mechanics? What makes you think "fungibility" is an explanation?

Tom



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Live interview
Date: August 18, 2011 at 4:35 AM

FYI I'm going to be interviewed about the book live on this radio programme:

http://goo.gl/Jztc8

At 11am EDT today.

They'll have a recording online later.

-- David Deutsch

http://goo.gl/Jztc8


From: Sean Maden <sean.maden@gmail.com>
Subject: Re: [BoI] Intellectual Property is Not Property
Date: August 18, 2011 at 5:46 AM

This is bullshit.
\\.SM

On Thu, Aug 18, 2011 at 12:30 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

I am generally a libertarian in my philosophy of government, but I'd like
to argue here against the idea of intellectual property, that it is a just
and good idea. I am not wholly convinced that the strong position I'm taking
here is right position, but I find it hard to justify middle-ground
positions on consistent principles. I would like to point out that I am not
suggesting that the people creating "IP" don't necessarily "deserve"
anything for their work--just that they don't in the same sense people
deserve control of their physical property. Specifically, I don't think
coercion should be used to enforce their claim. (Similarly, I would argue
that frequently the poor should be financially helped, but that nobody
should ever be coerced to help them in that way.) Anyhow, my arguments:

The concept of "intellectual property" seems to me to be based on a false
analogy to physical property. Furthermore, I would suggest that the
concept of common law, if taken seriously, invalidates it, at least in its
current form.

It seems to me that ownership is an important concept for physical objects,
because typically only one person can make use of them at a time, and work
invested in that physical object stays with that object. Therefore to
deprive people of physical property is basically to deprive them of any
benefit of their own time and effort toward that object. In contrast, most
ideas and information can be used by multiple people without depriving
anyone else of the ability to use that idea or information. Pro-IP people
would say, "If the information is shared freely, that's depriving the
original author (inventor, etc.) of the right to sell the information," but
the author has no such right unless the validity of IP can be established,
so to use that as justification for IP is just circular.

The rest of the arguments seem to be appeals to the counter-factual,
ends-justify-means type thinking, and subjective claims of personal value,



all of which I generally reject as sound ways of arriving at coercive
policy.

Some objections to what I've just said:

CAN'T PHYSICAL OBJECTS BE SHARED TOO?

Not for the most part, and certainly not in the sense information can be
shared. Only one person can eat any portion of a potato; only one person can
farm a spot of land; only one person can drive a car at a time, sleep in a
bed, use a computer interface, etc.; many things can only be used once; and
*almost every** *physical object wears out after a certain amount of use
and time, making it limited use.

SHOULDN'T I BE REIMBURSED FOR LETTING OTHERS USE SOMETHING 
I'VE CREATED?

Conversely, why should you be reimbursed for something that is effectively
free to you (the copying of information)? When someone sells a table that
they've made, they're reimbursed because they're losing the use of that
table, or the ability to sell that table to someone else. When someone sells
some IP under IP law, they are deprived of *nothing*. This creates a
distinct asymmetry of contract. (Which I would argue ultimately distorts IP
industries to the detriment of all.) If someone knows a secret and wants to
keep it a secret until someone pays them, that's fine with me, because that
requires no government intervention, but having sold the secret, the person
should have no further claim to control over the information, because that's
a violation of other people's rights, as I see it. Specifically, their
rights to do what they want with their own thoughts and physical property.

And I have a few more problems with this. First, are you really creating
the information or just discovering it? The answer to that question seems
more or less clear depending on the case. For example, Nintendo seems to
hold the patent for the cross-shaped gamepad directional buttons. Sony seems
to hold the patent for a trivially different version where plastic is placed
across the middle (apparently the only value of which is the ability to
circumvent patent law). Are we really supposed to believe that nobody else
would have come up with those very simple designs? More can be said on this
example, but I would digress.



With more complex things, like novels, etc., it seems more reasonable to
say that someone created it, rather than discovered it. Yet, let's not
accept that notion so uncritically. For thousands of years prior to the
invention of intellectual property, it was not uncommon for the authors of
great works to invoke divine inspiration, from Homer to Milton, not to
mention a great body of holy texts. The very word "genius" originally meant
a divine being that would provide inspiration. Now it is reasonable to ask
how serious the authors were in attribtuting their work to muses and the
like, but it is clear that there is some quality of creative work that lends
itself to the concept of inspiration. I believe that it is this: for most
physical products, the process by which they are produced is known and
understood beforehand by the producer. A farmer or craftsman generally
starts out to produce a known product via a known process--all that is
needed is materials and labor. I think there is no similar process for
creative thinking. When a person sets out to solve a problem (and they may
not even set out to do so), to write a novel, write a song, or even to code
software, they don't typically know exactly what they're going to end up
with in the end, how good it's going to be, or even whether they'll succeed
or finish. This seems to me to make the whole process more like a process of
discovery.

There are further analogies to discovery. A second hammer built by a
craftsman still has value even though he may have already produced one
exactly like it. In contrast, the same place or idea does not value when
discovered a second time, nor does an "IP" have value when "created" a
second time. Similarly, although I question the real relevance, there's only
a finite number of possible distinct chord, word, or computer-instruction
combinations that can be created within a reasonable length (ie. the length
that a human can reasonably produce). While the number of possible
combinations may be so huge as to render this point meaningless, it is
interesting that, especially in music, poetry, and prose, composition is
frequently (always) accompanied by trial and error as the author "looks" for
pleasing combinations.

Returning to the question above, there is no "author" alive today that
isn't making use of someone else's invention in their work, without paying
any royalties. Disney makes big money off of Snow White without paying
anything to the original author, yet if someone else wanted to utilize
Disney's Snow White in another creative form, they would be stopped by



Disney, or at least have to pay. Musicians didn't invent the instruments or
music theory they use. It has been widely noted that there are ultimately
only a few truly different plots. The introduction and expansion of
copyright law at specific times in history creates an inequality in this
way. See this interesting article for an example of this:
http://www.austinkleon.com/2011/03/30/how-to-steal-like-an-artist-and-9-other-
things-nobody-told-me/

Both of these issues ultimately come down to the question of: Where does
the government draw the line? Ultimately at a point that is to the benefit
of some and the detriment of others. This seems unjust to me.

"PIRATING" MAY NOT DEPRIVE ME OF THE USE OF MY IDEA, BUT IT 
DEPRIVES ME OF
THE REVENUE I WOULD HAVE GAINED FROM ITS SALE.

This is just the circular reasoning I mentioned before. This is like saying
every time I sell a potato I should be paid $1 a month for the rest of my
life by the person who bought the potato because if they don't they're
depriving me of the revenue I would have earned by them paying me $1
monthly. The revenue is conjured out of thin air by "bootstrap" reasoning.
Such reasoning is only valid if IP is valid, and therefore cannot be used to
justify IP.

WITHOUT THE CONCEPT OF IP, THERE WOULD BE NO INCENTIVE TO 
INNOVATE.

This is not true, an incentive still remains. If information is valuable
enough to be sold, that means that it is considered desirable to have for
some reason other than the ability to sell it, which means people have
incentive to create it just so they will possess it. The fact that IP law
increases the incentive for new ideas is immaterial, because the exact same
reasoning could be used without limit. Why not give everyone who comes up
with a new idea tax immunity for life? That would *also* increase the
incentive to come up with new ideas. You see what I'm saying? I am saying
there should be no artificial incentive to "create" new ideas.

Also, in psychology there is something known as the overjustification
effect (http://en.wikipedia.org/wiki/Overjustification_effect). By
providing an external incentive for "creating" we may be a) motivating the

http://www.austinkleon.com/2011/03/30/how-to-steal-like-an-artist-and-9-other-things-nobody-told-me/
http://en.wikipedia.org/wiki/Overjustification_effect


wrong people to create, and b) demotivating those most qualified. I would
like to point out this very interesting video that talks about how
motivation differs between traditional work and "intellectual work". I think
this suggests that there's something fundamentally different going on
between the two:
http://www.youtube.com/watch?v=u6XAPnuFjJc

A FINAL THOUGHT

I also wonder, based largely on intuition, if there's a connection between
IP law and a preponderance of advertising. I wonder if the fact that
information can be duplicated basically for free and sold at 100% profit
after the fixed initial expense basically turns IP markets into giant
lotteries, where advertising corresponds roughly with the "tickets" you buy.
I think this would explain the fact which I've read that big computer-game
developers spend approximately 1.5 times the development budget on
advertising. At the very least, that "fact" seems to put a lie to the claim
that IP law exists to allow people to recoup *development* costs. The
IP-advertising-lottery would also explain the widely held belief that the
most highly paid and successful musicians are not the most talented or
creative, but are to varying degrees products of the music industry, while a
lot of equally or greater talented musicians can barely pay their bills.

There is much more that could be said on this whole subject, like a
critique of the modern IP industries versus pre-IP law equivalents, but I
think I've said enough for now.

http://www.youtube.com/watch?v=u6XAPnuFjJc


From: Sean Maden <sean.maden@gmail.com>
Subject: Re: [BoI] The "Influences" Model
Date: August 18, 2011 at 5:47 AM

This is bullshit.
\\.SM

On Tue, Aug 16, 2011 at 10:41 AM, Elliot Temple <curi@curi.us> wrote:

The "Influences" Model of human thinking asserts that decisions are made in
terms of many competing influences. The strongest influences gets the most
say in the final choice, but not total control. Most decisions are
compromises between many influences.

The influences model is an *assumption* in many people's thinking, which
has never been noticed nor critically questioned. It's simply taken for
granted.

Under the influences model, the concept of a genetic influence on
intelligence is natural, even with no knowledge of biology, universality,
memetics or epistemology. There are many influences. Why not throw in one
more? How could that fundamentally be a big problem?

The influences model is false. It is refuted in the Choices chapter of BoI
which explains how decisions are actually made.

If we take away the influences model, then in the statement "genetics
influence thinking/intelligence/choices/personality/etc" the word
"influence" has to be replaced with a different concept, since those things
are not the sum of influences. A new way of thinking about the topic is
required in order to make assertions similar to the old ones.

The genetic influences crowd has no replacement to offer. They're still
stuck on the false influences concept. Consequently their arguments and
claims are obsolete.

And there's no reason to expect they would create a replacement if they
knew better. Maybe they'd change their minds. To assume they'd definitely
stay on the same "side", even after learning new things on the topic, is to
assume they are irrational partisans. I make no such assumption.



What about the BoI model? Never mind creating a new model, what can
genetics do in the BoI model of choices?

They can offer explanatory knowledge to the mind, to the extent they have
any (a very low extent), which can be judged in the usual way, and accepted
or rejected. Genes have basically no role in the model. BoI offers a new way
of looking at things, focussed on *ideas* and especially explanatory ideas,
and also focussed on *being true*: BoI's positions have not been refuted by
criticism, whereas their "rivals" have been refuted.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Sean Maden <sean.maden@gmail.com>
Subject: Re: [BoI] A Reason DRM Is Bad (was: Non-DRM EPUB version of the 
book?)
Date: August 18, 2011 at 5:47 AM

This is bullshit.
\\.SM

On Thu, Aug 18, 2011 at 12:39 AM, Elliot Temple <curi@curi.us> wrote:

On Aug 17, 2011, at 7:42 PM, John Campbell wrote:

How would you suggest that copyright holder`s interests be protected?

Basically, keep the existing system and reform it. Do not try to theorize
what would be ideal.

It already protects the copyright holder's interests. Is there a problem
there?

The single thing that should be changed in the near future, IMO, is that
copyright holders should be required to demonstrate that they were harmed in
court before they get anything. Breaking copyright in harmless ways should
no longer be punished.

I'm opposed to all victimless "crimes". And a lot of what is complained
about is victimless, and should be left alone.

A big problem with DRM is that it prevents not only illegitimate actions
but also legitimate actions. It would be better to prevent illegitimate
actions with an approach that has less collateral damage, such as taking
criminals (only) to court.

It's more important to provide a better service to the law-abiding, paying
customers than it is to fight with the people who don't actually want to pay
regardless. They should focus on catering to their customers and not worry
so much about what non-customers do.



You might think, "But what if everyone cheats and it's hard to prove in
court?" Well, so what? Kindle DRM is easy to break today. Anyone who wants
to cheat already can, so what exactly would be worse without it?

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Sean Maden <sean.maden@gmail.com>
Subject: Re: [BoI] Re: Fungibility
Date: August 18, 2011 at 5:47 AM

This is bullshit.
\\.SM

On Thu, Aug 18, 2011 at 12:46 AM, Alan Forrester <
alanmichaelforrester@googlemail.com> wrote:

On 18 August 2011 05:02, Westmiller <westmiller@aol.com> wrote:
On Aug 17, 1:00 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Yes.
Yes.

Well, at least my characterizations are accurate. ;o)

This is slightly wrong because there are certain circumstances under
which a loss of fungibility can be reversed, e.g. - in specially controlled
experiments conducted in laboratories.

Perhaps you can describe a hypothetical experiment that reverses the
loss of fungibility. It seems that you'd be required to restore the
conditions anticedent to an indeterminate event ... by another
indeterminate event?

Suppose there is a photon that exists in two versions heading down two
different paths. You put a wave plate in the path of one of the
versions of the photon rotating its polarisation by 90 degrees. The
versions of the photon heading in different directions are no longer
fungible because now the version heading in one direction has a
different polarisation than the one heading in the other direction.
However, you can undo this loss of fungibility by inserting another
wave plate in the path of one of the versions of the photon to rotate
its polarisation to be the same as the other version.

The B version of you can know that the A version of you exists by means
of good explanations that imply you exist such as quantum mechanics.



I'm using "know" in the sense of being able to detect or communicate.
David seems to be saying that this is impossible, on the basis of
information theory. A good explanation of why you might be able to
guess that the B version exists, or is implied, is a different matter.

It is true that you can't communicate with other versions of yourself.
You can tell that they exist using interference experiments.

(1) Quantum interference is necessary for the existence of stable atoms
and many other stable macroscopic structures.

Which produces an interesting quandry. If stable atoms are a
consequence of an indeterminate event, then every atom is persistently
differentiating itself into other Worlds. The simple maintenance of
structural stability would cause them to lose fungability. Atom A and
Atom B would be stable, but different, in each World.

Interference is where a system starts out with one version, becomes
differentiated into more than one fungible version (David calls this
diversity within fungibility) and then they become the same again in a
way that depends on what happens to all of the fungible versions of
the system during the middle of the experiment. As a result
interference doesn't involve the production of new non-fungible
versions of a system.

For example, a photon may become differentiated into two fungible
versions by a half silvered mirror and then you can change the path
length of one or both of the versions to change which port of the
interferometer the photon comes out of at the end of the experiment.

It is true that the atom is differentiating into many possible
versions, but that is not due to interference.

(2) The law of large numbers ....

True, but seemingly irrelevant to MWI, since there is no composite
World that incorporates A, B, C, D, etc. in order to arrive at
reasonable presumptions.



There are systems that contain stable records of other systems, i.e. -
if I record where I was last Monday by writing it down that record
won't change. I could record where I was every Monday and all those
records stay the same so I can discuss the relative frequency with
which I go bowling on Monday, or go to the cinema or stay in and read.
What is required isn't that the multiverse globally slices up into
worlds at every instant. Rather, what is required is that there be
some systems that retain records of the past on relevant scales of
space and time. Such records exist: MW explains their existence.

David urges us to persist in "imagining" that fungibility remains
between

World A and World B for those entities that aren't significantly
influenced

by the quantum differentiation. That doesn't seem possible if the
meaning of

"World" or "universe" refers to consistent wholes, rather than
assemblies of

components. One sub-atomic change will, at SOL, influence (to some
degree)

all other objects in the universe (the Butterfly Effect). Therefore,
taken

as a whole, everything in each instance of the unique universe must
be "non-fungible" to all other things in another.

That is not true because the different versions are discrete not
continuous: differentiated versions have a finite difference between them -
you can't make the difference arbitrarily small.

I don't think quantum-level "smallness" is arbitrary; it's quite
specific. As long as the differentiated elements of two Worlds have
quanta granularity, they are discrete, not continuous. There are just
one hell of a lot of them.

There are a lot of them. So what? There are lots of atoms and germs.
Should we discard the theory of atoms or the germ theory of disease
because they postulate the existence of large numbers of objects?



Alan



From: Sean Maden <sean.maden@gmail.com>
Subject: Re: [BoI] Live interview
Date: August 18, 2011 at 5:48 AM

(China still does not produce ideas, and the U.S. still does not manage to
produce within its own means.)[/hyp][/thisisbullshit]
\\.SM

On Thu, Aug 18, 2011 at 1:35 AM, David Deutsch 
<david.deutsch@qubit.org>wrote:

FYI I'm going to be interviewed about the book live on this radio
programme:

http://goo.gl/Jztc8

At 11am EDT today.

They'll have a recording online later.

-- David Deutsch

http://goo.gl/Jztc8


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] I just split you!
Date: August 18, 2011 at 6:26 AM

I bought a universe at:

http://cheapuniverses.com/

In the other universe, I didn't post this.

Tom

http://cheapuniverses.com/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: I just split you!
Date: August 18, 2011 at 6:34 AM

OK, so I'm only pulling your leg, but I might to it when the service
is up and running again.

On Aug 18, 11:26 am, "tom.harrigan" <tom.harri...@gmail.com> wrote:
I bought a universe at:

http://cheapuniverses.com/

In the other universe, I didn't post this.

Tom

http://cheapuniverses.com/


From: sean.maden@gmail.com
Subject: Re: [BoI] Re: I just split you!
Date: August 18, 2011 at 8:06 AM

I dont know what you mean, and i am sorry...
-sean

Sent from myTouch 4G

----- Reply message -----
From: "tom.harrigan" <tom.harrigan@gmail.com>
Subject: [BoI] Re: I just split you!
Date: Thu, Aug 18, 2011 3:34 am

OK, so I'm only pulling your leg, but I might to it when the service
is up and running again.

On Aug 18, 11:26 am, "tom.harrigan" <tom.harri...@gmail.com> wrote:
I bought a universe at:

http://cheapuniverses.com/

In the other universe, I didn't post this.

Tom

http://cheapuniverses.com/


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Live interview
Date: August 18, 2011 at 11:33 AM

On Thu, Aug 18, 2011 at 3:35 AM, David Deutsch 
<david.deutsch@qubit.org>wrote:

FYI I'm going to be interviewed about the book live on this radio
programme:

http://goo.gl/Jztc8

At 11am EDT today.

They'll have a recording online later.

-- David Deutsch

This is live now and easiest way to listen is on iTunes - go to WBUR under
News/Talk Radio

http://goo.gl/Jztc8


From: Kim Jones <kmjcommp@me.com>
Subject: Re: [BoI] Intellectual Property is Not Property
Date: August 18, 2011 at 7:59 AM

It's anything but bullshit. Read it again. Some of the most valuable IP in 
civilisation was created gratis. Paying people to create content is a nice way to 
get lots of content created but doesn't guarantee useful creativity. The example 
cited of Sony and Nintendo perfectly illustrates this. There is a difference between 
innovation and creativity. With innovation you may not have created anything 
new, but merely tried out an existing procedure which was new for you or your 
company. Companies who pride themselves on their innovative skills are often 
pirating or copying/emulating the ideas of others ('me-too-ism'). But IP law allows 
them to make a bunch of money off it. This devalues true creativity which is the 
radical changing of ideas. A fake Rembrandt can still fetch a lot of money for two 
reasons: 1. Some people mightn't notice so 'believe' they have a Rembrandt and 
2. It still takes considerable skill to fake a Rembrandt.

Thus the system of IP law inadvertently encourages fakery, forgery and copyage 
at the expense of risky creative ventures  that might unleash unforeseen value.

Kim Jones

On 18/08/2011, at 7:46 PM, Sean Maden wrote:

This is bullshit.
\\.SM

On Thu, Aug 18, 2011 at 12:30 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:
I am generally a libertarian in my philosophy of government, but I'd like to argue 
here against the idea of intellectual property, that it is a just and good idea. I am 
not wholly convinced that the strong position I'm taking here is right position, but 
I find it hard to justify middle-ground positions on consistent principles. I would 
like to point out that I am not suggesting that the people creating "IP" don't 
necessarily "deserve" anything for their work--just that they don't in the same 
sense people deserve control of their physical property. Specifically, I don't think 
coercion should be used to enforce their claim. (Similarly, I would argue that 



frequently the poor should be financially helped, but that nobody should ever be 
coerced to help them in that way.) Anyhow, my arguments:

The concept of "intellectual property" seems to me to be based on a false 
analogy to physical property. Furthermore, I would suggest that the concept of 
common law, if taken seriously, invalidates it, at least in its current form.

It seems to me that ownership is an important concept for physical objects, 
because typically only one person can make use of them at a time, and work 
invested in that physical object stays with that object. Therefore to deprive 
people of physical property is basically to deprive them of any benefit of their 
own time and effort toward that object. In contrast, most ideas and information 
can be used by multiple people without depriving anyone else of the ability to 
use that idea or information. Pro-IP people would say, "If the information is 
shared freely, that's depriving the original author (inventor, etc.) of the right to 
sell the information," but the author has no such right unless the validity of IP 
can be established, so to use that as justification for IP is just circular.

The rest of the arguments seem to be appeals to the counter-factual, ends-
justify-means type thinking, and subjective claims of personal value, all of which 
I generally reject as sound ways of arriving at coercive policy.

Some objections to what I've just said:

CAN'T PHYSICAL OBJECTS BE SHARED TOO?

Not for the most part, and certainly not in the sense information can be shared. 
Only one person can eat any portion of a potato; only one person can farm a 
spot of land; only one person can drive a car at a time, sleep in a bed, use a 
computer interface, etc.; many things can only be used once; and *almost 
every* physical object wears out after a certain amount of use and time, making 
it limited use.

SHOULDN'T I BE REIMBURSED FOR LETTING OTHERS USE SOMETHING 
I'VE CREATED?

Conversely, why should you be reimbursed for something that is effectively free 
to you (the copying of information)? When someone sells a table that they've 
made, they're reimbursed because they're losing the use of that table, or the 
ability to sell that table to someone else. When someone sells some IP under IP 



law, they are deprived of nothing. This creates a distinct asymmetry of contract. 
(Which I would argue ultimately distorts IP industries to the detriment of all.) If 
someone knows a secret and wants to keep it a secret until someone pays 
them, that's fine with me, because that requires no government intervention, but 
having sold the secret, the person should have no further claim to control over 
the information, because that's a violation of other people's rights, as I see it. 
Specifically, their rights to do what they want with their own thoughts and 
physical property.

And I have a few more problems with this. First, are you really creating the 
information or just discovering it? The answer to that question seems more or 
less clear depending on the case. For example, Nintendo seems to hold the 
patent for the cross-shaped gamepad directional buttons. Sony seems to hold 
the patent for a trivially different version where plastic is placed across the 
middle (apparently the only value of which is the ability to circumvent patent 
law). Are we really supposed to believe that nobody else would have come up 
with those very simple designs? More can be said on this example, but I would 
digress.

With more complex things, like novels, etc., it seems more reasonable to say 
that someone created it, rather than discovered it. Yet, let's not accept that 
notion so uncritically. For thousands of years prior to the invention of intellectual 
property, it was not uncommon for the authors of great works to invoke divine 
inspiration, from Homer to Milton, not to mention a great body of holy texts. The 
very word "genius" originally meant a divine being that would provide inspiration. 
Now it is reasonable to ask how serious the authors were in attribtuting their 
work to muses and the like, but it is clear that there is some quality of creative 
work that lends itself to the concept of inspiration. I believe that it is this: for 
most physical products, the process by which they are produced is known and 
understood beforehand by the producer. A farmer or craftsman generally starts 
out to produce a known product via a known process--all that is needed is 
materials and labor. I think there is no similar process for creative thinking. 
When a person sets out to solve a problem (and they may not even set out to do 
so), to write a novel, write a song, or even to code software, they don't typically 
know exactly what they're going to end up with in the end, how good it's going to 
be, or even whether they'll succeed or finish. This seems to me to make the 
whole process more like a process of discovery.

There are further analogies to discovery. A second hammer built by a craftsman 
still has value even though he may have already produced one exactly like it. In 



contrast, the same place or idea does not value when discovered a second 
time, nor does an "IP" have value when "created" a second time. Similarly, 
although I question the real relevance, there's only a finite number of possible 
distinct chord, word, or computer-instruction combinations that can be created 
within a reasonable length (ie. the length that a human can reasonably 
produce). While the number of possible combinations may be so huge as to 
render this point meaningless, it is interesting that, especially in music, poetry, 
and prose, composition is frequently (always) accompanied by trial and error as 
the author "looks" for pleasing combinations.

Returning to the question above, there is no "author" alive today that isn't 
making use of someone else's invention in their work, without paying any 
royalties. Disney makes big money off of Snow White without paying anything to 
the original author, yet if someone else wanted to utilize Disney's Snow White in 
another creative form, they would be stopped by Disney, or at least have to pay. 
Musicians didn't invent the instruments or music theory they use. It has been 
widely noted that there are ultimately only a few truly different plots. The 
introduction and expansion of copyright law at specific times in history creates 
an inequality in this way. See this interesting article for an example of this: 
http://www.austinkleon.com/2011/03/30/how-to-steal-like-an-artist-and-9-other-
things-nobody-told-me/

Both of these issues ultimately come down to the question of: Where does the 
government draw the line? Ultimately at a point that is to the benefit of some 
and the detriment of others. This seems unjust to me.

"PIRATING" MAY NOT DEPRIVE ME OF THE USE OF MY IDEA, BUT IT 
DEPRIVES ME OF THE REVENUE I WOULD HAVE GAINED FROM ITS 
SALE.

This is just the circular reasoning I mentioned before. This is like saying every 
time I sell a potato I should be paid $1 a month for the rest of my life by the 
person who bought the potato because if they don't they're depriving me of the 
revenue I would have earned by them paying me $1 monthly. The revenue is 
conjured out of thin air by "bootstrap" reasoning. Such reasoning is only valid if 
IP is valid, and therefore cannot be used to justify IP.

WITHOUT THE CONCEPT OF IP, THERE WOULD BE NO INCENTIVE TO 
INNOVATE.

http://www.austinkleon.com/2011/03/30/how-to-steal-like-an-artist-and-9-other-things-nobody-told-me/


This is not true, an incentive still remains. If information is valuable enough to be 
sold, that means that it is considered desirable to have for some reason other 
than the ability to sell it, which means people have incentive to create it just so 
they will possess it. The fact that IP law increases the incentive for new ideas is 
immaterial, because the exact same reasoning could be used without limit. Why 
not give everyone who comes up with a new idea tax immunity for life? That 
would also increase the incentive to come up with new ideas. You see what I'm 
saying? I am saying there should be no artificial incentive to "create" new ideas.

Also, in psychology there is something known as the overjustification effect 
(http://en.wikipedia.org/wiki/Overjustification_effect). By providing an external 
incentive for "creating" we may be a) motivating the wrong people to create, and 
b) demotivating those most qualified. I would like to point out this very 
interesting video that talks about how motivation differs between traditional work 
and "intellectual work". I think this suggests that there's something 
fundamentally different going on between the two:
http://www.youtube.com/watch?v=u6XAPnuFjJc

A FINAL THOUGHT

I also wonder, based largely on intuition, if there's a connection between IP law 
and a preponderance of advertising. I wonder if the fact that information can be 
duplicated basically for free and sold at 100% profit after the fixed initial 
expense basically turns IP markets into giant lotteries, where advertising 
corresponds roughly with the "tickets" you buy. I think this would explain the fact 
which I've read that big computer-game developers spend approximately 1.5 
times the development budget on advertising. At the very least, that "fact" 
seems to put a lie to the claim that IP law exists to allow people to recoup 
*development* costs. The IP-advertising-lottery would also explain the widely 
held belief that the most highly paid and successful musicians are not the most 
talented or creative, but are to varying degrees products of the music industry, 
while a lot of equally or greater talented musicians can barely pay their bills.

There is much more that could be said on this whole subject, like a critique of 
the modern IP industries versus pre-IP law equivalents, but I think I've said 
enough for now.

http://en.wikipedia.org/wiki/Overjustification_effect
http://www.youtube.com/watch?v=u6XAPnuFjJc


From: Elliot Temple <curi@curi.us>
Subject: [BoI] List Atmosphere
Date: August 18, 2011 at 1:26 PM

Hi all,

Don't worry, Sean Maden won't be posting anymore.

I'm going to take this opportunity to try to explain the list ethos a bit more.

This is a list for the discussion of ideas, especially those related to BoI. Try to 
mention BoI in, say, a third of your posts. After explaining an idea, point out a 
connection to BoI. The goal here is rational knowledge creation and learning.

In general, the way to deal with large numbers of posts, and posts of varying 
quality, is to be selective about which ones you read.

This list has some guidelines which you can find here:

http://beginningofinfinity.com/list-guidelines

Please follow them. A lot of posters are not following the style guidelines. This 
makes their posts hard to read and hard to quote and reply to. It wastes people's 
time, distracts from the ideas under discussion, and disorganizes things.

Participating here is not a right. It is a privilege. You shouldn't just feel like you 
deserve to post whatever you want. What you're supposed to do is attempt to 
learn the new skills and ideas necessary to fit in and contribute positively. You're 
welcome to post if you make the effort to learn how to post here correctly, and 
you make an effort to write understandable posts about ideas.

Posts should not mention any participants in the discussion and should be 
impersonal. This is for discussion of ideas not people. Try to minimize the use of 
words like "I" and "you".

In general, parochial discussion should be avoided. Other people do not 
understand your personal humor, and are not learning anything from it. Jokes in 
general are low on clarity and just confuse people.

http://beginningofinfinity.com/list-guidelines


Correctly quoting things in a discussion serves multiple purposes besides 
readability. Just what you are intending your comments to reply to, and which 
things you consider relevant and irrelevant, is a matter of substantive 
communication. It's an issue you should think about as part of writing a post 
(what am I replying to, specifically? which parts are relevant and irrelevant to 
what I'm saying?), and then the quoting comes naturally. If you're not thinking 
about such issues, you're not writing high quality posts.

A common problem people have is that they talk past each other. One person 
says something, and another says something else, and they aren't really 
engaging with each other. They keep missing each other's points. Carefully 
reading each other's posts and organizing the relevant parts helps prevent this.

If people don't write easily readable posts following the guidelines, and including 
proper quotations of what they reply to, then I advise ignoring their posts, or at 
least reading them last after the better posts.

Every post should be readable even if it's the only post on the list a person has 
ever read (and it may well be, as new people join and read their first posts). 
Quoting can make posts stand alone.

Try to focus on quality over quantity. Write a smaller number of more thoughtful 
posts per day. If you post a link, in the same post you should explain some idea 
about it and how it's relevant to BoI. Give people something to think about within 
each post.

I'd also like to advise everyone to spend more time replying to their *favorite* 
posts and the posts they *agree* with, instead of just arguing. Try to advance 
knowledge instead of just arguing with dissenters (especially dissenters who don't 
seem eager to learn).

People sometimes say they have nothing to talk about when they agree. This is 
completely false. If you agree with am idea you can post further implications, 
clarifications, improvements, applications, etc… If you don't know any, then you 



could instead post questions in order to understand the issues better.

I'm not going to fight with people at length if they do a bad job. In general they get 
one suggestion to improve. If they don't seem appreciative of it, I just won't speak 
to them again. If they do anything really bad they won't be allowed to post 
anymore (anyone may still read the list), but if they are just mildly bad and are not 
disruptive then they are going to be left alone.

Please try to help contribute to a positive atmosphere. You should want to 
cooperate.

-- Elliot Temple
BoI List Owner



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Fungibility
Date: August 18, 2011 at 1:27 PM

On Wed, Aug 17, 2011 at 9:02 PM, Westmiller <westmiller@aol.com> wrote:

Perhaps you can describe a hypothetical experiment that reverses the
loss of fungibility. It seems that you'd be required to restore the
conditions anticedent to an indeterminate event ... by another
indeterminate event?

Read BoI page 286. There's even a nice diagram.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Genetic Basis for Intelligence?
Date: August 18, 2011 at 1:42 PM

On Wed, Aug 17, 2011 at 10:15 AM,  <Westmiller@aol.com> wrote:
Jordan Talcot writes:

What is the evidence that human brains have variations which lead to
differences in mental talents?

There are thousands of studies relating brain features to mental abilities.

Quantity is not quality. It's a mistake to assume stuff is true
because a large number of people said so.

Here's an overview of the primary scientific evidence:
http://www.brainmetrix.com/intelligence.htm

Can you specify what you think is the "primary scientific evidence"
from that page?

I don't think there can be any doubt that brain structures evolved and are still 
evolving.

By denying the possibility of doubt, are you trying to say that you
are closed minded and not interested in a critical, truth-seeking
discussion?

One of the important ideas of BoI and Popper is that the truth is not
obvious and we need to keep an open mind about everything. Areas where
people doubt least, often have mistakes! We need to have and use
complete freedom to doubt anything in order to improve in areas where
most people have a blind spot.

 There are a multitude of studies that demonstrate  species differentiation over 
periods as short as 20 years.

This is an appeal to authority which lacks any specific details. That
makes it difficult to criticize or learn from.

http://www.brainmetrix.com/intelligence.htm


This statement may be mixing up selective breeding (e.g. of dogs) with
the evolution of new knowledge including new species. Or maybe it's
referring to species which have very short generations. If there's a
new generation a few times a day then 20 years starts looking a lot
longer. I can't tell what it's saying because it doesn't provide any
detail of what it means.

ALL I'm suggesting is that the social environment MAY  be influential in the 
development of certain sapient brain characteristics

"ALL" you're suggesting is that BoI "MAY" be false in its attitudes to
scientism, universality, ideas, memes, etc...



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Intellectual Property is Not Property
Date: August 18, 2011 at 1:56 PM

On Thu, Aug 18, 2011 at 2:30 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

I am generally a libertarian in my philosophy of government, but I'd like
to argue here against the idea of intellectual property, that it is a just
and good idea. I am not wholly convinced that the strong position I'm taking
here is right position, but I find it hard to justify middle-ground
positions on consistent principles. I would like to point out that I am not
suggesting that the people creating "IP" don't necessarily "deserve"
anything for their work--just that they don't in the same sense people
deserve control of their physical property. Specifically, I don't think
coercion should be used to enforce their claim. (Similarly, I would argue
that frequently the poor should be financially helped, but that nobody
should ever be coerced to help them in that way.) Anyhow, my arguments:

The concept of "intellectual property" seems to me to be based on a false
analogy to physical property. Furthermore, I would suggest that the
concept of common law, if taken seriously, invalidates it, at least in its
current form.

It seems to me that ownership is an important concept for physical objects,
because typically only one person can make use of them at a time, and work
invested in that physical object stays with that object. Therefore to
deprive people of physical property is basically to deprive them of any
benefit of their own time and effort toward that object. In contrast, most
ideas and information can be used by multiple people without depriving
anyone else of the ability to use that idea or information. Pro-IP people
would say, "If the information is shared freely, that's depriving the
original author (inventor, etc.) of the right to sell the information," but
the author has no such right unless the validity of IP can be established,
so to use that as justification for IP is just circular.

The rest of the arguments seem to be appeals to the counter-factual,
ends-justify-means type thinking, and subjective claims of personal value,
all of which I generally reject as sound ways of arriving at coercive
policy.



Some objections to what I've just said:

CAN'T PHYSICAL OBJECTS BE SHARED TOO?

Not for the most part, and certainly not in the sense information can be
shared. Only one person can eat any portion of a potato; only one person can
farm a spot of land; only one person can drive a car at a time, sleep in a
bed, use a computer interface, etc.; many things can only be used once; and
*almost every** *physical object wears out after a certain amount of use
and time, making it limited use.

SHOULDN'T I BE REIMBURSED FOR LETTING OTHERS USE SOMETHING 
I'VE CREATED?

Conversely, why should you be reimbursed for something that is effectively
free to you (the copying of information)? When someone sells a table that
they've made, they're reimbursed because they're losing the use of that
table, or the ability to sell that table to someone else. When someone sells
some IP under IP law, they are deprived of *nothing*. This creates a
distinct asymmetry of contract. (Which I would argue ultimately distorts IP
industries to the detriment of all.) If someone knows a secret and wants to
keep it a secret until someone pays them, that's fine with me, because that
requires no government intervention, but having sold the secret, the person
should have no further claim to control over the information, because that's
a violation of other people's rights, as I see it. Specifically, their
rights to do what they want with their own thoughts and physical property.

And I have a few more problems with this. First, are you really creating
the information or just discovering it? The answer to that question seems
more or less clear depending on the case. For example, Nintendo seems to
hold the patent for the cross-shaped gamepad directional buttons. Sony seems
to hold the patent for a trivially different version where plastic is placed
across the middle (apparently the only value of which is the ability to
circumvent patent law). Are we really supposed to believe that nobody else
would have come up with those very simple designs? More can be said on this
example, but I would digress.

With more complex things, like novels, etc., it seems more reasonable to
say that someone created it, rather than discovered it. Yet, let's not



accept that notion so uncritically. For thousands of years prior to the
invention of intellectual property, it was not uncommon for the authors of
great works to invoke divine inspiration, from Homer to Milton, not to
mention a great body of holy texts. The very word "genius" originally meant
a divine being that would provide inspiration. Now it is reasonable to ask
how serious the authors were in attribtuting their work to muses and the
like, but it is clear that there is some quality of creative work that lends
itself to the concept of inspiration. I believe that it is this: for most
physical products, the process by which they are produced is known and
understood beforehand by the producer. A farmer or craftsman generally
starts out to produce a known product via a known process--all that is
needed is materials and labor. I think there is no similar process for
creative thinking. When a person sets out to solve a problem (and they may
not even set out to do so), to write a novel, write a song, or even to code
software, they don't typically know exactly what they're going to end up
with in the end, how good it's going to be, or even whether they'll succeed
or finish. This seems to me to make the whole process more like a process of
discovery.

There are further analogies to discovery. A second hammer built by a
craftsman still has value even though he may have already produced one
exactly like it. In contrast, the same place or idea does not value when
discovered a second time, nor does an "IP" have value when "created" a
second time. Similarly, although I question the real relevance, there's only
a finite number of possible distinct chord, word, or computer-instruction
combinations that can be created within a reasonable length (ie. the length
that a human can reasonably produce). While the number of possible
combinations may be so huge as to render this point meaningless, it is
interesting that, especially in music, poetry, and prose, composition is
frequently (always) accompanied by trial and error as the author "looks" for
pleasing combinations.

Returning to the question above, there is no "author" alive today that
isn't making use of someone else's invention in their work, without paying
any royalties. Disney makes big money off of Snow White without paying
anything to the original author, yet if someone else wanted to utilize
Disney's Snow White in another creative form, they would be stopped by
Disney, or at least have to pay. Musicians didn't invent the instruments or
music theory they use. It has been widely noted that there are ultimately
only a few truly different plots. The introduction and expansion of



copyright law at specific times in history creates an inequality in this
way. See this interesting article for an example of this:
http://www.austinkleon.com/2011/03/30/how-to-steal-like-an-artist-and-9-other-
things-nobody-told-me/

Both of these issues ultimately come down to the question of: Where does
the government draw the line? Ultimately at a point that is to the benefit
of some and the detriment of others. This seems unjust to me.

"PIRATING" MAY NOT DEPRIVE ME OF THE USE OF MY IDEA, BUT IT 
DEPRIVES ME OF
THE REVENUE I WOULD HAVE GAINED FROM ITS SALE.

This is just the circular reasoning I mentioned before. This is like saying
every time I sell a potato I should be paid $1 a month for the rest of my
life by the person who bought the potato because if they don't they're
depriving me of the revenue I would have earned by them paying me $1
monthly. The revenue is conjured out of thin air by "bootstrap" reasoning.
Such reasoning is only valid if IP is valid, and therefore cannot be used to
justify IP.

WITHOUT THE CONCEPT OF IP, THERE WOULD BE NO INCENTIVE TO 
INNOVATE.

This is not true, an incentive still remains. If information is valuable
enough to be sold, that means that it is considered desirable to have for
some reason other than the ability to sell it, which means people have
incentive to create it just so they will possess it. The fact that IP law
increases the incentive for new ideas is immaterial, because the exact same
reasoning could be used without limit. Why not give everyone who comes up
with a new idea tax immunity for life? That would *also* increase the
incentive to come up with new ideas. You see what I'm saying? I am saying
there should be no artificial incentive to "create" new ideas.

Also, in psychology there is something known as the overjustification
effect (http://en.wikipedia.org/wiki/Overjustification_effect). By
providing an external incentive for "creating" we may be a) motivating the
wrong people to create, and b) demotivating those most qualified. I would
like to point out this very interesting video that talks about how
motivation differs between traditional work and "intellectual work". I think

http://www.austinkleon.com/2011/03/30/how-to-steal-like-an-artist-and-9-other-things-nobody-told-me/
http://en.wikipedia.org/wiki/Overjustification_effect


this suggests that there's something fundamentally different going on
between the two:
http://www.youtube.com/watch?v=u6XAPnuFjJc

A FINAL THOUGHT

I also wonder, based largely on intuition, if there's a connection between
IP law and a preponderance of advertising. I wonder if the fact that
information can be duplicated basically for free and sold at 100% profit
after the fixed initial expense basically turns IP markets into giant
lotteries, where advertising corresponds roughly with the "tickets" you buy.
I think this would explain the fact which I've read that big computer-game
developers spend approximately 1.5 times the development budget on
advertising. At the very least, that "fact" seems to put a lie to the claim
that IP law exists to allow people to recoup *development* costs. The
IP-advertising-lottery would also explain the widely held belief that the
most highly paid and successful musicians are not the most talented or
creative, but are to varying degrees products of the music industry, while a
lot of equally or greater talented musicians can barely pay their bills.

There is much more that could be said on this whole subject, like a
critique of the modern IP industries versus pre-IP law equivalents, but I
think I've said enough for now.

My first reaction to your piece is that it seems to me that your discussion
of creation versus discovery reminds me of induction in some ways.

You seem to be seeing that creative ideas - novels or musical phrases are
"out there" to be discovered and all one has to do is open up one's senses
and spend some time to discover these ideas or explanations. These ideas
will find their way into your brain and to claim them as your own is a form
of expropriation from the universe. You seem to be saying that our brains
just sift through all those ideas out there and hits upon a winner every
once in a while, through no particular effort or thought on our part.
Perhaps I am not understanding you correctly - I may be overstating your
case.

http://www.youtube.com/watch?v=u6XAPnuFjJc


I believe you are denying the creativity in producing an idea or
explanation, which seems to me a physical act just as much as producing a
beautiful chair or performing a Beethoven symphony or painting your fence.
In all cases I believe value has been produced or created and the
beneficiaries of that value should pay for that if the producer asks for it.

I don't understand the complexity of IP law and the morality behind it, but
I agree with the basic premise behind it. I disagree with your take on it,
if I am correct in understanding it.

John Campbell



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Statistics
Date: August 18, 2011 at 6:08 PM

On Wed, Aug 17, 2011 at 11:29 PM, Richard Fine 
<richard.fine@gmail.com>wrote:

Many studies, particularly in fields like medicine, psychology, and
sociology, try to reason about things by measuring the correlation
between variables that it is suspected are related. They take a number
of samples of the variables, measure the correlation, and present the
result in statistical terms (e.g. in 95% of cases, we did X and then Y
happened).

It is already fairly well known that correlation - even strong
correlation - does not imply causation. For example, there is a strong
correlation between the number of fire engines present at a fire, and
the total sum of insurance payouts due to damage done by the fire. It
would be a statistically significant correlation. But it would be a
mistake to conclude that sending fewer fire engines would mean a
smaller insurance payout, or that buying multiple insurance policies
would mean more fire engines come to help you!

So those fields don't claim that correlation implies causation. But
they do claim that it's useful somehow.

In medicine, our understanding of exactly what drugs do while in the
body is often incomplete - we often don't have a full explanation for
everything they will do, or sometimes even for the main thing we want
them to do. The clinical trials process does not require explanations;
all it requires is that we give a drug to some people, and after a
while, they are healthier than some people that we didn't give the
drug to. If a statistically significant number of people get
healthier, and don't have bad side effects, then we conclude that the
drug works and start distributing it.

How is it that medicine isn't completely screwed up? Because we only
invoke this correlation-focussed process when we already think that
there is a causal relationship. Maybe the drug is an extract from a
plant that wild animals were eating, and those wild animals weren't
getting sick like we would usually expect them to. Maybe the drug has



a molecular shape very similar to other drugs that work, and though
the actual makeup of the drug is different, we think it's the shape
that matters. And so on.

I think that some aspects and findings of medicine are screwed up, but
problems are inevitable, yet soluble. My own reading in nutrition and my
personal experiences have led me to believe that some conventional
nutritional advice - lots of whole grains and minimizing saturated fats for
two examples - are certainly wrong for me and likely wrong for many, if not
most people.

It is very difficult to isolate experimental factors in human experiments
and so there is a great deal of reliance on statistics in attempt to clean
up and suggest a chain of causation. With the great reliance on statistics,
there is a tendency to go on fishing expeditions - induction in action.
Collect a whole bunch of data, put it through the statistical mill and see
what pops out as a correlation.

I guess you must have some idea of an explanation for some effect before
even testing it. In your example of drug testing, you would have to narrow
the field substantially by having tentative explanations or theories on how
a drug might cause the effect you are after. But after the results are in,
clinicians are often less suspicious or critical of the results than the
statisticians. Poor studies accompanied by statistics that appear to point
to an erroneous finding can lead people to continue to believe bad and
flawed explanations.

It can be very illuminating to read a critical analysis of a study or a
group of studies. Mathematics is not intuitive. Findings and conclusions can
look impressive when the proper (for that purpose) statistics are used and
emphasized in a study's conclusion. Clinicians can be readily mislead to
prescribe a drug that even the drug company's own study does not support (if
one has the knowledge of statistics to discover this). Yet the statistics
can be used in a way that implies significant effectiveness. It can be very
difficult for a busy doctor to analyze what a study is saying even on its
own terms

And it is not unusual for people to seek support for their ideas, not there
refutation. Statistics, as a part of poorly designed studies, can help in



that anti-knowledge process.

There is no conspiracy of shoddiness, but as I have learned in BOI, good
explanations are difficult to generate. Much of the science behind the
process of post-graduate education, where my experience lies, is built on
the sand of induction - I can see that now that I have read BOI and been
exposed to Popper's ideas.

I did a human experiment and study for my M.Sc. degree and I saw how the
process can be first hand. Even now I am proud of the work I did, but I wish
that I had been exposed to Popper's ideas back then - it would have been
better and more rewarding on a personal level.

In our medical faculty there was a statistics expert - a very smart guy -
who would do the voodoo of analysis. I was not comfortable with the process,
but I did not have the knowledge to really question it. You dropped off your
data after discussing it with him and he would give you the results. You
would understand the statistics behind it to a degree, but not as you
should.

Not every study is of this kind, but I believe many are, at least partially.
I was sure of the ideas behind my study, but I was never comfortable with
the statistics. Yet all the smart people around me seemed to believe that
science was done that way and there was no other way to study humans.

Under the surface of stats, there are a lot of highly creative and
intelligent people who work hard to develop good ideas and explanations. I
do not understand the math or the epistemology behind statistics, and I know
that a lot of other people doing medical research are in the same boat.

I do not know the proper role of statistics in science.

This is why it may seem like correlations "work" a lot of the time: we
only test the ones that we already think are backed by causality.
(Even then, there is a bias towards only publishing the ones that
support our hypotheses!)

One problem with these approaches is that usually they are attempting
to make statements about an entire population based on a study of a



sample.

This is bad because there may be other patterns present in the sample
(i.e. biases) that are responsible for the correlation which wouldn't
be present in the larger population. For example, it is common for
psychology studies to use university students as subjects, or people
who are geographically nearby.

Even if a correlation is identified in that sample, without an
explanation of how it works - or, at least, why biases in the sample
doesn't matter, which is difficult without an explanation of why the
things that /do/ matter, matter - it's not clear that the same
correlation would be true of the population at large.

Another problem with statistics is that they cannot tell you anything
conclusive about any single data point. Not even the ones that were in
the study!

Let's say I was a test subject in a study of 100 people, which
concluded that 99% of them like chocolates. Given that information,
should you buy me chocolates to win my favour?

It's inconclusive: I may be the 1 in the 100 who doesn't like them.
You cannot tell just by looking at me, because you're trying to look
at my preferences, which are in my head. Any statement that claims
less than universal truth - even if true in 99.99999% of cases - is
inconclusive on an individual level, unless you also have a way to
tell which instances are the exception and which are the rule. Given a
world population of 6.94 billion, a theory that is only true for 99%
of people leaves 69 million people unaccounted for. That's a little
more than the population of the UK.

The odds are pretty good that I do like chocolates. If you decided to
take those odds, and it turned out that I *don't* like them, then
you'd probably consider yourself unlucky. The fact that you were
unlucky doesn't make you any less wrong, though; it's better to seek
strategies that don't rely on luck. In this case, for example, you
could ask me if I like chocolates, instead of relying on a statistic.
If you really can't come up with any other way to more conclusively
test what my preferences actually are, then it's better to try the



chocolates than not, but it's a good idea to avoid getting stuck in
such a situation in the first place.

Psychology consistently produces pure correlations, that claim less
than 100% applicability, with no means to determine when the
relationship holds and when it does not. Policies are then built on
these claims, in full knowledge that the policy will be inappropriate
for some percentage of people, and that's just considered "unlucky,"
instead of being a prompt for a better policy.

What are other arguments for why arguments and policies based on
statistics are bad?

What are the situations in which they are good?

What are the situations in which they appear to be good, but are
actually disguising a different line of reasoning?

These are very good questions - I hope there is a Popperian statistician out
there who can speak to them as well as others here.

You have raised a lot of issues and I am interested to see them unraveled,
from a Popperian perspective.

John Campbell



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Copyright and Public Goods
Date: August 18, 2011 at 6:12 PM

Some copyright holders get offended when people get stuff for free. They want to 
be paid. They don't want to provide a public good.

They uncritically assume that every time someone uses their stuff they deserve to 
get paid.

Actually, all goods anyone ever sells to the mass market public are *mixed 
bundles* in the following sense: they consist of multiple parts, some of which are 
given away for free and some of which are charged for.

All goods are partially "public goods" and partially not.

It's not possible (or desirable) to avoid giving away anything for free. It's actually a 
good thing that there is always free benefit being provided to people because it 
helps people.

To make money, what you have to do is find some limited number of things to 
charge for. You do not need to, and cannot, charge for everything. Why should 
you be able to sell at a high price what is so cheap to create?

You should focus on making money with the things you do charge for, and not 
worry about the free benefit that non-customers get. It's good that they get it, it's 
not hurting anyone, and you may gain good will and future customers.

What sorts of things are routinely given away for free?

Consider for example a person who might need a particular type of computer 
cable on short notice in the future. You might think he'd therefore have to buy and 
store one, just in case. However if there is a nearby store which sells them then 
he doesn't have to buy one now. He can, for example, put that money in a bank 
instead and receive interest payments. The store has, for free, solved his problem 
of wanting to have one available on short notice. He also makes use of their shelf 
space rather than his own, for free.

Consider a restaurant. It gives away for free the option to get certain foods. This 



has concrete monetary value. When a good restaurant opens it raises the value 
of nearby housing. The owners of those houses just got free benefit even if they 
never visit the restaurant.

Consider Apple. At their Apple stores they give away free wifi and free use of 
demo devices. Getting to try using a Mac or iPad is a valuable and fun 
experience which Apple provides for free. Apple also provides various 
documentation for free, some software for free, various video presentations for 
free, various software updates for free, and many other things.

All these free things are "public goods": free benefits given to the public at large 
with no way to be selective about who gets it and no way to prevent free riders: 
people who gain the benefit and do not pay for it.

What do companies do about this? They pick some things to charge for, and 
make money. The rest is not a problem for them. If people are getting free 
benefits that doesn't mean they are making less money from what they do sell.

Giving away public goods does not harm you and does help people. It's not a bad 
thing and it does not mean you are owed anything. If you want money then what 
you have to do is figure out how to sell something, and focus on doing that 
without getting upset about the *positive* side effects.

For more information about public goods, see:

http://fallibleideas.com/public-goods

-- Elliot Temple
http://curi.us/

http://fallibleideas.com/public-goods
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectual Property is Not Property
Date: August 18, 2011 at 6:15 PM

On Aug 18, 2011, at 12:30 AM, Abraham Lewis wrote:

I am generally a libertarian in my philosophy of government, but I'd like to
argue here against the idea of intellectual property, that it is a just and
good idea. I am not wholly convinced that the strong position I'm taking
here is right position, but I find it hard to justify middle-ground
positions on consistent principles. I would like to point out that I am not
suggesting that the people creating "IP" don't necessarily "deserve"
anything for their work--just that they don't in the same sense people
deserve control of their physical property. Specifically, I don't think
coercion should be used to enforce their claim. (Similarly, I would argue
that frequently the poor should be financially helped, but that nobody
should ever be coerced to help them in that way.) Anyhow, my arguments:

The concept of "intellectual property" seems to me to be based on a false
analogy to physical property. Furthermore, I would suggest that the concept
of common law, if taken seriously, invalidates it, at least in its current
form.

It seems to me that ownership is an important concept for physical objects,
because typically only one person can make use of them at a time, and work
invested in that physical object stays with that object. Therefore to
deprive people of physical property is basically to deprive them of any
benefit of their own time and effort toward that object. In contrast, most
ideas and information can be used by multiple people without depriving
anyone else of the ability to use that idea or information. Pro-IP people
would say, "If the information is shared freely, that's depriving the
original author (inventor, etc.) of the right to sell the information," but
the author has no such right unless the validity of IP can be established,
so to use that as justification for IP is just circular.

The rest of the arguments seem to be appeals to the counter-factual,
ends-justify-means type thinking, and subjective claims of personal value,
all of which I generally reject as sound ways of arriving at coercive
policy.



I think this is an interesting position and would like to say two things about it.

The first is an argument which I think makes it more compelling position by 
answering a possible objection.

Suppose I write a book. If you remove IP, that means anyone can print and sell 
copies of my book. So that might sound bad, and people might object. I'm going 
to explain why that may not be bad.

A quick aside. Abe wrote:

WITHOUT THE CONCEPT OF IP, THERE WOULD BE NO INCENTIVE TO 
INNOVATE.

This is not true, an incentive still remains. If information is valuable
enough to be sold, that means that it is considered desirable to have for
some reason other than the ability to sell it, which means people have
incentive to create it just so they will possess it.

I don't find that very compelling. I think being able to sell things in a market for a 
profit is an important incentive to creating them. I think there is a better answer to 
be given about how they can still be sold without IP.

OK, so what's my answer? First of all, wait a second. Can people sell copies of 
my book? First they'd need to get a copy. They cannot do that until after I sell it to 
the public. Before that, they have no access to the manuscript, and of course 
stealing a copy of the data off my computer would be a crime.

So, I get to sell it first. They can start selling it afterwards.

You might think I'm now going to talk about first-mover advantage, and consider 
how long it takes them to set up their competing version of the book. I think that 
issue matters some but it's not what I want to discuss.

What I want to point out is this: if I am selling a book already, why would anyone 
else want to go into the business of selling that same book?

They shouldn't expect that to be a good business opportunity unless they can do 
something better than me. If they make a copycat product with *zero advantages 
of any kind* then they shouldn't expect this to be an efficient use of their time and 



capital.

So, basically, the only reason anyone would sell copies of my book is if I was 
selling it inefficiently in some way. So, why should they be stopped from providing 
a better product to some customers? Why do I deserve to be paid by those 
potential customers who I'm not offering an efficient product to?

All I have to do to protect my investment of writing the book is to sell it in an 
efficient way, and then no one will rationally wish to compete with me over the 
customers I'm serving efficiently. So what do I have to complain about if there is 
no IP?

Now you may be thinking, "OK, but what if someone isn't interested in competing 
with me to sell it and simply gives away a pdf of the book for free?" Or what if 
they sell it for 3 cents? What if PDFs are so cheap to distribute that basically any 
price I might try to sell it for is overpriced?"

So, the above is not a complete answer. It applies to selling paper books before 
computers. And it applies to selling anything which we don't know how to make 
millions of copies of at a cost of pennies. For a modern example it does apply to 
clothing designers. But it does not fully apply to everything.

A further answer is that you can sell things which are not so easy to copy, such as 
moral sanction for supporting something one values. And ... many other things. 
With creativity people can find scarce and valuable things to sell.

I think this topic could use some more thought. I think an answer along these 
lines is needed. I think selling things in the market is important and not just being 
able to create them for personal use. That doesn't mean everything has to be 
able to be sold, thoug

Now for the second thing I'd like to say.

I do not think the law should be changed to match an abstract theory. I think it 
should be reformed step by step to deal with concrete and immediate problems. I 
do not care if a law is "justified" by philosophical principles. I only care if there are 
flaws/criticisms or not.



I think that abolishing IP would be a terrible idea even if no one has a compelling 
argument for why IP is a great idea, and even if there are seemingly rational 
arguments about why abolishing it would be wonderful.

Revolutionary changes don't work. They always create unforeseen problems. 
And they always break things that were important and working well which people 
had come to take for granted and didn't realize were non-trivial.

What we should do is fix some problems and see where that leads us. Maybe 
we'll eventually end up with no IP. That wouldn't surprise me too much. But I don't 
pretend that I can foresee the content of future knowledge. It's important that as 
we start to make some changes to the IP system we *learn new things* and then 
our future decisions should take into account those new things we learned. That 
makes the future unpredictable.

One final note:

SHOULDN'T I BE REIMBURSED FOR LETTING OTHERS USE SOMETHING 
I'VE CREATED?

My email with the subject line "Copyright and Public Goods" is relevant to this 
issue.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility
Date: August 18, 2011 at 6:21 PM

On 18 August 2011 09:04, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2011, at 12:46 AM, Alan Forrester wrote:

Interference is where a system starts out with one version, becomes
differentiated into more than one fungible version (David calls this
diversity within fungibility) and then they become the same again in a
way that depends on what happens to all of the fungible versions of
the system during the middle of the experiment. As a result
interference doesn't involve the production of new non-fungible
versions of a system.

I don't think that's what David calls diversity within fungibility. I think he's 
referring to the diversity when the thing is actually fungible, not in the middle 
step of an interference experiment where it's temporarily not fungible.

I think the different instances of the particle are fungible during
the interference experiment. See below.

Consider a particle traveling through deep space. Nothing in particular is 
happening to it. The many instances of it in the multiverse are fungible -- there's 
no such thing as which is which -- yet that does not mean that all of their 
observables are sharp. Some are not sharp, which means there are diverse 
values despite the fungibility.

It's a counter-intuitive concept. It's like saying there is a group of 10 things, all 
identical -- with it being literally meaningless to ask which is which since they 
are literally 100% perfectly interchangeable and identical -- and yet they aren't 
all in the same place. There's no such thing as which of the 10 is the leftmost 
yet there is a leftmost one.

On p. 289 David writes:

"Not only can a fungible collection with the same position have
different speeds, a fungible group with the same speed can have
different positions."



So here's what I think is going on. Diversity within fungibility means
that some of an object's attributes are diverse (the relevant
observables are unsharp), but with respect to others its attributes
are not diverse (the relevant observables are sharp). The sense in
which the different instances are fungible despite being diverse is
that they all have the same value of the sharp observable. For
instance, the collection with different speeds are fungible because
they all have the same position, the collection with different
positions are fungible because they all have the same speed.

In an interference experiment there is always some observable of the
photon that is sharp so the different instances are fungible because
they all have the same value of that observable.

The maths goes a bit like this. A collection with the same position
has the state |x> which is an eigenstate of the observable X. The
state |x> means something like "the particle is in region x". A
collection with the same speed has state |s> that is an eigenstate of
S. The state |s> means that "the speed is in the range s".

What about the photon going through the interferometer? Let's label
the branches as |0> and |1>, which are eigenstates of B. The state of
a photon after a beamsplitter is |0>+|1> and there is an observable C
that has that state as an eigenstate. With respect to that observable
the photon is sharp. With respect to others such as B the photon after
the beamsplitter is not sharp. So the different instances of the
photon in the interferometer are fungible because they all have the
same value of C.

Alan



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Fungibility
Date: August 18, 2011 at 6:32 PM

On 18 Aug 2011, at 11:21pm, Alan Forrester wrote:

On 18 August 2011 09:04, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2011, at 12:46 AM, Alan Forrester wrote:

Interference is where a system starts out with one version, becomes
differentiated into more than one fungible version (David calls this
diversity within fungibility) and then they become the same again in a
way that depends on what happens to all of the fungible versions of
the system during the middle of the experiment. As a result
interference doesn't involve the production of new non-fungible
versions of a system.

I don't think that's what David calls diversity within fungibility. I think he's 
referring to the diversity when the thing is actually fungible, not in the middle 
step of an interference experiment where it's temporarily not fungible.

I think the different instances of the particle are fungible during
the interference experiment. See below.

Consider a particle traveling through deep space. Nothing in particular is 
happening to it. The many instances of it in the multiverse are fungible -- 
there's no such thing as which is which -- yet that does not mean that all of 
their observables are sharp. Some are not sharp, which means there are 
diverse values despite the fungibility.

It's a counter-intuitive concept. It's like saying there is a group of 10 things, all 
identical -- with it being literally meaningless to ask which is which since they 
are literally 100% perfectly interchangeable and identical -- and yet they aren't 
all in the same place. There's no such thing as which of the 10 is the leftmost 
yet there is a leftmost one.

On p. 289 David writes:

"Not only can a fungible collection with the same position have



different speeds, a fungible group with the same speed can have
different positions."

So here's what I think is going on. Diversity within fungibility means
that some of an object's attributes are diverse (the relevant
observables are unsharp), but with respect to others its attributes
are not diverse (the relevant observables are sharp). The sense in
which the different instances are fungible despite being diverse is
that they all have the same value of the sharp observable. For
instance, the collection with different speeds are fungible because
they all have the same position, the collection with different
positions are fungible because they all have the same speed.

In an interference experiment there is always some observable of the
photon that is sharp so the different instances are fungible because
they all have the same value of that observable.

The maths goes a bit like this. A collection with the same position
has the state |x> which is an eigenstate of the observable X. The
state |x> means something like "the particle is in region x". A
collection with the same speed has state |s> that is an eigenstate of
S. The state |s> means that "the speed is in the range s".

What about the photon going through the interferometer? Let's label
the branches as |0> and |1>, which are eigenstates of B. The state of
a photon after a beamsplitter is |0>+|1> and there is an observable C
that has that state as an eigenstate. With respect to that observable
the photon is sharp. With respect to others such as B the photon after
the beamsplitter is not sharp. So the different instances of the
photon in the interferometer are fungible because they all have the
same value of C.

That's not what I said in BoI. I said what Elliot reports above, namely that in the 
middle of an interference experiment, the instances of the object temporarily 
cease to be fungible.

But I was mistaken. You're right, Alan: they're still fungible, just diverse within 
that, as always. ("Because they have the same value of C" is a misleading way of 
stating the reason, though. Just having the same value of one observable 
wouldn't normally make things fungible.)



So that leaves me wondering: when do instances of a thing ever stop being 
fungible? Only when there's decoherence? Or what?

-- David



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility
Date: August 18, 2011 at 6:50 PM

On Aug 18, 2011, at 3:21 PM, Alan Forrester wrote:

On 18 August 2011 09:04, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2011, at 12:46 AM, Alan Forrester wrote:

Interference is where a system starts out with one version, becomes
differentiated into more than one fungible version (David calls this
diversity within fungibility) and then they become the same again in a
way that depends on what happens to all of the fungible versions of
the system during the middle of the experiment. As a result
interference doesn't involve the production of new non-fungible
versions of a system.

I don't think that's what David calls diversity within fungibility. I think he's 
referring to the diversity when the thing is actually fungible, not in the middle 
step of an interference experiment where it's temporarily not fungible.

I think the different instances of the particle are fungible during
the interference experiment. See below.

I don't think that fits with DD's statement of quantum interference from the p 303 
terminology section:

Quantum Interference: Phenomena caused by non-fungible instances of a 
multiversal object becoming fungible.

I read that as saying they are not fungible the whole time in interference 
phenomena. Rather, they become non-fungible for some time then sometimes 
become fungible again (interference) or also more often do not (decoherence).

Consider a particle traveling through deep space. Nothing in particular is 
happening to it. The many instances of it in the multiverse are fungible -- 
there's no such thing as which is which -- yet that does not mean that all of 
their observables are sharp. Some are not sharp, which means there are 



diverse values despite the fungibility.

It's a counter-intuitive concept. It's like saying there is a group of 10 things, all 
identical -- with it being literally meaningless to ask which is which since they 
are literally 100% perfectly interchangeable and identical -- and yet they aren't 
all in the same place. There's no such thing as which of the 10 is the leftmost 
yet there is a leftmost one.

On p. 289 David writes:

"Not only can a fungible collection with the same position have
different speeds, a fungible group with the same speed can have
different positions."

So here's what I think is going on. Diversity within fungibility means
that some of an object's attributes are diverse (the relevant
observables are unsharp), but with respect to others its attributes
are not diverse (the relevant observables are sharp). The sense in
which the different instances are fungible despite being diverse is
that they all have the same value of the sharp observable. For
instance, the collection with different speeds are fungible because
they all have the same position, the collection with different
positions are fungible because they all have the same speed.

I don't think that's it. They are fungible includes/means there is no such thing as 
which is which (if they could be differentiated then they would not be "identical in 
every respect" (p 303)). That means, for the unsharp observables, you can't 
identify which instances have which values, even though there are different 
values.

Instead, the unsharpness has to be sort of shared across the collection of 
instances.

I don't think fungibility is about being identical in some respects, but "every 
respect" (p 303). Or as David Deutsch just posted while I was writing this:

("Because they have the same value of C" is a misleading way of stating the 
reason, though. Just having the same value of one observable wouldn't normally 
make things fungible.)



I agree with that. Identifying some shared value or sharp observable does not 
indicate fungibility. My computer and your computer might (implausibly) have the 
same mass, velocity or temperature, but that wouldn't make them fungible.

But then David concedes the point. I don't understand why. Is there no such thing 
as which instances are on which path in a Mach-Zehnder interferometer, even 
before they come back together?

I have a reason in mind that wouldn't make sense to me. But I'll hold off on trying 
to explain it unless you answer "yes".

This is a passage from BoI (pasted from eBook without page numbers) which 
people might find helpful. It discusses "diversity within fungibility":

For the same reason, there is no such thing as the speed of one instance of the 
particle at a given location. Speed is defined as distance travelled divided by 
time taken, but that is not meaningful in situations where there is no such thing 
as a particular instance of the particle over time. Instead, a collection of fungible 
instances of a particle in general have several speeds – meaning that in general 
they will do different things an instant later. (This is another instance of ‘diversity 
within fungibility’.)

  Not only can a fungible collection with the same position have different 
speeds, a fungible group with the same speed can have different positions. 
Furthermore, it follows from the laws of quantum physics that, for any fungible 
collection of instances of a physical object, some of their attributes must be 
diverse. This is known as the ‘Heisenberg uncertainty principle’, after the 
physicist Werner Heisenberg, who deduced the earliest version from quantum 
theory.

  Hence, for instance, an individual electron always has a range of different 
locations and a range of different speeds and directions of motion. As a result, 
its typical behaviour is to spread out gradually in space. Its quantum-mechanical 
law of motion resembles the law governing the spread of an ink blot – so if it is 
initially located in a very small region it spreads out rapidly, and the larger it gets 
the more slowly it spreads. The entanglement information that it carries ensures 
that no two instances of it can ever contribute to the same history. (Or, more 



precisely, at times and places where there are histories, it exists in instances 
which can never collide.) If a particle’s range of speeds is centred not on zero 
but on some other value, then the whole of the ‘ink blot’ moves, with its centre 
obeying approximately the laws of motion in classical physics. In quantum 
physics this is how motion, in general, works.

  This explains how particles in the same history can be fungible too, in 
something like an atomic laser. Two ‘ink-blot’ particles, each of which is a 
multiversal object, can coincide perfectly in space, and their entanglement 
information can be such that no two of their instances are ever at the same point 
in the same history.

  Now, put a proton into the middle of that gradually spreading cloud of 
instances of a single electron. The proton has a positive charge, which attracts 
the negatively charged electron. As a result, the cloud stops spreading when its 
size is such that its tendency to spread outwards due to its uncertainty-principle 
diversity is exactly balanced by its attraction to the proton. The resulting 
structure is called an atom of hydrogen.

And by the way the next paragraph is interesting and relevant to some previous 
discussion about how quantum physics is required for understanding everyday 
phenomena including the atoms that make up magazines and lunches:

Historically, this explanation of what atoms are was one of the first triumphs of 
quantum theory, for atoms could not exist at all according to classical physics. 
An atom consists of a positively charged nucleus surrounded by negatively 
charged electrons. But positive and negative charges attract each other and, if 
unrestrained, accelerate towards each other, emitting energy in the form of 
electromagnetic radiation as they go. So it used to be a mystery why the 
electrons do not ‘fall’ on to the nucleus in a flash of radiation. Neither the 
nucleus nor the electrons individually have more than one ten-thousandth of the 
diameter of the atom, so what keeps them so far apart? And what makes atoms 
stable at that size? In non-technical accounts, the structure of atoms is 
sometimes explained by analogy with the solar system: one imagines electrons 
in orbit around the nucleus like planets around the sun. But that does not match 
the reality. For one thing, gravitationally bound objects do slowly spiral in, 
emitting gravitational radiation (the process has been observed for binary 
neutron stars), and the corresponding electromagnetic process in an atom 



would be over in a fraction of a second. For another, the existence of solid 
matter, which consists of atoms packed closely together, is evidence that atoms 
cannot easily penetrate each other, yet solar systems certainly could. 
Furthermore, it turns out that, in the hydrogen atom, the electron in its lowest-
energy state is not orbiting at all but, as I said, just sitting there like an ink blot – 
its uncertainty-principle tendency to spread exactly balanced by the electrostatic 
force. In this way, the phenomena of interference and diversity within fungibility 
are integral to the structure and stability of all static objects, including all solid 
bodies, just as they are integral to all motion.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility
Date: August 18, 2011 at 6:52 PM

On 18 August 2011 23:32, David Deutsch <david.deutsch@qubit.org> wrote:
On 18 Aug 2011, at 11:21pm, Alan Forrester wrote:

On 18 August 2011 09:04, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2011, at 12:46 AM, Alan Forrester wrote:

Interference is where a system starts out with one version, becomes
differentiated into more than one fungible version (David calls this
diversity within fungibility) and then they become the same again in a
way that depends on what happens to all of the fungible versions of
the system during the middle of the experiment. As a result
interference doesn't involve the production of new non-fungible
versions of a system.

I don't think that's what David calls diversity within fungibility. I think he's 
referring to the diversity when the thing is actually fungible, not in the middle 
step of an interference experiment where it's temporarily not fungible.

I think the different instances of the particle are fungible during
the interference experiment. See below.

Consider a particle traveling through deep space. Nothing in particular is 
happening to it. The many instances of it in the multiverse are fungible -- 
there's no such thing as which is which -- yet that does not mean that all of 
their observables are sharp. Some are not sharp, which means there are 
diverse values despite the fungibility.

It's a counter-intuitive concept. It's like saying there is a group of 10 things, all 
identical -- with it being literally meaningless to ask which is which since they 
are literally 100% perfectly interchangeable and identical -- and yet they 
aren't all in the same place. There's no such thing as which of the 10 is the 
leftmost yet there is a leftmost one.

On p. 289 David writes:



"Not only can a fungible collection with the same position have
different speeds, a fungible group with the same speed can have
different positions."

So here's what I think is going on. Diversity within fungibility means
that some of an object's attributes are diverse (the relevant
observables are unsharp), but with respect to others its attributes
are not diverse (the relevant observables are sharp). The sense in
which the different instances are fungible despite being diverse is
that they all have the same value of the sharp observable. For
instance, the collection with different speeds are fungible because
they all have the same position, the collection with different
positions are fungible because they all have the same speed.

In an interference experiment there is always some observable of the
photon that is sharp so the different instances are fungible because
they all have the same value of that observable.

The maths goes a bit like this. A collection with the same position
has the state |x> which is an eigenstate of the observable X. The
state |x> means something like "the particle is in region x". A
collection with the same speed has state |s> that is an eigenstate of
S. The state |s> means that "the speed is in the range s".

What about the photon going through the interferometer? Let's label
the branches as |0> and |1>, which are eigenstates of B. The state of
a photon after a beamsplitter is |0>+|1> and there is an observable C
that has that state as an eigenstate. With respect to that observable
the photon is sharp. With respect to others such as B the photon after
the beamsplitter is not sharp. So the different instances of the
photon in the interferometer are fungible because they all have the
same value of C.

That's not what I said in BoI. I said what Elliot reports above, namely that in the 
middle of an interference experiment, the instances of the object temporarily 
cease to be fungible.

But I was mistaken. You're right, Alan: they're still fungible, just diverse within 
that, as always. ("Because they have the same value of C" is a misleading way 
of stating the reason, though. Just having the same value of one observable 



wouldn't normally make things fungible.)

What would be a more accurate statement of the reason?

So that leaves me wondering: when do instances of a thing ever stop being 
fungible? Only when there's decoherence? Or what?

My guess is: when the thing in question has no sharp observables. The
object need not have decohered for that to happen. For example, you
could have two entangled particles, particle 1 and particle 2, that
separately have no sharp observables, but there is an observable of
the joint system that is sharp. The instances of particle 1 wouldn't
be fungible because they would carry entanglement information about
different versions of particle 2.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungibility
Date: August 18, 2011 at 7:06 PM

On 18 August 2011 23:50, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2011, at 3:21 PM, Alan Forrester wrote:

On 18 August 2011 09:04, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2011, at 12:46 AM, Alan Forrester wrote:

Interference is where a system starts out with one version, becomes
differentiated into more than one fungible version (David calls this
diversity within fungibility) and then they become the same again in a
way that depends on what happens to all of the fungible versions of
the system during the middle of the experiment. As a result
interference doesn't involve the production of new non-fungible
versions of a system.

I don't think that's what David calls diversity within fungibility. I think he's 
referring to the diversity when the thing is actually fungible, not in the middle 
step of an interference experiment where it's temporarily not fungible.

I think the different instances of the particle are fungible during
the interference experiment. See below.

I don't think that fits with DD's statement of quantum interference from the p 303 
terminology section:

Quantum Interference: Phenomena caused by non-fungible instances of a 
multiversal object becoming fungible.

I read that as saying they are not fungible the whole time in interference 
phenomena. Rather, they become non-fungible for some time then sometimes 
become fungible again (interference) or also more often do not (decoherence).

So it is true that BoI states that during interference different
instances become non-fungible.



Consider a particle traveling through deep space. Nothing in particular is 
happening to it. The many instances of it in the multiverse are fungible -- 
there's no such thing as which is which -- yet that does not mean that all of 
their observables are sharp. Some are not sharp, which means there are 
diverse values despite the fungibility.

It's a counter-intuitive concept. It's like saying there is a group of 10 things, all 
identical -- with it being literally meaningless to ask which is which since they 
are literally 100% perfectly interchangeable and identical -- and yet they 
aren't all in the same place. There's no such thing as which of the 10 is the 
leftmost yet there is a leftmost one.

On p. 289 David writes:

"Not only can a fungible collection with the same position have
different speeds, a fungible group with the same speed can have
different positions."

So here's what I think is going on. Diversity within fungibility means
that some of an object's attributes are diverse (the relevant
observables are unsharp), but with respect to others its attributes
are not diverse (the relevant observables are sharp). The sense in
which the different instances are fungible despite being diverse is
that they all have the same value of the sharp observable. For
instance, the collection with different speeds are fungible because
they all have the same position, the collection with different
positions are fungible because they all have the same speed.

I don't think that's it. They are fungible includes/means there is no such thing as 
which is which (if they could be differentiated then they would not be "identical in 
every respect" (p 303)). That means, for the unsharp observables, you can't 
identify which instances have which values, even though there are different 
values.

Instead, the unsharpness has to be sort of shared across the collection of 
instances.

I don't think fungibility is about being identical in some respects, but "every 
respect" (p 303). Or as David Deutsch just posted while I was writing this:



("Because they have the same value of C" is a misleading way of stating the 
reason, though. Just having the same value of one observable wouldn't 
normally make things fungible.)

I agree with that. Identifying some shared value or sharp observable does not 
indicate fungibility. My computer and your computer might (implausibly) have the 
same mass, velocity or temperature, but that wouldn't make them fungible.

But then David concedes the point. I don't understand why. Is there no such 
thing as which instances are on which path in a Mach-Zehnder interferometer, 
even before they come back together?

Yes. There is an instance on one path and there is an instance on
another, but there is no such thing as which instance is on which path
in just the same way as there is no such thing as which instance of a
particle with a given speed is in which position.

I have a reason in mind that wouldn't make sense to me. But I'll hold off on 
trying to explain it unless you answer "yes".

My guess at the moment is that non-fungible instances are
distinguished by having entanglement information about the instances
of another system.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility
Date: August 18, 2011 at 9:04 PM

On Aug 18, 2011, at 4:06 PM, Alan Forrester wrote:

On 18 August 2011 23:50, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2011, at 3:21 PM, Alan Forrester wrote:

On 18 August 2011 09:04, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2011, at 12:46 AM, Alan Forrester wrote:

Interference is where a system starts out with one version, becomes
differentiated into more than one fungible version (David calls this
diversity within fungibility) and then they become the same again in a
way that depends on what happens to all of the fungible versions of
the system during the middle of the experiment. As a result
interference doesn't involve the production of new non-fungible
versions of a system.

I don't think that's what David calls diversity within fungibility. I think he's 
referring to the diversity when the thing is actually fungible, not in the middle 
step of an interference experiment where it's temporarily not fungible.

I think the different instances of the particle are fungible during
the interference experiment. See below.

I don't think that fits with DD's statement of quantum interference from the p 
303 terminology section:

Quantum Interference: Phenomena caused by non-fungible instances of a 
multiversal object becoming fungible.

I read that as saying they are not fungible the whole time in interference 
phenomena. Rather, they become non-fungible for some time then sometimes 
become fungible again (interference) or also more often do not (decoherence).



So it is true that BoI states that during interference different
instances become non-fungible.

Consider a particle traveling through deep space. Nothing in particular is 
happening to it. The many instances of it in the multiverse are fungible -- 
there's no such thing as which is which -- yet that does not mean that all of 
their observables are sharp. Some are not sharp, which means there are 
diverse values despite the fungibility.

It's a counter-intuitive concept. It's like saying there is a group of 10 things, 
all identical -- with it being literally meaningless to ask which is which since 
they are literally 100% perfectly interchangeable and identical -- and yet 
they aren't all in the same place. There's no such thing as which of the 10 is 
the leftmost yet there is a leftmost one.

On p. 289 David writes:

"Not only can a fungible collection with the same position have
different speeds, a fungible group with the same speed can have
different positions."

So here's what I think is going on. Diversity within fungibility means
that some of an object's attributes are diverse (the relevant
observables are unsharp), but with respect to others its attributes
are not diverse (the relevant observables are sharp). The sense in
which the different instances are fungible despite being diverse is
that they all have the same value of the sharp observable. For
instance, the collection with different speeds are fungible because
they all have the same position, the collection with different
positions are fungible because they all have the same speed.

I don't think that's it. They are fungible includes/means there is no such thing 
as which is which (if they could be differentiated then they would not be 
"identical in every respect" (p 303)). That means, for the unsharp observables, 
you can't identify which instances have which values, even though there are 
different values.

Instead, the unsharpness has to be sort of shared across the collection of 
instances.



I don't think fungibility is about being identical in some respects, but "every 
respect" (p 303). Or as David Deutsch just posted while I was writing this:

("Because they have the same value of C" is a misleading way of stating the 
reason, though. Just having the same value of one observable wouldn't 
normally make things fungible.)

I agree with that. Identifying some shared value or sharp observable does not 
indicate fungibility. My computer and your computer might (implausibly) have 
the same mass, velocity or temperature, but that wouldn't make them fungible.

But then David concedes the point. I don't understand why. Is there no such 
thing as which instances are on which path in a Mach-Zehnder interferometer, 
even before they come back together?

Yes. There is an instance on one path and there is an instance on
another, but there is no such thing as which instance is on which path
in just the same way as there is no such thing as which instance of a
particle with a given speed is in which position.

I have a reason in mind that wouldn't make sense to me. But I'll hold off on 
trying to explain it unless you answer "yes".

My guess at the moment is that non-fungible instances are
distinguished by having entanglement information about the instances
of another system.

OK. Two issues.

1) If things don't become non-fungible then fungible again, BoI needs a new 
statement of what interference is. Do you have a replacement? I guess it would 
change to something about diversity within fungibility becoming less diverse 
again? But that's just me saying something vague, not a proper answer.

2) I'm not totally sure about this but it's what I had in mind earlier. I'll try to explain. 
It will take a little while.

Consider the EPR experiment and MWI's explanation of it. In EPR, basically you 
have two electrons in different places and you don't yet know the value of one of 



their observables. And they are entangled. So we'll call them E1 and E2, and if 
E1 is A then E2 has to have value B. Or they can be E1=B and E2=A. But they 
can't be both A or both B. I'm not sure if that's totally accurate for how measuring 
spins works but I think it gets the point across.

Now, the "paradox" is that there is "action at a distance" when you measure one it 
suddenly sets the value of the other one. When you measure E1 and get A, then 
E2 cannot have value A and has to have value B, and it "finds out" instantly.

But that is false.

MWI explains it more like this: E1 and E2 started in the same place. They got 
entangled. Then there are universes with E1=A,E2=B and universes with 
E1=B,E2=A, but we don't yet know which one we're in until we measure. But we 
are in one or the other the whole time. The "splitting" (differentiating) occurred 
back at entanglement time.

I understood this as a loss of fungibility. We went from there existing two 
collections of fungible instances of the electrons to four different ones.

Now the issue is: there is such thing as which ones are which, right? The "split" 
happens way back at the start.

Is that compatible with what you're saying, Alan? Can you explain?

Anyway I'd like an answer to that but it's not my main point. I had a different idea 
inspired by it that I want to consider.

Build a *large* Mach-Zehnder interferometer. Alan says while the photons are on 
the separate paths they are still fungible.

As long as they will soon come back together that makes some sense.

But, try this: shoot in some photons, then while they are on separate paths, 
before they get to the end, remove the second semi-silvered mirror that re-
combines them.

Now they will shoot out the end and go off in different directions. So they 
definitely at some point end up not being fungible anymore. And there is such 
thing as which path each one went on. You can tell which path they went on 



based on where you find them later (e.g. set up detectors a mile away for each of 
the two directions the photons can leave in).

Alan says while they were on separate paths they were still fungible. At what 
point are they not fungible?

It can't be at the moment I remove the semi-silvered mirror. That would be action 
at a distance (what I do in one place changes the status of the photons 
somewhere else).

Can it be at the point where the photons finally hit the detectors a mile away, and 
some hit one detector and some hit the other? My thinking is the answer is no. It 
needs to be like the EPR experiment: the "splitting" or loss of fungibility *already 
happened* way back at the time you send things off in different directions (when 
they hit the first semi-silvered mirror), not at the end of the process.

So therefore, if I haven't messed anything up, there has to be loss of fungibility at 
the first semi-silvered mirror, they can't be fungible while on different paths.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Statistics
Date: August 18, 2011 at 9:39 PM

On 18 Aug 2011, at 23:08, John Campbell <smilesooner@gmail.com> wrote:

I think that some aspects and findings of medicine are screwed up, but 
problems are inevitable, yet soluble. My own reading in nutrition and my 
personal experiences have led me to believe that some conventional nutritional 
advice - lots of whole grains and minimizing saturated fats for two examples - 
are certainly wrong for me and likely wrong for many, if not most people.

A popular nutrition idea in the UK (and in the US back in the '80s) is
that every human should consume 5 portions of fruit or vegetables per
day. It is assumed that this is sound medical advice.

But in fact, the advice has little basis in scientific findings, and
the number five in particular was chosen for interestingly different
reasons:

http://www.timesonline.co.uk/tol/life_and_style/health/article7095530.ece

It is very difficult to isolate experimental factors in human experiments and so 
there is a great deal of reliance on statistics in attempt to clean up and suggest 
a chain of causation.

The human body is indeed a very complex system. But, like any system,
it is bound by laws of physics that entail things like: a process that
takes place in my brain can only affect other processes in my body
through emissions from the brain (e.g. hormones, deoxygenated blood,
bits of cells, nerve impulses, heat, etc). If we know that the things
coming out of the brain are not effecting some problem elsewhere in
the body, then we do not need to know anything else about how the
brain works in order to rule it out as a cause of that problem.

This is an example of abstraction - ignoring insignificant details of
a complex thing, and pretending it is a simpler thing, in order to
make reasoning about it easier. When we don't have explanations of how
things work, it's dangerous to abstract them, because we can't really
tell which details are significant and which can be ignored. However,

http://www.timesonline.co.uk/tol/life_and_style/health/article7095530.ece


if the laws of physics forbid something from being significant, then
we can safely abstract it away even without an explanation, because
whatever the explanation turns out to be, it will obey the laws of
physics.

So, by understanding and applying the laws of physics - particularly
ideas from the part of physics called Systems Theory - we are able to
take a very complex system that we mostly don't understand, and break
it down into smaller pieces that are much simpler to study.

Another technique that helps is to name things in a way that describes
their important properties, such as what they do. This makes it faster
and easier to think about how the system works, because you don't have
to keep remembering which names correspond to which important
properties. For example, if we identify the part of the human genome
that determines height, it could be helpful to refer to it as "the
height gene" rather than "gene OCA8." (Of course, what is important
depends on context; the name OCA8 may contain useful information about
where the gene is in relation to other genes, and for particular
tasks, maybe that's more important than what the gene does).

Btw I'm not a clinician or biologist or medic or anything, I'm a
computer programmer. These are techniques that help me when trying to
understand large software systems. I think they have reach to
understanding systems in any other context, though.

I guess you must have some idea of an explanation for some effect before even 
testing it. In your example of drug testing, you would have to narrow the field 
substantially by having tentative explanations or theories on how a drug might 
cause the effect you are after. But after the results are in, clinicians are often 
less suspicious or critical of the results than the statisticians. Poor studies 
accompanied by statistics that appear to point to an erroneous finding can lead 
people to continue to believe bad and flawed explanations.

It can be very illuminating to read a critical analysis of a study or a group of 
studies. Mathematics is not intuitive. Findings and conclusions can look 
impressive when the proper (for that purpose) statistics are used and 
emphasized in a study's conclusion. Clinicians can be readily mislead to 
prescribe a drug that even the drug company's own study does not support (if 
one has the knowledge of statistics to discover this). Yet the statistics can be 



used in a way that implies significant effectiveness. It can be very difficult for a 
busy doctor to analyze what a study is saying even on its own terms

Do arguments based on statistics shield themselves from criticism by
being difficult to understand? Or is it not fair to blame them for the
fact that doctors don't have the time to study them fully?

And it is not unusual for people to seek support for their ideas, not there 
refutation. Statistics, as a part of poorly designed studies, can help in that anti-
knowledge process.

Well, statistics can be evidence - a theory can predict a statistical
distribution, and then the actual distribution can be measured, and
found to either corroborate or refute the theory. Any evidence can be
mistakenly dedicated to the support of a theory rather than its
refutation. So, yes, statistics can be abused in this way, but I'm not
sure if there is anything intrinsic about them that makes them *more*
prone to abuse like this.

While researching for this post I found this book:

http://www.amazon.co.uk/How-Lie-Statistics-Penguin-Business/dp/0140136290

It looks quite good, from the reviews on the page. Has anyone here got
any experience with it?

- Richard

http://www.amazon.co.uk/How-Lie-Statistics-Penguin-Business/dp/0140136290


From: Russell Standish <lists@hpcoders.com.au>
Subject: Re: [BoI] Intellectual Property is Not Property
Date: August 18, 2011 at 10:23 PM

On Thu, Aug 18, 2011 at 03:15:57PM -0700, Elliot Temple wrote:

OK, so what's my answer? First of all, wait a second. Can people sell copies of 
my book? First they'd need to get a copy. They cannot do that until after I sell it 
to the public. Before that, they have no access to the manuscript, and of course 
stealing a copy of the data off my computer would be a crime.

So, I get to sell it first. They can start selling it afterwards.

I'm with you on this. Economic value is somehow related to information
content. It works well with information-based goods - not quite sure
how to express something like a chunk of iron ore in terms of
information.

Anyway, the point is that the first copy of something has the
information content - subsequent copies have zero information.

There's an interesting proposal by Richard Stallman that content
creators be paid in proportion to the cube root of their popularity of
downloads, by means of a levy on physical media, or an internet tax.
See http://stallman.org/articles/internet-sharing-license.en.html

Sounds like this is more like how real economic value works.

-- 

----------------------------------------------------------------------------
Prof Russell Standish                  Phone 0425 253119 (mobile)
Principal, High Performance Coders
Visiting Professor of Mathematics      hpcoder@hpcoders.com.au
University of New South Wales          http://www.hpcoders.com.au
----------------------------------------------------------------------------

http://stallman.org/articles/internet-sharing-license.en.html
http://www.hpcoders.com.au/


From: Kim Jones <kmjcommp@me.com>
Subject: Re: [BoI] Intellectual Property is Not Property
Date: August 19, 2011 at 1:01 AM

Anything can be improved. You're right; a revolution is not necessary. But when 
you say "step-by-step" changes, this doesn't have to be, either. The possibility of 
sudden leaps forward (leaps to Universality) occur as BoI points out. "If it ain't 
broke, why fix it?" is what kills off creativity in one stroke. A leap to universality 
may occur in an act of improvement. I would distinguish strongly between 
effecting a repair on something broken, and effecting a range of continuous 
improvements - even when something is adequately set up, as in the case of IP 
law.

"The adequate is the enemy of the excellent"  Edward de Bono

Kim Jones

On 19/08/2011, at 8:15 AM, Elliot Temple wrote:

Revolutionary changes don't work. They always create unforeseen problems. 
And they always break things that were important and working well which 
people had come to take for granted and didn't realize were non-trivial.



From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility
Date: August 19, 2011 at 2:39 AM

David Deutsch writes:
But I was mistaken. You're right, Alan:  they're still fungible, just

diverse within that, as always. ("Because they have  the same value of C" is a
misleading way of stating the reason, though. Just  having the same value of
one observable wouldn't normally make things  fungible.)
So that leaves me wondering: when do instances of a thing ever  stop being
fungible? Only when there's decoherence? Or what?

Well, I didn't expect that kind of response, which is refreshingly  candid.

It appears that we're talking about two different things: the fungibility
of objects vs. the fungibility of their observable traits ... or even three
things, with the addition of a "collection" of identical objects with
dissimilar  traits ... or even four, with a collection of dissimilar objects with
 identical traits.

Before I snip through the assorted comments, let me note another  puzzle.

Assume that the probability of particular quantum event is 1/pi (or the
Reduced Planck Constant that incorporates pi). In that case, we don't have a
flip-of-the-coin differentiation into World A and World B, but (presuming
pi infinite) an infinite number of differentiations, none of which are
fungible, with each existing in a unique World. I'm guessing that this would
happen every time an event with infinitely probable outcomes modified the
traits  of any single object, or any collection of objects.

---

Alan Forrester writes:
The versions of the photon heading in  different directions are no longer

fungible because now the version heading in  one direction has a different
polarisation than the one heading in the other  direction. However, you can
undo this loss of fungibility by inserting another  wave plate in the path
of one of the versions of the photon to rotate its  polarisation to be the
same as the other version.



This may be superceded by David's comment - or complicated  by reference to
a "collection" - but the circumstance you describe  only restores one trait
(polarization), while another trait (angular path)  remains differentiated.
Since the polarization trait of one path doesn't  eliminate two-slit
interference (I posted a link to that experiment previously)  which MWI intends to
explain, the "quantum event" isn't undone.

However, the puzzle requiring explanation is the apparent necessity that a
*single photon* goes through both slits (therefore being in phase with
"itself"), which presumably occurs at the slits, even though the evidence
appears subsequently in the interference pattern. So, it seems, the
polarization trait is irrelevant to any loss of fungibility. IF the  relevant trait is
angular path, you can't undo that differentiation after it has  occurred ...
so you can't restore the fungibility of those  distinct "histories" after
the fact.

For example, a photon may become differentiated into two fungible
versions by a half silvered mirror and then you can change the path length of  one
or both of the versions to change which port of the interferometer the
photon comes out of at the end of the experiment.

I'm baffled by "which port ... the photon comes out of", since the
presumption is that it comes out of *both* ports, causing interference with
itself. In theory, the photon - as a wavefront, not a particle - is divided into
two identical wavefronts (half-waves?) by the silver atoms of the mirror,
each with a unique angular path, resulting in an interference pattern.

However, if that is an accurate description of the case, it's distinct from
 the classical two-slit experiment, in that there is no *atomic  division*
(quantum or otherwise) of the wavefront ... it simply goes on its  merry way
to both slits.

me>> ... since there is no composite World ...
There are systems that contain stable records of other systems  ...

My reservation wasn't justified, since the probability of the event is
evident in a single World A, whether or not the consequences of the  event
transpose to "other Worlds".

me>> As long as the differentiated elements of two Worlds  have quanta



granularity, they are discrete, not continuous. There are  just one hell of a
lot of them.

There are a lot of them. So  what?

If, as I suggested above, a single event has an infinite divisor in the
evident World A probability, it alone produces a nondenumerable  infinity of
Worlds. I just don't see how that kind of infinite fog can  be an explanation
of anything in particular.

---

Elliot Temple writes
... It's a counter-intuitive concept. It's  like saying there is a group

of 10 things, all identical -- with it being  literally meaningless to ask
which is which since they are literally 100%  perfectly interchangeable and
identical -- and yet they aren't all in the same  place. There's no such
thing as which of the 10 is the leftmost yet there is a  leftmost one.

A good example of the "collection" quandry I posed at the beginning. It
also relates to my earlier discussion of space as the separation of objects,
which incorporates the corollary that no two objects can be in the  same
place at the same time. If that's true, then 10 objects can't be  "identical".
They must, at least, have distinct attributes of relative  position, which I
called "space". If there is no relative position (a leftmost  one), then
"they" are one object.

---

tom.harrigan writes:
... As you sit on Easter Island, gazing out at sea, your mind  turns to

the other yous. You don't know where they are, you cannot sense them,  but
you know they are there. At that moment, you may care to remind yourself,
what exactly this is supposed to explain?

Exactly, though I don't know whether even a *really, really  fantabulous
explanation* - which totally lacks any evidence  - ought to be sufficient to
persuade you that you *know* they are  "there", wherever or whenever that
might be.

More to comment on, but I'll leave it at that ... for now.



Bill



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Copyright and Public Goods
Date: August 19, 2011 at 2:55 AM

On Fri, Aug 19, 2011 at 3:42 AM, Elliot Temple <curi@curi.us> wrote:

Some copyright holders get offended when people get stuff for free. They
want to be paid. They don't want to provide a public good.

They uncritically assume that every time someone uses their stuff they
deserve to get paid.

Actually, all goods anyone ever sells to the mass market public are *mixed
bundles* in the following sense: they consist of multiple parts, some of
which are given away for free and some of which are charged for.

All goods are partially "public goods" and partially not.

It's not possible (or desirable) to avoid giving away anything for free.
It's actually a good thing that there is always free benefit being provided
to people because it helps people.

To make money, what you have to do is find some limited number of things to
charge for. You do not need to, and cannot, charge for everything. Why
should you be able to sell at a high price what is so cheap to create?

You should focus on making money with the things you do charge for, and not
worry about the free benefit that non-customers get. It's good that they get
it, it's not hurting anyone, and you may gain good will and future
customers.

What sorts of things are routinely given away for free?

Consider for example a person who might need a particular type of computer
cable on short notice in the future. You might think he'd therefore have to
buy and store one, just in case. However if there is a nearby store which
sells them then he doesn't have to buy one now. He can, for example, put
that money in a bank instead and receive interest payments. The store has,
for free, solved his problem of wanting to have one available on short
notice. He also makes use of their shelf space rather than his own, for



free.

Consider a restaurant. It gives away for free the option to get certain
foods. This has concrete monetary value. When a good restaurant opens it
raises the value of nearby housing. The owners of those houses just got free
benefit even if they never visit the restaurant.

Consider Apple. At their Apple stores they give away free wifi and free use
of demo devices. Getting to try using a Mac or iPad is a valuable and fun
experience which Apple provides for free. Apple also provides various
documentation for free, some software for free, various video presentations
for free, various software updates for free, and many other things.

All these free things are "public goods": free benefits given to the public
at large with no way to be selective about who gets it and no way to prevent
free riders: people who gain the benefit and do not pay for it.

What do companies do about this? They pick some things to charge for, and
make money. The rest is not a problem for them. If people are getting free
benefits that doesn't mean they are making less money from what they do
sell.

Giving away public goods does not harm you and does help people. It's not a
bad thing and it does not mean you are owed anything. If you want money then
what you have to do is figure out how to sell something, and focus on doing
that without getting upset about the *positive* side effects.

For more information about public goods, see:

http://fallibleideas.com/public-goods

Some good points. It sounds like you're thinking along the same lines as
these guys:
http://uk.pc.ign.com/articles/118/1184546p1.html

http://fallibleideas.com/public-goods
http://uk.pc.ign.com/articles/118/1184546p1.html


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungibility
Date: August 19, 2011 at 3:49 AM

On 19 August 2011 02:04, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2011, at 4:06 PM, Alan Forrester wrote:

On 18 August 2011 23:50, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2011, at 3:21 PM, Alan Forrester wrote:

On 18 August 2011 09:04, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2011, at 12:46 AM, Alan Forrester wrote:

Interference is where a system starts out with one version, becomes
differentiated into more than one fungible version (David calls this
diversity within fungibility) and then they become the same again in a
way that depends on what happens to all of the fungible versions of
the system during the middle of the experiment. As a result
interference doesn't involve the production of new non-fungible
versions of a system.

I don't think that's what David calls diversity within fungibility. I think he's 
referring to the diversity when the thing is actually fungible, not in the 
middle step of an interference experiment where it's temporarily not 
fungible.

I think the different instances of the particle are fungible during
the interference experiment. See below.

I don't think that fits with DD's statement of quantum interference from the p 
303 terminology section:

Quantum Interference: Phenomena caused by non-fungible instances of a 
multiversal object becoming fungible.

I read that as saying they are not fungible the whole time in interference 
phenomena. Rather, they become non-fungible for some time then 



sometimes become fungible again (interference) or also more often do not 
(decoherence).

So it is true that BoI states that during interference different
instances become non-fungible.

Consider a particle traveling through deep space. Nothing in particular is 
happening to it. The many instances of it in the multiverse are fungible -- 
there's no such thing as which is which -- yet that does not mean that all of 
their observables are sharp. Some are not sharp, which means there are 
diverse values despite the fungibility.

It's a counter-intuitive concept. It's like saying there is a group of 10 things, 
all identical -- with it being literally meaningless to ask which is which since 
they are literally 100% perfectly interchangeable and identical -- and yet 
they aren't all in the same place. There's no such thing as which of the 10 
is the leftmost yet there is a leftmost one.

On p. 289 David writes:

"Not only can a fungible collection with the same position have
different speeds, a fungible group with the same speed can have
different positions."

So here's what I think is going on. Diversity within fungibility means
that some of an object's attributes are diverse (the relevant
observables are unsharp), but with respect to others its attributes
are not diverse (the relevant observables are sharp). The sense in
which the different instances are fungible despite being diverse is
that they all have the same value of the sharp observable. For
instance, the collection with different speeds are fungible because
they all have the same position, the collection with different
positions are fungible because they all have the same speed.

I don't think that's it. They are fungible includes/means there is no such thing 
as which is which (if they could be differentiated then they would not be 
"identical in every respect" (p 303)). That means, for the unsharp 
observables, you can't identify which instances have which values, even 
though there are different values.



Instead, the unsharpness has to be sort of shared across the collection of 
instances.

I don't think fungibility is about being identical in some respects, but "every 
respect" (p 303). Or as David Deutsch just posted while I was writing this:

("Because they have the same value of C" is a misleading way of stating the 
reason, though. Just having the same value of one observable wouldn't 
normally make things fungible.)

I agree with that. Identifying some shared value or sharp observable does not 
indicate fungibility. My computer and your computer might (implausibly) have 
the same mass, velocity or temperature, but that wouldn't make them 
fungible.

But then David concedes the point. I don't understand why. Is there no such 
thing as which instances are on which path in a Mach-Zehnder 
interferometer, even before they come back together?

Yes. There is an instance on one path and there is an instance on
another, but there is no such thing as which instance is on which path
in just the same way as there is no such thing as which instance of a
particle with a given speed is in which position.

I have a reason in mind that wouldn't make sense to me. But I'll hold off on 
trying to explain it unless you answer "yes".

My guess at the moment is that non-fungible instances are
distinguished by having entanglement information about the instances
of another system.

OK. Two issues.

1) If things don't become non-fungible then fungible again, BoI needs a new 
statement of what interference is. Do you have a replacement? I guess it would 
change to something about diversity within fungibility becoming less diverse 
again? But that's just me saying something vague, not a proper answer.

In interference a specific observable starts out non-diverse, becomes



diverse and then becomes non-diverse again.

2) I'm not totally sure about this but it's what I had in mind earlier. I'll try to 
explain. It will take a little while.

Consider the EPR experiment and MWI's explanation of it. In EPR, basically you 
have two electrons in different places and you don't yet know the value of one of 
their observables. And they are entangled. So we'll call them E1 and E2, and if 
E1 is A then E2 has to have value B. Or they can be E1=B and E2=A. But they 
can't be both A or both B. I'm not sure if that's totally accurate for how 
measuring spins works but I think it gets the point across.

Now, the "paradox" is that there is "action at a distance" when you measure one 
it suddenly sets the value of the other one. When you measure E1 and get A, 
then E2 cannot have value A and has to have value B, and it "finds out" 
instantly.

That is not the paradox. What actually happens is so much cooler than
that. Let's say you have sets of two electrons with entangled spins.
You pick two spin observables and you decide that for each electron
you're going to measure one of those two observables. Let's say the
observables are spin in the x direction and spin in the z direction.
No matter what observable you pick for each electron you will get up
with probability 1/2 and down with probability 1/2. For any entangled
pair if you measure the same observable for both you get opposite
answers: if one is spin up the other is spin down. If you measure a
different observable then half of the time they match and the rest
they don't.

The correlations you see depend on whether the measurements conducted
on the two electrons were the same or different. The standard way of
explaining that is to say that the electrons influence one another
non-locally, but do so in a mysterious way that somehow doesn't allow
you to send any information. That explanation is wrong.

But that is false.

MWI explains it more like this: E1 and E2 started in the same place. They got 
entangled. Then there are universes with E1=A,E2=B and universes with 
E1=B,E2=A, but we don't yet know which one we're in until we measure. But we 



are in one or the other the whole time. The "splitting" (differentiating) occurred 
back at entanglement time.

No. That explanation doesn't explain the results of EPR. Specifically
it doesn't explain why the correlations between the results depend on
whether the measurements match.

What happens is this. Each electron carries entanglement information.
That entanglement information tells us how the results of measurements
will be found to be correlated depending on what observables are
measured. When the measurement happens both of the possible results
actually happen for each observer. So there are two versions of each
observer and the establishment of the correlations only happens when
the two observers meet, or they send an e-mail or whatever. In any
case the correlations happen when the results are compared not before
that.

The reason this can happen is that fungibility is relative. When you
measure something the different versions are no longer fungible to you
and the multiverse in you neighbourhood is sliced up into universes in
a particular way. However, the joint system consisting of you and the
thing you've measured at a particular time is still fungible relative
to me and will only become sliced up into parallel universes when we
interact.

Any problems?

Anyway I'd like an answer to that but it's not my main point. I had a different idea 
inspired by it that I want to consider.

Build a *large* Mach-Zehnder interferometer. Alan says while the photons are 
on the separate paths they are still fungible.

As long as they will soon come back together that makes some sense.

But, try this: shoot in some photons, then while they are on separate paths, 
before they get to the end, remove the second semi-silvered mirror that re-
combines them.

Now they will shoot out the end and go off in different directions. So they 



definitely at some point end up not being fungible anymore. And there is such 
thing as which path each one went on. You can tell which path they went on 
based on where you find them later (e.g. set up detectors a mile away for each 
of the two directions the photons can leave in).

There is no such thing as which path they went on. The photon starts
out being on one path and ends up going down both. The fact that it
goes down both is necessary to explaining interference. There is no
such thing as which path it went down.

Alan says while they were on separate paths they were still fungible. At what 
point are they not fungible?

It can't be at the moment I remove the semi-silvered mirror. That would be 
action at a distance (what I do in one place changes the status of the photons 
somewhere else).

Can it be at the point where the photons finally hit the detectors a mile away, 
and some hit one detector and some hit the other? My thinking is the answer is 
no. It needs to be like the EPR experiment: the "splitting" or loss of fungibility 
*already happened* way back at the time you send things off in different 
directions (when they hit the first semi-silvered mirror), not at the end of the 
process.

So therefore, if I haven't messed anything up, there has to be loss of fungibility 
at the first semi-silvered mirror, they can't be fungible while on different paths.

Fungibility is relative. So when you measure the photon along one path
it is no longer fungible on that path. Unless you can undo the
measurement it won't become fungible again along that path. The two
versions are no longer fungible relative to one another when the
results of measurements on them are compared.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility
Date: August 19, 2011 at 4:00 AM

On 19 August 2011 07:39,  <Westmiller@aol.com> wrote:
David Deutsch writes:

But I was mistaken. You're right, Alan: they're still fungible, just
diverse within that, as always. ("Because they have the same value of C" is
a misleading way of stating the reason, though. Just having the same value
of one observable wouldn't normally make things fungible.)

So that leaves me wondering: when do instances of a thing ever stop being
fungible? Only when there's decoherence? Or what?

Well, I didn't expect that kind of response, which is refreshingly candid.

It appears that we're talking about two different things: the fungibility of
objects vs. the fungibility of their observable traits ... or even three
things, with the addition of a "collection" of identical objects with
dissimilar traits ... or even four, with a collection of dissimilar objects
with identical traits.

Before I snip through the assorted comments, let me note another puzzle.

Assume that the probability of particular quantum event is 1/pi (or the
Reduced Planck Constant that incorporates pi). In that case, we don't have a
flip-of-the-coin differentiation into World A and World B, but (presuming pi
infinite) an infinite number of differentiations, none of which are
fungible, with each existing in a unique World. I'm guessing that this would
happen every time an event with infinitely probable outcomes modified the
traits of any single object, or any collection of objects.

---

Alan Forrester writes:
 The versions of the photon heading in different directions are no longer
fungible because now the version heading in one direction has a different
polarisation than the one heading in the other direction. However, you can
undo this loss of fungibility by inserting another wave plate in the path of
one of the versions of the photon to rotate its polarisation to be the same
as the other version.



This may be superceded by David's comment - or complicated by reference to a
"collection" - but the circumstance you describe only restores one trait
(polarization), while another trait (angular path) remains differentiated.
Since the polarization trait of one path doesn't eliminate two-slit
interference (I posted a link to that experiment previously) which MWI
intends to explain, the "quantum event" isn't undone.

The version of the photon on one path has one polarisation while the
version on another path has a different polarisation, so they're no
longer fungible.

However, the puzzle requiring explanation is the apparent necessity that a
*single photon* goes through both slits (therefore being in phase with
"itself"), which presumably occurs at the slits, even though the evidence
appears subsequently in the interference pattern. So, it seems, the
polarization trait is irrelevant to any loss of fungibility. IF the relevant
trait is angular path, you can't undo that differentiation after it has
occurred ... so you can't restore the fungibility of those
distinct "histories" after the fact.

There is a distinction between things that have differentiated and
things that are no longer fungible.

For example, a photon may become differentiated into two fungible versions
by a half silvered mirror and then you can change the path length of one or
both of the versions to change which port of the interferometer the photon
comes out of at the end of the experiment.

I'm baffled by "which port ... the photon comes out of", since the
presumption is that it comes out of *both* ports, causing interference with
itself. In theory, the photon - as a wavefront, not a particle - is divided
into two identical wavefronts (half-waves?) by the silver atoms of the
mirror, each with a unique angular path, resulting in an interference
pattern.

No the assumption is that it goes into both ports. It only comes out
of one port when you consider a particular path through the
interferometer. So at any given on the semi-silvered mirror a photon
that arrives at that point from both of the directions it goes down



only ever goes out of one port.

However, if that is an accurate description of the case, it's distinct from
the classical two-slit experiment, in that there is no *atomic division*
(quantum or otherwise) of the wavefront ... it simply goes on its merry way
to both slits.

I don't understand that comment.

me>> ... since there is no composite World ...
There are systems that contain stable records of other systems ...

My reservation wasn't justified, since the probability of the event is
evident in a single World A, whether or not the consequences of the
event transpose to "other Worlds".

me>> As long as the differentiated elements of two Worlds have quanta
granularity, they are discrete, not continuous. There are just one hell of a
lot of them.

There are a lot of them. So what?

If, as I suggested above, a single event has an infinite divisor in the
evident World A probability, it alone produces a nondenumerable infinity of
Worlds. I just don't see how that kind of infinite fog can be an explanation
of anything in particular.

In any finite region of space time there is only a finite number of
histories. Probabilities being irrational isn't really directly
testable since you can always explain the results of any finite series
of experiments by a range of probabilities including rational ones. It
may be indirectly testable by testing the relevant explanation.

Alan



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility
Date: August 19, 2011 at 8:29 AM

On Aug 19, 9:00 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 19 August 2011 07:39,  <Westmil...@aol.com> wrote:

David Deutsch writes:
But I was mistaken. You're right, Alan: they're still fungible, just
diverse within that, as always. ("Because they have the same value of C" is
a misleading way of stating the reason, though. Just having the same value
of one observable wouldn't normally make things fungible.)

So that leaves me wondering: when do instances of a thing ever stop being
fungible? Only when there's decoherence? Or what?

Well, I didn't expect that kind of response, which is refreshingly candid.

It appears that we're talking about two different things: the fungibility of
objects vs. the fungibility of their observable traits ... or even three
things, with the addition of a "collection" of identical objects with
dissimilar traits ... or even four, with a collection of dissimilar objects
with identical traits.

Before I snip through the assorted comments, let me note another puzzle.

Assume that the probability of particular quantum event is 1/pi (or the
Reduced Planck Constant that incorporates pi). In that case, we don't have a
flip-of-the-coin differentiation into World A and World B, but (presuming pi
infinite) an infinite number of differentiations, none of which are
fungible, with each existing in a unique World. I'm guessing that this would
happen every time an event with infinitely probable outcomes modified the
traits of any single object, or any collection of objects.

---

Alan Forrester writes:



 The versions of the photon heading in different directions are no longer
fungible because now the version heading in one direction has a different
polarisation than the one heading in the other direction. However, you can
undo this loss of fungibility by inserting another wave plate in the path of
one of the versions of the photon to rotate its polarisation to be the same
as the other version.

This may be superceded by David's comment - or complicated by reference to 
a
"collection" - but the circumstance you describe only restores one trait
(polarization), while another trait (angular path) remains differentiated.
Since the polarization trait of one path doesn't eliminate two-slit
interference (I posted a link to that experiment previously) which MWI
intends to explain, the "quantum event" isn't undone.

The version of the photon on one path has one polarisation while the
version on another path has a different polarisation, so they're no
longer fungible.

Just to make this clear, versions in different places are fungible,
but versions with different polarisations aren't. So diversity in
fungibility extends to position, but not polarisation?

However, the puzzle requiring explanation is the apparent necessity that a
*single photon* goes through both slits (therefore being in phase with
"itself"), which presumably occurs at the slits, even though the evidence
appears subsequently in the interference pattern. So, it seems, the
polarization trait is irrelevant to any loss of fungibility. IF the relevant
trait is angular path, you can't undo that differentiation after it has
occurred ... so you can't restore the fungibility of those
distinct "histories" after the fact.

There is a distinction between things that have differentiated and
things that are no longer fungible.

But how do you make this distinction? So far, two versions can be
anywhere and are still fungible, so there must be something special



about differentiating variables such as polarisation. What is this
special property?

For example, a photon may become differentiated into two fungible versions
by a half silvered mirror and then you can change the path length of one or
both of the versions to change which port of the interferometer the photon
comes out of at the end of the experiment.

I'm baffled by "which port ... the photon comes out of", since the
presumption is that it comes out of *both* ports, causing interference with
itself. In theory, the photon - as a wavefront, not a particle - is divided
into two identical wavefronts (half-waves?) by the silver atoms of the
mirror, each with a unique angular path, resulting in an interference
pattern.

No the assumption is that it goes into both ports. It only comes out
of one port when you consider a particular path through the
interferometer. So at any given on the semi-silvered mirror a photon
that arrives at that point from both of the directions it goes down
only ever goes out of one port.

So, the explanation is that diversity in fungibility _causes_ the
photon to take both paths, and that unity in fungibility _causes_ no
photons to exit through a particular "port". Is that correct?

However, if that is an accurate description of the case, it's distinct from
the classical two-slit experiment, in that there is no *atomic division*
(quantum or otherwise) of the wavefront ... it simply goes on its merry way
to both slits.

I don't understand that comment.

In orthodox quantum mechanics, the "wavefront" isn't a real thing. It
certainly isn't an objective state of reality. It is a probability
distribution describing our incomplete state of knowledge. It is just
a set of complex numbers.



me>> ... since there is no composite World ...
There are systems that contain stable records of other systems ...

My reservation wasn't justified, since the probability of the event is
evident in a single World A, whether or not the consequences of the
event transpose to "other Worlds".

me>> As long as the differentiated elements of two Worlds have quanta
granularity, they are discrete, not continuous. There are just one hell of a
lot of them.

There are a lot of them. So what?

If, as I suggested above, a single event has an infinite divisor in the
evident World A probability, it alone produces a nondenumerable infinity of
Worlds. I just don't see how that kind of infinite fog can be an explanation
of anything in particular.

In any finite region of space time there is only a finite number of
histories. Probabilities being irrational isn't really directly
testable since you can always explain the results of any finite series
of experiments by a range of probabilities including rational ones. It
may be indirectly testable by testing the relevant explanation.

You have already demonstrated that space is irrelevant for
fungibility, but you now state that any region may only have a finite
number of histories. How can this be so if all the histories aren't
even contained within the space?

Tom



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility
Date: August 19, 2011 at 9:24 AM

On Aug 19, 8:49 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 19 August 2011 02:04, Elliot Temple <c...@curi.us> wrote:

On Aug 18, 2011, at 4:06 PM, Alan Forrester wrote:

On 18 August 2011 23:50, Elliot Temple <c...@curi.us> wrote:

On Aug 18, 2011, at 3:21 PM, Alan Forrester wrote:

On 18 August 2011 09:04, Elliot Temple <c...@curi.us> wrote:

On Aug 18, 2011, at 12:46 AM, Alan Forrester wrote:

Interference is where a system starts out with one version, becomes
differentiated into more than one fungible version (David calls this
diversity within fungibility) and then they become the same again in a
way that depends on what happens to all of the fungible versions of
the system during the middle of the experiment. As a result
interference doesn't involve the production of new non-fungible
versions of a system.

I don't think that's what David calls diversity within fungibility. I think he's 
referring to the diversity when the thing is actually fungible, not in the 
middle step of an interference experiment where it's temporarily not 
fungible.

I think the different instances of the particle are fungible during
the interference experiment. See below.

I don't think that fits with DD's statement of quantum interference from the p 



303 terminology section:

Quantum Interference: Phenomena caused by non-fungible instances of a 
multiversal object becoming fungible.

I read that as saying they are not fungible the whole time in interference 
phenomena. Rather, they become non-fungible for some time then 
sometimes become fungible again (interference) or also more often do not 
(decoherence).

So it is true that BoI states that during interference different
instances become non-fungible.

Consider a particle traveling through deep space. Nothing in particular is 
happening to it. The many instances of it in the multiverse are fungible -- 
there's no such thing as which is which -- yet that does not mean that all 
of their observables are sharp. Some are not sharp, which means there 
are diverse values despite the fungibility.

It's a counter-intuitive concept. It's like saying there is a group of 10 
things, all identical -- with it being literally meaningless to ask which is 
which since they are literally 100% perfectly interchangeable and 
identical -- and yet they aren't all in the same place. There's no such 
thing as which of the 10 is the leftmost yet there is a leftmost one.

On p. 289 David writes:

"Not only can a fungible collection with the same position have
different speeds, a fungible group with the same speed can have
different positions."

So here's what I think is going on. Diversity within fungibility means
that some of an object's attributes are diverse (the relevant
observables are unsharp), but with respect to others its attributes
are not diverse (the relevant observables are sharp). The sense in
which the different instances are fungible despite being diverse is
that they all have the same value of the sharp observable. For
instance, the collection with different speeds are fungible because
they all have the same position, the collection with different



positions are fungible because they all have the same speed.

I don't think that's it. They are fungible includes/means there is no such 
thing as which is which (if they could be differentiated then they would not 
be "identical in every respect" (p 303)). That means, for the unsharp 
observables, you can't identify which instances have which values, even 
though there are different values.

Instead, the unsharpness has to be sort of shared across the collection of 
instances.

I don't think fungibility is about being identical in some respects, but "every 
respect" (p 303). Or as David Deutsch just posted while I was writing this:

("Because they have the same value of C" is a misleading way of stating 
the reason, though. Just having the same value of one observable 
wouldn't normally make things fungible.)

I agree with that. Identifying some shared value or sharp observable does 
not indicate fungibility. My computer and your computer might (implausibly) 
have the same mass, velocity or temperature, but that wouldn't make them 
fungible.

But then David concedes the point. I don't understand why. Is there no such 
thing as which instances are on which path in a Mach-Zehnder 
interferometer, even before they come back together?

Yes. There is an instance on one path and there is an instance on
another, but there is no such thing as which instance is on which path
in just the same way as there is no such thing as which instance of a
particle with a given speed is in which position.

I have a reason in mind that wouldn't make sense to me. But I'll hold off on 
trying to explain it unless you answer "yes".

My guess at the moment is that non-fungible instances are
distinguished by having entanglement information about the instances
of another system.



OK. Two issues.

1) If things don't become non-fungible then fungible again, BoI needs a new 
statement of what interference is. Do you have a replacement? I guess it 
would change to something about diversity within fungibility becoming less 
diverse again? But that's just me saying something vague, not a proper 
answer.

In interference a specific observable starts out non-diverse, becomes
diverse and then becomes non-diverse again.

2) I'm not totally sure about this but it's what I had in mind earlier. I'll try to 
explain. It will take a little while.

Consider the EPR experiment and MWI's explanation of it. In EPR, basically 
you have two electrons in different places and you don't yet know the value of 
one of their observables. And they are entangled. So we'll call them E1 and 
E2, and if E1 is A then E2 has to have value B. Or they can be E1=B and 
E2=A. But they can't be both A or both B. I'm not sure if that's totally accurate 
for how measuring spins works but I think it gets the point across.

Now, the "paradox" is that there is "action at a distance" when you measure 
one it suddenly sets the value of the other one. When you measure E1 and get 
A, then E2 cannot have value A and has to have value B, and it "finds out" 
instantly.

That is not the paradox. What actually happens is so much cooler than
that. Let's say you have sets of two electrons with entangled spins.
You pick two spin observables and you decide that for each electron
you're going to measure one of those two observables. Let's say the
observables are spin in the x direction and spin in the z direction.
No matter what observable you pick for each electron you will get up
with probability 1/2 and down with probability 1/2. For any entangled
pair if you measure the same observable for both you get opposite
answers: if one is spin up the other is spin down. If you measure a
different observable then half of the time they match and the rest
they don't.



The correlations you see depend on whether the measurements conducted
on the two electrons were the same or different. The standard way of
explaining that is to say that the electrons influence one another
non-locally, but do so in a mysterious way that somehow doesn't allow
you to send any information. That explanation is wrong.

The standard way of explaining quantum correlations is to say this is
the way reality works. If I find my right shoe, I know my left shoe is
somewhere, and would be very surprised if I found another right shoe.
The shoes have not sent any messages to each other, there is no action
at a distance, and there definitely has been no superluminal effects.
The two events are entirely local, though they are entirely
correlated, and chirality is preserved. Even if I never find my other
shoe, I know for certain it's the left one.

Conservation laws may be mysterious, but not in the way you mean I
think.

But that is false.

MWI explains it more like this: E1 and E2 started in the same place. They got 
entangled. Then there are universes with E1=A,E2=B and universes with 
E1=B,E2=A, but we don't yet know which one we're in until we measure. But 
we are in one or the other the whole time. The "splitting" (differentiating) 
occurred back at entanglement time.

No. That explanation doesn't explain the results of EPR. Specifically
it doesn't explain why the correlations between the results depend on
whether the measurements match.

And A and B are completely arbitrary, so splitting would have had to
have happened at every possible value of these.

What happens is this. Each electron carries entanglement information.
That entanglement information tells us how the results of measurements
will be found to be correlated depending on what observables are
measured. When the measurement happens both of the possible results
actually happen for each observer. So there are two versions of each



observer and the establishment of the correlations only happens when
the two observers meet, or they send an e-mail or whatever. In any
case the correlations happen when the results are compared not before
that.

I'm sorry, but hidden variables have been ruled out already. In MW the
correlations happen in an identical way to the Copenhagen
Interpretation. The difference is that in CI there are correlated
measurements, in MW there are correlated splits. The correlation has
nothing whatsoever to do with email. The other difference is that in
MW, you are not free to choose the axis of measurement.

The reason this can happen is that fungibility is relative. When you
measure something the different versions are no longer fungible to you
and the multiverse in you neighbourhood is sliced up into universes in
a particular way. However, the joint system consisting of you and the
thing you've measured at a particular time is still fungible relative
to me and will only become sliced up into parallel universes when we
interact.

Any problems?

Relative fungibility? I like that thought very much!

Tom



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Morality
Date: August 19, 2011 at 10:07 AM

I have a question which relates to morality and epistemology.

A lot of arguments about morality take this form :

1. Somebody proposes a moral theory.

2. A sceptic constructs a situation where the proposed moral theory yields
some weird result. And then the sceptic says "That doesn't feel right to
me".

(If you want an example see below).

Of course that "feeling" must itself be based on some implicit moral theory.
It seems to me therefore, that always listening to "the feeling" is a bad
idea (since it is unlikely that the theory behind "the feeling" is entirely
true ). Is this the right?

What are the other possible reasons to prefer one moral theory over another
(in other words what are the possible methods of solving moral problems)?

(There probably is an infinity of such methods - I'm just looking for some
examples).

Matjaž

[For example :

A moral theory : "It is wrong to lie or not answer questions. People should
always answer other people's questions and tell the truth"

A standard objection : "So if a terrorist emails the U.S. president and asks
him for nuclear wepons' codes it would be wrong for the president not to
send anything, or send the wrong codes? That doesn't feel right to me."]



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Morality
Date: August 19, 2011 at 10:40 AM

On 19 Aug 2011, at 10:07, Matjaž Leonardis wrote:

I have a question which relates to morality and epistemology.

A lot of arguments about morality take this form :

1. Somebody proposes a moral theory.

2. A sceptic constructs a situation where the proposed moral theory yields some 
weird result. And then the sceptic says "That doesn't feel right to me".

(If you want an example see below).

Of course that "feeling" must itself be based on some implicit moral theory. It 
seems to me therefore, that always listening to "the feeling" is a bad idea (since 
it is unlikely that the theory behind "the feeling" is entirely true ). Is this the right?

Why is it unlikely that the theory behind 'the feeling' is true?

Most people don't initially know their reason for believing something, but that 
doesn't make their inexplicit reasons less valid. They might be less exposed to 
criticism, but you can't tell whether they're true before actually looking at what 
they say.

What are the other possible reasons to prefer one moral theory over another (in 
other words what are the possible methods of solving moral problems)?

From the A Dream of Socrates chapter in BoI:

"SOCRATES: I also see why you urge me to always bear human fallibility in mind. 
In fact, since you mentioned that *some* moral truths follow logically from 
epistemological considerations, I am now wondering whether they *all* do. Could 
it be that the moral imperative *not to destroy the means of correcting mistakes* 
is the only moral imperative? That all other moral truths follow from it?
HERMES: [Is silent.]"



(There probably is an infinity of such methods - I'm just looking for some 
examples).

Matjaž

[For example :

A moral theory : "It is wrong to lie or not answer questions. People should 
always answer other people's questions and tell the truth"

A standard objection : "So if a terrorist emails the U.S. president and asks him 
for nuclear wepons' codes it would be wrong for the president not to send 
anything, or send the wrong codes? That doesn't feel right to me."]

That's not a feeling, that's a fairly explicit argument. It's saying this bad situation 
follows from this moral principle, therefore it's a bad principle. And it's right: that is 
a bad principle and that is a good reason it's bad.

--
Lulie Tanett



From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility (EPR)
Date: August 19, 2011 at 12:14 PM

Elliot Temple  writes:
... MWI explains [EPR] more like this: E1 and E2 started in the  same

place. They got entangled. Then there are universes with E1=A,E2=B and
universes with E1=B,E2=A, but we don't yet know which one we're in until we
measure. But we are in one or the other the whole time.

At least the MWI  explanation is more sane than the wave function collapse
of CI, inasmuch as the  act of observation doesn't cause the result and
non-locality ceases to  be an issue.

The odd thing about this explanation  (as described) is that one instance
of "me" must become entangled with one  outcome (World A or B) *at the time*
that the particles themselves are  emitted, not when they are measured. That
is, the "me" - as well as the  particles - cease to be fungible as soon as
the two entangled particles are  generated. In effect, the generation itself
determines whether "me" will  be in World A or B, and whether or not I
observe the distinct traits E1 or  E2 of the particles. Very strange.

However, I've never understood why the EPR scenario is a paradox. Given
the simultaneous emission of two complementary particles in opposite
(complementary) directions, it's no wonder that the observed trait of spin in  one
particle is complementary to the same trait in the other, whether it is
measured or not. There is a "twist" in the scenario, stipulating that x-spin and
 y-spin are "incompatible", but that only means that one will be the
inverse of  the other and the same consequence follows. Whatever "Bob" and 
"Alice"
measure,  it will always be complementary or (if an incompatible
attribute), the same. No  communication is involved. It's just the state of the
system, with no "collapse"  of anything required.

Bill



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Statistics
Date: August 19, 2011 at 1:16 PM

On Aug 17, 2011, at 9:29 PM, Richard Fine wrote:

Many studies, particularly in fields like medicine, psychology, and
sociology, try to reason about things by measuring the correlation
between variables that it is suspected are related.

Not passive voice. People choose to suspect things. It doesn't just happen.

They take a number
of samples of the variables, measure the correlation, and present the
result in statistical terms (e.g. in 95% of cases, we did X and then Y
happened).

Hopefully they also try not doing X, and see how much Y happens anyway.

It is already fairly well known that correlation - even strong
correlation - does not imply causation.

Lesser known is: imply *which* causation?

Correlations do not identify any particular possible causation of the infinitely many 
logical possibilities.

What people are actually doing when they think a correlation implies or hints at a 
particular causation is making a non sequitur argument for the causation they 
selected and believe for independent reasons (often they think it's obvious -- or in 
other words they uncritically accept their own hunches).

For example, there is a strong
correlation between the number of fire engines present at a fire, and
the total sum of insurance payouts due to damage done by the fire. It
would be a statistically significant correlation. But it would be a
mistake to conclude that sending fewer fire engines would mean a
smaller insurance payout, or that buying multiple insurance policies
would mean more fire engines come to help you!



Yes. It's not very hard to make up fun examples of how silly correlation stuff can 
be, if taken as a principle and applied evenhandedly to any situation.

But of course that's not what people actually do. They follow their intuition as it 
suits them then appeal to correlation second (because they can't find any real 
arguments or evidence).

BoI says, "Since explanationless prediction is actually impossible, the 
methodology of excluding explanation from a science is just a way of holding 
one’s explanations immune from criticism." They do have explanations, they're 
just shielding them from critical scrutiny when they point at some correlation and 
do not speak of their explanations.

So those fields don't claim that correlation implies causation. But
they do claim that it's useful somehow.

It *is* useful somehow: correlations have explanations. If the explanation isn't 
known then you can look for it and you might learn something.

In medicine, our understanding of exactly what drugs do while in the
body is often incomplete - we often don't have a full explanation for
everything they will do, or sometimes even for the main thing we want
them to do. The clinical trials process does not require explanations;

I think the field of medicine isn't that bad. I think they normally do use 
explanations. Maybe they could emphasize it more but "does not require 
explanations" is really harsh.

How do you think they come up with drugs to test? They do not pick randomly 
from the set of all possible drugs. They have some kind of explanation about why 
it might work. I don't think people in medicine are normally shy about giving 
scientific details about why some drug might work, or how they think it could 
work, or that kind of thing.

all it requires is that we give a drug to some people, and after a
while, they are healthier than some people that we didn't give the
drug to. If a statistically significant number of people get
healthier, and don't have bad side effects, then we conclude that the
drug works and start distributing it.



"We"? I don't. And I don't think that's how it works.

Studies like this aren't cheap. They do them because they already have 
explanations about how the drug may work, don't they?

How is it that medicine isn't completely screwed up? Because we only
invoke this correlation-focussed process when we already think that
there is a causal relationship. Maybe the drug is an extract from a
plant that wild animals were eating, and those wild animals weren't
getting sick like we would usually expect them to. Maybe the drug has
a molecular shape very similar to other drugs that work, and though
the actual makeup of the drug is different, we think it's the shape
that matters. And so on.

Medical studies are attempted refutations of the efficacy of drugs. If there is no 
correlation then the drug is refuted.

This is why it may seem like correlations "work" a lot of the time: we
only test the ones that we already think are backed by causality.
(Even then, there is a bias towards only publishing the ones that
support our hypotheses!)

When someone has a good enough explanation of why a drug may work to 
spend a lot of money investigating, and then the investigation fails to refute the 
drug, it's no surprise that sometimes it ends up working.

One problem with these approaches is that usually they are attempting
to make statements about an entire population based on a study of a
sample.

That's not so bad in all cases.

When it comes to ideas, different people are different. Samples of Americans 
don't represent me!

But, medically, some sample of other people may represent me. In terms of 
medically relevant characteristics, I'm much less unique than in terms of ideas.



This is bad because there may be other patterns present in the sample
(i.e. biases) that are responsible for the correlation which wouldn't
be present in the larger population. For example, it is common for
psychology studies to use university students as subjects, or people
who are geographically nearby.

Random samples are basically never achievable. If participation is voluntary then 
some people will choose not to participate. A random sample of people willing to 
participate is not a random sample of the whole population.

There are some ways around this but they are all very hard and impractical. For 
example

1) make people participate at gunpoint

2) persuade the entire population of the value of the study, and the value of 
random sampling, and in that way have no one decline to participate

3) pay enough and most people would be willing to participate. pay **enough** 
(e.g. offer immortality, ownership of galaxies and the technology to make use of it, 
a nicer car than their neighbor has, etc…) and maybe you can get 100% of your 
random sample to participate.

Even if a correlation is identified in that sample, without an
explanation of how it works - or, at least, why biases in the sample
doesn't matter, which is difficult without an explanation of why the
things that /do/ matter, matter - it's not clear that the same
correlation would be true of the population at large.

Even if a correlation was true of the population at large … so what?

Another problem with statistics is that they cannot tell you anything
conclusive about any single data point. Not even the ones that were in
the study!

Let's say I was a test subject in a study of 100 people, which
concluded that 99% of them like chocolates. Given that information,
should you buy me chocolates to win my favor?



I can't decide "given that information" which fails to mention the price of 
chocolate.

I take it I am to use some of my own background knowledge.

My background knowledge tells me that I should not buy people things to win 
their favor. Buying friends is a bad lifestyle.

So I answer "no".

There are other issues here too. For example, when asked if they liked eating 
chocolates every single person in the study may well have made some 
assumptions about the context, e.g. they imagined themselves eating chocolates 
*voluntarily*. Many will have gone further and imagined the chocolates in 
common contexts such as being a *romantic gift*.

If a heterosexual woman said "I like chocolates" while imagining a romantic gift, 
and I am a woman, then giving her chocolates cannot be expected to win her 
favor.

Also the study should have concluded that 99% say they like chocolates when 
asked by researchers. Maybe they suspected if they said "no" they'd have to do 
an extra session of answering questions b/c the chocolate company sponsoring 
this wants to know how to gain new customers.

Or maybe they were asked in a group and didn't want to come off as weird.

Or maybe they were busy thinking about iPhones or baseball and just checked 
the first answer on each multiple choice question the researchers presented them 
with.

Assuming they actually like chocolates just because they said so would be a 
mistake.

Also, every participant in the study has a different conception of what "liking 
chocolates" means. No two of them are answering the same question.



It's inconclusive: I may be the 1 in the 100 who doesn't like them.
You cannot tell just by looking at me, because you're trying to look
at my preferences, which are in my head. Any statement that claims
less than universal truth - even if true in 99.99999% of cases - is
inconclusive on an individual level, unless you also have a way to
tell which instances are the exception and which are the rule. Given a
world population of 6.94 billion, a theory that is only true for 99%
of people leaves 69 million people unaccounted for. That's a little
more than the population of the UK.

The odds are pretty good that I do like chocolates.

No.

It is not a matter of probability whether, for example, saying you like chocolates 
translates into actually liking chocolates.

BoI talks about probability too. It says how whether humanity survives the next 
century is not like Russian roulette because it's not a matter of probability. Rather, 
human choices and ideas affect it (whereas they cannot affect chance).

If you decided to
take those odds, and it turned out that I *don't* like them, then
you'd probably consider yourself unlucky.

Whether I would make that mistake is also not a matter of probability. It's not 
something I would "probably" do, but something I would do or not do depending 
on my judgment.

The fact that you were
unlucky doesn't make you any less wrong, though; it's better to seek
strategies that don't rely on luck. In this case, for example, you
could ask me if I like chocolates, instead of relying on a statistic.
If you really can't come up with any other way to more conclusively
test what my preferences actually are, then it's better to try the
chocolates than not

No. You have to come up with a good explanation of what the best thing to try is. 
There is no other way.



, but it's a good idea to avoid getting stuck in
such a situation in the first place.

Psychology consistently produces pure correlations,

They aren't very pure. They always have agendas behind them!

Pure correlations would be if they just found meaningless ones at random from 
the set of all existing correlations.

They find a tiny set of specially selected correlations which will help them 
advance agendas.

that claim less
than 100% applicability, with no means to determine when the
relationship holds and when it does not.

Yeah. Saying "only true sometimes" with no details about when it is and and isn't 
is just a generic strategy to dismiss and ignore all refutations and criticisms.

Policies are then built on
these claims, in full knowledge that the policy will be inappropriate
for some percentage of people, and that's just considered "unlucky,"
instead of being a prompt for a better policy.

It's much worse than that. The policies may well be inappropriate for everyone. 
Why would they be appropriate? The only way to get good policies is by good 
explanation. When you don't speak of and critically improve the explanations 
being used then what you end up with is bad policies.

What are other arguments for why arguments and policies based on
statistics are bad?

But they *aren't* based on statistics.

What are the situations in which they are good?

It's never a good idea to base policies on unacknowledged and uncriticized 



explanations.

What are the situations in which they appear to be good, but are
actually disguising a different line of reasoning?

They do not appear to be good.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility (EPR)
Date: August 19, 2011 at 1:25 PM

On Aug 19, 5:14 pm, Westmil...@aol.com wrote:
Elliot Temple  writes:

... MWI explains [EPR] more like this: E1 and E2 started in the  same

place. They got entangled. Then there are universes with E1=A,E2=B and  
universes with E1=B,E2=A, but we don't yet know which one we're in until we  
measure. But we are in one or the other the whole time.

At least the MWI  explanation is more sane than the wave function collapse
of CI, inasmuch as the  act of observation doesn't cause the result and
non-locality ceases to  be an issue.

There never was a real wavefunction collapse in CI. In CI the
wavefunction subjective. It is meaningless to say something that is
not real, really collapses. It is simply a mathematical tool for
calculating probabilities. When you make a measurement, the
probability of the result you just got is 1.

CI is also local. There is no spooky action at a distance. There are
of course correlations/entanglement/non-separability, because it
agrees with QM. Correlation is not causation!

Heisenberg repeatedly emphasised that the wavefunction  does not
objectively exist, but rather it is a description of our subjective
state of knowledge.

Long before Bell, CI had decided it was a local non-realist theory.

The odd thing about this explanation  (as described) is that one instance
of "me" must become entangled with one  outcome (World A or B) *at the time*
that the particles themselves are  emitted, not when they are measured. That
is, the "me" - as well as the  particles - cease to be fungible as soon as
the two entangled particles are  generated. In effect, the generation itself
determines whether "me" will  be in World A or B, and whether or not I



observe the distinct traits E1 or  E2 of the particles. Very strange.

It's when they are measured. In MW that is when entanglement with the
apparatus happens.

However, I've never understood why the EPR scenario is a paradox. Given  
the simultaneous emission of two complementary particles in opposite  
(complementary) directions, it's no wonder that the observed trait of spin in  one
particle is complementary to the same trait in the other, whether it is  
measured or not. There is a "twist" in the scenario, stipulating that x-spin and
 y-spin are "incompatible", but that only means that one will be the
inverse of  the other and the same consequence follows. Whatever "Bob" and 
"Alice"
measure,  it will always be complementary or (if an incompatible
attribute), the same. No  communication is involved. It's just the state of the
system, with no "collapse"  of anything required.

I think the paradox lies in the measurement of orthogonal axes.

Tom



From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Intellectual Property is Not Property
Date: August 19, 2011 at 1:58 PM

On Aug 18, 12:30 am, Abraham Lewis <abraha...@gmail.com> wrote:
I am generally a libertarian in my philosophy of government, but I'd like to argue 
here against the idea of intellectual property, that it is a just and good idea ...

I use the label regularly to describe myself, but there are strands of
supposedly "libertarian" analysis (specifically "anarcho-capitalism")
with which I totally disagree:
http://en.wikipedia.org/wiki/Libertarian_perspectives_on_intellectual_property

... Specifically, I don't think coercion should be used to enforce their claim.

In the Objectivist strand of libertarian analysis, the use of force -
when necessary to protect one's property - is a moral imperative, as
is the retaliatory use of force when property rights are violated.
Sadly, the word "coercion" is frequently applied to these forms of
force, rather than only to the *initiation of force*, which is
commonly forbidden in libertarian philosophy (though I think there are
exceptions).

The concept of "intellectual property" seems to me to be based on a false 
analogy to physical property.

It's not an analogy: both are derived from the concept of "ownership",
a legitimate claim to the product of one's own effort. There is no
valid distinction between physical and mental effort as the
justification for such a proper claim. There are distinctions among
various types of physical production or labor, just as there are
variations among various types of mental production or labor, but they
all fall under the umbrella of establishing ownership rights.

... to deprive people of physical property is basically to deprive them of any 
benefit of their own time and effort toward that object. In contrast, most ideas 
and information can be used by multiple people without depriving anyone else of 
the ability to use that idea or information.

Whether or how any particular product is used by consumers is

http://en.wikipedia.org/wiki/Libertarian_perspectives_on_intellectual_property


irrelevant to the merits of the ownership claim. It is either used
with the permission of the proper owner or it is stolen. The fact that
it might be easier to steal one kind of property than another may have
some empirical value in deciding whether or not to commit theft, but
it's still theft.

Part of the problem with your proposition is that you're
characterizing copyright as the ownership of an "idea or information".
You can't patent an idea, nor can you copyright information. You can
only seek protection for a *specific, concrete instantiation* of an
idea or creation. For example, I can say anything I want regarding the
ideas in the paragraph of yours that I've quoted above. I just can't
take the specific words of a coherent proposition (necessarily, an
extended quote, article, or book) and claim that they are mine ... and
that I therefore have sole discretion over its use. Taking the
property of others, without their permission, is theft (or at least
fraud).

.... Conversely, why should you be reimbursed for something that is effectively 
free to you (the copying of information)?

Reproduction may be very inexpensive, but the creation of the product
itself (whether patent or copyright) requires the application of some
specific individual (or cooperative) effort. It isn't the *amount* of
effort expended, but the fact that the persons expending it have the
ONLY proper ownership claim to the fruits of their labor. As such,
they have the natural right (whether recognized in law or not) to
decide the terms and conditions of its use. If it is offered on the
condition that it not be replicated without permission, then doing so
is theft, no matter how little it costs to steal.

And I have a few more problems with this. First, are you really creating the 
information or just discovering it?

You can't patent a discovery. You can't copyright knowledge or a fact
of nature. All you can patent is the *specific instantiation of a
concrete method* of obtaining some particular knowledge. All you can
copyright is the *specific instantiation of an exposition* about some
particular fact or sentiment.



I will grant that some recent patent laws have violated this
principle, particularly in genetic research. NO person or corporation
should be granted a patent on any genomic sequence that occurs in
nature. They should be able to patent a device or method that
facilitates the discovery of what the sequence is, but not the
sequence itself.

There are further analogies to discovery ...

But they're only analogies: we use human capabilities to either
discover or create. But, to discover something that is pre-existing
without the application of effort (beyond finding it) is totally
different than applying effort to create something that had not
previously existed. Even if it's carefully planting a seed and tending
a garden, effort is required to *produce* the specific results.
Knowing the proper method is certainly beneficial, but knowing and
doing are two different things.

... Both of these issues ultimately come down to the question of: Where does 
the government draw the line?

No and Yes. The question is: where should the line be drawn, based on
coherent and defensible principles. Whether or not any politician
understands those principles or implements them properly in law is a
different question. Government, more often than not, violates
individual rights to property, rather than securing them.

Bill



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Live interview
Date: August 19, 2011 at 2:37 PM

On Thu, Aug 18, 2011 at 3:35 AM, David Deutsch 
<david.deutsch@qubit.org>wrote:

FYI I'm going to be interviewed about the book live on this radio
programme:

http://goo.gl/Jztc8

At 11am EDT today.

They'll have a recording online later.

-- David Deutsch

For those of you who missed this interview, I would encourage you to listen
to it.

I thoroughly enjoyed it. David came across very well and the interviewer,
Tom Ashbrook, asked some interesting questions. He seemed to very genuinely
want to learn more and help his listeners to do the same.

He let David talk.

David also responded very well to listeners' questions. The clarity of
thinking and response in this unscripted show was great to hear - not
surprising of course, but wonderful nevertheless.

I learned more from this interview even though I have read BOI twice now.
Highly recommended although at 45 minutes, much too short for me.

The show is now available as a podcast on iTunes - search for "WBUR-FM On
Point with Tom Ashcroft Podcast".

John Campbell

http://goo.gl/Jztc8


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Statistics
Date: August 19, 2011 at 2:41 PM

On Aug 18, 2011, at 3:08 PM, John Campbell wrote:

I think that some aspects and findings of medicine are screwed up, but
problems are inevitable, yet soluble. My own reading in nutrition and my
personal experiences have led me to believe that some conventional
nutritional advice - lots of whole grains and minimizing saturated fats for
two examples - are certainly wrong for me and likely wrong for many, if not
most people.

It is very difficult to isolate experimental factors in human experiments
and so there is a great deal of reliance on statistics in attempt to clean
up and suggest a chain of causation. With the great reliance on statistics,
there is a tendency to go on fishing expeditions - induction in action.
Collect a whole bunch of data, put it through the statistical mill and see
what pops out as a correlation.

That's not how it works.

They collect data in a non-random way: in accordance with their ideas.

They interpret that data also according to their ideas.

Then they look for correlations selectively -- seeking ones that their ideas say 
would be interesting or important.

There are always tons of other correlations which they ignore.

The "statistical mill" is a red herring. That is the trappings of authority by which 
they impress and fool people. It is part of how they disguise what they are doing.

Also there is no such thing as "induction in action". Induction is not the name of 
any set of steps or approach which is possible to follow. Induction works as 
follows:



1) get data
2) induce a theory
3) profit

However, there is no method of "inducing" a theory from data. It's not just that no 
method is specified but also that it's impossible. The only way to get theories is 
by conjecture. (And the only way to get good theories is by conjecture and 
refutation.)

I guess you must have some idea of an explanation for some effect before
even testing it.

Yes.

In your example of drug testing, you would have to narrow
the field substantially by having tentative explanations or theories on how
a drug might cause the effect you are after. But after the results are in,
clinicians are often less suspicious or critical of the results than the
statisticians. Poor studies accompanied by statistics that appear to point
to an erroneous finding can lead people to continue to believe bad and
flawed explanations.

Not quite. Those things cannot "lead people" alone. People are led by a 
combination of those things *and* some bad ideas of their own (e.g. willingness 
to be led by people who display the trappings of authority).

It can be very illuminating to read a critical analysis of a study or a
group of studies. Mathematics is not intuitive. Findings and conclusions can
look impressive

Impressive and true are different. Good science doesn't put its effort into 
impressing. Rather it aims for other things like clarity which actually can make it 
easier to understand and, by some standards, less impressive.

when the proper (for that purpose) statistics are used and
emphasized in a study's conclusion. Clinicians can be readily mislead to
prescribe a drug that even the drug company's own study does not support (if
one has the knowledge of statistics to discover this). Yet the statistics
can be used in a way that implies significant effectiveness. It can be very



difficult for a busy doctor to analyze what a study is saying even on its
own terms

"Busy" is always a matter of priorities. Being "busy" is a common excuse used to 
deny responsibility for one's choice of priorities.

A doctor who doesn't choose to think about the drugs he prescribes -- who 
chooses to consider that a low priority to be avoided indefinitely -- is a bad doctor.

But bad doctors are cheaper. It's not necessarily immoral to do a profession less 
well for lower pay (less effort and less reward can balance out), if there is market 
demand for that, you're honest with your customers, and you try to be good at 
something else. However, if this is the reasoning, it has nothing to do with being 
"busy".

And it is not unusual for people to seek support for their ideas, not there
refutation.

That is a fool's quest because there is no such thing as support.

Statistics, as a part of poorly designed studies, can help in
that anti-knowledge process.

There is no conspiracy of shoddiness, but as I have learned in BOI, good
explanations are difficult to generate.

The word "difficult" has more than one meaning.

So, yes, bearing in mind that "difficult" in no ways means "unpleasant". No 
suffering or sacrifice is required.

Much of the science behind the process of post-graduate education,

I don't think there is any science to speak of in the field of education.

where my experience lies, is built on
the sand of induction - I can see that now that I have read BOI and been
exposed to Popper's ideas.



Right. And it's also built to justify the anti-rational memes which still dominate 
educational practices.

I did a human experiment and study for my M.Sc. degree and I saw how the
process can be first hand. Even now I am proud of the work I did, but I wish
that I had been exposed to Popper's ideas back then - it would have been
better and more rewarding on a personal level.

In our medical faculty there was a statistics expert - a very smart guy -
who would do the voodoo of analysis. I was not comfortable with the process,
but I did not have the knowledge to really question it. You dropped off your
data after discussing it with him and he would give you the results. You
would understand the statistics behind it to a degree, but not as you
should.

That doesn't make any sense. You need to say in advance what you are looking 
for! Make a hypothesis or prediction in advance then test it!

If you just make up what you were looking for in hindsight based then that's no 
good. Richard Feynman discusses this. He gives an example of license plates. If 
you predict to find one reading AKD23-4KJE in advance, and then you spot it, 
that's something! Amazing luck, or you had some method you used. But if you 
see that license plate and then after yo used it you say, "What are the chances 
we would have seen that one today?" that's very silly. You could ask that question 
about any license plate you do see. The chances would have been low as an 
advance prediction. But the other way around it doesn't mean anything.

Not every study is of this kind, but I believe many are, at least partially.
I was sure of the ideas behind my study, but I was never comfortable with
the statistics. Yet all the smart people around me seemed to believe that
science was done that way and there was no other way to study humans.

Heh. There is a bit of truth to that: one of the major reasons they do shoddy 
studies in the "social sciences" is that they *can't* do proper studies because it's 
too hard. It's a case of the drunk looking for his keys under the street light, even 
though that's not where he lost them, because he can't see in the dark.

But the world wasn't designed to be convenient for us. We don't have a natural 



right for whatever is within our current abilities to be good enough. For some 
things, we would have to improve our abilities (maybe by a *lot*) before we can 
do them.

And if as we learn more, of course the content of that future knowledge is not 
predictable. We might try to learn enough to do X but then discover X is a bad 
idea and we should be doing Y instead.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Intellectual Property is Not Property
Date: August 19, 2011 at 4:58 PM

Sent from my iPhone

On 19 Aug 2011, at 06:01, Kim Jones <kmjcommp@me.com> wrote:

"If it ain't broke, why fix it?" is what kills off creativity in one stroke.

Do you disagree that coming up with new ways in which it may be
"broke" is a creative activity?

- Richard



From: Westmiller@aol.com
Subject: [BoI] David on WBUR
Date: August 19, 2011 at 12:37 AM

Here's the archive of the 'On Point'  show:
http://tinyurl.com/3cqyejz

Very good interview, excellent  responses, with the only fault being its
brevity.

Bill

http://tinyurl.com/3cqyejz


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: [BoI] How is it possible not to consider the source when cosidering 
ideas?
Date: August 19, 2011 at 9:46 PM

One of the ideas featured in the BoI is that we should "Judge ideas on their
content and not on their origin (their source)".  One particular implication
of this seems to be that "We should not reject some idea X, solely on the
properties if it's source Y".

One particular example of people *not* following this is in parenting when
parents disregard their child's ideas solely for the fact that they came
from him.

However the number of sources of ideas is huge -  7 billion counting humans
alone. Even for sources offering ideas to solve specific problems the
numbers could still be huge.

Because one has only finite computational resources, one has to, whether one
wants to or not, adopt some heuristic for choosing which sources of ideas
one will consider (or consider first, if you like). One can then seriously
consider those ideas and depending on whether they solve the problem reject
them or adopt them.

However, any heuristic will be biased against some sources of ideas and will
therefore, de facto, *reject their ideas solely on the properties of their
source*. (Or any possible ordering of the sources will push some of the
sources after the time of our certain death- and therefore throw them out).
(This is all true even if the heuristic or the ordering change through time
as new knowledge comes in, etc...)

One possible objection to this last claim is that those ideas haven't really
been rejected, since they haven't been even considered. However that is the
same as claiming that some child's parents haven't really rejected their
child's ideas, if they manage to shut him up before he is able to express
them. Such parent could then easily claim that he has not in fact done what
I have accused him of doing in the second line of this email.

What did I miss?

Another question I have is that as it turns out some heuristics happen to



work much better than others when it comes to picking sources. If you happen
to get sick asking a doctor or reading a medical book is more likely to help
you with getting better, than going around asking people at random. What is
the explanation for some heuristics working better than others?



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Morality
Date: August 19, 2011 at 10:44 PM

On Fri, Aug 19, 2011 at 7:40 AM, Lulie Tanett <www@lulie.org> wrote:

On 19 Aug 2011, at 10:07, Matjaž Leonardis wrote:

Of course that "feeling" must itself be based on some implicit moral theory. It 
seems to me therefore, that always listening to "the feeling" is a bad idea 
(since it is unlikely that the theory behind "the feeling" is entirely true ). Is this 
the right?

Why is it unlikely that the theory behind 'the feeling' is true?

It says "entirely true" above. As BoI explains, we should expect
mistakes everywhere, not expect our ideas to be entirely true (that
goes for explicitly formulated ideas too).

However, it is not a matter of probability whether or not it's true.
That's one of many common misuses of the concept of probability (BoI
also discusses misuse of probability some, e.g. about Russian
roulette). One of the ways to reduce these misuses is by explicitly
noticing them, pointing them out, thinking about them, etc...



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] How is it possible not to consider the source when cosidering 
ideas?
Date: August 19, 2011 at 10:57 PM

On Fri, Aug 19, 2011 at 6:46 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

[Subject] How is it possible not to consider the source when cosidering ideas?

Maybe if more people posted like me, it'd be easier, since you
wouldn't know the source :-)

One of the ideas featured in the BoI is that we should "Judge ideas on their
content and not on their origin (their source)".  One particular implication
of this seems to be that "We should not reject some idea X, solely on the
properties if it's source Y".

One particular example of people *not* following this is in parenting when
parents disregard their child's ideas solely for the fact that they came
from him.

However the number of sources of ideas is huge -  7 billion counting humans
alone. Even for sources offering ideas to solve specific problems the
numbers could still be huge.

Because one has only finite computational resources, one has to, whether one
wants to or not, adopt some heuristic for choosing which sources of ideas
one will consider (or consider first, if you like). One can then seriously
consider those ideas and depending on whether they solve the problem reject
them or adopt them.

Choices about how to spend your time do not consist of judging
particular ideas by their source -- or judging them at all. When you
don't look into some guy's ideas, refrain from judging those ideas.
Acknowledge you don't know if they are good or bad.

You don't have to say, "I know his ideas are bad" not to listen to
him. You can say, "My best guess at what I can do to learn the most
is..." and do that. You need to create good explanations about how to



use your time best (taking into account your ignorance of many things)
and follow them.

However, any heuristic will be biased against some sources of ideas and will
therefore, de facto, *reject their ideas solely on the properties of their
source*.

You can change the way you spend your time if you identify a problem with it.

(Or any possible ordering of the sources will push some of the
sources after the time of our certain death- and therefore throw them out).
(This is all true even if the heuristic or the ordering change through time
as new knowledge comes in, etc...)

One possible objection to this last claim is that those ideas haven't really
been rejected, since they haven't been even considered. However that is the
same as claiming that some child's parents haven't really rejected their
child's ideas, if they manage to shut him up before he is able to express
them. Such parent could then easily claim that he has not in fact done what
I have accused him of doing in the second line of this email.

Parents have a responsibility to give their children consideration.
It's part of their freely chosen role as parents. They have to devote
a bunch of time and attention for their children.

If their children's ideas are false or low quality, that is totally
irrelevant. In that case, it is their job to learn about those
mistakes and help the children learn better.

But being fallible and rational, they shouldn't assume the children's
ideas are false just because they contradict the parent's ideas and
have a child as their source. Instead, when they do spend time trying
to help their children have better ideas, they should do it in a truth
seeking way so that it could be discovered the parent was mistaken in
some cases (and, in *some* cases, the parent will be the one who is
mistaken, and will learn something).

What did I miss?

Another question I have is that as it turns out some heuristics happen to



work much better than others when it comes to picking sources. If you happen
to get sick asking a doctor or reading a medical book is more likely to help
you with getting better, than going around asking people at random. What is
the explanation for some heuristics working better than others?

Some lifestyles are better than others. In other words, morality
exists. So it's no wonder that different choices about how to spend
one's time have different results. As above, one needs a good
explanation. If one chooses according to a bad explanation then he'll
do worse.



From: Kim Jones <kmjcommp@me.com>
Subject: Re: [BoI] Intellectual Property is Not Property
Date: August 20, 2011 at 3:04 AM

Not at all. But that's what I call "improvement". That indeed is a creative activity.

When is the best time to improve something?

1. when it is functioning perfectly

2. when it is in a state of disrepair

Because things in general are most likely to be in a state of disrepair in some way 
than functioning perfectly, the tendency is to run around trying to fix problems 
(because by now all the problems stick out like dogs' balls) than trying out 
radically new procedures. Problem solving is not really creativity, even though it's 
related; it's "maintenance mode". All this does is take you back to where you were 
before you had a problem. That is not improvement but nobody can dispute its 
value - not even me.

But when is the specific time allotted to creativity? If people think there will come 
a magic moment when all the problems are solved and "now we can get down to 
a spot of creativity tra-la-la" then its not hard to see why creativity is rarely seen.

What you are talking about is "design" - OK, this is the direction to head in. 
Design is about fantastic ideas simply delivered. Like Apple gadgets, you know. 
But each of these gadgets has a problem in some way; just ask any user.

Kim Jones

On 20/08/2011, at 6:58 AM, Richard Fine wrote:

Sent from my iPhone

On 19 Aug 2011, at 06:01, Kim Jones <kmjcommp@me.com> wrote:

"If it ain't broke, why fix it?" is what kills off creativity in one stroke.

Do you disagree that coming up with new ways in which it may be



"broke" is a creative activity?

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Morality
Date: August 20, 2011 at 3:33 AM

On Aug 19, 2011, at 7:07 AM, Matjaž Leonardis wrote:

I have a question which relates to morality and epistemology.

A lot of arguments about morality take this form :

1. Somebody proposes a moral theory.

2. A sceptic constructs a situation where the proposed moral theory yields
some weird result. And then the sceptic says "That doesn't feel right to
me".

People need to guess and criticize ideas not only about which specific actions are 
moral and immoral but also what criteria of moral criticism (with which to judge 
those actions) are true (rather than relying on culturally-transmitted and 
unexamined intuition).

What are the other possible reasons to prefer one moral theory over another
(in other words what are the possible methods of solving moral problems)?

For example, a moral idea might be criticized b/c:

- it intends to achieve something, but will fail to achieve it

- it's self-contradictory

- it destroys the means of correcting errors

- it involves sacrifice

- it involves initiating violence

- it's mean

- it's something a communist might say



- it's unAmerican

- it's not "sustainable"

And these ideas themselves need to be subjected to critical debate, not assumed 
nor justified by intuition/obviousness/etc.

A moral theory : "It is wrong to lie or not answer questions. People should
always answer other people's questions and tell the truth"

A standard objection : "So if a terrorist emails the U.S. president and asks
him for nuclear wepons' codes it would be wrong for the president not to
send anything, or send the wrong codes? That doesn't feel right to me."]

Instead of saying that doesn't feel right it's easy to say something better, like "I 
think that would be bad because it would kill millions of innocents."

I think most people could express why it's bad to give nuclear weapons to 
terrorists. They appeal to feelings when they have a harder time having clear 
ideas about a topic.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Intellectual Property is Not Property
Date: August 20, 2011 at 3:53 AM

On Thu, Aug 18, 2011 at 11:26 PM, John Campbell 
<smilesooner@gmail.com>wrote:

On Thu, Aug 18, 2011 at 2:30 AM, Abraham Lewis 
<abrahamwl@gmail.com>wrote:

I am generally a libertarian in my philosophy of government, but I'd like
to argue here against the idea of intellectual property, that it is a just
and good idea. I am not wholly convinced that the strong position I'm taking
here is right position, but I find it hard to justify middle-ground
positions on consistent principles. I would like to point out that I am not
suggesting that the people creating "IP" don't necessarily "deserve"
anything for their work--just that they don't in the same sense people
deserve control of their physical property. Specifically, I don't think
coercion should be used to enforce their claim. (Similarly, I would argue
that frequently the poor should be financially helped, but that nobody
should ever be coerced to help them in that way.) Anyhow, my arguments:

The concept of "intellectual property" seems to me to be based on a false
analogy to physical property. Furthermore, I would suggest that the
concept of common law, if taken seriously, invalidates it, at least in its
current form.

It seems to me that ownership is an important concept for physical
objects, because typically only one person can make use of them at a time,
and work invested in that physical object stays with that object. Therefore
to deprive people of physical property is basically to deprive them of
any benefit of their own time and effort toward that object. In contrast,
most ideas and information can be used by multiple people without depriving
anyone else of the ability to use that idea or information. Pro-IP people
would say, "If the information is shared freely, that's depriving the
original author (inventor, etc.) of the right to sell the information," but
the author has no such right unless the validity of IP can be established,
so to use that as justification for IP is just circular.



The rest of the arguments seem to be appeals to the counter-factual,
ends-justify-means type thinking, and subjective claims of personal value,
all of which I generally reject as sound ways of arriving at coercive
policy.

Some objections to what I've just said:

CAN'T PHYSICAL OBJECTS BE SHARED TOO?

Not for the most part, and certainly not in the sense information can be
shared. Only one person can eat any portion of a potato; only one person can
farm a spot of land; only one person can drive a car at a time, sleep in a
bed, use a computer interface, etc.; many things can only be used once; and
*almost every** *physical object wears out after a certain amount of use
and time, making it limited use.

SHOULDN'T I BE REIMBURSED FOR LETTING OTHERS USE SOMETHING 
I'VE CREATED?

Conversely, why should you be reimbursed for something that is effectively
free to you (the copying of information)? When someone sells a table that
they've made, they're reimbursed because they're losing the use of that
table, or the ability to sell that table to someone else. When someone sells
some IP under IP law, they are deprived of *nothing*. This creates a
distinct asymmetry of contract. (Which I would argue ultimately distorts IP
industries to the detriment of all.) If someone knows a secret and wants to
keep it a secret until someone pays them, that's fine with me, because that
requires no government intervention, but having sold the secret, the person
should have no further claim to control over the information, because that's
a violation of other people's rights, as I see it. Specifically, their
rights to do what they want with their own thoughts and physical property
.

And I have a few more problems with this. First, are you really creating
the information or just discovering it? The answer to that question seems
more or less clear depending on the case. For example, Nintendo seems to
hold the patent for the cross-shaped gamepad directional buttons. Sony seems
to hold the patent for a trivially different version where plastic is placed
across the middle (apparently the only value of which is the ability to



circumvent patent law). Are we really supposed to believe that nobody else
would have come up with those very simple designs? More can be said on this
example, but I would digress.

With more complex things, like novels, etc., it seems more reasonable to
say that someone created it, rather than discovered it. Yet, let's not
accept that notion so uncritically. For thousands of years prior to the
invention of intellectual property, it was not uncommon for the authors of
great works to invoke divine inspiration, from Homer to Milton, not to
mention a great body of holy texts. The very word "genius" originally meant
a divine being that would provide inspiration. Now it is reasonable to ask
how serious the authors were in attribtuting their work to muses and the
like, but it is clear that there is some quality of creative work that lends
itself to the concept of inspiration. I believe that it is this: for most
physical products, the process by which they are produced is known and
understood beforehand by the producer. A farmer or craftsman generally
starts out to produce a known product via a known process--all that is
needed is materials and labor. I think there is no similar process for
creative thinking. When a person sets out to solve a problem (and they may
not even set out to do so), to write a novel, write a song, or even to code
software, they don't typically know exactly what they're going to end up
with in the end, how good it's going to be, or even whether they'll succeed
or finish. This seems to me to make the whole process more like a process of
discovery.

There are further analogies to discovery. A second hammer built by a
craftsman still has value even though he may have already produced one
exactly like it. In contrast, the same place or idea does not value when
discovered a second time, nor does an "IP" have value when "created" a
second time. Similarly, although I question the real relevance, there's only
a finite number of possible distinct chord, word, or computer-instruction
combinations that can be created within a reasonable length (ie. the length
that a human can reasonably produce). While the number of possible
combinations may be so huge as to render this point meaningless, it is
interesting that, especially in music, poetry, and prose, composition is
frequently (always) accompanied by trial and error as the author "looks" for
pleasing combinations.

Returning to the question above, there is no "author" alive today that
isn't making use of someone else's invention in their work, without paying



any royalties. Disney makes big money off of Snow White without paying
anything to the original author, yet if someone else wanted to utilize
Disney's Snow White in another creative form, they would be stopped by
Disney, or at least have to pay. Musicians didn't invent the instruments or
music theory they use. It has been widely noted that there are ultimately
only a few truly different plots. The introduction and expansion of
copyright law at specific times in history creates an inequality in this
way. See this interesting article for an example of this:
http://www.austinkleon.com/2011/03/30/how-to-steal-like-an-artist-and-9-other-
things-nobody-told-me/

Both of these issues ultimately come down to the question of: Where does
the government draw the line? Ultimately at a point that is to the benefit
of some and the detriment of others. This seems unjust to me.

"PIRATING" MAY NOT DEPRIVE ME OF THE USE OF MY IDEA, BUT IT 
DEPRIVES ME OF
THE REVENUE I WOULD HAVE GAINED FROM ITS SALE.

This is just the circular reasoning I mentioned before. This is like
saying every time I sell a potato I should be paid $1 a month for the rest
of my life by the person who bought the potato because if they don't they're
depriving me of the revenue I would have earned by them paying me $1
monthly. The revenue is conjured out of thin air by "bootstrap" reasoning.
Such reasoning is only valid if IP is valid, and therefore cannot be used to
justify IP.

WITHOUT THE CONCEPT OF IP, THERE WOULD BE NO INCENTIVE TO 
INNOVATE.

This is not true, an incentive still remains. If information is valuable
enough to be sold, that means that it is considered desirable to have for
some reason other than the ability to sell it, which means people have
incentive to create it just so they will possess it. The fact that IP law
increases the incentive for new ideas is immaterial, because the exact same
reasoning could be used without limit. Why not give everyone who comes up
with a new idea tax immunity for life? That would *also* increase the
incentive to come up with new ideas. You see what I'm saying? I am saying
there should be no artificial incentive to "create" new ideas.

http://www.austinkleon.com/2011/03/30/how-to-steal-like-an-artist-and-9-other-things-nobody-told-me/


Also, in psychology there is something known as the overjustification
effect (http://en.wikipedia.org/wiki/Overjustification_effect). By
providing an external incentive for "creating" we may be a) motivating the
wrong people to create, and b) demotivating those most qualified. I would
like to point out this very interesting video that talks about how
motivation differs between traditional work and "intellectual work". I think
this suggests that there's something fundamentally different going on
between the two:
http://www.youtube.com/watch?v=u6XAPnuFjJc

A FINAL THOUGHT

I also wonder, based largely on intuition, if there's a connection between
IP law and a preponderance of advertising. I wonder if the fact that
information can be duplicated basically for free and sold at 100% profit
after the fixed initial expense basically turns IP markets into giant
lotteries, where advertising corresponds roughly with the "tickets" you buy.
I think this would explain the fact which I've read that big computer-game
developers spend approximately 1.5 times the development budget on
advertising. At the very least, that "fact" seems to put a lie to the claim
that IP law exists to allow people to recoup *development* costs. The
IP-advertising-lottery would also explain the widely held belief that the
most highly paid and successful musicians are not the most talented or
creative, but are to varying degrees products of the music industry, while a
lot of equally or greater talented musicians can barely pay their bills.

There is much more that could be said on this whole subject, like a
critique of the modern IP industries versus pre-IP law equivalents, but I
think I've said enough for now.

My first reaction to your piece is that it seems to me that your discussion
of creation versus discovery reminds me of induction in some ways.

You seem to be seeing that creative ideas - novels or musical phrases are
"out there" to be discovered and all one has to do is open up one's senses
and spend some time to discover these ideas or explanations. These ideas

http://en.wikipedia.org/wiki/Overjustification_effect
http://www.youtube.com/watch?v=u6XAPnuFjJc


will find their way into your brain and to claim them as your own is a form
of expropriation from the universe. You seem to be saying that our brains
just sift through all those ideas out there and hits upon a winner every
once in a while, through no particular effort or thought on our part.
Perhaps I am not understanding you correctly - I may be overstating your
case.

Yes, you are overstating my case. I do not mean to imply that discovery of
ideas is effortless (neither is discovery of most things), nor that
"creation" of IP is really *just* discovery. Rather, I am suggesting that
the line between the "creation" and "discovery" of ideas is more blurred
than is typically implied. It may be that neiher creation nor discovery is
actually the best term to use

I believe you are denying the creativity in producing an idea or
explanation, which seems to me a physical act just as much as producing a
beautiful chair or performing a Beethoven symphony or painting your fence.
In all cases I believe value has been produced or created and the
beneficiaries of that value should pay for that if the producer asks for it.

I won't deny that it is a physical act, but to make a conclusion based on
that fact would be to ignore my wider argument. There is a very real
difference between some of the examples you give and IP. You can't sell a
chair and maintain full use of that chair. When you paint a fence, you can't
thenceforth paint any fence for no additional cost to yourself while
charging an arbitrary fee. Elliot Temple gives a number of good examples in
his post on the Copyright and Public Goods of how the fact that you've done
something that benefits people does not automatically qualify you to receive
money from them.

On Fri, Aug 19, 2011 at 3:45 AM, Elliot Temple <curi@curi.us> wrote:

WITHOUT THE CONCEPT OF IP, THERE WOULD BE NO INCENTIVE TO 
INNOVATE.

This is not true, an incentive still remains. If information is valuable
enough to be sold, that means that it is considered desirable to have for



some reason other than the ability to sell it, which means people have
incentive to create it just so they will possess it.

I don't find that very compelling. I think being able to sell things in a
market for a profit is an important incentive to creating them. I think
there is a better answer to be given about how they can still be sold
without IP.

OK, so what's my answer? First of all, wait a second. Can people sell
copies of my book? First they'd need to get a copy. They cannot do that
until after I sell it to the public. Before that, they have no access to the
manuscript, and of course stealing a copy of the data off my computer would
be a crime.

So, I get to sell it first. They can start selling it afterwards.

You might think I'm now going to talk about first-mover advantage, and
consider how long it takes them to set up their competing version of the
book. I think that issue matters some but it's not what I want to discuss.

What I want to point out is this: if I am selling a book already, why would
anyone else want to go into the business of selling that same book?

They shouldn't expect that to be a good business opportunity unless they
can do something better than me. If they make a copycat product with *zero
advantages of any kind* then they shouldn't expect this to be an efficient
use of their time and capital.

So, basically, the only reason anyone would sell copies of my book is if I
was selling it inefficiently in some way. So, why should they be stopped
from providing a better product to some customers? Why do I deserve to be
paid by those potential customers who I'm not offering an efficient product
to?

All I have to do to protect my investment of writing the book is to sell it
in an efficient way, and then no one will rationally wish to compete with me
over the customers I'm serving efficiently. So what do I have to complain
about if there is no IP?



Now you may be thinking, "OK, but what if someone isn't interested in
competing with me to sell it and simply gives away a pdf of the book for
free?" Or what if they sell it for 3 cents? What if PDFs are so cheap to
distribute that basically any price I might try to sell it for is
overpriced?"

So, the above is not a complete answer. It applies to selling paper books
before computers. And it applies to selling anything which we don't know how
to make millions of copies of at a cost of pennies. For a modern example it
does apply to clothing designers. But it does not fully apply to everything.

A further answer is that you can sell things which are not so easy to copy,
such as moral sanction for supporting something one values. And ... many
other things. With creativity people can find scarce and valuable things to
sell.

I think this topic could use some more thought. I think an answer along
these lines is needed. I think selling things in the market is important and
not just being able to create them for personal use. That doesn't mean
everything has to be able to be sold, though.

These are some good thoughts. I have pointed out the obvious intrinsic value
of the category of "IP". You state that you don't find it very compelling,
which I don't necessarily disagree with, but a weak incentive is an
incentive nonetheless. My point is, of course, that the claim that IP law is
necessary for people to have incentive to innovate is simply false. You
provide what seems to be a more compelling, though also more conjectural
response. That is all to the good.

On Fri, Aug 19, 2011 at 11:28 PM, Westmiller <westmiller@aol.com> wrote:

On Aug 18, 12:30 am, Abraham Lewis <abraha...@gmail.com> wrote:
I am generally a libertarian in my philosophy of government, but I'd like

to argue here against the idea of intellectual property, that it is a just
and good idea ...

I use the label regularly to describe myself, but there are strands of
supposedly "libertarian" analysis (specifically "anarcho-capitalism")
with which I totally disagree:



http://en.wikipedia.org/wiki/Libertarian_perspectives_on_intellectual_property

Yes. I am not an anarcho-capitalist. I believe that government is good and
should exist. I believe that it should basically do one thing: protect its
citizens from violence, including theft and fraud. I simply disagree that
"intellectual property" actually is or should be property, and therefore
think it shouldn't be protected as such.

... Specifically, I don't think coercion should be used to enforce their
claim.

In the Objectivist strand of libertarian analysis, the use of force -
when necessary to protect one's property - is a moral imperative, as
is the retaliatory use of force when property rights are violated.
Sadly, the word "coercion" is frequently applied to these forms of
force, rather than only to the *initiation of force*, which is
commonly forbidden in libertarian philosophy (though I think there are
exceptions).

Hmm, I was not aware of that distinction, I have been using "coercion", in
contrast with "violence", to mean making people do something with violence
or the threat of violence. In any case, my position is that IP is not
property and therefore there is no moral imperative to protect it with
violence, in fact, it is probably immoral.

The concept of "intellectual property" seems to me to be based on a
false analogy to physical property.

It's not an analogy: both are derived from the concept of "ownership",
a legitimate claim to the product of one's own effort. There is no
valid distinction between physical and mental effort as the
justification for such a proper claim. There are distinctions among
various types of physical production or labor, just as there are
variations among various types of mental production or labor, but they
all fall under the umbrella of establishing ownership rights.

http://en.wikipedia.org/wiki/Libertarian_perspectives_on_intellectual_property


But what is the legitimate claim? What are the ownership rights? It seems to
me that the legitimate claim is to benefit from your effort--*not* to
prevent other people from benefitting from your effort. With physical
property, other people not being able to use or take your stuff without your
consent (not benefiting from your effort) is simply a side-effect of the
nature of physical property. Not so with ideas and information.

I would say that if you say, build a hammer or grow a potato, and someone
comes and takes it from you with violence, you are morally justified in
resisting with violence or taking it back with violence, because they have
completely deprived you of the benefit of your labor. In contrast, if you
come up with a tune, and someone hears your tune and starts humming it
himself for his own enjoyment and the enjoyment of his friends, I would
argue that you are not morally justified in using violence to shut him up,
because he has deprived you of nothing that you already had. You are just as
free to hum your tune as before. I challenge you to demonstrate what he has
deprived you of without begging the question by assuming that you have some
right to control his use of the tune.

At the very least you have to acknowledge that the two situations are
relevant in a very important way: with physical property the loss exists
without any appeal to abstract ideas like ownership, while with "IP" you
cannot show loss without first appealing to abstract ideas. This is why the
first scenario establishes ownership while the second only assumes.

... to deprive people of physical property is basically to deprive them
of any benefit of their own time and effort toward that object. In contrast,
most ideas and information can be used by multiple people without depriving
anyone else of the ability to use that idea or information.

Whether or how any particular product is used by consumers is
irrelevant to the merits of the ownership claim. It is either used
with the permission of the proper owner or it is stolen. The fact that
it might be easier to steal one kind of property than another may have
some empirical value in deciding whether or not to commit theft, but
it's still theft.



We are disagreeing over what ownership entails. (I would also suggest,
though I don't think it's as clear, that there's a weaker connection between
effort and "IP" than between effort and physical property. However, that is
not the argument here.)

Part of the problem with your proposition is that you're
characterizing copyright as the ownership of an "idea or information".
You can't patent an idea, nor can you copyright information. You can
only seek protection for a *specific, concrete instantiation* of an
idea or creation. For example, I can say anything I want regarding the
ideas in the paragraph of yours that I've quoted above. I just can't
take the specific words of a coherent proposition (necessarily, an
extended quote, article, or book) and claim that they are mine ... and
that I therefore have sole discretion over its use. Taking the
property of others, without their permission, is theft (or at least
fraud).

There is no symmantic issue here. You clearly understand what I mean. If you
want to use a better term, that's fine with me, but to say that what is
copyrighted is a "specific concrete instantiation" is not a good
replacement, so you'll need to suggest better terminology. (A specific
concrete instatiation of an idea would be something like a single book, but
what is copyrighted is all books instantiating the idea or information.)

.... Conversely, why should you be reimbursed for something that is
effectively free to you (the copying of information)?

Reproduction may be very inexpensive, but the creation of the product
itself (whether patent or copyright) requires the application of some
specific individual (or cooperative) effort. It isn't the *amount* of
effort expended, but the fact that the persons expending it have the
ONLY proper ownership claim to the fruits of their labor. As such,
they have the natural right (whether recognized in law or not) to
decide the terms and conditions of its use. If it is offered on the
condition that it not be replicated without permission, then doing so
is theft, no matter how little it costs to steal.



You're simply asserting the position of IP. I have argued that the concept
of property is based on natural consequences of how the universe works, and
that those consequences don't apply for "IP", and therefore the label of
property does not apply. You can't simply assert that your position is right
and mine is wrong, you have to argue why someone is morally justified in
using violence against someone who copies their ideas.

And I have a few more problems with this. First, are you really creating
the information or just discovering it?

You can't patent a discovery. You can't copyright knowledge or a fact
of nature. All you can patent is the *specific instantiation of a
concrete method* of obtaining some particular knowledge. All you can
copyright is the *specific instantiation of an exposition* about some
particular fact or sentiment.

I agree, that is the facts of patent and copyright law. But that completely
misses my point. Here I am suggesting that things that are typically thought
of as not discoveries have more in common with discoveries than with created
objects, and perhaps ought to be thought of as discoveries or as a third
category altogether.

I will grant that some recent patent laws have violated this
principle, particularly in genetic research. NO person or corporation
should be granted a patent on any genomic sequence that occurs in
nature. They should be able to patent a device or method that
facilitates the discovery of what the sequence is, but not the
sequence itself.

There are further analogies to discovery ...

But they're only analogies: we use human capabilities to either
discover or create. But, to discover something that is pre-existing
without the application of effort (beyond finding it) is totally
different than applying effort to create something that had not
previously existed.



I am questioning whether that is true in the case of "IP", and if true, how
true.

Even if it's carefully planting a seed and tending
a garden, effort is required to *produce* the specific results.
Knowing the proper method is certainly beneficial, but knowing and
doing are two different things.

... Both of these issues ultimately come down to the question of: Where
does the government draw the line?

No and Yes. The question is: where should the line be drawn, based on
coherent and defensible principles. Whether or not any politician
understands those principles or implements them properly in law is a
different question. Government, more often than not, violates
individual rights to property, rather than securing them.

That is true. I would add that those principles also have to be clear and
unambiguous in application, and I don't think we have yet discovered such
clear, coherent, and defensible principles.



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: August 20, 2011 at 3:55 AM

On Fri, Aug 19, 2011 at 3:45 AM, Elliot Temple <curi@curi.us> wrote:

Now for the second thing I'd like to say.

I do not think the law should be changed to match an abstract theory. I
think it should be reformed step by step to deal with concrete and immediate
problems. I do not care if a law is "justified" by philosophical principles.
I only care if there are flaws/criticisms or not.

Maybe you could expound on what you mean more. I am not sure what exactly
you're espousing and what you're not espousing. How does one change the law
if not to match an abstract theory? On what basis do you recommend we choose
our step by step reforms? Was not the whole edifice of the modern U.S.
Federal government created by step by step "solutions" to concrete and
immediate "problems"? Didn't they simply fail to follow the abstract
principle that the use of coercion for the benefit of the few is unjust,
bad, or whatever term you want to use? Isn't Liberalism in general an
abstract theory, not a a step-by-step program for dealing with concrete and
immediate problems? Are you saying that analysis of something like the idea
of IP at this level is useless?

I would argue that unless political action is based on broad abstract
principles, it inevitably becomes caught up in conflict over special
interests. That's all I'll say about that at this point.

I think that abolishing IP would be a terrible idea even if no one has a
compelling argument for why IP is a great idea, and even if there are
seemingly rational arguments about why abolishing it would be wonderful.

Revolutionary changes don't work. They always create unforeseen problems.
And they always break things that were important and working well which
people had come to take for granted and didn't realize were non-trivial.



What we should do is fix some problems and see where that leads us. Maybe
we'll eventually end up with no IP. That wouldn't surprise me too much. But
I don't pretend that I can foresee the content of future knowledge. It's
important that as we start to make some changes to the IP system we *learn
new things* and then our future decisions should take into account those new
things we learned. That makes the future unpredictable.

I agree that revolutionary change should not be used. I don't see that as
precluding reliance on broad abstract principles to direct and justify
change. You say revolutionary change creates unforeseen problems. This is
true. But it is true of any change to complex systems involving many humans.
And that is exactly why policy based on achieving particular ends doesn't
work. Which is why you can't fix such problems one at a time. Instead, you
have to set up just systems and allow people to adapt. If politics is about
achieving solutions to problems, all you will have is a perpetual series of
problems caused by coercion. Instead you have to construct systems that are
just and allow people to adjust to solve their own problems. That means the
systems cannot be based on achieving expected outcomes.

All this is to say that I agree that change needs to be gradual, but I
disagree that it works to "fix some problems and see where that leads us"
without reliance on non-teleological principles. Where it will lead us is
into yet another unclear situation where the obvious possible "solutions"
will clearly favor some people in the short term over others. And thus a war
will ensue over who should profit.



From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Elon Musk on Parenting and Nature/Nurture
Date: August 20, 2011 at 2:23 PM

http://www.oninnovation.com/videos/detail.aspx?video=1251

ELON MUSK:

It would infuriate my parents.

INTERVIEWER:

That you would think differently about things, or, what?

ELON MUSK:

That I wouldn't just believe them when they said something 'cause I'd ask them 
why.  And then I'd consider whether that response made sense given everything 
else I knew.

Why parents find rationality infuriating is an important question with implications 
and reach.

ELON MUSK:

Yeah well, you know, inheritability of traits is much greater than I thought.  I 
mean, I'd assume that in the nature versus nurture, there's much more nurture.  
But having had five kids, I think its much more nature.  I mean, what are you?  
You're hardware and software, right?

So the difference between one person and the next must either be a hardware 
difference or a software difference.  And why are kids that may have the exact 
same background or same school, same everything, get those widely different 
capabilities.  Yet, they have the same input experiences.  Well, then it must be 
the hardware that's different.

This mistake was refuted by William Godwin back in 1793. It just isn't true that 
people growing up in the same house and attending the same school have the 

http://www.oninnovation.com/videos/detail.aspx?video=1251


"exact same background, same everything". They actually have different lives 
and experiences. Tons of stuff is different, which takes away the entire argument 
and motivation for his conclusion.

In Godwin's words:

http://etext.virginia.edu/etcbin/toccer-new2?
id=GodJust.xml&images=images/modeng&data=/texts/english/modeng/parsed&t
ag=public&part=4&division=div2

It is not unusual to hear persons dwell with emphasis on the wide difference of 
the results in two young persons who have been educated together; and this 
has been produced as a decisive argument in favour of the essential differences 
we are supposed to bring into the world with us. But this could scarcely have 
happened but from extreme inattention in the persons who have so argued. 
Innumerable ideas, or changes in the state of the percipient being, probably 
occur in every moment of time. How many of these enter into the plan of the 
preceptor? Two children walk out together. One busies himself in plucking 
flowers or running after butterflies, the other walks in the hand of their 
conductor. Two men view a picture. They never see it from the same point of 
view, and therefore strictly speaking never see the same picture. If they sit down 
to hear a lecture or any piece of instruction, they never sit down with the same 
degree of attention, seriousness or good humour. The previous state of mind is 
different, and therefore the impression received cannot be the same. It has been 
found in the history of several eminent men, and probably would have been 
found much oftener had their juvenile adventures been more accurately 
recorded, that the most trivial circumstance has sometimes furnished the 
original occasion of awakening the ardour of their minds and determining the 
bent of their studies.

The entire chapter provides compelling arguments on the nature/nurture topic 
with modern relevance.

PS Note that Godwin anticipates Popper in saying that all observation involves 
interpretation according to ideas people already have. Popper independently 
reinvented this idea and sadly never knew that Godwin had published it already. 
He would have liked to know about this because it's a part of the history of his 
favored type of ideas, and because he could have learned from reading Godwin.

http://etext.virginia.edu/etcbin/toccer-new2?id=GodJust.xml&images=images/modeng&data=/texts/english/modeng/parsed&tag=public&part=4&division=div2


-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Westmiller@aol.com
Subject: [BoI] Re: Statistics
Date: August 20, 2011 at 3:02 PM

Richard Fine wrote:
It is already fairly well known that  correlation - even strong

correlation - does not imply causation.
Elliot  Temple wrote:

Lesser known is: imply *which* causation?

I like all of Elliot's answers and responses, but you'll pardon me for  two
quibbles:

1. With properly isolated factors, correlation almost always  *implies*
causation, it just doesn't prove that the effect is caused  by the factor, nor
establish the means by which one factor affects another (ie:  a good
explanation).

2. Frequently, the objective of statistical sampling is to establish a norm
 within a population. What is almost always ignored is the fact that the
norm is  false for 99% of the sample: almost nobody is normal. The imposition
of norms is prolific in government mandates.

Bill



From: Elliot Temple <curi@curi.us>
Subject: Re: Re: [BoI] Statistics
Date: August 20, 2011 at 3:47 PM

On Aug 20, 2011, at 12:02 PM, Westmiller@aol.com wrote:

Richard Fine wrote:
It is already fairly well known that  correlation - even strong
correlation - does not imply causation.

Elliot  Temple wrote:
Lesser known is: imply *which* causation?

I like all of Elliot's answers and responses, but you'll pardon me for  two
quibbles:

1. With properly isolated factors, correlation almost always  *implies*
causation, it just doesn't prove that the effect is caused  by the factor, nor
establish the means by which one factor affects another (ie:  a good
explanation).

How can (can?) factors ever be properly isolated in the social "sciences"?

As I read the discussion so far:

Richard was saying that X is correlated with Y does not imply that X caused Y.

I added that there is an is an issue of which causation to assume. That means: 
Why X causes Y instead of Y causes X? And instead of W causes X and Y? 
Which may be indirect, e.g. W causes A causes B causes C causes X. And W 
also causes D causes E causes F causes Y. Or another possibility is that X and Y 
are normally unrelated but Z is causing Y to match X in some respect.

Now Westmiller says there is "almost always" some kind of causation involved. 
Well, broadly, everything has causes. But I'm not really sure what is meant by 
this. Maybe an example would help.

Does it simply mean that "almost always" X causes Y, Y causes X, or W causes 
both? While the other cases are very rare? If so, I'm not convinced. Here is an 
example without a common cause being the explanation:



I measure the angle of a pointy end of a rock with a protractor. Now my protractor 
and the rock have correlated angles. The cause of the rock having that angle is it 
gradually being worn down by water. The cause of the protractor's angle is 
human choice (to measure that rock) and human technology (to make a working 
protractor). They are separate causations (unless you wish to claim that 
ultimately the laws of physics cause everything, so everything, correlated *or not* 
has a common cause). And measurement is not rare.

2. Frequently, the objective of statistical sampling is to establish a norm
within a population. What is almost always ignored is the fact that the
norm is  false for 99% of the sample: almost nobody is normal. The imposition
of norms is prolific in government mandates.

:-)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility
Date: August 20, 2011 at 4:58 PM

Alan Forrester writes:
The version of the photon on one path has one polarisation while the

version on another path has a different polarisation, so they're no longer
fungible.

The two instantiations are no longer fungible as soon as they take
different paths, whether or not they are polarized. The question was  whether/how
two non-fungible instantiations are made fungible again. I  don't think
polarization does it (since polarization of one and not the  other maintains the
interference signature).

There is a distinction between things that have differentiated and
things that are no longer fungible.

You'll have to explain that. I thought "non-fungible" was the  condition
wrought by differentiation.

... So at any given [point] on the semi-silvered mirror a photon that
arrives at that point from both of the directions it goes down only ever goes
out of one port.

That seems inconsistent with the proposition that a *single photon*
transits both ports. If the atoms of the silver in the mirror are simply
splitting two different (particle) photons into two distinct  paths, then there
shouldn't be any interference pattern. So, my  understanding was that the mirror
was splitting a single (wave) photon into two  distinct paths, in the same
fashion as a classical double-slit  configuration.

me>> the classical two-slit experiment, in that there is no  *atomic
division* (quantum or otherwise) of the wavefront ... it simply  goes on its merry
way to both slits.<<

I don't understand  that comment.

A single photon is "split by the slits" in the classical experiment.  If a
silvered mirror is performing the same function, then it must be
differentiating two instances of the *same* photon, not merely dividing multiple



photons into quantitatively equal streams. I was distinguishing the "split"  as
an atomic effect, as against the macro-effect of two slits imposing the
"split".

... Probabilities being irrational isn't really directly testable  since
you can always explain the results of any finite series of experiments by  a
range of probabilities including rational ones.

Whether or not a set of experiments can be explained by a *range of
probabilities* doesn't mitigate the infinity of the irrational divisor in the
equation that best represents the probability. Quantum effects are  usually
defined by reference to the reduced Planck Constant, which  incorporates an
irrational number (pi). If that is an accurate  description/explanation, then
the number of unique non-fungible instances  (equate to "Worlds") must be
infinite.

tom.harrigan writes:
In orthodox quantum mechanics, the "wavefront" isn't a real thing. It

certainly isn't an objective state of reality. It is a probability
distribution  describing our incomplete state of knowledge. It is just a set of 
complex
 numbers.

IF interference exists, then it is surmised that the photon IS a wave,
having the potential of interference with itself, rather than a coherent
particle, which does not. Exhibiting interference isn't a probability, it is a
certainty.

Otherwise, I concur with the merit of Tom's other questions.

Bill



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] List Atmosphere
Date: August 20, 2011 at 5:29 PM

Is it OK to send several consecutive emails for one topic,  if one wants to
reply to several different posters?  Or should one try to put all comments
and responses in one-big email?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] List Atmosphere
Date: August 20, 2011 at 5:55 PM

On Aug 20, 2011, at 2:29 PM, Matjaž Leonardis wrote:

Is it OK to send several consecutive emails for one topic,  if one wants to
reply to several different posters?  Or should one try to put all comments
and responses in one-big email?

If the only link is that they have the same subject line, or are about the same 
general topic (such as "genetics" or "physics"), then keep them separate to better 
organize the discussion. There's no value in writing two emails then copy/pasting 
one at the end of the other.

If two people asked the same question, or made the same point, and you have 
one reply which answers both of them, then it would make sense to combine it 
(not sequentially, but e.g. quoting both statements and then following with one 
reply).

It makes sense to bring in things from multiple emails when they fit into the flow of 
what you're saying.

In general it's best to figure out one or a small number of points you want to 
make/discuss in an email, and then quote whatever will help with that. That often, 
but not always, means quoting from one email which brings up the topic.

One of the downsides of combining emails, even when it makes sense, is that 
some people look for replies to themselves by checking for "[their own name] 
wrote" at the top of emails, which they will not see if it's in the middle. I suppose 
this could be solved by naming everyone who will be replied to, at the top.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Fungibility clarification
Date: August 20, 2011 at 7:06 PM

Having thought about this a bit I think I put some of my points on
fungibility badly and I should like to clarify my position.

I also think the discussion in BoI is slightly confusing. Let's start
by looking at the apparent conflicts in the BoI discussion.

Fungibility is defined at the end of the chapter as 'Identical in
every respect.' Likewise on p. 265 David writes that fungible objects
are 'identical literally in every way except that there are two of
them.'

However, on p. 268, we see the first sign of apparent trouble. Money
is legally fungible - any two units of the same currency are identical
for the purposes of paying a debt. David then points out that you
could instruct your bank to pay one dollar in taxes on a specific
date. 'Since the dollars in the account are fungible,' David writes,
'there is no such thing as which one belongs to the tax authority and
which belongs to you.' In the very next sentence he writes: ''Everyday
language struggles to describe this situation: each dollar in the
account shares literally all its attributes with the others, yet it is
not the case that all of them have the same owner.'

Now, on p. 293, David writes something that I think helps us to
understand the root of the disagreement about fungibility in quantum
mechanics. '[C]onsider a single cosmic ray particle travelling in the
direction of Earth from deep space. That particle must be travelling
in a range of slightly different directions, because the uncertainty
principle implies that it must spread sideways like an ink blot as it
travels. By the time it arrives the ink blot may well be wider than
the whole Earth - so most of it misses and the rest strikes everywhere
on the exposed surface. Remember, this is a single particle, which may
consist of fungible instances. The next thing that happens is that
they cease to be fungible, splitting through their interactions with
atoms into a finite but huge number of instances, each of which is the
origin of a separate history.'

Now, the different instances are not identical in every respect. They



will be found at different places and produce different histories.
What is true is that there is a sense in which there is no such thing
as which is which. Why? Because we could interfere different instances
of the particle and we would not be able to explain the result by
discussing the instances separately: they would all contribute to the
outcome. The important thing is not that they are identical in every
respect, it is just that there is no such thing as which is which.

What counts as there being such a thing as which is which? The answer
is that when two different instances produce different information
that can in principle be copied then there is a fact about which is
which. (Copied here means that information started out as present in
only one system and was then present in more than one system after the
copying process was over.) For example, if a cosmic ray strikes a rock
in Glasgow then it heats the rock up slightly: this could in principle
be measured and that information could be entered onto a computer,
then sent out in an e-mail to another computer, then a scientist could
look at it and say "oh gosh a cosmic ray hit a rock in Glasgow" and
tell his friend about the cosmic ray over lunch and so on. If it hits
a rock in Oxford instead then that too could be measured and then the
scientist would say that the cosmic ray hit a rock in Oxford instead
of saying it hit a rock in Glasgow. Information that can be copied
reliably is digital as explained in Chapter 6 of BoI pp. 140-142. That
explains the quantum in quantum mechanics.

Now, in an interference experiment there is no such thing as which is
which. So if fungibility is defined in terms there being no such thing
as which is which then during an interference experiment the different
versions of the interfering system are fungible. Defining fungible in
any other way is not helpful for understanding quantum mechanics.

I said in an earlier message that fungibility is relative. I was wrong
about that and woule like to explain the mistake. What I was thinking
of was this. If you have a pair of systems that are entangled with one
another then the joint system is fungible: it could undergo
inteference so there is no such thing as which is which. However, the
subsystems can't undergo interference unless the entangling
interaction is undone so there is such a thing as which is which for
them. I got a bit mixed up between the system and the subsystems.



Any problems?

Alan



From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility (EPR)
Date: August 20, 2011 at 11:09 PM

tom.harrigan wrote:
... CI is also local. There is no spooky  action at a distance...

The CI seems to waffle on locality, asserting  that *it doesn't matter*
whether states are influenced by factors beyond the  light cone, since there is
no benefit that can be derived within the confines of  SOL communication.
Subjectively, it doesn't matter to Alice that Bob knows the  spin of her
electron. It's kind of "Yeah, so what?"

...  Heisenberg repeatedly emphasised that the wavefunction does not
objectively  exist, but rather it is a description of our subjective state of
knowledge  ...

Although the wavefunction doesn't have an independent reality, it is
considered a "complete description" of the observables. CI has no interest in
discovering any objective cause for the probabilities it describes: all of
reality is subjective, so why bother trying?

[EPR Worlds -  differentiation - occurs] when [entangled particles] are
measured. In MW that is  when entanglement with the apparatus happens.

I'll leave it to others to  say what MWI claims, but (as I described at the
top of the thread) it makes more  sense to me that entanglement occurs at
the time of generation, rather than at  the time of observation. Likewise,
the differentiation in the two-slit  experiment occurs at passage, not when
the characteristic interference becomes  evident.

However, Alan (in the parallel thread) says that reality is  "sliced up
into parallel universes" after generation, after the differentiating  event,
after the attributes are established, and maybe even after the  measurement is
known. In the case of EPR, it only occurs when the information is  shared:

Alan: "When you measure something the different versions are no  longer
fungible to you and the multiverse in you neighbourhood is sliced up into
universes in a particular way. However, the joint system consisting of you and
the thing you've measured at a particular time is still fungible relative to



me  and will only become sliced up into parallel universes when we
interact."

I think the paradox lies in the measurement of orthogonal  axes.

I think you're right. At least, that's the way Wiki describes it.  The
wonder is not that the primary spins are complementary, but that the  orthogonal
spins (which are not measured) become known. They should be unknown,  it is
claimed, because detecting the x-spin interferes, making the status of the
y-spin "incompatible" with any definite value. The "paradox" is that
Alice's  particle is NOT measured and "her" particle doesn't know that Bob has
measured  the entangled particle, yet the y-spin of Alice's particle "reverts"
to a .5  probability. Or something like  that:
http://en.wikipedia.org/wiki/Epr_paradox#Measurements_on_an_entangled_state

To  my mind, there's no paradox at all. The particles have (by definition
and  conservation) complementary spins at the point of generation, no matter
what is  observed. Bob's spin (whether x or y) will always be the complement
of the spins  Alice does or doesn't measure.

Bill

http://en.wikipedia.org/wiki/Epr_paradox#Measurements_on_an_entangled_state


From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Fungibility clarification
Date: August 20, 2011 at 11:48 PM

I am no phycisist, but this is how I understood Deutsch's point about
fungibility:

Several instances of a particle are fungible when interference can
destroy their respective identities. For example, in Mach-Zehnder
interferometers, a single particle takes two different paths, passing
through the half-mirror in one universe and reflecting off it in
another. These particles are not identical, i.e. there  are statements
which are true for one particle but not true for the other. However,
by the time both particles reach the final half-mirror, they interfere
and exit the interferometer on the same path. This interference
destroys their respective identities, and the two instances of the
particle become fungible.

Our intuition has it that there are now two particles doing the same
thing in two different universes, but each particle has a different
history, i.e. one where the particle passed through the mirror and the
other where is reflected.

This intuition is wrong, according to Deutsch. We can understand this
by stacking two Mach-Zehnder interferometers one after the other. The
particle passes through the first interferometer, takes two paths in
alternate universes, and then interference forces both particles to
take the same path out. Now suppose the particle immediately enters a
second interferometer and, again, passes through the mirror in one
universe and reflects off it in another. Before the two particles
reach the final mirror and interfere, we again have two separate
particles for which some statements are true for one but not the
other.

If particles are not fungible, it would be sensible to ask which path
each particle took when passing through the first interferomenter,
because each particle in each universe would have a unique history.
For example, we might say that the particle which passes through the
mirror at the second interferometer reflected off the mirror at the
first interferometer. The opposite would then be true for the other
particle. But this is, apparently, not a sensible question or answer



given the laws of quantum physics.

What Deutsch appears to be saying is that when the two particles
interfere coming out of the first interferometer, they become
fungible, i.e. they lose their unique identity. By the time the
particle has entered the second interferometer, it literally makes no
sense to ask which particle did what in the first interferometer, just
like it makes no sense to ask which dollar the bank is adding or
removing from your account. What matters is what is happening to the
multiversal object of the particle, just like what matters is what is
happening to the whole balance of your bank account.

At any rate, this is my (mis)understanding.



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility
Date: August 21, 2011 at 3:59 AM

 

certainly isn't an objective state of reality. It is a probability
distribution  describing our incomplete state of knowledge. It is just a set of 
complex
 numbers.

IF interference exists, then it is surmised that the photon IS a wave,  
having the potential of interference with itself, rather than a coherent  
particle, which does not. Exhibiting interference isn't a probability, it is a  
certainty.

Allow me to quote from Bohr himself:

"In our description of nature, the purpose is not to disclose the real
essence of the phenomena but only to track down, so far as possible,
relations between manifold aspects of experience."

"We must never forget that 'reality' is a human word just like 'wave'
and 'consciousness.' Our task is to learn to use these words correctly
-  that is, unambiguously and consistently."

In the end, whatever your interpretation, you had better agree that
the wave function of the _single_ particle cannot be described by a
sum of wave functions for each slit, but by a superposition of the
two.

Tom



From: Manolis.A.C. <manolis.a.c@gmail.com>
Subject: [BoI] Determinism and MWI
Date: August 21, 2011 at 4:17 AM

From what I understand from various readings, DD is a proponent of both 
fundamentally deterministic nature of the universe (or multiverse), and the Many-
Worlds Interpretation of Quantum Mechanics.

Such a combination of theories therefore inevitably gives rise to the following 
question:

If we experience merely epistemic uncertainty regarding the unfoldings of our 
branch(es) of the multiverse, then there necessarily has to be an ontological 
probability attached to what determines what branch of the multiverse we end up 
in.

In my simple thinking, the two are not compatible. Either there has to be genuine 
determinism and some form of single universe interpretation of QM, or genuine 
ontological indeterminism and a MWI of QM.

So, what say you, gents?

Manolis



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Fungibility
Date: August 21, 2011 at 4:32 AM

On 21 Aug 2011, at 8:59am, tom.harrigan wrote:

Allow me to quote from Bohr himself:

"In our description of nature, the purpose is not to disclose the real
essence of the phenomena but only to track down, so far as possible,
relations between manifold aspects of experience."

Does this differ from solipsism in any way?

-- David Deutsch



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Is the multiverse really real?
Date: August 21, 2011 at 4:37 AM

On 14 Aug 2011, at 2:26am, tom.harrigan wrote:

On Aug 13, 10:16 pm, Elliot Temple <c...@curi.us> wrote:
so, MWI theory says, rather straightforwardly, that's what there is. that stuff all 
exists. and it's not fair to call those photons "invisible", because our photons 
are not privileged in some way -- ours are "invisible" to the other universes.

What you say, may be true. But why can't we distinguish

[by experiment]

between the multiverse and the Copenhagen interpretation?

For the same reason that no experiment can distinguish between the theory that 
fossils are the remains of dinosaurs and the theory that fossils were created 6000 
years ago to test our faith.

-- David Deutsch



From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Fungibility clarification
Date: August 21, 2011 at 1:16 PM

An intuition pump would be to imagine each particle as a droplet of
water.

Droplets of water are fungible. Suppose water is dripping from a
faucet into a leaky container and then dripping again into a second
container (suppose the leak is a few is abotu an inch from the bottom
of the first container). Now, it would be nonsense to ask whether a
droplet falling into the second container is the same as a water
droplet that fell into the leaky container a few minutes ago. It
wouldn't just be false, but couldn't possibly be true. That's just not
how water droplets work. The water droplets falling into the second
container do not have a history of falling from the faucet some time
in the past. The whole system has a history of droplets falling into
the first container and then other droplets leaking into the second
container, but the water droplets themselves do not have unique
histories traceable through these events: the mass of water that
collects in the leaky container is fungible with regard to droplets of
water. It literally makes no sense to ask which one of the droplets
that fell into the container originally is now leaking out.

This is what I get from Deutsch explanation of fungibility with regard
to elementary particles. When a particle becomes differentiated in
alternate universes and is then realigned by interference, it is like
two droplets of water coming together. When the particle is then
differentiated again sometime later, it makes no sense to ask which
particle did what the last time they were differentiated, just as it
makes no sense to ask which of the water droplets is leaking from the
container.



From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Fungibility
Date: August 21, 2011 at 3:00 PM

Bohr's instrumentalism is self-defeating, since any given "manifold
aspects of experience" can be described in infinitely many ways. No
particular interpretation of quantum theory is special so long as it
does not impede making accurate predictions of our experiences. But
then how is this supposed to argument supposed to favour the
Copenhagen interpretation? Both are, according to purely
instrumentalist standards, just as good as each other, i.e. they are
useful fictions to help us describe the "manifold aspects of
experience" without any ontological implications.

The implicit premise might  be that the Copenhagen interpretation is
more parsimonious, but I don't think that is so. While the multiverse
interpretation just lets the things quantum theory describes actually
exist, the Copenhagen interpretation tells us to act as though they
exist but then qualifies this with an explanation of why they do not
really exist after all (or, at least, how we can avoid claiming their
existence). This seems to make the Copenhagen interpretation an
unnecessarily complicated fiction for making all the same predictions
and using all the same equations. In other words, the multiverse
intepretation seems to me to be superior to the Copenhagen
interpretation even from an instrumentalist standpoint.

What appears to be going on is just an regression to old fashioned
empiricism (even logical positivism). That is, one cannot justify the
claim that something exists unless one can verify it. In the end, the
Copenhagen interpretation is just an attempt to stay loyal to the
supposed authority of sense experience -- to believe nothing except
that which can be reduced to the impressions of the senses. The end
point of all such philosophy is ultimately the rejection of realism
itself, since, we can only verify that our perceptions exist and
nothing else.

It's just an attempt to avoid the implications of our best theory for
the sake of saving bad philosophical assumptions.



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [TCS] Elon Musk on Parenting and Nature/Nurture
Date: August 21, 2011 at 4:47 PM

On Aug 20, 2011, at 11:23 AM, Elliot Temple wrote:

http://www.oninnovation.com/videos/detail.aspx?video=1251

ELON MUSK:

It would infuriate my parents.

INTERVIEWER:

That you would think differently about things, or, what?

ELON MUSK:

That I wouldn't just believe them when they said something 'cause I'd ask them 
why.  And then I'd consider whether that response made sense given 
everything else I knew.

Why parents find rationality infuriating is an important question with implications 
and reach.

This sort of parental attitude leads to life-long anti-rational attitudes, at least in the 
people who take the attitude onboard. For instance, when trying to engage in 
rational discussion, people will accuse you of "being childish" if you ask too many 
why's (i think the limit is like 4). As if that's an argument. I guess that's an 
example of its reach.

What do you think some of the other implications are / reach is?

And what are effective arguments for criticizing this sort of anti-rational approach?
Like, if you are friends with parents who are dismissive of their kids "Why" 
questions, what do you say?

If they don't have a respect for the intellectual curiosity of their children, and don't 
think that's an important and good thing and part of their job as parents to 

http://www.oninnovation.com/videos/detail.aspx?video=1251


address, and that addressing it (by offering their kids good explanations / ways of 
getting at good explanations) should be *fun* to them, what *can* you say?



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: [BoI] Doublethink
Date: August 21, 2011 at 5:57 PM

I'll define doublethink as "Acting in accordance with two contradictory
theories, adopting one of them in some situations and adopting the other in
other situations. "

Is some amount of double thinking sometimes necessary, if one doesn't want
to change his mind in a revolutionary way?

Is there any better definition of doublethink? According to the above
definition, physicists who actively use both general relativity and quantum
mechanics are, in effect, double thinking.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Doublethink
Date: August 21, 2011 at 6:03 PM

On Sun, Aug 21, 2011 at 2:57 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

I'll define doublethink as "Acting in accordance with two contradictory
theories, adopting one of them in some situations and adopting the other in
other situations. "

Is some amount of double thinking sometimes necessary, if one doesn't want
to change his mind in a revolutionary way?

Is there any better definition of doublethink? According to the above
definition, physicists who actively use both general relativity and quantum
mechanics are, in effect, double thinking.

Physicists use the single idea of the form, "QM and GR are both good
ideas but strictly false. But we haven't yet got a new theory of
physics to replace them both. The way to proceed is..." When they seem
to be "using QM" or "using GR" they are, in both cases, acting on this
one idea.



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Is the multiverse really real?
Date: August 21, 2011 at 7:03 PM

On Aug 21, 9:37 am, David Deutsch <david.deut...@qubit.org> wrote:
On 14 Aug 2011, at 2:26am, tom.harrigan wrote:

On Aug 13, 10:16 pm, Elliot Temple <c...@curi.us> wrote:
so, MWI theory says, rather straightforwardly, that's what there is. that stuff all 
exists. and it's not fair to call those photons "invisible", because our photons 
are not privileged in some way -- ours are "invisible" to the other universes.

What you say, may be true. But why can't we distinguish

[by experiment]

between the multiverse and the Copenhagen interpretation?

For the same reason that no experiment can distinguish between the theory that 
fossils are the remains of dinosaurs and the theory that fossils were created 
6000 years ago to test our faith.

I don't think that is a fair analogy as fossils are real classical
objects.

In simple terms, I characterise:
MW - everything a universal theory describes is real - the theory is
reality. Reality is not unique.
CI - a universal theory must describe reality, and other possibilities
- the theory is not reality. Reality is unique.

So, either the theory is reality (MW), or we need a mechanism for
relating reality to the theory (wavefuncton collapse).

Is that a fair assessment?

Tom



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility
Date: August 21, 2011 at 7:32 PM

On Aug 21, 8:00 pm, Lee Kelly <leethe...@gmail.com> wrote:
Bohr's instrumentalism is self-defeating, since any given "manifold
aspects of experience" can be described in infinitely many ways. No
particular interpretation of quantum theory is special so long as it
does not impede making accurate predictions of our experiences. But
then how is this supposed to argument supposed to favour the
Copenhagen interpretation? Both are, according to purely
instrumentalist standards, just as good as each other, i.e. they are
useful fictions to help us describe the "manifold aspects of
experience" without any ontological implications.

I think you are exaggerating when you say our experiences can be
described in "infinitely many ways". The interpretations that remain
plausible after Bell and Leggett are MW and local non-realist
interpretations. I have not been arguing in favour of CI, but rather
in favour of not misrepresenting CI. Yes both theories are as good as
each other, particularly if you ignore the funging/de-fungin/re-
funging/relative-funging questions and their ontological implications.

The implicit premise might  be that the Copenhagen interpretation is
more parsimonious, but I don't think that is so. While the multiverse
interpretation just lets the things quantum theory describes actually
exist, the Copenhagen interpretation tells us to act as though they
exist but then qualifies this with an explanation of why they do not
really exist after all (or, at least, how we can avoid claiming their
existence). This seems to make the Copenhagen interpretation an
unnecessarily complicated fiction for making all the same predictions
and using all the same equations. In other words, the multiverse
intepretation seems to me to be superior to the Copenhagen
interpretation even from an instrumentalist standpoint.

Well yes. In MW, the theory is reality. In CI the theory is a theory.

What appears to be going on is just an regression to old fashioned



empiricism (even logical positivism). That is, one cannot justify the
claim that something exists unless one can verify it. In the end, the
Copenhagen interpretation is just an attempt to stay loyal to the
supposed authority of sense experience -- to believe nothing except
that which can be reduced to the impressions of the senses. The end
point of all such philosophy is ultimately the rejection of realism
itself, since, we can only verify that our perceptions exist and
nothing else.

In CI the link between theory and Reality is probability. In MW the
link between Theory and reality is probability.

It's just an attempt to avoid the implications of our best theory for
the sake of saving bad philosophical assumptions.

I agree.

Tom



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Intellectual Property is Not Property
Date: August 21, 2011 at 9:06 PM

On Fri, Aug 19, 2011 at 10:58 AM, Westmiller <westmiller@aol.com> wrote:
On Aug 18, 12:30 am, Abraham Lewis <abraha...@gmail.com> wrote:

I am generally a libertarian in my philosophy of government, but I'd like to 
argue here against the idea of intellectual property, that it is a just and good 
idea ...

I use the label regularly to describe myself, but there are strands of
supposedly "libertarian" analysis (specifically "anarcho-capitalism")
with which I totally disagree:
http://en.wikipedia.org/wiki/Libertarian_perspectives_on_intellectual_property

Why do you disagree with anarcho-capitalism? What is your criticism?

... Specifically, I don't think coercion should be used to enforce their claim.

In the Objectivist strand of libertarian analysis, the use of force -
when necessary to protect one's property - is a moral imperative, as
is the retaliatory use of force when property rights are violated.
Sadly, the word "coercion" is frequently applied to these forms of
force, rather than only to the *initiation of force*, which is
commonly forbidden in libertarian philosophy (though I think there are
exceptions).

When did Rand ever advocate the use of force for vengeance ("retaliation")?

I believe she only advocated the use of force for *defense* which is
different. Hitting someone back because he hit you does not accomplish
anything (whereas, for example, putting him in jail so he can't hit
anyone anymore does accomplish something, but is not retaliation, it
is defense).

Also Objectivism is not a type of libertarianism. Just because
libertarians adopted a few of Rand's ideas -- while vehemently
rejecting many others -- doesn't make Rand a libertarian. She hated
libertarians and vigorously argued against them. Problems with

http://en.wikipedia.org/wiki/Libertarian_perspectives_on_intellectual_property


libertarians include their opposition to morality, their unreasoning
hatred of the State (usually focussed of their own State, even if it's
far better than many other States), their pacifist and isolationist
tendencies, and their penchant for revolutionary and even violent
"reform".

You can't patent an idea

You can if you know how to use the words "a system and method for" and
then write your idea.

Actually, I don't think you can patent anything except ideas. People
have *ideas* for inventions. They have *ideas* for product designs.
They have *ideas* for methods of accomplishing things.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Doublethink
Date: August 21, 2011 at 9:16 PM

On 8/21/2011 10:57 PM, Matjaž Leonardis wrote:
I'll define doublethink as "Acting in accordance with two contradictory
theories, adopting one of them in some situations and adopting the other in
other situations. "

Theories like "When I'm hungry, I should eat" and "When I'm not hungry, I should 
not eat" aren't contradictory, even though they're both theories that tell me I 
should sometimes do some things that contradict each other ("I should eat" 
versus "I should not eat"). They're not contradictory because they're restricted to 
particular situations, and those situations mostly don't overlap. Though, in a few 
situations, I'm "kinda hungry," at which point I might appear to doublethink - 
sometimes when I'm kinda hungry I'll eat, and sometimes when I'm kinda hungry I 
won't.

Often, when people appear to be 'doublethinking' per your definition, they don't 
*actually* have contradictory theories - it's just that the theory telling them which 
behavior to use in which situations is hard to state. That's still a problem, because 
it's difficult to criticize a theory that you can't state.

Is "being inconsistent about how to act" another way of describing doublethink?

Is some amount of double thinking sometimes necessary, if one doesn't want to
change his mind in a revolutionary way?

I think sometimes, yes. You'd acquire the new idea, and begin applying it to some 
situations (e.g. the context you learned it in) while applying the old idea to others. 
Over time you'd think more about the reach of the new idea, and replace the old 
idea in more and more situations.

I'm not sure if it's always though. It seems like sometimes you might think that a 
new idea completely dominates an old one - is better than it in every way - so 
you'd immediately switch the old idea for the new one everywhere. I think it might 
be a revolutionary-style mistake to think that a new idea completely dominates an 
old one though.

Is there any better definition of doublethink? According to the above



definition, physicists who actively use both general relativity and quantum
mechanics are, in effect, double thinking.

For what purpose are you trying to define it? What problem are you actually trying 
to solve?

- Richard



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Is the multiverse really real?
Date: August 21, 2011 at 9:25 PM

On Sun, Aug 21, 2011 at 4:03 PM, tom.harrigan <tom.harrigan@gmail.com> 
wrote:

On Aug 21, 9:37 am, David Deutsch <david.deut...@qubit.org> wrote:
On 14 Aug 2011, at 2:26am, tom.harrigan wrote:

On Aug 13, 10:16 pm, Elliot Temple <c...@curi.us> wrote:
so, MWI theory says, rather straightforwardly, that's what there is. that stuff 
all exists. and it's not fair to call those photons "invisible", because our 
photons are not privileged in some way -- ours are "invisible" to the other 
universes.

What you say, may be true. But why can't we distinguish

[by experiment]

between the multiverse and the Copenhagen interpretation?

For the same reason that no experiment can distinguish between the theory 
that fossils are the remains of dinosaurs and the theory that fossils were 
created 6000 years ago to test our faith.

I don't think that is a fair analogy as fossils are real classical
objects.

It's not an analogy.

In an analogy, one compares two things that are similar in some way.
Dictionary definitions include "a correspondence or partial
similarity" and "a thing that is comparable to something else in
significant respects".

David spoke of two things that are "the same".

This reminds me of how people talk about the "analogy" between



biological evolution and memetic evolution. But it is not an analogy.
In both cases, evolution takes place (literally) which is *the same*
evolution in both cases, not two different things sharing the name
"evolution".

Argument by analogy is, in general, invalid. Because the analogized
things are actually different, you can't just assume that what's true
about one is true about the other.  The comment about "real
classically" and whether the analogy is "fair" are discussing this.
Tom is saying that there are important differences between the two
situations, so David's argument by analogy is no good.

But since it wasn't an argument by analogy, that's irrelevant. And,
further, the thing David was talking about which is "the same" for the
two different cases wasn't about what is "real" or not. So that's an
important misunderstand which seems to come from not reading the
quoted text David provided. David carefully quoted text stating
exactly the issue he was going to reply to, and expected people to
read this text as part of his post in order to understand his point.
His own text was never intended to stand alone.

Notice the thing David is discussing makes no mention of what is
"real" or not. Rather the thing the quote is about, and his own reply
about, both explicitly, is distinguishing between different theories
by experiment. That is his topic which I don't think was understood.

See more below.

In simple terms, I characterise:
MW - everything a universal theory describes is real - the theory is
reality. Reality is not unique.
CI - a universal theory must describe reality, and other possibilities
- the theory is not reality. Reality is unique.

So, either the theory is reality (MW), or we need a mechanism for
relating reality to the theory (wavefuncton collapse).

Is that a fair assessment?



This is not discussing the issue David posted about above, which is
about distinguishing things by experiment. It is not an assessment
relevant to the issue David posted about. It's also too vague to
evaluate (what does it mean for reality to be unique or not? What does
it mean if a theory "is" reality? And why does it talk about what
universal theories in general? MWI doesn't have a position about other
universal theories.)

What is David's post, if not an analogy? It's an argument.

Here are things David did *not* mean, which would involve analogy:

- CI and dinosaur-denail are similar (broadly, overall or in general).
Dinosaur-denial is false, therefore CI is also false.

- Denying dinosaurs existed is stupid and ignorant, therefore the same
goes for denying MWI

- CI supporters believe in faith, since dino-deniers do

- CI supporters are similar to religious people

- Fossils are real therefore other universes are real too

To understand David's post, one has to consider (as he suggested): why
can't experiment distinguish between dinosaurs existed and fossils
were created 6000 years ago? What is the reason for that?

Then we'll take that reason and find that it applies (not by analogy)
to the CI issue David was discussing. At least that's what David wants
us to do and said would work.

The reason experiment cannot distinguish between 6000 year old fossils
created by God to *look* older than that, and older fossils, is
because they make identical testable claims. The 6000 year old fossils
view copies all the same empirical claims as the dinosaurs-existed



view, so they can't be distinguished by experimental test. It says
we'll find fossils exactly *as if* dinosaurs did exist.

You can't distinguish two ideas, which make identical empirical
claims, but non-identical non-empirical claims (e.g. explanatory
claims) by empirical experiment. It is impossible. The way experiments
can distinguish between ideas is when they make different
(contradictory) claims and then we can do the experiment and they
can't both be right.

So, the reason two things cannot be distinguished by experiment in the
dinosaurs/dino-denial case is because there are no differing empirical
claims to test. And the reason is the MWI/CI case is literally "the
same": because there are no differing empirical claims to test.

Why did David choose the example about faith? Because it illustrates a
further point: that just because two things cannot be distinguished by
empirical test does not make them equally good. It is not an argument
they are equally good.

In the dinosaur case, you would not have posted saying that "But why
can't we distinguish by experiment between creationism and dinosaurs
existed." You would not have been interested in defending that theory
on those grounds. Why? Because you would recognize, in that case, that
such a defense is not adequate.

David wants you to take your recognition from the one case and apply
it to the other. Not by analogy but just take the same idea and use it
in both cases. The knowledge you use in the one case has reach to the
other.

How can we distinguish between claims which cannot be distinguished by
experimental tests? By considering if they are good or bad
explanations. This is a major theme of BoI.

Distinguishing by good or bad explanations is what you do when



considering creationism vs. dinosaurs-existed. You recognize that
creationism is easy to vary: no matter what the experimental results
are, you could always say that God provided that evidence to make it
look like the scientific worldview is true in order to test our faith.

Meanwhile the dinosaurs existed theory is hard to vary. If a new
evidence is found, that is guaranteed to be compatible with some form
of creationism, but it is not guaranteed to be compatible with
dinosaurs having existed. New evidence could contradict what we know
about dinosaurs. That's possible because they are a good explanation.

The explanation, "because God wanted to test our faith" could be
varied to "because God was in a bad mood and wanted to screw with us"
and many other things. It is easy to vary. But you can't vary
dinosaurs to Godzillas because the fossils aren't the right shape, nor
can you vary when dinosaurs lived because of our ability to
scientifically date fossils, and so on.

So what can we learn from this? That CI cannot be refuted by
*experimental test* is no defense of it. We must consider whether it
is a good or bad explanation (and we should consider the same for
MWI).

MWI is hard to vary (without breaking it). That makes it a good
explanation. Why do I think it's hard to vary? I haven't come up with
any way to vary it. Nor has, to my knowledge, anyone else.

CI is a bad explanation because it involves arbitrary claims which
could be varied to other claims with no affect on how well it works as
a theory of physics (but a large effect on how psychologically ready
people are to accept it).

But you have said that David and his fans misunderstand CI. OK. Then
back up that claim: present an explanation of CI (making use of quotes
and cites if you wish) which we haven't got a crushing criticism of.
Present a version of CI which is hard to vary.



Just referring to CI without talking about what you mean by it doesn't
advance the discussion. I know you're expecting us to be familiar with
the literature. But some of us are. And still don't agree with you. So
that means it's time to actually explain yourself instead of just
assuming that if we read the literature (that, again, some of us did)
then we'd see it your way. Some of us did read the literature and do
not see it your way, so you have to actually explain your way of
seeing it.



From: Westmiller@aol.com
Subject: [BoI] Re: Intellectual Property is Not Property
Date: August 21, 2011 at 11:49 PM

Abraham Lewis writes:
... But what is the legitimate claim? What are the ownership  rights?

A legitimate claim is one that you can assert with evidence and logic as
being a consequence of your effort. You have "endowed" something with a part
of  yourself and therefore can claim a unique relationship to the fruits of
your efforts. You alone have the a proper claim to the use, duplication, or
 disposal of that product. You can concede that claim or grant  access to
others as you please, but no other person can claim a right to  take it from
you against your will. Those conditions apply to both physical and
intellectual property.

For example, you might have a talent for cutting a piece of wood into a
cube. A businessman might have the wood and the means of selling wood  
cubes,
but not the talent. You own your talent and can sell it to him for  whatever
compensation (salary/commission) you think is appropriate. He does  not own
your talent (even if he owns the wood) and cannot properly coerce you  into
making wood cubes, but you might agree in advance to surrender your
ownership claims to the products of your effort for compensation. Having  paid 
the
compensation, the businessman now owns the cubes you produced. No other
person can establish a proper claim ownership of those cubes without the
consent of the businessman, in return for compensation.

Exactly the same applies to intellectual property. Simply substitute the
fact that you have invented a device that automatically cuts wood into cubes.
 Since your effort has gone into constructing the device, you have the only
 legitimate ownership claim to the design. You can sell, rent, or lease the
 device to the businessman, under whatever conditions you stipulate, for
some  acceptable compensation. Unless you explicitly grant the right to
replicate the  device, he cannot deprive you of your legitimate claim to the
design  against your will. The only rights he has to use the device are those
that you willingly grant.

... In contrast, if you come up with a tune, and someone hears your  tune



and starts humming it himself for his own enjoyment and the enjoyment of
his friends, I would argue that you are not morally justified in using
violence  to shut him up, because he has deprived you of nothing that you 
already
had.

That depends on what claims the creator has implicitly or explicitly
claimed. If he makes no claim, then no rights are violated by other users (a
condition that would also apply to abandoned physical property or an anonymous
invention). However, if the composer creates a unique instantiation of a
complex  series of musical notes (not just a few bars) in private, he alone
has a  legitimate claim to every performance of his composition.

If you surreptitiously obtain it and start performing it against his
wishes, you are violating his ownership claim. More likely, he will record it
and offer it for independent performance, with whatever conditions that he
considers acceptable, for compensation. If you perform it without his
permission, you are stealing the fruits of his effort. You have no legitimate
claim to any ownership rights in the composition and you have no right to
ignore the conditions that the creator might have stipulated. He has a right to
defend his claim, with force if necessary, to restraint your unauthorized
performance or to demand compensation.

Of course, the reality is that a composer isn't likely to expend additional
 effort to defend a claim which does not jeopardize the rewards he might
achieve  from authorizing the use of his property. In the case of serious
violations,  he's likely to concede to a legal definition of his claims (which
might  incorporate "fair use") and depend on the threat of force issued by
courts. In  that case (usually a tort), he has to prove some concrete harm,
prove that you  did it, and prove the priority and merit of his claims. That's
a pretty heavy  burden for anyone trying to secure their legitimate
ownership rights.

... to say that what is copyrighted is a "specific concrete
instantiation" is not a good replacement ...<

If I am whistling a tune in public, the contractual implication is that I
make no claims on how it will be used or performed. If I write down the
notes,  date it, apply my name as composer, and assert that "All rights are
reserved.", then I have a specific, concrete instantiation of the tune. I have



asserted an ownership claim, which might (theoretically) be challenged
against a  similar document by another composer of the same tune at a prior
time. Then, the  merit of the two claims depend on facts and logic, usually
submitted to an  impartial arbiter. The use of force can be threatened against
the loser, if he  continues to violate the owner's rights or refuses to
compensate the  winner.

... Here I am suggesting that things that are typically thought  of as
not discoveries have more in common with discoveries than with created
objects, and perhaps ought to be thought of as discoveries or as a  third
category altogether.

There are discoveries that might facilitate the creation of an ownership
claim. That's essentially Locke's argument for land ownership: the first
*user*  that applies himself to unclaimed soil becomes the legitimate owner.
But,  discovery in itself, of something previously existing, bestows no
ownership  rights to the discoverer, no matter how much effort he has put into the
discovery. For example, extraction rights for minerals, or even water, are
presumed to dwell in the owner of the superior real property, not the
discoverer.

... That is true. I would add that those principles also have to  be
clear and unambiguous in application, and I don't think we have yet  discovered
such clear, coherent, and defensible principles.

Although there are exceptions, the whole body of IP law is pretty clear,
coherent, and defensible ... even if the legislators, lawyers, and judges
have a  feeble understanding of the rational justification for those laws.

Bill
PS: Submitted with implicit permission to copy, with proper  credit.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Determinism and MWI
Date: August 22, 2011 at 12:00 AM

On 21 Aug 2011, at 09:17, "Manolis.A.C." <manolis.a.c@gmail.com> wrote:

If we experience merely epistemic uncertainty regarding the unfoldings of our 
branch(es) of the multiverse,

What do you mean by 'our branch(es)' ?

then there necessarily has to be an ontological probability attached to what 
determines what branch of the multiverse we end up in.

But don't we end up in all the branches?

- Richard



From: Manolis.A.C. <manolis.a.c@gmail.com>
Subject: Re: [BoI] Determinism and MWI
Date: August 22, 2011 at 12:38 AM

On 22 Αυγ 2011, at 7:00, Richard Fine <richard.fine@gmail.com> wrote:

On 21 Aug 2011, at 09:17, "Manolis.A.C." <manolis.a.c@gmail.com> wrote:

If we experience merely epistemic uncertainty regarding the unfoldings of our 
branch(es) of the multiverse,

What do you mean by 'our branch(es)' ?

The present branch we are currently  conscious of and the branch history we 
have memory of.

then there necessarily has to be an ontological probability attached to what 
determines what branch of the multiverse we end up in.

But don't we end up in all the branches?

- Richard

Manolis



From: Westmiller@aol.com
Subject: [BoI] Re: Statistics
Date: August 22, 2011 at 4:11 AM

Elliot Temple writes:
How can (can?)  factors ever be properly isolated in the social

"sciences"?

I agree that  social sciences are the least amenable to "scientific" study,
simply because one  can't easily isolate individual human factors.
Nevertheless, there are  propositions that can tested and correlations discovered
that *imply*  causation.

For example, one could test the hypothesis that smaller  classrooms
facilitate higher academic achievement. In this case, the two factors  (size and
results) could be sampled in a wide variety of contexts to discount  any other
factors as incidental. The result might be a definitive direct or  inverse
correlation between the two factors, or none at all. It might tell us
something about educational environments, or nothing at all. In any case, it
would not prove that class size *causes* achievement.

Now  Westmiller says there is "almost always" some kind of causation
involved.

Not quite. The topic was statistical sampling. I suggested that  a proper
sample might produce a correlation and that sort of "... correlation  almost
always *implies* causation .."

I measure the angle of a  pointy end of a rock with a protractor...

If you sampled all of the rocks  along a river bed, you might find that
those with the sharpest angles were  further away from the water. That
correlation might *imply* that a variable  water flow had caused the various 
degrees
of rock edges. That would only have  merit if you eliminated other
incidental factors (such as kids in the vicinity  using a sludge hammer to crack
rocks, who didn't want to get their feet  wet).

BTW: Relevant to one area of "social science" and statistics  (political
public opinion polls), readers might be interested in a column I  wrote some



time ago on the topic, pointing out  flaws:
http://www.nolanchart.com/article882_Making_Election_Polls_and_Sausage.html

Bill

http://www.nolanchart.com/article882_Making_Election_Polls_and_Sausage.html


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Elon Musk on Parenting and Nature/Nurture
Date: August 22, 2011 at 4:42 AM

On Aug 21, 2011, at 1:47 PM, Justin Mallone wrote:

On Aug 20, 2011, at 11:23 AM, Elliot Temple wrote:

http://www.oninnovation.com/videos/detail.aspx?video=1251

ELON MUSK:

It would infuriate my parents.

INTERVIEWER:

That you would think differently about things, or, what?

ELON MUSK:

That I wouldn't just believe them when they said something 'cause I'd ask 
them why.  And then I'd consider whether that response made sense given 
everything else I knew.

Why parents find rationality infuriating is an important question with 
implications and reach.

This sort of parental attitude leads to life-long anti-rational attitudes, at least in 
the people who take the attitude onboard.

This is an assumption. We do not know which parental behaviors are important to 
passing on anti-rational memes.

In general, there is no particular reason to assume that acting badly towards 
someone would cause a person to act badly themselves in the same way. 
Demonstrations of bad lifestyles could *show people what not to do*. Many 
people dislike their parents and consciously attempt not to act like their parents.

http://www.oninnovation.com/videos/detail.aspx?video=1251


And then they usually, in many respects, end up acting like their parents anyway. 
Whatever makes them do that is not the example their parents set. It could be 
those same behaviors, but at least not in their role as parenting examples to 
intentionally copy.

We do not know (specifically) what leads to life-long anti-rational attitudes. One 
thing that I suspect is that coercion plays an important role, for at least some of 
them.

That's not "coercion" meaning "force" but this "coercion":

http://fallibleideas.com/coercion

Coercion is an epistemological concept which is the cause of all psychological 
suffering.

If parents never made their children feel bad about anything, how would they get 
children to obey, conform, "listen", etc? They'd try to transfer memes and at least 
sometimes get ignored.

You could trick your kids, but after a while they'd just stop trusting you even if they 
don't know what the trick is this time.

For instance, when trying to engage in rational discussion, people will accuse 
you of "being childish" if you ask too many why's (i think the limit is like 4). As if 
that's an argument. I guess that's an example of its reach.

What do you think some of the other implications are / reach is?

And what are effective arguments for criticizing this sort of anti-rational 
approach?
Like, if you are friends with parents who are dismissive of their kids "Why" 
questions, what do you say?

You could say, "Why did you have children if you do not wish to put effort into 
educating them?"

This would serve multiple purposes. It could help them learn about their mistake. 
But if they are closed minded, then perhaps *you* could learn from their response 
about whether you should be friends with them.

http://fallibleideas.com/coercion


If they don't have a respect for the intellectual curiosity of their children, and 
don't think that's an important and good thing and part of their job as parents to 
address, and that addressing it (by offering their kids good explanations / ways 
of getting at good explanations) should be *fun* to them, what *can* you say?

"Goodbye".

Or:

"www.fallibleideas.com"

Or:

"www.beginningofinfinity.com"

Or ask them about whatever you're curious about.

You want something to persuade them. But I don't think you can persuade all 
anti-rational people in on general purpose way. It takes a personalized approach 
which uses the unique resources available in their individual lives. So I can't tell 
you something specific to say that you can actually expect to persuade them.

-- Elliot Temple
http://beginningofinfinity.com/interview

http://beginningofinfinity.com/interview


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Statistics
Date: August 22, 2011 at 5:01 AM

On Aug 22, 2011, at 1:11 AM, Westmiller@aol.com wrote:

Elliot Temple writes:
How can (can?)  factors ever be properly isolated in the social

"sciences"?

I agree that  social sciences are the least amenable to "scientific" study,
simply because one  can't easily isolate individual human factors.
Nevertheless, there are  propositions that can tested and correlations 
discovered
that *imply*  causation.

For example, one could test the hypothesis that smaller  classrooms
facilitate higher academic achievement. In this case, the two factors  (size and
results) could be sampled in a wide variety of contexts to discount  any other
factors as incidental.

The "wide variety of contexts" would be schools in our culture. The results would 
not be about human nature, the nature of schools, or any universal truth, but 
merely about non-outliers in our current culture (which is rapidly changing!).

It would tell us nothing whatsoever about whether large classes *plus some new 
idea for running them slightly differently* might work better than small classes. It 
tells us nothing about how the results would change in the presence of any new 
idea, such as a proposed reform to improve schools (so as soon as we try to 
improve schools the study goes obsolete).

Also the wide variety of contexts simply fails to discount any other factors as 
incidental. For example, it might be that small classes sizes are on average better 
funded *everywhere on Earth*. It could be extra money that lets them have more 
teachers per student. It could be that in all of these smaller class size schools, not 
all of that additional money goes to more teachers per student, but some also 
goes to other things.

Now I'm not saying whether or not that is the case. I'm merely pointing out that it 
might be. And therefore sampling the wide variety of (available) contexts cannot 



and would not "discount any other factors as incidental". This methodology 
suggested cannot and does not properly isolate and control other for other 
factors.

What researchers commonly do about this is they brainstorm up an exhaustive 
list of three to five factors (like the money one I mentioned) which they then try to 
control for by tweaking their results, and they don't worry about the factors not on 
that list.

All of this is the wrong approach to creating knowledge. The right approach is to 
focus on creating good explanations, as BoI explains. Studies can be involved in 
this, but not in the role of providing authoritative answers. Rather their primary 
role is that can sometimes refute ideas (if they make testable claims).

For example if someone claims that reducing class size by 3 -- in the context of 
our current society, and without doing anything else useful -- will make kids score 
higher (on average) on standardized tests, then you could test *that* by looking at 
the class sizes that are already small and in our culture, and possibly refute it, but 
not prove it true.

The result might be a definitive direct or  inverse
correlation between the two factors, or none at all. It might tell us
something about educational environments, or nothing at all. In any case, it
would not prove that class size *causes* achievement.

Now  Westmiller says there is "almost always" some kind of causation
involved.

Not quite. The topic was statistical sampling. I suggested that  a proper
sample might produce a correlation and that sort of "... correlation  almost
always *implies* causation .."

I measure the angle of a  pointy end of a rock with a protractor...

If you sampled all of the rocks  along a river bed, you might find that
those with the sharpest angles were  further away from the water. That
correlation might *imply* that a variable  water flow had caused the various 
degrees



of rock edges.

What you're doing here is choosing a correlation which has a good explanation 
for it, and focussing on that. You're actually starting with the explanation of 
causation and then seeking out some correlation second to try to support what 
you already knew.

What I'm doing is pointing out that most correlations aren't like that. If you just 
look at random correlations instead of the ones you select according to your 
unstated background knowledge, then they are much less impressive.

For example, all measurements create correlations. But measuring something 
does not, in general, reveal what caused it.

Correlations with good explanations of some causation do imply that causation, 
because *good explanations of causation alone* imply that causation. (The 
correlation part didn't do anything.)

Correlations with no such explanation, such as most most measurements (e.g. if I 
measure the length of something that usually doesn't tell me what caused it to be 
that length), do not reveal causation.

-- Elliot Temple
http://beginningofinfinity.com/interview

http://beginningofinfinity.com/interview


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Re: Intellectual Property is Not Property
Date: August 22, 2011 at 6:10 AM

Mr. Westmiller, in general I am asking you, not for a statement of your
position regarding IP, which you have already stated and is one I am
familiar with, being not uncommon, but for a justification of your
positions. I wanted to say that up front because I think we are talking past
each other. If I have not responded to something you wrote, it may be
because it seemed to me to simply be a restatement of your position.

On Mon, Aug 22, 2011 at 9:19 AM, <Westmiller@aol.com> wrote:

**
Abraham Lewis writes:

... But what is the legitimate claim? What are the ownership rights?

A legitimate claim is one that you can assert with evidence and logic as
being a consequence of your effort. You have "endowed" something with a part
of yourself and therefore can claim a unique relationship to the fruits of
your efforts. You alone have the a proper claim to the use, duplication, or
disposal of that product.

 I disagree. You say that you alone have the proper claim to duplicate the
fruits of your effort, but on what grounds do you make this claim? I have
already given an argument for why the nature of physical property endows
physical property rights (which, by the way, do *not* include the right to
duplicate since you can't duplicate physical property in the same sense you
can duplicate information) on its owner. I have shown that the same argument
does not apply to "IP" categories (at least not in the ways currently in
vogue).

At this point, for the argument to progress you need to provide an alternate
explanation of property rights that applies also to IP.

Furthermore, your explanation needs to be more compelling than mine because
the burden of proof to demonstrate that physical property and IP are in
principle the same thing is on you. And here is why:



- The concept of physical property goes as far back as we know of human
history, and is (almost) universal throughout human history; in contrast,
the concept of IP is a relatively late invention.
- The vast majority of people in the world show a great degree of respect
for physical property by not stealing. In contrast, the vast majority of
people in the world who have the proper means have committed (and probably
continue to commit) "IP theft".
- This video I linked to earlier:
http://www.youtube.com/watch?v=u6XAPnuFjJcand related research suggest
that there is a real and substantial difference
between traditional work and creative work. Specifically, there seems to be
a fundamental difference in motivation.

All of the above reasons (as well as my argument for property) strongly
suggest that physical property and "IP" are different things.

... to say that what is copyrighted is a "specific concrete
instantiation" is not a good replacement ...<

If I am whistling a tune in public, the contractual implication is that I
make no claims on how it will be used or performed. If I write down the
notes, date it, apply my name as composer, and assert that "All rights are
reserved.", then I have a specific, concrete instantiation of the tune. I
have asserted an ownership claim, which might (theoretically) be challenged
against a similar document by another composer of the same tune at a prior
time. Then, the merit of the two claims depend on facts and logic, usually
submitted to an impartial arbiter. The use of force can be threatened
against the loser, if he continues to violate the owner's rights or refuses
to compensate the winner.

Exactly, the person who wins the case has (imputed) rights over the other
person's "concrete instantiation". Thus what is copyrighted is not a
"*specific* concrete instantiation".

http://www.youtube.com/watch?v=u6XAPnuFjJcand


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 7:09 AM

On 21 Aug 2011, at 12:06am, Alan Forrester wrote:

Having thought about this a bit I think I put some of my points on
fungibility badly and I should like to clarify my position.

I also think the discussion in BoI is slightly confusing. Let's start
by looking at the apparent conflicts in the BoI discussion.

Fungibility is defined at the end of the chapter as 'Identical in
every respect.' Likewise on p. 265 David writes that fungible objects
are 'identical literally in every way except that there are two of
them.'

However, on p. 268, we see the first sign of apparent trouble. Money
is legally fungible - any two units of the same currency are identical
for the purposes of paying a debt. David then points out that you
could instruct your bank to pay one dollar in taxes on a specific
date. 'Since the dollars in the account are fungible,' David writes,
'there is no such thing as which one belongs to the tax authority and
which belongs to you.' In the very next sentence he writes: ''Everyday
language struggles to describe this situation: each dollar in the
account shares literally all its attributes with the others, yet it is
not the case that all of them have the same owner.'

Now, on p. 293, David writes something that I think helps us to
understand the root of the disagreement about fungibility in quantum
mechanics. '[C]onsider a single cosmic ray particle travelling in the
direction of Earth from deep space. That particle must be travelling
in a range of slightly different directions, because the uncertainty
principle implies that it must spread sideways like an ink blot as it
travels. By the time it arrives the ink blot may well be wider than
the whole Earth - so most of it misses and the rest strikes everywhere
on the exposed surface. Remember, this is a single particle, which may
consist of fungible instances. The next thing that happens is that
they cease to be fungible, splitting through their interactions with
atoms into a finite but huge number of instances, each of which is the
origin of a separate history.'



Now, the different instances are not identical in every respect. They
will be found at different places and produce different histories.
What is true is that there is a sense in which there is no such thing
as which is which. Why? Because we could interfere different instances
of the particle and we would not be able to explain the result by
discussing the instances separately: they would all contribute to the
outcome. The important thing is not that they are identical in every
respect, it is just that there is no such thing as which is which.

What counts as there being such a thing as which is which? The answer
is that when two different instances produce different information
that can in principle be copied then there is a fact about which is
which. (Copied here means that information started out as present in
only one system and was then present in more than one system after the
copying process was over.) For example, if a cosmic ray strikes a rock
in Glasgow then it heats the rock up slightly: this could in principle
be measured and that information could be entered onto a computer,
then sent out in an e-mail to another computer, then a scientist could
look at it and say "oh gosh a cosmic ray hit a rock in Glasgow" and
tell his friend about the cosmic ray over lunch and so on. If it hits
a rock in Oxford instead then that too could be measured and then the
scientist would say that the cosmic ray hit a rock in Oxford instead
of saying it hit a rock in Glasgow. Information that can be copied
reliably is digital as explained in Chapter 6 of BoI pp. 140-142. That
explains the quantum in quantum mechanics.

Now, in an interference experiment there is no such thing as which is
which. So if fungibility is defined in terms there being no such thing
as which is which then during an interference experiment the different
versions of the interfering system are fungible. Defining fungible in
any other way is not helpful for understanding quantum mechanics.

I said in an earlier message that fungibility is relative. I was wrong
about that and woule like to explain the mistake. What I was thinking
of was this. If you have a pair of systems that are entangled with one
another then the joint system is fungible: it could undergo
inteference so there is no such thing as which is which. However, the
subsystems can't undergo interference unless the entangling
interaction is undone so there is such a thing as which is which for



them. I got a bit mixed up between the system and the subsystems.

Any problems?

Suppose a photon is approaching a semi-silvered mirror in direction RIGHT (an 
eigenstate of a direction observable D). The mirror will change the photon's state 
to RIGHT+DOWN. (Disregarding normalisation.)

That's not an entangled state, so according to your criterion, the instances of the 
photon are still all fungible after they have struck the mirror.

However, in another way of describing the same physical process, the mirror 
causes another observable of the photon, namely its position P, to become 
entangled with its direction of motion D. I have just called the state after striking 
the mirror RIGHT+DOWN, but we could more elaborately call it

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

If we were to do that, your criterion would say that the instances of the photon are 
no longer fungible.

Thus it would appear that your criterion assigns the attributes 'fungible' and 'not 
fungible' according to how the process is described. But it should depend only on 
what is happening objectively.

Hence I'm still a little confused. But it's a healthy confusion...

-- David



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Is the multiverse really real?
Date: August 22, 2011 at 7:18 AM

On Aug 22, 2:25 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Aug 21, 2011 at 4:03 PM, tom.harrigan <tom.harri...@gmail.com> 
wrote:

On Aug 21, 9:37 am, David Deutsch <david.deut...@qubit.org> wrote:
On 14 Aug 2011, at 2:26am, tom.harrigan wrote:

On Aug 13, 10:16 pm, Elliot Temple <c...@curi.us> wrote:
so, MWI theory says, rather straightforwardly, that's what there is. that stuff 
all exists. and it's not fair to call those photons "invisible", because our 
photons are not privileged in some way -- ours are "invisible" to the other 
universes.

What you say, may be true. But why can't we distinguish

[by experiment]

between the multiverse and the Copenhagen interpretation?

For the same reason that no experiment can distinguish between the theory 
that fossils are the remains of dinosaurs and the theory that fossils were 
created 6000 years ago to test our faith.

I don't think that is a fair analogy as fossils are real classical
objects.

It's not an analogy.

In an analogy, one compares two things that are similar in some way.
Dictionary definitions include "a correspondence or partial
similarity" and "a thing that is comparable to something else in
significant respects".

David spoke of two things that are "the same".



But they aren't "the same", so it was an analogy. And, Prof. Deutsch
inserted the word "[experiment]", not me! A logical inconsistency
would suit me just fine.

This reminds me of how people talk about the "analogy" between
biological evolution and memetic evolution. But it is not an analogy.
In both cases, evolution takes place (literally) which is *the same*
evolution in both cases, not two different things sharing the name
"evolution".

Argument by analogy is, in general, invalid. Because the analogized
things are actually different, you can't just assume that what's true
about one is true about the other.  The comment about "real
classically" and whether the analogy is "fair" are discussing this.
Tom is saying that there are important differences between the two
situations, so David's argument by analogy is no good.

But since it wasn't an argument by analogy, that's irrelevant. And,
further, the thing David was talking about which is "the same" for the
two different cases wasn't about what is "real" or not. So that's an
important misunderstand which seems to come from not reading the
quoted text David provided. David carefully quoted text stating
exactly the issue he was going to reply to, and expected people to
read this text as part of his post in order to understand his point.
His own text was never intended to stand alone.

Notice the thing David is discussing makes no mention of what is
"real" or not. Rather the thing the quote is about, and his own reply
about, both explicitly, is distinguishing between different theories
by experiment. That is his topic which I don't think was understood.

Realism, or its opposite is the context of this thread.

See more below.

In simple terms, I characterise:
MW - everything a universal theory describes is real - the theory is
reality. Reality is not unique.



CI - a universal theory must describe reality, and other possibilities
- the theory is not reality. Reality is unique.

So, either the theory is reality (MW), or we need a mechanism for
relating reality to the theory (wavefuncton collapse).

Is that a fair assessment?

This is not discussing the issue David posted about above, which is
about distinguishing things by experiment. It is not an assessment
relevant to the issue David posted about. It's also too vague to
evaluate (what does it mean for reality to be unique or not? What does
it mean if a theory "is" reality? And why does it talk about what
universal theories in general? MWI doesn't have a position about other
universal theories.)

So, I'm not allowed to ask Prof. Deutsch a question? I appreciate he
has far more important  things to do than answer my questions, so I
figure my only chance is to put it as succinctly as possible. Maybe
someone else could answer?

What is David's post, if not an analogy? It's an argument.

Here are things David did *not* mean, which would involve analogy:

- CI and dinosaur-denail are similar (broadly, overall or in general).
Dinosaur-denial is false, therefore CI is also false.

- Denying dinosaurs existed is stupid and ignorant, therefore the same
goes for denying MWI

- CI supporters believe in faith, since dino-deniers do

- CI supporters are similar to religious people

- Fossils are real therefore other universes are real too



Thanks for clearing that up. I thought Prof. Deutsch didn't mean "MW
and dinosaur-denial are similar ..."

To understand David's post, one has to consider (as he suggested): why
can't experiment distinguish between dinosaurs existed and fossils
were created 6000 years ago? What is the reason for that?

Then we'll take that reason and find that it applies (not by analogy)
to the CI issue David was discussing. At least that's what David wants
us to do and said would work.

The reason experiment cannot distinguish between 6000 year old fossils
created by God to *look* older than that, and older fossils, is
because they make identical testable claims. The 6000 year old fossils
view copies all the same empirical claims as the dinosaurs-existed
view, so they can't be distinguished by experimental test. It says
we'll find fossils exactly *as if* dinosaurs did exist.

You can't distinguish two ideas, which make identical empirical
claims, but non-identical non-empirical claims (e.g. explanatory
claims) by empirical experiment. It is impossible. The way experiments
can distinguish between ideas is when they make different
(contradictory) claims and then we can do the experiment and they
can't both be right.

So, the reason two things cannot be distinguished by experiment in the
dinosaurs/dino-denial case is because there are no differing empirical
claims to test. And the reason is the MWI/CI case is literally "the
same": because there are no differing empirical claims to test.

So, you are saying that there is no way of distinguishing between
(evolutionary history + planetary history) and the notion that a thing
you call "God" decided to fool everyone who lived after 4000BC into
thinking She had put fossils there earlier to test a thing you call
"faith"?

The existence of dinosaurs is not a theory, it is an empirically
established fact. I'm not sure what that Malicious God idea is.



Why did David choose the example about faith? Because it illustrates a
further point: that just because two things cannot be distinguished by
empirical test does not make them equally good. It is not an argument
they are equally good.

Well, this is another reason the analogy is poor. The question is
motivated by exactly the opposite of faith, and is entirely free of
moral judgements. Dinosaurs and Gods don't need to be distinguished by
an experimental test. They aren't the same kind of thing.

In the dinosaur case, you would not have posted saying that "But why
can't we distinguish by experiment between creationism and dinosaurs
existed." You would not have been interested in defending that theory
on those grounds. Why? Because you would recognize, in that case, that
such a defense is not adequate.

And yet another reason the analogy is poor. It compares a settled
argument with an open question.

David wants you to take your recognition from the one case and apply
it to the other. Not by analogy but just take the same idea and use it
in both cases. The knowledge you use in the one case has reach to the
other.

The analogy between whether fossils are of natural or supernatural
origin, and whether the wavefunction is objective or subjective,
simply doesn't work for me, so I can't do that.

How can we distinguish between claims which cannot be distinguished by
experimental tests? By considering if they are good or bad
explanations. This is a major theme of BoI.

Distinguishing by good or bad explanations is what you do when
considering creationism vs. dinosaurs-existed. You recognize that
creationism is easy to vary: no matter what the experimental results
are, you could always say that God provided that evidence to make it
look like the scientific worldview is true in order to test our faith.



But if the wavefunction is subjective, none of what you say is true.
See post no. 1.

Meanwhile the dinosaurs existed theory is hard to vary. If a new
evidence is found, that is guaranteed to be compatible with some form
of creationism, but it is not guaranteed to be compatible with
dinosaurs having existed. New evidence could contradict what we know
about dinosaurs. That's possible because they are a good explanation.

Well, history is hard to vary because it is a sequence of facts.
Dinosaurs are not a theory, they are real classical objects.

The explanation, "because God wanted to test our faith" could be
varied to "because God was in a bad mood and wanted to screw with us"
and many other things. It is easy to vary. But you can't vary
dinosaurs to Godzillas because the fossils aren't the right shape, nor
can you vary when dinosaurs lived because of our ability to
scientifically date fossils, and so on.

So what can we learn from this? That CI cannot be refuted by
*experimental test* is no defense of it. We must consider whether it
is a good or bad explanation (and we should consider the same for
MWI).

MWI is hard to vary (without breaking it). That makes it a good
explanation. Why do I think it's hard to vary? I haven't come up with
any way to vary it. Nor has, to my knowledge, anyone else.

CI is a bad explanation because it involves arbitrary claims which
could be varied to other claims with no affect on how well it works as
a theory of physics (but a large effect on how psychologically ready
people are to accept it).

It would be helpful if you cited some examples of what you mean. This
is precisely what I am interested to discover.



But you have said that David and his fans misunderstand CI. OK. Then
back up that claim: present an explanation of CI (making use of quotes
and cites if you wish) which we haven't got a crushing criticism of.
Present a version of CI which is hard to vary.

Not only is CI being misrepresented, but now I am! The notion that
Prof. Deutsch "misunderstands" CI is ridiculous. The insinuation that
I said such a thing is outrageous.

Just referring to CI without talking about what you mean by it doesn't
advance the discussion. I know you're expecting us to be familiar with
the literature. But some of us are. And still don't agree with you. So
that means it's time to actually explain yourself instead of just
assuming that if we read the literature (that, again, some of us did)
then we'd see it your way. Some of us did read the literature and do
not see it your way, so you have to actually explain your way of
seeing it.

I use CI (and its modern descendants) to mean "Consistent Histories".
I don't have a way of seeing things.

Tom



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Doublethink
Date: August 22, 2011 at 7:24 AM

2011/8/22 Richard Fine <richard.fine@gmail.com>

On 8/21/2011 10:57 PM, Matjaž Leonardis wrote:

 Is there any better definition of doublethink? According to the above
definition, physicists who actively use both general relativity and
quantum
mechanics are, in effect, double thinking.

For what purpose are you trying to define it? What problem are you actually
trying to solve?

I'm trying to solve the problem of, "what do people usually mean when they
use the word 'doublethink' "?



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Doublethink
Date: August 22, 2011 at 7:41 AM

On 22 Aug 2011, at 12:24pm, Matjaž Leonardis wrote:

I'm trying to solve the problem of, "what do people usually mean when they use 
the word 'doublethink' "?

The word was coined by George Orwell in his book Nineteen Eighty-Four. He 
described the concept thus:

To know and not to know, to be conscious of complete truthfulness while telling 
carefully constructed lies, to hold simultaneously two opinions which cancelled 
out, knowing them to be contradictory and believing in both of them, to use 
logic against logic, to repudiate morality while laying claim to it, to believe that 
democracy was impossible and that the Party was the guardian of democracy.

Another notable use of the term has been by Natan Sharansky, in his book The 
Case for Democracy. His concept is related to Orwell's, but slightly different. It's 
more about one's words and behaviour being different from one's inner feelings 
and thoughts. But this merges into Orwell's version when one takes into account 
that one's inner thoughts can become distorted and irrational under the kind of 
totalitarian political oppression that causes doublethink in his sense. Thus he 
describes his own childhood experience of crying at Stalin's death while 
nevertheless hating Stalin.

A widespread contemporary example is to rejoice at the 9-11 attacks as being 
righteous punishment of America for its foreign policies, while simultaneously 
believing that they were perpetrated by America in furtherance of those same 
policies.

-- David Deutsch



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 8:42 AM

On 22 August 2011 12:09, David Deutsch <david.deutsch@qubit.org> wrote:

On 21 Aug 2011, at 12:06am, Alan Forrester wrote:

Having thought about this a bit I think I put some of my points on
fungibility badly and I should like to clarify my position.

I also think the discussion in BoI is slightly confusing. Let's start
by looking at the apparent conflicts in the BoI discussion.

Fungibility is defined at the end of the chapter as 'Identical in
every respect.' Likewise on p. 265 David writes that fungible objects
are 'identical literally in every way except that there are two of
them.'

However, on p. 268, we see the first sign of apparent trouble. Money
is legally fungible - any two units of the same currency are identical
for the purposes of paying a debt. David then points out that you
could instruct your bank to pay one dollar in taxes on a specific
date. 'Since the dollars in the account are fungible,' David writes,
'there is no such thing as which one belongs to the tax authority and
which belongs to you.' In the very next sentence he writes: ''Everyday
language struggles to describe this situation: each dollar in the
account shares literally all its attributes with the others, yet it is
not the case that all of them have the same owner.'

Now, on p. 293, David writes something that I think helps us to
understand the root of the disagreement about fungibility in quantum
mechanics. '[C]onsider a single cosmic ray particle travelling in the
direction of Earth from deep space. That particle must be travelling
in a range of slightly different directions, because the uncertainty
principle implies that it must spread sideways like an ink blot as it
travels. By the time it arrives the ink blot may well be wider than
the whole Earth - so most of it misses and the rest strikes everywhere
on the exposed surface. Remember, this is a single particle, which may
consist of fungible instances. The next thing that happens is that
they cease to be fungible, splitting through their interactions with



atoms into a finite but huge number of instances, each of which is the
origin of a separate history.'

Now, the different instances are not identical in every respect. They
will be found at different places and produce different histories.
What is true is that there is a sense in which there is no such thing
as which is which. Why? Because we could interfere different instances
of the particle and we would not be able to explain the result by
discussing the instances separately: they would all contribute to the
outcome. The important thing is not that they are identical in every
respect, it is just that there is no such thing as which is which.

What counts as there being such a thing as which is which? The answer
is that when two different instances produce different information
that can in principle be copied then there is a fact about which is
which. (Copied here means that information started out as present in
only one system and was then present in more than one system after the
copying process was over.) For example, if a cosmic ray strikes a rock
in Glasgow then it heats the rock up slightly: this could in principle
be measured and that information could be entered onto a computer,
then sent out in an e-mail to another computer, then a scientist could
look at it and say "oh gosh a cosmic ray hit a rock in Glasgow" and
tell his friend about the cosmic ray over lunch and so on. If it hits
a rock in Oxford instead then that too could be measured and then the
scientist would say that the cosmic ray hit a rock in Oxford instead
of saying it hit a rock in Glasgow. Information that can be copied
reliably is digital as explained in Chapter 6 of BoI pp. 140-142. That
explains the quantum in quantum mechanics.

Now, in an interference experiment there is no such thing as which is
which. So if fungibility is defined in terms there being no such thing
as which is which then during an interference experiment the different
versions of the interfering system are fungible. Defining fungible in
any other way is not helpful for understanding quantum mechanics.

I said in an earlier message that fungibility is relative. I was wrong
about that and woule like to explain the mistake. What I was thinking
of was this. If you have a pair of systems that are entangled with one
another then the joint system is fungible: it could undergo
inteference so there is no such thing as which is which. However, the



subsystems can't undergo interference unless the entangling
interaction is undone so there is such a thing as which is which for
them. I got a bit mixed up between the system and the subsystems.

Any problems?

Suppose a photon is approaching a semi-silvered mirror in direction RIGHT (an 
eigenstate of a direction observable D). The mirror will change the photon's 
state to RIGHT+DOWN. (Disregarding normalisation.)

That's not an entangled state, so according to your criterion, the instances of the 
photon are still all fungible after they have struck the mirror.

However, in another way of describing the same physical process, the mirror 
causes another observable of the photon, namely its position P, to become 
entangled with its direction of motion D. I have just called the state after striking 
the mirror RIGHT+DOWN, but we could more elaborately call it

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

If we were to do that, your criterion would say that the instances of the photon 
are no longer fungible.

Thus it would appear that your criterion assigns the attributes 'fungible' and 'not 
fungible' according to how the process is described. But it should depend only 
on what is happening objectively.

Hence I'm still a little confused. But it's a healthy confusion...

P and D are not observables of distinct subsystems so there is no
state of the form you have written down. Why? D is a coarse grained
momentum observable and P is a position observable and those are
related by the uncertainty principle. Position and momentum of the
same system can't be entangled.

Alan



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 9:13 AM

On 22 Aug 2011, at 1:42pm, Alan Forrester wrote:

On 22 August 2011 12:09, David Deutsch <david.deutsch@qubit.org> wrote:

On 21 Aug 2011, at 12:06am, Alan Forrester wrote:

Having thought about this a bit I think I put some of my points on
fungibility badly and I should like to clarify my position.

I also think the discussion in BoI is slightly confusing. Let's start
by looking at the apparent conflicts in the BoI discussion.

Fungibility is defined at the end of the chapter as 'Identical in
every respect.' Likewise on p. 265 David writes that fungible objects
are 'identical literally in every way except that there are two of
them.'

However, on p. 268, we see the first sign of apparent trouble. Money
is legally fungible - any two units of the same currency are identical
for the purposes of paying a debt. David then points out that you
could instruct your bank to pay one dollar in taxes on a specific
date. 'Since the dollars in the account are fungible,' David writes,
'there is no such thing as which one belongs to the tax authority and
which belongs to you.' In the very next sentence he writes: ''Everyday
language struggles to describe this situation: each dollar in the
account shares literally all its attributes with the others, yet it is
not the case that all of them have the same owner.'

Now, on p. 293, David writes something that I think helps us to
understand the root of the disagreement about fungibility in quantum
mechanics. '[C]onsider a single cosmic ray particle travelling in the
direction of Earth from deep space. That particle must be travelling
in a range of slightly different directions, because the uncertainty
principle implies that it must spread sideways like an ink blot as it
travels. By the time it arrives the ink blot may well be wider than
the whole Earth - so most of it misses and the rest strikes everywhere
on the exposed surface. Remember, this is a single particle, which may



consist of fungible instances. The next thing that happens is that
they cease to be fungible, splitting through their interactions with
atoms into a finite but huge number of instances, each of which is the
origin of a separate history.'

Now, the different instances are not identical in every respect. They
will be found at different places and produce different histories.
What is true is that there is a sense in which there is no such thing
as which is which. Why? Because we could interfere different instances
of the particle and we would not be able to explain the result by
discussing the instances separately: they would all contribute to the
outcome. The important thing is not that they are identical in every
respect, it is just that there is no such thing as which is which.

What counts as there being such a thing as which is which? The answer
is that when two different instances produce different information
that can in principle be copied then there is a fact about which is
which. (Copied here means that information started out as present in
only one system and was then present in more than one system after the
copying process was over.) For example, if a cosmic ray strikes a rock
in Glasgow then it heats the rock up slightly: this could in principle
be measured and that information could be entered onto a computer,
then sent out in an e-mail to another computer, then a scientist could
look at it and say "oh gosh a cosmic ray hit a rock in Glasgow" and
tell his friend about the cosmic ray over lunch and so on. If it hits
a rock in Oxford instead then that too could be measured and then the
scientist would say that the cosmic ray hit a rock in Oxford instead
of saying it hit a rock in Glasgow. Information that can be copied
reliably is digital as explained in Chapter 6 of BoI pp. 140-142. That
explains the quantum in quantum mechanics.

Now, in an interference experiment there is no such thing as which is
which. So if fungibility is defined in terms there being no such thing
as which is which then during an interference experiment the different
versions of the interfering system are fungible. Defining fungible in
any other way is not helpful for understanding quantum mechanics.

I said in an earlier message that fungibility is relative. I was wrong
about that and woule like to explain the mistake. What I was thinking
of was this. If you have a pair of systems that are entangled with one



another then the joint system is fungible: it could undergo
inteference so there is no such thing as which is which. However, the
subsystems can't undergo interference unless the entangling
interaction is undone so there is such a thing as which is which for
them. I got a bit mixed up between the system and the subsystems.

Any problems?

Suppose a photon is approaching a semi-silvered mirror in direction RIGHT 
(an eigenstate of a direction observable D). The mirror will change the photon's 
state to RIGHT+DOWN. (Disregarding normalisation.)

That's not an entangled state, so according to your criterion, the instances of 
the photon are still all fungible after they have struck the mirror.

However, in another way of describing the same physical process, the mirror 
causes another observable of the photon, namely its position P, to become 
entangled with its direction of motion D. I have just called the state after 
striking the mirror RIGHT+DOWN, but we could more elaborately call it

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

If we were to do that, your criterion would say that the instances of the photon 
are no longer fungible.

Thus it would appear that your criterion assigns the attributes 'fungible' and 
'not fungible' according to how the process is described. But it should depend 
only on what is happening objectively.

Hence I'm still a little confused. But it's a healthy confusion...

P and D are not observables of distinct subsystems so there is no
state of the form you have written down. Why? D is a coarse grained
momentum observable and P is a position observable and those are
related by the uncertainty principle. Position and momentum of the
same system can't be entangled.

The proviso "coarse-grained" makes that statement false.

At a long time T after the photon strikes the semi-silvered mirror, consider two 



large, non-overlapping spheres centred on points at distance cT from the mirror 
on the TOP and LEFT paths respectively. Then let P be the sum, with different 
coefficients, of the two projectors for the photon being inside those spheres. 
Because the spheres are very large, P commutes with observables that are very 
close to being projectors for the photon to be travelling RIGHTwards and 
DOWNwards. Hence there eixsts an observable D that strictly commutes with P, 
that is very close to being a 'direction of travel' observable.

So at time T, the photon is indeed capable of being in any one of four states 
|RIGHT MOTION>|TOP PATH>, |RIGHT MOTION> |LEFT PATH> and so on. And 
it is capable of being in an arbitrary superposition of those. So it does consist of 
(more than) two distinct subsystems that may or may not be entangled with each 
other.

-- David



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Elon Musk on Parenting and Nature/Nurture
Date: August 22, 2011 at 11:35 AM

On Aug 20, 2011, at 11:23 AM, Elliot Temple wrote:
That I wouldn't just believe them when they said something 'cause I'd ask 
them why.  And then I'd consider whether that response made sense given 
everything else I knew.

Why parents find rationality infuriating is an important question with 
implications and reach.

Not all parents do. As some may know, I am not in agreement with the
whole TCS approach. But in this aspect I think I am in basic agreement
with it and I have been since my children first learned the word
"why?", long before I'd ever heard of Rand or TCS or Popper. What *I*
find infuriating are the statements (from extended family or other
parents) that children shouldn't ask so many questions, and the
responses "Because I said so," and its cleverly disguised equivalent,
"Because that's the way God made it."

Also it's not just parents that do this. I get plenty of guff from non-
parents who get mad at my wife and I for not inculcating respect for
authority / respect for elders / etc. into our kids, causing them to
ask too many questions.

I see far less of this in the homeschool community than in the general
population, though it is by no means completely absent. Of course,
homeschoolers are a self-selected group of people that are more likely
to be interested in trying to answer childrens' questions. But it
makes for a bit of a culture shock for both us and our kids when we
interact with non-homeschoolers.

On Aug 21, 1:47 pm, Justin Mallone <justin...@gmail.com> wrote:
For instance, when trying to engage in rational discussion, people will accuse 
you of "being childish" if you ask too many why's (i think the limit is like 4). As if 
that's an argument. I guess that's an example of its reach.

I have experienced this as well (being called "childish" for asking
questions or discussing certain ideas) - even among a local group of



people whose express purposes include the promotion of reason and
science!

So I think the relevant question is: Why do some people [irrespective
of parenthood] find rationality infuriating [in either children or
adults]?

Perhaps part of it is they don't explicitly know that rationality is a
process of explanation and error correction. I'm not sure of this
though, since my own attitude toward "why" questions was in place
before my explicit understanding of rationality was.

What do you think some of the other implications are / reach is?

People who are infuriated by rationality in others also seem to be
less capable of applying rationality to their own ideas.

And what are effective arguments for criticizing this sort of anti-rational 
approach?
Like, if you are friends with parents who are dismissive of their kids "Why" 
questions, what do you say?

If they don't have a respect for the intellectual curiosity of their children, and 
don't think that's an important and good thing and part of their job as parents to 
address, and that addressing it (by offering their kids good explanations / ways 
of getting at good explanations) should be *fun* to them, what *can* you say?

I generally try to answer the "why" questions myself. Sometimes then
the parents get infuriated with me. :-)

--Jason



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 12:52 PM

On 22 August 2011 14:13, David Deutsch <david.deutsch@qubit.org> wrote:

On 22 Aug 2011, at 1:42pm, Alan Forrester wrote:

On 22 August 2011 12:09, David Deutsch <david.deutsch@qubit.org> wrote:

On 21 Aug 2011, at 12:06am, Alan Forrester wrote:

Having thought about this a bit I think I put some of my points on
fungibility badly and I should like to clarify my position.

I also think the discussion in BoI is slightly confusing. Let's start
by looking at the apparent conflicts in the BoI discussion.

Fungibility is defined at the end of the chapter as 'Identical in
every respect.' Likewise on p. 265 David writes that fungible objects
are 'identical literally in every way except that there are two of
them.'

However, on p. 268, we see the first sign of apparent trouble. Money
is legally fungible - any two units of the same currency are identical
for the purposes of paying a debt. David then points out that you
could instruct your bank to pay one dollar in taxes on a specific
date. 'Since the dollars in the account are fungible,' David writes,
'there is no such thing as which one belongs to the tax authority and
which belongs to you.' In the very next sentence he writes: ''Everyday
language struggles to describe this situation: each dollar in the
account shares literally all its attributes with the others, yet it is
not the case that all of them have the same owner.'

Now, on p. 293, David writes something that I think helps us to
understand the root of the disagreement about fungibility in quantum
mechanics. '[C]onsider a single cosmic ray particle travelling in the
direction of Earth from deep space. That particle must be travelling
in a range of slightly different directions, because the uncertainty
principle implies that it must spread sideways like an ink blot as it
travels. By the time it arrives the ink blot may well be wider than



the whole Earth - so most of it misses and the rest strikes everywhere
on the exposed surface. Remember, this is a single particle, which may
consist of fungible instances. The next thing that happens is that
they cease to be fungible, splitting through their interactions with
atoms into a finite but huge number of instances, each of which is the
origin of a separate history.'

Now, the different instances are not identical in every respect. They
will be found at different places and produce different histories.
What is true is that there is a sense in which there is no such thing
as which is which. Why? Because we could interfere different instances
of the particle and we would not be able to explain the result by
discussing the instances separately: they would all contribute to the
outcome. The important thing is not that they are identical in every
respect, it is just that there is no such thing as which is which.

What counts as there being such a thing as which is which? The answer
is that when two different instances produce different information
that can in principle be copied then there is a fact about which is
which. (Copied here means that information started out as present in
only one system and was then present in more than one system after the
copying process was over.) For example, if a cosmic ray strikes a rock
in Glasgow then it heats the rock up slightly: this could in principle
be measured and that information could be entered onto a computer,
then sent out in an e-mail to another computer, then a scientist could
look at it and say "oh gosh a cosmic ray hit a rock in Glasgow" and
tell his friend about the cosmic ray over lunch and so on. If it hits
a rock in Oxford instead then that too could be measured and then the
scientist would say that the cosmic ray hit a rock in Oxford instead
of saying it hit a rock in Glasgow. Information that can be copied
reliably is digital as explained in Chapter 6 of BoI pp. 140-142. That
explains the quantum in quantum mechanics.

Now, in an interference experiment there is no such thing as which is
which. So if fungibility is defined in terms there being no such thing
as which is which then during an interference experiment the different
versions of the interfering system are fungible. Defining fungible in
any other way is not helpful for understanding quantum mechanics.

I said in an earlier message that fungibility is relative. I was wrong



about that and woule like to explain the mistake. What I was thinking
of was this. If you have a pair of systems that are entangled with one
another then the joint system is fungible: it could undergo
inteference so there is no such thing as which is which. However, the
subsystems can't undergo interference unless the entangling
interaction is undone so there is such a thing as which is which for
them. I got a bit mixed up between the system and the subsystems.

Any problems?

Suppose a photon is approaching a semi-silvered mirror in direction RIGHT 
(an eigenstate of a direction observable D). The mirror will change the 
photon's state to RIGHT+DOWN. (Disregarding normalisation.)

That's not an entangled state, so according to your criterion, the instances of 
the photon are still all fungible after they have struck the mirror.

However, in another way of describing the same physical process, the mirror 
causes another observable of the photon, namely its position P, to become 
entangled with its direction of motion D. I have just called the state after 
striking the mirror RIGHT+DOWN, but we could more elaborately call it

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

If we were to do that, your criterion would say that the instances of the photon 
are no longer fungible.

Thus it would appear that your criterion assigns the attributes 'fungible' and 
'not fungible' according to how the process is described. But it should depend 
only on what is happening objectively.

Hence I'm still a little confused. But it's a healthy confusion...

P and D are not observables of distinct subsystems so there is no
state of the form you have written down. Why? D is a coarse grained
momentum observable and P is a position observable and those are
related by the uncertainty principle. Position and momentum of the
same system can't be entangled.

The proviso "coarse-grained" makes that statement false.



At a long time T after the photon strikes the semi-silvered mirror, consider two 
large, non-overlapping spheres centred on points at distance cT from the mirror 
on the TOP and LEFT paths respectively. Then let P be the sum, with different 
coefficients, of the two projectors for the photon being inside those spheres. 
Because the spheres are very large, P commutes with observables that are very 
close to being projectors for the photon to be travelling RIGHTwards and 
DOWNwards. Hence there eixsts an observable D that strictly commutes with P, 
that is very close to being a 'direction of travel' observable.

So at time T, the photon is indeed capable of being in any one of four states 
|RIGHT MOTION>|TOP PATH>, |RIGHT MOTION> |LEFT PATH> and so on. 
And it is capable of being in an arbitrary superposition of those. So it does 
consist of (more than) two distinct subsystems that may or may not be 
entangled with each other.

Okay. How does the interference experiment go in terms of the states
you have chosen?

It starts with the state:

| RIGHT > |ON TOP PATH>

that changes to

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

which then changes to

| DOWN > |ON LEFT PATH >

So the joint system of P and D is always fungible by my criterion.
You're interfering the PD system not the P system alone.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 12:53 PM

On Aug 22, 2011, at 4:09 AM, David Deutsch wrote:

On 21 Aug 2011, at 12:06am, Alan Forrester wrote:

Having thought about this a bit I think I put some of my points on
fungibility badly and I should like to clarify my position.

I also think the discussion in BoI is slightly confusing. Let's start
by looking at the apparent conflicts in the BoI discussion.

Fungibility is defined at the end of the chapter as 'Identical in
every respect.' Likewise on p. 265 David writes that fungible objects
are 'identical literally in every way except that there are two of
them.'

However, on p. 268, we see the first sign of apparent trouble. Money
is legally fungible - any two units of the same currency are identical
for the purposes of paying a debt. David then points out that you
could instruct your bank to pay one dollar in taxes on a specific
date. 'Since the dollars in the account are fungible,' David writes,
'there is no such thing as which one belongs to the tax authority and
which belongs to you.' In the very next sentence he writes: ''Everyday
language struggles to describe this situation: each dollar in the
account shares literally all its attributes with the others, yet it is
not the case that all of them have the same owner.'

Now, on p. 293, David writes something that I think helps us to
understand the root of the disagreement about fungibility in quantum
mechanics. '[C]onsider a single cosmic ray particle travelling in the
direction of Earth from deep space. That particle must be travelling
in a range of slightly different directions, because the uncertainty
principle implies that it must spread sideways like an ink blot as it
travels. By the time it arrives the ink blot may well be wider than
the whole Earth - so most of it misses and the rest strikes everywhere
on the exposed surface. Remember, this is a single particle, which may
consist of fungible instances. The next thing that happens is that



they cease to be fungible, splitting through their interactions with
atoms into a finite but huge number of instances, each of which is the
origin of a separate history.'

Now, the different instances are not identical in every respect. They
will be found at different places and produce different histories.
What is true is that there is a sense in which there is no such thing
as which is which. Why? Because we could interfere different instances
of the particle and we would not be able to explain the result by
discussing the instances separately: they would all contribute to the
outcome. The important thing is not that they are identical in every
respect, it is just that there is no such thing as which is which.

What counts as there being such a thing as which is which? The answer
is that when two different instances produce different information
that can in principle be copied then there is a fact about which is
which. (Copied here means that information started out as present in
only one system and was then present in more than one system after the
copying process was over.) For example, if a cosmic ray strikes a rock
in Glasgow then it heats the rock up slightly: this could in principle
be measured and that information could be entered onto a computer,
then sent out in an e-mail to another computer, then a scientist could
look at it and say "oh gosh a cosmic ray hit a rock in Glasgow" and
tell his friend about the cosmic ray over lunch and so on. If it hits
a rock in Oxford instead then that too could be measured and then the
scientist would say that the cosmic ray hit a rock in Oxford instead
of saying it hit a rock in Glasgow. Information that can be copied
reliably is digital as explained in Chapter 6 of BoI pp. 140-142. That
explains the quantum in quantum mechanics.

Now, in an interference experiment there is no such thing as which is
which. So if fungibility is defined in terms there being no such thing
as which is which then during an interference experiment the different
versions of the interfering system are fungible. Defining fungible in
any other way is not helpful for understanding quantum mechanics.

I said in an earlier message that fungibility is relative. I was wrong
about that and woule like to explain the mistake. What I was thinking
of was this. If you have a pair of systems that are entangled with one
another then the joint system is fungible: it could undergo



inteference so there is no such thing as which is which. However, the
subsystems can't undergo interference unless the entangling
interaction is undone so there is such a thing as which is which for
them. I got a bit mixed up between the system and the subsystems.

Any problems?

Suppose a photon is approaching a semi-silvered mirror in direction RIGHT (an 
eigenstate of a direction observable D). The mirror will change the photon's 
state to RIGHT+DOWN. (Disregarding normalisation.)

What is normalization?

That's not an entangled state, so according to your criterion, the instances of the 
photon are still all fungible after they have struck the mirror.

However, in another way of describing the same physical process, the mirror 
causes another observable of the photon, namely its position P, to become 
entangled with its direction of motion D. I have just called the state after striking 
the mirror RIGHT+DOWN, but we could more elaborately call it

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

Are "right" and "down" velocities, and "on top path" and "on left path" positions?

And from the next email by David Deutsch:

Then let P be the sum, with different coefficients, of the two projectors for the 
photon being inside those spheres. Because the spheres are very large, P 
commutes with observables that are very close to being projectors for the 
photon to be travelling RIGHTwards and DOWNwards. Hence there exists an 
observable D that strictly commutes with P, that is very close to being a 
'direction of travel' observable.

What does "commutes" mean, in this context?

Is the next part about he possible of "|RIGHT MOTION>|TOP PATH>", etc, an 
implication of the observable D? "Right motion" sounds like it *is* a direction of 
travel rather than being very close to one.



So at time T, the photon is indeed capable of being in any one of four states 
|RIGHT MOTION>|TOP PATH>, |RIGHT MOTION> |LEFT PATH> and so on.

The other two are |DOWN MOTION>|TOP PATH> and |DOWN MOTION>|LEFT 
PATH>, correct?

There are more than four states it can be in. You mentioned these four in 
particular because they are interesting/notable to you. Right? For example it 
could also be in

|UP RIGHT MOTION>|TOP PATH>

The four states that interested you are the ones showing that the motion can be 
the same for either position, and the position can be the same for either motion. I 
think there is some implication of this. It matters that that is possible because it 
means something (about entanglement?). What does it mean?

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 1:18 PM

On Aug 22, 2011, at 9:52 AM, Alan Forrester wrote:

On 22 August 2011 14:13, David Deutsch <david.deutsch@qubit.org> wrote:

The proviso "coarse-grained" makes that statement false.

At a long time T after the photon strikes the semi-silvered mirror, consider two 
large, non-overlapping spheres centred on points at distance cT from the 
mirror on the TOP and LEFT paths respectively. Then let P be the sum, with 
different coefficients, of the two projectors for the photon being inside those 
spheres. Because the spheres are very large, P commutes with observables 
that are very close to being projectors for the photon to be travelling 
RIGHTwards and DOWNwards. Hence there eixsts an observable D that 
strictly commutes with P, that is very close to being a 'direction of travel' 
observable.

So at time T, the photon is indeed capable of being in any one of four states 
|RIGHT MOTION>|TOP PATH>, |RIGHT MOTION> |LEFT PATH> and so on. 
And it is capable of being in an arbitrary superposition of those. So it does 
consist of (more than) two distinct subsystems that may or may not be 
entangled with each other.

Okay. How does the interference experiment go in terms of the states
you have chosen?

It starts with the state:

| RIGHT > |ON TOP PATH>

that changes to

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

which then changes to

| DOWN > |ON LEFT PATH >



So the joint system of P and D is always fungible by my criterion.
You're interfering the PD system not the P system alone.

I think David is concerned with the time before a second mirror is hit (he did not 
mention any second mirror, he just considered the photon continuing in either 
direction for a "long time T" and thus ending up cT away, potentially in a sphere, 
so that should probably be thought of as in space not in some narrow enclosed 
path like an interferometer might have). It's just one mirror and then spheres at 
distance cT from that one mirror where photons could be.

Alan wrote previously:

The important thing is not that they are identical in every respect [BoI's definition 
of fungibility], it is just that there is no such thing as which is which.

What counts as there being such a thing as which is which? The answer
is that when two different instances produce different information
that can in principle be copied then there is a fact about which is
which.

and

If you have a pair of systems that are entangled with one
another then the joint system is fungible: it could undergo
inteference so there is no such thing as which is which. However, the
subsystems can't undergo interference unless the entangling
interaction is undone so there is such a thing as which is which for
them.

And David wrote in reply to that email:

However, in another way of describing the same physical process, the mirror 
causes another observable of the photon, namely its position P, to become 
entangled with its direction of motion D. I have just called the state after striking 



the mirror RIGHT+DOWN, but we could more elaborately call it

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

If we were to do that, your criterion would say that the instances of the photon 
are no longer fungible.

Trying to make sense of this:

What is Alan's criterion which David refers to? The "no which is which" criterion of 
fungibility.

It is about copyable information.

Then Alan writes later discussing entanglement. And David's reply speaks of 
entanglement.

So, what does entanglement have to do with copyable information and fungibility?

My second Alan quote, I think, says that whether things are entangled is *also* a 
criterion of fungibility: entangled means not fungible (and subsystems and joint 
systems can be considered separately, it varies by how you divide things up).

Using that link, David is saying that we can describe a photon hitting a semi-
silvered mirror in terms of entangled subsystems rather than not-entangled larger 
systems. That's an example of what Alan was saying: the joint system does not 
have entanglement (so is fungible?) while the subsystems are entangled (so not 
fungible?).

Then David says:

Thus it would appear that your criterion assigns the attributes 'fungible' and 'not 
fungible' according to how the process is described. But it should depend only 
on what is happening objectively.

So Alan's position, as I read it, is that whether some particular thing is fungible 
does not have a single answer. It depends on what system, if any, you consider it 
a part of. It's fungibility is not a fundamental trait it has but a contextual trait.



David on the other hand says there should be a single objective answer to 
whether a particular thing is fungible that does not depend on how we look at the 
world (e.g. which things we regard as joint systems, or not), and he has criticized 
Alan's position for violating this.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 1:30 PM

On Aug 22, 2011, at 10:18 AM, Elliot Temple wrote:

Then David says:

Thus it would appear that your criterion assigns the attributes 'fungible' and 
'not fungible' according to how the process is described. But it should depend 
only on what is happening objectively.

So Alan's position, as I read it, is that whether some particular thing is fungible 
does not have a single answer. It depends on what system, if any, you consider 
it a part of. It's fungibility is not a fundamental trait it has but a contextual trait.

David on the other hand says there should be a single objective answer to 
whether a particular thing is fungible that does not depend on how we look at 
the world (e.g. which things we regard as joint systems, or not), and he has 
criticized Alan's position for violating this.

Following up on this, I think the example of money (from BoI, discussed 
previously in the thread) goes to Alan and contradicts David's take.

For simplicity, suppose electronic bank money is stored in a format where each 
bit repents 1 dollar, instead of a usual format with higher bits having a value 
above 1.

So 3 dollars is 111000000000 and 5 dollars is 111110000000000

The number of zeros has no importance, you just count up the 1s.

So now we assign some money to be paid to the IRS. We have 11100 with one of 
those dollars being owned by the IRS and two by us.

Those bits, in their capacity as dollars, are fungible.

But those bits, *described in a different way*, are not fungible. If you forget about 
the money they represent, they are physical objects in (slightly) different 



locations, which are not fungible.

So the same bits are fungible for the purposes of money, but not as physical 
objects.

SOURCES OF ERROR

Another possibility for what I've described is that it's an example of how money 
isn't truly fungible in the way multiversal instances of particles are. Being legally 
fungible isn't necessarily the same kind of thing as being actually fungible.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 1:45 PM

On Aug 21, 2011, at 10:16 AM, Lee Kelly wrote:

An intuition pump would be to imagine each particle as a droplet of
water.

Droplets of water are fungible.

No, because they are not identical in every respect. For example, different 
droplets of water occupy different positions.

It literally makes no sense to ask which one of the droplets
that fell into the container originally is now leaking out.

It doesn't make sense because it will be a mix of molecules from many droplets 
that leaks out. They aren't separate droplets at the time of leaking.

But one can ask which H2O molecules are leaking out, and which droplets they 
fell into the container as part of. This is a difficult question to answer (involving 
careful tracking of individual molecules in liquid) but it does make sense.

This is what I get from Deutsch explanation of fungibility with regard
to elementary particles. When a particle becomes differentiated in
alternate universes and is then realigned by interference, it is like
two droplets of water coming together. When the particle is then
differentiated again sometime later, it makes no sense to ask which
particle did what the last time they were differentiated, just as it
makes no sense to ask which of the water droplets is leaking from the
container.

It's kind of like that, except that it's literally true in the case of physics, while only 
approximately true with the water.

In general everyday life features approximate fungibility but not actual fungibility. 
A common example is paperclips. In a big pile of paperclips they are 
*approximately* fungible: it's easy to lose track of which is which, they are 



basically all the same, and we don't really care which is which. And they are also 
legally fungible: if I owe someone five paperclips I don't have to give back the 
same five but can just pick any five from the pile.

But paperclips are not actually fungible, considered at higher precision. Each one 
has a unique shape if you look at small enough differences. And while they have 
the same position at low precision, at higher precision each is in a different place. 
And it is possible to keep track of which is which, if one cares to.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 2:06 PM

On 22 August 2011 18:18, Elliot Temple <curi@curi.us> wrote:

On Aug 22, 2011, at 9:52 AM, Alan Forrester wrote:

On 22 August 2011 14:13, David Deutsch <david.deutsch@qubit.org> wrote:

The proviso "coarse-grained" makes that statement false.

At a long time T after the photon strikes the semi-silvered mirror, consider two 
large, non-overlapping spheres centred on points at distance cT from the 
mirror on the TOP and LEFT paths respectively. Then let P be the sum, with 
different coefficients, of the two projectors for the photon being inside those 
spheres. Because the spheres are very large, P commutes with observables 
that are very close to being projectors for the photon to be travelling 
RIGHTwards and DOWNwards. Hence there eixsts an observable D that 
strictly commutes with P, that is very close to being a 'direction of travel' 
observable.

So at time T, the photon is indeed capable of being in any one of four states 
|RIGHT MOTION>|TOP PATH>, |RIGHT MOTION> |LEFT PATH> and so on. 
And it is capable of being in an arbitrary superposition of those. So it does 
consist of (more than) two distinct subsystems that may or may not be 
entangled with each other.

Okay. How does the interference experiment go in terms of the states
you have chosen?

It starts with the state:

| RIGHT > |ON TOP PATH>

that changes to

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

which then changes to



| DOWN > |ON LEFT PATH >

So the joint system of P and D is always fungible by my criterion.
You're interfering the PD system not the P system alone.

I think David is concerned with the time before a second mirror is hit (he did not 
mention any second mirror, he just considered the photon continuing in either 
direction for a "long time T" and thus ending up cT away, potentially in a sphere, 
so that should probably be thought of as in space not in some narrow enclosed 
path like an interferometer might have). It's just one mirror and then spheres at 
distance cT from that one mirror where photons could be.

Alan wrote previously:

The important thing is not that they are identical in every respect [BoI's 
definition of fungibility], it is just that there is no such thing as which is which.

What counts as there being such a thing as which is which? The answer
is that when two different instances produce different information
that can in principle be copied then there is a fact about which is
which.

and

If you have a pair of systems that are entangled with one
another then the joint system is fungible: it could undergo
inteference so there is no such thing as which is which. However, the
subsystems can't undergo interference unless the entangling
interaction is undone so there is such a thing as which is which for
them.

And David wrote in reply to that email:



However, in another way of describing the same physical process, the mirror 
causes another observable of the photon, namely its position P, to become 
entangled with its direction of motion D. I have just called the state after 
striking the mirror RIGHT+DOWN, but we could more elaborately call it

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

If we were to do that, your criterion would say that the instances of the photon 
are no longer fungible.

Trying to make sense of this:

What is Alan's criterion which David refers to? The "no which is which" criterion 
of fungibility.

It is about copyable information.

If system 1 contains copyable information about he state of system 2
at a particular time t1, then the versions of system 2 that existed at
t1 are no longer fungible.

Then Alan writes later discussing entanglement. And David's reply speaks of 
entanglement.

So, what does entanglement have to do with copyable information and 
fungibility?

If system 1 and system 2 are entangled then they contain copyable
information about one another. So then system 1 is not fungible and
system 2 is not fungible. However, the joint system composed of system
1 and system 2 is fungible if it's not entangled with anything else.

My second Alan quote, I think, says that whether things are entangled is *also* 
a criterion of fungibility: entangled means not fungible (and subsystems and joint 
systems can be considered separately, it varies by how you divide things up).

Using that link, David is saying that we can describe a photon hitting a semi-
silvered mirror in terms of entangled subsystems rather than not-entangled 
larger systems. That's an example of what Alan was saying: the joint system 
does not have entanglement (so is fungible?) while the subsystems are 



entangled (so not fungible?).

Yes.

Then David says:

Thus it would appear that your criterion assigns the attributes 'fungible' and 
'not fungible' according to how the process is described. But it should depend 
only on what is happening objectively.

So Alan's position, as I read it, is that whether some particular thing is fungible 
does not have a single answer. It depends on what system, if any, you consider 
it a part of. It's fungibility is not a fundamental trait it has but a contextual trait.

I don't think that's quite the right way of thinking about it. When a
system is in a particular state, there is an objective to whether it's
fungible or not. Now if you have access to system 1 and all of the
system's it's entangled (systems 2,3 and so on) with then you can make
system 1 fungible again. That's what happens in the interference
experiment. Before you restore system 1's fungibility you can't do
interference with it on its own, that's an objective fact.

David on the other hand says there should be a single objective answer to 
whether a particular thing is fungible that does not depend on how we look at 
the world (e.g. which things we regard as joint systems, or not), and he has 
criticized Alan's position for violating this.

I think that is David's position.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 2:19 PM

On Aug 22, 2011, at 11:06 AM, Alan Forrester wrote:

On 22 August 2011 18:18, Elliot Temple <curi@curi.us> wrote:

On Aug 22, 2011, at 9:52 AM, Alan Forrester wrote:

On 22 August 2011 14:13, David Deutsch <david.deutsch@qubit.org> wrote:

The proviso "coarse-grained" makes that statement false.

At a long time T after the photon strikes the semi-silvered mirror, consider 
two large, non-overlapping spheres centred on points at distance cT from 
the mirror on the TOP and LEFT paths respectively. Then let P be the sum, 
with different coefficients, of the two projectors for the photon being inside 
those spheres. Because the spheres are very large, P commutes with 
observables that are very close to being projectors for the photon to be 
travelling RIGHTwards and DOWNwards. Hence there eixsts an observable 
D that strictly commutes with P, that is very close to being a 'direction of 
travel' observable.

So at time T, the photon is indeed capable of being in any one of four states 
|RIGHT MOTION>|TOP PATH>, |RIGHT MOTION> |LEFT PATH> and so 
on. And it is capable of being in an arbitrary superposition of those. So it 
does consist of (more than) two distinct subsystems that may or may not be 
entangled with each other.

Okay. How does the interference experiment go in terms of the states
you have chosen?

It starts with the state:

| RIGHT > |ON TOP PATH>

that changes to

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >



which then changes to

| DOWN > |ON LEFT PATH >

So the joint system of P and D is always fungible by my criterion.
You're interfering the PD system not the P system alone.

I think David is concerned with the time before a second mirror is hit (he did 
not mention any second mirror, he just considered the photon continuing in 
either direction for a "long time T" and thus ending up cT away, potentially in a 
sphere, so that should probably be thought of as in space not in some narrow 
enclosed path like an interferometer might have). It's just one mirror and then 
spheres at distance cT from that one mirror where photons could be.

Alan wrote previously:

The important thing is not that they are identical in every respect [BoI's 
definition of fungibility], it is just that there is no such thing as which is which.

What counts as there being such a thing as which is which? The answer
is that when two different instances produce different information
that can in principle be copied then there is a fact about which is
which.

and

If you have a pair of systems that are entangled with one
another then the joint system is fungible: it could undergo
inteference so there is no such thing as which is which. However, the
subsystems can't undergo interference unless the entangling
interaction is undone so there is such a thing as which is which for
them.



And David wrote in reply to that email:

However, in another way of describing the same physical process, the mirror 
causes another observable of the photon, namely its position P, to become 
entangled with its direction of motion D. I have just called the state after 
striking the mirror RIGHT+DOWN, but we could more elaborately call it

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

If we were to do that, your criterion would say that the instances of the photon 
are no longer fungible.

Trying to make sense of this:

What is Alan's criterion which David refers to? The "no which is which" criterion 
of fungibility.

It is about copyable information.

If system 1 contains copyable information about he state of system 2
at a particular time t1, then the versions of system 2 that existed at
t1 are no longer fungible.

Then Alan writes later discussing entanglement. And David's reply speaks of 
entanglement.

So, what does entanglement have to do with copyable information and 
fungibility?

If system 1 and system 2 are entangled then they contain copyable
information about one another. So then system 1 is not fungible and
system 2 is not fungible. However, the joint system composed of system
1 and system 2 is fungible if it's not entangled with anything else.

Why is this? Is this by definition or an implication (of what?)?

My second Alan quote, I think, says that whether things are entangled is *also* 
a criterion of fungibility: entangled means not fungible (and subsystems and 



joint systems can be considered separately, it varies by how you divide things 
up).

Using that link, David is saying that we can describe a photon hitting a semi-
silvered mirror in terms of entangled subsystems rather than not-entangled 
larger systems. That's an example of what Alan was saying: the joint system 
does not have entanglement (so is fungible?) while the subsystems are 
entangled (so not fungible?).

Yes.

Then David says:

Thus it would appear that your criterion assigns the attributes 'fungible' and 
'not fungible' according to how the process is described. But it should depend 
only on what is happening objectively.

So Alan's position, as I read it, is that whether some particular thing is fungible 
does not have a single answer. It depends on what system, if any, you 
consider it a part of. It's fungibility is not a fundamental trait it has but a 
contextual trait.

I don't think that's quite the right way of thinking about it. When a
system is in a particular state, there is an objective to whether it's
fungible or not. Now if you have access to system 1 and all of the
system's it's entangled (systems 2,3 and so on) with then you can make
system 1 fungible again. That's what happens in the interference
experiment. Before you restore system 1's fungibility you can't do
interference with it on its own, that's an objective fact.

If the fungibility of the instances of the photon in the middle of the interferometer 
need to be "restored" doesn't that mean they are not, currently, fungible? That 
they become non-fungible temporarily during the experiment? As BoI said, and I 
thought you had disagreed with.

Can you explain the relevance/meaning of whether you can do interference with 
system 1 on its own (with itself?)?



David on the other hand says there should be a single objective answer to 
whether a particular thing is fungible that does not depend on how we look at 
the world (e.g. which things we regard as joint systems, or not), and he has 
criticized Alan's position for violating this.

I think that is David's position.

And you disagree or agree? I thought you disagreed but your comments above 
about

there is an objective [answer? missing word] to whether it's fungible or not

and

Before you restore system 1's fungibility

look to me like agreeing with David.

-- Elliot Temple
http://beginningofinfinity.com/interview

http://beginningofinfinity.com/interview


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 2:22 PM

On 22 Aug 2011, at 7:06pm, Alan Forrester wrote:

If system 1 and system 2 are entangled then they contain copyable
information about one another. So then system 1 is not fungible and
system 2 is not fungible. However, the joint system composed of system
1 and system 2 is fungible if it's not entangled with anything else.

I think that's it!

It means that the definition of 'interference' in BoI is correct, and only the 
description of how the interferometer works is deficient -- some would say 
misleading.

Now all I have to do is get my head round the stunning fact that two systems can 
be fungible while corresponding subsystems of them are not.

-- David



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 2:23 PM

On 22 August 2011 17:53, Elliot Temple <curi@curi.us> wrote:

On Aug 22, 2011, at 4:09 AM, David Deutsch wrote:

On 21 Aug 2011, at 12:06am, Alan Forrester wrote:

Having thought about this a bit I think I put some of my points on
fungibility badly and I should like to clarify my position.

I also think the discussion in BoI is slightly confusing. Let's start
by looking at the apparent conflicts in the BoI discussion.

Fungibility is defined at the end of the chapter as 'Identical in
every respect.' Likewise on p. 265 David writes that fungible objects
are 'identical literally in every way except that there are two of
them.'

However, on p. 268, we see the first sign of apparent trouble. Money
is legally fungible - any two units of the same currency are identical
for the purposes of paying a debt. David then points out that you
could instruct your bank to pay one dollar in taxes on a specific
date. 'Since the dollars in the account are fungible,' David writes,
'there is no such thing as which one belongs to the tax authority and
which belongs to you.' In the very next sentence he writes: ''Everyday
language struggles to describe this situation: each dollar in the
account shares literally all its attributes with the others, yet it is
not the case that all of them have the same owner.'

Now, on p. 293, David writes something that I think helps us to
understand the root of the disagreement about fungibility in quantum
mechanics. '[C]onsider a single cosmic ray particle travelling in the
direction of Earth from deep space. That particle must be travelling
in a range of slightly different directions, because the uncertainty
principle implies that it must spread sideways like an ink blot as it
travels. By the time it arrives the ink blot may well be wider than
the whole Earth - so most of it misses and the rest strikes everywhere



on the exposed surface. Remember, this is a single particle, which may
consist of fungible instances. The next thing that happens is that
they cease to be fungible, splitting through their interactions with
atoms into a finite but huge number of instances, each of which is the
origin of a separate history.'

Now, the different instances are not identical in every respect. They
will be found at different places and produce different histories.
What is true is that there is a sense in which there is no such thing
as which is which. Why? Because we could interfere different instances
of the particle and we would not be able to explain the result by
discussing the instances separately: they would all contribute to the
outcome. The important thing is not that they are identical in every
respect, it is just that there is no such thing as which is which.

What counts as there being such a thing as which is which? The answer
is that when two different instances produce different information
that can in principle be copied then there is a fact about which is
which. (Copied here means that information started out as present in
only one system and was then present in more than one system after the
copying process was over.) For example, if a cosmic ray strikes a rock
in Glasgow then it heats the rock up slightly: this could in principle
be measured and that information could be entered onto a computer,
then sent out in an e-mail to another computer, then a scientist could
look at it and say "oh gosh a cosmic ray hit a rock in Glasgow" and
tell his friend about the cosmic ray over lunch and so on. If it hits
a rock in Oxford instead then that too could be measured and then the
scientist would say that the cosmic ray hit a rock in Oxford instead
of saying it hit a rock in Glasgow. Information that can be copied
reliably is digital as explained in Chapter 6 of BoI pp. 140-142. That
explains the quantum in quantum mechanics.

Now, in an interference experiment there is no such thing as which is
which. So if fungibility is defined in terms there being no such thing
as which is which then during an interference experiment the different
versions of the interfering system are fungible. Defining fungible in
any other way is not helpful for understanding quantum mechanics.

I said in an earlier message that fungibility is relative. I was wrong
about that and woule like to explain the mistake. What I was thinking



of was this. If you have a pair of systems that are entangled with one
another then the joint system is fungible: it could undergo
inteference so there is no such thing as which is which. However, the
subsystems can't undergo interference unless the entangling
interaction is undone so there is such a thing as which is which for
them. I got a bit mixed up between the system and the subsystems.

Any problems?

Suppose a photon is approaching a semi-silvered mirror in direction RIGHT 
(an eigenstate of a direction observable D). The mirror will change the photon's 
state to RIGHT+DOWN. (Disregarding normalisation.)

What is normalization?

Normalisation is when you multiply the state by a number so that the
probabilities add up to one. So in this case we're not bothered about
whether the probabilities add to one.

That's not an entangled state, so according to your criterion, the instances of 
the photon are still all fungible after they have struck the mirror.

However, in another way of describing the same physical process, the mirror 
causes another observable of the photon, namely its position P, to become 
entangled with its direction of motion D. I have just called the state after 
striking the mirror RIGHT+DOWN, but we could more elaborately call it

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

Are "right" and "down" velocities, and "on top path" and "on left path" positions?

Yes.

And from the next email by David Deutsch:

Then let P be the sum, with different coefficients, of the two projectors for the 
photon being inside those spheres. Because the spheres are very large, P 
commutes with observables that are very close to being projectors for the 
photon to be travelling RIGHTwards and DOWNwards. Hence there exists an 



observable D that strictly commutes with P, that is very close to being a 
'direction of travel' observable.

What does "commutes" mean, in this context?

Two observables A and B commute if AB = BA.

Is the next part about he possible of "|RIGHT MOTION>|TOP PATH>", etc, an 
implication of the observable D? "Right motion" sounds like it *is* a direction of 
travel rather than being very close to one.

That seems to me to be a bit of a sticking point where I'd have to
look up stuff to check what's going on. Specifically what does very
close mean in this context? But see below for why I didn't pursue that
issue.

So at time T, the photon is indeed capable of being in any one of four states 
|RIGHT MOTION>|TOP PATH>, |RIGHT MOTION> |LEFT PATH> and so on.

The other two are |DOWN MOTION>|TOP PATH> and |DOWN MOTION>|LEFT 
PATH>, correct?

There are more than four states it can be in. You mentioned these four in 
particular because they are interesting/notable to you. Right? For example it 
could also be in

|UP RIGHT MOTION>|TOP PATH>

The four states that interested you are the ones showing that the motion can be 
the same for either position, and the position can be the same for either motion. 
I think there is some implication of this. It matters that that is possible because it 
means something (about entanglement?). What does it mean?

Observables can commute under two circumstances.

(1) They are the same except that the outcomes are labelled with
different numbers.



(2) They are different but belong to different systems.

If either (1) or (2) doesn't hold the observables don't commute.

Different systems can be entangled with one another: a system can't be
entangled with itself. So if they don't commute then the issue David
describes doesn't arise. I thought they didn't commute. I'm now not
quite sure whether they do or not, but in any case what happens if I'm
wrong about them commuting is more interesting.

Now, if all four states can happen then P and D belong to different
systems because otherwise there would be less than four possible
states because one or more of the possibilities would be different
ways of describing the same thing, or they wouldn't arise.

It's like if you have a register that supposedly has two bits. If the
register can actually only be in one of three or fewer possible states
then there aren't two independent bits.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 2:47 PM

On 22 August 2011 19:19, Elliot Temple <curi@curi.us> wrote:

On Aug 22, 2011, at 11:06 AM, Alan Forrester wrote:

On 22 August 2011 18:18, Elliot Temple <curi@curi.us> wrote:

On Aug 22, 2011, at 9:52 AM, Alan Forrester wrote:

On 22 August 2011 14:13, David Deutsch <david.deutsch@qubit.org> 
wrote:

The proviso "coarse-grained" makes that statement false.

At a long time T after the photon strikes the semi-silvered mirror, consider 
two large, non-overlapping spheres centred on points at distance cT from 
the mirror on the TOP and LEFT paths respectively. Then let P be the sum, 
with different coefficients, of the two projectors for the photon being inside 
those spheres. Because the spheres are very large, P commutes with 
observables that are very close to being projectors for the photon to be 
travelling RIGHTwards and DOWNwards. Hence there eixsts an 
observable D that strictly commutes with P, that is very close to being a 
'direction of travel' observable.

So at time T, the photon is indeed capable of being in any one of four 
states |RIGHT MOTION>|TOP PATH>, |RIGHT MOTION> |LEFT PATH> 
and so on. And it is capable of being in an arbitrary superposition of those. 
So it does consist of (more than) two distinct subsystems that may or may 
not be entangled with each other.

Okay. How does the interference experiment go in terms of the states
you have chosen?

It starts with the state:

| RIGHT > |ON TOP PATH>



that changes to

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

which then changes to

| DOWN > |ON LEFT PATH >

So the joint system of P and D is always fungible by my criterion.
You're interfering the PD system not the P system alone.

I think David is concerned with the time before a second mirror is hit (he did 
not mention any second mirror, he just considered the photon continuing in 
either direction for a "long time T" and thus ending up cT away, potentially in 
a sphere, so that should probably be thought of as in space not in some 
narrow enclosed path like an interferometer might have). It's just one mirror 
and then spheres at distance cT from that one mirror where photons could 
be.

Alan wrote previously:

The important thing is not that they are identical in every respect [BoI's 
definition of fungibility], it is just that there is no such thing as which is which.

What counts as there being such a thing as which is which? The answer
is that when two different instances produce different information
that can in principle be copied then there is a fact about which is
which.

and

If you have a pair of systems that are entangled with one
another then the joint system is fungible: it could undergo
inteference so there is no such thing as which is which. However, the
subsystems can't undergo interference unless the entangling



interaction is undone so there is such a thing as which is which for
them.

And David wrote in reply to that email:

However, in another way of describing the same physical process, the 
mirror causes another observable of the photon, namely its position P, to 
become entangled with its direction of motion D. I have just called the state 
after striking the mirror RIGHT+DOWN, but we could more elaborately call it

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

If we were to do that, your criterion would say that the instances of the 
photon are no longer fungible.

Trying to make sense of this:

What is Alan's criterion which David refers to? The "no which is which" 
criterion of fungibility.

It is about copyable information.

If system 1 contains copyable information about he state of system 2
at a particular time t1, then the versions of system 2 that existed at
t1 are no longer fungible.

Then Alan writes later discussing entanglement. And David's reply speaks of 
entanglement.

So, what does entanglement have to do with copyable information and 
fungibility?

If system 1 and system 2 are entangled then they contain copyable
information about one another. So then system 1 is not fungible and
system 2 is not fungible. However, the joint system composed of system
1 and system 2 is fungible if it's not entangled with anything else.

Why is this? Is this by definition or an implication (of what?)?



Copyable information is information that can be present in one system
before the copying process and present in more than one system
afterward. The significance of copyable information is that branches
of the multiverse are basically structures constituted by copyable
information. We can communicate and that's what tells us we're in the
same branch. For communication to take place we have to both know some
copyable information like either we know the same language or the
language we don't have in common can be taught by conjecture and
criticism: that requires that I should be able to say 'you made
conjecture X, but it's wrong because of fact Y.' So you have know to
know what X and Y are and so there has to be copyable information
about X and Y because it's present in both you and me.

Now, if two systems are entangled they have some copyable information
about one another. For example, if the spins of two electrons are
entangled then electron 1 has information about what spin we will
measure in electron 2 in the z direction if we measure the spin of
electron 1 in the z direction, and vice versa. So that's why
entanglement and copyable information go together.

My second Alan quote, I think, says that whether things are entangled is 
*also* a criterion of fungibility: entangled means not fungible (and 
subsystems and joint systems can be considered separately, it varies by how 
you divide things up).

Using that link, David is saying that we can describe a photon hitting a semi-
silvered mirror in terms of entangled subsystems rather than not-entangled 
larger systems. That's an example of what Alan was saying: the joint system 
does not have entanglement (so is fungible?) while the subsystems are 
entangled (so not fungible?).

Yes.

Then David says:

Thus it would appear that your criterion assigns the attributes 'fungible' and 
'not fungible' according to how the process is described. But it should 
depend only on what is happening objectively.



So Alan's position, as I read it, is that whether some particular thing is 
fungible does not have a single answer. It depends on what system, if any, 
you consider it a part of. It's fungibility is not a fundamental trait it has but a 
contextual trait.

I don't think that's quite the right way of thinking about it. When a
system is in a particular state, there is an objective to whether it's
fungible or not. Now if you have access to system 1 and all of the
system's it's entangled (systems 2,3 and so on) with then you can make
system 1 fungible again. That's what happens in the interference
experiment. Before you restore system 1's fungibility you can't do
interference with it on its own, that's an objective fact.

If the fungibility of the instances of the photon in the middle of the interferometer 
need to be "restored" doesn't that mean they are not, currently, fungible? That 
they become non-fungible temporarily during the experiment? As BoI said, and I 
thought you had disagreed with.

In that particular paragraph I wasn't referring to the photon. The
photon is fungible throughout the experiment, but some of its
subsystems are not. The direction is non-fungible, the position is
non-fungible but the joint system of direction and position is
fungible, so the photon is fungible.

Can you explain the relevance/meaning of whether you can do interference with 
system 1 on its own (with itself?)?

Whether you can get system 1 on its own to do something is an
objective fact and so fungibility is not subjective.

David on the other hand says there should be a single objective answer to 
whether a particular thing is fungible that does not depend on how we look at 
the world (e.g. which things we regard as joint systems, or not), and he has 
criticized Alan's position for violating this.

I think that is David's position.

And you disagree or agree? I thought you disagreed but your comments above 
about



there is an objective [answer? missing word] to whether it's fungible or not

and

Before you restore system 1's fungibility

look to me like agreeing with David.

The fact that system 1 and system 2 may not be fungible although the
joint system is fungible doesn't make fungibility subjective or
description dependent. So if David's position was that fungibility is
subjective or decision dependent in my view of fungibility then I
disagree with that position.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 2:57 PM

On Aug 22, 2011, at 11:23 AM, Alan Forrester wrote:

On 22 August 2011 17:53, Elliot Temple <curi@curi.us> wrote:

Is the next part about he possible of "|RIGHT MOTION>|TOP PATH>", etc, an 
implication of the observable D? "Right motion" sounds like it *is* a direction of 
travel rather than being very close to one.

That seems to me to be a bit of a sticking point where I'd have to
look up stuff to check what's going on. Specifically what does very
close mean in this context? But see below for why I didn't pursue that
issue.

So at time T, the photon is indeed capable of being in any one of four states 
|RIGHT MOTION>|TOP PATH>, |RIGHT MOTION> |LEFT PATH> and so on.

The other two are |DOWN MOTION>|TOP PATH> and |DOWN 
MOTION>|LEFT PATH>, correct?

There are more than four states it can be in. You mentioned these four in 
particular because they are interesting/notable to you. Right? For example it 
could also be in

|UP RIGHT MOTION>|TOP PATH>

The four states that interested you are the ones showing that the motion can 
be the same for either position, and the position can be the same for either 
motion. I think there is some implication of this. It matters that that is possible 
because it means something (about entanglement?). What does it mean?

Observables can commute under two circumstances.

(1) They are the same except that the outcomes are labelled with
different numbers.



(Or also, I'm guessing, the same and labelled with the same numbers.)

(2) They are different but belong to different systems.

In other words, they are independent?

So for example you can commute the length of your cat with the length of your 
dog. But not the length of your dog with its age.

If either (1) or (2) doesn't hold the observables don't commute.

Different systems can be entangled with one another: a system can't be
entangled with itself. So if they don't commute then the issue David
describes doesn't arise. I thought they didn't commute. I'm now not
quite sure whether they do or not, but in any case what happens if I'm
wrong about them commuting is more interesting.

I think we are looking at this in different ways.

You are seeing |DOWN MOTION>|TOP PATH>, and so on, as being commuted 
versions of things? How does that work?

I saw it as because that a photon on the top path (or anywhere) could be going in 
any direction at any particular time. That's why David spoke of spheres: because 
photons don't just go straight in all universes but can end up in a variety of places 
and have a variety of motions to get there.

If I try to commute |DOWN MOTION>|TOP PATH> I get |TOP PATH>|DOWN 
MOTION>. I don't see how that's different, at least intuitively, though I can see 
how mathematically it could matter. Regardless, the four things we were talking 
about weren't created by commuting from AB to BA like this, they all have the 
motion on the left and position on the right, never vice versa. So please clarify 
how commuting comes into it.

Also David previously wrote:



Because the spheres are very large, P commutes with observables that are very 
close to being projectors for the photon to be travelling RIGHTwards and 
DOWNwards.

Can you relate this to what you said about commuting?

Back to Alan:

Now, if all four states can happen then P and D belong to different
systems because otherwise there would be less than four possible
states because one or more of the possibilities would be different
ways of describing the same thing, or they wouldn't arise.

It's like if you have a register that supposedly has two bits. If the
register can actually only be in one of three or fewer possible states
then there aren't two independent bits.

I understand the register example.

OK so there are various concepts: fungible, entangled, copyable-information, 
commute, projector, independent systems, joint systems, subsystems, 
interference.

I'll try to use them and then you can correct me.

If all states of subsystems in a joint system are possible that means the 
subsystems are independent and commute. That means they are not entangled 
and the subsystems have no copied information about each other. This means 
the joint system *can* undergo interference.

If some states of subsystems of a joint system are not possible together, that 
means the subsystems are not independent and do not commute. It means you 
cannot do interference with the joint system, but you still could with the 
subsystems. It means the non-independent subsystems at least one of the 
subsystems has copied information about the other.

Is that correct? If it is, or if it's not and you correct it, could you then relate it back 



to the scenario being discussed with a photon going RIGHT hitting a semi-
silvered mirror and then (instances of it each) going RIGHT (top path) or DOWN 
(left path)?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 3:11 PM

On Aug 22, 2011, at 11:47 AM, Alan Forrester wrote:

On 22 August 2011 19:19, Elliot Temple <curi@curi.us> wrote:

On Aug 22, 2011, at 11:06 AM, Alan Forrester wrote:

On 22 August 2011 18:18, Elliot Temple <curi@curi.us> wrote:

On Aug 22, 2011, at 9:52 AM, Alan Forrester wrote:

On 22 August 2011 14:13, David Deutsch <david.deutsch@qubit.org> 
wrote:

The proviso "coarse-grained" makes that statement false.

At a long time T after the photon strikes the semi-silvered mirror, consider 
two large, non-overlapping spheres centred on points at distance cT from 
the mirror on the TOP and LEFT paths respectively. Then let P be the 
sum, with different coefficients, of the two projectors for the photon being 
inside those spheres. Because the spheres are very large, P commutes 
with observables that are very close to being projectors for the photon to 
be travelling RIGHTwards and DOWNwards. Hence there eixsts an 
observable D that strictly commutes with P, that is very close to being a 
'direction of travel' observable.

So at time T, the photon is indeed capable of being in any one of four 
states |RIGHT MOTION>|TOP PATH>, |RIGHT MOTION> |LEFT PATH> 
and so on. And it is capable of being in an arbitrary superposition of 
those. So it does consist of (more than) two distinct subsystems that may 
or may not be entangled with each other.

Okay. How does the interference experiment go in terms of the states
you have chosen?

It starts with the state:



| RIGHT > |ON TOP PATH>

that changes to

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

which then changes to

| DOWN > |ON LEFT PATH >

So the joint system of P and D is always fungible by my criterion.
You're interfering the PD system not the P system alone.

I think David is concerned with the time before a second mirror is hit (he did 
not mention any second mirror, he just considered the photon continuing in 
either direction for a "long time T" and thus ending up cT away, potentially in 
a sphere, so that should probably be thought of as in space not in some 
narrow enclosed path like an interferometer might have). It's just one mirror 
and then spheres at distance cT from that one mirror where photons could 
be.

Alan wrote previously:

The important thing is not that they are identical in every respect [BoI's 
definition of fungibility], it is just that there is no such thing as which is 
which.

What counts as there being such a thing as which is which? The answer
is that when two different instances produce different information
that can in principle be copied then there is a fact about which is
which.

and

If you have a pair of systems that are entangled with one



another then the joint system is fungible: it could undergo
inteference so there is no such thing as which is which. However, the
subsystems can't undergo interference unless the entangling
interaction is undone so there is such a thing as which is which for
them.

And David wrote in reply to that email:

However, in another way of describing the same physical process, the 
mirror causes another observable of the photon, namely its position P, to 
become entangled with its direction of motion D. I have just called the state 
after striking the mirror RIGHT+DOWN, but we could more elaborately call 
it

| RIGHT > |ON TOP PATH>  +  | DOWN > |ON LEFT PATH >

If we were to do that, your criterion would say that the instances of the 
photon are no longer fungible.

Trying to make sense of this:

What is Alan's criterion which David refers to? The "no which is which" 
criterion of fungibility.

It is about copyable information.

If system 1 contains copyable information about he state of system 2
at a particular time t1, then the versions of system 2 that existed at
t1 are no longer fungible.

Then Alan writes later discussing entanglement. And David's reply speaks 
of entanglement.

So, what does entanglement have to do with copyable information and 
fungibility?

If system 1 and system 2 are entangled then they contain copyable
information about one another. So then system 1 is not fungible and
system 2 is not fungible. However, the joint system composed of system



1 and system 2 is fungible if it's not entangled with anything else.

Why is this? Is this by definition or an implication (of what?)?

Copyable information is information that can be present in one system
before the copying process and present in more than one system
afterward. The significance of copyable information is that branches
of the multiverse are basically structures constituted by copyable
information. We can communicate and that's what tells us we're in the
same branch.

Right. "Universes" are explanatory concepts to help describe/explain/specify 
areas of the multiverse in which information flows. Information flow means 
information copying from one thing to another. Correct me if I'm wrong.

For communication to take place we have to both know some
copyable information like either we know the same language or the
language we don't have in common can be taught by conjecture and
criticism: that requires that I should be able to say 'you made
conjecture X, but it's wrong because of fact Y.' So you have know to
know what X and Y are and so there has to be copyable information
about X and Y because it's present in both you and me.

If I had no copyable information then there'd be no way for the other guy to get 
even a single bit of information about what my ideas are, so we couldn't 
communicate. Makes sense.

Now, if two systems are entangled they have some copyable information
about one another. For example, if the spins of two electrons are
entangled then electron 1 has information about what spin we will
measure in electron 2

By the definition of "entangled"? Or some (which) implication of it?

in the z direction if we measure the spin of
electron 1 in the z direction, and vice versa. So that's why
entanglement and copyable information go together.

I don't think I understand yet. Maybe I need to be reminded of what entanglement 



is and how it relates to this.

My second Alan quote, I think, says that whether things are entangled is 
*also* a criterion of fungibility: entangled means not fungible (and 
subsystems and joint systems can be considered separately, it varies by 
how you divide things up).

Using that link, David is saying that we can describe a photon hitting a semi-
silvered mirror in terms of entangled subsystems rather than not-entangled 
larger systems. That's an example of what Alan was saying: the joint system 
does not have entanglement (so is fungible?) while the subsystems are 
entangled (so not fungible?).

Yes.

Then David says:

Thus it would appear that your criterion assigns the attributes 'fungible' and 
'not fungible' according to how the process is described. But it should 
depend only on what is happening objectively.

So Alan's position, as I read it, is that whether some particular thing is 
fungible does not have a single answer. It depends on what system, if any, 
you consider it a part of. It's fungibility is not a fundamental trait it has but a 
contextual trait.

I don't think that's quite the right way of thinking about it. When a
system is in a particular state, there is an objective to whether it's
fungible or not. Now if you have access to system 1 and all of the
system's it's entangled (systems 2,3 and so on) with then you can make
system 1 fungible again. That's what happens in the interference
experiment. Before you restore system 1's fungibility you can't do
interference with it on its own, that's an objective fact.

If the fungibility of the instances of the photon in the middle of the 
interferometer need to be "restored" doesn't that mean they are not, currently, 
fungible? That they become non-fungible temporarily during the experiment? 
As BoI said, and I thought you had disagreed with.



In that particular paragraph I wasn't referring to the photon. The
photon is fungible throughout the experiment, but some of its
subsystems are not. The direction is non-fungible, the position is
non-fungible but the joint system of direction and position is
fungible, so the photon is fungible.

Position is a "subsystem" of a photon? I thought a subsystem would be more like 
a portion of a system. So for a photon it might be some of the (multiversal) 
instances of that photon.

Can you explain the relevance/meaning of whether you can do interference 
with system 1 on its own (with itself?)?

Whether you can get system 1 on its own to do something is an
objective fact and so fungibility is not subjective.

Yes, but I curious more about the physics of it. What could stop you from doing 
interference with system 1 on its own? Considered alone it will at least be 
fungible with itself and capable of interference, right? I'm not sure if I said that 
right. But like consider particles and MWI in general. A billion years ago there 
were infinitely many fungible instances of some particle on earth. Then it bounced 
around a lot and "split" into many different versions. But every single one of 
those, today, still has infinitely many fungible instances still capable of being used 
in two slit experiments or whatever. They never lose the ability to do interference 
no matter how much "splitting" takes place over time, and how much they bump 
into things and copy information and get entangled and whatever else.

Or in short: the past of a photon can never make it not work in a two slit 
experiment. So I'm not sure what you're talking about with no longer being able to 
do interference.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility clarification
Date: August 22, 2011 at 3:26 PM

Alan Forrester writes:
... the different instances are not identical in every respect  ... What

is true is that there is a sense in which there is no such thing as  which
is which ... because ... we would not be able to explain the result  by
discussing the instances separately: they would all contribute to the  outcome.

So, fungibility is the proposition that a set of instances is the  same,
even while the individual instances within the set are different?

... or, that the individual instances cannot be distinguished  when they
are part of a set?

... or, that the set must be considered as though it were a single instance
 of a "thing", even though the individual instances of its components are
different?

... or that two distinct instances, if they can each be copied exactly, are
 the same thing ... but only if they are versions of the same set?

Any problems?

I'm missing the quality of "clarification" promised.

Bill



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 5:32 PM

On 22 August 2011 19:57, Elliot Temple <curi@curi.us> wrote:

On Aug 22, 2011, at 11:23 AM, Alan Forrester wrote:

On 22 August 2011 17:53, Elliot Temple <curi@curi.us> wrote:

Is the next part about he possible of "|RIGHT MOTION>|TOP PATH>", etc, an 
implication of the observable D? "Right motion" sounds like it *is* a direction 
of travel rather than being very close to one.

That seems to me to be a bit of a sticking point where I'd have to
look up stuff to check what's going on. Specifically what does very
close mean in this context? But see below for why I didn't pursue that
issue.

So at time T, the photon is indeed capable of being in any one of four states 
|RIGHT MOTION>|TOP PATH>, |RIGHT MOTION> |LEFT PATH> and so 
on.

The other two are |DOWN MOTION>|TOP PATH> and |DOWN 
MOTION>|LEFT PATH>, correct?

There are more than four states it can be in. You mentioned these four in 
particular because they are interesting/notable to you. Right? For example it 
could also be in

|UP RIGHT MOTION>|TOP PATH>

The four states that interested you are the ones showing that the motion can 
be the same for either position, and the position can be the same for either 
motion. I think there is some implication of this. It matters that that is possible 
because it means something (about entanglement?). What does it mean?

Observables can commute under two circumstances.



(1) They are the same except that the outcomes are labelled with
different numbers.

(Or also, I'm guessing, the same and labelled with the same numbers.)

Yes.

(2) They are different but belong to different systems.

In other words, they are independent?

It means they can be manipulated independently, not that this is
necessarily what happens.

So for example you can commute the length of your cat with the length of your 
dog. But not the length of your dog with its age.

You can manipulate you dog's age and its length independently in
principle. For example, you could change the genes that make dogs grow
as they age or something like that. Sodog age and dog length do
commute.

If either (1) or (2) doesn't hold the observables don't commute.

Different systems can be entangled with one another: a system can't be
entangled with itself. So if they don't commute then the issue David
describes doesn't arise. I thought they didn't commute. I'm now not
quite sure whether they do or not, but in any case what happens if I'm
wrong about them commuting is more interesting.

I think we are looking at this in different ways.

You are seeing |DOWN MOTION>|TOP PATH>, and so on, as being commuted 
versions of things? How does that work?

I saw it as because that a photon on the top path (or anywhere) could be going 
in any direction at any particular time. That's why David spoke of spheres: 
because photons don't just go straight in all universes but can end up in a 
variety of places and have a variety of motions to get there.



If I try to commute |DOWN MOTION>|TOP PATH> I get |TOP PATH>|DOWN 
MOTION>. I don't see how that's different, at least intuitively, though I can see 
how mathematically it could matter. Regardless, the four things we were talking 
about weren't created by commuting from AB to BA like this, they all have the 
motion on the left and position on the right, never vice versa. So please clarify 
how commuting comes into it.

Your right. It's just that direction is related to momentum which
doesn't commute with position which is why I thought there might be a
problem. But I was wrong about that.

Also David previously wrote:

Because the spheres are very large, P commutes with observables that are 
very close to being projectors for the photon to be travelling RIGHTwards and 
DOWNwards.

Can you relate this to what you said about commuting?

Projectors are a particular kind of observable. Any observable can be
written as a sum of the form

value1*(projector for value 1) + value2*(projector for value 2) + ...

So if the projectors of P commutes with D then P and D commute.

I currently plan to write more later in a new thread to clear up
remaining problems in as clear a manner as I can.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility clarification
Date: August 22, 2011 at 5:40 PM

On Aug 22, 2011, at 2:32 PM, Alan Forrester wrote:

On 22 August 2011 19:57, Elliot Temple <curi@curi.us> wrote:

On Aug 22, 2011, at 11:23 AM, Alan Forrester wrote:

Observables can commute under two circumstances.

(1) They are the same except that the outcomes are labelled with
different numbers.

(Or also, I'm guessing, the same and labelled with the same numbers.)

Yes.

(2) They are different but belong to different systems.

In other words, they are independent?

It means they can be manipulated independently, not that this is
necessarily what happens.

So for example you can commute the length of your cat with the length of your 
dog. But not the length of your dog with its age.

You can manipulate you dog's age and its length independently in
principle. For example, you could change the genes that make dogs grow
as they age or something like that. So dog age and dog length do
commute.

Ah, nice point.

So, what are some examples of everyday things which do not commute, given 
the possibility of highly advanced technological interventions?



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Westmiller@aol.com
Subject: [BoI] Re: Statistics
Date: August 23, 2011 at 12:39 AM

Elliot Temple writes:
The "wide variety of contexts" would be schools in our culture. The

results would not be about human nature, the nature of schools, or any universal
 truth, but merely about non-outliers in our current culture (which is
rapidly  changing!).

The survey might be worldwide, so as to discount cultural distinctions, but
 I agree that the facts of the matter can only represent the state of the
world as it presently exists; a present survey can't  discount innovations
that might happen in the future. However, it can  certainly discount the
level of funding as a variable, as well as the  application of that funding.

Suppose this world survey of classrooms produced a correlation: for each
unit reduction in the number of students per teacher, the academic
achievement of the average student increased by 5 points on a standard  exam. 
That
*implies* that the ratio is a significant factor in learning.  That
implication might motivate the "good explanation" that  students learn more when
teachers are more attentive and responsive to each  individual student's level of
comprehension.

That explanation, in turn, might lead to a novel classroom approach, in
which the teacher reduces the amount of time lecturing and increases the
amount  of time spent responding to individual student questions. That  method
could, in turn, change the correlation. With this new method, the  -1:5 ratio
of class size to achievement might now be -1:4 or -1:2. If that were  the
result, then it would support the merits of the "good explanation" cited
above ... and incidentally discount the statistical ratio found prior to the
innovation.

... This methodology suggested cannot and does not properly isolate  and
control other for other factors.

If the methodology doesn't discount the comprehensible but  incidental
factors, then it's a bad survey. Granted, it might not occur to  those designing
the study that air conditioning is a significant factor relative  to atte



ntiveness, which might warrant a new study or a revision of the  conclusions.
The study might overlook the family relationship between the  teacher and
student (e.g.: home schooling) and therefore miss a significant  variable at
the lower end of the ratio.

All of this is the wrong approach to creating knowledge. The right
approach is to focus on creating good explanations, as BoI explains. Studies can
be involved in this, but not in the role of providing authoritative
answers.

Exactly my point. Good studies can suggest some facts-of-the-matter,  which
are knowledge that can be incorporated into good explanations. That is, as
I said at the beginning, statistical correlations almost always *imply*
some  aspect of causation; they don't prove it ... and certainly don't prove
that  it is the only factor producing the result.

Bill



From: Elliot Temple <curi@curi.us>
Subject: [BoI] "Schizophrenia", "Symptoms"
Date: August 23, 2011 at 1:45 AM

When you suggest to parents that children should have more freedom, and other 
things along those lines, they raise various objections. A standard example is, "If 
the child has more freedom, he might not go to bed at bedtime." Or maybe he'll 
eat candy until "hyperactive".

A rational person hearing this can easily make a false assumption: that the 
complaint is the child won't go to bed at bedtime *and then something bad will 
happen* (e.g. the child's growth will be scientistically stunted, he'll be tired and 
cranky, he'll make noise at 2am, the neighbors will disapprove, etc...)

The parents themselves will often offer some claims/justifications/excuses like 
this for why it would be bad. These are made up after the fact of desiring and 
enforcing bedtime, and accompanied by confabulation that they were considered 
in advance and self-deception that they are the current motivations.

That is not what parents are primarily worried about. They want to have a child 
that goes to bed at bedtime, regardless of whether there is any further issue or 
not. When they say, "What if my child doesn't go to bed at bedtime?" they mean it 
*literally* -- that itself would automatically be a problem to them.

So there's nothing deeper, nothing behind it.

Mental illness "symptoms" work the same way. The "symptoms" themselves *are 
the entire problem*. People with those "symptoms" are problematic *without 
further consideration of anything* because those "symptoms" (e.g. unwanted 
behaviors) are the whole "problem".

Normally in medicine when a diagnosis is made by symptoms alone, it can turn 
out to be false even if the symptoms are real -- they could be caused by 
something else. But with mental illness, the diagnosis cannot be wrong in that 
way because psychiatrists do not diagnose whether there is an underlying 
condition, they simply "diagnose" whether the "symptoms" (which are the entire 
"disease") are present or not.

So: the "symptoms" *are* the whole problem just as the not going to sleep at 
bedtime *is* the whole problem -- there's nothing deeper.



To clarify the parallel: people are not worried that their kid won't go to sleep at 
bedtime and this will cause some unpleasant thing as a consequence. And nor 
are they worried that someone will have autism or schizophrenia and it will cause 
some unpleasant thing as a consequence. Schizophrenia's "symptoms" and lack 
of bedtime are deemed bad in and of themselves (kind of like as a moral 
principle) even if the consequences are good (similar to it being deemed 
bad/sinful to have a medical illness cured by a witch, even if the cure works).

This helps explain why psychiatry (and a lot of parenting too) is so focussed on 
treating symptoms rather than any underlying condition. If you get the symptoms 
to go away then the whole problem people were having -- the person's 
(mis)behavior -- is gone. The "mental illness" consisting of its "symptoms" 
themselves cannot outlast it's symptoms like a medical disease can. (Though of 
course insufficient eagerness to conform/"behave" can outlast misbehavior and 
cause "relapses".)

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] "Schizophrenia", "Symptoms"
Date: August 23, 2011 at 2:15 AM

Elliot Temple says, 'The "symptoms" themselves *are the entire problem*.'
Not so.

J. J. Gibson has refuted this long ago. He said, we all experience these
symptoms but we ignore them; the psychotic dwells on them.

For more see Yehuda Fried and JA, Paranoia: A Study in Diagnosis, Boston
Studies in the Philosophy of Science, Vol. 50, 1976.

JA

Judith Buber Agassi & Joseph Agassi,
37 Levi Eshkol Street,
Herzliyah 46745 Israel
Phone and Fax +972-9-960-4072
email: agass@post.tau.ac.il
Web Pages http://www.tau.ac.il/~agass

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Elliot Temple
Sent: Tuesday, August 23, 2011 8:46 AM
Subject: [BoI] "Schizophrenia", "Symptoms"

When you suggest to parents that children should have more freedom, and
other things along those lines, they raise various objections. A standard
example is, "If the child has more freedom, he might not go to bed at
bedtime." Or maybe he'll eat candy until "hyperactive".

A rational person hearing this can easily make a false assumption: that the
complaint is the child won't go to bed at bedtime *and then something bad
will happen* (e.g. the child's growth will be scientistically stunted, he'll
be tired and cranky, he'll make noise at 2am, the neighbors will disapprove,
etc...)

http://www.tau.ac.il/~agass
mailto:beginning-of-infinity@googlegroups.com


The parents themselves will often offer some claims/justifications/excuses
like this for why it would be bad. These are made up after the fact of
desiring and enforcing bedtime, and accompanied by confabulation that they
were considered in advance and self-deception that they are the current
motivations.

That is not what parents are primarily worried about. They want to have a
child that goes to bed at bedtime, regardless of whether there is any
further issue or not. When they say, "What if my child doesn't go to bed at
bedtime?" they mean it *literally* -- that itself would automatically be a
problem to them.

So there's nothing deeper, nothing behind it.

Mental illness "symptoms" work the same way. The "symptoms" themselves *are
the entire problem*. People with those "symptoms" are problematic *without
further consideration of anything* because those "symptoms" (e.g. unwanted
behaviors) are the whole "problem".

Normally in medicine when a diagnosis is made by symptoms alone, it can turn
out to be false even if the symptoms are real -- they could be caused by
something else. But with mental illness, the diagnosis cannot be wrong in
that way because psychiatrists do not diagnose whether there is an
underlying condition, they simply "diagnose" whether the "symptoms" (which
are the entire "disease") are present or not.

So: the "symptoms" *are* the whole problem just as the not going to sleep at
bedtime *is* the whole problem -- there's nothing deeper.

To clarify the parallel: people are not worried that their kid won't go to
sleep at bedtime and this will cause some unpleasant thing as a consequence.
And nor are they worried that someone will have autism or schizophrenia and
it will cause some unpleasant thing as a consequence. Schizophrenia's
"symptoms" and lack of bedtime are deemed bad in and of themselves (kind of
like as a moral principle) even if the consequences are good (similar to it
being deemed bad/sinful to have a medical illness cured by a witch, even if
the cure works).



This helps explain why psychiatry (and a lot of parenting too) is so
focussed on treating symptoms rather than any underlying condition. If you
get the symptoms to go away then the whole problem people were having -- the
person's (mis)behavior -- is gone. The "mental illness" consisting of its
"symptoms" themselves cannot outlast it's symptoms like a medical disease
can. (Though of course insufficient eagerness to conform/"behave" can
outlast misbehavior and cause "relapses".)

-- Elliot Temple
http://beginningofinfinity.com/discussion
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From: Westmiller@aol.com
Subject: [BoI] Re: Intellectual Property is Not Property
Date: August 23, 2011 at 5:00 AM

Abraham Lewis writes:
... You say that you alone have the proper claim to duplicate the  fruits

of your effort, but on what grounds do you make this claim?

On the grounds that your effort was factually required to create  it and
that no one else can assert and support a contrary ownership claim.  But, if
your question is why duplication is a necessary component of ownership,  I
can only equate it to any other claim for non-intellectual property: if  it is
yours, you can decide when and how to dispose of it or the terms for its
use.

There are all kinds of real property that are loaned or transferred to
others under a variety of conditions that might be stipulated by the  owner. If
you make a chair, you can offer it to me for a specific time or a  specific
purpose (and usually some specific compensation), or not. That's your
choice as the owner. The same applies to a musical composition, a sculpture, of
any other thing to which you can assert ownership rights.

.... which, by the way, do *not* include the right to duplicate since
you can't duplicate physical property in the same sense you can duplicate
information.

I'm not claiming that physical objects are identical to conceptual
objects, only that the same sort of effort that you concede as  legitimate grounds
for a proper claim apply to both. One may be physical  effort and the other
mental effort, but you have still "mixed" your labor with  some generic
resources in order to produce a unique object.

If you create a physical object and then license its production to a
manufacturer, on the condition that he pay you some percentage  of sales, that
would be fine. But, if you render a digital  representation of the physical
object to send -  it is now a series of bits  - you would not claim ownership,
because it is only "information"?

- The concept of physical property goes as far back as we know of  human
history, and is (almost) universal throughout human history; in contrast,



the concept of IP is a relatively late invention.

The ability to speak came before the ability to write. That doesn't make
speaking more legitimate than writing. In the category of literature, no  one
claimed to have written "The Odyssey" except Homer (850  BC), which
suggests a long-standing respect for authorship (an IP  category). I don't know
whether he was paid for reproductions, but it's likely  that he was compensated
for doing the work.

- The vast majority of people in the world show a great degree of
respect for physical property by not stealing. In contrast, the vast majority of
people in the world who have the proper means have committed (and probably
continue to commit) "IP theft".

To turn your first argument around, the early history of the human race is
replete with wars of conquest, primarily for the purpose of looting the
victims  of their real property. The fact that it is now more convenient to
loot  creators of intellectual property doesn't mean that such claims are any
less valid. Assuming that you value civilization as it has developed over
millennial, ask yourself which form of conduct conforms with a modern civil
society: theft or purchase?

- This video I linked to earlier:

Dan Pink is a proud and very creative socialist/collectivist who doesn't
believe in any kind of individual property rights.  He jams hundreds of
assertions into a few minutes, so it's difficult  to recite his arguments or
dispute his claims in a reasonable period. In  general, whether or not people
have different motives for intellectual than  physical labor isn't surprising.

Bill



From: Jason <auvenj@gmail.com>
Subject: [BoI] Parental motivations (was: Re: "Schizophrenia", "Symptoms")
Date: August 23, 2011 at 8:05 AM

On Aug 22, 10:45 pm, Elliot Temple <c...@curi.us> wrote:
When you suggest to parents that children should have more freedom, and 
other things along those lines, they raise various objections. A standard 
example is, "If the child has more freedom, he might not go to bed at bedtime." 
Or maybe he'll eat candy until "hyperactive".

A rational person hearing this can easily make a false assumption: that the 
complaint is the child won't go to bed at bedtime *and then something bad will 
happen* (e.g. the child's growth will be scientistically stunted, he'll be tired and 
cranky, he'll make noise at 2am, the neighbors will disapprove, etc...)

The parents themselves will often offer some claims/justifications/excuses like 
this for why it would be bad. These are made up after the fact of desiring and 
enforcing bedtime, and accompanied by confabulation that they were 
considered in advance and self-deception that they are the current motivations.

That is not what parents are primarily worried about. They want to have a child 
that goes to bed at bedtime, regardless of whether there is any further issue or 
not. When they say, "What if my child doesn't go to bed at bedtime?" they mean 
it *literally* -- that itself would automatically be a problem to them.

So there's nothing deeper, nothing behind it.

Do you intend this statement to apply to all/almost all parents who
promulgate any notion of "bedtime" to their children, or only some?

If all or almost all, how do you know this to be the case?

--Jason



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Doublethink
Date: August 23, 2011 at 9:04 AM

On 21 Aug 2011, at 17:57, Matjaž Leonardis wrote:

I'll define doublethink as "Acting in accordance with two contradictory theories, 
adopting one of them in some situations and adopting the other in other 
situations. "

It usually means something more like "Acting in accordance with a theory you 
know to be false, or know it contradicts another theory you believe to be true."

What you said above sounds fairly natural: you might not know they contradict, 
you might not realise the implications of the theories, or you might not notice the 
other one applies in this situation. Learning a theory thoroughly takes time.

Is some amount of double thinking sometimes necessary, if one doesn't want to 
change his mind in a revolutionary way?

The correct way to deal with holding two contradicting theories is, as Anonymous 
Person suggested, to come up with a third theory that goes something like "Well, 
I know one or both of these theories are wrong, but I haven't got a better idea yet 
and they're currently useful. So I'll continue with these until I work it out."

--
Lulie Tanett



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] NYT article about BOI
Date: August 23, 2011 at 10:15 AM

On 16 Aug 2011, at 22:16, Ottho wrote:

On Aug 15, 11:25 pm, Sean Maden <sean.ma...@gmail.com> wrote:
http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infin...

From the article:
"But Deutsch (who is famous, among other reasons, for his pioneering
contributions to the field of quantum computation) is so smart, and so
strange, and so creative, and so inexhaustibly curious, and so vividly
intellectually alive, that it is a distinct privilege, notwithstanding
everything, to spend time in his head...
...But I have no idea how one might go about investigating whether it
is true or false. "

Why does the reviewer doubt that claims of the book could be
investigated in terms of truth and falsity?

Do you think they could be? According to Popper, they could at best be
investigated in terms of falsity.

Is this doubt well-founded or not?

Only if nobody can suggest how they could be tested (that is,
falsified)? Maybe some of them, others not. That is what determines if
a conjecture is scientific or not (according to Popper).

If Mr. Deutsch's claims were testable in empirical terms,
would this fact of testability allow his claims to be testable in
terms of truth and falsity?

According to Popper, testability is about trying to demonstrate the
falsity of a premise (or hypothesis or conjecture or hunch), not the
truth (according to Popper). While tests may confirm a hypothesis,
confirmation never demonstrates truth (nothing does). As he said, all
scientific theories (unless falsified) will forever remain
conjectural; i.e. there is no truth, or if we have it, we will never

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infin


know that we have it. [OH]

Popper was a realist, which means he believed there *is* objective truth, and we 
can find it.

He only denied that we can be *sure* we've found the truth. But he didn't want 
certainty anyway: he thought the way to truth was to hold tentative guesses about 
the truth, which are criticised and modified when flaws are found in them. These 
tentative guesses are no less legitimate than claims to 'certain' truth.

So, he *was* seeking truth, and his theory explains how we may get closer to it.

'Conjectural' doesn't mean 'not true'. It means we could be mistaken about what 
we think is true.

Likewise, 'never knowing we have the truth' isn't bad. It doesn't mean we know 
nothing and everything we think we know is actually nonsense. It means we can't 
know *for sure* that we haven't made a mistake somewhere.

Confirmation is not what we're seeking, even though we are seeking the truth. 
But that raises a problem: How does that work? How do you determine whether 
one theory is better than another if you can't confirm the one that seems right?
Popper's answer to this question is the way we determine which is true is by 
criticising the competing theories until you only have one left. Then you don't 
need to 'confirm' it -- it's the one you adopt by default, because all the others have 
problems, and it's not like you're gonna adopt a more problematic theory in favour 
of a less problematic theory.

--
Lulie Tanett



From: Ottho <ottho@leksecurities.com>
Subject: [BoI] Re: NYT article about BOI
Date: August 23, 2011 at 1:01 PM

On Aug 23, 10:15 am, Lulie Tanett <w...@lulie.org> wrote:
On 16 Aug 2011, at 22:16, Ottho wrote:

If Mr. Deutsch's claims were testable in empirical terms, would this fact of 
testability allow his claims to be testable in terms of truth and falsity?

According to Popper, testability is about trying to demonstrate the falsity of a 
premise (or hypothesis or conjecture or hunch), not the truth (according to 
Popper). While tests may confirm a hypothesis, confirmation never 
demonstrates truth (nothing does). As he said, all scientific theories (unless 
falsified) will forever remain

conjectural; i.e. there is no truth, or if we have it, we will never
know that we have it. [OH]

Popper was a realist, which means he believed there *is* objective truth, and we 
can find it. He only denied that we can be *sure* we've found the truth. [LT]

I know, but feel that there is no practical difference between a)
finding truth but not knowing that we found it and b) there being no
such thing as truth. Scientists do not really pursue truth; they
pursue the quest for the theory or model that best explains what they
observe. I see no use for the word truth; except for to the many
philosophers throughout the ages that it keeps busy.

But he didn't want certainty anyway: he thought the way to truth was to hold 
tentative guesses about the truth, which are criticised and modified when flaws 
are found in them. These tentative guesses are no less legitimate than claims to 
'certain' truth.

I know, and agree.

So, he *was* seeking truth, and his theory explains how we may get closer to it.

I would put it in terms of explaining how we may get better fitting



theories/models. Since we never know if we found truth (as per KRP), I
do not see (pace KRP) that we are closer to it. [Some people may
dismiss this as just semantics. But I think that dismissal of an
argument as sematics is precisely what can often lead us into a
morass.  - e.g. in this case the never-ending debate about what
"truth" is.]

'Conjectural' doesn't mean 'not true'.

Of course it doesn't.

It means we could be mistaken about what we think is true.

I do not think of conjectures (or hypotheses, or theories, or models,
etc.) as being true. I think they are ultimately all likely to be
mistaken. Einstein's theory is a better fit than Newton's when it
comes to things beyond our everyday observation and
experience.Einstein himself would never have called it (or any theory)
truth.

Likewise, 'never knowing we have the truth' isn't bad.

I fully agree. There is no need for it. We just try to get a closer
fit, better insights, more explanatory power. It has served us well.
[Except that some would argue that nuclear weapons and perhaps even
nuclear reactors did not serve us well.]

It doesn't mean we know nothing and everything we think we know is actually 
nonsense.

The way I look at knowledge is that any knowledge is just "to the best
of our" knowledge. Which is often quite useful. What we call knowledge
is often found out to be wrong, and then corrected (or replaced by
uncertainty or absence of knowledge). people "knew" that the earth was
flat and that the sun orbited earth and the earth was the center of
the universe and that thunder was the expression of some god's
displeasure. Some people still l"know" that earth was created 6,000
years ago.

It means we can't know *for sure* that we haven't made a mistake somewhere.



It means that we can't know for sure that it is right. But it can be
useful.

Confirmation is not what we're seeking,

When the solar aclipse confirmed Einstein's theory, the theory got a
big boost. Confirmation serves a prupose, as long as it is not
confused with proof. In scientific theories (let alone in non-
scientific ones) there is never proof. Popper uses the word
corroboration.

even though we are seeking the truth.

Why would seek truth if we know that we would not know it if we found
it?). We seek falsification, better fits, explanations that clear up
phenomena that do not fit with existing theory.

But that raises a problem: How does that work? How do you determine whether 
one theory is better than another if you can't confirm the one that seems right?

Generally by seeing which theory is better at explaining or better
fits with what is observed. usually that will be the surviving
theory,

Popper's answer to this question is the way we determine which is true is by 
criticising the competing theories until you only have one left.

That would not be consistent with his saying that we do not know if we
have truth even if we found it. Einstein's theory is better (more
encompassing) than Newton's. Even Einstein would not have said that
his theory weas true.

Then you don't need to 'confirm' it -- it's the one you adopt by default, because 
all the others have problems, and it's not like you're gonna adopt a more 
problematic theory in favour of a less problematic theory.

I think that's consistent with what I said.



--
Lulie Tanett- Hide quoted text -

- Show quoted text -



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] NYT article about BOI
Date: August 23, 2011 at 1:22 PM

On Tue, Aug 23, 2011 at 9:15 AM, Lulie Tanett <www@lulie.org> wrote:

On 16 Aug 2011, at 22:16, Ottho wrote:

On Aug 15, 11:25 pm, Sean Maden <sean.ma...@gmail.com> wrote:
http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infin.

..

From the article:
"But Deutsch (who is famous, among other reasons, for his pioneering
contributions to the field of quantum computation) is so smart, and so
strange, and so creative, and so inexhaustibly curious, and so vividly
intellectually alive, that it is a distinct privilege, notwithstanding
everything, to spend time in his head...
...But I have no idea how one might go about investigating whether it
is true or false. "

Why does the reviewer doubt that claims of the book could be
investigated in terms of truth and falsity?

Do you think they could be? According to Popper, they could at best be
investigated in terms of falsity.

Is this doubt well-founded or not?

Only if nobody can suggest how they could be tested (that is,
falsified)? Maybe some of them, others not. That is what determines if
a conjecture is scientific or not (according to Popper).

If Mr. Deutsch's claims were testable in empirical terms,
would this fact of testability allow his claims to be testable in
terms of truth and falsity?

According to Popper, testability is about trying to demonstrate the
falsity of a premise (or hypothesis or conjecture or hunch), not the

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infin


truth (according to Popper). While tests may confirm a hypothesis,
confirmation never demonstrates truth (nothing does). As he said, all
scientific theories (unless falsified) will forever remain
conjectural; i.e. there is no truth, or if we have it, we will never
know that we have it. [OH]

Popper was a realist, which means he believed there *is* objective truth,
and we can find it.

He only denied that we can be *sure* we've found the truth. But he didn't
want certainty anyway: he thought the way to truth was to hold tentative
guesses about the truth, which are criticised and modified when flaws are
found in them. These tentative guesses are no less legitimate than claims to
'certain' truth.

So, he *was* seeking truth, and his theory explains how we may get closer
to it.

'Conjectural' doesn't mean 'not true'. It means we could be mistaken about
what we think is true.

Likewise, 'never knowing we have the truth' isn't bad. It doesn't mean we
know nothing and everything we think we know is actually nonsense. It means
we can't know *for sure* that we haven't made a mistake somewhere.

Confirmation is not what we're seeking, even though we are seeking the
truth. But that raises a problem: How does that work? How do you determine
whether one theory is better than another if you can't confirm the one that
seems right?
Popper's answer to this question is the way we determine which is true is
by criticising the competing theories until you only have one left. Then you
don't need to 'confirm' it -- it's the one you adopt by default, because all
the others have problems, and it's not like you're gonna adopt a more
problematic theory in favour of a less problematic theory.

--
Lulie Tanett



That is a very useful summary for a person new to Popper as I am.

So in the way you are using "confirmation", would that be a form of
justification? A stamp of approval for the truth of a statement?

John Campbell



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: NYT article about BOI
Date: August 23, 2011 at 1:24 PM

On 23 Aug 2011, at 18:02, Ottho <ottho@leksecurities.com> wrote:

Scientists do not really pursue truth; they
pursue the quest for the theory or model that best explains what they
observe.

Isn't it true that the observations are sometimes wrong, though?

If all scientists do is try to construct explanations for their
observations, and not to ensure that those observations correspond to
anything (reality, truth, whatever you want to call it), then they'd
never have any motivation to challenge their observations.

- Richard



From: Alpha Trust <atalphatrust@gmail.com>
Subject: Re: [BoI] Parental motivations (was: Re: "Schizophrenia", "Symptoms")
Date: August 23, 2011 at 2:51 PM

I don't know who is saying what here; however, I can address the "children's 
bedtime" issue.  Most often, parents need downtime w/o children at some point 
during the day.  In America, night time is usually most realistic.  Why is this 
necessary?  Try raising a child w/o some "away from the children" time......talk 
should mental illness.  I'm enjoying this post, because I have raised four 
children.....rather successfully, I think, and I have some experience in this 
area.....maybe even some expertise.  We usually let our children make their own 
bedtimes, but this was do to the fact that we educated them at home, thus, it 
wasn't necessary for them to arise early the next morning.  Early rising would be 
an issue for children that meet a school bus at 7:30 in the morning.  It seemed 
that my children needed a lot of rest, and they had it only because we didn't put 
outside restraints on them, ie, school, etc.  How is it possible to not make 
demands on a bedtime w/outside restraints that are a real part of American life?
Israel people......how is raising children there?  I have been there many times, 
and other than those resting on Holy days, shabbat, etc bedtime demands are 
made on children there, too???
Does society in general need to take a step back and relax?  Maybe we should all 
revisit John Lennon's song, "Working Class Hero"????

Sent from my iPad

On Aug 23, 2011, at 8:05 AM, Jason <auvenj@gmail.com> wrote:

On Aug 22, 10:45 pm, Elliot Temple <c...@curi.us> wrote:
When you suggest to parents that children should have more freedom, and 
other things along those lines, they raise various objections. A standard 
example is, "If the child has more freedom, he might not go to bed at bedtime." 
Or maybe he'll eat candy until "hyperactive".

A rational person hearing this can easily make a false assumption: that the 
complaint is the child won't go to bed at bedtime *and then something bad will 
happen* (e.g. the child's growth will be scientistically stunted, he'll be tired and 
cranky, he'll make noise at 2am, the neighbors will disapprove, etc...)

The parents themselves will often offer some claims/justifications/excuses like 
this for why it would be bad. These are made up after the fact of desiring and 



enforcing bedtime, and accompanied by confabulation that they were 
considered in advance and self-deception that they are the current 
motivations.

That is not what parents are primarily worried about. They want to have a child 
that goes to bed at bedtime, regardless of whether there is any further issue or 
not. When they say, "What if my child doesn't go to bed at bedtime?" they 
mean it *literally* -- that itself would automatically be a problem to them.

So there's nothing deeper, nothing behind it.

Do you intend this statement to apply to all/almost all parents who
promulgate any notion of "bedtime" to their children, or only some?

If all or almost all, how do you know this to be the case?

--Jason



From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Parental motivations (was: Re: "Schizophrenia", "Symptoms")
Date: August 23, 2011 at 4:45 PM

Bedtime benefits children indirectly: it makes their parents happier.

All the other purported benefits of bedtime are mostly just homo-
hypocritus doing his thing.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility (EPR)
Date: August 23, 2011 at 6:27 PM

On Aug 20, 2011, at 8:09 PM, westmiller@aol.com wrote:

The
wonder is not that the primary spins are complementary, but that the  orthogonal
spins (which are not measured) become known. They should be unknown,  it is
claimed, because detecting the x-spin interferes, making the status of the
y-spin "incompatible" with any definite value. The "paradox" is that
Alice's  particle is NOT measured and "her" particle doesn't know that Bob has
measured  the entangled particle, yet the y-spin of Alice's particle "reverts"
to a .5  probability. Or something like  that:
http://en.wikipedia.org/wiki/Epr_paradox#Measurements_on_an_entangled_stat
e

To  my mind, there's no paradox at all. The particles have (by definition
and  conservation) complementary spins at the point of generation, no matter
what is  observed. Bob's spin (whether x or y) will always be the complement
of the spins  Alice does or doesn't measure.

And Tom Harrigan posted what amounts to the same idea about how EPR works:

The standard way of explaining quantum correlations is to say this is
the way reality works. If I find my right shoe, I know my left shoe is

somewhere, and would be very surprised if I found another right shoe.

And Westmiller repeated the idea:

I've never understood why the EPR scenario is a paradox. Given
the simultaneous emission of two complementary particles in opposite
(complementary) directions, it's no wonder that the observed trait of spin in  one
particle is complementary to the same trait in the other, whether it is
measured or not.

In the EPR experiment you send out two entangled particles. Then there are 
different possible experiments to do on each of the particles (notionally off on 

http://en.wikipedia.org/wiki/Epr_paradox#Measurements_on_an_entangled_state


space stations far away).

In a simple version, there are three possible experiments to do. So there's 3 
experiments to do on particle A, and 3 to do on particle B. That makes 9 possible 
combinations.

The "paradox" is because the "complementary spins at the point of generation" 
(or complementary right/left ness of shoes) theory *cannot* explain what 
happens. It cannot be that the particles have their states set at the point of 
generation and there's nothing more to do.

Having their state set at point of generation wouldn't be very interesting. Imagine 
if you had a red chip and a blue chip and sent those off into space in such a way 
that you didn't know which is which. That would be an example of having their 
state set at point of generation. Then when one station gets the red chip one they 
can infer that the other space station got the blue one.

EPR is not like that.

So there's the 9 possible combinations of experiments. What happens?

We'll call the experiments X, Y, and Z. So if we do A on X and Y on B, we can 
write that at XY (A comes first).

For the experiment pairs XX, YY, and ZZ, the experiments always get opposite 
results.

But for the other 6 pairs, such as XY, there are probabilities for whether they get 
the same result or opposite.

These results can be mathematically proven to be incompatible with the results 
being determined at the point of generation. It can't be determined at the point of 
generation and still match all the probabilities.

This is the "paradox". The solution is: when people on space station A do an 
experiment on particle A, they actually "split" and different instances of them do 
all 3 experiments. At both stations A and B, all 3 experiments are done. There's 
now these blobs of instances that have done different experiments and they start 
a "wave of differentiation" (see BoI). Then when the wave of differentiations of A 
and B meet (e.g. they communicate and compare results) they get … something 



like sorted out into different universes based on their entanglement information 
(I'm a little fuzzy on that part).

Understanding this not only requires understanding MWI but also locality. In 
particular: universe "splits" are *fully local*. It's not that one universe (the whole 
thing) becomes two universes (instantly). That violates locality. Whatever 
happens has to spread no faster than the speed of light (the "wave of 
differentiation" from BoI). The model where you imagine you pick one of 3 
experiments and now there's 3 different entire universes, one for each, is simpler 
but non-local and false.

Correct me if I'm wrong.

PS I retract my previous statements about EPR.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Elon Musk on Parenting and Nature/Nurture
Date: August 23, 2011 at 6:36 PM

On Aug 22, 2011, at 8:35 AM, Jason wrote:

On Aug 20, 2011, at 11:23 AM, Elliot Temple wrote:
That I wouldn't just believe them when they said something 'cause I'd ask 
them why.  And then I'd consider whether that response made sense given 
everything else I knew.

Why parents find rationality infuriating is an important question with 
implications and reach.

Not all parents do. As some may know, I am not in agreement with the
whole TCS approach. But in this aspect I think I am in basic agreement
with it and I have been since my children first learned the word
"why?", long before I'd ever heard of Rand or TCS or Popper. What *I*
find infuriating are the statements (from extended family or other
parents) that children shouldn't ask so many questions, and the
responses "Because I said so," and its cleverly disguised equivalent,
"Because that's the way God made it."

I don't think that's a clever disguise ;-P

Also it's not just parents that do this. I get plenty of guff from non-
parents who get mad at my wife and I for not inculcating respect for
authority / respect for elders / etc. into our kids, causing them to
ask too many questions.

Right: many people put pressure on parents (such as you and your wife, as well 
as other parents they meet) to conform to particular parenting practices (which 
have attributes like cultural endorsement and being part of anti-rational memes).

So this, like the above, is an instance of people wanting rationality and parenting 
not to mix.

Except, "people wanting" may be the wrong concept. It's more like "memes 
controlling" with no emotions or preferences involved, nor any human choice. But 



that can be misleading too. Part of the way anti-rational memes control people is 
by causing emotions and preferences in their hosts, as well as by controlling 
human choices.

On Aug 21, 1:47 pm, Justin Mallone <justin...@gmail.com> wrote:
For instance, when trying to engage in rational discussion, people will accuse 
you of "being childish" if you ask too many why's (i think the limit is like 4). As if 
that's an argument. I guess that's an example of its reach.

I have experienced this as well (being called "childish" for asking
questions or discussing certain ideas) - even among a local group of
people whose express purposes include the promotion of reason and
science!

Another common result of asking questions (as an adult) is that many people 
*often silently* look down on you. They (maybe unconsciously) take the questions 
as a sign of weakness and ignorance (or childishness). They regard you as 
lacking authority and your ideas as less important. They have a hard time ever 
thinking of you as impressive if you had to ask questions (Especially if it's recent. 
If the questions are old they might think or feel that you've since grown up).

This is perhaps one of the reasons that many (certainly not all) email list posters 
avoid asking questions as a general policy, preferring to stick to confident (even if 
unargued) assertions.

So I think the relevant question is: Why do some people [irrespective
of parenthood] find rationality infuriating [in either children or
adults]?

That change to the question actually ruins the original intent of it.

The original question was meant to be about anti-rational memes, which I think 
are important. Anti-rational memes spread from *older* to *younger* people but 
not, as a general rule, vice versa. Why not? Because all the selection pressure on 
memes is to get into younger people.

Spreading to younger people is a requirement for memes to last. Spreading to 
older people does not make memes last (though it can help some if those older 
people then help spread it to younger people).



And parenting in particular is the most important thing in control of "memetic 
bandwidth" -- the information being transmitted to the next generation of younger 
people. So parenthood is extremely relevant to memes.

So it's not a coincidence or over-specialization (causing lack of available 
generality) that it was talking about parents in particular.

How does this theory match up with practice? Parents commonly find rationality 
in their children infuriating. Adults in our society often encourage or pressure 
parents to conform to finding it infuriating. All this goes towards spreading anti-
rational memes to children.

But the other way around -- children finding the *rationality* of their parents (or 
even other adults) infuriating -- is rare. Much more common is children finding the 
*irrationality* of their parents infuriating (and other adults, especially those with 
coercive power over them like teachers).

Memes are not age neutral and these problems about people disliking rationality 
are not symmetric and the same across differing groups like parents, non-
parents, children, adults.

Perhaps part of it is they don't explicitly know that rationality is a
process of explanation and error correction. I'm not sure of this
though, since my own attitude toward "why" questions was in place
before my explicit understanding of rationality was.

What do you think some of the other implications are / reach is?

People who are infuriated by rationality in others also seem to be
less capable of applying rationality to their own ideas.

Yes, knowledge of reason has reach.

However, what this suggests is not always what we observe. It's also common for 
a person who is normally exceptionally rational to act quite irrational in his role as 
parent. He makes exceptions and has blindnesses when it comes to parenting in 
particular. This is because the anti-rational meme selection pressure made them 
evolve to have precise control over the *relevant* things to controlling memetic 



bandwidth, especially parenting behavior, but not so much the (approximately, 
directly) irrelevant things such as his rationality when working on his profession.

BTW the second most important area to these memes may be courtship 
behaviors and "romance" and marriage which control who becomes to be a 
parent with who, and under what circumstances.

That's why "lovers are blind" (a clearer version of "love is blind"). My slightly 
changed version is actually true to the original:

http://www.phrases.org.uk/meanings/love-is-blind.html

Shakespeare wrote:

But love is blind and lovers cannot see

So he meant that love and lovers are both blind and specifically mentioned 
lovers.

That page also says:

Modern-day research supports the view that the blindness of love is not just a 
figurative matter. A research study in 2004 by University College London found 
that feelings of love suppressed the activity of the areas of the brain that control 
critical thought.

This is gross scientism of the type BoI criticized. It's just as bad as the heritability 
twin studies, the bogus neuroscience for "mental illness" (such as "depression"), 
and so on. But, as happens the minority of the time, this is scientism being used 
to advocate something that happens to be true.

When dealing with believers in scientism, one can point them to some of the 
scientistic studies which have reached true and moral conclusions which they 
disagree with. Then they'll have to accept that not all scientistic studies are true 
on principle and methods of judging them must be used. That's a good start.

Another example of scientism is those studies "scientifically proving" that video 
games are bad for people (or sometimes just bad for children). But occasionally 
studies come out (which are no less scientistic) "proving" video games are 
educational and good for people.

http://www.phrases.org.uk/meanings/love-is-blind.html


The conclusions of scientism are easy to vary.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Fungibility (EPR)
Date: August 23, 2011 at 11:56 PM

On Aug 23, 3:27 pm, Elliot Temple <c...@curi.us> wrote:
EPR is not like that.
So there's the 9 possible combinations of experiments ... But for the other 6 
pairs, such as XY, there are probabilities for whether they get the same result or 
opposite.
These results can be mathematically proven to be incompatible with the results 
being determined at the point of generation.

It would be more helpful if you explained the nature of the
experiments.

For example:
Test X might be a test of spin (UP or DOWN) relative the direction of
travel. When tested at A, that value might be UP. Given the
conservation rules Tom and I find agreeable, the test at B *must* show
a DOWN spin (or vice-versa). I'm guessing that's one of the tests that
has a predictable complementary result.

Test Y might be a test of spin *perpendicular* to the direction of
travel. Again, Tom and I would assume that they are also
complementary: IF UP at A, then DOWN at B.

Those are the only two tests (unless you do intermediate angles) for
spin, which is the only quality I ever see referenced in the EPR
descriptions. I don't know what "Test Z" might entail.

My guess, from the descriptions I've read, is that performing Test X
at A "collapses the probability state" (or some other gobbledeygook)
instantaneously (FTL) at position B, so that the complementary spin
"appears" there. Given that the "state" of the particle is now
established, the results of Test Y ought also to be fixed. On that
premise, the purported quandry is that the results of Test Y don't
correspond with the results of Text X, That is, the results aren't UP
at A and DOWN at B, but may be either, in equal probability. Thus, the
paradox seems to be that Test X at A doesn't fix the outcome of Test Y
at B. Thus, a purported paradox.



Perhaps your explanation of what is tested and what mathematical logic
shows that the results are "incompatible" will provide a better
scenerio.

Bill
PS: I don't see any direct correlation between EPR results and two-
slit interference experiments, except that they've both been tossed
into the "quantum mechanics" hat. To my mind they're entirely
different phenomenon.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility (EPR)
Date: August 24, 2011 at 3:47 AM

On 24 August 2011 04:56, Westmiller <westmiller@aol.com> wrote:
On Aug 23, 3:27 pm, Elliot Temple <c...@curi.us> wrote:

EPR is not like that.
So there's the 9 possible combinations of experiments ... But for the other 6 
pairs, such as XY, there are probabilities for whether they get the same result 
or opposite.
These results can be mathematically proven to be incompatible with the results 
being determined at the point of generation.

It would be more helpful if you explained the nature of the
experiments.

For example:
Test X might be a test of spin (UP or DOWN) relative the direction of
travel. When tested at A, that value might be UP. Given the
conservation rules Tom and I find agreeable, the test at B *must* show
a DOWN spin (or vice-versa). I'm guessing that's one of the tests that
has a predictable complementary result.

Test Y might be a test of spin *perpendicular* to the direction of
travel. Again, Tom and I would assume that they are also
complementary: IF UP at A, then DOWN at B.

Those are the only two tests (unless you do intermediate angles) for
spin, which is the only quality I ever see referenced in the EPR
descriptions. I don't know what "Test Z" might entail.

My guess, from the descriptions I've read, is that performing Test X
at A "collapses the probability state" (or some other gobbledeygook)
instantaneously (FTL) at position B, so that the complementary spin
"appears" there. Given that the "state" of the particle is now
established, the results of Test Y ought also to be fixed. On that
premise, the purported quandry is that the results of Test Y don't
correspond with the results of Text X, That is, the results aren't UP
at A and DOWN at B, but may be either, in equal probability. Thus, the
paradox seems to be that Test X at A doesn't fix the outcome of Test Y



at B. Thus, a purported paradox.

Perhaps your explanation of what is tested and what mathematical logic
shows that the results are "incompatible" will provide a better
scenerio.

The problem that has to be solved is that if you measure the same
observable for both systems you get opposite results, but if you
measure a different observable in the two systems then they will match
in some cases but not in others. So it appears to the person who just
works out the probabilities that what you do to one system affects the
other. The amount of correlation that is possible if all you have is
local probabilistic single universe physics can be quantified and the
amount of correlation allowed by quantum mechanics is larger: that is
the substance of the Bell inequalities.

Alan



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Re: Fungibility (EPR)
Date: August 24, 2011 at 5:31 AM

On Wed, Aug 24, 2011 at 9:26 AM, Westmiller <westmiller@aol.com> wrote:

On Aug 23, 3:27 pm, Elliot Temple <c...@curi.us> wrote:
EPR is not like that.
So there's the 9 possible combinations of experiments ... But for the

other 6 pairs, such as XY, there are probabilities for whether they get the
same result or opposite.

These results can be mathematically proven to be incompatible with the
results being determined at the point of generation.

It would be more helpful if you explained the nature of the
experiments.

Here's a good simple handling of the Bell experiments:
http://www.drchinese.com/David/Bell_Theorem_Easy_Math.htm

I found it very helpful, though I still have questions. Specifically, I am
interested in finding out how QM's prediction of correlation probability
(.25 in the linked article) is calculated. If anyone can tell me, I'd really
appreciate it.

http://www.drchinese.com/David/Bell_Theorem_Easy_Math.htm


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Determinism and MWI
Date: August 24, 2011 at 6:35 AM

On Sun, Aug 21, 2011 at 1:47 PM, Manolis.A.C. <manolis.a.c@gmail.com> 
wrote:

From what I understand from various readings, DD is a proponent of both
fundamentally deterministic nature of the universe (or multiverse), and the
Many-Worlds Interpretation of Quantum Mechanics.

Such a combination of theories therefore inevitably gives rise to the
following question:

If we experience merely epistemic uncertainty regarding the unfoldings of
our branch(es) of the multiverse, then there necessarily has to be an
ontological probability attached to what determines what branch of the
multiverse we end up in.

In my simple thinking, the two are not compatible. Either there has to be
genuine determinism and some form of single universe interpretation of QM,
or genuine ontological indeterminism and a MWI of QM.

So, what say you, gents?

Disclaimer: I am in no way an expert on MWI.

Probability (at least probabilities less than 1) only apply when less than
all possible options out of multiple options occurs. If I am not mistaken
(and I very well may be, because I know very little about MWI), in MWI *all*
options occur deterministically, and we end up in all the branches of the
multiverse we can end up in. But it is a different us in each branch, simply
with shared histories. In that situation, asking what the ontological
probability is that we end up in any given branch is like asking what the
ontological probability is that I would experience myself as me rather than
experiencing yourself as me? IE, why am I experiencing my subjective
experience rather than experiencing yours?



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility clarification
Date: August 24, 2011 at 9:21 AM

subtraction
division
pointing a gun at your head, pulling the trigger.

On Aug 22, 10:40 pm, Elliot Temple <c...@curi.us> wrote:
On Aug 22, 2011, at 2:32 PM, Alan Forrester wrote:

On 22 August 2011 19:57, Elliot Temple <c...@curi.us> wrote:

On Aug 22, 2011, at 11:23 AM, Alan Forrester wrote:

Observables can commute under two circumstances.

(1) They are the same except that the outcomes are labelled with
different numbers.

(Or also, I'm guessing, the same and labelled with the same numbers.)

Yes.

(2) They are different but belong to different systems.

In other words, they are independent?

It means they can be manipulated independently, not that this is
necessarily what happens.

So for example you can commute the length of your cat with the length of 
your dog. But not the length of your dog with its age.

You can manipulate you dog's age and its length independently in
principle. For example, you could change the genes that make dogs grow



as they age or something like that. So dog age and dog length do
commute.

Ah, nice point.

So, what are some examples of everyday things which do not commute, given 
the possibility of highly advanced technological interventions?

-- Elliot Templehttp://curi.us/

http://curi.us/


From: Manolis A. Carouzos <mcarouzos@carouzos.com>
Subject: Re: [BoI] Determinism and MWI
Date: August 24, 2011 at 12:02 PM

On Wed, Aug 24, 2011 at 1:35 PM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Sun, Aug 21, 2011 at 1:47 PM, Manolis.A.C. 
<manolis.a.c@gmail.com>wrote:

From what I understand from various readings, DD is a proponent of both
fundamentally deterministic nature of the universe (or multiverse), and the
Many-Worlds Interpretation of Quantum Mechanics.

Such a combination of theories therefore inevitably gives rise to the
following question:

If we experience merely epistemic uncertainty regarding the unfoldings of
our branch(es) of the multiverse, then there necessarily has to be an
ontological probability attached to what determines what branch of the
multiverse we end up in.

In my simple thinking, the two are not compatible. Either there has to be
genuine determinism and some form of single universe interpretation of QM,
or genuine ontological indeterminism and a MWI of QM.

So, what say you, gents?

Disclaimer: I am in no way an expert on MWI.

Probability (at least probabilities less than 1) only apply when less than
all possible options out of multiple options occurs. If I am not mistaken
(and I very well may be, because I know very little about MWI), in MWI *all*
options occur deterministically, and we end up in all the branches of the
multiverse we can end up in. But it is a different us in each branch, simply
with shared histories. In that situation, asking what the ontological
probability is that we end up in any given branch is like asking what the
ontological probability is that I would experience myself as me rather than
experiencing yourself as me? IE, why am I experiencing my subjective



experience rather than experiencing yours?

Well, how can all possible options occur if we accept that QM supports
determinism? The way I understand it, all possible *universes* may in fact
exist, but each universe should produce only *one* new universe from each
decoherence event.

If all particles in universe U at time T are in state X with momentum M then
they necessarily will produce universe U1 in time T1 and in state X1. There
might be endless universes with every possible combination of time, state
and momentum, but each of them should deterministically produce only one new
universe with a very specific state-no?

We are conscious of this one particular universe (which happens to be
fine-tuned or one of the fine-tuned ones) so we shouldn't we be experiencing
a non-random successor to it, right?

Manolis



From: Manolis A.C. <manolis.a.c@gmail.com>
Subject: Re: [BoI] Determinism and MWI
Date: August 24, 2011 at 12:03 PM

On Wed, Aug 24, 2011 at 1:35 PM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Sun, Aug 21, 2011 at 1:47 PM, Manolis.A.C. 
<manolis.a.c@gmail.com>wrote:

From what I understand from various readings, DD is a proponent of both
fundamentally deterministic nature of the universe (or multiverse), and the
Many-Worlds Interpretation of Quantum Mechanics.

Such a combination of theories therefore inevitably gives rise to the
following question:

If we experience merely epistemic uncertainty regarding the unfoldings of
our branch(es) of the multiverse, then there necessarily has to be an
ontological probability attached to what determines what branch of the
multiverse we end up in.

In my simple thinking, the two are not compatible. Either there has to be
genuine determinism and some form of single universe interpretation of QM,
or genuine ontological indeterminism and a MWI of QM.

So, what say you, gents?

Disclaimer: I am in no way an expert on MWI.

Probability (at least probabilities less than 1) only apply when less than
all possible options out of multiple options occurs. If I am not mistaken
(and I very well may be, because I know very little about MWI), in MWI *all*
options occur deterministically, and we end up in all the branches of the
multiverse we can end up in. But it is a different us in each branch, simply
with shared histories. In that situation, asking what the ontological
probability is that we end up in any given branch is like asking what the
ontological probability is that I would experience myself as me rather than
experiencing yourself as me? IE, why am I experiencing my subjective



experience rather than experiencing yours?

Well, how can all possible options occur if we accept that QM supports
determinism? The way I understand it, all possible *universes* may in fact
exist, but each universe should produce only *one* new universe from each
decoherence event.

If all particles in universe U at time T are in state X with momentum M then
they necessarily will produce universe U1 in time T1 and in state X1. There
might be endless universes with every possible combination of time, state
and momentum, but each of them should deterministically produce only one new
universe with a very specific state-no?

We are conscious of this one particular universe (which happens to be
fine-tuned or one of the fine-tuned ones) so we shouldn't we be experiencing
a non-random successor to it, right?

Manolis



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Fungibility clarification
Date: August 24, 2011 at 12:30 PM

On 24 Aug 2011, at 2:21pm, tom.harrigan wrote:

On Aug 22, 10:40 pm, Elliot Temple <c...@curi.us> wrote:

So, what are some examples of everyday things which do not commute, given 
the possibility of highly advanced technological interventions?

subtraction
division
pointing a gun at your head, pulling the trigger.

No, those are all examples of *operations* that don't commute, which are 
common in classical physics and in everyday life. The most straightforward 
example is, perhaps, rotations about different axes in three dimensions.

*Observables* that don't commute are a purely quantum phenomenon and are 
therefore, although ubiquitous, very hard to demonstrate unambiguously outside 
a laboratory.

I guess the examples closest to everyday experience are the components of the 
polarisation vector of a photon in two different directions. The fact that they do not 
commute is manifested in the experiment where one inserts a third polariser 
between two polarisers crossed at right angles. Inserting the third one allows 
some photons to pass through. This illustrates (but does not, by itself, 
unambiguously demonstrate) that two different components of the polarisation 
vector cannot be sharp simultaneously.

David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Statistics
Date: August 24, 2011 at 12:37 PM

On Aug 22, 2011, at 9:39 PM, westmiller@aol.com wrote:

Elliot Temple writes:
The "wide variety of contexts" would be schools in our culture. The
results would not be about human nature, the nature of schools, or any 
universal
truth, but merely about non-outliers in our current culture (which is
rapidly  changing!).

The survey might be worldwide, so as to discount cultural distinctions, but
I agree that the facts of the matter can only represent the state of the
world as it presently exists; a present survey can't  discount innovations
that might happen in the future.

OK. I think we mostly agree about this part. That future thing is especially 
important.

I also want to emphasize that worldwide cultures are not a sample of all cultures. 
They do not discount cultural distinctions. There's only a small number of cultures 
on Earth, all with some shared background. And, lately, almost all of which 
communicate and influence each other.

If you try to imagine alien cultures on alien planets -- which is extremely hard! -- I 
think you'll be able to imagine that they might differ in some important ways from 
*all* Earth cultures up to the present.

However, it can  certainly discount the
level of funding as a variable, as well as the  application of that funding.

That was an example of something that random sampling does not correctly 
control for.

It can be controlled for separately (that would not be easy. very much not easy. 
but could theoretically be done).

The point was that random sampling as a method is insufficient to control for 



everything that needs to be controlled for.

What's also insufficient is the method of identifying everything to control for, one 
by one, and then individually dealing with them. Because you're either going to 
miss thousands of things, or you're going to design a study that costs trillions of 
dollars and can't actually be done. Or maybe both.

So it doesn't matter that you could control for that particular example of an issue. 
What about the thousands of other things which random sampling doesn't control 
for? Especially the ones that you and I don't already know about?

So what do researchers actually do, given that random sampling is not good 
enough and they can't control for all the myriad things they need to, one by one?

Well first of all they have some other general purpose techniques for some types 
of research, such as random sampling (in practice: somewhat random sampling. 
because some randomly selected people will decline to participate) and the 
"double blind" method (often neglected in social sciences. e.g. both the students 
and teachers know their class sizes. so it's not even single blind). Those general 
methods help some when used, but are not enough.

And second of all, they will think of, perhaps, three to five factors -- often the ones 
that feel most intuitive/obvious, like the funding issue I brought up -- and do 
something to try to control for them.

But this simply fails to control for less obvious factors which random sampling 
does not sufficiently address.

The lesson here is that the *entire approach* to "science" used by the social 
"sciences", as a general rule, simply doesn't work. The studies produced are 
never properly controlled. They just (try to) address some well known issues like 
random sampling (well, partly), double blind (sometimes), and a few factors they 
know they'll get asked about, but not everything necessary to get correct results.

What could work instead? The methods of real science as described by Popper 
and expanded on in BoI: come up with good explanations and use experiments to 
attempt to refute them. The role of experiments must be *critical* rather than to 



try to prove positive facts. Good explanations and criticisms have the starring 
role.

Suppose this world survey of classrooms produced a correlation: for each
unit reduction in the number of students per teacher, the academic
achievement of the average student increased by 5 points on a standard  exam. 
That
*implies* that the ratio is a significant factor in learning.

It does not. That result is compatible with that being false, so it cannot imply it.

For example, it could be that in cases in our world culture where there's fewer 
students per teacher, there is also something else present which causes the 
exam results. If that is true, then the "implication" above is false.

Further, if we are interested in a question like how to improve our schools, we 
have to consider that the exams may not measure improvement. They might be 
measuring something bad, such as levels of unquestioning obedience (more 
plausibly, they measure a mix of good and bad things, with neither higher nor 
lower scores being particularly better or worse in general, and the ideal score 
varying greatly for individual people). So the survey, for this reason also, could 
not guide us in what to do.

What's to be done? Come up with good explanations and subject them to 
criticism. There is no other way.

That implication might motivate the "good explanation"

Good explanation is a term from BoI. It's not a vague thing used to call one's 
ideas "good" and thus justify them. It means explanations which are hard to vary -
- which has a specific meaning explained in the book -- and BoI says why that is 
important, what it means, how to judge it, etc...

... This methodology suggested cannot and does not properly isolate  and
control other for other factors.



If the methodology doesn't discount the comprehensible but  incidental
factors, then it's a bad survey.

No, because there is no known design that would have worked.

It's not individual surveys that are failing but all of them.

Granted, it might not occur to  those designing
the study that air conditioning is a significant factor relative  to atte
ntiveness, which might warrant a new study or a revision of the  conclusions.
The study might overlook the family relationship between the  teacher and
student (e.g.: home schooling) and therefore miss a significant  variable at
the lower end of the ratio.

And if the researchers miss a single issue such as those examples, then the 
affect on their results is not predictable. They're simply invalid and there is no limit 
to how false and misleading they could be.

All of this is the wrong approach to creating knowledge. The right
approach is to focus on creating good explanations, as BoI explains. Studies 
can
be involved in this, but not in the role of providing authoritative
answers.

Exactly my point. Good studies can suggest some facts-of-the-matter,

That's not the way in which they can be involved. The only roles they can have 
are:

1) in criticism
2) loosely as inspiration for ideas (of course they'll have to compete with staring 
at the clouds, dreams, reading novels, playing video games, showering, "love", 
"greed", BoI list discussions, and so on ... *anything* can do this, even studies)

For more information about this topic, see the discussion of studies and scientism 
in BoI, as well as its epistemology.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: George Overmeire <kuehleborn@gmail.com>
Subject: Re: [BoI] [OT] Non-DRM EPUB version of the book?
Date: August 24, 2011 at 2:32 PM

Hi,

Also for me my first post on this list; I started yesterday reading BOI.
Now for the DRM-stuff: read this page
http://apprenticealf.wordpress.com/2011/01/13/ebooks-formats-drm-and-you-
%E2%80%94-a-guide-for-the-perplexed/
You need Calibre and the drm-removal tool set.
http://calibre-ebook.com/download).

So: I bought the kindle version of the book at amazon (you need the Kindle
for PC on your computer, free download from amazon)
Then I imported the book in Calibre, with the drm plugin activated (follow
the instructions in the apprenticealf-blog).

You have to become familiar with the clumsy interface of Calibre, but it is
a great program - and free!
Then I chose to convert the book from Kindle (MOBI) to epub; Calibre removes
the drm first, then converts it. (You can also convert from and to other
formats). It works perfect on my sony e-reader - you can't see the
difference with a dedicated epub file.

That's it.

Calibre is also a great e-book management tool. And for me, living in the
Netherlands, there are únfortunately a lot of books that I can't legally buy
in e-pub format for copyright reasons (Dutch publishers have their rights
well protected), but that I can buy in Kindle format and then convert to
e-pub. E.g. Penguin won't let me buy Fabric of Reality in e-pub, so I had to
take a detour via amazon. I'm not advocating piracy, but I like to pull my
own strings.

Finally: I have read somewhere rumors that the newest version of Kindle for
PC is protected to the drm-removal tool. Can't find the link. Probably the
protection has also been hacked now. :-)

George

http://apprenticealf.wordpress.com/2011/01/13/ebooks-formats-drm-and-you-%E2%80%94-a-guide-for-the-perplexed/
http://calibre-ebook.com/download


On Sun, Aug 14, 2011 at 9:09 PM, Andreas Waldenburger <
maninmob@googlemail.com> wrote:

Hi everyone, first post.

I've been reading good stuff about the book, and I want to buy it in EPUB
format.  However, I can't find an outlet that sells non-DRM versions.

I know this group is not meant to discuss such matters, and I don't want
to
incite a prolonged discussion about any of this.  So I'll stress: If I
can't
buy the book in non-DRM format (preferably EPUB), I won't be buying it at
all
and that'll be the end of it.

Thanks,
/W



From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Fungibility (EPR)
Date: August 25, 2011 at 12:39 AM

On Aug 24, 2:31 am, Abraham Lewis <abraha...@gmail.com> wrote:
Here's a good simple handling of the Bell 
experiments:http://www.drchinese.com/David/Bell_Theorem_Easy_Math.htm

A very good explanation, though I haven't yet absorbed the full logic
of each step in the analysis.

... how QM's prediction of correlation probability (.25 in the linked article) is 
calculated.

How it's calculated is shown in the article: cos(angle) squared. But,
why it's calculated that way isn't. I found this explanation, though
it doesn't mention why cosine is relevant to the EPR case:

http://srikant.org/core/node12.html#SECTION001260000000000000000

Bill

http://www.drchinese.com/David/Bell_Theorem_Easy_Math.htm
http://srikant.org/core/node12.html#SECTION001260000000000000000


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Miscommunication
Date: August 25, 2011 at 1:37 AM

It's easier to understand miscommunication, and how common it is, if one 
understands how communication works.

And it's easier to understanding misunderstandings in general, and how common 
they are, if one understandings how learning in general works.

(See this previous post about misunderstandings: 
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/723ece05b2b283ed/f42c743683e27733?
hl=en_US&lnk=gst&q=misunderstanding#f42c743683e27733 )

Misunderstanding something is a type of mistake. And all mistakes are caused by 
lack of understanding. In other words, all mistakes can potentially be avoided with 
enough understanding (knowledge).

COMMUNICATION

Communication involves learning. The listener (hopefully) learns what the 
speaker is saying. In other words, communication is about the listener learning 
what the speaker is trying to communicate.

Learning is creating understanding (knowledge).

In outline, communication has a person with an idea and a person who tries to 
get the idea, somehow. We'll call them the "speaker" and the "listener", even 
though the speaker might actually be a writer. And the communication might not 
be words: the speaker might wink or point.

No communication is perfect. There are always many misunderstandings 
possible. There are always ambiguities. So how can the listener know what the 
speaker means?

All statements with less than (impossibly) perfect precision have ambiguity. There 
are multiple possible meanings and the intended one isn't precisely specified.

People take it for granted that communication works. But it's actually a big 
mystery how it can be so effective. Or at least it was a mystery before Popper's 

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/723ece05b2b283ed/f42c743683e27733?hl=en_US&lnk=gst&q=misunderstanding#f42c743683e27733


theory of epistemology solved the main issue.

Suppose we meet aliens. Will we be able to communicate with them? Can they 
learn our language, and we learn theirs? One thing most people can agree on is 
that if we can do it, it won't be easy. It'll be pretty hard. We'll have to work at it a 
lot.

With aliens, people do not take communication for granted but see its inherent 
difficulty.

The difficulty of communicating with other people is, fundamentally, the same as 
communicating with aliens.

With aliens, once they learn our language things get easier. It's the same with 
humans: once children learn our language, then communication gets easier.

Learning our language in the first place is the hardest part. After that, there is 
common ground to work with.

That very young children learn language demonstrates their intelligence.

Some people say there is a special part of the human brain to make language 
and communication easy for us. That is false.

Some people think the ideas of the speaker can be derived or inferred from the 
words he uses. But they cannot be. There is always ambiguity and no way to 
derive which of the possible meanings he intended.

Various ideas people assume about communication are not true. How does 
communication actually work?

The listener guesses what the speaker is trying to communicate. His guess may 
be mistaken and he'll need to make multiple guesses. But just guessing isn't 
enough. He also improves his guesses using criticism and eliminates mistaken 
guesses.

Making guesses about what the speaker is saying, and improving them, and 
eliminating mistakes, will make progress towards understanding the speaker. The 
more one does this, the better a guess one will be able to come up with about 
what the speaker means.



Using this process, after some effort the latest guess will be difficult to improve on 
because all the improvements the listener thinks of have already been made and 
all the mistakes he finds have been removed.

It is a fundamental truth that all ideas are guesses.

And it is a fundamental truth that we never have the perfect truth. We improve our 
understanding. And when we find problems with it, we improve it more.

How are mistakes eliminated? By criticism.

A criticism is an explanation of a mistake: what it is and why that is a mistake.

Many types of criticism are possible. An idea or set of ideas can be self-
contradictory. Ideas can be illogical. Ideas can be cruel, mystical or confusing. 
They can fail to solve the problem they are supposed to solve. They can be 
arbitrary and lack any explanation to make sense of them. Any bad quality makes 
for a good criticism.

There is a particular type of criticism of special note. It is criticism that makes use 
of evidence. Evidence is facts about reality.

An example of an evidence-using criticism is if a speaker used the word "dog" but 
not "cat", then guessing that he is talking about cats would be a mistake. (Like all 
ideas, criticisms are fallible. Depending on the details, this example could 
potentially be criticized itself.)

When guessing what speakers mean, our guesses should be able to explain the 
purpose behind each word (or gesture) the speaker uses. If he says "dog" and we 
don't explain why he said dog, and we just ignored what he said, then we've 
made a bad guess.

Having to account for the evidence or face the criticism, "That guess does not 
explain the evidence," forces guesses to be reality based and connected to what 
the speaker is saying.

That's how communication works: the listener learns what the speaker is saying 
by making guesses and, with criticism, improving them. The guesses are 
connected to the real world, rather than just being abstract, by having to account 



for the evidence (the speaker's words).

MISCOMMUNICATION

So where does miscommunication come from? Guessing is error prone. And 
when we try to think of criticism we'll miss some. And the connection to reality, 
using the evidence, is limited. The entire process is fragile and difficult and that's 
why errors are easy to make and common.

Communication is, fundamentally, harder than people realize. There is no 
straightforward way to know what a speaker means to say. There is only the 
indirect method of guessing it and using his words as evidence. And thinking.

The human mind is very powerful. Thinking is effective. Although communication 
is a difficult process, thinking is so effective that we manage to communicate 
pretty well anyway.

The real mystery is not why miscommunication is common but how successful 
communication takes place. The short answer is that human thinking is effective.

Miscommunication requires no special explanation. People try to guess the 
contents of communications and create knowledge about that. And they don't 
always create enough knowledge fast enough to understand. By default they 
misunderstand (although, if wise, they may recognize their ignorance like 
Socrates).

Learning anything works in the same way as learning what a speaker is 
communicating. One makes guesses and improves them by criticizing mistakes 
in them.

And, when it's available, one uses evidence. Abstract philosophy has a hard time 
finding useful evidence but other fields like physics can use evidence a lot.

It's not misunderstanding and mistakes in general that are the mystery. To not 
know is easy. It's knowledge that is special and needs explaining.

See also:

The example of miscommunication regarding directions in the Socrates chapter 



of BoI.

http://fallibleideas.com/communication-is-hard

Karl Popper's book _Conjectures and Refutations_

_Godel, Escher, Bach_ by Douglas Hofstadter (the part about communicating 
with aliens)

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://fallibleideas.com/communication-is-hard
http://beginningofinfinity.com/excerpt


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] "Schizophrenia", "Symptoms"
Date: August 25, 2011 at 9:20 AM

On Tue, Aug 23, 2011 at 11:45 AM, judith buber agassi & joseph agassi <
agass@post.tau.ac.il> wrote:

Elliot Temple says, 'The "symptoms" themselves *are the entire problem*.'
Not so.

J. J. Gibson has refuted this long ago. He said, we all experience these
symptoms but we ignore them; the psychotic dwells on them.

For more see Yehuda Fried and JA, Paranoia: A Study in Diagnosis, Boston
Studies in the Philosophy of Science, Vol. 50, 1976.

I think Elliot Temple and J.J. Gibson are probably talking about two
different things when they talk about symptoms. Elliot seems to be referring
primarily to behaviors, while this J.J. Gibson quotation refers to things
that are experienced. The connection between the experiences and the
behaviors is probably that "the psychotic dwells on them."



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Re: Intellectual Property is Not Property
Date: August 25, 2011 at 10:54 AM

On Tue, Aug 23, 2011 at 2:30 PM, <Westmiller@aol.com> wrote:

**
Abraham Lewis writes:

... You say that you alone have the proper claim to duplicate the fruits
of your effort, but on what grounds do you make this claim?

On the grounds that your effort was factually required to create it and
that no one else can assert and support a contrary ownership claim.

You say that it is "On the grounds that your effort was factually required
to create it," but that is not true to how IP actually works. History is
replete with examples of people independently coming up with ideas only to
find that they have already been patented. There are examples of people
being sued for infringing copyrights on things that they didn't even know
existed. If it were as you say, then all IP that was derived independently
would be invalidated. Furthermore, because IP applies to specific
information, not a specific physical object, we don't actually know, and
*can't* know whether the existence of that specific information would
actually require your effort.

.... which, by the way, do *not* include the right to duplicate since you
can't duplicate physical property in the same sense you can duplicate
information.

I'm not claiming that physical objects are identical to conceptual objects,
only that the same sort of effort that you concede as legitimate grounds for
a proper claim apply to both. One may be physical effort and the other
mental effort, but you have still "mixed" your labor with some generic
resources in order to produce a unique object.

It's legitimate grounds for the claim that is made of physical property,
which is a *different* claim than that made for IP. That's the point of the



line above--"IP" confers claims that physical property ownership does not
and cannot confer.

 If you create a physical object and then license its production to a
manufacturer, on the condition that he pay you some percentage of sales,
that would be fine. But, if you render a digital representation of the
physical object to send -  it is now a series of bits - you would not claim
ownership, because it is only "information"?

In both cases, if the manufacturer can manufacture copies of the product
without depriving me of the original, I would say I have no claim, because
all that is happening of copying of information. I am not deprived of
anything.

- The concept of physical property goes as far back as we know of human
history, and is (almost) universal throughout human history; in contrast,
the concept of IP is a relatively late invention.

The ability to speak came before the ability to write. That doesn't make
speaking more legitimate than writing.

Indeed. I was clearly only making the point, there, that physical property
is *different* than IP. Do you disagree that speaking is different than
writing?

In the category of literature, no one claimed to have written "The Odyssey"
except Homer (850 BC), which suggests a long-standing respect for
authorship (an IP category). I don't know whether he was paid for
reproductions, but it's likely that he was compensated for doing the work.

From the Wikipedia article on Homer:

Some of those who argue that the Homeric poems developed gradually over a



long period of time give an even later date for the composition of the
poems; according to Gregory Nagy for example, they only became fixed texts
in the 6th century BC. <http://en.wikipedia.org/wiki/Homer#cite_note-4> The
question of the historicity of Homer the individual is known as the "Homeric
question"; there is no reliable biographical information handed down from
classical antiquity. <http://en.wikipedia.org/wiki/Homer#cite_note-5> The
poems are generally seen as the culmination of many generations of oral
story-telling, in a tradition with a well-developed formulaic system of
poetic composition. Some scholars, such as Martin West, claim that "Homer"
is "not the name of a historical poet, but a fictitious or constructed
name.<http://en.wikipedia.org/wiki/Homer#cite_note-6>

There's a lot that could be said about this, but what is most clear is that
we don't really know if there was even the faintest nod to the idea of IP in
this whole process. He may just as easily be an example of the complete
disregard for anything like modern IP law.

- The vast majority of people in the world show a great degree of
respect for physical property by not stealing. In contrast, the vast
majority of people in the world who have the proper means have committed
(and probably continue to commit) "IP theft".

To turn your first argument around, the early history of the human race is
replete with wars of conquest, primarily for the purpose of looting the
victims of their real property. The fact that it is now more convenient to
loot creators of intellectual property doesn't mean that such claims are any
less valid.

Again, the point of that point was that physical property and IP are not the
same thing and originate from different ideas.

Assuming that you value civilization as it has developed over millennial,
ask yourself which form of conduct conforms with a modern civil society:
theft or purchase?

Theft and purchase are not the only options. And the whole question is

http://en.wikipedia.org/wiki/Homer#cite_note-4
http://en.wikipedia.org/wiki/Homer#cite_note-5
http://en.wikipedia.org/wiki/Homer#cite_note-6


whether the "theft" in question is really theft.

- This video I linked to earlier:

Dan Pink is a proud and very creative socialist/collectivist who doesn't
believe in any kind of individual property rights.

Where did you find that information?

He jams hundreds of assertions into a few minutes, so it's difficult to
recite his arguments or dispute his claims in a reasonable period. In
general, whether or not people have different motives for intellectual than
physical labor isn't surprising.

I would suggest that it isn't surprising because "intellectual labor" and
"physical labor" are two fundamentally different things. Again, that's the
point there.



From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] "Schizophrenia", "Symptoms"
Date: August 25, 2011 at 11:49 AM

Abraham Lewis suggests that Elliot Temple and J.J. Gibson are probably
talking about two different things.

Admittedly the word symptom is vague, it may mean a sign - what the
physician observes - and it may be a symptom proper - what the patient
reports. What J. J. Gibson spoke of is very clear: hallucination. What
Elliot means by the term we can ask him to explain.

Further, as Abraham speaks of behavior, let me add that hallucination is
usually deemed a major psychotic symptom and it is a symptom proper, not a
sign, of some psychosis or of some (bad) trip. It is hard to deny that as
far as the observed behavior of psychotics is cocnerned, their verbal
behavior is a major factor in the psychiatirst's diagnostic apparatus.

Joseph Agassi,

37 Levi Eshkol Street,

Herzliyah 46745 Israel

Phone and Fax +972-9-960-4072

email: agass@post.tau.ac.il

Web Pages http://www.tau.ac.il/~agass

From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Abraham Lewis
Sent: Thursday, August 25, 2011 4:21 PM

http://www.tau.ac.il/~agass
mailto:beginning-of-infinity@googlegroups.com


Subject: Re: [BoI] "Schizophrenia", "Symptoms"

On Tue, Aug 23, 2011 at 11:45 AM, judith buber agassi & joseph agassi
<agass@post.tau.ac.il> wrote:

Elliot Temple says, 'The "symptoms" themselves *are the entire problem*.'
Not so.

J. J. Gibson has refuted this long ago. He said, we all experience these
symptoms but we ignore them; the psychotic dwells on them.

For more see Yehuda Fried and JA, Paranoia: A Study in Diagnosis, Boston
Studies in the Philosophy of Science, Vol. 50, 1976.

I think Elliot Temple and J.J. Gibson are probably talking about two
different things when they talk about symptoms. Elliot seems to be referring
primarily to behaviors, while this J.J. Gibson quotation refers to things
that are experienced. The connection between the experiences and the
behaviors is probably that "the psychotic dwells on them."



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] "Schizophrenia", "Symptoms"
Date: August 25, 2011 at 1:44 PM

On Tue, Aug 23, 2011 at 12:45 AM, Elliot Temple <curi@curi.us> wrote:

When you suggest to parents that children should have more freedom, and
other things along those lines, they raise various objections. A standard
example is, "If the child has more freedom, he might not go to bed at
bedtime." Or maybe he'll eat candy until "hyperactive".

A rational person hearing this can easily make a false assumption: that the
complaint is the child won't go to bed at bedtime *and then something bad
will happen* (e.g. the child's growth will be scientistically stunted, he'll
be tired and cranky, he'll make noise at 2am, the neighbors will disapprove,
etc...)

The parents themselves will often offer some claims/justifications/excuses
like this for why it would be bad. These are made up after the fact of
desiring and enforcing bedtime, and accompanied by confabulation that they
were considered in advance and self-deception that they are the current
motivations.

That is not what parents are primarily worried about. They want to have a
child that goes to bed at bedtime, regardless of whether there is any
further issue or not. When they say, "What if my child doesn't go to bed at
bedtime?" they mean it *literally* -- that itself would automatically be a
problem to them.

So there's nothing deeper, nothing behind it.

Mental illness "symptoms" work the same way. The "symptoms" themselves 
*are
the entire problem*. People with those "symptoms" are problematic *without
further consideration of anything* because those "symptoms" (e.g. unwanted
behaviors) are the whole "problem".

Normally in medicine when a diagnosis is made by symptoms alone, it can
turn out to be false even if the symptoms are real -- they could be caused
by something else. But with mental illness, the diagnosis cannot be wrong in
that way because psychiatrists do not diagnose whether there is an



underlying condition, they simply "diagnose" whether the "symptoms" (which
are the entire "disease") are present or not.

So: the "symptoms" *are* the whole problem just as the not going to sleep
at bedtime *is* the whole problem -- there's nothing deeper.

To clarify the parallel: people are not worried that their kid won't go to
sleep at bedtime and this will cause some unpleasant thing as a consequence.
And nor are they worried that someone will have autism or schizophrenia and
it will cause some unpleasant thing as a consequence. Schizophrenia's
"symptoms" and lack of bedtime are deemed bad in and of themselves (kind of
like as a moral principle) even if the consequences are good (similar to it
being deemed bad/sinful to have a medical illness cured by a witch, even if
the cure works).

This helps explain why psychiatry (and a lot of parenting too) is so
focussed on treating symptoms rather than any underlying condition. If you
get the symptoms to go away then the whole problem people were having -- the
person's (mis)behavior -- is gone. The "mental illness" consisting of its
"symptoms" themselves cannot outlast it's symptoms like a medical disease
can. (Though of course insufficient eagerness to conform/"behave" can
outlast misbehavior and cause "relapses".)

-- Elliot Temple
http://beginningofinfinity.com/discussion

I agree almost entirely with one additional proviso.

I can see there is one concern (which I do not share) about the underlying
factors "causing" the effects which represent the problem. The caregivers
(parents or doctors) are concerned that the underlying thoughts of the
"patient" will lead to more of the "bad" behavior unless efforts are made to
extinguish or retrain the "bad" thoughts - psychotic thinking and
hallucinations or thinking one can stay up past one's bedtime. The use of
force is justified in altering these behaviors to extinguish or alter the

http://beginningofinfinity.com/discussion


thinking behind them.

Caregivers believe they are helping the afflicted person to lead a "happier"
life - "I am older and I know better or I am a sane doctor and I know
better".

Parents are prone to catastrophic thinking - if my child doesn't learn the
discipline of regular bedtimes and following my wishes, this could and
likely will lead to much worse behaviors leading to great problems in life -
drug addiction, dropping out of school and other risky behavior leading to a
shorter and sadder life. "Kids have to learn to follow rules, by force if
necessary, for their own good and I am going to start with bedtime." I never
subscribed to that idea.

Doctors think that unless efforts are made to alter the underlying mental
processes, the "bad" behaviors will return or increase in frequency.
Ultimately the behaviors are the concern, but they are thought to spring
inevitably from the defective thinking, which is thought to point to an
organic problem.

Very simply it seems to be a straight forward equation. Crazy or immature
thoughts must lead to "bad" behavior that must be squelched for the person's
own good. Children will eventually grow out of immaturity, while mentally
ill people have a physical or mental defect, which requires medication, for
at least a time, to overcome those "bad" thoughts leading to "bad" behavior.

Crazy thoughts or thinking are permitted unless one has demonstrated that
one cannot control those thoughts leading to "bad" actions - mental illness.
The symptoms are ultimately the only real concern, but unless the
"schizophrenia" is treated with power medications, the symptoms are almost
sure to return. That is a concern for the caregivers who believe in the
conventional mental illness model or explanation. The symptoms "prove" the
reality of the underlying defect, and unless the underlying defect is
corrected, the symptoms will inevitably return.

I do not share the traditional views of the psychiatric profession or of
parenting, outlined above. I believe I essentially agree with Elliot. I
believe that efforts should be made to reinforce to people that they are
responsible for their actions and they are in a position to alter those
actions with better thinking. There is no defect that must be "fixed". I



believe in free will regardless of a diagnosis of "mental illness".

On Thu, Aug 25, 2011 at 8:20 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Tue, Aug 23, 2011 at 11:45 AM, judith buber agassi & joseph agassi <
agass@post.tau.ac.il> wrote:

Elliot Temple says, 'The "symptoms" themselves *are the entire problem*.'
Not so.

J. J. Gibson has refuted this long ago. He said, we all experience these
symptoms but we ignore them; the psychotic dwells on them.

For more see Yehuda Fried and JA, Paranoia: A Study in Diagnosis, Boston
Studies in the Philosophy of Science, Vol. 50, 1976.

I think Elliot Temple and J.J. Gibson are probably talking about two
different things when they talk about symptoms. Elliot seems to be referring
primarily to behaviors, while this J.J. Gibson quotation refers to things
that are experienced. The connection between the experiences and the
behaviors is probably that "the psychotic dwells on them."

But are they really? It all gets back to the universal computer between the
ears, does it not? This brings back the problem: is mental illness a valid
concept or does it even exist?

This is the fundamental problem for the whole notion of psychiatric
disorders - what is the problem? An organic brain disease that makes medical
treatment and intervention necessary? Or simply unconventional thinking
leading to unconventional actions where intervention is only required for
criminal acts perpetrated on another person?

That is the heart of the issue to me.

John Campbell



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Communicating
Date: August 25, 2011 at 4:16 PM

Communication is hard. People are different. They don't automatically understand 
each other. They only seem to understand automatically when they are making 
stereotypical statements which the listener already understood the meaning of, 
prior to the communication.

When it comes to good philosophy, people do not already know in advance 
everything the other person will wish to communicate. Substantive ideas have to 
actually be communicated. That's not so easy.

As a loose and general rule of thumb, people never successfully communicate 
much without a considerable amount of back-and-forth to ask questions and 
make clarifications.

(What about, say, Popper's books? Most readers understand rather little of them. 
Most who understand them well have had discussions about them and asked 
questions.)

This means email list threads where people ask a question, get replies, and do 
not follow up, are not (normally) instances of successful communication. They are 
instances of people not understanding each other and not trying to fix it. (And 
often also instances of people not noticing the lack of understanding: being 
ignorant of their ignorance.)

It takes patience and perseverance and actually trying to methodically understand 
each other in order to succeed at it. Writing one post in a thread is basically never 
enough to understand an issue. Normally it takes 20+ for substantive issues, 
sometimes far more.

That's not 20+ long posts, though. It's important to narrow down where the 
disagreements and lack of understandings are. Then focus some posts on them 
narrowly. That generally involves a number of relatively short posts asking 
specific questions and providing specific clarifications.

What people commonly do is post a handful of times trying to tell other people 
their current ideas (but not really trying to understand the other people's ideas). 
When the other people don't concede, they then blame the others (not usually out 



loud, just in their own mind), think they're dumb or don't understand or aren't 
listening, and then they stop talking.

But that's wrong. When you fail to persuade people, it's because either

1) you aren't communicating well enough
2) your ideas are wrong (or incomplete)

It's **always** one or both of those. You can **always** try to improve and learn 
more. There's no reason to give up.

This isn't to say it's your *fault*. Maybe they have some bad ideas so that 
"communicating well enough" to them is a really high bar. Maybe it's their fault, or 
usually both of you some. But the fact remains that if you communicated better 
then that would suffice.

Also if *no one* understands you then you shouldn't blame the whole world. If two 
people out of a group of ten don't understand you, then that's nothing to worry 
about.

People appear dumb to you because they do not make the same assumptions 
you do. All your posts make assumptions. That's unavoidable (but some make 
more than others. you could make fewer assumptions). But the result is people 
who aren't familiar with your assumptions, and don't assume them themselves, 
will have a hard time understanding your ideas. To understand they need to 
guess your assumptions or, more plausibly, *ask you for clarification*. And 
similarly you need to ask them for clarifications about which things specifically to 
communicate better or discuss the assumptions of.

People need to go into depth about why they think stuff in order to have a proper 
debate about it. Don't just argue your conclusions but go through the entire 
process of explaining the whole issue starting from the "basics". "Basics" are 
often a place where people disagree and are a good area to improve and learn!

Another really common thing is when people have vague ideas and get frustrated 
that no one is being persuaded. You shouldn't be persuaded of your own idea if 
it's vague! That's your mistake to accept vague ideas as being any good.

See also:



http://fallibleideas.com/communication-is-hard

And the discussion in BoI in the Socrates chapter about how misunderstandings 
happen.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/communication-is-hard
http://fallibleideas.com/


From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Communicating
Date: August 25, 2011 at 5:53 PM

Elliot speaks of communication failure and then he says, "When you fail to
persuade people, it's because ... "

Let me suggest this: in our culture most communication failures come from
the confusion of failure to communicate with failure to convince.
Communication may succeed and lead to disagreement or deepen it.

And no, this is an effort not to convince but to dissuade; and even this
efforts usually fails but not due to any effort to communicate or to
convince anyone.

Joseph Agassi,

37 Levi Eshkol Street,
Herzliyah 46745 Israel
Phone and Fax +972-9-960-4072
email: agass@post.tau.ac.il
Web Pages http://www.tau.ac.il/~agass

http://www.tau.ac.il/~agass


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Communicating
Date: August 25, 2011 at 7:10 PM

On Aug 25, 2011, at 2:53 PM, judith buber agassi & joseph agassi wrote:

Elliot wrote:

When you fail to persuade people, it's because either

1) you aren't communicating well enough
2) your ideas are wrong (or incomplete)

Elliot speaks of communication failure and then he says, "When you fail to
persuade people, it's because ... "

Let me suggest this: in our culture most communication failures come from
the confusion of failure to communicate with failure to convince.
Communication may succeed and lead to disagreement or deepen it.

Here's how I see it:

When communication succeeds and leads to disagreement, this is because the 
ideas are wrong in some way. (But when it *looks* like this happened, in general 
communication only partly succeeded. It's harder than people realize.)

That does not mean the *conclusions* must be false.

It may be the explanations for them which are not good enough. e.g. not all 
questions and potential criticisms are answered well enough.

There must be a flaw in the idea or the person would, on understanding it, agree 
with it. Truth is irresistible: if it's true, and understood sufficiently completely, then 
there is no reason a person would ever reject it.

Having correct ideas isn't just a matter of happening on the right conclusions but 
also thinking through issues methodically and having good explanations. These 
are inherently persuasive. If someone does understand it but doesn't find it 
persuasive, then it's either straightforwardly false or it must have some kind of 
incompleteness -- e.g. it doesn't answer a particular question/problem they 



thought of (but which hadn't occurred to you).

Such disagreements are opportunities to improve ideas by making them more 
complete, so that they can be more helpful to people with a wider variety of world 
views -- we can add reach to the ideas.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] "Schizophrenia", "Symptoms"
Date: August 25, 2011 at 11:37 PM

On Aug 25, 2011, at 10:44 AM, John Campbell wrote:

I agree almost entirely with one additional proviso.

Having read the rest, I'm not clear on what is the proviso.

I can see there is one concern (which I do not share) about the underlying
factors "causing" the effects which represent the problem. The caregivers
(parents or doctors) are concerned that the underlying thoughts of the
"patient" will lead to more of the "bad" behavior unless efforts are made to
extinguish or retrain the "bad" thoughts - psychotic thinking and
hallucinations or thinking one can stay up past one's bedtime. The use of
force is justified in altering these behaviors to extinguish or alter the
thinking behind them.

Caregivers believe they are helping the afflicted person to lead a "happier"
life - "I am older and I know better or I am a sane doctor and I know
better".

Parents are prone to catastrophic thinking - if my child doesn't learn the
discipline of regular bedtimes and following my wishes, this could and
likely will lead to much worse behaviors leading to great problems in life -
drug addiction, dropping out of school and other risky behavior leading to a
shorter and sadder life. "Kids have to learn to follow rules, by force if
necessary, for their own good and I am going to start with bedtime." I never
subscribed to that idea.

Yeah. BTW here is a list of some billionaire dropouts:

http://www.pennylicious.com/2006/10/09/billionaire-dropouts/

Doctors think that unless efforts are made to alter the underlying mental
processes, the "bad" behaviors will return or increase in frequency.
Ultimately the behaviors are the concern, but they are thought to spring
inevitably from the defective thinking, which is thought to point to an
organic problem.

http://www.pennylicious.com/2006/10/09/billionaire-dropouts/


Behaviors often do return if no efforts are made to alter the underlying processes 
(such as the opinion that the behavior is good, and the method of doing what one 
thinks is good). That hasn't really got any relevance to the key issue of *whose 
decision it is* whether or not to change, and the issue of caring vs coercion, 
voluntary vs involuntary.

Very simply it seems to be a straight forward equation. Crazy or immature
thoughts must lead to "bad" behavior that must be squelched for the person's
own good. Children will eventually grow out of immaturity, while mentally
ill people have a physical or mental defect, which requires medication, for
at least a time, to overcome those "bad" thoughts leading to "bad" behavior.

It may seem like a straight forward equation. Yet parents routinely neglect it.

Parents will put a child in bed -- perhaps a crying baby -- and sometimes gain 
overt obedience. Parents then commonly consider the problem solved, without 
worrying about educating the child on *why* they think bedtimes are good.

The "straight forward equation" suggests the *underlying reasons* are more 
important than the overt results. Yet parenting and education has a strong focus 
on overt results. And I think psychiatry does too, despite some denials.

On Thu, Aug 25, 2011 at 8:20 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Tue, Aug 23, 2011 at 11:45 AM, judith buber agassi & joseph agassi <
agass@post.tau.ac.il> wrote:

Elliot Temple says, 'The "symptoms" themselves *are the entire problem*.'
Not so.

J. J. Gibson has refuted this long ago. He said, we all experience these
symptoms but we ignore them; the psychotic dwells on them.

For more see Yehuda Fried and JA, Paranoia: A Study in Diagnosis, Boston
Studies in the Philosophy of Science, Vol. 50, 1976.



I think Elliot Temple and J.J. Gibson are probably talking about two
different things when they talk about symptoms. Elliot seems to be referring
primarily to behaviors, while this J.J. Gibson quotation refers to things
that are experienced. The connection between the experiences and the
behaviors is probably that "the psychotic dwells on them."

But are they really? It all gets back to the universal computer between the
ears, does it not? This brings back the problem: is mental illness a valid
concept or does it even exist?

This is the fundamental problem for the whole notion of psychiatric
disorders - what is the problem? An organic brain disease that makes medical
treatment and intervention necessary? Or simply unconventional thinking
leading to unconventional actions where intervention is only required for
criminal acts perpetrated on another person?

I haven't investigated it carefully but I've heard before that a proportion of the 
population has hallucinations, and only a somewhat small portion of those people 
then have "mental illness" as a result. I find that plausible (though I have to 
wonder what they mean by "hallucination" -- see below.)

I don't find the statement about "dwelling" clear enough. I think people have better 
and worse ideas about how to deal with their life, including their meals, their 
hallucinations, their poor eyesight, and many other things.

I think it'd be possible to "dwell" (spend a fair amount of time thinking about) 
hallucinations without negative results. Richard Feynman dwelled on the topic of 
hallucination and induced hallucinations in himself, with positive results. And I 
think it'd also be quite possible to think very little about one's hallucinations and 
get negative results.

I object, however, to the notion that schizophrenics as a "diagnosed" group are 
the people who deal poorly with hallucinations, and that "mentally healthy" people 
deal better. "Schizophrenics" are merely people with a catch-all "diagnostic" label 
imposed on them, without consent, by an "authority". I object to any kind of 
thinking which assumes that what a psychiatrist says is true or probably true or 
even deserves respect, due to his authority, expertise, "scientific" knowledge, 



etc...

There are people who deal badly with hallucinations and other things, but the 
schizophrenic "diagnosis" does not accurately capture which people those are. 
Many "schizophrenics" are regular people who have offended someone or had a 
misunderstanding or something. It's applied to people for social-cultural reasons, 
not in some kind of methodical way to do with the quality of their ideas (about 
hallucinations or anything else).

This all may be a bit misleading without some discussion of what hallucinations 
*are*. People often are mistaken about what they saw, and confabulate memory 
of having seen things that did not occur. If that counts as hallucination then 
everyone hallucinates. If that doesn't count, how are we to tell the difference 
between "real" hallucinations and mistakes? What is the difference?

Is it that "real" hallucinations are a matter of physical defects outside of the mind, 
rather than bad ideas and faulty processing/understanding of sensory data inside 
the mind? If that counts then having bad eyesight (and not wearing glasses) 
induces a constant stream of "hallucinations" as what one sees is marred by 
physical defect and isn't what's really there.

Agassi wrote:

a symptom proper - what the patient reports

I don't consider patient reports to be proper symptoms. Patients can and do lie or 
misunderstand.

I think a proper medical symptom or condition is empirically testable (at least in 
theory with better technology). e.g. you can measure whether or not someone's 
toe has turned black, or whether they still have a toe, or how much fat is in their 
arteries, or their blood sugar level, or whether they have HIV viruses in their body, 
etc…

Runny nose is a symptom but claiming to have a runny nose is a communication.



I have more to say but I want to read Agassi's books first, so I've tried to keep 
these comments brief.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Communicating
Date: August 26, 2011 at 2:02 AM

Elliot says, "Truth is irresistible: if [a statement is] ... true, and
understood sufficiently completely, then there is no reason a person would
ever reject it." This is what Popper calls the manifest theory of truth. It
is of course irrefutable, as is its negation. Why is it that for Elliot the
theory seems obviously true and to Popper the opposite? What can we do about
it?

We can try to develop the theory of comprehension to render it more open to
discussion. The default theory is, one comprehends a statement when one
fully knows its contents. By Tarski's theory of content it is the set of all
of its consequences. It is trivially true that we cannot possibly know all
the consequences of any statement (except for some uninteresting languages).
Hence, we never fully comprehend any statement. Elliot speaks of sufficient
comprehension. Sufficient by what criterion?

Popper's theory of comprehension is more interesting but let me leave this
for another day.

Joseph Agassi

37 Levi Eshkol Street,
Herzliyah 46745 Israel
Phone and Fax +972-9-960-4072
email: agass@post.tau.ac.il
Web Pages http://www.tau.ac.il/~agass

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Elliot Temple
Sent: Friday, August 26, 2011 2:11 AM
Subject: Re: [BoI] Communicating

On Aug 25, 2011, at 2:53 PM, judith buber agassi & joseph agassi wrote:

Elliot wrote:

http://www.tau.ac.il/~agass
mailto:beginning-of-infinity@googlegroups.com


When you fail to persuade people, it's because either

1) you aren't communicating well enough
2) your ideas are wrong (or incomplete)

Elliot speaks of communication failure and then he says, "When you fail to
persuade people, it's because ... "

Let me suggest this: in our culture most communication failures come from
the confusion of failure to communicate with failure to convince.
Communication may succeed and lead to disagreement or deepen it.

Here's how I see it:

When communication succeeds and leads to disagreement, this is because the
ideas are wrong in some way. (But when it *looks* like this happened, in
general communication only partly succeeded. It's harder than people
realize.)

That does not mean the *conclusions* must be false.

It may be the explanations for them which are not good enough. e.g. not all
questions and potential criticisms are answered well enough.

There must be a flaw in the idea or the person would, on understanding it,
agree with it. Truth is irresistible: if it's true, and understood
sufficiently completely, then there is no reason a person would ever reject
it.

Having correct ideas isn't just a matter of happening on the right
conclusions but also thinking through issues methodically and having good
explanations. These are inherently persuasive. If someone does understand it
but doesn't find it persuasive, then it's either straightforwardly false or
it must have some kind of incompleteness -- e.g. it doesn't answer a
particular question/problem they thought of (but which hadn't occurred to
you).

Such disagreements are opportunities to improve ideas by making them more
complete, so that they can be more helpful to people with a wider variety of



world views -- we can add reach to the ideas.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] "Schizophrenia", "Symptoms"
Date: August 26, 2011 at 11:13 AM

On Thu, Aug 25, 2011 at 10:37 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 25, 2011, at 10:44 AM, John Campbell wrote:

I agree almost entirely with one additional proviso.

Having read the rest, I'm not clear on what is the proviso.

I can see there is one concern (which I do not share) about the
underlying

factors "causing" the effects which represent the problem. The caregivers
(parents or doctors) are concerned that the underlying thoughts of the
"patient" will lead to more of the "bad" behavior unless efforts are made

to
extinguish or retrain the "bad" thoughts - psychotic thinking and
hallucinations or thinking one can stay up past one's bedtime. The use of
force is justified in altering these behaviors to extinguish or alter the
thinking behind them.

Caregivers believe they are helping the afflicted person to lead a
"happier"

life - "I am older and I know better or I am a sane doctor and I know
better".

Parents are prone to catastrophic thinking - if my child doesn't learn
the

discipline of regular bedtimes and following my wishes, this could and
likely will lead to much worse behaviors leading to great problems in

life -
drug addiction, dropping out of school and other risky behavior leading

to a
shorter and sadder life. "Kids have to learn to follow rules, by force if
necessary, for their own good and I am going to start with bedtime." I

never



subscribed to that idea.

Yeah. BTW here is a list of some billionaire dropouts:

http://www.pennylicious.com/2006/10/09/billionaire-dropouts/

Doctors think that unless efforts are made to alter the underlying mental
processes, the "bad" behaviors will return or increase in frequency.
Ultimately the behaviors are the concern, but they are thought to spring
inevitably from the defective thinking, which is thought to point to an
organic problem.

Behaviors often do return if no efforts are made to alter the underlying
processes (such as the opinion that the behavior is good, and the method of
doing what one thinks is good). That hasn't really got any relevance to the
key issue of *whose decision it is* whether or not to change, and the issue
of caring vs coercion, voluntary vs involuntary.

I understood that you were saying that caregivers were only concerned about
the symptoms and nothing else.

I was suggesting that they are also concerned about the larger implications
of those symptoms. This seems to be a bigger issue for mental illness.

A person could be symptom free for many years, but caregivers would likely
urge or insist that he keep taking the medications, because the underlying
causes of the mental illness are still present regardless of the apparent
lack of symptoms.

That to me is tragedy, because people are essentially told that their minds
are defective in an organic way, and indefinite medical intervention is
required to manage the problem. "Don't trust your mind - trust ours" seems
to be the message from much of the psychiatric profession.

Very simply it seems to be a straight forward equation. Crazy or immature
thoughts must lead to "bad" behavior that must be squelched for the

person's

http://www.pennylicious.com/2006/10/09/billionaire-dropouts/


own good. Children will eventually grow out of immaturity, while mentally
ill people have a physical or mental defect, which requires medication,

for
at least a time, to overcome those "bad" thoughts leading to "bad"

behavior.

It may seem like a straight forward equation. Yet parents routinely neglect
it.

Parents will put a child in bed -- perhaps a crying baby -- and sometimes
gain overt obedience. Parents then commonly consider the problem solved,
without worrying about educating the child on *why* they think bedtimes are
good.

The "straight forward equation" suggests the *underlying reasons* are more
important than the overt results. Yet parenting and education has a strong
focus on overt results. And I think psychiatry does too, despite some
denials.

I agree completely. I personally love telling people, including my children
the "why". I enjoy engagement at that level.

I think psychiatry is almost entirely symptom driven and many of its
practitioners seem to have a low criteria to judge success. I am really not
sure what it is they accomplish, having seen first hand for a family member.
It is a daunting problem, but I have not been impressed with the overall
approach to "psychiatric problems" and the explanations for them.

John Campbell



From: Westmiller@aol.com
Subject: [BoI] Re: Intellectual Property is Not Property
Date: August 26, 2011 at 3:27 PM

Abraham Lewis wrote:
... "intellectual labor" and "physical labor"  are two fundamentally

different things.

They're two forms of labor. Both require a conscious choice to expend
energy in pursuit of an objective. Moving a saw to cut wood is "fundamentally
different" than using a hammer to pound nails, but both qualify as labor.

.. History is replete with examples of people independently coming  up
with ideas only to find that they have already been patented.

And I'm sure that during the American Frontier years, people posted claims
to land, only to discover later that the land had already been posted. In
that  case, or in the case of invention, the first legitimate claim takes
priority. It  happens all the time. If a hotel clerk accidentally rents a hotel
room to you  ... and it's already occupied by a legitimate tenant ... the
first claim is  honored.

There are examples of people being sued for infringing copyrights  on
things that they didn't even know existed.

The reasonable presumption is that a created object isn't yours unless you
created it or have purchased (or rented) it from the legitimate owner. If
you pick up a suitcase at the airport that isn't yours, you can hardly plead
 ignorance that it belonged to someone else.

... because IP applies to specific information, not a specific  physical
object ...

Every IP claim has to have physical existence ... as a manuscript,
recording, drawing, or some other realization in physical reality. You can't
copyright or patent "information" or knowledge, only a specific instantiation  of
a new configuration of common resources. In the case of patents, it
actually has to work *in reality* as a physical object. Otherwise, the patent is
void.



... all that is happening of copying of information. I am not deprived
of anything.

You are deprived of the fruits of your labor and the right to secure a
claim to that which you have created. Those concepts apply to any type of
ownership.

me>> .. which suggests a long-standing  respect for authorship ...
.... we don't really know if there was even the faintest nod to the  idea

of IP ...

Whether or not there is proof of Homer's life, the fact is that his claim
to the work was unchallenged, which demonstrates a respect for intellectual
products that is ancient, not modern. A public registry of patents was
established in Greece in 500 BC. However, even if it were a fact that IP claims
 were new, that alone would not establish that the claims are  illegitimate.

Bill



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Truth (was: Communicating)
Date: August 26, 2011 at 7:21 PM

On Aug 25, 2011, at 11:02 PM, judith buber agassi & joseph agassi wrote:

Elliot says, "Truth is irresistible: if [a statement is] ... true, and
understood sufficiently completely, then there is no reason a person would
ever reject it." This is what Popper calls the manifest theory of truth. It
is of course irrefutable, as is its negation. Why is it that for Elliot the
theory seems obviously true and to Popper the opposite? What can we do about
it?

There has been a misunderstanding.

The manifest theory of truth says that the *naked* truth is irresistible if *stated*, 
given good intentions. It can only be resisted by bad intentions, dishonesty, sin, 
etc… [1]

I say the (sufficiently) *complete* truth is irresistible if *understood* (i.e. if 
communication succeeds).

What does sufficient mean? It means sufficient to answer all a person's 
criticisms/objections (including ones they do not know how to express in words.)

What does "complete" mean? It means not just asserted conclusions but also 
explanations for why it's correct, how to think about it, how to apply-it/use-it in life, 
how to answer potential objections and criticisms (things that would be criticisms 
of a more naive or simple idea, but, due to this extra content, are not), how to 
correctly think about rival ideas (e.g. criticizing their false points), and anything 
else useful or good including clarity and the organizational structure of the ideas. 
The full package.

Note that my statement does not require good intentions. If someone has 
mistaken intentions which are relevant, then the complete truth would address 



them.

Note that the domain of truth (or ideas, which are the things that can be true) is 
broad. It includes preferences, values, emotions, unconscious ideas, conscious 
but vague ideas, explicit ideas, and so on. So the complete truth includes truth 
about all these things.

I regard none of the above or below as obvious.

Why is (complete) truth irresistible (if understood)? Because nothing can 
outcompete it for favor. It's the best *in every possible respect*.

Implicit here is the view that *there is one single truth*, for any given question. 
Truth is contextual and unitary (one unambiguous, non-vague question, one 
answer). Each problem has one true answer, but there isn't one truth in the sense 
of one thing to know which solves all problems. This is the view of myself, _The 
Beginning of Infinity_, William Godwin, Ayn Rand, and Karl Popper.

And further, if you have two questions/problems, and true answers to each, those 
two truths cannot conflict. Truths never conflict with each other. So it's unitary in 
that second sense of all being compatible and able to co-exist. There's also the 
possibility of unifying ideas by finding connections between them. Many truths 
can be unified in this way too. [2]

As there's no conflicts between truths, the only thing that can conflict with an 
oppose a truth is a falsehood. False ideas are flawed and can therefore be 
criticized. So the truth will win. And the complete truth always includes sufficient 
help for people to criticize any relevant false ideas, or it would not be complete. 
So there's no issue of people might not think of the criticism: it was supposed to 
be included already or the supposed "truth" is missing something.

One may wonder about narrow truths. I have an iMac. That's a factual and 
empirically testable statement. It's simple. It's not a complete package. Yet it's 



true. I do have an iMac. Try to imagine this idea *in insolation* without the usual 
context of background knowledge you already have which would make it more 
complete.

The statement that I have an iMac is incomplete. What's wrong with it? It doesn't 
tell me how to judge if I do or not. It doesn't tell me how to convince someone I 
do. It doesn't tell me how to deal with rival theories such as solipsism (which says 
I only have dream objects but no real objects including no real iMac). It doesn't 
tell me the proper criteria for judging assertions. It doesn't explain if and why it 
matters that I have an iMac. It doesn't mention if my iMac is broken or not. It 
doesn't tell me how to think about iMacs or existence (which brings up the topic of 
how to think generally…)

The manifest theory of truth is focussed on narrow truths. It says not only that the 
idea that I have an iMac is the final truth (no improvement possible) but also that 
it's obvious and unobjectionable. It neglects to consider the richness of 
knowledge complete enough to use for anything, and the wide range of ways 
ideas can be improved.

Because people commonly think of truth narrowly, it can seem intuitive that 
people might reject truth. What they are really rejecting is, e.g., false applications 
of narrow truths (or true ones which aren't explained sufficiently well and 
completely so that they understand).

[1]

For those not familiar with Popper's _Conjectures and Refutations_, here's a 
relevant passage (pp 7-8) with which I agree:

By the doctrine that truth is manifest I mean, you will recall, the optimistic view 
that truth, if put before us naked, is always recognizable as truth. Thus truth, if it 
does not reveal itself, has only to be unveiled, or dis-covered. Once this is done, 
there is no need for further argument. We have been given eyes to see the 
truth, and the 'natural light' of reason to see it by.



[2]

Can all truths be unified by finding connections between different fields? Does all 
knowledge have connections between it, or is it necessarily divided into different 
parts which neither contradict nor overlap? That's a harder question. I think the 
answer is yes knowledge is unified in this way and I think BoI favors this position. 
But I don't care that much about predicting the future structure of human 
knowledge. It's not necessary.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Truth (was: Communicating)
Date: August 27, 2011 at 2:24 AM

To Elliot:
Yes, your version of the manifest theory of truth differs from the one
Popper presents and rejects as an improvement on Spinoza who advocated it.
Thank you for the clarification. You say it was a misunderstanding on my
part. It seems to me it was an error on my part. How do you distinguish
between the two and when does it matter?

Your version insures that if and when the irresistible truth will appear it
will not be as manifest as Spinoza suggested, and hence people may
erroneously go on trying to resist it, i.e., to criticize it, as Popper
recommended in the final sentence of Popper's The Logic of Scientific
Discovery.

Your "*understood* (i.e. if communication succeeds)" cannot be true: since
Newton understood his ideas yet no one communicated them to him,
understanding need not be communication (unless it is from the divinity or
from Mother Nature, etc.).

You say, the complete truth is irresistible (if understood) because nothing
can outcompete it for favor. Now if and when it will appear, some people who
will understand it (in the ordinary or in your sense of "understand" as you
wish) will seek something that will outcompete it for favor. Will there be
then any argument against this search of theirs? What? If you have any, then
you have a criticism of the final sentence of Popper's The Logic of
Scientific Discovery. That is something to look forward to.

Joseph



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Truth (was: Communicating)
Date: August 27, 2011 at 3:22 AM

On Aug 26, 2011, at 11:24 PM, judith buber agassi & joseph agassi wrote:

To Elliot:
Yes, your version of the manifest theory of truth differs from the one
Popper presents and rejects as an improvement on Spinoza who advocated it.
Thank you for the clarification. You say it was a misunderstanding on my
part. It seems to me it was an error on my part. How do you distinguish
between the two and when does it matter?

I don't think it's important to distinguish. I sometimes emphasize 
miscommunication as a distinct category because I want to give it attention, not 
because I think it's fundamentally different than other error.

I don't want to worry about distinguishing whose fault it is. I did not specify it was 
a misunderstanding *on your part*. Perhaps I spoke badly.

In general, whether topical error or misunderstanding, *both parties could do 
better*. Each can, if he works at it, make changes autonomously/independently to 
improve. E.g. I could try to improve my writing so that it provides more help to my 
readers.

Your version

William Godwin's, maybe. I think it's shared by Deutsch too. Attribution is tricky. 
Complex ideas routinely have many contributors.

insures that if and when the irresistible truth will appear it
will not be as manifest as Spinoza suggested, and hence people may
erroneously go on trying to resist it, i.e., to criticize it, as Popper
recommended in the final sentence of Popper's The Logic of Scientific
Discovery.

Your "*understood* (i.e. if communication succeeds)" cannot be true: since
Newton understood his ideas yet no one communicated them to him,
understanding need not be communication (unless it is from the divinity or
from Mother Nature, etc.).



I agree that people can create their own ideas. (Which is what they always have 
to do during communication, just with some help.)

I wrote it that way due to the context. My topic had been about persuading (other) 
people.

You say, the complete truth is irresistible (if understood) because nothing
can outcompete it for favor. Now if and when it will appear, some people who
will understand it (in the ordinary or in your sense of "understand" as you
wish) will seek something that will outcompete it for favor. Will there be
then any argument against this search of theirs?

No, no argument. As Popper liked to quote Xenophanes:

But as for certain truth, no man has known it,
Nor will he know it; neither of the gods
Nor yet of all the things of which I speak.
And if by perchance he were to utter
The perfect truth, he would himself not know it;
For all is but a woven web of guesses.

There's no way to know if/when you have the truth.

If it's (implausibly) the final and complete truth, what will happen is that every time 
you try to criticize or doubt it, you will find it already answers you to your 
satisfaction. If you ever find that it does not -- that you actually have to think about 
it more, get confused, or do some research -- then it was not the perfect truth.

Life is, and always will be (unless we die), about unbounded progress. We are 
always at the beginning of infinity and never arrive at the end.

But the perfect truth can still have some interest. For example, I think the 
conception of good ideas as having a completeness too them (e.g. including 
explanations, answers to criticisms, ways to use them correctly, guidance on how 
to think about them, etc…) is valuable.

Perfect truth can be used in a few arguments. In particular, in short, because 



perfect truth is all powerful, *sufficient* (more) truth can accomplish whatever we 
like, and so there is never any need to pursue any approach other than truth (to 
get something truth can't offer). It's relevant to BoI's theme that sufficient 
knowledge can solve any problem or evil.

My theme at the start of this topic was (following Godwin, btw) that if you do not 
persuade someone then you could resolve this with better ideas (which I had 
divided into: you may have made a mistake of communication or of substance). 
There is something you can do *on your end* to address the problem. There is no 
need to resort to something else (e.g. giving up or compulsion of those you deem 
to "not listen").

What? If you have any, then
you have a criticism of the final sentence of Popper's The Logic of
Scientific Discovery. That is something to look forward to.

The sentence says that science is a beginning of infinity. The paragraph also 
says that scientific problems are soluble and rejects pessimism. I agree on all 
counts.

For anyone who hasn't read it yet, FYI these are all major themes of BoI.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Paranoia Book Question
Date: August 27, 2011 at 1:09 PM

On Aug 22, 2011, at 11:15 PM, judith buber agassi & joseph agassi wrote:

For more see Yehuda Fried and JA, Paranoia: A Study in Diagnosis, Boston
Studies in the Philosophy of Science, Vol. 50, 1976.

I have a question about this.

Paranoia: A Study in Diagnosis, by Yehuda Fried and Joseph Agassi, p 55

When it comes to mental patients often the view is that by definition the very 
option of treating them as adults is too absurd to contemplate. Szasz' claim that 
the mental patient is a responsible adult seems to run so obviously contrary to 
so much that has been observed in clinics. This is undoubtedly the case: were 
clinical observations not so amply confirmatory of the view of psychotics as not 
autonomous citizens -- unable to think coherently and act responsibly -- then we 
would not find the paradoxes of paranoia so paradoxical. … And so, though we 
cannot dismiss Szasz as easily as his critics do, we can neither endorse his 
views as they stand, at least not yet.

I read this as saying the case against Szasz rests on some clinical observations. 
If it were not for this evidence, then much of the difficulty would go away and 
(perhaps?) Szasz' ideas could be accepted.

But the evidence is "amply confirmatory". (I'm not sure what confirmatory means 
in a Popperian framework.)

So my question is: which specific evidence is being referred to here? I would like 
to examine it and judge for myself.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Popper and Metaphysics
Date: August 27, 2011 at 1:09 PM

Paranoia: A Study in Diagnosis, by Yehuda Fried and Joseph Agassi, p 36

At times, Popper equates metaphysics with pseudo-science.

Does anyone have a source on this?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Paranoia Book Question
Date: August 27, 2011 at 5:59 PM

Confirmatory evidence in science is repeatable evidence that tallies with
only one competing theory or, in the absence of competition, the result of a
repeatable severe test that tallies with the hypothesis in question; in
technology it is evidence of a technique having withstood tests in accord
with received standards of severity both of tests and of the search for
unwanted side-effects.

The evidence in question is, for example, that under great stress mental
patients try to respond normally and even somewhat responsibly but after a
brief time they fail. This evidence is too common. That mental patients
suffer is the first supposition or postulate of the book; their suffering is
usually terror and it is observed that it creates terrible pressure and that
this incapacitates. (Konrad Lorenz says, even birds under stress behave less
intelligently then normally.) In sick people often the stress is due to
occurrences that are usually ignored; and them people are surprised to see
others fall off the wagon, for example, as they hardly notice these
occurrences, much less that they may cause havoc with mental patients (such
as alcoholics).

Joseph Agassi,

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Elliot Temple
Sent: Saturday, August 27, 2011 8:10 PM
Subject: [BoI] Paranoia Book Question

On Aug 22, 2011, at 11:15 PM, judith buber agassi & joseph agassi wrote:

For more see Yehuda Fried and JA, Paranoia: A Study in Diagnosis, Boston
Studies in the Philosophy of Science, Vol. 50, 1976.

I have a question about this.

Paranoia: A Study in Diagnosis, by Yehuda Fried and Joseph Agassi, p 55

mailto:beginning-of-infinity@googlegroups.com


When it comes to mental patients often the view is that by definition the
very option of treating them as adults is too absurd to contemplate. Szasz'
claim that the mental patient is a responsible adult seems to run so
obviously contrary to so much that has been observed in clinics. This is
undoubtedly the case: were clinical observations not so amply confirmatory
of the view of psychotics as not autonomous citizens -- unable to think
coherently and act responsibly -- then we would not find the paradoxes of
paranoia so paradoxical. . And so, though we cannot dismiss Szasz as easily
as his critics do, we can neither endorse his views as they stand, at least
not yet.

I read this as saying the case against Szasz rests on some clinical
observations. If it were not for this evidence, then much of the difficulty
would go away and (perhaps?) Szasz' ideas could be accepted.

But the evidence is "amply confirmatory". (I'm not sure what confirmatory
means in a Popperian framework.)

So my question is: which specific evidence is being referred to here? I
would like to examine it and judge for myself.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Popper and Metaphysics
Date: August 27, 2011 at 6:13 PM

This is funny. Look up my index to The Logic of Scientific Discovery, Art.
*Demarcation between science and pseudoscience, as well as between science
and metaphysics*. Compare this with Popper's Conjectures and Refutations,
say, "Thus the problem which I tried to solve by proposing the criterion of
falsifiability was neither a problem of meaningfulness or significance, nor
a problem of truth or acceptability. It was the problem of drawing a line
(as well as this can be done) between the statements, or systems of
statements, of the empirical sciences, and all other statements--whether
they are of a religious or of a metaphysical character, or simply
pseudo-scientific." You will find nothing like this in The Logic of
Scientific Discovery, especially not the mature "(as well as this can be
done)" that is jut lovely. See  also his paper on Carnap there.

Joseph Agassi,

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Elliot Temple
Sent: Saturday, August 27, 2011 8:10 PM
Subject: [BoI] Popper and Metaphysics

Paranoia: A Study in Diagnosis, by Yehuda Fried and Joseph Agassi, p 36

At times, Popper equates metaphysics with pseudo-science.

Does anyone have a source on this?

-- Elliot Temple
http://curi.us/

mailto:beginning-of-infinity@googlegroups.com
http://curi.us/


From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Art = science, philosophy, or other?
Date: August 27, 2011 at 11:40 PM

"Painting is a science, and should be pursued as an inquiry into the laws of 
nature. Why, then, may not landscape painting be considered a branch of 
natural philosophy, of which pictures are but the experiments?" -- Constable, 
19th century landscape painter.

Why indeed?

How come art isn't considered as a type of science, where you can test different 
theories by, say, drawing them and seeing which drawing works out?

-Lulie



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Art = science, philosophy, or other?
Date: August 28, 2011 at 1:11 AM

On Aug 27, 10:40 pm, Lulie Tanett <lul...@gmail.com> wrote:
How come art isn't considered as a type of science, where you can test different 
theories by, say, drawing them and seeing which drawing works out?

It is by some. Coldplay, for instance, are said to audition many
variations of a song before settling on the version that ends up on
the album.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Steve Jobs: "Computers are like a bicycle for our minds."
Date: August 28, 2011 at 2:55 AM

http://www.youtube.com/watch?v=ob_GX50Za6c

Technological tools are great, especially if they help us think better. And there's 
more to come, we're only at the beginning...

-- Elliot Temple
http://fallibleideas.com/

http://www.youtube.com/watch?v=ob_GX50Za6c
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Paranoia Book Question
Date: August 28, 2011 at 5:18 PM

On Aug 27, 2011, at 2:59 PM, judith buber agassi & joseph agassi wrote:

Confirmatory evidence in science is repeatable evidence that tallies with
only one competing theory or, in the absence of competition, the result of a
repeatable severe test that tallies with the hypothesis in question; in
technology it is evidence of a technique having withstood tests in accord
with received standards of severity both of tests and of the search for
unwanted side-effects.

OK. So we have the rival theories:

1) Paranoia and other "mental illnesses" are medical diseases (as advocated by 
the Paranoia book by YF and JA)

2) Paranoia and other "mental illnesses" are caused by people's ideas, not 
disease (Szasz's position)

And then we can look at the compatibility, or not, of these theories with various 
evidence.

For the evidence to be confirmatory of the first theory will require that the second 
theory fails to explain the evidence.

The evidence in question is, for example, that under great stress mental
patients try to respond normally and even somewhat responsibly but after a
brief time they fail. This evidence is too common. That mental patients
suffer is the first supposition or postulate of the book; their suffering is
usually terror and it is observed that it creates terrible pressure and that
this incapacitates.

Failure, pressure, terror, suffering, stress and lack of capacity (to deal with life) 
are all things which I think can be caused by ideas. For example, failure can be 
caused by mistaken ideas about how to succeed, and terror by interpreting things 
(rightly or wrongly) as very scary.

What evidence cannot be accounted for as due to ideas, and why not?



I looked for clinical observations about paranoia (as referred to in the book) on 
google scholar and google but did not find anything useful. Does the case for 
paranoia as mental illness rely on familiarity with some literature describing some 
evidence? If so, where can I find it? And what should I look for specifically, in 
order to be convinced that only disease can account for it?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Fungibility, copyable information and the multiverse
Date: August 28, 2011 at 5:56 PM

There are basically two kinds of effects that distinguish quantum
mechanics from classical physics: interference and entanglement. There
are two other ideas that I think are clear and interesting ways to
discuss quantum mechanics.

Fungibility is a term that describes situations in which there is no
such thing as which of two or more versions of a system are present in
a particular universe. Fungibility arises in interference experiments:
you start with one version of a system in your universe, you produce
two or more versions and get them to interact in such a way that there
is a single outcome that depends on the interaction. Since the
interaction involves all of the different versions there is no such
thing as which one is present in your universe: there is no such thing
as which is which.

Copyable information is information that can be present in only one
system before an interaction and present in more than one system after
the interaction. A branch of the multiverse is a set of copyable
information. For example, the people reading this message have a
particular set of copyable information about the content of the
message. There are other universes in which I wrote a different
message and those universes consist of a different set of copyable
information. Entanglement is related to copyable information, but
before I discuss entanglement I must first discuss systems.

Systems can be defined in terms of copyable information: systems are
parts of the world that contain information that can be copied without
copying information from other parts of the world. And if you have two
things and you think they might both be systems but you can't copy
information independently then they are not different systems: at the
very least they have some subsystems in common. For example, the set
of electronic appliances in my room and the set of things that are
currently making noise are not completely independent systems because
some of the electronic appliances in my room are currently making
noise. Note that you can have two different systems that have copyable
information about one another. For example, my computer may be storing
some of the same e-mail messages that your computer is storing. But it



is possible to copy information from your computer without copying it
from mine so they are not the same system.

This property of systems can be understood mathematically as follows.
Suppose that there is an isolated system: system 0. Any state of that
system can be written down in terms of a set of orthogonal vectors
|a01>, |a02> and so on like so:
alpha1 |a01> + alpha2 |a02> +...
The state represents what's going on in the part of the multiverse you
can interact with. The alphas are complex numbers and usually they are
normalised, i.e. - they are adjusted so that the sum of the square of
their amplitudes is equal to one. Those square amplitudes act as
probabilities under some circumstances, which is why we want them to
add to one. Why orthogonal vectors? Because every interaction can be
understood as copying information about how the state is decomposed
into some set of orthogonal vectors.

What happens if you have more than one system: system 1 and system 2
say? There is a set of orthogonal vectors |a11>, |a12>... for system 1
and another set for system 2 |a21>, |a22>... If the composite system,
system 0, that consists of system 1 and system 2 is isolated then the
states of 0 can be written down as above except that each  |a01>,
|a02>... is equal to  |a11> |a21>,  |a11> |a22>,  |a12> |a21>,  |a12>
|a22>... There are ways to change the vectors of system 1 without
changing those of system 2 and vice versa. It can sometimes be the
case that it is possible to write down the state of system 0 as a
product of a vector of system 1 and one of system 2, e.g. |a11> |a21>.
However, it is not possible to write down every sum of |a01>, |a02>...
as a product of this form. When it is not possible to write down the
state of system 0 as a product of that form then we say that system 1
and system 2 are entangled. This can be extended to more than two
systems and being entangled in that case would mean that you can't
write down the state as a product of states of the subsystems.

Now let's suppose that the state of system 0 is at time 0 is
 alpha1|a11> |a21> + alpha2  |a12> |a22>
and that this state is entangled, and it will be if the alphas are all
non-zero. To do interference we have to start with a sharp state and
finish with a sharp state. This state is not a sharp state of either
system 1 or system 2. Also, there's no way of making it a sharp state



of system 1 or system 2 without fiddling with both systems and the
fiddling has to involve them interacting not just being changed
separately. If you just change system 2 then all that happens is that
which vector of system 2 goes with each vector of system 1 changes.
System 2 does not end up in a sharp state. So you can't do
interference with system 2 alone when it's in this state. Note that
there is such a thing as which of the states of system 2 is which in
the sense that for each state of system 2 there is a particular state
of system 1, so there is a fact about which version of system 2 goes
with a particular state of system 1. So system 2 contains copyable
information about system 1 and vice versa. So the different states of
system 2 are not fungible, nor are those of system 1. System 0 is
fungible at time 0: that reflects the fact that the information needed
to do interference has spread out further than system 1 and system 2.

Entanglement is associated with copying of information and not with
fungibility except to the extent that the larger system containing all
of the entangled subsystems is fungible.

However, if we measured system 0 at time 1 and found it in the state
|a11> |a21>, say, we would be able to do interference with system 2
again. And that strategy is always open to us to restore system 2's
ability to interfere. However, if we had used the correlations between
system 1 and system 2 to store some information that information is
not available to us anymore. That explains why there are fungible
electrons even though most electrons have been through many situations
in which they lost their fungibility.

Alan



From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Cc: Nathaniel Laor <nlaor@me.com>, Nathaniel Laor M.D., Ph.D. 
<nlaor@netvision.net.il>
Subject: RE: [BoI] Paranoia Book Question
Date: August 29, 2011 at 1:20 AM

Elliot: this is lovely. Just lovely. But allow me to slow down. (And, since
you refer to the literature, allow me to add references.)

First, not all paranoia is illness: ambulatory paranoia is not. This is why
Fried&Agassi begins with a patient: no patient no disease and so no
diagnosis. Ambulatory paranoia is a phenomenon that signifies as it refutes
both Kraeplin and Freud; it is no diagnosis. Not as yet. (Incidentally, when
there is a case of an individual suffering from ambulatory paranoia then
there is a serious problem: that person will not ask for help and liberalism
requires that help should not be given but only offered. As a practicing
psychiatrist Laor excels in handling such matters usefully without violating
liberalism.)

Second, admirable Szasz wanted first and foremost to undermine shrinks'
authority, especially legal. On this he deserves nothing but praise. Second,
he wanted openness and public discussion, and again this is impeccable.
Third, as Nathaniel Laor tried to show, the whole discussion of Szasz is
tainted by some sort of positivism that is better overlooked. (see his "Old
Whig Psychiatry: The Szasz Variant", Israel Journal of Psychiatry and
Related Sciences, 19 [1982], 215-25; see also The Hastings Center Report,
Vol. 13, No. 6 (Dec., 1983), pp. 44-45).

Third, do not fuse diagnosis with etiology. Fried&Agassi has no etiology: it
says, what causes a trauma (physical or mental) matters less than what it is
and how to treat it. The complaint is that all too often shrinks offer
(etiology and) treatment prior to proper diagnosis.

So much for prelims. To your point, then. Where is a disagreement between
Szasz and Fried&Agassi? What question do they answer in dissent? Allow me to
admit ignorance on this. Before we proceed allow me to request explicit
statement. Allow me to confess: my ignorance is not for want of effort to
find out what is what. There was one review of Fried&Agassi, by a Szasz
disciple: Psychosis: Disease or Rhetoric?, M.  E. Grenander, The British
Journal for the Philosophy of Science Vol. 30, No. 2 (Jun., 1979) (pp.
177-182). If you can tell me what it says other than its fair summary of the



book and its censure of its style, you will have my gratitude.

Finally, the evidnece that in my understanding is essential for the starter
is that psychotics do suffer pain.  Fried&Agassi deem alcoholism a
psychosis. Szasz denies this; he does not deny that alcoholics want and
deserve help; so, again, is there a disagreemenet here? It seems my reprot
on evidence was due to misunderstanding on my part. If so, kindly delete.

Awaiting your response,

Joseph

Judith Buber Agassi & Joseph Agassi,
37 Levi Eshkol Street,
Herzliyah 46745 Israel
Phone and Fax +972-9-960-4072
email: agass@post.tau.ac.il
Web Pages http://www.tau.ac.il/~agass

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Elliot Temple
Sent: Monday, August 29, 2011 12:18 AM
Subject: Re: [BoI] Paranoia Book Question

On Aug 27, 2011, at 2:59 PM, judith buber agassi & joseph agassi wrote:

Confirmatory evidence in science is repeatable evidence that tallies with
only one competing theory or, in the absence of competition, the result of

a
repeatable severe test that tallies with the hypothesis in question; in
technology it is evidence of a technique having withstood tests in accord
with received standards of severity both of tests and of the search for
unwanted side-effects.

OK. So we have the rival theories:

1) Paranoia and other "mental illnesses" are medical diseases (as advocated
by the Paranoia book by YF and JA)

http://www.tau.ac.il/~agass
mailto:beginning-of-infinity@googlegroups.com


2) Paranoia and other "mental illnesses" are caused by people's ideas, not
disease (Szasz's position)

And then we can look at the compatibility, or not, of these theories with
various evidence.

For the evidence to be confirmatory of the first theory will require that
the second theory fails to explain the evidence.

The evidence in question is, for example, that under great stress mental
patients try to respond normally and even somewhat responsibly but after a
brief time they fail. This evidence is too common. That mental patients
suffer is the first supposition or postulate of the book; their suffering

is
usually terror and it is observed that it creates terrible pressure and

that
this incapacitates.

Failure, pressure, terror, suffering, stress and lack of capacity (to deal
with life) are all things which I think can be caused by ideas. For example,
failure can be caused by mistaken ideas about how to succeed, and terror by
interpreting things (rightly or wrongly) as very scary.

What evidence cannot be accounted for as due to ideas, and why not?

I looked for clinical observations about paranoia (as referred to in the
book) on google scholar and google but did not find anything useful. Does
the case for paranoia as mental illness rely on familiarity with some
literature describing some evidence? If so, where can I find it? And what
should I look for specifically, in order to be convinced that only disease
can account for it?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Paranoia Book Question
Date: August 29, 2011 at 10:25 AM

On 28 Aug 2011, at 10:18pm, Elliot Temple wrote:

On Aug 27, 2011, at 2:59 PM, judith buber agassi & joseph agassi wrote:

Confirmatory evidence in science is repeatable evidence that tallies with
only one competing theory or, in the absence of competition, the result of a
repeatable severe test that tallies with the hypothesis in question; in
technology it is evidence of a technique having withstood tests in accord
with received standards of severity both of tests and of the search for
unwanted side-effects.

OK. So we have the rival theories:

1) Paranoia and other "mental illnesses" are medical diseases (as advocated by 
the Paranoia book by YF and JA)

2) Paranoia and other "mental illnesses" are caused by people's ideas, not 
disease (Szasz's position)

And then we can look at the compatibility, or not, of these theories with various 
evidence.

I don't think that either of those theories, as it stands, is anywhere near testable.

What would be testable would be specific explanatory theories of those 
conditions.

I'm also a bit mystified by this reply to the above:

On 29 Aug 2011, at 6:20am, judith buber agassi & joseph agassi wrote:

Third, do not fuse diagnosis with etiology. Fried&Agassi has no etiology: it
says, what causes a trauma (physical or mental) matters less than what it is
and how to treat it. The complaint is that all too often shrinks offer
(etiology and) treatment prior to proper diagnosis.



In medicine, explanation (including etiology) of some sort is necessary for any 
diagnosis and any treatment, though admittedly this doesn't necessarily involve 
distinguishing between theories (1) and (2). For example, if someone has a 
headache, it may well be the rational course for them to take a painkiller even if 
they have no idea whether the headache has an organic or a psychological cause 
-- but nevertheless, they need etiological theories. They need to take the view 
that the headache is unlikely to be due to sensitivity (or habituation) to that very 
painkiller, nor to a disease that is exacerbated by that painkiller, and so on. And 
even then, distinguishing between an organic or a psychological etiology may 
become important shortly afterwards, in deciding what to think about once the 
pain has receded, or alternatively, what to do next if the painkiller has no effect.

Anyway, returning to the general issue of testing theories (1) and (2) against each 
other, let me give an example of hypothetical testable theories that would imply 
(1) or (2).

An example of a testable theory of type (1) would be:

First, it is discovered that the way the brain addresses sudden dangers is via a 
sudden-danger processing centre which is activated by certain sudden events 
such as loud sounds, changes in lighting, increases in the size of a pattern on the 
retina, changes of expression in people's faces and so on. The centre exists in 
animals such as apes too, and in them, its activation causes predictable effects 
such as a release of adrenaline, and processing in the brain that controls fight-or-
flight decisions and the resulting limb motions etc. In humans, it still predictably 
causes the adrenaline release, but humans do not have fixed behaviour patterns 
so instead, its effect is to initiate thinking processes, directing their initial attention 
to the sounds, faces etc that caused the activation, and tagging their 
interpretations provisionally, with markers such as 'enemy' or 'fast object 
approaching'. In a normal human brain, the sudden-danger processing centre is 
integrated into the mind in all the normal human ways, including: activating it on 
software-specified criteria, such as suddenly seeing the Gestapo outside one's 
house as one returns from a stroll; learning to undo the 'dangerous' tags rapidly 
and unconsciously in certain software-defined situations; reinterpreting the 
'dangerous' tags as being exciting and enjoyable in certain software-defined 
situations; and so on. This theory is tested by experiments in which electrodes 
are attached to the sudden-danger processing centre and are stimulated under 
computer control, according to a theory that predicts that the subject will, while 
watching a Disney cartoon, experience the feeling that Donald Duck is a sinister 
and dangerous enemy, and then on pressing a button that modifies the signals 



that the computer is sending, the person will immediately think that Donald is 
harmless but that Pluto is the enemy, and so on, at will. And lo and behold, the 
experiment is done and that happens with every subject (who is not used to 
interacting with that apparatus). If it doesn't, the theory is false.

Only now can we proceed to a theory that is analogous to (1). Someone 
conjectures that maybe the condition known as (the mental illness) paranoia is 
actually a malfunction of the sudden-danger processing centre, in which, when 
the centre is activated, instead of sending its standard signals and then resuming 
its normal receptive state, it keeps sending those signals repeatedly. Then, when 
a 'dangerous' tag happens to be attached to something in that person's mind, a 
thought process is initiated as usual, but before it even comes to an end, another 
such process is automatically started, until quickly the person's thinking has been 
wholly pre-empted by thoughts dwelling on the dangerousness of a particular 
thing, and in particular, any conclusions that the person manages to reach 
contradicting that are themselves preempted by fresh thoughts of danger. The 
world, for that person, becomes tinged with a threatening cast. He then, typically, 
confabulates explanations for why the world is, in reality, threatening, and 
rationalises ways of rejecting any argument to the contrary from other people, 
and that then causes the externally-observable signs of paranoia. This theory 
could be tested by directly measuring the output from the centre. If it's normal, the 
theory is false.

By the way, if this explanation of paranoia were true, there would be broadly two 
classes of potential treatments, one aimed at restoring normal function of the 
sudden-danger processing centre, and the other aimed at the patient learning 
how to reinterpret its signals.

An example of a testable theory of type (2) would be: the mental illness known as 
paranoia is continuous with states of mind that certifiably sane people can enter, 
such as conspiracy-theoretic world views. This theory predicts that in borderline 
cases where existing criteria distinguish between the two states, but only just, no 
possible treatment (performed under double-blind conditions of course) will have 
significantly different effects on people on either side of the line. If a particular 
drug is found that reliably cures people diagnosed as having the mental illness 
paranoia, but reliably fails to cure people with barely distinguishable symptoms 
who are diagnosed as sane, then the theory is refuted.

-- David Deutsch



From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Paranoia Book Question
Date: August 29, 2011 at 11:01 AM

Thank you David.

David is mystified by my response to Elliot. Let me repeat then. Elliot
contrasts two theories, F&A and Szasz. My response is. there is no contrast
as one theory is only diagnostic with no etiology and the other is
etiological. Hopefully this is clear. That diagnosis is often linked with
etiology is wonderful but not always available: finding the parasite that
causes a disease and the ability to kill it is the paradigm -- when
available.

David says, neither theory is testable as it stands. True. As it appears in
the book it is. David goes into discussion of brain-states that the book
avoids for want of testability in this region. In particular, instead of
speaking of sudden-danger region in the brain, as David muses, we can just
as well speak of the sudden-danger experience, its triggers, etc.

That we can manipulate the brain to simulate symptoms of mental illness is
too well-known since hallucinogens were always available (even LSD).

Allow me a caveat here, even though it may be superfluous: paranoia is not
persecution mania. In our book we explain why and how the two are often
associated.

The same holds for conspiracy theories and for fanaticism and other ills
that we discuss in our book.

That should do for now.

Joseph

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of David Deutsch
Sent: Monday, August 29, 2011 5:25 PM
Subject: Re: [BoI] Paranoia Book Question

mailto:beginning-of-infinity@googlegroups.com


On 28 Aug 2011, at 10:18pm, Elliot Temple wrote:

On Aug 27, 2011, at 2:59 PM, judith buber agassi & joseph agassi wrote:

Confirmatory evidence in science is repeatable evidence that tallies with
only one competing theory or, in the absence of competition, the result

of a
repeatable severe test that tallies with the hypothesis in question; in
technology it is evidence of a technique having withstood tests in accord
with received standards of severity both of tests and of the search for
unwanted side-effects.

OK. So we have the rival theories:

1) Paranoia and other "mental illnesses" are medical diseases (as
advocated by the Paranoia book by YF and JA)

2) Paranoia and other "mental illnesses" are caused by people's ideas, not
disease (Szasz's position)

And then we can look at the compatibility, or not, of these theories with
various evidence.

I don't think that either of those theories, as it stands, is anywhere near
testable.

What would be testable would be specific explanatory theories of those
conditions.

I'm also a bit mystified by this reply to the above:

On 29 Aug 2011, at 6:20am, judith buber agassi & joseph agassi wrote:

Third, do not fuse diagnosis with etiology. Fried&Agassi has no etiology:
it

says, what causes a trauma (physical or mental) matters less than what it
is

and how to treat it. The complaint is that all too often shrinks offer
(etiology and) treatment prior to proper diagnosis.



In medicine, explanation (including etiology) of some sort is necessary for
any diagnosis and any treatment, though admittedly this doesn't necessarily
involve distinguishing between theories (1) and (2). For example, if someone
has a headache, it may well be the rational course for them to take a
painkiller even if they have no idea whether the headache has an organic or
a psychological cause -- but nevertheless, they need etiological theories.
They need to take the view that the headache is unlikely to be due to
sensitivity (or habituation) to that very painkiller, nor to a disease that
is exacerbated by that painkiller, and so on. And even then, distinguishing
between an organic or a psychological etiology may become important shortly
afterwards, in deciding what to think about once the pain has receded, or
alternatively, what to do next if the painkiller has no effect.

Anyway, returning to the general issue of testing theories (1) and (2)
against each other, let me give an example of hypothetical testable theories
that would imply (1) or (2).

An example of a testable theory of type (1) would be:

First, it is discovered that the way the brain addresses sudden dangers is
via a sudden-danger processing centre which is activated by certain sudden
events such as loud sounds, changes in lighting, increases in the size of a
pattern on the retina, changes of expression in people's faces and so on.
The centre exists in animals such as apes too, and in them, its activation
causes predictable effects such as a release of adrenaline, and processing
in the brain that controls fight-or-flight decisions and the resulting limb
motions etc. In humans, it still predictably causes the adrenaline release,
but humans do not have fixed behaviour patterns so instead, its effect is to
initiate thinking processes, directing their initial attention to the
sounds, faces etc that caused the activation, and tagging their
interpretations provisionally, with markers such as 'enemy' or 'fast object
approaching'. In a normal human brain, the sudden-danger processing centre
is integrated into the mind in all the normal human ways, including:
activating it on software-specified criteria, such as suddenly seeing the
Gestapo outside one's house as one returns from a stroll; learning to undo
the 'dangerous' tags rapidly and unconsciously in certain software-defined
situations; reinterpreting the 'dangerous' tags as being exciting and
enjoyable in certain software-defined situations; and so on. This theory is
tested by experiments in which electrodes are attached to the sudden-danger



processing centre and are stimulated under computer control, according to a
theory that predicts that the subject will, while watching a Disney cartoon,
experience the feeling that Donald Duck is a sinister and dangerous enemy,
and then on pressing a button that modifies the signals that the computer is
sending, the person will immediately think that Donald is harmless but that
Pluto is the enemy, and so on, at will. And lo and behold, the experiment is
done and that happens with every subject (who is not used to interacting
with that apparatus). If it doesn't, the theory is false.

Only now can we proceed to a theory that is analogous to (1). Someone
conjectures that maybe the condition known as (the mental illness) paranoia
is actually a malfunction of the sudden-danger processing centre, in which,
when the centre is activated, instead of sending its standard signals and
then resuming its normal receptive state, it keeps sending those signals
repeatedly. Then, when a 'dangerous' tag happens to be attached to something
in that person's mind, a thought process is initiated as usual, but before
it even comes to an end, another such process is automatically started,
until quickly the person's thinking has been wholly pre-empted by thoughts
dwelling on the dangerousness of a particular thing, and in particular, any
conclusions that the person manages to reach contradicting that are
themselves preempted by fresh thoughts of danger. The world, for that
person, becomes tinged with a threatening cast. He then, typically,
confabulates explanations for why the world is, in reality, threatening, and
rationalises ways of rejecting any argument to the contrary from other
people, and that then causes the externally-observable signs of paranoia.
This theory could be tested by directly measuring the output from the
centre. If it's normal, the theory is false.

By the way, if this explanation of paranoia were true, there would be
broadly two classes of potential treatments, one aimed at restoring normal
function of the sudden-danger processing centre, and the other aimed at the
patient learning how to reinterpret its signals.

An example of a testable theory of type (2) would be: the mental illness
known as paranoia is continuous with states of mind that certifiably sane
people can enter, such as conspiracy-theoretic world views. This theory
predicts that in borderline cases where existing criteria distinguish
between the two states, but only just, no possible treatment (performed
under double-blind conditions of course) will have significantly different
effects on people on either side of the line. If a particular drug is found



that reliably cures people diagnosed as having the mental illness paranoia,
but reliably fails to cure people with barely distinguishable symptoms who
are diagnosed as sane, then the theory is refuted.

-- David Deutsch



From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: August 29, 2011 at 1:45 PM

Alan Forrester writes:
Fungibility is a term that describes  situations in which there is no

such thing as which of two or more versions of a  system are present in a
particular universe. Fungibility arises in interference  experiments: you start
with one version of a system in your universe, you  produce two or more
versions and get them to interact in such a way that there  is a single outcome
that depends on the interaction. Since the interaction  involves all of the
different versions there is no such thing as which one is  present in your
universe: there is no such thing as which is which.

Let me see if I have this straight in the concrete case of the two-slit
experiment:

A photon is generated in "this" universe (A). At some point (before it
enters either slit?), it splits into a second universe (B). These are now two
versions of one system. In one version, the photon goes through slit 1. In
the other, it goes through slit 2. Because they are identical, except for
their angular path, they are fungible. After each passes through their slit,
they travel to the detector. Because they are two versions of one  system
and they are fungible, they create an interference pattern at the  detectors
in both universe A and universe B.

If I've got that right, is there a distinction between two versions of one
system, two "universes", and two "worlds" ... or are they the same  concept?
If I have the fungibility correct, when (if ever) do the photons become
"non-fungible" or differentiated in this experiment?

Bill



From: Elliot Temple <curi@curi.us>
Cc: Nathaniel Laor <nlaor@me.com>, Nathaniel Laor M.D., Ph.D. 
<nlaor@netvision.net.il>
Subject: Re: [BoI] Paranoia Book Question
Date: August 29, 2011 at 2:49 PM

On Aug 28, 2011, at 10:20 PM, judith buber agassi & joseph agassi wrote:

Elliot: this is lovely. Just lovely. But allow me to slow down. (And, since
you refer to the literature, allow me to add references.)

First, not all paranoia is illness: ambulatory paranoia is not. This is why
Fried&Agassi begins with a patient: no patient no disease and so no
diagnosis. Ambulatory paranoia is a phenomenon that signifies as it refutes
both Kraeplin and Freud; it is no diagnosis. Not as yet. (Incidentally, when
there is a case of an individual suffering from ambulatory paranoia then
there is a serious problem: that person will not ask for help and liberalism
requires that help should not be given but only offered. As a practicing
psychiatrist Laor excels in handling such matters usefully without violating
liberalism.)

Paranoia p 6 says "we bluntly class paranoia as mental illness and mental illness 
as illness proper; this is quite unlike Laing and unlike Szasz." and the end note on 
this says, "When claiming - against Laing and Szasz - that paranoia is a disease, 
we mean to say that paranoia is primarily a medical condition. ... But this very 
special form of psychic organization we definitely view as a psychiatric-medical 
condition"

I read the end note statements about "disease" and "psychiatric-medical 
condition" as clarifying what is meant by "mental illness" in the text, and not as 
applying only to paranoia (though even if they did, it still says mental illness is 
"illness proper" in the text).

I'm concerned with mental illness in general much more than paranoia in 
particular. You say there are things called "paranoia" which aren't illnesses. I'll be 
happy to agree to that in general (without familiarity with the details). It's certainly 
not my intent to declare more things illnesses.

The comments about liberalism I'm going to hold off on for now. That's a big topic. 
I do mention this again briefly at the end.



Second, admirable Szasz wanted first and foremost to undermine shrinks'
authority, especially legal. On this he deserves nothing but praise. Second,
he wanted openness and public discussion, and again this is impeccable.
Third, as Nathaniel Laor tried to show, the whole discussion of Szasz is
tainted by some sort of positivism that is better overlooked. (see his "Old
Whig Psychiatry: The Szasz Variant", Israel Journal of Psychiatry and
Related Sciences, 19 [1982], 215-25; see also The Hastings Center Report,
Vol. 13, No. 6 (Dec., 1983), pp. 44-45).

I haven't been able to get this article but I did get the abstract which says:

T. S. Szasz (1974), who follows the individualistic (ID) principle, developed a 
view of mental illness on the background of an ethical paradox—an obvious 
contradiction between the principle of individual ethics (that the individual is 
autonomous and thus fully responsible for his/her actions) and common 
intuitions regarding mental illness as defective autonomy. The uncompromising 
individualist regards the recommendation to forcibly treat the mentally ill as 
morally objectionable. Yet most Western physicians, even the most ardent 
individualists, deem enforcement for such treatment necessary in some cases. 
The present discussion questions the reconcilability of enforced treatment with 
the ID principle, suggesting the possible invalidity of that principle. Arguing that 
this debate is of limited value in the domain of psychiatry, the present author 
discusses autonomy of the mentally ill from a philosophical perspective. The 
author disagrees with Szasz's recommendation that ID principles be 
implemented in the field of psychiatry. It is argued that what is wanted is 
demarcation of what a society considers (or should consider) sufficiently 
autonomous and what that same society considers (or should consider) 
sufficiently defective in autonomy. An outline for the modification of ID–Szaszian 
conflict is presented.

This looks to me like the paper is about a disagreement regarding liberalism and 
autonomy, and doesn't mention positivism. The title similarly suggests that Laor 
has a problem with, presumably, Edmund Burke (the only famous Whig I've 
noticed Szasz quoting somewhat regularly) and ideas from that school.

I haven't spotted positivism in what I've read of Szasz so far. But if there is any I'll 
be happy to reject it.



When Laor says, "most Western physicians, even the most ardent individualists, 
[disagree with Szasz]" I am not impressed. I don't care what most people think. 
That's no guide to the truth. And I don't care for the implication that Szasz is an 
extremist -- who has gone beyond what even "ardent individualists" believe -- and 
that this is a criticism of him.

I think Szasz's strong individualism and liberalism are not too strong (I have a 
hard time imagining what could be too strong in this area). I think they make him 
better. Similarly I prefer Mises (stronger) to Hayek (weaker). There is no rule that 
the truth must be moderate. Sometimes people align themselves so that the 
"extremist" position is the true one.

Third, do not fuse diagnosis with etiology. Fried&Agassi has no etiology: it
says, what causes a trauma (physical or mental) matters less than what it is
and how to treat it. The complaint is that all too often shrinks offer
(etiology and) treatment prior to proper diagnosis.

OK. I think this is about my "caused by ideas" phrasing. So I'll change to "consist 
of":

2) Paranoia and other "mental illnesses" consist of people's ideas, not
disease (Szasz's position)

If that's not satisfactory please let me know what you want.

So much for prelims. To your point, then. Where is a disagreement between
Szasz and Fried&Agassi? What question do they answer in dissent? Allow me 
to
admit ignorance on this. Before we proceed allow me to request explicit
statement. Allow me to confess: my ignorance is not for want of effort to
find out what is what. There was one review of Fried&Agassi, by a Szasz
disciple: Psychosis: Disease or Rhetoric?, M.  E. Grenander, The British
Journal for the Philosophy of Science Vol. 30, No. 2 (Jun., 1979) (pp.
177-182). If you can tell me what it says other than its fair summary of the
book and its censure of its style, you will have my gratitude.



I got the article and will read it later today and comment more on this.

I do note that in the quotes I gave above you explicitly acknowledge being in 
disagreement with Szasz -- because you class mental illness as real illness, not 
myth -- so I'm not very clear on why there is an issue about where the 
disagreement is.

Finally, the evidnece that in my understanding is essential for the starter
is that psychotics do suffer pain.

People suffer pain. Non-psychotics suffer pain. Suffering (not constant nor 
severe) is pretty ubiquitous. I don't see how this can differentiate psychotics from 
non-psychotics.

Fried&Agassi deem alcoholism a
psychosis. Szasz denies this; he does not deny that alcoholics want and
deserve help; so, again, is there a disagreemenet here?

I can't even try to speak for Szasz about this in detail until I read his Ceremonial 
Chemistry which is high on my reading list. I have a position on drugs but I don't 
know how it compares to Szasz's. For the moment I'll offer some more general 
comments:

Some people called "alcoholics" want help and some do not. Some regard 
themselves as having a problem and some do not. Why label a group -- without 
their consent -- "alcoholics" and then declare them, as a group, as all wanting 
help (implying they all have a problem)? Why not provide help to those who want 
it and leave the others alone (except if they do dangerous things like drunk 
driving)?

Life isn't perfect. People make mistakes. Some make mistakes with alcohol. (And 
some drink alcohol -- more than their neighbors approve of -- without it being a 
mistake.) But this is not a medical issue. How good one's decisions are is a moral 
issue.

Do morally imperfect people want help? Well we all fall short in some ways 
morally. We're not perfect. Yet we do not all want help. Some people want help 



and others do not. And if there was different help available, some others might 
want it, who think the current help is lacking. It depends a lot on the specific form 
of help on offer.

Do people "deserve" help? From their parents, yes. From individuals offering it on 
a voluntary basis to those who seek it, yes. From society, Government or 
psychiatry, no.

There is a "trap" of sorts here with some similarity to the one mentioned earlier. 
Immorality can make people reject help or criticism that could help. And so get 
them stuck. For example, if a person is too irrational to participate in rational 
discussion then it's hard for him to learn better. I think the short answer to this is 
gradualism: there's always some little step forward available, which brings one to 
a new situation in which a new step will be available.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: August 29, 2011 at 3:05 PM

On 29 August 2011 18:45,  <Westmiller@aol.com> wrote:
Alan Forrester writes:

Fungibility is a term that describes situations in which there is no such
thing as which of two or more versions of a system are present in a
particular universe. Fungibility arises in interference experiments: you
start with one version of a system in your universe, you produce two or more
versions and get them to interact in such a way that there is a single
outcome that depends on the interaction. Since the interaction involves all
of the different versions there is no such thing as which one is present in
your universe: there is no such thing as which is which.

Let me see if I have this straight in the concrete case of the two-slit
experiment:

A photon is generated in "this" universe (A). At some point (before it
enters either slit?), it splits into a second universe (B). These are now
two versions of one system.

There are two versions of the photon before the slits.

In one version, the photon goes through slit
1. In the other, it goes through slit 2. Because they are identical, except
for their angular path, they are fungible. After each passes through their
slit, they travel to the detector. Because they are two versions of one
system and they are fungible, they create an interference pattern at the
detectors in both universe A and universe B.

Yes.

If I've got that right, is there a distinction between two versions of one
system, two "universes", and two "worlds" ... or are they the same concept?
If I have the fungibility correct, when (if ever) do the photons become
"non-fungible" or differentiated in this experiment?

You can have two versions of a system, a photon, say, without the rest
of the multiverse having differentiated into different versions



corresponding to the fungible versions of the photon.

In an interference experiment a photon becomes non-fungible when its
position is measured by the detectors at the end of the experiment.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Paranoia Book Question
Date: August 29, 2011 at 3:05 PM

On Aug 29, 2011, at 7:25 AM, David Deutsch wrote:

On 28 Aug 2011, at 10:18pm, Elliot Temple wrote:

On Aug 27, 2011, at 2:59 PM, judith buber agassi & joseph agassi wrote:

Confirmatory evidence in science is repeatable evidence that tallies with
only one competing theory or, in the absence of competition, the result of a
repeatable severe test that tallies with the hypothesis in question; in
technology it is evidence of a technique having withstood tests in accord
with received standards of severity both of tests and of the search for
unwanted side-effects.

OK. So we have the rival theories:

1) Paranoia and other "mental illnesses" are medical diseases (as advocated 
by the Paranoia book by YF and JA)

2) Paranoia and other "mental illnesses" are caused by people's ideas, not 
disease (Szasz's position)

And then we can look at the compatibility, or not, of these theories with various 
evidence.

I don't think that either of those theories, as it stands, is anywhere near testable.

What would be testable would be specific explanatory theories of those 
conditions.

Here's a testable issue:

One of the problems with "mental illnesses" -- especially the ones with catch-all 
diagnostic criteria such as autism, schizophrenia, and Asperger's -- is that they 
do not denote a single unambiguous thing.

Therefore if you have different psychiatrists do diagnosis, in different situations 



(e.g. with different amounts of political or social pressure to diagnose someone), 
then you will get differing results.

One could design a study where you have different psychiatrists diagnose the 
same people and present to each some different context (e.g. in one case a 
teacher has referred a troublesome child, in another the psychiatrist is hired by a 
lawyer for a court case, then for another psychiatrist you say the mother's sister 
had a mental illness and she wants to make sure her child does not have 
anything in order to feel better.) Maybe this has been tried? I don't know. But I 
predict significant variance in the diagnoses psychiatrists offer.

Another thing you could do is completely refuse the psychiatrists any context. 
Don't tell them if this is an unwanted wife caught having an affair or a upstanding 
member of the community whose husband will protest any diagnosis. Then they'll 
have to guess and they won't all guess the same way for everyone.

I think even with a regular amount of context, psychiatrist diagnoses won't concur 
all that well. But removing social context will help get more clear cut results.

You could also test that adding strong social context can help make the 
diagnoses a lot more uniform. e.g. when there is a major political agenda in 
diagnosing someone, they always seem to be able to find several psychiatrists to 
say what they want.

But anyway, to the extent terms like "schizophrenia" haven't got a well defined 
meaning, or psychiatry provides bad explanations, then non-testable criticism is 
quite a reasonable response.

An example of a testable theory of type (2) would be: the mental illness known 
as paranoia is continuous with states of mind that certifiably sane people can 
enter, such as conspiracy-theoretic world views. This theory predicts that in 
borderline cases where existing criteria distinguish between the two states, but 
only just, no possible treatment (performed under double-blind conditions of 
course) will have significantly different effects on people on either side of the 



line. If a particular drug is found that reliably cures people diagnosed as having 
the mental illness paranoia, but reliably fails to cure people with barely 
distinguishable symptoms who are diagnosed as sane, then the theory is 
refuted.

I'm content with a test like this. No objections.

However if a drug works like that it won't prove psychiatry is right. It will only 
refute some explanations by Szasz and company in their current form. It would 
still remain the case that psychiatry hasn't got a good explanation either and so 
we'd be in a position of not knowing any good answer and needing to come up 
with something new.

In other words, although I currently have no good explanation for a drug working 
like that, I don't think psychiatry could explain it either.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Consists of Ideas
Date: August 29, 2011 at 3:18 PM

What does it mean for a mental illness to "consist of ideas"?

Sometimes they consist primarily of ideas in the psychiatrist or in society rather 
than in the patient. Schizophrenia for example is a word and it requires advocacy 
by psychiatrists to exist.

Moving on (but touching back on the above at the end), in some sense, nothing is 
pure ideas. Ideas require a physical brain.

That holds in the nature/nurture debate too. And so does the reverse: eye color 
cannot be fully genetic because those genes require nutrients provided by the 
mother to create eyes at all. Or height cannot be fully genetic because one 
requires sufficiently non-suicidal (or incompetent) ideas to grow to one's full 
height.

Yet height and eye color are genetic, in regular speaking.

And ideas are mental, not physical, in regular speaking.

These things are true to sufficient precision for most purposes, despite the more 
complicated details that can be relevant to a few problem situations.

So now I want to consider an example. Phil the psychiatrist meets Jack who is 
short. Jack is lonely. He complains of his height and thinks that's why he doesn't 
have a wife yet. He's unpleasant on dates because of his bitterness.

In this example height plays a role, but I would blame the problem essentially 
entirely on Jack's ideas. He's interpreting his height and it is his interpretive ideas, 
not his height, that really matters here. Further ideas are also relevant such as 
Jack's ideas about dating and marriage and loneliness, and the ideas behind his 
unpleasant behavior and bitterness over problems.

What I definitely wouldn't call this is the dread disease, "depression". It is about 



ideas not disease, and even if you focus on the shortness more, shortness is not 
a disease.

Let's also consider the case where Jack is short and Phil thinks being short is 
awful. Jack makes a few comments vague about being sad sometimes and Phil, 
daydreaming about how he'd chronically hate to be that short, declares Jack to 
have "Depression". So in this case height is the only characteristic of Jack with 
much relevance to his diagnosis. Yet I'd still categorize this as a matter of ideas 
(in this case, Phil's ideas).

This should help clarify what I mean by "mental illnesses" consisting of ideas. It 
does not mean height and other physical traits can't have any role whatsoever.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Woty Regan <wotyfree@gmail.com>
Subject: [BoI] Mental vs physical illness
Date: August 29, 2011 at 4:37 PM

Are any of these conditions mental illnesses?

* Epilepsy

* Speech disorders that are demonstrably the result of brain damage or 
malformation

* Down's Syndrome

* Alzheimer's disease

* Coma and vegetative states

* Cognitive impairment occurring as a side-effect of duly prescribed prescription 
medications

~Woty



From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Mental vs physical illness
Date: August 29, 2011 at 6:07 PM

To the best of my knowledge no one deems any of these a mental illness
proper.

Joseph Agassi,

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Woty Regan
Sent: Monday, August 29, 2011 11:38 PM
Subject: [BoI] Mental vs physical illness

Are any of these conditions mental illnesses?

* Epilepsy

* Speech disorders that are demonstrably the result of brain damage or
malformation

* Down's Syndrome

* Alzheimer's disease

* Coma and vegetative states

* Cognitive impairment occurring as a side-effect of duly prescribed
prescription medications

~Woty

mailto:beginning-of-infinity@googlegroups.com


From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] Mental vs physical illness
Date: August 29, 2011 at 6:09 PM

On Aug 29, 2011, at 6:07 PM, judith buber agassi & joseph agassi wrote:

Woty wrote:

Are any of these conditions mental illnesses?

* Epilepsy

* Speech disorders that are demonstrably the result of brain damage or
malformation

* Down's Syndrome

* Alzheimer's disease

* Coma and vegetative states

* Cognitive impairment occurring as a side-effect of duly prescribed
prescription medications

~Woty

To the best of my knowledge no one deems any of these a mental illness
proper.

Joseph Agassi,

Why not? What distinguishes them from mental illnesses?

~Woty



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Popper and Metaphysics
Date: August 29, 2011 at 6:51 PM

Joe Agassi wrote "You will find nothing like this in The Logic of Scientific 
Discovery, especially not the mature "(as well as this can be done)" that is just 
lovely. See  also his paper on Carnap there.

For people who don't have Conjectures and Refutations on the shelf (shame) this 
is a summary of the chapter on Carnap.

http://www.the-rathouse.com/CRDemarcation11.html

Conjectures is on line in its entirety in the Questia library, also LSD, Unended 
Quest and The Poverty.

Rafe Champion
Sydney

http://www.the-rathouse.com/CRDemarcation11.html


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Interviews; Review; BoI Promotion
Date: August 30, 2011 at 2:42 AM

Think Radio Show BoI interview:

http://www.kera.org/2011/08/29/explanations-that-transform-the-world/

Blog Review of BoI:

http://skyvington.blogspot.com/2011/08/ultimate-science-book.html

Old DD Interview about physics:

http://dwave.files.wordpress.com/2006/12/deutsch.pdf

Another old one, about philosophy:

http://193.189.74.53/~qubitor/people/david/structure/Documents/By%20Other%2
0People/PhilosophyNow.html

Old one about computers:

http://esi-topics.com/enc/interviews/Dr-David-Deutsch.html

On another note:

Yay: http://beginningofinfinity.com/ is #1 on google search for: (the) beginning of 
infinity

It drops down in the rankings some for the terms "david" and "deutsch". If you 
have a website and want to help, please link to it with the words "David Deutsch" 
in the link text. Thanks!

Anything else to help promote the book, the website, and invite interesting people 
to this discussion group would also be great.

-- Elliot Temple
http://beginningofinfinity.com/

http://www.kera.org/2011/08/29/explanations-that-transform-the-world/
http://skyvington.blogspot.com/2011/08/ultimate-science-book.html
http://dwave.files.wordpress.com/2006/12/deutsch.pdf
http://193.189.74.53/~qubitor/people/david/structure/Documents/By%20Other%20People/PhilosophyNow.html
http://esi-topics.com/enc/interviews/Dr-David-Deutsch.html
http://beginningofinfinity.com/
http://beginningofinfinity.com/


From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Cc: Nathaniel Laor <nlaor@me.com>, Nathaniel Laor M.D., Ph.D. 
<nlaor@netvision.net.il>
Subject: RE: [BoI] Paranoia Book Question
Date: August 30, 2011 at 2:56 AM

Elliot,
Of course Fried and I  disagree with Szasz; what the disagreement about is
less clear. He never denied the need for help that people have who mentally
cannot function properly. He suggested they consult friends, mentors,
priests. This makes the disagreement about shrinks. Having written a paper
"Prescriptions for Responsible Psychiatry", in William O'Donohue and Richard
Kitchener, eds., Psychology and Philosophy: Interdisciplinary Problems and
Responses, London: Sage, 1996, 339-51, makes me agree with much of the
criticism that Szasz dishes against the profession. This is not to share his
wish to see the profession disappear.
Your expression of allegiance to Mises is very helpful; thanx. You share
liberalism with Mises; my preference (and that of Laor) is for Popper's
brand of liberalism.
Joseph



From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] Paranoia Book Question
Date: August 30, 2011 at 3:25 AM

On Aug 30, 2011, at 2:56 AM, judith buber agassi & joseph agassi wrote:

Elliot,
Of course Fried and I  disagree with Szasz; what the disagreement about is
less clear. He never denied the need for help that people have who mentally
cannot function properly. He suggested they consult friends, mentors,
priests. This makes the disagreement about shrinks. Having written a paper
"Prescriptions for Responsible Psychiatry", in William O'Donohue and Richard
Kitchener, eds., Psychology and Philosophy: Interdisciplinary Problems and
Responses, London: Sage, 1996, 339-51, makes me agree with much of the
criticism that Szasz dishes against the profession. This is not to share his
wish to see the profession disappear.
Your expression of allegiance to Mises is very helpful; thanx. You share
liberalism with Mises; my preference (and that of Laor) is for Popper's
brand of liberalism.
Joseph

I thought Szasz was a practicing therapist -- is that wrong?

~Woty



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Paranoia Book Question
Date: August 30, 2011 at 6:24 AM

On 30 August 2011 08:25, Woty Regan <wotyfree@gmail.com> wrote:

On Aug 30, 2011, at 2:56 AM, judith buber agassi & joseph agassi wrote:

Elliot,
Of course Fried and I  disagree with Szasz; what the disagreement about is
less clear. He never denied the need for help that people have who mentally
cannot function properly. He suggested they consult friends, mentors,
priests. This makes the disagreement about shrinks. Having written a paper
"Prescriptions for Responsible Psychiatry", in William O'Donohue and Richard
Kitchener, eds., Psychology and Philosophy: Interdisciplinary Problems and
Responses, London: Sage, 1996, 339-51, makes me agree with much of the
criticism that Szasz dishes against the profession. This is not to share his
wish to see the profession disappear.
Your expression of allegiance to Mises is very helpful; thanx. You share
liberalism with Mises; my preference (and that of Laor) is for Popper's
brand of liberalism.
Joseph

I thought Szasz was a practicing therapist -- is that wrong?

Szasz was a practising therapist. (I don't know if he still
practices.) He saw the role of a psychotherapist as being that of
helping a person to understand his own ideas better through discussion
so that he can make more informed choices.

Szasz opposes involuntary treatment. If people want to pretend that
their problems are due to diseases then Szasz does not want to forbid
them from doing that, anymore than he would want to forbid them from
saying that wine becomes the blood of christ when you drink it.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Mental vs physical illness
Date: August 30, 2011 at 7:20 AM

On 29 August 2011 21:37, Woty Regan <wotyfree@gmail.com> wrote:
Are any of these conditions mental illnesses?

* Epilepsy

* Speech disorders that are demonstrably the result of brain damage or 
malformation

* Down's Syndrome

* Alzheimer's disease

* Coma and vegetative states

* Cognitive impairment occurring as a side-effect of duly prescribed prescription 
medications

No. Mental illnesses don't exist.

Nor are these conditions usually categorised as mental illnesses. An
illness in the standard medical sense is a specific change in the
structural or functional characteristics of the human body that is
deemed undesirable. So an illness has an objective, testable component
namely the change in the body that leads to the bad results. For
example, if I have a broken fibia, that's objectively testable, but if
I say I feel pain in my leg there's no objective test for that. There
are objective ways of testing whether a medicine has produced changes
in the brain, or whether the brain is riddled with protein plaques and
so on. There are also explanations of how the relevant pathology is
related to the patient's problems.

A mental illness is defined in terms of complaints, and its existence
is not objectively testable. For example, a mental patient may
complain that his parents are trying to poison him, the government
might complain that a man tried to assassinate the President, parents
may complain that their son is schizophrenic. These complaints may



lead to psychiatrists deeming a person mentally ill. And there are
explanations for why people complain that have nothing to do with
illness.

Alan



From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Paranoia Book Question
Date: August 30, 2011 at 10:12 AM

Elliot,
to test a theory, (1) state it, (2) state an observation statement, (3)
claim that the latter follows from the former, and (4) claim that it may be
false (William Whewell).
Joseph
Judith Buber Agassi & Joseph Agassi,
37 Levi Eshkol Street,
Herzliyah 46745 Israel
Phone and Fax +972-9-960-4072
email: agass@post.tau.ac.il
Web Pages http://www.tau.ac.il/~agass

http://www.tau.ac.il/~agass


From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Mental vs physical illness
Date: August 30, 2011 at 10:26 AM

Alan says, An illness in the standard medical sense is a specific change in
the structural or functional characteristics of the human body that is
deemed undesirable.
Do you mean any specific change in the structural or functional
characteristics of the human body that is deemed undesirable is an illness?
Or do you mean that all illnesses are specific change in the structural or
functional characteristics of the human body that is deemed undesirable?

There is a clear distinction between a disability in the standard medical
sense and an illness in the standard medical sense, and even between a
disability and a chronic illness: in a disability a new equilibrium is
reached and there is no struggle.

Joseph Agassi,



From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Paranoia Book Question
Date: August 30, 2011 at 10:40 AM

Woty,
Yes, Szasz is a psychiatrist. Does this invalidate my attribution to him of
a hostility to this profession?
Would you suggest that a slave owner cannot be an active abolitionist?
Szasz calls his profession the science of lies. Does this mean he calls
himself a liar?
Joseph



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Mental vs physical illness
Date: August 30, 2011 at 11:07 AM

On 30 August 2011 15:26, judith buber agassi & joseph agassi
<agass@post.tau.ac.il> wrote:

Alan says,

An illness in the standard medical sense is a specific change in
the structural or functional characteristics of the human body that is
deemed undesirable.

Do you mean any specific change in the structural or functional
characteristics of the human body that is deemed undesirable is an illness?
Or do you mean that all illnesses are specific change in the structural or
functional characteristics of the human body that is deemed undesirable?

There is a clear distinction between a disability in the standard medical
sense and an illness in the standard medical sense, and even between a
disability and a chronic illness: in a disability a new equilibrium is
reached and there is no struggle.

I don't see any problem with making that distinction.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Paranoia Book Question
Date: August 30, 2011 at 11:33 AM

On 30 August 2011 15:40, judith buber agassi & joseph agassi
<agass@post.tau.ac.il> wrote:

Woty,
Yes, Szasz is a psychiatrist. Does this invalidate my attribution to him of
a hostility to this profession?
Would you suggest that a slave owner cannot be an active abolitionist?
Szasz calls his profession the science of lies. Does this mean he calls
himself a liar?

Szasz does not practise, and has never practised, involuntary
psychiatry. So he is not a slaveowner and doesn't need to lie about
what he does.

Alan



From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Mental vs physical illness
Date: August 30, 2011 at 12:00 PM

Alan, since you do not see any problem with making the distinction between
illness and disability, you will hopefully find no difficulty in noticing
that we were offered a list of disabilities with the question whether they
are mental illnesses. As they are not illnesses, they are not mental
illnesses either, wouldn't you say?
Joseph



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Paranoia Book Question
Date: August 30, 2011 at 12:12 PM

On Tue, Aug 30, 2011 at 5:24 AM, Alan Forrester <
alanmichaelforrester@googlemail.com> wrote:

On 30 August 2011 08:25, Woty Regan <wotyfree@gmail.com> wrote:

On Aug 30, 2011, at 2:56 AM, judith buber agassi & joseph agassi wrote:

Elliot,
Of course Fried and I  disagree with Szasz; what the disagreement about

is
less clear. He never denied the need for help that people have who

mentally
cannot function properly. He suggested they consult friends, mentors,
priests. This makes the disagreement about shrinks. Having written a

paper
"Prescriptions for Responsible Psychiatry", in William O'Donohue and

Richard
Kitchener, eds., Psychology and Philosophy: Interdisciplinary Problems

and
Responses, London: Sage, 1996, 339-51, makes me agree with much of the
criticism that Szasz dishes against the profession. This is not to share

his
wish to see the profession disappear.
Your expression of allegiance to Mises is very helpful; thanx. You share
liberalism with Mises; my preference (and that of Laor) is for Popper's
brand of liberalism.
Joseph

I thought Szasz was a practicing therapist -- is that wrong?

Szasz was a practising therapist. (I don't know if he still
practices.) He saw the role of a psychotherapist as being that of
helping a person to understand his own ideas better through discussion
so that he can make more informed choices.



Szasz opposes involuntary treatment. If people want to pretend that
their problems are due to diseases then Szasz does not want to forbid
them from doing that, anymore than he would want to forbid them from
saying that wine becomes the blood of christ when you drink it.

Alan

The disease metaphor can be helpful for some people although for many it
simply reinforces the idea that they have an organic disorder of their
brain. It can get a person past unearned guilt. "Do you think I choose to be
depressed? I have a disease." In this way, it can help a person really
examine his problems - help to provide the courage to face the facts of his
situation and to gain knowledge.

I have observed however, that this disease metaphor can make changing one's
ideas very difficult. "I have a chemical imbalance in my brain, so just
changing my thoughts and ideas cannot be successful."

Not everyone makes this conclusion, but I have seen it first hand.
Pretending may help a person get over a rough patch, but I am not sure of
the long term value. I agree with Szasz that one cannot or should not forbid
that pretending, but it can be a real impediment for progress.

In the case of chemical addiction, the disease metaphor is ubiquitous. Most
programs seem to e largely modeled on Alcoholics Anonymous and they hold
that it is axiomatic that alcoholism is a disease and they also talk about
an "allergy" to alcohol, which makes an alcoholic uniquely sensitive to its
effects.

I believe that Szasz's approach to mental problems makes the most sense. I
thought this before I ever read David Deutsch, and reading BOI makes it a
better explanation in my mind.

John Campbell



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Paranoia Book Question
Date: August 30, 2011 at 12:33 PM

On 30 Aug 2011, at 7:56am, judith buber agassi & joseph agassi wrote:

Elliot,
Of course Fried and I  disagree with Szasz; what the disagreement about is
less clear. He never denied the need for help that people have who mentally
cannot function properly. He suggested they consult friends, mentors,
priests. This makes the disagreement about shrinks.

He also suggests that they consult 'shrinks'. In his interview with Jonathan Miller 
on on the BBC's documentary series *States of Mind*,

[Jonathan Miller, ed., States of Mind: Conversations with Psychological 
Investigators. London: British Broadcasting Corporation, 270-290, 1983)]

Miller asks Szasz to whom a person should turn in such situations. Szasz initially 
answers rather flippantly:

Szasz:  That's their problem. I am just trying to bring order to this psychiatric 
chaos. I don't have the answer for life's problems. I only know stupid answers 
when I see them.

But when Miller persists, Szasz replies:

Szasz: Let me give a more respectful answer. To whom a person turns, in a life 
problem, as distinct from a technical problem -- you see, I think it's a terribly 
crippling intellectual proposition to mix technical problems with life problems. 
That is, if someone has pneumococcal pneumonia, he should turn to someone 
who is an expert on treating pneumococcal pneumonia with appropriate 
chemicals to which it responds. Whereas if someone has a problem, let's say 
some family problem over religion, over divorce, children and so on -- to whom 
they turn, if they are going to do this thing right, in my opinion, should grow 
organically out of who they are, their micro-society, rather than on some 
technical consideration. If this is a devoutly religious family then I think they 
should go to a priest, or a rabbi. If this is a sophisticated, not particularly 
religious, intellectually-inclined family, they should by all means go to a 
psychoanalyst or a psychotherapist.



"They should by all means go...". So the characterisation "He suggested they 
consult friends, mentors,
priests. This makes the disagreement about shrinks" draws a distinction that he 
does not draw.

If they are an organically-medically-inclined family, let them go to a neurologist 
or to a doctor and take thorazine or valium.

And later he comments again on the idea of consulting psychiatrists, calling it 
'fine, if practiced voluntarily', but 'evil when enforced'.

-- David Deutsch



From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: August 30, 2011 at 12:44 PM

Alan Forrester writes:
There are two versions of the photon before  the slits.

This strikes me as rather epic. If a photon has two "versions" before  it
is influenced by any experiment, then it must be the case that all photons
always have two versions. Therefore, it would seem, the "version" hypothesis
is  not strictly an explanation of the consequences of a particular
experiment, but  a statement about the nature of all photons.

Presuming that the initiation of a "version" is an effect, wouldn't it be
concurrent with some perceptible event in the initial "system"? If the  only
such event, prior to a photon making contact with slits (or anything at
all) is generation of the photon itself ... are all photons emitted with two
versions?

You can have two versions of a system, a photon, say, without the  rest
of the multiverse having differentiated into different versions
corresponding to the fungible versions of the photon.

This seems inconsistent with my prior analysis, inasmuch as "can"  implies
that there aren't always two "versions" of every photon. Perhaps you can
suggest what distinguishes Photon A, traveling toward a pair of slits, from
Photon B, which is not.

Bill



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Paranoia Book Question
Date: August 30, 2011 at 2:42 PM

On Aug 29, 2011, at 11:56 PM, judith buber agassi & joseph agassi wrote:

Elliot,
Of course Fried and I  disagree with Szasz; what the disagreement about is
less clear.

About what "mental illnesses" are. Whether they are diseases or ideas. Whether 
they are socially-culturally determined labels for deviance and misbehavior, or 
whether they are medical problems.

He never denied the need for help that people have who mentally
cannot function properly. He suggested they consult friends, mentors,
priests. This makes the disagreement about shrinks. Having written a paper
"Prescriptions for Responsible Psychiatry", in William O'Donohue and Richard
Kitchener, eds., Psychology and Philosophy: Interdisciplinary Problems and
Responses, London: Sage, 1996, 339-51, makes me agree with much of the
criticism that Szasz dishes against the profession. This is not to share his
wish to see the profession disappear.

He only asked the involuntary part of the profession to disappear (note also: the 
useless parts, long term, won't survive in a free market and will fade away from 
lack of customers, or they will change).

Your expression of allegiance to Mises is very helpful; thanx. You share
liberalism with Mises; my preference (and that of Laor) is for Popper's
brand of liberalism.

"Allegiance" is not the word I would use.

FYI I also particularly like the liberalism of Popper, Rand, Burke, Godwin, and 
Szasz.

Popper said a lot of good stuff but I do have some hesitations about Popper's 
liberalism because of statements like this (Unended Quest, p 36):

... if there could be such a thing as socialism combined with individual liberty, I 



would be a socialist still. For nothing could be better than living a modest, simple 
and free life in an egalitarian society. It took some time before I recognised this 
as no more than a beautiful dream; that freedom is more important than 
equality; that the attempt to realise equality endangers freedom; and that, if 
freedom is lost, there will not even be equality among the unfree.

It's a bit hard to parse because he's talking about a contradiction. If it's free then 
some people will not choose a simple and modest life but will make progress and 
not everyone will remain equal for long. And he knows that.

Yet there is something that appeals to Popper about socialism. He rejects it with 
hesitation. I reject socialism without hesitation; I do not see the appeal.

Popper sees some sort of beautiful dream where I see a nightmare.

Maybe Popper imagines everyone having food, medical treatment, and whatever 
else they need, with no one left out. He certainly seems to be imagining some 
kind of vision that he personally would like to live in. I think food/etc are forms of 
wealth and socialism is not how you create them nor assure everyone has some. 
I think without medical advances I'm as good as dead, and so is everyone else. I 
think it's better to create more wealth instead of to divvy up a fixed amount. When 
you divide a fixed amount of resources you create conflicts between men: if Bob 
died I could get more[1]. When you make unbounded progress and respect 
property ownership then there is no conflict between men, we can all win, without 
limit, without anyone one person's gain conflicting with anyone else's.

The vision of _The Beginning of Infinity_ is not modest. It's not simple and equal. 
It's rapid progress, technology, improvement. That's what I want. I think that's 
what most people want, and will choose to participate in voluntarily (but they are 
welcome not to, as long as they do not use force).

But Popper's statement here is vague. It's hard to guess what he meant. Do you 
have any concrete criticism of Mises (regarding liberalism, not epistemology!) or 
Popperian statement that you agree with which I may not? How do you see Mises 
and Popper as differing?

[1] The case of the 20th century motor company in Atlas Shrugged takes on a 



similar issue in much more detail.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Pscyhosis: Disease or Rhetoric? by M. E. Grenander
Date: August 30, 2011 at 2:46 PM

Quotes from: "Pscyhosis: Disease or Rhetoric?" by M. E. Grenander which is a 
review article of Paranoia: A Study in Diagnosis by Yehuda Fried and Jospha 
Agassi 1976 and Schizophrenia: The Sacred Symbol of Psychiatry by Thomas 
Szasz 1976. About _Paranoia_:

After giving sketchy and muddled accounts of the psychological, sociological, 
methodological, and metaphysical contexts in which they claim to be operating, 
they beg the question of whether paranoia really exists as a clinical condition by 
saying that to entertain doubts on such a matter would be 'a major sign of 
paranoia'.

The style of this article (here and elsewhere) is too insulting.

As to begging the question, I read that part as a joke of some kind, not an 
argument against doubt. I took it as a fault in the standard concept of paranoia.

That the paranoic's integrative principle may be valid and eventually accepted 
by the public is immaterial to their definition, as its authors candidly admit.

This clashes with Szasz. It's important, not immaterial. Quoting from The Myth of 
Mental Illness:

Individuals who wield vast powers can persuade, seduce, or coerce others to 
play their own games. This explains why such persons never consult 
psychiatrists and are never defined as “mentally ill”; and why, after they have 
lost their power -- in particular, after they have died -- they are often declared to 
have been “obviously mad.”

I think Szasz considers it an important criticism of "mental illness" that it's 
socially-culturally dependent. Who is deemed "ill" varies by who is in power and 
what is popular.

That "illness" varies in this way fits well with Szasz's thesis of "mental illness" as 
deviance (or heresy, disagreement, misbehavior, disobedience, troublesomeness, 
etc...).



Deviance varies by social-cultural situation because it means deviance from 
social-cultural norms. Similarly heresy means heresy from a dominant ethic or 
religion, disagreement means disagreeing with people with status and power, and 
misbehavior and troublesomeness mean those things as judged by the 
community or leaders (or even husbands, who have power over their wives, 
though less so today in first world countries).

To admit that what counts as paranoid may change in the future as new ideas are 
generally accepted is kind of to admit Szasz is right. Illnesses do not change like 
that. Deviance and norms for misbehavior do. In the future, what behavior people 
wish to be intolerant of -- and coerce -- and justify that by medicalization -- will 
change. But who is deemed to have syphilis or cancer will not change with 
cultural shifts. So this is a crucial difference between real illness and the myth of 
mental illness.

The rest of the article makes some style and quality complaints about _Paranoia_ 
talks about Szasz's wonderful book on Schizophrenia. So the _Paranoia_ content 
was brief. Let's back up a little. Granader wrote:

Paranoia, they say, is a condition in which an adult who lives in a private world 
and speaks in a private language treats his own idiosyncratic integrative 
principle, which is an intellectual fixation on an abstract system, as if it were 
publicly accepted. This definition, they believe, not only distinguishes paranoia 
from schizophrenia, which in their account is a semi-logical intellectual 
regression to a concrete integrative principle; it also distinguishes both from 
neuroses, which they describe as emotional fixations on concrete objects.

This is one of the more substantive parts of the article's brief commentary on 
_Paranoia_. It at least tells us a main thing Grenander noticed about the book.

I don't see that one's choice of "world" and "language" and "fixation" (if the 
"wrong" ones) are diseases. Are they not chosen by thinking? Can't a person be 
mistaken about whether or not a particular system has widespread acceptance or 
not, without having a disease? Why medicalize (what the psychiatrist sees as) 
mistakes? Mistakes without disease are ubiquitous and can be made in all these 
areas.



People can have emotional fixations on objects. But since when are emotional 
problems medical problems? They are a matter of ideas, ways of thinking. They 
may be subconscious, poorly understood, and difficult to change, but that still 
leaves them firmly in the realms of epistemology, morality, self-help advice, 
memetics, thinking, etc..., but not a medical issue or disease.

People have problems. People suffer. People make mistakes. Other people 
succeed. For some time these things were explained in moral terms like sin and 
virtue. A person who gambled too much was considered to be giving in to 
temptation, or sinful, or immoral, or irresponsible, or insufficiently dutiful to his 
family. There were already modes of explanations for these things. While there is 
a need to come up with explanations more suited to helping people improve, 
there's no need to medicalize sin and error and come up with explanations no 
longer in terms of free will and human choice.

It's fine to categorize things if it seems useful. There is some room for 
categorizing different mistaken ideas. Some could be called "fixations" while 
others involve "anxiety". I don't find these modes of explanation terribly useful (I 
find BoI's anti-rational meme theory more useful) but something along these lines 
could have some place -- as long as it is explicitly about ideas and ways of 
thinking, not disease and justification of coercion; about human choices, not 
human conditions for which responsibility is denied.

I imagine, as Grenander likes Szasz, that he may have had in mind some 
criticisms like the ones I've written, but I don't really know because he did not 
explain himself.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Burke on Intemperence
Date: August 30, 2011 at 8:37 PM

Edmund Burke wrote:

http://www.gutenberg.org/files/15700/15700-h/15700-h.htm

Until you make out practically that great work, a combination of opposing forces, 
"a work of labor long, and endless praise," the utmost caution ought to have 
been used in the reduction of the royal power, which alone was capable of 
holding together the comparatively heterogeneous mass of your States. But at 
this day all these considerations are unseasonable. To what end should we 
discuss the limitations of royal power? Your king is in prison. Why speculate on 
the measure and standard of liberty? I doubt much, very much indeed, whether 
France is at all ripe for liberty on any standard. Men are qualified for civil liberty 
in exact proportion to their disposition to put moral chains upon their own 
appetites,—in proportion as their love to justice is above their rapacity,—in 
proportion as their soundness and sobriety of understanding is above their 
vanity and presumption,—in proportion as they are more disposed to listen to 
the counsels of the wise and good, in preference to the flattery of knaves. 
Society cannot exist, unless a controlling power upon will and appetite be 
placed somewhere; and the less of it there is within, the more there must be 
without. It is ordained in the eternal constitution of things, that men of 
intemperate minds cannot be free. Their passions forge their fetters.

Here's my interpretation:

To resolve disputes without violence and to cooperate requires knowledge, 
without which a decent society cannot exist. Preferably this knowledge can exist 
in individuals who are *moral*: who prefer voluntarily interaction, who respect the 
freedom of others and themselves, who are tolerant, who understand how to 
cooperate with people and interact only for mutual benefit, and so on. The 
knowledge is not just a matter of agreeing to these things as principles but also 
concrete knowledge of how to act on them. To the extent people lack enough 
moral knowledge, men must be controlled by the rule of law.

Unlike with psychiatry, this control is not "caring". Though it may well benefit them 
too, is not for their own good. It is for the good of their victims: men must be 
stopped from using force to defend other men. Stopping them by force is not a 

http://www.gutenberg.org/files/15700/15700-h/15700-h.htm


process of education, it's not help, but it's necessary all the same. Liberalism 
allows for, and depends on, defense.

By passion and intemperance Burke is referring to moral error and ignorance. 
The more those exist, the greater role Government has to play, which is 
undesirable. Men can be more free (smaller role of Government) if they are better 
individually.

What about the "cannot be free"? Englishmen have freedom: traditional liberties 
protected by the rule of law and by cultural knowledge. They are able to have this 
due to the knowledge in the people and institutions of England. This is how 
freedom can exist.

The French revolution will not provide freedom but a bad society. When people 
are intemperate to the point of revolution they destroy existing institutions that 
provide liberty. They destroy knowledge. They end up less free. Primitive 
societies without knowledge are not free like the English are, but rather are awful 
hell holes which fail to liberty or enable people to have the freedom and power to 
control their lives. Liberal freedom is not the default state of mankind but must be 
caused (by knowledge) and can be destroyed (by revolution).

There's also the issue of reform. How is liberty increased? How can we reduce 
the role of Government and increase the role of people voluntarily acting in 
civilized ways? By liberty-promoting, power-of-the-monarchy-limiting reforms in 
the style of piecemeal improvement, not intemperance. By reason not passion. 
By people learning moral knowledge so Government need do less, not by setting 
men "free" from the the rule of law. "Reform" based on intemperate passion like 
the French Revolution destroys valuable knowledge and thus reduces liberty.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Burke on Intemperence
Date: August 30, 2011 at 8:45 PM

On 31 Aug 2011, at 1:37am, Elliot Temple wrote (interpreting Burke):

The French revolution will not provide freedom but a bad society. When people 
are intemperate to the point of revolution they destroy existing institutions that 
provide liberty.

I think the second sentence should read something like:

When people are intemperate to the point of revolution they destroy existing 
institutions, which alone provide whatever liberty already existed, and on whose 
further improvement, not destruction, any increase in liberty would depend.

-- David Deutsch



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: August 31, 2011 at 12:36 AM

On Mon, Aug 29, 2011 at 10:45 AM,  <Westmiller@aol.com> wrote:
Alan Forrester writes:

Fungibility is a term that describes situations in which there is no such
thing as which of two or more versions of a system are present in a
particular universe. Fungibility arises in interference experiments: you
start with one version of a system in your universe, you produce two or more
versions and get them to interact in such a way that there is a single
outcome that depends on the interaction. Since the interaction involves all
of the different versions there is no such thing as which one is present in
your universe: there is no such thing as which is which.

Let me see if I have this straight in the concrete case of the two-slit
experiment:

A photon is generated in "this" universe (A). At some point (before it
enters either slit?), it splits into a second universe (B). These are now
two versions of one system.

Alan answered this saying, "There are two versions of the photon
before the slits"

There are actually infinitely many fungible instances of the photon
before the slits. As they travel, they spread out like an ink blot.
Then some go through different slits and some hit the slit material.

Because the slits are narrow, photons only get through each slit at a
limited range of positions and directions of motion. Now we have two
"ink blots" coming out of each slit, which again spread out as they
travel and actually overlap before reaching the final detector.

In one version, the photon goes through slit
1. In the other, it goes through slit 2. Because they are identical, except
for their angular path, they are fungible. After each passes through their
slit, they travel to the detector. Because they are two versions of one
system and they are fungible, they create an interference pattern at the



detectors in both universe A and universe B.

The interference pattern is due to the two "ink blots" of photon
instances overlapping and messing with each other.

A clear example of this is in Deutsch's previous book where he talks
about opening up slits 3 and 4 and how this causes some previous lit
areas of the screen to go dark. How can opening new paths prevent
light from reach some locations? By interference. By having four "ink
blots" of photons coming through, spreading out, and interfering with
each other.

If I've got that right, is there a distinction between two versions of one
system, two "universes", and two "worlds" ... or are they the same concept?

Two universes or worlds means that differences spread (no faster than
the speed of light) throughout the galaxy or whatever size we're
interested in. When there are differences in a system that doesn't
make the whole universe different. Physics is completely local. The
differences have to spread around via normal physical processes before
differences in a system in one place can lead to universe wide
differences.

And for us here on Earth, it doesn't normally matter if some
differences have yet spread to other galaxies. Once they cover Earth
then there are different versions of Earth.



From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Paranoia Book Question
Date: August 31, 2011 at 8:20 AM

What David quotes Szasz saying is neither here nor there, Szasz and Jeffrey
Moussaieff Masson and others found great danger and great evil in the
profession. This is what matters, rather than the question whether mental
illness is an illness proper. For, there are illnesses that ask for no
treatment (too light and too sever for that), and there are treatments other
than medical (cosmetic, religious).

Thomas S. Szasz, "Mental Health Service in the School", _This Magazine is
About Schools_, October 1967, 114-34, should have created a public outcry.
That it did not is barely forgivable.

Joseph



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Xenophanes; Back to the Presocratics
Date: August 31, 2011 at 3:04 PM

This is the end of Karl Popper's essay "Back to the Presocratics". These first 
wonderful quotes are from Xenophanes.

The Ethiops say that their gods are flat-nosed and black
While the Thracians say that theirs have blue eyes and red hair.

Yet if cattle or horses or lions had hands and could draw
And could sculpture like men, then the horses would draw their gods
Like horses, and cattle like cattle, and each would then shape
Bodies of gods in the likeness, each kind, of its own.

The gods did not reveal, from the beginning,
All things to us; but in the course of time,
Through seeking, men find that which is the better . . .

These things are, we conjecture, like the truth.

But as for certain truth, no man has known it,
Nor will he know it; neither of the gods,
Nor yet of all the things of which I speak.
And even if by chance he were to utter
The final truth, he would himself not know it:
For all is but a woven web of guesses.

To show that Xenophanes was not alone I may also repeat here two of 
Heraclitus' sayings (DK, B 78 and 80) which I have quoted before in a different 
context. Both express the conjectural character of human knowledge, and the 
second refers to its daring, to the need to anticipate boldly what we do not know.

It is not in the nature or character of man to possess true knowledge, though it 
is in the divine nature ... He who does not expect the unexpected will not 
detect it: for him it will remain undetectable, and unapproachable.

My last quotation is a very famous one from Democritus (DK, B 117):

But in fact, nothing do we know from having seen it; for the truth is hidden in 



the deep.

This is how the critical attitude of the Presocratics foreshadowed and prepared 
for, the ethical rationalism of Socrates: his belief that the search for truth through 
critical discussion was a way of life--the best he knew.

The full essay -- one of my favorites by Popper -- can be found in Popper's books 
_Conjectures and Refutations_ or _The World of Parmenides_. You can also lean 
some more about it at:

http://www.the-rathouse.com/CRBacktoPresocratics5.html

-- Elliot Temple
http://fallibleideas.com/

http://www.the-rathouse.com/CRBacktoPresocratics5.html
http://fallibleideas.com/


From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: August 31, 2011 at 6:04 PM

Anonymous Person  writes:
... There are actually infinitely  many fungible instances of the photon

before the slits. As they travel, they  spread out like an ink blot.

I think David referred to it as a three-dimensional wavefront, moving  at
the speed of light. In essence, each photon is "radiating" versions of itself
 in the same fashion that light is radiating from the source. My question
is: at  what point (in time or space) are each of these infinities created?
If new  versions are created in transit, then it is an infinite set of an
infinite set  of "worlds".

Because the slits are narrow, photons only get through each slit  at a
limited range of positions and directions of motion.

I don't think that's correct. My understanding is that all versions of each
 photon have the same position and vector relative to the source. I think
that's  what makes them "fungible" relative to each of the "worlds" or
"universes" they  create: they have identical attributes. Presumably, at some
point, their  vectors *probabilistically* diverge, going through one or the
other slit.  I'm not clear on how or why they diverge - become "non-fungible" -
but the  suggestion seems to be that this occurs at the slits themselves
(though it would  make more sense if their direction of travel diverged prior
to entering one  or the other slit).

Now we have two "ink blots" coming out of each slit, which again  spread
out as they travel and actually overlap before reaching the final  detector.

If the "ink blots" are the wavefronts of two versions (or "worlds"),  which
had become non-fungible at (or prior to) the slits, then you're  suggesting
that it is the worlds *themselves* that overlap. But,  *all worlds* are
always overlapping each other at the speed of light (including  those that
don't transit the slits at all), so it can't be that the slits  "select" only
the two non-fungible "worlds" that happen to create an  interference pattern.
The slits themselves are fungible versions in every world  (at least until
they're moved).



The interference pattern is due to the two "ink blots" of photon
instances overlapping and messing with each other.

I don't think David is suggesting that the effect is a result of  two
"worlds" (ink blots) interfering, but rather of two non-fungible instances  of a
single photon interfering. Rather than selecting "worlds", the slits are
selecting *only two* non-fungible versions (from an infinite number) of the
photon, which have (somewhere along the way) acquired divergent
characteristics  (vectors), which interfere with each other. Which brings me back 
to the
first  question: at what point do the photons acquire unique (non-fungible)
characteristics?

Two universes or worlds means that differences spread (no faster  than
the speed of light) throughout the galaxy ...

Correct me if I'm wrong: "universes" and "worlds" are synonymous. Since I
prefer to use "universe" to refer to all things everywhere, I'll use
"worlds" to  denote "instances of a system".

However, it seems that "versions" only refers to those instances that have
become non-fungible (i.e.: they aren't identical, but have some divergent
characteristic). Therefore, harkening back to your first comment, there are
an  infinite number of worlds created, but only some of them contain
"versions" of  the photon that are divergent. I'm becoming redundant, but why do
the slits only  select the two "versions" that are non-fungible?

... And for us here on Earth, it doesn't normally matter if some
differences have yet spread to other galaxies. Once they cover Earth then there
are different versions of Earth.

My comprehension problem is related to the proposition that all things (not
 just photons) are always creating new worlds at an infinite rate that are
always  overlapping at the speed of light. That's why I've focused on the
"fungibility"  issue, because (at some point, for some reason), some of those
worlds are  *different* than others. So, the question of when and how
instances (or versions  of a system) diverge in their characteristics (become
non-fungible). Then,  there's the secondary question of how and why those two
instances converge to  create interference.



Bill



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Paranoia Book
Date: August 31, 2011 at 6:52 PM

Quotes are from Paranoia: A Study in Diagnosis, by Yehuda Fried and Joseph 
Agassi.

p xiii

we share deep concern over the fact that the distinction between neurosis and 
psychosis is so important, so natural, yet so poorly articulated and therefore so 
easy to get confused about.

I found Szasz's explanation clear. He said neurosis means you complain about 
yourself and psychosis means other people complain about you.

p xiii

deeply appreciating Freud's view of the psychopathology of everyday life

Szasz commented on this issue too:

http://www.szasz.com/freeman23.html

To create his [Freud's] special brand of pseudoscience, he titled his book The 
Psychopathology of Everyday Life. He could just as well have titled it The 
Everyday Normality of Psychopathological Life. There would, of course, have 
been neither fame nor fortune in that.

p xv

We should note, however, that whereas Freudians were hurt on Freud's behalf 
and others were offended on behalf of still more distant targets of our criticisms, 
the chief victims of our onslaught, Drs. Laing and Szasz, were particularly 
encouraging. Our gratitude and salutation to them.

:-)

http://www.szasz.com/freeman23.html


p 5

That there are other aspects of paranoia, in which the pathology is obvious, 
cannot be doubted for even one moment.

There's another similar statements. I did not find the appeals to obviousness 
convincing.

p 16

There is hardly any need to draw attention to Klein's influence on R. D. Laing or 
of Laing on Szasz.

I think it's needed because Szasz totally disagrees with Laing. For example, 
Szasz comments on Laing in _Coercion as Cure_ p 40:

[the 1960's "counterculture"] -- R.D. Laing in particular -- *did not deny the 
existence of mental illness, nor did it repudiate the practice of involuntary mental 
hospitalization*

p 12

The psychiatric consensus today is that … a psychotic patient can have only 
psychotic symptoms and a neurotic patient only neurotic symptoms … when we 
hear of a psychotic patient with neurotic symptoms, there must be a mistake 
somewhere. The question is, why?

I agree that this consensus is a mistake to be critically questioned.

p 14

The television program … 'Mission Impossible' is [paranoic]



This seems to me to be referring to ideas not disease (e.g. ideas spies have 
about caution and preparedness).

Yet p 13 told us that "psychosis, especially paranoia, is a disease"

p 13

Some clinicians, more so some vulgarizers, demarcate neurosis from psychosis 
by saying that the later but not the former requires hospitalization. And, indeed, 
this is statistically the case. But it is not always so…

What statistics? The statistics cover which people *are* hospitalized, not which 
*required* it. I object to the assumption that the victims of coercion required that 
coercion.

p 6

They [Szasz and others] thus force us to see the person we label as mentally ill 
as a merely social deviant -- of one sort or another. … we disagree: were 
paranoia no psychological problem at all we would not be writing this study on it.

Being a social deviant is not "no problem at all". It is problematic (being socially 
normal is also problematic, somewhat differently). Life is full of problems.

Szasz denies it is a medical problem, but he never denies that people have 
problems, suffering, or misery. He emphasizes that many of these problems are 
caused by their ideas, their culture, their choices, and things other than disease.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Schizophrenia Oprah Video
Date: August 31, 2011 at 8:48 PM

http://www.youtube.com/watch?v=WjqRYgICgdU
http://www.youtube.com/watch?v=kMHnx2LDUfQ
http://www.youtube.com/watch?v=k8mTaMiwqbI
http://www.youtube.com/watch?v=QkEBisDXmTE

(parts 1 through 4)

Does Jani have have schizophrenia? Does she have a disease/illness? A brain 
disorder? Does she have hallucinations?

If "no, no, no, and no" then why do reputable psychiatrists (by the standards of 
the field) think "yes, yes, yes, and yes"?

Some other questions: why did they have another child and bring him into this 
situation? Could their disrespect and cruelty be related to Jani's "symptoms"? If 
massive coercion of Jani has not solved the problem, why are they still doing it? 
Does this all fit Szasz's explanations about the language of mental illness being 
commonly used to say things which are difficult to say directly? Is it creepy how 
Jani repeats and believes the view of her held by her coercers? Why are Jani, her 
parents and Oprah all so eager to deny responsibility for any of this, to any of 
them? In what ways are Jani's parents similar and different compared to 
normal/mainstream parents?

Does this clearly demonstrate the importance of psychiatry, "mental illness" and 
psychiatric coercion today?

-- Elliot Temple
http://beginningofinfinity.com/interview

http://www.youtube.com/watch?v=WjqRYgICgdU
http://www.youtube.com/watch?v=kMHnx2LDUfQ
http://www.youtube.com/watch?v=k8mTaMiwqbI
http://www.youtube.com/watch?v=QkEBisDXmTE
http://beginningofinfinity.com/interview


From: judith buber agassi & joseph agassi <agass@post.tau.ac.il>
Subject: RE: [BoI] Schizophrenia Oprah Video
Date: September 1, 2011 at 2:49 AM

Elliot, what is special about the silly conduct of "reputable psychiatrists"
that it troubles you more than, say, the sillier conduct of generals,
politicians, and economists? Perhaps because I am Israeli, my focus is on
stupid and irresponsible politics. (My concern with psychiatry began with
the maltreatment of my younger brother whom a young psychiatric resident
full of good will managed to bring to suicide.)

Joseph Agassi



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 1, 2011 at 5:53 AM

On Aug 31, 11:04 pm, Westmil...@aol.com wrote:
Anonymous Person  writes:

... There are actually infinitely  many fungible instances of the photon

before the slits. As they travel, they  spread out like an ink blot.

I think David referred to it as a three-dimensional wavefront, moving  at
the speed of light. In essence, each photon is "radiating" versions of itself
 in the same fashion that light is radiating from the source. My question
is: at  what point (in time or space) are each of these infinities created?
If new  versions are created in transit, then it is an infinite set of an
infinite set  of "worlds".

The uncountably-infinite set of photo-fungons (has anyone got a better
name?) has got to be in a collection of pre-existing (for all time?)
universes, or otherwise their interactions will be far stronger than
interference. So, I would suggest that the un-differentiated-yet
universes have to be there already.

Because the slits are narrow, photons only get through each slit  at a

limited range of positions and directions of motion.

I don't think that's correct. My understanding is that all versions of each
 photon have the same position and vector relative to the source. I think
that's  what makes them "fungible" relative to each of the "worlds" or
"universes" they  create: they have identical attributes. Presumably, at some
point, their  vectors *probabilistically* diverge, going through one or the
other slit.  I'm not clear on how or why they diverge - become "non-fungible" -
but the  suggestion seems to be that this occurs at the slits themselves
(though it would  make more sense if their direction of travel diverged prior
to entering one  or the other slit).



It is possible to ask questions, or seek explanations, in ordinary
language, that are strictly meaningless in quantum mechanics due to
the underlying formalism. These difficulties seem to multiply when
considering fungibility.

When you ask about "each photon", are you actually referring to a
photon, a photo-fungon or a {photo-fungons}? For photons at least,
propositions of the form "position AND x" are meaningless whenever "x"
has something to do with direction. I also suspect it is meaningless
to talk about a "photo-fungon" as there is no such individual thing. I
suspect that if one asked why {photo-fungons} behaves the way it does,
that answer would be something along the lines "that's just the way it
is".

The various analogies that are used to "explain" fungibility all seem
to only work in one direction. None of them exhibit interference when
you put stuff back.

Now we have two "ink blots" coming out of each slit, which again  spread

out as they travel and actually overlap before reaching the final  detector.

If the "ink blots" are the wavefronts of two versions (or "worlds"),  which
had become non-fungible at (or prior to) the slits, then you're  suggesting
that it is the worlds *themselves* that overlap. But,  *all worlds* are
always overlapping each other at the speed of light (including  those that
don't transit the slits at all), so it can't be that the slits  "select" only
the two non-fungible "worlds" that happen to create an  interference pattern.
The slits themselves are fungible versions in every world  (at least until
they're moved).

I have been of the opinion that particles are fungible until there is
an interaction that irreversibly differentiates them. In the case of
the double slit experiment, there are a very large number of
"possible" outcomes of the experiment, so the photo-fungon becomes
differentiated into a large number of individual photons (in separate
worlds) when it/they hit the plate/plates.

The interference pattern is due to the two "ink blots" of photon  



instances overlapping and messing with each other.

I don't think David is suggesting that the effect is a result of  two
"worlds" (ink blots) interfering, but rather of two non-fungible instances  of a
single photon interfering. Rather than selecting "worlds", the slits are  
selecting *only two* non-fungible versions (from an infinite number) of the  
photon, which have (somewhere along the way) acquired divergent
characteristics  (vectors), which interfere with each other. Which brings me back 
to the
first  question: at what point do the photons acquire unique (non-fungible)  
characteristics?

I'm left wondering how the {photo-fungons} remember which photon they
are instances of, particularly if they are non-fungible.

I am tempted to answer your first question with: "When a measurement
is made."

Two universes or worlds means that differences spread (no faster  than

the speed of light) throughout the galaxy ...

Correct me if I'm wrong: "universes" and "worlds" are synonymous. Since I  
prefer to use "universe" to refer to all things everywhere, I'll use
"worlds" to  denote "instances of a system".

However, it seems that "versions" only refers to those instances that have  
become non-fungible (i.e.: they aren't identical, but have some divergent  
characteristic). Therefore, harkening back to your first comment, there are
an  infinite number of worlds created, but only some of them contain
"versions" of  the photon that are divergent. I'm becoming redundant, but why do
the slits only  select the two "versions" that are non-fungible?

I'm not sure the number of worlds created is infinite. In fact I seem
to remember something in BoI about the discrete nature of QM that
prevents this.



Tom



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Schizophrenia Oprah Video
Date: September 1, 2011 at 9:30 AM

On Thu, Sep 1, 2011 at 1:49 AM, judith buber agassi & joseph agassi <
agass@post.tau.ac.il> wrote:

Elliot, what is special about the silly conduct of "reputable
psychiatrists"
that it troubles you more than, say, the sillier conduct of generals,
politicians, and economists? Perhaps because I am Israeli, my focus is on
stupid and irresponsible politics. (My concern with psychiatry began with
the maltreatment of my younger brother whom a young psychiatric resident
full of good will managed to bring to suicide.)

Joseph Agassi

I believe the biggest issue is deference to authority. That includes
psychiatrists, generals, politicians, economists and a plethora of other
"experts" in our society.

When I question experts' explanations, including the current psychiatric
paradigm to my brother, diagnosed with a mental illness, he does not
consider my explanation as being even worthy of consideration because of my
lack of credentials in that field.

People turn off their critical thinking and defer to experts frequently.
Psychiatry does not deserve special attention in combating this, except that
people may be more open to question the experts when the issue is very close
to them.

As in the tragic case of your brother, and the sad case of mine, we are
exposed, very intimately, to the possibility of error from the experts. We
see their apparent lack of success firsthand and question their
explanations.

I think focusing on problems wherever and whenever they are found is a good
idea. We naturally bring our own concerns to fuel that passion - I share the
concern about psychiatry, but I reject credentialism and appeals to



authority in all cases. The danger is broad and needs attention on all
fronts. Success or failure in one area encourages more of the same.

John Campbell



From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Schizophrenia Oprah Video
Date: September 1, 2011 at 10:15 AM

On Thu, Sep 1, 2011 at 8:30 AM, John Campbell <smilesooner@gmail.com> 
wrote:

On Thu, Sep 1, 2011 at 1:49 AM, judith buber agassi & joseph agassi <
agass@post.tau.ac.il> wrote:

Elliot, what is special about the silly conduct of "reputable
psychiatrists"
that it troubles you more than, say, the sillier conduct of generals,
politicians, and economists? Perhaps because I am Israeli, my focus is on
stupid and irresponsible politics. (My concern with psychiatry began with
the maltreatment of my younger brother whom a young psychiatric resident
full of good will managed to bring to suicide.)

Joseph Agassi

I believe the biggest issue is deference to authority. That includes
psychiatrists, generals, politicians, economists and a plethora of other
"experts" in our society.

When I question experts' explanations, including the current psychiatric
paradigm to my brother, diagnosed with a mental illness, he does not
consider my explanation as being even worthy of consideration because of my
lack of credentials in that field.

People turn off their critical thinking and defer to experts frequently.
Psychiatry does not deserve special attention in combating this, except that
people may be more open to question the experts when the issue is very close
to them.

As in the tragic case of your brother, and the sad case of mine, we are
exposed, very intimately, to the possibility of error from the experts. We
see their apparent lack of success firsthand and question their



explanations.

I think focusing on problems wherever and whenever they are found is a good
idea. We naturally bring our own concerns to fuel that passion - I share the
concern about psychiatry, but I reject credentialism and appeals to
authority in all cases. The danger is broad and needs attention on all
fronts. Success or failure in one area encourages more of the same.

John Campbell

Actually there is another feature of psychiatry that makes it particularly
dangerous and bad.

Coercive psychiatry based on authority, either explicitly or implicitly,
tells the patient that their own mind is profoundly in error and is much
less capable of knowing the truth than the authorities. The authority
directly undercuts the person's ability and desire to criticize the
explanations he is given. The patient is often left with the over-riding
concept that his mind is impotent and not to be trusted - no other authority
wields such power over another in the realm of the mind. Politicians in our
society wield the power for physical violence - I am not sure which is
worse.

In the Soviet Union, the politicians wielded power in both realms, with the
help of psychiatrists. Not all psychiatry is bad, but it certainly can be.
And the underlying concepts can do more harm than the psychiatrist intends.

John Campbell



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectual Property is Not Property
Date: September 1, 2011 at 12:48 PM

On Aug 21, 2011, at 8:49 PM, westmiller@aol.com wrote:

Abraham Lewis writes:
... But what is the legitimate claim? What are the ownership  rights?

A legitimate claim is one that you can assert with evidence and logic as
being a consequence of your effort. You have "endowed" something with a part
of  yourself and therefore can claim a unique relationship to the fruits of
your efforts. You alone have the a proper claim to the use, duplication, or
disposal of that product. You can concede that claim or grant  access to
others as you please, but no other person can claim a right to  take it from
you against your will. Those conditions apply to both physical and
intellectual property.

For example, you might have a talent for cutting a piece of wood into a
cube. A businessman might have the wood and the means of selling wood  
cubes,
but not the talent. You own your talent and can sell it to him for  whatever
compensation (salary/commission) you think is appropriate. He does  not own
your talent (even if he owns the wood) and cannot properly coerce you  into
making wood cubes, but you might agree in advance to surrender your
ownership claims to the products of your effort for compensation. Having  paid 
the
compensation, the businessman now owns the cubes you produced. No other
person can establish a proper claim ownership of those cubes without the
consent of the businessman, in return for compensation.

Exactly the same applies to intellectual property. Simply substitute the
fact that you have invented a device that automatically cuts wood into cubes.
Since your effort has gone into constructing the device, you have the only
legitimate ownership claim to the design. You can sell, rent, or lease the
device to the businessman, under whatever conditions you stipulate, for
some  acceptable compensation. Unless you explicitly grant the right to
replicate the  device, he cannot deprive you of your legitimate claim to the
design  against your will. The only rights he has to use the device are those
that you willingly grant.



But why do you have ownership of the *design*?

What you created, and uncontroversially own, is the *design idea in your own 
mind* that let you build it. And also, of course, any physical blueprints or notes 
you create.

But when another person looks at your device which you've brought out in public, 
and he understands how to build a similar device of his own, then he is *creating 
his own idea in his own mind*.

There is no longer just one design. There are ideas about design, separately, in 
different people's minds. Why should you have any ownership over the ideas in 
his mind? Why should you be able to intrude on his mind?

You provided (free or charge, or not) some data to him -- photons in various 
colors in a pattern providing an image of the device on his retina -- and he used it 
to think of a design himself. And if you sold him the device then you provided a lot 
of data like that since he can take it apart and see it in more ways, as well as 
getting tactile and other data. He is not stealing from you to legally acquire that 
visual/image data from you, which is not the same thing as acquiring your design 
ideas, but may help him create his own similar design ideas.

And he's not, btw, *copying* the idea from you. The only way he gets the idea in 
his own mind is by guessing it and refining/improving his guesses with criticism. 
It's the same general process as inventing it in the first place except that he can 
use what he sees in your design for inspiration and especially to help with 
criticism: if he makes a guess which contradicts how he sees yours working he 
can reject that guess (if he thinks you have a good design).

This is not to say I am opposed to all intellectual property. I think it's a hard issue. 
It's simply to say that I think the argument/assumption that you own your "design" 
and no one else can use your design is mistaken. (He's not using your design 
ideas from your mind, he's using a design in his own mind.)

I think that to claim IP as legitimate property will require some other arguments 
and explanations which help clarify issues about what he can use, and why, and 
how much you can make demands about what he does with his own mind.



Well, it will either require that *or* respect for that status quo as a target for 
reform but without needing to be justified as a whole or from first principles.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: david familian <beallcenter1@gmail.com>
Subject: [BoI] Zeno
Date: September 1, 2011 at 1:24 PM

hi david

i think i understand your description of Zeno's faulty logic. I am
writing a short essay using the arrow paradox which i think differs
slightly from achilles and the tortoise. What confuses  me  is your
idea that a abstract attribute  doesn't match with a physical one. Of
course that is what is at play here. But his abstract attribute was
not a mathematical  one, was it? He abstraction was a form of logic
which is a kind of math, but that logic was based on a world view of
400bc not one of modern science that knows that this can happen. But
was he really making a  mistake or was he pointing at the the
intrinsic paradoxes of logic itself.
df



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Zeno
Date: September 1, 2011 at 3:20 PM

On 1 Sep 2011, at 6:24pm, david familian wrote:

hi david

i think i understand your description of Zeno's faulty logic. I am
writing a short essay using the arrow paradox which i think differs
slightly from achilles and the tortoise. What confuses  me  is your
idea that a abstract attribute  doesn't match with a physical one. Of
course that is what is at play here. But his abstract attribute was
not a mathematical  one, was it?

I had in mind the attribute of being infinite. And I claimed that his mistake was to 
assume that something that is infinite in the sense of being a sequence of 
infinitely many entities (in this case, processes of moving from place to place), 
must also be infinite physically. I think the 'sequence of infinitely many entities' is 
a mathematical infinity.

He abstraction was a form of logic
which is a kind of math, but that logic was based on a world view of
400bc not one of modern science that knows that this can happen. But
was he really making a  mistake or was he pointing at the the
intrinsic paradoxes of logic itself.

Surely logic has no paradoxes. Only misuses of logic could.

-- David Deutsch



From: Westmiller@aol.com
Subject: [BoI] Psychosis
Date: September 1, 2011 at 3:51 PM

Was: Schizophrenia Oprah Video
Elliot Temple  wrote:

Does Jani have have schizophrenia? Does she have a  disease/illness? A
brain disorder? Does she have hallucinations?

I've  assembled the various threads under one subject, since they're all
related, to  make a few comments. I'll preface them with the concession that I
haven't  studied the subject in any depth and have only a cursory
familiarity with the  literature (it's been some time since I read Szasz). One of my
daughters is a  child psychologist and we've discussed some of the issues.

Schizophrenia  is a condition characterized by reported perceptions of
things not in evidence  (hallucinations or delusions), as well as incoherent
communications  (disorganized speech or writing). There seems to me no doubt
that those  behaviors exist. They might as well be labeled Schizophrenia
("split mind") as  anything else. It's clear from the video that Jani exhibits
those  behaviors.

Disease is the malfunction of an organ, whether caused by an  external
agent (bacterial) or an internal defect (genetic). Psychosis is a  malfunction
of the brain, even if the cause is essentially unknown. What is  known is
that the symptoms are influenced by (or even induced by) various  psychedelic
substances. It therefore seems a reasonable presumption that the
malfunctions are a consequence of chemical imbalances or structural defects in  
the
brain. It may be that genetic, environmental, developmental, and factors all
interact to cause a wide variety of psychotic symptoms.

If massive  coercion of Jani has not solved the problem, why are they
still doing  it?

The manifest problem is that the malfunction MAY result in aggressive  or
self-destructive behavior. Absent intervention, there is a perceived risk,
evidenced by prior behavior, that Jani will seriously injure others, or
herself.  A few observations:



1. Her parents do not seem to be irrational or  aggressive. What I did
notice was an expressed inclination to be persistently  engaged with their
child. That kind of domineering demand for attention by her  parents could have
been a factor in Jani's intellectual development: instilling  a craving to be
disengaged and achieving it with tactical  incoherence.

BTW: Among the studies of schizophrenia is one that notes a  *doubling* of
the incidence of such disorders in an urban  environment:
http://en.wikipedia.org/wiki/Schizophrenia#Environment
...  suggesting that persistent social engagement (absent opportunities for
solitary  thought) may be an intellectual developmental disaster.

2. Jani does  respond "favorably" to psychoactive drugs and doesn't seem to
show any  reluctance about taking them. Most of those drugs affect the
levels of glutamic  acid, which is critical to the excitation of
neurotransmitters throughout the  body, but primarily in the  brain:
http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter
...  suggesting a genetic or developmental factor that modifies the
"normal"  neurological functions.

3. Jani interacts "favorably" with another girl  who exhibits the same
symptoms. The mere fact that the other girl acknowledges  and shares her
(mis)perceptions is sufficient to make them friends. They both  appear to be
"comfortable" and "quietly" able to engage with each other, evoking  no evidence
of physical threats or danger to either one. Either they share the  same
"chemical imbalance" or they recognize the same "tactical behaviors" that  both
employ to cope with their social environment.

...I found  Szasz's explanation clear. He said neurosis means you
complain about yourself  and psychosis means other people complain about you.

Both relate to  expectations of what is "normal". As I noted in a prior
post, nobody is  "normal", statistically or psychologically. Nevertheless,
there are extremes of  deviation that become aggressive, coercive, and
destructive. Dealing with those  extremes is a problem. Finding a cause is 
important,
although the "solution"  should not be to impose some specific condition of
mental  "normality".

Bill

http://en.wikipedia.org/wiki/Schizophrenia#Environment
http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] NYT article about BOI
Date: September 1, 2011 at 8:37 PM

On Aug 23, 2011, at 10:01 AM, Ottho wrote:

On Aug 23, 10:15 am, Lulie Tanett <w...@lulie.org> wrote:
On 16 Aug 2011, at 22:16, Ottho wrote:

If Mr. Deutsch's claims were testable in empirical terms, would this fact of 
testability allow his claims to be testable in terms of truth and falsity?

According to Popper, testability is about trying to demonstrate the falsity of a 
premise (or hypothesis or conjecture or hunch), not the truth (according to 
Popper). While tests may confirm a hypothesis, confirmation never 
demonstrates truth (nothing does). As he said, all scientific theories (unless 
falsified) will forever remain

conjectural; i.e. there is no truth, or if we have it, we will never
know that we have it. [OH]

Popper was a realist, which means he believed there *is* objective truth, and 
we can find it. He only denied that we can be *sure* we've found the truth. [LT]

I know, but feel that there is no practical difference between a)
finding truth but not knowing that we found it and b) there being no
such thing as truth.

There is a difference:

No truth means knowledge is impossible.

Fallibilism only means we have flawed *but useful* knowledge which is subject to 
further improvement.

The one means no progress, no nothing.

The other means a beginning of infinity -- unbounded progress.



Our conjectures may not be the final perfect truth but nor are they useless. By 
criticism we can fix some problems with them, so that they are useful. Then we 
can do that more. And more. Forever.

*That* is the human condition: to have imperfect knowledge but very valuable and 
effective knowledge, and always to strive to improve it.

Like computers. Our computers aren't perfect. Sometimes they break. They use 
more power than we might like. So what? They're still amazing.

Since we never know if we found truth (as per KRP), I
do not see (pace KRP) that we are closer to it.

Todays computers are closer to the truth than the ones built in 1960. They are 
better.

And BoI or _Political Justice_ by William Godwin is closer to the truth than 
_Reflections on Violence_ by Georges Sorel.

I do not think of conjectures (or hypotheses, or theories, or models,
etc.) as being true. I think they are ultimately all likely to be
mistaken. Einstein's theory is a better fit than Newton's when it
comes to things beyond our everyday observation and
experience.Einstein himself would never have called it (or any theory)
truth.

Yeah. Progress goes from one mistake or problem or misconception to the next 
better one. Like our current computer designs are misconceived in some ways 
but they are better than the previous misconceptions (at least better than the 
previous mainstream misconceptions, as some LISP machine fans might clarify).

Confirmation is not what we're seeking,

When the solar aclipse confirmed Einstein's theory, the theory got a



big boost. Confirmation serves a purpose, as long as it is not
confused with proof. In scientific theories (let alone in non-
scientific ones) there is never proof. Popper uses the word
corroboration.

Popper was careful to clearly state that corroboration does not mean 
confirmation.

Yet if it's not confirmation, what is it?

Passing tests has a critical role: it refutes many actual and possible rivals which 
could not pass those tests.

There is no confirmation. Popper said it's a myth but his corroboration is not clear 
enough. Deutsch understands it better. BoI doesn't advocate anything so easy to 
confuse with confirmation.

What evidence really does is provide readymade criticisms (for any ideas which it 
contradicts). It makes it harder to come up with a rival idea which isn't refuted in 
advance by the existing stockpile of evidence. It is only in this purely critical role 
that evidence matters.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ayn Rand
Date: September 2, 2011 at 4:03 AM

What do you think of Ayn Rand's ideas? And *why*?

With details and examples for any broad claims, please.

She has points in common with BoI. What are they? Does she contradict BoI?

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Re: Intellectual Property is Not Property
Date: September 2, 2011 at 8:07 AM

On Sat, Aug 27, 2011 at 12:57 AM, <Westmiller@aol.com> wrote:

**
Abraham Lewis wrote:

.. History is replete with examples of people independently coming up with
ideas only to find that they have already been patented.

And I'm sure that during the American Frontier years, people posted claims
to land, only to discover later that the land had already been posted. In
that case, or in the case of invention, the first legitimate claim takes
priority. It happens all the time. If a hotel clerk accidentally rents a
hotel room to you ... and it's already occupied by a legitimate tenant ...
the first claim is honored.

The context of my point above was your claim that "[You have the proper
claim to sole duplication of your "IP"] On the grounds that your effort was
factually required to create it..." Since the American Frontier didn't
require anyone's effort to create it, your example isn't relevant to your
original claim.

There are examples of people being sued for infringing copyrights on
things that they didn't even know existed.

The reasonable presumption is that a created object isn't yours unless you
created it or have purchased (or rented) it from the legitimate owner. If
you pick up a suitcase at the airport that isn't yours, you can hardly plead
ignorance that it belonged to someone else.

Again, the point I was making is that "IP" can exist independently of the
person who had the original "ownership".



... all that is happening of copying of information. I am not deprived of
anything.

You are deprived of the fruits of your labor and the right to secure a
claim to that which you have created. Those concepts apply to any type of
ownership.

This is just the circular argument I mentioned in my original post.

me>> .. which suggests a long-standing respect for authorship ...
.... we don't really know if there was even the faintest nod to the idea

of IP ...

Whether or not there is proof of Homer's life, the fact is that his claim
to the work was unchallenged, which demonstrates a respect for intellectual
products that is ancient, not modern.

His "claim" to the work was *not* unchallenged in the sense that you have
been using "claim". There is absolutely no record of Homer having exclusive
rights to tell his poem, or to poets paying him for reciting his poem.
Correctly identifying authorship (or falsely attributing authorship, as the
case may be) is not the same thing as acknowledging an exclusive "claim to
the use, duplication, or disposal of that product."

A public registry of patents was established in Greece in 500 BC.

You are mischaracterizing the facts, here. In one city in Greece, it was
said that they were so obsessed with luxury that anyone who had created a
particularly nice dish would have exclusive rights to make and sell that
dish for one year. That is not the same idea as intellectual property, even
remotely. It is a reward for culinary innovation. They just happened to
reward it in a way slightly similar to how we implement "IP", but the



differences are too many and too obvious for me to mention. Here is the
original text: http://www.attalus.org/old/athenaeus12a.html#c20

However, even if it were a fact that IP claims were new, that alone would
not establish that the claims are illegitimate.

That is correct, but as I just pointed out in my last post, that's not the
argument I am making there. My argument is that since the idea of IP was
invented so much later than the idea of physical property (among other
reasons), the burden of proof is on demonstrating that they are the same
thing, if someone holds that position.

http://www.attalus.org/old/athenaeus12a.html#c20


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Zeno
Date: September 2, 2011 at 10:34 AM

On Fri, Sep 2, 2011 at 12:50 AM, David Deutsch 
<david.deutsch@qubit.org>wrote:

On 1 Sep 2011, at 6:24pm, david familian wrote:

hi david

i think i understand your description of Zeno's faulty logic. I am
writing a short essay using the arrow paradox which i think differs
slightly from achilles and the tortoise. What confuses  me  is your
idea that a abstract attribute  doesn't match with a physical one. Of
course that is what is at play here. But his abstract attribute was
not a mathematical  one, was it?

I had in mind the attribute of being infinite. And I claimed that his
mistake was to assume that something that is infinite in the sense of being
a sequence of infinitely many entities (in this case, processes of moving
from place to place), must also be infinite physically. I think the
'sequence of infinitely many entities' is a mathematical infinity.

He abstraction was a form of logic
which is a kind of math, but that logic was based on a world view of
400bc not one of modern science that knows that this can happen. But
was he really making a  mistake or was he pointing at the the
intrinsic paradoxes of logic itself.

Surely logic has no paradoxes. Only misuses of logic could.

-- David Deutsch

This is a *very* interesting article on Zeno's paradox and relativity. I
highly recommend it and would be especially interested in David Deutsch
thoughts on it:

http://www.mathpages.com/rr/s3-07/3-07.htm

http://www.mathpages.com/rr/s3-07/3-07.htm


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 2, 2011 at 11:28 AM

On Aug 28, 10:56 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Fungibility is a term that describes situations in which there is no
such thing as which of two or more versions of a system are present in
a particular universe. Fungibility arises in interference experiments:
you start with one version of a system in your universe, you produce
two or more versions and get them to interact in such a way that there
is a single outcome that depends on the interaction. Since the
interaction involves all of the different versions there is no such
thing as which one is present in your universe: there is no such thing
as which is which.

The above paragraph appears to have exactly the same meaning as:
"There is no such thing as 'which path' the particle took", or many
similar expressions of the complementarity principle.

Copyable information is information that can be present in only one
system before an interaction and present in more than one system after
the interaction. A branch of the multiverse is a set of copyable
information. For example, the people reading this message have a
particular set of copyable information about the content of the
message. There are other universes in which I wrote a different
message and those universes consist of a different set of copyable
information. Entanglement is related to copyable information, but
before I discuss entanglement I must first discuss systems.

Systems can be defined in terms of copyable information: systems are
parts of the world that contain information that can be copied without
copying information from other parts of the world. And if you have two
things and you think they might both be systems but you can't copy
information independently then they are not different systems: at the
very least they have some subsystems in common. For example, the set
of electronic appliances in my room and the set of things that are
currently making noise are not completely independent systems because



some of the electronic appliances in my room are currently making
noise. Note that you can have two different systems that have copyable
information about one another. For example, my computer may be storing
some of the same e-mail messages that your computer is storing. But it
is possible to copy information from your computer without copying it
from mine so they are not the same system.

This property of systems can be understood mathematically as follows.
Suppose that there is an isolated system: system 0. Any state of that
system can be written down in terms of a set of orthogonal vectors
|a01>, |a02> and so on like so:
alpha1 |a01> + alpha2 |a02> +...

So, if we have an isolated spin-up particle, we can write it:  alpha1|
left> + alpha2|right>, where alpha1=alpha2=(1/sqrt(2)).

The state represents what's going on in the part of the multiverse you
can interact with. The alphas are complex numbers and usually they are
normalised, i.e. - they are adjusted so that the sum of the square of
their amplitudes is equal to one. Those square amplitudes act as
probabilities under some circumstances, which is why we want them to
add to one. Why orthogonal vectors? Because every interaction can be
understood as copying information about how the state is decomposed
into some set of orthogonal vectors.

Are we now ready to copy the left/right information in the spin-up
particle? What I mean, is do you think there is information there to
be copied prior to any interaction?

What happens if you have more than one system: system 1 and system 2
say? There is a set of orthogonal vectors |a11>, |a12>... for system 1
and another set for system 2 |a21>, |a22>... If the composite system,
system 0, that consists of system 1 and system 2 is isolated then the
states of 0 can be written down as above except that each  |a01>,
|a02>... is equal to  |a11> |a21>,  |a11> |a22>,  |a12> |a21>,  |a12>
|a22>... There are ways to change the vectors of system 1 without
changing those of system 2 and vice versa.

For the composite system of |up>|down>, I suppose this would be



something like:
(|a_left>+|a_right>)(|b_left>-|b_right>).

It's not clear to me what information you are copying?

It can sometimes be the
case that it is possible to write down the state of system 0 as a
product of a vector of system 1 and one of system 2, e.g. |a11> |a21>.
However, it is not possible to write down every sum of |a01>, |a02>...
as a product of this form. When it is not possible to write down the
state of system 0 as a product of that form then we say that system 1
and system 2 are entangled. This can be extended to more than two
systems and being entangled in that case would mean that you can't
write down the state as a product of states of the subsystems.

For an entangled spin up/down system, (ie. we know for sure the second
particle is down, because we measured the first particle) , and we
want to copy the information in the second particle in the left/right
basis. I don't see how this changes any of the above.

Now let's suppose that the state of system 0 is at time 0 is
 alpha1|a11> |a21> + alpha2  |a12> |a22>
and that this state is entangled, and it will be if the alphas are all
non-zero. To do interference we have to start with a sharp state and
finish with a sharp state. This state is not a sharp state of either
system 1 or system 2. Also, there's no way of making it a sharp state
of system 1 or system 2 without fiddling with both systems and the
fiddling has to involve them interacting not just being changed
separately.

Are you saying that "fiddling" with System 1 involves an interaction
with System 2, when the systems are entangled? I'm a bit uncomfortable
with the terminology as by definition, entangled particles aren't
separate systems. Another word for entanglement is "non-separability".

If you just change system 2 then all that happens is that
which vector of system 2 goes with each vector of system 1 changes.
System 2 does not end up in a sharp state. So you can't do
interference with system 2 alone when it's in this state. Note that



there is such a thing as which of the states of system 2 is which in
the sense that for each state of system 2 there is a particular state
of system 1, so there is a fact about which version of system 2 goes
with a particular state of system 1.

If we have entangled photons, are you suggesting that if we send one
of them through an interferometer, it won't interfere?

Also, when you say "change system 2", do you mean make a measurement,
or split the universe?

Tom



From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 2, 2011 at 2:31 PM

tom.harrigan writes:
The uncountably-infinite set of photo-fungons (has anyone got a better

name?) has got to be in a collection of pre-existing (for all time?)
universes,  or otherwise their interactions will be far stronger than interference.
So, I  would suggest that the un-differentiated-yet universes have to be
there  already.

If you posit photo-fungons, then I guess you'd also have to posit
anti-photo-fungons (those photons that are non-fungible)? However, I'm not sure
that it clarifies things to suppose a pre-existing infinite set of an  infinite
set of fungal and anti-fungal worlds, nor why they would be "less  strong"
than emergent worlds.

Part of the problem with describing them as a "universe" is that the word
implies a coherent whole that includes all things (presumably, one or  more
"things" in them having different attributes than the "things" in  another
universe).

The initial proposition seemed to be that a new "universe" is  created
whenever more than one outcome is possible, presumably motivated by  the
"either/or/both" quandry of the two-slit experiment. Of course,  Feynman's
"sum-over-histories" suggests the same thing ... though his  context seems to be
confined to the singular circumstances of this  one experiment.

It is possible to ask questions, or seek explanations, in ordinary
language, that are strictly meaningless in quantum mechanics due to the
underlying formalism.

Aside from his other achievements, Feynman had an exceptional ability to
translate complex formalisms into simple language, accessible to those who
weren't fluent in "mathish". I see no reason why a mathematical symbol or
formula should not have a concrete meaning that can be expressed in  English.

... For photons at least, propositions of the form "position AND  x" are
meaningless whenever "x"
has something to do with direction.



That's Heisenberg's Uncertainty Principle, which isn't "meaningless".  You
can interpret it in the "classical" sense that measurement  *necessarily*
modifies either position or momentum, so you can't  "know" both at the same
time ... at least not at the smallest (quantum)  levels ... at least not with
certainty > Planck.

... I also suspect it is meaningless to talk about a  "photo-fungon" as
there is no such individual thing.

There had better be one photo-fungon and one anti-photo-fungon, else there
could be no interference between them in the two-slit experiment. The
proposition is that they are real and that the intersection of their "worlds"
produce the evident interference.

I'm left wondering how the {photo-fungons} remember which photon they
are instances of, particularly if they are non-fungible.

You may have suspected that, after my first question - how and when they
become distinct - there will follow the question of how and why those
distinct  "worlds" - and those two worlds only - interact to produce the effect.
It's  difficult to avoid anthropomorphization of a photon that "remembers"
what it is  and where it is "supposed" to go in order to create a pattern.

 I am tempted to answer your first question with: "When a measurement is
made."

That's one version of the Copenhagen Interpretation: reality doesn't exist
until we measure it (wavefront collapse). Of course, that conflicts with
logical  positivism, but in the context under discussion, it doesn't make
sense to suppose that "photo-fungons" are created *after* one or the other
passes through the slits.

Bill



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Xenophanes and Parmenides (was: Zeno)
Date: September 2, 2011 at 2:45 PM

On Sep 2, 2011, at 7:34 AM, Abraham Lewis wrote:

http://www.mathpages.com/rr/s3-07/3-07.htm

The main topic of the article is interesting.

However it's really misleading about some of the contextual details it provides 
about Xenophanes and Parmenides. He should be more careful before making 
such strong claims.

The first thing to know is there is *very little information* available, some of which 
is ancient secondary sources, and a lot of which has been translated badly. A lot 
of guesswork is involved. He writes some of this like a factual, known history, 
which is misleading.

My guess is that Xenophanes was the founder of the Eleatic school but even that 
much is in a fair amount of doubt. It's not something to just assert as a historical 
fact without comment. Note that Galen wrote, "In a malicious and slanderous way 
some commentators on Xenophanes have lied about him" (WoP p 42) You have 
to be really careful with this stuff.

The description of Xenophanes as "religious thinker and poet" is grossly 
misleading. He was those things but also a scientist and philosopher. He wrote a 
science book, "On Nature", which we sadly do not have. He knew something  
about, for example, water evaporating from the ocean to form clouds, which is 
pretty good for a 570 BC religious poet type... he also (accurately) said rainbows 
were made of water like clouds.

What we do have from Xenophanes is less than 50 "fragments" -- little pieces of 
text, which we generally get because some later author quoted them. The article 
claims:

whose main teaching was that the universe is singular, eternal, and unchanging.

but this is false. Even if we assume the fragments are representative, that is in no 
way his main teaching. His fragments cover a lot of ground. A bunch have to do 

http://www.mathpages.com/rr/s3-07/3-07.htm


with epistemology and one of his arguments is against parochialism and 
anthropocentrism. Xenophanes was also, "a historian, perhaps the real father of 
history" (WoP p 33, p 54-56)

But even worse, was that his teaching at all? Most translations I've read have him 
saying that *God* is singular, eternal, and too badass to ever have to walk around 
which isn't fitting for God. He was an early monotheist.

Here's his fragments (do not consider these translations reliable):

http://history.hanover.edu/texts/presoc/Xenophan.html

and in particular about this:

1. God is one, supreme among gods and men, and not like mortals in body or in 
mind. [Zeller, Vorsokrastische Philosophie, p. 530, n. 3.]

3. But without effort he sets in motion all things by mind and thought.

4. It [i.e. being] always abides in the same place, not moved at all, nor is it fitting 
that it should move from one place to another.

so there's one God and he does everything with his mind and it's not fitting that 
he'd have to move around, says Xenophanes.

but where does xenophanes say the universe was unchanging? well there's this, 
sort of (same link):

Theophrastos, Fr. 5 ; Simpl. Phys. 5v : 22, 36 ; Dox. 480. Theophrastos says 
that Xenophanes of Kolophon, teacher of Parmenides, asserted that the first 
principle is one, and that being is one and all-embracing, and is neither limited 
nor infinite, neither moving nor at rest. Theophrastos admits, however, that the 
record of his opinion is derived from some other source than the investigation of 
nature. This all-embracing unity Xenophanes called god;

some other guy, not Xenophanes, who claims Xenophanes as the first Eleatic 
and teacher of Parmenides also attributes to Xenophanes some of Parmenides' 
ideas. true or false? very hard to know. but even still, he still says Xenophanes 
called this "god" rather than it being the universe.

http://history.hanover.edu/texts/presoc/Xenophan.html


Popper comments on this issue further, btw.

back to the zeno article it says:

"The all is one."

so now it's using quotation makes for xenophanes. which fragment is it quoting? 
search for "The all is one." on the webpage of xenophanes fragments I gave and 
you will not find it.

The greatest of the Eleatic philosophers was Parmenides (born c. 539 BC). In 
addition to developing the theme of unchanging oneness, he is also credited 
with originating the use of logical argument in philosophy.

this neglects that Parmenides was a scientist, as previously the article neglected 
that Xenophanes was a scientist.

evidence is very scanty -- a little bit more than with Xenopahnes -- but Popper 
credits Parmenides with understanding the phases of the moon: it's just shadow 
that's changing, not a real change.

in this way his scientific progress may be relevant to his philosophy. the illusion of 
the moon changing helped inspire Parmenides to consider what else is illusion.

the phrasing about "logical argument" is very sloppy, too. he didn't invent logic. 
nor did he invent critical argument -- Thales and successors beat him to that. so 
who credits him with originating the use of "logical argument" and why?

His habit was to accompany each statement of belief with some kind of logical 
argument for why it must be so.

you can't tell what his "habit" is from just a few fragments on a particular topic. 
this implies we have rather more information about Parmenides than we do have, 
and then makes stuff up about it.



It's possible that this was a conscious innovation, but it seems more likely that 
the habitual rationalization was simply a peculiar aspect of his intellect.

why is that "more likely"? this is, again, just plain making stuff up, outside the 
author's field, and without any arguments. it's also an abuse of probability: it's not 
a matter of likeliness.

A continuous function (as emphasized by Weierstrass) is a staticcompleted 
entity, so by invoking this model we are essentially agreeing with Parmenides 
that physical motion does not truly exist, and is just an illusion, i.e., "opinions", 
arising from our psychological experience of a static unchanging reality.

this bit about "psychological" is a distortion with, again, no basis in the available 
evidence. Parmenides wasn't some subjectivist. he was concerned with 1) what 
is true  2) mistakes people can (understandably) make. Parmenides argued about 
objective reality.

btw the word "opinions", here found in quotes for some reason, is a bad 
translation. long story short, you can't translate non-justificationist epistemology 
when you take justificationism for granted. btw justificationism basically began 
with Aristotle and Parmenides predates him.

for more on these topics see especially _The World of Parmenides_ (WoP) by 
Karl Popper.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Michael R Smithson <michael.r.smithson1@gmail.com>
Subject: Re: [BoI] Ayn Rand
Date: September 2, 2011 at 3:50 PM

On Sep 2, 2011, at 1:03 AM, Elliot Temple wrote:

What do you think of Ayn Rand's ideas?

With apologies to Ms. Rand:
If you want to know, I think she's the best philosopher-novelist we've got. I think it 
because her novels depict not what men are, but what men could be, and should 
be; because she's gone beyond the probable, and made us see what is possible; 
because her novels are more devoid of contempt for humanity than any work I've 
ever seen; because she has a magnificent respect for the human mind; because 
her characters are the heroic in man; and so, when I read her, I do so for a 
simple, selfish reason - the same reason that makes a man choose the cleanest 
food he can find. It's a law of survival, isn't it? To seek the best.

And *why*?

It's hard to figure out where to start praising Rand. Her advances in moral 
individualism? Her moral defense of capitalism? Her arguments for the supreme 
power of reason? So I limit myself to the question below.

With details and examples for any broad claims, please.

She has points in common with BoI. What are they?

She had the right, fallibilistic approach to knowledge in many ways. See 
Introduction to Objectivist Epistemology (78-79):

"Man is neither infallible nor omniscient; if he were, a discipline such as 
epistemology—the theory of knowledge—would not be necessary nor possible: 
his knowledge would be automatic, unquestionable and total. But such is not 
man’s nature. Man is a being of volitional consciousness: beyond the level of 
percepts—a level inadequate to the cognitive requirements of his survival—man 
has to acquire knowledge by his own effort, which he may exercise or not, and 
by a process of reason, which he may apply correctly or not. Nature gives him 
no automatic guarantee of his mental efficacy; he is capable of error, of evasion, 



of psychological distortion. He needs a method of cognition, which he himself 
has to discover: he must discover how to use his rational faculty, how to validate 
his conclusions, how to distinguish truth from falsehood, how to set the criteria 
of what he may accept as knowledge. Two questions are involved in his every 
conclusion, conviction, decision, choice or claim: What do I know?—and: How 
do I know it?"

See also the Galt Speech in Atlas Shrugged:

 "Do not say that you're afraid to trust your mind because you know so little. Are 
you safer in surrendering to mystics and discarding the little that you know? Live 
and act within the limit of your knowledge and keep expanding it to the limit of 
your life. Redeem your mind from the hockshops of authority. Accept the fact 
that you are not omniscient, but playing a zombie will not give you omniscience-
that your mind is fallible, but becoming mindless will not make you infallible-that 
an error made on your own is safer than ten truths accepted on faith, because 
the first leaves you the means to correct it, but the second destroys your 
capacity to distinguish truth from error. In place of your dream of an omniscient 
automation, accept the fact that any knowledge man acquires is acquired by his 
own will and effort, and that that is his distinction in the universe, that is his 
nature, his morality, his glory."

 Does she contradict BoI?

She's not fallibilistic enough, perhaps? It's a shame she seems to have not known 
about Popper.

Some stuff she says though, is taken to be infalliblistic, when it's not necessarily.

For instance she talks about axioms some. This is misinterpreted to mean she 
was not fallibilistic. But what does she actually say?

Galt's Speech:

An axiom is a statement that identifies the base of knowledge and of any further 
statement pertaining to that knowledge, a statement necessarily contained in all 
others, whether any particular speaker chooses to identify it or not. An axiom is 
a proposition that defeats its opponents by the fact that they have to accept it 
and use it in the process of any attempt to deny it.



Here she seems to be saying axioms are ideas of which not only is there not a 
known criticism, but, it is not even known how to formulate a criticism of them 
without implicitly accepting them. That doesn't necessarily mean one could never 
formulate such a criticism.

More from Galt's speech, here she is addressing people who deny existence:

“You cannot prove that you exist or that you’re conscious,” they chatter, blanking 
out the fact that proof presupposes existence, consciousness and a complex 
chain of knowledge: the existence of something to know, of a consciousness 
able to know it, and of a knowledge that has learned to distinguish between 
such concepts as the proved and the unproved.

So again, she is addressing a particular argument against objective reality and 
pointing out that it is stupid.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Traditionalism and Piecemealedness
Date: September 2, 2011 at 11:35 PM

On Aug 5, 2011, at 12:37 PM, westmiller@aol.com wrote:

Michael Smithson writes:
... Slavery was evil. But the Civil War  was a disaster. A peaceful
gradualist solution would have been *much better* for  everyone.

Of course, but the reality is that most slaveholders *did not want* a
solution, because in their minds there was no problem to solve. Coercion 
against
their slaves was working just fine and it was critical to their financial
success.

They *thought* it was working just fine and they *thought* it was critical to their 
financial success. But on both counts they were mistaken. It was not working fine 
but harming themselves. And it was not making them richer but poorer.

These facts help provide the possibility of a peaceful solution. If explained, the 
South had plenty of reason to care about them.

Besides, it was a Tradition of long standing, endorsed in the
Bible, and perpetuated by centuries of common law. There was nothing to
discuss.

That it was self-destructive for Southern *whites* (as well as blacks) is something 
to discuss.

... "Smashing the state" would make things way worse, as  might smashing
the particular evil you think is super-bad.

I'm not an anarchist, nor am I suggesting that the best method of solving a
problem is violence. What I'm saying is that there are liberal principles
of  social interaction that justly forbid coercion. They are rational and
consistent  with reality. Advocating and pursuing them is not just warranted,
but  necessary for a civil society.

HOW those ideals are pursued is a different question, requiring its own



justification. Obviously, the ideal is civil discourse, persuasion, and
cooperative reform. However, it would be foolish to assume or expect that those
who succeed by coercion will voluntarily surrender the advantage they gain
by  violating the rights of others.

Who *think they succeeded* by coercion but did not.

The voluntary *disadvantage* they take on by violating the rights of others.

Because they are hurting themselves -- according to their own value system, btw 
-- they have reason to listen to reason. They are *factually mistaken* about the 
factual consequences of some of their actions, and if they knew the different 
results other actions would bring they would prefer those other actions.

Violence isn't economically efficient. One way to mistakenly believe it is efficient 
is to focus on direct effects (slave holder gets "free" work) and ignore indirect 
issues (e.g. cost of controlling slaves and lower quality of work provided by the 
slaves due to coercive circumstances).

They are perfectly happy to use  violence
in defense of their gains

What gains? They lost and they are using violence in order to lose more.

It's sad. And it's quite different than the inherent conflict-of-interest picture you are 
presenting. There are no inherent conflicts of interest here. Changes can be 
made which are better for everyone.

... because that is the method they have  always
used to achieve those gains. For them, it is justified by "tradition":
that's the way it has always been. Might makes right.

... If you buy out all the slaves in order to destroy slavery, and
succeed, it's silly to call that an endorsement of the idea of slavery. So
what's your objection?

Not silly at all: if you *buy slaves*, whatever your  objective (even
granting them liberty), you are endorsing the principle of  *buying slaves* for
your own purposes.



If "your own purpose" is to abolish slavery, then you are endorsing the principle of 
buying slaves to abolish slavery. That's no endorsement of slavery.

What about unintended consequences? Well one would be sort of endorsing the 
status of the former slave holders as innocents to be treated leniently instead of, 
say, killed. But that's alright. If you can treat them as innocents and still solve the 
problem then that is better. It's better they not be hurt (not top priority, but a nice-
to-have).

If you are logically  consistent, you cannot object to the
slaveholder *buying more slaves* with  the money you have paid him for his
former slaves. Of course, politics  isn't usually rational.

But the topic was "buy out all the slaves in order to destroy slavery". So he can't 
buy more slaves because there are none to buy.

Presumably in addition to buying out current slaves you'd also use the police -- or 
military or something else as appropriate -- to prevent enslaving new people.

What actually happened in U.S. history was that the government offered  to
buy slaves on the condition that the slaveholder would not buy new slaves.
That condition was imposed, against the will of slaveholders, under the
threat of violence: taking away any new slaves by force. Even if the offer was
declined, the government threatened violence against the slaveholder to
obtain  the freedom of their slaves. In other words, the law threatened violent
emancipation, whether the slaveholder agreed to "compensation" or not.

Yeah. Not ideal. But they didn't understand the issues well enough (e.g. that the 
slaveholders were harming themselves) to persuade the South. So, due to their 
ignorance, they had to use cruder methods.

Some slaveholders (probably for other efficacious reasons) agreed to the
payment and agreed not to purchase additional slaves. But most of them (for
efficacious or ideological reasons) simply refused, threatening retaliation
against any government agent that attempted to take their "property"
against  their will. The result was the Civil War.

... Violence is bad. Shooting slave-owners or statists in the head



because they do things which you think are immoral is a bad way of solving
problems and improving the world.

Yes, violence is bad. Slavery IS violence (or at least the threat of
violence). When all else fails (yes, the default should be persuasion), the only
proper response to violence is superior force. That's why we have
governments  and laws.

Violence is also profitable.

No it's not.

People do it because, like you, they *mistakenly believe violence has merits it 
does not have*.

Actually violence has no merits whatsoever (except in defense).

Although you do not wish to commit violence yourself, your worldview is 
inconsistent. You say it's profitable, and you like profit, but you won't do it. The 
existence of this contradiction in the worldviews of most people is a big problem 
and was one of the major causes of the civil war.

This is one of those things that is usually held as an unexamined assumption. 
There are no rational arguments that violence is profitable. There has never been 
a serious attempt to argue the case. People just assumed. They think it's 
obvious, yet it's false.

Abolishing this contradiction from one's mind and becoming a more consistent 
opponent of violence is important.

Violence does not build houses. It does not assemble iPads. It doesn't encourage 
the coerced to do their best or use their mind to contribute. Violence destroys. 
Everyone knows this, yet at the same time they don't know it.

That's why people commit robbery:  they
frequently get away with this "low cost" method of acquisition, with  no penalty
or ill consequence. We don't usually kill robbers  (though it's perfectly
legal in some circumstances), but we must be willing to  use violence to



apprehend and punish those who can be justly accused and proven  guilty of 
the
offense. Otherwise, we are condoning the initial violence (Rand  would call it
"consent of the victim") and inviting others to commit robbery for  their
own benefit.

Robbery is not low cost. It's hard. This simply ignores the huge costs of doing it 
well.

The iconic plea "Why can't we all just get along?" is frequently used by
those who engage in violence for their own benefit, but want victims and
others  to just "be nice" and empathize with their plight, rather than retaliate
against  the offense. That stance is the antithesis of any *civil* society.

Well, sure.

Yet the fact remains that we could get along, and it'd be better. There are no 
inherent conflicts of interest that require people to oppose each other. Problems 
are soluble as BoI explains, and that includes interpersonal problems. And 
solutions to problems (as BoI explains are possible) between people mean ways 
forward that are good for all of them, with no one losing out.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Westmiller@aol.com
Subject: [BoI] Re: Intellectual Property is Not Property
Date: September 3, 2011 at 12:14 AM

Elliot Temple writes:
What you created, and uncontroversially  own, is the *design idea in your

own mind* that let you build it. And also, of  course, any physical
blueprints or notes you create.
But when another person  looks at your device which you've brought out in
public, and he understands how  to build a similar device of his own, then he
is *creating his own idea in his  own mind*.
There is no longer just one design. There are ideas about design,
separately, in different people's minds. Why should you have any ownership over  
the
ideas in his mind? Why should you be able to intrude on his  mind?
---

A. Anyone can have any ideas they please in their own mind,  with no
impediments or restrictions.
B. It is not the idea itself, but rather  the specific, concrete
implementation of that idea, that is the subject  of an ownership claim.
C. The registration of a patent or copyright is a  public announcement of
your claim, which may be disputed, requiring your defense  of its merits.

A simple example:
In 1867, straight pins were used to  attach paper to fabric or other pieces
of paper. Samuel Fay filed patent  #636,272 describing a bent wire that
would accomplish the same objective, with  more ease and less damage to the
articles.
http://www.ideafinder.com/history/inventions/paperclip.htm

He  didn't patent the idea that he could bend wire, which was well known.
He didn't  patent the idea of using bent wire to hold paper. He patented a
specific  configuration (double loop) of wire (with suitable properties) that
would serve  a specific purpose (his primary claim was to temporarily attach
paper to  fabric). It wasn't the idea in his head that he patented, but a
very specific,  concrete implementation (which worked).

As it happened, there had been no  device invented that could cut and bend
the wire in that configuration for mass  production, so Fay never accrued

http://www.ideafinder.com/history/inventions/paperclip.htm


any benefits. It wasn't until 22 years  later that William Middlebrook built
such a manufacturing device. Even though  the *idea* was exactly the same as
Fay's and the design was *similar*, it was a  significant improvement. He
registered his patent and sold it to Cushman &  Dennison, who marketed it as
the GEM Paper Clip. Subsequently, there were  multiple patents issued for
slightly different designs, including George  McGill's, which is what we
recognize today as the common paper clip.

So,  none of the patents precluded anyone from thinking about novel
improvements or  new methods of manufacture. It was not the *idea* itself, but 
the
concrete  implementation of that idea that warranted an ownership claim. At
any point  along the way, a prior patent holder could have challenged a new
application as  not novel or not original, possibly voiding the new patent.
In fact, there was a  competing German patent for a very similar clip
design, but Johan Vaaler never  attempted to produce the product, nor did he
challenge the patent claims of the  various American inventors.

Of course, there are many cases of competing  claims and some that occurred
to different people at roughly the same time. When  contested on the merits
in a patent court, the specific, concrete evidence for  originality and
similarity are resolved ... occasionally with the issuance of a  joint
ownership patent. Someone might come up with the same *idea* (as Vaaler  did)
without knowing about the prior claim, but IF his *implementation* had  duplicated
Fay's, he would have been denied a patent (22 years after Fay's had  been
filed). If tomorrow I come up with this great *idea* of bending wire to
attach papers, I'll have to prove that my implementation is novel and original
... otherwise, I have no claim. My ignorance of the "prior state of the art"
is  meaningless.

So, there's nothing in patent law that precludes you  from taking someone
else's *idea* and creating a novel implementation. It just  has to
incorporate something new that is a distinct benefit over prior  implementations.

... I think the argument/assumption that you own  your "design" and no
one else can use your design is mistaken.

Keep in  mind the context. You can invent anything you please, keep it to
yourself, and  never share it with others. It is yours and yours alone. It's
highly improbable  that anyone else will have exactly the same idea *and



implement that idea* in  exactly the same way you might have imagined. The sole
purpose of creating a  public registry is to provide notice to others that
you are the original  claimant to a specific implementation of your idea.
The intent is usually to  share the benefits of that implementation with
others, hopefully to your  benefit, by production and marketing to the public.

A claim of ownership  is nothing unless it is a *public* claim that fully
discloses the nature and  benefits of the implementation. The patent document
itself establishes nothing  more than a presumption in law that you are the
original inventor of that  specific implementation. The patent office won't
defend your claim for you, nor  prosecute violations. You have an explicit
legal obligation to file a civil  claim against any infringements.

I've focused on patents, but copyright  is essentially the same. For
example, if you copy this post and publish it as an  article in a book,
newsletter, or website, under your name, then I can file a  civil claim proving that I
wrote this specific, concrete exposition first and  have the only
legitimate ownership claim to the text. Of course, I'm not likely  to do that unless
I can identify some damage to my income or reputation. I can  prove
originality by citing independent records of the history of this posting  at Google.
Then, you can note a prior post in which I conceded all rights to
reproduction, provided I was given credit. So, the resolution of my challenge  
might
simply be that you change the publication to show my authorship, rather
than yours.

None of that in any way precludes you from expressing exactly  the same
ideas I have written. Nor does it preclude anyone from making the same
arguments that I've made. All that I have a right to is this specific, concrete
implementation of the argument. With a reasonable amount of creative editing
and  composition, you could write exactly the same *ideas* with different
words ...  and I would have no ownership claim whatever. It isn't the ideas
themselves, but  purely my implementation of those ideas in specific, concrete,
original  words.

Bill



From: Westmiller@aol.com
Subject: [BoI] Re: Intellectual Property is Not Property
Date: September 3, 2011 at 3:58 AM

Abraham Lewis writes:
... Since the  American Frontier didn't require anyone's effort to create

it, your example  isn't relevant to your original claim.

My example was of prior claim as a  legitimate element of ownership. In the
American Frontier, there were presumed  (ignoring Indians) to be no prior
claims. Vacant (unowned) real property is not  IP, except in the euphemistic
sense of an idea that has not been  concretized.

...  There is absolutely no record of Homer  having exclusive rights to
tell his poem ...<

My only assertion was  that the attribution that persisted for millennia
demonstrated ancient  respect for "ownership" of intellectual property. I'm
not denying that ownership  of real property came first, nor that there was
any legal recognition of Homer's  authorship attribution. I was only
responding to your claim that the concept of  intellectual ownership was a modern
invention.

... anyone who  had created a particularly nice dish would have exclusive
rights to make and  sell that
dish for one year. That is not the same idea as intellectual  property,
even remotely.

Culinary novelties are more likely to be  copyright than patent, but you
may have mischaracterized the scope of the  Greek patents. They weren't purely
for culinary novelties, but for "all who  should discover any new
refinement in  luxury":
http://en.wikipedia.org/wiki/History_of_patent_law#Ancient_Greece

Again,  my only point was that patents (or copyrights) are not a modern
invention,  as you claim, but existed in antiquity.

Me>> However, even if  it were a fact that IP claims were new, that alone
would not establish that the  claims are illegitimate.

That is correct, but as I just pointed out in  my last post, that's not

http://en.wikipedia.org/wiki/History_of_patent_law#Ancient_Greece


the argument I am making there. My argument is that  since the idea of IP was
invented so much later than the idea of physical  property (among other
reasons), the burden of proof is on demonstrating that  they are the same
thing, if someone holds that position.

I don't think  that an innovation (if IP is one) carries any more burden of
proof than an  ancient practice. I haven't claimed that they are the "same
thing", only that  the ownership characteristics are common to both. If you
dispute the principles  that establish ownership claims to intellectual
property, then you'll have a  hard time defending the same principles as
legitimately establishing claims to  real property.

Bill



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 3, 2011 at 5:36 AM

On Sep 2, 7:31 pm, Westmil...@aol.com wrote:
tom.harrigan writes:

The uncountably-infinite set of photo-fungons (has anyone got a better  

name?) has got to be in a collection of pre-existing (for all time?)
universes,  or otherwise their interactions will be far stronger than interference.
So, I  would suggest that the un-differentiated-yet universes have to be
there  already.

If you posit photo-fungons, then I guess you'd also have to posit  
anti-photo-fungons (those photons that are non-fungible)? However, I'm not sure   
that it clarifies things to suppose a pre-existing infinite set of an  infinite
set of fungal and anti-fungal worlds, nor why they would be "less  strong"
than emergent worlds.

Well, I was under the impression that multiversal particles are
fungible until there is an event that causes differentiation i.e. a
measurement.

Part of the problem with describing them as a "universe" is that the word  
implies a coherent whole that includes all things (presumably, one or  more
"things" in them having different attributes than the "things" in  another
universe).

I think if MW is the correct interpretation, we live in a block-
multiverse.

The initial proposition seemed to be that a new "universe" is  created
whenever more than one outcome is possible, presumably motivated by  the
"either/or/both" quandry of the two-slit experiment. Of course,  Feynman's
"sum-over-histories" suggests the same thing ... though his  context seems to 
be
confined to the singular circumstances of this  one experiment.



I think that if there are 1000 distinct places a photon can hit a
detector in a double slit experiment, then 1000 distinct branches of
the multiverse are created each time it is performed.

It is possible to ask questions, or seek explanations, in ordinary  

language, that are strictly meaningless in quantum mechanics due to the  
underlying formalism.

Aside from his other achievements, Feynman had an exceptional ability to  
translate complex formalisms into simple language, accessible to those who  
weren't fluent in "mathish". I see no reason why a mathematical symbol or  
formula should not have a concrete meaning that can be expressed in  English.

... For photons at least, propositions of the form "position AND  x" are

meaningless whenever "x"
has something to do with direction.

That's Heisenberg's Uncertainty Principle, which isn't "meaningless".  You
can interpret it in the "classical" sense that measurement  *necessarily*
modifies either position or momentum, so you can't  "know" both at the same
time ... at least not at the smallest (quantum)  levels ... at least not with
certainty > Planck.

But how are you going to interpret classically AB /= BA? A clearer
example might be orthogonal spin measurements. UL /= LU - the
statement "the spin is Up AND Left" is strictly meaningless.

We have met "meaningless" before. Some interpretations will say that
it is meaningless to ask which branch of an interferometer a photon
took. Others will say it's meaningless to ask which instances of a
fungible particle are which, or did what.

... I also suspect it is meaningless to talk about a  "photo-fungon" as

there is no such individual thing.



There had better be one photo-fungon and one anti-photo-fungon, else there  
could be no interference between them in the two-slit experiment. The  
proposition is that they are real and that the intersection of their "worlds"  
produce the evident interference.

As far as I can tell, photons are always fungible. Fungibility never
runs out. It appears that sub-systems can become non-fungible, but I
don't pretend to understand that. That seems more like virtual de-
funging than real de-funging to me.

I'm left wondering how the {photo-fungons} remember which photon they  

are instances of, particularly if they are non-fungible.

You may have suspected that, after my first question - how and when they  
become distinct - there will follow the question of how and why those
distinct  "worlds" - and those two worlds only - interact to produce the effect.
It's  difficult to avoid anthropomorphization of a photon that "remembers"
what it is  and where it is "supposed" to go in order to create a pattern.

I certainly wasn't anthropomorphising. I was implying that some
information must be stored somewhere. To use the analogy of money in a
bank account, how does a particular dollar know what account it is in?
How do the various fungible instances remember that they are related,
and thus interfere? I guess they don't have to.

 I am tempted to answer your first question with: "When a measurement is  

made."

That's one version of the Copenhagen Interpretation: reality doesn't exist  
until we measure it (wavefront collapse). Of course, that conflicts with
logical  positivism, but in the context under discussion, it doesn't make  
sense to suppose that "photo-fungons" are created *after* one or the other  
passes through the slits.



Measurements are made at precisely the same moment as differentiation
happens. That is, measurement, splitting, differentiation etc are all
synonyms.

Tom



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 3, 2011 at 1:48 PM

On Aug 20, 2011, at 12:55 AM, Abraham Lewis wrote:

On Fri, Aug 19, 2011 at 3:45 AM, Elliot Temple <curi@curi.us> wrote:

Now for the second thing I'd like to say.

I do not think the law should be changed to match an abstract theory. I
think it should be reformed step by step to deal with concrete and immediate
problems. I do not care if a law is "justified" by philosophical principles.
I only care if there are flaws/criticisms or not.

Maybe you could expound on what you mean more. I am not sure what exactly
you're espousing and what you're not espousing. How does one change the law
if not to match an abstract theory?

By identifying a flaw and making *one change* to address that flaw.

Making it match an abstract theory would be just rewriting the whole law, which is 
bound to introduce many new errors and problems while losing knowledge that 
existed in the old law.

On what basis do you recommend we choose
our step by step reforms? Was not the whole edifice of the modern U.S.
Federal government created by step by step "solutions" to concrete and
immediate "problems"?

Something like that, sometimes. Sometimes it addressed bad problems. 
Sometimes it had grand visions and skipped steps directly to an imaginary utopia, 
e.g. Prohibition.

Are you complaining that the Government is too large? The gradualist method, 
even if used, is not guaranteed to get good results. That's not the point of it. It can 
get good or bad results depending on the men who use it, and the quality of their 
ideas. Meanwhile the method of radical change will get bad results regardless. 



The gradualist method gives us a chance, not a problem free future.

Didn't they simply fail to follow the abstract
principle that the use of coercion for the benefit of the few is unjust,
bad, or whatever term you want to use? Isn't Liberalism in general an
abstract theory, not a a step-by-step program for dealing with concrete and
immediate problems?

Yes. Liberalism is not the name of any particular reform. I'm not trashing abstract 
theories generally, just the revolutionary method. They have their uses, but you 
don't just go straight from here to there with nothing in between.

Are you saying that analysis of something like the idea
of IP at this level is useless?

It's not useless to try to dream up an imaginary utopia where IP is handled 
perfectly. Thought experiments are great sources of critical insights.

But what's worse than useless -- actively destructive -- is to (rather literally) 
destroy the existing laws and the knowledge in them, to be replaced with new 
things written from scratch.

The new things are guaranteed to be full of problems. They haven't had the 
gradual elimination of errors and fixing of problems which is required for high 
quality, effective laws (or knowledge generally). Good laws are *extraordinarily 
complicated* and no one is wise enough to just write fresh replacements that will 
be better than what we have. Our laws contain more knowledge and wisdom than 
individual reformers. What reformers need to do is make a change and then 
*learn* about the consequences and then make a second change and so on. By 
learning between each step, they get a better idea of what later steps should be 
and can adjust instead of just follow their initial vision. Gradualism lets them 
correct mistakes in their own mind, while making progress, and while also trying 
to retain the parts of the laws that work, and minimizing unforeseen 
consequences.

I would argue that unless political action is based on broad abstract
principles, it inevitably becomes caught up in conflict over special
interests. That's all I'll say about that at this point.



Being "based on" principles as *guides* is completely different than changing a 
law to *match* an abstract theory. Matching an abstract theory means rewriting 
the whole thing (to match) and throwing out everything which doesn't match, but 
a *reform* merely based on an abstract idea can be a single change.

I think that abolishing IP would be a terrible idea even if no one has a
compelling argument for why IP is a great idea, and even if there are
seemingly rational arguments about why abolishing it would be wonderful.

Revolutionary changes don't work. They always create unforeseen problems.
And they always break things that were important and working well which
people had come to take for granted and didn't realize were non-trivial.

What we should do is fix some problems and see where that leads us. Maybe
we'll eventually end up with no IP. That wouldn't surprise me too much. But
I don't pretend that I can foresee the content of future knowledge. It's
important that as we start to make some changes to the IP system we *learn
new things* and then our future decisions should take into account those new
things we learned. That makes the future unpredictable.

I agree that revolutionary change should not be used. I don't see that as
precluding reliance on broad abstract principles to direct and justify
change. You say revolutionary change creates unforeseen problems. This is
true. But it is true of any change to complex systems involving many humans.

Revolutionary changes create *far more* unforeseen problems. The method of 
destroying existing knowledge always creates many problems: all the problems 
that that knowledge was addressing. Then whatever you put in its place may 
address some of those problems but it will also miss some.

When you merely adjust an existing thing, it's different. You're not automatically 
creating a large number of problems and hoping you're new thing will address all 
of them. You're only have to worry about replacing the functionality of the specific 
thing you're changing.

And that is exactly why policy based on achieving particular ends doesn't
work. Which is why you can't fix such problems one at a time. Instead, you
have to set up just systems and allow people to adapt. If politics is about



achieving solutions to problems, all you will have is a perpetual series of
problems caused by coercion. Instead you have to construct systems that are
just and allow people to adjust to solve their own problems. That means the
systems cannot be based on achieving expected outcomes.

If I understand your intent right, you're advocating Popper's principle as espoused 
in BoI. Rather than entrench particular rulers or policies, we need a system which 
can deal with errors -- e.g. by replacing bad rulers and bad policies.

The important thing for a political system is not which policies (or expected 
outcomes) are in power now, or at any particular time, but that mistakes can be 
corrected.

All this is to say that I agree that change needs to be gradual, but I
disagree that it works to "fix some problems and see where that leads us"
without reliance on non-teleological principles.

One needs to have explanatory theories to judge what is a "problem" or not. What 
is a "problem" is a matter of interpretation according to one's philosophy or 
worldview.

So that kind of narrow minded focus being criticized is actually impossible. 
Anyone who claims he has no broader ideas simply holds his interpretative 
principles subconsciously/unconsciously/secretly and is thus hiding them from 
critical discussion.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 3, 2011 at 2:07 PM

On Sat, Sep 3, 2011 at 12:48 PM, Elliot Temple <curi@curi.us> wrote:
But what's worse than useless -- actively destructive -- is to (rather
literally) destroy the existing laws and the knowledge in them, to be
replaced with new things written from scratch.

This principle applies to software development as well. According to
Spolsky, the single worst strategic mistake a software company can make
is to decide to rewrite the code from scratch. [1] I actually think
there are worse mistakes, such as building only software that nobody
wants, but rewriting from scratch is pretty high up on the list.

[1] Joel Spolsky, "Things You Should Never Do (Part 1)" (April, 2000)
http://www.joelonsoftware.com/articles/fog0000000069.html

http://www.joelonsoftware.com/articles/fog0000000069.html


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Gradualism (was: Guiding Abstract Principles)
Date: September 3, 2011 at 2:41 PM

On Sep 3, 2011, at 11:07 AM, Josh Jordan wrote:

On Sat, Sep 3, 2011 at 12:48 PM, Elliot Temple <curi@curi.us> wrote:
But what's worse than useless -- actively destructive -- is to (rather
literally) destroy the existing laws and the knowledge in them, to be
replaced with new things written from scratch.

This principle applies to software development as well.

Yes, because software contains knowledge.

The primary skill software developers need, and the primary difficulty of the 
profession, is *organizing knowledge* well. Most individual pieces -- the smallest 
building blocks -- of complex software written today are not complicated, but 
putting everything together is hard. And even when there are some really hard 
parts, only a small minority of programmers deal with them.

Most software development beyond small beginner projects has as its hardest 
task "managing complexity", or in other words organizing knowledge.

According to
Spolsky, the single worst strategic mistake a software company can make
is to decide to rewrite the code from scratch. [1] I actually think
there are worse mistakes, such as building only software that nobody
wants, but rewriting from scratch is pretty high up on the list.

There are interesting reasons that tempt companies to rewrite. One is that it can 
become hard to hire programmers to work on code in old languages. The price 
can go up and up as few programmers want to learn those old languages and 
then maintain that old codebase. Yet it's hard to imagine that paying 50% higher 
salaries would be worse than rewriting one of those massive old systems from 
scratch, or that it wouldn't be sufficient to attract some above average 
programmers.

Another reason for rewrites is that something is small, so there isn't much to lose. 
Sometimes companies even write something as a "prototype" in a language like 



Ruby or Python, with the intent to then rewrite in, say, Java, using the prototype 
to help guide development.

Rewriting can definitely be educational. If you make a hobby project and then 
rewrite it three times you can learn a lot from the experience. You can see what 
bugs you introduce in new versions that weren't in old versions. You can see what 
it's like trying to implement your vision of the perfect way to do it -- and then later, 
after you learn more, making a new "perfect vision" and rewriting again. But you 
can also learn just fine -- perhaps, often, better -- from making a hobby project 
then altering and improving it, and then altering it again, with no rewrites.

One thing that's hard to make incremental improvements with is changing a 
software to a new language on a new platform. But there are still things to do 
other than rewrite:

- you can write an automatic code translator which takes the old code and 
converts it to the new language. You could then use that as the starting point for 
the new version which is quite different than starting from scratch. (What if the 
code is unsuitable for this in some way? Well as incremental steps you could go 
through the existing code areas, one by one, and make them more suitable.)

- you can add modern features to the old language. It's not that hard to write a 
simple lisp interpreter in pretty much any language. If you can do that, you can do 
other things as well to suit your needs.

- you can separate different parts of your software system into separate 
executable programs. Want to add a new feature to analyze some data? Have 
the old software write a data file and invoke a new program in a modern language 
to do the new feature.

The really important thing is the amount of knowledge in the software. The more 
there is, the worse a rewrite is.

Sometimes people claim to get "stuck": the code is so bad there's no way to fix it 
step by step and it needs to be redone. This is a serious mistake. It's not possible 
to get stuck in this way. There are always ways to make incremental 
improvements. This fact applies not only to software but also Governments and 



everything else.

When people say thins kind of thing, one has to wonder: if that organization 
messed it up, and then doesn't know how to fix it, why do they think they are 
competent to make a new one from scratch, which is even harder than making 
incremental improvements to the current one (which they are failing at)?

-- Elliot Temple
http://beginningofinfinity.com/interview

http://beginningofinfinity.com/interview


From: Westmiller@aol.com
Subject: [BoI] Re: Traditionalism and Piecemealedness
Date: September 3, 2011 at 3:47 PM

Elliot Temple writes:
... They *thought* [slavery] was working just  fine and they *thought* it

was critical to their financial success. But on both  counts they were
mistaken. It was not working fine but harming themselves. And  it was not making
them richer but poorer.

I suspect the slaveholders would consider you insane. Slave labor was
clearly less expensive than voluntary labor and they had profited  enormously
for decades, through many generations. Moreover, they considered  slavery
moral and righteous, as evidenced by their holy texts and religious  beliefs.
While you might be able to offer a rational argument against the  practice, I
doubt that they would have any interest in listening.

Of course, I would agree with your argument that the practice was
ultimately destructive and harmful to both slaveholders and slaves. The problem  
is
that coercion *does* work, in the short term. It requires the least amount
of  effort to obtain the greatest benefit. All that's required is superior
force:  might makes right.

... Because they are hurting themselves -- according to their own  value
system, btw -- they have reason to listen to reason ...

The challenge has always been to persuade someone to discount short-term
pragmatism in light of long-term (and somewhat abstract) benefits. People
are inclined to rely on the obvious utility of coercion, particularly  when
the evident harm falls on others, to their obvious benefit. Stealing is
easier and faster than earning.

... It's sad. And it's quite different than the inherent
conflict-of-interest picture you are presenting. There are no inherent conflicts  of
interest here. Changes can be made which are better for everyone.

The problem is that they have no reason to consider reasons for different
conduct until after they experience the long-term negative consequences  of
their acts. The short-term and obvious benefits they experience are  reason



enough to continue the practice, for as long as they can. More often  than
not, the only way to gain their attention is by superior force that
precludes profiting from their coercion.

... If "your own purpose" is to abolish slavery, then you are  endorsing
the principle of buying slaves to abolish slavery. That's no  endorsement of
slavery.

Good ends don't justify bad means. The slaveholder has no right to
compensation for terminating his oppression of others. Buying people for a  good
purpose is no different than buying people for a bad purpose.

... Well one would be sort of endorsing the status of the former  slave
holders as innocents to be treated leniently instead of, say, killed. But
that's alright. If you can treat them as innocents and still solve the problem
 then that is better. It's better they not be hurt (not top priority, but a
 nice-to-have).

You seem to be suggesting that it's better to treat the guilty as innocent
... and reward them for their coercive conduct to boot. Remember that
government  doesn't have any money of its own. It must coerce others to pay 
money
- causing  them injury - in order to "compensate" the guilty for their
loss.

Yeah. Not ideal. But they didn't understand the issues well enough  (e.g.
that the slaveholders were harming themselves) to persuade the South. So,
due to their ignorance, they had to use cruder methods.

If everyone was always smart and rational, there would be no need for
government force to secure rights. All that's required is human omniscience and
infallibility. Hmmm: if only men were gods?

BTW: There are several anarcho-capitalist science fiction writers who posit
 a libertarian utopia in which all humans recognize their errors before
they are  committed and never violate anyone's rights. It's a struggle to
maintain  a suspension of disbelief when reading their works.

Bill



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Gradualism (was: Guiding Abstract Principles)
Date: September 3, 2011 at 5:25 PM

2011/9/3 Elliot Temple <curi@curi.us>

Sometimes people claim to get "stuck": the code is so bad there's no way to
fix it step by step and it needs to be redone. This is a serious mistake.
It's not possible to get stuck in this way. There are always ways to make
incremental improvements. This fact applies not only to software but also
Governments and everything else.

When people say thins kind of thing, one has to wonder: if that
organization messed it up, and then doesn't know how to fix it, why do they
think they are competent to make a new one from scratch, which is even
harder than making incremental improvements to the current one (which they
are failing at)?

That's an interesting application of the piecemeal improvement, but I'm not
sure if redoing something really is revolutionary.

When people decide to redo something they don't throw all their existing
ideas away. Rather they backtrack in hopes of correcting mistakes everywhere
else, if that might in fact be causing the problem they are having.

From the outside it really does look like they start over, but in reality
they use the same ideas as before and try to correct them. It's just another
form of trying to correct mistakes.

Redoing sometimes makes sense because past mistakes might have created
something which is now very hard to understand and correct.

Also, what do you think should be done in this scenario:

One writes some code for some project, he gets stuck, forgets about the
whole thing and returns 2 years later. He remembers the thing he was trying
to make and wants to have it again - unfortunately he has no clue what his
old program was doing.



Should he start from the beginning, or try to understand what his 1000 line
program is doing and try to correct it?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Gradualism (was: Guiding Abstract Principles)
Date: September 3, 2011 at 6:04 PM

On Sep 3, 2011, at 2:25 PM, Matjaž Leonardis wrote:

2011/9/3 Elliot Temple <curi@curi.us>

Sometimes people claim to get "stuck": the code is so bad there's no way to
fix it step by step and it needs to be redone. This is a serious mistake.
It's not possible to get stuck in this way. There are always ways to make
incremental improvements. This fact applies not only to software but also
Governments and everything else.

When people say thins kind of thing, one has to wonder: if that
organization messed it up, and then doesn't know how to fix it, why do they
think they are competent to make a new one from scratch, which is even
harder than making incremental improvements to the current one (which they
are failing at)?

That's an interesting application of the piecemeal improvement, but I'm not
sure if redoing something really is revolutionary.

When people decide to redo something they don't throw all their existing
ideas away. Rather they backtrack in hopes of correcting mistakes everywhere
else, if that might in fact be causing the problem they are having.

From the outside it really does look like they start over, but in reality
they use the same ideas as before and try to correct them. It's just another
form of trying to correct mistakes.

No. Large software projects are sufficiently large -- and written by many different 
people -- that no one has the whole thing in their head. Some parts were written 
by people who no longer work there. The rewrite process will recreate and redo 
tons of stuff. And if they didn't want some significant changes they wouldn't be 
doing it in the first place.

What's going on is they mistakenly believe that redoing the existing knowledge 



will somehow make the new features easier to add. In short, they will indeed get 
(small) gains there while also suffering huge losses, and will come out way 
behind.

Maybe you're imagining a small project built by 3 people who still remember 
everything. And even then, if they've spent a year on it, and it's still just the 3 of 
them, they should not rewrite and waste another year. There's no advantage to 
rewriting. Incremental improvement will do everything they want, faster and 
easier. I'm not sure if you're familiar with software development terminology. Not 
rewriting doesn't mean you don't edit existing code. It doesn't mean you don't 
spend days refactoring and deleting. It doesn't mean you don't isolate some 
functionality into a library and then later redesign and rewrite that individual, small 
library (keeping the same public API).

Redoing sometimes makes sense because past mistakes might have created
something which is now very hard to understand and correct.

No, it's better and easier to untangle it. To put this another way: why rewrite the 
parts that aren't broken? And why ever have a state of the code where it doesn't 
work?

When you go for the massive rewrite, it means all the new features you add 
cannot be delivered to customers until the whole rewrite is done. That's really 
bad.

It means trying to write a ton of code with no good way to know if you're doing it 
right or wrong. That is hard to understand and correct. What's much easier to 
understand and correct is you set up tests for some area of the code, then make 
a change, and then see if the tests still pass and the output still works. 
Incremental change makes it so much easier to catch mistakes as they happen.

Did you know you can change the structure of code without changing what it 
does? You can reorganize it. And you can also change what code does without 
restructuring it. And it's easier to separate these steps. To do them, one at a time, 
as incremental change, not at the same time as a rewrite implies. There are no 
limits to what incremental change can accomplish.



The beginning of infinity is about how we can make unlimited improvement by the 
incremental method. It's not about starting over back at the beginning. Problems 
are inevitable and no abandoning existing knowledge can ever change that. 
Science is the progression of misconceptions to better misconceptions. You're not 
supposed to get disheartened at some point and want all the problems to go 
away, and wish for a life without misconceptions, and then throw away a lot of 
stuff for being imperfect or hard to work with. That's not problem solving it's 
utopian fantasizing.

The fact is that as hard as going forward is, deleting the unsatisfactory stuff 
doesn't suddenly give you the skill or knowledge to make something better than 
what you couldn't improve.

Also, what do you think should be done in this scenario:

One writes some code for some project, he gets stuck, forgets about the
whole thing and returns 2 years later. He remembers the thing he was trying
to make and wants to have it again - unfortunately he has no clue what his
old program was doing.

This has nothing to do with the software development discussion about large, 
valuable projects which are in use.

You've basically suggested that you should rewrite from scratch things with 
negative value -- those which are currently serving no purpose and more 
expensive to dust off than to throw away. That's true but not relevant.

Personal pet projects which are so small they can be written by one person in a 
week have a tiny cost of throwing them out, maybe $2000. Even a single good 
programmer for a year of development is only, say, a $100,000 value. Throwing 
away $100,000 is small compared to things like paying higher salaries to get 
people to work with older languages. The opposition to rewrites in software 
development is for significant projects where there is a significant amount of 
knowledge (and money) to lose. No one cares if you want to throw out something 
that wasn't worth much anyway (though even still, why not keep the value? if 
something is worth even one month of programmer time, say, then one guy can 
put a fair amount of time into fixing it up and still come out ahead)

Microsoft word should not get a rewrite. Nor OS X. Nor windows. Nor Facebook. 
Nor google search. Nor gmail. Nor twitter. Nor webkit. Nor netscape way back 



then. Or perl... (the perl 6 rewrite started back in 2000. oops) And so on.

And when it comes to the law, it's a big deal that has had a lot of work put into it. 
It has more knowledge than any of the software projects I mentioned.

You have to know how much knowledge is in stuff and what's worth respecting. 
Don't rewrite anything important but do whatever you want with stuff that is not 
important.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 4, 2011 at 12:06 AM

On Sep 3, 2:36 am, "tom.harrigan" <tom.harri...@gmail.com> wrote:
Well, I was under the impression that multiversal particles are
fungible until there is an event that causes differentiation i.e. a
measurement.

That would be very odd. Suppose we detect an interference pattern,
then turn the detector off, then on again. If the measurement causes
differentiation, then the photons would not go through two slits while
the detector is off? That seems to require some FTL communication
about the "state of the system".

In the absence of real differentiated objects (in whichever world),
there would be no photo-fungon to go through one slit and its anti-
photo-fungon to go through the other. To have that occur - resulting
in the detection of interference at a later point in time - seems to
require differentiation prior to either of them passing through the
slits.

I think that if there are 1000 distinct places a photon can hit a
detector in a double slit experiment, then 1000 distinct branches of
the multiverse are created each time it is performed.

I'm pretty sure it's been demonstrated that a *single* photon exhibits
interference. The actual pattern isn't evident until a larger set of
photons pass through the slits, but the effect occurs with each
individual photon.
http://en.wikipedia.org/wiki/Double-
slit_experiment#Interference_of_individual_particles

... the statement "the spin is Up AND Left" is strictly meaningless.

I'm not sure what you mean by AB /= BA, but I've often wondered why
spin is classified as binary. It would seem to me that any object
could have any axis of spin, even if a two-dimensional detector can
only detect the spin in one plane, labelled as either UP or DOWN.
However, that question relates to EPR, rather than two-slit. Since

http://en.wikipedia.org/wiki/Double-slit_experiment#Interference_of_individual_particles


each has it's own complications, I'd prefer to stick with the two-slit
quandries.

... Others will say it's meaningless to ask which instances of a fungible particle 
are which, or did what.

It might be superficial to enquire whether the it's the fungon or anti-
fungon that goes through the left or right slits, but it's not
meaningless to ask what event caused them to be distinguished from
each other in the first place.

... That seems more like virtual de-funging than real de-funging to me.

I'm almost embarrassed to admit that I understand that sentence. The
problem is that IF the distinction is only virtual, then how do two
virtual particles combine to create a *real* interference pattern? On
the other hand, if all photons are always fungible (undifferentiated),
then there can't be "interference", since that entails an interaction
between two different things.

... How do the various fungible instances remember that they are related,
and thus interfere? I guess they don't have to.

I hope someone corrects me if I'm wrong, but it's my understanding
that *only* two NON-fungible instances can create interference. If
they were fungible (i.e.: identical?), there would be no interference.
It doesn't require "memory" or "information storage", since both
instances are identical *except for their motion vector*. That's why
they arrive at the detector at the same time and interfere with each
other.

Bill



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 4, 2011 at 11:06 AM

On Sep 4, 5:06 am, Westmiller <westmil...@aol.com> wrote:
On Sep 3, 2:36 am, "tom.harrigan" <tom.harri...@gmail.com> wrote:

Well, I was under the impression that multiversal particles are
fungible until there is an event that causes differentiation i.e. a
measurement.

That would be very odd. Suppose we detect an interference pattern,
then turn the detector off, then on again. If the measurement causes
differentiation, then the photons would not go through two slits while
the detector is off? That seems to require some FTL communication
about the "state of the system".

If the photon goes through the double slit, then differentiation will
occur due to some other interaction, depending on the geometry of the
system.

In the absence of real differentiated objects (in whichever world),
there would be no photo-fungon to go through one slit and its anti-
photo-fungon to go through the other. To have that occur - resulting
in the detection of interference at a later point in time - seems to
require differentiation prior to either of them passing through the
slits.

Don't forget about "diversity in fungibility". I get the impression
that is a very important point. So, there is sufficient diversity for
the photon to pass through both slits (if you pardon the single-
universe terminology). In passing through the slits, nothing
irreversible has happened, and we still have no idea what branch of
the multiverse we are in. In fact, even after detection of the
interference pattern, we cannot know which path our photon took.

I think that if there are 1000 distinct places a photon can hit a
detector in a double slit experiment, then 1000 distinct branches of



the multiverse are created each time it is performed.

I'm pretty sure it's been demonstrated that a *single* photon exhibits
interference. The actual pattern isn't evident until a larger set of
photons pass through the slits, but the effect occurs with each
individual photon.http://en.wikipedia.org/wiki/Double-
slit_experiment#Interference_of_i...

Quantum mechanics calculates a probability function. If you could
"overlay" all the worlds that result from each run of the experiment,
you would see the whole probability function replicated, not just
individual spots. If this is not the case, then I have totally
misunderstood "Many Worlds", and moreover I don't see the point of it.

... the statement "the spin is Up AND Left" is strictly meaningless.

I'm not sure what you mean by AB /= BA, but I've often wondered why
spin is classified as binary. It would seem to me that any object
could have any axis of spin, even if a two-dimensional detector can
only detect the spin in one plane, labelled as either UP or DOWN.
However, that question relates to EPR, rather than two-slit. Since
each has it's own complications, I'd prefer to stick with the two-slit
quandries.

OK. "Which Slit" and "interference" are incompatible observables. If
you observe one of them, you cannot observe the other.

... Others will say it's meaningless to ask which instances of a fungible particle 
are which, or did what.

It might be superficial to enquire whether the it's the fungon or anti-
fungon that goes through the left or right slits, but it's not
meaningless to ask what event caused them to be distinguished from
each other in the first place.

I think it is meaningless. The photon is the photon until it

http://en.wikipedia.org/wiki/Double-slit_experiment#Interference_of_i


irreversibly interacts with something. In the meantime it behaves like
a photon.

... That seems more like virtual de-funging than real de-funging to me.

I'm almost embarrassed to admit that I understand that sentence. The
problem is that IF the distinction is only virtual, then how do two
virtual particles combine to create a *real* interference pattern? On
the other hand, if all photons are always fungible (undifferentiated),
then there can't be "interference", since that entails an interaction
between two different things.

The opposite view might be that interference is what defines identity.
There can't be anything special about the double-slit that "causes"
interference, it simply "reveals" it. Interference must be an
intrinsic property of a multiversal particle. It's just that under
very particular circumstances we get to see it clearly. I wonfer if
"interference" is synonymous with "fungibility".

As for the embarrassing question of virtual de-funging, what I mean is
that while the evolution of a system is completely unitary, it is time
reversible.

... How do the various fungible instances remember that they are related,
and thus interfere? I guess they don't have to.

I hope someone corrects me if I'm wrong, but it's my understanding
that *only* two NON-fungible instances can create interference. If
they were fungible (i.e.: identical?), there would be no interference.
It doesn't require "memory" or "information storage", since both
instances are identical *except for their motion vector*. That's why
they arrive at the detector at the same time and interfere with each
other.

You could be right, but I had the idea that only fungible instances
could interfere. My new mantra is "identity=interference=fungibility".

My other new mantra is, "the multiverse is an interference



phenomenon".

Tom



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Traditionalism and Piecemealedness
Date: September 4, 2011 at 11:33 AM

On Sep 3, 12:47 pm, Westmil...@aol.com wrote:
Elliot Temple writes:

... They *thought* [slavery] was working just  fine and they *thought* it
was critical to their financial success. But on both  counts they were
mistaken. It was not working fine but harming themselves. And  it was not 
making
them richer but poorer.

I suspect the slaveholders would consider you insane. Slave labor was  
clearly less expensive than voluntary labor and they had profited  enormously
for decades, through many generations.

Not just the slaveholders, but most modern people. Nearly everyone
agrees that slavery was bad, but they think it was bad because it was
bad *for the slaves* (and of course it was). But very few would agree
that slavery was bad for the slaveholders.

This seems quite important, and I can't quite come up with an argument
that seems persuasive to me.

Specifically: How would a plantation owner in 1750 have been better
off not owning slaves than owning slaves? What argument could we make
to him that would have persuaded him it was in his own self interest
to abandon slave labor?

--Jason



From: agass@post.tau.ac.il
Cc: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Subject: Re: [BoI] Re: Traditionalism and Piecemealedness
Date: September 4, 2011 at 12:50 PM

that is very funny. the classical argument is in the preface to Smith's Wealth of 
Nations: who would suppose that putting workers in chains is icnentive to work.

joseph agassi

Quoting Jason <auvenj@gmail.com>:

On Sep 3, 12:47 pm, Westmil...@aol.com wrote:
Elliot Temple writes:
> ... They *thought* [slavery] was working just  fine and they *thought* it
was critical to their financial success. But on both  counts they were
mistaken. It was not working fine but harming themselves. And  it was not 
making
them richer but poorer.

I suspect the slaveholders would consider you insane. Slave labor was  
clearly less expensive than voluntary labor and they had profited  enormously
for decades, through many generations.

Not just the slaveholders, but most modern people. Nearly everyone
agrees that slavery was bad, but they think it was bad because it was
bad *for the slaves* (and of course it was). But very few would agree
that slavery was bad for the slaveholders.

This seems quite important, and I can't quite come up with an argument
that seems persuasive to me.

Specifically: How would a plantation owner in 1750 have been better
off not owning slaves than owning slaves? What argument could we make
to him that would have persuaded him it was in his own self interest
to abandon slave labor?

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: Re: [BoI] Traditionalism and Piecemealedness
Date: September 4, 2011 at 12:24 PM

On Sep 4, 2011, at 8:33 AM, Jason wrote:

On Sep 3, 12:47 pm, Westmil...@aol.com wrote:
Elliot Temple writes:

... They *thought* [slavery] was working just  fine and they *thought* it
was critical to their financial success. But on both  counts they were
mistaken. It was not working fine but harming themselves. And  it was not 
making
them richer but poorer.

I suspect the slaveholders would consider you insane. Slave labor was
clearly less expensive than voluntary labor and they had profited  enormously
for decades, through many generations.

Not just the slaveholders, but most modern people. Nearly everyone
agrees that slavery was bad, but they think it was bad because it was
bad *for the slaves* (and of course it was). But very few would agree
that slavery was bad for the slaveholders.

This seems quite important, and I can't quite come up with an argument
that seems persuasive to me.

Specifically: How would a plantation owner in 1750 have been better
off not owning slaves than owning slaves? What argument could we make
to him that would have persuaded him it was in his own self interest
to abandon slave labor?

Slavery was being subsidized, e.g. by the fugitive slave act. Slave owners were 
not paying the full costs of keeping their slaves.

In the presence of enough subsidy from the Government and society, slavery or 
anything else may well be "profitable".

So a better place to start is: convince non slave owners to stop subsidizing it, 



which is not in *their* economic interest.

You can google up articles like this:

http://www.lewrockwell.com/dilorenzo/dilorenzo29.html

This demonstrates that some economists think slavery doesn't work economically 
and provides several sources for finding more information. If you read those 
books, I hope you'll post summaries of the important parts.

But none of this addresses the argument *I* gave though: how can violence 
create wealth? You can violently destroy a TV but violence cannot build one.

So, the answer is something like, "the violence doesn't create the TV, it creates 
the employer/employee relationship". But why would violence do a good job of 
that either? It creates hate for the employer by the employee, brings up the issue 
of sabotage, encourages him not to use his mind to do a good job, and so on... 
Voluntary cooperation for mutual benefit was an available and better option.

Why would violence profit more? Violence is more expensive than cooperation 
and then you're dividing up a smaller amount of stuff created. And you still have 
to give them enough to live on, which is a lot of the total creation when it's really 
menial labor without much technology (and you can't entrust valuable technology 
to someone who hates you, and refuses to think much for your benefit, anyway).

How is violence supposed to come out ahead? What is the explanation for how 
that works? There is no answer and never has been one.

Here's an example illustration:

Slave way:

you buy a slave for $100. you spend $1 per day on violence to keep him your 
slave and keep him working. he creates $2 per day. you spend $0.5 feeding and 
housing him. you break even after 200 days and make $0.5 per day after that. 
For every 5 years, there's a 20% chance he escapes.

http://www.lewrockwell.com/dilorenzo/dilorenzo29.html


Free way:

You sign a contract for $0. You spend $0 per day on violence and $0 per day 
feeding him. He creates $3 per day. You pay him $2 per day in wages. You break 
even after 0 days and make $1 per day after that. For every 5 years, there's a 
20% chance he comes up with some innovation making you both an extra 20%.

How was slave economics ever supposed to win this kind of comparison? On the 
assumption that violence is dirt cheap and has no effect on production levels? 
That's just false. BTW if violence was dirt cheap people would have bought 
enough to prevent 99.9% of slaves from escaping and returning slaves wouldn't 
have been much of an issue. But historically they didn't do that. Why not? 
Because it cost too much.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Memes as a Memes of Communication: Why not communicate 
in memes?
Date: September 5, 2011 at 1:07 AM

On Aug 17, 2011, at 1:07 PM, Justin Mallone wrote:

On Aug 17, 2011, at 12:41 PM, Anonymous Person wrote:

On Wed, Aug 17, 2011 at 12:27 AM, Justin Mallone <justinceo@gmail.com> 
wrote:

On Aug 16, 2011, at 11:36 PM, Anonymous Person wrote:

On Tue, Aug 16, 2011 at 3:50 PM, Sean Maden <sean.maden@gmail.com> 
wrote:

What all of this comes down to is the question of what makes a
meme "fit" if memes are "adaptive" in the sense of memes being
selected for in the sense of Charles Darwin's theory of Natural
Selection (which predates any awareness of modern-day genetics work,
if one is to take his published works as an indication of the
inception of his theory into public awareness of this theory).

In BoI, David Deutsch identifies two things that make memes fit.

"Anti-rational" or "static" memes survive and breed by controlling
people, including disabling part of their creativity so that they have
"blind spots" and aren't able to rationally evaluate and criticize the
meme.

"Rational" or "dynamic" memes survive by being useful to people. They
have truth on their side.

What would cause people to adopt anti-rational/static memes in the first 
place, if they cause problems? Like, how does a meme get entrenched? Why 
don't people say "well that's dumb" and move on?

Static memes have evolved knowledge of how to prevent people from



saying "well that's dumb" or moving on. They have evolved knowledge of
how to spread to new people without being thought about critically.

How do they do it, exactly? I don't know. I don't have that knowledge.
It sometimes involves coercion and cruelty.

This seems like a hugely important explanatory gap. Isn't an account of how 
memes entrench themselves important to their viability as an explanation for 
human behavior? Without such an account, don't memes risk falling into the 
bundle of "easy to vary" explanations Deutsch criticizes in BoI? If not, what 
makes meme theory hard to vary as it currently stands?

You don't have to know everything to know something.

There is no tenable rival theory to Deutsch's meme theory. Nor is there any 
criticism of it, as far as it goes.

It doesn't tell us everything we might like to know? True! But nothing else does 
better. We don't know everything yet. So what?

One thing static meme theory does do is *explain why* we don't yet know the 
details you ask for. Static memes are *highly evolved*. They are more 
sophisticated knowledge -- more rigorously adapted to very high precision for 
what they do -- than science or liberalism or any of our most impressive 
achievements. So it's no wonder we don't understand all the details of how they 
work. We don't yet know enough to create or understand knowledge of that 
quality.

One unintuitive thing is static memes are a lot more flexible than the knowledge 
we're used to. It can feel almost like magic. You can change all sorts of stuff and 
they just keep working. All kinds of details change and yet the memes remain. 
We don't even know where to find the crucial "core" or what it is. We just know it's 
more sophisticated than we are.

This is a bit like comparing evolution as programmer to humans as programmers. 
We write code that is so much more fragile than evolution's code. We're used to a 
single mistake in the code often causing a whole program to crash. Little 
mistakes can lead to large errors. Evolution's programs are different. It's much 
more resistant to error. All kinds of things go wrong but animals usually keep 
functioning anyway rather than "crashing" (this is perhaps why people assume 



they must be intelligent).

As BoI talks about, people are so impressed by things like galaxies. But galaxies 
are not such a big deal. Not much knowledge there. Knowledge is so 
fundamental and powerful and important, and even matters to massive physical 
processes.

But static memes, those are something different. They aren't galaxies. They're 
small but they may well be the most advanced, sophisticated knowledge that 
exists in the universe. And they're kind of our enemies. They're extraordinarily 
dangerous, elusive, adaptable, and powerful. They do things we couldn't really 
begin to attempt like control humans (lots of the ways people manipulate each 
other use the groundwork laid by static memes, btw). We're so clumsy trying to 
persuade each other but static memes replicate very effectively.

Memes can be so hard to change. For example they cause homosexuality. 
People find it so difficult to even attempt to change memes like this that they 
despair and declare it genetic (imagining genetic traits are impossible to change, 
when actually they are much easier because there is less knowledge to 
overcome).

Or with psychiatry, people imagine there must be physical defects when people 
are especially "crazy". They don't realize that it's a matter of knowledge and static 
memes have the most knowledge. People like to blame genes when there is a lot 
of unknown knowledge involved but actually genes don't have enough knowledge 
to be the culprit. Of course with psychiatry it's not just memes in the "patients" 
that are relevant: often enough it's intolerant static memes in the psychiatrists 
enforcing conformity and fighting against the open society.

Memes are also behind people's ideas about marriage and parenting. Some of 
that stuff gets called "human nature". But the really hard to change stuff is not 
"human" (genetic) nature, it's due to memes which outclass genes. People 
correctly see that there must be some really major cause, but they incorrectly 
assume "major cause" means genes when it really means memes.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 5, 2011 at 4:01 AM

tom.harrigan writes:
... Quantum  mechanics calculates a probability function. If you could
"overlay" all  the worlds that result from each run of the experiment,
you would see  the whole probability function replicated, not just
individual  spots.

Which suggests that "Many Worlds" is just an analogy of quantum
probability.

... If this is not the case, then I have totally  misunderstood "Many
Worlds", and moreover I don't see the point of  it.

There's value in concretizing abstractions, even in fantasy. I'm not  sure
that this particular fantasy (and it must be that until we are able to
perceive other Worlds) enhances our understanding of the effect in question. It
isn't really a solution to the "problem", but rather a different way of
looking  at it.

... I [wonder] if "interference" is synonymous with  "fungibility".

Not the way I've read the descriptions. The two instances  of the photon
must be non-fungible (differentiated by their motion vectors) in  order for
the photon in one World to take a different path than the same photon  in
another World, which produces the interference pattern. If the two were
fungible, they would not interfere.

As noted earlier, that leaves open  the question of how or why the "fungon"
and "anti-fungon" eventually come to  exist in both Worlds, in order to
interfere with each other. They must still be  differentiated, since they
either combine to create a peak at one point or  cancel to create a trough at
another.

Bill



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Memes as a Memes of Communication: Why not communicate 
in memes?
Date: September 5, 2011 at 5:49 AM

On 17 August 2011 21:07, Justin Mallone <justinceo@gmail.com> wrote:

On Aug 17, 2011, at 12:41 PM, Anonymous Person wrote:

On Wed, Aug 17, 2011 at 12:27 AM, Justin Mallone <justinceo@gmail.com> 
wrote:

On Aug 16, 2011, at 11:36 PM, Anonymous Person wrote:

On Tue, Aug 16, 2011 at 3:50 PM, Sean Maden <sean.maden@gmail.com> 
wrote:

What all of this comes down to is the question of what makes a
meme "fit" if memes are "adaptive" in the sense of memes being
selected for in the sense of Charles Darwin's theory of Natural
Selection (which predates any awareness of modern-day genetics work,
if one is to take his published works as an indication of the
inception of his theory into public awareness of this theory).

In BoI, David Deutsch identifies two things that make memes fit.

"Anti-rational" or "static" memes survive and breed by controlling
people, including disabling part of their creativity so that they have
"blind spots" and aren't able to rationally evaluate and criticize the
meme.

"Rational" or "dynamic" memes survive by being useful to people. They
have truth on their side.

What would cause people to adopt anti-rational/static memes in the first 
place, if they cause problems? Like, how does a meme get entrenched? Why 
don't people say "well that's dumb" and move on?

Static memes have evolved knowledge of how to prevent people from
saying "well that's dumb" or moving on. They have evolved knowledge of



how to spread to new people without being thought about critically.

How do they do it, exactly? I don't know. I don't have that knowledge.
It sometimes involves coercion and cruelty.

This seems like a hugely important explanatory gap. Isn't an account of how 
memes entrench themselves important to their viability as an explanation for 
human behavior? Without such an account, don't memes risk falling into the 
bundle of "easy to vary" explanations Deutsch criticizes in BoI? If not, what 
makes meme theory hard to vary as it currently stands?

The theory does not yet explain exactly how anti-rational memes work.
It does explain some things about how they work: for example, they do
not survive by virtue of being good explanations. One consequence is
that you can point out that there is a problem with the
rationalisation that a person gives for a particular pattern of
behaviour and he will often keep doing it anyway without making any
attempt to find a better pattern of behaviour.

It can't be the case that such behaviour is genetic because if it was
genetic then the person would look for an alternative because nothing
would hold him back from doing it. The anti-rational meme adapts to
the new problem-situation and that's why the person doesn't look for
an alternative. Meme theory explains this, others don't. One unsolved
problem is that we don't know how anti-rational memes do this
adaptation, nor do we understand the circumstances under which they
fail to adapt and are discarded.

In addition it also explains some of the characteristics of rational
memes and why they flourish in dynamic societies, but not in static
societies. There are many people who seem to expect creativity to
flourish in places that are static societies in all but name: schools.
We know better than to expect that reforms short of making school
attendance voluntary will have a significant effect on that. But that
won't happen without significant changes in parents' ideas about their
children because many parenting ideas are anti-rational, e.g. -
punishment leads to good behaviour.

Alan



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Memes as a Memes of Communication: Why not communicate 
in memes?
Date: September 5, 2011 at 7:40 AM

On 17 Aug 2011, at 9:07pm, Justin Mallone wrote:

How do they do it, exactly? I don't know. I don't have that knowledge.
It sometimes involves coercion and cruelty.

This seems like a hugely important explanatory gap. Isn't an account of how 
memes entrench themselves important to their viability as an explanation for 
human behavior? Without such an account, don't memes risk falling into the 
bundle of "easy to vary" explanations Deutsch criticizes in BoI? If not, what 
makes meme theory hard to vary as it currently stands?

For instance, native speakers of a particular language behave very alike in many 
subtle ways -- i.e. both saying and listening, they can tell the difference between 
acceptable and unacceptable sentences in that language. They do not know 
*what* the rules they are following are, and will give demonstrably the wrong 
answer when asked, even after repeated corrections, but they follow them. An 
example I give in BoI is the rule for the use of the article 'the' in English. These 
rules are very different in different languages and hence cannot be inborn. They 
are consistent within a culture and hence must be culturally transmitted to 
children. No one knows how. But they are transmitted with enormous, but not 
perfect, fidelity (languages change, including their rules about articles -- for 
instance Latin had no articles but all Latin-derived languages today do).

Once we know the above (to which I know of no serious challenge), we know that 
the conditions for evolution exist, so we can apply the general theory of evolution 
of replicators, which has no current rivals either. Among other things, we can infer 
that the resulting behaviours will embody knowledge, and that this knowledge will 
often not be known to the holder qua person.

-- David Deutsch



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Re: Intellectual Property is Not Property
Date: September 5, 2011 at 7:45 AM

Mr Westmiller, please keep the context in which my statements are made in
mind when you reply to them. If you continue to take my statements
completely out of context and reply to them in a way irrelevant to the
actual argument, there will be no point in me replying further. Please keep
in mind that I am not just throwing out random complaints against IP but
replying to specific points, some of which are, presumably, responses to
specific points I have made.

On Sat, Sep 3, 2011 at 1:28 PM, <Westmiller@aol.com> wrote:

**
Abraham Lewis writes:

... Since the American Frontier didn't require anyone's effort to create
it, your example isn't relevant to your original claim.

My example was of prior claim as a legitimate element of ownership. In the
American Frontier, there were presumed (ignoring Indians) to be no prior
claims. Vacant (unowned) real property is not IP, except in the euphemistic
sense of an idea that has not been concretized.

This is irrelevant to my point for the very same reason that you just
quoted. Prior claim was never at issue. I will not restate the rest of that
paragraph.

...  There is absolutely no record of Homer having exclusive rights to
tell his poem ...<

My only assertion was that the attribution that persisted for millennia
demonstrated ancient respect for "ownership" of intellectual property. I'm
not denying that ownership of real property came first, nor that there was
any legal recognition of Homer's authorship attribution. I was only
responding to your claim that the concept of intellectual ownership was a
modern invention.



But here you are using "ownership" in a completely different way than you
are using it in your general defense of "IP". Since it does not confer any
of the "rights" you claim IP ownership entails, you can't claim that it's
the same idea. It would be like claiming that since people have looked at
the sun since pre-history, heliocentric models of the solar system have
always been believed.

... anyone who had created a particularly nice dish would have exclusive
rights to make and sell that

dish for one year. That is not the same idea as intellectual property, even
remotely.

Culinary novelties are more likely to be copyright than patent, but you may
have mischaracterized the scope of the Greek patents. They weren't purely
for culinary novelties, but for "all who should discover any new refinement
in luxury":
http://en.wikipedia.org/wiki/History_of_patent_law#Ancient_Greece

That quotation comes from Charles Anthon, and if you read him on the subject
(free to read on Google Books), as I have, you will see that his only cited
source is the Athenaeus quotation I provided in my last post. It makes none
of the other claims that Charles Anthon presumably added. This is probably
why the Wikipedia article you linked uses the phrase, "Charles
Anthon expanded on this..."

Again, my only point was that patents (or copyrights) are not a modern
invention, as you claim, but existed in antiquity.

And my response to that idea was already given in my previous post.

 Me>> However, even if it were a fact that IP claims were new, that alone
would not establish that the claims are illegitimate.

http://en.wikipedia.org/wiki/History_of_patent_law#Ancient_Greece


That is correct, but as I just pointed out in my last post, that's not
the argument I am making there. My argument is that since the idea of IP was
invented so much later than the idea of physical property (among other
reasons), the burden of proof is on demonstrating that they are the same
thing, if someone holds that position.

I don't think that an innovation (if IP is one) carries any more burden of
proof than an ancient practice.

Again, that is true, and again that is not the issue.

I haven't claimed that they are the "same thing", only that the ownership
characteristics are common to both.

But they cannot be, as I have already shown, as you cannot duplicate
physical objects in the same sense that you can information. And that is
what is at issue.

If you dispute the principles that establish ownership claims to
intellectual property, then you'll have a hard time defending the same
principles as legitimately establishing claims to real property.

I will not and I have not. I have already given my argument, which can be
expanded on, if necessary, but you have ignored it. Here it is, for
reference:

On Sat, Aug 20, 2011 at 1:23 PM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

It seems to me that the legitimate claim is to benefit from your
effort--*not* to prevent other people from benefitting from your effort.
With physical property, other people not being able to use or take your
stuff without your consent (not benefiting from your effort) is simply a
side-effect of the nature of physical property. Not so with ideas and
information.



I would say that if you say, build a hammer or grow a potato, and someone
comes and takes it from you with violence, you are morally justified in
resisting with violence or taking it back with violence, because they have
completely deprived you of the benefit of your labor. In contrast, if you
come up with a tune, and someone hears your tune and starts humming it
himself for his own enjoyment and the enjoyment of his friends, I would
argue that you are not morally justified in using violence to shut him up,
because he has deprived you of nothing that you already had. You are just as
free to hum your tune as before. I challenge you to demonstrate what he has
deprived you of without begging the question by assuming that you have some
right to control his use of the tune.

As a matter of fact, you did try to claim that he has deprived you of
something by "begging the question by assuming that you have some right to
control his use of the tune." See here:

On Sat, Aug 27, 2011 at 12:57 AM, <Westmiller@aol.com> wrote:

**
You are deprived of the fruits of your labor and the right to secure a
claim to that which you have created.

So this leaves us back at where we were on August 22:

On Mon, Aug 22, 2011 at 3:40 PM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

You say that you alone have the proper claim to duplicate the fruits of
your effort, but on what grounds do you make this claim? I have already
given an argument for why the nature of physical property endows physical
property rights (which, by the way, do *not* include the right to duplicate
since you can't duplicate physical property in the same sense you can
duplicate information) on its owner. I have shown that the same argument
does not apply to "IP" categories (at least not in the ways currently in
vogue).

At this point, for the argument to progress you need to provide an



alternate explanation of property rights that applies also to IP.



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Traditionalism and Piecemealedness
Date: September 5, 2011 at 12:02 PM

On Sep 4, 9:24 am, Elliot Temple <c...@curi.us> wrote:
Slavery was being subsidized, e.g. by the fugitive slave act. Slave owners were 
not paying the full costs of keeping their slaves.

In the presence of enough subsidy from the Government and society, slavery or 
anything else may well be "profitable".

So a better place to start is: convince non slave owners to stop subsidizing it, 
which is not in *their* economic interest.

This is a good explanation. It makes sense; I just had not thought of
it.

You can google up articles like this:

http://www.lewrockwell.com/dilorenzo/dilorenzo29.html

This demonstrates that some economists think slavery doesn't work 
economically and provides several sources for finding more information. If you 
read those books, I hope you'll post summaries of the important parts.

Yes, just like welfare and farm subsidies and government funded
research don't work economically either. This much we seem to agree
on.

But none of this addresses the argument *I* gave though: how can violence 
create wealth? You can violently destroy a TV but violence cannot build one.

Correct, it doesn't address your argument, and yours is the agrument
that's worth pressing.  While I can't say I openly disagree with it,
certainly not on an aggregate (societal) level, I am also not
completely convinced of it on an individual level for all individuals
and circumstances. But I'd like to be. At the individual level it's
not about creating wealth but rather transferring it, from the
victim(s) to the oppressor. In that context the reason I'm not
convinced is because it seems to yield conclusions in conflict with

http://www.lewrockwell.com/dilorenzo/dilorenzo29.html


the apparent economics, i.e.:
Slavery was bad, not just for the slaves or for the economy as a whole
but *for the slaveholders* specifically. Similarly...
Welfare is bad *for the welfare recipients*
Farm subsidies are bad *for the farmers*
Government funded research is bad *for the researchers*
etc...

Now, on the one hand if you are right and this is actually the case,
then it would seem to be capable of solving the public choice problem
of distributed costs and concentrated benefits. If government benefits
are actually bad for the benefit recipients, then the recipients can
eventually be convinced of this, and then an aweful lot of modern
thorny political problems get solved.
But on the other hand, I do not understand arguments for this that are
broadly persuasive. I have also not seen many welfare recipients
convinced to give up their welfare benefits *for their own good*...or
farmers...or researchers. Those few who do eschew such benefits
usually cite social reasons, i.e. "It makes everyone else better off
if I don't take this benefit, so I won't." Which doesn't refute the
argument...just means that if it's true, neither I nor many other
people actually understand it well enough to apply it.

Hence this thread.

So, the answer is something like, "the violence doesn't create the TV, it creates 
the employer/employee relationship". But why would violence do a good job of 
that either? It creates hate for the employer by the employee, brings up the 
issue of sabotage, encourages him not to use his mind to do a good job, and so 
on... Voluntary cooperation for mutual benefit was an available and better 
option.

Why would violence profit more? Violence is more expensive than cooperation 
and then you're dividing up a smaller amount of stuff created. And you still have 
to give them enough to live on, which is a lot of the total creation when it's really 
menial labor without much technology (and you can't entrust valuable 
technology to someone who hates you, and refuses to think much for your 
benefit, anyway).

How is violence supposed to come out ahead? What is the explanation for how 



that works? There is no answer and never has been one.

Violence is thought to come out ahead by transferring value created by
others to you. In the case of the slaveholders, you've convinced me
that the main source of value transferred was not actually the slaves,
but the rest of the free population, i.e. those who bore the cost of
things like the fugitive slave act. What I'm not yet convinced of, but
would like to be, is that the slaveholders themselves received net
negative value from the institution.

Here's an example illustration:

Slave way:

you buy a slave for $100. you spend $1 per day on violence to keep him your 
slave and keep him working. he creates $2 per day. you spend $0.5 feeding and 
housing him. you break even after 200 days and make $0.5 per day after that. 
For every 5 years, there's a 20% chance he escapes.

Free way:

You sign a contract for $0. You spend $0 per day on violence and $0 per day 
feeding him. He creates $3 per day. You pay him $2 per day in wages. You 
break even after 0 days and make $1 per day after that. For every 5 years, 
there's a 20% chance he comes up with some innovation making you both an 
extra 20%.

How was slave economics ever supposed to win this kind of comparison? On 
the assumption that violence is dirt cheap and has no effect on production 
levels? That's just false. BTW if violence was dirt cheap people would have 
bought enough to prevent 99.9% of slaves from escaping and returning slaves 
wouldn't have been much of an issue. But historically they didn't do that. Why 
not? Because it cost too much.

Your example omits the very subsity that you opened this message with.
Not changing the underlying economics of your example at all, just who
pays for some of it:

Slave way:



You buy a slave for $100. You spend $0.25 and the community spends $0.75 
(total $1) per day on violence to keep him your slave and keep him working. He 
creates $2 per day. You spend $0.5 feeding and housing him. You break even 
after 80 days and make $1.25 per day (and the community loses $.75 per day) 
after that. For every 5 years, there's a 20% chance he escapes.

Free way:

You sign a contract for $0. You spend $0 per day on violence and $0 per day 
feeding him. He creates $3 per day. You pay him $2 per day in wages. You 
break even after 0 days and make $1 per day after that. For every 5 years, 
there's a 20% chance he comes up with some innovation making you both an 
extra 20%.

The free way might still be better for the slave holder in this
example, but it's not so clear that it is. And relatively small
changes in the underlying assumptions could easily tilt the balance to
apparently be in favor of the slave way *for the slaveholder*. So what
else is there to the argument?

--Jason



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 5, 2011 at 12:15 PM

On Sat, Sep 3, 2011 at 11:18 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 20, 2011, at 12:55 AM, Abraham Lewis wrote:

On Fri, Aug 19, 2011 at 3:45 AM, Elliot Temple <curi@curi.us> wrote:

Now for the second thing I'd like to say.

I do not think the law should be changed to match an abstract theory. I
think it should be reformed step by step to deal with concrete and

immediate
problems. I do not care if a law is "justified" by philosophical

principles.
I only care if there are flaws/criticisms or not.

Maybe you could expound on what you mean more. I am not sure what exactly
you're espousing and what you're not espousing. How does one change the

law
if not to match an abstract theory?

By identifying a flaw and making *one change* to address that flaw.

But on what basis do you recommend we choose that one change? Shouldn't it
be in line with an abstract theory, ie. an explanation of how things work
and why?

What counts as "one change"? Would amending the Constitution of the U.S. to
remove the Federal power "To promote the Progress of Science and useful
Arts, by securing for limited Times to Authors and Inventors the exclusive
Right to their respective Writings and Discoveries" count as one change?



Making it match an abstract theory would be just rewriting the whole law,
which is bound to introduce many new errors and problems while losing
knowledge that existed in the old law.

Wouldn't making it match an abstract theory depend on what that theory says
about the existing law?

On what basis do you recommend we choose
our step by step reforms? Was not the whole edifice of the modern U.S.
Federal government created by step by step "solutions" to concrete and
immediate "problems"?

Something like that, sometimes. Sometimes it addressed bad problems.
Sometimes it had grand visions and skipped steps directly to an imaginary
utopia, e.g. Prohibition.

Are you complaining that the Government is too large? The gradualist
method, even if used, is not guaranteed to get good results. That's not the
point of it. It can get good or bad results depending on the men who use it,
and the quality of their ideas. Meanwhile the method of radical change will
get bad results regardless. The gradualist method gives us a chance, not a
problem free future.

Surely at some point laws must be repealed. Otherwise you simply pile laws
on top of laws. In such a system big government isn't just a possibility,
it's an inevitability. But if laws are repealed, how are we supposed to
repeal them? One at a time, moving backward through each problem we already
tried to solve? Or if the original law is fundamentally problematic, why
should we traverse a series of systems that we already know to be broken to
return to it?

Didn't they simply fail to follow the abstract
principle that the use of coercion for the benefit of the few is unjust,
bad, or whatever term you want to use? Isn't Liberalism in general an
abstract theory, not a a step-by-step program for dealing with concrete



and
immediate problems?

Yes. Liberalism is not the name of any particular reform. I'm not trashing
abstract theories generally, just the revolutionary method. They have their
uses, but you don't just go straight from here to there with nothing in
between.

So is there something that I was talking about that you take to be
revolutionary, or were you just using my post as a jumping-off point to a
criticism of revolutionary methods?

Are you saying that analysis of something like the idea
of IP at this level is useless?

It's not useless to try to dream up an imaginary utopia where IP is handled
perfectly. Thought experiments are great sources of critical insights.

But what's worse than useless -- actively destructive -- is to (rather
literally) destroy the existing laws and the knowledge in them, to be
replaced with new things written from scratch.

Sometimes we try laws and learn that they're wrong or don't work. You can't
generalize to say that laws in general always contain more knowledge than
the minds of people who want to replace them.

The new things are guaranteed to be full of problems. They haven't had the
gradual elimination of errors and fixing of problems which is required for
high quality, effective laws (or knowledge generally).

This is beginning to sound like the precautionary principle. Should we run
computer programs simply because they've been under development and use for
a long time? Or is the question of whether the program is trying to do
something that we need more important? Likewise, if we decide that a law is



trying to accomplish something that we don't want to accomplish, does it
make sense to keep it because it's been carefully developed to accomplish
that task, or to try and mitigate the problems that it has caused?

Good laws are *extraordinarily complicated*

I disagree. Complicated laws are bad because they are hard to understand,
hard to enforce, hard to follow, hard to judge, and each individual nuance
is likely to be a nuance that favors some at the expense of others. Good
laws are few and as simple as they can be, which is often fairly simple,
because they are based on "common law" and widely understood principles.

 and no one is wise enough to just write fresh replacements that will be
better than what we have.

Why do you say this? People can look at the existing laws and learn from
them. They are operating with the benefit of hindsight. In the case of
repealing laws, the vast majority of laws we already have some idea what it
would be like to not have that law.

Our laws contain more knowledge and wisdom than individual reformers. What
reformers need to do is make a change and then *learn* about the
consequences and then make a second change and so on. By learning between
each step, they get a better idea of what later steps should be and can
adjust instead of just follow their initial vision. Gradualism lets them
correct mistakes in their own mind, while making progress, and while also
trying to retain the parts of the laws that work, and minimizing unforeseen
consequences.

If people think an abstract principle is correct, what can they learn by
implementing something that is not that principle, or is a "compromise" with
a conflicting principle? It doesn't prove the abstract principle right or
wrong. The more complex a system of laws is, the easier it becomes to vary
explanations about how they work. If a law doesn't do what it's supposed to
do, is it because that law is flawed, or because any one of the other



relevant laws is distorting things? Simple theories for simple laws are
easier to falsify and easier to apply piecemeal changes to.

I would argue that unless political action is based on broad abstract
principles, it inevitably becomes caught up in conflict over special
interests. That's all I'll say about that at this point.

Being "based on" principles as *guides* is completely different than
changing a law to *match* an abstract theory.

It wasn't clear what exactly you were attacking because I hadn't advocated
*any* method of change. Discussion of abstract principles doesn't imply
anything more *than* using abstract principles as a guide for change.

Matching an abstract theory means rewriting the whole thing (to match) and
throwing out everything which doesn't match, but a *reform* merely based on
an abstract idea can be a single change.

What if the abstract idea is that the whole category of laws is misguided?

I think that abolishing IP would be a terrible idea even if no one has a
compelling argument for why IP is a great idea, and even if there are
seemingly rational arguments about why abolishing it would be wonderful.

Revolutionary changes don't work. They always create unforeseen
problems.

And they always break things that were important and working well which
people had come to take for granted and didn't realize were non-trivial.

What we should do is fix some problems and see where that leads us.
Maybe

we'll eventually end up with no IP. That wouldn't surprise me too much.
But

I don't pretend that I can foresee the content of future knowledge. It's



important that as we start to make some changes to the IP system we
*learn

new things* and then our future decisions should take into account those
new

things we learned. That makes the future unpredictable.

I agree that revolutionary change should not be used. I don't see that as
precluding reliance on broad abstract principles to direct and justify
change. You say revolutionary change creates unforeseen problems. This is
true. But it is true of any change to complex systems involving many

humans.

Revolutionary changes create *far more* unforeseen problems. The method of
destroying existing knowledge always creates many problems: all the problems
that that knowledge was addressing. Then whatever you put in its place may
address some of those problems but it will also miss some.

Many of the problems that systems of laws address are problems created by
other laws in that system.

When you merely adjust an existing thing, it's different. You're not
automatically creating a large number of problems and hoping you're new
thing will address all of them. You're only have to worry about replacing
the functionality of the specific thing you're changing.

Hoping the a new law will address all the problems? I don't think anyone
does that. Typically they get rid of laws because they think it's a bigger
problem than the problems it's supposedly fixing. But most problems don't
need coercion to be fixed, and therefore don't need laws. If the laws are
simple, clear, and based on sound principles, people can fix problems
themselves.

And that is exactly why policy based on achieving particular ends doesn't
work. Which is why you can't fix such problems one at a time. Instead,



you
have to set up just systems and allow people to adapt. If politics is

about
achieving solutions to problems, all you will have is a perpetual series

of
problems caused by coercion. Instead you have to construct systems that

are
just and allow people to adjust to solve their own problems. That means

the
systems cannot be based on achieving expected outcomes.

If I understand your intent right, you're advocating Popper's principle as
espoused in BoI. Rather than entrench particular rulers or policies, we need
a system which can deal with errors -- e.g. by replacing bad rulers and bad
policies.

The important thing for a political system is not which policies (or
expected outcomes) are in power now, or at any particular time, but that
mistakes can be corrected.

Most policies are mistakes, because they all carry coercion with them.

All this is to say that I agree that change needs to be gradual, but I
disagree that it works to "fix some problems and see where that leads us"
without reliance on non-teleological principles.

One needs to have explanatory theories to judge what is a "problem" or not.
What is a "problem" is a matter of interpretation according to one's
philosophy or worldview.

This seems like another reason why hanging on to laws that fix "problems"
isn't necessarily a good thing.

So that kind of narrow minded focus being criticized is actually
impossible. Anyone who claims he has no broader ideas simply holds his



interpretative principles subconsciously/unconsciously/secretly and is thus
hiding them from critical discussion.

I wasn't intending to talk about a narrow-minded focus, I think maybe you're
reading too much into what I was saying. I'm saying that laws intended to
"fix" "problems" in human behavior simply force people to behave
unpredictably, and cause more "problems". That's why making laws to fix
problems doesn't work. Instead laws have to be based on moral principles. If
laws can be criticized on moral grounds, it doesn't matter that they "fix
problems".



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Memes as a Memes of Communication: Why not communicate 
in memes?
Date: September 5, 2011 at 1:16 PM

On Sep 5, 2011, at 2:49 AM, Alan Forrester wrote:

On 17 August 2011 21:07, Justin Mallone <justinceo@gmail.com> wrote:

On Aug 17, 2011, at 12:41 PM, Anonymous Person wrote:

On Wed, Aug 17, 2011 at 12:27 AM, Justin Mallone <justinceo@gmail.com> 
wrote:

On Aug 16, 2011, at 11:36 PM, Anonymous Person wrote:

On Tue, Aug 16, 2011 at 3:50 PM, Sean Maden 
<sean.maden@gmail.com> wrote:

What all of this comes down to is the question of what makes a
meme "fit" if memes are "adaptive" in the sense of memes being
selected for in the sense of Charles Darwin's theory of Natural
Selection (which predates any awareness of modern-day genetics work,
if one is to take his published works as an indication of the
inception of his theory into public awareness of this theory).

In BoI, David Deutsch identifies two things that make memes fit.

"Anti-rational" or "static" memes survive and breed by controlling
people, including disabling part of their creativity so that they have
"blind spots" and aren't able to rationally evaluate and criticize the
meme.

"Rational" or "dynamic" memes survive by being useful to people. They
have truth on their side.

What would cause people to adopt anti-rational/static memes in the first 
place, if they cause problems? Like, how does a meme get entrenched? 
Why don't people say "well that's dumb" and move on?



Static memes have evolved knowledge of how to prevent people from
saying "well that's dumb" or moving on. They have evolved knowledge of
how to spread to new people without being thought about critically.

How do they do it, exactly? I don't know. I don't have that knowledge.
It sometimes involves coercion and cruelty.

This seems like a hugely important explanatory gap. Isn't an account of how 
memes entrench themselves important to their viability as an explanation for 
human behavior? Without such an account, don't memes risk falling into the 
bundle of "easy to vary" explanations Deutsch criticizes in BoI? If not, what 
makes meme theory hard to vary as it currently stands?

The theory does not yet explain exactly how anti-rational memes work.
It does explain some things about how they work: for example, they do
not survive by virtue of being good explanations. One consequence is
that you can point out that there is a problem with the
rationalisation that a person gives for a particular pattern of
behaviour and he will often keep doing it anyway without making any
attempt to find a better pattern of behaviour.

It can't be the case that such behaviour is genetic because if it was
genetic then the person would look for an alternative because nothing
would hold him back from doing it. The anti-rational meme adapts to
the new problem-situation and that's why the person doesn't look for
an alternative. Meme theory explains this, others don't. One unsolved
problem is that we don't know how anti-rational memes do this
adaptation, nor do we understand the circumstances under which they
fail to adapt and are discarded.

"The anti-rational meme adapts to the new problem-situation", in the sense of 
changing, is not necessary.

It could also have had knowledge in advance with reach to a variety of situations 
including this particular new one.

Genes can have knowledge with reach. So there is a gap in this argument.

In addition it also explains some of the characteristics of rational
memes and why they flourish in dynamic societies, but not in static



societies. There are many people who seem to expect creativity to
flourish in places that are static societies in all but name: schools.

Schools share some traits of static societies but not all.

The school environment has been undergoing pretty rapid change. It changes 
within a lifetime. Even, commonly, within a "school lifetime" -- the time it takes 
someone to go from preschool through graduate school or however far they go.

Maybe school doesn't usually change much within the 4 years you normally 
spend at most at one single school, though (in the American system, at least, you 
keep changing schools periodically). Changing during a 4 year period certainly 
does happen sometimes as ideas like "new math" get implemented.

We know better than to expect that reforms short of making school
attendance voluntary will have a significant effect on that. But that
won't happen without significant changes in parents' ideas about their
children because many parenting ideas are anti-rational, e.g. -
punishment leads to good behavior.

What "we" knows this? You and I, but not, I would think, most BoI readers, since 
BoI does not explain this (though it does cover some of the relevant knowledge 
that can help one understand this). I see most people understanding the coercive 
"education" issue as an important problem.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Westmiller@aol.com
Subject: [BoI] Re: Traditionalism and Piecemealedness
Date: September 5, 2011 at 4:09 PM

Elliot Temple write:
Slave owners were not paying the full costs of  keeping their slaves.

Just to clarify: I agree with all the ethical and  economic arguments
against slavery. It is necessarily coercive and destructive.  Nevertheless, I
don't think pragmatic arguments are persuasive to the  coercer.

The reality is that coercion *works* in the short term, for the  benefit of
the coercer, at the expense of the coerced. If that were not true,  people
wouldn't bother doing it. The history of the human race is replete with  the
"noble" pursuit of plunder, for the glory and profit of the most powerful
collective (family, tribe, race, or nation). That it must eventually fail is
a  truism that still hasn't been learned: "If I can get something for
nothing (just  a threat of force), I'll take it." That's the foundation of most
modern  governments.

Slavery was being subsidized, e.g. by the fugitive  slave act.

Remember that slavery wasn't confined to the South. Some of  our noblest
Founders, including Jefferson, owned many slaves. Lincoln's "Great
Emancipation" was more a war tactic than a principled edict and opposition to  
slavery
in the new states was primarily based on white racial hegemony (as the
article you cited notes).

How is violence supposed to come out  ahead?
What is the explanation for how that works?
There is no answer and never has been one.

Coercion is  always faster, cheaper, and easier than creation. As long as
you have the  "sanction of the victim" (the theme of Atlas Shrugged), people
will create  wealth that can be stolen. All it requires is the victim's
assent to a prolific  religious and social meme: "Sacrifice for The Greater
Good".

Bill



From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: Re: [BoI] Re: Traditionalism and Piecemealedness
Date: September 5, 2011 at 4:44 PM

On Mon, Sep 5, 2011 at 1:09 PM, <Westmiller@aol.com> wrote:

Elliot Temple write:
Slave owners were not paying the full costs of  keeping their slaves.

Just to clarify: I agree with all the ethical and  economic arguments
against slavery. It is necessarily coercive and destructive.  Nevertheless,
I
don't think pragmatic arguments are persuasive to the  coercer.

The reality is that coercion *works* in the short term, for the  benefit of
the coercer, at the expense of the coerced. If that were not true,  people
wouldn't bother doing it.

1. Do you think the judgment of coercers about their best interest is
infallible, contrary to good epistemology?

2. Do you think that if one wants sex, rape is a better solution than
learning how to pick up women? If so, would you argue for this position by
noting that many people rape women and that therefore it must cause a short
term benefit, or else people wouldn't do it? (i.e. "can one million rapists
be wrong?")



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Parental motivations
Date: September 5, 2011 at 11:52 PM

On Aug 23, 2011, at 5:05 AM, Jason wrote:

On Aug 22, 10:45 pm, Elliot Temple <c...@curi.us> wrote:
When you suggest to parents that children should have more freedom, and 
other things along those lines, they raise various objections. A standard 
example is, "If the child has more freedom, he might not go to bed at bedtime." 
Or maybe he'll eat candy until "hyperactive".

A rational person hearing this can easily make a false assumption: that the 
complaint is the child won't go to bed at bedtime *and then something bad will 
happen* (e.g. the child's growth will be scientistically stunted, he'll be tired and 
cranky, he'll make noise at 2am, the neighbors will disapprove, etc...)

The parents themselves will often offer some claims/justifications/excuses like 
this for why it would be bad. These are made up after the fact of desiring and 
enforcing bedtime, and accompanied by confabulation that they were 
considered in advance and self-deception that they are the current 
motivations.

That is not what parents are primarily worried about. They want to have a child 
that goes to bed at bedtime, regardless of whether there is any further issue or 
not. When they say, "What if my child doesn't go to bed at bedtime?" they 
mean it *literally* -- that itself would automatically be a problem to them.

So there's nothing deeper, nothing behind it.

Do you intend this statement to apply to all/almost all parents who
promulgate any notion of "bedtime" to their children, or only some?

If all or almost all, how do you know this to be the case?

It's very nearly all.

Anyone who knows better does not promulgate any notion of bedtime.



The rate of failure of the meme in the population is tiny. It's extremely well 
adapted.

And of the people it fails with, many do not have children. The most 
straightforward way to resist the meme, without knowing better, is to be alienated 
from a lot of memes and, by societal norms, pretty dysfunctional. General 
alienation (of a strong enough sort -- most peopled called "alienated" are much 
milder than I have in mind) can include this particular meme but also usually 
means no children.

Why wouldn't someone who knows better try to teach his child an improved 
variant of the bedtime idea? Because it's too dangerous. It's not known how to 
change memes like this to be safe. The only available, reasonable option is to try 
to avoid it as a whole; just don't do it.

In some harder cases, there is a "throwing the baby out with the bathwater" issue. 
Some memes are dangerous but play more important roles in life, so one could 
be more tempted to consider intentionally keeping them around. But there is no 
big loss in throwing out bedtime entirely.

What if someone wanted to take on bigger issue and conserve his energy for it, 
and consequently not deviate over smaller issues like bedtime, even if they are 
relatively easy? Bedtime is an easy one as these things go, but it's certainly not 
easy in absolute terms. Could he justify this as picking his battles? It's easy to 
make up pretty stories like that in abstract. It's easy to come up with 
rationalizations. I don't think a single case like that has ever happened with a 
good decision like that being made (for bedtime. good "picking your battles" 
decisions do get made for other stuff. e.g. Edmund Burke made some.)

Bear in mind that Deutsch's rational and anti-rational meme theory -- which is 
necessary to understanding this stuff in this way -- is only 10 or 20 years old. And 
only published a few months ago. So people haven't had a lot of opportunity to 
use it yet. And also Taking Children Seriously -- the philosophy that understands 
bedtime -- is 20 years old, and not well known.



How do I know this stuff? It is a good explanation. It has no rivals. I haven't really 
got any special evidence about bedtime that you won't also be familiar with. I 
have noticed the evidence which is easily available on TV and via other forms of 
media, as well as from parents one knows in person [1]. What makes the main 
difference, I think, is not finding better evidence but how one interprets the 
evidence he has. Everyone already knows about bedtime, if he cares to think 
about it.

One thing I do have, which you may or may not have, is experience arguing with 
parents firsthand and hearing the rationalizations and ad hoc excuses. This has 
given me opportunity to come up with various guesses about how parents will 
react to things I might say and to test my guesses. I've been able to hone my 
understanding of how parents think over time by trial and error. So I now have a 
mental model with knowledge in it, tuned to parents in our culture, and 
continuously checked/tested against every TV show, news story, and person as I 
encounter them.

One has to be careful. All sources of evidence can also be sources of error. They 
have distortions. TV is stylized, as are novels. Newspaper articles have biases 
and distortions too, though some different ones. Parents will often lie and instruct 
their children to lie (be on their "best behavior"). People often fool themselves and 
provide misleading accounts unintentionally, or sometimes intentionally.

As BoI explains, we can never just look and see what's really there. That doesn't 
just go for physical reality. It applies to gathering all sorts of evidence. We must 
always interpret according to ideas. We must come up with explanations about 
not only the underlying facts but also the distortions. There's always biases to 
deal with, which we must learn to understand.

As BoI explains that we can get "closer to reality" by imposing more things 
between us and what we're observing -- e.g. adding in a microscope -- so too we 
must interpose *interpretive theories* between ourselves and reality. In all cases 
it is knowledge that brings us "closer to reality" -- or fails to, if it is mistaken. So it 
doesn't really matter that the sources of evidence are not perfect and can 
potentially mislead. All evidence is like that anyway. What matters is the quality of 
one's interpretations -- how much knowledge they contain.



[1] By the way, bedtime disobedience has been used by parents to help justify 
lobotomy (see _Coercion as Cure_ by Szasz, p 153, p 168, for two separate 
examples). But of course it has. What in our culture could have stopped that from 
happening?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: [BoI] Rewriting Software and Laws (was Guiding Abstract Principles)
Date: September 6, 2011 at 12:50 AM

On Sat, Sep 3, 2011 at 11:37 PM, Josh Jordan <josh@joshjordan.name> wrote:

On Sat, Sep 3, 2011 at 12:48 PM, Elliot Temple <curi@curi.us> wrote:
But what's worse than useless -- actively destructive -- is to (rather
literally) destroy the existing laws and the knowledge in them, to be
replaced with new things written from scratch.

This principle applies to software development as well. According to
Spolsky, the single worst strategic mistake a software company can make
is to decide to rewrite the code from scratch. [1] I actually think
there are worse mistakes, such as building only software that nobody
wants, but rewriting from scratch is pretty high up on the list.

[1] Joel Spolsky, "Things You Should Never Do (Part 1)" (April, 2000)
http://www.joelonsoftware.com/articles/fog0000000069.html

The funny thing about trying to apply the principle in this article to the
idea of rewriting laws is that it gives a number of examples of old software
being superseded and replaced by new software that didn't share any code
with the software it replaced. And, of course, there are many other examples
in history. The question is: Is a rewrite of laws like a company putting the
development of their original software on hold so that they can rewrite it
from the ground up, or is it like a new company developing a competing
product? The answer is: Neither. The analogy fails. You definitely can't
pull this "Thing You Should Never Do" principle from it and apply it to
laws.

The article basically shows that rewriting software from the ground up
represents a huge opportunity cost, but it's not really talking about
rewriting sub-systems, it gives multiple examples of when large sections of
software can and should be rewritten, but most importantly, it's not talking
about when new software replaces old software, or when old software is
abandoned and new software is developed to meet new needs. For just one
example, it used to be that all 3d computer games used software renderers,
and now most 3d computer games only use hardware renderers. This is not

http://www.joelonsoftware.com/articles/fog0000000069.html


because software renderers were slowly evolved into hardware renderers, it's
because software renderers were applicable to the needs in their day and
hardware renderers are what is most useful now.

Likewise, if a set of laws were designed to accomplish something that is no
longer desirable, it doesn't make sense to change them piecemeal--you would
just end up with a long series of incoherent laws. Instead you replace them
with new laws designed to accomplish what you do want to accomplish and then
fix the problems that that creates, if you have to, because a new law with a
new purpose will not create the same problems that the old law created and
so retaining old laws to fix old problems doesn't make sense. If you have
to, you can bring back old laws to fix old problems once you see that
they're still problems. But, like I have said elsewhere, it is almost always
best to let people fix their own problems.



From: Westmiller@aol.com
Subject: [BoI] Re: Intellectual Property is Not Property
Date: September 6, 2011 at 3:35 PM

Abraham Lewis writes:
... you continue to take my statements  completely out of context ...

I'm not trying to be obtuse or evasive, I  just disagree with your
proposition. I've argued against some points you  made, which you now label as
irrelevant. Maybe we can agree on what points are  relevant:

... you cannot duplicate physical objects in the same  sense that you can
information. And that is what is at issue.

I agree. I  just don't agree that IP is "information", nor that the ease of
"duplication" is  a relevant characteristic of property.

An intellectual property claim is  an assertion regarding a specific,
concrete object. It is not a claim to  knowledge or facts, even if the claimant
is obliged to describe the object and  its purpose in asserting his claim. To
my mind, this is no different than  identifying yourself (to make claims to
your own body), or providing evidence  that you created or acquired a
physical object (claims to personal property), or  specifying the location and
extent of land (claims to real property).

I  agree that your body, your possessions, or your land are not the *same
thing*,  but they all belong to the category of things called property.
Likewise, the  novel objects you create are different, but still belong to the
category of  things called property. While you can't "duplicate" your body
(yet) or  "duplicate" land, you can duplicate physical objects. Whether or not
you can  claim ownership of new physical objects depends upon the ownership
of raw  materials and who exerted the effort to create those new objects.
The claim  doesn't depend on whether or not they can be duplicated.

...  Prior claim was never at issue.

So, we agree that first claim to an  object is relevant to establishing the
validity of property rights?

Re:  Homer's authorship attribution:



But here you are using "ownership" in a  completely different way
than you are using it in your general defense of "IP".

I was  only responding to your assertion that IP is a newer concept,
presumably making  it less credible than older claims to real or personal
property. You seemed to  have agreed that the newness of the claim isn't relevant
and I agreed that  attribution of ownership in ancient times may not have
conferred the same legal  rights as it does in modern times.

Me> You are deprived of the fruits  of your labor and the right to secure a
Me> claim to that which you have  created.

I don't think that's "begging the question", it's just stating  the
substance of any claim to property, whatever the nature of the property.  
However,
we may be skirting around the foundational issue of what *rights* are
legitimate relative to property, rather than the question of whether some
particular object *is* property. Thus, your assertion that an IP claim to a
composition violates the rights of someone to whistle that composition for their
own amusement.

We've touched on that issue, but haven't discussed it in  detail. I've said
that IP claims can be asserted or conceded, just like any  other property
claim, solely at the discretion of the owner.

For example,  I own a quarter acre of residential property. I concede to
any civil person the  right to walk on my real property, provided they don't
damage the improvements.  That concession is implicit in the fact that I have
a sidewalk to my door.  If I chose to do so (ignoring any provision of
law), I could inform visitors  that I do NOT concede that claim and will use
physical force to evict them  if they trespass.

Likewise, I may publish or produce a composition while  conceding claims to
casual reproduction for personal use or a performance for  personal
amusement ... while still retaining the right to profit from the sale  of that
reproduction or admission to that performance. Generally, those kind of
concessions are integrated into some form of common use contract, usually
specified in law and invoked by the use of specific symbols (c).

If you  consider that aspect of the issue relevant, we can discuss it



further.

Bill



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fallibilism
Date: September 6, 2011 at 3:43 PM

We all make mistakes. Lots of mistakes. We are fallible.

Fallible means capable of mistakes or errors. Fallibilism is the philosophy which 
recognize mistakes as not only possible but commonplace.

People are not perfect. And they cannot be perfect. That's impossible. What they 
can do is improve indefinitely.

A good life involves progress. Get better. Know more. But there's no stopping 
point.

Perfection would be a stopping point beyond which further progress is impossible. 
This makes ideas about perfection pessimistic: they are offering a limit on what 
can be achieved.

The optimistic and true view is that there is no limit. Unlimited progress is a good 
thing, and it implies there is no perfection to be attained.

We do not need to be perfect. What we need is to solve our problems.

To solve a problem always requires a limited amount of work. We do something 
with some amount of precision or effectiveness, and that is good enough to solve 
the problem to our satisfaction. Being perfect isn't an issue in our lives.

For example, I might want a new computer in order to play a game that my 
current computer can't play. To solve my problem, I do not need a perfect 
computer. I just need one good enough for this new game.

I won't want the very minimum for the game to run at all. Then I won't be able to 
use the top graphical settings or the new features added in an update to the 
game. And I better have some extra in case I want to run other programs at the 
same time, like audio chat software to talk to other players.

The problem is a little harder than just playing the new game. I need to be able to 
play the new game and also use the computer in other routine ways. But so 
what? A computer that's twice as powerful as the game needs would solve the 
entire problem.



I definitely don't need a perfect computer.

Other problems are similar. Suppose I want a pet dog. Does it need to have 
perfect breeding? Nope. It doesn't have to be perfect to fetch, go for walks, and 
so on. Whatever I want from a pet, my problem will be solved with a pet that good 
and no better.

Human problems are always limited. The possibilities in life are unbounded but 
our desires are bounded. That is, our desires right now. Once we finish with our 
current problems we'll come up with new ones.

Our fallibility is not a curse. It's harmless. We don't need perfection to deal with 
our limited problems. All we need is the possibility of improving -- by correcting 
some of our mistakes -- so that we can face and solve new and better problems 
too, ad infinitum.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Fallibilism
Date: September 6, 2011 at 5:54 PM

The upside of fallibilism. A random thought on the positive function of mistakes 
and misunderstandings. And culture clash.

Imagine if all lessons, instructions, theories, traditions and practices were passed 
on from generation to generation without any mistakes or misunderstandings, so 
no questions had to be asked for clarification etc.

Nothing would change. There would be no progress.

Mistakes can be seen as a form of mutation of ideas, generating some variation.

The same applies to culture clash which also introduced variation.

Then next essential is a mode of selection other than killing or ostracism of the 
pepole who have different ("mistaken")  ideas!

RC

PS  More related to Elliot's take on perfection, some people have huge problems 
with writing because their first drafts are not good enough. They are inhibited by 
the knowledge that the first form of a sentence in their head is not perfect so 
instead of just getting it down and then improving, they get writers block. 



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Re: Intellectual Property is Not Property
Date: September 7, 2011 at 5:44 AM

On Wed, Sep 7, 2011 at 1:05 AM, <Westmiller@aol.com> wrote:

Abraham Lewis writes:
... you continue to take my statements  completely out of context ...

I'm not trying to be obtuse or evasive, I  just disagree with your
proposition. I've argued against some points you  made, which you now label
as
irrelevant. Maybe we can agree on what points are  relevant:

I wasn't saying the subject was irrelevant; I was saying that your reply was
irrelevant because it wasn't engaging the argument I was making with that
point.

... you cannot duplicate physical objects in the same  sense that you can
information. And that is what is at issue.

I agree. I  just don't agree that IP is "information", nor that the ease of
"duplication" is  a relevant characteristic of property.

This is simply an issue of semantics. Whenever I use the term "information"
in this discussion, just substitute "whatever it is that is covered by the
concept of IP" if you have to.

It is not *ease* of duplication, but whether something can be duplicated at
all. IP can be duplicated, physical objects cannot. You say that they can,
but in the those cases, what is being duplicated is *iniformation* not the
physical objects themselves. Suppose there's a sculpture in gold. You would
say that that's a concrete instantiation and therefore covered by IP.
Whenever light hits that sculpture, it "picks up" information about that
sculpture and carries it to anything capable of extracting information from
light, like an eye, or a camera, etc. If someone were to see that sculpture,
and reconstruct a precise design of it from memory on his computer, and



start distributing it against the will of the author, that would be a
violation of the author's copyright, even though the computer design would
literally have nothing in common other than an abstract structure, ie.
information. Furthermore, if someone downloaded those designs, it would not
provide them with a copy of the object, until they provided their own gold.
Now, if someone did take gold and start making copies of that sculpture and
distributing them without the author's permission, that would be a violation
of copyright, but no more than the design, because, while the copyright
claim *requires* a concrete instantiation, the *claim* is on the information
that is instantiated, not the instantiation itself. So, information and IP
can be copied and duplicated, and physical objects cannot, except in the
sense that the information present in them can be copied to another physical
object.

An intellectual property claim is  an assertion regarding a specific,
concrete object. It is not a claim to  knowledge or facts, even if the
claimant
is obliged to describe the object and  its purpose in asserting his claim.
To
my mind, this is no different than  identifying yourself (to make claims to
your own body), or providing evidence  that you created or acquired a
physical object (claims to personal property), or  specifying the location
and
extent of land (claims to real property).

These are the same because they all are ways of identifying something.
However, identifying something is only necessary to establish ownership, it
is not sufficient. That is why people do it, because it's necessary, not
because it's sufficient.

I  agree that your body, your possessions, or your land are not the *same
thing*,  but they all belong to the category of things called property.
Likewise, the  novel objects you create are different, but still belong to
the
category of  things called property. While you can't "duplicate" your body
(yet) or  "duplicate" land, you can duplicate physical objects. Whether or
not
you can  claim ownership of new physical objects depends upon the ownership



of raw  materials and who exerted the effort to create those new objects.
The claim  doesn't depend on whether or not they can be duplicated.

If the claim doesn't cover duplication, as I have argued, then "intellectual
property" is meaningless. I have provided an argument for why ownership
should cover the rights it covers in physical property and not duplication,
you have not yet provided an argument for why it provides rights over
duplication.

...  Prior claim was never at issue.

So, we agree that first claim to an  object is relevant to establishing the
validity of property rights?

Yes, of someone's specific property rights over that object. But again, it
is necessary, not sufficient.

Re:  Homer's authorship attribution:
But here you are using "ownership" in a  completely different way
than you are using it in your general defense of "IP".

I was  only responding to your assertion that IP is a newer concept,
presumably making  it less credible than older claims to real or personal
property.

Not presumably. I have specifically denied that argument multiple times. The
point is and always has been that physical property exists as a concept so
distinctly from IP that it existed for thousands of years without IP being
thought of.

You seemed to  have agreed that the newness of the claim isn't relevant
and I agreed that  attribution of ownership in ancient times may not have
conferred the same legal  rights as it does in modern times.



It wasn't attributions of ownership. Ownership of *physical objects* did
confer largely the same legal rights then as it does now, so clearly they
didn't think the people in question "owned" their dishes. They didn't use
that terminology, in the text we have. The sole right to sell the dish was
an award given by the state so that people might be "induced to labour at
excelling in such pursuits," as the text clearly states. We don't provide
people with physical property rights because the state wants to induce us to
a specific behavior, but because we can't rationally expect people to
passively lose the benefit that they have labored for.

Me> You are deprived of the fruits  of your labor and the right to secure a
Me> claim to that which you have  created.

I don't think that's "begging the question", it's just stating  the
substance of any claim to property, whatever the nature of the property.
 However,
we may be skirting around the foundational issue of what *rights* are
legitimate relative to property, rather than the question of whether some
particular object *is* property. Thus, your assertion that an IP claim to a
composition violates the rights of someone to whistle that composition for
their
own amusement.

We've touched on that issue, but haven't discussed it in  detail. I've said
that IP claims can be asserted or conceded, just like any  other property
claim, solely at the discretion of the owner.

And I agree. But we are disagreeing over what claims a person has to
property. (Or whether IP is property. But those are really the same issue
because IP can only be distinguished from physical property in the assertion
of new rights that owners of mere physical property can't possibly use.)

For example,  I own a quarter acre of residential property. I concede to
any civil person the  right to walk on my real property, provided they
don't



damage the improvements.  That concession is implicit in the fact that I
have
a sidewalk to my door.  If I chose to do so (ignoring any provision of
law), I could inform visitors  that I do NOT concede that claim and will
use
physical force to evict them  if they trespass.

Likewise, I may publish or produce a composition while  conceding claims to
casual reproduction for personal use or a performance for  personal
amusement ... while still retaining the right to profit from the sale  of
that
reproduction or admission to that performance. Generally, those kind of
concessions are integrated into some form of common use contract, usually
specified in law and invoked by the use of specific symbols (c).

If you  consider that aspect of the issue relevant, we can discuss it
further.

I don't consider it relevant. My contention would be that "IP owners" don't
have those rights to begin with, so they can't concede them.



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Intellectual Property is Not Property
Date: September 7, 2011 at 6:02 AM

On Fri, Aug 19, 2011 at 3:45 AM, Elliot Temple <curi@curi.us> wrote:

What we should do is fix some problems and see where that leads us. Maybe
we'll eventually end up with no IP. That wouldn't surprise me too much. But
I don't pretend that I can foresee the content of future knowledge. It's
important that as we start to make some changes to the IP system we *learn
new things* and then our future decisions should take into account those new
things we learned. That makes the future unpredictable.

I have been meaning to say this for a while, but I keep forgetting. I
actually think IP may be abolished in practice (at least at the individual
level) within a few decades without any significant changes in laws. I don't
think that means that we, as a matter of principle, shouldn't change laws to
match abstract theories, but I do think that it might make that question not
matter in this case. However, I do think abstract principled criticism of IP
would be an important contributor to both routes to change.



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: [BoI] Twin studies (was : Re: [BoI] Elon Musk on Parenting and 
Nature/Nurture)
Date: September 7, 2011 at 7:27 AM

2011/8/24 Elliot Temple <curi@curi.us>

This is gross scientism of the type BoI criticized. It's just as bad as the
heritability twin studies, the bogus neuroscience for "mental illness" (such
as "depression"), and so on. But, as happens the minority of the time, this
is scientism being used to advocate something that happens to be true.

Just out of curiosity, what are the specific arguments one could use against
conclusions and conduct of twin studies?

Also, what are the examples of explanations, that are equally good or better
than the ones usually given (genetic influence), are still consistent with
the results of twin studies and yet assert something dramatically different
about reality?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Twin studies
Date: September 7, 2011 at 1:15 PM

On Sep 7, 2011, at 4:27 AM, Matjaž Leonardis wrote:

2011/8/24 Elliot Temple <curi@curi.us>

This is gross scientism of the type BoI criticized. It's just as bad as the
heritability twin studies, the bogus neuroscience for "mental illness" (such
as "depression"), and so on. But, as happens the minority of the time, this
is scientism being used to advocate something that happens to be true.

Just out of curiosity, what are the specific arguments one could use against
conclusions and conduct of twin studies?

Also, what are the examples of explanations, that are equally good or better
than the ones usually given (genetic influence), are still consistent with
the results of twin studies and yet assert something dramatically different
about reality?

"Genetic influence" is not an explanation. What is the mechanism of influence?

For the rest:

http://cscs.umich.edu/~crshalizi/weblog/520.html

Note for example:

If there are correlation between genes and environments, or there are 
interactions between genetic contributions and environmental ones, then all bets 
are off.

Gene-meme interactions exist. Lots of them. For example, taller people receive 
more encouragement to play basketball. As do males.

-- Elliot Temple
http://curi.us/

http://cscs.umich.edu/~crshalizi/weblog/520.html
http://curi.us/


From: William in France <william.skyvington@gmail.com>
Subject: [BoI] Re: Fallibilism
Date: September 7, 2011 at 3:36 PM

Here in France, the movie Habemus Papam has just had its avant-
première… and it has got me thinking. Because of the dogma of papal
infallibility, a pope would run into problems—no matter how much he
admires modern science and philosophy—if he tried to be Popperian. On
the other hand, it should in practice be possible for lesser prelates
and priests, not to mention ordinary parishioners, to be perfect
Popperians. It would be good, n'est-ce pas, if the Vatican were to
take steps to remove this dichotomy.

-- William Skyvington
http://skyvington.blogspot.com

http://skyvington.blogspot.com/


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Re: Fallibilism
Date: September 8, 2011 at 12:02 AM

On Thu, Sep 8, 2011 at 1:06 AM, William in France <
william.skyvington@gmail.com> wrote:

Here in France, the movie Habemus Papam has just had its avant-
première… and it has got me thinking. Because of the dogma of papal
infallibility, a pope would run into problems—no matter how much he
admires modern science and philosophy—if he tried to be Popperian. On
the other hand, it should in practice be possible for lesser prelates
and priests, not to mention ordinary parishioners, to be perfect
Popperians. It would be good, n'est-ce pas, if the Vatican were to
take steps to remove this dichotomy.

I am not an expert on Papal Infallibility, but it seems to me that Popperian
Fallibility is not completely incompatible with Papal Infallibility and its
ilk. As I understand Popperian Fallibility's primary claim is that knowledge
need not and cannot be infallible--ie. certainly true. But as I understand
Papal Infallibility, the claim is that certain official pronouncements of
the Pope cannot be (morally or factually) wrong. But this would not
necessarily provide certainty, even for the Pope, for some of the same
reasons used to argue for Popperian uncertainty--eg. even the Pope's own
interpretation of his pronouncement could be mistaken in some way, since the
pronouncement (I assume) comes from God, not the Pope himself.

Just for the record, I do not believe in Papal Infallibility, but I have
been thinking about the interplay between Popperian Fallibility and
different concepts of authority.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Fallibilism
Date: September 8, 2011 at 12:26 AM

On Wed, Sep 7, 2011 at 9:02 PM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Thu, Sep 8, 2011 at 1:06 AM, William in France
<william.skyvington@gmail.com> wrote:

Here in France, the movie Habemus Papam has just had its avant-
première… and it has got me thinking. Because of the dogma of papal
infallibility, a pope would run into problems—no matter how much he
admires modern science and philosophy—if he tried to be Popperian. On
the other hand, it should in practice be possible for lesser prelates
and priests, not to mention ordinary parishioners, to be perfect
Popperians. It would be good, n'est-ce pas, if the Vatican were to
take steps to remove this dichotomy.

I am not an expert on Papal Infallibility, but it seems to me that Popperian
Fallibility is not completely incompatible with Papal Infallibility and its
ilk. As I understand Popperian Fallibility's primary claim is that knowledge
need not and cannot be infallible--ie. certainly true. But as I understand
Papal Infallibility, the claim is that certain official pronouncements of
the Pope cannot be (morally or factually) wrong. But this would not
necessarily provide certainty, even for the Pope, for some of the same
reasons used to argue for Popperian uncertainty--eg. even the Pope's own
interpretation of his pronouncement could be mistaken in some way, since the
pronouncement (I assume) comes from God, not the Pope himself.
Just for the record, I do not believe in Papal Infallibility, but I have
been thinking about the interplay between Popperian Fallibility and
different concepts of authority.

This conceives of fallibility as a *rule* or perhaps *logical
principle*, which one is obliged to accept because it is literally
true, but for which one can look for loopholes and exceptions.

Fallibility is better seen as an *attitude* which is *good* (in
addition to true) so one *should not want* to try to circumvent it. It
is something to embrace broadly, including the spirit of it, rather
than something to split hairs about and try to limit.



Fallibility says we can make mistakes. Even Popes can make mistakes.
Mistakes are possible not just in one aspect of Popal actions but
every aspect. The attitude of fallibility is contrary to the attitude
of Popal Infallibility.

We should always expect error ("problems are inevitable") and try to
do something about it ("problems are soluble"). We should always be
striving to live in ways which are resilient to error, rather than
looking for reasons to claim error won't happen. We should not shy
away from questioning authority (because it may be mistaken), and
should not give people reasons and excuses to mindlessly accept
pronouncements.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 8, 2011 at 1:18 AM

On Mon, Sep 5, 2011 at 9:15 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Sat, Sep 3, 2011 at 11:18 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 20, 2011, at 12:55 AM, Abraham Lewis wrote:

On Fri, Aug 19, 2011 at 3:45 AM, Elliot Temple <curi@curi.us> wrote:

Now for the second thing I'd like to say.

I do not think the law should be changed to match an abstract theory. I
think it should be reformed step by step to deal with concrete and
immediate
problems. I do not care if a law is "justified" by philosophical
principles.
I only care if there are flaws/criticisms or not.

Maybe you could expound on what you mean more. I am not sure what
exactly
you're espousing and what you're not espousing. How does one change the
law
if not to match an abstract theory?

By identifying a flaw and making *one change* to address that flaw.

But on what basis do you recommend we choose that one change? Shouldn't it
be in line with an abstract theory, ie. an explanation of how things work
and why?
What counts as "one change"? Would amending the Constitution of the U.S. to
remove the Federal power "To promote the Progress of Science and useful
Arts, by securing for limited Times to Authors and Inventors the exclusive
Right to their respective Writings and Discoveries" count as one change?

It doesn't matter what "one change" is. The point of going step by



step is that one can learn things and change course at each step. It
provides the opportunity to back out or adjust. It means we don't need
perfect foresight. This can be accomplished with a variety of
conceptions of what "one change" is.

Making it match an abstract theory would be just rewriting the whole law,
which is bound to introduce many new errors and problems while losing
knowledge that existed in the old law.

Wouldn't making it match an abstract theory depend on what that theory says
about the existing law?

It doesn't really qualify as an *abstract* theory if it's about how to
modify a concrete, existing law.

The important thing is not terminology but piecemeal improvement
rather than imagining a utopia and trying to replace the current
situation with the vision of perfection.

While the usual mistake is to try to replace the status quo with a
utopia, it's also bad to replace it with a non-utopia. The status quo
has knowledge and getting rid of all that knowlege will do harm.

On what basis do you recommend we choose
our step by step reforms? Was not the whole edifice of the modern U.S.
Federal government created by step by step "solutions" to concrete and
immediate "problems"?

Something like that, sometimes. Sometimes it addressed bad problems.
Sometimes it had grand visions and skipped steps directly to an imaginary
utopia, e.g. Prohibition.

Are you complaining that the Government is too large? The gradualist
method, even if used, is not guaranteed to get good results. That's not the
point of it. It can get good or bad results depending on the men who use it,
and the quality of their ideas. Meanwhile the method of radical change will
get bad results regardless. The gradualist method gives us a chance, not a
problem free future.

Surely at some point laws must be repealed. Otherwise you simply pile laws



on top of laws. In such a system big government isn't just a possibility,
it's an inevitability. But if laws are repealed, how are we supposed to
repeal them? One at a time, moving backward through each problem we 
already
tried to solve? Or if the original law is fundamentally problematic, why
should we traverse a series of systems that we already know to be broken to
return to it?

Many individual laws are small enough that repealing them could be a
reasonable single step.

But not all of them. For example social security is too big to simply
repeal. It needs some kind of plan for transitioning away from it and
mitigating the harm to people who planned for receiving social
security checks in the future.

Groups of laws also commonly come under consideration, such as all the
laws about intellectual property. One can make piecemeal progress in
the area of intellectual property by changing or repealing individual
laws. But repealing all of them at once would be a bad idea. And still
one must be careful. Law abiding companies spend millions of dollars
to buy intellectual property. They have done nothing wrong and should
be harmed as little as possible.

Failing to predict the future conditions of the market is a good
reason for a company to lose money. But failing to predict changes to
the law, in general, should not be a reason companies lose money. It's
inevitable for that to happen some but it should be minimized. The
purpose of changes to the law is to improve things going forward for
everyone, not to change the relative status of current people and
companies.

Didn't they simply fail to follow the abstract
principle that the use of coercion for the benefit of the few is unjust,
bad, or whatever term you want to use? Isn't Liberalism in general an
abstract theory, not a a step-by-step program for dealing with concrete
and
immediate problems?



Yes. Liberalism is not the name of any particular reform. I'm not trashing
abstract theories generally, just the revolutionary method. They have their
uses, but you don't just go straight from here to there with nothing in
between.

So is there something that I was talking about that you take to be
revolutionary, or were you just using my post as a jumping-off point to a
criticism of revolutionary methods?

Are you saying that analysis of something like the idea
of IP at this level is useless?

It's not useless to try to dream up an imaginary utopia where IP is
handled perfectly. Thought experiments are great sources of critical
insights.

But what's worse than useless -- actively destructive -- is to (rather
literally) destroy the existing laws and the knowledge in them, to be
replaced with new things written from scratch.

Sometimes we try laws and learn that they're wrong or don't work. You can't
generalize to say that laws in general always contain more knowledge than
the minds of people who want to replace them.

Our system of law does contain more knowledge than your mind or my
mind. That is a matter of quantity not status or authority. It is a
mistake to analyze disputes in terms of which party has more
authority.

Just because our political institutions have a lot of total knowledge
does not mean they know more about any single issue, or that they are
right in any disagreement. Recognizing the knowledge in our society is
important for having some humility and not being a utopian
revolutionary, but it would be a mistake to interpret it as authority
and defer to it.

It's the same as how a parent may know more than his kid *in general*
-- and there is no harm in acknowledging that and having some respect
for it -- but that isn't really relevant to the argument they are



having right now. Only relevant knowledge is relevant to the current
disagreement, and disputes are not to be arbitrated by quantity of
knowledge, nor by status nor authority, but only by the substance of
the ideas under consideration.

The new things are guaranteed to be full of problems. They haven't had the
gradual elimination of errors and fixing of problems which is required for
high quality, effective laws (or knowledge generally).

This is beginning to sound like the precautionary principle. Should we run
computer programs simply because they've been under development and use 
for
a long time? Or is the question of whether the program is trying to do
something that we need more important? Likewise, if we decide that a law is
trying to accomplish something that we don't want to accomplish, does it
make sense to keep it because it's been carefully developed to accomplish
that task, or to try and mitigate the problems that it has caused?

Good laws are *extraordinarily complicated*

I disagree. Complicated laws are bad because they are hard to understand,
hard to enforce, hard to follow, hard to judge, and each individual nuance
is likely to be a nuance that favors some at the expense of others. Good
laws are few and as simple as they can be, which is often fairly simple,
because they are based on "common law" and widely understood principles.

Good societies are complicated. The complexity of the background
knowledge -- including the English language itself, as well as "common
sense" -- helps enable simplicity of the presentation of some laws.

Law is a complicated topic. Just ask any judge or lawyer about their
studies. There is a lot to know. Making it simpler and better will
involve *more knowledge* not less. It will involve more complexity,
but also better organization of where the complexity is so people
usually don't have to deal with it.



Matching an abstract theory means rewriting the whole thing (to match) and
throwing out everything which doesn't match, but a *reform* merely based on
an abstract idea can be a single change.

What if the abstract idea is that the whole category of laws is misguided?

In general, misguided laws still *do things*. So getting rid of them
will cause disruption. For example, it will harm people whose
lifestyle makes use of the law. For significant categories of
misguided law -- say, food stamps -- a transition is necessary for
their removal to address the harm that removing it would do.

One has to think carefully about both the intended and unintended
consequences of laws and changes to those laws. And still, for the big
stuff, that isn't enough. One will miss stuff. So the general
principle (which is not always the politically feasible thing) is to
find the *smallest/safest coherent improvement* that one is most
confident of and do that to begin, then do that again, then again
(each time evaluating the current situation, rather than planning them
all in advance).

When you merely adjust an existing thing, it's different. You're not
automatically creating a large number of problems and hoping you're new
thing will address all of them. You're only have to worry about replacing
the functionality of the specific thing you're changing.

Hoping the a new law will address all the problems? I don't think anyone
does that. Typically they get rid of laws because they think it's a bigger
problem than the problems it's supposedly fixing. But most problems don't
need coercion to be fixed, and therefore don't need laws. If the laws are
simple, clear, and based on sound principles, people can fix problems
themselves.

Just because a problem does not *need* coercion or law *in principle*
does not mean that getting rid of a law will be an improvement. What
we need is knowledge. If the knowledge for dealing with the problem
without law or coercion does not exist yet, then getting rid of the
law will do harm.



Most policies are mistakes, because they all carry coercion with them.

They (e.g. victimless crime laws) are mistakes in the ultimate scheme
of things. One day we'll have something better. It doesn't mean they
are all mistakes now. They might be the best idea we have so far for
addressing some issue.

All our ideas are mistakes in the ultimate scheme of things. Our
physics is not perfect. Nor our epistemology. Nor our language. Nor
our morality.

Progress is a progression of mistakes and misconceptions, from one to
the next, with infinite more always ahead of us.

Instead laws have to be based on moral principles. If laws can be criticized on 
moral grounds, it doesn't matter that they "fix problems".

I think most moral principles *should not* be laws. For example I
think it is immoral how "friends" and spouses commonly invade each
other's privacy and pressure each other to share secrets. But I do not
want law to regulate this.

I have moral objections to all laws which punish people for anything
whatsoever. It harms them. That's bad. The justice system ought, I
think, focus purely on defense which never requires punishment and
rarely requires hurting anyone already in custody in any way.

Does that mean we can ignore whether or not our existing system of
criminal punishments addresses  ("fixes") any problems, and simply
abolish it all? No.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Traditionalism and Piecemealedness
Date: September 8, 2011 at 1:58 AM

On Mon, Sep 5, 2011 at 9:02 AM, Jason <auvenj@gmail.com> wrote:

On Sep 4, 9:24 am, Elliot Temple <c...@curi.us> wrote:
Slavery was being subsidized, e.g. by the fugitive slave act. Slave owners 
were not paying the full costs of keeping their slaves.

In the presence of enough subsidy from the Government and society, slavery 
or anything else may well be "profitable".

So a better place to start is: convince non slave owners to stop subsidizing it, 
which is not in *their* economic interest.

This is a good explanation. It makes sense; I just had not thought of
it.

You can google up articles like this:

http://www.lewrockwell.com/dilorenzo/dilorenzo29.html

This demonstrates that some economists think slavery doesn't work 
economically and provides several sources for finding more information. If you 
read those books, I hope you'll post summaries of the important parts.

Yes, just like welfare and farm subsidies and government funded
research don't work economically either. This much we seem to agree
on.

But none of this addresses the argument *I* gave though: how can violence 
create wealth? You can violently destroy a TV but violence cannot build one.

Correct, it doesn't address your argument, and yours is the agrument
that's worth pressing.  While I can't say I openly disagree with it,
certainly not on an aggregate (societal) level, I am also not
completely convinced of it on an individual level for all individuals
and circumstances. But I'd like to be. At the individual level it's
not about creating wealth but rather transferring it, from the

http://www.lewrockwell.com/dilorenzo/dilorenzo29.html


victim(s) to the oppressor.

So the question is: should one be a looter?

I think this has already been answered satisfactorily (in Atlas
Shrugged) but I'll try addressing it anyway.

In that context the reason I'm not
convinced is because it seems to yield conclusions in conflict with
the apparent economics, i.e.:
Slavery was bad, not just for the slaves or for the economy as a whole
but *for the slaveholders* specifically. Similarly...
Welfare is bad *for the welfare recipients*
Farm subsidies are bad *for the farmers*
Government funded research is bad *for the researchers*
etc...

In Atlas Shrugged, consider the railroad subsidies and regulations,
sought by James Taggart, and aimed at propping up and benefitting his
railroad in particular. Were they good or bad for him?

Or consider the state science institute and Dr Robert Stadler. Did he
benefit or suffer?

Even early in the story, before the collapse, the approach to life of
the looters was not benefitting them.

Consider the single law which shut down the Phoenix-Durango line.
Dagny and James disagreed about it. They both worked at the same
railroad company and their economic interests were aligned. James
thought it would benefit them, and Dagny thought they would be better
off without it, and that doing business in that way was destroying the
company. Who was right?

What about real life transcontinental railroads in US history? The
short version of the story goes like this: the ones that took
Government money went bankrupt and the one that did not want
Government money thrived.



http://en.wikipedia.org/wiki/James_J._Hill

"The Great Northern was the first transcontinental built without
public money and just a few land grants and was one of the few
transcontinental railroads not to go bankrupt." (That makes the point
but in my understanding all the other ones that came first with
Government money went bankrupt, the Great Northern was the first
transcontinental success.)

This is not some kind of bizarre coincidence. Morality exists and has
concrete consequences.

Now, on the one hand if you are right and this is actually the case,
then it would seem to be capable of solving the public choice problem
of distributed costs and concentrated benefits. If government benefits
are actually bad for the benefit recipients, then the recipients can
eventually be convinced of this, and then an aweful lot of modern
thorny political problems get solved.
But on the other hand, I do not understand arguments for this that are
broadly persuasive. I have also not seen many welfare recipients
convinced to give up their welfare benefits *for their own good*

You've seen that sometimes, haven't you? People voluntarily choose to
get off welfare even though they could stay on it longer. They do not
want to be looters. They think that self respect would help them more
than Government money. Often this works out well for them.

...or
farmers...or researchers. Those few who do eschew such benefits
usually cite social reasons, i.e. "It makes everyone else better off
if I don't take this benefit, so I won't." Which doesn't refute the
argument...just means that if it's true, neither I nor many other
people actually understand it well enough to apply it.

Hence this thread.

One of the general purpose arguments Rand gave, in The Fountainhead,
was that looting is a second handed lifestyle. The theme of the book
is that all second handed lifestyles are bad (for the person doing

http://en.wikipedia.org/wiki/James_J._Hill


them). I found her argument persuasive. Do you see a flaw?

So, the answer is something like, "the violence doesn't create the TV, it creates 
the employer/employee relationship". But why would violence do a good job of 
that either? It creates hate for the employer by the employee, brings up the 
issue of sabotage, encourages him not to use his mind to do a good job, and 
so on... Voluntary cooperation for mutual benefit was an available and better 
option.

Why would violence profit more? Violence is more expensive than cooperation 
and then you're dividing up a smaller amount of stuff created. And you still 
have to give them enough to live on, which is a lot of the total creation when 
it's really menial labor without much technology (and you can't entrust valuable 
technology to someone who hates you, and refuses to think much for your 
benefit, anyway).

How is violence supposed to come out ahead? What is the explanation for how 
that works? There is no answer and never has been one.

Violence is thought to come out ahead by transferring value created by
others to you. In the case of the slaveholders, you've convinced me
that the main source of value transferred was not actually the slaves,
but the rest of the free population, i.e. those who bore the cost of
things like the fugitive slave act. What I'm not yet convinced of, but
would like to be, is that the slaveholders themselves received net
negative value from the institution.

There are various hidden costs. For example, what if people learn
better and stop subsidizing slavery? That is an economic risk.

By buying slaves, one sets himself up in opposition to progress. He
puts himself in a situation to want to delay progress. He creates a
conflict of interest between himself and others. Conflicts of interest
are bad to create; they hamper cooperation; cooperation and progress
are beneficial. How many missed opportunities are there when you cause
a conflict of interest and inhibit cooperation? It's hard to quantify
but there is an economic cost there.

Besides the straightforward economic costs there are other costs, e.g.
conflicts of interest are *unpleasant*, as is hurting people. And



being a slave owner may make the best thinkers of the day less
inclined to answer your letters, while also encouraging the wrong sort
of people to interact with you more (and buying the slaves, and hiring
the taskmasters, and keeping up to date on the latest techniques,
involves more interaction with the wrong sort of people).

The conflict of interest with the people helping enslave your slaves
is not the only one. There is also, of course, the conflict of
interest with the slaves themselves. Concretely, they might kill you
in your sleep one day. Milder things can happen too. A slave might
have a good idea which you would like to not, but not tell you because
he hates you. Or he might see your son in trouble but ignore it rather
than help.

Ultimately everyone will be better off with progress. Progress matters
more to rational lifestyles than maintaining relative status to
others. Freeing slaves helps speed up progress and get us closer to
advances like immortality -- or microwaves -- because it creates more
total wealth.

If you did not spend your life being a slaver, you would do something
else. There are better things to do. Taking a piece of the existing
wealth isn't really that great. Be an entrepreneur and you could
create massive wealth and progress, be famous and respected, and get
all sorts of greater benefits than slavery could ever offer. And even
to try that and fail is a nicer life -- more fun, more enjoyable,
happier, better -- than the (far from guaranteed) success you might
have as a slaver.

As an entrepreneur (or philosopher) you get to think about interesting
and rewarding problems all day, while having a conflict of interest
with no one, and having opportunities to cooperate with great men. You
get to think about how to be productive and how to make and do things
better. As a slaver, you spend time and attention focussed on coercing
men rather than conquering nature. Slavers fight with people and limit
their goals to what already exists, instead of imagining something
better, cooperating with people, and making it a reality.



From: Jason <auvenj@gmail.com>
Subject: [BoI] The Bias Against Creativity: Why People Desire But Reject 
Creative Ideas
Date: September 8, 2011 at 12:42 PM

I came across an interesting article:

http://digitalcommons.ilr.cornell.edu/cgi/viewcontent.cgi?
article=1457&context=articles

Two key points I took from the article:
- People may claim they want creative ideas, but an implicit bias
against such ideas they aren't explicitly aware of.
- The anti-creative idea bias may be rooted in the desire for
certainty, and becomes more pronounced the greater someone's desire to
reduce uncertainty.

Might a wider understanding of Popper's idea that we can never be
certain we have found the truth be an effective way of reducing the
anti-creative bias, by increasing people's tolerance for uncertainty?

--Jason

http://digitalcommons.ilr.cornell.edu/cgi/viewcontent.cgi?article=1457&context=articles


From: Westmiller@aol.com
Subject: [BoI] Re: Intellectual Property is Not Property
Date: September 8, 2011 at 4:14 PM

Abraham Lewis  writes:
IP can be duplicated, physical objects cannot.

In theory,  there's nothing to preclude duplication of physical objects,
including your gold  statue or any other kind of personal property. Absent a
science-fiction  "replicator" (which still requires raw materials and power),
I could duplicate  almost any object that I possess and own. It's purely a
matter of the degree of  difficulty in doing that. We don't say that I have
fewer ownership rights to a  bookend that's easy to replicate, versus a
house that's difficult to replicate.  Applying your suggested principle would
seem to assert that "Personal Property  is Not Property" either.

... If someone were to see that sculpture,  and reconstruct a precise
design

of it from memory on his computer, and  start distributing it against the
will

of the author, that would be a  violation of the author's copyright, even
though

the computer design  would literally have nothing in common other than
an abstract structure,  ie. information.

It's a valid point. We value physical objects because  they are
configurations of matter that have some useful purpose. A tree is a  tree, but 
applying
effort to carve it into pieces and then assemble those pieces  into a
functional object, like a bookend, is an act of creation. That act isn't
possible without the abstract mental "invention" of a specific process and
configuration that achieves some useful functionality. That conception of how
common objects might be reconfigured for a purpose is purely *information* 
about
 a process or design that will make the new object valuable. Absent that
information, a tree is just a tree.

... while the copyright claim  *requires* a concrete instantiation,
the *claim* is on the information  that is instantiated, not the



instantiation itself.

The claim is  to *any* instantiation of the concrete results of the process
or design. The  concrete object being proposed *does not and cannot exist*
without the  disclosure of the process and configuration described in the
claim. In the  absence of those instructions, there would be no human advances
*ever* and no  modern society with its vast expanse of designed objects.

...  identifying something is only necessary to establish ownership,
it is  not sufficient. That is why people do it, because it's necessary,
not  because it's sufficient.

Granted.

A) The description must be novel (no  two people can make a valid claim to
exactly the same object, whether it's land,  personal property, or
intellectual property). If there is a conflict, the  resolution depends on the facts
of the matter and logic (maybe joint  ownership).

B) The first publicly asserted claim is presumed to be  authoritative,
unless facts demonstrate otherwise.

C) The object being  claimed must be real, not imaginary. If it doesn't or
can't exist, it can't be  owned. No person can claim ownership of the design
for a perpetual motion  machine.

D) There are other factors related to ownership that apply to  specific
types of things (air or water) that relate to the characteristics of  the
object (flow or purity), rather than the objects themselves.

So,  you're right. Simply identifying an object isn't sufficient to
establish a valid  ownership claim.

... The point is and always has been that physical  property exists as a
concept so distinctly from IP that it existed for  thousands of years

without
IP being thought of.

I think I've  addressed that issue above, by pointing out that physical
material only acquires  special value when it is assembled in specific



configurations that are useful.  In that sense, all claims of ownership to physical
property - beyond land itself  - is a claim to a design. A random piece of
flint rock was useless to the  caveman, until the method and technique of
using it to make fire was *created*  by some inventor. Hopefully, he got some
kind of compensation for his creativity  during this lifetime. Maybe named
Tribal High Priest of Fire.

...  The sole right to sell the dish was an award given by the state
so that  people might be "induced to labour at excelling in such
pursuits," as  the text clearly states. We don't provide people with
physical property  rights because the state wants to induce us to
a specific behavior, but  because we can't rationally expect people
to passively lose the benefit  that they have labored for.

I agree. It's preferable that the state  provide a means of securing a
proper claim, usually by providing a public  registry that establishes a
presumption in the case of disputes. However, the  right is not *granted* by the
state, it is merely acknowledged. Ownership claims  are facts in reality, not
"awards" by any authoritative collective. But, it's  nice when some
authoritative and powerful collective commits itself to reality,  rather than
fantasy.

Bill
PS: For those who are interested, some  fragments of Ayn Rand's perspective
on intellectual  property:
http://aynrandlexicon.com/lexicon/patents_and_copyrights.html

http://aynrandlexicon.com/lexicon/patents_and_copyrights.html


From: Kim Jones <kmjcommp@me.com>
Subject: Re: [BoI] The Bias Against Creativity: Why People Desire But Reject 
Creative Ideas
Date: September 8, 2011 at 11:09 PM

The search for "truth" is an age-old game and it is about time we gave up on it. 
Popper is dead right. In addition, the need for creative thinking has never been 
greater, yet some extremely deluded people still perpetrate the belief that 
because creativity cannot be taught and that it cannot be defined or understood 
there is no point studying the formal techniques that have been devised to excite 
that behaviour of the human mind that results in creative challenge and radical 
movement away from existing ideas for the sake of unknown or new benefits. 
Creativity *can* be taught and the outcome of teaching the tools and techniques 
of creative thinking are there for anyone to learn and use. To be seriously creative 
we must be able to go through uncertainty in our thinking. Some training would 
also help. The progressive certainty of logical steps only reinforces the security of 
existing concepts. The existing concepts may be "true" but they may also be 
perfectly useless. Don't ask me for examples - do your own.

There is rigorous scientific thinking and there is messy, practical thinking. What is 
the point of waiting for science to come up with a rigorous "proof" of the efficacy 
of creative thinking techniques before we move toward getting on with using 
them?

Edward de Bono: "Perhaps our real problem is not so much our deficient thinking, 
but our complacency. We do believe that our thinking is wonderful. Our existing 
thinking has indeed been wonderful in science and technology - and getting to the 
moon and beyond. Yet our poor thinking has been responsible for most of the 
human disasters such as wars conflicts, persecutions etc. The reason is obvious. 
We rush to use judgement rather than to design the way forward."

What is the point about being right about any number of things, yet sterile in the 
mind when it comes to forging new ideas and concepts? The eternal search for 
the truth is the bitter enemy of all creative thinking.

Being right is a feeling. In theory you are ’right’ if your idea is an accurate 
reflection of reality. In practice being ‘right’ is something quite different.

If you think that water put into a pan over a flame will boil and it does boil then 
your thinking has been right. If you think your girl-friend will come back to you 
after a quarrel and she does come back then your thinking has been right. If you 



think that the stock-market will rise and it does rise then your thinking has been 
right. If your think that the noise at night is not a burglar but a mouse in the store 
cupboard then your thinking is right – if it is indeed a mouse. In practice, thinking 
involves coming to some definite conclusion before it can actually be checked 
out. You want your thinking about the stock-market to be right before it actually 
rises otherwise you make no money. You want your thinking about the mouse to 
be right before you have to get out of bed to go and have a look. You want to be 
right about your girl-friend in time to do something before she runs off with 
someone else.

In practice being right (or having "the truth in hand") in thinking has nothing to do 
with reality. Being right means believing that you are right at the time of thinking. 
This is completely different from checking your thinking against the actual reality 
when this becomes possible. Being right is the feeling of being right because this 
is what one acts upon. If you feel you are right and you really are right, your 
feeling is no different than if you feel you are right but are actually quite wrong. 
You do not act upon the rightness of thinking in so far as the thinking fits reality. 
You act upon the feeling of rightness whether this corresponds to reality or not.

If one could avoid all mistakes in thinking should this be the best way of being 
right? In theory it might be. But not in practice. In practice one can feel absolutely 
right even when one is making the most awful mistake. No one ever makes a 
mistake deliberately. You make a mistake because you feel you are right. It is 
only afterwards that you find it to be a mistake – or someone else points out the 
mistake but you do not listen. Avoiding all mistakes in thinking does not make one 
feel any more right than if one had made mistakes. In practice the feeling of being 
right is a very real thing. It is much more concrete than the simple avoidance of 
mistakes or the matching of your ideas with reality.

Kim Jones

On 09/09/2011, at 2:42 AM, Jason wrote:

Might a wider understanding of Popper's idea that we can never be
certain we have found the truth be an effective way of reducing the
anti-creative bias, by increasing people's tolerance for uncertainty?



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Reason
Date: September 8, 2011 at 11:43 PM

Ways of thinking can be rational, or not.

Rationality is more about how one decides his ideas than what the ideas are. 
Rationality focusses on how one thinks, not what he thinks.

Thinking is rational if it uses reason. That means, approximately, thinking in a 
reasonable way.

What type of thinking is reasonable? What fits with reason? What is rational?

Thinking capable of correcting mistakes is rational. Thinking capable of 
improving.

Any approach to thinking which gets stuck forever without improving is irrational 
and unreasonable. An approach which *risks* that is also irrational.

Ways of thinking should be good at making progress. They should be good and 
finding and improving mistakes. They should be good at learning new things. 
They should be good at improving one's existing ideas.

Rational people have open minds. They are willing to change their ideas. They 
are willing to consider new ideas. They aren't overly attached to their current 
ideas.

Rational people like criticism. They don't just tolerate it; they appreciate it. 
Criticism helps us improve by explaining our mistakes so that we can do better.

Reason relies on logic and good arguments. Those allow for improvement.

Reason rejects mysticism. Magical thinking is arbitrary and easy to vary. 
Approaches like accepting any wishful thinking provide no standards for judging 
which ideas are better or worse. It magic is allowed, it can answer any criticism, 
and so there can be no criticism. This is incompatible with improving our 
knowledge.

Reason rejects appeals to authority. Keeping an open mind means being willing 
to question and challenge authority. Progress requires sometimes overturning 



authorities.

Reason rejects declarations that the world is mysterious, never to be understood 
by us. This attitude is contrary to progress.

Reason rejects pessimism. Pessimism is an excuse for people to give up and not 
try. When we try to make progress, we make more of it. And the principle of 
optimism -- problems are soluble with knowledge (and we are universal 
knowledge creators) -- is true.

Reason rejects fatalism. Fatalism is the idea that Fate (or God) has decided 
everyone's destiny. It doesn't matter what people do since fate is in charge. This 
false claim takes away people's motivation to learn anything.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 9, 2011 at 1:22 AM

On Thu, Sep 8, 2011 at 10:48 AM, Anonymous Person <
unattributedemail@gmail.com> wrote:

On Mon, Sep 5, 2011 at 9:15 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Sat, Sep 3, 2011 at 11:18 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 20, 2011, at 12:55 AM, Abraham Lewis wrote:

On Fri, Aug 19, 2011 at 3:45 AM, Elliot Temple <curi@curi.us> wrote:

Now for the second thing I'd like to say.

I do not think the law should be changed to match an abstract theory.
I

think it should be reformed step by step to deal with concrete and
immediate
problems. I do not care if a law is "justified" by philosophical
principles.
I only care if there are flaws/criticisms or not.

Maybe you could expound on what you mean more. I am not sure what
exactly
you're espousing and what you're not espousing. How does one change

the
law
if not to match an abstract theory?

By identifying a flaw and making *one change* to address that flaw.

But on what basis do you recommend we choose that one change? Shouldn't
it

be in line with an abstract theory, ie. an explanation of how things work



and why?
What counts as "one change"? Would amending the Constitution of the U.S.

to
remove the Federal power "To promote the Progress of Science and useful
Arts, by securing for limited Times to Authors and Inventors the

exclusive
Right to their respective Writings and Discoveries" count as one change?

It doesn't matter what "one change" is. The point of going step by
step is that one can learn things and change course at each step. It
provides the opportunity to back out or adjust. It means we don't need
perfect foresight. This can be accomplished with a variety of
conceptions of what "one change" is.

I am trying to figure out where we're disagreeing, if in fact we are,
because it *seems* like we are. I don't disagree with anything that you've
said directly above, however.

Making it match an abstract theory would be just rewriting the whole
law,

which is bound to introduce many new errors and problems while losing
knowledge that existed in the old law.

Wouldn't making it match an abstract theory depend on what that theory
says

about the existing law?

It doesn't really qualify as an *abstract* theory if it's about how to
modify a concrete, existing law.

It doesn't have to be *about* how modify a concrete existing law to say
things about existing laws.

The important thing is not terminology but piecemeal improvement



rather than imagining a utopia and trying to replace the current
situation with the vision of perfection.

This subject was started trying to get clarification on this statement, "I
do not think the law should be changed to match an abstract theory." "Imagining
a utopia and trying to replace the current situation with the vision of
perfection," doesn't sound like anything anyone in this discussion has been
proposing, but it is more vague than the original statement. I don't see how
the vague and broad ideal of "piecemeal improvement" is necessarily in
conflict with changing law to match abstract theory, especially in the
context of criticism of IP as a concept. Terminology might not be important
to the idea, but it's important to communicating it.

While the usual mistake is to try to replace the status quo with a
utopia, it's also bad to replace it with a non-utopia. The status quo
has knowledge and getting rid of all that knowlege will do harm.

Do all changes to the status quo destroy knowledge? If not, how do we tell
when they will? And in either case, how do we tell if it's worth it? It
seems to me that a law may simply contain knowledge of how to keep itself
enacted as a law, for example. Does getting rid of that law really destroy
that knowledge, and if it does, is that still bad?

On what basis do you recommend we choose
our step by step reforms? Was not the whole edifice of the modern U.S.
Federal government created by step by step "solutions" to concrete and
immediate "problems"?

Something like that, sometimes. Sometimes it addressed bad problems.
Sometimes it had grand visions and skipped steps directly to an

imaginary
utopia, e.g. Prohibition.

Are you complaining that the Government is too large? The gradualist
method, even if used, is not guaranteed to get good results. That's not

the



point of it. It can get good or bad results depending on the men who use
it,

and the quality of their ideas. Meanwhile the method of radical change
will

get bad results regardless. The gradualist method gives us a chance, not
a

problem free future.

Surely at some point laws must be repealed. Otherwise you simply pile
laws

on top of laws. In such a system big government isn't just a possibility,
it's an inevitability. But if laws are repealed, how are we supposed to
repeal them? One at a time, moving backward through each problem we

already
tried to solve? Or if the original law is fundamentally problematic, why
should we traverse a series of systems that we already know to be broken

to
return to it?

Many individual laws are small enough that repealing them could be a
reasonable single step.

But not all of them. For example social security is too big to simply
repeal. It needs some kind of plan for transitioning away from it and
mitigating the harm to people who planned for receiving social
security checks in the future.

 I agree.

Groups of laws also commonly come under consideration, such as all the
laws about intellectual property. One can make piecemeal progress in
the area of intellectual property by changing or repealing individual
laws.

But often those individual laws were created to solve specific problems



within the IP system. Repealing them would not create progress toward
getting rid of IP laws in general, it would simply cause regression within
the undesirable situation we are trying to get rid of.

But repealing all of them at once would be a bad idea.

If by repealing them all at once you mean, repealing them all at the same
time without sufficient warning, I definitely agree. I think more moderate
proposals for repealing all or some of them would need to be considered
individually.

And still
one must be careful. Law abiding companies spend millions of dollars
to buy intellectual property. They have done nothing wrong and should
be harmed as little as possible.

Failing to predict the future conditions of the market is a good
reason for a company to lose money. But failing to predict changes to
the law, in general, should not be a reason companies lose money. It's
inevitable for that to happen some but it should be minimized. The
purpose of changes to the law is to improve things going forward for
everyone, not to change the relative status of current people and
companies.

Yes.

Didn't they simply fail to follow the abstract
principle that the use of coercion for the benefit of the few is

unjust,
bad, or whatever term you want to use? Isn't Liberalism in general an
abstract theory, not a a step-by-step program for dealing with

concrete
and
immediate problems?



Yes. Liberalism is not the name of any particular reform. I'm not
trashing

abstract theories generally, just the revolutionary method. They have
their

uses, but you don't just go straight from here to there with nothing in
between.

So is there something that I was talking about that you take to be
revolutionary, or were you just using my post as a jumping-off point to a
criticism of revolutionary methods?

Are you saying that analysis of something like the idea
of IP at this level is useless?

It's not useless to try to dream up an imaginary utopia where IP is
handled perfectly. Thought experiments are great sources of critical
insights.

But what's worse than useless -- actively destructive -- is to (rather
literally) destroy the existing laws and the knowledge in them, to be
replaced with new things written from scratch.

Sometimes we try laws and learn that they're wrong or don't work. You
can't

generalize to say that laws in general always contain more knowledge than
the minds of people who want to replace them.

Our system of law does contain more knowledge than your mind or my
mind. That is a matter of quantity not status or authority. It is a
mistake to analyze disputes in terms of which party has more
authority.

Just because our political institutions have a lot of total knowledge
does not mean they know more about any single issue, or that they are
right in any disagreement. Recognizing the knowledge in our society is
important for having some humility and not being a utopian
revolutionary, but it would be a mistake to interpret it as authority



and defer to it.

It's the same as how a parent may know more than his kid *in general*
-- and there is no harm in acknowledging that and having some respect
for it -- but that isn't really relevant to the argument they are
having right now. Only relevant knowledge is relevant to the current
disagreement, and disputes are not to be arbitrated by quantity of
knowledge, nor by status nor authority, but only by the substance of
the ideas under consideration.

Well said. And it's not like we have a good way to measure the amount of
knowledge in a law anyway.

The new things are guaranteed to be full of problems. They haven't had
the

gradual elimination of errors and fixing of problems which is required
for

high quality, effective laws (or knowledge generally).

This is beginning to sound like the precautionary principle. Should we
run

computer programs simply because they've been under development and use
for

a long time? Or is the question of whether the program is trying to do
something that we need more important? Likewise, if we decide that a law

is
trying to accomplish something that we don't want to accomplish, does it
make sense to keep it because it's been carefully developed to accomplish
that task, or to try and mitigate the problems that it has caused?

Good laws are *extraordinarily complicated*

I disagree. Complicated laws are bad because they are hard to understand,
hard to enforce, hard to follow, hard to judge, and each individual



nuance
is likely to be a nuance that favors some at the expense of others. Good
laws are few and as simple as they can be, which is often fairly simple,
because they are based on "common law" and widely understood principles.

Good societies are complicated. The complexity of the background
knowledge -- including the English language itself, as well as "common
sense" -- helps enable simplicity of the presentation of some laws.

All you're showing here is that *all* laws are complicated from a certain
paradigm of analysis. However, I disagree with your characterization. Such a
law is not a complex law simply presented, it's a simple law for a complex
society, complex language, and complex creatures (humans).

Law is a complicated topic. Just ask any judge or lawyer about their
studies. There is a lot to know.

That is neither here nor there.

Making it simpler and better will
involve *more knowledge* not less.

No disagreement there.

It will involve more complexity,
but also better organization of where the complexity is so people
usually don't have to deal with it.

Matching an abstract theory means rewriting the whole thing (to match)
and

throwing out everything which doesn't match, but a *reform* merely based
on

an abstract idea can be a single change.



What if the abstract idea is that the whole category of laws is
misguided?

In general, misguided laws still *do things*. So getting rid of them
will cause disruption. For example, it will harm people whose
lifestyle makes use of the law. For significant categories of
misguided law -- say, food stamps -- a transition is necessary for
their removal to address the harm that removing it would do.

One has to think carefully about both the intended and unintended
consequences of laws and changes to those laws. And still, for the big
stuff, that isn't enough. One will miss stuff.

Agreed.

So the general
principle (which is not always the politically feasible thing) is to
find the *smallest/safest coherent improvement* that one is most
confident of and do that to begin, then do that again, then again
(each time evaluating the current situation, rather than planning them
all in ad

While I generally agree with this, I think you're underestimating the
efficacy of informing people about planned changes. If you say, just for
example, "In 5 years we're going to half food-stamp allocations and in 10
years we're going to get rid of food stamps altogether," people will have
time to prepare for the change. The reason small changes are important is
because they hopefully allow people to adjust with the least damage.
However, good appropriate information can provide the same effect
potentially better.

When you merely adjust an existing thing, it's different. You're not
automatically creating a large number of problems and hoping you're new
thing will address all of them. You're only have to worry about

replacing



the functionality of the specific thing you're changing.

Hoping the a new law will address all the problems? I don't think anyone
does that. Typically they get rid of laws because they think it's a

bigger
problem than the problems it's supposedly fixing. But most problems don't
need coercion to be fixed, and therefore don't need laws. If the laws are
simple, clear, and based on sound principles, people can fix problems
themselves.

Just because a problem does not *need* coercion or law *in principle*
does not mean that getting rid of a law will be an improvement. What
we need is knowledge. If the knowledge for dealing with the problem
without law or coercion does not exist yet, then getting rid of the
law will do harm.

Here you're simply disagreeing with the principles of liberalism as I
understand them, which is another (though perhaps related) issue.
Specifically, I understand liberalism to say that coercion is a worse
problem than the non-violent problems it's supposed to solve. Coercion is
worse than poverty, for example.

Most policies are mistakes, because they all carry coercion with them.

They (e.g. victimless crime laws) are mistakes in the ultimate scheme
of things. One day we'll have something better. It doesn't mean they
are all mistakes now. They might be the best idea we have so far for
addressing some issue.

All our ideas are mistakes in the ultimate scheme of things. Our
physics is not perfect. Nor our epistemology. Nor our language. Nor
our morality.

Progress is a progression of mistakes and misconceptions, from one to
the next, with infinite more always ahead of us.

Likewise, the fact that, the fact that they'll be mistakes in the long run



doesn't mean that they're mistakes now, doesn't mean that they aren't
mistakes now.

I take issue with your claim that "They might be the best idea we have so
far for addressing some issue," for a number of reasons.

First, you're right to be uncertain, saying "might", but that mere
possibility is insufficient to protect a law.

Second, as the saying goes, "The road to hell is paved with good
intentions." The principle here is that bad decisions are almost always
defended by appealing to problems (real or imagined) that they (actually or
only supposedly) solve or address. But the fact that they solve a problem is
insufficient to justify them simply because what problems something solves
is only one of many factors that have to be considered to evaluate it. (I've
seen this over and over professionally, personally, and, of course,
politically.)

Instead laws have to be based on moral principles. If laws can be
criticized on moral grounds, it doesn't matter that they "fix problems".

I think most moral principles *should not* be laws. For example I
think it is immoral how "friends" and spouses commonly invade each
other's privacy and pressure each other to share secrets. But I do not
want law to regulate this.

I agree. Do you think that this contradicts the principle that laws should
not be immoral?

I have moral objections to all laws which punish people for anything
whatsoever. It harms them. That's bad. The justice system ought, I
think, focus purely on defense which never requires punishment and
rarely requires hurting anyone already in custody in any way.

Does that mean we can ignore whether or not our existing system of
criminal punishments addresses  ("fixes") any problems, and simply
abolish it all? No.



We have so many disagreements on this point that I won't pursue it here.
Perhaps you can give a more moderate example that I am more likely to agree
with the premises of.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 9, 2011 at 2:39 AM

On Thu, Sep 8, 2011 at 10:22 PM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Thu, Sep 8, 2011 at 10:48 AM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Mon, Sep 5, 2011 at 9:15 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

This subject was started trying to get clarification on this statement, "I
do not think the law should be changed to match an abstract
theory." "Imagining a utopia and trying to replace the current situation
with the vision of perfection," doesn't sound like anything anyone in this
discussion has been proposing, but it is more vague than the original
statement. I don't see how the vague and broad ideal of "piecemeal
improvement" is necessarily in conflict with changing law to match abstract
theory, especially in the context of criticism of IP as a concept.
Terminology might not be important to the idea, but it's important to
communicating it.

"Changing" a law to (fully) "match" something else means replacing it
with that other thing, rather than changing it incrementally. If only
a partial change was made then it would not match the other thing. So
it refers to rewriting laws from scratch rather than to changing them.

Piecemeal or gradual improvement is not vague. I can see how it would
sound vague if one considered the *name* of the concept and tried to
guess the rest. But there is a great deal of writing on the subject
specifying what it means (e.g. Popper and Burke wrote about it). You
can take statements about it to refer to that existing knowledge,
rather than to be vague.

BoI covers the topic too, e.g.

The Continental Enlightenment was impatient for the perfected state – which led 



to intellectual dogmatism, political violence and new forms of tyranny. The 
French Revolution of 1789 and the Reign of Terror that followed it are the 
archetypal examples. The British Enlightenment, which was evolutionary and 
cognizant of human fallibility, was impatient for institutions that did not stifle 
gradual, continuing change. It was also enthusiastic for small improvements, 
unbounded in the future. ... This is, I believe, the movement that was successful 
in its pursuit of progress, so in this book when I refer to ‘the’ Enlightenment I 
mean the ‘British’ one.

and

... scientific discovery is a gradual process too; it is just that, in science, all the 
gradualness, and nearly all the criticism and rejection of bad explanations, takes 
place inside the scientists’ minds. As Popper put it, ‘We can let our theories die 
in our place.’

and

SOCRATES: Alas, yes – at first. Yet, no matter how firmly they were persuaded, 
these setbacks would be problems in their lives, which they would want to solve. 
A few among them would eventually begin to suspect that increased thievery 
might not be the solution after all. So they would think about it more. They would 
have been convinced of the benefits of thievery by some explanation or other. 
Now they would try to explain why the supposed solution didn’t seem to be 
working. Eventually they would find an explanation that seemed better. So 
gradually they would persuade others of that – and so on until a majority again 
opposed thievery.

and

In science, we do not consider it surprising that a community of scientists with 
different initial hopes and expectations, continually in dispute about their rival 
theories, gradually come into near-unanimous agreement over a steady stream 
of issues (yet still continue to disagree all the time) ...

... So convergence in the broad consensus over time is made possible by the 
fact that all concerned are gradually eliminating errors in their positions and 
converging on objective truths. Facilitating that process – by meeting Popper’s 
criterion as well as possible – is more important than which of two contending 
factions with near-equal support gets its way at a particular election.



and

... Consider what we should expect to happen when a static society is gradually 
switching from anti-rational to rational memes.

Such a transition is necessarily gradual, because keeping a dynamic society 
stable requires a great deal of knowledge. Creating that knowledge, starting with 
only the means available in a static society – namely small amounts of creativity 
and knowledge, many misconceptions, the blind evolution of memes, and trial 
and error – must necessarily take time.

Moreover, the society has to continue to function throughout. But the 
coexistence of rational and anti-rational memes makes this transition unstable ...

(End of BoI quotes.)

While the usual mistake is to try to replace the status quo with a
utopia, it's also bad to replace it with a non-utopia. The status quo
has knowledge and getting rid of all that knowlege will do harm.

Do all changes to the status quo destroy knowledge? If not, how do we tell
when they will? And in either case, how do we tell if it's worth it? It
seems to me that a law may simply contain knowledge of how to keep itself
enacted as a law, for example. Does getting rid of that law really destroy
that knowledge, and if it does, is that still bad?

Not all knowledge is good. What's bad is getting rid of a lot of
knowledge which does something useful (even if in the wrong way) all
at once.

We have a rate of creating high quality new knowledge. We can consider
this rate without knowing how much it is. (Also, it's not really a
stable rate, especially when it comes to leading edge stuff, but the
concept makes enough sense to explain this point.)

If we can replace something in a day, no problem. If it would take a
year then we better keep it for now. We'll need a year's worth of
knowledge creation before we get rid of it.



We could build up that knowledge for a year then switch over all at
once. But that's usually a bad idea. Usually after the first month or
two we could make a partial change (or sometimes we can come up with
smaller changes to make daily, though not usually for laws). This has
multiple benefits. It helps us learn more about whether we're going in
the right direction. And it also gets us part of the benefits of the
better approach sooner, without having to wait.

There is a further issue which is that we frequently do not fully
understand the purpose and usefulness of existing knowledge. So it's
difficult to judge if a replacement will actually replace everything.
That's another reason for trying out the replacement ideas
incrementally. It also necessitates some measure of humility and
caution. That is compatible with seeking reform and perpetual
improvement. It's just that one has to really understand the
difficulty and magnitude of the challenge to deal with it properly.
More careless approaches, by people who think they understand more
than they do, fail.

But often those individual laws were created to solve specific problems
within the IP system. Repealing them would not create progress toward
getting rid of IP laws in general, it would simply cause regression within
the undesirable situation we are trying to get rid of.

Yeah. You have to pay attention to which laws do what and come up with
a coherent plan for reform and an explanation of how you will
transition and what steps will implement it. If what a particular law
does is address a weakness of another law, then what you commonly do
is schedule it to be abolished along with that other law, and leave it
alone before that.

Well said. And it's not like we have a good way to measure the amount of
knowledge in a law anyway.

I agree. It's interesting though. We don't know really how to measure
knowledge yet we can clearly see that a computer has more knowledge
than an abacus. And chemistry has more knowledge than alchemy. We do



seem to know some things about knowledge quantity.

One has to think carefully about both the intended and unintended
consequences of laws and changes to those laws. And still, for the big
stuff, that isn't enough. One will miss stuff.

Agreed.

So the general
principle (which is not always the politically feasible thing) is to
find the *smallest/safest coherent improvement* that one is most
confident of and do that to begin, then do that again, then again
(each time evaluating the current situation, rather than planning them
all in ad

While I generally agree with this, I think you're underestimating the
efficacy of informing people about planned changes. If you say, just for
example, "In 5 years we're going to half food-stamp allocations and in 10
years we're going to get rid of food stamps altogether," people will have
time to prepare for the change. The reason small changes are important is
because they hopefully allow people to adjust with the least damage.
However, good appropriate information can provide the same effect
potentially better.

Timed transitions help deal with transition issues. But they do not
help deal with the other main issue: that if we change a great deal of
knowledge at once to new, untested, unproven ideas, the new stuff is
going to have a lot of new mistakes, and we don't want to deal with
them all at once. Instead it's better to introduce those mistakes a
few at a time, or on a smaller scale.

Ideas need to be improved by criticism, a lot, or they will have lots
of flaws. In modern society, some parts of life are too complicated to
create enough criticism by thought experiment without missing anything
important.

Hoping the a new law will address all the problems? I don't think anyone



does that. Typically they get rid of laws because they think it's a
bigger
problem than the problems it's supposedly fixing. But most problems
don't
need coercion to be fixed, and therefore don't need laws. If the laws
are
simple, clear, and based on sound principles, people can fix problems
themselves.

Just because a problem does not *need* coercion or law *in principle*
does not mean that getting rid of a law will be an improvement. What
we need is knowledge. If the knowledge for dealing with the problem
without law or coercion does not exist yet, then getting rid of the
law will do harm.

Here you're simply disagreeing with the principles of liberalism as I
understand them, which is another (though perhaps related) issue.
Specifically, I understand liberalism to say that coercion is a worse
problem than the non-violent problems it's supposed to solve. Coercion is
worse than poverty, for example.

I regard my position as being true to liberalism.

Non-coercion is an ideal to work towards which requires knowledge to achieve.

Simply replacing coercive laws with nothing cannot achieve
non-coercion but instead will achieve greater coercion. If we abolish
the rule of law (because it's funded by coercive taxes) then we'll get
a "natural society" which is a much worse and more coercive thing than
a society which taxes people.

It's not a denial of liberalism to recognize the difficulties that
reformers face, and to seek to use only methods that will actually
improve matters. Most ideas about reform that anyone thinks of -- even
ones which seem to have a nice principle to them -- would do harm, and
often would be counter productive and do harm in the very area they
hoped to help.

We have coercive society not to solve non-violent problems but to
solve the extreme violence of "natural society".



There are specific coercive measures, such as victimless crime laws,
which are relatively safe to remove. But there is a lot of coercion,
such as taxes, which we do not yet have sufficient knowledge to
replace with something better.

Even with victimless crime laws, there are difficulties in fixing it.
The basic fact is that as long as most people want to coerce others
then they are going to. If you somehow were to remove the law they
would just make a new law, or do what they want outside the law. So
the only thing that really works well is to persuade people of better
ideas. Just changing the law to a law in a way most people do not want
will not get rid of the coercion.

Anyway, everything taxes do can, *in principle*, be done without
coercion. But this in principle fact is no argument for abolishing
taxes today.

Coercion is worse than poverty, for example.

I'm not sure what 'worse' means here. One never has a choice between
one or the other. Coercion creates poverty but does not alleviate
poverty.

Liberalism says that coercion is counter productive. I think the only
way coercion can be productive is if it's replacing even worse
coercion (e.g. tax funded police replacing "natural society").
Reducing coercion is always better in terms of everything desirable.

There are some complexities here in judging which coercion is worse.
For example, what might seem to be less (quantity) of coercion could
be worse if it was more unpredictable. Or if coercion was consistently
applied to the best or most innovative people, that could do more harm
than a larger amount of coercion being applied to less productive
people.

So applying the principle can be tricky because it's sometimes hard to
compare different coercion.

But the point is that coercion is bad so one never gets to choose



prosperity plus coercion vs poverty plus non-coercion. They do not go
together in that way.

Instead laws have to be based on moral principles. If laws can be
criticized on moral grounds, it doesn't matter that they "fix problems".

I think most moral principles *should not* be laws. For example I
think it is immoral how "friends" and spouses commonly invade each
other's privacy and pressure each other to share secrets. But I do not
want law to regulate this.

I agree. Do you think that this contradicts the principle that laws should
not be immoral?

No.

I have moral objections to all laws which punish people for anything
whatsoever. It harms them. That's bad. The justice system ought, I
think, focus purely on defense which never requires punishment and
rarely requires hurting anyone already in custody in any way.

Does that mean we can ignore whether or not our existing system of
criminal punishments addresses  ("fixes") any problems, and simply
abolish it all? No.

We have so many disagreements on this point that I won't pursue it here.
Perhaps you can give a more moderate example that I am more likely to agree
with the premises of.

Well, hold on. I think this is true. So should I seek to abolish the
laws I deem to violate a moral principle? I don't think I should but
you said I should. More specifically you said that it's not defense if
a law does something good if there is a moral criticism of it. I see
criminal punishment laws as doing something good but having a moral
criticism. So you believe I should just ignore the good part and focus
on the moral criticism? Or not?



If you balk at people using your logic when they don't share your
moral principles, then I think that's a problem with your position.
Guidance about how to use moral principles needs to be general purpose
instead of you only wanting people to do it if you personally agree
with their moral ideas.

Here is another example. Taxes violate some moral principles (e.g. the
principle of non-coercion) but accomplish some good things such as
funding the militaries that won World War II. I say it does matter if
taxes "fix problems" such as the problem of Hitler, despite the moral
criticism of them.



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Re: Intellectual Property is Not Property
Date: September 9, 2011 at 3:23 AM

On Fri, Sep 9, 2011 at 1:44 AM, <Westmiller@aol.com> wrote:

**
Abraham Lewis writes:

IP can be duplicated, physical objects cannot.

In theory, there's nothing to preclude duplication of physical objects,
including your gold statue or any other kind of personal property. Absent a
science-fiction "replicator" (which still requires raw materials and power),
I could duplicate almost any object that I possess and own. It's purely a
matter of the degree of difficulty in doing that. We don't say that I have
fewer ownership rights to a bookend that's easy to replicate, versus a house
that's difficult to replicate. Applying your suggested principle would seem
to assert that "Personal Property is Not Property" either.

You're just equivocating with the term duplicate. As I've already explained,
what is duplicated is the information in the object, and it's duplicated
from existing matter to existing matter. In the case of a SF replicator, it
would be duplication of information from existing energy as matter to
existing energy that would then be turned into matter. Fundamentally,
they're still two different and non-interchangeable things (information and
energy/matter). But let's suppose I accept your argument, my assertion has
been that ownership rights do not include the right over duplication, so all
this means is that, to the extent that physical items *are* duplicatable, we
don't have ownership rights over their duplication.

If someone stole your car and was forced to return it, returning the designs
for your car would be neither sufficient nor necessary. Likewise, if someone
sold you a car, giving you just the designs to it would be considered fraud,
but both the design and the car would fall under the same IP.

... If someone were to see that sculpture, and reconstruct a precise
design



of it from memory on his computer, and start distributing it against the
will

of the author, that would be a violation of the author's copyright, even
though

the computer design would literally have nothing in common other than
an abstract structure, ie. information.

It's a valid point. We value physical objects because they are
configurations of matter that have some useful purpose. A tree is a tree,
but applying effort to carve it into pieces and then assemble those pieces
into a functional object, like a bookend, is an act of creation. That act
isn't possible without the abstract mental "invention" of a specific process
and configuration that achieves some useful functionality. That conception
of how common objects might be reconfigured for a purpose is purely
*information* about a process or design that will make the new object
valuable. Absent that information, a tree is just a tree.

... while the copyright claim *requires* a concrete instantiation,

the *claim* is on the information that is instantiated, not the
instantiation itself.

The claim is to *any* instantiation of the concrete results of the process
or design. The concrete object being proposed *does not and cannot exist*
without the disclosure of the process and configuration described in the
claim. In the absence of those instructions, there would be no human
advances *ever* and no modern society with its vast expanse of designed
objects.

Exactly.

... identifying something is only necessary to establish ownership,

it is not sufficient. That is why people do it, because it's necessary,
not because it's sufficient.

Granted.



A) The description must be novel (no two people can make a valid claim to
exactly the same object, whether it's land, personal property, or
intellectual property). If there is a conflict, the resolution depends on
the facts of the matter and logic (maybe joint ownership).

B) The first publicly asserted claim is presumed to be authoritative,
unless facts demonstrate otherwise.

C) The object being claimed must be real, not imaginary. If it doesn't or
can't exist, it can't be owned. No person can claim ownership of the design
for a perpetual motion machine.

D) There are other factors related to ownership that apply to specific
types of things (air or water) that relate to the characteristics of the
object (flow or purity), rather than the objects themselves.

So, you're right. Simply identifying an object isn't sufficient to
establish a valid ownership claim.

... The point is and always has been that physical property exists as a

concept so distinctly from IP that it existed for thousands of years
without

IP being thought of.

I think I've addressed that issue above, by pointing out that physical
material only acquires special value when it is assembled in specific
configurations that are useful. In that sense, all claims of ownership to
physical property - beyond land itself - is a claim to a design. A random
piece of flint rock was useless to the caveman, until the method and
technique of using it to make fire was *created* by some inventor.
Hopefully, he got some kind of compensation for his creativity during this
lifetime. Maybe named Tribal High Priest of Fire.

This is not true. Many raw materials beyond land have value and are owned
even before they're extracted. Someone doesn't cease to own their table if
they throw it through a wood-chipper--it's now just their wood-chips.
Physical objects are owned as physical objects.



... The sole right to sell the dish was an award given by the state

so that people might be "induced to labour at excelling in such
pursuits," as the text clearly states. We don't provide people with
physical property rights because the state wants to induce us to
a specific behavior, but because we can't rationally expect people
to passively lose the benefit that they have labored for.

I agree. It's preferable that the state provide a means of securing a
proper claim, usually by providing a public registry that establishes a
presumption in the case of disputes. However, the right is not *granted*
by the state, it is merely acknowledged. Ownership claims are facts in
reality, not "awards" by any authoritative collective. But, it's nice when
some authoritative and powerful collective commits itself to reality, rather
than fantasy.

It doesn't matter. The issue is when the concept of IP was invented (or
discovered), and you're reading your own concept back into 500BC. If they
didn't think they were recognizing ownership (as they clearly didn't) then
obviously it wasn't the concept of IP that they were working out of.



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: [BoI] Revolution and Slavery
Date: September 9, 2011 at 4:07 AM

Elliot's position on the Civil war seems interestingly similar and disimilar
to Charles Finney's prediction from 1836:

“Br. Weld, is it not true, at least do you not fear it is, that we are in
our present course going fast into a civil war? Will not our present
movements in abolition result in that? … How can we save our country and
affect the speedy abolition of slavery? This is my answer…. If abolition can
be made an appendage of a general revival of religion, all is well. I fear
no other form of carrying this question will save our country or the liberty
or soul of the slave….

Abolitionism has drunk up the spirit of some of the most efficient moral men
and is fast doing so to the rest, and many of our abolition brethren seem
satified with nothing less than this. This I have been trying to resist from
the beginning as I have all along foreseen that should that take place, the
church and world, ecclesiastical and state leaders, will become embroiled in
one common infernal squabble that will roll a wave of blood over the land.
The causes now operating are, in my view, as certain to lead to this result
as a cause is to produce its effect, unless the publick mind can be
engrossed with the subject of salvation and make abolition an appendage."

I don't really have a point, I just think it is interesting that people were
also afraid of and arguing against the civil war as a means to free the
slaves long before it occurred.



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 9, 2011 at 7:52 AM

On Fri, Sep 9, 2011 at 12:09 PM, Anonymous Person <
unattributedemail@gmail.com> wrote:

On Thu, Sep 8, 2011 at 10:22 PM, Abraham Lewis <abrahamwl@gmail.com>
wrote:

On Thu, Sep 8, 2011 at 10:48 AM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Mon, Sep 5, 2011 at 9:15 AM, Abraham Lewis <abrahamwl@gmail.com>
wrote:

This subject was started trying to get clarification on this
statement, "I

do not think the law should be changed to match an abstract
theory." "Imagining a utopia and trying to replace the current situation
with the vision of perfection," doesn't sound like anything anyone in

this
discussion has been proposing, but it is more vague than the original
statement. I don't see how the vague and broad ideal of "piecemeal
improvement" is necessarily in conflict with changing law to match

abstract
theory, especially in the context of criticism of IP as a concept.
Terminology might not be important to the idea, but it's important to
communicating it.

"Changing" a law to (fully) "match" something else means replacing it
with that other thing, rather than changing it incrementally. If only
a partial change was made then it would not match the other thing. So
it refers to rewriting laws from scratch rather than to changing them.

So you're saying laws should never be removed or rewritten, and if they are,
it shouldn't be in accordance with an abstract theory? Or should it only
partly match what the theory says, and partly match something else?



Piecemeal or gradual improvement is not vague. I can see how it would
sound vague if one considered the *name* of the concept and tried to
guess the rest. But there is a great deal of writing on the subject
specifying what it means (e.g. Popper and Burke wrote about it). You
can take statements about it to refer to that existing knowledge,
rather than to be vague.

That's helpful. It was seeming vague in the usage in this discussion.
However, what is still lacking is specific discussion of how this
contradicts the goal of eliminating IP law. Maybe you could point me to a
specific passage where Popper or Burke discuss piecemeal improvement and IP
law.

BoI covers the topic too, e.g.

The Continental Enlightenment was impatient for the perfected state –
which led to intellectual dogmatism, political violence and new forms of
tyranny. The French Revolution of 1789 and the Reign of Terror that followed
it are the archetypal examples. The British Enlightenment, which was
evolutionary and cognizant of human fallibility, was impatient for
institutions that did not stifle gradual, continuing change. It was also
enthusiastic for small improvements, unbounded in the future. ... This is, I
believe, the movement that was successful in its pursuit of progress, so in
this book when I refer to ‘the’ Enlightenment I mean the ‘British’ one.

and

... scientific discovery is a gradual process too; it is just that, in
science, all the gradualness, and nearly all the criticism and rejection of
bad explanations, takes place inside the scientists’ minds. As Popper put
it, ‘We can let our theories die in our place.’

and

SOCRATES: Alas, yes – at first. Yet, no matter how firmly they were
persuaded, these setbacks would be problems in their lives, which they would



want to solve. A few among them would eventually begin to suspect that
increased thievery might not be the solution after all. So they would think
about it more. They would have been convinced of the benefits of thievery by
some explanation or other. Now they would try to explain why the supposed
solution didn’t seem to be working. Eventually they would find an
explanation that seemed better. So gradually they would persuade others of
that – and so on until a majority again opposed thievery.

and

In science, we do not consider it surprising that a community of
scientists with different initial hopes and expectations, continually in
dispute about their rival theories, gradually come into near-unanimous
agreement over a steady stream of issues (yet still continue to disagree all
the time) ...

... So convergence in the broad consensus over time is made possible by
the fact that all concerned are gradually eliminating errors in their
positions and converging on objective truths. Facilitating that process – by
meeting Popper’s criterion as well as possible – is more important than
which of two contending factions with near-equal support gets its way at a
particular election.

and

... Consider what we should expect to happen when a static society is
gradually switching from anti-rational to rational memes.

Such a transition is necessarily gradual, because keeping a dynamic
society stable requires a great deal of knowledge. Creating that knowledge,
starting with only the means available in a static society – namely small
amounts of creativity and knowledge, many misconceptions, the blind
evolution of memes, and trial and error – must necessarily take time.

Moreover, the society has to continue to function throughout. But the
coexistence of rational and anti-rational memes makes this transition
unstable ...

(End of BoI quotes.)



These descriptions are all vague in the sense that they don't clarify the
issue at hand. Specifically, they don't point out why a plan to eliminate IP
law would be like the French Revolution rather than say, outlawing thievery,
to use examples from the quotation.

While the usual mistake is to try to replace the status quo with a
utopia, it's also bad to replace it with a non-utopia. The status quo
has knowledge and getting rid of all that knowlege will do harm.

Do all changes to the status quo destroy knowledge? If not, how do we
tell

when they will? And in either case, how do we tell if it's worth it? It
seems to me that a law may simply contain knowledge of how to keep itself
enacted as a law, for example. Does getting rid of that law really

destroy
that knowledge, and if it does, is that still bad?

Not all knowledge is good. What's bad is getting rid of a lot of
knowledge which does something useful (even if in the wrong way) all
at once.

In the abstract it's bad, in practice, achieving reasonable goals requires
solutions that are less than ideal. That doesn't mean moral compromise, but
it does mean you can't avoid everything undesirable all at once.

We have a rate of creating high quality new knowledge. We can consider
this rate without knowing how much it is. (Also, it's not really a
stable rate, especially when it comes to leading edge stuff, but the
concept makes enough sense to explain this point.)

If we can replace something in a day, no problem. If it would take a
year then we better keep it for now. We'll need a year's worth of
knowledge creation before we get rid of it.



We could build up that knowledge for a year then switch over all at
once. But that's usually a bad idea. Usually after the first month or
two we could make a partial change (or sometimes we can come up with
smaller changes to make daily, though not usually for laws). This has
multiple benefits. It helps us learn more about whether we're going in
the right direction. And it also gets us part of the benefits of the
better approach sooner, without having to wait.

This may or may not be true depending on the context. If the explanation
that's being tested predicts that the incremental change in question will be
an improvement, then it's useful to make it and test the results, but if it
does not, then it's irrational to make such a change without at least some
other explanation to test.

There is a further issue which is that we frequently do not fully
understand the purpose and usefulness of existing knowledge. So it's
difficult to judge if a replacement will actually replace everything.
That's another reason for trying out the replacement ideas
incrementally. It also necessitates some measure of humility and
caution. That is compatible with seeking reform and perpetual
improvement. It's just that one has to really understand the
difficulty and magnitude of the challenge to deal with it properly.
More careless approaches, by people who think they understand more
than they do, fail.

Systems are rarely independent, and related laws are rarely independent of
each other. To the extent that they contain knowledge, it's usually
knowledge about the specific context that they were created and have been
in. You can't expect to remove part of a complex system and have the
remaining parts work well or as intended. If you remove a law, and a problem
pops up, you don't know whether its because that law was solving that
problem in a general sense or whether another law simply didn't have reach
for the new situation you've created. Without a broad abstract principle, an
explanation with reach, that applies to that specific situation you've only
learned something about the relative functioning of two very specific and
similar law-plexes.



But often those individual laws were created to solve specific problems
within the IP system. Repealing them would not create progress toward
getting rid of IP laws in general, it would simply cause regression

within
the undesirable situation we are trying to get rid of.

Yeah. You have to pay attention to which laws do what and come up with
a coherent plan for reform and an explanation of how you will
transition and what steps will implement it. If what a particular law
does is address a weakness of another law, then what you commonly do
is schedule it to be abolished along with that other law, and leave it
alone before that.

Well said. And it's not like we have a good way to measure the amount of
knowledge in a law anyway.

I agree. It's interesting though. We don't know really how to measure
knowledge yet we can clearly see that a computer has more knowledge
than an abacus. And chemistry has more knowledge than alchemy. We do
seem to know some things about knowledge quantity.

One has to think carefully about both the intended and unintended
consequences of laws and changes to those laws. And still, for the big
stuff, that isn't enough. One will miss stuff.

Agreed.

So the general
principle (which is not always the politically feasible thing) is to
find the *smallest/safest coherent improvement* that one is most
confident of and do that to begin, then do that again, then again



(each time evaluating the current situation, rather than planning them
all in ad

While I generally agree with this, I think you're underestimating the
efficacy of informing people about planned changes. If you say, just for
example, "In 5 years we're going to half food-stamp allocations and in 10
years we're going to get rid of food stamps altogether," people will have
time to prepare for the change. The reason small changes are important is
because they hopefully allow people to adjust with the least damage.
However, good appropriate information can provide the same effect
potentially better.

Timed transitions help deal with transition issues. But they do not
help deal with the other main issue: that if we change a great deal of
knowledge at once to new, untested, unproven ideas, the new stuff is
going to have a lot of new mistakes, and we don't want to deal with
them all at once. Instead it's better to introduce those mistakes a
few at a time, or on a smaller scale.

Ideas need to be improved by criticism, a lot, or they will have lots
of flaws. In modern society, some parts of life are too complicated to
create enough criticism by thought experiment without missing anything
important.

Hoping the a new law will address all the problems? I don't think
anyone

does that. Typically they get rid of laws because they think it's a
bigger
problem than the problems it's supposedly fixing. But most problems
don't
need coercion to be fixed, and therefore don't need laws. If the laws
are
simple, clear, and based on sound principles, people can fix problems
themselves.

Just because a problem does not *need* coercion or law *in principle*
does not mean that getting rid of a law will be an improvement. What
we need is knowledge. If the knowledge for dealing with the problem
without law or coercion does not exist yet, then getting rid of the



law will do harm.

Here you're simply disagreeing with the principles of liberalism as I
understand them, which is another (though perhaps related) issue.
Specifically, I understand liberalism to say that coercion is a worse
problem than the non-violent problems it's supposed to solve. Coercion is
worse than poverty, for example.

I regard my position as being true to liberalism.

Non-coercion is an ideal to work towards which requires knowledge to
achieve.

Simply replacing coercive laws with nothing cannot achieve
non-coercion but instead will achieve greater coercion. If we abolish
the rule of law (because it's funded by coercive taxes) then we'll get
a "natural society" which is a much worse and more coercive thing than
a society which taxes people.

Again we're just getting into your specific view which I disagree with.
Specifically, I do not see coercion as being worse than coercion, so I do
not see it as desirable or liberal to abolish laws against violence and
coercion. I think this is fairly normal of non-anarchro- liberals. So that
we avoid that discussion, it would be better if you used a different
example.

It's not a denial of liberalism to recognize the difficulties that
reformers face, and to seek to use only methods that will actually
improve matters.

Agreed, but that is neither here nor there.

Most ideas about reform that anyone thinks of -- even
ones which seem to have a nice principle to them -- would do harm, and
often would be counter productive and do harm in the very area they
hoped to help.



"The Reformer is always right about what's wrong. However, he's often wrong
about what is right." — G.K. Chesterton

This is generally true. Nevertheless, it is only a generalization, and
therefore not always true. And the potential to do harm is only one aspect
of how something could be judged. Much better would be specific criticisms.

We have coercive society not to solve non-violent problems but to
solve the extreme violence of "natural society".

Definitely.

There are specific coercive measures, such as victimless crime laws,
which are relatively safe to remove. But there is a lot of coercion,
such as taxes, which we do not yet have sufficient knowledge to
replace with something better.

I have no problem with taxes for the purpose of supporting the police and
military, etc.

Even with victimless crime laws, there are difficulties in fixing it.
The basic fact is that as long as most people want to coerce others
then they are going to. If you somehow were to remove the law they
would just make a new law, or do what they want outside the law. So
the only thing that really works well is to persuade people of better
ideas. Just changing the law to a law in a way most people do not want
will not get rid of the coercion.

Indeed. Nobody here has been suggesting that they should be made the
dictator of the West and be allowed to impose whatever they think is right.
I personally have not been, nor would I espouse going out and burning the
houses of IP lawyers, etc. I haven't even suggested that the law should be
changed through the normal democratic processes, but I assumed that would be



assumed.

Anyway, everything taxes do can, *in principle*, be done without
coercion.

In short, I disagree. Specifically, I am not aware of a realistic (if still
theoretical) method that is morally superior to taxes. I am aware of other
systems that seem morally equivalent. I do agree that many things taxes do
could be done without coercion.

But this in principle fact is no argument for abolishing
taxes today.

Coercion is worse than poverty, for example.

I'm not sure what 'worse' means here. One never has a choice between
one or the other. Coercion creates poverty but does not alleviate
poverty.

Given what you've just said, unless poverty necessarily creates violence,
violence is clearly worse than poverty.

Liberalism says that coercion is counter productive. I think the only
way coercion can be productive is if it's replacing even worse
coercion (e.g. tax funded police replacing "natural society").
Reducing coercion is always better in terms of everything desirable.

There are some complexities here in judging which coercion is worse.
For example, what might seem to be less (quantity) of coercion could
be worse if it was more unpredictable. Or if coercion was consistently
applied to the best or most innovative people, that could do more harm
than a larger amount of coercion being applied to less productive
people.



So applying the principle can be tricky because it's sometimes hard to
compare different coercion.

Instead of judging coercion by quantity, I judge it by morality. It is moral
to use violence against someone initiating violence to stop that violence.
It is not moral to initiate violence.

But the point is that coercion is bad so one never gets to choose
prosperity plus coercion vs poverty plus non-coercion. They do not go
together in that way.

Instead laws have to be based on moral principles. If laws can be
criticized on moral grounds, it doesn't matter that they "fix

problems".

I think most moral principles *should not* be laws. For example I
think it is immoral how "friends" and spouses commonly invade each
other's privacy and pressure each other to share secrets. But I do not
want law to regulate this.

I agree. Do you think that this contradicts the principle that laws
should

not be immoral?

No.

So do you disagree that a law is immoral it doesn't matter if it "fixes a
problem"? If not, why not?

I have moral objections to all laws which punish people for anything
whatsoever. It harms them. That's bad. The justice system ought, I
think, focus purely on defense which never requires punishment and
rarely requires hurting anyone already in custody in any way.



Does that mean we can ignore whether or not our existing system of
criminal punishments addresses  ("fixes") any problems, and simply
abolish it all? No.

We have so many disagreements on this point that I won't pursue it here.
Perhaps you can give a more moderate example that I am more likely to

agree
with the premises of.

Well, hold on. I think this is true. So should I seek to abolish the
laws I deem to violate a moral principle? I don't think I should but
you said I should. More specifically you said that it's not defense if
a law does something good if there is a moral criticism of it. I see
criminal punishment laws as doing something good but having a moral
criticism. So you believe I should just ignore the good part and focus
on the moral criticism? Or not?

I think you shouldn't seek to abolish all laws because I think you are
wrong. But assuming that you are right, yes you should seek to abolish all
law. Isn't that what anarchro-liberals seek? And aren't you an
anarchro-liberal? I would agree with you that you should not seek to do it
by revolutionary means.

If you balk at people using your logic when they don't share your
moral principles, then I think that's a problem with your position.

Guidance about how to use moral principles needs to be general purpose

instead of you only wanting people to do it if you personally agree
with their moral ideas.

I have no problem with your reasoning, just with your premise that all
violence is immoral, and I would be glad to argue with you about them if we
weren't already arguing on another subject. I don't think we have to agree
on what violence, if any, is moral to resolve the issue at hand.



Here is another example. Taxes violate some moral principles (e.g. the
principle of non-coercion) but accomplish some good things such as
funding the militaries that won World War II. I say it does matter if
taxes "fix problems" such as the problem of Hitler, despite the moral
criticism of them.

And I say that's a bad example for this argument because I have a different
interpretation of the example, so it is not convincing to me. You *could*
try and convince me that *all* violence is morally wrong, but *I* think it
would be much more efficiently to try and choose examples that don't depend
on that idea.



From: Kim Jones <kmjcommp@me.com>
Subject: Re: [BoI] Reason
Date: September 9, 2011 at 4:29 AM

The criticism of an existing idea has never once given birth to a new idea. It takes 
creativity to bring forth new ideas. Creativity is what puts the ideas on the table 
that others can then criticise. Critical thinking is OK in science because scientists 
have to take the long, slow road to their proofs and understandings. In the messy 
real world we simply have to survive on our wits and our abilities. We cannot wait 
for proofs or for someone to decide that something is true or not. We act 
continually without a perfect understanding of what we are doing. This is normal. 
This is what a mind is for. Practising creative thinking develops the mind to the 
point where it can tolerate a high level of uncertainty for the sake of being fertile 
or fecund. Creativity may involve you in radically changing your mind over 
something. Changing your mind may in fact save your life. This is what I call 
"reason" or rationality. It's got little to do with being right or knowing what the truth 
is.

Edward de Bono: "If you never change your mind, why have one?"

Kim Jones

On 09/09/2011, at 1:43 PM, Elliot Temple wrote:

Criticism helps us improve by explaining our mistakes so that we can do better.



From: DesireToKnow <fbfreddywa@gmail.com>
Subject: [BoI] Re: Reason
Date: September 9, 2011 at 5:13 AM

Elliot,

First of all, a critique regarding the form of your statements.

It strikes me as more of a MANIFESTO than a work list, or a reasoned
argument of reasons for reason's structures as you might have hoped it
to be.

---
Referring to pg. 154 on  Deutsch's "theory" of mind-body I'm having
problems with consistency & coherency of his arguments, regarding the
conduct of "rational" behavior without the help of "qualia" *
Note, in particular this discussion touches on a bigger problem, that
called the Hard Problem in philosophy of mind, concerning
"consciousness" & "qualia". Initially statement is made (supported by
Dennett) then further in the book, the idea that "mind" is "a
computer" is introduced. So, either that presupposes that emotions are
not related to mind, or they become subservient to higher functions,
such as reasoning.

I would beg to differ if so:  how can one "reason" without implicating
emotion, intuition, imagination ?

NOTE: I'm assuming that an answer won't try to denegrate, eliminate,
occulde via some form of "reductive explanation", or other method,
such as argument to "best explanation" which would ignore the
fundamental, psychological "fact" that we CANNOT conduct reasoning as
a social activity without the FACT of emotions, feelings, mental
phenomena like certainty, insight, elation (when discovery is made,
etc).

The FACT of the matter JUST IS -  for the subject(s) - because all
reasoning is essentially destined to be communicated to like "minds"
-  to whom, for whom the reasons are MEANINGFUL. Bodies participate,
so in a sense, their reasons converge, but explanation of their
functions are logically, and biologically, separate. So how - or for
what purpose (given that quale ALSO serve as interesting explanatory



devices, offering topical matter) do we wish to "explain our personal
psycho-social 'experience' away" ???

Moreover, the position that Deutsch supports, Dennett's explanation of
Consciousness, has been criticized as one where the baby is thrown out
with the bathwater.

Indeed, it is absolutely inconceivable, unreasonable, and a BAD
explanation to imagine that reasoning can be done in a vaccum, without
the "stage props" that nevertheless suggest a kind of EXPLANATORY
NECESSITY for a function like "Cartesian theatre".

Reasoning -- practical reasoning of all types: counterfactuality (in
law, or sciences), explanatory, divinatory/predictive -- REQUIRES
(maybe even necessarily) a "subject".

Thus the paradox to be explained - that Dennett attempts to
"eliminate" by a species of reasoning called reductive explanation -
is that the SENSE and any meaning, all efficacity derived from the
consequences of this activity IMPLY a subject. The FACT that reasoning
CAN BE SIMULATED by computing devices does not explain that the sense
& meaning from that information processing MUST be appreciated by yet
another "device" - that which either programmed it, or that for which
it is destined (via communication).

So, elimnating qualia, explaining they are not necessary, that indeed
"mind" is not required, reduces SOCIAL linguistical behavior to
communication.... like in insects.

Where would "evolution toward this ideal" be in any way progress?

Sounds like a script from the MATRIX film or some other SciFi best
seller !
====
Reasoning just IS a set of interlocking PROCESSES which ARE "personal"
and become social - witness my response to your post.

Moreover, this subject is better studied in sociology, communications,
anthropology, ethnology than by an attempt to find a super-equation in
high-energy physics, and claim that all mental-corporal behavior must



conform to its "variables. Sounds like a TRYANNICAL solution that
would be more BELIEVED than TRUE.

I cannot imagine that readers of BOI would find this kind of
"reasoning to best SCIENTIST explanation" as a substitute for their
own, personal, better judgement with a big dose of COMMON SENSE !

And this is a TIME OLD argument that goes back to David Hume, Kant,
and later Hegel on through to Bradley before Bertrand Russell took him
on, spawned the memes of Analytical Philosophy & Positivism, wherein
the SUPERMIND at the END OF TIME of Hegel was debunked as a dreamer's
armchair reasoning to bad explanations. The Vienna circle, Carnap and
others suggested that the route lie in the perfect descriptive
languages & logic, thus throwing away the idea that we ever KNOW
"absolute reality" (Ultimate Reality is a Cambridge Press book in
which Deutsch made a contribution on "It from Qubit").

In other words, the endpoint of reasoning is the CONSTRUCTION of
something like a futurist's version of Plato's Republic.

Hey readers, is THIS what we want, believe in?

My qualia tell me that's a BAD CHOICE (another subject in BOI where
the earlier suppositions, explanations are not very well knitted into
a Fabric of Explanation-Sur-reality).
____

To take a more interesting example, how can marketing even exist
unless it appeals to the "impressions" that people form in their
thinking, emotionally without something like a Cartesian theatre and a
self.
Finally, what would humanity, even post-transy-humanity amount to if
this cognitive functioning "self-hood" didn't exist?

Would that be EVOLUTION? (toward a superior form of intelligence) or
DEVOLUTION (toward a simple-mind like mental ) behavior characteristic
of insects?

In fact, outside of the question of reasoning, but rejoining that of
18-19th century philosophy, similar to the root of the thinking in



Deutsch's FOR (Chp 14), there are HEGELIAN traces in the thoughts of
Deutsch !

The entire notion that the universe exists to arrive at a notion of
Hegelian SUPERMIND - in fact it is both implausible and contradictory
to imagine that at the End of TIME (our Universe, or some phenomenal
succession of them) that that "spirit" will BE without being also
something like supra-conscious - even if you reduce that super-
consciousness by some set of criteria to just DOING THE RIGHT THING
ALWAYS AND KNOWING THAT TO BE THE CASE.

One has to wonder at that point in the chain of reasoning, in
following that created by the memes Deutsch is disseminating, whether
an absolute state of the Multiverse, will be a "monistic being" or
simply a vast physical process that will be both optimal and super
DUMB .. in other words, it just IS and DOES as it has LEARNED to do.

All this takes the discussion of mind up a step. What is LEARNING and
what is its role in intelligence, and what is the role of intelligence
in reasoning. Moreover, I would implore you to consider that even
today, science "knows" that intelligence is as much, perhaps EVEN MORE
a function of "emotion", feeling, occasional "intuition" and certainly
characteristically the "feelings" of belief, certainty, insight .

So, how do we get from LEARNING to DISCOVERY, INNOVATION to DESIGN to
DESCRIPTION to DEFINITION to BUILDING to MAINTENANCE of all that has
played a part in "getting there" - assuming some kind of directional
movement to "progress".

Finally, the idea that evolution is directing intelligence implies
teleology. That is a NO-NO in causation and in evolutionary biology -
unless you follow the outlier theories about "design" embedded in
"hidden rules", etc

Imagine though that you DO subscribe to "hidden" this or that... no
matter from "elsewhere, elsewhen" it comes. If it IS AT WORK, then
you've got a problem, one that means that causation will need to
EXPLAIN EFFECTS (and hint at causes via counterfactuals) all the way
back down the chain, from the beginning of time and before. If on the
other hand, you allow for stochastic process, randomness, then I would



suggest that NO PROCESS of evolution will ever fully optimize because
it will be CONSTANTLY, ETERNALLY redirected in its search space toward
new "problems"... thus we CANNOT (necessarily) "hope" for a DIRECTED
evolution, ie. toward a Hegelian supermind.

In FACT, we can reasonably assume that whatever evolutions DO come
about (whether forward directed, thus evolution, or backward directed,
thus devolution) will necessarily spread out escaping the REACH of
any, even ALL reasons ever mounted against akind of thermodynamical
dissolution. (

NOTE: reasoning that HOPES for a happy ending to the universe, even on
of "escaping from it" are emotionally based. If you admit emotion, you
admit intuition, insight as playing a causal role in innovation.

If you do that, you'll have ALOT of trouble disqualifying
"qualia" (such as HOPE, Optimism, etc).

In other words, optimism vs. pessimism only make sense FOR "minds"
that feel, reason, care, fear and use fuzzy notions & language (not
very scientific ! :-) like metaphor, allegory, allusion, and a whole
host of literary mechanisms. In fact, BOI reads more like a modern
version of "scientific literature" than it does as a reasoned,
rational "text" wherein positions are stated, along with
presuppositions, and either axiomatically defined, or deduced from a
base, foundational set of assumptions.

In fact, BOI doesn't STOP making "quale" during its reading as we
imagine, reason, even momentarily understand, as well as falling into
confusion when we don't see in later chapters the logical thread
(deductive, explanatory) of ideas introduced at earlier stages of
exposition.

So, BOI is literature, not an EXAMPLE of "good reasoning" @ work,
succeeds & suffers from it as do any forms of myth making discourses.

regards

On 9 sep, 05:43, Elliot Temple <c...@curi.us> wrote:
Ways of thinking can be rational, or not.



Rationality is more about how one decides his ideas than what the ideas are. 
Rationality focusses on how one thinks, not what he thinks.

Thinking is rational if it uses reason. That means, approximately, thinking in a 
reasonable way.

What type of thinking is reasonable? What fits with reason? What is rational?

Thinking capable of correcting mistakes is rational. Thinking capable of 
improving.

Any approach to thinking which gets stuck forever without improving is irrational 
and unreasonable. An approach which *risks* that is also irrational.

Ways of thinking should be good at making progress. They should be good and 
finding and improving mistakes. They should be good at learning new things. 
They should be good at improving one's existing ideas.

Rational people have open minds. They are willing to change their ideas. They 
are willing to consider new ideas. They aren't overly attached to their current 
ideas.

Rational people like criticism. They don't just tolerate it; they appreciate it. 
Criticism helps us improve by explaining our mistakes so that we can do better.

Reason relies on logic and good arguments. Those allow for improvement.

Reason rejects mysticism. Magical thinking is arbitrary and easy to vary. 
Approaches like accepting any wishful thinking provide no standards for judging 
which ideas are better or worse. It magic is allowed, it can answer any criticism, 
and so there can be no criticism. This is incompatible with improving our 
knowledge.

Reason rejects appeals to authority. Keeping an open mind means being willing 
to question and challenge authority. Progress requires sometimes overturning 
authorities.

Reason rejects declarations that the world is mysterious, never to be 
understood by us. This attitude is contrary to progress.



Reason rejects pessimism. Pessimism is an excuse for people to give up and 
not try. When we try to make progress, we make more of it. And the principle of 
optimism -- problems are soluble with knowledge (and we are universal 
knowledge creators) -- is true.

Reason rejects fatalism. Fatalism is the idea that Fate (or God) has decided 
everyone's destiny. It doesn't matter what people do since fate is in charge. This 
false claim takes away people's motivation to learn anything.

-- Elliot Templehttp://curi.us/

http://curi.us/


From: DesireToKnow <fbfreddywa@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 9, 2011 at 5:38 AM

I would suggest that this discussion could deepen its reach by
considering the question in philosophy, Metaphysics, related to
compositionality, and then by applying what you learn from looking in
to that, you might work out a theory of discernibility vs.
indiscernability, as well as the role of this notion in the
composition of the objects, processes acting during composition, as
well as some of the "logical limits" to this thinking in physics.

One big problem with Deutsch's book ,and the meme community that it
has spawned, is the lack of "philosophical sophistication". Fabric of
Reality, BOI, are nothing if not thought experiments, speculation and
playing with ideas that historically have been discovered in
metaphysics, philosophy of mind, etc.

There books that treat the question of the frontier between physics,
scientific explanation and the realm of philosophy (in particular
metaphysics). One that is sympathetic to "physicalism" (metaphysical
base) is James Ladyman's EVERYTHING MUST GO (a pun obviously).

Though I don' agree with it, for reasons that I believe YOU should not
agree with it (very subtle reasons) nevertheless, there is a subtle
idea circulating in BOI, FOR, that is that the definition of the
"spaces" in which the multiversal "objects" get situated, must be
CLEARLY, logically, more importantly ALGORITHMICALLY, laid out/
constrained.

This may, may not be true.

We just DONT KNOW ENOUGH to go about "reductive simplification",
"reductive elimination" of concepts in today's science. I would even
posit that the activity of "conceptual elimination", even reduction,
should NOT be done by physicists, but by historians of Science.

Take for example the book by Helge Kragh, HIGHER SPECULATIONS. Of
course, it is NOT in a book that this elimination process should
happen. NOR, is it the job of quantum/relativistic/cosmological physic-
mathematicians to "innovate" the conceptual space wherein live



"memes" (in our IMAGINATIONS !)

No this is the work of a collective, and MUST be subjected to PEER
review, criticism, and all that bla-bla.

It may be that later in time, when the "dust has settled", the GOOD
IDEAS will still explain what seems to be obvious, important,
PERTINENT.

So, I would challenge Deutsch on firm, fundamental ground - the Mind -
and suggest that what matters, ends-up-making a difference - is NOT
explanations but Ideas and their discussion, their ELUCIDATION.

Explaining is trite and though it is useful, a very useful part of
composing an IDEA, that what survives is the IDEA, the lighting up of
our minds, the imaginative "ring", the sound & the fury of competing
memes.

And that to understand this universe you must ALSO be able to explain
the arts, literature, as well as ALL the artefacts OF OUR PAST as that
constitutes the WELLSPRING of "memes" struggling to nudge your's out
for "air time".

There is NOTHING MORE INCREDIBLE in biological life than the HUMAN
MIND !

link to google books =>
http://books.google.fr/books?
id=BaOoqbLrXK8C&printsec=frontcover&dq=ladyman&hl=fr&ei=f9xpTsDZDsuXO
tS85N8F&sa=X&oi=book_result&ct=result&resnum=2&ved=0CDcQ6AEwAQ#v=o
nepage&q&f=false

On 5 sep, 10:01, Westmil...@aol.com wrote:
tom.harrigan writes:

... Quantum  mechanics calculates a probability function. If you could
"overlay" all  the worlds that result from each run of the experiment,
you would see  the whole probability function replicated, not just
individual  spots.

Which suggests that "Many Worlds" is just an analogy of quantum  

http://books.google.fr/books?id=BaOoqbLrXK8C&printsec=frontcover&dq=ladyman&hl=fr&ei=f9xpTsDZDsuXOtS85N8F&sa=X&oi=book_result&ct=result&resnum=2&ved=0CDcQ6AEwAQ#v=onepage&q&f=false


probability.

... If this is not the case, then I have totally  misunderstood "Many
Worlds", and moreover I don't see the point of  it.

There's value in concretizing abstractions, even in fantasy. I'm not  sure
that this particular fantasy (and it must be that until we are able to  
perceive other Worlds) enhances our understanding of the effect in question. It  
isn't really a solution to the "problem", but rather a different way of
looking  at it.

... I [wonder] if "interference" is synonymous with  "fungibility".

Not the way I've read the descriptions. The two instances  of the photon
must be non-fungible (differentiated by their motion vectors) in  order for
the photon in one World to take a different path than the same photon  in
another World, which produces the interference pattern. If the two were  
fungible, they would not interfere.

As noted earlier, that leaves open  the question of how or why the "fungon"
and "anti-fungon" eventually come to  exist in both Worlds, in order to
interfere with each other. They must still be  differentiated, since they
either combine to create a peak at one point or  cancel to create a trough at
another.

Bill  



From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 9, 2011 at 7:44 PM

Is it possible for there to exist 'temporally fungible' objects? What
I mean by that is that there is no fact of the matter regarding *when*
the particular instances that comprise the fungible set exist?

I suspect that this would happen in situations where an unchanging
object is isolated from the rest of a changing universe. Since the
object is unchanging, 'later' instances would be fungible with
'earlier' instances, correct?



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 9, 2011 at 10:59 PM

On Fri, Sep 9, 2011 at 4:52 AM, Abraham Lewis <abrahamwl@gmail.com> wrote:
On Fri, Sep 9, 2011 at 12:09 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

"Changing" a law to (fully) "match" something else means replacing it
with that other thing, rather than changing it incrementally. If only
a partial change was made then it would not match the other thing. So
it refers to rewriting laws from scratch rather than to changing them.

So you're saying laws should never be removed or rewritten, and if they are,
it shouldn't be in accordance with an abstract theory? Or should it only
partly match what the theory says, and partly match something else?

The method should be gradualist change.

Piecemeal or gradual improvement is not vague. I can see how it would
sound vague if one considered the *name* of the concept and tried to
guess the rest. But there is a great deal of writing on the subject
specifying what it means (e.g. Popper and Burke wrote about it). You
can take statements about it to refer to that existing knowledge,
rather than to be vague.

That's helpful. It was seeming vague in the usage in this discussion.
However, what is still lacking is specific discussion of how this
contradicts the goal of eliminating IP law. Maybe you could point me to a
specific passage where Popper or Burke discuss piecemeal improvement and 
IP
law.

It does not contradict the goal of eliminating IP law. It contradicts
some possible methods of attempting that.

Gradualism is focussed on methods not goals. How to accomplish things
not what to accomplish.



These descriptions are all vague in the sense that they don't clarify the
issue at hand. Specifically, they don't point out why a plan to eliminate IP
law would be like the French Revolution rather than say, outlawing thievery,
to use examples from the quotation.

Some plans would be one way and some the other.

Specifically, I do not see coercion as being worse than coercion,

Is there a typo here? I don't understand.

Anyway, everything taxes do can, *in principle*, be done without
coercion.

In short, I disagree. Specifically, I am not aware of a realistic (if still
theoretical) method that is morally superior to taxes. I am aware of other
systems that seem morally equivalent. I do agree that many things taxes do
could be done without coercion.

It's a mistake to disagree that something is possible on the basis
that you don't yet know how to do it.

So do you disagree that a law is immoral it doesn't matter if it "fixes a
problem"? If not, why not?

I disagree because fixing problems is good and therefore does matter.

Do you think that morality outweighs all other concerns?

Or do you think that nothing good can contradict morality? That's true
with perfect morality but not true with our current flawed conception
of morality, including our broad moral principles which often lack
some precision. And if true perfect morality says something is bad,
then I would not actually regard it as fixing a problem but creating



one -- why else would true morality object to it?

I think you shouldn't seek to abolish all laws because I think you are
wrong. But assuming that you are right, yes you should seek to abolish all
law. Isn't that what anarchro-liberals seek? And aren't you an
anarchro-liberal? I would agree with you that you should not seek to do it
by revolutionary means.

I don't actively seek to abolish all laws. I simply acknowledge that
BoI is right to say that "problems are soluble (with sufficient
knowledge)" and I count coercion (of innocents, not aggressors) as a
problem. So with enough knowledge the problem of coercion will be
solved. That either means no laws or changes to what laws are so that
they are no longer coercive.

Why do you disagree with BoI's argument about problems being soluble?
What could stop them from being solved?

I have no problem with your reasoning, just with your premise that all
violence is immoral,  and I would be glad to argue with you about them if we
weren't already arguing on another subject.

I am interested in discussing it.

I think all aggressive violence is immoral but not defensive violence.
You disagree? Why? Do you think there is something good about
aggressive violence?

Taxes can pass as defensive violence temporarily (defending against
the violence of natural society). But, as above, with sufficient
knowledge we can learn better methods of defense and solve the
problem.



From: Westmiller@aol.com
Subject: [BoI] Re: Intellectual Property is Not Property
Date: September 10, 2011 at 2:11 AM

On Sep 9, 12:23 am, Abraham Lewis <_abraha...@gmail.com_
(mailto:abraha...@gmail.com) > wrote:

...  Fundamentally, they're still two different and non-interchangeable
things (information and energy/matter).

That's true. The key is that without that information, the physical matter
is useless (for the purpose the design intends). Gold is merely a colored
pebble  until you discover its properties and apply them to a specific
purpose.

It is also true that it requires some expenditure of effort to convert raw
materials into a useful object, but that exertion would be fruitless motion
with  no concrete objective in the absence of the insight, creativity, and
procedures  that the information imparts. I might know that I can modify the
form of a log  of wood with a single match, but I may not know how to
modify it into a useful  bookend.

However, it isn't the duplication of information per-se that is protected
by IP. The patent or copyright itself is a public document and may be
copied as many times as you like. What is protected is the *application* of that
novel information to produce a specific, concrete product - which can
*only*  come into existence because of the mental efforts of the creator.

... if someone sold you a car, giving you just the designs to  it
would be considered fraud, but both the design and the car  would
fall under the same IP.

There are two different kinds of property claim, both dependent on the
exertion of effort to achieve a purpose. In the first case, the
inventor/designer creates (from nothing but his own mind) the  
instructions/information
for producing a valuable product. The designer of the  car then licenses his
product to another person/company that acquires raw  materials and exerts the
effort required to create the concrete object.

So, when you buy a car, you are paying both the designer and the

mailto:abraha...@gmail.com


manufacturer for their effort. In effect, the designer owns a "piece" of the car
when it is sold, deriving compensation. The designer doesn't own the entire
car,  because that physical object could not have existed without the efforts
of the  manufacturer. So, each have a legitimate claim to the profits,
usually specified  in a contract.

Likewise, when you buy the car, you are purchasing the right to that
specific object, but always within the terms of the purchase agreement. Usually,
that includes a proviso that you not copy it for resale.

Exactly the same criteria apply to books, music, or the design patent on
paper clips.

Exactly.

me>> ... physical property - beyond land itself - is a claim to a  design.
This is not true. Many raw materials beyond land have value  and
are owned even before they're extracted.

Correct. The claim to real property is a claim to all of its constituents.
A gold claim is a claim to land, which includes the gold. At one time, land
 claims extended from the surface to the center of the earth. There's lots
of  iron in the earth's core, if you can extract it economically. I'm not
sure that  condition is true today, since almost all real property deeds have
clauses  reserving certain riparian rights, probably oil rights, and various
liens for  access.

Someone doesn't cease to own their table if they throw it
 through a wood-chipper--it's now just their wood-chips.

When the table ceases to be a table, you don't own a table. Obviously,
functional products are composed of various kinds of raw materials. If you
"decompose" the product, you still own the constituent raw materials. But,
depending on the terms of your original purchase, you may not have the right to
 re-assemble the wood chips (wherever they come from) back into a designer
table.

...
There's also a pragmatic footnote, mentioned by Elliot in another thread.
That is the fact that the actual cost of an end product may change by orders



of  magnitude with new inventions. For example, the manufacturing costs of
publishing a book (or a record) were enormous only a few decades ago. Now,
the  costs of production are a pittance. All that means is that your
purchase price  is no longer determined primarily by the cost of production.

For example, when books were books and only available as books, authors
might have received a 10% royalty of the sale price. For a standard hard
cover,  maybe $2.99 per book. The remainder went to production, distribution, 
and
 promotion. Today, you can buy the same "book" for $2.99 (or less) because
the  author can produce a PDF and "distribute" it on the internet for next
to  nothing. So, the primary value is almost entirely the creation itself.
Some  consumers are still willing to pay $29.95 for a hardcover, but they're
still  paying only $2.99 for the creative effort itself. In neither case is
the creator  selling his rights to the contents of the book, only a license
for personal  use.

... leaving open the question of when BOI is going to be available as a
$1.00 download (with copyright restrictions on duplication, no doubt).

Bill



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Short Summary of Ayn Rand
Date: September 10, 2011 at 3:48 AM

Short Summary of Ayn Rand:

Man is different from animals because he has a mind. He should use it. His mind 
is fallible but can create objective knowledge. Fallible knowledge is not a 
contradiction. You do your best with your mind and later you learn more things 
and improve and change your ideas, but this later improvement does not 
invalidate the previous ideas, it doesn't make them worthless, they could still 
have been valuable (or mistakes).

Knowledge is contextual. Rather than "Which flavor of ice cream is best?" one 
needs to consider, "Which flavor of ice cream is best for a particular 
situation/context/purpose?" This addresses the issue of getting new evidence and 
information and otherwise learning more and improving. If you improve and get 
new ideas then you have a new context. It doesn't change what made sense in 
the previous context with its more limited information.

The world is complicated. To deal with it, men must organize their thinking. We 
can use concepts like "table" to group ("integrate") many percepts (individual 
perceptions, e.g. vision of a table) together. And concepts themselves can be 
grouped, e.g. "furniture". One of the methods of grouping is to focus on some 
notable commonality while allowing differences in other aspects (e.g. two tables 
might be different sizes, but they are both tables). One specific way of doing this 
is "measurement omission": grouping stuff together in a way ignoring differences 
in a particular measurement like width.

To further help deal with the complexity of the world, we automate some of our 
thinking. We make it a habit that doesn't require conscious attention. For example 
we automate the process of identifying what is or is not a table. That is far from 
trivial (try to write a computer program to do it, or write down some instructions 
that don't have any loopholes or ambiguities). But we learn to do it without explicit 
attention.

Correct thinking cannot contain contradictions. As we build up our knowledge we 
must avoid contradictions, and as we learn new things we must check them 
against our existing ideas for contradictions. When two ideas are found to 
contradict, at least one must be mistaken, so further thought is required.



A moral life for a man is a life which is suitable to man. That means a life relying 
on his rational mind. It is moral to think and immoral to refuse to think. This has 
further consequences. For example people should figure out how to deal with 
problems instead of being passive "victims". Thinking can create control over 
reality and change things while passively letting stuff happen does not require 
thinking.

Altruism is a system where men do not live by their own minds. They don't take 
responsibility for themselves. It denies the nature of man as individuals each to 
use his mind to run his own life. Instead it asks men to sacrifice themselves, and 
do things contradicting their best judgment, for the sake of others. Why? If it was 
efficient that people help each other -- as it often is -- they could do so by 
voluntary trade. Altruism seeks interactions which are not for mutual benefit and 
relies on people not thinking about it clearly enough.

Capitalism is the economic system for individuals with minds. It leaves men free 
to think and to pursue their ideas, even if those ideas differ from the status quo. 
So improvement is possible on the initiative of individuals who wish to try (risking 
only their own wealth and effort, plus that of anyone else who thinks it is a good 
idea and wishes to invest).

Capitalism is freedom applied to economics. It lets men live according to the 
judgment of their own minds. All other systems do not. For example if a system 
violates the principle of free trade -- if it forces upon some men interactions which 
they do not deem to be for their benefit -- then it forces on them something 
contrary to the judgment of their mind.

Force always implies being forced to go against one's best thinking. Capitalism 
means the abolition of all force in economic matters. No other system can offer 
that (if it did, it'd simply be equivalent to capitalism).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] Re: Short Summary of Ayn Rand
Date: September 10, 2011 at 9:32 AM

This description bears little resemblance to descriptions of Ayn Rand
that I have read before -- whether by advocates or critics.



From: DesireToKnow <fbfreddywa@gmail.com>
Subject: [BoI] Re: Reason
Date: September 10, 2011 at 8:18 AM

Hi Kim

Agreed but there is this nagging value-judgement in Deutsch's BOI
which is the adjective "good".

This implies either some objective standards based on some equally, a
circularly vicious, critieria of "being right".  These standards, that
"scientists" like to claim as accepting, in use, are in fact not that
at all. It's all sort of a vague, fuzzy, modern "myth". People have to
face uncertainty. They devise - and this is a pragmatic role for your
creativity in literary (often highly creative, playing on analogy,
references in words that relate to experiences, personal or
collectively accretized "histories", and the more discursive (a type
of literary style, rationality, that uses various means to continue to
justify itself - mainly in textual forms.)

The fact that there are NO absolute, or objective "truths" to be found
seems to be a paradox of Popperian thought. All that is discovered,
said, and used to base further conjecture, creative intuition, and
sought for "certainty" are experiences USING the language elements
linked to what we learn and what we experience ...

So I have no problem with creativity. Quoting de Bono, and the idea of
lateral thinking is perfect for my tastes. The play of ideation (as a
higher than rational form of Creative thinking, sure, less rigourous,
but MORE creative) leads us to both clarity and the dangerous of
"muddled" thinking.

It seems to me that the danger for a "meme", be it the originary
"thought" (insight) that "something is the case" (truth is not
necessary, just a sufficient degree of verisimilitude), is that rather
than it leading to highly specialized, innovative streams of memetic
thinking, it gets bogged down in CLICHE.

This explains why I think that throwing out the phenomenological
method of studying experience from the 1st person, subjecting its
artefacts to communal criticism, discourse formation in various



communities (philosophy, HEP, cosmology, anthropology,
archaeoastronomy, sociology, ecological & environmental sciences) is
an error (error epistemology).

Basically, we KNOW that all we "know" is at best today's best
approximation to whatever is "pulling us toward Truth" (strange
attractors of the Mind).
This said, the quest is ongoing and the Ulyssean dangers is that we
can't get back home when voyaging out on a limb, trekking to far off
lands of thought...
 At best we come back with "cross disciplinary" muddles, at worst with
insanity & non-sensical connections that don't "mean a thing".

That said. In a book by Anthony O'Hear, BEYOND EVOLUTION, their are a
certain number of delimiters, morals, for the narratives of Deutsch's
story in BOI & FOR.
Though he "innovates" it is really alot of composition & restatement.

Read the book above, published in 1997, and think about the messages
in BOI. You'll find that there is quite alot of resemblance between
the thinking in the two books except that the former is more a work of
philosophy in a certain tradition of philosophical debate.

Deutsch's BOI seems to want to stir up ideas that have been hanging
out, covered over by dust, for many years, and tie them to his
readings of Popper, Dawkins, more recently Dennett, and a host of
others. Only problem is that BOI is not an academic work, so we don't
get mention of the "traces" of the ideas formulated in BOI that are
both innovative and simple reformulations, reorientations of theses he
wants to defend. Nothing of absolute truth in all this.
Even universality is just a concept coming from 3 thousand years of
occidental and even oriental (Indian mainly) metaphysics (pre-
Socratics, Plato, after).

Others have recognized the genera of all this. Reference the book, THE
CRITIQUE OF THEOLOGICAL REASON to see how some have read into FOR a
"theological" debate that is persistent, and perhaps unconscious, in
Deutsch's work. Not amazing. Even from a memetic perspective, it is
TOTALLY comprehensible to imagine that the core ideas in FOR and BOI,
"stem" from the tree of knowledge that is yet another ancient, even



religious metaphor permeating readings (hermeneutical) of FOR/BOI.

What IS amazing is that the physicists in this group don't seem to see
(or be able to admit) that their innovations are
"reworkings" (inspired, yes by many discoveries in many tangential
disciplines of physics). That's a shame. It's like they want to see
themselves as "outside" of the Time of History, and yes, if you
IMAGINE that "history" is a thing that can be "generated", then your
innovation is both a discovery AND a political activity (perhaps of
Exclusion of rival ideas, memes). That doesn't seem to be so shocking.
I see this throughout BOI. Only there is a total absence of "self-
reflective", situating of the author in the stream of ideas that are
leading to his inspirations.

Again, if you DONT SEE the traces, don't accept your place in the
context (socio-cultural) of the debate, then you don't (or won't)
admit (to yourself? ) the sources of the very influences that are both
INNOVATIVE, as well as EXTENDING THE REACH of the muddles that you're
"lines of thought" (rational heritage) is subject to.

This is a VAST debate. What is regrettable, but expected, is that in
work of popular non-fiction, the reader is coaxed into BELIEVING that
what they're reading is UNIQUE, expression of genius, when in fact,
the genius is in the reworking of a lot of themes, some of which are
seriously "muddled";

THAT is NOT "good explanation" @ work, NOR an expression of the kind
of Rationality that the manifest of this thread preaches (choice of
word on purpose) !

thanks for you time

On 9 sep, 10:29, Kim Jones <kmjco...@me.com> wrote:
The criticism of an existing idea has never once given birth to a new idea. It 
takes creativity to bring forth new ideas. Creativity is what puts the ideas on the 
table that others can then criticise. Critical thinking is OK in science because 
scientists have to take the long, slow road to their proofs and understandings. In 
the messy real world we simply have to survive on our wits and our abilities. We 
cannot wait for proofs or for someone to decide that something is true or not. 
We act continually without a perfect understanding of what we are doing. This is 



normal. This is what a mind is for. Practising creative thinking develops the mind 
to the point where it can tolerate a high level of uncertainty for the sake of being 
fertile or fecund. Creativity may involve you in radically changing your mind over 
something. Changing your mind may in fact save your life. This is what I call 
"reason" or rationality. It's got little to do with being right or knowing what the 
truth is.

Edward de Bono: "If you never change your mind, why have one?"

Kim Jones

On 09/09/2011, at 1:43 PM, Elliot Temple wrote:

Criticism helps us improve by explaining our mistakes so that we can do better.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] What do you care what other people think?
Date: September 10, 2011 at 9:17 PM

What do you care what other people think?

This is the title of a book by Richard Feynman. Feynman went against the grain 
and did things people thought badly of. He acted according to his own judgment, 
not the judgment of others. He didn't try to fit his life to impress and please 
people.

For example, Feynman was a genius physicist and he used to do physics work at 
a strip club. And he would try to downplay his own authority and genius and 
discourage anyone from believing anything just because he said it.

The title of the book can be read as advice to the reader. It can be read as 
challenging you to be more like Feynman.

That is a good meaning, but it's not the actual meaning. The book is named after 
a phrase that Feynmna's first wife often said to him.

Feynman used to care what people think. He had that flaw. His wife reminded him 
about it many times. With her help, and with his own mind, he eventually 
improved. It was hard for him and took a long time.

Even geniuses make mistakes. The reason Feynman is so impressive is not that 
he never makes mistakes. He has problems like the rest of us. The difference is 
he works at them. He tries to improve. Even if it takes a long time, he'll keep 
trying to get better.

You can get better, too. Anyone can. That's the more important lesson which 
Feynman wanted to communicate. That's why he didn't want to be treated as an 
authority. He's just a person like the rest of us. He's not out of reach, he's not 
special, he's a fallible human.

This has dual meanings. Flawed people can be great! And flawed people can 
improve!

When Feynman was a young physicist, nobody special, he sometimes met 
important physicists. A lot of people, when meeting someone impressive, will 
worry about what he thinks. They'll try to impress him, flatter him, agree with him, 



please him.

Feynman did something different. He criticized. He met a brilliant physicist and he 
thought some of the guy's ideas were wrong and he said so.

As a result, the physicist liked Feynman. He appreciated the honesty and found 
the criticism useful. He felt that most people wouldn't tell him when he had a bad 
idea. And he wanted to find out which of his ideas were bad so he could change 
them.

Feynman focussed on his judgement of the truth, not on the other person, and 
this was better for everyone. Feynman used his mind instead of turning it off and 
deferring to the other guy.

It's not important what people think. What's important is the truth. We can't know 
the truth directly, but we can use our minds to think about it. We should be 
concerned with our best judgment.

If someone disagrees with us, he can say why. If he has no reasons to give, we 
should not care. If he has reasons, we can judge them ourselves. We can change 
our minds if we think the idea he tells us is right, and not if not. This is the rational 
approach.

Trying to please other people, against one's judgment, is going against one's own 
mind. Our minds are the most important and best things we have. We should 
respect and use them.

The rational approach is all about persuasion. I should only change my mind if 
someone gives me a reason I judge is a good one. By doing it this way, at all 
times I follow my own best judgment. If I'm wrong, first I change my mind and 
second I act on my new ideas.

Another author who addressed this issue well is Ayn Rand. Her novel, _The 
Fountainhead_, examines people who live their lives second hand, through 
others. It's about the consequences of focussing one's life on other people, or 
not.

In one scene, the villain asks the hero, "What do you think of me?" The hero 
replies, "I don't think of you." They part ways, hardly speaking. The hero doesn't 
really concern himself with other people. The villain does.



The villain isn't self-sufficient. He gets bored and lonely because he wants people 
to appreciate his evil plans. Doing what he does for himself, and for its own sake, 
doesn't satisfy him. He cares what other people think.

The villain is a bad philosopher. He seeks to rule the world. He tries to get power 
over other men. Power is a tool for second handers. It's all about other people.

The villain's approach to gaining power is to collect men's souls. He makes tries 
to make them dependent rather than independent. He advocates altruism and 
sacrifice. He attacks reason and the mind.

Altruism is the philosophy of sacrificing the self for the sake of other people. The 
right attitude in life is to improve one's own life. People should not sacrifice 
themselves but try to be great, or at least do what they like (not what other people 
like, though it sometimes overlaps).

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Reason
Date: September 11, 2011 at 2:11 AM

On Sep 8, 8:43 pm, Elliot Temple <c...@curi.us> wrote:
Reason relies on logic and good arguments. Those allow for improvement.

That is all that needs to be said about reason, though I'd say it
differently:

Reason relies on *verifiable* evidence, scrutinized by the rules of
logic, to arrive at evidently true conclusions.
Evidence is purely a product of our present knowledge, so new evidence
might modify conclusions, but that doesn't make the original
conclusions unreasonable.

Of course, humans can easily make errors of logic, particularly in
convoluted and verbose declarations of propositions, even if the
evidence is objectively correct.

None of which precludes *intuitive* conclusions, which might be
operationally useful, even if we don't have clear evidence or a
logical explanation. Under those circumstances, there's nothing
unreasonable about speculation or intuitive guesses. What isn't
reasonable is betting your life that those conclusions are true.

Bill



From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Short Summary of Ayn Rand
Date: September 11, 2011 at 2:20 AM

On Sep 10, 12:48 am, Elliot Temple <c...@curi.us> wrote:
Short Summary of Ayn Rand:

I don't see anything obviously wrong with this description, but it
might be useful to reference Leonard Peikoff (Ayn Rand's heir) for a
more precise summary:
http://www.aynrand.org/site/PageServer?pagename=objectivism_pobs

Bill

http://www.aynrand.org/site/PageServer?pagename=objectivism_pobs


From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] BoI Chapter 1 summary
Date: September 11, 2011 at 12:04 PM

Anything I've not understood correctly?

We know a lot about the universe even though all we can see are dots in the sky. 
(And that is just our brains interpreting the electrical signals we get from our 
eyes.) How do we know these things?

Empiricism claims we know things -- create theories about reality --  by deriving 
them from our sensory experiences, passively receiving knowledge, not creating 
it.
     -Empiricism rejected traditional authoritarian sources of knowledge such as 
holy books and priests, but rejecting authority is not enough -- we need fallibilism 
as well (see below).

Inductivism claims we get our theories by extrapolating  them from repeated, 
similar experiences, and the more these experiences repeat themselves, the 
more probable the truth of the theory.

Criticisms of induction: 

-Induction can't explain how we come up with theories that are not about our 
experiences (e.g. the composition of stars, which we have never been to)
-Inductivism says that the future will resemble the past, but in reality, it does not
 *we need theories to tell us which experiences we should expect to see repeated 
(which future experiences will be like the past) and which we should not (e.g. we 
don't expect "19" to be repeated at the beginning of a year after 1999, at least not 
for 17,000 years)
 *we need theories to tell us which experiences have actually been repeated and 
which have not (e.g. we are seeing them on video, or as reflections in a mirror)

Thus inductivism is false, and therefore so is empiricism -- we cannot derive 
theories from experience.

In reality, we do not derive theories from anything -- we make them up, guess at 
them.  Then we can criticize and test them. In science, our sensory experiences 
are used to choose between theories. This is "learning from experience."



Empiricism's false authorities:
     -Sensory experience
     -A process such as induction that derives theories from experience

Justificationism: quest for certainty, or for authoritative sources 

Fallibilism: opposed to justificationism -- there are no authoritative sources of 
knowledge, there is no way to know for sure that an idea is true or probable.

Fallibilism is necessary for the growth of knowledge (and thus for the beginning of 
infinity):
     -Fallibilists seek to find and correct errors in their ideas
     -Fallibilists expect that ideas that no one questions today will be found, in the 
future, to contain mistakes, and will then be corrected (changed)

Justificationism is static:
     -Seeks to find ways to have ideas that don't need to be changed

We perceive nothing as it really is:
-All of our sensory experiences occur inside our brains, but we don't experience 
them as being inside our heads -- we experience them in specific places, such as 
seeing a tree outside, or feeling pain in a specific part of the body inside us.
-we don't experience nerve signals as crackles of electricity

So, what is needed to begin the unlimited growth of knowledge?

-rejection of authoritative sources of knowledge (fallibilism)
-a tradition of criticism
-testable theories
-explanatory theories
-explanations that are hard to vary (the crucial one)
          Changing the details would mess up the explanation

Instrumentalism: Science can only make predictions about observations, not 
explain the reality behind them. 
   -does not make sense because there is no such thing as a prediction with no 
explanation

Reach of explanations: the ability of some explanations to explain more than they 
were created to explain. This is a beginning of infinity



To answer the question posed at the beginning:
We can know about things we have never experienced because of the reach of 
our explanations 

Hard to vary explanations, along with criticism, explains why guesses lead to 
knowledge, instead of random stabs in the dark that lead nowhere.

-Kristen        



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] BoI Chapter 1 summary
Date: September 11, 2011 at 12:18 PM

On 11 Sep 2011, at 5:04pm, Kristen Ely wrote:

Anything I've not understood correctly?

We know a lot about the universe even though all we can see are dots in the 
sky. (And that is just our brains interpreting the electrical signals we get from our 
eyes.) How do we know these things?

Empiricism claims we know things -- create theories about reality --  by deriving 
them from our sensory experiences, passively receiving knowledge, not creating 
it.
     -Empiricism rejected traditional authoritarian sources of knowledge such as 
holy books and priests, but rejecting authority is not enough -- we need 
fallibilism as well (see below).

Inductivism claims we get our theories by extrapolating  them from repeated, 
similar experiences, and the more these experiences repeat themselves, the 
more probable the truth of the theory.

Criticisms of induction:

-Induction can't explain how we come up with theories that are not about our 
experiences (e.g. the composition of stars, which we have never been to)
-Inductivism says that the future will resemble the past, but in reality, it does not
 *we need theories to tell us which experiences we should expect to see 
repeated (which future experiences will be like the past) and which we should 
not (e.g. we don't expect "19" to be repeated at the beginning of a year after 
1999, at least not for 17,000 years)
 *we need theories to tell us which experiences have actually been repeated 
and which have not (e.g. we are seeing them on video, or as reflections in a 
mirror)

Thus inductivism is false, and therefore so is empiricism -- we cannot derive 
theories from experience.



In reality, we do not derive theories from anything -- we make them up, guess at 
them.  Then we can criticize and test them. In science, our sensory experiences 
are used to choose between theories. This is "learning from experience."

Empiricism's false authorities:
     -Sensory experience
     -A process such as induction that derives theories from experience

Justificationism: quest for certainty, or for authoritative sources

Fallibilism: opposed to justificationism -- there are no authoritative sources of 
knowledge, there is no way to know for sure that an idea is true or probable.

Fallibilism is necessary for the growth of knowledge (and thus for the beginning 
of infinity):
     -Fallibilists seek to find and correct errors in their ideas
     -Fallibilists expect that ideas that no one questions today will be found, in the 
future, to contain mistakes, and will then be corrected (changed)

Justificationism is static:
     -Seeks to find ways to have ideas that don't need to be changed

We perceive nothing as it really is:
-All of our sensory experiences occur inside our brains, but we don't experience 
them as being inside our heads -- we experience them in specific places, such 
as seeing a tree outside, or feeling pain in a specific part of the body inside us.
-we don't experience nerve signals as crackles of electricity

So, what is needed to begin the unlimited growth of knowledge?

-rejection of authoritative sources of knowledge (fallibilism)
-a tradition of criticism
-testable theories
-explanatory theories
-explanations that are hard to vary (the crucial one)
          Changing the details would mess up the explanation

Instrumentalism: Science can only make predictions about observations, not 
explain the reality behind them.
   -does not make sense because there is no such thing as a prediction with no 



explanation

Reach of explanations: the ability of some explanations to explain more than 
they were created to explain. This is a beginning of infinity

To answer the question posed at the beginning:
We can know about things we have never experienced because of the reach of 
our explanations

Hard to vary explanations, along with criticism, explains why guesses lead to 
knowledge, instead of random stabs in the dark that lead nowhere.

Looks right to me.

-- David



From: Elliot Temple <curi@curi.us>
Subject: [BoI] BoI ch 10 Two Summaries
Date: September 11, 2011 at 1:29 PM

SUMMARY ONE

We do not learn from our senses, nor can we directly see what is in front of us. 
Rather, we learn by persuasion and argument. We guess at reality, and test our 
guesses with observations. This is one example of the fact that *sources of 
knowledge are unimportant*. All sources are fallible, so ideas should be judged 
only by their persuasive power, no matter whether they come from a guess, a 
dream or a god.

The important thing is to seek good explanations, and to subject them to critical 
examination. In that way we can "know things better". Beliefs cannot and do not 
need to be justified, but only critically examined. The fallibilist approach which 
does not try to establish final or authoritative ideas, but only to make progress, is 
a beginning of infinity.

Knowledge gives us control over the world. What we understand, we can change. 
Suppressing the true sources of knowledge -- persuasion, conjecture, debate, 
and criticism -- is immoral. It destroys the ability to correct mistakes which creates 
a trap of repeating mistakes and never learning a better way. That leaves people 
helpless, without the ability to control their lives.

SUMMARY TWO

Athens had a tradition of philosophy, falliblism, criticism, seeking to do what is 
right and defying malevolence. But many Athenians, such as Socrates' 
companions, did not understand the full meaning of the Athenian way of life; for 
example, they would not apply their refusal to take ideas on authority to the 
authority of a god. Beliefs cannot and do not need to be justified, but only critically 
examined. The fallibilism of Socrates and Xenophanes made them wise.

All observation is theory laden. We can't see what's in front of us, but must 
interpret and conjecture what is there and critically examine our conjectures. As 
we can be fooled by mirages, we can be fooled about philosophical matters too, 
for example by a coercive childhood education. The solution is a tradition of 
criticism and open mindedness by which we try to "know things better".



Sparta banned persuasion. But all new knowledge comes from persuasion (not 
from our senses). We must accept persuasion based on its intrinsic merits but not 
based on the source of an idea. Persuasion is effective by the learner thinking 
and guessing within his own mind, not based on external sources. Suppressing 
persuasion destroys our ability to correct mistakes and is immoral.

By creating knowledge by thinking with conjectured, persuasive arguments and 
critical examination, we can gain control over the world, and become ever more 
like (fallible) gods.

Empricisim is false.

Athenian politicians who think they have perfection deem it an improvement over 
the status quo, and so are participating in a process of improvement.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 12, 2011 at 1:03 AM

I had a thought about this discussion that I'd like to bring up before
getting back into specifics. I realized that probably the book that taught
me the value of gradualism and piecemealness was the book *The White Man's
Burden: Why the West's Efforts to Aid the Rest Have Done So Much Ill and So
Little Good* by William Easterly. (I highly recommend it to anyone who's
interested in economic development.) However, I am not sure that they are
exactly the same concepts as the Popperian versions.

Easterly talked about piecemeal reform by contrasting "Planners" with
"Searchers". Planners, he said, develop grandiose Utopian plans, but perhaps
more significantly, they basically plan how they're going to fix other
people's problems at a distance. In contrast, Searchers create specific
solutions to specific problems that they are themselves familiar with.

Gradualism is illustrated by how the U.S. developed its (relatively) free
market economy by how Russia achieved its (relatively) free market economy.
That is, they switched Russia's economy "overnight" from a socialist to a
free market economy, but because people in general didn't have time to
prepare for and think about the changes, a few people took advantage of the
situation and did things that should have been illegal, had the laws been in
place to prevent them.

Now if you look at many piecemeal solutions that have been implemented at
different times, the changes are necessarily gradual. However, a piecemeal
change does not need to be itself gradual. Likewise, a gradual change isn't
necessarily piecemeal in the sense that Easterly uses the term. For example,
you could (hypothetically) increase interest rates at 1% a year for 50 years
and arrive at a 50% higher interest rate. However, while that would be
gradual, it would not be piecemeal in Easterly's sense because each of those
1% changes would not be addressing a specific problem.

Now there are two things about all this that make talking about it
difficult.

First, both piecemeal and gradual are not well defined. How gradual does a
change have to be to count as gradual or not? Likewise, how piecemeal does a



change have to be to be piecemeal? Because of this, the discussion seems to
devolve into characterizing everything in extremes. Things are either
piecemeal (if I am espousing them) or Utopian, and either gradual (if I am
for it) or revolutionary.

Second, both concepts are frequently, but not necessarily, the same in
practice leading to a tendency to equivocate between them.

Finally, I think we have been doing a lot of arguing past each other. I have
been arguing that "changing laws to match an abstract theory" is both
important and compatible with piecemealness and gradualism. Thus I tend to
characterize the "opposing" position as (in short summary) as a rhetorical
game while fundamentally arbitrary and not very coherent. It seems like a
lot of the seemingly "opposing" discussion tends to characterize "changing
laws to (fully) match abstract theories" as Utopian and revolutionary.

I think we *have* to do this to maintain the broad disagreement at this
point, because otherwise we have nothing to argue about, regarding the
original issue. Therefore, I would suggest that we try and focus on specific
issues as much as we can in the remaining discussion, and try to avoid
building straw men.

On Sat, Sep 10, 2011 at 8:29 AM, Anonymous Person <
unattributedemail@gmail.com> wrote:

On Fri, Sep 9, 2011 at 4:52 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Fri, Sep 9, 2011 at 12:09 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

Specifically, I do not see coercion as being worse than coercion,

Is there a typo here? I don't understand.



No, I was just saying that (in the context of my claim that coercion is
worse than poverty, implying it is wrong to use coercion to fix poverty)
using coercion to stop coercion is not the same kind of mistake as using
coercion to stop poverty, because coercion is not worse than itself, at
least in the abstract.

Anyway, everything taxes do can, *in principle*, be done without
coercion.

In short, I disagree. Specifically, I am not aware of a realistic (if
still

theoretical) method that is morally superior to taxes. I am aware of
other

systems that seem morally equivalent. I do agree that many things taxes
do

could be done without coercion.

It's a mistake to disagree that something is possible on the basis
that you don't yet know how to do it.

You are technically right, but what I mean is that I disagree that we know
that it can be done without coercion. It is also a mistake to assert that
something is possible unless you know a way that it is, or have a proof that
it is. "Problems are soluble" is not such a proof, in case you are thinking
that it is, as Deustch explains in BoI. This is because proving that
something is impossible counts as a solution in BoI.

So do you disagree that a law is immoral it doesn't matter if it "fixes a
problem"? If not, why not?

I disagree because fixing problems is good and therefore does matter.

Do you think that morality outweighs all other concerns?

Yes. That's one of the key characteristics of morality.



Or do you think that nothing good can contradict morality? That's true
with perfect morality but not true with our current flawed conception
of morality, including our broad moral principles which often lack
some precision.

I agree, but I believe that whatever the perfect morality would be, it would
necessarily include us holding inviolable what we believe to be moral
principles. Thus, while we can be wrong to not violate our sense of
morality, we cannot be right to violate it.

And if true perfect morality says something is bad,
then I would not actually regard it as fixing a problem but creating
one -- why else would true morality object to it?

Yes, but the sense in which you're using "problem" there is different than
the sense in which laws in general fix "problems." They fix things that from
some paradigm can be considered problems, but unless it's a problem from the
paradigm of perfect morality (which we will never have) it is not a problem,
as you state above. If something can only be achieved by violating our
morality, then either it is immoral, or we do not yet have the right way of
achieving it, or our morality is wrong. This is why it is important to
constantly be examining issues from the moral perspective. (Tangentially,
this is what liberalism has that most other political systems do not: a
moral analysis of means, not just of ends.) But if we cannot provide good
criticisms of our morality we cannot abandon it because it conflicts with
some lesser issue.

I think you shouldn't seek to abolish all laws because I think you are
wrong. But assuming that you are right, yes you should seek to abolish

all
law. Isn't that what anarchro-liberals seek? And aren't you an
anarchro-liberal? I would agree with you that you should not seek to do

it
by revolutionary means.



I don't actively seek to abolish all laws. I simply acknowledge that
BoI is right to say that "problems are soluble (with sufficient
knowledge)" and I count coercion (of innocents, not aggressors) as a
problem. So with enough knowledge the problem of coercion will be
solved. That either means no laws or changes to what laws are so that
they are no longer coercive.

Why do you disagree with BoI's argument about problems being soluble?
What could stop them from being solved?

I agree in general. I do not see it as a deductive proof, but merely as a
generally trustable principle. However, even if you do take it as an
absolute deductive proof, I would say you're clearly misapplying it to take
it to mean that we will discover a non-coercive means of law. This is for
one reason that can be looked at two ways: 1) "problems are soluble"
(hereafter PAS) allows that what you identify as a problem is not really a
problem, 2) PAS allows (in fact, is almost entirely about) unforeseen
solutions, including, for example, proofs that some things cannot be
accomplished, and are, therefore not ultimately problems as PAS means them.
So it does not follow that coercion in law will be eliminated. I do not see
coercive laws as necessarily a problem for reasons that are too involved for
this discussion, but would be appropriate in another thread.



From: Westmiller@aol.com
Subject: [BoI] Re: Remembering What We Thought on 9/11
Date: September 12, 2011 at 2:42 AM

Westmiller@aol.com wrote:
Back to  sanity...the only  course
http://www.enterstageright.com/archive/articles/0901/0901wtc4.htm
...
Adding:  After ten years, I still think my analysis was correct, with a few
 reservations.

It wasn't quite true that "This is a Jihad - a holy war -  against all
secular power and material wealth," although that was certainly a  factor. The
word "Jihad" doesn't mean "holy war", except to fanatics. But even  the
fanatics had practical and pragmatic goals.

It became clear, after  some time, that the attack was primarily motivated
by retaliation against prior  U.S. government intervention in Arab lands,
both military and diplomatic. Our  government supported oppressive tyrants,
bribed foreign officials for commercial  advantage (mainly oil), and installed
massive military installations around the  world. That was a mistake which
began many decades before 9/11.

Also,I  don't agree with my 2001 self that "Individuals and governments
ought to foster,  support and encourage the civil members of that society to
destroy the autocrats  and their dedicated agents." That isn't the task of our
government. At best, our  government can avoid facilitating the power of
tyrants. Perhaps it can  facilitate cooperation in the pursuit of
international criminals. But,  government is not a proper agent for advocacy, 
much less
the imposition, of  "Western" ideals. Merely doing our best to be civil and
successful is sufficient  to motivate individuals in every nation to pursue
the same objectives in their  societies: individual rights, limited
government, and private  enterprise.

Bill

http://www.enterstageright.com/archive/articles/0901/0901wtc4.htm


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 12, 2011 at 11:40 AM

On 12 Sep 2011, at 6:03am, Abraham Lewis wrote:

It's a mistake to disagree that something is possible on the basis
that you don't yet know how to do it.

You are technically right, but what I mean is that I disagree that we know that it 
can be done without coercion. It is also a mistake to assert that something is 
possible unless you know a way that it is, or have a proof that it is. "Problems 
are soluble" is not such a proof, in case you are thinking that it is, as Deustch 
explains in BoI. This is because proving that something is impossible counts as 
a solution in BoI.

Yes. But to what extent is the stronger principle "all evils are due to lack of 
knowledge" consistent with disagreeing that we know that it can be done without 
coercion?

-- David Deutsch



From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: BoI Chapter 1 summary
Date: September 12, 2011 at 8:17 PM

I too have (heavily interpreted) notes on BoI's first chapter, so I
suppose this is the right thread to post them in.

1.

"Scientific theories are created by rearranging, combining, altering,
and adding-to existing ideas with the intention of improving them."

This makes them similar to genes and the various types of mutations
that can occur to them (i.e. frameshifts, insertions, deletions,
translocations, transitions, etc). Memetic code is intentionally
manipulated in a purposeful way. Genetic evolution has no analogue,
with mutations being random or quasi-random.

2.

Inductivism, as a philosophy of science, attempts to explain how we
juice predictions from our experiences, and thereby presupposes that
science is an inherently subjectivist affair. This presupposition is
incorrect, because many (most) theories aren't even about what we
should expect to see. To the contrary, they often refer to things we
may never experience or even can't experience (because they'd
instantly destroy any observer), like the conditions at the big bang,
or what's happening inside a quasar jet. They speak about reality, not
our experience of it. When we want to know what we will experience, we
deduce such predictions from explanations about how things are.

3.

The principle of induction that states "the future will resemble the
past in accordance with natural law(s)" is redundant and useless in
practice because:

A) Universal statements (whether true or not), already assert that the
future will resemble the past, so no additional principle is needed.
Accepting the principle would be equivalent to accepting a principle
that "There is order in the universe"; As soon as we propose that the



universe has any particular kind of order, the vague 'principle'
emerges as a corollary of the more specific proposal.

B) The principle can be interpreted as a vague promise that nature is
law-abiding. Even if true, this couldn't help us *derive* specific
laws from our experience, anymore than the statement "there's a needle
in that haystack" could assist us in locating the needle, or the
statement "your car is fixable" can help the owner determine what's
wrong with it.

4.

We're choosy about which aspects of our experience we think are caused
by genuine regularities in the world. These choices are informed by
our explanatory theories, which tell us how to interpret the content
of our experiences. There are a couple of ways this can happen:

A) Explanatory theories tell us when conditions are inappropriate for
testing a proposed regularity. Example:

If we wake in a windowless jail cell, we know that our experience of
its grey concrete walls is no refutation of the theory that the Sun
will continue to rise throughout our lifetime. Why? Because we have
explanatory theories about the physical properties of concrete and
light rays that tell us our experiences under such conditions are
unsuitable for testing that theory.

B) Explanatory theories tell us when to think that a phenomenon hasn't
repeated, despite the appearance that it has. Example:

When we blink, we don't automatically assume that the momentary
interruption in eyesight indicates that the world has disappeared,
then reappeared, and that everything in it has thus repeated.

5.

When people ask "How do we know X?" often they are not asking for an
explanation of the processes that generate objective knowledge.
Instead, they're really asking "What authority has endorsed a belief
in X?" ....which is a very different question. An 'authority' needn't



refer to a human being (though it may). Empiricists, for example,
believe that our sense-perceptions are what justify the belief in
various theories, which means that they have placed sense-perception
upon the pedestal of Authority. This authoritarian approach to
epistemology is termed justificationism.

6.

The opposite of justificationism is fallibilism, the position that
there are no authoritative sources of knowlede - not our senses, not
probability theory....not anything. Every idea we have is profoundly
unjustified - though it may still be motivated by the recognition of a
problem and the desire to solve it. The realization that all of our
knowledge amounts to guesswork is no reason for despair, because we
can choose not to hold it immune from criticisms that might improve
it. Instead, we can hope to identify errors and eliminate them.

7.

Suppose that we come up with a rule of thumb:

"When a magician places some colored balls under a few cups then
shifts them around, the balls will have disappeared from the table by
the end of the performance."

If we refuse to believe that there exists an explanation for why the
above rule of thumb correctly predicts the outcome of the magic trick,
then we are committed to believing that actual magic has taken place -
that, in fact, it isn't a trick. This reasoning applies beyond magic
tricks to any purported regularity in reality.

8.

The details of a good explanation play functional roles - that
function being to solve problems. Some may even play a multifunctional
role, assisting other ideas in the solution of multiple problems. For
example, the problem of why Earth has seasonality is partly solved by
Earth being a tilted, spherical object. This idea also helps to
explain (solve) the problem of why there is variability in the path
that the Sun takes across the sky at different times of the year.



9.

Sometimes an explanation or one of its parts can solve problems we
haven't even become aware of. When an idea has the ability to solve
(or help solve) not only the specific problem it was created for, but
also other problems - both those we've encountered and those that will
only be discovered later, if at all - the idea has reach. Our
inability to fully predict or know what problems belong to the problem-
set the idea is capable of solving or partially solving, demonstrates
that reach is an autonomous feature of certain ideas. It arises from
the content of the idea, and is not something we can manipulate at
will, without transforming the idea into an artificially hobbled, non-
explanatory shadow of its former self.

10.

Good explanations are 'good' by being hard to change without
resurrecting old problems that their unchanged version solves, or by
creating more new problems than the unchanged version creates, or
both. The reason this is a good quality of these explanations is that
having an unnecessary abundance of problems is deemed undesirable.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Shoes and Cruelty
Date: September 12, 2011 at 10:29 PM

I saw a pair of shoes hanging on a telephone wire the other day.

It is evidence of cruelty.

Who put them there? Cruel people who wished to hurt someone by taking his 
possession.

They were not motivated by wanting his shoes for themselves. They are worse 
than thieves, in a way. Thieves take to gain material benefits for themselves. 
Thieves want money, and money is a good thing which is reasonable to want.

The thugs who threw the shoes weren't after money. They wanted fun or 
enjoyment of some kind. They liked taking the shoes. They liked putting the 
shoes out of reach. They enjoy suffering.

I wondered how long the shoes had been there. A week? A month? I don't know.

I thought, if they have been there a while, what kind of society lets them stay 
there? Doesn't anyone have a ladder?

If people saw them as a symbol of cruelty, as I do, someone would take them 
down. So it's not just the shoe throwers who are bad. It's many other people as 
well.

Why haven't the shoes been returned to their owner? He needs his shoes!

The person who lost his shoes suffered a violent act. What kind of society lets 
that happen to its members? Why wasn't he protected? What is being done to 
prevent it ever happening to anyone again?

And why are the show throwers still living the same lifestyle which has failed 
them? Their life is not working. Some change is necessary for things to improve.

Their school has failed them. Their parents have failed them. Their church has 
failed them. The people responsible for the school have failed them. The people 
who hold parents immune from criticism have failed them. And the people who do 
not realize the meaning of the shoes have failed them.



-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: Shoes and Cruelty
Date: September 12, 2011 at 11:06 PM

Whenever I've seen shoes on telephone wires, the thought never crossed
my mind that they were taken from someone and put there, out of their
reach, as an act of cruelty.

Instead, my interpretation was that they were put there by their
owners, because the shoes had become worn, and were no longer wanted,
and because their owners enjoyed engaging in such
mischeif.....basically the same motivation behind 'tagging' pieces of
public property with spray paint.

General cruelty and carelessness seems rampant in my society.
Yesterday I was walking across a crosswalk with my girlfriend, after
having attended a local fair. A Lincoln with blacked-out windows sped
around the car in the turning lane, and made no effort to stop. I
literally had to run for my life. lol.

We were in a bad area of town, and everything seemed tagged with gang
signs. I had to wonder what made the driver so callous. I must admit
that if I had my glock 26 with me at the time, I would have been very
tempted to fire on the car. I wouldn't have....but the temptation
would have been strong.

So now I'm curious. According to BoI's moral philosophy, when is it OK
to take lives? Taking a life seems like it would hamper progress,
since that person might have otherwise contributed to progress. But at
the same time, if the person is careless to the point of being
homicidal, letting them live may hamper progress even more. Should we
just hope that such people will eventually be caught? What about the
damage they could do before someone happens to have a camera phone
ready to catch them in the act?

BTW, if you don't have a large ladder, you can tape a fishing hook
(complete with line) to the top of a balloon, let the balloon bump
against the shoes, snagging them with a hook, then yank them down
perhaps. Maybe donate them to a homeless shelter, if you don't know
who the owner was.



From: Manolis.A.C. <manolis.a.c@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: [BoI] Shoes and Cruelty
Date: September 13, 2011 at 1:50 AM

On 13 Σεπ 2011, at 5:29, Elliot Temple <curi@curi.us> wrote:

I saw a pair of shoes hanging on a telephone wire the other day.

Where they a size 10? I've looked everywhere for that pair...



From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Re: Shoes and Cruelty
Date: September 13, 2011 at 1:46 AM

I wondered about that phenomenon before myself!  I hadn't considered
Destructivist's suggestion though.  I think that must be more likely
to be true, since it is quite common to see in some places, yet, I
have never heard of anyone having their shoes stolen and hung from a
telephone wire.  Plus, that seems a lot more happy of an explanation,
so I would personally prefer it.  Knowing the state of the world,
could be either way though...

The reason I never took a pair down was that I didn't know their
owner, to return them, and it generally is in neighborhoods where I
would not be wise to put a ladder against a telephone pole, also, so I
judged the risk for personal harm to be significant.  If I found out
these are almost always due to cruelty and theft, then I would be more
inclined to risk harm to myself just to undo it, and would also
advocate widespread surveillance in those areas where it does occur,
so offenders can be punished by authorities, and innocents protected.

On Sep 12, 9:29 pm, Elliot Temple <c...@curi.us> wrote:
I saw a pair of shoes hanging on a telephone wire the other day.

It is evidence of cruelty.

Who put them there? Cruel people who wished to hurt someone by taking his 
possession.

They were not motivated by wanting his shoes for themselves. They are worse 
than thieves, in a way. Thieves take to gain material benefits for themselves. 
Thieves want money, and money is a good thing which is reasonable to want.

The thugs who threw the shoes weren't after money. They wanted fun or 
enjoyment of some kind. They liked taking the shoes. They liked putting the 
shoes out of reach. They enjoy suffering.

I wondered how long the shoes had been there. A week? A month? I don't know.

I thought, if they have been there a while, what kind of society lets them stay 
there? Doesn't anyone have a ladder?



If people saw them as a symbol of cruelty, as I do, someone would take them 
down. So it's not just the shoe throwers who are bad. It's many other people as 
well.

Why haven't the shoes been returned to their owner? He needs his shoes!

The person who lost his shoes suffered a violent act. What kind of society lets 
that happen to its members? Why wasn't he protected? What is being done to 
prevent it ever happening to anyone again?

And why are the show throwers still living the same lifestyle which has failed 
them? Their life is not working. Some change is necessary for things to improve.

Their school has failed them. Their parents have failed them. Their church has 
failed them. The people responsible for the school have failed them. The people 
who hold parents immune from criticism have failed them. And the people who 
do not realize the meaning of the shoes have failed them.

-- Elliot Templehttp://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Shoes and Cruelty
Date: September 13, 2011 at 2:02 AM

On Sep 12, 2011, at 8:06 PM, Destructivist wrote:

So now I'm curious. According to BoI's moral philosophy, when is it OK
to take lives?

Defense.

Taking a life seems like it would hamper progress,
since that person might have otherwise contributed to progress. But at
the same time, if the person is careless to the point of being
homicidal, letting them live may hamper progress even more.

It's not our place to judge people in this way by whether they are a net positive or 
negative. And btw it's not their responsibility to be a net positive for progress or 
society (only for themselves).

Just live your own life (which implies defense).

Should we
just hope that such people will eventually be caught? What about the
damage they could do before someone happens to have a camera phone
ready to catch them in the act?

Preemptive defense is allowable. But it's hard to know what people will do in the 
future! Sometimes they make plans (now) or have dangerous lifestyles (now) 
which we can defend against.

If someone is running red lights (or stop signs) while people are walking through 
intersections, we're already past the point of preemption. Even if they don't hit 
anyone this time, they were putting people at risk. Things need to be judged by, 
basically, the expectation value result not the actual result. If the expectation 
value is hitting 0.1 pedestrians that is way too many. Doesn't really matter to his 
dangerousness if, today, his potential victims ran out of the way.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: BoI Chapter 1 summary
Date: September 13, 2011 at 5:41 AM

On Sep 11, 10:04 am, Kristen Ely wrote:
Fallibilism: opposed to justificationism -- there are no authoritative sources of 
knowledge, there is no way to know for sure that an idea is true or probable.

I would expand that explanation of fallibilism so that it includes the
idea that we're also incapable of knowing for sure whether an idea is
a possibility. Even that is a guess.



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Shoes and Cruelty
Date: September 13, 2011 at 10:06 AM

On Sep 12, 7:29 pm, Elliot Temple <c...@curi.us> wrote:
I saw a pair of shoes hanging on a telephone wire the other day.

My understanding is that this practice is not primarily related to
theft of the shoes or cruelty, though it is of course possible that
occurred.

Rather, I have been told that shoes on a telephone wire is a means of
advertizing the availability of illegal drugs in the area. Unless the
shoes were new or otherwise apparently valuable, a likely scenario is
that they were old ones thrown up there by their owner to advertize
his drug business.

--Jason



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Shoes and Cruelty
Date: September 13, 2011 at 10:41 AM

On 13 Sep 2011, at 3:06pm, Jason wrote:

On Sep 12, 7:29 pm, Elliot Temple <c...@curi.us> wrote:
I saw a pair of shoes hanging on a telephone wire the other day.

My understanding is that this practice is not primarily related to
theft of the shoes or cruelty, though it is of course possible that
occurred.

Rather, I have been told that shoes on a telephone wire is a means of
advertizing the availability of illegal drugs in the area. Unless the
shoes were new or otherwise apparently valuable, a likely scenario is
that they were old ones thrown up there by their owner to advertize
his drug business.

But that's an urban myth:

http://urbanlegends.about.com/cs/factoids/a/sneakers.htm

That site says:

Like law enforcement officials everywhere else, Tucson police have found no 
correlation between dangling sneakers and crime.

Tucson Electric Power officials added that in any given week, 5 to 10 pairs of 
sneakers are removed from power lines all over the city of Tucson: "The 
highest periods of activity seem to be after school lets out for the summer 
break," as well as holidays.

-- David Deutsch

http://urbanlegends.about.com/cs/factoids/a/sneakers.htm


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI Chapter 1 summary
Date: September 13, 2011 at 1:15 PM

On Sep 11, 2011, at 9:04 AM, Kristen Ely wrote:

Fallibilism: opposed to justificationism -- there are no authoritative sources of 
knowledge, there is no way to know for sure that an idea is true or probable.

There is no way to know *at all* (in any way, not just "for sure") whether an idea is 
the final true (or probably the final truth).

There are fallible ways to know, fallibly, if ideas are *good* (sometimes described 
as partly true or containing truth). Probability, again, doesn't come into it. The 
method is to conjecture whether an idea is good and then expose that conjecture 
to criticism. In order not to be refuted by criticism that conjecture will need various 
traits such as an explanation of why the idea is good and what problem(s) it 
solves, and the idea will need traits like not to be contradicted by evidence and an 
explanation of how it solves the problem.

Probability is used as a generic defense against criticism. If you (correctly) aim to 
have true ideas, then a single criticism can refute an idea and you'll need a new 
idea which isn't refuted. But if you aim for "probable" ideas then you can ignore 
an unlimited number of criticisms by saying it doesn't have to be true in every 
case/aspect so the criticism doesn't matter.

-- Elliot Temple
http://beginningofinfinity.com/interview

http://beginningofinfinity.com/interview


From: Westmiller@aol.com
Subject: [BoI] Empiricism and Tools
Date: September 13, 2011 at 2:48 PM

Was: BoI ch 10 Two Summaries
Elliot Temple  wrote:

[Empiricism] is false.

I'm not sure that is an accurate  characterization of David's position. In
his recent address to TED, he simply  said it was  "inadequate":
http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.htm
l

I  agree with David's perspective, but I think he's missing some important
elements.

TED Transcript: "Empiricism is inadequate because, well,  scientific
theories explain the seen in terms of the unseen. And the unseen, you  have to
admit, doesn't come to us through the senses."

Clearly,  empiricism isn't strictly limited to visual evidence. We can't
see wind or  odors, but we can sense them. Scientific theories frequently
explain things we  can sense, by reference to other things we can sense (gravity
and chemical  reactions are obviously sensible).

It is true enough that science  regularly postulates causative factors
which aren't evident. However, the  scientific revolution was primarily caused
by the invention of tools that  *extended* human senses and provided a
methodology of analysis and confirmation.  Magnification disclosed things that
were obviously consistent with what we could  see. The efficacy of Galileo's
telescope was never in question and anyone with  similar tools could replicate
the accuracy of his observational  records.

Refinements in the Rules of Logic also contributed to the  scientific
revolution, particularly when those rules were expressed in the  language of
mathematics. Nobody contested the merits of logic, which was  employed by
theologians (Aquinas in particular) to give credence to their false  arguments.

TED: "Well, the classic empiricist answer is induction. The  unseen
resembles the seen. But it doesn't. You know what the clinching evidence  was 

http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.html


that
space-time is curved. It was a photograph, not of space-time, but of an
eclipse, with a dot there rather than there."

It was a photograph that  could be replicated by others with the same
sensory-extension tools, whose  efficacy and accuracy were not in doubt.
Empiricism doesn't reject logic or  speculative propositions, though it could be
argued that they aren't expressly  integrated into the empirical premises. I
don't know of any modern empiricists  who reject the merits of sensory
extension tools or the rules of  logic.

Good explanations are characterized by "a long chain of  theoretical
reasoning and interpretation" that depends on the efficacy of  sensory-extension
tools to produce *verifiable evidence* of the premises.  Logic dictates
whether that evidence supports any rational conclusions about  causation.

Bill



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI Chapter 1 summary
Date: September 13, 2011 at 4:39 PM

On Sep 12, 2011, at 5:17 PM, Destructivist wrote:

I too have (heavily interpreted) notes on BoI's first chapter, so I
suppose this is the right thread to post them in.

1.

"Scientific theories are created by rearranging, combining, altering,
and adding-to existing ideas with the intention of improving them."

This makes them similar to genes and the various types of mutations
that can occur to them (i.e. frameshifts, insertions, deletions,
translocations, transitions, etc). Memetic code is intentionally
manipulated in a purposeful way. Genetic evolution has no analogue,
with mutations being random or quasi-random.

Memes can be intentionally manipulated. But they are often changed in other 
ways.

Memes have to replicate by communication. That includes communication by 
example behavior, and indirect communication. For example a parent might *say* 
one thing (e.g. "Santa exists") and the child might *learn* a different thing (e.g. 
"my parents lie").

Communication is never exact so there's always a strong possibility of changes 
happening. The only thing that can prevent the meme changing during 
communication is (fallible, imperfect) error correction, e.g. the listener gets the 
main point and then uses it (along with background knowledge like logic) to find 
and fix errors in his understanding of the rest of the meme.

Also, memes are often held unconsciously without a person understanding what it 
is, how it works, or even that he has it.

2.



Inductivism, as a philosophy of science, attempts to explain how we
juice predictions from our experiences,

And assumes that we do that. But we don't.

and thereby presupposes that
science is an inherently subjectivist affair. This presupposition is
incorrect, because many (most) theories aren't even about what we
should expect to see. To the contrary, they often refer to things we
may never experience or even can't experience (because they'd
instantly destroy any observer), like the conditions at the big bang,
or what's happening inside a quasar jet. They speak about reality, not
our experience of it. When we want to know what we will experience, we
deduce such predictions from explanations about how things are.

Inductivism also fails with theories that are predictions about what we should 
expect to see (contrary to the first "because" part above, but in line with the 
ending).

Those cannot be derived from observations, they are not made using a principle 
that "the future resembles the past" or similar, and making good predictions 
requires explanations about the unseen.

3.

The principle of induction that states "the future will resemble the
past in accordance with natural law(s)" is redundant and useless in
practice because:

Also it's false.

A) Universal statements (whether true or not), already assert that the
future will resemble the past,

In some ways and not other ways. Not in general.

so no additional principle is needed.
Accepting the principle would be equivalent to accepting a principle



that "There is order in the universe"; As soon as we propose that the
universe has any particular kind of order, the vague 'principle'
emerges as a corollary of the more specific proposal.

It'd be the principle, "There is order in the universe in some ways but not others, 
as specified by our other theories which have substance."

B) The principle can be interpreted as a vague promise that nature is
law-abiding. Even if true,

It's a tautology for some definitions of "law-abiding" (just always regard whatever 
happens as the law). Otherwise it's false.

this couldn't help us *derive* specific
laws from our experience, anymore than the statement "there's a needle
in that haystack" could assist us in locating the needle, or the
statement "your car is fixable" can help the owner determine what's
wrong with it.

4.

We're choosy about which aspects of our experience we think are caused
by genuine regularities in the world. These choices are informed by
our explanatory theories, which tell us how to interpret the content
of our experiences. There are a couple of ways this can happen:

A) Explanatory theories tell us when conditions are inappropriate for
testing a proposed regularity. Example:

If we wake in a windowless jail cell, we know that our experience of
its grey concrete walls is no refutation of the theory that the Sun
will continue to rise throughout our lifetime. Why? Because we have
explanatory theories about the physical properties of concrete and
light rays that tell us our experiences under such conditions are
unsuitable for testing that theory.

B) Explanatory theories tell us when to think that a phenomenon hasn't
repeated, despite the appearance that it has. Example:



When we blink, we don't automatically assume that the momentary
interruption in eyesight indicates that the world has disappeared,
then reappeared, and that everything in it has thus repeated.

These points are special cases of observation data always requiring interpreting 
and having no automatic or essential meaning. Pure logic cannot tell you if a 
change in visible color is due to eyelids, curtains, or something bigger. The 
observation data itself is compatible with any of those. It's only by using 
explanations -- which we improve with criticism -- that we can interpret our data 
well.

5.

When people ask "How do we know X?" often they are not asking for an
explanation of the processes that generate objective knowledge.
Instead, they're really asking "What authority has endorsed a belief
in X?" ....which is a very different question. An 'authority' needn't
refer to a human being (though it may). Empiricists, for example,
believe that our sense-perceptions are what justify the belief in
various theories, which means that they have placed sense-perception
upon the pedestal of Authority. This authoritarian approach to
epistemology is termed justificationism.

I agree. Justification and authority are equivalent concepts in a bunch of ways.

The correct way is not just to focus on explaining things. It is also to recognize 
that, in short, *all ideas are valid by default* and can only be refuted by active 
criticism, not by passive lack of justification.

6.

The opposite of justificationism is fallibilism, the position that
there are no authoritative sources of knowledge

"Authoritative" means, basically, having enough authority to win, be trusted, be 
reliable, etc... Falliblism goes further. No sources of knowledge, nor anything 
else, has any amount of epistemic authority at all.



- not our senses, not
probability theory....not anything. Every idea we have is profoundly
unjustified - though it may still be motivated by the recognition of a
problem and the desire to solve it. The realization that all of our
knowledge amounts to guesswork is no reason for despair, because we
can choose not to hold it immune from criticisms that might improve
it. Instead, we can hope to identify errors and eliminate them.

Despairing would be odd. *We have computers and they work*. Fallibilism is 
compatible with improvement to the point of having working computers and 
beyond. It's compatible with infinite progress.

You needn't justify that a computer works for it to send email. You needn't prove it 
sent it correctly for it to have done so. All you have to do is guess that it works 
and then you can keep that idea unless and until you find a flaw in it.

7.

Suppose that we come up with a rule of thumb:

"When a magician places some colored balls under a few cups then
shifts them around, the balls will have disappeared from the table by
the end of the performance."

If we refuse to believe that there exists an explanation for why the
above rule of thumb correctly predicts the outcome of the magic trick,
then we are committed to believing that actual magic has taken place -
that, in fact, it isn't a trick. This reasoning applies beyond magic
tricks to any purported regularity in reality.

8.

The details of a good explanation play functional roles - that
function being to solve problems. Some may even play a multifunctional
role, assisting other ideas in the solution of multiple problems. For
example, the problem of why Earth has seasonality is partly solved by
Earth being a tilted, spherical object. This idea also helps to
explain (solve) the problem of why there is variability in the path



that the Sun takes across the sky at different times of the year.

9.

Sometimes an explanation or one of its parts can solve problems we
haven't even become aware of.

This is common.

When an idea has the ability to solve
(or help solve) not only the specific problem it was created for, but
also other problems - both those we've encountered and those that will
only be discovered later, if at all - the idea has reach. Our
inability to fully predict or know what problems belong to the problem-
set the idea is capable of solving or partially solving, demonstrates
that reach is an autonomous feature of certain ideas. It arises from
the content of the idea, and is not something we can manipulate at
will, without transforming the idea into an artificially hobbled, non-
explanatory shadow of its former self.

10.

Good explanations are 'good' by being hard to change without
resurrecting old problems that their unchanged version solves, or by
creating more new problems than the unchanged version creates, or
both. The reason this is a good quality of these explanations is that
having an unnecessary abundance of problems is deemed undesirable.

So, do you have notes on more chapters to post? :)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Objections to Capitalism
Date: September 14, 2011 at 12:50 AM

FAVORS THE RICH?

One objection to capitalism is that it only helps the rich.

As Ludwig von Mises explained at length, this is false. Under modern capitalism, 
large profits go especially to *mass production*, because mass production has 
*efficiencies of scale*. Mass production requires a large group of potential buyers, 
and targets what it makes to appeal to lots of people. In other words, capitalism 
focusses most on making what the most peoples want, not the rich minority.

Rich people actually have a lot of possessions which *everyone has*. There are 
special rich versions of some things, but plenty of times they just use normal stuff. 
And there would be special rich versions of some stuff under most other systems 
too. What's the harm?

Capitalism helps *everyone* (including the rich). The biggest groups it helps are:

1) All big groups because capitalism fails to offer special benefits and privileges 
to minorities and allows big groups to naturally get attention. The alternative 
offered by some rival systems is to use force in the interests of a small number of 
favored minorities. Capitalism lets minorities be free to grow in size (e.g. it has 
niche products, e.g. Apple survived for a long time at low market share before 
getting big) if more people are persuaded but doesn't force it.

2) Unpopular minorities, by treating them impersonally as customers. Your money 
is good at pretty much any store even if you believe induction is false or that drug 
addiction is pseudo-science. Any company which rejects customers due to bias 
will simply do worse in the market place relative to rivals. And also capitalism 
allows variety. There isn't just one single shoe company. If you don't get along 
with 5 shoe companies it's no big deal. There are other ones. If a whole group of 
people gets excluded then someone else can serve them.

FREEDOM IS SLAVERY?

Another objection to capitalism is that it means economic freedom, and freedom 
is bad. Why is freedom claimed to be bad? Because freedom means the freedom 



to make mistakes, to suffer, to create one's own personal hell. Freedom doesn't 
guarantee a good outcome but simply gives people control over their own lives.

So capitalism is objected to because it allows people to make poor purchasing 
decisions -- or disapproved of decisions. This is a bad attitude. Mistakes are 
inevitable whoever makes the decisions. If two people disagree about someone's 
purchasing decisions, the only thing to do is try to persuade each other (to the 
extent people want to) and, failing that, to let each person run his own life so at 
least he won't have to suffer for other people's mistakes.

Similarly, the same kind of attitude is one of the main objections to Szasz: some 
people don't like freedom when they realize it means the freedom for other 
people to use drugs they disapprove of, speak in metaphors they disapprove of, 
act unconventionally, and so on.

MARXISM

Another objection to capitalism is that wages are driven to zero due to 
competition between workers for jobs. This is false. There is also competition 
among employers for workers, so wages do not trend to zero.

Labor is a good that can be sold like others. By exactly the same logic, one could 
claim the price of cookies will go to infinity due to competition among cookie 
buyers driving the price up. But that doesn't happen because there is also 
competition among cookie sellers for customers. The mistake here is selective 
focus on competition among one group and not another.

SOCIALISM

Another objection to capitalism is that socialist planners can do better and we 
don't need market prices. This is false. Without a price system, planners would 
not be able to figure out what to do (as soon as things change, so they can't just 
go by the prices that existed before the market was abolished). For details, see: 
http://mises.org/pdf/econcalc.pdf and http://answers.yahoo.com/question/index?
qid=20101223224219AAMrAuh

http://mises.org/pdf/econcalc.pdf
http://answers.yahoo.com/question/index?qid=20101223224219AAMrAuh


SEE ALSO:

http://fallibleideas.com/

(The pages Capitalism through Public Goods.)

-- Elliot Temple
http://beginningofinfinity.com/

http://fallibleideas.com/
http://beginningofinfinity.com/


From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Long term future of the Universe
Date: September 14, 2011 at 2:20 AM

Hi all,

I loved Beginning of Infinity even much more than the prior book.
Regarding the final thoughts on recent developments in cosmology, it
seems the universe is likely to virtually explode outward at ever
increasing speed.  Would it not be true that humanity (as a general
force - not necessarily Earthly humans of course) might be able to
destroy sufficient matter contributing to the acceleration, and
thereby reverse it, so we could then again be considered an omega-
point type universe?  I like that idea, because it seems to be
consistent with the theory of knowledge that people would ultimately
then play the decisive role in charting the future course of the
universe, such that it would in once case expand out of control, but
by our design, instead, collapse into a controlled singularity with
infinite computing power.



From: Manolis.A.C. <manolis.a.c@gmail.com>
Subject: Re: [BoI] Long term future of the Universe (Omega Point)
Date: September 14, 2011 at 3:15 AM

On 14 Sep 2011, at 9:20, Jon Burchel <jonburchel@gmail.com> wrote:

Hi all,

I loved Beginning of Infinity even much more than the prior book.
Regarding the final thoughts on recent developments in cosmology, it
seems the universe is likely to virtually explode outward at ever
increasing speed.  Would it not be true that humanity (as a general
force - not necessarily Earthly humans of course) might be able to
destroy sufficient matter contributing to the acceleration, and
thereby reverse it, so we could then again be considered an omega-
point type universe?  I like that idea, because it seems to be
consistent with the theory of knowledge that people would ultimately
then play the decisive role in charting the future course of the
universe, such that it would in once case expand out of control, but
by our design, instead, collapse into a controlled singularity with
infinite computing power.

The Omega Point theory is a fascinating topic but one that I do not find entirely 
convincing. My main gripes with the theory are:

1. Tipler's obvious bias in making the theory conform to JudeoChristian theology.

2. The assumption that most certainly, future superhumans would be so curious 
about their history and ancestors so as to necessarily "resurrect" them all by 
reconfiguring their "dissipated information" back into "persons" and running life-
like (literally) simulations of them.

3. I haven't given the topic the appropriate thought to have an idea if the above is 
even theoretically possible and logically consistent. The way I understand it, in 
order to run such a simulation, one would need:

A. Infinite computing power/storage/etc. (let's say the omega point provides us 
with that).

B. A fully deterministic universe.



You then gather all the information about every single particle's position, charge, 
momentum etc. and extrapolate all the way back to the big bang (if that's your 
desired initial point).

Here is my question...it seems as if by extrapolating into the past (as opposed the 
future) you bypass the inevitable infinite loop of predicting the effects of prediction 
itself. But can't going in reverse produce an infinite number of possible "past 
universes" thereby making any "resurrection" scenario impossible since the "real 
past" is impossible to pin down?

Or could this be just another proof about the validity and consistency of many 
worlds? And if so, could we now come full-circle and accept
Tipler's speculation as theoretically possible? (i.e. All possible worlds exist, and 
not only can all of them be "resurrected", but by definition if you want to resurrect 
one, you can only resurrect *all* of them).

Hmmmm... Nice topic to start our morning with. :-)

Manolis



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Long term future of the Universe
Date: September 14, 2011 at 6:53 AM

On 14 Sep 2011, at 7:20am, Jon Burchel wrote:

Hi all,

I loved Beginning of Infinity even much more than the prior book.
Regarding the final thoughts on recent developments in cosmology, it
seems the universe is likely to virtually explode outward at ever
increasing speed.  Would it not be true that humanity (as a general
force - not necessarily Earthly humans of course) might be able to
destroy sufficient matter contributing to the acceleration, and
thereby reverse it, so we could then again be considered an omega-
point type universe?  I like that idea, because it seems to be
consistent with the theory of knowledge that people would ultimately
then play the decisive role in charting the future course of the
universe, such that it would in once case expand out of control, but
by our design, instead, collapse into a controlled singularity with
infinite computing power.

At present we have no idea what the 'dark energy' causing the accelerating 
expansion of the universe is. Yes, it might be such that we can convert it to 
something else that doesn't have that anti-gravity effect. Or it might be that we 
can harness it in order to allow unlimited computation despite the anti-gravity 
effect. Or it might not be there at all, and the observations have a different 
explanation (for example, they might be due to inhomogeneities in the universe). 
Or something.

-- David Deutsch



From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: BoI Chapter 1 summary
Date: September 14, 2011 at 7:40 AM

On Sep 13, 2:39 pm, Elliot Temple wrote:
On Sep 12, 2011, at 5:17 PM, Destructivist wrote:

Memes can be intentionally manipulated. But they are often changed in other 
ways.

Communication is never exact so there's always a strong possibility of changes 
happening.

There is that. Sort of an extreme version of the changes that take
place in the game 'chinese whispers'.

Inductivism, as a philosophy of science, attempts to explain how we juice 
predictions from our experiences, and thereby presupposes that science is an 
inherently subjectivist affair. This presupposition is incorrect, because many 
(most) theories aren't even about what we should expect to see.

Inductivism also fails with theories that are predictions about what we should 
expect to see (contrary to the first "because" part above, but in line with the 
ending).

I'm not sure how that's contrary. The presupposition is that science
is all about our experiences. It's wrong because theories often aren't
about us.

The principle of induction that states "the future will resemble the past in 
accordance with natural law(s)" is redundant and useless in practice because:

Also it's false.

Well, it's too vague when stated this way. Does it mean that literally
every thing and event is subsumed under laws? Does it mean that there
are *some* resemblances between past, present, and future, because
*some* laws are true? Does it mean that all properties of everything
are exceptionless regularities in those things? Hard to tell. Either



way, it's problematic, due to its vagueness. It is supposed to be
clear.

A) Universal statements (whether true or not), already assert that the future will 
resemble the past,

In some ways and not other ways. Not in general.

True. Each is specific about what type of relation it proposes is
universal.

Accepting the principle would be equivalent to accepting a principle that "There 
is order in the universe"; As soon as we propose that the

 universe has any particular kind of order, the vague 'principle'
emerges as a corollary of the more specific proposal.

It'd be the principle, "There is order in the universe in some ways but not others, 
as specified by our other theories which have substance."

That's a much clearer way of putting it. Nevertheless, "There is order
in the universe" would be true if it were true that there happened to
be any particular kind of order. The same way that "There are birds in
the universe" would be true, if there was only one bird. I think
that's what you mean by it being tautologous.

These points are special cases of observation data always requiring interpreting 
and having no automatic or essential meaning. Pure logic cannot tell you if a 
change in visible color is due to eyelids, curtains, or something bigger. The 
observation data itself is compatible with any of those. It's only by using 
explanations -- which we improve with criticism -- that we can interpret our data 
well.

When DD says that "All observation is theory-laden", that makes it
sound as if we're incapable of raw, uninterpreted sensory experience.
You seem to be saying that we *are* capable of that....it's just that
*until* it gets interpreted, it can have no significance for our
ideas.

You needn't justify that a computer works for it to send email. You needn't prove 



it sent it correctly for it to have done so. All you have to do is guess that it works 
and then you can keep that idea unless and until you find a flaw in it.

A good and interesting analogy.

So, do you have notes on more chapters to post? :)

No, not yet. I've read the entire book once, and a few of the chapters
in isolation again. Mostly just reading and re-reading individual
pages to find the points that I found most attention-grabbing on the
first run-through. These notes are the product of my 2nd, and much
more careful reading that is still in-progress. The book is already
worn. I've got duct tape keeping the smudged, stained, and somewhat
ripped dust cover on and together. I was thinking about having it
rebound but with a custom-etched plexiglass front cover and tail. That
should help her survive throughout the rest of the analysis.

And now, I shall create the thread "Ideas for Pimping One's Copy of
BoI"....jk :)



From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: BoI Chapter 1 summary
Date: September 14, 2011 at 7:37 AM

On Sep 13, 2:39 pm, Elliot Temple wrote:
On Sep 12, 2011, at 5:17 PM, Destructivist wrote:

Memes can be intentionally manipulated. But they are often changed in other 
ways.

Communication is never exact so there's always a strong possibility of changes 
happening.

There is that. Sort of an extreme version of the changes that take
place in the game 'chinese whispers'.

Inductivism, as a philosophy of science, attempts to explain how we juice 
predictions from our experiences, and thereby presupposes that science is an 
inherently subjectivist affair. This presupposition is incorrect, because many 
(most) theories aren't even about what we should expect to see.

Inductivism also fails with theories that are predictions about what we should 
expect to see (contrary to the first "because" part above, but in line with the 
ending).

I'm not sure how that's contrary. The presupposition is that science
is all about our experiences. It's wrong because theories often aren't
about us.

The principle of induction that states "the future will resemble the past in 
accordance with natural law(s)" is redundant and useless in practice because:

Also it's false.

Well, it's too vague when stated this way. Does it mean that literally
every thing and event is subsumed under laws? Does it mean that there
are *some* resemblances between past, present, and future, because
*some* laws are true? Does it mean that all properties of everything
are exceptionless regularities in those things? Hard to tell. Either



way, it's problematic, due to its vagueness. It is supposed to be
clear.

A) Universal statements (whether true or not), already assert that the future will 
resemble the past,

In some ways and not other ways. Not in general.

True. Each is specific about what type of relation it proposes is
universal.

Accepting the principle would be equivalent to accepting a principle that "There 
is order in the universe"; As soon as we propose that the

 universe has any particular kind of order, the vague 'principle'
emerges as a corollary of the more specific proposal.

It'd be the principle, "There is order in the universe in some ways but not others, 
as specified by our other theories which have substance."

That's a much clearer way of putting it. Nevertheless, "There is order
in the universe" would be true if it were true that there happened to
be any particular kind of order. The same way that "There are birds in
the universe" would be true, if there was only one bird. I think
that's what you mean by it being tautologous.

These points are special cases of observation data always requiring interpreting 
and having no automatic or essential meaning. Pure logic cannot tell you if a 
change in visible color is due to eyelids, curtains, or something bigger. The 
observation data itself is compatible with any of those. It's only by using 
explanations -- which we improve with criticism -- that we can interpret our data 
well.

When DD says that "All observation is theory-laden", that makes it
sound as if we're incapable of raw, uninterpreted sensory experience.
You seem to be saying that we *are* capable of that....it's just that
*until* it gets interpreted, it can have no significance for our
ideas.

You needn't justify that a computer works for it to send email. You needn't prove 



it sent it correctly for it to have done so. All you have to do is guess that it works 
and then you can keep that idea unless and until you find a flaw in it.

A good and interesting analogy.

So, do you have notes on more chapters to post? :)

No, not yet. I've read the entire book once, and a few of the chapters
in isolation again. Mostly just reading and re-reading individual
pages to find the points that I found most attention-grabbing on the
first run-through. These notes are the product of my 2nd, and much
more careful reading that is still in-progress. The book is already
worn. I've got duct tape keeping the smudged, stained, and somewhat
ripped dust cover on and together. I was thinking about having it
rebound but with a custom-etched plexiglass front cover and tail. That
should help her survive throughout the rest of the analysis.

And now, I shall create the thread "Ideas for Pimping One's Copy of
BoI"....jk :)



From: Tanya Davison <tanya.davison@gmail.com>
Subject: Re: [BoI] Re: BoI Chapter 1 summary
Date: September 14, 2011 at 8:49 AM

well you could look through what you said to me for a start :)

On 14/09/2011, Destructivist <deductivist@yahoo.com> wrote:
On Sep 13, 2:39 pm, Elliot Temple wrote:

On Sep 12, 2011, at 5:17 PM, Destructivist wrote:

Memes can be intentionally manipulated. But they are often changed in
other ways.

Communication is never exact so there's always a strong possibility of
changes happening.

There is that. Sort of an extreme version of the changes that take
place in the game 'chinese whispers'.

Inductivism, as a philosophy of science, attempts to explain how we juice
predictions from our experiences, and thereby presupposes that science is
an inherently subjectivist affair. This presupposition is incorrect,
because many (most) theories aren't even about what we should expect to
see.

Inductivism also fails with theories that are predictions about what we
should expect to see (contrary to the first "because" part above, but in
line with the ending).

I'm not sure how that's contrary. The presupposition is that science
is all about our experiences. It's wrong because theories often aren't
about us.

The principle of induction that states "the future will resemble the past
in accordance with natural law(s)" is redundant and useless in practice
because:

Also it's false.



Well, it's too vague when stated this way. Does it mean that literally
every thing and event is subsumed under laws? Does it mean that there
are *some* resemblances between past, present, and future, because
*some* laws are true? Does it mean that all properties of everything
are exceptionless regularities in those things? Hard to tell. Either
way, it's problematic, due to its vagueness. It is supposed to be
clear.

A) Universal statements (whether true or not), already assert that the
future will resemble the past,

In some ways and not other ways. Not in general.

True. Each is specific about what type of relation it proposes is
universal.

Accepting the principle would be equivalent to accepting a principle that
"There is order in the universe"; As soon as we propose that the

 universe has any particular kind of order, the vague 'principle'
emerges as a corollary of the more specific proposal.

It'd be the principle, "There is order in the universe in some ways but
not others, as specified by our other theories which have substance."

That's a much clearer way of putting it. Nevertheless, "There is order
in the universe" would be true if it were true that there happened to
be any particular kind of order. The same way that "There are birds in
the universe" would be true, if there was only one bird. I think
that's what you mean by it being tautologous.

These points are special cases of observation data always requiring
interpreting and having no automatic or essential meaning. Pure logic
cannot tell you if a change in visible color is due to eyelids, curtains,
or something bigger. The observation data itself is compatible with any of
those. It's only by using explanations -- which we improve with criticism
-- that we can interpret our data well.

When DD says that "All observation is theory-laden", that makes it
sound as if we're incapable of raw, uninterpreted sensory experience.



You seem to be saying that we *are* capable of that....it's just that
*until* it gets interpreted, it can have no significance for our
ideas.

You needn't justify that a computer works for it to send email. You
needn't prove it sent it correctly for it to have done so. All you have to
do is guess that it works and then you can keep that idea unless and until
you find a flaw in it.

A good and interesting analogy.

So, do you have notes on more chapters to post? :)

No, not yet. I've read the entire book once, and a few of the chapters
in isolation again. Mostly just reading and re-reading individual
pages to find the points that I found most attention-grabbing on the
first run-through. These notes are the product of my 2nd, and much
more careful reading that is still in-progress. The book is already
worn. I've got duct tape keeping the smudged, stained, and somewhat
ripped dust cover on and together. I was thinking about having it
rebound but with a custom-etched plexiglass front cover and tail. That
should help her survive throughout the rest of the analysis.

And now, I shall create the thread "Ideas for Pimping One's Copy of
BoI"....jk :)



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI Chapter 1 summary
Date: September 14, 2011 at 2:06 PM

On Sep 14, 2011, at 4:40 AM, Destructivist wrote:

On Sep 13, 2:39 pm, Elliot Temple wrote:
On Sep 12, 2011, at 5:17 PM, Destructivist wrote:

Memes can be intentionally manipulated. But they are often changed in other 
ways.

Communication is never exact so there's always a strong possibility of 
changes happening.

There is that. Sort of an extreme version of the changes that take
place in the game 'chinese whispers'.

Yes! Good example. Even very simple stuff gets miscommunicated and 
misunderstood so simply.

The reason that game works well is it's really hard to do any error correction. 
Normally when you listen to people speak you have context to help you choose 
between different similarly sounding words, and to check if your interpretation of 
which words you heard forms a coherent statement.

Inductivism, as a philosophy of science, attempts to explain how we juice 
predictions from our experiences, and thereby presupposes that science is 
an inherently subjectivist affair. This presupposition is incorrect, because 
many (most) theories aren't even about what we should expect to see.

Inductivism also fails with theories that are predictions about what we should 
expect to see (contrary to the first "because" part above, but in line with the 
ending).

I'm not sure how that's contrary. The presupposition is that science
is all about our experiences. It's wrong because theories often aren't



about us.

I said the *first* "because" but only the second because is quoted here, which 
isn't what I was referring to. That may be the source of the disagreement.

The principle of induction that states "the future will resemble the past in 
accordance with natural law(s)" is redundant and useless in practice 
because:

Also it's false.

Well, it's too vague when stated this way. Does it mean that literally
every thing and event is subsumed under laws? Does it mean that there
are *some* resemblances between past, present, and future, because
*some* laws are true? Does it mean that all properties of everything
are exceptionless regularities in those things? Hard to tell. Either
way, it's problematic, due to its vagueness. It is supposed to be
clear.

I agree. Vague is, as you say, problematic. It should be clear.

So, that's a flaw. That's a mistake. That's a way it's false.

True ideas aren't vague (in bad ways. true ideas about incomplete information 
can have a different sort of ambiguity.)

A) Universal statements (whether true or not), already assert that the future 
will resemble the past,

In some ways and not other ways. Not in general.

True. Each is specific about what type of relation it proposes is
universal.

Accepting the principle would be equivalent to accepting a principle that 
"There is order in the universe"; As soon as we propose that the



universe has any particular kind of order, the vague 'principle'
emerges as a corollary of the more specific proposal.

It'd be the principle, "There is order in the universe in some ways but not 
others, as specified by our other theories which have substance."

That's a much clearer way of putting it. Nevertheless, "There is order
in the universe" would be true if it were true that there happened to
be any particular kind of order. The same way that "There are birds in
the universe" would be true, if there was only one bird. I think
that's what you mean by it being tautologous.

That's not what I meant about a tautology. The tautology was about whether there 
is law, not order.

Saying there are birds isn't a tautology because one can imagine a universe with 
no birds. Similarly one could imagine a completely chaotic universe.

But saying the universe has laws of physics can be tautological because you can 
define "law of physics" so that it's impossible to imagine a universe that doesn't 
have any. E.g., no matter what type or types of motion is possible, one could 
interpret that as law(s). And if no motion is possible, one could also call that a 
law.

These points are special cases of observation data always requiring 
interpreting and having no automatic or essential meaning. Pure logic cannot 
tell you if a change in visible color is due to eyelids, curtains, or something 
bigger. The observation data itself is compatible with any of those. It's only by 
using explanations -- which we improve with criticism -- that we can interpret 
our data well.

When DD says that "All observation is theory-laden", that makes it
sound as if we're incapable of raw, uninterpreted sensory experience.
You seem to be saying that we *are* capable of that....it's just that
*until* it gets interpreted, it can have no significance for our
ideas.

There's two separate issues here. There's two ways observations are theory 



laden before they are useful.

First, our eyes do contain knowledge ("theories") of optics. And they are built to 
observe *selectively* according to knowledge about which observations will help 
animals survive and which are useless (e.g. they only observe the "visible 
spectrum").

So we cannot get "raw data", it's all interpreted already.

But then the data we do get from our eyes is *still useless* without further 
interpretation. The eyes themselves do some interpretation, and then our mind 
does more, and *then* it actually makes sense.

The already theory laden observations from our eyes do not tell us if it's eyelids 
or the world going away. We have to learn that from explanatory theories, by 
considering facts like that you can still touch an object after closing your eyes. Or 
you can close one eye at a time and see some stuff go dark, then keeping that 
eye closed you can turn your head to see it again. And you can use mirrors to 
see your eyelids, or you can look at other people's lids. And you can have two 
people and one closes their eyes while the other keeps watching the same stuff, 
and then swap roles, and you can both report how the world doesn't disappear 
when the other closes his eyes. And so on.

So, do you have notes on more chapters to post? :)

No, not yet. I've read the entire book once, and a few of the chapters
in isolation again. Mostly just reading and re-reading individual
pages to find the points that I found most attention-grabbing on the
first run-through. These notes are the product of my 2nd, and much
more careful reading that is still in-progress. The book is already
worn. I've got duct tape keeping the smudged, stained, and somewhat
ripped dust cover on and together. I was thinking about having it
rebound but with a custom-etched plexiglass front cover and tail. That
should help her survive throughout the rest of the analysis.

An alternative would be to get an eBook. That won't wear out and eBooks have 
searchable text.



PS FYI you double posted this post.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Shoes and Cruelty
Date: September 14, 2011 at 3:38 PM

On Sep 13, 7:41 am, David Deutsch <david.deut...@qubit.org> wrote:
On 13 Sep 2011, at 3:06pm, Jason wrote:

Rather, I have been told that shoes on a telephone wire is a means of
advertizing the availability of illegal drugs in the area. Unless the
shoes were new or otherwise apparently valuable, a likely scenario is
that they were old ones thrown up there by their owner to advertize
his drug business.

But that's an urban myth:

http://urbanlegends.about.com/cs/factoids/a/sneakers.htm

That site says:

Like law enforcement officials everywhere else, Tucson police have found 
no correlation between dangling sneakers and crime.

Tucson Electric Power officials added that in any given week, 5 to 10 pairs 
of sneakers are removed from power lines all over the city of Tucson: "The 
highest periods of activity seem to be after school lets out for the summer 
break," as well as holidays.

-- David Deutsch

Very interesting, since it was a police officer in Tucson (though he
was not a Tucson Police Department officer; he works for a different
county in Arizona) who originally told me the explanation I gave. He
specifically referred to the shoes advertising drugs rather than
gangs, but the two tend to go together.

Perhaps it started out as an idea for a way to advertise something,
but then caught on in the youth community as a more general expression
of rebellion.

Even if the drug connection is a myth, Elliot's assertion that "It is
evidence of cruelty." seems unreasonable. While admitting the

http://urbanlegends.about.com/cs/factoids/a/sneakers.htm


possibility that theft was involved, explanations where the owner
threw his own shoes (whatever the reason) are more plausible. A
person's shoes are probably second only to their underwear in being
difficult to steal from a noncompliant victim without causing or at
least threatening serious injury, taking lots of time and making lots
of noise. If serious injury or threat thereof was part and parcel to
such acts, we wouldn't see as many shoes on wires as we do. Reports of
serious attacks, by either victims or bystanders, are not as common as
shoes on wires, at least here in Tucson. And the attacks I've heard of
do not commonly involve theft of the victim's shoes.

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Long term future of the Universe (Omega Point)
Date: September 14, 2011 at 5:09 PM

On Sep 14, 2011, at 12:15 AM, Manolis.A.C. wrote:

On 14 Sep 2011, at 9:20, Jon Burchel <jonburchel@gmail.com> wrote:

Hi all,

I loved Beginning of Infinity even much more than the prior book.
Regarding the final thoughts on recent developments in cosmology, it
seems the universe is likely to virtually explode outward at ever
increasing speed.  Would it not be true that humanity (as a general
force - not necessarily Earthly humans of course) might be able to
destroy sufficient matter contributing to the acceleration, and
thereby reverse it, so we could then again be considered an omega-
point type universe?  I like that idea, because it seems to be
consistent with the theory of knowledge that people would ultimately
then play the decisive role in charting the future course of the
universe, such that it would in once case expand out of control, but
by our design, instead, collapse into a controlled singularity with
infinite computing power.

The Omega Point theory is a fascinating topic but one that I do not find entirely 
convincing. My main gripes with the theory are:

1. Tipler's obvious bias in making the theory conform to JudeoChristian 
theology.

2. The assumption that most certainly, future superhumans would be so curious 
about their history and ancestors so as to necessarily "resurrect" them all by 
reconfiguring their "dissipated information" back into "persons" and running life-
like (literally) simulations of them.

3. I haven't given the topic the appropriate thought to have an idea if the above 
is even theoretically possible and logically consistent. The way I understand it, 
in order to run such a simulation, one would need:



A. Infinite computing power/storage/etc. (let's say the omega point provides us 
with that).

B. A fully deterministic universe.

You then gather all the information about every single particle's position, charge, 
momentum etc. and extrapolate all the way back to the big bang (if that's your 
desired initial point).

Here is my question...it seems as if by extrapolating into the past (as opposed 
the future) you bypass the inevitable infinite loop of predicting the effects of 
prediction itself. But can't going in reverse produce an infinite number of 
possible "past universes" thereby making any "resurrection" scenario impossible 
since the "real past" is impossible to pin down?

Or could this be just another proof about the validity and consistency of many 
worlds? And if so, could we now come full-circle and accept
Tipler's speculation as theoretically possible? (i.e. All possible worlds exist, and 
not only can all of them be "resurrected", but by definition if you want to 
resurrect one, you can only resurrect *all* of them).

I think he was talking about the omega point theory in FoR (DD's previous book), 
not about Tipler directly. FoR hasn't got a religious bias. Yet FoR still says:

I believe that the omega-point theory deserves to become the prevailing theory 
of the future of spacetime until and unless it is experimentally (or otherwise) 
refuted.

As I recall, FoR also addresses if it's possible and logically consistent, and does 
not talk about resurrection of everyone (which doesn't sound possible to me. In 
my understanding, information gets irretrievably lost sometimes, you can't just get 
back all information ever.)

BTW Tipler has some replies here:

http://129.81.170.14/~tipler/physicist.html

One thing he says:

http://129.81.170.14/~tipler/physicist.html


[Tipler replies: At every finite point, Deutsch is completely correct. But at the 
Omega Point, which is the completion of all knowledge growth, where all 
criticism has been completed, knowledge is perfect: everything which can be 
known, will be known. The Omega Point is omniscient! end of reply]

That seems wrong to me. I thought it allowed infinite progress (as it keeps getting 
smaller, but we keep increasing our computing resources to think faster to keep 
up), not a static perfection.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Manolis.A.C. <manolis.a.c@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Long term future of the Universe (Omega Point)
Date: September 14, 2011 at 9:46 PM

On 15 Sep 2011, at 0:09, Elliot Temple <curi@curi.us> wrote:

On Sep 14, 2011, at 12:15 AM, Manolis.A.C. wrote:

On 14 Sep 2011, at 9:20, Jon Burchel <jonburchel@gmail.com> wrote:

Hi all,

I loved Beginning of Infinity even much more than the prior book.
Regarding the final thoughts on recent developments in cosmology, it
seems the universe is likely to virtually explode outward at ever
increasing speed.  Would it not be true that humanity (as a general
force - not necessarily Earthly humans of course) might be able to
destroy sufficient matter contributing to the acceleration, and
thereby reverse it, so we could then again be considered an omega-
point type universe?  I like that idea, because it seems to be
consistent with the theory of knowledge that people would ultimately
then play the decisive role in charting the future course of the
universe, such that it would in once case expand out of control, but
by our design, instead, collapse into a controlled singularity with
infinite computing power.

The Omega Point theory is a fascinating topic but one that I do not find entirely 
convincing. My main gripes with the theory are:

1. Tipler's obvious bias in making the theory conform to JudeoChristian 
theology.

2. The assumption that most certainly, future superhumans would be so 
curious about their history and ancestors so as to necessarily "resurrect" them 
all by reconfiguring their "dissipated information" back into "persons" and 
running life-like (literally) simulations of them.



3. I haven't given the topic the appropriate thought to have an idea if the above 
is even theoretically possible and logically consistent. The way I understand it, 
in order to run such a simulation, one would need:

A. Infinite computing power/storage/etc. (let's say the omega point provides us 
with that).

B. A fully deterministic universe.

You then gather all the information about every single particle's position, 
charge, momentum etc. and extrapolate all the way back to the big bang (if 
that's your desired initial point).

Here is my question...it seems as if by extrapolating into the past (as opposed 
the future) you bypass the inevitable infinite loop of predicting the effects of 
prediction itself. But can't going in reverse produce an infinite number of 
possible "past universes" thereby making any "resurrection" scenario 
impossible since the "real past" is impossible to pin down?

Or could this be just another proof about the validity and consistency of many 
worlds? And if so, could we now come full-circle and accept
Tipler's speculation as theoretically possible? (i.e. All possible worlds exist, and 
not only can all of them be "resurrected", but by definition if you want to 
resurrect one, you can only resurrect *all* of them).

I think he was talking about the omega point theory in FoR (DD's previous 
book), not about Tipler directly. FoR hasn't got a religious bias. Yet FoR still 
says:

I believe that the omega-point theory deserves to become the prevailing theory 
of the future of spacetime until and unless it is experimentally (or otherwise) 
refuted.

Thanks for that. It's been a while since I last read FoR.

As I recall, FoR also addresses if it's possible and logically consistent, and does 
not talk about resurrection of everyone (which doesn't sound possible to me. In 



my understanding, information gets irretrievably lost sometimes, you can't just 
get back all information ever.)

BTW Tipler has some replies here:

http://129.81.170.14/~tipler/physicist.html

One thing he says:

[Tipler replies: At every finite point, Deutsch is completely correct. But at the 
Omega Point, which is the completion of all knowledge growth, where all 
criticism has been completed, knowledge is perfect: everything which can be 
known, will be known. The Omega Point is omniscient! end of reply]

That seems wrong to me. I thought it allowed infinite progress (as it keeps 
getting smaller, but we keep increasing our computing resources to think faster 
to keep up), not a static perfection.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://129.81.170.14/~tipler/physicist.html
http://beginningofinfinity.com/excerpt


From: Manolis.A.C. <manolis.a.c@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Long term future of the Universe (Omega Point)
Date: September 14, 2011 at 10:22 PM

Please excuse my brief email. Sent from my iPhone.

On 15 Sep 2011, at 0:09, Elliot Temple <curi@curi.us> wrote:

On Sep 14, 2011, at 12:15 AM, Manolis.A.C. wrote:

On 14 Sep 2011, at 9:20, Jon Burchel <jonburchel@gmail.com> wrote:

Hi all,

I loved Beginning of Infinity even much more than the prior book.
Regarding the final thoughts on recent developments in cosmology, it
seems the universe is likely to virtually explode outward at ever
increasing speed.  Would it not be true that humanity (as a general
force - not necessarily Earthly humans of course) might be able to
destroy sufficient matter contributing to the acceleration, and
thereby reverse it, so we could then again be considered an omega-
point type universe?  I like that idea, because it seems to be
consistent with the theory of knowledge that people would ultimately
then play the decisive role in charting the future course of the
universe, such that it would in once case expand out of control, but
by our design, instead, collapse into a controlled singularity with
infinite computing power.

The Omega Point theory is a fascinating topic but one that I do not find entirely 
convincing. My main gripes with the theory are:

1. Tipler's obvious bias in making the theory conform to JudeoChristian 
theology.

2. The assumption that most certainly, future superhumans would be so 
curious about their history and ancestors so as to necessarily "resurrect" them 



all by reconfiguring their "dissipated information" back into "persons" and 
running life-like (literally) simulations of them.

3. I haven't given the topic the appropriate thought to have an idea if the above 
is even theoretically possible and logically consistent. The way I understand it, 
in order to run such a simulation, one would need:

A. Infinite computing power/storage/etc. (let's say the omega point provides us 
with that).

B. A fully deterministic universe.

You then gather all the information about every single particle's position, 
charge, momentum etc. and extrapolate all the way back to the big bang (if 
that's your desired initial point).

Here is my question...it seems as if by extrapolating into the past (as opposed 
the future) you bypass the inevitable infinite loop of predicting the effects of 
prediction itself. But can't going in reverse produce an infinite number of 
possible "past universes" thereby making any "resurrection" scenario 
impossible since the "real past" is impossible to pin down?

Or could this be just another proof about the validity and consistency of many 
worlds? And if so, could we now come full-circle and accept
Tipler's speculation as theoretically possible? (i.e. All possible worlds exist, and 
not only can all of them be "resurrected", but by definition if you want to 
resurrect one, you can only resurrect *all* of them).

I think he was talking about the omega point theory in FoR (DD's previous 
book), not about Tipler directly. FoR hasn't got a religious bias. Yet FoR still 
says:

I believe that the omega-point theory deserves to become the prevailing theory 
of the future of spacetime until and unless it is experimentally (or otherwise) 
refuted.

Thanks for that. It's been a while since I last read FoR.



As I recall, FoR also addresses if it's possible and logically consistent, and does 
not talk about resurrection of everyone (which doesn't sound possible to me. In 
my understanding, information gets irretrievably lost sometimes, you can't just 
get back all information ever.)

As in black holes for instance? Well here is where mastery of MWI comes in 
handy I believe. If every thing that can happen, does happen, then the way to 
recreate *any* set of information you choose, is to literally re-create everything.
(and that's the only way to go about
it).

What you need is infinite computing power, infinite storage, (both courtesy of the 
OP) and a working theory of everything.

Thus you can work your way in reverse as I speculated in my previous email, or 
simply start your simulation at time 0 and explode forward.

By another approach, if we accept that space-time is a static block, then slices of 
it containing information about the past and future are there. I will always be there 
as Manolis in 2011, no matter where my genes, memes, and atoms that 
constituted me end up 30,000 years hence.

But even if we accept that despute the fact that such information exists in space-
time but might forever be inaccessible (since time travel to the past necessarily 
adds new slices to the space-time block instead of simply revisiting existing 
ones), we should still be able to come to the conclusion that according the 
information makeup of the multiverse in 30,000AD, there was one universe where 
a portion of our information in 2011AD was organized to make Manolis.

BTW Tipler has some replies here:

http://129.81.170.14/~tipler/physicist.html

Thanks for this too. I'll have a closer look.

One thing he says:

[Tipler replies: At every finite point, Deutsch is completely correct. But at the 

http://129.81.170.14/~tipler/physicist.html


Omega Point, which is the completion of all knowledge growth, where all 
criticism has been completed, knowledge is perfect: everything which can be 
known, will be known. The Omega Point is omniscient! end of reply]

This is what I have trouble accepting as even logically consistent. In my mind,  
being about something omniscient must logically necessitate being *outside* of 
that thing. So a deity could be omniscient about the multiverse or ultimate 
enseble that it has created because it sits outside it, but an infinitely capable, self-
aware ultimate ensemble can never achieve that without running into infinite 
loops.

That seems wrong to me. I thought it allowed infinite progress (as it keeps 
getting smaller, but we keep increasing our computing resources to think faster 
to keep up), not a static perfection.

I would agree. Asymptotically approaching the end of knowledge but never quite 
terminating. Even at an end of time and space, knowledge should be 99.999...% 
complete, never 100%.

Manolis

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Remembering What We Thought on 9/11
Date: September 14, 2011 at 11:34 PM

On Sun, Sep 11, 2011 at 11:42 PM,  <Westmiller@aol.com> wrote:

Also,I  don't agree with my 2001 self that "Individuals and governments
ought to foster,  support and encourage the civil members of that society to
destroy the autocrats  and their dedicated agents." That isn't the task of our
government. At best, our  government can avoid facilitating the power of
tyrants. Perhaps it can  facilitate cooperation in the pursuit of
international criminals. But,  government is not a proper agent for advocacy, 
much less
the imposition, of  "Western" ideals. Merely doing our best to be civil and
successful is sufficient  to motivate individuals in every nation to pursue
the same objectives in their  societies: individual rights, limited
government, and private  enterprise.

I don't think that setting an example alone is enough. It also helps
to explain stuff. To have people do advocacy and persuasion.

I agree that advocacy isn't an ideal role for Government, directly.

However, in some places advocacy is unsafe. Protecting its citizens
from violence is a role for Government. Would you agree that, in a
better world, American Christian missionaries (for example) should be
able to travel to any country and convert people, without being
subjected to violence? If so, could the US Government legitimately
protect them from violence in order to allow that?

If the Government did that, it would be protecting its citizens from
violence not doing advocacy. But it would help the cause of advocacy,
while sticking to its strengths.

Because the US Government has a near monopoly on the military force
necessary for a task like this, and because of the global political
system which strongly frowns on private individuals using violence in
foreign countries, it's hard for this to be accomplished well without
Government. It's one of the things the Government is built to do.



Violence is suppressing advocacy. That's why it's not working as well
as you suggest it could. How do you feel about the Government helping
the cause of advocacy while sticking to its proper role: protecting
people's rights?

The other main problem -- the biggest problem -- is violence against
people who listen to advocacy, rather than against the advocates. For
example, many Muslim women are subjected to violence for being
persuaded of some Western ideals and changing their lifestyle a little
bit.

This is a trickier issue because it's about protecting non-citizens
instead of citizens, and its of more indirect benefit to the
taxpayers.

Yet this and related issues could change the world dramatically. If
they'd been addressed better it could have averted the Iraq war, for
example. So that could have saved taxpayer money. 9/11 might have been
averted, too.

What do you think about the Government working on this kind of project?

A related issue is the anti-poverty charity attempts by Western
people. These fail primarily due to violence in other countries
against citizens of those countries (e.g. powerful people like
Government officials and husbands taking things before they reach weak
people like children and wives). So this is a way Western people are
being thwarted (while doing something legitimate), and is thus perhaps
of interest to Western governments.

I think there is adequate interest in helping others in order to pay
for some interventions, and I don't see what, besides Government, is
going to be able to do a large scale intervention against the root
problem: violence.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Reason
Date: September 14, 2011 at 11:37 PM

On Sat, Sep 10, 2011 at 11:11 PM, Westmiller <westmiller@aol.com> wrote:
On Sep 8, 8:43 pm, Elliot Temple <c...@curi.us> wrote:

Reason relies on logic and good arguments. Those allow for improvement.

That is all that needs to be said about reason, though I'd say it
differently:

Reason relies on *verifiable* evidence, scrutinized by the rules of
logic, to arrive at evidently true conclusions.

This is a statement of the mainstream (anti-Popperian, anti-BoI)
position on epistemology.

Verification is an inductivist myth, logical criticism is one type of
many, and truth is never evident.

Learning the BoI/Popperian understanding of epistemology is a big
task, and it's made more difficult because it contradicts common sense
in some ways, so it can seem intuitively absurd. Sometimes people even
deny that Popper and Deutsch mean what they say (because they figure a
smart person wouldn't mean something which seems so dumb to them).

But it's worthwhile to get past such obstacles because BoI's
epistemology is true (at least there are no known significant
criticisms) and offers many devastating critiques of the mainstream
perspective which is false and misleading (with bad consequences in
daily life), and because epistemology is an important topic which
affects all spheres of life (e.g. b/c it has to do with learning, and
in pretty much any area of life you have to learn something to have
success.) Are you interested? One way to make progress on it would be
to choose one of the explanations in BoI that you disagree with or do
not understand and then discuss it. Another approach would be to try
to explain in more detail how your epistemology works in order to
expose it to criticism (e.g. what is "verifiable evidence" and how
specifically does one get from it to conclusions?)



From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: September 15, 2011 at 2:23 PM

Anonymous Person wrote:
Verification is an inductivist myth,  logical criticism is one
type of many, and truth is never evident.

Popper (and  I think David) asserts that propositions can be falsified.
That means that one  can demonstrate an error in fact, or an error in logic, or
offer some better  explanation. Induction isn't a "myth", it is only
constrained by the  availability of evidence, so it can't *prove* an absolute
truth (the Black Swan  fallacy).

The primary method of criticism for any proposition is to show  that the
asserted facts are false. When I use "verification", I mean that anyone  can
test the premises and get the same evidence. The premises aren't  mystical
(Demeter's tears) or variable (different in context), they are  objective
statements about reality.

When I say some propositions are  "evidently true", I mean that they
haven't yet been shown false. That includes  the validity of the logic in a
proposition, which is an objective (undisputed)  criteria for asserting truth.

...  BoI's epistemology is  true (at least there are no known
significant criticisms) ...

I  totally agree with David's critique of authoritarian "truth". It is, and
always  has been, a logical fallacy. The *source* of a proposition is
always irrelevant  to its merits. I don't agree with David (or Popper) simply
*because* it is David  (or Popper) asserting it.

So, for example, I don't like the "evolutionary  equation" of biology to
knowledge. Genetic mutations are (most commonly) random.  Ideation is not
random (even if it invokes fanciful speculations), it is  dependent upon very
specific falsification (by evidence or logic). What I call  "evident truths"
aren't accidents, they are a result of serious review  (verification) of the
assertions and propositional logic.

That isn't to deny that "memes" are influenced by social or  authoritarian



conformity. What many people take to be true - particularly  theological
truths - are logically frivolous.

... One way to make  progress on it would be to choose one
of the explanations in BoI that  you disagree with ...

I posted "Empiricism and Tools" suggesting that  sensory-extension tools
and advances in logic were the primary factors in the  scientific revolution.
I haven't yet seen a criticism.

.. try to  explain in more detail how your epistemology works
in order to expose it  to criticism ...

I'm an objectivist, though not necessarily an  Objectivist (having
reservations about Rand's authoritative exposition). The  most reliable and useful
premise is that reality exists independent of our  perception. We acquire
knowledge from our senses and subject them to independent  verification of our
evidence and logic.

"Rand takes knowledge to require  certainty, she distinguishes certainty
from infallibility or inerrancy: a  judgment can be certain, within a given
context of available knowledge, even if  it needs to be revised in the light
of new  information."
http://plato.stanford.edu/entries/ayn-rand/

Bill

http://plato.stanford.edu/entries/ayn-rand/


From: DesireToKnow <fbfreddywa@gmail.com>
Subject: [BoI] Direction
Date: September 11, 2011 at 5:49 AM

In BOI a skyhook used by Deutsch is the notion of "reach". The
extensions of an idea allow one to imagine, finding support in
evolutionary theory for example, that the idea can "spread".

If it does, it's trajectory should be something we can see, plot,
understand (seen as effects, seen as predictions, seen as literary
notions in academic papers, books, forum groups).

Does this "spread", this "reach" have direction?

if so, by what means will we recognize the instances of whatever is
reaching, spreading, as a genera of that which initially led to the
reaching out, the spreading, extensions ?

Correllary.

Explain what we mean by "instance of". How ideas can be genus. If
memesis is copying + innovation, or worse, variation, then we should
be able to identify the meme's origin?

But is a meme a physical thing, a sort of value resulting from a
measure (if so, where is the measure theory & justification such as to
adopt it for further scientific research?)

If a meme reaches out (to touch someone, like the old AT&T commercial)
has it been instrumented - such as marketeers and commercial
communications gurus seem to know so well how to do?

Finally, given that there are so many questions, which might create
other memes, either leaders, or followers, who do we reduce the
combinatorial EXPLOSION of memetic forms, mostly literary that get
"stuck" in our heads, and maybe right down to our genes.

How do we find any direction in this overall darwinian explosion of
mutating forces (at all levels) that seems to want to create a
"pluralism" - an extreme diversification of searches, and constrain
the search to by some criterion?



Could that be the good ole sociology & political theoretical notion of
IDEOlogy? Would that restraint be a "play" of forces that, verbal, non-
verbal, rational, irrational ?

In other words, rejoining political theory, how does this nascent
"pluralism" of pluralism get constrained such as to be a "direction
for "?  Why is this similar to the thinking going on in academic
institutions behind the choices of "orientation" that are required to
write a doctoral thesis, for example; or later a book?

Hint: memes are LITERARY in origin and depend fully on language based
capabilities as well as the human mind's capabilities.

Why have THEY evolved so as to be asking these questions? Is my mind
being "led by my past history" ?

CAN WE ESCAPE this historical force? Are strange attractors used to
explain emergence & behavior in today's sociology signs of "progress",
or an insance demultiplication of "forking paths" leading out from

orginary ideas ?

if so, how does one REORIENT the direction of memetic reach so as to
produce the "good" knowledge"?

is "good" knowledge, inherited cognitive capabilities NECESSARILY a
good form of evolving capability?
If not, can our "error detection algorithms" enable us to reorient our
Neurathian boat, cast asail on the high seas?

What direction would we take?
In what - having taken a choice - can we KNOW that our "direction" is
the BEST (implied by GOOD explanations) ?
How can our reach see far enough to avoid falling off the "edge of the
world"?
Oh, you think that a passé form of thought, bad meme? well, falling
off the "edge of the world" might mean
AVOID DISTINCTION or at least societal collapse such that all memory
(orientation) in memetic evolutionary search spaces ... is lost?



paradox.

can we find by losing our way?
is renewal, orientation purely a function of a simplistic notion like
"progress"?
might evolution not be forced (by circumstances) to find fractal
patterns, cyclic occurrence, cybernetic like feedback loops built into
the reach of our desire to know ?



From: Westmiller@aol.com
Subject: [BoI] Re: Remembering What We Thought on 9/11
Date: September 15, 2011 at 4:30 PM

Anonymous Person wrote:
However, in some places advocacy is unsafe. Protecting its  citizens
from violence is a role for Government.

I'm not sure whether this is the proper forum to discuss political  issues.
I posted my article because it was an example of the "evolution" of
knowledge: what I knew on 9/11 and what I know now. I've acquired more
information and reviewed my logic, falsifying some of my own propositions.

Nevertheless, I'll respond to your point. It isn't the responsibility of
government to protect its citizens *except* within its own jurisdiction, in
defense of the nation it represents. We wouldn't countenance some other
nation  intervening in the United States to defend the entitlement "rights" of
their  visiting citizens. The biggest mistake the U.S. government ever made
was  attempting to protect the property rights of American corporations
invested in  other nations. It isn't the task of our government to protect
"American  Interests" (whether corporate or missionary) against the risks of
foreign  engagement.

Actually, I'd go a step further: it isn't the task of the U.S. government
to *protect* anyone from anything. It's task is to secure (by law) the
rights of  individuals within its jurisdiction ... by offering recourse for
violations of  those rights (police and courts) ... not by attempting to prevent
every  possible violation.

Bill



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Long term future of the Universe (Omega Point)
Date: September 15, 2011 at 5:18 PM

On Sep 14, 2011, at 7:22 PM, Manolis.A.C. wrote:

Well here is where mastery of MWI comes in handy I believe. If every thing that 
can happen, does happen, then the way to recreate *any* set of information you 
choose, is to literally re-create everything.
(and that's the only way to go about it).

What you need is infinite computing power, infinite storage, (both courtesy of the 
OP) and a working theory of everything.

Thus you can work your way in reverse as I speculated in my previous email, or 
simply start your simulation at time 0 and explode forward.

It's everything that can happen *from the initial conditions*, not everything 
logically possible, nor everything that would create the current state of one 
universe.

Without the initial conditions (to perfect precision), you can't do it.

I'd also be concerned about whether a computer inside the multiverse could 
simulate the entire multiverse. First: does it simulate itself? And second: this 
assumes that there is some kind of shortcut to replicating everything the 
multiverse does but with less stuff/complexity. It assumes the multiverse is 
inefficient in some way. It the multiverse has nothing unnecessary then you 
couldn't mimic it with any lesser part of it.

As to going in reverse, don't you have to have some information about what 
happened in order to know what steps to take to reverse it? Also how can you 
reverse a photon that gets away from you and travels away at the speed of light 
so you can never catch up? Also, did you count on getting the entire current state 
of the multiverse into a computer as data, as the starting point for what you 
reverse? Or something like that? How does that work?

By another approach, if we accept that space-time is a static block, then slices 



of it containing information about the past and future are there. I will always be 
there as Manolis in 2011, no matter where my genes, memes, and atoms that 
constituted me end up 30,000 years hence.

The statement that you will "always be there" refers to external time. But time is 
internal to the multiverse, not external.

Or put another way: there's no such thing as space-time itself existing over a 
period of time.

Also there's not necessarily access from one slice to another to get that 
information.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Remembering What We Thought on 9/11
Date: September 15, 2011 at 11:33 PM

On Sep 15, 2011, at 1:30 PM, westmiller@aol.com wrote:

Anonymous Person wrote:
However, in some places advocacy is unsafe. Protecting its  citizens
from violence is a role for Government.

I'm not sure whether this is the proper forum to discuss political  issues.
I posted my article because it was an example of the "evolution" of
knowledge: what I knew on 9/11 and what I know now. I've acquired more
information and reviewed my logic, falsifying some of my own propositions.

Nevertheless, I'll respond to your point.

The list guidelines do not mention or discourage politics. Politics can easily be on 
topic because political systems and institutions are discussed in BoI in multiple 
chapters, and are important to the future of humanity (they can facilitate or thwart 
progress).

The list guidelines do, however, mention meta discussion such as "Nevertheless, 
I'll respond to your point." I think some meta discussion, such as to understand 
what is on topic and off topic, can be useful (if it doesn't turn into too much of an 
extended argument, and isn't of too narrow interest), but a lot is unnecessary.

There are connections between many political topics and topics that get more 
direct attention in BoI. Here are some pairs of related topics:

Reason and force.

Epistemology and liberalism.

Persuasion and political debates.

Memes and mistakes made by majorities.

Rejecting authority (as BoI says the Enlightenment did) and voluntary action.



Gradual, piecemeal progress and methods of political reform.

Tradition and political attitudes to tradition.

Fallibility and freedom.

Freedom and capitalism.

You can also find politically relevant entries in the BoI bibliography such as 
William Godwins' _Political Justice_, Karl Popper's _The Open Society and Its 
Enemies_, and Pericles' funeral oration. Discussion of those books, and any topic 
in them, would be on topic.

It isn't the responsibility of
government to protect its citizens *except* within its own jurisdiction, in
defense of the nation it represents. We wouldn't countenance some other
nation  intervening in the United States to defend the entitlement "rights" of
their  visiting citizens.

Why not? I would.

Why scare quote "rights"? Would the US never violate the legitimate rights of 
foreigners, so there can be nothing to legitimately defend against?

The biggest mistake the U.S. government ever made
was  attempting to protect the property rights of American corporations
invested in  other nations. It isn't the task of our government to protect
"American  Interests" (whether corporate or missionary) against the risks of
foreign  engagement.

Actually, I'd go a step further: it isn't the task of the U.S. government
to *protect* anyone from anything. It's task is to secure (by law) the
rights of  individuals within its jurisdiction ... by offering recourse for
violations of  those rights (police and courts) ... not by attempting to prevent
every  possible violation.

If the US government isn't to do anything outside of its jurisdiction, then should 
private, voluntary military forces do it? Or is the intent that it not be done?



Even if there are to be private militaries to do the interventions in other countries, 
they are not yet ready and operational. So the US military would have to step in, 
in the mean time. Unless the purpose is that defense of persons overseas never 
be done by Americans.

-- Elliot Temple
http://beginningofinfinity.com/interview

http://beginningofinfinity.com/interview


From: Justin Mallone <george.justin.mallone@gmail.com>
Subject: Re: [BoI] Reason
Date: September 16, 2011 at 12:05 AM

On Sep 10, 2011, at 5:18 AM, DesireToKnow wrote:

Hi Kim

Agreed but there is this nagging value-judgement in Deutsch's BOI
which is the adjective "good".

This implies either some objective standards based on some equally, a
circularly vicious, critieria of "being right".  These standards, that
"scientists" like to claim as accepting, in use, are in fact not that
at all. It's all sort of a vague, fuzzy, modern "myth". People have to
face uncertainty. They devise - and this is a pragmatic role for your
creativity in literary (often highly creative, playing on analogy,
references in words that relate to experiences, personal or
collectively accretized "histories", and the more discursive (a type
of literary style, rationality, that uses various means to continue to
justify itself - mainly in textual forms.)

The fact that there are NO absolute, or objective "truths" to be found
seems to be a paradox of Popperian thought. All that is discovered,
said, and used to base further conjecture, creative intuition, and
sought for "certainty" are experiences USING the language elements
linked to what we learn and what we experience ...

So I have no problem with creativity. Quoting de Bono, and the idea of
lateral thinking is perfect for my tastes. The play of ideation (as a
higher than rational form of Creative thinking, sure, less rigourous,
but MORE creative) leads us to both clarity and the dangerous of
"muddled" thinking.

It seems to me that the danger for a "meme", be it the originary
"thought" (insight) that "something is the case" (truth is not
necessary, just a sufficient degree of verisimilitude), is that rather
than it leading to highly specialized, innovative streams of memetic
thinking, it gets bogged down in CLICHE.



This explains why I think that throwing out the phenomenological
method of studying experience from the 1st person, subjecting its
artefacts to communal criticism, discourse formation in various
communities (philosophy, HEP, cosmology, anthropology,
archaeoastronomy, sociology, ecological & environmental sciences) is
an error (error epistemology).

Basically, we KNOW that all we "know" is at best today's best
approximation to whatever is "pulling us toward Truth" (strange
attractors of the Mind).
This said, the quest is ongoing and the Ulyssean dangers is that we
can't get back home when voyaging out on a limb, trekking to far off
lands of thought...
At best we come back with "cross disciplinary" muddles, at worst with
insanity & non-sensical connections that don't "mean a thing".

That said. In a book by Anthony O'Hear, BEYOND EVOLUTION, their are a
certain number of delimiters, morals, for the narratives of Deutsch's
story in BOI & FOR.
Though he "innovates" it is really alot of composition & restatement.

Read the book above, published in 1997, and think about the messages
in BOI. You'll find that there is quite alot of resemblance between
the thinking in the two books except that the former is more a work of
philosophy in a certain tradition of philosophical debate.

Deutsch's BOI seems to want to stir up ideas that have been hanging
out, covered over by dust, for many years, and tie them to his
readings of Popper, Dawkins, more recently Dennett, and a host of
others. Only problem is that BOI is not an academic work, so we don't
get mention of the "traces" of the ideas formulated in BOI that are
both innovative and simple reformulations, reorientations of theses he
wants to defend. Nothing of absolute truth in all this.
Even universality is just a concept coming from 3 thousand years of
occidental and even oriental (Indian mainly) metaphysics (pre-
Socratics, Plato, after).

Others have recognized the genera of all this. Reference the book, THE
CRITIQUE OF THEOLOGICAL REASON to see how some have read into FOR 
a



"theological" debate that is persistent, and perhaps unconscious, in
Deutsch's work. Not amazing. Even from a memetic perspective, it is
TOTALLY comprehensible to imagine that the core ideas in FOR and BOI,
"stem" from the tree of knowledge that is yet another ancient, even
religious metaphor permeating readings (hermeneutical) of FOR/BOI.

What IS amazing is that the physicists in this group don't seem to see
(or be able to admit) that their innovations are
"reworkings" (inspired, yes by many discoveries in many tangential
disciplines of physics). That's a shame. It's like they want to see
themselves as "outside" of the Time of History, and yes, if you
IMAGINE that "history" is a thing that can be "generated", then your
innovation is both a discovery AND a political activity (perhaps of
Exclusion of rival ideas, memes). That doesn't seem to be so shocking.
I see this throughout BOI. Only there is a total absence of "self-
reflective", situating of the author in the stream of ideas that are
leading to his inspirations.

Again, if you DONT SEE the traces, don't accept your place in the
context (socio-cultural) of the debate, then you don't (or won't)
admit (to yourself? ) the sources of the very influences that are both
INNOVATIVE, as well as EXTENDING THE REACH of the muddles that you're
"lines of thought" (rational heritage) is subject to.

This is a VAST debate. What is regrettable, but expected, is that in
work of popular non-fiction, the reader is coaxed into BELIEVING that
what they're reading is UNIQUE, expression of genius, when in fact,
the genius is in the reworking of a lot of themes, some of which are
seriously "muddled";

THAT is NOT "good explanation" @ work, NOR an expression of the kind
of Rationality that the manifest of this thread preaches (choice of
word on purpose) !

thanks for you time

On 9 sep, 10:29, Kim Jones <kmjco...@me.com> wrote:
The criticism of an existing idea has never once given birth to a new idea. It 
takes creativity to bring forth new ideas. Creativity is what puts the ideas on 
the table that others can then criticise. Critical thinking is OK in science 



because scientists have to take the long, slow road to their proofs and 
understandings. In the messy real world we simply have to survive on our wits 
and our abilities. We cannot wait for proofs or for someone to decide that 
something is true or not. We act continually without a perfect understanding of 
what we are doing. This is normal. This is what a mind is for. Practising 
creative thinking develops the mind to the point where it can tolerate a high 
level of uncertainty for the sake of being fertile or fecund. Creativity may 
involve you in radically changing your mind over something. Changing your 
mind may in fact save your life. This is what I call "reason" or rationality. It's got 
little to do with being right or knowing what the truth is.

Edward de Bono: "If you never change your mind, why have one?"

Kim Jones

On 09/09/2011, at 1:43 PM, Elliot Temple wrote:

Criticism helps us improve by explaining our mistakes so that we can do 
better.

-- 
This group has posting style guidelines. They are important. Please read and 
follow them before posting. They cover topics like how to do quotations:
http://beginningofinfinity.com/list-guidelines

To post, email:
beginning-of-infinity@googlegroups.com

To unsubscribe, email:
beginning-of-infinity+unsubscribe@googlegroups.com

http://beginningofinfinity.com/list-guidelines


You can also post, unsubscribe, or view archives on the web:
http://groups.google.com/group/beginning-of-infinity

http://groups.google.com/group/beginning-of-infinity


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Reason
Date: September 16, 2011 at 12:55 AM

On Thu, Sep 15, 2011 at 11:23 AM,  <Westmiller@aol.com> wrote:
Anonymous Person wrote:

Verification is an inductivist myth, logical criticism is one
 type of many, and truth is never evident.

Popper (and I think David) asserts that propositions can be falsified. That
means that one can demonstrate an error in fact, or an error in logic, or
offer some better explanation. Induction isn't a "myth", it is only
constrained by the availability of evidence, so it can't *prove* an absolute
truth (the Black Swan fallacy).

Are you asserting that Deutsch and Popper do not both consider induction a 
myth?

If not, how does your statement about them connect to your assertion
about induction?



From: Manolis.A.C. <manolis.a.c@gmail.com>
Subject: Re: [BoI] Omega Point and Space-Time
Date: September 16, 2011 at 2:26 AM

On 16 Sep 2011, at 0:18, Elliot Temple <curi@curi.us> wrote:

On Sep 14, 2011, at 7:22 PM, Manolis.A.C. wrote:

Well here is where mastery of MWI comes in handy I believe. If every thing 
that can happen, does happen, then the way to recreate *any* set of 
information you choose, is to literally re-create everything.
(and that's the only way to go about it).

What you need is infinite computing power, infinite storage, (both courtesy of 
the OP) and a working theory of everything.

Thus you can work your way in reverse as I speculated in my previous email, 
or simply start your simulation at time 0 and explode forward.

It's everything that can happen *from the initial conditions*, not everything 
logically possible, nor everything that would create the current state of one 
universe.

Good clarification-agreed.

Without the initial conditions (to perfect precision), you can't do it.

That is indeed a challenge (how that
can even be knowable despite having or not having a working ToE). That is why I 
proposed going in reverse.

I'd also be concerned about whether a computer inside the multiverse could 
simulate the entire multiverse. First: does it simulate itself?

No, that's precisely the reason that
allows this to be theoretically possible. If thw computer boots up at time t, it 
simulates everything up to time t-1 (excluding itself but including other 



computers).

And second: this assumes that there is some kind of shortcut to replicating 
everything the multiverse does but with less stuff/complexity.

That wasn't my intention but this is indeed the case.

It assumes the multiverse is inefficient in some way. It the multiverse has 
nothing unnecessary then you couldn't mimic it with any lesser part of it.

Why does the multiverse, or *this* multiverse have to be perfectly efficient. Or 
what if part of its efficiency is that it allows universal computers to perfectly 
simulate more economically (as regards matter, not information).

In fact aren't all virtualized renderings more economical representations of their 
"real-world" counterparts?

In fact, don't we find it conceivable that a supercomputer, n years hence will be 
able to recreate a nice big Go board in 100% accuracy, from the subatomic 
structure of its particles to more emergent properties like the sound, feel and 
colour of its wood?

Is it logically inconsistent that this computer takes up less matter than the actual 
Go board itself to run this simulation? And if necessarilly large (to achieve such 
levels of fidelity) is it inconsistent that it can simulate a trillion identical or even 
different Go boards using less matter than they would physically occupy in the 
*real world*?

As to going in reverse, don't you have to have some information about what 
happened in order to know what steps to take to reverse it?

Yes. Hence my reference to "position, momentum, charge, etc."

Also how can you reverse a photon that gets away from you and travels away at 
the speed of light so you can never catch up?



Doesnt all of this imply a lot of FTL events? (e.g. The multiverse convulsing at 
ever faster and faster rates?) Auniverse shrinking infinitely fast could allow for 
FTL computation, data collection etc. Also, remember
that at the OP, our computer essentially *is* the multiverse, so even if the mv is 
shrinking infinitely fast it makes no sense to say that you can't go faster than 
*that* rate, or that intra-computer computations must necessarily be slower or not 
faster than that rate because time doesn't matter. From the moment the computer 
engulfs the entire mv it can arbitrarily choose whichever time-slice it wants, and 
*then* run its simulation, extrapolating backwards.

The key in the data collection phase is that the multiverse will have stopped
expanding.

Also, did you count on getting the entire current state of the multiverse into a 
computer as data, as the starting point for what you reverse? Or something like 
that? How does that work?

Hmmm. Lets give this a try...

As alluded to above, data collection is possible because the computer occupies 
every particle in the multiverse. By definition, when the computer isn't running, 
every particle's "data" (p,m,c, etc.) must be subject to a specifiable probability 
distribution. The computer therefore takes as its initial point or points, all products 
of all
probability distributions and ends up simulating everything that could ever 
happened.

By another approach, if we accept that space-time is a static block, then slices 
of it containing information about the past and future are there. I will always be 
there as Manolis in 2011, no matter where my genes, memes, and atoms that 
constituted me end up 30,000 years hence.

The statement that you will "always be there" refers to external time. But time is 
internal to the multiverse, not external.



So are you saying that Elliot's existence at point x 2010 has no physical 
substance at point y in 2011? Does it occupy 0 particles in the ultimate ensemble 
of multiverses?

Or put another way: there's no such thing as space-time itself existing over a 
period of time.

Perhaps its a limitation of my non-standard phraseology. I only assumed that *all* 
of spacetime exists. By definition that means that it always exists, right?

Also there's not necessarily access from one slice to another to get that 
information.

I don't think we need to suppose it either to make our "reverse simulation" work.

Which leads to an interesting paradoxical question...At the OP, where all of 
space-time is convulsing, musn't all people, at any point in history witness this 
calamity? And if so, how can it be that at least one branch made it to the OP and 
is now running its reverse simulation with all of us in it without it ever 
encountering the unavoidable s-t collapse? Or is it logically consistent that by 
definition, there is one branch in s-t that makes it all the way to very end, thus 
being able to assume the role of "multiverse skipper" and reverse simulator....

Manolis



From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Re: Direction
Date: September 16, 2011 at 2:49 AM

I wish this post were as clear and concise as the work around which
this forum was formed..  :|  It seems a wandering general "taking
exception" to the fact that Dr. Deutsch actually seems to quite
confidently and unashamedly know something, without even bothering to
try to understand it much.  True genius is self-disciplined and
reflects more respect for the reader if you ask me...

On Sep 11, 4:49 am, DesireToKnow <fbfredd...@gmail.com> wrote:
In BOI a skyhook used by Deutsch is the notion of "reach". The
extensions of an idea allow one to imagine, finding support in
evolutionary theory for example, that the idea can "spread".

If it does, it's trajectory should be something we can see, plot,
understand (seen as effects, seen as predictions, seen as literary
notions in academic papers, books, forum groups).

Does this "spread", this "reach" have direction?

if so, by what means will we recognize the instances of whatever is
reaching, spreading, as a genera of that which initially led to the
reaching out, the spreading, extensions ?

Correllary.

Explain what we mean by "instance of". How ideas can be genus. If
memesis is copying + innovation, or worse, variation, then we should
be able to identify the meme's origin?

But is a meme a physical thing, a sort of value resulting from a
measure (if so, where is the measure theory & justification such as to
adopt it for further scientific research?)

If a meme reaches out (to touch someone, like the old AT&T commercial)
has it been instrumented - such as marketeers and commercial
communications gurus seem to know so well how to do?

Finally, given that there are so many questions, which might create



other memes, either leaders, or followers, who do we reduce the
combinatorial EXPLOSION of memetic forms, mostly literary that get
"stuck" in our heads, and maybe right down to our genes.

How do we find any direction in this overall darwinian explosion of
mutating forces (at all levels) that seems to want to create a
"pluralism" - an extreme diversification of searches, and constrain
the search to by some criterion?

Could that be the good ole sociology & political theoretical notion of
IDEOlogy? Would that restraint be a "play" of forces that, verbal, non-
verbal, rational, irrational ?

In other words, rejoining political theory, how does this nascent
"pluralism" of pluralism get constrained such as to be a "direction
for "?  Why is this similar to the thinking going on in academic
institutions behind the choices of "orientation" that are required to
write a doctoral thesis, for example; or later a book?

Hint: memes are LITERARY in origin and depend fully on language based
capabilities as well as the human mind's capabilities.

Why have THEY evolved so as to be asking these questions? Is my mind
being "led by my past history" ?

CAN WE ESCAPE this historical force? Are strange attractors used to
explain emergence & behavior in today's sociology signs of "progress",
or an insance demultiplication of "forking paths" leading out from

orginary ideas ?

if so, how does one REORIENT the direction of memetic reach so as to
produce the "good" knowledge"?

is "good" knowledge, inherited cognitive capabilities NECESSARILY a
good form of evolving capability?
If not, can our "error detection algorithms" enable us to reorient our
Neurathian boat, cast asail on the high seas?

What direction would we take?



In what - having taken a choice - can we KNOW that our "direction" is
the BEST (implied by GOOD explanations) ?
How can our reach see far enough to avoid falling off the "edge of the
world"?
Oh, you think that a passé form of thought, bad meme? well, falling
off the "edge of the world" might mean
AVOID DISTINCTION or at least societal collapse such that all memory
(orientation) in memetic evolutionary search spaces ... is lost?

paradox.

can we find by losing our way?
is renewal, orientation purely a function of a simplistic notion like
"progress"?
might evolution not be forced (by circumstances) to find fractal
patterns, cyclic occurrence, cybernetic like feedback loops built into
the reach of our desire to know ?



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Long term future of the Universe (Omega Point)
Date: September 16, 2011 at 5:19 AM

On 15 Sep 2011, at 10:18pm, Elliot Temple wrote:

Without the initial conditions (to perfect precision), you can't do it.

I'd also be concerned about whether a computer inside the multiverse could 
simulate the entire multiverse. First: does it simulate itself? And second: this 
assumes that there is some kind of shortcut to replicating everything the 
multiverse does but with less stuff/complexity. It assumes the multiverse is 
inefficient in some way. It the multiverse has nothing unnecessary then you 
couldn't mimic it with any lesser part of it.

As to going in reverse, don't you have to have some information about what 
happened in order to know what steps to take to reverse it? Also how can you 
reverse a photon that gets away from you and travels away at the speed of light 
so you can never catch up? Also, did you count on getting the entire current 
state of the multiverse into a computer as data, as the starting point for what you 
reverse? Or something like that? How does that work?

I think this is looking at it the wrong way round.

The question is: what are the ultimate limits of the sciences of history, 
archaeology, palaeontology etc? We know from the arguments of BoI that the 
only such limits are imposed by laws of physics (including initial conditions).

We are accustomed to scientists in those fields discovering subtle facts about the 
past which would until very recently have been deemed lost for ever. For 
instance, we can exonerate or implicate someone in a crime of which there were 
no witnesses, committed centuries ago, using DNA evidence. Will these 
improvements ever reach a limit beyond which nothing more *of interest* can be 
discovered about the past?

Most information about the past is lost. But the overwhelming majority of the 
information in the past is not of interest. To reconstruct a person requires only a 
tiny proportion of all the information that was in his atoms. Knowledge of a 
person's statements and choices places limits on what could possibly be in that 



person's mind. For instance, consider the set of all possible humans that would 
have caused all the videos, books and other records we have of Feynman. All of 
them are highly creative physicists with New York accents. None of them are 
religious. And so on. All of them are people whom, by definition, we could not 
detect by any means (even amazing, futuristic means) were not the real 
Feynman. Some of them *are* the real one. What proportion? And in the distant 
future when we are very rich, why wouldn't we resurrect them all?

-- David Deutsch



From: Manolis.A.C. <manolis.a.c@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Long term future of the Universe (Omega Point)
Date: September 16, 2011 at 11:52 AM

On 16 Sep 2011, at 12:19, David Deutsch <david.deutsch@qubit.org> wrote:

On 15 Sep 2011, at 10:18pm, Elliot Temple wrote:

Without the initial conditions (to perfect precision), you can't do it.

I'd also be concerned about whether a computer inside the multiverse could 
simulate the entire multiverse. First: does it simulate itself? And second: this 
assumes that there is some kind of shortcut to replicating everything the 
multiverse does but with less stuff/complexity. It assumes the multiverse is 
inefficient in some way. It the multiverse has nothing unnecessary then you 
couldn't mimic it with any lesser part of it.

As to going in reverse, don't you have to have some information about what 
happened in order to know what steps to take to reverse it? Also how can you 
reverse a photon that gets away from you and travels away at the speed of 
light so you can never catch up? Also, did you count on getting the entire 
current state of the multiverse into a computer as data, as the starting point for 
what you reverse? Or something like that? How does that work?

I think this is looking at it the wrong way round.

The question is: what are the ultimate limits of the sciences of history, 
archaeology, palaeontology etc? We know from the arguments of BoI that the 
only such limits are imposed by laws of physics (including initial conditions).

We are accustomed to scientists in those fields discovering subtle facts about 
the past which would until very recently have been deemed lost for ever. For 
instance, we can exonerate or implicate someone in a crime of which there were 
no witnesses, committed centuries ago, using DNA evidence. Will these 
improvements ever reach a limit beyond which nothing more *of interest* can be 
discovered about the past?

Well you seem to be talking about doing history for whatever reason it is we are 



doing it today, *not* about attempting to literally replay all of history via our 
simulation (and thereby resurrect everyone), right?

Most information about the past is lost. But the overwhelming majority of the 
information in the past is not of interest. To reconstruct a person requires only a 
tiny proportion of all the information that was in his atoms. Knowledge of a 
person's statements and choices places limits on what could possibly be in that 
person's mind. For instance, consider the set of all possible humans that would 
have caused all the videos, books and other records we have of Feynman. All of 
them are highly creative physicists with New York accents. None of them are 
religious. And so on.

But wouldn't this limited set of data only produce an "overfitted" simulated 
Feynman who may conform perfectly to his mannerisms, but not say to his food 
preferences, or to his exact emotions when tasting these foods?

All of them are people whom, by definition, we could not detect by any means 
(even amazing, futuristic means) were not the real Feynman.

You mean not detect them because they enhabit parallel worlds?

Some of them *are* the real one. What proportion?

Well by definition isn't it *only* one thats really him?

And in the distant future when we are very rich, why wouldn't we resurrect them 
all?

-- David Deutsch



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Long term future of the Universe (Omega Point)
Date: September 16, 2011 at 12:26 PM

On 16 Sep 2011, at 4:52pm, Manolis.A.C. wrote:

On 16 Sep 2011, at 12:19, David Deutsch <david.deutsch@qubit.org> wrote:

On 15 Sep 2011, at 10:18pm, Elliot Temple wrote:

Without the initial conditions (to perfect precision), you can't do it.

I'd also be concerned about whether a computer inside the multiverse could 
simulate the entire multiverse. First: does it simulate itself? And second: this 
assumes that there is some kind of shortcut to replicating everything the 
multiverse does but with less stuff/complexity. It assumes the multiverse is 
inefficient in some way. It the multiverse has nothing unnecessary then you 
couldn't mimic it with any lesser part of it.

As to going in reverse, don't you have to have some information about what 
happened in order to know what steps to take to reverse it? Also how can 
you reverse a photon that gets away from you and travels away at the speed 
of light so you can never catch up? Also, did you count on getting the entire 
current state of the multiverse into a computer as data, as the starting point 
for what you reverse? Or something like that? How does that work?

I think this is looking at it the wrong way round.

The question is: what are the ultimate limits of the sciences of history, 
archaeology, palaeontology etc? We know from the arguments of BoI that the 
only such limits are imposed by laws of physics (including initial conditions).

We are accustomed to scientists in those fields discovering subtle facts about 
the past which would until very recently have been deemed lost for ever. For 
instance, we can exonerate or implicate someone in a crime of which there 
were no witnesses, committed centuries ago, using DNA evidence. Will these 
improvements ever reach a limit beyond which nothing more *of interest* can 
be discovered about the past?

Well you seem to be talking about doing history for whatever reason it is we are 



doing it today, *not* about attempting to literally replay all of history via our 
simulation (and thereby resurrect everyone), right?

Yes.

Most information about the past is lost. But the overwhelming majority of the 
information in the past is not of interest. To reconstruct a person requires only 
a tiny proportion of all the information that was in his atoms. Knowledge of a 
person's statements and choices places limits on what could possibly be in 
that person's mind. For instance, consider the set of all possible humans that 
would have caused all the videos, books and other records we have of 
Feynman. All of them are highly creative physicists with New York accents. 
None of them are religious. And so on.

But wouldn't this limited set of data only produce an "overfitted" simulated 
Feynman who may conform perfectly to his mannerisms,

And his creativity.

but not say to his food preferences, or to his exact emotions when tasting these 
foods?

If you were struck by a cosmic ray which changed your preferences and exact 
emotions when eating foods, but had no other discernible effect, would you still 
be the same person? I think we don't know the full answer to that question, but 
I'm sure that there is a range of changes for which the answer would be yes.

All of them are people whom, by definition, we could not detect by any means 
(even amazing, futuristic means) were not the real Feynman.

You mean not detect them because they enhabit parallel worlds?

Some of them *are* the real one. What proportion?

Well by definition isn't it *only* one thats really him?

Definitely not. Most changes, even in his brain (say, moving a molecule from A to 
B), would not affect his thinking at all. Of those that did, most would not affect his 
identity as a person. Note that we deem ourselves to be the same person even 



after many kinds of experience that *do* change us perceptibly. If nothing else, 
you go to sleep, and you wake up perceptibly different (e.g. less tired, in a 
different mood etc), every day.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Empiricism and Tools
Date: September 16, 2011 at 12:42 PM

On Sep 13, 2011, at 11:48 AM, westmiller@aol.com wrote:

Was: BoI ch 10 Two Summaries
Elliot Temple  wrote:

[Empiricism] is false.

I'm not sure that is an accurate  characterization of David's position. In
his recent address to TED, he simply  said it was  "inadequate":
http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.ht
ml

Inadequate is a way of being false. True things are adequate. BoI says:

Scientific theories are explanations: assertions about what is out there and how 
it behaves. Where do these theories come from? For most of the history of 
science, it was mistakenly believed that we ‘derive’ them from the evidence of 
our senses – a philosophical doctrine known as empiricism:

For example, the philosopher John Locke wrote in 1689 that the mind is like 
‘white paper’ on to which sensory experience writes, and that that is where all 
our knowledge of the physical world comes from. Another empiricist metaphor 
was that one could read knowledge from the ‘Book of Nature’ by making 
observations. Either way, the discoverer of knowledge is its passive recipient, 
not its creator.

But, in reality, scientific theories are not ‘derived’ from anything. We do not read 
them in nature, nor does nature write them into us. They are guesses – bold 
conjectures. Human minds create them by rearranging, combining, altering and 
adding to existing ideas with the intention of improving upon them. We do not 
begin with ‘white paper’ at birth, but with inborn expectations and intentions and 
an innate ability to improve upon them using thought and experience. 
Experience is indeed essential to science, but its role is different from that 
supposed by empiricism. It is not the source from which theories are derived. Its 
main use is to choose between theories that have already been guessed. That 
is what ‘learning from experience’ is.

http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.html


By "mistaken" David means that empiricism is false. Similarly BoI says, 
"empiricism has multiple fatal flaws".

Empiricism is not completely worthless. It is associated with the good idea that 
sense data matters. And the good idea that one shouldn't listen to authority (e.g. 
the church) over one's own judgment. We can use our own minds.

But beyond some basics, empiricism doesn't have a lot to offer. It has no 
understanding of the way that observations are used in science. Their use is to 
refute ideas they contradict, not to support or induce ideas.

I  agree with David's perspective, but I think he's missing some important
elements.

TED Transcript: "Empiricism is inadequate because, well,  scientific
theories explain the seen in terms of the unseen. And the unseen, you  have to
admit, doesn't come to us through the senses."

Clearly,  empiricism isn't strictly limited to visual evidence. We can't
see wind or  odors, but we can sense them. Scientific theories frequently
explain things we  can sense, by reference to other things we can sense (gravity
and chemical  reactions are obviously sensible).

Yes. By "seen" David means observed. In the second sentence he refers to all 
the senses not just sight.

It is true enough that science  regularly postulates causative factors
which aren't evident. However, the  scientific revolution was primarily caused
by the invention of tools that  *extended* human senses and provided a
methodology of analysis and confirmation.

This point of view downplays the role of *ideas* in the scientific revolution, such 
as the role of the idea of questioning authority. This is contrary to BoI's emphasis 
on ideas (e.g. its explanation about history being the history of ideas).

The idea that scientific instruments extend our senses is also contrary to BoI. 
BoI's explanation of scientific tools is that they embody explanatory ideas. Their 
role is to interpose ever more ideas (knowledge) between us and physical reality, 
so that we uses our senses ever more indirectly. We get "closer to reality" by 



getting further away from our senses.

Where did you think David's explanations went wrong?

Magnification disclosed things that
were obviously consistent with what we could  see. The efficacy of Galileo's
telescope was never in question and anyone with  similar tools could replicate
the accuracy of his observational  records.

Refinements in the Rules of Logic also contributed to the  scientific
revolution, particularly when those rules were expressed in the  language of
mathematics. Nobody contested the merits of logic, which was  employed by
theologians (Aquinas in particular) to give credence to their false  arguments.

TED: "Well, the classic empiricist answer is induction. The  unseen
resembles the seen. But it doesn't. You know what the clinching evidence  was 
that
space-time is curved. It was a photograph, not of space-time, but of an
eclipse, with a dot there rather than there."

It was a photograph that  could be replicated by others with the same
sensory-extension tools, whose  efficacy and accuracy were not in doubt.
Empiricism doesn't reject logic or  speculative propositions, though it could be
argued that they aren't expressly  integrated into the empirical premises. I
don't know of any modern empiricists  who reject the merits of sensory
extension tools or the rules of  logic.

Good explanations are characterized by "a long chain of  theoretical
reasoning and interpretation" that depends on the efficacy of  sensory-extension
tools to produce *verifiable evidence* of the premises.  Logic dictates
whether that evidence supports any rational conclusions about  causation.

One reason empiricism is false is that it fails to recognize that there is no such 
thing as raw sense data. One cannot observe, at all, without first having ideas 
about what to observe and how to interpret the results. It's always ideas that 
come first and then observations are used according to our ideas.

Good explanations (generally) do not (all) rely indirectly on senses. Some are 
philosophical, for example. Empiricism fails to explain philosophical knowledge.



Evidence does not "support" any conclusions. Not by deduction (no method 
exists) nor induction (which is nonexistent). Rather it is used to refute.

The example with the photograph is about how our knowledge was not derived 
(even indirectly) from sensory observation, but rather the observation data was 
used to test ideas which made contradictory predictions. *Test experiments* is the 
Popperian, but not empiricist, role of observation.

I think all of this was covered in BoI.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: September 16, 2011 at 4:41 PM

me>> Induction isn't a "myth" ...
Anonymous Person wrote:

Are you asserting that Deutsch and Popper  do not
both consider induction a myth?
If not, how does your  statement about them connect
to your assertion about induction?

They correctly observe that "inductivism", IF it means that all knowledge
comes from our senses, is untrue. Both praise it as a step in the right
direction, compared to authoritarianism, not as a pure fabrication:
BOI: "... empiricism was a great step forward in both the philosophy and
the history of science"

I was objecting to your use of the word "myth", which asserts that
empiricism is a fanciful error. It implies that knowledge comes from some other
source (spiritual? authority? random association?) than our senses.  Here's
where David finds fault (discussing Popper): "... how can knowledge  of what
has not been experienced possibly be ‘derived’ from what has?"

I fault his subsequent analysis and failure to explain the human mental
process of abstraction, which allows us to rationally isolate  features,
independent of our observation of individual objects.

BOI: "No one would expect to deduce the geography of Mars from a map of
Earth, so why should we expect to be able to learn about physics on Mars from
experiments done on Earth?"

Aside from sensory-extension tools (like Mars probes), we can reasonably
assume that Mars is composed of atoms identified in the periodic table: there
is  no rational motivation to think otherwise. So, we do know (even if we
can't  prove with absolute certainty) that atoms on Mars act in exactly the
same  fashion as atoms on Earth. We don't need to test Mars atoms until after
we  discover some evidence that the "atomic abstraction" has failed.

BOI: "Astrophysics is not primarily about us (what we shall see if we look
at the sky), but about what stars are: their composition and what makes



them  shine, and how they formed, and the universal laws of physics under which
that  happened."

David makes the rational presumption that the laws of physics are
universal. That's a logical abstraction derived from empirical observation. He
presumes that atoms in stars act the same as atoms on earth, an empirical
abstraction. And, he presumes that spectroscopy (sensory-extension) applies as
well to determine the composition of stars as the composition of earth. So,
his  assertion about Astrophysics is in direct contradiction to his assertion
about  Mars.

It seems that David (and Popper) want to reduce empiricism to unaided
visual observation as the source of all knowledge. I don't know anyone who
claims that. There are a few philosophers who deny the human ability to create
mental abstractions that contain truth or that deny that rationality,
logic, or creativity have any role in advancing human knowledge. But, none  that
claim visual observation is the sole source of knowledge.

Bill
PS: I quoted Peikoff because I agree with his characterization:
"Rand takes knowledge to require certainty, she distinguishes certainty
from infallibility or inerrancy: a judgment can be certain, within a given
context of available knowledge, even if it needs to be revised in the light

of new information."
_http://plato.stanford.edu/entries/ayn-rand/_
(http://plato.stanford.edu/entries/ayn-rand/)

http://plato.stanford.edu/entries/ayn-rand/_
http://plato.stanford.edu/entries/ayn-rand/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Reason
Date: September 16, 2011 at 4:56 PM

On Fri, Sep 16, 2011 at 1:41 PM,  <Westmiller@aol.com> wrote:
me>> Induction isn't a "myth" ...
Anonymous Person wrote:

Are you asserting that Deutsch and Popper do not
 both consider induction a myth?
If not, how does your statement about them connect
 to your assertion about induction?

They correctly observe that "inductivism", IF it means that all knowledge
comes from our senses, is untrue. Both praise it as a step in the right
direction, compared to authoritarianism, not as a pure fabrication:
BOI: "... empiricism was a great step forward in both the philosophy and the
history of science"

I was objecting to your use of the word "myth", which asserts that
empiricism is a fanciful error. It implies that knowledge comes from some
other source (spiritual? authority? random association?) than our senses.
Here's where David finds fault (discussing Popper): "... how can knowledge
of what has not been experienced possibly be ‘derived’ from what has?"

I fault his subsequent analysis and failure to explain the human mental
process of abstraction, which allows us to rationally isolate
features, independent of our observation of individual objects.

I'm still not clear on the answers to my questions:

1) Are you asserting that Deutsch and Popper do not both consider
induction a myth?

2) If not, how does your statement about them (regarding
falsification) connect to your assertion about induction? (You spoke
first about one, then the other, in a single paragraph, implying the
first part of the paragraph had something to do with the second part.
What's the connection?)

"Your statement", which you deleted (while retaining, but rendering



incomprehensible, my reference to it), read:

Popper (and I think David) asserts that propositions can be falsified. That means 
that one can demonstrate an error in fact, or an error in logic, or offer some 
better explanation. Induction isn't a "myth", it is only constrained by the 
availability of evidence, so it can't *prove* an absolute truth (the Black Swan 
fallacy).

I also have a new question. Did you mean to say Deutsch found fault
with Popper? When you said:

Here's where David finds fault (discussing Popper): "... how can knowledge
of what has not been experienced possibly be ‘derived’ from what has?"

Or did you mean that Deutsch and Popper agree and jointly find fault
with the ideas of others?



From: Westmiller@aol.com
Subject: [BoI] Government IS Jurisdiction
Date: September 16, 2011 at 7:03 PM

Was: Remembering What We Thought on 9/11
Elliot Temple writes:

... Here are some pairs of related topics:

OK. I'll go with "rejecting authority" as a  category.

me>> We wouldn't countenance some other nation  intervening
in the United States to defend the entitlement "rights" of
their visiting citizens.

Why not? I would.

If a Russian citizen is promised a "right" to food, clothing, shelter,  and
cheap vodka by his government, does the Russian military have the
legitimate authority to impose an obligation on U.S. citizens to provide for  them
... after that Russian citizen has lost everything in Vegas? No.  Russian
legal, police, and military jurisdiction is limited to Russia.

If the US government isn't to do anything outside of its
jurisdiction, then should private, voluntary military  forces
do it? Or is the intent that it not be done?

The U.S. government CAN do whatever is expressly permitted by the foreign
government with jurisdiction. In many cases, the U.S. government SHOULD NOT
DO even those things which foreign governments might like and  authorize
(foreign aid, military bases, humanitarian relief) because the  U.S.
government isn't authorized by the Constitution to do those things. The  sole
exception is an explicit treaty, approved by the Senate. Even then,  treaties can
be faulty and dangerous.

Individual citizens or groups can do whatever they please in any foreign
country, at their own risk. As a diplomatic gesture, the U.S. State
Department  can certainly communicate displeasure with a foreign government, it 
just
can't  start bombing them (or seizing their assets) without a proper
Declaration of  War. If a private army decided to invade France - for any purpose -



they should  never expect the U.S. military to support them ... nor U.S.
law to protect them  ... even if they return here after an invasion (that's
what  Extradition Treaties are all about).

Even if there are to be private militaries to do the
interventions in other countries, they are not yet
ready and operational.

The proposition assumes that IF they were ready, the U.S. government  OUGHT
TO condone, aid, and abet their invasion. That, in itself, would be an Act
of War. The U.S. doesn't and shouldn't be defending U.S. citizens who use
violence in any other country. Neither the Constitution nor any treaty
authorizes the exercise of imperial world power for any unit of government,  or
any citizen militia.

So the US military would have to step in, in the mean
time. Unless the purpose is that defense of persons
overseas never be done by Americans.

Americans can do as the please, as long as they're willing to take the
consequences. If they want to hike in the mountains on the border with  Iran,
they should NOT expect the consequences to be evaded by the  intervention of
the U.S. military. If they want to preach in Libya, they should  NOT expect
the U.S. government to protect them from foreign rebels and  gangsters.

My reference to U.S. intervention was aimed specifically  against the idea
that U.S. corporations who chose to invest in a foreign  country should
expect that the U.S. military will defend their property or  other rights in
that foreign country. It's none of OUR government's business  (even if that
investment might benefit some Americans in one way or another) to  dictate to
any sovereign nation what they can or can't do. IF the foreign nation  agrees
to respect U.S. citizen's rights ... and the Senate approves such a  treaty
... then it's reasonable to expect diplomatic support (not military) for
that citizen's explicit rights under the treaty.

Bill



From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: BoI Chapter 1 summary
Date: September 16, 2011 at 8:54 PM

On Sep 14, 12:06 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 14, 2011, at 4:40 AM, Destructivist wrote:

I said the *first* "because" but only the second because is quoted here, which 
isn't what I was referring to. That may be the source of the disagreement.

oic

That's not what I meant about a tautology. The tautology was about whether 
there is law, not order.

Saying there are birds isn't a tautology because one can imagine a universe 
with no birds. Similarly one could imagine a completely chaotic universe.

saying the universe has laws of physics can be tautological because you can 
define "law of physics" so that it's impossible to imagine a universe that doesn't 
have any. E.g., no matter what type or types of motion is possible, one could 
interpret that as law(s). And if no motion is possible, one could also call that a 
law.

Laws, as I've seen them commonly defined, are statements claiming that
there exists some particular kind of order (like the co-occurence or
sequentiality of properties/objects/processes/events) among the
members of a set.

Under this definition, statements like "All birds on those telephone
wires are ravens" would be considered a law, if indeed all of them
were. Whenever laws of this type are falsified (say, the leftmost bird
on the bottom wire turns out to be a crow, not a raven), the domain of
the law can simply be restricted a bit: "All birds on the top
telephone wire are ravens".

This tactic can be taken to an extreme, as more falsifications come
pouring in, and the philosopher becomes desperate to isolate some
order. He could, presumably, end up with laws like "All birds in



location X/Y/Z and at time T are ravens" - which if true might only
correspond to a single bird in that location!

If laws are defined this way, I can see how it would be impossible for
reality to lack them. In fact, I would imagine that a completely
chaotic universe would be the most lawful, under this definition of
law.

The appropriate definition, I suspect, is one that takes other
universes into account; A statement that a particular kind of order
exists among the members of a set in all actual universes where that
set happens to exist.

When DD says that "All observation is theory-laden", that makes it sound as if 
we're incapable of raw, uninterpreted sensory experience. You seem to be 
saying that we *are* capable of that....it's just that *until* it gets interpreted, it 
can have no significance for our ideas.

There's two separate issues here. There's two ways observations are theory 
laden before they are useful.

First, our eyes do contain knowledge ("theories") of optics. And they are built to 
observe *selectively* according to knowledge about which observations will help 
animals survive and which are useless (e.g. they only observe the "visible 
spectrum").

But then the data we do get from our eyes is *still useless* without further 
interpretation. The eyes themselves do some interpretation, and then our mind 
does more, and *then* it actually makes sense.

The already theory laden observations from our eyes do not tell us if it's eyelids 
or the world going away. We have to learn that from explanatory theories, by 
considering facts like that you can still touch an object after closing your eyes. 
Or you can close one eye at a time and see some stuff go dark, then keeping 
that eye closed you can turn your head to see it again. And you can use mirrors 
to see your eyelids, or you can look at other people's lids. And you can have two 
people and one closes their eyes while the other keeps watching the same stuff, 
and then swap roles, and you can both report how the world doesn't disappear 
when the other closes his eyes. And so on.



Excellent points. Now I can see how your comments and DD's are both
correct, and integrated.

An alternative would be to get an eBook. That won't wear out and eBooks have 
searchable text.

I have that, but it's stored on the hard drive of a computer whose
motherboard burnt out. Books don't typically crash in any of the
myriad ways computers can. Also, many of the things that can destroy a
book would also destroy a computer. Even if BoI is stored on a memory
stick, I still need a device to access it. That problem doesn't exist
with a book.

PS FYI you double posted this post.

My apologies. After I submitted the post, it said it was successful,
but didn't appear on the forum. I waited a good 5 minutes, and still
nothing. So I tried again, then it showed up - but only once on my
end. I'll just have to be more patient with google next time.



From: Manolis.A.C. <manolis.a.c@gmail.com>
Subject: Re: [BoI] Omega Point and Identity
Date: September 17, 2011 at 12:03 AM

On 16 Sep 2011, at 19:26, David Deutsch <david.deutsch@qubit.org> wrote:

On 16 Sep 2011, at 4:52pm, Manolis.A.C. wrote:

On 16 Sep 2011, at 12:19, David Deutsch <david.deutsch@qubit.org> wrote:

On 15 Sep 2011, at 10:18pm, Elliot Temple wrote:

Without the initial conditions (to perfect precision), you can't do it.

I'd also be concerned about whether a computer inside the multiverse could 
simulate the entire multiverse. First: does it simulate itself? And second: this 
assumes that there is some kind of shortcut to replicating everything the 
multiverse does but with less stuff/complexity. It assumes the multiverse is 
inefficient in some way. It the multiverse has nothing unnecessary then you 
couldn't mimic it with any lesser part of it.

As to going in reverse, don't you have to have some information about what 
happened in order to know what steps to take to reverse it? Also how can 
you reverse a photon that gets away from you and travels away at the 
speed of light so you can never catch up? Also, did you count on getting the 
entire current state of the multiverse into a computer as data, as the starting 
point for what you reverse? Or something like that? How does that work?

I think this is looking at it the wrong way round.

The question is: what are the ultimate limits of the sciences of history, 
archaeology, palaeontology etc? We know from the arguments of BoI that the 
only such limits are imposed by laws of physics (including initial conditions).

We are accustomed to scientists in those fields discovering subtle facts about 
the past which would until very recently have been deemed lost for ever. For 
instance, we can exonerate or implicate someone in a crime of which there 
were no witnesses, committed centuries ago, using DNA evidence. Will these 
improvements ever reach a limit beyond which nothing more *of interest* can 
be discovered about the past?



Well you seem to be talking about doing history for whatever reason it is we 
are doing it today, *not* about attempting to literally replay all of history via our 
simulation (and thereby resurrect everyone), right?

Yes.

OK, fair enough, but isn'tTipler is proposing that we literally simulate/resurrect 
every person that ever lived? Is that physically possible? Since information gets 
dispersed, is simulating the entire multiverse the only way to do it? And if so, 
Elliot
asks, can an absolutely accurate simulation of the multiverse one second in the 
past (thereby excluding simulating the simulator) exist physically within the real 
multiverse?

Most information about the past is lost. But the overwhelming majority of the 
information in the past is not of interest. To reconstruct a person requires only 
a tiny proportion of all the information that was in his atoms. Knowledge of a 
person's statements and choices places limits on what could possibly be in 
that person's mind. For instance, consider the set of all possible humans that 
would have caused all the videos, books and other records we have of 
Feynman. All of them are highly creative physicists with New York accents. 
None of them are religious. And so on.

But wouldn't this limited set of data only produce an "overfitted" simulated 
Feynman who may conform perfectly to his mannerisms,

And his creativity.

but not say to his food preferences, or to his exact emotions when tasting 
these foods?

If you were struck by a cosmic ray which changed your preferences and exact 
emotions when eating foods, but had no other discernible effect, would you still 
be the same person? I think we don't know the full answer to that question, but 
I'm sure that there is a range of changes for which the answer would be yes.

OK, so do we define identity as "essence"? So if I possess Feynman's way of 



thinking, his NY accent and child-like curiosity, I am closer to his true identity than 
he would be if he were to suffer from some form of mental illness or decided 
spending the rest of his days taking psychedelic drugs?

All of them are people whom, by definition, we could not detect by any means 
(even amazing, futuristic means) were not the real Feynman.

You mean not detect them because they enhabit parallel worlds?

Some of them *are* the real one. What proportion?

Well by definition isn't it *only* one thats really him?

Definitely not. Most changes, even in his brain (say, moving a molecule from A 
to B), would not affect his thinking at all. Of those that did, most would not affect 
his identity as a person. Note that we deem ourselves to be the same person 
even after many kinds of experience that *do* change us perceptibly. If nothing 
else, you go to sleep, and you wake up perceptibly different (e.g. less tired, in a 
different mood etc), every day.

Yes indeed. And we could agree on degrees of 'me-ness', me being an arbitrary 
measuring stick. Say, my average personality over my life's 30th year. I'll pretty 
much end up being however people choose to remember me by. Hofstadter's 
Chopin example is a good analogy here. The piano scores he left behind give us 
a fantastic tool with which to peer into his musical genius, so that part of him lives 
on.

You have your books, lectures, videos, etc. so an importat part of your memes 
are essentially eternal. But if some future civilization wanted the actual David 
back, or at least the person he was on September 17th, 2011, are you saying 
thateven via the speculative means proposed in this thread's previous emails, 
that is physically impossible?

Manolis





From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychosis
Date: September 17, 2011 at 12:39 AM

On Sep 1, 2011, at 12:51 PM, westmiller@aol.com wrote:

Was: Schizophrenia Oprah Video
Elliot Temple  wrote:

Does Jani have have schizophrenia? Does she have a  disease/illness? A
brain disorder? Does she have hallucinations?

I've  assembled the various threads under one subject, since they're all
related, to  make a few comments. I'll preface them with the concession that I
haven't  studied the subject in any depth and have only a cursory
familiarity with the  literature (it's been some time since I read Szasz). One of my
daughters is a  child psychologist and we've discussed some of the issues.

Schizophrenia  is a condition characterized by reported perceptions of
things not in evidence  (hallucinations or delusions), as well as incoherent
communications  (disorganized speech or writing). There seems to me no doubt
that those  behaviors exist. They might as well be labeled Schizophrenia
("split mind") as  anything else. It's clear from the video that Jani exhibits
those  behaviors.

"Schizophrenia" is not as good as label as any other because "schizophrenia" is a 
label of *medical diagnosis* and *disease*, applied to non-diseases.

If the word was understood merely to refer to some behaviors then it would be a 
better word. But it's not like that.

Disease is the malfunction of an organ, whether caused by an  external
agent (bacterial) or an internal defect (genetic). Psychosis is a  malfunction
of the brain, even if the cause is essentially unknown.

The brain is an organ so I think you're saying that all "mental illnesses" are 
diseases.

But most things called "mental illnesses" are a matter of *ideas*, not malfunction 
of any organ. They are "malfunctions" of the *mind* -- of a person's thinking.



This is as the same time acknowledged and denied by the very term "mental 
illness" which is a double think term. "Mental" refers to the mind and its ideas 
while "illness" refers to the body.

The mind is an emergent property of the physical world. The term "mental illness" 
mixes up different levels of explanation (the physical body, and its emergent 
properties).

I want to further object to the characterization of psychosis as "malfunction". It is 
*deviant* behavior, for better or worse. It's disapproved of. Not all deviance, 
heresy, blasphemy, unpopular ideas, etc... is bad. Sometimes it's an 
improvement.

One of the characteristic "symptoms" of "mental illness" is that the "patient" 
denies having a problem. In other words, the idea of "malfunction" is imposed by 
the psychiatrist on something which the person himself does not consider a 
malfunction. That is a disagreement not a "symptom".

What is  known is
that the symptoms are influenced by (or even induced by) various  psychedelic
substances. It therefore seems a reasonable presumption that the
malfunctions are a consequence of chemical imbalances or structural defects in  
the
brain. It may be that genetic, environmental, developmental, and factors all
interact to cause a wide variety of psychotic symptoms.

This is a non sequitur. For example, people's ability to do math is "influenced by 
... various psychedelic substances". It is **not** "therefore ... a reasonable 
presumption that" people with mathematical malfunctions (people who suck at 
math) have this due to "chemical imbalances or structural defects in the brain".

If massive  coercion of Jani has not solved the problem, why are they
still doing  it?

The manifest problem is that the malfunction MAY result in aggressive  or
self-destructive behavior. Absent intervention, there is a perceived risk,



evidenced by prior behavior, that Jani will seriously injure others, or
herself.

Is it possible that Jani was not dangerous until *after* the massive coercion which 
has alienated her from her family and from society, made her suffer, gave her 
reason to be angry, and ruined her life?

This is justifying *actually* hurting someone on vague prophecy that the person 
*might* do something in the future, which is being judged by the person's 
behavior *after* being subjected to years of torture and incarceration (which is 
being defended). And all this without a trial.

The claim that a person is "dangerous to self or others" is an *all purpose excuse 
for coercion* (without even a trial). We must reject such simple, all-purpose ways 
to justify coercion and deny liberalism. If someone is really dangerous, what 
you're supposed to do is prove it in court.

 A few observations:

1. Her parents do not seem to be irrational or  aggressive.

They expressed many common irrationalities, such as being overly sensitive to 
what other people think. E.g. they *explicitly* were extremely concerned about 
Jani doing things which other people disapproved of, thus embarrassing them, 
and necessitating preemptively coercing Jani. This concerned them far more than 
Jani's well being.

What I did
notice was an expressed inclination to be persistently  engaged with their
child. That kind of domineering demand for attention by her  parents could have
been a factor in Jani's intellectual development: instilling  a craving to be
disengaged and achieving it with tactical  incoherence.

Yes, I agree.

BTW: Among the studies of schizophrenia is one that notes a  *doubling* of
the incidence of such disorders in an urban  environment:
http://en.wikipedia.org/wiki/Schizophrenia#Environment
...  suggesting that persistent social engagement (absent opportunities for
solitary  thought) may be an intellectual developmental disaster.

http://en.wikipedia.org/wiki/Schizophrenia#Environment


A brain disease caused by urban environments? Heh.

2. Jani does  respond "favorably" to psychoactive drugs and doesn't seem to
show any  reluctance about taking them.

No.

You can't judge if someone is "favorable" or "reluctant" based on (edited) TV (with 
a bias/agenda) after *years of being in the power of her captors*.

She has no choice. Given her lack of choice and power, her responses about 
reluctance or favorability only testify to her coping strategy, not actual consent.

When someone is not free to respond disfavorably, a "favorable" response means 
nothing.

Also she's a child. Her parents have not taught her the skills to stand up for 
herself on an issue like this (which even most "normal" children do not learn until 
later), nor allowed her access to opportunities to learn it. They've been taking 
drastic measures to deny her any possibility of gaining independence and the 
ability to run her own life and make decisions for herself. In other words, "normal" 
children have more access to a variety of ideas in our culture -- including some 
their parents disapprove of -- than Jani does at the psych ward and in her 
vigilantly monitored home life. Therefore Jani's lack of wherewithal to stand up for 
herself is not evidence of consent.

Most of those drugs affect the
levels of glutamic  acid, which is critical to the excitation of
neurotransmitters throughout the  body, but primarily in the  brain:
http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter
...  suggesting a genetic or developmental factor that modifies the
"normal"  neurological functions.

That was a quote? It's not on the wikipedia page now. I guess someone changed 
it...

Perhaps it was changed because a "developmental factor" could refer to almost 
anything, such as:

http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter


* a person's ideas
* a person's parents' ideas
* a person's culture's ideas
* that a person was drugged while developing

3. Jani interacts "favorably" with another girl  who exhibits the same
symptoms. The mere fact that the other girl acknowledges  and shares her
(mis)perceptions is sufficient to make them friends. They both  appear to be
"comfortable" and "quietly" able to engage with each other, evoking  no 
evidence
of physical threats or danger to either one. Either they share the  same
"chemical imbalance" or they recognize the same "tactical behaviors" that  both
employ to cope with their social environment.

There's many other possibilities. How many peers is Jani allowed to meet? 
Maybe she just chose to be on her best behavior (trying hard to keep things 
friendly and positive) so the privilege would not be taken away. (And the other girl 
might have independently done the same thing.)

You can't judge much about powerless people from events orchestrated by 
others.

...I found  Szasz's explanation clear. He said neurosis means you
complain about yourself  and psychosis means other people complain about 
you.

Both relate to  expectations of what is "normal". As I noted in a prior
post, nobody is  "normal", statistically or psychologically. Nevertheless,
there are extremes of  deviation that become aggressive, coercive, and
destructive. Dealing with those  extremes is a problem. Finding a cause is 
important,
although the "solution"  should not be to impose some specific condition of
mental  "normality".

The cause is ignorance (sometimes in the "patient", sometimes in "society", 
usually both). The solution is knowledge.

Life has misery and mistakes. Medicalizing this does nothing to fix it. 



Medicalization is a justification for coercion (especially of deviant minorities and 
the weak and powerless), not progress.

Progress will come through the (gradual) improvement of everyone's ideas, 
especially moral knowledge. It will come through ideas and criticism, innovation 
and reform, good explanations and more rational parenting (parenting behavior 
being the most important transmitter of static memes).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Any future technology to read the past exactly possible?
Date: September 17, 2011 at 2:21 AM

Hi all,

What a great forum!  Better than most for sure.

I read a book called Light of Other Days before, by Stephen Baxter.
It supposed a technology by which the past could be determined
exactly, even at an atomic level, using wormholes or some such..

Is such a technology even theoretically possible?  I know it is
impossible to know the future, i.e. "prophesy".  But the past is
different than the future, right?  I think entropy is supposed to flow
one way or something like that.

I remember from Dr. Deutsch's first book a discussion of "time travel"
whereby a traveler might step into the "past", but then it would be a
different past, which would branch from the moment of his arrival.  So
it wouldn't coincide with the history of the traveler's "present" of
course then, it would be a new history from that point forward.

But couldn't we trace our own history back?  Is the information about
the past as unknowable as information about the future?

If such technology is possible, then of course it would ultimately
provide an "exact" method to reconstruct the past, not just from scant
evidence, but even at a microscopic level.  I had hoped that might be
a shortcut to doing endless archeological labor for 100 trillion
years.  :|  Maybe problems, while soluble, are not necessarily always
so EASILY solved...  hahaha

Jon



From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Re: Psychosis
Date: September 17, 2011 at 2:40 AM

Such diverse topics!

The brain is an organ, but it is also the only knowledge creating
organ.  A brain tumor or aneurism is a disease in the conventional
sense, while schizophrenia, psychosis and addiction (at least its
mental component) are "knowledge related".  I think using the word
"disease" for both categories of problems blurs that important
distinction, not completely unlike the use of the word "ambiguous" by
postmodernists to obfuscate those critical differences between art and
trash.

There is a medical component of psychosis.  I hope Henry Markram is
successful in simulating a human brain in the next decade or so.  That
may go a long way toward helping us understand it.  Brute force is
sometimes necessary before that moment of inspiration comes, so
although it may be a crude approach to brute force simulate, just like
it was crude to take laborious nightly measurements of the positions
of stars and planets and log them in books for year upon year, it
might ultimately spur the moment of inspiration too.

On Sep 16, 11:39 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 1, 2011, at 12:51 PM, westmil...@aol.com wrote:

Was: Schizophrenia Oprah Video
Elliot Temple  wrote:

Does Jani have have schizophrenia? Does she have a  disease/illness? A



brain disorder? Does she have hallucinations?

I've  assembled the various threads under one subject, since they're all
related, to  make a few comments. I'll preface them with the concession that I
haven't  studied the subject in any depth and have only a cursory
familiarity with the  literature (it's been some time since I read Szasz). One of 
my
daughters is a  child psychologist and we've discussed some of the issues.

Schizophrenia  is a condition characterized by reported perceptions of
things not in evidence  (hallucinations or delusions), as well as incoherent
communications  (disorganized speech or writing). There seems to me no 
doubt
that those  behaviors exist. They might as well be labeled Schizophrenia
("split mind") as  anything else. It's clear from the video that Jani exhibits
those  behaviors.

"Schizophrenia" is not as good as label as any other because "schizophrenia" is 
a label of *medical diagnosis* and *disease*, applied to non-diseases.

If the word was understood merely to refer to some behaviors then it would be a 
better word. But it's not like that.

Disease is the malfunction of an organ, whether caused by an  external
agent (bacterial) or an internal defect (genetic). Psychosis is a  malfunction
of the brain, even if the cause is essentially unknown.

The brain is an organ so I think you're saying that all "mental illnesses" are 
diseases.

But most things called "mental illnesses" are a matter of *ideas*, not malfunction 
of any organ. They are "malfunctions" of the *mind* -- of a person's thinking.

This is as the same time acknowledged and denied by the very term "mental 
illness" which is a double think term. "Mental" refers to the mind and its ideas 
while "illness" refers to the body.

The mind is an emergent property of the physical world. The term "mental 
illness" mixes up different levels of explanation (the physical body, and its 
emergent properties).



I want to further object to the characterization of psychosis as "malfunction". It is 
*deviant* behavior, for better or worse. It's disapproved of. Not all deviance, 
heresy, blasphemy, unpopular ideas, etc... is bad. Sometimes it's an 
improvement.

One of the characteristic "symptoms" of "mental illness" is that the "patient" 
denies having a problem. In other words, the idea of "malfunction" is imposed by 
the psychiatrist on something which the person himself does not consider a 
malfunction. That is a disagreement not a "symptom".

What is  known is
that the symptoms are influenced by (or even induced by) various  psychedelic
substances. It therefore seems a reasonable presumption that the  
malfunctions are a consequence of chemical imbalances or structural defects 
in  the
brain. It may be that genetic, environmental, developmental, and factors all  
interact to cause a wide variety of psychotic symptoms.

This is a non sequitur. For example, people's ability to do math is "influenced by 
... various psychedelic substances". It is **not** "therefore ... a reasonable 
presumption that" people with mathematical malfunctions (people who suck at 
math) have this due to "chemical imbalances or structural defects in the brain".

If massive  coercion of Jani has not solved the problem, why are they
still doing  it?

The manifest problem is that the malfunction MAY result in aggressive  or
self-destructive behavior. Absent intervention, there is a perceived risk,  
evidenced by prior behavior, that Jani will seriously injure others, or
herself.

Is it possible that Jani was not dangerous until *after* the massive coercion 
which has alienated her from her family and from society, made her suffer, gave 
her reason to be angry, and ruined her life?

This is justifying *actually* hurting someone on vague prophecy that the person 
*might* do something in the future, which is being judged by the person's 
behavior *after* being subjected to years of torture and incarceration (which is 
being defended). And all this without a trial.



The claim that a person is "dangerous to self or others" is an *all purpose 
excuse for coercion* (without even a trial). We must reject such simple, all-
purpose ways to justify coercion and deny liberalism. If someone is really 
dangerous, what you're supposed to do is prove it in court.

 A few observations:

1. Her parents do not seem to be irrational or  aggressive.

They expressed many common irrationalities, such as being overly sensitive to 
what other people think. E.g. they *explicitly* were extremely concerned about 
Jani doing things which other people disapproved of, thus embarrassing them, 
and necessitating preemptively coercing Jani. This concerned them far more 
than Jani's well being.

What I did
notice was an expressed inclination to be persistently  engaged with their
child. That kind of domineering demand for attention by her  parents could 
have
been a factor in Jani's intellectual development: instilling  a craving to be
disengaged and achieving it with tactical  incoherence.

Yes, I agree.

BTW: Among the studies of schizophrenia is one that notes a  *doubling* of
the incidence of such disorders in an urban  environment:
http://en.wikipedia.org/wiki/Schizophrenia#Environment
...  suggesting that persistent social engagement (absent opportunities for
solitary  thought) may be an intellectual developmental disaster.

A brain disease caused by urban environments? Heh.

2. Jani does  respond "favorably" to psychoactive drugs and doesn't seem to
show any  reluctance about taking them.

No.

You can't judge if someone is "favorable" or "reluctant" based on (edited) TV 

http://en.wikipedia.org/wiki/Schizophrenia#Environment


(with a bias/agenda) after *years of being in the power of her captors*.

She has no choice. Given her lack of choice and power, her responses about 
reluctance or favorability only testify to her coping strategy, not actual consent.

When someone is not free to respond disfavorably, a "favorable" response 
means nothing.

Also she's a child. Her parents have not taught her the skills to stand up for 
herself on an issue like this (which even most "normal" children do not learn 
until later), nor allowed her access to opportunities to learn it. They've been 
taking drastic measures to deny her any possibility of gaining independence and 
the ability to run her own life and make decisions for herself. In other words, 
"normal" children have more access to a variety of ideas in our culture -- 
including some their parents disapprove of -- than Jani does at the psych ward 
and in her vigilantly monitored home life. Therefore Jani's lack of wherewithal to 
stand up for herself is not evidence of consent.

Most of those drugs affect the
levels of glutamic  acid, which is critical to the excitation of
neurotransmitters throughout the  body, but primarily in the  brain:
http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter
...  suggesting a genetic or developmental factor that modifies the
"normal"  neurological functions.

That was a quote? It's not on the wikipedia page now. I guess someone 
changed it...

Perhaps it was changed because a "developmental factor" could refer to almost 
anything, such as:

* a person's ideas
* a person's parents' ideas
* a person's culture's ideas
* that a person was drugged while developing

3. Jani interacts "favorably" with another girl  who exhibits the same
symptoms. The mere fact that the other girl acknowledges  and shares her
(mis)perceptions is sufficient to make them friends. They both  appear to be
"comfortable" and "quietly" able to engage with each other, evoking  no 

http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter


evidence
of physical threats or danger to either one. Either they share the  same
"chemical imbalance" or they recognize the same "tactical behaviors" that  
both
employ to cope with their social environment.

There's many other possibilities. How many peers is Jani allowed to meet? 
Maybe she just chose to be on her best behavior (trying hard to keep things 
friendly and positive) so the privilege would not be taken away. (And the other 
girl might have independently done the same thing.)

You can't judge much about powerless people from events orchestrated by 
others.

...I found  Szasz's explanation clear. He said neurosis means you
complain about yourself  and psychosis means other people complain about 
you.

Both relate to  expectations of what is "normal". As I noted in a prior
post, nobody is  "normal", statistically or psychologically. Nevertheless,
there are extremes of  deviation that become aggressive, coercive, and
destructive. Dealing with those  extremes is a problem. Finding a cause is 
important,
although the "solution"  should not be to impose some specific condition of
mental  "normality".

The cause is ignorance (sometimes in the "patient", sometimes in "society", 
usually both). The solution is knowledge.

Life has misery and mistakes. Medicalizing this does nothing to fix it. 
Medicalization is a justification for coercion (especially of deviant minorities and 
the weak and powerless), not progress.

Progress will come through the (gradual) improvement of everyone's ideas, 
especially moral knowledge. It will come through ideas and criticism, innovation 
and reform, good explanations and more rational parenting (parenting behavior 
being the most important transmitter of static memes).



-- Elliot Templehttp://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Psychosis
Date: September 17, 2011 at 3:22 AM

On 17 September 2011 07:40, Jon Burchel <jonburchel@gmail.com> wrote:

On Sep 16, 11:39 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 1, 2011, at 12:51 PM, westmil...@aol.com wrote:

Was: Schizophrenia Oprah Video
Elliot Temple  wrote:

Does Jani have have schizophrenia? Does she have a  disease/illness? A
brain disorder? Does she have hallucinations?

I've  assembled the various threads under one subject, since they're all
related, to  make a few comments. I'll preface them with the concession that I
haven't  studied the subject in any depth and have only a cursory
familiarity with the  literature (it's been some time since I read Szasz). One of 
my
daughters is a  child psychologist and we've discussed some of the issues.

Schizophrenia  is a condition characterized by reported perceptions of
things not in evidence  (hallucinations or delusions), as well as incoherent
communications  (disorganized speech or writing). There seems to me no 
doubt
that those  behaviors exist. They might as well be labeled Schizophrenia
("split mind") as  anything else. It's clear from the video that Jani exhibits
those  behaviors.

"Schizophrenia" is not as good as label as any other because "schizophrenia" 
is a label of *medical diagnosis* and *disease*, applied to non-diseases.

If the word was understood merely to refer to some behaviors then it would be 
a better word. But it's not like that.

Disease is the malfunction of an organ, whether caused by an  external
agent (bacterial) or an internal defect (genetic). Psychosis is a  malfunction
of the brain, even if the cause is essentially unknown.



The brain is an organ so I think you're saying that all "mental illnesses" are 
diseases.

But most things called "mental illnesses" are a matter of *ideas*, not 
malfunction of any organ. They are "malfunctions" of the *mind* -- of a 
person's thinking.

This is as the same time acknowledged and denied by the very term "mental 
illness" which is a double think term. "Mental" refers to the mind and its ideas 
while "illness" refers to the body.

The mind is an emergent property of the physical world. The term "mental 
illness" mixes up different levels of explanation (the physical body, and its 
emergent properties).

I want to further object to the characterization of psychosis as "malfunction". It 
is *deviant* behavior, for better or worse. It's disapproved of. Not all deviance, 
heresy, blasphemy, unpopular ideas, etc... is bad. Sometimes it's an 
improvement.

One of the characteristic "symptoms" of "mental illness" is that the "patient" 
denies having a problem. In other words, the idea of "malfunction" is imposed 
by the psychiatrist on something which the person himself does not consider a 
malfunction. That is a disagreement not a "symptom".

What is  known is
that the symptoms are influenced by (or even induced by) various  
psychedelic
substances. It therefore seems a reasonable presumption that the
malfunctions are a consequence of chemical imbalances or structural defects 
in  the
brain. It may be that genetic, environmental, developmental, and factors all
interact to cause a wide variety of psychotic symptoms.

This is a non sequitur. For example, people's ability to do math is "influenced 
by ... various psychedelic substances". It is **not** "therefore ... a reasonable 
presumption that" people with mathematical malfunctions (people who suck at 
math) have this due to "chemical imbalances or structural defects in the brain".

If massive  coercion of Jani has not solved the problem, why are they



still doing  it?

The manifest problem is that the malfunction MAY result in aggressive  or
self-destructive behavior. Absent intervention, there is a perceived risk,
evidenced by prior behavior, that Jani will seriously injure others, or
herself.

Is it possible that Jani was not dangerous until *after* the massive coercion 
which has alienated her from her family and from society, made her suffer, 
gave her reason to be angry, and ruined her life?

This is justifying *actually* hurting someone on vague prophecy that the 
person *might* do something in the future, which is being judged by the 
person's behavior *after* being subjected to years of torture and incarceration 
(which is being defended). And all this without a trial.

The claim that a person is "dangerous to self or others" is an *all purpose 
excuse for coercion* (without even a trial). We must reject such simple, all-
purpose ways to justify coercion and deny liberalism. If someone is really 
dangerous, what you're supposed to do is prove it in court.

 A few observations:

1. Her parents do not seem to be irrational or  aggressive.

They expressed many common irrationalities, such as being overly sensitive to 
what other people think. E.g. they *explicitly* were extremely concerned about 
Jani doing things which other people disapproved of, thus embarrassing them, 
and necessitating preemptively coercing Jani. This concerned them far more 
than Jani's well being.

What I did
notice was an expressed inclination to be persistently  engaged with their
child. That kind of domineering demand for attention by her  parents could 
have
been a factor in Jani's intellectual development: instilling  a craving to be
disengaged and achieving it with tactical  incoherence.

Yes, I agree.



BTW: Among the studies of schizophrenia is one that notes a  *doubling* of
the incidence of such disorders in an urban  environment:
http://en.wikipedia.org/wiki/Schizophrenia#Environment
...  suggesting that persistent social engagement (absent opportunities for
solitary  thought) may be an intellectual developmental disaster.

A brain disease caused by urban environments? Heh.

2. Jani does  respond "favorably" to psychoactive drugs and doesn't seem to
show any  reluctance about taking them.

No.

You can't judge if someone is "favorable" or "reluctant" based on (edited) TV 
(with a bias/agenda) after *years of being in the power of her captors*.

She has no choice. Given her lack of choice and power, her responses about 
reluctance or favorability only testify to her coping strategy, not actual consent.

When someone is not free to respond disfavorably, a "favorable" response 
means nothing.

Also she's a child. Her parents have not taught her the skills to stand up for 
herself on an issue like this (which even most "normal" children do not learn 
until later), nor allowed her access to opportunities to learn it. They've been 
taking drastic measures to deny her any possibility of gaining independence 
and the ability to run her own life and make decisions for herself. In other 
words, "normal" children have more access to a variety of ideas in our culture -
- including some their parents disapprove of -- than Jani does at the psych 
ward and in her vigilantly monitored home life. Therefore Jani's lack of 
wherewithal to stand up for herself is not evidence of consent.

Most of those drugs affect the
levels of glutamic  acid, which is critical to the excitation of
neurotransmitters throughout the  body, but primarily in the  brain:
http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter
...  suggesting a genetic or developmental factor that modifies the
"normal"  neurological functions.

http://en.wikipedia.org/wiki/Schizophrenia#Environment
http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter


That was a quote? It's not on the wikipedia page now. I guess someone 
changed it...

Perhaps it was changed because a "developmental factor" could refer to 
almost anything, such as:

* a person's ideas
* a person's parents' ideas
* a person's culture's ideas
* that a person was drugged while developing

3. Jani interacts "favorably" with another girl  who exhibits the same
symptoms. The mere fact that the other girl acknowledges  and shares her
(mis)perceptions is sufficient to make them friends. They both  appear to be
"comfortable" and "quietly" able to engage with each other, evoking  no 
evidence
of physical threats or danger to either one. Either they share the  same
"chemical imbalance" or they recognize the same "tactical behaviors" that  
both
employ to cope with their social environment.

There's many other possibilities. How many peers is Jani allowed to meet? 
Maybe she just chose to be on her best behavior (trying hard to keep things 
friendly and positive) so the privilege would not be taken away. (And the other 
girl might have independently done the same thing.)

You can't judge much about powerless people from events orchestrated by 
others.

...I found  Szasz's explanation clear. He said neurosis means you
complain about yourself  and psychosis means other people complain about 
you.

Both relate to  expectations of what is "normal". As I noted in a prior
post, nobody is  "normal", statistically or psychologically. Nevertheless,
there are extremes of  deviation that become aggressive, coercive, and
destructive. Dealing with those  extremes is a problem. Finding a cause is 
important,



although the "solution"  should not be to impose some specific condition of
mental  "normality".

The cause is ignorance (sometimes in the "patient", sometimes in "society", 
usually both). The solution is knowledge.

Life has misery and mistakes. Medicalizing this does nothing to fix it. 
Medicalization is a justification for coercion (especially of deviant minorities 
and the weak and powerless), not progress.

Progress will come through the (gradual) improvement of everyone's ideas, 
especially moral knowledge. It will come through ideas and criticism, 
innovation and reform, good explanations and more rational parenting 
(parenting behavior being the most important transmitter of static memes).

Such diverse topics!

The brain is an organ, but it is also the only knowledge creating
organ.  A brain tumor or aneurism is a disease in the conventional
sense, while schizophrenia, psychosis and addiction (at least its
mental component) are "knowledge related".  I think using the word
"disease" for both categories of problems blurs that important
distinction, not completely unlike the use of the word "ambiguous" by
postmodernists to obfuscate those critical differences between art and
trash.

So you agree that it is important not to conflate illness with ideas
and behaviour?

There is a medical component of psychosis.

No there isn't. Psychosis is behaviour, professing false beliefs and
claiming to see things that don't exist, which is a result of
knowledge. You stated that drugs can induce psychosis. How do drugs
that usually evolved long before humans contain information about how
to reprogram the human brain with specific beliefs?

I can understand how drugs might distort vision and make you see
things with coloured fringes or something like that. Or I can see how
drugs might produce sensations that people associate with anxiety,



like chest tightness. But that doesn't cause people to have delusions,
nor does it cause them to report that their families are really demons
or whatever.

 I hope Henry Markram is
successful in simulating a human brain in the next decade or so.  That
may go a long way toward helping us understand it.  Brute force is
sometimes necessary before that moment of inspiration comes, so
although it may be a crude approach to brute force simulate, just like
it was crude to take laborious nightly measurements of the positions
of stars and planets and log them in books for year upon year, it
might ultimately spur the moment of inspiration too.

Measurements of the night sky did not in and of themselves inspire
anything. People measured what happened in the sky for thousands of
years before having any ideas about them that were any good at all.
They came up with good ideas only by taking seriously the idea that
they should explain the motion of the planets and stars, and by trying
to make their motion consistent with explanations of terrestrial
motion.

Likewise, brute force simulation of the brain won't do much good. We
already have brains, having simulations won't help until we have ideas
to test using those simulations.

Alan



From: Manolis A.C. <manolis.a.c@gmail.com>
Subject: Re: [BoI] Objections to Capitalism
Date: September 17, 2011 at 3:48 AM

On Wed, Sep 14, 2011 at 7:50 AM, Elliot Temple <curi@curi.us> wrote:

FAVORS THE RICH?

One objection to capitalism is that it only helps the rich.

As Ludwig von Mises explained at length, this is false. Under modern
capitalism, large profits go especially to *mass production*, because mass
production has *efficiencies of scale*. Mass production requires a large
group of potential buyers, and targets what it makes to appeal to lots of
people. In other words, capitalism focusses most on making what the most
peoples want, not the rich minority.

Rich people actually have a lot of possessions which *everyone has*. There
are special rich versions of some things, but plenty of times they just use
normal stuff. And there would be special rich versions of some stuff under
most other systems too. What's the harm?

Capitalism helps *everyone* (including the rich). The biggest groups it
helps are:

1) All big groups because capitalism fails to offer special benefits and
privileges to minorities and allows big groups to naturally get attention.
The alternative offered by some rival systems is to use force in the
interests of a small number of favored minorities. Capitalism lets
minorities be free to grow in size (e.g. it has niche products, e.g. Apple
survived for a long time at low market share before getting big) if more
people are persuaded but doesn't force it.

2) Unpopular minorities, by treating them impersonally as customers. Your
money is good at pretty much any store even if you believe induction is
false or that drug addiction is pseudo-science. Any company which rejects
customers due to bias will simply do worse in the market place relative to
rivals. And also capitalism allows variety. There isn't just one single shoe
company. If you don't get along with 5 shoe companies it's no big deal.
There are other ones. If a whole group of people gets excluded then someone
else can serve them.



FREEDOM IS SLAVERY?

Another objection to capitalism is that it means economic freedom, and
freedom is bad. Why is freedom claimed to be bad? Because freedom means 
the
freedom to make mistakes, to suffer, to create one's own personal hell.
Freedom doesn't guarantee a good outcome but simply gives people control
over their own lives.

So capitalism is objected to because it allows people to make poor
purchasing decisions -- or disapproved of decisions. This is a bad attitude.
Mistakes are inevitable whoever makes the decisions. If two people disagree
about someone's purchasing decisions, the only thing to do is try to
persuade each other (to the extent people want to) and, failing that, to let
each person run his own life so at least he won't have to suffer for other
people's mistakes.

Similarly, the same kind of attitude is one of the main objections to
Szasz: some people don't like freedom when they realize it means the freedom
for other people to use drugs they disapprove of, speak in metaphors they
disapprove of, act unconventionally, and so on.

MARXISM

Another objection to capitalism is that wages are driven to zero due to
competition between workers for jobs. This is false. There is also
competition among employers for workers, so wages do not trend to zero.

Labor is a good that can be sold like others. By exactly the same logic,
one could claim the price of cookies will go to infinity due to competition
among cookie buyers driving the price up. But that doesn't happen because
there is also competition among cookie sellers for customers. The mistake
here is selective focus on competition among one group and not another.

SOCIALISM



Another objection to capitalism is that socialist planners can do better
and we don't need market prices. This is false. Without a price system,
planners would not be able to figure out what to do (as soon as things
change, so they can't just go by the prices that existed before the market
was abolished). For details, see: http://mises.org/pdf/econcalc.pdf and
http://answers.yahoo.com/question/index?qid=20101223224219AAMrAuh

Elliot,

You've touched on a subject that is of great concern to me, especially at
this point in time when DD's long-range optimism could suffer a temporary
(on the cosmic scale) but profound (on the generational scale) setback.

When having this discussion with people of "capitalism is irrational"
variety (and I don't mean that in the degrading sense, only in the sense
that they are wrong), I tend to sum my argument as follows:

1. As an entrepreneur, I am all for the central planning, organizing and
scaling of resources and ideas. After all, if I were against it and allowed
our company's resources to be truly shaped in a bottom-up fashion (by the
market) we would be having gross inefficiencies and be operating in a sea of
duplication, redundancy, and chaos. I am also all for discipline,
specialization, accountability, and just about as close to an autocracy as
you can get.

2. Liberalism's *first* contribution however, is that it allows for testable
and continuous criticism of said autocracies, and favors those "autocracies"
best able to adapt. The reason why liberalism works is that it refrains from
setting any arbitrary borders in organizational size and limits. A company's
size, a city's limits,  a sovereign's  territory, etc. *under liberalism*
would continuously be set and shaped *by the market*.

3. Liberalism's *second* contribution is in private ownership in the means
of production. Hans-Hermann Hoppe has a fantastic book on the inevitable
de-civilizing bias of modern welfare/warfare pluralistic democracies
(basically arguing that the system is biased in such a way that a handful of
people look for the fastest way to loot an economy's resources so as to buy
off ever larger groups of voters to ensure their continued stay in power,

http://mises.org/pdf/econcalc.pdf
http://answers.yahoo.com/question/index?qid=20101223224219AAMrAuh


and in the process enrich themselves and their friends). he goes on to show
how German princely states were able to foster such a prolonged period of
distributed civilizational advancement, owing largely to the organic nature
of these autonomous city-states, and to their leadership by the ultimate
beneficial owner of said territories. Now, of course, forms of monarchy
bring in problems of nepotism another forms of corruption and inevitable
decline, but that where liberalism comes in...To combine the open, organic,
and error-correcting meritocratic market system, with the princely state's
private means of production and inherent long-term incentives.

Capitalism/Liberalism receives a bad rep for three reasons.

A. It is confused with the system we have evolved to have in most of the
developed world today. It is thought to encourage uncontrollable greed,
avarice and ever-widening unequal distribution of wealth. While in fact
unequal distribution is perfectly natural, ethical and desirable, the
*scale* of inequality today is not a result of liberalism, but rather, the
result of a state-infested economy. If we are talking about the massive
financialization of the past 30 years (which true liberalism would indeed
produce but to a much much smaller and ultimately desirable state), then
that phenomena can be traced right back to specific government policies,
such as, the creation of fiat money, the creation of central banks, perverse
tax incentives, and specific policies with the effect of crowding out other
industries, leaving finance as the only superstructure where "there's some
action left".

B. It is though to be inherently crisis-prone and with a definitive
deterministic tendency to self-destruct. In fact, it is *only* "top-down"
actions (government interventions) that *synchronize* the economy into
largely predictable cyclical behavior. Money supply bursts, fiscal stimuli,
and the rest are the only explanation for why businesses that began at
totally different points in time, with different production life cycles,
different customer bases, different territories and geographies, etc., are
now part of the same "business cycle". Hayek's triangle of production and
Austrian Business-Cycle Theory (ABCT) brilliantly explain this phenomenon.

C.Laziness, envy and ultimately bad memes. Most people are happy to resort
to an ideology that encourages their feelings of envy and schadenfreude,
especially when said ideologies promise them ways to better their lives
without increasing or altering their quantity/quality of effort. If getting



richer can be accomplished by voting for Party X instead of studying and
working harder, it's no wonder that most people will tilt toward the former.
And when one is brought up believing that it is more ethical for the "many
to share everything", instead of the "few owning everything", changing their
mentalities is impossible en masse, and can only happen by long-term,
patient, one-to-one persuasion.

When all is said and done, the key to economic and political life are
*voluntary* institutions and associations. You choose to which ethnic group
you want to belong to, which city you want to live in, which company you
want to join or quit, which charity you want to donate to and on and on. And
that is a Beginning of Infinity like very few I know.

Mandatory associations and arbitrary borders are on the other hand a classic
closed-system design, destined for heat death.

Let's see which direction our own societies choose at this juncture.

Manolis



From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Psychosis
Date: September 17, 2011 at 5:11 AM

Elliot Temple  wrote:
Does Jani have have schizophrenia? Does she have a  disease/illness? A

brain disorder? Does she have hallucinations?

I've  assembled the various threads under one subject, since they're all
related, to  make a few comments. I'll preface them with the concession that I
haven't  studied the subject in any depth and have only a cursory
familiarity with the  literature (it's been some time since I read Szasz). One of my
daughters is a  child psychologist and we've discussed some of the issues.

Schizophrenia  is a condition characterized by reported perceptions of
things not in evidence  (hallucinations or delusions), as well as incoherent
communications  (disorganized speech or writing). There seems to me no doubt
that those  behaviors exist. They might as well be labeled Schizophrenia
("split mind") as  anything else. It's clear from the video that Jani exhibits
those  behaviors.

Disease is the malfunction of an organ, whether caused by an  external
agent (bacterial) or an internal defect (genetic). Psychosis is a  malfunction
of the brain, even if the cause is essentially unknown. What is  known is
that the symptoms are influenced by (or even induced by) various  psychedelic
substances. It therefore seems a reasonable presumption that the  
malfunctions are a consequence of chemical imbalances or structural defects in  
the
brain. It may be that genetic, environmental, developmental, and factors all  
interact to cause a wide variety of psychotic symptoms.

If massive  coercion of Jani has not solved the problem, why are they

still doing  it?

The manifest problem is that the malfunction MAY result in aggressive  or
self-destructive behavior. Absent intervention, there is a perceived risk,  
evidenced by prior behavior, that Jani will seriously injure others, or
herself.  A few observations:



1. Her parents do not seem to be irrational or  aggressive. What I did
notice was an expressed inclination to be persistently  engaged with their
child. That kind of domineering demand for attention by her  parents could have
been a factor in Jani's intellectual development: instilling  a craving to be
disengaged and achieving it with tactical  incoherence.

BTW: Among the studies of schizophrenia is one that notes a  *doubling* of
the incidence of such disorders in an urban  
environment:http://en.wikipedia.org/wiki/Schizophrenia#Environment
...  suggesting that persistent social engagement (absent opportunities for
solitary  thought) may be an intellectual developmental disaster.

2. Jani does  respond "favorably" to psychoactive drugs and doesn't seem to
show any  reluctance about taking them. Most of those drugs affect the
levels of glutamic  acid, which is critical to the excitation of
neurotransmitters throughout the  body, but primarily in the  
brain:http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter
...  suggesting a genetic or developmental factor that modifies the
"normal"  neurological functions.

3. Jani interacts "favorably" with another girl  who exhibits the same
symptoms. The mere fact that the other girl acknowledges  and shares her
(mis)perceptions is sufficient to make them friends. They both  appear to be
"comfortable" and "quietly" able to engage with each other, evoking  no 
evidence
of physical threats or danger to either one. Either they share the  same
"chemical imbalance" or they recognize the same "tactical behaviors" that  both
employ to cope with their social environment.

-------------
Elliot Temple wrote:

"Schizophrenia" is not as good as label as any other ...

We may be agreeing on principle, but disagreeing on semantics and the
relevance of scientific facts.

If we want to call hallucinations and incoherent babbling
"hallubabble", it doesn't make it any different than labelling it
"schizophrenia". I agree with you that, whatever it's called, it
should not be considered a "medical diagnosis" nor an "illness" ... at

http://en.wikipedia.org/wiki/Schizophrenia#Environment
http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter


least not in the absence of clear evidence that there is some specific
biological cause.

I defined the way I use "disease" as denoting a malfunction of the
brain. I agree that the *cause* of the malfunction (whether it's
biological or psychological stress) is unknown. I itemized many
factors that I thought indicated a rational reaction to oppressive
(maybe coercive) parents.

Since we don't have any good theory of cause, it's difficult to arrive
at any conclusion about whether the malfunctions are a result of
biological factors or emotional distress. However, the symptoms don't
strike me as a matter of *ideas*, since the inability to express
coherent ideas is one of the symptoms.

It may well be the case that the symptoms are malfunctions of the
*mind* - of a person's thinking - rather than a malfunction of the
brain as a biological organ. It's difficult to isolate possible
defects in thinking from possible defects of the brain. One may induce
the other, or vice-versa, particularly in pre-adolescent children.

I granted up front that psychotic symptoms may be a result of
"genetic, environmental, developmental, and other factors .., all
interact[ing]...," not exclusively chemical imbalances. However, given
the fact that certain psycoactive drugs can cause "normal" people to
exhibit psychotic behaviors and other drugs can suppress those
behaviors is an indication that chemicals in the brian are *related
to* the symptoms. It doesn't mean that those chemicals cause or "cure"
the symptoms, only that there is an obvious correlation. That doesn't
imply that because drunks can't speak clearly *means that* people who
can't speak clearly are chemically drunk.

Yes, it is possible that Jani was not dangerous until after the
"massive coercion" that "gave her reason to be angry." I said as much
in my observations. However, it is also true that we don't have any
objective evidence of "massive coercion", only the hint of
psychological influences that could have induced Jani's reaction, one
that I described as being perfectly rational. We simply don't have
enough information to conclude that Jani's parents "destroyed her
life" by "torture and incarceration."



Generally, I agree that no person should be coerced on the "vague
prophecy" that they might repeat their past violent conduct at some
time in the future. Nevertheless, we grant broad parental rights and
discretion to discipline and motivate children, who are necessarily
dependent and presumed incapable of making their own informed
decisions. On the flip side, it isn't just to *presume* that the
parents have engaged in anything cruel or malicious without evidence.

But, I totally agree that the speculative "dangerous to self or
others" claim is a bad legal premise that shouldn't be grounds for any
kind of restraint or imposition. The law should deal exclusively with
coercive acts, not bad intentions or speculation about what someone
might do in the future.

Finally, I agree that we aren't in any position to make any rational
determinations about the issue based on the brief documentary evidence
cited. Nor can we conclude that the reported events were
"orchestrated" or distorted to induce sympathy for the parents or to
endorse common and perverse psychiatric practices.

Remember: I agree with almost every argument I've heard or read from
Thomas Szasz. I don't think our principles conflict, only our
semantics and views regarding the merits of brain science.

Bill



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 17, 2011 at 5:42 AM

On Mon, Sep 12, 2011 at 9:10 PM, David Deutsch 
<david.deutsch@qubit.org>wrote:

On 12 Sep 2011, at 6:03am, Abraham Lewis wrote:

It's a mistake to disagree that something is possible on the basis
that you don't yet know how to do it.

You are technically right, but what I mean is that I disagree that we
know that it can be done without coercion. It is also a mistake to assert
that something is possible unless you know a way that it is, or have a proof
that it is. "Problems are soluble" is not such a proof, in case you are
thinking that it is, as Deustch explains in BoI. This is because proving
that something is impossible counts as a solution in BoI.

Yes. But to what extent is the stronger principle "all evils are due to
lack of knowledge" consistent with disagreeing that we know that it can be
done without coercion?

That is an excellent question. The answer, of course, depends on whether all
coercion is evil.

Also, I'm just not yet convinced that all evils are due to lack of
knowledge.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 17, 2011 at 7:52 AM

On 17 Sep 2011, at 10:42, Abraham Lewis <abrahamwl@gmail.com> wrote:

On Mon, Sep 12, 2011 at 9:10 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:
On 12 Sep 2011, at 6:03am, Abraham Lewis wrote:

It's a mistake to disagree that something is possible on the basis
that you don't yet know how to do it.

You are technically right, but what I mean is that I disagree that we know that it 
can be done without coercion. It is also a mistake to assert that something is 
possible unless you know a way that it is, or have a proof that it is. "Problems 
are soluble" is not such a proof, in case you are thinking that it is, as Deustch 
explains in BoI. This is because proving that something is impossible counts 
as a solution in BoI.

Yes. But to what extent is the stronger principle "all evils are due to lack of 
knowledge" consistent with disagreeing that we know that it can be done without 
coercion?

That is an excellent question. The answer, of course, depends on whether all 
coercion is evil.

Coercion involves having two conflicting ideas about what you want to do and so 
involves leaving problems unsolved. For example, you don't want to give the 
mugger your wallet and you don't want him to stab you. If you give him your 
wallet the problem that you want to keep your money remains unsolved. If you 
don't give him your wallet then the problem that you don't want to remain 
unstabbed remains unsolved. So coercion always involves evils.

Also, I'm just not yet convinced that all evils are due to lack of knowledge.

Do you have a criticism of the argument in boi?

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Any future technology to read the past exactly possible?
Date: September 17, 2011 at 12:25 PM

On Sep 16, 2011, at 11:21 PM, Jon Burchel wrote:

Hi all,

What a great forum!  Better than most for sure.

I read a book called Light of Other Days before, by Stephen Baxter.
It supposed a technology by which the past could be determined
exactly, even at an atomic level, using wormholes or some such..

Is such a technology even theoretically possible?  I know it is
impossible to know the future, i.e. "prophesy".  But the past is
different than the future, right?  I think entropy is supposed to flow
one way or something like that.

I remember from Dr. Deutsch's first book a discussion of "time travel"
whereby a traveler might step into the "past", but then it would be a
different past, which would branch from the moment of his arrival.  So
it wouldn't coincide with the history of the traveler's "present" of
course then, it would be a new history from that point forward.

But couldn't we trace our own history back?  Is the information about
the past as unknowable as information about the future?

If such technology is possible, then of course it would ultimately
provide an "exact" method to reconstruct the past, not just from scant
evidence, but even at a microscopic level.  I had hoped that might be
a shortcut to doing endless archeological labor for 100 trillion
years.  :|  Maybe problems, while soluble, are not necessarily always
so EASILY solved...  hahaha

Bear in mind that David's conception of a "problem" is only an *interesting* 
problem, and that ideas about problems can be mistaken. Or put another way: if a 
"problem" is not important then the solution is simply to forget about it.

It's not clear to me that there is any good reason to reconstruct history perfectly. If 



there isn't, then it doesn't count as a problem that must be soluble. Or the other 
way to look at that is the problem may be soluble by changing your mind about 
wanting to do it, so that you no longer have a problem.

Changing your mind and not wanting to do something is not a generic solution to 
all problems, because sometimes doing so will cause you problems (e.g. if you 
stopped wanting to eat to solve the problem of cooking, then you'd experience 
strong hunger). Some things are objectively good problems but others are 
mistakes, and it's the mistakes that can be solved by deciding they are 
(objectively) bad problems and moving on to other problems.

I don't see an important purpose to a perfect simulation of everything, so I think it 
could be a mistaken goal. Simulating Feynman, as David talked about, is 
interesting and useful because, for example, people read his books and then wish 
they could ask him questions. Or people want him for a friend. But not everyone 
is interesting. And to create versions of Feynman to fulfill those purposes I 
mentioned doesn't require perfect accuracy.

Note also that some things are impossible due to the laws of physics. Wanting to 
violate the laws of physics is an example of a bad problem which has the solution 
of changing your mind in some way. What if not being able to do it makes you 
sad? Well, if the laws of physics really forbid it then you can accept that and find 
some other way to make progress (they do allow for progress, so they aren't 
inherently bad laws of physics that we have). It's possible and desirable to solve 
the problem of being content with the laws of physics as they are.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Re: Shoes and Cruelty
Date: September 17, 2011 at 1:50 PM

On Wed, Sep 14, 2011 at 2:38 PM, Jason <auvenj@gmail.com> wrote:

On Sep 13, 7:41 am, David Deutsch <david.deut...@qubit.org> wrote:
On 13 Sep 2011, at 3:06pm, Jason wrote:

Rather, I have been told that shoes on a telephone wire is a means of
advertizing the availability of illegal drugs in the area. Unless the
shoes were new or otherwise apparently valuable, a likely scenario is
that they were old ones thrown up there by their owner to advertize
his drug business.

But that's an urban myth:

http://urbanlegends.about.com/cs/factoids/a/sneakers.htm

That site says:

Like law enforcement officials everywhere else, Tucson police have
found no correlation between dangling sneakers and crime.

Tucson Electric Power officials added that in any given week, 5 to 10
pairs of sneakers are removed from power lines all over the city of Tucson:
"The highest periods of activity seem to be after school lets out for the
summer break," as well as holidays.

-- David Deutsch

Very interesting, since it was a police officer in Tucson (though he
was not a Tucson Police Department officer; he works for a different
county in Arizona) who originally told me the explanation I gave. He
specifically referred to the shoes advertising drugs rather than
gangs, but the two tend to go together.

Perhaps it started out as an idea for a way to advertise something,
but then caught on in the youth community as a more general expression

http://urbanlegends.about.com/cs/factoids/a/sneakers.htm


of rebellion.

Even if the drug connection is a myth, Elliot's assertion that "It is
evidence of cruelty." seems unreasonable. While admitting the
possibility that theft was involved, explanations where the owner
threw his own shoes (whatever the reason) are more plausible. A
person's shoes are probably second only to their underwear in being
difficult to steal from a noncompliant victim without causing or at
least threatening serious injury, taking lots of time and making lots
of noise. If serious injury or threat thereof was part and parcel to
such acts, we wouldn't see as many shoes on wires as we do. Reports of
serious attacks, by either victims or bystanders, are not as common as
shoes on wires, at least here in Tucson. And the attacks I've heard of
do not commonly involve theft of the victim's shoes.

--Jason

I have assumed that shoes hanging from overhead wires was, as Destrucivist
suggested, a way of tagging or leaving your mark in an area - mischievous,
but nothing more. I had not considered the possibility of theft or
conspicuous waste or destruction. The shoes always appear well-worn and
often sprayed with day-glo paint.

The phenomenon reminds me very much of piles of rocks I see by highways in
central Canada. A number of highways are carved out of the Canadian shield
with granite cliffs rising 5 to 15 meters above the roadway. At random
spots, you will see small piles of irregular rocks piled in a small
sculptural form. The piles are 20 to 40 cm high and certainly intended to be
seen easily from the roadway.

I have noticed more and more of these appearing and they remind me of an
Inuit (Eskimo) strucuture called an Inukshuk.

http://www.inukshukgallery.com/inukshuk.html

These are traditional sculptural forms used for signaling in the Arctic. The
above reference is interesting.

http://www.inukshukgallery.com/inukshuk.html


From it: "They are monuments made of unworked stones that are used by the
Inuit for communication and survival. The traditional meaning of the
inukshuk is "Someone was here" or "You are on the right path." "

I think those hanging shoes are a signal - "I was here" - and "a member of
your tribe was here". What tribe? The tribe that has embraced the meme of
hanging shoes from overhead wires. I am guessing that the signaling intended
is no more complex than that - goofy fun - but Elliot may be right that
there is more to it than that. I think that many acts of petty vandalism
have the same underlying motivation, but there are some very obvious and
disturbing exceptions such as desecrating graveyards and religious
buildings.

John Campbell



From: Justin Mallone <justinceo@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Correlation
Date: September 17, 2011 at 2:46 PM

Spot the possible flaw(s) in reasoning:

A study comes out showing a correlation between high state legislative salaries, 
and socialism in that state. (So California --> high salaries, high socialism; New 
Hampshire --> very low salaries, very low socialism).

The inference made by the study is that by cutting legislative salaries you can get 
less socialism.

-J



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fourmilab BoI Blog Post
Date: September 17, 2011 at 3:44 PM

I sent the below comments to the author:

http://www.fourmilab.ch/fourmilog/archives/2011-09/001331.html

Were it possible to communicate with the shades of departed geniuses, I 
suspect Richard Feynman would be dismayed at the prospect of a distinguished 
theoretical physicist committing phil-oss-o-phy in public, while Karl Popper 
would be pumping his fist in exultation and shouting “Yes!”.

Richard Feynman was not the only person to say the philosophical profession 
was really bad. Karl Popper said the same thing, in even harsher terms. And DD 
criticizes bad philosophy in BoI. These comments do not exclude one from 
appreciating good philosophy. Feynman was familiar with Popper's books and 
ideas, despite them being "philosophy"; he was interested since they aren't the 
same kind of thing as bad philosophy and are helpful to scientists.

Feynman, by the way, did a lot of philosophy. Books like _Surely You're Joking_ 
contain philosophical ideas. And _The Meaning of it All_ has more. As an 
example, Feynman's criticism about how knowing the names of birds is different 
than understanding birds was philosophy -- epistemology in particular.

good explanations—models which allow us to explain a complex objective 
reality and make predictions about its behaviour.

That is not what DD means by a good explanation. Rather, it's the standard view 
which he criticizes (the mainstream epistemology is hard to get away from!). 
Explanation is not directly about prediction or modelling, but understanding. 
(Such as answers to *why* questions. Predictions and models do not answer 
those). Explanation needs to, and does, address areas (like moral philosophy) 
that are not about prediction or modelling.

Instead, he contends that explanations come from conjectures which originate in 
the human mind ... which are then tested against objective reality and 
alternative conjectures ... inevitably converges upon explanations which are 

http://www.fourmilab.ch/fourmilog/archives/2011-09/001331.html


minimal and robust

Yes. I'd like to clarify why. It's because it makes progress, and *all progress* 
necessarily converges on the truth, and the truth is minimal (nothing extra) and 
robust. This convergence need not be fast, and can never be complete (because 
we're always at the *beginning* of infinity, the beginning of infinite possible 
progress).

Also this description doesn't mention the crucial step of criticism, except in the 
special case of empirical *testing*. But as DD points out, most scientific theories 
are rejected *without testing* for being bad explanations or for other criticisms. 
The example he gave in _The Fabric of Reality_ was the theory that eating grass 
will cure the common cold. That is a testable theory but testing is not the way in 
which we reject it. Only good explanations are worth testing.

I have also sent these comments to the Beginning of Infinity discussion list which 
I would like to invite you to join.

http://beginningofinfinity.com/discussion

As you say:

it is a masterpiece well worthy of the investment in reading it, and then, after an 
interval to let its implications sink in, reading it again because there is so much 
here that you're unlikely to appreciate it all in a single reading.

Indeed. And discussion helps too, because the mistakes each reader makes 
won't be a matching set, so people can help each other out. And the insights 
each reader has also won't be identical, so collaboration can be valuable there 
too.

-- Elliot Temple
http://fallibleideas.com/

http://beginningofinfinity.com/discussion
http://fallibleideas.com/


From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: September 17, 2011 at 3:51 PM

Anonymous Person wrote:
1) Are you  asserting that Deutsch and Popper do not
both consider induction a  myth?

I don't know, but couldn't find any citation in which they  described
empiricism as a "myth". I provided quotes of David applauding it as an
improvement over authoritarianism, even if he found it  "inadequate".

2) If not, how does your statement about  them
(regarding falsification) connect to your assertion
about  induction?

There were three sentences on the same issue. The middle  sentence was a
transitional statement. I don't understand why it's  confusing.

"Popper (and I think David) asserts that propositions  can be falsified.
That means that one can demonstrate an error in fact, or an  error in
logic, or offer some better explanation. Induction isn't a "myth", it  is only
constrained by the availability of evidence, so it can't *prove* an  absolute
truth (the Black Swan fallacy)."

... Did you mean to say  Deutsch found fault with Popper? ....
Or did you mean that Deutsch and  Popper agree and jointly
find fault with the ideas of others?

The  latter. I should have written "Here's where David (discussing Popper)
finds  fault ..." but I thought the meaning was evident.

Bill



From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: Correlation
Date: September 17, 2011 at 5:35 PM

On Sep 17, 12:46 pm, Justin Mallone wrote:
Spot the possible flaw(s) in reasoning:

A study comes out showing a correlation between high state legislative salaries, 
and socialism in that state. (So California --> high salaries, high socialism; New
Hampshire --> very low salaries, very low socialism).

The inference made by the study is that by cutting legislative salaries you can 
get less socialism.

The problem with this form of reasoning is that it doesn't provide an
explanation for why that correlation exists. Without the explanation,
the 'inference'/conclusion isn't worth taking seriously.

There is also a correlation between an increase in ice cream sales,
and deaths due to drowning. If we prevent the sale of ice cream, can
we prevent more drownings?

*george_costanza_incredulous_face.png*

The authors need to explain how they came to that conclusion.....not
hide their explanations, and pretend that the correlation is
informative on its own.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI Chapter 1 summary
Date: September 18, 2011 at 12:20 AM

On Sep 16, 2011, at 5:54 PM, Destructivist wrote:

On Sep 14, 12:06 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 14, 2011, at 4:40 AM, Destructivist wrote:

That's not what I meant about a tautology. The tautology was about whether 
there is law, not order.

Saying there are birds isn't a tautology because one can imagine a universe 
with no birds. Similarly one could imagine a completely chaotic universe.

saying the universe has laws of physics can be tautological because you can 
define "law of physics" so that it's impossible to imagine a universe that doesn't 
have any. E.g., no matter what type or types of motion is possible, one could 
interpret that as law(s). And if no motion is possible, one could also call that a 
law.

Laws, as I've seen them commonly defined, are statements claiming that
there exists some particular kind of order (like the co-occurence or
sequentiality of properties/objects/processes/events) among the
members of a set.

Under this definition, statements like "All birds on those telephone
wires are ravens" would be considered a law, if indeed all of them
were. Whenever laws of this type are falsified (say, the leftmost bird
on the bottom wire turns out to be a crow, not a raven), the domain of
the law can simply be restricted a bit: "All birds on the top
telephone wire are ravens".

This tactic can be taken to an extreme, as more falsifications come
pouring in, and the philosopher becomes desperate to isolate some
order. He could, presumably, end up with laws like "All birds in
location X/Y/Z and at time T are ravens" - which if true might only
correspond to a single bird in that location!

If laws are defined this way, I can see how it would be impossible for



reality to lack them. In fact, I would imagine that a completely
chaotic universe would be the most lawful, under this definition of
law.

The appropriate definition, I suspect, is one that takes other
universes into account; A statement that a particular kind of order
exists among the members of a set in all actual universes where that
set happens to exist.

If the universe has any order, you could call it a law.

If it has none, *for all of time*, you could call that a law too: the law of perpetual 
disorder. It's a pattern of sorts (really a meta-pattern).

There's a different way to do it, though. Law needn't refer to order or pattern. 
Imagine a computer simulation in which everything is determined by the computer 
code. The code is the "laws of physics" which determine how different physical 
states evolve to other physical states. The simulation could avoid any repetition 
or pattern, but it'd all be according to coded rules (laws) (even if every rule/law is 
a special case).

Put another way: any kind of transition from one physical state to another 
happens *in some way*. That way can be called a law, since it's the only thing 
that can happen and it's in total control and nothing else can happen. (Even with 
probabilistic transitions, or transitions that involve asking God his whim, or 
whatever, there is still a rule/law about how the transition happens.)

And if there are no transitions between states, you can just call that the null 
transition being the only law.

Anyway, the point is there are ways to regard everything as laws (rules 
determining outcomes), orderly or not, and if you use terminology like that then 
"there are laws of physics" is a tautology.

What's actually important is not whether there are "laws of physics" (there are in 
the broad sense) but what they are like.



This came out of the prior discussion:

B) The principle can be interpreted as a vague promise that nature is law-
abiding. Even if true,

It's a tautology for some definitions of "law-abiding" (just always regard whatever 
happens as the law). Otherwise it's false.

So the point is this is a bad principle. It's either a tautology or false.

It can be a tautology using a standard, broad meaning of law-abiding (rule-
following, e.g. for the transitions between states).

It can also be a tautology for a less standard meaning of law-abiding (having 
order, aka patterns, as long as you count meta-patterns).

What they actually need to mean by the principle in order for it the serve its 
intended purpose in their epistemology, however, goes well beyond these 
tautologies. They require a stronger principle to to say anything specific. But they 
have no way to specify an appropriate one that is true. They haven't even 
managed an unambiguous version.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Reason
Date: September 18, 2011 at 4:27 AM

On Sat, Sep 17, 2011 at 12:51 PM,  <Westmiller@aol.com> wrote:
Anonymous Person wrote:

1) Are you  asserting that Deutsch and Popper do not
both consider induction a  myth?

I don't know, but couldn't find any citation in which they  described
empiricism as a "myth". I provided quotes of David applauding it as an
improvement over authoritarianism, even if he found it  "inadequate".

This is commenting on empiricism.

My question was about induction, not empiricism. So this does not answer it.

You previously made a statement about induction, not empiricism, which
I am trying to clarify and discuss.

You said that induction is not a "myth" (with scare quotes). But
Popper and Deutsch both think it is a myth (and their positions do not
deserve scare quotes, do they?). Do you acknowledge yourself as being
in opposition to them regarding epistemology? Do you have any
criticism to offer of their arguments about induction? I found their
arguments persuasive, and would like to know if I missed something.

2) If not, how does your statement about  them
(regarding falsification) connect to your assertion
about  induction?

There were three sentences on the same issue. The middle  sentence was a
transitional statement. I don't understand why it's  confusing.

What do you think is the connection between falsification and induction?

What do they have to do with each other? In what way are they "the
same issue"? (One is about falsification. One about induction. Those
are different issues unless you provide some answer to the question of
the connection between them.)



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Omega Point and Identity
Date: September 18, 2011 at 4:48 AM

On 17 Sep 2011, at 5:03am, Manolis.A.C. wrote:

On 16 Sep 2011, at 19:26, David Deutsch <david.deutsch@qubit.org> wrote:

If you were struck by a cosmic ray which changed your preferences and exact 
emotions when eating foods, but had no other discernible effect, would you still 
be the same person? I think we don't know the full answer to that question, but 
I'm sure that there is a range of changes for which the answer would be yes.

OK, so do we define identity as "essence"?

No. We just don't define it as something that's destroyed by things like going to 
sleep and waking up again.

Actually *defining* it is the last step, not the first. What we are lacking is an 
explanatory theory of personal identity (and consciousness, and that whole 
constellation of attributes).

So if I possess Feynman's way of thinking, his NY accent and child-like curiosity, 
I am closer to his true identity than he would be if he were to suffer from some 
form of mental illness or decided spending the rest of his days taking 
psychedelic drugs?

Maybe. It would depend on what the explanation for those changes was.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Objectivism's "Certainty"
Date: September 18, 2011 at 3:51 PM

http://plato.stanford.edu/entries/ayn-rand/

Rand takes knowledge to require certainty, she distinguishes certainty from 
infallibility or inerrancy: a judgment can be certain, within a given context of 
available knowledge, even if it needs to be revised in the light of new 
information.

(Be warned: that is not Rand herself speaking.)

"Certainty" is here defined not to mean certainty. This is bizarre use of words 
(intended to stress that people acquire genuine, substantive, objective 
knowledge) and it raises the question: what does "certainty" mean here?

The answer is it means justification.

The passage means that justification does not require certainty (normal 
definition), infallibility or inerrancy, and justified ideas can be revised later with 
new information.

How much justification? It can't be just a tiny bit or they wouldn't want to call it 
"certainty" and wouldn't say it constitutes knowledge. They want a (contextually) 
*conclusive* amount of justification. How much justification is enough for that? 
Rand didn't have the answer and (to her credit) openly acknowledged not having 
it. [1]

So, Rand didn't actually have a complete and functional epistemology to offer. 
She only had bits and pieces of one and some improvements on the mainstream 
tradition (most ways she differed from the mainstream tradition were indeed 
improvements).

Popper, by contrast, offers an epistemology without gaping holes in it, as well as 
compelling arguments that the holes in justificationist epistemologies cannot be 
fixed. Popper's epistemology also offers everything Rand (correctly) wanted in an 
epistemology (e.g. realism, objective knowledge, truth including in morality and 
aesthetics, the minds of people being powerful and effective).

http://plato.stanford.edu/entries/ayn-rand/


I'm aware of no commentary on Popper by Rand (nor vice versa) which is a 
shame. I have read some commentaries on Popperian epistemology by 
Objectivists but they were uniformly incompetent and ignorant of Popper's main 
points. They commonly accept crass myths, e.g. the myth that Popper was a 
positivist (He never was. Further, Popper, more than anyone, deserves credit for 
refuting positivism).

[1] ITOE 2nd ed pp 303-304

Prof. M: The question is: when does one stop? When does one decide that 
enough confirming evidence exists? Is that in the province of the issue of 
induction?
AR: Yes. That's *the* big question of induction. Which I couldn't begin to 
discuss...

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Richard Fine <richard.fine@gmail.com>
Subject: [BoI] Falsification and inconsistent theories
Date: September 18, 2011 at 8:41 PM

Popper gave falsification as the property separating scientific from non-scientific 
theories.

One way in which a theory can be shown to be false is by showing that it is 
logically inconsistent.

Does this mean that theories that can be shown to be logically inconsistent, 
regardless of whether they can be tested experimentally, are scientific?

Or is Popper's criterion of demarcation only really talking about falsification 
through experimental testing?

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Falsification and inconsistent theories
Date: September 18, 2011 at 8:53 PM

On Sep 18, 2011, at 5:41 PM, Richard Fine wrote:

Popper gave falsification as the property separating scientific from non-scientific 
theories.

That's ambiguous. The word "falsification" can refer to:

1) only empirical falsification (refutation)

2) any kind of falsification (refutation)

There is a common mistake of thinking that non-scientific ideas cannot be 
refuted, which is false.

Another common mistake is thinking that scientific ideas are routinely tested 
(attempted to empirically falsify). But actually even scientific ideas are usually 
refuted with non-empirical criticism. The difference is scientific theories *could 
possibly* be empirically falsified in some way.

This rule, taken strictly, is not very good. It implies that the theory that eating 
grass will cure cancer is scientific. But in normal terminology that theory is 
unscientific: it's just a silly idea that was just made up without any good reason or 
explanation.

Normal terminology is basically correct here. Science is a *tradition*. The most 
accurate definition of science is things falling within the scientific tradition. The 
grass cure fails at that.

Popper's purpose was to criticize some other things which also failed at being 
science. They were, in particular, the ideas of Marx, Freud, and Adler, which were 
claimed to be scientific but were not.

Popper shed a lot of light on the issue by helping clarify an important attribute of 
theories to considering when judging their scientific status but he did not provide 
a single, perfect criterion.



One way in which a theory can be shown to be false is by showing that it is 
logically inconsistent.

Does this mean that theories that can be shown to be logically inconsistent, 
regardless of whether they can be tested experimentally, are scientific?

No, Popper's criterion refers to definition (1) above: empirical falsification.

He clarifies this throughout his books. He talks about the (empirical) testability of 
theories. And about test experiments. And about falsifying theories by tests.

Or is Popper's criterion of demarcation only really talking about falsification 
through experimental testing?

Yes.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Re: Any future technology to read the past exactly possible?
Date: September 19, 2011 at 12:37 AM

On Sep 17, 11:25 am, Elliot Temple <c...@curi.us> wrote:
On Sep 16, 2011, at 11:21 PM, Jon Burchel wrote:

Hi all,

What a great forum!  Better than most for sure.

I read a book called Light of Other Days before, by Stephen Baxter.
It supposed a technology by which the past could be determined
exactly, even at an atomic level, using wormholes or some such..

Is such a technology even theoretically possible?  I know it is
impossible to know the future, i.e. "prophesy".  But the past is
different than the future, right?  I think entropy is supposed to flow
one way or something like that.

I remember from Dr. Deutsch's first book a discussion of "time travel"
whereby a traveler might step into the "past", but then it would be a
different past, which would branch from the moment of his arrival.  So
it wouldn't coincide with the history of the traveler's "present" of
course then, it would be a new history from that point forward.

But couldn't we trace our own history back?  Is the information about
the past as unknowable as information about the future?

If such technology is possible, then of course it would ultimately
provide an "exact" method to reconstruct the past, not just from scant



evidence, but even at a microscopic level.  I had hoped that might be
a shortcut to doing endless archeological labor for 100 trillion
years.  :|  Maybe problems, while soluble, are not necessarily always
so EASILY solved...  hahaha

Bear in mind that David's conception of a "problem" is only an *interesting* 
problem, and that ideas about problems can be mistaken. Or put another way: if 
a "problem" is not important then the solution is simply to forget about it.

It's not clear to me that there is any good reason to reconstruct history perfectly. 
If there isn't, then it doesn't count as a problem that must be soluble. Or the 
other way to look at that is the problem may be soluble by changing your mind 
about wanting to do it, so that you no longer have a problem.

Changing your mind and not wanting to do something is not a generic solution 
to all problems, because sometimes doing so will cause you problems (e.g. if 
you stopped wanting to eat to solve the problem of cooking, then you'd 
experience strong hunger). Some things are objectively good problems but 
others are mistakes, and it's the mistakes that can be solved by deciding they 
are (objectively) bad problems and moving on to other problems.

I don't see an important purpose to a perfect simulation of everything, so I think 
it could be a mistaken goal. Simulating Feynman, as David talked about, is 
interesting and useful because, for example, people read his books and then 
wish they could ask him questions. Or people want him for a friend. But not 
everyone is interesting. And to create versions of Feynman to fulfill those 
purposes I mentioned doesn't require perfect accuracy.

Note also that some things are impossible due to the laws of physics. Wanting 
to violate the laws of physics is an example of a bad problem which has the 
solution of changing your mind in some way. What if not being able to do it 
makes you sad? Well, if the laws of physics really forbid it then you can accept 
that and find some other way to make progress (they do allow for progress, so 
they aren't inherently bad laws of physics that we have). It's possible and 
desirable to solve the problem of being content with the laws of physics as they 
are.

-- Elliot Templehttp://elliottemple.com/

I think this seems like an arbitrary definition of "who is

http://elliottemple.com/


interesting".  Obviously, almost everybody who ever lived would be
"interesting" to someone else.  Therefore, assuming it is not
physically impossible, which does make any "interest" sort of
pointless, every human would be reinstated, provided the wealth exists
in the future to "bring about that state".  And since the future will
see an infinite amount of wealth creation, then assuming the lineage
of Earth survives, every person who lived here in the past would be
reinstated, by someone among their descendants.  Although Feynman
might be interesting to you, and my Grandpa would no doubt probably
not, I would be interested in my Grandpa's reinstatement.  And while I
might not care much about my Grandpa's Grandpa, he would probably be
interested in that, so once he were instated, he would be interested
in carrying that forward (and/or backward, as the case may be).  And
so on, back to the first humans who would have been capable of
understanding what it meant to be instated at all.

In the same line, if it is possible to know the state of the past,
there are a lot of "interesting" questions that would be resolved by
that, related to justice.  The phrase "history is written by the
winners" could finally be abolished, since we could know the actual
truth about what happened in our history.  I think that this would be
interesting, if it were possible, would be self-evident.  I wondered
if there might be some known reason why it would NOT be possible, in
which case I could forget about it happily.



From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Re: Psychosis
Date: September 19, 2011 at 12:58 AM

On Sep 17, 2:22 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 17 September 2011 07:40, Jon Burchel <jonburc...@gmail.com> wrote:

On Sep 16, 11:39 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 1, 2011, at 12:51 PM, westmil...@aol.com wrote:

Was: Schizophrenia Oprah Video
Elliot Temple  wrote:

Does Jani have have schizophrenia? Does she have a  disease/illness? A
brain disorder? Does she have hallucinations?

I've  assembled the various threads under one subject, since they're all
related, to  make a few comments. I'll preface them with the concession that 
I
haven't  studied the subject in any depth and have only a cursory
familiarity with the  literature (it's been some time since I read Szasz). One 
of my
daughters is a  child psychologist and we've discussed some of the issues.

Schizophrenia  is a condition characterized by reported perceptions of
things not in evidence  (hallucinations or delusions), as well as incoherent
communications  (disorganized speech or writing). There seems to me no 
doubt
that those  behaviors exist. They might as well be labeled Schizophrenia
("split mind") as  anything else. It's clear from the video that Jani exhibits
those  behaviors.

"Schizophrenia" is not as good as label as any other because "schizophrenia" 
is a label of *medical diagnosis* and *disease*, applied to non-diseases.

If the word was understood merely to refer to some behaviors then it would 
be a better word. But it's not like that.

Disease is the malfunction of an organ, whether caused by an  external



agent (bacterial) or an internal defect (genetic). Psychosis is a  malfunction
of the brain, even if the cause is essentially unknown.

The brain is an organ so I think you're saying that all "mental illnesses" are 
diseases.

But most things called "mental illnesses" are a matter of *ideas*, not 
malfunction of any organ. They are "malfunctions" of the *mind* -- of a 
person's thinking.

This is as the same time acknowledged and denied by the very term "mental 
illness" which is a double think term. "Mental" refers to the mind and its ideas 
while "illness" refers to the body.

The mind is an emergent property of the physical world. The term "mental 
illness" mixes up different levels of explanation (the physical body, and its 
emergent properties).

I want to further object to the characterization of psychosis as "malfunction". It 
is *deviant* behavior, for better or worse. It's disapproved of. Not all deviance, 
heresy, blasphemy, unpopular ideas, etc... is bad. Sometimes it's an 
improvement.

One of the characteristic "symptoms" of "mental illness" is that the "patient" 
denies having a problem. In other words, the idea of "malfunction" is imposed 
by the psychiatrist on something which the person himself does not consider 
a malfunction. That is a disagreement not a "symptom".

What is  known is
that the symptoms are influenced by (or even induced by) various  
psychedelic
substances. It therefore seems a reasonable presumption that the
malfunctions are a consequence of chemical imbalances or structural 
defects in  the
brain. It may be that genetic, environmental, developmental, and factors all
interact to cause a wide variety of psychotic symptoms.

This is a non sequitur. For example, people's ability to do math is "influenced 
by ... various psychedelic substances". It is **not** "therefore ... a reasonable 



presumption that" people with mathematical malfunctions (people who suck 
at math) have this due to "chemical imbalances or structural defects in the 
brain".

If massive  coercion of Jani has not solved the problem, why are they
still doing  it?

The manifest problem is that the malfunction MAY result in aggressive  or
self-destructive behavior. Absent intervention, there is a perceived risk,
evidenced by prior behavior, that Jani will seriously injure others, or
herself.

Is it possible that Jani was not dangerous until *after* the massive coercion 
which has alienated her from her family and from society, made her suffer, 
gave her reason to be angry, and ruined her life?

This is justifying *actually* hurting someone on vague prophecy that the 
person *might* do something in the future, which is being judged by the 
person's behavior *after* being subjected to years of torture and incarceration 
(which is being defended). And all this without a trial.

The claim that a person is "dangerous to self or others" is an *all purpose 
excuse for coercion* (without even a trial). We must reject such simple, all-
purpose ways to justify coercion and deny liberalism. If someone is really 
dangerous, what you're supposed to do is prove it in court.

 A few observations:

1. Her parents do not seem to be irrational or  aggressive.

They expressed many common irrationalities, such as being overly sensitive 
to what other people think. E.g. they *explicitly* were extremely concerned 
about Jani doing things which other people disapproved of, thus 
embarrassing them, and necessitating preemptively coercing Jani. This 
concerned them far more than Jani's well being.

What I did
notice was an expressed inclination to be persistently  engaged with their



child. That kind of domineering demand for attention by her  parents could 
have
been a factor in Jani's intellectual development: instilling  a craving to be
disengaged and achieving it with tactical  incoherence.

Yes, I agree.

BTW: Among the studies of schizophrenia is one that notes a  *doubling* of
the incidence of such disorders in an urban  environment:
http://en.wikipedia.org/wiki/Schizophrenia#Environment
...  suggesting that persistent social engagement (absent opportunities for
solitary  thought) may be an intellectual developmental disaster.

A brain disease caused by urban environments? Heh.

2. Jani does  respond "favorably" to psychoactive drugs and doesn't seem 
to
show any  reluctance about taking them.

No.

You can't judge if someone is "favorable" or "reluctant" based on (edited) TV 
(with a bias/agenda) after *years of being in the power of her captors*.

She has no choice. Given her lack of choice and power, her responses about 
reluctance or favorability only testify to her coping strategy, not actual 
consent.

When someone is not free to respond disfavorably, a "favorable" response 
means nothing.

Also she's a child. Her parents have not taught her the skills to stand up for 
herself on an issue like this (which even most "normal" children do not learn 
until later), nor allowed her access to opportunities to learn it. They've been 
taking drastic measures to deny her any possibility of gaining independence 
and the ability to run her own life and make decisions for herself. In other 
words, "normal" children have more access to a variety of ideas in our culture 
-- including some their parents disapprove of -- than Jani does at the psych 

http://en.wikipedia.org/wiki/Schizophrenia#Environment


ward and in her vigilantly monitored home life. Therefore Jani's lack of 
wherewithal to stand up for herself is not evidence of consent.

Most of those drugs affect the
levels of glutamic  acid, which is critical to the excitation of
neurotransmitters throughout the  body, but primarily in the  brain:
http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter
...  suggesting a genetic or developmental factor that modifies the
"normal"  neurological functions.

That was a quote? It's not on the wikipedia page now. I guess someone 
changed it...

Perhaps it was changed because a "developmental factor" could refer to 
almost anything, such as:

* a person's ideas
* a person's parents' ideas
* a person's culture's ideas
* that a person was drugged while developing

3. Jani interacts "favorably" with another girl  who exhibits the same
symptoms. The mere fact that the other girl acknowledges  and shares her
(mis)perceptions is sufficient to make them friends. They both  appear to be
"comfortable" and "quietly" able to engage with each other, evoking  no 
evidence
of physical threats or danger to either one. Either they share the  same
"chemical imbalance" or they recognize the same "tactical behaviors" that  
both
employ to cope with their social environment.

There's many other possibilities. How many peers is Jani allowed to meet? 
Maybe she just chose to be on her best behavior (trying hard to keep things 
friendly and positive) so the privilege would not be taken away. (And the other 
girl might have independently done the same thing.)

You can't judge much about powerless people from events orchestrated by 
others.

http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter


...I found  Szasz's explanation clear. He said neurosis means you
complain about yourself  and psychosis means other people complain 
about you.

Both relate to  expectations of what is "normal". As I noted in a prior
post, nobody is  "normal", statistically or psychologically. Nevertheless,
there are extremes of  deviation that become aggressive, coercive, and
destructive. Dealing with those  extremes is a problem. Finding a cause is 
important,
although the "solution"  should not be to impose some specific condition of
mental  "normality".

The cause is ignorance (sometimes in the "patient", sometimes in "society", 
usually both). The solution is knowledge.

Life has misery and mistakes. Medicalizing this does nothing to fix it. 
Medicalization is a justification for coercion (especially of deviant minorities 
and the weak and powerless), not progress.

Progress will come through the (gradual) improvement of everyone's ideas, 
especially moral knowledge. It will come through ideas and criticism, 
innovation and reform, good explanations and more rational parenting 
(parenting behavior being the most important transmitter of static memes).

Such diverse topics!

The brain is an organ, but it is also the only knowledge creating
organ.  A brain tumor or aneurism is a disease in the conventional
sense, while schizophrenia, psychosis and addiction (at least its
mental component) are "knowledge related".  I think using the word
"disease" for both categories of problems blurs that important
distinction, not completely unlike the use of the word "ambiguous" by
postmodernists to obfuscate those critical differences between art and
trash.

So you agree that it is important not to conflate illness with ideas
and behaviour?

There is a medical component of psychosis.



No there isn't. Psychosis is behaviour, professing false beliefs and
claiming to see things that don't exist, which is a result of
knowledge. You stated that drugs can induce psychosis. How do drugs
that usually evolved long before humans contain information about how
to reprogram the human brain with specific beliefs?

I can understand how drugs might distort vision and make you see
things with coloured fringes or something like that. Or I can see how
drugs might produce sensations that people associate with anxiety,
like chest tightness. But that doesn't cause people to have delusions,
nor does it cause them to report that their families are really demons
or whatever.

 I hope Henry Markram is
successful in simulating a human brain in the next decade or so.  That
may go a long way toward helping us understand it.  Brute force is
sometimes necessary before that moment of inspiration comes, so
although it may be a crude approach to brute force simulate, just like
it was crude to take laborious nightly measurements of the positions
of stars and planets and log them in books for year upon year, it
might ultimately spur the moment of inspiration too.

Measurements of the night sky did not in and of themselves inspire
anything. People measured what happened in the sky for thousands of
years before having any ideas about them that were any good at all.
They came up with good ideas only by taking seriously the idea that
they should explain the motion of the planets and stars, and by trying
to make their motion consistent with explanations of terrestrial
motion.

Likewise, brute force simulation of the brain won't do much good. We
already have brains, having simulations won't help until we have ideas
to test using those simulations.

Alan

I'm not sure I follow the stylistic reason for having to post replies
*under* all the prior material in the thread, but I comply out of
consideration for the rules here..  It is quite distracting to try to



read the threads though with this rule in place, scrolling down to the
bottom to try to find where the first unquoted material begins.

I am surprised to hear someone here state without any question that
there is not a medical component to psychosis, unless I misunderstand
your meaning by the term.  Alzheimers is one condition where there is
a known physical disruption to the normal function of the brain, which
can lead people to have false beliefs.  There are many others.
Incorrect thinking can come from many sources, including those which
would obviously be well classified as "medical".  I still agree
overall with the idea that mental illness is "over-medicalized", but I
think it is a bit extreme to deny entirely.  Drugs currently available
are really crude, and overused, and used without much understanding at
all.

I agree the measurements of the sky did not "in and of themselves"
inspire anything.  But obviously those measurements were taken
specifically because someone was seeking to understand them, and it
was somebody who was paying attention to them, and reflecting upon
them, who came to understand them better.  I agree totally with Dr.
Deutsch about observation not being key, but it seems like this
reaction is a little overboard to imply that observation is utterly
irrelevant to anything.  We do use our senses, and an otherwise fully
functioning human mind emerging into reality without access to any
outside information would deduce exactly nothing useful about the
universe or its own condition, I am sure.

Brute force simulation could very well provide huge benefits.  Yes,
obviously we have brains.  But we don't have the ability to do tracing
on brains and replay behaviors over and over with breakpoints set in
key locations.  There is a huge amount we cannot look at in a brain,
and just because we posses brains doesn't mean the full detail of the
programming inside them is available to us just from reflection (oh
were it so!).  As a programmer and someone who has frequently
struggled with debugging a difficult problem, I know full well that
having a "repro" is in practice one of the most valuable tools to
understand a problem.  True, a programmer should in theory be able to
deduce where a bug lies in a program just from examining its code, in
practice, that is rarely sufficient.  Same with the brain.  I think if
you disagree, you must not have much experience in solving real world



problems, and must definitely not in programming, honestly.  I mean no
offense meant by it, although I realize it sounds harsh just on the
face of it.  I don't mean it harshly, just factually.  It could be
that you are simply too young to have much of that kind of experience,
or just work in a field where you wouldn't encounter this kind of
thing.  But it is literally laughable to me to read that "having a
brute force simulation of a brain would not do much good" to
understanding its mechanism.  It is like suggesting that cars would
been just as likely invented without having the wheel first.  :|



From: Elliot Temple <curi@curi.us>
Subject: [BoI] How To Post (was: Psychosis)
Date: September 19, 2011 at 2:05 AM

On Sep 18, 2011, at 9:58 PM, Jon Burchel wrote:

I'm not sure I follow the stylistic reason for having to post replies
*under* all the prior material in the thread, but I comply out of
consideration for the rules here..  It is quite distracting to try to
read the threads though with this rule in place, scrolling down to the
bottom to try to find where the first unquoted material begins.

The intent is to delete everything you're not replying to, keep everything you are 
commenting on, and reply individually to each section of text you are commenting 
on (relevant quote then your reply). See the colored example in the guidelines (by 
the way, good email software will color quotations similar to that example, making 
it easier to follow). You can also look at my posts for examples.

Some of this stuff is directly addressed in the list guidelines, which I've included in 
the footer of every post in hopes of my not having to individually tell every person. 
Read the guidelines at:

http://beginningofinfinity.com/list-guidelines

For example the guidelines state:

 • Do not quote any text you are not replying to. Just delete it.

So they specifically say not to retain all the prior material in the thread.

The list style (which is the normal standard, not something unique) makes every 
post *stand alone*: people can read *only that post* and understand it (because it 
has no references to anything outside itself). That helps new members, people 
who don't read every email, and people who want to understand something 
without cross-referencing other emails.

It also clarifies what is a reply to what. When people don't quote specific sections 
and write replies to individual issues, it's often unclear where some statements 
are coming from and what they are supposed to reply to (especially if there is any 

http://beginningofinfinity.com/list-guidelines


kind of misunderstanding of each other going on, which happens all the time even 
among intelligent people with good intentions who make a serious effort).

Replies go below, not above, because that is the order people read stuff in. 
People read top to bottom. Putting replies below means, e.g., that answers go 
below questions, so people reading from top to bottom will read the question and 
then the answer in the order that makes sense. It is the same chronological order 
as how books put chapter 1 before chapter 2.

Excess quoting of irrelevant stuff is a not a big deal because it doesn't hamper 
discussion and can be fixed with considerably less work than fixing missing text. 
Therefore, when in doubt, quote more not less. It's common that something 5 
posts back can still be relevant to a discussion, e.g. because people are 
discussing for multiple posts about whether a statement in a previous post was 
true. In that case, keeping some quoting back many posts retains the statement 
still under discussion, and deleting that original statement would contribute to 
people losing track of what they are arguing over. (What also contributes to 
people losing track of what they are arguing over is people who simply ignore all 
quoted text. In general people in any serious discussion should end up reading 
every piece of text at least three times, often more, especially if they don't have 
years of practice at written discussion. That goes for their own text as well as 
other people's. People commonly forgot exactly what they said in addition to what 
others said.)

This is not purely a matter of style, convenience and organization. Figuring out 
specifically what one is replying to, or not, makes one's posts better substantively 
because it involves trying to think clearly about what one is saying about what in 
particular. People who write their entire reply as a one block of text, in reply to an 
entire post as a single thing, commonly do not engage very well with what other 
people are saying. They just read the general idea and reply to that, often 
replying to things that were not actually said, and miss specific things that were 
said. Going through posts and figuring out what to quote or not is part of the 
writing process that creates good posts that engage with other people's text. 
Never touching other people's text is part of the process by which people talk 
past each other.



As an example from another thread:

I think this seems like an arbitrary definition of "who is interesting".  Obviously, 
almost everybody who ever lived would be "interesting" to someone else.

This was not written in reply to any specific text, but it refers to text with the word 
"this". It was a reply to me but I was unable to figure out where I'd given the 
arbitrary definition. I did say "not everyone is interesting" but I don't think I defined 
who nor defined how to judge who is interesting. Following the list style and 
quoting the specific thing being referred to, and then replying with the reply to 
that, would have clarified what "this" is and how this reply connected to my post, 
and thus resulted in a substantively better (clearer, less ambiguous) post.

Also note how the specific thing I say ("not everyone") is not actually contracted 
by the second part of the reply which states "almost everybody [the opposite]". 
This would have been easier to notice if it was adjacent and specified what the 
reply was replying to.

By the way, issues come up a lot and pronouns like "this" and "it" are a great 
"canary in the coal mine" for problems. I've often seen the quoted text at the top 
of emails begin with text containing words like "this", referring to something 
previously in the discussion which has now been deleted, so the "this" becomes 
incomprehensible. When deleting quoted text it's important to make sure one isn't 
removing the referents of references one is retaining. Another common scenario 
is if "I agree" or "I disagree" is quoted. The statement implicitly means "I agree 
with that" and requires its referent to make still make sense.

People should take responsibility that the entire text of their post (including 
anything they choose to quote) is comprehensible the same way they would if 
they were including quotes from a book. They should also take responsibility for 
quoting anything they are commenting on instead of deleting it, just as they would 
type in quotes from a book if they wanted to make specific comments that 
engaged seriously with the books arguments. Sometimes people delete all 
quoted text and just start non-specifically talking about some previous post. I 
think some people do that in an attempt to avoid top posting and therefore follow 
the guidelines. But they are not following the guidelines and they are writing a 
post that, read alone, doesn't make sense. Following the actual list style 
guidelines can help everyone avoid mistakes like that.



On another note, the truth is not obvious and when one thinks something is 
obvious that is a sign that he may be thinking badly and perhaps closed mindedly. 
And especially when people experience that others "just won't listen" to the 
obvious, and concludes they are stupid or wicked, it is generally the person who 
deems stuff obvious at fault. In this case, the thing deemed obvious is relying on 
a bunch of unconsidered and unstated premises (which are the background 
knowledge that enables it to seem obvious). Because they are unstated one can't 
know what the poster had in mind and thus any attempt at criticism may miss the 
mark, but one can guess, for example, that it might have assumed the value of 
personal relationships as a premise (since many people, at least according to 
common sense, may not have made any interesting impersonal contribution). 
Which may or may not be true, but can be debated and is not obvious.

People often think it's obvious what a post said, and what their reply is referring 
to, but in fact it is not obvious and communication is hard and misunderstanding 
is ubiquitous. The list style guidelines help promote clarity and specifying more 
details (e.g. what specifically is being replied to with which replying text) rather 
than assuming those details are obvious or easy to understand to everyone.

All these things about truth not being obvious, communication being hard, and 
clarity being crucial are triply important for philosophical discussion covering 
topics that our culture in general doesn't already know a lot about, such as 
discussion of new or advanced ideas. There is a reason people have everyday 
experience of truth seeming to be obvious, communication seeming to be easy, 
and a lack of focus on clarity not seeming to sabotage conversations. The reason 
is that the more you are "communicating" things both people already know, or 
which rely on background knowledge both people share and agree about, then 
the easier it is. Stick to stereotypes, or well known things, and you hardly have to 
communicate at all and the other person can fill in all the gaps because he 
already knows it independently. But when you're trying to actually communicate, 
as with new or advanced ideas, or for discussing topics where people have 
background knowledge that disagrees, then these things become very important 
and not dealing with them well is the leading reason that most philosophical 
discussion fail (and many political debates too, because people, especially in 
different political parties, often disagree about political background knowledge, 
deem it obvious, and fail to articulate it clearly and also fail to question and think 
critically about their own background knowledge).



-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Psychosis
Date: September 19, 2011 at 8:31 AM

On 19 September 2011 05:58, Jon Burchel <jonburchel@gmail.com> wrote:

On Sep 17, 2:22 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 17 September 2011 07:40, Jon Burchel <jonburc...@gmail.com> wrote:

On Sep 16, 11:39 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 1, 2011, at 12:51 PM, westmil...@aol.com wrote:

Was: Schizophrenia Oprah Video
Elliot Temple  wrote:

Does Jani have have schizophrenia? Does she have a  disease/illness? 
A

brain disorder? Does she have hallucinations?

I've  assembled the various threads under one subject, since they're all
related, to  make a few comments. I'll preface them with the concession 
that I
haven't  studied the subject in any depth and have only a cursory
familiarity with the  literature (it's been some time since I read Szasz). One 
of my
daughters is a  child psychologist and we've discussed some of the issues.

Schizophrenia  is a condition characterized by reported perceptions of
things not in evidence  (hallucinations or delusions), as well as incoherent
communications  (disorganized speech or writing). There seems to me no 
doubt
that those  behaviors exist. They might as well be labeled Schizophrenia
("split mind") as  anything else. It's clear from the video that Jani exhibits
those  behaviors.

"Schizophrenia" is not as good as label as any other because 
"schizophrenia" is a label of *medical diagnosis* and *disease*, applied to 
non-diseases.



If the word was understood merely to refer to some behaviors then it would 
be a better word. But it's not like that.

Disease is the malfunction of an organ, whether caused by an  external
agent (bacterial) or an internal defect (genetic). Psychosis is a  malfunction
of the brain, even if the cause is essentially unknown.

The brain is an organ so I think you're saying that all "mental illnesses" are 
diseases.

But most things called "mental illnesses" are a matter of *ideas*, not 
malfunction of any organ. They are "malfunctions" of the *mind* -- of a 
person's thinking.

This is as the same time acknowledged and denied by the very term 
"mental illness" which is a double think term. "Mental" refers to the mind and 
its ideas while "illness" refers to the body.

The mind is an emergent property of the physical world. The term "mental 
illness" mixes up different levels of explanation (the physical body, and its 
emergent properties).

I want to further object to the characterization of psychosis as "malfunction". 
It is *deviant* behavior, for better or worse. It's disapproved of. Not all 
deviance, heresy, blasphemy, unpopular ideas, etc... is bad. Sometimes it's 
an improvement.

One of the characteristic "symptoms" of "mental illness" is that the "patient" 
denies having a problem. In other words, the idea of "malfunction" is 
imposed by the psychiatrist on something which the person himself does not 
consider a malfunction. That is a disagreement not a "symptom".

What is  known is
that the symptoms are influenced by (or even induced by) various  
psychedelic
substances. It therefore seems a reasonable presumption that the
malfunctions are a consequence of chemical imbalances or structural 
defects in  the



brain. It may be that genetic, environmental, developmental, and factors all
interact to cause a wide variety of psychotic symptoms.

This is a non sequitur. For example, people's ability to do math is 
"influenced by ... various psychedelic substances". It is **not** "therefore ... 
a reasonable presumption that" people with mathematical malfunctions 
(people who suck at math) have this due to "chemical imbalances or 
structural defects in the brain".

If massive  coercion of Jani has not solved the problem, why are they
still doing  it?

The manifest problem is that the malfunction MAY result in aggressive  or
self-destructive behavior. Absent intervention, there is a perceived risk,
evidenced by prior behavior, that Jani will seriously injure others, or
herself.

Is it possible that Jani was not dangerous until *after* the massive coercion 
which has alienated her from her family and from society, made her suffer, 
gave her reason to be angry, and ruined her life?

This is justifying *actually* hurting someone on vague prophecy that the 
person *might* do something in the future, which is being judged by the 
person's behavior *after* being subjected to years of torture and 
incarceration (which is being defended). And all this without a trial.

The claim that a person is "dangerous to self or others" is an *all purpose 
excuse for coercion* (without even a trial). We must reject such simple, all-
purpose ways to justify coercion and deny liberalism. If someone is really 
dangerous, what you're supposed to do is prove it in court.

 A few observations:

1. Her parents do not seem to be irrational or  aggressive.

They expressed many common irrationalities, such as being overly sensitive 
to what other people think. E.g. they *explicitly* were extremely concerned 
about Jani doing things which other people disapproved of, thus 



embarrassing them, and necessitating preemptively coercing Jani. This 
concerned them far more than Jani's well being.

What I did
notice was an expressed inclination to be persistently  engaged with their
child. That kind of domineering demand for attention by her  parents could 
have
been a factor in Jani's intellectual development: instilling  a craving to be
disengaged and achieving it with tactical  incoherence.

Yes, I agree.

BTW: Among the studies of schizophrenia is one that notes a  *doubling* 
of
the incidence of such disorders in an urban  environment:
http://en.wikipedia.org/wiki/Schizophrenia#Environment
...  suggesting that persistent social engagement (absent opportunities for
solitary  thought) may be an intellectual developmental disaster.

A brain disease caused by urban environments? Heh.

2. Jani does  respond "favorably" to psychoactive drugs and doesn't seem 
to
show any  reluctance about taking them.

No.

You can't judge if someone is "favorable" or "reluctant" based on (edited) TV 
(with a bias/agenda) after *years of being in the power of her captors*.

She has no choice. Given her lack of choice and power, her responses 
about reluctance or favorability only testify to her coping strategy, not actual 
consent.

When someone is not free to respond disfavorably, a "favorable" response 
means nothing.

Also she's a child. Her parents have not taught her the skills to stand up for 

http://en.wikipedia.org/wiki/Schizophrenia#Environment


herself on an issue like this (which even most "normal" children do not learn 
until later), nor allowed her access to opportunities to learn it. They've been 
taking drastic measures to deny her any possibility of gaining independence 
and the ability to run her own life and make decisions for herself. In other 
words, "normal" children have more access to a variety of ideas in our 
culture -- including some their parents disapprove of -- than Jani does at the 
psych ward and in her vigilantly monitored home life. Therefore Jani's lack 
of wherewithal to stand up for herself is not evidence of consent.

Most of those drugs affect the
levels of glutamic  acid, which is critical to the excitation of
neurotransmitters throughout the  body, but primarily in the  brain:
http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter
...  suggesting a genetic or developmental factor that modifies the
"normal"  neurological functions.

That was a quote? It's not on the wikipedia page now. I guess someone 
changed it...

Perhaps it was changed because a "developmental factor" could refer to 
almost anything, such as:

* a person's ideas
* a person's parents' ideas
* a person's culture's ideas
* that a person was drugged while developing

3. Jani interacts "favorably" with another girl  who exhibits the same
symptoms. The mere fact that the other girl acknowledges  and shares her
(mis)perceptions is sufficient to make them friends. They both  appear to 
be
"comfortable" and "quietly" able to engage with each other, evoking  no 
evidence
of physical threats or danger to either one. Either they share the  same
"chemical imbalance" or they recognize the same "tactical behaviors" that  
both
employ to cope with their social environment.

There's many other possibilities. How many peers is Jani allowed to meet? 

http://en.wikipedia.org/wiki/Glutamate#Neurotransmitter


Maybe she just chose to be on her best behavior (trying hard to keep things 
friendly and positive) so the privilege would not be taken away. (And the 
other girl might have independently done the same thing.)

You can't judge much about powerless people from events orchestrated by 
others.

...I found  Szasz's explanation clear. He said neurosis means you
complain about yourself  and psychosis means other people complain 
about you.

Both relate to  expectations of what is "normal". As I noted in a prior
post, nobody is  "normal", statistically or psychologically. Nevertheless,
there are extremes of  deviation that become aggressive, coercive, and
destructive. Dealing with those  extremes is a problem. Finding a cause is 
important,
although the "solution"  should not be to impose some specific condition of
mental  "normality".

The cause is ignorance (sometimes in the "patient", sometimes in "society", 
usually both). The solution is knowledge.

Life has misery and mistakes. Medicalizing this does nothing to fix it. 
Medicalization is a justification for coercion (especially of deviant minorities 
and the weak and powerless), not progress.

Progress will come through the (gradual) improvement of everyone's ideas, 
especially moral knowledge. It will come through ideas and criticism, 
innovation and reform, good explanations and more rational parenting 
(parenting behavior being the most important transmitter of static memes).

Such diverse topics!

The brain is an organ, but it is also the only knowledge creating
organ.  A brain tumor or aneurism is a disease in the conventional
sense, while schizophrenia, psychosis and addiction (at least its
mental component) are "knowledge related".  I think using the word
"disease" for both categories of problems blurs that important
distinction, not completely unlike the use of the word "ambiguous" by



postmodernists to obfuscate those critical differences between art and
trash.

So you agree that it is important not to conflate illness with ideas
and behaviour?

Likewise, brute force simulation of the brain won't do much good. We
already have brains, having simulations won't help until we have ideas
to test using those simulations.

Alan

There is a medical component of psychosis.

No there isn't. Psychosis is behaviour, professing false beliefs and
claiming to see things that don't exist, which is a result of
knowledge. You stated that drugs can induce psychosis. How do drugs
that usually evolved long before humans contain information about how
to reprogram the human brain with specific beliefs?

I can understand how drugs might distort vision and make you see
things with coloured fringes or something like that. Or I can see how
drugs might produce sensations that people associate with anxiety,
like chest tightness. But that doesn't cause people to have delusions,
nor does it cause them to report that their families are really demons
or whatever.

I am surprised to hear someone here state without any question that
there is not a medical component to psychosis, unless I misunderstand
your meaning by the term.  Alzheimers is one condition where there is
a known physical disruption to the normal function of the brain, which
can lead people to have false beliefs.  There are many others.
Incorrect thinking can come from many sources, including those which
would obviously be well classified as "medical".  I still agree



overall with the idea that mental illness is "over-medicalized", but I
think it is a bit extreme to deny entirely.  Drugs currently available
are really crude, and overused, and used without much understanding at
all.

Neither knowledge, nor bad thinking comes from sources, it comes from
what one does with the sources of information available. Alzheimer's
can make thinking slower, or can completely destroy your ability to
think. It can't lead to you having specific beliefs. That's like
saying that if there's a bad program being displayed on your TV screen
there's a fault in the TV. And if there is a fault in your TV that
doesn't imply that your TV will display bad programs.

 I hope Henry Markram is
successful in simulating a human brain in the next decade or so.  That
may go a long way toward helping us understand it.  Brute force is
sometimes necessary before that moment of inspiration comes, so
although it may be a crude approach to brute force simulate, just like
it was crude to take laborious nightly measurements of the positions
of stars and planets and log them in books for year upon year, it
might ultimately spur the moment of inspiration too.

Measurements of the night sky did not in and of themselves inspire
anything. People measured what happened in the sky for thousands of
years before having any ideas about them that were any good at all.
They came up with good ideas only by taking seriously the idea that
they should explain the motion of the planets and stars, and by trying
to make their motion consistent with explanations of terrestrial
motion.

I agree the measurements of the sky did not "in and of themselves"
inspire anything.  But obviously those measurements were taken
specifically because someone was seeking to understand them,

No. It's entirely possible that they took the measurements for reasons
that had nothing to do with understanding anything. For example, they
may have taken many of the measurements to use them for calendars.

and it
was somebody who was paying attention to them, and reflecting upon



them, who came to understand them better.  I agree totally with Dr.
Deutsch about observation not being key, but it seems like this
reaction is a little overboard to imply that observation is utterly
irrelevant to anything.  We do use our senses, and an otherwise fully
functioning human mind emerging into reality without access to any
outside information would deduce exactly nothing useful about the
universe or its own condition, I am sure.

Observations can only be used as a means of criticising ideas that
have already been invented, they don't imply any particular idea.

Brute force simulation could very well provide huge benefits.  Yes,
obviously we have brains.  But we don't have the ability to do tracing
on brains and replay behaviors over and over with breakpoints set in
key locations.  There is a huge amount we cannot look at in a brain,
and just because we posses brains doesn't mean the full detail of the
programming inside them is available to us just from reflection (oh
were it so!).  As a programmer and someone who has frequently
struggled with debugging a difficult problem, I know full well that
having a "repro" is in practice one of the most valuable tools to
understand a problem.  True, a programmer should in theory be able to
deduce where a bug lies in a program just from examining its code, in
practice, that is rarely sufficient.  Same with the brain.  I think if
you disagree, you must not have much experience in solving real world
problems, and must definitely not in programming, honestly.  I mean no
offense meant by it, although I realize it sounds harsh just on the
face of it.  I don't mean it harshly, just factually.  It could be
that you are simply too young to have much of that kind of experience,
or just work in a field where you wouldn't encounter this kind of
thing.  But it is literally laughable to me to read that "having a
brute force simulation of a brain would not do much good" to
understanding its mechanism.  It is like suggesting that cars would
been just as likely invented without having the wheel first.  :|

Until you have an idea about what you're trying to test a simulation
does you no good. A simulation is just a way of working out the
consequences of a conjecture.  So if you think you know how a bit of
the brain that does some processing of visual information from the
eyes works, then you can do a simulation to see if it produces the
expected results. If you have no idea how the brain produces a



specific result then a simulation won't solve the problem.

Now, suppose that you think you know what features of neurons are
relevant because, say, information about other features is only
transmitted with low fidelity. Simulations of the whole brain might
test that idea, but so will simulations of subsystems of the brain,
and they will be less expensive and less morally dubious. Likewise for
higher level structures in the brain that stop short of the program
that produces creativity. Now if you had an idea about how creativity
works, then a brute force simulation might test that idea, but a
better test would be to abstract away all of the stuff that is not
relevant to your idea about creativity. With or without an idea about
how creativity works, brute force simulation won't do you much good.

You might go for brute force simulation to save a person's life if you
have no better ideas, but that will not do much for your
understanding. You will know that you can reproduce a particular
instantiation of the creativity program, but not much beyond that
unless you have an idea about how the program works that you are
testing.

If you're trying to reproduce how a computer program works then having
access to a copy of the program and access to the code is good to test
your ideas about how it works. Why is it useful? Because you know
something about how programmers write programs, and you can come up
with conjectures about how a specific program was written. If you
didn't have that knowledge you'd be in the same position as most users
of programs. You'd know that programs can print documents and so on,
but the code would look like gibberish.

Alan



From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: September 19, 2011 at 3:01 PM

Anonymous Person - Sep 18 01:27AM:
My question was about  induction, not empiricism. So this does not answer

it.

Actually, you  asserted that *verification* is an inductivist myth:

Anonymous Person  wrote on Sep 14 08:37PM
Verification is an inductivist myth, logical  criticism is one
type of many, and truth is never evident.

Since  the common method of falsifying scientific claims is by verifying
the facts  asserted, I could only conclude that you were faulting empirical
verification of  the facts as being a "myth" ... which is a claim about
empiricism.

 You said that induction is not a "myth" (with scare quotes).

Scare quotes  alert the reader that I am disputing the use of the word,
when some other word  (e.g.: "inadequate") is proper. If you want to offer a
quote from either Popper  or Deutsch that "induction is a myth" or that
"verification is an inductivist  myth", then I will grant the fact. However, I
never said that they DID NOT make  that assertion ... I was making that
assertion independently. The intervening  sentence made the association.

... Do you acknowledge yourself as  being in opposition to
them regarding epistemology?

Epistemology  is a very broad category of assertions. I agree with *almost
all* of Popper and  Deutsch's arguments ... but I think they lack some
critical analytical elements  (e.g.: an explanation of logical abstractions). I
also think they misrepresent  empiricism as being devoid of any appreciation
of logic, creativity, or  extensions of sensory observation. So, "No", I do
not "oppose" their positions.  I simply consider them inadequate.

Do you have any criticism to  offer of their arguments about induction?



I totally agree with them that  induction cannot establish the *absolute
truth* of any proposition. Inductive  arguments depend on available knowledge
and persistent verification ("the sun  rises"), but they can't prove that
the proposition will always be true.

I  generally agree with Rand's view of epistemology (which is being
discussed in a  separate thread) though I don't like her use of the word
"certainty" when  "warranted confidence" is more accurate.

What do you think is the  connection between falsification and induction?

One can prove the error  in an inductive conclusion by showing new facts
which are contrary to the  premises. Exactly the same thing applies to
deductive statements. For a  scholarly explanation, see:
http://www.iep.utm.edu/ded-ind/

Bill

http://www.iep.utm.edu/ded-ind/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility, copyable information and the multiverse
Date: September 19, 2011 at 3:53 PM

On Sep 3, 2011, at 9:06 PM, Westmiller wrote:

On Sep 3, 2:36 am, "tom.harrigan" <tom.harri...@gmail.com> wrote:
Well, I was under the impression that multiversal particles are
fungible until there is an event that causes differentiation i.e. a
measurement.

That would be very odd. Suppose we detect an interference pattern,
then turn the detector off, then on again. If the measurement causes
differentiation, then the photons would not go through two slits while
the detector is off? That seems to require some FTL communication
about the "state of the system".

If you don't have the measuring screen, but just let them go off into space, then 
it's easier to undo what you've done and get them fungible again. If they get 
entangled with a screen that measures them in different places, then it's 
infeasible to get them identical again. But if you avoid stuff like that, then they are 
different in less ways so it's a lot more feasible to get them fully fungible again (or, 
umm, that's the BoI way to say it. The updated statement -- as discussed by 
David and Alan here -- is to reduce the diversity within fungibility back to a small 
amount? Or something. I'm not too sure.)

Anyway there are lots of fungible photon instances going through both slits 
whether the measuring thing is there or not, and there is no FTL.

There are lots of fungible instances, differentiation or no. Fungible particles can 
go through both slits due to diversity within fungibility. Differentiation refers to 
when they become non-fungible (in a way you that isn't feasible to reverse, or 
which doesn't count as diversity within fungibility, or something like that.)

In the absence of real differentiated objects (in whichever world),
there would be no photo-fungon to go through one slit and its anti-
photo-fungon to go through the other.



It's not anti-anything that goes through the other slit. It's fungible instances of the 
same photon.

It would also help to try to use BoI's terminology rather than made up words like 
"fungon", that way all BoI readers will have a chance of understanding the shared 
stuff we all read without learning your personal ideas. The BoI terminology is 
more like this (long version): "a 'single universe photon' is a fungible instance of a 
multiversal photon, which consists of a collection of such fungible instances". And 
there's no anti involved.

To have that occur - resulting
in the detection of interference at a later point in time - seems to
require differentiation prior to either of them passing through the
slits.

I think that if there are 1000 distinct places a photon can hit a
detector in a double slit experiment, then 1000 distinct branches of
the multiverse are created each time it is performed.

I'm pretty sure it's been demonstrated that a *single* photon exhibits
interference.

Yes.

But that's compatible with what he said. A single multiversal photon (collection of 
fungible instances of a photon) that multiversally hits the screen in 1000 places 
creates 1000 distinct, differentiated branches of the multiverse.

It's not that when the branches are created then there's different versions of the 
photon and not before. Rather, there are many fungible instances (versions) of 
the photon all the time, since the start of time.

The actual pattern isn't evident until a larger set of
photons pass through the slits, but the effect occurs with each
individual photon.
http://en.wikipedia.org/wiki/Double-
slit_experiment#Interference_of_individual_particles

... the statement "the spin is Up AND Left" is strictly meaningless.

http://en.wikipedia.org/wiki/Double-slit_experiment#Interference_of_individual_particles


I'm not sure what you mean by AB /= BA, but I've often wondered why
spin is classified as binary.

I think /= means "not equals" and it says A and B don't commute.

... That seems more like virtual de-funging than real de-funging to me.

I'm almost embarrassed to admit that I understand that sentence.

Ignorance isn't shameful. It is the human condition. We are all alike in our infinite 
ignorance (as Popper said). And our ignorance is always infinite as BoI explains 
because we're always at the *beginning* of infinity, with infinity more to go.

Communication is really hard and people always misunderstand each other, and 
new ideas, a lot.

The question is: do they hide and obscure their ignorance, avoid criticism, and 
thus sabotage learning? Or do they ask questions, clarify statements, correct 
mistakes, and make progress?

The
problem is that IF the distinction is only virtual, then how do two
virtual particles combine to create a *real* interference pattern?

The multiverse is always real, not virtual. The whole thing, including many 
fungible instances of every photon.

On
the other hand, if all photons are always fungible (undifferentiated),

yes

then there can't be "interference", since that entails an interaction
between two different things.

no, interference has to do with instances (of the same thing). instances of the 
same photon are the *only* thing they can interfere with, not anything else. no 



particle ever interferes (in the quantum physics sense) with any other different 
particle, they only interfere with themselves (possible because multiversal objects 
are collections of many instances).

... How do the various fungible instances remember that they are related,
and thus interfere? I guess they don't have to.

I hope someone corrects me if I'm wrong, but it's my understanding
that *only* two NON-fungible instances can create interference. If
they were fungible (i.e.: identical?), there would be no interference.

It depends on the concept of diversity within fungibility, which is a tricky concept, 
but which is explained in BoI. If you have a question about it, please quote the 
first relevant BoI passage that you don't understand (or think you see a flaw in) 
for discussion.

[From another email by Westmiller.]

Which suggests that "Many Worlds" is just an analogy of quantum probability.

It's not an analogy. It's an explanation. It is statements about what is "really out 
there" which accounts for our evidence. To deny it's real (by saying it's an 
"analogy") is to deny realism. BoI (and FoR too) covers this issue.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Westmiller@aol.com
Subject: [BoI] Re: Objectivism's "Certainty"
Date: September 19, 2011 at 5:56 PM

Elliot Temple  writes:
(Be warned: that is not Rand herself speaking.)

I  think Rand would say it's a mental state of "unmitigated confidence", to
 designate an assertion that has never been falsified, after persistent
historical attempts. Here is what she said about "certainty":

“ 'Don't be  so sure - nobody can be certain of anything.' Bertrand Russell’
s gibberish to  the contrary notwithstanding, that pronouncement includes
itself; therefore, one  cannot be sure that one cannot be sure of anything.
The pronouncement means that  no knowledge of any kind is possible to man,
i.e., that man is not conscious.  Furthermore, if one tried to accept that
catch phrase, one would find that its  second part contradicts its first: if
nobody can be certain of anything, then  everybody can be certain of
everything he pleases - since it cannot be refuted,  and he can claim he is not
certain he is certain (which is the purpose of that  notion).
“Philosophical Detection,” in "Philosophy: Who Needs It",  14
http://aynrandlexicon.com/lexicon/certainty.html

How much  justification? It can't be just a tiny bit ...

One can have  unmitigated confidence in a probability established by
persistent  validation.

They want a (contextually) *conclusive* amount of  justification.
How much justification is enough for that? Rand didn't  have the
answer and (to her credit) openly acknowledged not having it.  [1]

Actually, she granted that she wasn't a scientist and therefore  couldn't
assert what justification was reasonable in the context of a scientific
investigation:
http://www.thefullwiki.org/Objectivist_epistemology

 So, Rand didn't actually have a complete and functional  epistemology

She called her assembly of  articles an *Introduction to Objectivist

http://aynrandlexicon.com/lexicon/certainty.html
http://www.thefullwiki.org/Objectivist_epistemology


Epistemology*, a grant that she wasn't  offering a comprehensive exposition on 
the
topic.

... Popper's  epistemology also offers everything Rand (correctly)
wanted in an  epistemology (e.g. realism, objective knowledge,
truth including in  morality and aesthetics, the minds of people
being powerful and  effective).

I agree.

---

As an amusing side note, I  came upon this description in Wiki:
"Upon this basis, along with that of the  logical content of assertions
(where logical content is inversely proportional  to probability), Popper went
on to develop his important notion of  verisimilitude or  'truthlikeness'."
http://en.wikipedia.org/wiki/Karl_Popper#Philosophy_of_science

That  final word brought to mind Steven Colbert's (Comedy Central) satire
of  "truthiness" as a gut instinct of what "feels right" ... still good for a
 laugh:
http://tinyurl.com/3r35sn

Bill

http://en.wikipedia.org/wiki/Karl_Popper#Philosophy_of_science
http://tinyurl.com/3r35sn


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Szasz and Control
Date: September 19, 2011 at 10:57 PM

Ceremonial Chemistry by Thomas Szasz p 153

The essence of scientific enterprise is the effort to understand something the 
better to control it.

This is a theme of BoI: ever increasing knowledge grants us ever increasing 
control over the world.

p 153

Thus, although both the natural and moral sciences seek to understand the 
objects of their observation, in the natural science the purpose of this is to be 
able to control them better, whereas in moral science it is, or ought to be, to be 
better able to leave them alone. In my opinion, the only morally proper aim of 
psychology can be to maximize personal self-control.

This is crucial too: it's good to control the world, but not people who should be 
free.

p 154

... human behavior can be controlled in two ways, and two ways only: by the 
person himself, through self-control; or by another person (or group), through 
coercion.

This overlooks memes. Static memes have highly evolved and adapted 
knowledge for controlling human behavior, as BoI explains. Most Western adults 
are rarely controlled by force but live by a mix of self-control (based on their 
ideas) and static memes (which they sometimes struggle against, and sometimes 
embrace, and almost never understand very well).

It also overlooks manipulation. And, taking coercion to refer to force (including 
threats), overlooks psychological pressure with no force or threats implied. It 
doesn't acknowledge that just as sufficiently advanced knowledge can control 
physical processes, it can also control minds (though only static memes have 
advanced enough knowledge to do it very well).



Still, the previous ideas had reach: despite overlooking memes, it correctly says 
it's good to increase personal self-control as against being controlled by memes.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Re: How To Post
Date: September 20, 2011 at 2:57 AM

On another note, the truth is not obvious and when one thinks something is 
obvious that is a sign that he may be thinking badly and perhaps closed 
mindedly. And especially when people experience that others "just won't listen" 
to the obvious, and concludes they are stupid or wicked, it is generally the 
person who deems stuff obvious at fault.

I do not think anyone in here is "wicked" or "just won't listen",
maybe pedantic would be my primary objection though.  Using the word
"obvious" should not be disparaged.  Sometimes the truth is not
obvious at all.  And sometimes it is quite obvious.  Using it in an
argument doesn't mean an argument is wrong, or even poorly stated.
Sometimes it does mean what you suggest here.  But I don't think it
should be off limits in discussion to point out something that may
fairly be considered well understood.  We shouldn't have to restate
any argument from its most basic foundational givens just to succeed
in making a point in a discussion forum without being branded "closed
minded" should we?  I do not think I am closed minded in most regards,
and generally open to new ideas.  But just because one considers and
then rejects an idea, or rejects it even before it is completely
articulated, doesn't make one closed minded of its own sake.  There
are often very good reasons to reject an argument, even before it is
complete.  Drastically trimming the tree of possible explanations is a
big part of the whole process of creative thinking.  If every point
must be considered equally valid until utterly disproved, we would not
get very far, with an infinite number of points that might be made.

Hope I am figuring out the style guide better now though!  I do agree
that it is important to be clear and use well established style
guidelines as much as possible to make it easier for others to
understand...



From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Re: Psychosis
Date: September 20, 2011 at 3:10 AM

Hi Alan,

You said:

Until you have an idea about what you're trying to test a simulation
does you no good. A simulation is just a way of working out the
consequences of a conjecture.  So if you think you know how a bit of
the brain that does some processing of visual information from the
eyes works, then you can do a simulation to see if it produces the
expected results. If you have no idea how the brain produces a
specific result then a simulation won't solve the problem.

Simulation serves as proof of concept if nothing else, which would
help secure more funding for research, and convince people this is
worth committing to know more about.  Right now, AI is not taken as
seriously as it should be, I think, but a whole brain simulation might
be able to put to rest the notion that it isn't possible, so people
might start taking it more seriously.  But also, huge amount of
experimental data could be obtained to test theories with a "repro
model" of the brain, so I think it would lead to very rapid advances
in our understanding.  There are already some pretty good contenders I
think, but they are all very difficult to test, so it makes it harder
to know which track is best to continue pursuing.  So we are wasting a
lot of energy considering options that could be dispensed with right
away if we could easily test.  With a simulation, we can quickly
narrow down avenues of pursuit, and start moving much more quickly
toward a full explanation.  I don't agree that there wouldn't be much
gained from Henry Markram's pursuit of a whole brain simulation.

You might go for brute force simulation to save a person's life if you
have no better ideas, but that will not do much for your
understanding.

My primary interest is actually quite "selfish".  I am more interested
in self preservation and preservation of those people I love than I am



in advancing the state of knowledge, to be honest.  I do passionately
want knowledge to advance.  But I would be satisfied (for the moment)
if I could save a person's life today, even if I won't be able to
understand consciousness for many more centuries.  If I am around for
many centuries, the pressure if off.  But if I only have a few more
decades, then I better hope the life saving part will be available
sooner than later.  Of course, I realize, if we understood the
necessary explanations, it may bring that about more quickly and
cheaply than brute force simulation.  But lacking the theories in the
present, I am still happy to see brute force moving forward also.

If you're trying to reproduce how a computer program works then having
access to a copy of the program and access to the code is good to test
your ideas about how it works. Why is it useful? Because you know
something about how programmers write programs, and you can come up
with conjectures about how a specific program was written. If you
didn't have that knowledge you'd be in the same position as most users
of programs. You'd know that programs can print documents and so on,
but the code would look like gibberish.

Yes, the analogy to programming is not fully correct (analogies are
never very good it seems).  But I still think the primary point holds,
that the same benefits of having a live "repro" when debugging and
attempting to understanding a problem in a current computer program,
would also apply in large part to attempts to understand the brain.

One other thing you said but I couldn't find in quoting, but with
which I fully agree, is the benefit of doing brute force on
subsystems.  I agree this is less controversial, and can offer
immediate benefit.  But I think we should continue to brute force our
way to full simulation unless a theory emerges before then that might
allow us to skip developing that tool entirely.  Otherwise, I think it
is our best tool to understand consciousness, for the time being.

Thanks for your thoughtful replies!

Jon

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Szasz and Control
Date: September 20, 2011 at 3:52 AM

On 20 September 2011 03:57, Elliot Temple <curi@curi.us> wrote:
Ceremonial Chemistry by Thomas Szasz p 153

The essence of scientific enterprise is the effort to understand something the 
better to control it.

This is a theme of BoI: ever increasing knowledge grants us ever increasing 
control over the world.

p 153

Thus, although both the natural and moral sciences seek to understand the 
objects of their observation, in the natural science the purpose of this is to be 
able to control them better, whereas in moral science it is, or ought to be, to be 
better able to leave them alone. In my opinion, the only morally proper aim of 
psychology can be to maximize personal self-control.

This is crucial too: it's good to control the world, but not people who should be 
free.

p 154

... human behavior can be controlled in two ways, and two ways only: by the 
person himself, through self-control; or by another person (or group), through 
coercion.

This overlooks memes. Static memes have highly evolved and adapted 
knowledge for controlling human behavior, as BoI explains. Most Western adults 
are rarely controlled by force but live by a mix of self-control (based on their 
ideas) and static memes (which they sometimes struggle against, and 
sometimes embrace, and almost never understand very well).

It also overlooks manipulation. And, taking coercion to refer to force (including 
threats), overlooks psychological pressure with no force or threats implied. It 
doesn't acknowledge that just as sufficiently advanced knowledge can control 
physical processes, it can also control minds (though only static memes have 



advanced enough knowledge to do it very well).

Still, the previous ideas had reach: despite overlooking memes, it correctly says 
it's good to increase personal self-control as against being controlled by memes.

Some people might object that this idea dissolves the distinction
between coercion and non-coercion, which would remain intact if we
used physical violence, or the threat thereof as the criterion of
coercion.

However, there are people who like being hit: masochists and stuntmen
for example. Now it seems to me that either we ban hitting them or we
admit that the relevant criterion for coercion is whether a person has
decided to take option X because he genuinely prefers it, not physical
violence.

And whether a person has been coerced or not is testable. For example,
you can remove the person making threats and see whether the
supposedly coerced person reacts differently to an offer.

Alan



From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 20, 2011 at 3:33 PM

Elliot Temple wrote:
... Or something.  I'm not too sure.
... or something like that.

It difficult  to grasp an explanation when the terms are not clearly
defined. We all  understand fungibility in the context of currency (or even
gumdrops) as multiple  entities having identical characteristics. However, in this
context, we seem to  be talking about singular entities having different
characteristics in different  "worlds".

It would also help to try to use BoI's  terminology
rather than made up words like "fungon"  ...

It's just an abbreviation: FUNGible photON/electrON, suggested  by
Tom.Harrigan. He made several astute observations about the proposition and I  
just
made some logical extensions. If you read the full thread, there's no
confusion:
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/da
fb205b15b16094

Fungon:  A single entity with identical characteristics [fungible] in
several  worlds;
Anti-Fungon: A single entity with different characteristics  [non-fungible]
in several worlds.

If you don't have the  measuring screen, but just let them go off into
space,

then it's easier  to undo what you've done and get them fungible again....

This was  the original statement that prompted the thread. You're saying
that two  instances of the same photon are NOT fungible at emission, whether
they're  detected or not. But, if they are measured, then it's harder to "get
them  fungible again".

So, interference is a result of non-fungibility.  The pattern is caused by

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/da


the interaction of two "Anti-Fungons", or instances of  a single photon
which are differentiated by having different  paths.

However, a few paragraphs later, you say:
Fungible  particles can go through both slits due
to diversity within  fungibility.

... which seems to assert that the two instances  remain fungible
(identical) even if they go through different slits. This  strikes me as inconsistent
with your prior sentence, asserting that they are not  fungible. But,
you've introduced a new word, which isn't clear. What is the  difference between
"differentiated" photons and "diverse" photons? Are both  fungible?

My understanding was that a single photon became  "differentiated" when it
acquired different attributes in different  instantiations in different
worlds. I equated that with the two instances being  non-fungible. Now, you
propose that the two instantiations can have "diversity"  without being
"differentiated" and still remain fungible. Can you provide a  definition of the
distinct meaning of those two words?

Bill



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 20, 2011 at 4:42 PM

On Sep 20, 2011, at 12:33 PM, Westmiller@aol.com wrote:

... Or something.  I'm not too sure.

... or something like that.

It difficult  to grasp an explanation when the terms are not clearly defined.

BoI is clear, the part I'm not clear about is the discussion with DD and Alan here 
which said BoI is mistaken and suggested improvements. It's those 
improvements I'm unclear on.

But the stuff you're arguing is not about that, so this isn't too relevant. You could 
simply accept BoI exactly as written -- which has no problem of unclear 
definitions -- and it'd be progress.

If you don't have the  measuring screen, but just let them go off into
space,

then it's easier  to undo what you've done and get them fungible again....

This was  the original statement that prompted the thread. You're saying
that two  instances of the same photon are NOT fungible at emission, whether
they're  detected or not. But, if they are measured, then it's harder to "get
them  fungible again".

This isn't getting the main concept. They *are* fungible at emission. They go off in 
slightly different directions and are *still fungible* while not being in the same 
place. You assumed that if they are in different places they are not fungible. 
That's your mistake which BoI contradicts repeatedly because it's a hard point to 
get. There is no such thing as which is which just because they are in different 
places. This is diversity within fungibility, one of the major physics concepts of 
BoI.

Diversity within fungibility means you can have a bunch of identical things and 
they are all literally identical, perfectly interchangeable, there is no such thing as 



which is which, but that does not mean the group as a whole cannot have diverse 
attributes such as being in multiple places.

Measuring them in different places makes them non-fungible because it adds 
different entanglement information to each.

What is the  difference between "differentiated" photons and "diverse" photons? 
Are both  fungible?

diversity within fungibility refers to things that are fungible (it says so right in the 
term)

differentiated refers to things that become different (not fungible)

Now, you
propose that the two instantiations can have "diversity"  without being
"differentiated" and still remain fungible.

It seems like you haven't read BoI which discusses this at length. Please read 
BoI, find the first passage on the topic which confuses you, and then quote it and 
post your question. That way you'll engage with the book. You're acting like 
you've never even heard the term "diversity within fungibility" and trying to treat 
diversity like a standalone term, instead of discussing what BoI says.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Christopher Collins <ccollins@glebe.bromley.sch.uk> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 20, 2011 at 4:26 PM

________________________________________
From: beginning-of-infinity@googlegroups.com [beginning-of-
infinity@googlegroups.com] On Behalf Of Westmiller@aol.com 
[Westmiller@aol.com]
Sent: 20 September 2011 20:33
Subject: [BoI] Re: Fungibility, copyable information and the multiverse

Elliot Temple wrote:
... Or something.  I'm not too sure.
... or something like that.

It difficult  to grasp an explanation when the terms are not clearly
defined. We all  understand fungibility in the context of currency (or even
gumdrops) as multiple  entities having identical characteristics. However, in this
context, we seem to  be talking about singular entities having different
characteristics in different  "worlds".

It would also help to try to use BoI's  terminology
rather than made up words like "fungon"  ...

It's just an abbreviation: FUNGible photON/electrON, suggested  by
Tom.Harrigan. He made several astute observations about the proposition and I  
just
made some logical extensions. If you read the full thread, there's no
confusion:
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/da
fb205b15b16094

Fungon:  A single entity with identical characteristics [fungible] in
several  worlds;
Anti-Fungon: A single entity with different characteristics  [non-fungible]
in several worlds.

If you don't have the  measuring screen, but just let them go off into
space,

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/da


then it's easier  to undo what you've done and get them fungible again....

This was  the original statement that prompted the thread. You're saying
that two  instances of the same photon are NOT fungible at emission, whether
they're  detected or not. But, if they are measured, then it's harder to "get
them  fungible again".

So, interference is a result of non-fungibility.  The pattern is caused by
the interaction of two "Anti-Fungons", or instances of  a single photon
which are differentiated by having different  paths.

However, a few paragraphs later, you say:
Fungible  particles can go through both slits due
to diversity within  fungibility.

... which seems to assert that the two instances  remain fungible
(identical) even if they go through different slits. This  strikes me as inconsistent
with your prior sentence, asserting that they are not  fungible. But,
you've introduced a new word, which isn't clear. What is the  difference between
"differentiated" photons and "diverse" photons? Are both  fungible?

My understanding was that a single photon became  "differentiated" when it
acquired different attributes in different  instantiations in different
worlds. I equated that with the two instances being  non-fungible. Now, you
propose that the two instantiations can have "diversity"  without being
"differentiated" and still remain fungible. Can you provide a  definition of the
distinct meaning of those two words?

Bill

Great points here imo, sorry for any forum posting errors in advance...

This is a really interesting bifurcation of epistemoligical perspective. Both of the 
above cases are clear and coherent (imo) within the boundaries of current 
(rational) thought. However, there are clear differences and these reflect the 
limitations of the explanatory vocabulary that is used to explore this arena. Each 
of these perspectives reflect the limitations of the English language to not only 
explain but also to account for the perspectives. The most interesting thing about 
these two perspectives is not the difference, but rather, imo, the searching 
polarity. In other words, the positions taken are summative. Imo there is no 



conflict between the two ideas, but they clearly have a different vector of thought. 
'Fungible' is a luingistic invention (as are all words), it's a good one to explore 
certain attributes, but seeks to  normalise a rapidly changing world view. It seems 
to me that there is a whole world of difference between 'differentiated photons' 
and 'diverse photons'. I appreciate that both are valid from the points made, but 
the two terms clearly highlight (imo) that these incredibly abstract concepts, and 
how can they be anything else but abstract as they are conceptual constructs, are 
subject to the limitations of language. However, within the current concept of 
'Fungible', it seems to me that there is NO inconsistency between the differing 
outcomes of both of your thought experiments given the same input. As far as I 
understand things can be fungible, but from that can emerge rational difference 
as they are subject to observation and complexity/chaos.
A case of competing memes?

As an aside, does anyone have any idea for answers to the following question:

What question would you ask a Neuroscientist about education? Or, what 
question would you ask an educationalist about Neuroscience? Apologies for the 
thread hijack, but it is a serious question, and I'm not sure how to posit on the 
forum. Thanks. Chris.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Education (was: Fungibility, copyable information and the 
multiverse)
Date: September 20, 2011 at 5:26 PM

On Sep 20, 2011, at 1:26 PM, Christopher Collins wrote:

Great points here imo, sorry for any forum posting errors in advance...

Next time please use quote marks, >, to indicate quotations. The list guidelines 
(link in footer) have an example showing the format, as does this post itself.

The group website will add them automatically. You can hit reply to any post there 
to see an example of how it adds quoting.

What question would you ask a Neuroscientist about education? Or, what 
question would you ask an educationalist about Neuroscience? Apologies for 
the thread hijack, but it is a serious question, and I'm not sure how to posit on 
the forum. Thanks. Chris.

You can create new topics by emailing to:

beginning-of-infinity@googlegroups.com

or by clicking on "+ new post" on the google group website main page.

What question would you ask a Neuroscientist about education? Or, what 
question would you ask an educationalist about Neuroscience?

To understand education correctly requires epistemology (which means Karl 
Popper, the other epistemologies are mistaken and therefore won't work very 
well). Both neuroscientists and teachers have neglected epistemology.

The reason it requires epistemology is that one has to know how knowledge can 
and cannot be created in order to evaluate what kind of teaching strategies make 
any sense. For example, the standard school class has no serious place for 
criticism of the curriculum, and does not expect students to think critically about 
the material they are expected to learn. But from epistemology we know that 
criticism is crucial to learning.



Another part of "educational theory" is punishment. Parents and teachers use 
punishments in an "educational" manner. But there is no explanation of how 
punishments can fit into epistemology and help create knowledge. In fact they 
have no place and punishments cannot be educational. Punishments do not help 
people make conjectures nor refutations.

Epistemology also offers us understanding about how all learning requires the 
participation of the learner. It cannot be forced on someone, directly. The only 
way force can be involved is as an incentive. Force in general does not offer the 
incentive people would like (it gives people incentive to learn how to avoid being 
hurt and how to persuade their oppressor they are compliant, but it doesn't give 
any direct incentive to actually learn the material).

There are further issues. If one wants to learn a topic he should be critical, and he 
should have motivation for his own reasons -- problems he is interested in 
solving. Involuntary education changes the problems away from being topical 
problems to problems about dealing with authorities, and discourages criticism 
(it's easier to please authorities by saying you agree instead of actually judging 
the material, at least for epistemologically naive authorities which basically 
includes all authorities past and present ... and maybe future too since wiser 
people would not want to be oppressive authorities).

Neuroscience has nothing to say about any of this -- because it's irrelevant -- so 
it's hard to think of questions for neuroscientists about education.

Educationalists, not being scientists, have nothing to say about neuroscience. 
The field of educational theory -- I mean the kind of stuff learned in teacher 
training, mainstream non-Popperian stuff -- is a bad field. It doesn't really know 
anything about education but is focussed -- like psychiatry -- on justifying 
coercion and other things done to students ("patients" in the case if psychiatry).

People used to think reading was harmful to children (especially to females). It 
was claimed to destroy their creativity and imagination by giving them easy 
information and telling them the answers, and to get them out of the habit of 
thinking for themselves. Now people say the same things about TV while praising 
reading. There is no principle behind this. There is no serious, substantive 
educational theory. There is no good explanation or argument for why reading is 



good but TV bad, what mistake was made in the past and what new thing was 
learned, and why the attitude towards TV won't be changed in the future. It's 
more about parochial defenses of prejudices.

Epistemologists do have things to say about neuroscience. For example, BoI 
talks about the universality of minds: human minds are universal explainers. This 
is something neuroscientists in general don't understand and could learn from. 
Some of the ideas of neuroscientists about different parts of the brain are 
incompatible with universality -- and therefore mistaken -- and they don't even 
know about the problem and try to fix it.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Christopher Collins <ccollins@glebe.bromley.sch.uk> <beginning-of-
infinity@googlegroups.com>
Subject: Re: [BoI] Education (was: Fungibility, copyable information and the 
multiverse)
Date: September 20, 2011 at 6:22 PM

Thanks Elliot.

I broadly agree with your summation of neuroscience and the role of
education. It's a sad state of affairs!
However, I am where I am and I would like to draw upon the experience
represented here if possible. My particular interest in this respect
is the mechanisms by which memes play a formative role in the
developing cognition of young children. How could one frame a series
of questions that could bridge the gap between a neuroscientist and a
teacher? What is the relationship between the physical development of
the brain and cognition? And if one could understand that, what use
would/could that be in schools?

I'm not sure how to counter an empirical hegemony, given that I do not
subscribe to the philosophical basis that seemingly informs both
disciplines.

My take, currently, is a developing understanding of an analogous
relationship between 'classical science' phase transitions, memes, and
complexity theory. i.e, the emergence of cognition through the complex
interaction of memes and the physical infrastructure of neurology. The
only way to explain this transition to knowledge (subjective) is
through quantum mechanics. Education therefore is certainly not
mechanistic, though it clearly sets out to be!
  How would one frame a positive discussion on this?
I'm happy to feedback about this forthcoming debate if there is any
interest here. Any input welcome. Thanks again,
Chris

On 20 Sep 2011, at 22:27, "Elliot Temple" <curi@curi.us> wrote:



On Sep 20, 2011, at 1:26 PM, Christopher Collins wrote:

Great points here imo, sorry for any forum posting errors in
advance...

Next time please use quote marks, >, to indicate quotations. The
list guidelines (link in footer) have an example showing the format,
as does this post itself.

The group website will add them automatically. You can hit reply to
any post there to see an example of how it adds quoting.

What question would you ask a Neuroscientist about education? Or,
what question would you ask an educationalist about Neuroscience?
Apologies for the thread hijack, but it is a serious question, and
I'm not sure how to posit on the forum. Thanks. Chris.

You can create new topics by emailing to:

beginning-of-infinity@googlegroups.com

or by clicking on "+ new post" on the google group website main page.

What question would you ask a Neuroscientist about education? Or,
what question would you ask an educationalist about Neuroscience?

To understand education correctly requires epistemology (which means
Karl Popper, the other epistemologies are mistaken and therefore
won't work very well). Both neuroscientists and teachers have
neglected epistemology.

The reason it requires epistemology is that one has to know how
knowledge can and cannot be created in order to evaluate what kind
of teaching strategies make any sense. For example, the standard
school class has no serious place for criticism of the curriculum,
and does not expect students to think critically about the material
they are expected to learn. But from epistemology we know that



criticism is crucial to learning.

Another part of "educational theory" is punishment. Parents and
teachers use punishments in an "educational" manner. But there is no
explanation of how punishments can fit into epistemology and help
create knowledge. In fact they have no place and punishments cannot
be educational. Punishments do not help people make conjectures nor
refutations.

Epistemology also offers us understanding about how all learning
requires the participation of the learner. It cannot be forced on
someone, directly. The only way force can be involved is as an
incentive. Force in general does not offer the incentive people
would like (it gives people incentive to learn how to avoid being
hurt and how to persuade their oppressor they are compliant, but it
doesn't give any direct incentive to actually learn the material).

There are further issues. If one wants to learn a topic he should be
critical, and he should have motivation for his own reasons --
problems he is interested in solving. Involuntary education changes
the problems away from being topical problems to problems about
dealing with authorities, and discourages criticism (it's easier to
please authorities by saying you agree instead of actually judging
the material, at least for epistemologically naive authorities which
basically includes all authorities past and present ... and maybe
future too since wiser people would not want to be oppressive
authorities).

Neuroscience has nothing to say about any of this -- because it's
irrelevant -- so it's hard to think of questions for neuroscientists
about education.

Educationalists, not being scientists, have nothing to say about
neuroscience. The field of educational theory -- I mean the kind of
stuff learned in teacher training, mainstream non-Popperian stuff --
is a bad field. It doesn't really know anything about education but
is focussed -- like psychiatry -- on justifying coercion and other
things done to students ("patients" in the case if psychiatry).



People used to think reading was harmful to children (especially to
females). It was claimed to destroy their creativity and imagination
by giving them easy information and telling them the answers, and to
get them out of the habit of thinking for themselves. Now people say
the same things about TV while praising reading. There is no
principle behind this. There is no serious, substantive educational
theory. There is no good explanation or argument for why reading is
good but TV bad, what mistake was made in the past and what new
thing was learned, and why the attitude towards TV won't be changed
in the future. It's more about parochial defenses of prejudices.

Epistemologists do have things to say about neuroscience. For
example, BoI talks about the universality of minds: human minds are
universal explainers. This is something neuroscientists in general
don't understand and could learn from. Some of the ideas of
neuroscientists about different parts of the brain are incompatible
with universality -- and therefore mistaken -- and they don't even
know about the problem and try to fix it.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Education (was: Fungibility, copyable information and the 
multiverse)
Date: September 20, 2011 at 6:33 PM

There is a nice piece on learning to think which I encountered as an 
undergraduate in 1966, picking up the book off the remainder table at the 
university bookshop. Years later I tracked down the book to read the article again 
and put it on line. http://www.the-rathouse.com/2010/Wall-Problem-Solving.html

On a (now-faded and worn) card I recorded the following notes:

1. Accept that a problem exists and attempt to define what it is by asking a 
number of questions aimed to understand the propositions that delimit it.

2. Look at the data, discriminate relevant parts and if possible fill in gaps.

3. Formulate trial hypotheses: select among learned responses, develop new 
ones or recombine old ones.

This introduction to the problem-oriented mode of procedure probably enabled 
me to pick up the central theme of Popper's thinking when I encountered it later.

RC 

http://www.the-rathouse.com/2010/Wall-Problem-Solving.html


From: Elliot Temple <curi@curi.us>
Subject: [BoI] From My Notes
Date: September 20, 2011 at 11:04 PM

  SOCRATES: I also see why you urge me always to bear human fallibility in 
mind. In fact, since you mentioned that some moral truths follow logically from 
epistemological considerations, I am now wondering whether they all do. Could 
it be that the moral imperative not to destroy the means of correcting mistakes is 
the only moral imperative? That all other moral truths follow from it?

I think there is no such thing as “the only moral imperative”. I think there are many 
different minimal sets from which all other moral truths follow. in other words, 
many different sets of ideas/axioms constitute a universal set of moral tools.

even something ridiculous like maximizing squirrels is quite an effective principle. 
does Sparta maximize squirrels? **no**. does Athens? if they survive to the 
space age and well beyond, then they will be able to easily massively increase 
squirrel count universe-wide if they feel like it (unless there are aliens with 
property rights for large parts of the universe who object and will defend their 
territory. but even then, it’s not like something else would maximize squirrels 
better than athens).

it’s true that with squirrel maximizing, you also need to be able to follow 
arguments and stuff. there are auxiliary many ideas. but you need those 
regardless. if you just say “not to destroy the means of correcting mistakes” but 
you can’t follow any arguments or logic to figure out what will and won’t do that, 
then you can’t get anywhere either.

To understand the squirrels, see:

http://www.curi.us/1169-morality

-- Elliot Temple
http://elliottemple.com/

http://www.curi.us/1169-morality
http://elliottemple.com/


From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 21, 2011 at 4:42 AM

Elliot Temple  writes:
Please read BoI, find the first passage on the topic  which
confuses you, and then  quote it and post your question.

I did exactly that at the very  beginning of the "Fungibility" thread,
providing extended BOI quotations and my  understanding of each (8/16/2011),
which was subsequently confirmed by Alan as  correct  (8/17/2011):
http://groups.google.com/group/beginning-of-infinity/t/952eb7db28d42b13

That  thread transposed to this thread for the extended discussion of the
BOI  "mistakes" and the new explanations, which were confusing (to both you
and I).  That's why I'm simply asking for a clear definition of a few simple,
but  decisive, terms.

They *are* fungible at emission. They go off in  slightly different
directions and are *still fungible* while not being  in the same place.

OK. So, "diversity" applies to a variance in  position (and the vector of
motion?) which does not alter fungibility (there is  no such thing as which
is which).

Would it be correct to say that  the two instances of a single photon,
passing through two different slits,  are diverse, but still fungible?

Measuring them in different  places makes them non-fungible
because it adds different entanglement  information to each.

OK. So, "differentiation" (non-fungibility)  only occurs when there is a
*measured* variance in position?

Would  it be correct to say that "differentiation" *requires* that
"diversity" be  detected by humans?

Bill
PS: Please clarify what you mean by the  statement that measurement "adds
different entanglement information". I thought  entanglement was an inherent

http://groups.google.com/group/beginning-of-infinity/t/952eb7db28d42b13


quality of two distinct (maybe complementary)  particles in the EPR
experiment, whether they were measured or not.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 21, 2011 at 4:50 AM

On 21 Sep 2011, at 9:42am, <Westmiller@aol.com> <Westmiller@aol.com> 
wrote:

PS: Please clarify what you mean by the statement that measurement "adds 
different entanglement information". I thought entanglement was an inherent 
quality of two distinct (maybe complementary) particles in the EPR experiment, 
whether they were measured or not.

Yes but it changes when they interact, whether by measurement interactions or 
not, and can also be carried from one to the other by a third object. The latter is 
what happens in EPR and other experiments purported to demonstrate non-
locality.

-- David Deutsch



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 21, 2011 at 6:15 AM

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> <Westmil...@aol.com> 
wrote:

PS: Please clarify what you mean by the statement that measurement "adds 
different entanglement information". I thought entanglement was an inherent 
quality of two distinct (maybe complementary) particles in the EPR experiment, 
whether they were measured or not.

Yes but it changes when they interact, whether by measurement interactions or 
not, and can also be carried from one to the other by a third object. The latter is 
what happens in EPR and other experiments purported to demonstrate non-
locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what the
corresponding measurement was/will/would be on the other particle. Why
does this sort of correlation need to be transmitted after the
measurements?

Tom



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 21, 2011 at 6:47 AM

On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> <Westmil...@aol.com> 
wrote:

PS: Please clarify what you mean by the statement that measurement "adds 
different entanglement information". I thought entanglement was an inherent 
quality of two distinct (maybe complementary) particles in the EPR 
experiment, whether they were measured or not.

Yes but it changes when they interact, whether by measurement interactions or 
not, and can also be carried from one to the other by a third object. The latter 
is what happens in EPR and other experiments purported to demonstrate non-
locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what the
corresponding measurement was/will/would be on the other particle. Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it something that one can 
cause to exist merely by imagining it. It is a physical process that requires, at a 
minimum, an additional physical system to be present, suitably prepared, to 
interact with the system of interest and then to store the outcome. Remember that 
such 'outcomes' are in general multi-valued. In the case of experiments 
purporting to demonstrate non-locality, there are two measurements, one at each 
of two locations. A correlation, likewise, is not an abstraction. To make a 
measurement of a correlation between outcomes (in repeated instances of an 
experiment), something must compare those two outcomes after each instance of 
the experiment. That requires that the information in one of them be transported 
to the same location as the other one. The thing that transports them cannot be a 
mathematical abstraction, nor an imaginary object. It is the third object I 



mentioned.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility, copyable information and the multiverse
Date: September 21, 2011 at 12:45 PM

On Sep 21, 2011, at 1:42 AM, westmiller@aol.com wrote:

Elliot Temple  writes:

They *are* fungible at emission. They go off in  slightly different
directions and are *still fungible* while not being  in the same place.

OK. So, "diversity" applies to a variance in  position (and the vector of
motion?) which does not alter fungibility (there is  no such thing as which
is which).

Diversity within fungibility (not diversity alone, which would be ambiguous) can 
happen to many attributes. It is not about position in particular which is just an 
example (which comes up a lot in the context of photons passing through slits 
located at different positions). You can find other examples in BoI.

Would it be correct to say that  the two instances of a single photon,
passing through two different slits,  are diverse, but still fungible?

There are not two instances, there is a collection of infinitely many instances.

Measuring them in different  places makes them non-fungible
because it adds different entanglement  information to each.

OK. So, "differentiation" (non-fungibility)  only occurs when there is a
*measured* variance in position?

No. I said measuring is one way to do it. You said it's the only way.

Would  it be correct to say that "differentiation" *requires* that
"diversity" be  detected by humans?



No, that's magical thinking reminiscent of the Copenhagen Interpretation.

Also measuring doesn't imply humans, it occurs in nature without us.

Please read BoI, find the first passage on the topic  which
confuses you, and then  quote it and post your question.

I did exactly that at the very  beginning of the "Fungibility" thread,
providing extended BOI quotations and my  understanding of each (8/16/2011),
which was subsequently confirmed by Alan as  correct  (8/17/2011):
http://groups.google.com/group/beginning-of-infinity/t/952eb7db28d42b13

That  thread transposed to this thread for the extended discussion of the BOI  
"mistakes" and the new explanations

The concept is to do it with the first confusing part, and then you repeat, over and 
over, until one gets through the entire chapter (or book, or passage of interest), 
rather than doing it once then switching methods. What I read in your statement 
is that you tried it once and it worked out great for everyone involved. So that 
seems to me a good reason to try it again!

(Note: this thread is not currently about the mistake Alan and DD discussed. It's 
about different issues (despite being some of the same broad topics like 
"fungibility") and most or all of it is addressed in BoI just fine.)

Connecting discussion to the book serves many purposes. It helps others 
understand what you're saying. It helps you learn the material in the book. It 
helps focus your questions in areas that others will also have questions. It helps 
keep things on topic. It helps keep the discussion organized and making progress 
(it's even *visible* progress as one gets to later page numbers). It helps avoid 
asking questions which are actually already answered in the book. It helps 
identify mistakes in the book (substance) as well as confusing parts (mistakes of 
writing). It helps make maximal use of the high quality, edited arguments in BoI as 
opposed to the less polished and organized text people write in emails.

It helps provide specific feedback about the book and where the arguments and 
explanations in it break down. One of the common things we see is that people 

http://groups.google.com/group/beginning-of-infinity/t/952eb7db28d42b13


read the book (or don't read it, as we sometimes suspect) and then at some point 
in the entire book people started disagreeing or not understanding (or at multiple 
points on and off, often with several in chapter 1). And then they complain in a 
way that isn't at all specific about what they read, what they understood, what 
they didn't understand, etc... I'm not trying to refer to anyone here in particular but 
I mean literally the majority of readers are like this (it's completely normal). They 
don't understand everything and give non-specific feedback. They'll argue with 
their conception of an idea from the book, but they don't normally engage directly 
with the book's arguments and specify where they stopped following along. In 
order to persuade the world of BoI's ideas, we need to learn which parts of the 
explanations lose people and why, and what additional ideas need to be 
communicated to get people to go from start to finish and agree and understand 
the whole way.

One of the many valid goals to pursue on this list would be to to figure out how to 
make BoI persuasive by understanding every part that a significant amount of 
people have issues with and figuring out what the issues are and what other 
explanations you can tell them that would work. If we could do that (big task 
overall, but not too huge for any one issue) then next time David or another of us 
writes a book it could be considerably more effective and persuasive.

I think if people comment directly on the book, as I've suggested, it will help with 
this as well as being more interested to the others (far more chance to end up 
asking a question someone else has unasked) and being more effective for 
learning.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 21, 2011 at 5:49 PM

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> <Westmil...@aol.com> 
wrote:

PS: Please clarify what you mean by the statement that measurement "adds 
different entanglement information". I thought entanglement was an inherent 
quality of two distinct (maybe complementary) particles in the EPR 
experiment, whether they were measured or not.

Yes but it changes when they interact, whether by measurement interactions 
or not, and can also be carried from one to the other by a third object. The 
latter is what happens in EPR and other experiments purported to 
demonstrate non-locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what the
corresponding measurement was/will/would be on the other particle. Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it something that one 
can cause to exist merely by imagining it. It is a physical process that requires, 
at a minimum, an additional physical system to be present, suitably prepared, to 
interact with the system of interest and then to store the outcome. Remember 
that such 'outcomes' are in general multi-valued. In the case of experiments 
purporting to demonstrate non-locality, there are two measurements, one at 
each of two locations. A correlation, likewise, is not an abstraction. To make a 
measurement of a correlation between outcomes (in repeated instances of an 
experiment), something must compare those two outcomes after each instance 
of the experiment. That requires that the information in one of them be 



transported to the same location as the other one. The thing that transports 
them cannot be a mathematical abstraction, nor an imaginary object. It is the 
third object I mentioned.

-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which are space-
like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual splitting of
the worlds, two at each measurement.

I had imagined that, because of entanglement, only 2 branches would be
created in total. I had thought that the laws of QM would force this.
If asked how, I would mumble words like correlation, non-separability
and entanglement. In this type of multiverse, we need not even compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a conservation
law to ever encounter each other. I am clearly missing something here,
as this post hoc checking procedure seems quite onerous.

What am I missing?

Tom



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 21, 2011 at 6:07 PM

On 21 September 2011 22:49, tom.harrigan <tom.harrigan@gmail.com> wrote:
On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> wrote:

On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> <Westmil...@aol.com> 
wrote:

PS: Please clarify what you mean by the statement that measurement 
"adds different entanglement information". I thought entanglement was an 
inherent quality of two distinct (maybe complementary) particles in the 
EPR experiment, whether they were measured or not.

Yes but it changes when they interact, whether by measurement 
interactions or not, and can also be carried from one to the other by a third 
object. The latter is what happens in EPR and other experiments purported 
to demonstrate non-locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what the
corresponding measurement was/will/would be on the other particle. Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it something that one 
can cause to exist merely by imagining it. It is a physical process that requires, 
at a minimum, an additional physical system to be present, suitably prepared, 
to interact with the system of interest and then to store the outcome. 
Remember that such 'outcomes' are in general multi-valued. In the case of 
experiments purporting to demonstrate non-locality, there are two 
measurements, one at each of two locations. A correlation, likewise, is not an 
abstraction. To make a measurement of a correlation between outcomes (in 
repeated instances of an experiment), something must compare those two 



outcomes after each instance of the experiment. That requires that the 
information in one of them be transported to the same location as the other 
one. The thing that transports them cannot be a mathematical abstraction, nor 
an imaginary object. It is the third object I mentioned.

-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which are space-
like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual splitting of
the worlds, two at each measurement.

I had imagined that, because of entanglement, only 2 branches would be
created in total. I had thought that the laws of QM would force this.
If asked how, I would mumble words like correlation, non-separability
and entanglement. In this type of multiverse, we need not even compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a conservation
law to ever encounter each other. I am clearly missing something here,
as this post hoc checking procedure seems quite onerous.

What am I missing?

What you're missing is that universes are emergent structures: they
are a result of objects interacting with one another. So if measuring
device M1 measures the spin of particle 1, call it S1, then there is a
local branching structure for those two systems in which if S1 is up
then M1 reads up (this is one branch) and if S1 is down then M1 reads
down (this is another branch).

If another measuring device M2 measures the spin of particle 2, S2,
then there is also a branching structure for M2 and S2. However, until
some physical process takes place to compare the readings on M1 and M2
there just isn't a branch in which the readings are correlated. It's
not that there are 4 branches, it's just that those two readings are



not yet part of the same branching structure.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 21, 2011 at 6:10 PM

On Sep 21, 2011, at 2:49 PM, tom.harrigan wrote:

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> <Westmil...@aol.com> 
wrote:

PS: Please clarify what you mean by the statement that measurement 
"adds different entanglement information". I thought entanglement was an 
inherent quality of two distinct (maybe complementary) particles in the 
EPR experiment, whether they were measured or not.

Yes but it changes when they interact, whether by measurement 
interactions or not, and can also be carried from one to the other by a third 
object. The latter is what happens in EPR and other experiments purported 
to demonstrate non-locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what the
corresponding measurement was/will/would be on the other particle. Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it something that one 
can cause to exist merely by imagining it. It is a physical process that requires, 
at a minimum, an additional physical system to be present, suitably prepared, 
to interact with the system of interest and then to store the outcome. 
Remember that such 'outcomes' are in general multi-valued. In the case of 
experiments purporting to demonstrate non-locality, there are two 
measurements, one at each of two locations. A correlation, likewise, is not an 
abstraction. To make a measurement of a correlation between outcomes (in 



repeated instances of an experiment), something must compare those two 
outcomes after each instance of the experiment. That requires that the 
information in one of them be transported to the same location as the other 
one. The thing that transports them cannot be a mathematical abstraction, nor 
an imaginary object. It is the third object I mentioned.

-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which are space-
like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual splitting of
the worlds, two at each measurement.

"Splitting of worlds" may be misleading. It's differentiating of (formerly) fungible 
instances of things *locally*. (Worlds sounds global. And splitting is sometimes 
used to imply new universes being created, as opposed to existing in advance.)

I had imagined that, because of entanglement, only 2 branches would be
created in total.

This concept of how many branches there are, in total, is non-local.

There's two branches *locally at each place*.

I had thought that the laws of QM would force this.

No, the laws of QM cannot and do not ever force anything non-locally.

If asked how, I would mumble words like correlation, non-separability
and entanglement. In this type of multiverse, we need not even compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a conservation
law to ever encounter each other. I am clearly missing something here,
as this post hoc checking procedure seems quite onerous.



That's the general idea. Though it's 2 branches in one place, 2 in another, not 4 
(calling it 4 is thinking globally, not locally).

When different stuff interacts, it creates correlations according to its entanglement 
information and the laws of physics. When two categories of stuff meet two other 
categories, you don't necessarily end up with 4 categories (for each pairing) if 
some are impossible. Instead the system evolves according to the laws of 
physics (which we explain with concepts like entanglement information, histories, 
correlations, being "in the same universe", etc..).

The "post hoc checking procedure" is what the laws of physics do, they don't care 
if it's "onerous". QM is counter intuitive. A lot. One has to not assume anything too 
weird wouldn't be the right answer.

The procedure may not be as bad as it sounds. I don't fully understand it's details 
but think of it as laws of motion. When things collide, there are laws of motion 
determining the outcome. These depend on various traits of the objects, based 
on checking those traits at the time they come together. We're completely used to 
this. It's really just a matter of locality (when you think of information being local, it 
makes sense that any procedure having to do with more than one thing can only 
happen when they come together, which is after the information was created). 
Example:

You stand in one place and throw a ball. I stand in another place and throw a 
frisbee. They collide. When they collide, according to any reasonably physics 
which is local, and according to common sense, there must be a "post hoc 
checking procedure" where the momentum of each object is checked and the 
outcome determined based on that. I created a momentum in one place and you 
in another, and then if the objects reach each other then something happens that 
has to check the information from both sources and combine it into an outcome in 
some way.

Where QM differs from this, basically, is that particles have a lot more information 
and observables than common sense. Particles have "histories" with a lot of 
information about their whole history, instead of only having a few basic 
observables like position, momentum, temperature, and which type of particle it 
is.

-- Elliot Temple



http://fallibleideas.com/

http://fallibleideas.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Psychosis
Date: September 21, 2011 at 10:54 PM

On Sun, Sep 18, 2011 at 9:58 PM, Jon Burchel <jonburchel@gmail.com> wrote:

As a programmer and someone who has frequently
struggled with debugging a difficult problem, I know full well that
having a "repro" is in practice one of the most valuable tools to
understand a problem.  True, a programmer should in theory be able to
deduce where a bug lies in a program just from examining its code, in
practice, that is rarely sufficient.  Same with the brain.  I think if
you disagree, you must not have much experience in solving real world
problems, and must definitely not in programming, honestly.  I mean no
offense meant by it, although I realize it sounds harsh just on the
face of it.  I don't mean it harshly, just factually.  It could be
that you are simply too young to have much of that kind of experience,
or just work in a field where you wouldn't encounter this kind of
thing.  But it is literally laughable to me to read that "having a
brute force simulation of a brain would not do much good" to
understanding its mechanism.  It is like suggesting that cars would
been just as likely invented without having the wheel first.  :|

The reason a full brain simulation wouldn't be very helpful is that
there are currently no known good explanations to test with it. As
Deutsch has pointed out, only good explanations are worthwhile to
test.



From: Westmiller@aol.com
Subject: [BoI] Fungibility: Square One
Date: September 22, 2011 at 12:49 AM

Was: Fungibility, copyable information and the multiverse
Elliot Temple  wrote:

Connecting discussion to the book serves many purposes  ...

I understand that the objective of this eGroup is to promote the book  and
to help people understand (and preferably agree with) the explanations David
 offers. However, as an irreverent skeptic, I don't accept arguments from
authority. I demand rational explanations for extreme propositions (such as
"Many Worlds"). At minimum, a good explanation requires clearly defined
terminology. I have assumed that those who agree with the arguments could
provide accurate definitions of the terms.

Nevertheless, I don't intend  to be disruptive of intelligent discussion
and will comply with your request  that posts refer to actual passages in the
book. I assume all the other posters  (exempting David) will do likewise.
Unfortunately, there's no copyable text, so  pardon any errors in my
transcripts.

---

Taking your advice, I'll start at the beginning ... though I'll skip  over
the science fiction fantasies about transporters and parallel universes,
even if they're intimately woven into David's discussion (I'm a big scifi fan
too). At the section "A deterministic romance", David imagines a
transporter  malfunction that causes a neuron misfire ... with consequences. At 
that
point,  he offers an explanation of how the malfunction could "appear to be
unpredictable" to both identical, fungible, determinate worlds:

BOI: "The  first is that [the transporter] is affected by some
fundamentally random  (stochastic) variable. I have excluded that possibility from 
our
story because  there are no such variables in real physics."

I agree: if both universes  are presumed deterministic, then a malfunction
in one must also occur at the  same time and the same place, with the same



effects, in the duplicate world. Not  only must there appear to be identical
effects of every event, they must  actually be identical in every way.
Continuing:

BOI: "The second is that  the factors affecting the phenomenon, though
deterministic, are either unknown  or too complex to take into account."

I agree: one definition of "random"  is "we just don't know why": although
the event *appears* to be unpredictable,  it is nevertheless deterministic
(there are no uncaused effects). Even though  observers do not know why the
malfunction occurs, it occurs in identical worlds  exactly the same.
Continuing:

BOI: "The third - which had never been  imagined before quantum theory - is
that two or more initially fungible instance  *of the observer* become
different. This is what those transporter-induced jolts  do, and it makes their
outcomes strictly unpredictable despite being described  by deterministic
laws of physics."

This seems to adopt the claim of the  first case, which was summarily
discarded. In the story, the jolt caused a  neuron misfire in World A. Since the
jolt and misfire *must* also occur in  deterministic World B, there is no
distinction between the two after the event.  The last sentence here asserts
that the jolt only happens in one world, although  it isn't clear whether
"the observer" is the person whose neuron misfired, or  some other person
watching the neuron misfire.

The same sentence also  seems to assert that the cause (a jolt) is *in
fact* random and therefore  "strictly unpredictable." It seems to suggest that
the effect (a neuron misfire)  affects "the observer" in one world, but not
the other. I read through the  remainder of the story, but couldn't find any
explanation of why the jolt or the  consequential misfire would necessarily
occur in one deterministic world, but  not in the other.

---

The only thing I can surmise is that you consider the *probability* of  an
event to be "non-random" in the aggregate, even when it *appears* to be
indeterminate in each instance. That strikes me as being at odds with
determinism, which would hold each instance to be an effect of a cause.  



Therefore,
even if the event *appears* to be indeterminate, even if we cannot  know the
cause, even if we cannot determine what the cause might be, the effect  is
nevertheless caused by some prior event ... it is not random. If both worlds
 are identical (fungible), all effects are caused by the identical initial
conditions.

I fully appreciate the quandry posed by quantum mechanics,  which precludes
"hidden variables" as an explanation for probabilistic or
counter-intuitive events. I just don't think you can overcome the challenge in a  
single
sentence which endorses a non-deterministic "jolt" that changes "the
observer", while still asserting that it conforms with deterministic  laws.

Bill



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Education (was: Fungibility, copyable information and the 
multiverse)
Date: September 22, 2011 at 12:58 AM

On Sep 20, 2011, at 3:22 PM, Christopher Collins wrote:

Thanks Elliot.

I broadly agree with your summation of neuroscience and the role of
education. It's a sad state of affairs!
However, I am where I am and I would like to draw upon the experience
represented here if possible. My particular interest in this respect
is the mechanisms by which memes play a formative role in the
developing cognition of young children. How could one frame a series
of questions that could bridge the gap between a neuroscientist and a
teacher?

Neither of them knows anything about "the mechanisms by which memes play a 
formative role in the
developing cognition of young children", because they do not study memes or 
epistemology. I think you'd want to ask someone whose field includes memes.

What is the relationship between the physical development of
the brain and cognition?

Very young children already have universality of thinking and explanation. At that 
point (universality) the hardware isn't important in general, because any changes 
maintaining universality do not change anything important (it goes from universal 
to universal, no change). So there isn't an important relationship between thinking 
and the physical brain, once there is universality.

There isn't an important relationship before universality either, because before 
universality there is no thinking as we know it.

And if one could understand that, what use would/could that be in schools?

I don't think it's important, as above. Here's an example of, instead, applying 
epistemology to schools:



Schools are coercive. Because coercion is not educational, schools should be 
changed to reduce coercion with a view towards eliminating it.

This follows from Popperian epistemology which explains that people learn by 
guesses and criticism. That means they have to create guesses in their own mind 
to learn anything. It can't be effectively forced on students because force doesn't 
create guesses nor criticisms in the mind of the victim/student. (Force can inspire 
guesses such as that the forcer is mean, and inspire criticism of the forcer, but it 
can't directly create on topic guesses or criticisms in the person's mind. Those 
can only be created by the person thinking of them. There's no way to push them 
into a person's mind.)

I'm not sure how to counter an empirical hegemony, given that I do not
subscribe to the philosophical basis that seemingly informs both
disciplines.

My take, currently, is a developing understanding of an analogous
relationship between 'classical science' phase transitions, memes, and
complexity theory. i.e, the emergence of cognition through the complex
interaction of memes and the physical infrastructure of neurology. The
only way to explain this transition to knowledge (subjective) is
through quantum mechanics. Education therefore is certainly not
mechanistic, though it clearly sets out to be!
 How would one frame a positive discussion on this?
I'm happy to feedback about this forthcoming debate if there is any
interest here. Any input welcome. Thanks again,

I don't know what this stuff means. Here's two brief comments on terms I 
recognize:

Quantum mechanics is mechanistic (it is purely physical, no magic, laws of 
physics determine everything, and it is deterministic meaning no randomness in 
the multiverse as a whole, though it does allow for things that appear sort of 
random such as rolling dice). Also I don't think quantum mechanics is relevant to 
education; it's a different topic.

Knowledge is objective not subjective (see the book "Objective Knowledge" by 
Karl Popper).



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 22, 2011 at 1:55 AM

On Sep 21, 11:07 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 September 2011 22:49, tom.harrigan <tom.harri...@gmail.com> wrote:

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> 
<Westmil...@aol.com> wrote:

PS: Please clarify what you mean by the statement that measurement 
"adds different entanglement information". I thought entanglement was an 
inherent quality of two distinct (maybe complementary) particles in the 
EPR experiment, whether they were measured or not.

Yes but it changes when they interact, whether by measurement 
interactions or not, and can also be carried from one to the other by a third 
object. The latter is what happens in EPR and other experiments purported 
to demonstrate non-locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what the
corresponding measurement was/will/would be on the other particle. Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it something that one 
can cause to exist merely by imagining it. It is a physical process that 
requires, at a minimum, an additional physical system to be present, suitably 
prepared, to interact with the system of interest and then to store the 



outcome. Remember that such 'outcomes' are in general multi-valued. In the 
case of experiments purporting to demonstrate non-locality, there are two 
measurements, one at each of two locations. A correlation, likewise, is not an 
abstraction. To make a measurement of a correlation between outcomes (in 
repeated instances of an experiment), something must compare those two 
outcomes after each instance of the experiment. That requires that the 
information in one of them be transported to the same location as the other 
one. The thing that transports them cannot be a mathematical abstraction, 
nor an imaginary object. It is the third object I mentioned.

-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which are space-
like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual splitting of
the worlds, two at each measurement.

I had imagined that, because of entanglement, only 2 branches would be
created in total. I had thought that the laws of QM would force this.
If asked how, I would mumble words like correlation, non-separability
and entanglement. In this type of multiverse, we need not even compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a conservation
law to ever encounter each other. I am clearly missing something here,
as this post hoc checking procedure seems quite onerous.

What am I missing?

What you're missing is that universes are emergent structures: they
are a result of objects interacting with one another. So if measuring
device M1 measures the spin of particle 1, call it S1, then there is a
local branching structure for those two systems in which if S1 is up
then M1 reads up (this is one branch) and if S1 is down then M1 reads
down (this is another branch).



If another measuring device M2 measures the spin of particle 2, S2,
then there is also a branching structure for M2 and S2. However, until
some physical process takes place to compare the readings on M1 and M2
there just isn't a branch in which the readings are correlated. It's
not that there are 4 branches, it's just that those two readings are
not yet part of the same branching structure.

At M1, we have two branches, (M1,UP) and (M1,DOWN), and the wave of
differentiation spreads through the universe at the speed of light,
perhaps containing a signal. The same goes for M2. Somehow, (M1,UP)
signals only ever encounter (M2,DOWN) signals. My question is simply,
what is the mechanism that forces this?

Tom



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungibility: Square One
Date: September 22, 2011 at 3:25 AM

On 22 September 2011 05:49,  <Westmiller@aol.com> wrote:
Was: Fungibility, copyable information and the multiverse
Elliot Temple  wrote:

Connecting discussion to the book serves many purposes  ...

I understand that the objective of this eGroup is to promote the book  and
to help people understand (and preferably agree with) the explanations David
 offers. However, as an irreverent skeptic, I don't accept arguments from
authority. I demand rational explanations for extreme propositions (such as
"Many Worlds"). At minimum, a good explanation requires clearly defined
terminology. I have assumed that those who agree with the arguments could
provide accurate definitions of the terms.

Nevertheless, I don't intend  to be disruptive of intelligent discussion
and will comply with your request  that posts refer to actual passages in the
book. I assume all the other posters  (exempting David) will do likewise.
Unfortunately, there's no copyable text, so  pardon any errors in my
transcripts.

---

Taking your advice, I'll start at the beginning ... though I'll skip  over
the science fiction fantasies about transporters and parallel universes,
even if they're intimately woven into David's discussion (I'm a big scifi fan
too). At the section "A deterministic romance", David imagines a
transporter  malfunction that causes a neuron misfire ... with consequences. At 
that
point,  he offers an explanation of how the malfunction could "appear to be
unpredictable" to both identical, fungible, determinate worlds:

BOI: "The  first is that [the transporter] is affected by some
fundamentally random  (stochastic) variable. I have excluded that possibility 
from our
story because  there are no such variables in real physics."

I agree: if both universes  are presumed deterministic, then a malfunction



in one must also occur at the  same time and the same place, with the same
effects, in the duplicate world. Not  only must there appear to be identical
effects of every event, they must  actually be identical in every way.
Continuing:

BOI: "The second is that  the factors affecting the phenomenon, though
deterministic, are either unknown  or too complex to take into account."

I agree: one definition of "random"  is "we just don't know why": although
the event *appears* to be unpredictable,  it is nevertheless deterministic
(there are no uncaused effects). Even though  observers do not know why the
malfunction occurs, it occurs in identical worlds  exactly the same.
Continuing:

BOI: "The third - which had never been  imagined before quantum theory - is
that two or more initially fungible instance  *of the observer* become
different. This is what those transporter-induced jolts  do, and it makes their
outcomes strictly unpredictable despite being described  by deterministic
laws of physics."

This seems to adopt the claim of the  first case, which was summarily
discarded. In the story, the jolt caused a  neuron misfire in World A. Since the
jolt and misfire *must* also occur in  deterministic World B, there is no
distinction between the two after the event.  The last sentence here asserts
that the jolt only happens in one world, although  it isn't clear whether
"the observer" is the person whose neuron misfired, or  some other person
watching the neuron misfire.

The same sentence also  seems to assert that the cause (a jolt) is *in
fact* random and therefore  "strictly unpredictable." It seems to suggest that
the effect (a neuron misfire)  affects "the observer" in one world, but not
the other. I read through the  remainder of the story, but couldn't find any
explanation of why the jolt or the  consequential misfire would necessarily
occur in one deterministic world, but  not in the other.

---

The only thing I can surmise is that you consider the *probability* of  an
event to be "non-random" in the aggregate, even when it *appears* to be
indeterminate in each instance. That strikes me as being at odds with



determinism, which would hold each instance to be an effect of a cause.  
Therefore,
even if the event *appears* to be indeterminate, even if we cannot  know the
cause, even if we cannot determine what the cause might be, the effect  is
nevertheless caused by some prior event ... it is not random. If both worlds
 are identical (fungible), all effects are caused by the identical initial
conditions.

I fully appreciate the quandry posed by quantum mechanics,  which precludes
"hidden variables" as an explanation for probabilistic or
counter-intuitive events. I just don't think you can overcome the challenge in a > 
single sentence which endorses a non-deterministic "jolt" that changes "the
observer", while still asserting that it conforms with deterministic  laws.

Your bank can send £10 from your bak account to somebody else's. It
doesn't say which pounds from your account it is sending. The bank
just states that ten of the pounds in your account will be moved to a
different account. Do you agree that provided the pounds are all the
same this is a deterministic rule?

The laws of the multiverse are deterministic in the sense that they
specify what happens to the complete set of universes. On p. 267,
David writes:

"The laws of physics could, for instance, say that, when the
transporter malfunctions, then in one of the universes and not the
other there will be a small voltage surge in the transported objects.
The laws, being symmetrical, could not possibly specify which universe
the surge will take place in. But, precisely because the universes are
initially fungible, they do not have to."

The universes are initially fungible and evolve to become different
under a deterministic set of rules that states that some universes and
not others experience a voltage surge, but does not say which is
which. For the whole set of universes, the rule is deterministic.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 22, 2011 at 3:42 AM

On 22 September 2011 06:55, tom.harrigan <tom.harrigan@gmail.com> wrote:
On Sep 21, 11:07 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 September 2011 22:49, tom.harrigan <tom.harri...@gmail.com> wrote:

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> 
<Westmil...@aol.com> wrote:

PS: Please clarify what you mean by the statement that measurement 
"adds different entanglement information". I thought entanglement was 
an inherent quality of two distinct (maybe complementary) particles in 
the EPR experiment, whether they were measured or not.

Yes but it changes when they interact, whether by measurement 
interactions or not, and can also be carried from one to the other by a 
third object. The latter is what happens in EPR and other experiments 
purported to demonstrate non-locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what the
corresponding measurement was/will/would be on the other particle. Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it something that 
one can cause to exist merely by imagining it. It is a physical process that 
requires, at a minimum, an additional physical system to be present, 



suitably prepared, to interact with the system of interest and then to store 
the outcome. Remember that such 'outcomes' are in general multi-valued. 
In the case of experiments purporting to demonstrate non-locality, there are 
two measurements, one at each of two locations. A correlation, likewise, is 
not an abstraction. To make a measurement of a correlation between 
outcomes (in repeated instances of an experiment), something must 
compare those two outcomes after each instance of the experiment. That 
requires that the information in one of them be transported to the same 
location as the other one. The thing that transports them cannot be a 
mathematical abstraction, nor an imaginary object. It is the third object I 
mentioned.

-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which are space-
like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual splitting of
the worlds, two at each measurement.

I had imagined that, because of entanglement, only 2 branches would be
created in total. I had thought that the laws of QM would force this.
If asked how, I would mumble words like correlation, non-separability
and entanglement. In this type of multiverse, we need not even compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a conservation
law to ever encounter each other. I am clearly missing something here,
as this post hoc checking procedure seems quite onerous.

What am I missing?

What you're missing is that universes are emergent structures: they
are a result of objects interacting with one another. So if measuring
device M1 measures the spin of particle 1, call it S1, then there is a
local branching structure for those two systems in which if S1 is up



then M1 reads up (this is one branch) and if S1 is down then M1 reads
down (this is another branch).

If another measuring device M2 measures the spin of particle 2, S2,
then there is also a branching structure for M2 and S2. However, until
some physical process takes place to compare the readings on M1 and M2
there just isn't a branch in which the readings are correlated. It's
not that there are 4 branches, it's just that those two readings are
not yet part of the same branching structure.

At M1, we have two branches, (M1,UP) and (M1,DOWN), and the wave of
differentiation spreads through the universe at the speed of light,
perhaps containing a signal. The same goes for M2. Somehow, (M1,UP)
signals only ever encounter (M2,DOWN) signals. My question is simply,
what is the mechanism that forces this?

The two signals each carry information about how instances of M1 and
M2 should be paired up. That information may state that they should
match, or not match, or that some particular proportion of them should
match. When signals from M1 and signals from M2 meet, they pair up
according to the rule.

Alan



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Fungibility: Square One
Date: September 22, 2011 at 4:34 AM

On Sep 22, 12:49 am, Westmil...@aol.com wrote:
Was: Fungibility, copyable information and the multiverse

Elliot Temple  wrote:
Connecting discussion to the book serves many purposes  ...

I understand that the objective of this eGroup is to promote the book  and
to help people understand (and preferably agree with) the explanations David
 offers. However, as an irreverent skeptic, I don't accept arguments from  
authority.

You write "However" as if rejecting arguments from authority is
somehow inconsistent with the purpose of this group. But this is not
the case. Indeed, as David Deutsch points out, "The quest for good
explanations... leads to the rejection of authority, because if we
adopt a theory on authority, that means that we would also have
accepted a range of different theories on authority." [1]

We cite specific passages from BoI not so that others will
uncritically accept what it says, but for the reasons Elliot Temple
gave, which you elided.

Unfortunately, there's no copyable text, so  pardon any errors in my
transcripts.

You can copy and paste from the Kindle edition. It even produces
footnotes like this automatically:

[1] Deutsch, David (2011-07-21). The Beginning of Infinity:
Explanations That Transform the World (p. 23). VIKING ADULT. Kindle
Edition.



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 22, 2011 at 5:27 AM

On Sep 22, 8:42 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 September 2011 06:55, tom.harrigan <tom.harri...@gmail.com> wrote:

On Sep 21, 11:07 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 September 2011 22:49, tom.harrigan <tom.harri...@gmail.com> wrote:

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> 
<Westmil...@aol.com> wrote:

PS: Please clarify what you mean by the statement that measurement 
"adds different entanglement information". I thought entanglement was 
an inherent quality of two distinct (maybe complementary) particles in 
the EPR experiment, whether they were measured or not.

Yes but it changes when they interact, whether by measurement 
interactions or not, and can also be carried from one to the other by a 
third object. The latter is what happens in EPR and other experiments 
purported to demonstrate non-locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what the
corresponding measurement was/will/would be on the other particle. Why
does this sort of correlation need to be transmitted after the
measurements?



A measurement is not a mathematical abstraction nor is it something that 
one can cause to exist merely by imagining it. It is a physical process that 
requires, at a minimum, an additional physical system to be present, 
suitably prepared, to interact with the system of interest and then to store 
the outcome. Remember that such 'outcomes' are in general multi-valued. 
In the case of experiments purporting to demonstrate non-locality, there 
are two measurements, one at each of two locations. A correlation, 
likewise, is not an abstraction. To make a measurement of a correlation 
between outcomes (in repeated instances of an experiment), something 
must compare those two outcomes after each instance of the experiment. 
That requires that the information in one of them be transported to the 
same location as the other one. The thing that transports them cannot be a 
mathematical abstraction, nor an imaginary object. It is the third object I 
mentioned.

-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which are space-
like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual splitting of
the worlds, two at each measurement.

I had imagined that, because of entanglement, only 2 branches would be
created in total. I had thought that the laws of QM would force this.
If asked how, I would mumble words like correlation, non-separability
and entanglement. In this type of multiverse, we need not even compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a conservation
law to ever encounter each other. I am clearly missing something here,
as this post hoc checking procedure seems quite onerous.

What am I missing?

What you're missing is that universes are emergent structures: they



are a result of objects interacting with one another. So if measuring
device M1 measures the spin of particle 1, call it S1, then there is a
local branching structure for those two systems in which if S1 is up
then M1 reads up (this is one branch) and if S1 is down then M1 reads
down (this is another branch).

If another measuring device M2 measures the spin of particle 2, S2,
then there is also a branching structure for M2 and S2. However, until
some physical process takes place to compare the readings on M1 and M2
there just isn't a branch in which the readings are correlated. It's
not that there are 4 branches, it's just that those two readings are
not yet part of the same branching structure.

At M1, we have two branches, (M1,UP) and (M1,DOWN), and the wave of
differentiation spreads through the universe at the speed of light,
perhaps containing a signal. The same goes for M2. Somehow, (M1,UP)
signals only ever encounter (M2,DOWN) signals. My question is simply,
what is the mechanism that forces this?

The two signals each carry information about how instances of M1 and
M2 should be paired up. That information may state that they should
match, or not match, or that some particular proportion of them should
match. When signals from M1 and signals from M2 meet, they pair up
according to the rule.

But what is this information, and by what mechanism is it transmitted
and deciphered?

Can you give one example of an undifferentiated point in space-time
receiving signals from 4 branches and pairing them up instantaneously?



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 22, 2011 at 8:56 AM

On 22 Sep 2011, at 10:27, "tom.harrigan" <tom.harrigan@gmail.com> wrote:

On Sep 22, 8:42 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 September 2011 06:55, tom.harrigan <tom.harri...@gmail.com> wrote:

On Sep 21, 11:07 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 September 2011 22:49, tom.harrigan <tom.harri...@gmail.com> 
wrote:

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> 
<Westmil...@aol.com> wrote:

PS: Please clarify what you mean by the statement that 
measurement "adds different entanglement information". I thought 
entanglement was an inherent quality of two distinct (maybe 
complementary) particles in the EPR experiment, whether they were 
measured or not.

Yes but it changes when they interact, whether by measurement 
interactions or not, and can also be carried from one to the other by a 
third object. The latter is what happens in EPR and other experiments 
purported to demonstrate non-locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what the



corresponding measurement was/will/would be on the other particle. 
Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it something that 
one can cause to exist merely by imagining it. It is a physical process that 
requires, at a minimum, an additional physical system to be present, 
suitably prepared, to interact with the system of interest and then to store 
the outcome. Remember that such 'outcomes' are in general multi-
valued. In the case of experiments purporting to demonstrate non-locality, 
there are two measurements, one at each of two locations. A correlation, 
likewise, is not an abstraction. To make a measurement of a correlation 
between outcomes (in repeated instances of an experiment), something 
must compare those two outcomes after each instance of the experiment. 
That requires that the information in one of them be transported to the 
same location as the other one. The thing that transports them cannot be 
a mathematical abstraction, nor an imaginary object. It is the third object I 
mentioned.

-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which are space-
like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual splitting of
the worlds, two at each measurement.

I had imagined that, because of entanglement, only 2 branches would be
created in total. I had thought that the laws of QM would force this.
If asked how, I would mumble words like correlation, non-separability
and entanglement. In this type of multiverse, we need not even compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a conservation
law to ever encounter each other. I am clearly missing something here,



as this post hoc checking procedure seems quite onerous.

What am I missing?

What you're missing is that universes are emergent structures: they
are a result of objects interacting with one another. So if measuring
device M1 measures the spin of particle 1, call it S1, then there is a
local branching structure for those two systems in which if S1 is up
then M1 reads up (this is one branch) and if S1 is down then M1 reads
down (this is another branch).

If another measuring device M2 measures the spin of particle 2, S2,
then there is also a branching structure for M2 and S2. However, until
some physical process takes place to compare the readings on M1 and M2
there just isn't a branch in which the readings are correlated. It's
not that there are 4 branches, it's just that those two readings are
not yet part of the same branching structure.

At M1, we have two branches, (M1,UP) and (M1,DOWN), and the wave of
differentiation spreads through the universe at the speed of light,
perhaps containing a signal. The same goes for M2. Somehow, (M1,UP)
signals only ever encounter (M2,DOWN) signals. My question is simply,
what is the mechanism that forces this?

The two signals each carry information about how instances of M1 and
M2 should be paired up. That information may state that they should
match, or not match, or that some particular proportion of them should
match. When signals from M1 and signals from M2 meet, they pair up
according to the rule.

But what is this information, and by what mechanism is it transmitted
and deciphered?

http://arxiv.org/abs/quant-ph/9906007

Can you give one example of an undifferentiated point in space-time
receiving signals from 4 branches and pairing them up instantaneously?

http://arxiv.org/abs/quant-ph/9906007


Space-time points aren't much use for carrying information. The information is 
carried by things like photons and electrons. Also it doesn't happen 
instantaneously just very quickly - in the decoherence time (the time it takes for 
interference effects to become negligible) which for most systems is very short.

Alan



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 22, 2011 at 11:13 AM

On Sat, Sep 17, 2011 at 5:22 PM, Alan Forrester <
alanmichaelforrester@googlemail.com> wrote:

On 17 Sep 2011, at 10:42, Abraham Lewis <abrahamwl@gmail.com> wrote:

On Mon, Sep 12, 2011 at 9:10 PM, David Deutsch < <david.deutsch@qubit.org>
david.deutsch@qubit.org> wrote:

On 12 Sep 2011, at 6:03am, Abraham Lewis wrote:

It's a mistake to disagree that something is possible on the basis
that you don't yet know how to do it.

You are technically right, but what I mean is that I disagree that we
know that it can be done without coercion. It is also a mistake to assert
that something is possible unless you know a way that it is, or have a proof
that it is. "Problems are soluble" is not such a proof, in case you are
thinking that it is, as Deustch explains in BoI. This is because proving
that something is impossible counts as a solution in BoI.

Yes. But to what extent is the stronger principle "all evils are due to
lack of knowledge" consistent with disagreeing that we know that it can be
done without coercion?

That is an excellent question. The answer, of course, depends on whether
all coercion is evil.

Coercion involves having two conflicting ideas about what you want to do
and so involves leaving problems unsolved. For example, you don't want to
give the mugger your wallet and you don't want him to stab you. If you give
him your wallet the problem that you want to keep your money remains



unsolved. If you don't give him your wallet then the problem that you don't
want to remain unstabbed remains unsolved. So coercion always involves
evils.

Some ideas are inherently conflicting, like the desire to be at real peace
with someone is conflicts with a desire to contribute nothing to the defense
of that person.

Also, I'm just not yet convinced that all evils are due to lack of
knowledge.

Do you have a criticism of the argument in boi?

I don't remember the arguments from BoI, but I didn't find them entirely
convincing at the time. I would appreciate and benefit from
a distillation of those arguments or even just a pointer to where exactly
they're located in BoI.



From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 22, 2011 at 11:25 AM

On 22 Sep 2011, Abraham Lewis wrote:
On 17 Sep 2011, Alan Forrester wrote:

On 17 Sep 2011, Abraham Lewis wrote:
Also, I'm just not yet convinced that all evils are due to lack of
knowledge.

Do you have a criticism of the argument in boi?

I don't remember the arguments from BoI, but I didn't find them entirely
convincing at the time. I would appreciate and benefit from
a distillation of those arguments or even just a pointer to where exactly
they're located in BoI.

"The Principle of Optimism: All evils are caused by insufficient knowledge.

"Optimism is, in the first instance, a way of explaining failure, not
prophesying success. It says that there is no fundamental barrier, no
law of nature or supernatural decree, preventing progress. Whenever we
try to improve things and fail, it is not because the spiteful (or
unfathomably benevolent) gods are thwarting us or punishing us for
trying, or because we have reached a limit on the capacity of reason
to make improvements, or because it is best that we fail, but always
because we did not know enough, in time. But optimism is also a stance
towards the future, because nearly all failures, and nearly all
successes, are yet to come.

"Optimism follows from the explicability of the physical world, as I
explained in Chapter 3. If something is permitted by the laws of
physics, then the only thing that can prevent it from being
technologically possible is not knowing how. Optimism also assumes
that none of the prohibitions imposed by the laws of physics are
necessarily evils. So, for instance, the lack of the impossible
knowledge of prophecy is not an insuperable obstacle to progress. Nor
are insoluble mathematical problems, as I explained in Chapter 8. That
means that in the long run there are no insuperable evils, and in the



short run the only insuperable evils are parochial ones."

Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations
That Transform the World (pp. 212-213). VIKING ADULT. Kindle Edition.



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 22, 2011 at 12:13 PM

On Sep 22, 1:56 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 10:27, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 22, 8:42 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 September 2011 06:55, tom.harrigan <tom.harri...@gmail.com> wrote:

On Sep 21, 11:07 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 September 2011 22:49, tom.harrigan <tom.harri...@gmail.com> 
wrote:

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> 
<Westmil...@aol.com> wrote:

PS: Please clarify what you mean by the statement that 
measurement "adds different entanglement information". I thought 
entanglement was an inherent quality of two distinct (maybe 
complementary) particles in the EPR experiment, whether they 
were measured or not.

Yes but it changes when they interact, whether by measurement 
interactions or not, and can also be carried from one to the other by a 
third object. The latter is what happens in EPR and other 
experiments purported to demonstrate non-locality.

-- David Deutsch



I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what the
corresponding measurement was/will/would be on the other particle. 
Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it something 
that one can cause to exist merely by imagining it. It is a physical 
process that requires, at a minimum, an additional physical system to 
be present, suitably prepared, to interact with the system of interest and 
then to store the outcome. Remember that such 'outcomes' are in 
general multi-valued. In the case of experiments purporting to 
demonstrate non-locality, there are two measurements, one at each of 
two locations. A correlation, likewise, is not an abstraction. To make a 
measurement of a correlation between outcomes (in repeated instances 
of an experiment), something must compare those two outcomes after 
each instance of the experiment. That requires that the information in 
one of them be transported to the same location as the other one. The 
thing that transports them cannot be a mathematical abstraction, nor an 
imaginary object. It is the third object I mentioned.

-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which are 
space-
like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual splitting of
the worlds, two at each measurement.

I had imagined that, because of entanglement, only 2 branches would be
created in total. I had thought that the laws of QM would force this.
If asked how, I would mumble words like correlation, non-separability
and entanglement. In this type of multiverse, we need not even compare
measurements. (though they would have to be performed.)



It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a conservation
law to ever encounter each other. I am clearly missing something here,
as this post hoc checking procedure seems quite onerous.

What am I missing?

What you're missing is that universes are emergent structures: they
are a result of objects interacting with one another. So if measuring
device M1 measures the spin of particle 1, call it S1, then there is a
local branching structure for those two systems in which if S1 is up
then M1 reads up (this is one branch) and if S1 is down then M1 reads
down (this is another branch).

If another measuring device M2 measures the spin of particle 2, S2,
then there is also a branching structure for M2 and S2. However, until
some physical process takes place to compare the readings on M1 and 
M2
there just isn't a branch in which the readings are correlated. It's
not that there are 4 branches, it's just that those two readings are
not yet part of the same branching structure.

At M1, we have two branches, (M1,UP) and (M1,DOWN), and the wave of
differentiation spreads through the universe at the speed of light,
perhaps containing a signal. The same goes for M2. Somehow, (M1,UP)
signals only ever encounter (M2,DOWN) signals. My question is simply,
what is the mechanism that forces this?

The two signals each carry information about how instances of M1 and
M2 should be paired up. That information may state that they should
match, or not match, or that some particular proportion of them should
match. When signals from M1 and signals from M2 meet, they pair up
according to the rule.

But what is this information, and by what mechanism is it transmitted
and deciphered?

http://arxiv.org/abs/quant-ph/9906007

http://arxiv.org/abs/quant-ph/9906007


Can you give one example of an undifferentiated point in space-time
receiving signals from 4 branches and pairing them up instantaneously?

Space-time points aren't much use for carrying information. The information is 
carried by things like photons and electrons. Also it doesn't happen 
instantaneously just very quickly - in the decoherence time (the time it takes for 
interference effects to become negligible) which for most systems is very short.

Alan

OK, so I signal that I got measurement UP with a RED firework. On the
other side of the valley, my colleague signals both RED and GREEN as
she split by the measurement. How do my eyes know only to see the
GREEN firework?

This has nothing to do with decoherence.

Tom



From: Markito <mshidden@gmail.com>
Subject: [BoI] Emulation vs Simulation
Date: September 22, 2011 at 12:02 PM

I often felt when reading begging of infinity that, the term emulation
should have been used instead  of simulation. when we talk about
uploading ones personality into a computer, do we really want it
simply to seem like,(simulation) or  would  you prefer it to be like
you (emulation).

I make this simple explanation, it's the differences between a bitmap
image and a vector image.  Or an explanation vs and observation.

I personally think their is a distinction what do you think?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 22, 2011 at 12:28 PM

On Sep 22, 2011, at 9:13 AM, tom.harrigan wrote:

On Sep 22, 1:56 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 10:27, "tom.harrigan" <tom.harri...@gmail.com> wrote:

But what is this information, and by what mechanism is it transmitted
and deciphered?

http://arxiv.org/abs/quant-ph/9906007

Can you give one example of an undifferentiated point in space-time
receiving signals from 4 branches and pairing them up instantaneously?

Space-time points aren't much use for carrying information. The information is 
carried by things like photons and electrons. Also it doesn't happen 
instantaneously just very quickly - in the decoherence time (the time it takes for 
interference effects to become negligible) which for most systems is very short.

Alan

OK, so I signal that I got measurement UP with a RED firework. On the
other side of the valley, my colleague signals both RED and GREEN as
she split by the measurement. How do my eyes know only to see the
GREEN firework?

This has nothing to do with decoherence.

Decoherence is the name for things (e.g. the RED signal from your colleague and 
instances of yourself) becoming no longer able to affect each other or interact 
(because they are "in different universes"). So this question is an issue of 
decoherence.

The answer to how it happens is: the laws of physics.

And the information asked about is entanglement information.

http://arxiv.org/abs/quant-ph/9906007


Entanglement information is not deciphered in the sense of an intelligent agent 
reading it and doing a calculation. The laws of physics just happen without 
deciphering. The same as if two balls collide, the laws of physics do not decipher 
their momentums, the result just kinda happens.

Similarly your eyes don't know anything. That, like deciphering, implies an 
intelligent agent. Rather than "know only to see" what happens is "do only see".

I think this is getting towards, "Why are the laws of physics the way they are?" 
territory. Or if it's not, I'm not clear on what's being asked (unless I've just 
answered it). The mechanism is the laws of physics, same as if I kick a ball and 
someone asks by what mechanism it can move.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Elliot Temple <curi@curi.us>
Subject: [curi] 100 Members
Date: September 22, 2011 at 12:28 PM

BoI has reached 100 members (plus the people who read it on the website but 
haven't joined the group. You only have to join if you want to post or to receive 
emails. I have no way to count the website readers.)

That's a great start!

I'd like to encourage everyone to invite anyone who may be interested. To invite 
people you can link them to:

http://beginningofinfinity.com/discussion

BoI is important and it'd be good for these ideas to spread to more people.

BoI is also complicated and packed full of many different ideas. Some are hard to 
understand due to contradicting our culture or common sense, or being counter-
intuitive. Others are hard to understand due to being advanced or consisting of a 
lot of subtle or detailed knowledge.

Everyone who reads the book once will have a lot of misconceptions about it, will 
misunderstand some of the ideas, and won't notice some, too. People will 
disagree with some of the ideas without really understand the argument David 
Deutsch gave, and will disagree with others without realizing that they are 
disagreeing.

That's inevitable. Where human choice comes into it is what we do about it. By 
discussion, rereading, careful analysis, explanations, and *criticism*, we can do 
better than that. We can improve and correct some of our misconceptions and 
understand it better (and even improve on it).

Some people try to rely on self-criticism. As Popper pointed out, that doesn't work 
very well. Self-criticism is an important tool but we also need external criticism. 
There are areas we are each bad at, or have a blind spot, or are confused about 
in a way we don't understand how to criticize. Sometimes we don't see the need 
for self-criticism in areas where we're wrong, and sometimes we miss stuff just 
because there's lots of ground to cover and we can't have time to critically 
evaluate every single idea we have (we have to just try to find problems and 
focus on addressing them).

http://beginningofinfinity.com/discussion


External criticism, as facilitated by discussion, helps address our blind spots, our 
memes, our misconceptions we don't realize are problematic, and also just helps 
share and divide the time and effort (if two people each write careful, high quality 
explanations of different topics, and then read and think about each other's 
explanations, they can learn more, faster, than if they tried to cover both topics 
alone.)

External criticism is not a panacea. A group of people can have a shared blind 
spot. That's one reason to invite more members! It's also one of the reasons that 
every little mistake matters and is worth addressing: you never know when 
addressing some mistake (which may strike you as trivial or irrelevant) will lead to 
seeing things in a subtly different way that allows getting past a blind spot or 
otherwise making progress.

Making progress is not trivial but it can be enjoyable and fruitful, and it can be 
accomplished by building up many little improvements and corrections of 
mistakes (even the smallest ones), and can be facilitated by cooperative, truth-
seeking discussion, which is the purpose of this list.

One thing I'd love to see more of on the list is comments as people read through 
BoI. It'd be nice to have more comments and questions directly about the text of 
BoI. So get your friends to read BoI (they will thank you for it later!) and to post 
their thoughts or questions as they read through it.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Westmiller@aol.com
Subject: [BoI] FYI: Neutrinos break Einstein's Law
Date: September 22, 2011 at 4:09 PM

Particles found to break speed of light
Thu Sep 22, 2011 3:26pm  EDT

GENEVA (Reuters) - An international team of scientists said on  Thursday
they had recorded sub-atomic particles traveling faster than light -- a
finding that could overturn one of Einstein's long-accepted fundamental laws of
the universe.
Antonio Ereditato, spokesman for the researchers, told Reuters  that
measurements taken over three years showed neutrinos pumped from CERN 
near  Geneva
to Gran Sasso in Italy had arrived 60 nanoseconds quicker than light  would
have done.
"We have high confidence in our results. We have checked and  rechecked for
anything that could have distorted our measurements but we found  nothing,"
he said. "We now want colleagues to check them  independently."
...
http://www.reuters.com/article/2011/09/22/us-science-light-idUSTRE78L4FH2011
0922

http://www.reuters.com/article/2011/09/22/us-science-light-idUSTRE78L4FH2011


From: Christopher Smith <cwsmith85@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] FYI: Neutrinos break Einstein's Law
Date: September 22, 2011 at 10:42 PM

I can't even fathom the implications of this discovery, should it be true.

On Sep 22, 2011, at 4:09 PM, Westmiller@aol.com wrote:

Particles found to break speed of light
Thu Sep 22, 2011 3:26pm EDT

GENEVA (Reuters) - An international team of scientists said on Thursday they 
had recorded sub-atomic particles traveling faster than light -- a finding that 
could overturn one of Einstein's long-accepted fundamental laws of the 
universe.
Antonio Ereditato, spokesman for the researchers, told Reuters that 
measurements taken over three years showed neutrinos pumped from CERN 
near Geneva to Gran Sasso in Italy had arrived 60 nanoseconds quicker than 
light would have done.
"We have high confidence in our results. We have checked and rechecked for 
anything that could have distorted our measurements but we found nothing," he 
said. "We now want colleagues to check them independently."
...
http://www.reuters.com/article/2011/09/22/us-science-light-
idUSTRE78L4FH20110922

http://www.reuters.com/article/2011/09/22/us-science-light-idUSTRE78L4FH20110922


From: Elliot Temple <curi@curi.us>
Subject: [BoI] From My Notes
Date: September 23, 2011 at 1:12 AM

  SOCRATES: I see. And to me too, now that you point it out. In the past I 
have often pondered the many differences between our two cities, for I must 
confess that there was – and still is – much that I admire about the Spartans. 
But I had never realized before now that those differences are all superficial. 
Beneath their evident virtues and vices, beneath even the fact that they are 
bitter enemies of Athens, Sparta is the victim – and the servant – of a profound 
evil. This is a momentous revelation, noble Apollo, better than a thousand 
declarations of the Oracle, and I cannot adequately express my gratitude.

Those differences are superficial b/c if the major traits of the cities stay the same, 
then in time Athens will be better at absolutely every issue there is. any Spartan 
leads in knowledge can’t last, b/c Athens is racing forward, and Sparta has tied 
itself to the ground.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: Westmiller@aol.com
Subject: [BoI] Topic: Fungibility: Square One
Date: September 23, 2011 at 4:05 AM

Alan Forrester writes:
... Do you agree that provided the pounds  are all the
same this is a deterministic rule?

Determinism  doesn't specify that currency tokens (whether paper or
digital) follow any cause  and effect rules whatever. As David notes, they are
simply "deemed by law" to  have their specified value. As mere tokens of value,
they don't themselves cause  anything that produces effects: they are purely
passive objects. How they are  used or where they are located is entirely
determined by the acts of persons.  Every person in a transaction decides
whether or not a claimed  monetary quantity is true (fungible within the common
 law) or a forgery (non-fungible).

[BOI] p. 267, David writes:
"The laws of physics could, for  instance, say that, when the
transporter malfunctions, then in one of the  universes and not the
other there will be a small voltage surge in the  transported objects.
The laws, being symmetrical, could not possibly specify  which universe
the surge will take place in. But, precisely because the  universes are
initially fungible, they do not have to."

Imaginary laws  of physics can be fantastic: they *could say* that
transporters always add one  gumdrop to any object transported. If the example 
is
intended to correlate  somehow with the real laws of physics - which was what
the paragraph I quoted  attempted to do - then David needs to suggest which
real quantum mechanical laws  dictate a random "jolt" event in only one
world, given identical initial  conditions in both worlds.

I *think* he is saying that quantum laws  dictate probable outcomes in
composite, while individually events only *appear*  to be random. If those
individual events are considered truly (stochastically)  random, then that would
dictate a violation of the deterministic premise. In the  first case cited,
David expressly rejects that explanation.

... For  the whole set of universes, the rule is deterministic.



If that's the  proposition, then the corollary is that *every world* must
experience *every*  probabilistic event as being - for all intents and
purposes - necessarily  random. I couldn't even know - in one world - whether an
event was (in  composite) merely probable or purely random.

For example, if I flip a  coin and get heads, the proposition says that in
some other world I get tails.  If I flip the coin 10,000 times, each will
cause a new "world" with a different  composite result. Therefore, in some
world, I will get 10,000 heads. How do I  know that I'm NOT in that
"improbable" world ... and why would I not reasonably  conclude that the actual
probability of a flipped coin coming up heads is 100%?  How do any of the "mes"
know the real, composite probability across all  "worlds"? Lacking
communication, they can't.

I realize that David's story  is leading up to an assertion that quantum
probabilities are deterministic *in  all worlds*, but I'm suggesting that the
proposition means that he can't even  know whether the probabilities *in
this world* are correct in the composite,  since he can't possibly detect the
composite.

---
BTW: A coin flip is  neither random nor probable, but deterministic. If I
could control all of the  "hidden variables", I could build a precision
machine that actually flips 10,000  heads in a row. Yes, I understand that Bell's
Inequality dictates that certain  quantum effects cannot be explained by
hidden variables.

Bill

-- 



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Topic: Fungibility: Square One
Date: September 23, 2011 at 5:16 AM

On Friday, September 23, 2011,  <Westmiller@aol.com> wrote:
Alan Forrester writes:

... Do you agree that provided the pounds  are all the
same this is a deterministic rule?

Determinism  doesn't specify that currency tokens (whether paper or
digital) follow any cause  and effect rules whatever. As David notes, they

are
simply "deemed by law" to  have their specified value. As mere tokens of

value,
they don't themselves cause  anything that produces effects: they are

purely
passive objects. How they are  used or where they are located is entirely
determined by the acts of persons.  Every person in a transaction decides
whether or not a claimed  monetary quantity is true (fungible within the

common
 law) or a forgery (non-fungible).

[BOI] p. 267, David writes:
"The laws of physics could, for  instance, say that, when the
transporter malfunctions, then in one of the  universes and not the
other there will be a small voltage surge in the  transported objects.
The laws, being symmetrical, could not possibly specify  which universe
the surge will take place in. But, precisely because the  universes are
initially fungible, they do not have to."

Imaginary laws  of physics can be fantastic: they *could say* that
transporters always add one  gumdrop to any object transported.

David isn't suggesting anything arbitrary or fantastic. It is possible for a
function to take a set of fungible objects as input and for it to split that
set so that two different sets are output.

If the example is
intended to correlate  somehow with the real laws of physics - which was



what
the paragraph I quoted  attempted to do - then David needs to suggest

which
real quantum mechanical laws  dictate a random "jolt" event in only one
world, given identical initial  conditions in both worlds.

I think you have a picture of a function operating in one universe and
producing one outcome and of that same function operating in another
universe on an identical object but producing a different outcome. But you
can't picture the function like that. If X is a fungible set of x then the
function is doing f(X), and not a bunch of f(x)'s. The function is
multiversal, not local to each universe.

- Brian Scurfield

-- 



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 23, 2011 at 6:48 AM

On Sep 22, 5:28 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 22, 2011, at 9:13 AM, tom.harrigan wrote:

On Sep 22, 1:56 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 10:27, "tom.harrigan" <tom.harri...@gmail.com> wrote:

But what is this information, and by what mechanism is it transmitted
and deciphered?

http://arxiv.org/abs/quant-ph/9906007

Can you give one example of an undifferentiated point in space-time
receiving signals from 4 branches and pairing them up instantaneously?

Space-time points aren't much use for carrying information. The information 
is carried by things like photons and electrons. Also it doesn't happen 
instantaneously just very quickly - in the decoherence time (the time it takes 
for interference effects to become negligible) which for most systems is very 
short.

Alan

OK, so I signal that I got measurement UP with a RED firework. On the
other side of the valley, my colleague signals both RED and GREEN as
she split by the measurement. How do my eyes know only to see the
GREEN firework?

This has nothing to do with decoherence.

Decoherence is the name for things (e.g. the RED signal from your colleague 
and instances of yourself) becoming no longer able to affect each other or 
interact (because they are "in different universes"). So this question is an issue 

http://arxiv.org/abs/quant-ph/9906007


of decoherence.

No, decoherence ensures I don't see a yellow flash.

The answer to how it happens is: the laws of physics.

How very convenient! I am aware of several "laws of physics", but my
problem is that I cannot find the one that states that a wave of
differentiation is able to select future histories beyond it's own
light-cone! How does it do that?

And the information asked about is entanglement information.

Entanglement information is not deciphered in the sense of an intelligent agent 
reading it and doing a calculation. The laws of physics just happen without 
deciphering. The same as if two balls collide, the laws of physics do not 
decipher their momentums, the result just kinda happens.

I think you have hit the nail on the head! It "just kinda happens" has
got to be the explanation with the fewest possible adjustable
parameters. I mean, it has zero parameters, so it has got to be the
perfect and best explanation.

One thing is for sure, my question has nothing to do with bouncing
balls. It may not have anything to do with entanglement "information"
either. There is no information encoded in the signal. There is no
action-at-a-distance. I know exactly what to expect, and the result
never surprises me.

The question is, how does a wave of differentiation select the
appropriate histories of regions that it has had no causal connection
with?

Similarly your eyes don't know anything. That, like deciphering, implies an 
intelligent agent. Rather than "know only to see" what happens is "do only see".



I think you are completely missing the point. All presents must
contain all futures encoded within them. That is completely acceptable
and non-controversial in Many-Worlds determinism. This information
must include all entanglement information with non-causally connected
regions of space-time, if you demand a purely local theory. Even that
huge overburden might be acceptable, if there was some mechanism for
sorting out which worlds go together when they eventually meet. What
is that mechanism?

What you are also saying, is that the Many-Worlds arbitrarily denies
those quantum states that are manifestly non-local in the Schrodinger
representation. Who was it who said MW was about taking Schrodinger's
equation seriously?

I think this is getting towards, "Why are the laws of physics the way they are?" 
territory. Or if it's not, I'm not clear on what's being asked (unless I've just 
answered it). The mechanism is the laws of physics, same as if I kick a ball and 
someone asks by what mechanism it can move.

To clear up your confusion, you have not "just answered it".

Tom



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 23, 2011 at 8:52 AM

On 22 Sep 2011, at 17:13, "tom.harrigan" <tom.harrigan@gmail.com> wrote:

On Sep 22, 1:56 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 10:27, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 22, 8:42 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 September 2011 06:55, tom.harrigan <tom.harri...@gmail.com> 
wrote:

On Sep 21, 11:07 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 September 2011 22:49, tom.harrigan <tom.harri...@gmail.com> 
wrote:

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> 
wrote:

On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> 
<Westmil...@aol.com> wrote:

PS: Please clarify what you mean by the statement that 
measurement "adds different entanglement information". I thought 
entanglement was an inherent quality of two distinct (maybe 
complementary) particles in the EPR experiment, whether they 
were measured or not.

Yes but it changes when they interact, whether by measurement 
interactions or not, and can also be carried from one to the other by 
a third object. The latter is what happens in EPR and other 



experiments purported to demonstrate non-locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what the
corresponding measurement was/will/would be on the other particle. 
Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it something 
that one can cause to exist merely by imagining it. It is a physical 
process that requires, at a minimum, an additional physical system to 
be present, suitably prepared, to interact with the system of interest 
and then to store the outcome. Remember that such 'outcomes' are in 
general multi-valued. In the case of experiments purporting to 
demonstrate non-locality, there are two measurements, one at each of 
two locations. A correlation, likewise, is not an abstraction. To make a 
measurement of a correlation between outcomes (in repeated 
instances of an experiment), something must compare those two 
outcomes after each instance of the experiment. That requires that the 
information in one of them be transported to the same location as the 
other one. The thing that transports them cannot be a mathematical 
abstraction, nor an imaginary object. It is the third object I mentioned.

-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which are 
space-
like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual splitting of
the worlds, two at each measurement.

I had imagined that, because of entanglement, only 2 branches would 
be



created in total. I had thought that the laws of QM would force this.
If asked how, I would mumble words like correlation, non-separability
and entanglement. In this type of multiverse, we need not even 
compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a conservation
law to ever encounter each other. I am clearly missing something here,
as this post hoc checking procedure seems quite onerous.

What am I missing?

What you're missing is that universes are emergent structures: they
are a result of objects interacting with one another. So if measuring
device M1 measures the spin of particle 1, call it S1, then there is a
local branching structure for those two systems in which if S1 is up
then M1 reads up (this is one branch) and if S1 is down then M1 reads
down (this is another branch).

If another measuring device M2 measures the spin of particle 2, S2,
then there is also a branching structure for M2 and S2. However, until
some physical process takes place to compare the readings on M1 and 
M2
there just isn't a branch in which the readings are correlated. It's
not that there are 4 branches, it's just that those two readings are
not yet part of the same branching structure.

At M1, we have two branches, (M1,UP) and (M1,DOWN), and the wave of
differentiation spreads through the universe at the speed of light,
perhaps containing a signal. The same goes for M2. Somehow, (M1,UP)
signals only ever encounter (M2,DOWN) signals. My question is simply,
what is the mechanism that forces this?

The two signals each carry information about how instances of M1 and
M2 should be paired up. That information may state that they should
match, or not match, or that some particular proportion of them should
match. When signals from M1 and signals from M2 meet, they pair up
according to the rule.



But what is this information, and by what mechanism is it transmitted
and deciphered?

http://arxiv.org/abs/quant-ph/9906007

Can you give one example of an undifferentiated point in space-time
receiving signals from 4 branches and pairing them up instantaneously?

Space-time points aren't much use for carrying information. The information is 
carried by things like photons and electrons. Also it doesn't happen 
instantaneously just very quickly - in the decoherence time (the time it takes for 
interference effects to become negligible) which for most systems is very short.

Alan

OK, so I signal that I got measurement UP with a RED firework. On the
other side of the valley, my colleague signals both RED and GREEN as
she split by the measurement. How do my eyes know only to see the
GREEN firework?

The information is stored in a complete set of physical quantities that are 
represented by Heisenberg picture observables, which tell us what is happening 
to all of the physical quantities describing all of the possible versions of your eye.

Alan

http://arxiv.org/abs/quant-ph/9906007


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: [BoI] Fallible Justified True Belief
Date: September 23, 2011 at 10:29 AM

Consider the two following questions:

What is knowledge?

How does one know?

Now, David Deustch in BoI (and presumably Popper before DD) seems to think
that "Justified True Belief" is intended as an answer to the second
question. I am by no means an expert on JTB theory, but I had always assumed
it was an answer to the first question. A true belief that is not justified
is not knowledge, it is just a lucky guess; a justified belief that is not
true is simply an unlucky conclusion; and a justified and true statement
that you don't believe is just something you probably should believe. So you
only "Know" a proposition if you have some justification for its truth, you
actually believe it, and it is also true. Intuitively, this seems right,
although it has come under criticism, both Popperian and otherwise. But this
leads me to the other thing I found curious about BoI's treatment of JTB:

The other thing I found interesting about ' s discussion of Justified True
Belief (which, again, presumably came from Popper) is how the "True" in JTB
is irrelevant. That is, the "Justified" is interpreted as meaning something
coming from an infallible source, and thus, if it is justified, it is
necessarily true, at least in theory. It is telling that in BoI's Socratic
dialog, the True is frequently dropped altogether and they just talk about
"Justified Belief".

Now, when I was first exposed to the idea of "Justified True Belief" I
interpreted it as a fallible justified true belief that was an answer to the
first question above. This is because, as I already stated, if the
justification is infallible, then the "True" is absolutely superfluous. That
is, fallibility seems implicit in the very name of the idea. That doesn't
mean that it was an accurate concept of JTB, but it does make me wonder if
Popper was really treating JTB fairly.

-- 



From: Christopher Smith <cwsmith85@gmail.com>
Subject: Re: [BoI] Fallible Justified True Belief
Date: September 23, 2011 at 10:48 AM

Maybe I'm missing your point, but I understand David D. to be saying that 
"justified true belief" is basically impossible within a fallibilist mental framework.

Or, if possible, it's something of a delusion.  That is how I interpreted this 
statement from Xenophanes:

But as for certain truth, no man has known it, nor will he know it; neither of the 
gods, nor yet of all the things of which I speak. And even if by chance he were to 
utter the final truth, he would himself not know it: for all is but a woven web of 
guesses.

So---and maybe I'm missing something--but I  don't think the question of "how 
does one know?" is answered with "justified true belief".

I think the answer to that question is: we don't .

Not absolutely, anyway.  "All is but a woven web of guesses."

I'm very curious to hear if other readers came to this same conclusion.

Thanks,

--Chris S.

On Sep 23, 2011, at 9:29 AM, Abraham Lewis wrote:

Consider the two following questions:

What is knowledge?

How does one know?

Now, David Deustch in BoI (and presumably Popper before DD) seems to think 
that "Justified True Belief" is intended as an answer to the second question. I 
am by no means an expert on JTB theory, but I had always assumed it was an 
answer to the first question. A true belief that is not justified is not knowledge, it 
is just a lucky guess; a justified belief that is not true is simply an unlucky 



conclusion; and a justified and true statement that you don't believe is just 
something you probably should believe. So you only "Know" a proposition if you 
have some justification for its truth, you actually believe it, and it is also true. 
Intuitively, this seems right, although it has come under criticism, both Popperian 
and otherwise. But this leads me to the other thing I found curious about BoI's 
treatment of JTB:

The other thing I found interesting about ' s discussion of Justified True Belief 
(which, again, presumably came from Popper) is how the "True" in JTB is 
irrelevant. That is, the "Justified" is interpreted as meaning something coming 
from an infallible source, and thus, if it is justified, it is necessarily true, at least 
in theory. It is telling that in BoI's Socratic dialog, the True is frequently dropped 
altogether and they just talk about "Justified Belief".

Now, when I was first exposed to the idea of "Justified True Belief" I interpreted 
it as a fallible justified true belief that was an answer to the first question above. 
This is because, as I already stated, if the justification is infallible, then the 
"True" is absolutely superfluous. That is, fallibility seems implicit in the very 
name of the idea. That doesn't mean that it was an accurate concept of JTB, but 
it does make me wonder if Popper was really treating JTB fairly.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fallible Justified True Belief
Date: September 23, 2011 at 12:50 PM

On Sep 23, 2011, at 7:29 AM, Abraham Lewis wrote:

Consider the two following questions:

What is knowledge?

How does one know?

Now, David Deustch in BoI (and presumably Popper before DD) seems to think
that "Justified True Belief" [JTB] is intended as an answer to the second
question.

No, they regard JTB as the usual (and mistaken) answer to the first question. 
Knowledge is commonly *defined* as JTB (see below).

I am by no means an expert on JTB theory, but I had always assumed
it was an answer to the first question.

Yes. Can you quote where you think DD/Popper said otherwise?

A true belief that is not justified
is not knowledge, it is just a lucky guess; a justified belief that is not
true is simply an unlucky conclusion; and a justified and true statement
that you don't believe is just something you probably should believe. So you
only "Know" a proposition if you have some justification for its truth, you
actually believe it, and it is also true. Intuitively, this seems right,
although it has come under criticism, both Popperian and otherwise. But this
leads me to the other thing I found curious about BoI's treatment of JTB:

The other thing I found interesting about ' s discussion of Justified True
Belief (which, again, presumably came from Popper)

Yes it pretty much comes from Popper.

is how the "True" in JTB
is irrelevant. That is, the "Justified" is interpreted as meaning something



coming from an infallible source,

No, that is not how we interpret JTB. We're well aware that if you say that, 
justificationists will complain that justification need not be infallible. It can be, they 
claim, somewhere in between everything and nothing.

Objections of the type, "I didn't mean to assert infallibility", are one of the most 
widely used ways of disregarding Popper (actually his arguments apply either 
way, without substantial changes).

The concepts of partial, fallible or probabilistic justification don't work either. They 
still face the same regress problem, the same "what justifies what?" problem, the 
same issues of enabling people not to listen to criticism and also the problems of 
"how much does X justify Y?" and "how much justification is enough to count as 
knowledge?"

About criticism: if all criticism does is reduce the amount of justification, and there 
is a lot of justification, and no rival ideas deemed to be close in status, then it 
would take a lot of criticism before one had to care. Whereas in the Popperian 
view, if an idea has a criticism it can't answer, that makes it *false*, which is 
different. No amount of justification which doesn't address the criticism can stop 
that. (Note: if justification doesn't stop criticism like this, what good is it?)

The other answer for what good justification is, is that it helps one choose 
between ideas which haven't been refuted by criticism. But that's a mistake too. If 
the justification for one idea cannot be used to come up with any criticism 
whatsoever of its rival, then what sort of justification is it? What use is it? Why 
didn't it reveal any merit or advantage of the idea in question? (Any positive trait 
can be used in a critical manner by complaining that a rival idea lacks that trait.) 
Why is this idea deemed to have so much? My attitude is that all valid 
"justifications" can be used in a critical role. And if they can't be used in a critical 
role against a particular idea, only others, then they can't be an argument for 
greater status than the idea they don't criticize.

and thus, if it is justified, it is
necessarily true, at least in theory. It is telling that in BoI's Socratic
dialog, the True is frequently dropped altogether and they just talk about
"Justified Belief".



Then can you post a statement from the dialog that you think is mistaken?

Now, when I was first exposed to the idea of "Justified True Belief" I
interpreted it as a fallible justified true belief that was an answer to the
first question above.

Isn't that a contradiction? You've called something "fallible" (may not be true) and 
"true" at the same time. You can't think it both at once. If you thought you didn't 
know if it was true or not, you shouldn't call it "true".

This is because, as I already stated, if the
justification is infallible, then the "True" is absolutely superfluous. That
is, fallibility seems implicit in the very name of the idea. That doesn't
mean that it was an accurate concept of JTB, but it does make me wonder if
Popper was really treating JTB fairly.

B is mistaken because books, memes, genes, and telescopes have knowledge.

T is mistaken because it encourages an infallibilist attitude. It says only the 
perfect, final truth counts as "knowledge". And it's also generally believed (quite 
reasonably) that people have knowledge. So it says we have some perfect, final 
truths. It also retroactively declares anything that isn't the perfect, final truth not to 
be "knowledge" (by implication in the usual way of thinking about these things, 
worthless). T, not J, is the one with infallibility built into it.

J is mistaken because 1) justification is impossible due to regress (people resort 
to things like arbitrary, unjustified foundations they declare to beyond questioning, 
but that's no good)  2) the whole issue of what justifies what, how much, and why 
has never beens solved and cannot be solved.

What JTB leaves out, especially, is criticism. It also treats knowledge in a boolean 
way: either something is or is not knowledge. The Popperian view allows for 
gradual improvement of imperfect knowledge into slightly better knowledge. The 
quality and value of knowledge comes on a continuum and this allows for 
progress. But the quality and value of "true" ideas does not come on any 
continuum, it refers only to the end of infinity, which we shall never reach.

Looking up "knowledge" one finds:



[As a Philosophy term] true, justified belief; certain understanding, as opposed 
to opinion.

That second part they added is part of the JTB worldview but it is doubly 
mistaken. First it's infallibilist. And second it regards everything but the perfect, 
final, infallible, certain truth as mere "opinion" which is a pejorative word intended 
to deny it as having objective value. So they are saying an idea is JTB or it's 
nothing valuable. They aren't acknowledging the possibility of objective and 
useful, but fallible and non-justified, knowledge.

This goes back to the ancient greeks and the words "episteme" and "doxa". 
Episteme is perfect truth/knowledge and doxa is guesses at truth/knowledge.

The standard approach, now, is to translate episteme as *knowledge* and doxa 
as *opinion*, call doxa worthless and seek episteme. By doing this, they are 
saying that anyone not seeking episteme (perfect truth) is a skeptic who has 
given up on knowledge. And they dismiss doxa as worthless, just stuff people 
make up when they don't know the answer.

Or another way to put it is that doxa is "belief" and you have to add "justified" and 
"true" to get to episteme. Doxa again is deemed pretty worthless because it's not 
justified or true, and the attitude is that the only thing to do with doxa is try to get 
to episteme.

But this isn't what, e.g., Xenophanes meant when he talked about doxa. What 
Xenophanes meant is that episteme (perfect, infallible truth) is for the Gods only, 
and there is no way for humans to get it, but what we can have is doxa 
(conjectural knowledge, fallible knowledge) which is valuable and we can learn 
ever more of it.

The presocratics like Xenophanes had a rather different view of knowledge than 
most do today (actually various different views, they also had more variety than is 
found today). Things changed especially with Aristotle who is most to blame (or 
credit) for the broad tradition of most epistemology since. Aristotle wanted the 
authority of episteme and sought to justify claims to have it.

To see how big a difference this makes, look what happens if we take Popper's 
translation of some Xenophanes:



But as for certain truth, no man has known it,
Nor will he know it; neither of the gods,
Nor yet of all the things of which I speak.
And even if by chance he were to utter
The final truth, he would himself not know it:
For all is but a woven web of guesses.

and change episteme/doxa to the justificationist meanings (changes in all caps):

But as for KNOWLEDGE, no man has ATTAINED ANY,
Nor will he ATTAIN ANY KNOWLEDGE; neither of the gods,
Nor yet of all the things of which I speak.
And even if by chance he were to utter
ANY KNOWLEDGE, he would himself not REALIZE it:
For all is but SUBJECTIVE BELIEF AND OPINION.

It changes Xenophanes from anticipating Popper to a strong skeptic denying 
knowledge.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Christopher Smith <cwsmith85@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Fallible Justified True Belief
Date: September 23, 2011 at 1:34 PM

So can one draw moral conclusions from a fallibilist position?

E.g:  "murder is wrong."

In BoI (page 123,) DD says:

"Would the laws of morality still be the same if the laws of physics were 
different?"

His answer, a few lines down, is:

"My guess is that morality is more autonomous than that."

But that's his "guess," which takes us back to Xenophanes, and fallibilism, and 
fundamental uncertainty.

But anyway, one could quibble with the formulation of autonomous morality.

For example, if we conceive of some alternate laws of physics where firing a 
bullet through a human brain posed absolutely no threat to life, would there be 
anything "wrong" with firing that bullet?  What if, if in this alternate physical world, 
the  "victim" enjoyed the sensation of the bullet and even asked for it?

I suppose what I'm trying to get at is what is the relationship of morality to the 
physical world?

And, assuming, as DD does, that morality is in fact "autonomous" from the 
physical, is it also insulated from the attitude of fallibilism itself?

On Sep 23, 2011, at 12:50 PM, Elliot Temple <curi@curi.us> wrote:



On Sep 23, 2011, at 7:29 AM, Abraham Lewis wrote:

Consider the two following questions:

What is knowledge?

How does one know?

Now, David Deustch in BoI (and presumably Popper before DD) seems to 
think
that "Justified True Belief" [JTB] is intended as an answer to the second
question.

No, they regard JTB as the usual (and mistaken) answer to the first question. 
Knowledge is commonly *defined* as JTB (see below).

I am by no means an expert on JTB theory, but I had always assumed
it was an answer to the first question.

Yes. Can you quote where you think DD/Popper said otherwise?

A true belief that is not justified
is not knowledge, it is just a lucky guess; a justified belief that is not
true is simply an unlucky conclusion; and a justified and true statement
that you don't believe is just something you probably should believe. So you
only "Know" a proposition if you have some justification for its truth, you
actually believe it, and it is also true. Intuitively, this seems right,
although it has come under criticism, both Popperian and otherwise. But this
leads me to the other thing I found curious about BoI's treatment of JTB:

The other thing I found interesting about ' s discussion of Justified True
Belief (which, again, presumably came from Popper)

Yes it pretty much comes from Popper.

is how the "True" in JTB
is irrelevant. That is, the "Justified" is interpreted as meaning something
coming from an infallible source,



No, that is not how we interpret JTB. We're well aware that if you say that, 
justificationists will complain that justification need not be infallible. It can be, 
they claim, somewhere in between everything and nothing.

Objections of the type, "I didn't mean to assert infallibility", are one of the most 
widely used ways of disregarding Popper (actually his arguments apply either 
way, without substantial changes).

The concepts of partial, fallible or probabilistic justification don't work either. 
They still face the same regress problem, the same "what justifies what?" 
problem, the same issues of enabling people not to listen to criticism and also 
the problems of "how much does X justify Y?" and "how much justification is 
enough to count as knowledge?"

About criticism: if all criticism does is reduce the amount of justification, and 
there is a lot of justification, and no rival ideas deemed to be close in status, 
then it would take a lot of criticism before one had to care. Whereas in the 
Popperian view, if an idea has a criticism it can't answer, that makes it *false*, 
which is different. No amount of justification which doesn't address the criticism 
can stop that. (Note: if justification doesn't stop criticism like this, what good is 
it?)

The other answer for what good justification is, is that it helps one choose 
between ideas which haven't been refuted by criticism. But that's a mistake too. 
If the justification for one idea cannot be used to come up with any criticism 
whatsoever of its rival, then what sort of justification is it? What use is it? Why 
didn't it reveal any merit or advantage of the idea in question? (Any positive trait 
can be used in a critical manner by complaining that a rival idea lacks that trait.) 
Why is this idea deemed to have so much? My attitude is that all valid 
"justifications" can be used in a critical role. And if they can't be used in a critical 
role against a particular idea, only others, then they can't be an argument for 
greater status than the idea they don't criticize.

and thus, if it is justified, it is
necessarily true, at least in theory. It is telling that in BoI's Socratic
dialog, the True is frequently dropped altogether and they just talk about
"Justified Belief".



Then can you post a statement from the dialog that you think is mistaken?

Now, when I was first exposed to the idea of "Justified True Belief" I
interpreted it as a fallible justified true belief that was an answer to the
first question above.

Isn't that a contradiction? You've called something "fallible" (may not be true) 
and "true" at the same time. You can't think it both at once. If you thought you 
didn't know if it was true or not, you shouldn't call it "true".

This is because, as I already stated, if the
justification is infallible, then the "True" is absolutely superfluous. That
is, fallibility seems implicit in the very name of the idea. That doesn't
mean that it was an accurate concept of JTB, but it does make me wonder if
Popper was really treating JTB fairly.

B is mistaken because books, memes, genes, and telescopes have knowledge.

T is mistaken because it encourages an infallibilist attitude. It says only the 
perfect, final truth counts as "knowledge". And it's also generally believed (quite 
reasonably) that people have knowledge. So it says we have some perfect, final 
truths. It also retroactively declares anything that isn't the perfect, final truth not 
to be "knowledge" (by implication in the usual way of thinking about these 
things, worthless). T, not J, is the one with infallibility built into it.

J is mistaken because 1) justification is impossible due to regress (people resort 
to things like arbitrary, unjustified foundations they declare to beyond 
questioning, but that's no good)  2) the whole issue of what justifies what, how 
much, and why has never beens solved and cannot be solved.

What JTB leaves out, especially, is criticism. It also treats knowledge in a 
boolean way: either something is or is not knowledge. The Popperian view 
allows for gradual improvement of imperfect knowledge into slightly better 
knowledge. The quality and value of knowledge comes on a continuum and this 
allows for progress. But the quality and value of "true" ideas does not come on 
any continuum, it refers only to the end of infinity, which we shall never reach.

Looking up "knowledge" one finds:



[As a Philosophy term] true, justified belief; certain understanding, as opposed 
to opinion.

That second part they added is part of the JTB worldview but it is doubly 
mistaken. First it's infallibilist. And second it regards everything but the perfect, 
final, infallible, certain truth as mere "opinion" which is a pejorative word 
intended to deny it as having objective value. So they are saying an idea is JTB 
or it's nothing valuable. They aren't acknowledging the possibility of objective 
and useful, but fallible and non-justified, knowledge.

This goes back to the ancient greeks and the words "episteme" and "doxa". 
Episteme is perfect truth/knowledge and doxa is guesses at truth/knowledge.

The standard approach, now, is to translate episteme as *knowledge* and doxa 
as *opinion*, call doxa worthless and seek episteme. By doing this, they are 
saying that anyone not seeking episteme (perfect truth) is a skeptic who has 
given up on knowledge. And they dismiss doxa as worthless, just stuff people 
make up when they don't know the answer.

Or another way to put it is that doxa is "belief" and you have to add "justified" 
and "true" to get to episteme. Doxa again is deemed pretty worthless because 
it's not justified or true, and the attitude is that the only thing to do with doxa is 
try to get to episteme.

But this isn't what, e.g., Xenophanes meant when he talked about doxa. What 
Xenophanes meant is that episteme (perfect, infallible truth) is for the Gods only, 
and there is no way for humans to get it, but what we can have is doxa 
(conjectural knowledge, fallible knowledge) which is valuable and we can learn 
ever more of it.

The presocratics like Xenophanes had a rather different view of knowledge than 
most do today (actually various different views, they also had more variety than 
is found today). Things changed especially with Aristotle who is most to blame 
(or credit) for the broad tradition of most epistemology since. Aristotle wanted 
the authority of episteme and sought to justify claims to have it.

To see how big a difference this makes, look what happens if we take Popper's 
translation of some Xenophanes:



But as for certain truth, no man has known it,
Nor will he know it; neither of the gods,
Nor yet of all the things of which I speak.
And even if by chance he were to utter
The final truth, he would himself not know it:
For all is but a woven web of guesses.

and change episteme/doxa to the justificationist meanings (changes in all caps):

But as for KNOWLEDGE, no man has ATTAINED ANY,
Nor will he ATTAIN ANY KNOWLEDGE; neither of the gods,
Nor yet of all the things of which I speak.
And even if by chance he were to utter
ANY KNOWLEDGE, he would himself not REALIZE it:
For all is but SUBJECTIVE BELIEF AND OPINION.

It changes Xenophanes from anticipating Popper to a strong skeptic denying 
knowledge.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fallible Justified True Belief
Date: September 23, 2011 at 2:26 PM

On Sep 23, 2011, at 10:34 AM, Christopher Smith wrote:

So can one draw moral conclusions from a fallibilist position?

E.g:  "murder is wrong."

One can conjecture (guess) that murder is wrong. One can also (tentatively, 
fallibly) conclude it is true (pending new ideas/arguments/criticisms), and use the 
idea until something changes.

When is an idea "good enough" to act on (for now)? When is it good enough to 
tentatively accept/conclude it? If:

1) It is not (yet) refuted by a criticism, as far as you know. In other words, you 
don't see any flaw in it. (A criticism is an explanation of a flaw/problem/weakness 
with an idea.)

and

2) There isn't a contradictory, rival idea which is non-refuted.

If there is a non-refuted rival, and neither of the ideas has any criticism of the 
other, and they contradict each other, then that is itself a criticism of both of them 
(if they were better, they'd address and resolve the issue. they have failed.) 
Further, it would be arbitrary to pick one over the other if they have the same 
status.

Basically the standard for "good enough" is: don't do anything that you 
understand you're wrong about (to the best of your knowledge), and do act on 
ideas which you don't see anything wrong with.

In BoI (page 123,) DD says:

"Would the laws of morality still be the same if the laws of physics were 
different?"



His answer, a few lines down, is:

"My guess is that morality is more autonomous than that."

But that's his "guess," which takes us back to Xenophanes, and fallibilism, and 
fundamental uncertainty.

I think he called that a "guess" to emphasize it is considerably more speculative 
than other ideas like the multiverse or whether microwave ovens work. It's not a 
topic he claims to understand really well.

But anyway, one could quibble with the formulation of autonomous morality.

For example, if we conceive of some alternate laws of physics where firing a 
bullet through a human brain posed absolutely no threat to life, would there be 
anything "wrong" with firing that bullet?  What if, if in this alternate physical 
world, the  "victim" enjoyed the sensation of the bullet and even asked for it?

DD doesn't conceive of morality as a list of inflexible rules like "don't shoot people 
in the head". Rather, morality provides more nuanced help. At least "don't 
murder" if not better. If shooting someone (innocent) in the head will kill them then 
it's murder, and if it won't then it's not. The morality (don't murder) is unaffected 
by the laws of physics (it's the same either way), the morality is don't do whatever 
actions are murder under your laws of physics.

I suppose what I'm trying to get at is what is the relationship of morality to the 
physical world?

And, assuming, as DD does, that morality is in fact "autonomous" from the 
physical, is it also insulated from the attitude of fallibilism itself?

DD didn't *assume* that morality is autonomous. He also didn't say it is 
autonomous but rather spoke about the *degree* of autonomousness ("more 
autonomous" implies degree, or in other words that there can be more or less). 
He sees there being a continuum rather than it being either autonomous or not.

I think DD's guess relies on fallibilism being insulated along with morality (since 
they are closely connected), rather than fallibilism being paired with the laws of 
physics away from morality.



If you change the laws of physics so people can fly, or can eat photons, or tennis 
balls stick to the ground, or many other things, murder stays wrong. And 
fallibilism stays true. It's also somewhat autonomous.

In the book DD was actually talking about something different though. This is 
about how some changes to the laws of physics, e.g. to the physics of bullets and 
brains, would not change morality (or fallibilism). He was interested in changes to 
the laws of physics that would change what a good life is, and whether laws of 
physics themselves could be immoral, or if on the other hand morality is merely 
whatever makes a good life under the laws of physics.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility: Square One
Date: September 24, 2011 at 4:06 AM

Brian Scurfield writes:
David isn't suggesting anything arbitrary  or fantastic.

He says *imagine* a law. From the story line, I thought it  might be an
imaginary law that says a "jolt" always happens in half of the  fungible worlds
(or your formulation) ... but that's not stated.

What he  posits is an "appearance" of randomness in both worlds, then
proceeds to offer  possible explanations of why that would not be a violation of
determinism. His  conclusion seems to be option #3, that a law of physics
stipulates that  something that appears random in one world is nevertheless
deterministic in all  worlds.

Much later he explains that a *probable* (quantum)  event happens
deterministically in the *composite* of multiple worlds. My  discussion simply
suggested that, for any sequence of probable events, we  couldn't possibly know
which world we were in ... and at least ONE of those  worlds obtains a nearly
impossible outcomet (while many others get the  probability wrong).

I think you have a picture of a function  operating in one universe and
producing one outcome and of that same  function operating in another
universe on an identical object but  producing a different outcome.
But you can't picture the function like  that. If X is a fungible set of x
then the function is doing f(X), and  not a bunch of f(x)'s. The function
is multiversal, not local to each  universe.

Exactly correct. We just can't possibly know what any probability  function
is doing, since we can't know the consequential outcomes in the  composite
set of fungible worlds. All we know is the one that we're in and we  can't
communicate with any others. So, we can't even surmise what f(X)  asserts.

Bill

-- 



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 24, 2011 at 4:36 AM

On Sep 23, 1:52 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 17:13, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 22, 1:56 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 10:27, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 22, 8:42 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 September 2011 06:55, tom.harrigan <tom.harri...@gmail.com> 
wrote:

On Sep 21, 11:07 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 September 2011 22:49, tom.harrigan <tom.harri...@gmail.com> 
wrote:

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> 
wrote:

On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> 
<Westmil...@aol.com> wrote:

PS: Please clarify what you mean by the statement that 
measurement "adds different entanglement information". I 
thought entanglement was an inherent quality of two distinct 
(maybe complementary) particles in the EPR experiment, 
whether they were measured or not.

Yes but it changes when they interact, whether by measurement 



interactions or not, and can also be carried from one to the other 
by a third object. The latter is what happens in EPR and other 
experiments purported to demonstrate non-locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what the
corresponding measurement was/will/would be on the other particle. 
Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it something 
that one can cause to exist merely by imagining it. It is a physical 
process that requires, at a minimum, an additional physical system to 
be present, suitably prepared, to interact with the system of interest 
and then to store the outcome. Remember that such 'outcomes' are 
in general multi-valued. In the case of experiments purporting to 
demonstrate non-locality, there are two measurements, one at each 
of two locations. A correlation, likewise, is not an abstraction. To 
make a measurement of a correlation between outcomes (in 
repeated instances of an experiment), something must compare 
those two outcomes after each instance of the experiment. That 
requires that the information in one of them be transported to the 
same location as the other one. The thing that transports them 
cannot be a mathematical abstraction, nor an imaginary object. It is 
the third object I mentioned.

-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which are 
space-
like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual splitting of
the worlds, two at each measurement.



I had imagined that, because of entanglement, only 2 branches would 
be
created in total. I had thought that the laws of QM would force this.
If asked how, I would mumble words like correlation, non-separability
and entanglement. In this type of multiverse, we need not even 
compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a conservation
law to ever encounter each other. I am clearly missing something here,
as this post hoc checking procedure seems quite onerous.

What am I missing?

What you're missing is that universes are emergent structures: they
are a result of objects interacting with one another. So if measuring
device M1 measures the spin of particle 1, call it S1, then there is a
local branching structure for those two systems in which if S1 is up
then M1 reads up (this is one branch) and if S1 is down then M1 reads
down (this is another branch).

If another measuring device M2 measures the spin of particle 2, S2,
then there is also a branching structure for M2 and S2. However, until
some physical process takes place to compare the readings on M1 and 
M2
there just isn't a branch in which the readings are correlated. It's
not that there are 4 branches, it's just that those two readings are
not yet part of the same branching structure.

At M1, we have two branches, (M1,UP) and (M1,DOWN), and the wave 
of
differentiation spreads through the universe at the speed of light,
perhaps containing a signal. The same goes for M2. Somehow, (M1,UP)
signals only ever encounter (M2,DOWN) signals. My question is simply,
what is the mechanism that forces this?

The two signals each carry information about how instances of M1 and



M2 should be paired up. That information may state that they should
match, or not match, or that some particular proportion of them should
match. When signals from M1 and signals from M2 meet, they pair up
according to the rule.

But what is this information, and by what mechanism is it transmitted
and deciphered?

http://arxiv.org/abs/quant-ph/9906007

Can you give one example of an undifferentiated point in space-time
receiving signals from 4 branches and pairing them up instantaneously?

Space-time points aren't much use for carrying information. The information 
is carried by things like photons and electrons. Also it doesn't happen 
instantaneously just very quickly - in the decoherence time (the time it takes 
for interference effects to become negligible) which for most systems is very 
short.

Alan

OK, so I signal that I got measurement UP with a RED firework. On the
other side of the valley, my colleague signals both RED and GREEN as
she split by the measurement. How do my eyes know only to see the
GREEN firework?

The information is stored in a complete set of physical quantities that are 
represented by Heisenberg picture observables, which tell us what is happening 
to all of the physical quantities describing all of the possible versions of your 
eye.

Alan

As I suspected - Many Worlds is just a hidden variable theory in
disguise!

I'm going to call this SUPERDETERMINISM (which actually is a
capitalised word, to distinguish it from all similar words, and to
indicate that it is much worse), to describe the fact that all quantum

http://arxiv.org/abs/quant-ph/9906007


systems, not only encode their future, but also all future histories
of space-like separated regions they are entangled with, plus all
space-like separated regions that could have been effected by any
entanglement.

But, you still have a problem. The "Heisenberg picture observables"
that you prefer, require a Hamiltonian. According to you, my eyes know
the future well enough to only accept green flashes, and they know
this despite the fact that the result of my experiment is in a sealed
envelope in my pocket. But the green flash is in my future. There is
no causal connection yet. There is no interaction yet. There is no
Hamiltonian!

Are you suggesting that "Heisenberg picture observables" enjoy some
sort of SUPERREALITY, i.e. they are like angels?

Tom



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 24, 2011 at 8:29 AM

On 24 Sep 2011, at 09:36, "tom.harrigan" <tom.harrigan@gmail.com> wrote:

On Sep 23, 1:52 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 17:13, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 22, 1:56 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 10:27, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 22, 8:42 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 September 2011 06:55, tom.harrigan <tom.harri...@gmail.com> 
wrote:

On Sep 21, 11:07 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 September 2011 22:49, tom.harrigan <tom.harri...@gmail.com> 
wrote:

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> 
wrote:

On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> 
wrote:

On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> 
<Westmil...@aol.com> wrote:

PS: Please clarify what you mean by the statement that 
measurement "adds different entanglement information". I 
thought entanglement was an inherent quality of two distinct 
(maybe complementary) particles in the EPR experiment, 



whether they were measured or not.

Yes but it changes when they interact, whether by measurement 
interactions or not, and can also be carried from one to the other 
by a third object. The latter is what happens in EPR and other 
experiments purported to demonstrate non-locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what 
the
corresponding measurement was/will/would be on the other 
particle. Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it 
something that one can cause to exist merely by imagining it. It is a 
physical process that requires, at a minimum, an additional physical 
system to be present, suitably prepared, to interact with the system 
of interest and then to store the outcome. Remember that such 
'outcomes' are in general multi-valued. In the case of experiments 
purporting to demonstrate non-locality, there are two 
measurements, one at each of two locations. A correlation, likewise, 
is not an abstraction. To make a measurement of a correlation 
between outcomes (in repeated instances of an experiment), 
something must compare those two outcomes after each instance 
of the experiment. That requires that the information in one of them 
be transported to the same location as the other one. The thing that 
transports them cannot be a mathematical abstraction, nor an 
imaginary object. It is the third object I mentioned.

-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which are 
space-



like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual splitting 
of
the worlds, two at each measurement.

I had imagined that, because of entanglement, only 2 branches 
would be
created in total. I had thought that the laws of QM would force this.
If asked how, I would mumble words like correlation, non-separability
and entanglement. In this type of multiverse, we need not even 
compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a 
conservation
law to ever encounter each other. I am clearly missing something 
here,
as this post hoc checking procedure seems quite onerous.

What am I missing?

What you're missing is that universes are emergent structures: they
are a result of objects interacting with one another. So if measuring
device M1 measures the spin of particle 1, call it S1, then there is a
local branching structure for those two systems in which if S1 is up
then M1 reads up (this is one branch) and if S1 is down then M1 reads
down (this is another branch).

If another measuring device M2 measures the spin of particle 2, S2,
then there is also a branching structure for M2 and S2. However, until
some physical process takes place to compare the readings on M1 
and M2
there just isn't a branch in which the readings are correlated. It's
not that there are 4 branches, it's just that those two readings are
not yet part of the same branching structure.

At M1, we have two branches, (M1,UP) and (M1,DOWN), and the wave 



of
differentiation spreads through the universe at the speed of light,
perhaps containing a signal. The same goes for M2. Somehow, 
(M1,UP)
signals only ever encounter (M2,DOWN) signals. My question is simply,
what is the mechanism that forces this?

The two signals each carry information about how instances of M1 and
M2 should be paired up. That information may state that they should
match, or not match, or that some particular proportion of them should
match. When signals from M1 and signals from M2 meet, they pair up
according to the rule.

But what is this information, and by what mechanism is it transmitted
and deciphered?

OK, so I signal that I got measurement UP with a RED firework. On the
other side of the valley, my colleague signals both RED and GREEN as
she split by the measurement. How do my eyes know only to see the
GREEN firework?

The information is stored in a complete set of physical quantities that are 
represented by Heisenberg picture observables, which tell us what is 
happening to all of the physical quantities describing all of the possible 
versions of your eye.

Alan

As I suspected - Many Worlds is just a hidden variable theory in
disguise!

No. Hidden variables theories are single universe theories. All of the hidden 
variables would be measurable if we knew what they were. By contrast in mwi if 
you measure one observable of a system you change others so you can't 
measure them all in any particular run of an experiment.

The observables describe what's happening in many universes the hidden 



variables all refer to a single universe.

I'm going to call this SUPERDETERMINISM (which actually is a
capitalised word, to distinguish it from all similar words, and to
indicate that it is much worse), to describe the fact that all quantum
systems, not only encode their future, but also all future histories
of space-like separated regions they are entangled with, plus all
space-like separated regions that could have been effected by any
entanglement.

No. The entanglement information only gives you very limited information about 
other systems.

But, you still have a problem. The "Heisenberg picture observables"
that you prefer, require a Hamiltonian. According to you, my eyes know
the future well enough to only accept green flashes, and they know
this despite the fact that the result of my experiment is in a sealed
envelope in my pocket. But the green flash is in my future. There is
no causal connection yet. There is no interaction yet. There is no
Hamiltonian!

Only systems that have interacted in the past, or systems that have interacted 
with other systems that have interacted with one another, can be entangled. That 
interaction is what gives the systems entanglement information about one 
another.

Alan



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Emulation vs Simulation
Date: September 24, 2011 at 8:37 AM

On 22 Sep 2011, at 5:02pm, Markito wrote:

I often felt when reading begging of infinity that, the term emulation
should have been used instead  of simulation. when we talk about
uploading ones personality into a computer, do we really want it
simply to seem like,(simulation) or  would  you prefer it to be like
you (emulation).

A mirror image of a person, or a recording of a person, isn't a person. Whether 
one can make any other kinds of simulation of a person -- specifically, things that 
are a person but work in a way that doesn't reproduce the inner functionality of 
the person being simulated -- I doubt.

I make this simple explanation, it's the differences between a bitmap
image and a vector image.  Or an explanation vs and observation.

I personally think their is a distinction what do you think?

The universality of computation ensures that emulations of all physical systems 
are possible. So I guess nothing much will hang on whether non-emulation 
simulations are.

-- David Deutsch



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 24, 2011 at 11:49 AM

On Thu, Sep 22, 2011 at 8:55 PM, Josh Jordan <josh@joshjordan.name> wrote:

On 22 Sep 2011, Abraham Lewis wrote:
On 17 Sep 2011, Alan Forrester wrote:

On 17 Sep 2011, Abraham Lewis wrote:
Also, I'm just not yet convinced that all evils are due to lack of
knowledge.

Do you have a criticism of the argument in boi?

I don't remember the arguments from BoI, but I didn't find them entirely
convincing at the time. I would appreciate and benefit from
a distillation of those arguments or even just a pointer to where exactly
they're located in BoI.

"The Principle of Optimism: All evils are caused by insufficient knowledge.

"Optimism is, in the first instance, a way of explaining failure, not
prophesying success. It says that there is no fundamental barrier, no
law of nature or supernatural decree, preventing progress. Whenever we
try to improve things and fail, it is not because the spiteful (or
unfathomably benevolent) gods are thwarting us or punishing us for
trying, or because we have reached a limit on the capacity of reason
to make improvements, or because it is best that we fail, but always
because we did not know enough, in time. But optimism is also a stance
towards the future, because nearly all failures, and nearly all
successes, are yet to come.

"Optimism follows from the explicability of the physical world, as I
explained in Chapter 3. If something is permitted by the laws of
physics, then the only thing that can prevent it from being
technologically possible is not knowing how. Optimism also assumes
that none of the prohibitions imposed by the laws of physics are
necessarily evils. So, for instance, the lack of the impossible
knowledge of prophecy is not an insuperable obstacle to progress. Nor



are insoluble mathematical problems, as I explained in Chapter 8. That
means that in the long run there are no insuperable evils, and in the
short run the only insuperable evils are parochial ones."

Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations
That Transform the World (pp. 212-213). VIKING ADULT. Kindle Edition.

If I were to summarize what seems to me to be the valid conclusion of this
argument, I would summarize it as follows, "For every solvable problem there
is some knowledge that we can gain that will allow us to solve it. For all
other problems, we shouldn't regard them as problems." I can agree with
that.

How would I apply this to the question of whether all coercion (specifically
including taxation and its ilk) is eliminatable? It is basically the same as
before, it *may* be possible, but I am not going to assume that it is, and
neither should other people, IMO. I also think there are some good arguments
for why it is not possible.

-- 



From: Nick <revolutionaryacademic@googlemail.com>
Subject: [BoI] Critical Rationalism and Wisdom-Inquiry
Date: September 24, 2011 at 9:13 AM

Dear Rafe,

                Every now and again, I am delighted to see you making
a sensible point in some generally lunatic email discussion group or
other.  Keep up the good work!

                For a long time, I have sensed that you view my work
with a feeling of bemusement.  You see me as, like yourself, a
Popperian qualified a bit by the emphasis Bartley gives to critical
rationalism.  But then you see me making wild assertions to the effect
that "aim-oriented empiricist" science differs radically from Popper's
views, and that we urgently need to bring about a revolution in
academia so that the basic aim becomes wisdom.  And you are somewhat
bemused.

               It struck me that I could explain how I differ from
Bartley like this.  Both Bartley and I see a basic line of argument in
Popper, which might be schematized like this:

Falsificationism  -> (generalization) critical rationalism.

               Here there is complete agreement.  It is from now on
that there is disagreement.

               Bartley holds that we should regard critical
rationalism as the really important thing, more important than the
initial step - falsificationism (and demarcation).  His criticism of
Popper, roughly, is that in failing to make this transition, and as a
result of holding onto falsificationism as basic - rather than
stressing that all disciplines should put critical rationalism into
practice - Popper distorts what is of most value in his position.

               My contribution is quite different.  What I hold to be
really important is the pattern of argument:

Falsificationism  -> (generalization) critical rationalism.



              Or, more generally:

Scientific Method  -> (generalization)  Rationality

               (I take this to be the nub of the fundamental idea of
the Enlightenment: learn from scientific progress how to make social
progress towards an enlightened world.)

              Given this, it becomes for me - but not for Bartley or
you - a question of considerable importance whether falsificationism
is tenable.  If it is not, and something better is required that, for
me, but not for Bartley or you, will affect ideas about rationality -
perhaps dramatically.

               Falsifactionism is untenable, and needs to be replaced
with aim-oriented empiricism: see, for example, my "Popper, Kuhn,
Lakatos and Aim-Oriented Empiricism" [
http://philpapers.org/archive/MAXPKL.2.doc ].  This means we need to
tread a path parallel to Popper's - a much improved path - leading to
a conception of rationality - aim-oriented rationality - which
radically improves on critical rationalism.  Popper's path, his line
of argument, needs to be replaced by:

Aim-oriented empiricism  -> (generalization)  Aim-oriented rationality.

               Aim-oriented rationality, applied to academic inquiry,
and to the social world, has the far-reaching implications spelled out
in my "From Knowledge to Wisdom" - implications that build on and go
far beyond anything found in Popper or Bartley.

              All this is sketched in my "An Idea to Save the World" [
http://philpapers.org/archive/MAXAIT.1.doc ].

              I hope this at least clarifies how and why our views, in
many ways so close, are also in some respects radically different.
Even if it does not persuade you that my views should be adopted and
implemented.

                             All good wishes,

http://philpapers.org/archive/MAXPKL.2.doc
http://philpapers.org/archive/MAXAIT.1.doc


                                            Nick
Website: www.nick-maxwell.demon.co.uk
Publications online: http://philpapers.org/profile/17092

-- 

http://philpapers.org/profile/17092


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 24, 2011 at 12:53 PM

On Sat, Sep 24, 2011 at 8:49 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Thu, Sep 22, 2011 at 8:55 PM, Josh Jordan <josh@joshjordan.name> 
wrote:

On 22 Sep 2011, Abraham Lewis wrote:
On 17 Sep 2011, Alan Forrester wrote:

On 17 Sep 2011, Abraham Lewis wrote:
Also, I'm just not yet convinced that all evils are due to lack of
knowledge.

Do you have a criticism of the argument in boi?

I don't remember the arguments from BoI, but I didn't find them entirely
convincing at the time. I would appreciate and benefit from
a distillation of those arguments or even just a pointer to where
exactly
they're located in BoI.

"The Principle of Optimism: All evils are caused by insufficient
knowledge.

"Optimism is, in the first instance, a way of explaining failure, not
prophesying success. It says that there is no fundamental barrier, no
law of nature or supernatural decree, preventing progress. Whenever we
try to improve things and fail, it is not because the spiteful (or
unfathomably benevolent) gods are thwarting us or punishing us for
trying, or because we have reached a limit on the capacity of reason
to make improvements, or because it is best that we fail, but always
because we did not know enough, in time. But optimism is also a stance
towards the future, because nearly all failures, and nearly all
successes, are yet to come.

"Optimism follows from the explicability of the physical world, as I
explained in Chapter 3. If something is permitted by the laws of



physics, then the only thing that can prevent it from being
technologically possible is not knowing how. Optimism also assumes
that none of the prohibitions imposed by the laws of physics are
necessarily evils. So, for instance, the lack of the impossible
knowledge of prophecy is not an insuperable obstacle to progress. Nor
are insoluble mathematical problems, as I explained in Chapter 8. That
means that in the long run there are no insuperable evils, and in the
short run the only insuperable evils are parochial ones."

Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations
That Transform the World (pp. 212-213). VIKING ADULT. Kindle Edition.

If I were to summarize what seems to me to be the valid conclusion of this
argument, I would summarize it as follows, "For every solvable problem there
is some knowledge that we can gain that will allow us to solve it. For all
other problems, we shouldn't regard them as problems." I can agree with
that.
How would I apply this to the question of whether all coercion (specifically
including taxation and its ilk) is eliminatable? It is basically the same as
before, it *may* be possible, but I am not going to assume that it is, and
neither should other people, IMO.

One way to apply it is to ask, "Is there a law of physics which
requires there to be taxes?"

Then one thinks through some laws of physics like relativity, MWI,
laws of motion, conservation laws, magnetism, fluid dynamics, the
physics behind chemistry, and so on.

None are related to the issue of taxes. The laws of physics are very
"hands off" for most fields. They give us great freedom and leave us
alone. Sure a politician might have to deal with friction in order to
get to work, and that matters in some ways, but that's not going to
prevent any particular political system.

There is no explanation of why any law of physics would make
eliminating taxes impossible. Not even close. Therefore one has to
tentatively conclude that it is possible (reconsider if a new law of
physics is discovered, or a new argument). And everything else that
steers clear of the laws of physics is also possible.



Possible doesn't just mean possible in some abstract way but possible
to make progress towards, gradually, step by step, beginning today. We
can always start our journey now.

I also think there are some good arguments
for why it is not possible.

Do you know an argument about this, that I don't, which has something
to do with any law of physics? If so please share it. If not -- if
there is an objection/obstacle/problem of another type -- then what
could make it impossible to overcome if not a law of physics?



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 24, 2011 at 1:22 PM

On Sun, Sep 11, 2011 at 10:03 PM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

I had a thought about this discussion that I'd like to bring up before
getting back into specifics. I realized that probably the book that taught
me the value of gradualism and piecemealness was the book *The White Man's
Burden: Why the West's Efforts to Aid the Rest Have Done So Much Ill and So
Little Good* by William Easterly. (I highly recommend it to anyone who's
interested in economic development.) However, I am not sure that they are
exactly the same concepts as the Popperian versions.

Interesting title. I am skeptical that the aid does much harm. I think
the harm is done by violence which would be happening with or without
the aid. The aid is a bit irrelevant, in my mind. Does the book have a
major point I may be missing? If you tell me one I'll consider reading
it. Thanks.

Easterly talked about piecemeal reform by contrasting "Planners" with
"Searchers". Planners, he said, develop grandiose Utopian plans, but perhaps
more significantly, they basically plan how they're going to fix other
people's problems at a distance. In contrast, Searchers create specific
solutions to specific problems that they are themselves familiar with.
Gradualism is illustrated by how the U.S. developed its (relatively) free
market economy by how Russia achieved its (relatively) free market economy.
That is, they switched Russia's economy "overnight" from a socialist to a
free market economy, but because people in general didn't have time to
prepare for and think about the changes, a few people took advantage of the
situation and did things that should have been illegal, had the laws been in
place to prevent them.
Now if you look at many piecemeal solutions that have been implemented at
different times, the changes are necessarily gradual. However, a piecemeal
change does not need to be itself gradual. Likewise, a gradual change isn't
necessarily piecemeal in the sense that Easterly uses the term. For example,
you could (hypothetically) increase interest rates at 1% a year for 50 years
and arrive at a 50% higher interest rate. However, while that would be



gradual, it would not be piecemeal in Easterly's sense because each of those
1% changes would not be addressing a specific problem.

That's not the type of gradualism we want, either. There always has to
be a good explanation. In general, do the smallest thing that has a
good explanation of how it will improve something. Then repeat. (This
can, by the way, go quickly if each step works great with no setbacks.
It can end up creating reform faster than Utopian plans which create
setbacks.)

The point of "smallest thing" is because there's always a serious
possibility of unforeseen consequences. Solutions (even correct ones)
lead to new problems afterwards. Instead of creating 5 new problems at
once, it's better to create one and make sure it's under control, then
create the second, etc... This can be done quickly *as long as
everything goes smoothly*, and in the case that not everything goes
smoothly then you'll be really glad you didn't jump in the deep end.

Also I think we use "piecemeal" and "gradualism" to be interchangeable
synonyms. I'm not aware of a distinction. So maybe they both equate to
your "piecemeal".

Now there are two things about all this that make talking about it
difficult.
First, both piecemeal and gradual are not well defined. How gradual does a
change have to be to count as gradual or not? Likewise, how piecemeal does a
change have to be to be piecemeal? Because of this, the discussion seems to
devolve into characterizing everything in extremes. Things are either
piecemeal (if I am espousing them) or Utopian, and either gradual (if I am
for it) or revolutionary.

Gradual/piecemeal means doing the smallest improvements that are
improvements, repeatedly, instead of doing big steps unnecessarily.

Second, both concepts are frequently, but not necessarily, the same in
practice leading to a tendency to equivocate between them.
Finally, I think we have been doing a lot of arguing past each other. I have
been arguing that "changing laws to match an abstract theory" is both
important and compatible with piecemealness and gradualism.



Changing a law from what it is now, to something else (created not by
starting with the current thing and modifying it, but simply inventing
something new and different), is a big change in one step. It's trying
to achieve reform in one big leap instead of a succession of smaller
modifications. So it's not piecemeal, it's wholesale.

On Sat, Sep 10, 2011 at 8:29 AM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Fri, Sep 9, 2011 at 4:52 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Fri, Sep 9, 2011 at 12:09 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

Specifically, I do not see coercion as being worse than coercion,

Is there a typo here? I don't understand.

No, I was just saying that (in the context of my claim that coercion is
worse than poverty, implying it is wrong to use coercion to fix poverty)
using coercion to stop coercion is not the same kind of mistake as using
coercion to stop poverty, because coercion is not worse than itself, at
least in the abstract.

OK so this is just the standard point that (self) defense is
acceptable because there's already violence anyway so it isn't making
things worse. Let me know if you meant something else.

Anyway, everything taxes do can, *in principle*, be done without
coercion.

In short, I disagree. Specifically, I am not aware of a realistic (if
still
theoretical) method that is morally superior to taxes. I am aware of
other



systems that seem morally equivalent. I do agree that many things taxes
do
could be done without coercion.

It's a mistake to disagree that something is possible on the basis
that you don't yet know how to do it.

You are technically right, but what I mean is that I disagree that we know
that it can be done without coercion.

We guess it can be done without coercion, and we currently have no
criticism of that guess, nor any non-refuted rival theories. That's
all knowing ever is -- tentative and fallible. Demanding instead
Knowing (JTB) is a generic way to object to anything at all.

It is also a mistake to assert that
something is possible unless you know a way that it is, or have a proof that
it is.

You're generically saying not to use our current understanding of the
laws of physics to say what is possible or not. You ask for more
perfect knowledge or want us to stop making assertions. This is a
generic attack on asserting anything. You're attacking knowledge you
have no criticism of (like our current understanding of physics), and
demanding the impossible (proof, JTB -- infallibility) as the only
acceptable standard.

Do you think that morality outweighs all other concerns?

Yes. That's one of the key characteristics of morality.

A key characteristic of morality is that it's *good for everyone in
all ways*. Therefore it has no need to outweigh anything because it's
compatible with everything good (and bad things can be criticized and
people can change their mind about them, instead of outweighing.
that's better, it means people learning stuff instead of being
overruled while not knowing better).



You're claiming inherent conflicts of interest or insoluble problems. Why?

Or do you think that nothing good can contradict morality? That's true
with perfect morality but not true with our current flawed conception
of morality, including our broad moral principles which often lack
some precision.

I agree, but I believe that whatever the perfect morality would be, it would
necessarily include us holding inviolable what we believe to be moral
principles. Thus, while we can be wrong to not violate our sense of
morality, we cannot be right to violate it.

But what if people have moral principles, today, which prevent
themselves from being changed? E.g. what if they feel that criticism
is morally mean? Or what if they feel that faith is morally superior
to reason? Are such things inviolable forever?

If you want your sense of morality to be right you have to change it
sometimes. You can't ever be totally attached to your current beliefs.

And if true perfect morality says something is bad,
then I would not actually regard it as fixing a problem but creating
one -- why else would true morality object to it?

Yes, but the sense in which you're using "problem" there is different than
the sense in which laws in general fix "problems." They fix things that from
some paradigm can be considered problems, but unless it's a problem from the
paradigm of perfect morality (which we will never have) it is not a problem,
as you state above. If something can only be achieved by violating our
morality, then either it is immoral, or we do not yet have the right way of
achieving it, or our morality is wrong. This is why it is important to
constantly be examining issues from the moral perspective. (Tangentially,
this is what liberalism has that most other political systems do not: a
moral analysis of means, not just of ends.) But if we cannot provide good
criticisms of our morality we cannot abandon it because it conflicts with
some lesser issue.

Conflicting with some other issue is a criticism -- if it was better
it'd resolve the conflict (by refuting the other idea, or being



compatible with it, or offering a better version of the other idea,
etc...).

Calling that issue "lesser" doesn't make the criticism go away.

I think you shouldn't seek to abolish all laws because I think you are
wrong. But assuming that you are right, yes you should seek to abolish
all
law. Isn't that what anarchro-liberals seek? And aren't you an
anarchro-liberal? I would agree with you that you should not seek to do
it
by revolutionary means.

I don't actively seek to abolish all laws. I simply acknowledge that
BoI is right to say that "problems are soluble (with sufficient
knowledge)" and I count coercion (of innocents, not aggressors) as a
problem. So with enough knowledge the problem of coercion will be
solved. That either means no laws or changes to what laws are so that
they are no longer coercive.

Why do you disagree with BoI's argument about problems being soluble?
What could stop them from being solved?

I agree in general. I do not see it as a deductive proof, but merely as a
generally trustable principle. However, even if you do take it as an
absolute deductive proof, I would say you're clearly misapplying it to take
it to mean that we will discover a non-coercive means of law. This is for
one reason that can be looked at two ways: 1) "problems are soluble"
(hereafter PAS) allows that what you identify as a problem is not really a
problem, 2) PAS allows (in fact, is almost entirely about) unforeseen
solutions, including, for example, proofs that some things cannot be
accomplished, and are, therefore not ultimately problems as PAS means them.
So it does not follow that coercion in law will be eliminated. I do not see
coercive laws as necessarily a problem for reasons that are too involved for
this discussion, but would be appropriate in another thread.

Are you saying that coercion might not be eliminated because we might
discover it's good?



That goes against pretty much everything we know about epistemology
and morality. And there is nothing in physics to suggest it. There are
so many criticisms of that idea (e.g. coercion *hurts* so that's bad).
So we should reject it (tentatively, fallibly).



From: Christopher Smith <cwsmith85@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Fallible Justified True Belief
Date: September 24, 2011 at 1:33 PM

Does this mean that fallibilism itself rises to the level of objective truth? Is it an 
absolute principle?

And along these lines,does fallibilism contradict itself?

In the sense that fallibilism asserts:

All we know as true is that we know nothing as true.

Or

All we know for certain is that we know nothing for certain.

Isn't this a contradiction?  (claiming knowledge of the truth that we can never 
know truth?)

On Sep 23, 2011, at 2:26 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 23, 2011, at 10:34 AM, Christopher Smith wrote:

So can one draw moral conclusions from a fallibilist position?

E.g:  "murder is wrong."

One can conjecture (guess) that murder is wrong. One can also (tentatively, 
fallibly) conclude it is true (pending new ideas/arguments/criticisms), and use 



the idea until something changes.

When is an idea "good enough" to act on (for now)? When is it good enough to 
tentatively accept/conclude it? If:

1) It is not (yet) refuted by a criticism, as far as you know. In other words, you 
don't see any flaw in it. (A criticism is an explanation of a 
flaw/problem/weakness with an idea.)

and

2) There isn't a contradictory, rival idea which is non-refuted.

If there is a non-refuted rival, and neither of the ideas has any criticism of the 
other, and they contradict each other, then that is itself a criticism of both of 
them (if they were better, they'd address and resolve the issue. they have 
failed.) Further, it would be arbitrary to pick one over the other if they have the 
same status.

Basically the standard for "good enough" is: don't do anything that you 
understand you're wrong about (to the best of your knowledge), and do act on 
ideas which you don't see anything wrong with.

In BoI (page 123,) DD says:

"Would the laws of morality still be the same if the laws of physics were 
different?"

His answer, a few lines down, is:

"My guess is that morality is more autonomous than that."

But that's his "guess," which takes us back to Xenophanes, and fallibilism, and 
fundamental uncertainty.

I think he called that a "guess" to emphasize it is considerably more speculative 
than other ideas like the multiverse or whether microwave ovens work. It's not a 
topic he claims to understand really well.

But anyway, one could quibble with the formulation of autonomous morality.



For example, if we conceive of some alternate laws of physics where firing a 
bullet through a human brain posed absolutely no threat to life, would there be 
anything "wrong" with firing that bullet?  What if, if in this alternate physical 
world, the  "victim" enjoyed the sensation of the bullet and even asked for it?

DD doesn't conceive of morality as a list of inflexible rules like "don't shoot 
people in the head". Rather, morality provides more nuanced help. At least 
"don't murder" if not better. If shooting someone (innocent) in the head will kill 
them then it's murder, and if it won't then it's not. The morality (don't murder) is 
unaffected by the laws of physics (it's the same either way), the morality is don't 
do whatever actions are murder under your laws of physics.

I suppose what I'm trying to get at is what is the relationship of morality to the 
physical world?

And, assuming, as DD does, that morality is in fact "autonomous" from the 
physical, is it also insulated from the attitude of fallibilism itself?

DD didn't *assume* that morality is autonomous. He also didn't say it is 
autonomous but rather spoke about the *degree* of autonomousness ("more 
autonomous" implies degree, or in other words that there can be more or less). 
He sees there being a continuum rather than it being either autonomous or not.

I think DD's guess relies on fallibilism being insulated along with morality (since 
they are closely connected), rather than fallibilism being paired with the laws of 
physics away from morality.

If you change the laws of physics so people can fly, or can eat photons, or 
tennis balls stick to the ground, or many other things, murder stays wrong. And 
fallibilism stays true. It's also somewhat autonomous.

In the book DD was actually talking about something different though. This is 
about how some changes to the laws of physics, e.g. to the physics of bullets 
and brains, would not change morality (or fallibilism). He was interested in 
changes to the laws of physics that would change what a good life is, and 
whether laws of physics themselves could be immoral, or if on the other hand 
morality is merely whatever makes a good life under the laws of physics.

-- Elliot Temple



http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Fallible Justified True Belief
Date: September 24, 2011 at 2:11 PM

On Sat, Sep 24, 2011 at 10:33 AM, Christopher Smith <cwsmith85@gmail.com> 
wrote:

Does this mean that fallibilism itself rises to the level of objective truth? Is it an 
absolute principle?

No, it is not an absolute principle, it's just one that we find useful
and have no criticisms of. We can and should use it until/unless that
situation changes.

And along these lines,does fallibilism contradict itself?

No, due to answering "no" above.

In the sense that fallibilism asserts:

All we know as true is that we know nothing as true.

Or

All we know for certain is that we know nothing for certain.

Isn't this a contradiction?  (claiming knowledge of the truth that we can never 
know truth?)

That would be a contradiction.



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Fallible Justified True Belief
Date: September 24, 2011 at 2:26 PM

On Fri, Sep 23, 2011 at 10:20 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 23, 2011, at 7:29 AM, Abraham Lewis wrote:

Consider the two following questions:

What is knowledge?

How does one know?

Now, David Deustch in BoI (and presumably Popper before DD) seems to
think

that "Justified True Belief" [JTB] is intended as an answer to the second
question.

No, they regard JTB as the usual (and mistaken) answer to the first
question. Knowledge is commonly *defined* as JTB (see below).

I am by no means an expert on JTB theory, but I had always assumed
it was an answer to the first question.

Yes. Can you quote where you think DD/Popper said otherwise?

DD doesn't say it, but consider this:

Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations That
Transform the World (p. 9). VIKING ADULT. Kindle Edition:

To this day, most courses in the philosophy of knowledge teach that
knowledge is some form of justified, true belief, where ‘justified’ means
designated as true (or at least ‘probable’) by reference to some
authoritative source or touchstone of knowledge.



There he seems to be saying that under the JTB idea, justification means
"designated as true (or at least ‘probable’) by reference to some
authoritative source or touchstone of knowledge." But the question of what
constitutes justification for knowledge is basically part of the question of
how one knows.

A true belief that is not justified
is not knowledge, it is just a lucky guess; a justified belief that is

not
true is simply an unlucky conclusion; and a justified and true statement
that you don't believe is just something you probably should believe. So

you
only "Know" a proposition if you have some justification for its truth,

you
actually believe it, and it is also true. Intuitively, this seems right,
although it has come under criticism, both Popperian and otherwise. But

this
leads me to the other thing I found curious about BoI's treatment of JTB:

The other thing I found interesting about ' s discussion of Justified
True

Belief (which, again, presumably came from Popper)

Yes it pretty much comes from Popper.

is how the "True" in JTB
is irrelevant. That is, the "Justified" is interpreted as meaning

something
coming from an infallible source,

No, that is not how we interpret JTB. We're well aware that if you say
that, justificationists will complain that justification need not be
infallible. It can be, they claim, somewhere in between everything and
nothing.

Objections of the type, "I didn't mean to assert infallibility", are one of
the most widely used ways of disregarding Popper (actually his arguments
apply either way, without substantial changes).



The concepts of partial, fallible or probabilistic justification don't work
either. They still face the same regress problem, the same "what justifies
what?" problem, the same issues of enabling people not to listen to
criticism and also the problems of "how much does X justify Y?" and "how
much justification is enough to count as knowledge?"

It seems to me that the regress problems are avoidable, and it is not clear
to me how Popper avoids regress problems himself. (Incidentally, how does
Popper define knowledge?) I don't think people not listening to criticism is
a necessary result of JTB. The rest of the problems you cite seem like good
specific questions that don't undermine JTB by their existence.

About criticism: if all criticism does is reduce the amount of
justification, and there is a lot of justification, and no rival ideas
deemed to be close in status, then it would take a lot of criticism before
one had to care. Whereas in the Popperian view, if an idea has a criticism
it can't answer, that makes it *false*, which is different. No amount of
justification which doesn't address the criticism can stop that. (Note: if
justification doesn't stop criticism like this, what good is it?)

Why should unanswered criticism just count against justification and not
render the belief unjustified? It seems to me that you're assuming a certain
principle of justification, which is an answer to the second question I
listed.

and thus, if it is justified, it is
necessarily true, at least in theory. It is telling that in BoI's

Socratic
dialog, the True is frequently dropped altogether and they just talk

about
"Justified Belief".

Then can you post a statement from the dialog that you think is mistaken?



I am not saying that I think there are false statements in the dialog, but
that the dropping of "true" shows that DD interprets JTB in a way in the
"true" is superfluous.

Now, when I was first exposed to the idea of "Justified True Belief" I
interpreted it as a fallible justified true belief that was an answer to

the
first question above.

Isn't that a contradiction? You've called something "fallible" (may not be
true) and "true" at the same time. You can't think it both at once. If you
thought you didn't know if it was true or not, you shouldn't call it "true".

"Fallibly justified true belief" then. It's the justification that's
fallible.

This is because, as I already stated, if the
justification is infallible, then the "True" is absolutely superfluous.

That
is, fallibility seems implicit in the very name of the idea. That doesn't
mean that it was an accurate concept of JTB, but it does make me wonder

if
Popper was really treating JTB fairly.

B is mistaken because books, memes, genes, and telescopes have knowledge.

Here you're simply using "knowledge" in a different sense than JTB is
talking about, although I suppose that, depending on how one defined belief,
you could say that memes, and genes, at least, have beliefs.

T is mistaken because it encourages an infallibilist attitude.



This doesn't seem like a valid criticism to me. Both because what attitudes
a belief "encourages" doesn't logically connected to its truth and because
it seems like a vague generalization that would be hard to support one way
or the other, like the statement, "Islam encourages dictatorships."

It says only the perfect, final truth counts as "knowledge".

Why do you add "perfect" and "final" to truth when JTB doesn't mention them?

And it's also generally believed (quite reasonably) that people have
knowledge. So it says we have some perfect, final truths.

I am unsure about what you mean "perfect final truth" but it seems to me
that we do know many actual truths all the time. We may not be absolutely
certain about them, but I don't doubt that many of the basic facts I believe
to be true really are true. For example, "My computer is in this room with
me," etc. As far as I am aware, Popper didn't disagree with that idea. He
simply disagreed that we'd ever be certain about such truths.

It also retroactively declares anything that isn't the perfect, final truth
not to be "knowledge" (by implication in the usual way of thinking about
these things, worthless). T, not J, is the one with infallibility built into
it.

This seems to me to be a result of reading your idea of "perfect final
truths" into JTB. I disagree with people that claim that Newtonian mechanics
isn't true, for example, simply because it "disagrees" with Relativity. I
think it's more accurate to say that Newtonian mechanics wasn't really about
the situations in which it disagrees with Relativity, because most of them
hadn't even been discovered when his mechanics were formulated.

J is mistaken because 1) justification is impossible due to regress (people
resort to things like arbitrary, unjustified foundations they declare to



beyond questioning, but that's no good)

Suppose we take subjective experience as the final justification. Why is
that no good? It's not arbitrary, because it's the portal through which all
information comes to us. And why does it have to be beyond questioning? It
can be questioned. The question is what are the good criticisms? I am just
trying to understand your criticism here.

2) the whole issue of what justifies what, how much, and why has never beens
solved and cannot be solved.

Why can't they be solved?

What JTB leaves out, especially, is criticism.

Why so? Why can't criticism be part of it? It seems to me that you're
treating JTB as an answer to the second question here as well, because you
are saying that JTB says that the way we know is some way without criticism
taken into consideration.

It also treats knowledge in a boolean way: either something is or is not
knowledge. The Popperian view allows for gradual improvement of imperfect
knowledge into slightly better knowledge.

You just called both imperfect knowledge and better knowledge knowledge. Are
you guilty of using knowledge in a boolean way too? Shouldn't you have said,
they're "knowledgish"? My point is, if the question is about the definition
of knowledge, then of course it's going to be boolean, because that's what
most definitions are for, determining whether something is or is not what is
being talked about.

The presocratics like Xenophanes had a rather different view of knowledge
than most do today (actually various different views, they also had more



variety than is found today). Things changed especially with Aristotle who
is most to blame (or credit) for the broad tradition of most epistemology
since. Aristotle wanted the authority of episteme and sought to justify
claims to have it.

This is kind of a tangent, but it seems to me that even for a long time
after Aristotle the vast majority of people have had, in practice, something
of the Xenophanic view, and that maybe a significant decline in that view
among the general population is due to education. This is because education,
at least in its current forms, is heavily built upon certainty in practice.
That is, what people are taught is generally treated as certain truth in the
school setting, even though it really isn't.



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 24, 2011 at 4:13 PM

On Sep 24, 12:53 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sat, Sep 24, 2011 at 8:49 AM, Abraham Lewis <abraha...@gmail.com> 
wrote:

On Thu, Sep 22, 2011 at 8:55 PM, Josh Jordan <j...@joshjordan.name> wrote:

On 22 Sep 2011, Abraham Lewis wrote:
On 17 Sep 2011, Alan Forrester wrote:

On 17 Sep 2011, Abraham Lewis wrote:
Also, I'm just not yet convinced that all evils are due to lack of
knowledge.

Do you have a criticism of the argument in boi?

I don't remember the arguments from BoI, but I didn't find them entirely
convincing at the time. I would appreciate and benefit from
a distillation of those arguments or even just a pointer to where
exactly
they're located in BoI.

"The Principle of Optimism: All evils are caused by insufficient
knowledge.

"Optimism is, in the first instance, a way of explaining failure, not
prophesying success. It says that there is no fundamental barrier, no
law of nature or supernatural decree, preventing progress. Whenever we
try to improve things and fail, it is not because the spiteful (or
unfathomably benevolent) gods are thwarting us or punishing us for
trying, or because we have reached a limit on the capacity of reason
to make improvements, or because it is best that we fail, but always
because we did not know enough, in time. But optimism is also a stance
towards the future, because nearly all failures, and nearly all
successes, are yet to come.



"Optimism follows from the explicability of the physical world, as I
explained in Chapter 3. If something is permitted by the laws of
physics, then the only thing that can prevent it from being
technologically possible is not knowing how. Optimism also assumes
that none of the prohibitions imposed by the laws of physics are
necessarily evils. So, for instance, the lack of the impossible
knowledge of prophecy is not an insuperable obstacle to progress. Nor
are insoluble mathematical problems, as I explained in Chapter 8. That
means that in the long run there are no insuperable evils, and in the
short run the only insuperable evils are parochial ones."

Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations
That Transform the World (pp. 212-213). VIKING ADULT. Kindle Edition.

If I were to summarize what seems to me to be the valid conclusion of this
argument, I would summarize it as follows, "For every solvable problem there
is some knowledge that we can gain that will allow us to solve it. For all
other problems, we shouldn't regard them as problems." I can agree with
that.
How would I apply this to the question of whether all coercion (specifically
including taxation and its ilk) is eliminatable? It is basically the same as
before, it *may* be possible, but I am not going to assume that it is, and
neither should other people, IMO.

One way to apply it is to ask, "Is there a law of physics which
requires there to be taxes?"

Then one thinks through some laws of physics like relativity, MWI,
laws of motion, conservation laws, magnetism, fluid dynamics, the
physics behind chemistry, and so on.

None are related to the issue of taxes. The laws of physics are very
"hands off" for most fields. They give us great freedom and leave us
alone. Sure a politician might have to deal with friction in order to
get to work, and that matters in some ways, but that's not going to
prevent any particular political system.

There is no explanation of why any law of physics would make
eliminating taxes impossible. Not even close. Therefore one has to
tentatively conclude that it is possible (reconsider if a new law of



physics is discovered, or a new argument). And everything else that
steers clear of the laws of physics is also possible.

Possible doesn't just mean possible in some abstract way but possible
to make progress towards, gradually, step by step, beginning today. We
can always start our journey now.

I also think there are some good arguments
for why it is not possible.

Do you know an argument about this, that I don't, which has something
to do with any law of physics? If so please share it. If not -- if
there is an objection/obstacle/problem of another type -- then what
could make it impossible to overcome if not a law of physics?

That sounds like reductionism. Why must the necessity of taxes be
explained at the level of the laws of physics? As David Deutsch
writes:

"Even in physics, some of the most fundamental explanations, and the
predictions that they make, are not reductive. For instance, the
second law of thermodynamics says that high-level physical processes
tend towards ever greater disorder.... It is not yet known how, or
whether, the second law of thermodynamics can be derived from a simple
statement about individual atoms. There is no reason why it should
be." [1]

[1] Deutsch, David (2011-07-21). The Beginning of Infinity:
Explanations That Transform the World (p. 110). VIKING ADULT. Kindle
Edition.



From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: Re: [BoI] Re: All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 24, 2011 at 4:37 PM

On Sat, Sep 24, 2011 at 1:13 PM, Josh Jordan 
<therealjoshjordan@gmail.com>wrote:

On Sep 24, 12:53 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

One way to apply it is to ask, "Is there a law of physics which
requires there to be taxes?"

Then one thinks through some laws of physics like relativity, MWI,
laws of motion, conservation laws, magnetism, fluid dynamics, the
physics behind chemistry, and so on.

None are related to the issue of taxes. The laws of physics are very
"hands off" for most fields. They give us great freedom and leave us
alone. Sure a politician might have to deal with friction in order to
get to work, and that matters in some ways, but that's not going to
prevent any particular political system.

There is no explanation of why any law of physics would make
eliminating taxes impossible. Not even close. Therefore one has to
tentatively conclude that it is possible (reconsider if a new law of
physics is discovered, or a new argument). And everything else that
steers clear of the laws of physics is also possible.

Possible doesn't just mean possible in some abstract way but possible
to make progress towards, gradually, step by step, beginning today. We
can always start our journey now.

I also think there are some good arguments
for why it is not possible.

Do you know an argument about this, that I don't, which has something
to do with any law of physics? If so please share it. If not -- if
there is an objection/obstacle/problem of another type -- then what



could make it impossible to overcome if not a law of physics?

That sounds like reductionism. Why must the necessity of taxes be
explained at the level of the laws of physics? As David Deutsch
writes:

"Even in physics, some of the most fundamental explanations, and the
predictions that they make, are not reductive. For instance, the
second law of thermodynamics says that high-level physical processes
tend towards ever greater disorder.... It is not yet known how, or
whether, the second law of thermodynamics can be derived from a simple
statement about individual atoms. There is no reason why it should
be." [1]

[1] Deutsch, David (2011-07-21). The Beginning of Infinity:
Explanations That Transform the World (p. 110). VIKING ADULT. Kindle
Edition.

Reductionism with regards to taxes and physics would be something like "the
laws of thermodynamics have implications for how we should structure tax
brackets." Just like reductionism with regards to physics and morality is
something like "physical determinism has implications for whether you should
work to improve your life or treat yourself as a victim of fate."

So the issue isn't determinism. It's optimism. Force is bad. However,
abolishing taxes immediately would be worse (and lead to more force) than
taxation itself currently involves. But the issue is, is there any reason to
think that's a permanent problem? If the laws of physics don't say so, the
answer is no. It's just a knowledge problem.

Physics doesn't explain anything about taxes other than that non-coercive
solutions to the problems caused by taxation aren't ruled out. This
explanation comes, as it were, from the fact that physics says nothing at
all about taxes. That's like the opposite of reductionism.

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 24, 2011 at 4:44 PM

On Sat, Sep 24, 2011 at 1:13 PM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Sep 24, 12:53 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sat, Sep 24, 2011 at 8:49 AM, Abraham Lewis <abraha...@gmail.com> 
wrote:

On Thu, Sep 22, 2011 at 8:55 PM, Josh Jordan <j...@joshjordan.name> 
wrote:

On 22 Sep 2011, Abraham Lewis wrote:
On 17 Sep 2011, Alan Forrester wrote:

On 17 Sep 2011, Abraham Lewis wrote:
Also, I'm just not yet convinced that all evils are due to lack of
knowledge.

Do you have a criticism of the argument in boi?

I don't remember the arguments from BoI, but I didn't find them entirely
convincing at the time. I would appreciate and benefit from
a distillation of those arguments or even just a pointer to where
exactly
they're located in BoI.

"The Principle of Optimism: All evils are caused by insufficient
knowledge.

"Optimism is, in the first instance, a way of explaining failure, not
prophesying success. It says that there is no fundamental barrier, no
law of nature or supernatural decree, preventing progress. Whenever we
try to improve things and fail, it is not because the spiteful (or
unfathomably benevolent) gods are thwarting us or punishing us for
trying, or because we have reached a limit on the capacity of reason
to make improvements, or because it is best that we fail, but always
because we did not know enough, in time. But optimism is also a stance



towards the future, because nearly all failures, and nearly all
successes, are yet to come.

"Optimism follows from the explicability of the physical world, as I
explained in Chapter 3. If something is permitted by the laws of
physics, then the only thing that can prevent it from being
technologically possible is not knowing how. Optimism also assumes
that none of the prohibitions imposed by the laws of physics are
necessarily evils. So, for instance, the lack of the impossible
knowledge of prophecy is not an insuperable obstacle to progress. Nor
are insoluble mathematical problems, as I explained in Chapter 8. That
means that in the long run there are no insuperable evils, and in the
short run the only insuperable evils are parochial ones."

Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations
That Transform the World (pp. 212-213). VIKING ADULT. Kindle Edition.

If I were to summarize what seems to me to be the valid conclusion of this
argument, I would summarize it as follows, "For every solvable problem there
is some knowledge that we can gain that will allow us to solve it. For all
other problems, we shouldn't regard them as problems." I can agree with
that.
How would I apply this to the question of whether all coercion (specifically
including taxation and its ilk) is eliminatable? It is basically the same as
before, it *may* be possible, but I am not going to assume that it is, and
neither should other people, IMO.

One way to apply it is to ask, "Is there a law of physics which
requires there to be taxes?"

Then one thinks through some laws of physics like relativity, MWI,
laws of motion, conservation laws, magnetism, fluid dynamics, the
physics behind chemistry, and so on.

None are related to the issue of taxes. The laws of physics are very
"hands off" for most fields. They give us great freedom and leave us
alone. Sure a politician might have to deal with friction in order to
get to work, and that matters in some ways, but that's not going to
prevent any particular political system.



There is no explanation of why any law of physics would make
eliminating taxes impossible. Not even close. Therefore one has to
tentatively conclude that it is possible (reconsider if a new law of
physics is discovered, or a new argument). And everything else that
steers clear of the laws of physics is also possible.

Possible doesn't just mean possible in some abstract way but possible
to make progress towards, gradually, step by step, beginning today. We
can always start our journey now.

I also think there are some good arguments
for why it is not possible.

Do you know an argument about this, that I don't, which has something
to do with any law of physics? If so please share it. If not -- if
there is an objection/obstacle/problem of another type -- then what
could make it impossible to overcome if not a law of physics?

That sounds like reductionism. Why must the necessity of taxes be
explained at the level of the laws of physics?

Because only laws of physics render things impossible.

You're welcome to give an explanation in terms of an emergent property
of the laws of physics.

But, long story short, the laws of physics simply don't offer any
substantial political restrictions. In politics, everything is
possible.

All the standard arguments in politics about stuff being impossible
are parochial misconceptions which are not implied by any law of
physics, nor any proper higher level abstraction or emergent property
from the laws of physics.

For example, people make claims about "human nature". But the laws of
physics allow room for people to think and act differently, and even
to redesign their bodies or not have bodies at all. Wherever human
nature comes from -- bodies, genes, culture, ways of thinking, etc --
it can be changed. There isn't any serious claim that the laws of



physics render that impossible. So it is possible, and any apparent
obstacles in the field itself are parochial illusions.

What I think you're getting at is that discussion of the laws of
physics directly is often inappropriate and irrelevant. I agree. My
understanding of what BoI was getting at is that in those cases where
physics is irrelevant then everything is possible.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 24, 2011 at 4:58 PM

On 24 September 2011 21:44, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Sat, Sep 24, 2011 at 1:13 PM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Sep 24, 12:53 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sat, Sep 24, 2011 at 8:49 AM, Abraham Lewis <abraha...@gmail.com> 
wrote:

On Thu, Sep 22, 2011 at 8:55 PM, Josh Jordan <j...@joshjordan.name> 
wrote:

On 22 Sep 2011, Abraham Lewis wrote:
On 17 Sep 2011, Alan Forrester wrote:

On 17 Sep 2011, Abraham Lewis wrote:
Also, I'm just not yet convinced that all evils are due to lack of
knowledge.

Do you have a criticism of the argument in boi?

I don't remember the arguments from BoI, but I didn't find them entirely
convincing at the time. I would appreciate and benefit from
a distillation of those arguments or even just a pointer to where
exactly
they're located in BoI.

"The Principle of Optimism: All evils are caused by insufficient
knowledge.

"Optimism is, in the first instance, a way of explaining failure, not
prophesying success. It says that there is no fundamental barrier, no
law of nature or supernatural decree, preventing progress. Whenever we
try to improve things and fail, it is not because the spiteful (or
unfathomably benevolent) gods are thwarting us or punishing us for
trying, or because we have reached a limit on the capacity of reason



to make improvements, or because it is best that we fail, but always
because we did not know enough, in time. But optimism is also a stance
towards the future, because nearly all failures, and nearly all
successes, are yet to come.

"Optimism follows from the explicability of the physical world, as I
explained in Chapter 3. If something is permitted by the laws of
physics, then the only thing that can prevent it from being
technologically possible is not knowing how. Optimism also assumes
that none of the prohibitions imposed by the laws of physics are
necessarily evils. So, for instance, the lack of the impossible
knowledge of prophecy is not an insuperable obstacle to progress. Nor
are insoluble mathematical problems, as I explained in Chapter 8. That
means that in the long run there are no insuperable evils, and in the
short run the only insuperable evils are parochial ones."

Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations
That Transform the World (pp. 212-213). VIKING ADULT. Kindle Edition.

If I were to summarize what seems to me to be the valid conclusion of this
argument, I would summarize it as follows, "For every solvable problem 
there
is some knowledge that we can gain that will allow us to solve it. For all
other problems, we shouldn't regard them as problems." I can agree with
that.
How would I apply this to the question of whether all coercion (specifically
including taxation and its ilk) is eliminatable? It is basically the same as
before, it *may* be possible, but I am not going to assume that it is, and
neither should other people, IMO.

One way to apply it is to ask, "Is there a law of physics which
requires there to be taxes?"

Then one thinks through some laws of physics like relativity, MWI,
laws of motion, conservation laws, magnetism, fluid dynamics, the
physics behind chemistry, and so on.

None are related to the issue of taxes. The laws of physics are very
"hands off" for most fields. They give us great freedom and leave us
alone. Sure a politician might have to deal with friction in order to



get to work, and that matters in some ways, but that's not going to
prevent any particular political system.

There is no explanation of why any law of physics would make
eliminating taxes impossible. Not even close. Therefore one has to
tentatively conclude that it is possible (reconsider if a new law of
physics is discovered, or a new argument). And everything else that
steers clear of the laws of physics is also possible.

Possible doesn't just mean possible in some abstract way but possible
to make progress towards, gradually, step by step, beginning today. We
can always start our journey now.

I also think there are some good arguments
for why it is not possible.

Do you know an argument about this, that I don't, which has something
to do with any law of physics? If so please share it. If not -- if
there is an objection/obstacle/problem of another type -- then what
could make it impossible to overcome if not a law of physics?

That sounds like reductionism. Why must the necessity of taxes be
explained at the level of the laws of physics?

Because only laws of physics render things impossible.

You're welcome to give an explanation in terms of an emergent property
of the laws of physics.

But, long story short, the laws of physics simply don't offer any
substantial political restrictions. In politics, everything is
possible.

All the standard arguments in politics about stuff being impossible
are parochial misconceptions which are not implied by any law of
physics, nor any proper higher level abstraction or emergent property
from the laws of physics.

For example, people make claims about "human nature". But the laws of
physics allow room for people to think and act differently, and even



to redesign their bodies or not have bodies at all. Wherever human
nature comes from -- bodies, genes, culture, ways of thinking, etc --
it can be changed. There isn't any serious claim that the laws of
physics render that impossible. So it is possible, and any apparent
obstacles in the field itself are parochial illusions.

What I think you're getting at is that discussion of the laws of
physics directly is often inappropriate and irrelevant. I agree. My
understanding of what BoI was getting at is that in those cases where
physics is irrelevant then everything is possible.

There are explanations other than the laws of physics that place
restrictions on what can be done in politics, notably epistemology.
One example: in the Socratic dialogue chapter, David explains that in
order to make rapid progress we must allow people to propose new ideas
and criticisms of current ideas.

Alan



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 24, 2011 at 6:17 PM

On Sat, Sep 24, 2011 at 1:58 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 24 September 2011 21:44, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Sat, Sep 24, 2011 at 1:13 PM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Sep 24, 12:53 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sat, Sep 24, 2011 at 8:49 AM, Abraham Lewis <abraha...@gmail.com> 
wrote:

On Thu, Sep 22, 2011 at 8:55 PM, Josh Jordan <j...@joshjordan.name> 
wrote:

On 22 Sep 2011, Abraham Lewis wrote:
On 17 Sep 2011, Alan Forrester wrote:

On 17 Sep 2011, Abraham Lewis wrote:
Also, I'm just not yet convinced that all evils are due to lack of
knowledge.

Do you have a criticism of the argument in boi?

I don't remember the arguments from BoI, but I didn't find them entirely
convincing at the time. I would appreciate and benefit from
a distillation of those arguments or even just a pointer to where
exactly
they're located in BoI.

"The Principle of Optimism: All evils are caused by insufficient
knowledge.

"Optimism is, in the first instance, a way of explaining failure, not
prophesying success. It says that there is no fundamental barrier, no
law of nature or supernatural decree, preventing progress. Whenever we
try to improve things and fail, it is not because the spiteful (or



unfathomably benevolent) gods are thwarting us or punishing us for
trying, or because we have reached a limit on the capacity of reason
to make improvements, or because it is best that we fail, but always
because we did not know enough, in time. But optimism is also a stance
towards the future, because nearly all failures, and nearly all
successes, are yet to come.

"Optimism follows from the explicability of the physical world, as I
explained in Chapter 3. If something is permitted by the laws of
physics, then the only thing that can prevent it from being
technologically possible is not knowing how. Optimism also assumes
that none of the prohibitions imposed by the laws of physics are
necessarily evils. So, for instance, the lack of the impossible
knowledge of prophecy is not an insuperable obstacle to progress. Nor
are insoluble mathematical problems, as I explained in Chapter 8. That
means that in the long run there are no insuperable evils, and in the
short run the only insuperable evils are parochial ones."

Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations
That Transform the World (pp. 212-213). VIKING ADULT. Kindle Edition.

If I were to summarize what seems to me to be the valid conclusion of this
argument, I would summarize it as follows, "For every solvable problem 
there
is some knowledge that we can gain that will allow us to solve it. For all
other problems, we shouldn't regard them as problems." I can agree with
that.
How would I apply this to the question of whether all coercion (specifically
including taxation and its ilk) is eliminatable? It is basically the same as
before, it *may* be possible, but I am not going to assume that it is, and
neither should other people, IMO.

One way to apply it is to ask, "Is there a law of physics which
requires there to be taxes?"

Then one thinks through some laws of physics like relativity, MWI,
laws of motion, conservation laws, magnetism, fluid dynamics, the
physics behind chemistry, and so on.

None are related to the issue of taxes. The laws of physics are very



"hands off" for most fields. They give us great freedom and leave us
alone. Sure a politician might have to deal with friction in order to
get to work, and that matters in some ways, but that's not going to
prevent any particular political system.

There is no explanation of why any law of physics would make
eliminating taxes impossible. Not even close. Therefore one has to
tentatively conclude that it is possible (reconsider if a new law of
physics is discovered, or a new argument). And everything else that
steers clear of the laws of physics is also possible.

Possible doesn't just mean possible in some abstract way but possible
to make progress towards, gradually, step by step, beginning today. We
can always start our journey now.

I also think there are some good arguments
for why it is not possible.

Do you know an argument about this, that I don't, which has something
to do with any law of physics? If so please share it. If not -- if
there is an objection/obstacle/problem of another type -- then what
could make it impossible to overcome if not a law of physics?

That sounds like reductionism. Why must the necessity of taxes be
explained at the level of the laws of physics?

Because only laws of physics render things impossible.

You're welcome to give an explanation in terms of an emergent property
of the laws of physics.

But, long story short, the laws of physics simply don't offer any
substantial political restrictions. In politics, everything is
possible.

All the standard arguments in politics about stuff being impossible
are parochial misconceptions which are not implied by any law of
physics, nor any proper higher level abstraction or emergent property
from the laws of physics.



For example, people make claims about "human nature". But the laws of
physics allow room for people to think and act differently, and even
to redesign their bodies or not have bodies at all. Wherever human
nature comes from -- bodies, genes, culture, ways of thinking, etc --
it can be changed. There isn't any serious claim that the laws of
physics render that impossible. So it is possible, and any apparent
obstacles in the field itself are parochial illusions.

What I think you're getting at is that discussion of the laws of
physics directly is often inappropriate and irrelevant. I agree. My
understanding of what BoI was getting at is that in those cases where
physics is irrelevant then everything is possible.

There are explanations other than the laws of physics that place
restrictions on what can be done in politics, notably epistemology.
One example: in the Socratic dialogue chapter, David explains that in
order to make rapid progress we must allow people to propose new ideas
and criticisms of current ideas.

Creating knowledge is a physical process. Which physical processes
(including political systems) create knowledge, or not, is a matter of
the laws of physics. It's fine to discuss genuine proxies for the laws
of physics such as the "laws of epistemology", but they do tie in to
physics, and *we know that they do* and can actually explain how.

None of this does anything to stop us from achieving everything we
want in politics. There are no barriers in sight to progress in
politics via knowledge creation. We (the good Western traditions)
aren't running into the laws of physics and being thwarted. What
matters is knowledge creation.



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Fungibility: Square One
Date: September 25, 2011 at 1:38 AM

On Saturday, September 24, 2011,  <Westmiller@aol.com> wrote:
Brian Scurfield writes:

David isn't suggesting anything arbitrary  or fantastic.

He says *imagine* a law. From the story line, I thought it  might be an
imaginary law that says a "jolt" always happens in half of the  fungible

worlds
(or your formulation) ... but that's not stated.

What he  posits is an "appearance" of randomness in both worlds, then
proceeds to offer  possible explanations of why that would not be a

violation of
determinism. His  conclusion seems to be option #3, that a law of physics
stipulates that  something that appears random in one world is

nevertheless
deterministic in all  worlds.

Yes.

Much later he explains that a *probable* (quantum)  event happens
deterministically in the *composite* of multiple worlds.

Yes, in some fixed proportion of universes a voltage surge occurs and in the
rest of the universes it does not. Different things happen but they are
governed by a singular deterministic law. The law is deterministic precisely
because the universes are initially fungible.

My  discussion simply
suggested that, for any sequence of probable events, we  couldn't possibly

know
which world we were in ...

I don't understand your point. Are you saying we couldn't know we were in
the universes where, say, the voltage surge occurred?



and at least ONE of those  worlds obtains a nearly
impossible outcomet (while many others get the  probability wrong).

What is the "impossible outcome"?

I think you have a picture of a function  operating in one universe and
producing one outcome and of that same  function operating in another
universe on an identical object but  producing a different outcome.
But you can't picture the function like  that. If X is a fungible set of

x
then the function is doing f(X), and  not a bunch of f(x)'s. The function
is multiversal, not local to each  universe.

Exactly correct. We just can't possibly know what any probability
 function

The functions in question are not probability functions.

is doing since we can't know the consequential outcomes in the  composite
set of fungible worlds.

in a typical quantum physics experiment we do know the consequential
outcomes with a high degree of precision. This is because those experiments
deal with a small number of particles that have been carefully isolated (up
to the point of measurement) from the rest of the world.

All we know is the one that we're in and we  can't
communicate with any others.

We know which branch we are in but we do not know, nor can we know, which
fungible universe within that branch we are in.

So, we can't even surmise what f(X)  asserts.

Do you think that in an interferometry experiment we cannot assert that in
50% of universes (or as close as dammit) the photon will go through the
first semi-silvered mirror and in the other 50% it will be reflected?

As a general point, one thing I think you may not be fully taking on board



is that X has things that each individual x doesn't. X has measure and X has
a diversity of attributes and f can operate on these things.

-- Brian Scurfield

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fallible Justified True Belief
Date: September 25, 2011 at 2:38 AM

On Sep 24, 2011, at 11:26 AM, Abraham Lewis wrote:

On Fri, Sep 23, 2011 at 10:20 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 23, 2011, at 7:29 AM, Abraham Lewis wrote:

Consider the two following questions:

What is knowledge?

How does one know?

Now, David Deustch in BoI (and presumably Popper before DD) seems to
think

that "Justified True Belief" [JTB] is intended as an answer to the second
question.

No, they regard JTB as the usual (and mistaken) answer to the first
question. Knowledge is commonly *defined* as JTB (see below).

I am by no means an expert on JTB theory, but I had always assumed
it was an answer to the first question.

Yes. Can you quote where you think DD/Popper said otherwise?

DD doesn't say it, but consider this:

Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations That
Transform the World (p. 9). VIKING ADULT. Kindle Edition:

To this day, most courses in the philosophy of knowledge teach that
knowledge is some form of justified, true belief, where ‘justified’ means
designated as true (or at least ‘probable’) by reference to some
authoritative source or touchstone of knowledge.



There he seems to be saying that under the JTB idea, justification means
"designated as true (or at least ‘probable’) by reference to some
authoritative source or touchstone of knowledge." But the question of what
constitutes justification for knowledge is basically part of the question of
how one knows.

When he says, "knowledge is some form of justified, true belief," Deutsch is 
presenting JTB as the answer to question 1 (what is knowledge?).

As you've noticed, the JTB concept also has implications for how one knows. It's 
not surprising that how one knows depends on one's conception of what 
knowledge is. JTB is relevant to the second question. They are related questions.

The issue of what constitutes justification (J) is (in JTB epistemologies) directly 
relevant to both questions. You have to know what counts as J to evaluate 
whether something is knowledge, and you also need to know what counts as J to 
try to get it.

No, that is not how we interpret JTB. We're well aware that if you say
that, justificationists will complain that justification need not be
infallible. It can be, they claim, somewhere in between everything and
nothing.

Objections of the type, "I didn't mean to assert infallibility", are one of
the most widely used ways of disregarding Popper (actually his arguments
apply either way, without substantial changes).

The concepts of partial, fallible or probabilistic justification don't work
either. They still face the same regress problem, the same "what justifies
what?" problem, the same issues of enabling people not to listen to
criticism and also the problems of "how much does X justify Y?" and "how
much justification is enough to count as knowledge?"

It seems to me that the regress problems are avoidable, and it is not clear
to me how Popper avoids regress problems himself.

By not justifying anything. Justification (the broad Popperian conception) is what 
causes the regress. What regress did you think Popper's position was subject to?



As to your claim that the regress problem is avoidable (with JTB): well, how?

(Incidentally, how does
Popper define knowledge?) I don't think people not listening to criticism is
a necessary result of JTB.

There are many, many reasons people don't listen to criticism. JTB offers another 
reason.

The rest of the problems you cite seem like good
specific questions that don't undermine JTB by their existence.

What are the answers to them? The reason they undermine JTB is that (we 
claim) they don't have successful answers.

About criticism: if all criticism does is reduce the amount of
justification, and there is a lot of justification, and no rival ideas
deemed to be close in status, then it would take a lot of criticism before
one had to care. Whereas in the Popperian view, if an idea has a criticism
it can't answer, that makes it *false*, which is different. No amount of
justification which doesn't address the criticism can stop that. (Note: if
justification doesn't stop criticism like this, what good is it?)

Why should unanswered criticism just count against justification and not
render the belief unjustified?

That's part of the idea of degrees of justification, which is the standard view. If 
you want to discuss a particular other type of justificationism, could you specify 
how it works?

It seems to me that you're assuming a certain
principle of justification, which is an answer to the second question I
listed.

The reason people don't normally allow any criticism (even of a "small" issue) to 
automatically render something unjustified, no matter the case for it being 



justified, is that this kind of overrules all their arguments for justification of things 
and makes their justifications too easily irrelevant.

If all unanswered criticism renders beliefs not justified, then we can start asking: 
in what way does your position differ from Popper's? It's possible (but misleading) 
to phrase Popperian epistemology using the *word* justification. If you define 
"unjustified" as "criticized" then that could be a step towards adopting a 
Popperian view.

So, attempting this, what else is required for it to be Popperian epistemology? 
Some key points are:

- Nothing other than criticism changes the justification of anything.

- That means there's only two amounts of justification possible: the amount for 
criticized things and the amount for uncriticized things (in all cases, we're only 
counting criticisms that are not themselves refuted. Answered criticisms don't 
matter.)

- There is nothing that ever supports an idea or increases the amount of 
justification. So if you just make up a guess, then it has as much justification as 
anything can possibly ever have.

If you disagree with any of these, then we (Popperians) can refute your position. 
If you accept all of these, you'll have strayed far from the JTB tradition (as 
believed by most philosophers, explained in most philosophy books, and taught in 
schools).

and thus, if it is justified, it is
necessarily true, at least in theory. It is telling that in BoI's

Socratic
dialog, the True is frequently dropped altogether and they just talk

about
"Justified Belief".

Then can you post a statement from the dialog that you think is mistaken?



I am not saying that I think there are false statements in the dialog, but
that the dropping of "true" shows that DD interprets JTB in a way in the
"true" is superfluous.

Did DD's interpretation lead him to make any mistakes?

If yes, what? If no, doesn't that render it irrelevant to everything he said in BoI?

It says only the perfect, final truth counts as "knowledge".

Why do you add "perfect" and "final" to truth when JTB doesn't mention them?

Because the word "true" means "perfect, final truth". They are equivalent; I'm just 
writing the implicit words for greater clarity. What other kind of truth is there? The 
imperfect, flawed "truth" which we'll later replace with a better idea? Don't 
imperfections/flaws make things false?

And it's also generally believed (quite reasonably) that people have
knowledge. So it says we have some perfect, final truths.

I am unsure about what you mean "perfect final truth" but it seems to me
that we do know many actual truths all the time. We may not be absolutely
certain about them, but I don't doubt that many of the basic facts I believe
to be true really are true. For example, "My computer is in this room with
me," etc. As far as I am aware, Popper didn't disagree with that idea. He
simply disagreed that we'd ever be certain about such truths.

Popper did disagree that we have any clue which of the ideas that seem obvious 
to us are actually true and which are misconceptions. He thought it was important 
to always look for such misconceptions.

He thought that many things which seem obvious to people are mistakes, and 
some may be true, and that we don't know which is which. By giving a particular 
example you claim is true, you are claiming to know which is which, contrary to 
Popper and fallibilism.



Sometimes we discover something we used to think is obvious is a mistake. We 
learn. But we never discover that something we think is obvious is actually true. 
There isn't a method of discovering that.

I would guess that one day people will discover better ways of thinking about 
concepts your statement used like "is" (existence), "in" (containing), "me" (what 
people are), etc... As we learn better versions of those concepts, we'll see that 
your statement (as intended at the time, not a new way of interpreting the same 
words) was misconceived in various ways. Also maybe some concepts will need 
bigger changes like Newtonian mechanics did.

This seems to me to be a result of reading your idea of "perfect final
truths" into JTB. I disagree with people that claim that Newtonian mechanics
isn't true, for example, simply because it "disagrees" with Relativity. I
think it's more accurate to say that Newtonian mechanics wasn't really about
the situations in which it disagrees with Relativity, because most of them
hadn't even been discovered when his mechanics were formulated.

Newtonian mechanics makes empirical predictions which are false. Therefore it is 
false.

A variant on Newtonian mechanics which says that certain formulas give pretty 
good approximations of the right answer in a particular range of situations is true 
and does not contradict relativity and does not contradict experiment.

Newtonian mechanics as originally conceived and intended has been criticized 
because it's wrong. Originally it was supposed to apply to the situations you now 
say it's not really about, so that version of it is false. This variant version you 
present is not the same thing as the original. One is false. One is, as far as we 
know, true. But they aren't the same idea. There are no known flaws second one.

J is mistaken because 1) justification is impossible due to regress (people
resort to things like arbitrary, unjustified foundations they declare to
beyond questioning, but that's no good)

Suppose we take subjective experience as the final justification. Why is
that no good?



It's vague. How does it work? Are you supposed to experience justification? 
How? You can't see it. And feeling that you're right (or justified) is no argument 
that you are right -- people feel that all the time and are mistaken.

It's not arbitrary, because it's the portal through which all
information comes to us. And why does it have to be beyond questioning? It
can be questioned. The question is what are the good criticisms? I am just
trying to understand your criticism here.

If a foundation is allowed to be questioned, that restarts the regress problem. For 
foundations to be an answer to the regress problem, they have to be 
unquestionable.

2) the whole issue of what justifies what, how much, and why has never beens
solved and cannot be solved.

Why can't they be solved?

I think you'd need to either read Popper or pick an attempted solution to discuss. 
It'd be hard to understand the general case without going through some 
examples first. How do you think they might be solved?

What JTB leaves out, especially, is criticism.

Why so?

Because it's about building *up* justification. Increasing support. Proving you're 
right. Improving the status of ideas.

Criticism is kind of an opposite to that.

Why can't criticism be part of it? It seems to me that you're
treating JTB as an answer to the second question here as well, because you
are saying that JTB says that the way we know is some way without criticism
taken into consideration.



The JTB tradition does answer both questions. If you go get a JTB textbook you 
can find they'll try to answer both questions. And the answer found in most JTB 
books is focussed on justification/support/etc not criticism.

It also treats knowledge in a boolean way: either something is or is not
knowledge. The Popperian view allows for gradual improvement of imperfect
knowledge into slightly better knowledge.

You just called both imperfect knowledge and better knowledge knowledge. Are
you guilty of using knowledge in a boolean way too? Shouldn't you have said,
they're "knowledgish"?

You have it backwards. By saying worse and better knowledge are both 
knowledge I'm allowing degrees of knowledge. That's the opposite of boolean. By 
denying lesser degrees of knowledge are knowledge, and giving them only the 
secondary term "knowledgish", you are suggesting a boolean attitude to 
knowledge (everything is either knowledge or not, with any partial status being 
something else).

My point is, if the question is about the definition
of knowledge, then of course it's going to be boolean, because that's what
most definitions are for, determining whether something is or is not what is
being talked about.

Knowledge, in the Popperian view, comes in different amounts. There can be 
more or less. That's how it's not boolean. Note that we do not equate knowledge 
with truth.

The presocratics like Xenophanes had a rather different view of knowledge
than most do today (actually various different views, they also had more
variety than is found today). Things changed especially with Aristotle who
is most to blame (or credit) for the broad tradition of most epistemology
since. Aristotle wanted the authority of episteme and sought to justify
claims to have it.



This is kind of a tangent, but it seems to me that even for a long time
after Aristotle the vast majority of people have had, in practice, something
of the Xenophanic view, and that maybe a significant decline in that view
among the general population is due to education. This is because education,
at least in its current forms, is heavily built upon certainty in practice.
That is, what people are taught is generally treated as certain truth in the
school setting, even though it really isn't.

I haven't studied that history after Aristotle carefully. Maybe you're right. I think 
that after the dark ages the revival of scholarly thinking (and classics education) 
was focussed heavily on Aristotle, and that he's a really major influence from then 
onwards. There's some time gap, especially Rome, that I know less about.

I know a lot about the current state of philosophy and how much it falls in the 
justificationist tradition of which Aristotle is (by far) the leading early advocate (at 
least according to the way moderns interpret him -- it's Aristotle as people think of 
him today that I know about. There exists some possibility that the real Aristotle 
was different and has been misinterpreted.) Rafe Champion has been surveying 
modern philosophy books, especially ones used in schools, to see what they say 
about epistemology and Popper.

For Rome, I know that Popper (an extraordinarily well read man who was really 
focussed on spending his time working constantly) would have checked Roman 
history much more than me, and published it if he found much in line with his 
views. So he must not have found much.

As for Greece after Aristotle, it was changed. But that was more due to the war 
than Aristotle. Perhaps the changes due to the war made Aristotle more 
appealing to people. Athens lost and the same traditions of thinking were never 
the same afterwards.

I also imagine that if Xenophanes and other presocratics were very popular later, 
we'd have more records of their works.

I'd be interested if you had any specific people/books in mind.

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://beginningofinfinity.com/discussion


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 25, 2011 at 4:15 AM

On Sep 24, 1:29 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 24 Sep 2011, at 09:36, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 23, 1:52 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 17:13, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 22, 1:56 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 10:27, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 22, 8:42 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 September 2011 06:55, tom.harrigan <tom.harri...@gmail.com> 
wrote:

On Sep 21, 11:07 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 September 2011 22:49, tom.harrigan 
<tom.harri...@gmail.com> wrote:

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> 
wrote:

On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> 
wrote:

On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> 
<Westmil...@aol.com> wrote:

PS: Please clarify what you mean by the statement that 
measurement "adds different entanglement information". I 



thought entanglement was an inherent quality of two distinct 
(maybe complementary) particles in the EPR experiment, 
whether they were measured or not.

Yes but it changes when they interact, whether by 
measurement interactions or not, and can also be carried from 
one to the other by a third object. The latter is what happens in 
EPR and other experiments purported to demonstrate non-
locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what 
the
corresponding measurement was/will/would be on the other 
particle. Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it 
something that one can cause to exist merely by imagining it. It is 
a physical process that requires, at a minimum, an additional 
physical system to be present, suitably prepared, to interact with 
the system of interest and then to store the outcome. Remember 
that such 'outcomes' are in general multi-valued. In the case of 
experiments purporting to demonstrate non-locality, there are two 
measurements, one at each of two locations. A correlation, 
likewise, is not an abstraction. To make a measurement of a 
correlation between outcomes (in repeated instances of an 
experiment), something must compare those two outcomes after 
each instance of the experiment. That requires that the information 
in one of them be transported to the same location as the other 
one. The thing that transports them cannot be a mathematical 
abstraction, nor an imaginary object. It is the third object I 
mentioned.

-- David Deutsch



This is my confusion:

Actual measurements can be made on EPR-like systems which are 
space-
like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual splitting 
of
the worlds, two at each measurement.

I had imagined that, because of entanglement, only 2 branches 
would be
created in total. I had thought that the laws of QM would force this.
If asked how, I would mumble words like correlation, non-
separability
and entanglement. In this type of multiverse, we need not even 
compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a 
conservation
law to ever encounter each other. I am clearly missing something 
here,
as this post hoc checking procedure seems quite onerous.

What am I missing?

What you're missing is that universes are emergent structures: they
are a result of objects interacting with one another. So if measuring
device M1 measures the spin of particle 1, call it S1, then there is a
local branching structure for those two systems in which if S1 is up
then M1 reads up (this is one branch) and if S1 is down then M1 
reads
down (this is another branch).

If another measuring device M2 measures the spin of particle 2, S2,
then there is also a branching structure for M2 and S2. However, until
some physical process takes place to compare the readings on M1 



and M2
there just isn't a branch in which the readings are correlated. It's
not that there are 4 branches, it's just that those two readings are
not yet part of the same branching structure.

At M1, we have two branches, (M1,UP) and (M1,DOWN), and the 
wave of
differentiation spreads through the universe at the speed of light,
perhaps containing a signal. The same goes for M2. Somehow, 
(M1,UP)
signals only ever encounter (M2,DOWN) signals. My question is 
simply,
what is the mechanism that forces this?

The two signals each carry information about how instances of M1 and
M2 should be paired up. That information may state that they should
match, or not match, or that some particular proportion of them should
match. When signals from M1 and signals from M2 meet, they pair up
according to the rule.

But what is this information, and by what mechanism is it transmitted
and deciphered?

OK, so I signal that I got measurement UP with a RED firework. On the
other side of the valley, my colleague signals both RED and GREEN as
she split by the measurement. How do my eyes know only to see the
GREEN firework?

The information is stored in a complete set of physical quantities that are 
represented by Heisenberg picture observables, which tell us what is 
happening to all of the physical quantities describing all of the possible 
versions of your eye.

Alan

As I suspected - Many Worlds is just a hidden variable theory in
disguise!

No. Hidden variables theories are single universe theories. All of the hidden 



variables would be measurable if we knew what they were. By contrast in mwi if 
you measure one observable of a system you change others so you can't 
measure them all in any particular run of an experiment.

The observables describe what's happening in many universes the hidden 
variables all refer to a single universe.

OK, so we'll call if a "Hidden Observable" theory if that makes you
happier.

I'm going to call this SUPERDETERMINISM (which actually is a
capitalised word, to distinguish it from all similar words, and to
indicate that it is much worse), to describe the fact that all quantum
systems, not only encode their future, but also all future histories
of space-like separated regions they are entangled with, plus all
space-like separated regions that could have been effected by any
entanglement.

No. The entanglement information only gives you very limited information about 
other systems.

No. The entanglement information would have to tell you that all
physical effects related to the entangled twin were part of the paired-
but-yet-to-be-encountered world. This would include hidden observables
stored on email servers.

But, you still have a problem. The "Heisenberg picture observables"
that you prefer, require a Hamiltonian. According to you, my eyes know
the future well enough to only accept green flashes, and they know
this despite the fact that the result of my experiment is in a sealed
envelope in my pocket. But the green flash is in my future. There is
no causal connection yet. There is no interaction yet. There is no
Hamiltonian!

Only systems that have interacted in the past, or systems that have interacted 
with other systems that have interacted with one another, can be entangled. 
That interaction is what gives the systems entanglement information about one 
another.



No. Actions have consequences. If I measure UP(and DOWN - as you claim
in Many Worlds) then in the future my RED(GREEN) flash must only
encounter the GREEN(RED) flash. These speed-of-light waves of
differentiation must BECOME entangled in the future.

Tom



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 25, 2011 at 8:49 AM

On 25 September 2011 09:15, tom.harrigan <tom.harrigan@gmail.com> wrote:
On Sep 24, 1:29 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 24 Sep 2011, at 09:36, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 23, 1:52 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 17:13, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 22, 1:56 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 10:27, "tom.harrigan" <tom.harri...@gmail.com> 
wrote:

On Sep 22, 8:42 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 September 2011 06:55, tom.harrigan <tom.harri...@gmail.com> 
wrote:

On Sep 21, 11:07 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 September 2011 22:49, tom.harrigan 
<tom.harri...@gmail.com> wrote:

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> 
wrote:

On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch <david.deut...@qubit.org> 
wrote:

On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> 
<Westmil...@aol.com> wrote:



PS: Please clarify what you mean by the statement that 
measurement "adds different entanglement information". I 
thought entanglement was an inherent quality of two distinct 
(maybe complementary) particles in the EPR experiment, 
whether they were measured or not.

Yes but it changes when they interact, whether by 
measurement interactions or not, and can also be carried from 
one to the other by a third object. The latter is what happens in 
EPR and other experiments purported to demonstrate non-
locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't understand
the point of it. If we measure one of an EPR pair, we know what 
the
corresponding measurement was/will/would be on the other 
particle. Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it 
something that one can cause to exist merely by imagining it. It is 
a physical process that requires, at a minimum, an additional 
physical system to be present, suitably prepared, to interact with 
the system of interest and then to store the outcome. Remember 
that such 'outcomes' are in general multi-valued. In the case of 
experiments purporting to demonstrate non-locality, there are two 
measurements, one at each of two locations. A correlation, 
likewise, is not an abstraction. To make a measurement of a 
correlation between outcomes (in repeated instances of an 
experiment), something must compare those two outcomes after 
each instance of the experiment. That requires that the 
information in one of them be transported to the same location as 
the other one. The thing that transports them cannot be a 
mathematical abstraction, nor an imaginary object. It is the third 
object I mentioned.



-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which 
are space-
like separated, where there is no way whatsoever for the separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual 
splitting of
the worlds, two at each measurement.

I had imagined that, because of entanglement, only 2 branches 
would be
created in total. I had thought that the laws of QM would force this.
If asked how, I would mumble words like correlation, non-
separability
and entanglement. In this type of multiverse, we need not even 
compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a 
conservation
law to ever encounter each other. I am clearly missing something 
here,
as this post hoc checking procedure seems quite onerous.

What am I missing?

What you're missing is that universes are emergent structures: they
are a result of objects interacting with one another. So if measuring
device M1 measures the spin of particle 1, call it S1, then there is a
local branching structure for those two systems in which if S1 is up
then M1 reads up (this is one branch) and if S1 is down then M1 
reads
down (this is another branch).

If another measuring device M2 measures the spin of particle 2, S2,



then there is also a branching structure for M2 and S2. However, 
until
some physical process takes place to compare the readings on M1 
and M2
there just isn't a branch in which the readings are correlated. It's
not that there are 4 branches, it's just that those two readings are
not yet part of the same branching structure.

At M1, we have two branches, (M1,UP) and (M1,DOWN), and the 
wave of
differentiation spreads through the universe at the speed of light,
perhaps containing a signal. The same goes for M2. Somehow, 
(M1,UP)
signals only ever encounter (M2,DOWN) signals. My question is 
simply,
what is the mechanism that forces this?

The two signals each carry information about how instances of M1 and
M2 should be paired up. That information may state that they should
match, or not match, or that some particular proportion of them should
match. When signals from M1 and signals from M2 meet, they pair up
according to the rule.

But what is this information, and by what mechanism is it transmitted
and deciphered?

OK, so I signal that I got measurement UP with a RED firework. On the
other side of the valley, my colleague signals both RED and GREEN as
she split by the measurement. How do my eyes know only to see the
GREEN firework?

The information is stored in a complete set of physical quantities that are 
represented by Heisenberg picture observables, which tell us what is 
happening to all of the physical quantities describing all of the possible 
versions of your eye.

Alan

As I suspected - Many Worlds is just a hidden variable theory in



disguise!

No. Hidden variables theories are single universe theories. All of the hidden 
variables would be measurable if we knew what they were. By contrast in mwi 
if you measure one observable of a system you change others so you can't 
measure them all in any particular run of an experiment.

The observables describe what's happening in many universes the hidden 
variables all refer to a single universe.

OK, so we'll call if a "Hidden Observable" theory if that makes you
happier.

It's not about happiness. Observables are different from hidden
variables. And the observables are not hidden in the same sense as the
alleged hidden variables are. We know what the observables are, we
don't know what the alleged hidden variables are.

I'm going to call this SUPERDETERMINISM (which actually is a
capitalised word, to distinguish it from all similar words, and to
indicate that it is much worse), to describe the fact that all quantum
systems, not only encode their future, but also all future histories
of space-like separated regions they are entangled with, plus all
space-like separated regions that could have been effected by any
entanglement.

No. The entanglement information only gives you very limited information 
about other systems.

No. The entanglement information would have to tell you that all
physical effects related to the entangled twin were part of the paired-
but-yet-to-be-encountered world. This would include hidden observables
stored on email servers.

The entanglement doesn't encode all the stuff you describe because it
only describes correlations between the entangled systems and doesn't
describe what will happen to systems that aren't entangled.



But, you still have a problem. The "Heisenberg picture observables"
that you prefer, require a Hamiltonian. According to you, my eyes know
the future well enough to only accept green flashes, and they know
this despite the fact that the result of my experiment is in a sealed
envelope in my pocket. But the green flash is in my future. There is
no causal connection yet. There is no interaction yet. There is no
Hamiltonian!

Only systems that have interacted in the past, or systems that have interacted 
with other systems that have interacted with one another, can be entangled. 
That interaction is what gives the systems entanglement information about one 
another.

No. Actions have consequences. If I measure UP(and DOWN - as you claim
in Many Worlds) then in the future my RED(GREEN) flash must only
encounter the GREEN(RED) flash. These speed-of-light waves of
differentiation must BECOME entangled in the future.

The entanglement information makes statements like "if you do X to
system 1 and Y to system 2, the probability that the outcomes will
match is a function of X and Y p(X,Y)," and it covers all of the Xs
and Ys for system 1 and system 2 respectively. You can choose among
the different Xs or Ys but whatever you choose the entanglement
information tells you about the probability of the results of the
relevant measurements matching one another.

Alan



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 25, 2011 at 12:11 PM

On Sep 25, 1:49 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 September 2011 09:15, tom.harrigan <tom.harri...@gmail.com> wrote:

On Sep 24, 1:29 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 24 Sep 2011, at 09:36, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 23, 1:52 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 17:13, "tom.harrigan" <tom.harri...@gmail.com> wrote:

On Sep 22, 1:56 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 Sep 2011, at 10:27, "tom.harrigan" <tom.harri...@gmail.com> 
wrote:

On Sep 22, 8:42 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 22 September 2011 06:55, tom.harrigan 
<tom.harri...@gmail.com> wrote:

On Sep 21, 11:07 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 September 2011 22:49, tom.harrigan 
<tom.harri...@gmail.com> wrote:

On Sep 21, 11:47 am, David Deutsch <david.deut...@qubit.org> 
wrote:

On 21 Sep 2011, at 11:15am, tom.harrigan wrote:

On Sep 21, 9:50 am, David Deutsch 
<david.deut...@qubit.org> wrote:



On 21 Sep 2011, at 9:42am, <Westmil...@aol.com> 
<Westmil...@aol.com> wrote:

PS: Please clarify what you mean by the statement that 
measurement "adds different entanglement information". I 
thought entanglement was an inherent quality of two distinct 
(maybe complementary) particles in the EPR experiment, 
whether they were measured or not.

Yes but it changes when they interact, whether by 
measurement interactions or not, and can also be carried 
from one to the other by a third object. The latter is what 
happens in EPR and other experiments purported to 
demonstrate non-locality.

-- David Deutsch

I'm definitely confused by the "third object" as I don't 
understand
the point of it. If we measure one of an EPR pair, we know 
what the
corresponding measurement was/will/would be on the other 
particle. Why
does this sort of correlation need to be transmitted after the
measurements?

A measurement is not a mathematical abstraction nor is it 
something that one can cause to exist merely by imagining it. It 
is a physical process that requires, at a minimum, an additional 
physical system to be present, suitably prepared, to interact 
with the system of interest and then to store the outcome. 
Remember that such 'outcomes' are in general multi-valued. In 
the case of experiments purporting to demonstrate non-locality, 
there are two measurements, one at each of two locations. A 
correlation, likewise, is not an abstraction. To make a 
measurement of a correlation between outcomes (in repeated 
instances of an experiment), something must compare those 
two outcomes after each instance of the experiment. That 
requires that the information in one of them be transported to 



the same location as the other one. The thing that transports 
them cannot be a mathematical abstraction, nor an imaginary 
object. It is the third object I mentioned.

-- David Deutsch

This is my confusion:

Actual measurements can be made on EPR-like systems which 
are space-
like separated, where there is no way whatsoever for the 
separate
particles to interact. (I know this is not news to you, but it is to
some of your readers.) The measurements cause the usual 
splitting of
the worlds, two at each measurement.

I had imagined that, because of entanglement, only 2 branches 
would be
created in total. I had thought that the laws of QM would force 
this.
If asked how, I would mumble words like correlation, non-
separability
and entanglement. In this type of multiverse, we need not even 
compare
measurements. (though they would have to be performed.)

It seems to me, that you are implying that in fact 4 branches are
created, but something else forces only pairs that obey a 
conservation
law to ever encounter each other. I am clearly missing something 
here,
as this post hoc checking procedure seems quite onerous.

What am I missing?

What you're missing is that universes are emergent structures: 
they
are a result of objects interacting with one another. So if 



measuring
device M1 measures the spin of particle 1, call it S1, then there is 
a
local branching structure for those two systems in which if S1 is up
then M1 reads up (this is one branch) and if S1 is down then M1 
reads
down (this is another branch).

If another measuring device M2 measures the spin of particle 2, 
S2,
then there is also a branching structure for M2 and S2. However, 
until
some physical process takes place to compare the readings on 
M1 and M2
there just isn't a branch in which the readings are correlated. It's
not that there are 4 branches, it's just that those two readings are
not yet part of the same branching structure.

At M1, we have two branches, (M1,UP) and (M1,DOWN), and the 
wave of
differentiation spreads through the universe at the speed of light,
perhaps containing a signal. The same goes for M2. Somehow, 
(M1,UP)
signals only ever encounter (M2,DOWN) signals. My question is 
simply,
what is the mechanism that forces this?

The two signals each carry information about how instances of M1 
and
M2 should be paired up. That information may state that they should
match, or not match, or that some particular proportion of them 
should
match. When signals from M1 and signals from M2 meet, they pair 
up
according to the rule.

But what is this information, and by what mechanism is it transmitted
and deciphered?



OK, so I signal that I got measurement UP with a RED firework. On the
other side of the valley, my colleague signals both RED and GREEN as
she split by the measurement. How do my eyes know only to see the
GREEN firework?

The information is stored in a complete set of physical quantities that are 
represented by Heisenberg picture observables, which tell us what is 
happening to all of the physical quantities describing all of the possible 
versions of your eye.

Alan

As I suspected - Many Worlds is just a hidden variable theory in
disguise!

No. Hidden variables theories are single universe theories. All of the hidden 
variables would be measurable if we knew what they were. By contrast in 
mwi if you measure one observable of a system you change others so you 
can't measure them all in any particular run of an experiment.

The observables describe what's happening in many universes the hidden 
variables all refer to a single universe.

OK, so we'll call if a "Hidden Observable" theory if that makes you
happier.

It's not about happiness. Observables are different from hidden
variables. And the observables are not hidden in the same sense as the
alleged hidden variables are. We know what the observables are, we
don't know what the alleged hidden variables are.

OK, lets call them "Hidden Labels" then. You seem much happier with a
vast proliferation of hidden labels, than explanations with fewer
adjustable parameters.

I'm going to call this SUPERDETERMINISM (which actually is a
capitalised word, to distinguish it from all similar words, and to
indicate that it is much worse), to describe the fact that all quantum



systems, not only encode their future, but also all future histories
of space-like separated regions they are entangled with, plus all
space-like separated regions that could have been effected by any
entanglement.

No. The entanglement information only gives you very limited information 
about other systems.

No. The entanglement information would have to tell you that all
physical effects related to the entangled twin were part of the paired-
but-yet-to-be-encountered world. This would include hidden observables
stored on email servers.

The entanglement doesn't encode all the stuff you describe because it
only describes correlations between the entangled systems and doesn't
describe what will happen to systems that aren't entangled.

But, you still have a problem. The "Heisenberg picture observables"
that you prefer, require a Hamiltonian. According to you, my eyes know
the future well enough to only accept green flashes, and they know
this despite the fact that the result of my experiment is in a sealed
envelope in my pocket. But the green flash is in my future. There is
no causal connection yet. There is no interaction yet. There is no
Hamiltonian!

Only systems that have interacted in the past, or systems that have 
interacted with other systems that have interacted with one another, can be 
entangled. That interaction is what gives the systems entanglement 
information about one another.

No. Actions have consequences. If I measure UP(and DOWN - as you claim
in Many Worlds) then in the future my RED(GREEN) flash must only
encounter the GREEN(RED) flash. These speed-of-light waves of
differentiation must BECOME entangled in the future.

The entanglement information makes statements like "if you do X to
system 1 and Y to system 2, the probability that the outcomes will
match is a function of X and Y p(X,Y)," and it covers all of the Xs
and Ys for system 1 and system 2 respectively. You can choose among



the different Xs or Ys but whatever you choose the entanglement
information tells you about the probability of the results of the
relevant measurements matching one another.

OK, so we have a huge proliferation of hidden labels that make
statements?

What you are stating is this:

I am split by a 50/50 measurement. The UP measurement contains enough
information that it tells -

The measuring device to
Tell the automated program to
Send me an email which
Tells the printer to
Print out the message which
My assistant puts in a sealed envelope
Which Communicates with my pocket (mysteriously)
Which tells my trousers (weirdly)
To tell my legs (spookily)
To inform my eyes (implausibly)
To ignore the GREEN flash (ridiculously)
And only register the red one (seriously?)
So that when
I look at the printout
The laws of physics
Will not be violated.

You have a choice: Take Schrodinger's equation seriously, or insist on
a proliferation of labels. Which is the better explanation?

Tom



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 25, 2011 at 2:26 PM

On 25 September 2011 17:11, tom.harrigan <tom.harrigan@gmail.com> wrote:

Observables are different from hidden
variables. And the observables are not hidden in the same sense as the
alleged hidden variables are. We know what the observables are, we
don't know what the alleged hidden variables are.

OK, lets call them "Hidden Labels" then. You seem much happier with a
vast proliferation of hidden labels, than explanations with fewer
adjustable parameters.

The entanglement information makes statements like "if you do X to
system 1 and Y to system 2, the probability that the outcomes will
match is a function of X and Y p(X,Y)," and it covers all of the Xs
and Ys for system 1 and system 2 respectively. You can choose among
the different Xs or Ys but whatever you choose the entanglement
information tells you about the probability of the results of the
relevant measurements matching one another.

OK, so we have a huge proliferation of hidden labels that make
statements?

What you are stating is this:

I am split by a 50/50 measurement. The UP measurement contains enough
information that it tells -

The measuring device to
Tell the automated program to
Send me an email which
Tells the printer to
Print out the message which
My assistant puts in a sealed envelope
Which Communicates with my pocket (mysteriously)
Which tells my trousers (weirdly)



To tell my legs (spookily)
To inform my eyes (implausibly)
To ignore the GREEN flash (ridiculously)
And only register the red one (seriously?)
So that when
I look at the printout
The laws of physics
Will not be violated.

You have a choice: Take Schrodinger's equation seriously, or insist on
a proliferation of labels. Which is the better explanation?

I am taking quantum mechanics seriously. What I am describing is a
consequence of quantum mechanics. See

http://arxiv.org/abs/quant-ph/9906007

Now, the Schrodinger state also implies the same sort of correlations.
It's just that the Schrodinger state doesn't clearly state what
information is present in each system, or how that information flows
between systems.

Alan

-- 

http://arxiv.org/abs/quant-ph/9906007


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Objections to Capitalism
Date: September 25, 2011 at 11:04 PM

On Sep 17, 2011, at 12:48 AM, Manolis A.C. wrote:

1. As an entrepreneur, I am all for the central planning, organizing and
scaling of resources and ideas. After all, if I were against it and allowed
our company's resources to be truly shaped in a bottom-up fashion (by the
market) we would be having gross inefficiencies and be operating in a sea of
duplication, redundancy, and chaos. I am also all for discipline,
specialization, accountability, and just about as close to an autocracy as
you can get.

Actually businesses like Walmart put a lot of effort into providing more autonomy 
to individual groups and even individuals within the company. This makes them 
more successful. Walmart is huge and thus demonstrates that such approaches 
can work on a large scale.

One needs a more nuanced view. It's not "central planning good" or "central 
planning bad". And it shouldn't use the word "central planning" at all which is a 
loaded word. The best organizational methods generally try to maximize 
autonomy while still keeping things organized.

Centralized organization is not the only way to avoid duplication and other issues. 
One example we could discuss, if you're familiar, is DVCSes like mercurial and 
git. It's a specialized technical example but a very good example if one knows the 
field. These are superior to the older version control systems that rely on a central 
repository.

Or in the free market, bad duplication can be avoided without any centralization 
due to approaches like market research. You don't need any one canonical store 
to check to see if a product already exists. You can check all the popular stores, 
many relevant specialized stores, and google it.

Nearing autocracy in general makes businesses less efficient and is something 
entrepreneurs should stay far away from.

he [Hans-Hermann Hoppe] goes on to show



how German princely states were able to foster such a prolonged period of
distributed civilizational advancement, owing largely to the organic nature
of these autonomous city-states, and to their leadership by the ultimate
beneficial owner of said territories. Now, of course, forms of monarchy
bring in problems of nepotism another forms of corruption and inevitable
decline,

Monarchy also brings in massive problems of error correction. What if the leader 
does a bad job? BoI covers this topic and explains why democracy is better 
because it allows changes in leadership without violence.

Capitalism/Liberalism receives a bad rep for three reasons.

A. It is confused with the system we have evolved to have in most of the
developed world today. It is thought to encourage uncontrollable greed,
avarice and ever-widening unequal distribution of wealth. While in fact
unequal distribution is perfectly natural, ethical and desirable, the
*scale* of inequality today is not a result of liberalism, but rather, the
result of a state-infested economy. If we are talking about the massive
financialization of the past 30 years (which true liberalism would indeed
produce but to a much much smaller and ultimately desirable state), then
that phenomena can be traced right back to specific government policies,
such as, the creation of fiat money, the creation of central banks, perverse
tax incentives, and specific policies with the effect of crowding out other
industries, leaving finance as the only superstructure where "there's some
action left".

Also all the Government regulations that create barriers to entry in fields, 
sometimes even creating monopolies by force, help the incumbents get rich and 
avoid competition and innovation. Taking away opportunities from people to 
compete in many fields reduces the amount of people dramatically moving up in 
the (financial) world.

I'm not clear, however, that pure capitalism would have lower unequal wealth 
distribution as you claim. Why would it? It'd have greater mobility and it would 
drag the bottom up, and it would cut down on undeserving people being at the top 
and make it easier to fall downwards in relative wealth if one messes up, but it 
would also allow productive outliers to get extraordinarily wealthy. Pure capitalism 
would do nothing to prevent Steve Jobs being way way richer than me.



When all is said and done, the key to economic and political life are
*voluntary* institutions and associations.

Agreed.

As long as everything is voluntary, it doesn't matter too much for me if someone 
else makes a mistake. My fate is my own. With involuntary institutions, other 
people's mistakes can ruin my life, which is highly undesirable.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 26, 2011 at 9:40 AM

On Sat, Sep 24, 2011 at 10:23 PM, Anonymous Person <
unattributedemail@gmail.com> wrote:

On Sat, Sep 24, 2011 at 8:49 AM, Abraham Lewis <abrahamwl@gmail.com>
wrote:

On Thu, Sep 22, 2011 at 8:55 PM, Josh Jordan <josh@joshjordan.name>
wrote:

On 22 Sep 2011, Abraham Lewis wrote:
On 17 Sep 2011, Alan Forrester wrote:

On 17 Sep 2011, Abraham Lewis wrote:
Also, I'm just not yet convinced that all evils are due to lack of
knowledge.

Do you have a criticism of the argument in boi?

I don't remember the arguments from BoI, but I didn't find them
entirely

convincing at the time. I would appreciate and benefit from
a distillation of those arguments or even just a pointer to where
exactly
they're located in BoI.

"The Principle of Optimism: All evils are caused by insufficient
knowledge.

"Optimism is, in the first instance, a way of explaining failure, not
prophesying success. It says that there is no fundamental barrier, no
law of nature or supernatural decree, preventing progress. Whenever we
try to improve things and fail, it is not because the spiteful (or
unfathomably benevolent) gods are thwarting us or punishing us for
trying, or because we have reached a limit on the capacity of reason
to make improvements, or because it is best that we fail, but always
because we did not know enough, in time. But optimism is also a stance



towards the future, because nearly all failures, and nearly all
successes, are yet to come.

"Optimism follows from the explicability of the physical world, as I
explained in Chapter 3. If something is permitted by the laws of
physics, then the only thing that can prevent it from being
technologically possible is not knowing how. Optimism also assumes
that none of the prohibitions imposed by the laws of physics are
necessarily evils. So, for instance, the lack of the impossible
knowledge of prophecy is not an insuperable obstacle to progress. Nor
are insoluble mathematical problems, as I explained in Chapter 8. That
means that in the long run there are no insuperable evils, and in the
short run the only insuperable evils are parochial ones."

Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations
That Transform the World (pp. 212-213). VIKING ADULT. Kindle Edition.

If I were to summarize what seems to me to be the valid conclusion of
this

argument, I would summarize it as follows, "For every solvable problem
there

is some knowledge that we can gain that will allow us to solve it. For
all

other problems, we shouldn't regard them as problems." I can agree with
that.
How would I apply this to the question of whether all coercion

(specifically
including taxation and its ilk) is eliminatable? It is basically the same

as
before, it *may* be possible, but I am not going to assume that it is,

and
neither should other people, IMO.

One way to apply it is to ask, "Is there a law of physics which
requires there to be taxes?"

Then one thinks through some laws of physics like relativity, MWI,
laws of motion, conservation laws, magnetism, fluid dynamics, the
physics behind chemistry, and so on.



None are related to the issue of taxes. The laws of physics are very
"hands off" for most fields. They give us great freedom and leave us
alone. Sure a politician might have to deal with friction in order to
get to work, and that matters in some ways, but that's not going to
prevent any particular political system.

There is no explanation of why any law of physics would make
eliminating taxes impossible. Not even close. Therefore one has to
tentatively conclude that it is possible (reconsider if a new law of
physics is discovered, or a new argument). And everything else that
steers clear of the laws of physics is also possible.

Possible doesn't just mean possible in some abstract way but possible
to make progress towards, gradually, step by step, beginning today. We
can always start our journey now.

I don't buy this line of reasoning at all. Not only do we not know what all
the laws of physics are but we do not even know how the laws of physics we
do know and understand apply to whether taxation (or a similar alternative)
is possible. Just like knowledge is tied to the laws of physics, even though
none of them say anything about the knowledge, taxation is tied to physics.
So the fact that none of them say anything about taxation doesn't mean
anything. There's no logically valid reason for concluding that it's
possible. The only thing you can conclude is that it might be possible.

I also think there are some good arguments

for why it is not possible.

Do you know an argument about this, that I don't, which has something
to do with any law of physics? If so please share it. If not -- if
there is an objection/obstacle/problem of another type -- then what
could make it impossible to overcome if not a law of physics?

Everything real in our universe has to do with the laws of physics. The
larger argument is slightly involved but the core issue is this:



When people form together in governments, they agree that they will a) not
use violence against each other, and b) use violence against anyone who
would use violence against one of their number.  Point (b) is absolutely
necessary, because only by having someone else put their life on the line in
defense of you, can you be sure that they aren't complicit in your murder.
The reason people would be willing to live up to (b) is because anyone who
uses violence against another member is a threat to the rest of the group.
So, the execution of (b) is due to the self-interest of all parties. In
summary, not using violence against someone (a) is necessarily tied to
defending that person (b) because it is far too easy to circumvent (a) if
you don't have to do (b). This means that at the level of violence, anyone
who is not for you is a threat and you are a threat to them from their
perspective (regardless of your personal morals or what you say). Thus
anyone who is unwilling to pay taxes for your defense is under the threat of
your violence, since they've deliberately placed themselves outside of a
peaceful relationship with you. Thus, even if we said paying taxes is
voluntary, but you don't get the benefit of police protection (etc.) we
would still effectively be threatening them with violence for not paying
taxes.

-- 



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: September 26, 2011 at 10:32 AM

On Sat, Sep 24, 2011 at 10:52 PM, Anonymous Person <
unattributedemail@gmail.com> wrote:

On Sun, Sep 11, 2011 at 10:03 PM, Abraham Lewis <abrahamwl@gmail.com>
wrote:

I had a thought about this discussion that I'd like to bring up before
getting back into specifics. I realized that probably the book that

taught
me the value of gradualism and piecemealness was the book *The White

Man's
Burden: Why the West's Efforts to Aid the Rest Have Done So Much Ill and

So
Little Good* by William Easterly. (I highly recommend it to anyone who's
interested in economic development.) However, I am not sure that they are
exactly the same concepts as the Popperian versions.

Interesting title. I am skeptical that the aid does much harm. I think
the harm is done by violence which would be happening with or without
the aid. The aid is a bit irrelevant, in my mind. Does the book have a
major point I may be missing? If you tell me one I'll consider reading
it. Thanks.

At the same time I read another book, *The Bottom Billion: Why the Poorest
Countries are Failing and What Can Be Done About It* by Paul Collier, which
is another good book I would recommend. I say that because some of the
arguments of both books have become confused in my mind since then and so I
am not sure what I am about to tell you is from White Man's Burden, The
Bottom Billion, or both. Anyhow, here are some arguments for how the aid
causes harm:

Generally, their studies found that, in the long term, monetary aid
correlated against economic growth. They were able to eliminate certain



explanations, like the explanation that that's because long-term economic
problem countries get more aid. (You can read the books to find out how they
eliminated those explanations.) A few explanations were given for why aid
has this effect. They found, for example, that aid is correlated with
military coups. That is, the more aid a country is getting, the more likely
they are to have a military coup. Their explanation was that aid money acts
as a financial motivation for military coups, as well as mitigating some of
the internal financial problems that come with coups, thus making a coup a
more viable option. Coups are, of course, a kind of violence, so the
argument is that aid money encourages certain kinds of violence.
(Interestingly, high natural resources is correlated with rebellions.)
Additionally, aid money is argued to cause harm to a country in a similar
way to how welfare causes harm to individuals. In the country, it distorts
markets and stuff so that people make decisions that contribute less toward
long-term economic growth, or even undermine it.

Easterly talked about piecemeal reform by contrasting "Planners" with
"Searchers". Planners, he said, develop grandiose Utopian plans, but

perhaps
more significantly, they basically plan how they're going to fix other
people's problems at a distance. In contrast, Searchers create specific
solutions to specific problems that they are themselves familiar with.
Gradualism is illustrated by how the U.S. developed its (relatively) free
market economy by how Russia achieved its (relatively) free market

economy.
That is, they switched Russia's economy "overnight" from a socialist to a
free market economy, but because people in general didn't have time to
prepare for and think about the changes, a few people took advantage of

the
situation and did things that should have been illegal, had the laws been

in
place to prevent them.
Now if you look at many piecemeal solutions that have been implemented at
different times, the changes are necessarily gradual. However, a

piecemeal
change does not need to be itself gradual. Likewise, a gradual change

isn't
necessarily piecemeal in the sense that Easterly uses the term. For



example,
you could (hypothetically) increase interest rates at 1% a year for 50

years
and arrive at a 50% higher interest rate. However, while that would be
gradual, it would not be piecemeal in Easterly's sense because each of

those
1% changes would not be addressing a specific problem.

That's not the type of gradualism we want, either. There always has to
be a good explanation. In general, do the smallest thing that has a
good explanation of how it will improve something. Then repeat. (This
can, by the way, go quickly if each step works great with no setbacks.
It can end up creating reform faster than Utopian plans which create
setbacks.)

The point of "smallest thing" is because there's always a serious
possibility of unforeseen consequences. Solutions (even correct ones)
lead to new problems afterwards. Instead of creating 5 new problems at
once, it's better to create one and make sure it's under control, then
create the second, etc... This can be done quickly *as long as
everything goes smoothly*, and in the case that not everything goes
smoothly then you'll be really glad you didn't jump in the deep end.

Also I think we use "piecemeal" and "gradualism" to be interchangeable
synonyms. I'm not aware of a distinction. So maybe they both equate to
your "piecemeal".

I think they do, at least roughly. The other kind of gradualism is also
important. That is, it is important that people be informed ahead of time
about changes to law and systems, and that those changes be simple and clear
enough to be understandable.

Now there are two things about all this that make talking about it
difficult.
First, both piecemeal and gradual are not well defined. How gradual does

a
change have to be to count as gradual or not? Likewise, how piecemeal



does a
change have to be to be piecemeal? Because of this, the discussion seems

to
devolve into characterizing everything in extremes. Things are either
piecemeal (if I am espousing them) or Utopian, and either gradual (if I

am
for it) or revolutionary.

Gradual/piecemeal means doing the smallest improvements that are
improvements, repeatedly, instead of doing big steps unnecessarily.

Right, but that's not, by itself, very useful for discussing the merit of a
specific change, because "smallest", "improvement", and "smallest
improvement" are not always clear in a specific context, and unless you can
provide specific arguments for why something is not the smallest
improvement, saying something is not piecemeal is not much better than just
declaring it to be a Utopian revolutionary scheme. "Changing laws to match
abstract principles" was criticized for not being piecemeal, but how can
really argue that in the abstract case?

Second, both concepts are frequently, but not necessarily, the same in
practice leading to a tendency to equivocate between them.
Finally, I think we have been doing a lot of arguing past each other. I

have
been arguing that "changing laws to match an abstract theory" is both
important and compatible with piecemealness and gradualism.

Changing a law from what it is now, to something else (created not by
starting with the current thing and modifying it, but simply inventing
something new and different), is a big change in one step. It's trying
to achieve reform in one big leap instead of a succession of smaller
modifications. So it's not piecemeal, it's wholesale.

But piecemealness, by your definition above, is not just about small
*changes* but about small *improvements*. Even if we grant that replacing a
law with another is necessarily a big change in a meaningful sense (which I



doubt), that still doesn't demonstrate that it's still not the smallest
improvement.

On Sat, Sep 10, 2011 at 8:29 AM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Fri, Sep 9, 2011 at 4:52 AM, Abraham Lewis <abrahamwl@gmail.com>
wrote:

On Fri, Sep 9, 2011 at 12:09 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

Specifically, I do not see coercion as being worse than coercion,

Is there a typo here? I don't understand.

No, I was just saying that (in the context of my claim that coercion is
worse than poverty, implying it is wrong to use coercion to fix poverty)
using coercion to stop coercion is not the same kind of mistake as using
coercion to stop poverty, because coercion is not worse than itself, at
least in the abstract.

OK so this is just the standard point that (self) defense is
acceptable because there's already violence anyway so it isn't making
things worse. Let me know if you meant something else.

Anyway, everything taxes do can, *in principle*, be done without
coercion.

In short, I disagree. Specifically, I am not aware of a realistic (if
still
theoretical) method that is morally superior to taxes. I am aware of
other
systems that seem morally equivalent. I do agree that many things

taxes
do



could be done without coercion.

It's a mistake to disagree that something is possible on the basis
that you don't yet know how to do it.

You are technically right, but what I mean is that I disagree that we
know

that it can be done without coercion.

We guess it can be done without coercion, and we currently have no
criticism of that guess, nor any non-refuted rival theories. That's
all knowing ever is -- tentative and fallible.

Given that all knowing is tentative and fallible, it does not follow that
everything tentative and fallible is knowledge. All arbitrary guesses are
tentative and fallible, but they are not knowledge. The criticism of your
guess is that the contradictory guess is just as valid, and you might claim
that that guess has criticisms, but that criticism simply reduces to the
claim that your claim (which is being contradicted) has no criticisms, so
that would be a circular argument. (This is why, in general, the statement
that, "Everything not prohibited by the laws of physics is possible," is
not, by itself, justification for belief that any *specific* thing *is*
possible. Likewise, the fact that a theory has no criticisms doesn't mean
much unless its competing theories have no criticisms.)

Demanding instead
Knowing (JTB) is a generic way to object to anything at all.

As you can see above, I am not asking for "Knowing" (whatever that means
anyway), but for criticism of the contradictory theory, that is not
fundamentally circular.

It is also a mistake to assert that
something is possible unless you know a way that it is, or have a proof

that



it is.

You're generically saying not to use our current understanding of the
laws of physics to say what is possible or not. You ask for more

perfect knowledge or want us to stop making assertions. This is a
generic attack on asserting anything. You're attacking knowledge you
have no criticism of (like our current understanding of physics), and
demanding the impossible (proof, JTB -- infallibility) as the only
acceptable standard.

The problem is that you're not using our *knowledge* of the laws of physics
to assert that something is possible--you're using our *ignorance* of the
laws of physics. That is, you don't know what the laws of physics really say
about the possibility of taxation, and are therefore assuming that they
allow it. You have no explanation for how our current understanding of the
laws of physics allows for non-taxation, other than vague statements that
the laws of physics don't mention taxation.

Do you think that morality outweighs all other concerns?

Yes. That's one of the key characteristics of morality.

A key characteristic of morality is that it's *good for everyone in
all ways*. Therefore it has no need to outweigh anything because it's
compatible with everything good (and bad things can be criticized and
people can change their mind about them, instead of outweighing.
that's better, it means people learning stuff instead of being
overruled while not knowing better).

You're claiming inherent conflicts of interest or insoluble problems. Why?

I am not. Your claim that morality is "good for everyone in all ways" is a
subset of the claim that morality outweighs all other concerns, because, if
your claim were true (which I don't necessarily have a problem with) my
claim ("morality outweighs all other concerns") would follow. As I am pretty



sure I mentioned earlier, if a moral principle conflicts with a concern then
either the moral principle is wrong or the concern is immoral. *Both* are
possible. If the moral principle is not wrong, then the moral principle must
outweigh the concern.

Or do you think that nothing good can contradict morality? That's true
with perfect morality but not true with our current flawed conception
of morality, including our broad moral principles which often lack
some precision.

I agree, but I believe that whatever the perfect morality would be, it
would

necessarily include us holding inviolable what we believe to be moral
principles. Thus, while we can be wrong to not violate our sense of
morality, we cannot be right to violate it.

But what if people have moral principles, today, which prevent
themselves from being changed? E.g. what if they feel that criticism
is morally mean? Or what if they feel that faith is morally superior
to reason? Are such things inviolable forever?

Morally, yes, but fortunately people that object to criticism on moral
grounds can still listen to criticism, and I don't think (almost) anyone
believes that absolute blind faith is moral solely on the grounds of
absolute blind faith in that principle.

If you want your sense of morality to be right you have to change it
sometimes. You can't ever be totally attached to your current beliefs.

Fortunately, changing your sense of morality does not require violating that
sense of morality, unless you believe it is immoral to change your sense of
morality in an abstract sense.

And if true perfect morality says something is bad,
then I would not actually regard it as fixing a problem but creating



one -- why else would true morality object to it?

Yes, but the sense in which you're using "problem" there is different
than

the sense in which laws in general fix "problems." They fix things that
from

some paradigm can be considered problems, but unless it's a problem from
the

paradigm of perfect morality (which we will never have) it is not a
problem,

as you state above. If something can only be achieved by violating our
morality, then either it is immoral, or we do not yet have the right way

of
achieving it, or our morality is wrong. This is why it is important to
constantly be examining issues from the moral perspective. (Tangentially,
this is what liberalism has that most other political systems do not: a
moral analysis of means, not just of ends.) But if we cannot provide good
criticisms of our morality we cannot abandon it because it conflicts with
some lesser issue.

Conflicting with some other issue is a criticism -- if it was better
it'd resolve the conflict (by refuting the other idea, or being
compatible with it, or offering a better version of the other idea,
etc...).

Calling that issue "lesser" doesn't make the criticism go away.

But the reverse is also true: the fact that a issue conflicts with a moral
principle is a criticism of *that* issue, refuting it in a Popperian sense.
Thus moral issues have to be supplanted by other kinds of criticisms than
pragmatic ones.

(Tangentially, this argument means that I need to think more about whether
morality based on pragmatism is even possible under a Popperian paradigm.)

I think you shouldn't seek to abolish all laws because I think you are
wrong. But assuming that you are right, yes you should seek to abolish



all
law. Isn't that what anarchro-liberals seek? And aren't you an
anarchro-liberal? I would agree with you that you should not seek to

do
it
by revolutionary means.

I don't actively seek to abolish all laws. I simply acknowledge that
BoI is right to say that "problems are soluble (with sufficient
knowledge)" and I count coercion (of innocents, not aggressors) as a
problem. So with enough knowledge the problem of coercion will be
solved. That either means no laws or changes to what laws are so that
they are no longer coercive.

Why do you disagree with BoI's argument about problems being soluble?
What could stop them from being solved?

I agree in general. I do not see it as a deductive proof, but merely as a
generally trustable principle. However, even if you do take it as an
absolute deductive proof, I would say you're clearly misapplying it to

take
it to mean that we will discover a non-coercive means of law. This is for
one reason that can be looked at two ways: 1) "problems are soluble"
(hereafter PAS) allows that what you identify as a problem is not really

a
problem, 2) PAS allows (in fact, is almost entirely about) unforeseen
solutions, including, for example, proofs that some things cannot be
accomplished, and are, therefore not ultimately problems as PAS means

them.
So it does not follow that coercion in law will be eliminated. I do not

see
coercive laws as necessarily a problem for reasons that are too involved

for
this discussion, but would be appropriate in another thread.

Are you saying that coercion might not be eliminated because we might
discover it's good?



That goes against pretty much everything we know about epistemology
and morality. And there is nothing in physics to suggest it. There are
so many criticisms of that idea (e.g. coercion *hurts* so that's bad).
So we should reject it (tentatively, fallibly).

It is, like you said above, just an appeal to self defense. I would
ultimately argue that taxation for the purpose of defense from violence (and
its ilk) is either a form of self-defense or a subset of the same moral
genre of violence as self-defense.

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 26, 2011 at 11:27 AM

On 26 Sep 2011, at 2:40pm, Abraham Lewis wrote:

On Sat, Sep 24, 2011 at 10:23 PM, Anonymous Person 
<unattributedemail@gmail.com> wrote:

[...]

There is no explanation of why any law of physics would make
eliminating taxes impossible. Not even close. Therefore one has to
tentatively conclude that it is possible (reconsider if a new law of
physics is discovered, or a new argument). And everything else that
steers clear of the laws of physics is also possible.

Possible doesn't just mean possible in some abstract way but possible
to make progress towards, gradually, step by step, beginning today. We
can always start our journey now.

I don't buy this line of reasoning at all. Not only do we not know what all the laws 
of physics are but we do not even know how the laws of physics we do know 
and understand apply to whether taxation (or a similar alternative) is possible. 
Just like knowledge is tied to the laws of physics, even though none of them say 
anything about the knowledge, taxation is tied to physics. So the fact that none 
of them say anything about taxation doesn't mean anything. There's no logically 
valid reason for concluding that it's possible. The only thing you can conclude is 
that it might be possible.

[...]

Everything real in our universe has to do with the laws of physics. The larger 
argument is slightly involved but the core issue is this:

When people form together in governments, they agree that they will a) not use 
violence against each other, and b) use violence against anyone who would use 
violence against one of their number.  Point (b) is absolutely necessary, 
because only by having someone else put their life on the line in defense of you, 



can you be sure that they aren't complicit in your murder.  The reason people 
would be willing to live up to (b) is because anyone who uses violence against 
another member is a threat to the rest of the group.  So, the execution of (b) is 
due to the self-interest of all parties. In summary, not using violence against 
someone (a) is necessarily tied to defending that person (b) because it is far too 
easy to circumvent (a) if you don't have to do (b). This means that at the level of 
violence, anyone who is not for you is a threat and you are a threat to them from 
their perspective (regardless of your personal morals or what you say). Thus 
anyone who is unwilling to pay taxes for your defense is under the threat of your 
violence, since they've deliberately placed themselves outside of a peaceful 
relationship with you. Thus, even if we said paying taxes is voluntary, but you 
don't get the benefit of police protection (etc.) we would still effectively be 
threatening them with violence for not paying taxes.

You've said that you "don't buy" that arguments that taxation is inevitable have to 
be arguments that the laws of physics make that so, but then you provide an 
argument that the (emergent properties of) the laws of physics make it so.

This is exactly the right thing to do.

I think that, as it happens, your argument has a flaw. It's the same flaw as in the 
arguments that used to be made by conservatives centuries ago, that democracy 
is impossible and that it must either just be tyranny or disintegrate into chaos 
because, after all, the democracy needs to have an army and the army needs to 
have a commander, and the commander is therefore controlling all the weapons 
and any election etc that take place can only take place if the commander of the 
army permits them, and in the form that he chooses to permit, and the winner can 
only take office if .... etc etc.

To state the flaw explicitly: it is essentialist. It is trying to divine what the real, 
underlying, essential relationships between people are (e.g. whether they are 
'essentially' threatening each other in regard to certain issues or not) 
independently of how those people *interpret* those relationships. But in fact no 
such essence exists, and it is all about their interpretations. If the commander of 
the army doesn't think he's controlling the electoral system, and if the candidates 
and the voters don't think it either, then he just isn't, and no amount of essentialist 
or reductionist analysis based on who has the weapons can change that. The 
same would hold for a putative tax-free political system. A person excluded from 
the protection of a particular police force unless someone pays his fees need not 
think of himself as being 'threatened with violence by the police' any more than I 



think of myself as being 'threatened with starvation by a supermarket' when it 
excludes me from its food distribution system unless it's paid to include me.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility: Square One
Date: September 26, 2011 at 12:40 PM

On Sep 21, 2011, at 9:49 PM, westmiller@aol.com wrote:

At the section "A deterministic romance", David imagines a
transporter  malfunction that causes a neuron misfire ... with consequences. At 
that
point,  he offers an explanation of how the malfunction could "appear to be
unpredictable" to both identical, fungible, determinate worlds:

BOI: "The  first is that [the transporter] is affected by some
fundamentally random  (stochastic) variable. I have excluded that possibility 
from our
story because  there are no such variables in real physics."

I agree: if both universes  are presumed deterministic, then a malfunction
in one must also occur at the  same time and the same place, with the same
effects, in the duplicate world. Not  only must there appear to be identical
effects of every event, they must  actually be identical in every way.
Continuing:

BOI: "The second is that  the factors affecting the phenomenon, though
deterministic, are either unknown  or too complex to take into account."

I agree: one definition of "random"  is "we just don't know why": although
the event *appears* to be unpredictable,  it is nevertheless deterministic
(there are no uncaused effects). Even though  observers do not know why the
malfunction occurs, it occurs in identical worlds  exactly the same.
Continuing:

BOI: "The third - which had never been  imagined before quantum theory - is
that two or more initially fungible instance  *of the observer* become
different. This is what those transporter-induced jolts  do, and it makes their
outcomes strictly unpredictable despite being described  by deterministic
laws of physics."

This seems to adopt the claim of the  first case, which was summarily
discarded. In the story, the jolt caused a  neuron misfire in World A. Since the



jolt and misfire *must* also occur in  deterministic World B, there is no
distinction between the two after the event.  The last sentence here asserts
that the jolt only happens in one world, although  it isn't clear whether
"the observer" is the person whose neuron misfired, or  some other person
watching the neuron misfire.

To see the determinism one must take a multiversal perspective. From the 
perspective of the multiverse (in this case the relevant part being the multiple 
fungible instances), what we see its here was a group of 2+ things and then it 
was changed according to a deterministic rule. E.g. you can imagine a rule that 
takes 2 things and turns one red and the other blue. There is no randomness.

The only seeming "randomness" is that, because there is no such thing as which 
instance is which, if you ask "Which instance was the one that became red?" then 
the answer seems to be "it's random". But that question is mistaken because 
there is no such thing as which as which, rather than it being random.

The same sentence also  seems to assert that the cause (a jolt) is *in
fact* random and therefore  "strictly unpredictable." It seems to suggest that
the effect (a neuron misfire)  affects "the observer" in one world, but not
the other. I read through the  remainder of the story, but couldn't find any
explanation of why the jolt or the  consequential misfire would necessarily
occur in one deterministic world, but  not in the other.

Imagine two fungible dogs and two fungible people, and a law of physics that 
colors the dogs red and blue.

Previously, there was one distinct person with one distinct dog, and they would go 
walk in the park each day.

After the dogs are colored, that picture is shattered and we end up with "two 
different universes" -- separate parts of the multiverse which have different 
contents and are basically separate and don't interact.

Now we can consider the issue of: which color dog will the person get?

I think that's the kind of question being asked about above. The claim is that it's 
random which the person gets and so there is randomness.

However it's not random.



What happens is that one instance of the person gets each dog. This is a 
deterministic rule which is followed 100% of the time with no random chance of 
something else happens.

As above one might try to ask, "Well, which instance of the person got the red 
dog? isn't that random?"

But the answer is that it's not random, rather there is no such thing as which is 
which. Instead, the instances were fungible (identical) and what happened is one 
got each dog and there's literally no meaning to which got the red dog.

In a later email you quoted this same answer from BoI p 267. Let me clarify how 
that connects to my example:

The laws, being symmetrical, could not possibly specify  which universe
the surge will take place in. But, precisely because the  universes are
initially fungible, they do not have to.

The laws being symmetric and non-random could not pick one person instance to 
get the red dog. If they had to pick between Jack and Sue, then it'd be random or 
not symmetric. But because the person instances are fungible -- there is no such 
thing as which is which -- there is no issue of picking a particular one instead of 
the other (which isn't possible).

Quoting now from a different email by Westmiller on the same topic:

then David needs to suggest which
real quantum mechanical laws  dictate a random "jolt" event in only one
world, given identical initial  conditions in both worlds.

The laws of physics dictate it (but it's not random). For example consider a 
multiversal photon traveling in deep space. The laws of motion make it spread out 
as it travels. Now it hits the Earth and formerly fungible instances get entangled 
with different parts of the Earth. They are now "in different worlds". There's no 
such thing as which photon instance ended up in which world (selected randomly 
or any other way), but the formerly fungible worlds are now different (they have 
photons in different places).



This is all deterministic. e.g. the amount the multiversal photon spreads out as it 
travels is deterministic. The amount of worlds the impact creates is deterministic. 
The contents of each world is deterministic. There's nothing random anywhere.

If that's the  proposition, then the corollary is that *every world* must
experience *every*  probabilistic event as being - for all intents and
purposes - necessarily  random.

It's deterministic that there become two worlds, one with the person thinking "I 
randomly got the red dog" and the other with the person thinking "I randomly got 
the blue dog". Both people are mistaken. They are thinking of themselves as a 
different person than the one with the other color dog. That is true *now* but it 
wasn't true before. Before the dogs were colored -- and that information 
interacted with them -- they were the same person. There was no other person.

For example, if I flip a  coin and get heads, the proposition says that in
some other world I get tails.  If I flip the coin 10,000 times, each will
cause a new "world" with a different  composite result. Therefore, in some
world, I will get 10,000 heads. How do I  know that I'm NOT in that
"improbable" world

You're imagining there is such thing as "you", prior to the coin flips, and that it's 
meaningful to then ask which outcome "you" got. But actually "you" are a 
multiversal object: a collection of many fungible instances. And you (the 
multiversal object) got all the outcomes.

You *now* (after the flipping instead of before) are also a multiversal object, but a 
different one: many different groups of fungible instances, with each group in a 
"different world" (not interacting with the other groups). If you then rename one of 
those groups as "you", and ask why you're that one instead of a different one, the 
reason is because you chose to name it that way.

Each group can name itself "you" or "the real you" or whatever. If they do so, 
they're all just as right (wrong) as each other. Regardless, you differentiating into 
many groups all doing that happened deterministically.



Was: Fungibility, copyable information and the multiverse

"Was" notes should go in the subject line not the body of the post.

Also in the future please mark any block quotes as quotes using standard email 
quoting marks, >. This greatly increases readability for many members.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] FYI: Neutrinos break Einstein's Law
Date: September 26, 2011 at 12:48 PM

On Sep 22, 2011, at 1:09 PM, westmiller@aol.com wrote:

Particles found to break speed of light
Thu Sep 22, 2011 3:26pm  EDT

GENEVA (Reuters) - An international team of scientists said on  Thursday
they had recorded sub-atomic particles traveling faster than light -- a
finding that could overturn one of Einstein's long-accepted fundamental laws of
the universe.
Antonio Ereditato, spokesman for the researchers, told Reuters  that
measurements taken over three years showed neutrinos pumped from CERN 
near  Geneva
to Gran Sasso in Italy had arrived 60 nanoseconds quicker than light  would
have done.
"We have high confidence in our results. We have checked and  rechecked for
anything that could have distorted our measurements but we found  nothing,"
he said. "We now want colleagues to check them  independently."
...
http://www.reuters.com/article/2011/09/22/us-science-light-
idUSTRE78L4FH2011
0922

DD comments about this and more:

http://www.wired.co.uk/news/archive/2011-09/26/david-deutsch-qa?page=all

-- Elliot Temple
http://beginningofinfinity.com/discussion

-- 

http://www.reuters.com/article/2011/09/22/us-science-light-idUSTRE78L4FH2011
http://www.wired.co.uk/news/archive/2011-09/26/david-deutsch-qa?page=all
http://beginningofinfinity.com/discussion


From: Mark Hidden <mshidden@gmail.com>
Subject: [BoI] Re: Emulation vs Simulation
Date: September 26, 2011 at 12:49 PM

On Sep 24, 5:37 am, David Deutsch <david.deut...@qubit.org> wrote:
On 22 Sep 2011, at 5:02pm, Markito wrote:

I often felt when reading begging of infinity that, the term emulation
should have been used instead  of simulation. when we talk about
uploading ones personality into a computer, do we really want it
simply to seem like,(simulation) or  would  you prefer it to be like
you (emulation).

A mirror image of a person, or a recording of a person, isn't a person. Whether 
one can make any other kinds of simulation of a person -- specifically, things 
that are a person but work in a way that doesn't reproduce the inner functionality 
of the person being simulated -- I doubt.

'are a person' =no.  'seems like a person'= yes.  I can right a
computer program that behaviors the same but work differently you
can't call them the same unless you want to gloss over the inner
workings.  seems  [ like ] and is [ like ] are vary different.  From a
modern day computer standpoint it is a vary important distinction.  I
honestly believe this distinction becomes more important when we mix
simulation and emulation together to get hybrid systems.   I can
almost concede you the point from a height level perspective, but I
don't like the use of simulation, when you clearly should be using
emulation, and by extension endorsing the distinction between the two.
call me a nitpicker, but call me wrong at the cost of over
simplification.

I make this simple explanation, it's the differences between a bitmap
image and a vector image.  Or an explanation vs and observation.

I personally think their is a distinction what do you think?



The universality of computation ensures that emulations of all physical systems 
are possible. So I guess nothing much will hang on whether non-emulation 
simulations are.

-- David Deutsch



From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility: Square One
Date: September 26, 2011 at 2:53 PM

Brian Scurfield writes:
I don't understand your point. Are you  saying we couldn't know
we were in the universes where, say, the voltage  surge occurred?

No. I'm saying that we couldn't know whether the "jolt"  was certain,
probable, or random. In each World, we can only know what we  experience; we
can't know the composite probability. In World A, where the jolt  occurred, it
certainly did occur. In World A, they might conclude that it was a
deterministic "feature", rather than a "bug" in the transporter ... or that it  was
some random fluke, caused by some hidden variable. We wouldn't know that it
had NOT occurred in World B; we could not know whether the probability of it
 occurring was 1.0, 0.5, or cos(22.5).

What is the "impossible  outcome"?

I was offering an example of 10,000 coin flips. IF every  sequential flip
produced another fungible World, where the other option occurred  (in order
to preserve the composite .5 probability) then there would be 10,000  worlds
(actually 2^10,000). In at least ONE of those worlds, all 10,000 flips
would be heads. The people in that World might reasonably conclude  that
flipping a coin always produced heads (a "nearly impossible" outcome).  Neither
they, nor we, could know which parallel World we were in. Therefore,  we/they
couldn't know whether heads was a 1.0, 0.5, 0.0, or cos(22.5)  probability.
Of course, we DO know (see below).

... in a typical  quantum physics experiment we do know the
consequential outcomes with a  high degree of precision.

Exactly. In Mach-Zehnder Interference, we  actually DO know the probability
of passing a half-silvered mirror is 0.5 ...  without any postulation of
any alternate Worlds. Both happen in our World and we  can test each instance
of the path taken. There's no need to postulate a World  A, where the photon
goes through the glass and another World B where it is  reflected. The
probability is evident in one World.

Understand: I was  asked to take the BOI explanation from the beginning.



Since the first  substantive statement was that a probabilistic event was
deterministic *because*  all probabilities occur in the composite of multiple
Worlds, I balked. The  remainder of my argument assumed that proposition. IF
it were true, we  could NOT know whether any event was certain, probable, or
random. We could  not know the composite outcome.

In my own reality, all probabilities  occur in this World and are evidently
probabilities. What DD seemed to be trying  to say was that probabilities
were deterministic ... if and only if ALL the  possibilities occurred in SOME
other Worlds. My argument was that such a  proposition didn't work. I was
disputing DD's explanation.

Of course, I'm stuck with "hidden variables" to explain why a deterministic
 event appears to be a probability. As I noted, the results of a coin flip
are  neither probable nor random, but deterministic (if you know all the
variables).  And, I readily granted that probabilities of quantum laws are
constrained by  Bell's Inequality. So, I guess I should be arguing with Bell,
rather than  Deutsch.

Bill

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Intellectual Property is Not Property
Date: September 26, 2011 at 8:39 PM

On Fri, Sep 2, 2011 at 9:14 PM,  <Westmiller@aol.com> wrote:
Elliot Temple writes:

What you created, and uncontroversially own, is the *design idea in your
own mind* that let you build it. And also, of course, any physical
blueprints or notes you create.

But when another person looks at your device which you've brought out in
public, and he understands how to build a similar device of his own, then he
is *creating his own idea in his own mind*.
There is no longer just one design. There are ideas about design,
separately, in different people's minds. Why should you have any ownership
over the ideas in his mind? Why should you be able to intrude on his mind?
---

A. Anyone can have any ideas they please in their own mind, with no
impediments or restrictions.
B. It is not the idea itself, but rather the specific, concrete
implementation of that idea, that is the subject of an ownership claim.

They are separate ideas. The second person would not be implementing
the same idea that the first person implemented, but rather his own
version of it, which is never entirely identical.

And he wouldn't do everything concrete the same. The concrete
implementation is always different, too. For example it may use
different molds which are never the identical shape if you look
closely enough.

So how is it to be determined what is in violation? Stuff which is
"too similar"? How is that to be decided?

In later text you say that "novelty" is required not to be in
violation. What's that mean? Isn't novelty always created when one
creates a new idea in his own mind? Which is what always happens when
people think. If you mean "enough novelty" then how is enough decided?

So, there's nothing in patent law that precludes you  from taking someone



else's *idea* and creating a novel implementation. It just  has to
incorporate something new that is a distinct benefit over prior  implementations.

Entrepreneurs always think their version of something is better in
some way (even if just cheaper or sold at a more convenient location,
both of which are matters of concrete implementation). The only good
way to judge if it's really better, or not, is to let the market
decide.

There's just no way for the patent office to know what things the
market will want or not. If they knew that they'd quit and be
entrepreneurs and get rich.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychosis
Date: September 27, 2011 at 12:35 AM

On Sep 17, 2011, at 2:11 AM, Westmiller wrote:

Yes, it is possible that Jani was not dangerous until after the
"massive coercion" that "gave her reason to be angry." I said as much
in my observations. However, it is also true that we don't have any
objective evidence of "massive coercion",

Did you miss the part where she's frequently incarcerated in a psych ward? That 
is coercion. And when it's for more than 50% of a year (I think that's what they 
said for last year or a recent year) then it easily qualifies as massive. We have 
objective evidence because they reported it and it's not under dispute.

And it's something they could easily know and would keep track of, and if it was a 
lie the doctor involved would get caught (for making such a big lie on TV about a 
non-patient -- some of his colleagues would get told about the Oprah show if they 
didn't notice the cameramen and watch it and see that he lied) and there would 
be a retraction.

We simply don't have enough information to conclude that Jani's parents 
"destroyed her life" by "torture and incarceration."

But they've been doing it for years. There is no dispute about that. I'm not even 
sure which of the main facts of the case you are trying to dispute. They lock her 
up, then drug her and do other unwanted, deeply unpleasant things to her, over 
and over.

And they do all this with explicit goal of basically destroying/deleting (a significant 
portion of) her mind as she knows it in order to replace it with a different one of 
their choosing. Which Jani has been resisting for years, from the start, but maybe 
if they keep things up eventually they will break her.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility: Square One
Date: September 27, 2011 at 3:47 AM

Elliot Temple wrote:
... you can imagine a rule that takes 2 things  and
turns one red and the other blue. There is no randomness.

Let's stick with David's example: the "jolt" happens in one World and not
the other. It doesn't matter "which is which?", only that it did happen in
one  and didn't happen in the other. In composite, the probability of that
event  occurring was 0.5 (one OR the other), but neither World knows what did
or did  not happen in the other. So, neither World knows that the
probability is 0.5 in  the composite.

The only seeming "randomness" is that ... the answer
seems to  be "it's random".

In the World where it didn't happen, the question is never asked. You seem
to be taking a "God View" of both Worlds and are pleased that "on the
whole" the  event was not random and complied with your law saying it must be 
0.5
probable.  But, nobody in either World has that "God View" of the event.

At this point in David's story, the only issue is the *appearance* of
randomness ... for an event that David asserts to be deterministic by virtue of
some (unstated) "quantum law" requiring a 0.5 probability. The story
eventually  gets to interference, but at this point it's just an assertion about
apparent  randomness. He seems to think it useful to suggest that the
"variable" (which  makes the event deterministic) is "hidden" in a composite of 
two
"Worlds",  neither of which knows anything about the other.

My problem with this proposition is that, based on the experience of each
World, the "jolt" either never happened or it did, so there can be no
knowledge  in either World about any "quantum law" dictating a probable 
outcome
from the  "God View". In practical terms, the "random question" might arise in
the World  where it did happen, but they could never know that the
probability of it  happening was 0.5 ... because they could never know that



(somewhere) it did NOT  happen.

Bill
-------
PS: Elliot writes: >"Was" notes should go in the subject line not the  body
of the post.<
That rule strikes me as fruitless when one specific  issue is extracted
from a prior discussion. If the specific topic is changed  more than once,
multiple parenthetic (Was: ...)(Was: ...)(Was: ...) would just  be clutter and
probably truncated by Google.
BTW: What IS a problem is when  [BOI] gets inserted before the Subject
text. I don't know where that comes from,  but it always splits the original
discussion thread into two "not quite  fungible" instances, treated as two
separate topics by  Google.

-- 



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Fungibility: Square One
Date: September 27, 2011 at 5:16 AM

On Tuesday, September 27, 2011,  <Westmiller@aol.com> wrote:
Brian Scurfield writes:

I don't understand your point. Are you saying we couldn't know
we were in the universes where, say, the voltage surge occurred?

No. I'm saying that we couldn't know whether the "jolt" was certain,
probable, or random. In each World, we can only know what we experience; we
can't know the composite probability. In World A, where the jolt occurred,
it certainly did occur. In World A, they might conclude that it was a
deterministic "feature", rather than a "bug" in the transporter ... or that
it was some random fluke, caused by some hidden variable. We wouldn't know
that it had NOT occurred in World B; we could not know whether the
probability of it occurring was 1.0, 0.5, or cos(22.5).

if it also occured in World B then the jolt does not differentiate the
initially fungible worlds. That's not going to help David explain quantum
events. The hallmark of such events is that all possible outcomes seem to
happen somewhere and all at once. So David is imagining that the jolt is a
quantum event that always occurs in one universe and not the other, these
being the two possible outcomes.

What is the "impossible outcome"?

I was offering an example of 10,000 coin flips. IF every sequential flip
produced another fungible World,

The flips differentiate initially fungible worlds, they don't produce
fungible worlds.

where the other option occurred (in order to preserve the composite .5
probability) then there would be 10,000 worlds (actually 2^10,000). In at
least ONE of those worlds, all 10,000 flips would be heads.

Yes.



The people in that World might reasonably conclude that flipping a coin
always produced heads (a "nearly impossible" outcome).

Why would it be reasonable for them to conclude that?

Neither they, nor we, could know which parallel World we were in.
Therefore, we/they couldn't know whether heads was a 1.0, 0.5, 0.0, or
cos(22.5) probability. Of course, we DO know (see below).

If they have developed explanatory theories about coin flipping they would
know the probabilities.

... in a typical quantum physics experiment we do know the
consequential outcomes with a high degree of precision.

Exactly. In Mach-Zehnder Interference, we actually DO know the probability
of passing a half-silvered mirror is 0.5 ... without any postulation of any
alternate Worlds. Both happen in our World and we can test each instance of
the path taken.

I think you are missing the point of the experiment. Whenever you send a
*single* photon through the apparatus it always emerges going right (say)
and never going down. How is this possible if the photon can go either way
at the first semi-silvered mirror?

There's no need to postulate a World A, where the photon goes through the
glass and another World B where it is reflected.

What is your explanation of the single-photon result?

The probability is evident in one World.

Yes, but, amazingly, the outcome of the experiment is not probabilistic even
though the photon can go either way at each semi-silvered mirror. 100% of
the time the photon emerges from the second semi-silvered mirror going
right. There is a probability that one might expect to be evident but that
is not.

Understand: I was asked to take the BOI explanation from the beginning.



Since the first substantive statement was that a probabilistic event was
deterministic *because* all probabilities occur in the composite of multiple
Worlds, I balked.

The determinism is that the quantum event causes something to happen in one
universe and not the other whenever it occurs. It doesn't sometimes cause
things to happen in both universes, or none, or one and not the other. It
always acts to cause something in one universe and not the other.

 The remainder of my argument assumed that proposition. IF it were true,
we could NOT know whether any event was certain, probable, or random. We
could not know the composite outcome.

In my own reality, all probabilities occur in this World and are evidently
probabilities. What DD seemed to be trying to say was that probabilities
were deterministic ... if and only if ALL the possibilities occurred in SOME
other Worlds.

He is saying that the underlying multiversal process is deterministic. It
appears random from the perspective of worlds because of the phenomenon of
fungibility.

My argument was that such a proposition didn't work. I was disputing DD's
explanation.

Of course, I'm stuck with "hidden variables" to explain why a
deterministic event appears to be a probability. As I noted, the results of
a coin flip are neither probable nor random, but deterministic (if you know
all the variables).

The phenomena caused by fungibility are not due to not knowing all the
variables. So you can know everything about a coin and still not be able to
predict what face it will show in your world.

-- Brian Scurfield

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Fungibility: Square One
Date: September 27, 2011 at 5:21 AM

On 27 Sep 2011, at 8:47am, <Westmiller@aol.com> wrote:

Elliot Temple wrote:
... you can imagine a rule that takes 2 things  and
turns one red and the other blue. There is no randomness.

Let's stick with David's example: the "jolt" happens in one World and not
the other. It doesn't matter "which is which?"

No. There's no such thing as which is which. If there were, a deterministic law 
could not cause two identical universes to become different.

only that it did happen in
one  and didn't happen in the other. In composite, the probability of that
event  occurring was 0.5 (one OR the other), but neither World knows what did
or did  not happen in the other. So, neither World knows that the
probability is 0.5 in  the composite.

What they know is irrelevant to the example. It is perfectly consistent for the 
inhabitants to know what their laws of physics are and hence to know what is in 
the other universe to theirs.

[...]

My problem with this proposition is that, based on the experience of each
World, the "jolt" either never happened or it did, so there can be no
knowledge  in either World about any "quantum law" dictating a probable 
outcome
from the  "God View". In practical terms, the "random question" might arise in
the World  where it did happen, but they could never know that the
probability of it  happening was 0.5 ... because they could never know that
(somewhere) it did NOT  happen.

At that point in the story I have not described any way for them to discover what 
their laws of physics are. Later in the story, I do. But even then their knowledge of 



the laws of physics is not 'based on experience' of the other universes. They 
never experience them.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility: Square One
Date: September 27, 2011 at 12:25 PM

On Sep 27, 2011, at 12:47 AM, westmiller@aol.com wrote:

Elliot Temple wrote:
... you can imagine a rule that takes 2 things  and
turns one red and the other blue. There is no randomness.

Let's stick with David's example: the "jolt" happens in one World and not
the other. It doesn't matter "which is which?", only that it did happen in
one  and didn't happen in the other. In composite, the probability of that
event  occurring was 0.5 (one OR the other), but neither World knows what did
or did  not happen in the other. So, neither World knows that the
probability is 0.5 in  the composite.

What David Deutsch said (Sep 27, 2011), plus there's no probabilities anywhere.

There are what we might call portions or proportions. A proportion of the group 
has a jolt and a proportion doesn't.

The only seeming "randomness" is that ... the answer
seems to  be "it's random".

In the World where it didn't happen, the question is never asked. You seem
to be taking a "God View" of both Worlds and are pleased that "on the
whole" the  event was not random and complied with your law saying it must be 
0.5
probable.  But, nobody in either World has that "God View" of the event.

The laws of physics take the "God View" and it's the laws of physics that are not 
random.

At this point in David's story, the only issue is the *appearance* of
randomness

The appearance of randomness exists -- appearances can often be deceiving -- 



yet the laws of physics aren't random.

My problem with this proposition is that, based on the experience of each
World, the "jolt" either never happened or it did, so there can be no
knowledge  in either World about any "quantum law" dictating a probable 
outcome
from the  "God View".

We can have knowledge about the laws of quantum physics because they 
change the results of some experiments in ways incompatible with single 
universe physics (if we require good explanations).

PS: Elliot writes: >"Was" notes should go in the subject line not the  body
of the post.<
That rule strikes me as fruitless when one specific  issue is extracted
from a prior discussion. If the specific topic is changed  more than once,
multiple parenthetic (Was: ...)(Was: ...)(Was: ...) would just  be clutter and
probably truncated by Google.

You can remove a "was" clause after one or several posts, it doesn't needed to 
stay forever.

It's needed in the subject line b/c it's providing information about changes in 
subject line so that people looking at subject lines can find what is still the same 
thread. This, for example, helps people skim the list for replies to themselves (so 
they can check only threads they posted in, without missing some).

BTW: What IS a problem is when  [BOI] gets inserted before the Subject
text. I don't know where that comes from,  but it always splits the original
discussion thread into two "not quite  fungible" instances, treated as two
separate topics by  Google.

I do not see pairs of duplicate topics at

http://groups.google.com/group/beginning-of-infinity/topics

So I don't know what you're referring to.

However I did receive a complaint that your posts in particular were messing up a 
conversation grouping feature. If you manually delete the "[BOI]" that's why. 

http://groups.google.com/group/beginning-of-infinity/topics


Please leave it alone so it remains after the "Re:" instead of before. It's added to 
all posts if missing, and if you delete it (or move it) then it will end up in a different 
place (at the start, before instead of after the "Re:")

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 27, 2011 at 1:19 PM

On Sep 25, 7:26 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 September 2011 17:11, tom.harrigan <tom.harri...@gmail.com> wrote:

Observables are different from hidden
variables. And the observables are not hidden in the same sense as the
alleged hidden variables are. We know what the observables are, we
don't know what the alleged hidden variables are.

OK, lets call them "Hidden Labels" then. You seem much happier with a
vast proliferation of hidden labels, than explanations with fewer
adjustable parameters.

The entanglement information makes statements like "if you do X to
system 1 and Y to system 2, the probability that the outcomes will
match is a function of X and Y p(X,Y)," and it covers all of the Xs
and Ys for system 1 and system 2 respectively. You can choose among
the different Xs or Ys but whatever you choose the entanglement
information tells you about the probability of the results of the
relevant measurements matching one another.

OK, so we have a huge proliferation of hidden labels that make
statements?

What you are stating is this:

I am split by a 50/50 measurement. The UP measurement contains enough
information that it tells -

The measuring device to
Tell the automated program to
Send me an email which
Tells the printer to



Print out the message which
My assistant puts in a sealed envelope
Which Communicates with my pocket (mysteriously)
Which tells my trousers (weirdly)
To tell my legs (spookily)
To inform my eyes (implausibly)
To ignore the GREEN flash (ridiculously)
And only register the red one (seriously?)
So that when
I look at the printout
The laws of physics
Will not be violated.

You have a choice: Take Schrodinger's equation seriously, or insist on
a proliferation of labels. Which is the better explanation?

I am taking quantum mechanics seriously. What I am describing is a
consequence of quantum mechanics. See

http://arxiv.org/abs/quant-ph/9906007

Now, the Schrodinger state also implies the same sort of correlations.
It's just that the Schrodinger state doesn't clearly state what
information is present in each system, or how that information flows
between systems.

OK, so there is "locally inaccessible information" that has no effect
whatsoever on any possible measurement of the system. If you are
unhappy that I call it "locally hidden" or "hidden", I will refrain
from that.

I am extremely uncomfortable giving an opinion on an academic paper by
DD. I am unqualified to do so, and I also think it disrespectful in a
forum such as this. But rather than giving an explanation, you have
cited this paper twice. Rather than answering my simple questions, you
have linked to "arxiv" twice.

So, here goes. I will only consider the EPR section of the paper:

http://arxiv.org/abs/quant-ph/9906007


At (t2) all information to compute the probability measuring |1,1> (I
think that is how you write it) is available. This means that the
state is non-local.

At (t4) the same probability can be calculated after a sequence of
events. The states upon which this calculation is based are (as far as
I can tell) local.

So, back to my question. How does my eyeball know to only see a green
flash? No explanation of this yet!

All I want to understand is how, roughly, in principle, the "locally
inaccessible information" gets from the apparatus, into my assistant,
onto the email server, into the sealed envelope in my pocket, and
jumps from there to my eyeball?

If you haven't considered this question, you aren't taking Many Worlds
seriously!

Tom



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility, copyable information and the multiverse
Date: September 27, 2011 at 1:35 PM

On Sep 27, 2011, at 10:19 AM, tom.harrigan wrote:

On Sep 25, 7:26 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 September 2011 17:11, tom.harrigan <tom.harri...@gmail.com> wrote:

Observables are different from hidden
variables. And the observables are not hidden in the same sense as the
alleged hidden variables are. We know what the observables are, we
don't know what the alleged hidden variables are.

OK, lets call them "Hidden Labels" then. You seem much happier with a
vast proliferation of hidden labels, than explanations with fewer
adjustable parameters.

The entanglement information makes statements like "if you do X to
system 1 and Y to system 2, the probability that the outcomes will
match is a function of X and Y p(X,Y)," and it covers all of the Xs
and Ys for system 1 and system 2 respectively. You can choose among
the different Xs or Ys but whatever you choose the entanglement
information tells you about the probability of the results of the
relevant measurements matching one another.

OK, so we have a huge proliferation of hidden labels that make
statements?

What you are stating is this:

I am split by a 50/50 measurement. The UP measurement contains enough
information that it tells -

The measuring device to
Tell the automated program to



Send me an email which
Tells the printer to
Print out the message which
My assistant puts in a sealed envelope
Which Communicates with my pocket (mysteriously)
Which tells my trousers (weirdly)
To tell my legs (spookily)
To inform my eyes (implausibly)
To ignore the GREEN flash (ridiculously)
And only register the red one (seriously?)
So that when
I look at the printout
The laws of physics
Will not be violated.

You have a choice: Take Schrodinger's equation seriously, or insist on
a proliferation of labels. Which is the better explanation?

I am taking quantum mechanics seriously. What I am describing is a
consequence of quantum mechanics. See

http://arxiv.org/abs/quant-ph/9906007

Now, the Schrodinger state also implies the same sort of correlations.
It's just that the Schrodinger state doesn't clearly state what
information is present in each system, or how that information flows
between systems.

OK, so there is "locally inaccessible information" that has no effect
whatsoever on any possible measurement of the system. If you are
unhappy that I call it "locally hidden" or "hidden", I will refrain
from that.

"Hidden variables" normally refers to *non-local* variables (needed for a single 
universe interpretation). It's a term with an existing meaning which is incompatible 
with MWI.

http://arxiv.org/abs/quant-ph/9906007


I am extremely uncomfortable giving an opinion on an academic paper by
DD. I am unqualified to do so, and I also think it disrespectful in a
forum such as this.

What do you mean a "forum such as this"?

Comments on academic papers here are welcome.

But rather than giving an explanation, you have
cited this paper twice. Rather than answering my simple questions, you
have linked to "arxiv" twice.

I'm not sure that your questions are simple or have a simple answer. I'm also not 
clear on what your question really is. It seems to me to be asking how a large part 
of quantum mechanics works (big question).

So, here goes. I will only consider the EPR section of the paper:

At (t2) all information to compute the probability measuring |1,1> (I
think that is how you write it) is available. This means that the
state is non-local.

Hold on. Why do you think the state is non-local? Can you explain in more detail? 
That's not what DD says, so where are you getting it?

At (t4) the same probability can be calculated after a sequence of
events. The states upon which this calculation is based are (as far as
I can tell) local.

So, back to my question. How does my eyeball know to only see a green
flash? No explanation of this yet!

Eyeballs don't "know" anything about this. They aren't intelligent actors. 
Improving the question can help a discussion too, in addition to answering 
questions. In this case, if it didn't say "know" it would need some other (correct) 
concept, and figuring out what that is would be learning something about the 
issue.

One attempt to rewrite the question would be, "How does my multiversal eyeball 



end up differentiated into different versions, each with different entanglement 
information?"

Are you happy with that rewrite, or is your question different?

All I want to understand is how, roughly, in principle, the "locally
inaccessible information" gets from the apparatus, into my assistant,
onto the email server, into the sealed envelope in my pocket, and
jumps from there to my eyeball?

If you haven't considered this question, you aren't taking Many Worlds
seriously!

In my understanding, objects have information about their history and things 
they've interacted with. It's spreads: A touches B touches C, now A and C are 
entangled (I think it actually depends on the exact nature of their interaction, like 
a photon can bounce off a mirror without getting entangled. It depends on 
whether they affect each other in some way.). Like the wave of differentiation in 
BoI, where one thing touches several which touch more and it ends up sweeping 
over a whole universe.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Westmiller@aol.com
Subject: [BoI] Re: Psychosis
Date: September 27, 2011 at 2:25 PM

Elliot Temple wrote:
Did you miss the part where she's  frequently incarcerated
in a psych ward? That is coercion.

Well,  it's certainly restraint, possibly in self-defense. If she has
injured others  and attempted to kill herself, that kind of restraint may be
necessary. I don't  have enough information to made such a judgement.

 We have objective evidence because they reported it
  and it's not under dispute.

You're basing your view on a single TV show, with some  anecdotal
commentary?

Did you know that she was first subjected to institutional detention at the
 request of the Principal of her first-grade school, without the consent of
her  parents? Did you know that her parents refused to allow Jani to be
sent to  a residential mental institution? Probably not, unless you read the
original LA  Times article that prompted Oprah's show (snippets and link
below), which  contains a great deal more information than the show presented.

I would agree (based on the meagre evidence) that she was a victim of
*psychological abuse* by her parents, but there's no indication that they are
malicious; they just have some perverse ideas about raising children:
constant  attention, agreeing with her fantasies, pandering her every whim, while
trying to maintain "control" of her aggressive behavior. Should the law
prevent parents from doing those things?

... they do all this  with explicit goal of basically
destroying/deleting (a significant  portion of) her
mind as she knows it ...

I can't claim to know  who is telling the truth, nor even precisely what
happened, based on an Oprah  show and one newspaper article. I think you're
jumping to conclusions, with only  superficial evidence.



What, exactly, do you think ought to be done  for Jani?

Bill
================================
Oprah  videos
----
http://www.youtube.com/watch?v=WjqRYgICgdU
Dad: "It was  when her hallucinations turned violent that we knew that
something was terribly  wrong." @ 9:23
Oprah: "It was when Jani turned five that her behavior went  from
temperamental to downright dangerous." @ 9:34
Dad: "She finally told us  that 'Wednesday' and '400' were telling her to
hit." @  9:58
---
http://www.youtube.com/watch?v=kMHnx2LDUfQ
Dad: "It wasn't  like tantrum, like slapping, she would scratch until she
drew blood. She bit  until she drew blood. She would try to run nails down my
face, trying to scratch  my eyes out." @ 0:09
Mom: "When things got really bad, she would try to hurt  herself." @ 0:30
Dad: "The violence got so bad at five that we had to  hospitalize her.
She's been in the hospital more than she's been at home this  year." @ 0:58
Oprah: "So far this year [age 6], Jani has been admitted to the  hospital
three times." @ 1:20
Psychiatrist: "A voice in Jani's head may say  'You feel bad.' OK. So, she
says 'I feel bad today and I want to hurt people.'  So, she has to do what
the voice says."  @ 2:10
Jani: "I take Clozi  'cause of the rats ... and the Lithies for the numbers
... and, um, you get too  wild , the Lithium helps." @ 3:30
Oprah: "This past August, after being  released from the UCLA Hospital,
Jani's hallucinations became so violent that  her parents were forced to
separate her from her baby brother, Bodhi, for his  safety." @ 4:15
Dad: "She's already tried to kill herself a couple of times."  @ 9:10
---
http://www.youtube.com/watch?v=k8mTaMiwqbI
Mom: "In the  past, when this first started happening, yes. I was very
scared. I was getting  hit constantly with shoes, hit in the back for no reason
at all ... just out of  nowhere. But now, under the medication, she's
controlled a bit more."  @  4:16
Dad: "We didn't seek out any medication until she became violent." @  4:57

http://www.youtube.com/watch?v=WjqRYgICgdU
http://www.youtube.com/watch?v=kMHnx2LDUfQ
http://www.youtube.com/watch?v=k8mTaMiwqbI


Dad: "The Department of Mental Health wanted to send her to an
out-of-state residential facility and we wouldn't allow that because she was  only 
six
years old at the time and we want her in our lives. We love her. We  don't
want to send her away, where we only see her a couple of times a year." @
7:18

============================================
"Jani's at the mercy  of her mind"
Los Angeles Times - by Sheri Roan
...
A few days ago, at  UCLA's Resnick Neuropsychiatric Hospital, 6-year-old
Jani toppled a food cart  and was confined to her room. She slammed her head
against the floor, opening a  bloody cut that sent her into hysterics. Later,
she kicked the hospital therapy  dog.
...
She's threatened to climb into an oven. She's kicked and tried to  bite her
little brother.
...
Jani can't return to her family's apartment  in Valencia. Last fall, she
tried to jump out of a second-story  window.
...
She threw her shoes at people when angry and tried to push the  car out of
gear while Michael was driving. The usual disciplinary strategies  parents
use to teach their young children proper behavior -- time-outs, rules,
positive rewards -- failed time and again for the Schofields.
"She would go  into these rages where she would scream, hit, kick, scratch
and bite. She could  say, 'Mommy, I love you,' and seconds later switch into
being really violent,"  Michael says.
...
Jani's torment had escalated through much of 2008 [five  years old]. She
was hospitalized last fall for three weeks.
Jani tried, and  failed, again to attend school. She choked herself with
her hands, hit her head  on the walls and said she wanted to die.
...
"Jani knows she is different  from other children," she says. "She has a
degree of insight. She says, 'If my  parents don't love me, I'll go live with
my rats.' "
Lim [Therapist]  sighs.
"I would like to give the parents more hope that she won't kill  herself."



...
A boy hospitalized on the unit passes by the open door of  Jani's room and
slams it shut. A stunned look crosses Jani's face. She pauses  for a few
seconds, then marches across the room announcing she is going to hit  the boy.
Michael stops her and tries to redirect her attention to her Pet Shop.  But
she turns on him, jumping and butting her head under his chin.
He winces  and holds her arms as she kicks him in the legs, butts her head
into his chest  and tries to bite him through his T-shirt. "I just want to
hit him! I just want  to hit him!"
Hospital staff rush in and restrain her on the bed.
Jani's  wailing rings down the hall. "I just want to hit  him!"
...
http://www.latimes.com/features/health/la-he-schizophrenia29-2009jun29,
0,5289139,full.story
http://tinyurl.com/msvvgm

-- 

http://www.latimes.com/features/health/la-he-schizophrenia29-2009jun29
http://tinyurl.com/msvvgm


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Re: [BoI] Re: Psychosis
Date: September 27, 2011 at 6:20 PM

On Sep 27, 2011, at 11:25 AM, Westmiller@aol.com wrote:

Elliot Temple wrote:
Did you miss the part where she's  frequently incarcerated
in a psych ward? That is coercion.

Well,  it's certainly restraint, possibly in self-defense. If she has
injured others  and attempted to kill herself, that kind of restraint may be
necessary. I don't  have enough information to made such a judgement.

We have objective evidence because they reported it
 and it's not under dispute.

You're basing your view on a single TV show, with some  anecdotal
commentary?

I see no dispute about evidence.

Our disagreement is about interpretation.

I don't disagree with your summary of the evidence. Though, I would have 
included some other parts too, e.g. the part where Oprah complained about how 
disrespectful Jani was to walk away from her and how no one had ever 
disrespected her (Oprah) so much before. Oprah then said she wasn't upset or 
bitter about it (as she would normally be) because she understood it was the 
disease (Schizophrenia) causing it, not Jani herself. There were a number of 
other comments in the show about how they use the label Schizoprhenia to deny 
responsibility to Jani for her actions that are unwanted by others.

I do disagree with your interpretation of the evidence, which you didn't specify. 
The evidence you presented allows more than one interpretation. The correct 
(and only) way to distinguish them is by philosophical explanation and criticism.

For example, we seem to disagree about whether "necessary" coercion is 
coercion. And whether incarceration for purposes of "treatment" is incarceration. 



Neither of these disputes is about the evidence or facts. We also disagree about 
the importance of the fact that people deny responsibility to Jani and attribute it to 
Schizophrenia; but disagreeing about the meaning and importance of a fact is a 
matter of interpretation not a factual dispute.

Did you know that she was first subjected to institutional detention at the
request of the Principal of her first-grade school, without the consent of
her  parents? Did you know that her parents refused to allow Jani to be
sent to  a residential mental institution? Probably not, unless you read the
original LA  Times article that prompted Oprah's show (snippets and link
below), which  contains a great deal more information than the show presented.

Someone else behaved badly too. I don't see the relevance to my explanations.

I would agree (based on the meagre evidence) that she was a victim of
*psychological abuse* by her parents, but there's no indication that they are
malicious; they just have some perverse ideas about raising children:
constant  attention, agreeing with her fantasies, pandering her every whim, 
while
trying to maintain "control" of her aggressive behavior.

I don't think it was "psychological abuse" by current cultural norms. I think other 
parents routinely do the same kind of stuff, or would do it if presented with the 
same kind of situation. I don't deem these parents particularly more malicious 
than most other parents.

If it was "psychological abuse" by cultural norms, then the solution would be 
foster care or adoption. Get her away from her abusive parents. But I don't think 
that is very likely to help and it could easily do even more harm.

The problem is that *all* parents coerce their children, routinely. Usually the child 
reacts, by and large, with obedience and compliance. But sometimes this 
standard process doesn't "work" and a child, like Jani, disobeys too much, at 
which point the parents usually react with escalation of coercion -- as most 
parenting "experts" advise they do.

This escalating coercion is psychological abuse by objective standards but not 
cultural standards. It is mainstream, accepted and recommended practice.



pandering her every whim

The parents did not "[pander to] her every whim". This is a common culturally 
condoned inversion of the truth.

This inversion is applied to parents whose children (mis)behave, not usually 
based on any particular actions, just as an assumed reason why the child is "bad" 
(the assumption being that badness is caused by "spoiling" the child -- that is, not 
coercing the child enough). But Jani has in fact been coerced much more than 
the norms for "enough".

One purpose of this inversion is to praise coercion by insisting that badness is 
caused by lack of coercion and cured by coercion. Another purpose is to justify 
the use of even greater coercion of the "spoiled" child, by claiming the child has 
hardly been coerced at all so far.

Should the law  prevent parents from doing those things?

The law in general should not be used to force reforms on a large majority that 
deems them immoral. What needs to happen is that people are persuaded 
coercing children isn't educational or acceptable, and then the law can be 
changed when it's a mainstream view.

... they do all this  with explicit goal of basically
destroying/deleting (a significant  portion of) her
mind as she knows it ...

I can't claim to know  who is telling the truth, nor even precisely what
happened, based on an Oprah  show and one newspaper article. I think you're
jumping to conclusions, with only  superficial evidence.

They wish to "cure" her by getting rid of the "schizophrenic" part of her mind, and 
replacing it with something "normal and healthy". I've merely described the 
uncontroversial facts in a less misleading way than is usual.

Where we disagree is on issues like whether coercion is cure, whether 
incarceration is treatment, and whether non-euphemised statements should be 



called "false" due to being unpleasant (but we both know, I think, that they are 
true, and that the preferred metaphors for speaking of the issues are metaphors). 
In other words, we both know that locking someone in a building is involuntary 
confinement, whether or not we insist on exclusively calling it by the metaphor "
(medical) treatment" (it's not literally medical treatment, as everyone knows. That 
makes it a metaphor).

These disagreements lead to differing interpretations of the meanings of the 
facts.

I'll comment on one example from the evidence:

A boy hospitalized on the unit passes by the open door of  Jani's room and
slams it shut. A stunned look crosses Jani's face. She pauses  for a few
seconds, then marches across the room announcing she is going to hit  the boy.
Michael stops her and tries to redirect her attention to her Pet Shop.  But
she turns on him, jumping and butting her head under his chin.

Jani's property was vandalized. She had her door the way she wanted it and a 
boy messed it up. He was, in her interpretation, assaulting her and trying to harm 
her.

Jani has very little control over any of her life. But she is deemed to have her own 
room, at least nominally. But even this little thing was under assault.

Jani wished to defend herself. If she hits him, perhaps he will not mess with her 
again.

She knows that no one else will defend her. No one will protect her from having 
her door slammed or the many other ways she is routinely messed with.

The staff refuse to help Jani and refuse to defend Jani, and then further use 
coercion to prevent her from trying to help herself.

Because they are using coercion in defense of Jani's continued suffering (they 
are using coercion to make sure Jani's door is slammed again), they are Jani's 
enemies. Then Jani's coercers complain when Jani wants to her them and defend 
herself against them.



So it's all a matter of clear thinking and interpretation, not evidence. I haven't 
changed any facts. I haven't disputed any facts. The facts are uncontroversial. 
What's controversial is whether Jani ought to have any control over any part of 
her life or have anything that is hers that will be defended as hers. What's 
controversial is whether it is bad for the staff to not only allow Jani's door to be 
slammed, and utterly refuse to help her with the problem, but in an inversion of 
justice they are willing to use force to help the perpetrator get away with it.

What, exactly, do you think ought to be done for Jani?

Non-coercion instead of coercion.

What should be done for Jani is that they should do everything they can think of 
to make her happy and cease all coercion of her. She should do whatever she 
wants all day, every day, for 10+ years consecutively. I mean this literally. 
Whatever she wants. No school, no pressures or responsibilities to do anything 
whatsoever that she doesn't choose.

They should not try it for a month and then stop if they deem it not to be working. 
Conditional freedom is not freedom. Conditional non-coercion is coercion (to 
comply with the conditions). It will simply be life, forever, whether they feel it is 
"working" or not.

Her parents will offer only advice that she wishes to hear. They will buy her things 
she wants such as a computer, iPad, iPhone and cable TV. They will provide 
transportation when she wants to go places, buy her unlimited McDonalds, take 
her to Disney Land, and so on. They will protect her from psychiatrists and drugs. 
She will never again meet or spend time with any person she doesn't wish to (not 
even Oprah). That means Jani will never again see any friend or guest of the 
parents, or her brother, unless she wishes to.

The parents should apologize and explain *why* they were wrong (to the extent 
Jani wants to listen), and what their new policy is.



At first Jani will not believe them. And she does not trust them to help her or look 
out for her interests. Therefore I recommend third party help. They should hire a 
bodyguard for Jani who is physically stronger than Jani's parents, that way he 
can defend Jani should the need arise (e.g. if the parents make a mistake and fail 
to follow the new rule of non-coercion). The body guard will be instructed to take 
Jani's side in all matters but one: he is not to cause pain. He can carry a parent 
out of the room but he can't punch them.

Normally it'd be good for a person with low physical strength to have a gun, a 
taser, pepper spray, and so on. However Jani doesn't have the knowledge to use 
those things well and safely. Further, they are too all-or-nothing (e.g. shoot or do 
not shoot) which is unsuitable to family interactions. The parents are going to 
make at least some mild mistakes when they attempt to implement non-coercion. 
A range of options is needed to deal with these mistakes, some milder than 
others. A human bodyguard resolves these issues. He can perform actions such 
as merely intimidating the parents when that will be sufficient defense of Jani, or 
holding them down without doing lasting harm.

The parents should tell Jani that nothing is wrong with her, and it's all their fault 
and the fault of psychiatry. They'll cry and hug her and say how sorry they are 
and how everything will be different going forward. Then they'll live up to that. 
They will say Jani has done nothing wrong and will never be punished again no 
matter what.

When Jani wishes to buy something, the parents will not veto her decision. They 
will provide her with money that she genuinely controls.

Jani should be provided with locks for the door of every room she uses. The 
parents will not have keys. Even when Jani does not lock a door, the parents will 
get permission before entering a room that Jani is in, or Jani's personal room(s). 
The only legitimate reason to enter Jani's personal room(s) would be if Jani 
wanted them to (e.g. to fetch something or setup her computer). The parents 
won't even ask permission to enter for some agenda of their own (cleaning it, 
telling her to clean it, searching for drugs, etc). Jani will have privacy and the 
parents will not ask her permission to violate it; their only legitimate goal is to help 
her.

Other practical ways of helping Jani have control over her life will be found. The 
parents will brainstorm frequently and think of many and offer them to Jani.



Over time, the parents should learn philosophy and how to think better. After 
years of never doing a single thing Jani doesn't like, combined with years of 
learning to think better, Jani may once again start wanting their advice about less 
straightforward issues, and they should learn enough to be helpful.

The parents have already tried being naive, ignorant and unsophisticated. It didn't 
work. Time to change that.

One of the nice things about my cure is that, whether it "works" or not, it will 
benefit Jani.

It will also benefit the parents by various *objective* criteria. E.g. they will no 
longer fight with their daughter. Ever. And they will learn things. However, in real 
life the parents will refuse to do this because it's not a lifestyle they want and they 
are mistaken about what lifestyles are good.

Their (normal, yet also completely false) opinion about what lifestyles they find 
acceptable (psych wards, psych drugs, massive coercion) and which they find 
unacceptable (non-coercion) is the primary cause of Jani's problems.

I recommend non-coercion as cure. Non-coercion is no guarantee of happiness. 
The result will depend on Jani herself, and also on how well her parents manage 
to help. Life can go well or badly, without coercion. But it will cure the many 
problems coercion causes, and provide the unbounded possibility of solving the 
problems of life. That is a beginning of infinity that everyone ought to participate 
in.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 27, 2011 at 6:45 PM

On 27 September 2011 18:19, tom.harrigan <tom.harrigan@gmail.com> wrote:

What you are stating is this:

I am split by a 50/50 measurement. The UP measurement contains enough
information that it tells -

The measuring device to
Tell the automated program to
Send me an email which
Tells the printer to
Print out the message which
My assistant puts in a sealed envelope
Which Communicates with my pocket (mysteriously)
Which tells my trousers (weirdly)
To tell my legs (spookily)
To inform my eyes (implausibly)
To ignore the GREEN flash (ridiculously)
And only register the red one (seriously?)
So that when
I look at the printout
The laws of physics
Will not be violated.

You have a choice: Take Schrodinger's equation seriously, or insist on
a proliferation of labels. Which is the better explanation?

I am taking quantum mechanics seriously. What I am describing is a
consequence of quantum mechanics. See

http://arxiv.org/abs/quant-ph/9906007

Now, the Schrodinger state also implies the same sort of correlations.
It's just that the Schrodinger state doesn't clearly state what
information is present in each system, or how that information flows
between systems.

http://arxiv.org/abs/quant-ph/9906007


OK, so there is "locally inaccessible information" that has no effect
whatsoever on any possible measurement of the system. If you are
unhappy that I call it "locally hidden" or "hidden", I will refrain
from that.

Locally inaccessible information in a particular system has no effect
on the results of measurements you can conduct on that system alone.
The terminological issue is not whether I am happy or not and it is
not really a terminological issue. Rather, hidden variables is used to
refer to a particular, false, explanation of EPR correlations. And
according to that explanation the hidden variables are not locally
inaccessible, the only reason you can't measure them on each system is
just that you don't know what they are. If you knew what they were you
could measure them on each system.

I am extremely uncomfortable giving an opinion on an academic paper by
DD. I am unqualified to do so, and I also think it disrespectful in a
forum such as this.

BoI doesn't have any truck with authority. Qualifications do not
confer rights upon people to enter into critical discussion, what's
required to do that is interest in learning, not pieces of paper.

And if a person doesn't understand an argument, there's no harm in
asking for a better explanation of the content of the argument.

But rather than giving an explanation, you have
cited this paper twice. Rather than answering my simple questions, you
have linked to "arxiv" twice.

You seem interested in using technical terms like "hidden variables"
so I thought you might be interested in the technical details.

So, here goes. I will only consider the EPR section of the paper:

At (t2) all information to compute the probability measuring |1,1> (I
think that is how you write it) is available. This means that the
state is non-local.



Where does this appear in the paper? Incidentally, Sections 6 to 8
seem more relevant.

At (t4) the same probability can be calculated after a sequence of
events. The states upon which this calculation is based are (as far as
I can tell) local.

The calculation refers to observables, not states.

So, back to my question. How does my eyeball know to only see a green
flash? No explanation of this yet!

There are many ways in which you could end up seeing only a green
flash. One would be for you to look at the paper and that might be the
first time the information arrives at your eyeballs. Or the paper, or
the experimental apparatus, or the electrons in the wire may transmit
the locally inaccessible information the the environment, (e.g. the
air, photons hitting the wire and so on) and it could then end up in
your eyeballs by their interaction with the environment.

Alan

-- 



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 28, 2011 at 10:59 AM

On Mon, Sep 26, 2011 at 8:57 PM, David Deutsch 
<david.deutsch@qubit.org>wrote:

On 26 Sep 2011, at 2:40pm, Abraham Lewis wrote:

On Sat, Sep 24, 2011 at 10:23 PM, Anonymous Person <
unattributedemail@gmail.com> wrote:

[...]

There is no explanation of why any law of physics would make
eliminating taxes impossible. Not even close. Therefore one has to
tentatively conclude that it is possible (reconsider if a new law of
physics is discovered, or a new argument). And everything else that
steers clear of the laws of physics is also possible.

Possible doesn't just mean possible in some abstract way but possible
to make progress towards, gradually, step by step, beginning today. We
can always start our journey now.

I don't buy this line of reasoning at all. Not only do we not know what
all the laws of physics are but we do not even know how the laws of physics
we do know and understand apply to whether taxation (or a similar
alternative) is possible. Just like knowledge is tied to the laws of
physics, even though none of them say anything about the knowledge, taxation
is tied to physics. So the fact that none of them say anything about
taxation doesn't mean anything. There's no logically valid reason for
concluding that it's possible. The only thing you can conclude is that it
might be possible.

[...]

Everything real in our universe has to do with the laws of physics. The
larger argument is slightly involved but the core issue is this:



When people form together in governments, they agree that they will a)
not use violence against each other, and b) use violence against anyone who
would use violence against one of their number.  Point (b) is absolutely
necessary, because only by having someone else put their life on the line in
defense of you, can you be sure that they aren't complicit in your murder.
 The reason people would be willing to live up to (b) is because anyone who
uses violence against another member is a threat to the rest of the group.
 So, the execution of (b) is due to the self-interest of all parties. In
summary, not using violence against someone (a) is necessarily tied to
defending that person (b) because it is far too easy to circumvent (a) if
you don't have to do (b). This means that at the level of violence, anyone
who is not for you is a threat and you are a threat to them from their
perspective (regardless of your personal morals or what you say). Thus
anyone who is unwilling to pay taxes for your defense is under the threat of
your violence, since they've deliberately placed themselves outside of a
peaceful relationship with you. Thus, even if we said paying taxes is
voluntary, but you don't get the benefit of police protection (etc.) we
would still effectively be threatening them with violence for not paying
taxes.

You've said that you "don't buy" that arguments that taxation is inevitable
have to be arguments that the laws of physics make that so,

What I was intending to communicate was not that the statement "arguments
that taxation is inevitable have to be arguments that the laws of physics
make that so" is false, but that the statement "because we don't know that
the laws of physics say taxation is inevitable [ie. we don't know what the
laws of physics say about taxation at all, for the most part], we should
conclude that taxation is not inevitable" is false.

but then you provide an argument that the (emergent properties of) the laws
of physics make it so.

This is exactly the right thing to do.

Thanks. I agree.



I think that, as it happens, your argument has a flaw. It's the same flaw
as in the arguments that used to be made by conservatives centuries ago,
that democracy is impossible and that it must either just be tyranny or
disintegrate into chaos because, after all, the democracy needs to have an
army and the army needs to have a commander, and the commander is 
therefore
controlling all the weapons and any election etc that take place can only
take place if the commander of the army permits them, and in the form that
he chooses to permit, and the winner can only take office if .... etc etc.

To state the flaw explicitly: it is essentialist. It is trying to divine
what the real, underlying, essential relationships between people are (e.g.
whether they are 'essentially' threatening each other in regard to certain
issues or not) independently of how those people *interpret* those
relationships. But in fact no such essence exists, and it is all about their
interpretations. If the commander of the army doesn't think he's controlling
the electoral system, and if the candidates and the voters don't think it
either, then he just isn't, and no amount of essentialist or reductionist
analysis based on who has the weapons can change that. The same would hold
for a putative tax-free political system. A person excluded from the
protection of a particular police force unless someone pays his fees need
not think of himself as being 'threatened with violence by the police' any
more than I think of myself as being 'threatened with starvation by a
supermarket' when it excludes me from its food distribution system unless
it's paid to include me.

This is a very interesting argument. I had never heard if before. I will
have to think about it.

Even if all arguments for the necessity of taxation are defeated, I would
still argue that we, at the very least, shouldn't make claims either way
about whether taxation is necessary or not, until we have a good argument
for why taxation is not necessary. (For the reasons I explained before, I
don't take "problems are soluble," as such an argument.)

(While I am thinking about it, I will restate my criticism of that line of
argument as the Lewis Theory of Corroboration:



1. Assume there is a conjecture, C, with no known corroboration.
Hypothesis A: For every conjecture for which there is no known
corroboration, there exists a contradictory conjecture for which there is no
known criticism.
2. The existence of a contradictory conjecture for which there is no known
criticism constitutes a criticism.
3. There is a criticism of C. (A and 2)
4. Therefore, for every conjecture for which there is no known
corroboration, there is a criticism.

This is pretty interesting line of argument that I need to think about
further.)

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 28, 2011 at 11:35 AM

On 28 Sep 2011, at 3:59pm, Abraham Lewis wrote:

I don't take "problems are soluble," as such an argument.

It's the conclusion of an argument. The main part of the argument starts near the 
bottom of p55 to halfway down p56. The next few pages discuss this and also 
refute often-cited arguments to the contrary. The conclusion is given explicitly on 
p65 after some illustrative examples of how it all works.

-- David Deutsch



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 28, 2011 at 11:47 AM

On Wed, Sep 28, 2011 at 9:05 PM, David Deutsch 
<david.deutsch@qubit.org>wrote:

On 28 Sep 2011, at 3:59pm, Abraham Lewis wrote:

I don't take "problems are soluble," as such an argument.

It's the conclusion of an argument. The main part of the argument starts
near the bottom of p55 to halfway down p56. The next few pages discuss this
and also refute often-cited arguments to the contrary. The conclusion is
given explicitly on p65 after some illustrative examples of how it all
works.

Right. By "problems are soluble" I meant the conclusion of that argument. I
didn't mean I disagree with the conclusion--I agree with it. I just don't
think it constitutes a proof of the aforementioned claim. ("Because we don't
know that the laws of physics say taxation is inevitable [ie. we don't know
what the laws of physics say about taxation at all, for the most part], we
should conclude that taxation is not inevitable.")

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: September 28, 2011 at 1:05 PM

On Sep 28, 2011, at 7:59 AM, Abraham Lewis wrote:

Even if all arguments for the necessity of taxation are defeated, I would
still argue that we, at the very least, shouldn't make claims either way
about whether taxation is necessary or not, until we have a good argument
for why taxation is not necessary. (For the reasons I explained before, I
don't take "problems are soluble," as such an argument.)

We should expect no taxation to be possible because if any service is inefficient 
(costs more than value) then it's not worth having (so don't provide it, and no tax 
needed), and if any service is efficient (creates more value than cost by enough 
margin to be worth bothering with compared to other opportunities) then people 
can pay for it gladly.

Taxes aren't necessary because everything worth having is worth buying 
(directly). Taxation can't make economic transactions more efficient or better.

Note that even if taxes were economically efficient somehow, they still wouldn't 
be necessary because people could simply choose to give up some money to not 
have taxes.

What other claims are there to deal with? Some things the Government does 
aren't possible to do if you're not a Government? Why not? What special 
advantage does the Government have at doing useful things?

Also taxes cause suffering and problems are soluble... You seem to reject that 
argument but ... why? Where does the argument in BoI go wrong? Are you 
claiming you found a mistake in BoI? If so please point it out. Or do you think I 
misunderstood BoI's point and it means something else? Or what?

I think you must agree that creating a modern society that *temporarily* has no 
taxes is a possible physical transformation. But you think it would soon fall apart? 
Why? Do you also regard world peace as impossible? The end of crime as 
impossible? Both of those can be accomplished by every person having sufficient 
moral knowledge. So what is to make it fall apart?



(While I am thinking about it, I will restate my criticism of that line of
argument as the Lewis Theory of Corroboration:

1. Assume there is a conjecture, C, with no known corroboration.
Hypothesis A: For every conjecture for which there is no known
corroboration, there exists a contradictory conjecture for which there is no
known criticism.
2. The existence of a contradictory conjecture for which there is no known
criticism constitutes a criticism.
3. There is a criticism of C. (A and 2)
4. Therefore, for every conjecture for which there is no known
corroboration, there is a criticism.

This is pretty interesting line of argument that I need to think about
further.)

If by "corroboration" you mean Popper's term, then this argument fails to apply to 
all non-scientific (that is, non-empirical) ideas.

If you just mean it generically, as "support" (confirmation, verification, etc), then it 
has the problem that there is no such thing as support for an idea -- no way to 
support any idea. (If you want to debate this, can we start with you specifying 
what support *is*, what use it is, and how you determine whether X supports Y in 
the general case?)

Another issue is that for any idea and any set of evidence (you can pick the 
evidence you're happy with, doesn't matter), you can always make up an 
unlimited number of contradictory ideas which are equally compatible and 
consistent with the evidence (in other words, you can make up ideas that fit the 
same evidence perfectly, but which make contradictory claims about things which 
aren't exactly determined/specified by the evidence).

When doing this, sometimes the invented rival ideas can be easily criticized as 
bad explanations, but sometimes they cannot, and sometimes one of them is 
true. The original idea itself may be a bad explanation too (that wasn't specified).

-- Elliot Temple



http://elliottemple.com/

http://elliottemple.com/


From: Westmiller@aol.com
Subject: [BoI] Re: Psychosis
Date: September 28, 2011 at 2:38 PM

Elliot Temple wrote:
... we seem to disagree about whether  "necessary"
coercion is coercion.

Of course, I never said there  was "necessary coercion", only the
possibility of appropriate restraint. We seem  to be using the word in different
ways. As best I can tell, you equate  "coercion" with any use of force. I don't.

The use of force is perfectly  ethical in self-defense, in just
retaliation, to restrain malicious injury to  others, to rescue someone from
unwittingly harming themselves, to justly hold  someone accountable for a 
criminal
accusation, and an assortment of other  cases.

I define "coercion" as "depriving someone of a just value against  their
will." The deprivation might be accomplished by the use of force, threat  of
force, fraud, misrepresentation, or breach of voluntary agreement. The value
might be life, liberty, or property. It is necessarily a value which the
other  person justly holds.

So, in the case of Jani, the available evidence suggests that she had
injured others and attempted to kill herself. In that case, some degree of
forcible restraint might be appropriate, no matter her mental  state.

.... If it was "psychological abuse" by cultural
 norms, then the solution would be foster care
or adoption.

Which  would be the use of force to violate parental autonomy. I assume the
facts of  the matter would be relevant in such a legal proceeding,
demonstrating some  actual abuse (not just bad parenting).

... She should do whatever  she wants all day,
every day ... literally. Whatever she  wants.

At first, I thought you were kidding.



How many children have  you raised, using this kind of guide?
How many parents do you know that have  successfully raised a child using
those standards?

Bill

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility: Square One
Date: September 28, 2011 at 4:05 PM

On 26 Sep 2011, at 19:53, Westmiller@aol.com wrote:

Brian Scurfield writes:
I don't understand your point. Are you saying we couldn't know
we were in the universes where, say, the voltage surge occurred?

No. I'm saying that we couldn't know whether the "jolt" was certain, probable, or 
random. In each World, we can only know what we experience; we can't know 
the composite probability. In World A, where the jolt occurred, it certainly did 
occur. In World A, they might conclude that it was a  deterministic "feature", 
rather than a "bug" in the transporter ... or that it was some random fluke, 
caused by some hidden variable. We wouldn't know that it had NOT occurred in 
World B; we could not know whether the probability of it occurring was 1.0, 0.5, 
or cos(22.5).

What is the "impossible outcome"?

I was offering an example of 10,000 coin flips. IF every sequential flip produced 
another fungible World, where the other option occurred (in order to preserve 
the composite .5 probability) then there would be 10,000 worlds (actually 
2^10,000). In at least ONE of those worlds, all 10,000 flips would be heads. The 
people in that World might reasonably conclude that flipping a coin always 
produced heads (a "nearly impossible" outcome). Neither they, nor we, could 
know which parallel World we were in. Therefore, we/they couldn't know 
whether heads was a 1.0, 0.5, 0.0, or cos(22.5) probability. Of course, we DO 
know (see below).

If there was a single world and the probability was 1/2 it would still be possible to 
get 10,000 heads in a row. Or do you have a theory of probability that implies 
otherwise?

... in a typical quantum physics experiment we do know the
consequential outcomes with a high degree of precision.

Exactly. In Mach-Zehnder Interference, we  actually DO know the probability of 
passing a half-silvered mirror is 0.5 ... without any postulation of any alternate 



Worlds. Both happen in our World and we can test each instance of the path 
taken. There's no need to postulate a World A, where the photon goes through 
the glass and another World B where it is reflected. The probability is evident in 
one World.

The interference experiment doesn't stop when you know what happened to the 
photons at the semi-silvered mirror.  Do you have an explanation for the rest of 
the experiment?

Understand: I was asked to take the BOI explanation from the beginning. Since 
the first substantive statement was that a probabilistic event was deterministic 
*because* all probabilities occur in the composite of multiple Worlds, I balked. 
The  remainder of my argument assumed that proposition. IF it were true, we 
could NOT know whether any event was certain, probable, or random. We could 
not know the composite outcome.

Seems to me that we can discover facts about the structure of the multiverse, as 
illustrated by interference. Do you have a criticism of  the multiverse explanation 
of interference and a better explanation?

Alan



From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility: Square One
Date: September 28, 2011 at 4:56 PM

Brian Scurfield wrote:
... That's not going to help David  explain
quantum events.

It doesn't help to transition from an  imaginary law to the proposition
that an apparently random event is  deterministic ... IF and ONLY if we are
Gods who can see all outcomes in  multiple, fungible or unfungibile worlds.

I totally understand what he's  attempting to explain, I just don't think
it works.

... The flips  differentiate initially fungible
worlds, they don't produce fungible  worlds.

The "God View" says the fungible Worlds don't exist until some  probable
(or seemingly random) event occurs, which causes them to differentiate.
Otherwise, you never have any other Worlds.

... Why would it  be reasonable for them
to conclude that?

Based on all the  evidence available to them, the "best law" is that coin
flips always produce  heads.

If they have developed explanatory theories
 about coin flipping they would know the
probabilities.

That  improbable World would likely adopt a "hidden law theory" to explain
10,000  heads in a row.

I think you are missing the point of the
 experiment.

I understand the experiment. I'm just challenging the first  concrete



proposition in David's explanation, which addresses determinism.  Depending on
the course of the discussion, I'll move on to the next statement  that causes
me concern. That's what I was asked to do.

He is saying  that the underlying multiversal
process is deterministic.

I  realize that. I'm saying that you need a "God's View" of the composite
result,  which none of the Worlds enjoy.

... So you can know everything about  a coin and
still not be able to predict what face it will
show  in your world.

On the contrary. The primary variables affecting the  result are well known
(muscular tension, position, gravity, and the properties  of the objects).
There's no reason why you couldn't build a precision machine  that controls
those variables and always flips heads.

---
David  Deutsch wrote:

... There's no such thing as which is which.
If  there were, a deterministic law could not
cause two identical universes  to become different.

Correct. I'm just saying that no person in either  hypothetical universe
can know that the event is deterministic or probable, much  less anything
about a law that dictates the effect. We have deduced the  *apparent* law from
the causes and effects in ONE World, not from taking the  "God View" of
multiple Worlds.

What they know is irrelevant to the  example.
It is perfectly consistent for the inhabitants
to know  what their laws of physics are and
hence to know what is in the other  universe to theirs.

On the contrary. You can't propose any law on the  basis that an event
never happen. In the World where the "jolt" did NOT happen,  there's no need for
any theory.



I understand and agree that determinism  is a rational proposition. All
Worlds might adopt it. But, there's no need to  adopt an "other Worldly"
explanation for why a seemingly random (or  probabilistic) event is actually
deterministic, particularly when that event  never happens.

... At that point in the story I have not  described
any way for them to discover what their laws of
 physics are. Later in the story, I do.

I realize that. At the moment, I'm  only challenging the proposition that
Many Worlds - which cannot communicate -  explains why the "occupants" need
any explanation for an event that never  happened. IF, on the other hand,
they *do* experience events that appear random  or probablistic in "their
World", an explanation ... asserting that all the  other possibilities "really
happened" in a bunch of Worlds they can never  experience is ... not useful.

---
Elliot Temple wrote:

... The  laws of physics take the "God View"
and it's the laws of physics that  are not random.

No, they take the view that effects *they experience* (in  One World) have
causes. That's determinism. A law that describes an event that  they never
experience - and can know nothing about - is pure fiction.

We can have knowledge about the laws of quantum
physics  because they change the results of some
experiments ...

... all  of which have been detected in this One World. Saying that some
effects with  unknown causes (which, if know, would establish determinism)
happened in  "Neverland" doesn't solve any problem.

Bill

-- 



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Psychosis
Date: September 28, 2011 at 5:40 PM

On Sep 27, 3:20 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 27, 2011, at 11:25 AM, Westmil...@aol.com wrote:

What, exactly, do you think ought to be done for Jani?

Non-coercion instead of coercion.

What should be done for Jani is that they should do everything they can think of 
to make her happy and cease all coercion of her. She should do whatever she 
wants all day, every day, for 10+ years consecutively. I mean this literally. 
Whatever she wants. No school, no pressures or responsibilities to do anything 
whatsoever that she doesn't choose.

What, exactly, do you think Jani ought to do?

--Jason



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Jani's Parents Extremely Violent
Date: September 28, 2011 at 7:35 PM

http://bipolar-stanscroniclesandnarritive.blogspot.com/2009/10/oprah-ignores-
child-abuse-while.html

These are quote's from Michael's (Jani's father's) own blog, in his own words[1]:

"I have had to recall a memory of once trying to throw Susan [Jani's mother] out 
of our moving car because I was so angry."

"Jani saw some of my violent rages. She has seen me hit her mother and her 
mother hit me back.

The violence became so bad that at times Susan and I both lost it and hit Jani 
as hard as we could. We hit in impotent rage.

"I could feel the anger building inside of me, but be unable to stop it. Even 
during my most violent rages, a small voice inside my head would be telling me 
"You are going to regret this, Michael." I could see the fear in Jani's eyes. I could 
see in the pain and anguish in Susan's eyes. But I could not stop. It was a 
bizarre experience. I was rational, yet not in control of my emotions. There was 
so much rage in me that I wanted to hurt. Because I was hurt. And I wanted the 
world to feel my pain. I suspect that some variation of this is what Jani 
experiences."

"Today, Jani is no longer a brat. Today, Jani is schizophrenic."

We tried everything. Positive reinforcement. Negative reinforcement. Hitting her 
back (I won't tell you how many people told us that all she needed was a good 
beating). We took all her toys away. We gave her toys away. We tried starving 
her. We did EVERYTHING we could to try and break her. Nothing worked.

Guess it was child abuse in this case. Two parents hitting their young daughter as 
hard as they could. Sigh.

http://bipolar-stanscroniclesandnarritive.blogspot.com/2009/10/oprah-ignores-child-abuse-while.html


And Oprah chose not to mention this on the show. Why did she think it was OK to 
omit this?

Sometimes I wonder how many children are actually never hit once by their 
parents. How many people get to age 18 without being subjected to violence by 
authority? Many people advised beating Jani as a cure. Most people who advise 
that would also be willing to hit their own children sometimes. Still, Jani's situation 
sounds like worse domestic abuse than is usual (I don't really know how much is 
usual, and don't really want to research it) and it sounds like child protective 
services should have taken Jani away years ago.

And then there's, e.g., the kids forced to attend schools with violent bullies. They 
are forced into a situation by their parents where they are exposed to violence by 
non-authorities. Taking indirect violence into consideration, which parents bear 
some responsibility for if they won't let their kid avoid the situation, I don't think 
many people get through childhood without a single incidence of being subjected 
violence which their parents are responsible for.

Childhood without violence an important type of progress needed towards a more 
rational future. Violence and reason are enemies. And violence is one of the 
mechanisms which entrenches anti-rational memes.

I wonder if Jani's parents still beat her a lot when she's not at the psych ward. I 
don't see why that would have changed. If they do, she might prefer to stay at the 
psych ward instead of going home.

Also of interest:

http://bipolarblast.wordpress.com/2009/10/18/an-open-letter-to-oprah-regarding-
jani-the-seven-yr-old-schizophrenic/

In adults, around 75% began to hear voices in relationship to a trauma or 
situation that made them feel powerless.

The percentage of traumatic experience found as the trigger to hearing voices 
was even higher amongst children. It stood at 85%, with some traumas 

http://bipolarblast.wordpress.com/2009/10/18/an-open-letter-to-oprah-regarding-jani-the-seven-yr-old-schizophrenic/


specifically related to childhood.

Doesn't sound like a medical disease. You don't get cancer from feelings of 
powerlessness (nor from *actually being* powerless, which I'd guess may be 
more important than the *feelings*). You don't get cancer from syphilis. It's 
psychological not physical.

[1] Apparently he deleted some or all of them later. I couldn't find the quote "Jani 
is no longer a brat" on his site. I found other people quoting it who heard he'd 
deleted it. Archive.org might have it. I did happen upon him stating he deletes any 
critical comments on his website, a policy he is proud of. I found confirmation that 
the starvation quote is real. He also mentions he was accused of sexually 
abusing Jani. And being accused of regular abuse. How did he get investigated 
for regular abuse and pass? Is hitting your child as hard as you can not bad 
enough? Ugh, I'm done reading this stuff. Someone else can investigate the 
quotes if they care.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Prevalence of Violence Against Children
Date: September 28, 2011 at 7:52 PM

Progress relies on reason instead of violence.

http://en.wikipedia.org/wiki/School_corporal_punishment#United_States

Individual US states have the power to ban corporal punishment in their 
schools. Currently, it is banned in public schools in 31 U.S. states and the 
District of Columbia.[92] In two of these states, New Jersey[93] and Iowa,[94] it 
is illegal in private schools as well.

Illegal in private schools in two states means legal in 48. Legal in public schools 
in 19.

In 1867 New Jersey became the first U.S. state to abolish corporal punishment 
in schools. The second was Massachusetts 104 years later in 1971. The most 
recent state to outlaw school corporal punishment was New Mexico in 2011.

Legal in public schools in 49 states until 1971. You can see a list of when states 
banned it. The majority were in the late 80s and early 90s.

Private schools in most states are exempt from state bans and may choose to 
use the paddle.

One study has alleged that students with disabilities are "subjected to corporal 
punishment at disproportionately high rates, approximately twice the rate of the 
general student population in some States".[102]

I looked this up after reading this:

_No One Would Listen_ by Harry Markopolos

pp 12-13

... It was not possible to be partly honest. I learned that at Cathedral Prep in 
Erie, Pennsylvania. It was the kind of Catholic school that had a very strict rule 

http://en.wikipedia.org/wiki/School_corporal_punishment#United_States


that every teacher followed: Once a teacher knocked you down he had to stop 
beating you.

I was one of the better-behaved students and was knocked out cold only once. 
[For a minor prank involving bringing the wrong type of soap.] ... He [the 
pranked teacher] grabbed a thick textbook and beat me with it until I went down. 
He followed the rules! When I got a beating like that I couldn't go home and tell 
my parents, because my father would then give me another beating for causing 
a problem in school.

...

At Cathedral Prep the difference between right and wrong was demonstrated to 
me on a daily basis. I learned there that actions had consequences.

He was in high school approximately 1960-64. That's the time period for this 
violent child abuse that he deems moral education. The book came out in 2010, 
so he still approves of violence against children *today*.

Violence is not education. Understanding this is crucial to understanding BoI's 
epistemology and to making progress.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Non-coercion (was: Psychosis)
Date: September 28, 2011 at 7:53 PM

On Sep 28, 2011, at 11:38 AM, Westmiller@aol.com wrote:

Elliot Temple wrote:

... She should do whatever  she wants all day,
every day ... literally. Whatever she  wants.

At first, I thought you were kidding.
How many children have  you raised, using this kind of guide?
How many parents do you know that have  successfully raised a child using
those standards?

Personal questions like this are not relevant to the truth of ideas.

If anyone would like to know more, see:

http://www.takingchildrenseriously.com/

http://www.curi.us/archives/list_category/61

http://fallibleliving.com/essays/on-taking-children-seriously

http://fallibleideas.com/

http://groups.google.com/group/taking-children-seriously/

Or post an argument, criticism or philosophical question.

I'd also challenge people to point out any idea of BoI that these ideas contradict. 
If there are none, perhaps they are worth consideration.

I define "coercion" as "depriving someone of a just value against their will."

In my statement "non-coercion as cure" and my posts generally, I do not discount 

http://www.takingchildrenseriously.com/
http://www.curi.us/archives/list_category/61
http://fallibleliving.com/essays/on-taking-children-seriously
http://fallibleideas.com/
http://groups.google.com/group/taking-children-seriously/


justified coercion as not being coercion[1]. For example, all force and violence is 
coercive, whether it is just or moral or not.

As defensive force is still force, and defensive violence still violence, so 
just/defensive/moral coercion is still coercion. This is the standard terminology[2] 
and it's what I'm using, so please bear that in mind when interpreting what I say.

Here are some examples:

http://www.wowt.com/home/headlines/2034532.html
http://www.clickondetroit.com/news/4083541/detail.html

Shooting people, even armed robbers threatening your life, is violence. It is force. 
It is coercion. But it's also defense, just, righteous and good.

Note that people don't consider their own values unjust, so from a coerced 
(standard meaning) person's perspective, it is always coercion (Westmiller's 
definition and the standard meaning, both). Jani is coerced from her point of view 
by being restrained because she regards her values, which she's deprived of by 
restraint, as just. That her restrainers don't regard it as unjust cannot make it less 
coercive psychologically from Jani's perspective.

Coercion can be justified but that doesn't make it constitute *helping* the person 
being coerced. From that person's perspective, it's bad, it's harm, it's not help. 
Even if the person is mistaken, psychologically it's the same for them regardless 
of who is right or wrong. Coercing people for our good (e.g. defense) is one thing. 
Coercing them supposedly for their own good is another. And saying if you think 
it's for their own good, then the word "coercion" doesn't apply, is a mistaken 
attitude which could be used to legitimize anti-liberal policies.

[1] In Taking Children Seriously literature a different definition of coercion is used 
(it still counts moral and immoral coercion both as coercion). I suggest we refer to 
that, if it comes up, as "TCS-coercion" for clarity. Similarly, we might use just-
coercion and unjust-coercion as terms to clarify when we want to restrict the 
word.

[2] Google's first definition of coercion is "the act of compelling by force of 

http://www.wowt.com/home/headlines/2034532.html
http://www.clickondetroit.com/news/4083541/detail.html


authority" with no exception based on whether it's just. And wikipedia has, 
"Coercion is the practice of forcing another party to behave in an involuntary 
manner", also in line with my use.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Non-coercion (was: Psychosis)
Date: September 28, 2011 at 7:53 PM

On Sep 28, 2011, at 2:40 PM, Jason wrote:

On Sep 27, 3:20 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 27, 2011, at 11:25 AM, Westmil...@aol.com wrote:

What, exactly, do you think ought to be done for Jani?

Non-coercion instead of coercion.

What should be done for Jani is that they should do everything they can think 
of to make her happy and cease all coercion of her. She should do whatever 
she wants all day, every day, for 10+ years consecutively. I mean this literally. 
Whatever she wants. No school, no pressures or responsibilities to do 
anything whatsoever that she doesn't choose.

What, exactly, do you think Jani ought to do?

I'm interpreting this question as what to do if she had control over her own life. 
Currently the only answer is: try to cope with her awful situation which, mostly, 
she cannot control.

So, what to do with non-coercive life? Live. The same answer as for anyone else.

Jani's problems are not in this area. This is an area everyone deals with. Jani's 
more unique problems are something else. They are due to coercion, not poor 
use of non-coerced time. Hence non-coercion is the cure, never mind what she 
does with her life.

In general, how should people live? Start with their existing preferences, values, 
ideas, and so on (many taken, with little alteration, from our culture), and live by 
those. Identify problems and use criticism. Improve and learn.



Jani should only spend time with people she gets along with. That's especially 
important in her case in order to prevent fighting. Gradually she should get used 
to a life of her own instead of one focussed one fighting with her parents and 
other authorities. The normal lifestyle for young children is focussed around 
complying with authority (especially parents) instead of fighting with authority. 
These are two sides of the same coin. The correct lifestyle is neither one; it's 
something else entirely: autonomy, a self-focussed life.

She's young. Maybe she doesn't have many interests yet (I'd guess she does 
have interests, but might like to replace many of them if given access to better 
ones). What should she do then? There are plenty of readily accessible interests 
which Jani or anyone else can access, if not prevented. She could have BoI read 
to her and ask questions about it until she understands it. She could have her 
parents post her questions to this list. Or she could learn to use the internet and 
find things with Google. Or she could watch a few thousand hours of TV which 
will provide plenty of ideas. It's not hard to find some things to do which are better 
than being drugged in a psych ward.

What exactly do you want to know?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Fallible Justified True Belief
Date: September 29, 2011 at 2:20 AM

On Sun, Sep 25, 2011 at 12:08 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 24, 2011, at 11:26 AM, Abraham Lewis wrote:
On Fri, Sep 23, 2011 at 10:20 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 23, 2011, at 7:29 AM, Abraham Lewis wrote:

Consider the two following questions:

What is knowledge?

How does one know?

Now, David Deustch in BoI (and presumably Popper before DD) seems to
think

that "Justified True Belief" [JTB] is intended as an answer to the
second

question.

No, they regard JTB as the usual (and mistaken) answer to the first
question. Knowledge is commonly *defined* as JTB (see below).

I am by no means an expert on JTB theory, but I had always assumed
it was an answer to the first question.

Yes. Can you quote where you think DD/Popper said otherwise?

DD doesn't say it, but consider this:

Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations That
Transform the World (p. 9). VIKING ADULT. Kindle Edition:

To this day, most courses in the philosophy of knowledge teach that



knowledge is some form of justified, true belief, where ‘justified’
means

designated as true (or at least ‘probable’) by reference to some
authoritative source or touchstone of knowledge.

There he seems to be saying that under the JTB idea, justification means
"designated as true (or at least ‘probable’) by reference to some
authoritative source or touchstone of knowledge." But the question of

what
constitutes justification for knowledge is basically part of the question

of
how one knows.

When he says, "knowledge is some form of justified, true belief," Deutsch
is presenting JTB as the answer to question 1 (what is knowledge?).

As you've noticed, the JTB concept also has implications for how one knows.
It's not surprising that how one knows depends on one's conception of what
knowledge is. JTB is relevant to the second question. They are related
questions.

The issue of what constitutes justification (J) is (in JTB epistemologies)
directly relevant to both questions. You have to know what counts as J to
evaluate whether something is knowledge, and you also need to know what
counts as J to try to get it.

What seems to me is happening is that Popper is taking JTB, filling in the
blank of what constitutes Justification, when the actual definition leaves
that open, and then criticizes the idea of JTB on the failings of his own
criteria of justification. Furthermore, in DD's summary of the argument (at
least) the choice of what constitutes Justification (infallible authority)
is one that seems to contradict the basic idea of JTB.

No, that is not how we interpret JTB. We're well aware that if you say
that, justificationists will complain that justification need not be
infallible. It can be, they claim, somewhere in between everything and
nothing.



Objections of the type, "I didn't mean to assert infallibility", are one
of

the most widely used ways of disregarding Popper (actually his arguments
apply either way, without substantial changes).

The concepts of partial, fallible or probabilistic justification don't
work

either. They still face the same regress problem, the same "what
justifies

what?" problem, the same issues of enabling people not to listen to
criticism and also the problems of "how much does X justify Y?" and "how
much justification is enough to count as knowledge?"

It seems to me that the regress problems are avoidable, and it is not
clear

to me how Popper avoids regress problems himself.

By not justifying anything. Justification (the broad Popperian conception)
is what causes the regress. What regress did you think Popper's position was
subject to?

As to your claim that the regress problem is avoidable (with JTB): well,
how?

(Incidentally, how does
Popper define knowledge?) I don't think people not listening to criticism

is
a necessary result of JTB.

There are many, many reasons people don't listen to criticism. JTB offers
another reason.

Almost any paradigm can be misused, but misuse of JTB in this way is rare in
my experience, and even then it is usually just an excuse and the real
motivation is something else.



Also, I am really interested in knowing how Popper defines knowledge.

The rest of the problems you cite seem like good
specific questions that don't undermine JTB by their existence.

What are the answers to them? The reason they undermine JTB is that (we
claim) they don't have successful answers.

The answers depend on the specific paradigm of justification in the specific
context. To criticize JTB in this way is like criticizing theories of
physics in general by asking, "What are the velocities of particles?" The
answer depends both on the specific theory and specific particles.

About criticism: if all criticism does is reduce the amount of
justification, and there is a lot of justification, and no rival ideas
deemed to be close in status, then it would take a lot of criticism

before
one had to care. Whereas in the Popperian view, if an idea has a

criticism
it can't answer, that makes it *false*, which is different. No amount of
justification which doesn't address the criticism can stop that. (Note:

if
justification doesn't stop criticism like this, what good is it?)

Why should unanswered criticism just count against justification and not
render the belief unjustified?

That's part of the idea of degrees of justification, which is the standard
view. If you want to discuss a particular other type of justificationism,
could you specify how it works?

It's not "degrees of justification" that comes under criticism in BoI, but
the idea that knowledge is justified true belief in general. It is a very
old and much varied general idea that is widely accepted though in many



different forms. If his criticism of JTB in general is valid then you don't
need a specific version to criticize.

It seems to me that you're assuming a certain
principle of justification, which is an answer to the second question I
listed.

The reason people don't normally allow any criticism (even of a "small"
issue) to automatically render something unjustified, no matter the case for
it being justified, is that this kind of overrules all their arguments for
justification of things and makes their justifications too easily
irrelevant.

If all unanswered criticism renders beliefs not justified, then we can
start asking: in what way does your position differ from Popper's? It's
possible (but misleading) to phrase Popperian epistemology using the *word*
justification. If you define "unjustified" as "criticized" then that could
be a step towards adopting a Popperian view.

That's kind of my point, but with the shoe on the other foot, so to speak.
It seems to me that Popper (or DD) narrowed down the meaning of
justification to something incompatible with his position when it, in
general, is not necessarily so. So you say that I would be using
justification in a weird usage that is Popperian, and I would say yes, but
that it's the narrowly anti-Popperian usage (of Popper's) that is weird.
Maybe I should have titled my post "Popperian Justified True Belief".

Maybe I'm wrong about what justification can mean, but that's a different
argument.

So, attempting this, what else is required for it to be Popperian
epistemology? Some key points are:

- Nothing other than criticism changes the justification of anything.

- That means there's only two amounts of justification possible: the amount
for criticized things and the amount for uncriticized things (in all cases,



we're only counting criticisms that are not themselves refuted. Answered
criticisms don't matter.)

- There is nothing that ever supports an idea or increases the amount of
justification. So if you just make up a guess, then it has as much
justification as anything can possibly ever have.

If you disagree with any of these, then we (Popperians) can refute your
position. If you accept all of these, you'll have strayed far from the JTB
tradition (as believed by most philosophers, explained in most philosophy
books, and taught in schools).

For the purposes of this discussion, I am willing to accept all of the
above. (I actually have some thoughts on points 2 and 3 that I think might
even be original, but I am saving those for another post.)

and thus, if it is justified, it is
necessarily true, at least in theory. It is telling that in BoI's

Socratic
dialog, the True is frequently dropped altogether and they just talk

about
"Justified Belief".

Then can you post a statement from the dialog that you think is
mistaken?

I am not saying that I think there are false statements in the dialog,
but

that the dropping of "true" shows that DD interprets JTB in a way in the
"true" is superfluous.

Did DD's interpretation lead him to make any mistakes?

If yes, what? If no, doesn't that render it irrelevant to everything he
said in BoI?



It's not DD or Popper's conclusion that I disagree with, it's their
criticism of ideas that they characterize as contradictory which seem weak
simply because they seem to characterize them as contradictory when they
aren't necessarily. It may just be that I was influenced by Popper in ways
that I didn't know of before I even heard of Popper. In general, while I
like and agree with his positions, his characterizations of Empiricism,
Inductivism, and JTB have all been different than how I naturally
interpreted them.

My reason for bringing up JTB is that it seems like a workable definition of
knowledge within a Popperian paradigm, and I don't know what the Popperian
definition of knowledge *is*.

It says only the perfect, final truth counts as "knowledge".

Why do you add "perfect" and "final" to truth when JTB doesn't mention
them?

Because the word "true" means "perfect, final truth". They are equivalent;
I'm just writing the implicit words for greater clarity. What other kind of
truth is there? The imperfect, flawed "truth" which we'll later replace with
a better idea? Don't imperfections/flaws make things false?

Okay, as long as your not adding additional requirements after the fact.
However, I wouldn't agree that all flaws or imperfections necessarily make
things false. For example some theories are imperfect in the sense that they
do not provide complete accuracy about the things that they describe. The
fact that they are inaccurate does not make them false unless you understand
them to be claiming perfect accuracy. For example, the theory that the ocean
level varies with the moon is not false simply because it does not consider
waves caused by wind or tiny relativistic effects. As long as we understand
that by "imperfections/flaws", we mean "asserting falsehoods" then yes, I
would agree. Understand that "asserting falsehoods" is different than
"implying falsehoods".



And it's also generally believed (quite reasonably) that people have
knowledge. So it says we have some perfect, final truths.

I am unsure about what you mean "perfect final truth" but it seems to me
that we do know many actual truths all the time. We may not be absolutely
certain about them, but I don't doubt that many of the basic facts I

believe
to be true really are true. For example, "My computer is in this room

with
me," etc. As far as I am aware, Popper didn't disagree with that idea. He
simply disagreed that we'd ever be certain about such truths.

Popper did disagree that we have any clue which of the ideas that seem
obvious to us are actually true and which are misconceptions. He thought it
was important to always look for such misconceptions.

He thought that many things which seem obvious to people are mistakes, and
some may be true, and that we don't know which is which. By giving a
particular example you claim is true, you are claiming to know which is
which, contrary to Popper and fallibilism.

Sometimes we discover something we used to think is obvious is a mistake.
We learn. But we never discover that something we think is obvious is
actually true. There isn't a method of discovering that.

But that is not what I am saying. I am not saying the idea that "My computer
is in this room with me," is obviously true, or even that I think it is
true, but that it, along with many other things I believe to be true, very
well could be true in a perfect and final sense. Poppers argument that we
can't discover whether they are, in fact, true, doesn't give us any reason
to believe that they aren't.

I would guess that one day people will discover better ways of thinking
about concepts your statement used like "is" (existence), "in" (containing),
"me" (what people are), etc... As we learn better versions of those



concepts, we'll see that your statement (as intended at the time, not a new
way of interpreting the same words) was misconceived in various ways. Also
maybe some concepts will need bigger changes like Newtonian mechanics did.

"Better" concepts of "is," "in," and "me," would have to be *different*
concepts. I would be really interested in an example hypothetically improved
concept of any of those ideas that would falsify the claim as I intended it.

Suppose I asked someone where their wife is and they say, "She is in the
dining room." When I asked where his wife was I was not asking whether his
concepts of those words were perfect or even identical to my own. Nor would
his response be intended as a claim that his concepts of those things are
perfect or identical to my own. There are possible realities where I would
consider his answer to be provisionally true, from a practical standpoint,
and possible realities where I would consider it falsified. Your paradigm of
falsification would probably ultimately label his answer false in all cases
because he didn't have a "perfectly finally true" concept of "she" "is"
"in", etc.

Your usage does away with a real distinction that is very useful. As BoI
says, communication is accomplished through conjecture and criticism, and I
am criticizing your conjecture of what people generally mean when they say a
statement of certain categories is false by showing that it is inconsistent
with how people actually use it.

Suppose my friend says that his friend Jim is also in the dining room. I may
later discover that Jim in an imaginary friend or a friend that my friend
hallucinates about. In that case I would generally consider his claim that
Jim is in the dining room to be false. However, I and my friend may instead
later discover that "Jim" is a woman dressed as and pretending to be a man.
The fact that both Jim and I thought that she was a man would not make me
consider his claim to be false. It would, in a sense, *increase* the amount
of information his claim conveys to me. So even falsification of ideas that
my friend would think follow necessarily from his own claim, like "There is
a man in the dining room," does not falsify his claim.

Keep in mind that I am not arguing against fallibility in any way; I am not
arguing that we should use a different definition of "false"; and I am not
arguing that any specific statements are actually true. Rather I am arguing



that your method of interpreting the meaning of at least certain kinds of
statements is bad. You load meaning into statements far beyond their common
sense meaning. Of course, I would argue the same of beliefs--that rather
than being dependent on every other related belief being true, they cover a
range of possible realities, including many that the person would never
imagine.

And because only one of the possible realities has to be true for the belief
to be true, probably many more of our beliefs are actually completely
finally true than we otherwise would guess. Of course, many are really
false. Thus we probably do have lots of knowledge under FJTB.

This seems to me to be a result of reading your idea of "perfect final
truths" into JTB. I disagree with people that claim that Newtonian

mechanics
isn't true, for example, simply because it "disagrees" with Relativity. I
think it's more accurate to say that Newtonian mechanics wasn't really

about
the situations in which it disagrees with Relativity, because most of

them
hadn't even been discovered when his mechanics were formulated.

Newtonian mechanics makes empirical predictions which are false. Therefore
it is false.

Like what? (I am asking for an example because I intend to show the problems
with the line of reasoning people are following when they make those kind of
claims.)

A variant on Newtonian mechanics which says that certain formulas give
pretty good approximations of the right answer in a particular range of
situations is true and does not contradict relativity and does not
contradict experiment.

Newtonian mechanics as originally conceived and intended has been
criticized because it's wrong. Originally it was supposed to apply to the



situations you now say it's not really about, so that version of it is
false. This variant version you present is not the same thing as the
original. One is false. One is, as far as we know, true. But they aren't the
same idea. There are no known flaws second one.

All explanations are implicitly meant to be better approximations of the
right answer in the range for which they were intended. Although Newton had
misconceptions about the reach and accuracy of his explanation (as all
people generally have about all true explanations), his theory was created
to explain things within its reach and accuracy (the
gross discernible movement of our-size-ish, slow moving objects, among other
things). His theory was formalized in the context of certain assumptions
that turned out to be false, but his theory is not the same as those
assumptions and can be coherently translated into a universe where those
assumptions turned out to be false. A truly falsified theory would not
continue to be used in the same way it was intended to be used and has been
used all along with good results.

In contrast, the theory that the Earth is flat, in the sense that it was
usually meant, was specifically posited in contrast with claims that
ultimately falsified it. That is, its proponents were actually aware of the
idea that the Earth is spherical and a lot of what that entails. And they
meant, by their theory, that the Earth is not spherical. Had it turned out
that the universe is fundamentally 4 dimensional and the shape of the Earth
is such that our section in the 4th dimension is roughly flat and that in
other sections of the 4th dimension it is spherical, we would (or at least
should) consider their theory to still be tentatively true because even
though they didn't believe we live in a 4D universe and that the Earth is
not a hyper-plane of sorts, they weren't meaning to contradict such a claim,
or any of its logical derivative claims, having never conceived of it.

You might, at this point, object by saying that we can continue to act as
though the Earth is flat on a day to day basis, just as we can continue to
use Newtonian equations in parochial applications, but the ways in which we
might act as though the Earth is flat were the ways we acted before any such
theory was formulated, whereas Newtonian equations lead to new behaviors
that we continue today.

Here again you would lump Newtonian Mechanics and Flat Earth theory together



as falsified (and therefore false) ideas even though the nature of their
correspondence to reality are completely different. I lump Newtonian
Mechanics and Relativity together in contrast with Flat Earth theory--my
categorization is both more useful and, as I have tried to argue, more in
line with how people actually behave.

I think the best summary of the state of Newtonian Mechanics would be to say
that it was more parochial than expected.

J is mistaken because 1) justification is impossible due to regress
(people

resort to things like arbitrary, unjustified foundations they declare to
beyond questioning, but that's no good)

Suppose we take subjective experience as the final justification. Why is
that no good?

It's vague. How does it work? Are you supposed to experience justification?
How? You can't see it. And feeling that you're right (or justified) is no
argument that you are right -- people feel that all the time and are
mistaken.

Clearly it is vague. I meant that subjective experience is the final
justification of claims about that subjective experience and that all such
justification is justification of a belief's relationship to subjective
experience.

Although I would consider it implicitly the case, I should explicitly add
that deductive logic is also a final justification.

It's not arbitrary, because it's the portal through which all
information comes to us. And why does it have to be beyond questioning?

It
can be questioned. The question is what are the good criticisms? I am

just
trying to understand your criticism here.



If a foundation is allowed to be questioned, that restarts the regress
problem. For foundations to be an answer to the regress problem, they have
to be unquestionable.

Okay. So let's say it's not questionable.

2) the whole issue of what justifies what, how much, and why has never
beens

solved and cannot be solved.

Why can't they be solved?

I think you'd need to either read Popper or pick an attempted solution to
discuss. It'd be hard to understand the general case without going through
some examples first. How do you think they might be solved?

Why don't you pick a case where you think its problematic, and I'll tell you
what I think FJTB says about it.

What JTB leaves out, especially, is criticism.

Why so?

Because it's about building *up* justification. Increasing support. Proving
you're right. Improving the status of ideas.

Criticism is kind of an opposite to that.

It seems to me that when you say, "There is no known criticism of
proposition X," you are providing a kind of justification. See my argument
about how lack of criticism requires corroboration.



Why can't criticism be part of it? It seems to me that you're
treating JTB as an answer to the second question here as well, because

you
are saying that JTB says that the way we know is some way without

criticism
taken into consideration.

The JTB tradition does answer both questions. If you go get a JTB textbook
you can find they'll try to answer both questions. And the answer found in
most JTB books is focussed on justification/support/etc not criticism.

That doesn't mean that those attempts follow logically from the JTB
definition. My assertion would be that for the purpose of JTB, justification
is, minimally, anything that can be used to distinguish knowledge from true
guesses. Popperianism might claim that there is no necessary difference,
that some knowledge is true guesses, but I would say that within
Popperianism, a conjecture who's only criticism is that there are
contradictory claims with no other criticism, constitutes a guess that is
not knowledge.

It also treats knowledge in a boolean way: either something is or is not
knowledge. The Popperian view allows for gradual improvement of

imperfect
knowledge into slightly better knowledge.

You just called both imperfect knowledge and better knowledge knowledge.
Are

you guilty of using knowledge in a boolean way too? Shouldn't you have
said,

they're "knowledgish"?

You have it backwards. By saying worse and better knowledge are both
knowledge I'm allowing degrees of knowledge. That's the opposite of boolean.
By denying lesser degrees of knowledge are knowledge, and giving them only



the secondary term "knowledgish", you are suggesting a boolean attitude to
knowledge (everything is either knowledge or not, with any partial status
being something else).

You're confusing the fact that the definition is boolean (either something
does or does not meet the definition) with non-scalar concepts. Given
something it is either knowledge or not knowledge. The fact that knowledge
can be better or worse/more or less/less or more perfect/whatever doesn't
negate that.

My point is, if the question is about the definition
of knowledge, then of course it's going to be boolean, because that's

what
most definitions are for, determining whether something is or is not what

is
being talked about.

Knowledge, in the Popperian view, comes in different amounts. There can be
more or less. That's how it's not boolean. Note that we do not equate
knowledge with truth.

Water comes in different amounts. That does not mean that some things are
water and some things are not. Things can have more or less mass. Yet mass
has a boolean definition.

The presocratics like Xenophanes had a rather different view of
knowledge

than most do today (actually various different views, they also had more
variety than is found today). Things changed especially with Aristotle

who
is most to blame (or credit) for the broad tradition of most

epistemology
since. Aristotle wanted the authority of episteme and sought to justify
claims to have it.



This is kind of a tangent, but it seems to me that even for a long time
after Aristotle the vast majority of people have had, in practice,

something
of the Xenophanic view, and that maybe a significant decline in that view
among the general population is due to education. This is because

education,
at least in its current forms, is heavily built upon certainty in

practice.
That is, what people are taught is generally treated as certain truth in

the
school setting, even though it really isn't.

I haven't studied that history after Aristotle carefully. Maybe you're
right. I think that after the dark ages the revival of scholarly thinking
(and classics education) was focussed heavily on Aristotle, and that he's a
really major influence from then onwards. There's some time gap, especially
Rome, that I know less about.

I know a lot about the current state of philosophy and how much it falls in
the justificationist tradition of which Aristotle is (by far) the leading
early advocate (at least according to the way moderns interpret him -- it's
Aristotle as people think of him today that I know about. There exists some
possibility that the real Aristotle was different and has been
misinterpreted.) Rafe Champion has been surveying modern philosophy books,
especially ones used in schools, to see what they say about epistemology and
Popper.

For Rome, I know that Popper (an extraordinarily well read man who was
really focussed on spending his time working constantly) would have checked
Roman history much more than me, and published it if he found much in line
with his views. So he must not have found much.

As for Greece after Aristotle, it was changed. But that was more due to the
war than Aristotle. Perhaps the changes due to the war made Aristotle more
appealing to people. Athens lost and the same traditions of thinking were
never the same afterwards.

I also imagine that if Xenophanes and other presocratics were very popular



later, we'd have more records of their works.

I'd be interested if you had any specific people/books in mind.

I am not talking about academic and scholarly views, but about the views out
of which people (not just scholars) generally operated. This would be an
expression of the fact that what people believe and what people think they
believe are often different.



From: Westmiller@aol.com
Subject: [BoI] Re: Jani's Parents Extremely Violent (Was: Psychosis)
Date: September 29, 2011 at 3:31 AM

Elliot Temple wrote:
 These are  quote's from Michael's (Jani's father's)
own blog, in his own words  ...

With that clear evidence, I can certainly conclude that Jani was not  just
coerced (by my definition), but physically abused. Both parents should have
been jailed for assault and battery, permanently losing all custodial
rights  over Jani and her brother.

I browsed some of the "Taking Children  Seriously" articles. I agree with a
lot of it. In particular, that formal  schooling (particularly government
indoctrination centers) should never be  compulsory, nor authorized to apply
corporal punishment (nor financed with tax  dollars, for that matter).

I formulated my definition of "coercion" to  clearly distinguish it as
"unjust coercion" (your definition), which avoids the  error of identifying all
uses of force as inherently bad. I'll grant that it  isn't orthodox, but I
think it more accurately characterizes the "unjust  violation of will" that
makes coercion (by my definition) always  wrong.

... And Oprah chose not to mention this on
the  show.

Oprah is a performer who reads scripts written by her staff. She  probably
didn't know the facts, beyond Jani's disinterest in her public  celebrity
status.

... And then there's, e.g., the kids forced  to
attend schools with violent bullies. They
are forced into a  situation by their parents ...

Most of today's parents were brought up  with religious mandates to obey or
be punished. Very few parents are able or  willing to challenge the
government's mandatory school attendance laws, which  exist almost 
everywhere. Most
governments grant teachers "in loco parentis"  authority, which means they



can do anything that parents are allowed to do ...  frequently including
corporal punishment for frivolous offenses of school  decorum. The primary
objective of "public" schooling is to teach conformity with  authority, not to
provide an education.

... Doesn't sound like a  medical disease.

As I've said before, I almost totally agree with Thomas  Szasz' views on
psychiatry. They shouldn't be "licensed" by government, they  should be
prosecuted for fraud and malicious coercion (my  definition).

Bill

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Vindication of Quantum Locality
Date: September 29, 2011 at 5:11 AM

The proof that quantum physics is completely local, in the paper by myself and 
Patrick Hayden

http://arxiv.org/abs/quant-ph/9906007

to which I refer on p281 of BoI, was criticised by Wallace & Timpson

http://arxiv.org/abs/quant-ph/0503149

and others. My refutation of all those criticisms, entitled *Vindication of Quantum 
Locality*,

http://arxiv.org/abs/1109.6223

is soon to appear in Proc. R. Soc. A.

-- David Deutsch

-- 

http://arxiv.org/abs/quant-ph/9906007
http://arxiv.org/abs/quant-ph/0503149
http://arxiv.org/abs/1109.6223


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility, copyable information and the multiverse
Date: September 29, 2011 at 6:09 AM

On Sep 27, 11:45 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 27 September 2011 18:19, tom.harrigan <tom.harri...@gmail.com> wrote:

What you are stating is this:

I am split by a 50/50 measurement. The UP measurement contains enough
information that it tells -

The measuring device to
Tell the automated program to
Send me an email which
Tells the printer to
Print out the message which
My assistant puts in a sealed envelope
Which Communicates with my pocket (mysteriously)
Which tells my trousers (weirdly)
To tell my legs (spookily)
To inform my eyes (implausibly)
To ignore the GREEN flash (ridiculously)
And only register the red one (seriously?)
So that when
I look at the printout
The laws of physics
Will not be violated.

You have a choice: Take Schrodinger's equation seriously, or insist on
a proliferation of labels. Which is the better explanation?

I am taking quantum mechanics seriously. What I am describing is a
consequence of quantum mechanics. See

http://arxiv.org/abs/quant-ph/9906007

http://arxiv.org/abs/quant-ph/9906007


Now, the Schrodinger state also implies the same sort of correlations.
It's just that the Schrodinger state doesn't clearly state what
information is present in each system, or how that information flows
between systems.

OK, so there is "locally inaccessible information" that has no effect
whatsoever on any possible measurement of the system. If you are
unhappy that I call it "locally hidden" or "hidden", I will refrain
from that.

Locally inaccessible information in a particular system has no effect
on the results of measurements you can conduct on that system alone.
The terminological issue is not whether I am happy or not and it is
not really a terminological issue. Rather, hidden variables is used to
refer to a particular, false, explanation of EPR correlations. And
according to that explanation the hidden variables are not locally
inaccessible, the only reason you can't measure them on each system is
just that you don't know what they are. If you knew what they were you
could measure them on each system.

So, we agree 100% on what "locally inaccessible information" is. It is
information that can only be accessed non-locally.

I am extremely uncomfortable giving an opinion on an academic paper by
DD. I am unqualified to do so, and I also think it disrespectful in a
forum such as this.

BoI doesn't have any truck with authority. Qualifications do not
confer rights upon people to enter into critical discussion, what's
required to do that is interest in learning, not pieces of paper.

Respect has nothing to do with authority.

And if a person doesn't understand an argument, there's no harm in
asking for a better explanation of the content of the argument.



But rather than giving an explanation, you have
cited this paper twice. Rather than answering my simple questions, you
have linked to "arxiv" twice.

You seem interested in using technical terms like "hidden variables"
so I thought you might be interested in the technical details.

So, here goes. I will only consider the EPR section of the paper:

At (t2) all information to compute the probability measuring |1,1> (I
think that is how you write it) is available. This means that the
state is non-local.

Where does this appear in the paper? Incidentally, Sections 6 to 8
seem more relevant.

Eqn. (22) makes the non-locality of the accessible information (or the
inaccessibility of local information, if you prefer) explicit.

Applying rotations to (22) - most likely involves multiplication by
things like exp(i theta)  etc.

After doing the algebra, you will end up with cos^2[(theta-phi)/2] as
the probability of finding Q1 and Q2 both up. Actually, it will
probably need to be half that. I admit that I am sort of guessing
here, but the point is that if you take quantum mechanics seriously,
you can work the t2, t3 states.

At (t4) the same probability can be calculated after a sequence of
events. The states upon which this calculation is based are (as far as
I can tell) local.

The calculation refers to observables, not states.

What difference does that make?



Tom



From: Westmiller@aol.com
Subject: [BoI] Re: Fungibility: Square One
Date: September 29, 2011 at 12:31 PM

Alan Forrester wrote:
... Do you have an explanation for the rest of the experiment?

I do. I just don't want to jeopardize my copyright by posting it  here.
When it is ready, I'll post it to a website, which will  invite criticism and
discussion.

Also, I already post WAY TOO MUCH on this eGroup, which is focused on
David's book. I was invited to offer criticism of his explanations, which I can
do without offering my own. I'm willing to be persuaded that David's
explanations are good.

Bill

-- 



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Non-coercion (was: Psychosis)
Date: September 29, 2011 at 8:45 PM

On Sep 28, 4:53 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 28, 2011, at 2:40 PM, Jason wrote:

On Sep 27, 3:20 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 27, 2011, at 11:25 AM, Westmil...@aol.com wrote:

What, exactly, do you think ought to be done for Jani?

Non-coercion instead of coercion.

What should be done for Jani is that they should do everything they can think 
of to make her happy and cease all coercion of her. She should do whatever 
she wants all day, every day, for 10+ years consecutively. I mean this literally. 
Whatever she wants. No school, no pressures or responsibilities to do 
anything whatsoever that she doesn't choose.

What, exactly, do you think Jani ought to do?

I'm interpreting this question as what to do if she had control over her own life. 
Currently the only answer is: try to cope with her awful situation which, mostly, 
she cannot control.

Jani has some control over her own life now, just less than you and I
think she should have. What I meant is if we treat Jani as a moral
agent - if we take her seriously, like you take her parents, then what
would you advise Jani to do in her current predicament? Should she
continue physical rebellion? Should she try to calmly explain why she
wants what she wants, and doesn't want what she doesn't want? Should
she go on a hunger strike? etc.

What exactly do you want to know?

There is perhaps an assymmetry in your line of reasoning with some
seemingly unrelated topics. I'm not yet sure if it's there or not. And



I'm not sure it's consistent with BoI or not. So I'm trying to
understand what your full position is, to see whether or not it's
compatible with BoI and whether or not I have a criticism. The topics
I'm thinking there might be an assymmetry in:

The advice to slaveholders, slaves, and third parties in regard to
ending slavery in the antebellum southern US, as compared with
The advice to parents, children, and third parties in regard to
parenting situations, as compared with
The advice to politicians, taxpayers, and pundits in regard to
forcible taxation, as compared with
The advice to dictators, rebels, and free nations in regard to non-
defensive war.

All of these situations involve power relationships, coercion,
knowledge, responsibility, and incremental vs. revolutionary
approaches to improvement. There should be a consistent approach
though, of course, not necessarily a consistent set of tactics.

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Non-coercion (was: Psychosis)
Date: September 30, 2011 at 12:29 PM

On Sep 29, 2011, at 5:45 PM, Jason wrote:

On Sep 28, 4:53 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 28, 2011, at 2:40 PM, Jason wrote:

On Sep 27, 3:20 pm, Elliot Temple <c...@curi.us> wrote:
On Sep 27, 2011, at 11:25 AM, Westmil...@aol.com wrote:

What, exactly, do you think ought to be done for Jani?

Non-coercion instead of coercion.

What should be done for Jani is that they should do everything they can 
think of to make her happy and cease all coercion of her. She should do 
whatever she wants all day, every day, for 10+ years consecutively. I mean 
this literally. Whatever she wants. No school, no pressures or 
responsibilities to do anything whatsoever that she doesn't choose.

What, exactly, do you think Jani ought to do?

I'm interpreting this question as what to do if she had control over her own life. 
Currently the only answer is: try to cope with her awful situation which, mostly, 
she cannot control.

Jani has some control over her own life now, just less than you and I
think she should have. What I meant is if we treat Jani as a moral
agent - if we take her seriously, like you take her parents, then what
would you advise Jani to do in her current predicament? Should she
continue physical rebellion? Should she try to calmly explain why she
wants what she wants, and doesn't want what she doesn't want? Should
she go on a hunger strike? etc.



I don't have the information with which to make decisions like that. In general one 
can't give detailed personal advice to people one doesn't know because the 
solutions to their problems depend in some ways on their circumstances.

I don't know what Jani's preferences are. I don't know which things hunger 
striking works with for her situation. I don't know which issues a calm explanation 
could help with (in general it won't help with her authorities, but there will be some 
specific things for which it may), nor do i know which things Jani has the skill to 
do a calm explanation about. I don't know specifically what value Jani is gaining 
by physical rebellion (nor how much she values that value), nor how unpleasant 
some of the downsides are, so i can't advise whether to continue. I don't know 
what resources Jani has available, in any detail. I don't know the reasons for her 
current actions and so I can't say what will work better for her. I also don't know 
what irrationalities Jani has.

I don't even know if she prefers to be in the psych ward or at home.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Justin Mallone <justinceo@gmail.com> <beginning-of-
infinity@googlegroups.com>
Subject: Article on whether democracy is broken
Date: September 30, 2011 at 12:41 PM

http://www.cnn.com/2011/09/30/opinion/toobin-government-not-
broken/index.html?hpt=hp_c1

Author says democracy not broken!

After talking a bit about the differences between GOP and Dems, he says

These are profound ideological differences, not a failure of intelligence or
energy on either side. But the unwillingness of Democrats and Republicans to
agree is often taken as a kind of mindless intransigence rather than
principled disagreement.
Take NoLabels.org, a high-profile national organization that is trying to
organize around what it calls a nonpartisan agenda. In its statement of
purpose, NoLabels says, "Our political discourse increasingly offers up
cynical, petty partisanship at the expense of practical solutions to the
challenges facing our national well-being."
NoLabels trades on a persistent mythology that "practical solutions" exist
somewhere out there, but politicians simply refuse to find or accept them.
Not so -- as NoLabels itself proves. If these solutions are so apparent, why
doesn't the NoLabels website provide any?
The group proposes to organize members, hold meetings, create chapters and
raise money, and it calls on politicians to make "tough choices," but ... to
do what? That's not clear. The NoLabels "declaration" asserts, "We may
disagree on issues, but we do so with civility and mutual respect." That's
dandy, but it's also vapid.

There's a good spirit to his criticism here. I this guy knew more
philosophy, he'd might talk explicitly about how the NoLabels idea is
premised on an impossibility: that some explanation-less, value neutral
solutions can be found to pressing societal problems.

Democrats won major victories in the elections of 2006 and 2008, and
produced the results you would expect from their party: health care reform,
a stimulus program, an automobile industry bailout and an end to the

http://www.cnn.com/2011/09/30/opinion/toobin-government-not-broken/index.html?hpt=hp_c1


military's "don't ask, don't tell" policy. After the Republican landslide of
2010, tax cuts, deregulation and defunding of Planned Parenthood and
National Public Radio moved to the top of the agenda.
Frankly, this is as it should be. Elections matter. Labels matter. Conflict
is not a flaw in our system; it's a feature of it.

Similarly while there's a good spirit to this as well, it's not quite right,
I don't think. There's not an emphasis on the choice between explanations
involved in an election. That would be better than just talking about
"conflict," which to most people sounds bad, like pointless bickering.

BTW the whole idea that Congress should just "stop arguing and do something"
is silly and epistemologically unsound. Do what? There's no obvious
solutions to problems. People tend to mean something like "do what *I* think
would work." But they don't understand that the reason Congress won't do
that is not because they're willfully evil, but because the Congressmembers
and their constituencies *disagree* with those solutions.



From: Westmiller@aol.com
Subject: [BoI] Re: Fallible Justified True Belief
Date: September 30, 2011 at 5:03 PM

Abraham Lewis wrote:
... Also, I am really interested in knowing  how
Popper defines knowledge.

"What you write in an email"  ??
... or maybe "growing theories", or maybe "novel hypothesis"?
... or maybe he simply refuses to define words!!

=====
Objective  Knowledge
A Realist View of Logic, Physics, and History (1966)
by Karl  Popper
"... These new products, which are decidedly of our own making, are  our
myths, our ideas, and especially our scientific theories: theories about the
world we live in.
I suggest that we may look upon these myths, these ideas  and theories, as
some of the most characteristic products of human activity.  Like tools,
they are organs evolving outside our skins. They are exosomatic  artefacts.
Thus we may count among these characteristic products especially what  is
called 'human knowledge'; where we take the word 'knowledge' in the objective  
or
impersonal sense, in which it may be said to be contained in a book; or
stored in a library; or taught in a university.
When referring to human  knowledge, I shall usually have this objective
sense of the word 'knowledge' in  mind ..."
[Much later ...]
"... So I think we should also discard the  question, 'What is truth?' My
first reason (just mentioned) for discarding the  question 'What is truth?'
one may call 'anti-essentialism'. My second reason is  even more important.
It is that we should altogether avoid, like the plague,  discussing the
meaning of  words."
...
http://www.marxists.org/reference/subject/philosophy/works/at/popper.htm
======

BTW:  In Section 2 Popper makes an interesting statement:

http://www.marxists.org/reference/subject/philosophy/works/at/popper.htm


"I am strongly inclined  towards an indeterminist view of the world,
somewhat more radical than  Heisenberg's ..."

-- 



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: [BoI] Anti-rational meme replication strategies
Date: September 30, 2011 at 5:43 PM

Do all anti-rational meme replication strategies involve some holders of the
meme coercing other people who don't yet have the meme, in some way?

If yes, why?

If no, could you provide an example of a replication strategy that doesn't
involve any holders of the meme coercing others as a result of having it?

-- 
Matjaž Leonardis



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Anti-rational meme replication strategies
Date: September 30, 2011 at 6:01 PM

On Fri, Sep 30, 2011 at 2:43 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

Do all anti-rational meme replication strategies involve some holders of the
meme coercing other people who don't yet have the meme, in some way?
If yes, why?
If no, could you provide an example of a replication strategy that doesn't
involve any holders of the meme coercing others as a result of having it?

No.

I take you to be referring to TCS-coercion or psychological coercion
or something like that. Memes aren't routinely spread by force or
violence.

One example meeting your criteria would be the holder tells a person
who then coerces himself.

Another would be: a meme is so subtle that neither the holder nor new
person is aware of the meme transfer at all, let alone coerced by it.
In general static memes *would* coerce you *if* you struggled, but
that doesn't mean they do coerce you. And they usually try not to let
it come to that point: better if you don't struggle.

Most (maybe all) people have no idea when or how they learned monogamy
memes, for example. It isn't done by from some memorable, unpleasant
event. Sometimes preachers put pressure on people, but they can also
spread religion by being helpful, kind, sympathetic and tolerant (at
least in many respects, which may be the only ones the convert
notices).



From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] Chapter 3 question
Date: September 30, 2011 at 6:55 PM

Does this (approximately page 55, location 1040 on Kindle version):

"That momentous dichotomy [physical transformations are either forbidden by 
laws of nature or achievable given the right knowledge] exists because if there 
were transformations that technology could never achieve regardless of what 
knowledge was brought to bear, then this fact would itself be a testable regularity 
in nature. But all regularities in nature have explanations, so the explanation of 
that regularity would itself be a law of nature, or a consequence of one. And so, 
again, everything that is not forbidden by laws of nature is achievable, given the 
right knowledge."

Mean something like this:

If no amount of knowledge could cause a physical transformation to happen, then 
there must be a law of nature to explain that. So the transformation is impossible 
only because a law of nature forbids it, not because there are other limits to what 
can be achieved with the right knowledge.

-Kristen



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Chapter 3 question
Date: September 30, 2011 at 8:19 PM

On 30 Sep 2011, at 11:55pm, Kristen Ely wrote:

Does this (approximately page 55, location 1040 on Kindle version):

"That momentous dichotomy [physical transformations are either forbidden by 
laws of nature or achievable given the right knowledge] exists because if there 
were transformations that technology could never achieve regardless of what 
knowledge was brought to bear, then this fact would itself be a testable 
regularity in nature. But all regularities in nature have explanations, so the 
explanation of that regularity would itself be a law of nature, or a consequence 
of one. And so, again, everything that is not forbidden by laws of nature is 
achievable, given the right knowledge."

Mean something like this:

If no amount of knowledge could cause a physical transformation to happen, 
then there must be a law of nature to explain that. So the transformation is 
impossible only because a law of nature forbids it, not because there are other 
limits to what can be achieved with the right knowledge.

Yes.

-- David Deutsch



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Anti-rational meme replication strategies
Date: September 30, 2011 at 8:32 PM

On 30 Sep 2011, at 11:01pm, Anonymous Person wrote:

On Fri, Sep 30, 2011 at 2:43 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

Do all anti-rational meme replication strategies involve some holders of the
meme coercing other people who don't yet have the meme, in some way?
If yes, why?
If no, could you provide an example of a replication strategy that doesn't
involve any holders of the meme coercing others as a result of having it?

No.

I take you to be referring to TCS-coercion or psychological coercion
or something like that. Memes aren't routinely spread by force or
violence.

One example meeting your criteria would be the holder tells a person
who then coerces himself.

Another would be: a meme is so subtle that neither the holder nor new
person is aware of the meme transfer at all, let alone coerced by it.
In general static memes *would* coerce you *if* you struggled, but
that doesn't mean they do coerce you. And they usually try not to let
it come to that point: better if you don't struggle.

Most (maybe all) people have no idea when or how they learned monogamy
memes, for example. It isn't done by from some memorable, unpleasant
event. Sometimes preachers put pressure on people, but they can also
spread religion by being helpful, kind, sympathetic and tolerant (at
least in many respects, which may be the only ones the convert
notices).

I'm sceptical that anti-rational memes can be propagated in the way just outlined. 
Certainly they can be propagated that way *as opinions, and as behaviours*. But 
the unseen and all-important anti-rational content that will get them safely to the 
next generation after that -- the entrenchment -- where does that come from? Is it 



that the idea is so entangled with the rest of one's personality that it's hard to 
abandon it? I don't think a meme that was hard to drop for such a reason would 
behave in the way anti-rational memes do. For instance, we face that sort of thing 
when we have to give up the idea that distant events can be simultaneous, or that 
there's a force of gravity etc. Some people do fail to achieve that. But in the case 
of anti-rational memes, it's not merely *difficult*; creativity is engaged to keep 
them in place, and the more one even contemplates violating them, the more 
*painful* it feels.

So I'm guessing the answer to Matjaž's question is yes.

-- David Deutsch



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Anti-rational meme replication strategies
Date: September 30, 2011 at 8:58 PM

On Fri, Sep 30, 2011 at 5:32 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 30 Sep 2011, at 11:01pm, Anonymous Person wrote:

On Fri, Sep 30, 2011 at 2:43 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

Do all anti-rational meme replication strategies involve some holders of the
meme coercing other people who don't yet have the meme, in some way?
If yes, why?
If no, could you provide an example of a replication strategy that doesn't
involve any holders of the meme coercing others as a result of having it?

No.

I take you to be referring to TCS-coercion or psychological coercion
or something like that. Memes aren't routinely spread by force or
violence.

One example meeting your criteria would be the holder tells a person
who then coerces himself.

Another would be: a meme is so subtle that neither the holder nor new
person is aware of the meme transfer at all, let alone coerced by it.
In general static memes *would* coerce you *if* you struggled, but
that doesn't mean they do coerce you. And they usually try not to let
it come to that point: better if you don't struggle.

Most (maybe all) people have no idea when or how they learned monogamy
memes, for example. It isn't done by from some memorable, unpleasant
event. Sometimes preachers put pressure on people, but they can also
spread religion by being helpful, kind, sympathetic and tolerant (at
least in many respects, which may be the only ones the convert
notices).

I'm sceptical that anti-rational memes can be propagated in the way just 
outlined. Certainly they can be propagated that way *as opinions, and as 



behaviours*. But the unseen and all-important anti-rational content that will get 
them safely to the next generation after that -- the entrenchment -- where does 
that come from?

Knowledge in the meme about how to create it (e.g. by reorganizing a
person's mind).

Is it that the idea is so entangled with the rest of one's personality that it's hard 
to abandon it? I don't think a meme that was hard to drop for such a reason 
would behave in the way anti-rational memes do. For instance, we face that sort 
of thing when we have to give up the idea that distant events can be 
simultaneous, or that there's a force of gravity etc. Some people do fail to 
achieve that. But in the case of anti-rational memes, it's not merely *difficult*; 
creativity is engaged to keep them in place, and the more one even 
contemplates violating them, the more *painful* it feels.

Why does the process of reorganizing a mind, so something is
entrenched, have to involve the person feeling bad *at that time*?

Another possibility is a meme lies dormant, only partially set up
(i.e. not fully entrenched), and actually creates the (rest of the)
entrenchment on the fly when first questioned or criticized or opposed
(using coercion at that time, but not necessarily prior).

So I'm guessing the answer to Matjaž's question is yes.

But what about, as I said, the possibility that they coerce
themselves? So, surely the answer must be "no", independent of whether
memes can set themselves up quietly.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fallible Justified True Belief
Date: September 30, 2011 at 9:27 PM

On Sep 30, 2011, at 2:03 PM, westmiller@aol.com wrote:

Abraham Lewis wrote:
... Also, I am really interested in knowing  how
Popper defines knowledge.

"What you write in an email"  ??
... or maybe "growing theories", or maybe "novel hypothesis"?
... or maybe he simply refuses to define words!!

=====
Objective  Knowledge
A Realist View of Logic, Physics, and History (1966)
by Karl  Popper

"... These new products, which are decidedly of our own making, are  our
myths, our ideas, and especially our scientific theories: theories about the
world we live in.
I suggest that we may look upon these myths, these ideas  and theories, as
some of the most characteristic products of human activity.  Like tools,
they are organs evolving outside our skins. They are exosomatic  artefacts.
Thus we may count among these characteristic products especially what  is
called 'human knowledge'; where we take the word 'knowledge' in the objective  
or
impersonal sense, in which it may be said to be contained in a book; or
stored in a library; or taught in a university.
When referring to human  knowledge, I shall usually have this objective
sense of the word 'knowledge' in  mind ..."
[Much later ...]
"... So I think we should also discard the  question, 'What is truth?' My
first reason (just mentioned) for discarding the  question 'What is truth?'
one may call 'anti-essentialism'. My second reason is  even more important.
It is that we should altogether avoid, like the plague,  discussing the
meaning of  words."

...
http://www.marxists.org/reference/subject/philosophy/works/at/popper.htm
======

http://www.marxists.org/reference/subject/philosophy/works/at/popper.htm


This says some attributes of knowledge but, I think, presupposes some basic 
conception of what knowledge is. So to get the answer, one basically has to add 
common sense. Non-philosophers already know what knowledge is -- good 
ideas/information (and they already have a conception of what "good" means).

In general Popper does not define words because, as he explains, defining one's 
terms is the wrong way to do philosophy.

What Popper provides instead is closer to *working definitions*. They are 
statements meant to help people understand, but not to be perfect definitions to 
use the exact words as a starting point to find detailed implications of.

Popper also commonly provides multiple statements about the same concept 
rather than expecting a single definition to capture it perfectly. Multiple helpful 
statements can add up to a better understanding.

In this quoted passage, Popper clarifies some particular aspects of knowledge 
which he thinks his reader may misunderstand in order to be better understood, 
but he doesn't offer a full definition.

So, I'll offer the following not as definitions to care about exact wordings, but as 
explanations that may be helpful:

Knowledge is useful information.

Knowledge is adapted information.

Knowledge is information which causes itself to continue to exist (not perfectly. no 
guarantees).

Knowledge is structures in the multiverse as a whole. Bigger means more 
knowledge. (See _The Fabric of Reality_ by David Deutsch)

Knowledge is good ideas.

Knowledge is what you get when you improve ideas. Every time you remove a 
flaw from an idea (criticize the idea then address the criticism), it now has more 
knowledge.



The more mistakes, the less knowledge, and vice versa. Knowledge is what is 
created by critical discussion, by improvement, by problem solving.

BTW:  In Section 2 Popper makes an interesting statement:
"I am strongly inclined  towards an indeterminist view of the world,
somewhat more radical than  Heisenberg's ..."

Yes, Popper mixed up the determinism/indeterminism issue with the issue of free 
will. A common mistake. His strong support of free will (a good thing) drove him to 
advocate indeterminism in physics.

Actually the determinism/indeterminism issue of physics is irrelevant to the issue 
of free will. Indeterminism in physics means that some of the mathematical 
formulas uses random numbers. That does nothing to add freedom.

Deutsch actually wrote Popper a letter about this. Popper replied conceding the 
point. But didn't publish a change in stance to my knowledge.

By the way, the laws of physics (as best we fallibly know them) do not use 
random numbers in any formulas.

One of the reasons people get confused is they think of indeterminism differently 
than the use of a random number generator in the laws of physics. Instead some 
people think of it as outcomes not being governed by laws of physics at all 
(magic), and think that is required for free will (Deutsch calls that misconception 
the "deterministic nightmare").

-- Elliot Temple
http://beginningofinfinity.com/interview

http://beginningofinfinity.com/interview


From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] The world must be explicable
Date: October 1, 2011 at 8:28 PM

Deutsch argues in chapter 3 that the world must be explicable. These are the 
arguments as far as I understand them:

Claiming that the world is inexplicable -- that there are things humans just won't 
be able to understand:
-leads to bad explanations, for no explanation would be better than any other (p. 
53, location 996, Kindle edition)
-if there are parts of the world that are not explicable, they affect the parts that 
are, which makes those parts inexplicable after all

Which seems to me to mean:

-If the world weren't explicable, we wouldn't be able to explain the world. 

So there must be something I'm missing. What is it?

-Kristen



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The world must be explicable
Date: October 1, 2011 at 11:04 PM

On Oct 1, 2011, at 5:28 PM, Kristen Ely wrote:

Deutsch argues in chapter 3 that the world must be explicable. These are the 
arguments as far as I understand them:

Claiming that the world is inexplicable -- that there are things humans just won't 
be able to understand:
-leads to bad explanations, for no explanation would be better than any other (p. 
53, location 996, Kindle edition)
-if there are parts of the world that are not explicable, they affect the parts that 
are, which makes those parts inexplicable after all

Which seems to me to mean:

-If the world weren't explicable, we wouldn't be able to explain the world.

So there must be something I'm missing. What is it?

Claiming things are inexplicable is a departure for reason. It is a claim that 
*reason does not apply* or can't be used. This is a generic attack on reason itself 
which could be used in defense of any claim whatsoever. It is a departure from 
the attitude of the Enlightenment which has been very successful and has and 
continues to create progress.

Such claims solve no problem and serve no purpose except to hinder progress.

Could they be true? Well, sort of.

Let's put it this way: there are in many things that aren't explicable: there is no 
explanation for things that don't exist. And we don't need an explanation for 
those.

What we do need is to be able to solve our problems (a claim that is argued in 
BoI).

There is no inexplicability that matters, or it would constitute a claim that some 



problems are not soluble. For example if love was inherently mysterious and 
inexplicable, then a person who wanted to understand love (in order to, say, not 
be hurt by a broken heart) would be thwarted.

Claims of inexplicability that amount to saying we cannot solve problems are bad. 
Claims that do not amount to that wouldn't be "claiming that the world is 
inexplicable" but merely claiming that irrelevant things (e.g. things that don't exist) 
are not explicable (which is merely boring).

The laws of physics allow for creating knowledge, they allow for universal 
explainers, they allow for understanding a great deal (what we understand today) 
and they impose no barriers on continued progress.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Non-coercion (was: Psychosis)
Date: October 2, 2011 at 1:01 AM

On Sep 30, 9:29 am, Elliot Temple <c...@curi.us> wrote:
On Sep 29, 2011, at 5:45 PM, Jason wrote:

Jani has some control over her own life now, just less than you and I
think she should have. What I meant is if we treat Jani as a moral
agent - if we take her seriously, like you take her parents, then what
would you advise Jani to do in her current predicament? Should she
continue physical rebellion? Should she try to calmly explain why she
wants what she wants, and doesn't want what she doesn't want? Should
she go on a hunger strike? etc.

I don't have the information with which to make decisions like that. In general 
one can't give detailed personal advice to people one doesn't know because the 
solutions to their problems depend in some ways on their circumstances.

I don't know what Jani's preferences are. I don't know which things hunger 
striking works with for her situation. I don't know which issues a calm 
explanation could help with (in general it won't help with her authorities, but 
there will be some specific things for which it may), nor do i know which things 
Jani has the skill to do a calm explanation about. I don't know specifically what 
value Jani is gaining by physical rebellion (nor how much she values that value), 
nor how unpleasant some of the downsides are, so i can't advise whether to 
continue. I don't know what resources Jani has available, in any detail. I don't 
know the reasons for her current actions and so I can't say what will work better 
for her. I also don't know what irrationalities Jani has.

I don't even know if she prefers to be in the psych ward or at home.

True, you don't.

But don't you have the same lack of knowledge regarding her parents?
That didn't prevent you from offering extremely specific advice for
them.

You don't know if Jani's parents have space in their house for a
bodyguard. You don't know if they can afford to buy Jani all the
things she wants. You don't know if they can afford to hire a



bodyguard. You don't know if they're comfortable bringing a non-family
member into their house. You don't know if they have time to transport
Jani wherever she wants to go, etc. In short, you don't know what
preferences, resources, reasons, and irrationalities her parents have
any more than you know Jani's.

Why then do you offer specific advice for Jani's parents, but not
offer any specific advice for Jani, given a similar level of
knowledge?

--Jason



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] The world must be explicable
Date: October 2, 2011 at 1:46 AM

On 2 Oct 2011, at 1:28am, Kristen Ely wrote:

Deutsch argues in chapter 3 that the world must be explicable. These are the 
arguments as far as I understand them:

Claiming that the world is inexplicable -- that there are things humans just won't 
be able to understand:
-leads to bad explanations,

CLaiming that some specific, not-yet-explained aspect of the world is inexplicable 
*is* a bad explanation.

Claiming that some unspecified aspect of the world is inexplicable is even worse.

for no explanation would be better than any other (p. 53, location 996, Kindle 
edition)

And hence it doesn't make sense to advocate a bad explanation, including either 
of the above claims of inexplicability.

-- David Deutsch

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fallible Justified True Belief
Date: October 2, 2011 at 2:40 AM

On Sep 28, 2011, at 11:20 PM, Abraham Lewis wrote:

On Sun, Sep 25, 2011 at 12:08 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 24, 2011, at 11:26 AM, Abraham Lewis wrote:
On Fri, Sep 23, 2011 at 10:20 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 23, 2011, at 7:29 AM, Abraham Lewis wrote:

What seems to me is happening is that Popper is taking JTB, filling in the
blank of what constitutes Justification,

Popper offers criticisms of Justification as advocated by proponents of it. I think 
that is useful. There are also general arguments applying to anything fitting a 
minimal meaning of Justification (e.g. the regress argument).

Is there a JTB theory that Popperian epistemology fails to refute?

The rest of the problems you cite seem like good
specific questions that don't undermine JTB by their existence.

What are the answers to them? The reason they undermine JTB is that (we
claim) they don't have successful answers.

The answers depend on the specific paradigm of justification in the specific
context. To criticize JTB in this way is like criticizing theories of
physics in general by asking, "What are the velocities of particles?" The
answer depends both on the specific theory and specific particles.



What are successful answers provided by the paradigm of your choice?

It seems to me that you're assuming a certain
principle of justification, which is an answer to the second question I
listed.

The reason people don't normally allow any criticism (even of a "small"
issue) to automatically render something unjustified, no matter the case for
it being justified, is that this kind of overrules all their arguments for
justification of things and makes their justifications too easily
irrelevant.

If all unanswered criticism renders beliefs not justified, then we can
start asking: in what way does your position differ from Popper's? It's
possible (but misleading) to phrase Popperian epistemology using the *word*
justification. If you define "unjustified" as "criticized" then that could
be a step towards adopting a Popperian view.

That's kind of my point, but with the shoe on the other foot, so to speak.
It seems to me that Popper (or DD) narrowed down the meaning of
justification to something incompatible with his position when it, in
general, is not necessarily so.

Is there a JTB theory which is compatible with Popper and DD?

So, attempting this, what else is required for it to be Popperian
epistemology? Some key points are:

- Nothing other than criticism changes the justification of anything.

- That means there's only two amounts of justification possible: the amount
for criticized things and the amount for uncriticized things (in all cases,
we're only counting criticisms that are not themselves refuted. Answered



criticisms don't matter.)

- There is nothing that ever supports an idea or increases the amount of
justification. So if you just make up a guess, then it has as much
justification as anything can possibly ever have.

If you disagree with any of these, then we (Popperians) can refute your
position. If you accept all of these, you'll have strayed far from the JTB
tradition (as believed by most philosophers, explained in most philosophy
books, and taught in schools).

For the purposes of this discussion, I am willing to accept all of the
above. (I actually have some thoughts on points 2 and 3 that I think might
even be original, but I am saving those for another post.)

OK. Well, great. You're welcome to be a Popperian.

I think your disagreement is, partly, about what non-Popperians think.

I see these rules as incompatible with JTB because they prohibit, for example:

- justifying ideas
- increasing the justification of ideas
- providing justifications for ideas

Consider the JTB discussion here, or any other example you prefer:

http://plato.stanford.edu/entries/knowledge-analysis/

It is incompatible with the Popper/BoI approach, and with the key points I listed 
above, right?

It's not DD or Popper's conclusion that I disagree with, it's their
criticism of ideas that they characterize as contradictory which seem weak
simply because they seem to characterize them as contradictory when they
aren't necessarily. It may just be that I was influenced by Popper in ways

http://plato.stanford.edu/entries/knowledge-analysis/


that I didn't know of before I even heard of Popper. In general, while I
like and agree with his positions, his characterizations of Empiricism,
Inductivism, and JTB have all been different than how I naturally
interpreted them.

Is there a characterization of Inductivism which is not refuted?

It says only the perfect, final truth counts as "knowledge".

Why do you add "perfect" and "final" to truth when JTB doesn't mention
them?

Because the word "true" means "perfect, final truth". They are equivalent;
I'm just writing the implicit words for greater clarity. What other kind of
truth is there? The imperfect, flawed "truth" which we'll later replace with
a better idea? Don't imperfections/flaws make things false?

Okay, as long as your not adding additional requirements after the fact.
However, I wouldn't agree that all flaws or imperfections necessarily make
things false. For example some theories are imperfect in the sense that they
do not provide complete accuracy about the things that they describe.

Here is a way to think of it:

All truths are contextual. For example, consider "2". "2" can be true or false, 
depending on context. "2" is the true answer to "1+1" and a false answer to "5+5".

All truths are answers to problems/questions.

If the question is, "What is the length of that table at perfect precision?" then "63.5 
inches" is false.

If the question is, "What is the length of that table to 5 significant figures with 99% 



confidence?" then "63.5 inches" is false.

If the question you're interested in is, "What is the length of that table to 3 
significant figures?" then "63.5 inches" is true and has no flaw or imperfection.

Which question is best to ask depends on one's problem situation, or in other 
words what one is trying to accomplish.

Sometimes the problem/question is unstated and implicit, but there always is one. 
And for all unambiguous problems/questions, there is exactly one true answer.

False answers are not all equal. Just because they have one thing in common 
(falsity) does not make them similar.

The fact that they are inaccurate does not make them false unless you 
understand them to be claiming perfect accuracy.

Right. Inaccuracy is not a flaw when it's superfluous to the context.

And it's also generally believed (quite reasonably) that people have
knowledge. So it says we have some perfect, final truths.

I am unsure about what you mean "perfect final truth" but it seems to me
that we do know many actual truths all the time. We may not be absolutely
certain about them, but I don't doubt that many of the basic facts I

believe
to be true really are true. For example, "My computer is in this room

with
me," etc. As far as I am aware, Popper didn't disagree with that idea. He
simply disagreed that we'd ever be certain about such truths.

Popper did disagree that we have any clue which of the ideas that seem
obvious to us are actually true and which are misconceptions. He thought it



was important to always look for such misconceptions.

He thought that many things which seem obvious to people are mistakes, and
some may be true, and that we don't know which is which. By giving a
particular example you claim is true, you are claiming to know which is
which, contrary to Popper and fallibilism.

Sometimes we discover something we used to think is obvious is a mistake.
We learn. But we never discover that something we think is obvious is
actually true. There isn't a method of discovering that.

But that is not what I am saying. I am not saying the idea that "My computer
is in this room with me," is obviously true, or even that I think it is
true, but that it, along with many other things I believe to be true, very
well could be true in a perfect and final sense. Poppers argument that we
can't discover whether they are, in fact, true, doesn't give us any reason
to believe that they aren't.

Let's back up. You said of these statements:

"We may not be absolutely certain about them". That says what we're *not*. 
Could you clarify what we *are*?

Suppose my friend says that his friend Jim is also in the dining room. I may
later discover that Jim in an imaginary friend or a friend that my friend
hallucinates about. In that case I would generally consider his claim that
Jim is in the dining room to be false. However, I and my friend may instead
later discover that "Jim" is a woman dressed as and pretending to be a man.
The fact that both Jim and I thought that she was a man would not make me
consider his claim to be false. It would, in a sense, *increase* the amount
of information his claim conveys to me. So even falsification of ideas that
my friend would think follow necessarily from his own claim, like "There is
a man in the dining room," does not falsify his claim.

Keep in mind that I am not arguing against fallibility in any way; I am not



arguing that we should use a different definition of "false"; and I am not
arguing that any specific statements are actually true. Rather I am arguing
that your method of interpreting the meaning of at least certain kinds of
statements is bad. You load meaning into statements far beyond their common
sense meaning.

I think the common sense meaning works like this:

I say a house is painted red.

Actually 99% of the surface area is painted red, but there is also a spot painted 
blue.

My statement was false, not true. This is generally accepted.

Even if we don't really care about the blue spot.

Sometimes people might call it "technically not true". By that, they mean it is false 
(or "technically false"). So, people are familiar with the concept that one flaw 
makes something false (though not necessarily useless).

Newtonian mechanics makes empirical predictions which are false. Therefore
it is false.

Like what? (I am asking for an example because I intend to show the problems
with the line of reasoning people are following when they make those kind of
claims.)

http://farside.ph.utexas.edu/teaching/celestial/Celestialhtml/node40.html

If the calculation described in the previous section is carried out more 
accurately, taking into account the slight eccentricities of the planetary orbits, as 
well as their small mutual inclinations, and retaining many more terms in the 
expansions (147) and (149), then the perihelion precession rate of the planet 
Mercury is found to be 5.32 arc seconds per year. However, the observed 

http://farside.ph.utexas.edu/teaching/celestial/Celestialhtml/node40.html


precession rate is 5.75 arc seconds per year. It turns out that the cause of this 
discrepancy is the general relativistic correction to Newtonian gravity.

end quote

J is mistaken because 1) justification is impossible due to regress (people
resort to things like arbitrary, unjustified foundations they declare to
beyond questioning, but that's no good)

Suppose we take subjective experience as the final justification. Why is
that no good?

It's vague. How does it work? Are you supposed to experience justification?
How? You can't see it. And feeling that you're right (or justified) is no
argument that you are right -- people feel that all the time and are
mistaken.

Clearly it is vague. I meant that subjective experience is the final
justification of claims about that subjective experience and that all such
justification is justification of a belief's relationship to subjective
experience.

Although I would consider it implicitly the case, I should explicitly add
that deductive logic is also a final justification.

What problem do these ideas solve?

If a foundation is allowed to be questioned, that restarts the regress
problem. For foundations to be an answer to the regress problem, they have
to be unquestionable.



Okay. So let's say it's not questionable.

Putting forward ideas that are beyond question is bad. It is an end to progress in 
those areas. And they might be false -- and causing big problems -- but we aren't 
allowed to question them and find out.

There's also the issue of which things to make foundations and why. Normally it is 
done, implicitly or explicitly, by appeal to authority.

2) the whole issue of what justifies what, how much, and why has never
beens

solved and cannot be solved.

Why can't they be solved?

I think you'd need to either read Popper or pick an attempted solution to
discuss. It'd be hard to understand the general case without going through
some examples first. How do you think they might be solved?

Why don't you pick a case where you think its problematic, and I'll tell you
what I think FJTB says about it.

Every case is problematic. For example, justifying that a dog has hair, and saying 
what that justification means and does, and how it is relevant to learning about 
the topic.

it seems to me that even for a long time after Aristotle the vast majority of 
people have had, in practice, something of the Xenophanic view

I'd be interested if you had any specific people/books in mind.



I am not talking about academic and scholarly views, but about the views out
of which people (not just scholars) generally operated. This would be an
expression of the fact that what people believe and what people think they
believe are often different.

Do you have any history books in mind that you think cover this well?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Non-coercion (was: Psychosis)
Date: October 2, 2011 at 2:57 AM

On Oct 1, 2011, at 10:01 PM, Jason wrote:

On Sep 30, 9:29 am, Elliot Temple <c...@curi.us> wrote:
On Sep 29, 2011, at 5:45 PM, Jason wrote:

Jani has some control over her own life now, just less than you and I
think she should have. What I meant is if we treat Jani as a moral
agent - if we take her seriously, like you take her parents, then what
would you advise Jani to do in her current predicament? Should she
continue physical rebellion? Should she try to calmly explain why she
wants what she wants, and doesn't want what she doesn't want? Should
she go on a hunger strike? etc.

I don't have the information with which to make decisions like that. In general 
one can't give detailed personal advice to people one doesn't know because 
the solutions to their problems depend in some ways on their circumstances.

I don't know what Jani's preferences are. I don't know which things hunger 
striking works with for her situation. I don't know which issues a calm 
explanation could help with (in general it won't help with her authorities, but 
there will be some specific things for which it may), nor do i know which things 
Jani has the skill to do a calm explanation about. I don't know specifically what 
value Jani is gaining by physical rebellion (nor how much she values that 
value), nor how unpleasant some of the downsides are, so i can't advise 
whether to continue. I don't know what resources Jani has available, in any 
detail. I don't know the reasons for her current actions and so I can't say what 
will work better for her. I also don't know what irrationalities Jani has.

I don't even know if she prefers to be in the psych ward or at home.

True, you don't.

But don't you have the same lack of knowledge regarding her parents?
That didn't prevent you from offering extremely specific advice for
them.



I advised them not to coerce Jani. This is important because it is what they are 
morally obligated to do, and it would address their problems. Not all their 
problems, merely the ones caused by coercion which are under discussion.

I did not advise them on how to achieve their hopes and dreams. It's a different 
type of advice, about their minimal obligations, not how to live great lives.

I did not state what their hobbies should be, nor how they should make money, 
nor what they should buy for themselves, nor how often they should go to 
Church, nor whether they should begin abstaining from alcohol. I laid out some 
minimal requirements of moral treatment of their daughter which would address 
the problem they call "schizophrenia" but which actually consists of coercion.

Jani has essentially no obligations to meet, so I can't give the same sort of advice 
for her.

You don't know if Jani's parents have space in their house for a
bodyguard. You don't know if they can afford to buy Jani all the
things she wants. You don't know if they can afford to hire a
bodyguard. You don't know if they're comfortable bringing a non-family
member into their house. You don't know if they have time to transport
Jani wherever she wants to go, etc. In short, you don't know what
preferences, resources, reasons, and irrationalities her parents have
any more than you know Jani's.

Why then do you offer specific advice for Jani's parents, but not
offer any specific advice for Jani, given a similar level of
knowledge?

If they fail to help Jani, they fail. Never mind what excuse they give.

They certainly could have afforded to help Jani instead of having a second kid 
(kids are expensive). If they've chosen to spend their money on other things, 
without leaving enough for Jani, that is a betrayal, and it is caused by their 
choices.

It is their responsibility, like all parents, to provide for her.

The same goes for time: parents owe their children time. It's their problem to 
figure out where to get it. They had time to go on Oprah and the father has time 



to write a blog. If they do those things to the exclusion of having time for Jani, that 
is a betrayal.

The question I addressed was what ought to happen. What ought to happen is 
they don't betray Jani. What ought to happen is they do not come up with some 
excuse but instead successfully implement non-coercion.

I gave illustrative examples of how they could do that. My examples were of a 
fairly generic nature (with some concretes specified to try to avoid 
misunderstandings) and relied on my cultural knowledge. The bodyguard 
suggestion was especially wise considering I did not yet know of their habit of 
hitting Jani. I simply knew, from cultural context, that people in situations as 
extreme as Jani's need *serious* measures of that type, and something mild 
wouldn't be good enough.

Jani's parents ought to be repentant and enthusiastic to do everything they can to 
try to make things right.

There is a different question you might wonder about: How can the parents, who 
currently don't want to do this, wrap their head around it? Knowing little about 
them, I can't say. They'd also need to want my advice, which they don't.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] Chapter 3 notes
Date: October 2, 2011 at 12:35 PM

Ancient explanations of reality were anthropocentric -- explained in terms of 
humans, or supernatural human-like beings, and their thoughts and actions.

These explanations were overthrown by modern science, and this has been a 
fruitful way of proceeding -- so fruitful that anti-anthropocentrism has come to be 
seen as a universal principle, sometimes known as:

-the Principle of Mediocrity
     Humans have no significance in the cosmic scheme of things, we are 
mediocre, typical

Another influential idea about the human condition:

-Spaceship Earth
     We are adapted to our biosphere through evolution, but its capacity to support 
us is finite, and if we're not careful, we can ruin it and then have nowhere else to 
go.
Both ideas, at root, lead to the idea that the human way of doing things has limits 
-- there are some things we just won't be able to understand, our transformation 
of resources into life support can't go on indefinitely without destroying the world.

But the truth is:

-Humans *are* significant, and far from typical, if we look at how the universe is 
typically composed (cold, dark, empty space). (More on their significance below.)
      Something that is significant/fundamental: we can't just use parochial theories 
to explain it, or it appears in explanations of many other phenomena

-Most of the earth is hostile to human life, and is not capable of sustaining us on 
its own. It is only knowledge -- the knowledge of how to convert raw materials into 
a life-support system -- that keeps humans alive, even in the place where our 
species evolved. (We came into existence already depending on the cultural 
knowledge of our ancestral species.)
The only limits to human understanding and transformation of resources are 
whatever is forbidden by the laws of physics. Why is that? Why are humans not 
limited in the way all other species are?



All physical transformations are either forbidden by the laws of physics or 
achievable given the right knowledge. If no amount of knowledge could cause a 
physical transformation to happen, then there must be a law of physics to explain 
that. So the transformation is impossible only because a law of physics forbids it, 
not because there are other limits to what can be achieved with the right 
knowledge.

Humans are people (entities which can create and use explanatory knowledge). 
Having the ability to create and use explanatory knowledge gives people power to 
build anything ("transform anything into anything") and is only limited by the laws 
of physics, not by parochial factors, like for other species. Other species have 
only non-explanatory knowledge, which is not universal. Explanatory knowledge 
can engage with phenomena that have not been experienced, or that don't exist, 
which makes it universal -- non-explanatory knowledge cannot. 

Differences between humans and other species:
 - explanatory vs. Rule-of-thumb knowledge
 - people create knowledge by conjectures and criticisms of ideas, rather than by 
variation and selection of genes

This is why humans can live in any environment, others only in environments 
hospitable to them.

What environment allows for creativity -- knowledge creation -- to continue 
indefinitely?
-access to matter (raw materials)
-access to an energy supply
-evidence -- information for testing scientific theories

Problems are inevitable
-There can't be an ultimate explanation -- that's an easy to vary idea -- and 
"nothing can be explained only in terms of itself" (Why that ultimate explanation 
and not another?)
-Fallibilism: Knowledge creation is error prone, and more than that, errors are 
"common, and significant, and always will be, and correcting them will always 
reveal further and better problems."

Problems are soluble
-Because people's ability to create and use explanatory knowledge is only limited 



by the laws of physics, it is possible to create the knowledge to solve the 
problems that come up

All throughout the physical world, the laws of nature are the same; matter, energy, 
and evidence are available; any physical transformation not prohibited by the 
laws of physics can be brought about with the right knowledge. This unity is more 
significant than the differences between such apparently dissimilar parts of the 
physical world as our solar system and seemingly empty (in comparison) 
intergalactic space.

The universe is a knowledge-friendly place, and therefore people-friendly (to 
those people who have the right knowledge) -- there is matter, energy, and 
evidence almost everywhere, even in intergalactic space

Why are knowledge, and people, significant?
-making predictions about the universe involves taking a stance on the presence 
or absence of people and their aspirations
-most physically possible phenomena can only be brought about by people
-one must understand everything significant in order to understand human 
behavior, which makes people the most significant thing in nature

-Kristen



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: October 2, 2011 at 2:54 PM

On Mon, Sep 26, 2011 at 6:40 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Sat, Sep 24, 2011 at 10:23 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Sat, Sep 24, 2011 at 8:49 AM, Abraham Lewis <abrahamwl@gmail.com>
wrote:

I don't buy this line of reasoning at all. Not only do we not know what all
the laws of physics are but we do not even know how the laws of physics we
do know and understand apply to whether taxation (or a similar alternative)
is possible. Just like knowledge is tied to the laws of physics, even though
none of them say anything about the knowledge, taxation is tied to physics.
So the fact that none of them say anything about taxation doesn't mean
anything. There's no logically valid reason for concluding that it's
possible. The only thing you can conclude is that it might be possible.

We have to judge using our current understanding of the laws of
physics. Just because our knowledge of physics (or anything else) is
imperfect doesn't mean we shouldn't use what we have.

The argument that we don't have perfect knowledge of physics so we
never know what is possible, only what "might be possible", applies to
everything. Because it applies to everything, it cannot differentiate
some claims as worse than others, it cannot criticize.

It applies not just to taxes but also to whether it's possible to land
a person on Mars. Or establish a lunar colony. Or eliminate sunburn.
Maybe some undiscovered law of physics renders those impossible. If
you want to say those are only "might be possible", then everything is
"might be possible", and so the idea of life without taxes has just
the same status as life without sunburn. That's no argument for the
necessity of taxes, it's a generic argument for saying "maybe" all the
time.



All our knowledge is always tentative, fallible, and "maybe". This
isn't a problem and it's no argument against any particular claim.

I haven't invented a way to eliminate sunburn. Or to make a lunar
colony work. No one else has, either, yet. But I don't think you will
object to my claim that those are possible.

I also think there are some good arguments
for why it is not possible.

Do you know an argument about this, that I don't, which has something
to do with any law of physics? If so please share it. If not -- if
there is an objection/obstacle/problem of another type -- then what
could make it impossible to overcome if not a law of physics?

Everything real in our universe has to do with the laws of physics. The
larger argument is slightly involved but the core issue is this:
When people form together in governments, they agree that they will a) not
use violence against each other, and b) use violence against anyone who
would use violence against one of their number.  Point (b) is absolutely
necessary, because only by having someone else put their life on the line in
defense of you, can you be sure that they aren't complicit in your murder.
The reason people would be willing to live up to (b) is because anyone who
uses violence against another member is a threat to the rest of the group.
So, the execution of (b) is due to the self-interest of all parties. In
summary, not using violence against someone (a) is necessarily tied to
defending that person

But what if you're on different planets and simply leave each other
alone, but don't defend each other? People can be independent of each
other and still be peaceful. You're basically implying that any
intelligent aliens in another galaxy have to defend us to not use
violence against us. But actually they do neither.

(b) because it is far too easy to circumvent (a) if
you don't have to do (b). This means that at the level of violence, anyone
who is not for you is a threat and you are a threat to them from their
perspective (regardless of your personal morals or what you say). Thus
anyone who is unwilling to pay taxes for your defense is under the threat of



your violence, since they've deliberately placed themselves outside of a
peaceful relationship with you. Thus, even if we said paying taxes is
voluntary, but you don't get the benefit of police protection (etc.) we
would still effectively be threatening them with violence for not paying
taxes.

Murdering people (and violence in general) is a bad way of life. So
with sufficient knowledge, no one will want to do it. So the problem
you think Government is needed to help with, can itself be solved.
People will prefer truth seeking -- which is better for everyone --
instead of violence which is a worse way of seeking good outcomes.

You have said elsewhere that morality outweighs everything else. And I
figure you deem murder and aggressive violence immoral. But on the
other hand, you expect them to definitely continue forever. So are you
saying a moral society isn't possible? What's the point of calling
stuff moral if it's not possible? And what is to stop people from
choosing morality, if they understand what it is? You would choose
morality, right? Neither you nor I want to violently harm any
innocents. If it's possible for us, why not for others?

Also murdering people will become, for all intents and purposes,
impossible, due to technology. People will have tons of backups spread
across galaxies. The locations of many will be private, and they'll
have anonymous, untraceable, encrypted ways to communicate. Possible
vs impossible is a *big*, *grand* issue that one has to take a really
futuristic look at.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Reason
Date: October 2, 2011 at 3:23 PM

On Mon, Sep 19, 2011 at 12:01 PM,  <Westmiller@aol.com> wrote:
Anonymous Person - Sep 18 01:27AM:

My question was about induction, not empiricism. So this does not answer
it.

Actually, you asserted that *verification* is an inductivist myth:

Anonymous Person wrote on Sep 14 08:37PM
Verification is an inductivist myth, logical criticism is one
type of many, and truth is never evident.

Since the common method of falsifying scientific claims is by verifying the
facts asserted, I could only conclude that you were faulting empirical
verification of the facts as being a "myth" ... which is a claim about
empiricism.

You said that induction is not a "myth" (with scare quotes).

Scare quotes alert the reader that I am disputing the use of the word, when
some other word (e.g.: "inadequate") is proper. If you want to offer a quote
from either Popper or Deutsch that "induction is a myth" or that
"verification is an inductivist myth", then I will grant the fact. However,
I never said that they DID NOT make that assertion ... I was making that
assertion independently. The intervening sentence made the association.

Popper used the word myth. You could have googled it:

http://www.google.com/search?
client=safari&rls=en&q=popper+induction+myth&ie=UTF-8&oe=UTF-8

The snippet text of the first result says, "Popper famously declared
that induction is a myth".

Wikipedia also provides this information along with a quote and cite.

_Conjectures and Refutations_, by Popper, p 70: "Induction ... is a myth"

http://www.google.com/search?client=safari&rls=en&q=popper+induction+myth&ie=UTF-8&oe=UTF-8


Deutsch calls induction "fictitious" and "non-existent" (in the
terminology sections of his books) and gives the same kind of
explanations as Popper.

Deutsch and Popper both explain that induction is a myth in the
following sense: no one has ever done induction and it's literally
impossible to do. So the idea that people learn by induction is a myth
since it's never happened.

Instead of trying to dispute the contents of books you have not read,
on topics you're not familiar with, you ought to try listening.
Learning requires some humility, some understanding of what one
doesn't know. By recognizing ignorance one gains the opportunity to
try to change it.

Some philosophies you can guess their contents without reading
anything because they are restatements of common sense. And some you
can read a little bit and know most of it, because they don't say a
lot. Popper is different. He offers a lot of ideas, some of which
dramatically contradict most people's intuition.

Learning requires having an open mind, and being willing to change it.
Often people find that hard in areas where they have studied a lot and
know a lot; they grow arrogant and start believing in their own
authority. Areas where one has no background, nothing invested, no
history, are easier areas to be a humble learner who asks questions
instead of trying to impress people with his knowledge, status and
authority. By getting this right in the easier areas, one may even be
able to later do it in harder areas. It's a great opportunity to
develop a skill and then apply it more widely; and the alternative is
never to learn much of anything.

Verification is an inductivist myth because there is no possible way
to verify (or support or justify) anything. The concept (or set of
related concepts) is misconceived.

... Do you acknowledge yourself as being in opposition to



them regarding epistemology?

Epistemology is a very broad category of assertions. I agree with *almost
all* of Popper and Deutsch's arguments

You can't agree with almost all of someone's arguments without knowing
almost all of their arguments.

... but I think they lack some
critical analytical elements (e.g.: an explanation of logical abstractions).

But Popper and Deutsch both cover the topic of abstractions. They
aren't lacking that.

Popper has his theory of three worlds and Deutsch has, e.g., chapter 5
of BoI titled "The Reality of Abstractions".

Before you can criticize people for lacking things you need to be
familiar with most of their work.

You need a better understanding of what Popperian epistemology is
before you'll be able to make any good criticisms. This attempt at
criticism of them, for not covering topics which they do cover, simply
speaks to ignorance.

I also think they misrepresent empiricism as being devoid of any
appreciation of logic, creativity, or extensions of sensory observation.

Accusing empiricism of being devoid of those things is not how Popper
and Deutsch criticize it. You have misunderstood or omitted their
arguments.

What you should do is focus first on learning their arguments, before
you expect to challenge them. Begin by trying to explain their
positions sufficiently well that their supporters will accept it
instead of saying, "that's not our position". Expect this to require
several iterations (as it took all their supporters to understand,
too). Once you succeed, then try again to criticize, if you are not
yet persuaded.



Do you have any criticism to offer of their arguments about induction?

I totally agree with them

Except that you don't. You think induction isn't a myth, and they
think it is a myth. You need to learn what their positions are before
you challenge them or claim agreement.

that induction cannot establish the *absolute
truth* of any proposition.

They explain that induction doesn't work at all, not that induction is
fallible. You aren't presenting their position.

Inductive arguments depend on available knowledge
and persistent verification ("the sun rises"), but they can't prove that the
proposition will always be true.

This is completely anti-Deutsch/Popper. You present it as agreement
but it is total disagreement.

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Guiding Abstract Principles (was Intellectual Property is Not 
Property)
Date: October 2, 2011 at 5:56 PM

On Mon, Sep 26, 2011 at 7:32 AM, Abraham Lewis <abrahamwl@gmail.com> 
wrote:

On Sat, Sep 24, 2011 at 10:52 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Sun, Sep 11, 2011 at 10:03 PM, Abraham Lewis <abrahamwl@gmail.com>
wrote:

The other kind of gradualism is also
important. That is, it is important that people be informed ahead of time
about changes to law and systems, and that those changes be simple and clear
enough to be understandable.

I agree that that is important.

Now there are two things about all this that make talking about it
difficult.
First, both piecemeal and gradual are not well defined. How gradual does
a
change have to be to count as gradual or not? Likewise, how piecemeal
does a
change have to be to be piecemeal? Because of this, the discussion seems
to
devolve into characterizing everything in extremes. Things are either
piecemeal (if I am espousing them) or Utopian, and either gradual (if I
am
for it) or revolutionary.

Gradual/piecemeal means doing the smallest improvements that are
improvements, repeatedly, instead of doing big steps unnecessarily.

Right, but that's not, by itself, very useful for discussing the merit of a



specific change, because "smallest", "improvement", and "smallest
improvement" are not always clear in a specific context,

Right, you have to come up with arguments about what is an
improvement, and what is the smallest option.

The point is if one person says, "Let's do X, not Y. They are both
improvements. But X is the smaller change. It has less risks.
[explanation of why]" then that is a good argument, it's the right
kind of argument to make.

Gradualism tells you what type of things to aim for in general, but to
figure out which ideas have those traits you have to think and make
topical arguments.

and unless you can
provide specific arguments for why something is not the smallest
improvement, saying something is not piecemeal is not much better than just
declaring it to be a Utopian revolutionary scheme. "Changing laws to match
abstract principles" was criticized for not being piecemeal, but how can
really argue that in the abstract case?

Whatever the phrase means, the point is: consider a process that isn't
about modifying existing things, but just ignores them to abstractly
try to reason out what would be ideal, and then tries to implement
that. That is bad. That is the wrong way.

Second, both concepts are frequently, but not necessarily, the same in
practice leading to a tendency to equivocate between them.
Finally, I think we have been doing a lot of arguing past each other. I
have
been arguing that "changing laws to match an abstract theory" is both
important and compatible with piecemealness and gradualism.

Changing a law from what it is now, to something else (created not by
starting with the current thing and modifying it, but simply inventing
something new and different), is a big change in one step. It's trying



to achieve reform in one big leap instead of a succession of smaller
modifications. So it's not piecemeal, it's wholesale.

But piecemealness, by your definition above, is not just about small
*changes* but about small *improvements*. Even if we grant that replacing a
law with another is necessarily a big change in a meaningful sense (which I
doubt), that still doesn't demonstrate that it's still not the smallest
improvement.

So, you think in some cases there is no possible way to make piecemeal
progress. The only thing to be done is to get rid of something big and
get something new to replace it.

Can you give an example which you think has no possible way to make
piecemeal progress?

We guess it can be done without coercion, and we currently have no
criticism of that guess, nor any non-refuted rival theories. That's
all knowing ever is -- tentative and fallible.

Given that all knowing is tentative and fallible, it does not follow that
everything tentative and fallible is knowledge. All arbitrary guesses are
tentative and fallible, but they are not knowledge. The criticism of your
guess is that the contradictory guess is just as valid,

The contradictory guess is not just as valid because I have a
criticism of it: it violates liberal ideas which we've had a lot of
success with and which we've never found a problem with (that is, no
problems with the core ideas as we know them today. there were
problems with older versions which we fixed).

It is also a mistake to assert that
something is possible unless you know a way that it is, or have a proof
that
it is.

You're generically saying not to use our current understanding of the
laws of physics to say what is possible or not. You ask for more



perfect knowledge or want us to stop making assertions. This is a
generic attack on asserting anything. You're attacking knowledge you
have no criticism of (like our current understanding of physics), and
demanding the impossible (proof, JTB -- infallibility) as the only
acceptable standard.

The problem is that you're not using our *knowledge* of the laws of physics
to assert that something is possible--you're using our *ignorance* of the
laws of physics. That is, you don't know what the laws of physics really say
about the possibility of taxation, and are therefore assuming that they
allow it. You have no explanation for how our current understanding of the
laws of physics allows for non-taxation, other than vague statements that
the laws of physics don't mention taxation.

They allow it by allowing humans freedom and a great scope to conduct
their affairs as they wish. They allow it by their very structure: the
laws of physics do things like specify laws of motion, which allow us
to move around, but do not specify what we do with that motion.

There's simply nothing to stop us. The claim that one day we might
discover that progress has limits, that some things are inexplicable,
that some problems are not soluble, is a bad claim. One reason is
because it is an easy to vary (bad) explanation: why do you claim
taxes may turn out to be inevitable, rather than something else? You
could have said curtains instead of taxes. Or prisons. Or nuclear
power plants. Or that there can be no technology to defend against
nuclear weapons.

That's going by your argument here. Elsewhere you tried to give a
legitimate argument that taxes are inevitable (to do with violence and
the need for Government to suppress it). I attempted to address that
in my reply to it earlier today.

Do you think that morality outweighs all other concerns?

Yes. That's one of the key characteristics of morality.



A key characteristic of morality is that it's *good for everyone in
all ways*. Therefore it has no need to outweigh anything because it's
compatible with everything good (and bad things can be criticized and
people can change their mind about them, instead of outweighing.
that's better, it means people learning stuff instead of being
overruled while not knowing better).

You're claiming inherent conflicts of interest or insoluble problems. Why?

I am not. Your claim that morality is "good for everyone in all ways" is a
subset of the claim that morality outweighs all other concerns, because, if
your claim were true (which I don't necessarily have a problem with) my
claim ("morality outweighs all other concerns") would follow.

Weighing refers to a process of adjudicating conflict.

It determines a winner.

It's only necessary if there is a conflict. And only if it's not
resolved by other, better means. The reason weighing is a worse way is
that it does not resolve the conflict, it simply chooses a side to be
the loser. If there is a solution -- a way for all sides to be winners
-- then weighing would be inappropriate.

So, because there are no insoluble problems, no conflicts without
resolution, weighing is the wrong approach, there's never a time to
use it. Any time weighing is used it is giving up on finding a
solution which could have been found.

As I am pretty
sure I mentioned earlier, if a moral principle conflicts with a concern then
either the moral principle is wrong or the concern is immoral. *Both* are
possible. If the moral principle is not wrong, then the moral principle must
outweigh the concern.

It doesn't have to be that way. It could be that there actually is a
way to get both. It could be the concern contains a mistake, and can



be modified to be compatible with the moral principle and keep the
main idea (the thing the person with the concern actually cares about)
while giving up some part of the initial version of the concern which
was bad. It could be the concern as a whole is mistaken, and the
person can be better off without it -- it is in his interest to change
his mind about this concern.

I think it's always like this: all problems have solutions by which I
mean solutions *without downsides*.

If you regard morality as having downsides -- as conflicting with some
non-mistaken concerns -- then we disagree, and I'd call that believe
in inherent conflicts of interest or insoluble problems.

If you regard morality as having no downsides, then what can conflict
with it other than something mistaken? Something a person is better
off changing his mind about. (Or, as you say, conflicts can be also
caused by our mistakes about what morality is.)

Or do you think that nothing good can contradict morality? That's true
with perfect morality but not true with our current flawed conception
of morality, including our broad moral principles which often lack
some precision.

I agree, but I believe that whatever the perfect morality would be, it
would
necessarily include us holding inviolable what we believe to be moral
principles. Thus, while we can be wrong to not violate our sense of
morality, we cannot be right to violate it.

But what if people have moral principles, today, which prevent
themselves from being changed? E.g. what if they feel that criticism
is morally mean? Or what if they feel that faith is morally superior
to reason? Are such things inviolable forever?

Morally, yes, but fortunately people that object to criticism on moral
grounds can still listen to criticism, and I don't think (almost) anyone
believes that absolute blind faith is moral solely on the grounds of



absolute blind faith in that principle.

If you want your sense of morality to be right you have to change it
sometimes. You can't ever be totally attached to your current beliefs.

Fortunately, changing your sense of morality does not require violating that
sense of morality, unless you believe it is immoral to change your sense of
morality in an abstract sense.

Ah, we had a misunderstanding.

You mean that we should not violate a moral principle while we hold
it, but we can criticize it and change it, and then violate it
afterwards.

By saying they are inviolable, you didn't mean they are to be
persevered and maintained.

Inviolable means "never to be broken". I think it normally has a
timelessness to it, instead of just being temporary until you change
your mind.

Are you saying that coercion might not be eliminated because we might
discover it's good?

That goes against pretty much everything we know about epistemology
and morality. And there is nothing in physics to suggest it. There are
so many criticisms of that idea (e.g. coercion *hurts* so that's bad).
So we should reject it (tentatively, fallibly).

It is, like you said above, just an appeal to self defense. I would
ultimately argue that taxation for the purpose of defense from violence (and
its ilk) is either a form of self-defense or a subset of the same moral
genre of violence as self-defense.

And what's to stop us from inventing better methods of self defense?
Currently we pool money with taxes to afford big things that
individuals can't buy. It is because of lack of wealth. What happens



when every person is a trillion times richer than any current
Government? Then we won't need to pool our wealth for stuff like this,
and we certainly won't need to make someone contribute who doesn't
want to. Even if we had a ton of free riders it wouldn't really matter
since any single person could easily afford everything on his own. If
I was rich enough, I'd be happy to pay for your defense just to win
this argument!



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: October 3, 2011 at 1:04 AM

On Wed, Sep 28, 2011 at 10:35 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 28, 2011, at 7:59 AM, Abraham Lewis wrote:

Even if all arguments for the necessity of taxation are defeated, I would
still argue that we, at the very least, shouldn't make claims either way
about whether taxation is necessary or not, until we have a good argument
for why taxation is not necessary. (For the reasons I explained before, I
don't take "problems are soluble," as such an argument.)

We should expect no taxation to be possible because if any service is
inefficient (costs more than value) then it's not worth having (so don't
provide it, and no tax needed), and if any service is efficient (creates
more value than cost by enough margin to be worth bothering with compared to
other opportunities) then people can pay for it gladly.

Taxes aren't necessary because everything worth having is worth buying
(directly). Taxation can't make economic transactions more efficient or
better.

Note that even if taxes were economically efficient somehow, they still
wouldn't be necessary because people could simply choose to give up some
money to not have taxes.

If passivity is not neutral, as I have argued, then refusal to protect
someone from violence is itself a threatening act. That means that
tax-funded protection from violence would need to extend even to people who
didn't pay it (not an option for reason that I don't think I have to go
into) or not extend to those people and thus take a threatening position.
Thus taxes (and their ilk) are necessarily taxes by virtue of the service
being provided. Some people would pay such taxes gladly and others would
begrudge it, but they're both paying taxes; just as some would gladly work
for a living and others would grudgingly work for a living, but they're both



doing the same thing.

Of course, David has a counterargument for my claim that passivity is not
neutral, which will have to be dealt with separately.

What other claims are there to deal with? Some things the Government does
aren't possible to do if you're not a Government? Why not?

The simple reply would be that the only the government can do things that
are sufficient to categorize something as a government.

What special advantage does the Government have at doing useful things?

Also taxes cause suffering and problems are soluble... You seem to reject
that argument but ... why?

Where does the argument in BoI go wrong? Are you claiming you found a
mistake in BoI? If so please point it out. Or do you think I misunderstood
BoI's point and it means something else? Or what?

I don't think taxes necessarily cause suffering. Another way of putting that
is to say that I don't accept taxes for the sake of defense from violence to
be a problem.

Also, I object to this general form of argument. "Problems are soluble," as
argued for in BoI, is not a logical panacea. In short, you are equivocating
on the phrase "problems are soluble." I've made the same point before in
this forum, but I can restate it here if you think that would be helpful.

I think you must agree that creating a modern society that *temporarily*
has no taxes is a possible physical transformation. But you think it would
soon fall apart? Why?

Either such a society would be built on an implicit agreement that they



would defend each other from violence or the society would "fall apart" as
people didn't defend each other from violence and it became obvious to
people that they want a better system.

Do you also regard world peace as impossible? The end of crime as
impossible? Both of those can be accomplished by every person having
sufficient moral knowledge. So what is to make it fall apart?

It is conceivable that some day people will be in a position where nobody
ever wants to use violence against someone else, and, furthermore, is not
going to make a mistake of using violence against someone else (say, when
they're angry or something) and that people will be so secure in that
position (ie. people won't have their morality changed by accidents or
insidious new memes, and new people will achieve that enlightened morality
before they have the chance to use violence). That would be a good goal to
work for, and I wouldn't argue that it's impossible, but that I don't have
any specific explanation for how it would be possible.

It seems quite possible within the worldview of BoI, that both things would
decrease continually, as the general trend, and yet never disappear
permanently. That is, "problems are inevitable, but problems are solvable"
may apply *within* the issue of violence. That is, it seems perfectly
possible that "problems of violence are inevitable, but problems of violence
are solvable." This may not be as bad a thing as it seems.

(While I am thinking about it, I will restate my criticism of that line of
argument as the Lewis Theory of Corroboration:

1. Assume there is a conjecture, C, with no known corroboration.
Hypothesis A: For every conjecture for which there is no known
corroboration, there exists a contradictory conjecture for which there is

no
known criticism.
2. The existence of a contradictory conjecture for which there is no

known
criticism constitutes a criticism.
3. There is a criticism of C. (A and 2)
4. Therefore, for every conjecture for which there is no known



corroboration, there is a criticism.

This is pretty interesting line of argument that I need to think about
further.)

If by "corroboration" you mean Popper's term, then this argument fails to
apply to all non-scientific (that is, non-empirical) ideas.

I did mean Popper's term. The fact that some theories cannot be corroborated
does not prevent them from not having any corroboration. However, the
implications of such an argument are hard to swallow.

It would be more accurate to use the super-set of Popperian "corroboration".
More generally we can talk of corroboration as the existence or observation
of a fact, or a positive argument, that is in line with the theory and
contradictory of a competing theory. You might argue about or question what
such facts or arguments actually demonstrate, and the answer is that their
*lack* logically demonstrates the existence of a criticism.

-- 



From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: October 3, 2011 at 3:12 AM

Anonymous Person wrote on Sep 14 08:37PM
Verification is an  inductivist myth ...

Westmiller wrote:
... If you want to offer a quote from either Popper or Deutsch  that

"induction is a myth" or that "verification is an inductivist myth", then I
will grant the fact ...

Anonymous Person wrote:
Popper used the word myth. You could have  googled it ...

I did, but couldn't find the full Popper quote, which is:
"Induction, i.e. inference based on many observations, is a myth. It  is

neither a psychological fact, nor a fact of ordinary life, nor one of
scientific procedure." - Conjectures and Refutations

... so, I'll happily grant that Popper called induction a myth. My point
was that, in MY view, *verification* is not a myth, since it is  essential to
the process of falsification.

However, Popper also had some interesting things to say about myths:
"Science must begin with myths, and with the criticism of myths;  neither

with the collection of observations, nor with the invention of
experiments, but with the critical discussion of myths, and of magical  techniques 
and
practices." - Conjectures

Deutsch and Popper both explain that induction is a myth in the
following sense: no one has ever done induction and it's literally impossible to
do. So the idea that people learn by induction is a myth since it's never
happened.

I think the more accurate characterization is that induction cannot prove
an absolute truth. I agree with that statement. I also agree with Popper's
assertion above, that science must begin with "myths" (though I'd reserve



that word for supernatural explanations). Deutsch uses conjectures, which  is
fine. I'd prefer informed hypothesis.

Instead of trying to dispute the contents of books you have not  read, on
topics you're not familiar with, you ought to try listening. Learning
requires some humility, some understanding of what one doesn't know.

I can do without authoritarian lectures. I'm interested in discussing
ideas, not vague characterizations of other people's views. As far as I'm
concerned you got the facts wrong, misrepresented my statement, then tried to
wiggle out of it with partial citations. Google "humility" ... I don't  think
lectures qualify.

Bill

-- 



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: October 3, 2011 at 3:38 AM

On Mon, Oct 3, 2011 at 12:24 AM, Anonymous Person <
unattributedemail@gmail.com> wrote:

On Mon, Sep 26, 2011 at 6:40 AM, Abraham Lewis <abrahamwl@gmail.com>
wrote:

On Sat, Sep 24, 2011 at 10:23 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Sat, Sep 24, 2011 at 8:49 AM, Abraham Lewis <abrahamwl@gmail.com>
wrote:

I don't buy this line of reasoning at all. Not only do we not know what
all

the laws of physics are but we do not even know how the laws of physics
we

do know and understand apply to whether taxation (or a similar
alternative)

is possible. Just like knowledge is tied to the laws of physics, even
though

none of them say anything about the knowledge, taxation is tied to
physics.

So the fact that none of them say anything about taxation doesn't mean
anything. There's no logically valid reason for concluding that it's
possible. The only thing you can conclude is that it might be possible.

We have to judge using our current understanding of the laws of
physics. Just because our knowledge of physics (or anything else) is
imperfect doesn't mean we shouldn't use what we have.

The argument that we don't have perfect knowledge of physics so we
never know what is possible, only what "might be possible", applies to
everything. Because it applies to everything, it cannot differentiate
some claims as worse than others, it cannot criticize.



It applies not just to taxes but also to whether it's possible to land
a person on Mars. Or establish a lunar colony. Or eliminate sunburn.
Maybe some undiscovered law of physics renders those impossible. If
you want to say those are only "might be possible", then everything is
"might be possible", and so the idea of life without taxes has just
the same status as life without sunburn. That's no argument for the
necessity of taxes, it's a generic argument for saying "maybe" all the
time.

All our knowledge is always tentative, fallible, and "maybe". This
isn't a problem and it's no argument against any particular claim.

I haven't invented a way to eliminate sunburn. Or to make a lunar
colony work. No one else has, either, yet. But I don't think you will
object to my claim that those are possible.

That is not the argument I am making. You are right that we have to judge
based on the laws of physics we know, but the laws of physics we know tells
us useful things about some conceivable possibilities and don't really tell
us anything useful about other conceivable possibilities. The issues you
bring up like landing on Mars, living on the moon, or eliminating sunburn
are in the first category, while the eliminating taxes is not. (For the sake
of example, at least.) We have explanations based on analogies to things
we've already accomplished. We can prevent sunburn by staying inside, we
have been to the the moon, and have lived in space, and have sent things to
Mars. So we have good explanations for how we extend those accomplishments
to similar situations. However, as you have pointed out, all those
as-yet-unaccomplished things *might* be impossible due to unforeseen laws of
physics. But the same is not true of getting rid of taxes. Where is the
society without a government or without violence? What society comes even
close? Even the least violent societies are those societies with the most
effective systems for enforcing their laws. You (plural) have theorized that
such a society is possible with everyone having moral knowledge such that
they never want to enact violence on someone else, but that advance is the
moral equivalent of cold fusion, or maybe even more theoretical (I don't
actually know how theoretical cold fusion is).

However, let's assume that you're right, and getting rid of taxes is in the
same category as getting rid of sunburn. I wouldn't base a moral position on



assumption that getting rid of sunburn is possible *either*. At least in
this situation where *actually* being able to function without taxes is what
really matters. That is, you and I can both agree that until you actually
have a system to work without taxes it doesn't matter whether it's possible,
according to the laws of physics. You need such a system before you can get
rid of taxes.

I also think there are some good arguments
for why it is not possible.

Do you know an argument about this, that I don't, which has something
to do with any law of physics? If so please share it. If not -- if
there is an objection/obstacle/problem of another type -- then what
could make it impossible to overcome if not a law of physics?

Everything real in our universe has to do with the laws of physics. The
larger argument is slightly involved but the core issue is this:
When people form together in governments, they agree that they will a)

not
use violence against each other, and b) use violence against anyone who
would use violence against one of their number.  Point (b) is absolutely
necessary, because only by having someone else put their life on the line

in
defense of you, can you be sure that they aren't complicit in your

murder.
The reason people would be willing to live up to (b) is because anyone

who
uses violence against another member is a threat to the rest of the

group.
So, the execution of (b) is due to the self-interest of all parties. In
summary, not using violence against someone (a) is necessarily tied to
defending that person

But what if you're on different planets and simply leave each other
alone, but don't defend each other? People can be independent of each
other and still be peaceful. You're basically implying that any
intelligent aliens in another galaxy have to defend us to not use
violence against us. But actually they do neither.



This is dependent on ability. One's ability to hurt someone is roughly
equivalent to their ability to defend that person from attack. This is one
of the reasons countries have borders within which only citizens are
normally allowed.

(b) because it is far too easy to circumvent (a) if
you don't have to do (b). This means that at the level of violence,

anyone
who is not for you is a threat and you are a threat to them from their
perspective (regardless of your personal morals or what you say). Thus
anyone who is unwilling to pay taxes for your defense is under the threat

of
your violence, since they've deliberately placed themselves outside of a
peaceful relationship with you. Thus, even if we said paying taxes is
voluntary, but you don't get the benefit of police protection (etc.) we
would still effectively be threatening them with violence for not paying
taxes.

Murdering people (and violence in general) is a bad way of life. So
with sufficient knowledge, no one will want to do it. So the problem
you think Government is needed to help with, can itself be solved.
People will prefer truth seeking -- which is better for everyone --
instead of violence which is a worse way of seeking good outcomes.

The problem that government addresses is not just actual violence but the
potential for violence. Let's suppose that everyone alive believed that they
shouldn't attack each other. Wouldn't it still be good to agree that, if
someone *was* attacked, we should defend them? There are other issues too:
like just because someone says they don't want to attack you doesn't mean
they don't, making agreements based on lies is fraud, which is a kind of
violence. Thef issue of gaining pragmatic confidence that people won't
attack you is a related but different problem than making it so that those
people don't want to attack you. It can be the case that two people want
peace but neither knows or believes that the other does, but such a belief
would be necessary too.



You have said elsewhere that morality outweighs everything else. And I
figure you deem murder and aggressive violence immoral. But on the
other hand, you expect them to definitely continue forever. So are you
saying a moral society isn't possible? What's the point of calling
stuff moral if it's not possible? And what is to stop people from
choosing morality, if they understand what it is? You would choose
morality, right? Neither you nor I want to violently harm any
innocents. If it's possible for us, why not for others?

I expect them to continue for the foreseeable future (ie. I see no way to
get rid of it), at least. I am less interested in whether we might be able
to some day get rid of it with unimagined technologies and advances in
knowledge. As long as we don't have a way to get rid of violence, whether we
expect it to continue forever is not directly relevant to decisions now, but
even if it were, there's a difference between expecting it to continue
forever, expecting it not to, and not having any particular expectation. If
I had to guess, I would guess that it will continue forever, though not
necessarily in the same forms or in as severe of forms. But for the sake of
argument I can say that we shouldn't believe that it is possible to get rid
of taxes without asserting that we should believe it is impossible.

Also murdering people will become, for all intents and purposes,
impossible, due to technology. People will have tons of backups spread
across galaxies. The locations of many will be private, and they'll
have anonymous, untraceable, encrypted ways to communicate. Possible
vs impossible is a *big*, *grand* issue that one has to take a really
futuristic look at.

Murder is not the only kind of violence. Killing someone's "primary clone"
is obviously violence even if they have a backup. That would be an example
of a new kind of violence made possible by technology. In the BoI way, you
may have solved the problem of murder and created a new problem of "clone
murder" that is, itself, solvable, presumably. Thus, just like we can't
reach the end of infinity, where we have perfect knowledge, it is possible
that we can't reach the end of infinity where we have no violence.



-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Reason
Date: October 3, 2011 at 3:57 AM

On 3 October 2011 08:12,  <Westmiller@aol.com> wrote:
Anonymous Person wrote on Sep 14 08:37PM

Verification is an inductivist myth ...

Westmiller wrote:
... If you want to offer a quote from either Popper or Deutsch that
"induction is a myth" or that "verification is an inductivist myth", then I
will grant the fact ...

Anonymous Person wrote:
Popper used the word myth. You could have googled it ...

I did, but couldn't find the full Popper quote, which is:
"Induction, i.e. inference based on many observations, is a myth. It is
neither a psychological fact, nor a fact of ordinary life, nor one of
scientific procedure." - Conjectures and Refutations

... so, I'll happily grant that Popper called induction a myth. My point was
that, in MY view, *verification* is not a myth, since it is essential to the
process of falsification.

Why?

However, Popper also had some interesting things to say about myths:
"Science must begin with myths, and with the criticism of myths; neither
with the collection of observations, nor with the invention of experiments,
but with the critical discussion of myths, and of magical techniques and
practices." - Conjectures

Deutsch and Popper both explain that induction is a myth in the following
sense: no one has ever done induction and it's literally impossible to do.
So the idea that people learn by induction is a myth since it's never
happened.

I think the more accurate characterization is that induction cannot prove an



absolute truth. I agree with that statement. I also agree with Popper's
assertion above, that science must begin with "myths" (though I'd reserve
that word for supernatural explanations). Deutsch uses conjectures, which is
fine. I'd prefer informed hypothesis.

When you write about a more accurate characterisation, do you mean
that what you say is an accurate characterisation of Popper and
Deutsch, or that the position that "induction cannot prove absolute
truth" is better than the position "induction is impossible"?

Instead of trying to dispute the contents of books you have not read, on
topics you're not familiar with, you ought to try listening. Learning
requires some humility, some understanding of what one doesn't know.

I can do without authoritarian lectures. I'm interested in discussing ideas,
not vague characterizations of other people's views. As far as I'm concerned
you got the facts wrong, misrepresented my statement, then tried to wiggle
out of it with partial citations. Google "humility" ... I don't
think lectures qualify.

Let's suppose that there was a good argument for induction that you
claim refutes everything Popper said about induction and showed that
people can do it, and that it is useful. You point me to this source,
and I refuse to read it and make claims about what arguments it
contains. This behaviour would get in the way of debate because your
source might be making a point I don't understand. And even if the
source is completely wrong, I can't reasonably expect to refute it
without being able to state the position given in the source. So if I
want to continue the debate I should read the source, right?

Alan



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Article on whether democracy is broken
Date: October 3, 2011 at 5:29 AM

On Fri, Sep 30, 2011 at 10:11 PM, Justin Mallone <justinceo@gmail.com>wrote:

http://www.cnn.com/2011/09/30/opinion/toobin-government-not-
broken/index.html?hpt=hp_c1

Author says democracy not broken!

After talking a bit about the differences between GOP and Dems, he says

These are profound ideological differences, not a failure of intelligence
or energy on either side. But the unwillingness of Democrats and Republicans
to agree is often taken as a kind of mindless intransigence rather than
principled disagreement.
Take NoLabels.org, a high-profile national organization that is trying to
organize around what it calls a nonpartisan agenda. In its statement of
purpose, NoLabels says, "Our political discourse increasingly offers up
cynical, petty partisanship at the expense of practical solutions to the
challenges facing our national well-being."
NoLabels trades on a persistent mythology that "practical solutions" exist
somewhere out there, but politicians simply refuse to find or accept them.
Not so -- as NoLabels itself proves. If these solutions are so apparent, why
doesn't the NoLabels website provide any?
The group proposes to organize members, hold meetings, create chapters and
raise money, and it calls on politicians to make "tough choices," but ... to
do what? That's not clear. The NoLabels "declaration" asserts, "We may
disagree on issues, but we do so with civility and mutual respect." That's
dandy, but it's also vapid.

There's a good spirit to his criticism here. I this guy knew more
philosophy, he'd might talk explicitly about how the NoLabels idea is
premised on an impossibility: that some explanation-less, value neutral
solutions can be found to pressing societal problems.

Democrats won major victories in the elections of 2006 and 2008, and

http://www.cnn.com/2011/09/30/opinion/toobin-government-not-broken/index.html?hpt=hp_c1


produced the results you would expect from their party: health care reform,
a stimulus program, an automobile industry bailout and an end to the
military's "don't ask, don't tell" policy. After the Republican landslide of
2010, tax cuts, deregulation and defunding of Planned Parenthood and
National Public Radio moved to the top of the agenda.
Frankly, this is as it should be. Elections matter. Labels matter.
Conflict is not a flaw in our system; it's a feature of it.

Similarly while there's a good spirit to this as well, it's not quite
right, I don't think. There's not an emphasis on the choice between
explanations involved in an election. That would be better than just talking
about "conflict," which to most people sounds bad, like pointless bickering.

BTW the whole idea that Congress should just "stop arguing and do
something" is silly and epistemologically unsound. Do what? There's no
obvious solutions to problems. People tend to mean something like "do what
*I* think would work." But they don't understand that the reason Congress
won't do that is not because they're willfully evil, but because the
Congressmembers and their constituencies *disagree* with those solutions.

This is good stuff, but one of the difficulties is that, while there is
real, principled disagreement going on based on (fairly) coherent paradigms,
there is also a great degree of "noise" going in the form of unfair
characterizations of the opposing view, ad hominem attacks, other logical
fallacies, pandering to existing constituencies, etc, as well as politicians
frequently doing things that do not agree with their stated agendas or
views. All of this affirms the idea in people's mind's that the
disagreements are not real disagreements of principle, but two sides being
close-minded.

Places like NoLabels.org may not even believe their own claims so much as be
trying to bring people who *do* believe  those claims into the conversation.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 3 notes
Date: October 3, 2011 at 11:52 AM

On Oct 2, 2011, at 9:35 AM, Kristen Ely wrote:

Ancient explanations of reality were anthropocentric -- explained in terms of 
humans, or supernatural human-like beings, and their thoughts and actions.

These explanations were overthrown by modern science, and this has been a 
fruitful way of proceeding -- so fruitful that anti-anthropocentrism has come to be 
seen as a universal principle, sometimes known as:

-the Principle of Mediocrity
     Humans have no significance in the cosmic scheme of things, we are 
mediocre, typical

Another influential idea about the human condition:

-Spaceship Earth
     We are adapted to our biosphere through evolution, but its capacity to 
support us is finite, and if we're not careful, we can ruin it and then have 
nowhere else to go.
Both ideas, at root, lead to the idea that the human way of doing things has 
limits -- there are some things we just won't be able to understand, our 
transformation of resources into life support can't go on indefinitely without 
destroying the world.

But the truth is:

-Humans *are* significant, and far from typical, if we look at how the universe is 
typically composed (cold, dark, empty space). (More on their significance 
below.)
      Something that is significant/fundamental: we can't just use parochial 
theories to explain it, or it appears in explanations of many other phenomena

-Most of the earth is hostile to human life, and is not capable of sustaining us on 
its own. It is only knowledge -- the knowledge of how to convert raw materials 
into a life-support system -- that keeps humans alive, even in the place where 
our species evolved. (We came into existence already depending on the cultural 
knowledge of our ancestral species.)



The only limits to human understanding and transformation of resources are 
whatever is forbidden by the laws of physics. Why is that? Why are humans not 
limited in the way all other species are?

Because we have intelligence (we are universal explainers). Other species don't 
have that.

And because of the "jump to universality", the difference is big. We didn't gain a 
universal explanatory repertoire (the set of explanations we can create, with 
universal meaning 100% of all the possible ones that any explainer could create) 
by having a 1% repertoire and then increasing it to 2%, 3%, 4%, and so on, 
gradually, all the way up to 100%. Instead there is a jump from near zero straight 
to 100%.

If it worked in the gradual way, then you would see some apes and dolphins at 
50%, some dogs at 20%, or whatever. Many species would have gone part way. 
And it'd be amazing if people were really at 100% instead of merely 99% (usually 
it's hard to get to exactly, literally 100% via gradual progress).

But universality is not achieved by adding features one by one to cover every 
specific issue. Instead it is achieved by *reach*. A small number of things with a 
lot of reach can cover an entire domain.

In this case, the method of guesses and criticism is universal: it can create any 
explanation.

If you take one part away then it's not half as good but just doesn't work. There's 
no halfway.

All physical transformations are either forbidden by the laws of physics or 
achievable given the right knowledge. If no amount of knowledge could cause a 
physical transformation to happen, then there must be a law of physics to 
explain that. So the transformation is impossible only because a law of physics 
forbids it, not because there are other limits to what can be achieved with the 
right knowledge.

Humans are people (entities which can create and use explanatory knowledge). 
Having the ability to create and use explanatory knowledge gives people power 
to build anything ("transform anything into anything") and is only limited by the 



laws of physics, not by parochial factors, like for other species. Other species 
have only non-explanatory knowledge, which is not universal. Explanatory 
knowledge can engage with phenomena that have not been experienced, or 
that don't exist, which makes it universal -- non-explanatory knowledge cannot.

Differences between humans and other species:
 - explanatory vs. Rule-of-thumb knowledge
 - people create knowledge by conjectures and criticisms of ideas, rather than 
by variation and selection of genes

This is why humans can live in any environment, others only in environments 
hospitable to them.

What environment allows for creativity -- knowledge creation -- to continue 
indefinitely?
-access to matter (raw materials)
-access to an energy supply
-evidence -- information for testing scientific theories

Here is a nice book about this, Incandescence:

http://www.amazon.com/Incandescence-Greg-Egan/dp/1597801283

It's a sci fi story in which people (who are not human) develop physics, and solve 
problems, in a very different environment than Earth. But they have the 
necessary ingredients for knowledge creation and that is sufficient.

Their environment is more hostile than Earth according to common sense. It has 
dangers and problems we do not have. But it also has many advantages. Trying 
to point out all the ways that their situation is better than the one on Earth could 
be a way to bring home Deutsch's point that the Earth is not inherently hospitable 
and uniquely tailored to support human life. The Earth has many anti-features not 
found in Incandescence, such as cholera.

Problems are inevitable
-There can't be an ultimate explanation -- that's an easy to vary idea -- and 
"nothing can be explained only in terms of itself" (Why that ultimate explanation 
and not another?)

http://www.amazon.com/Incandescence-Greg-Egan/dp/1597801283


What do you mean that any ultimate explanation would be easy to vary?

-Fallibilism: Knowledge creation is error prone, and more than that, errors are 
"common, and significant, and always will be, and correcting them will always 
reveal further and better problems."

Problems are soluble
-Because people's ability to create and use explanatory knowledge is only 
limited by the laws of physics, it is possible to create the knowledge to solve the 
problems that come up

Note that human problems like "achieving the best life possible", and various sub-
problems of that, all inherently do not seek to violate the laws of physics, and thus 
must be possible to solve.

Some people think the "best life possible" for me is one where I have slaves, or 
pay taxes, or have non-violent fights with my wife, but only mild and infrequent 
ones that result in makeup sex not divorce.

But such constraints are parochial. They do not consider a great deal that we 
know is possible, such as having my own space station in a cube of deep space 
which is self sufficient (and doesn't need the Government to provide roads, or 
anything else, and therefore does not pay taxes). There may be easier ways to 
deal with taxes, but if we think big enough it's not hard to imagine lifestyles -- 
better than what we have today -- without taxes.

And what do I need slaves for? I'll have robots. And just as I don't want to leave 
my cube in order to kill people (To gain what, exactly? More matter? There is 
plenty of matter that is not in use), so too can other people have that same 
knowledge and not attack me.

And there's only a limited range of things that married couples commonly fight 
about. The uncommon fights must be possible to avoid since most people don't 
have them. Even the common ones, for any fight you can find a couple that never 
has it. Therefore it is possible to avoid.

Further, there is no law of physics that makes people live together and create 
conflicting preferences that cause fights. That is anti-rational memes at work. 
We're not brushing up against the limits of what is possible in any aspects of life, 



that is not the cause of any of our problems. Not even close. All the limits we see 
around us are parochial misconceptions, if not things we ourselves actively cause 
and create our own problem where there was none (such as wars, the "drug 
problem", or the alcohol problems under Prohibition).

All throughout the physical world, the laws of nature are the same; matter, 
energy, and evidence are available; any physical transformation not prohibited 
by the laws of physics can be brought about with the right knowledge. This unity 
is more significant than the differences between such apparently dissimilar parts 
of the physical world as our solar system and seemingly empty (in comparison) 
intergalactic space.

The universe is a knowledge-friendly place, and therefore people-friendly (to 
those people who have the right knowledge) -- there is matter, energy, and 
evidence almost everywhere, even in intergalactic space

Why are knowledge, and people, significant?
-making predictions about the universe involves taking a stance on the presence 
or absence of people and their aspirations

Because people can change a lot of things about the universe, if they know how 
and choose to.

-most physically possible phenomena can only be brought about by people
-one must understand everything significant in order to understand human 
behavior, which makes people the most significant thing in nature

Great post.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Non-coercion
Date: October 3, 2011 at 12:40 PM

On Oct 1, 11:57 pm, Elliot Temple <c...@curi.us> wrote:
On Oct 1, 2011, at 10:01 PM, Jason wrote:

But don't you have the same lack of knowledge regarding her parents?
That didn't prevent you from offering extremely specific advice for
them.

I advised them not to coerce Jani. This is important because it is what they are 
morally obligated to do, and it would address their problems. Not all their 
problems, merely the ones caused by coercion which are under discussion.

I did not advise them on how to achieve their hopes and dreams. It's a different 
type of advice, about their minimal obligations, not how to live great lives.

I did not state what their hobbies should be, nor how they should make money, 
nor what they should buy for themselves, nor how often they should go to 
Church, nor whether they should begin abstaining from alcohol. I laid out some 
minimal requirements of moral treatment of their daughter which would address 
the problem they call "schizophrenia" but which actually consists of coercion.

Jani has essentially no obligations to meet, so I can't give the same sort of 
advice for her.

Conventional theory, roughly stated:
Parents have an obligation to provide for their children, and children
have a corresponding obligation to live by parental rules (and accept
punishment for breaking them) to the extent that they are dependent on
parental resources. Only when they are completely independent do
children cease to have any obligation to their parents.

In modern societies this conventional theory has been modified to some
extent, particularly in regard to parental authority. There is general
agreement that the resources provided, and the parental rules and
punishments must all be "reasonable". Reasonableness in this context
is generally as judged by other parents and/or governmental
authorities.



There may be significant support in the general population for the
argument that the care provided to Jani and the rules and punishments
that Jani has been subjected to in this case were not "reasonable" and
therefore should be changed, perhaps significantly. But I don't think
that's the argument you're making.

The assertion that Jani has essentially no obligations, in the context
of your advice that her parents ought to buy her whatever she wants
and hire a bodyguard to protect her from them, is what I was driving
at. This assertion is quite counterintuitive. Note that I'm not saying
it's wrong. I haven't decided about that yet.

The counterintuitiveness of the assertion probably led to Bill's
personal questions, and it is definitely what led to similar questions
from me on another list. We aren't really interested in prying into
your personal child raising history Elliot, it's just the first thing
that comes to mind when this approach is proposed.

After some reflection: At least in my case, these questions really
serve as a proxy for the following non-personal questions:

 - Why is a child entitled to receive essentially unbounded benefits
with no corresponding obligations?

 - What affect does being entitled to large benefits with no
corresponding obligations have on the character of the recipient?

 - How do parents who chose to have child(ren) under conventional
assumptions about resource commitments and lifestyle, successfully
transition to what you propose particularly if they are not already
extremely wealthy?

 - Has this parenting theory conjecture - TCS - been tested and, if
so, to what extent and what have been the results?

You don't know if Jani's parents have space in their house for a
bodyguard. You don't know if they can afford to buy Jani all the
things she wants. You don't know if they can afford to hire a
bodyguard. You don't know if they're comfortable bringing a non-family



member into their house. You don't know if they have time to transport
Jani wherever she wants to go, etc. In short, you don't know what
preferences, resources, reasons, and irrationalities her parents have
any more than you know Jani's.

Why then do you offer specific advice for Jani's parents, but not
offer any specific advice for Jani, given a similar level of
knowledge?

If they fail to help Jani, they fail. Never mind what excuse they give.

They certainly could have afforded to help Jani instead of having a second kid 
(kids are expensive). If they've chosen to spend their money on other things, 
without leaving enough for Jani, that is a betrayal, and it is caused by their 
choices.

It is their responsibility, like all parents, to provide for her.

How much?

For how long? (i.e. based on the child's age? capacity? desire? to
provide for him/her self?)

The same goes for time: parents owe their children time.

How much?

For how long?

There is a different question you might wonder about: How can the parents, who 
currently don't want to do this, wrap their head around it? Knowing little about 
them, I can't say. They'd also need to want my advice, which they don't.

I am in a similar position with regard to homeschooling, in that many
parents currently don't want to do it, have trouble wrapping their
head around it, and don't want my advice. Of course, homeschooling is
much more widely known and accepted than TCS but it wasn't always so.



I have observed that stories of success tend to draw more widespread
interest. That is also why people ask personal questions about your
child raising experiences when you suggest TCS approaches, even if
they're improper to do so.

Whenever I mention homeschooling the first thing people ask is how
does it work for us? I don't personally mind telling them. People want
to hear a good story, and then maybe they'll be interested in trying
it themselves.

"I did it, here's how, it's great, you can do it too." is a well-trod
path to the adoption of new ideas. Marketers use it all the time to
sell new products and services. Sometimes they say it directly in
advertisements. Sometimes they give away new products to opinion
leaders (reviewers and other influential people) and rely on
spontaneous sharing of this type. Either way, it's the story that
sells.

--Jason



From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: October 4, 2011 at 4:23 AM

I wrote:
... so, I'll happily grant that Popper called  induction a myth. My point

was
that, in MY view, *verification* is not a  myth, since it is essential to

the
process of falsification.

Alan  Forrester wrote:
Why?

In my view, falsification of an explanation  entails a demonstration of
errors in either logic or fact. If an asserted fact  can be shown to be false,
or it cannot be independently verified, then the  explanation is wrong, or
at least very weak. If I can show that a statement is  an illogical
derivation from the premises, the explanation is either false or  mis-stated.

When you write about a more accurate  characterisation, do you mean
that what you say is an accurate  characterisation of Popper and
Deutsch, or that the position that  "induction cannot prove absolute
truth" is better than the position  "induction is impossible"?

The last. In an earlier post of this thread, I  quoted Deutsch on the topic
and agreed with him. I also read Popper on the topic  of induction and
agreed with his point (which I would characterize as a proof  that induction
isn't logically conclusive). However, the last quote I offered  "Science must
begin with myths..." seem to imply that "myths" (such as  induction) are
useful, or even necessary, for Popper.

... You point  me to this source, and I refuse to read it and make
claims about what  arguments it contains.

When I claim that someone says something, I  provide a quote. When I
express my own opinions, I don't.
If someone claims  that their assertion is shared by someone else, but it
is not (ie: Anonymous'  framing of the assertion he assigned to Popper and



Deutsch), that's a  misrepresentation.

I've never refused to read anything. What I object to  is someone asserting
something, such as "Verification is an inductivist myth  ...", that they
attribute to others, when the others never said that. Even worse  is to
respond with NO explanation or defense whatever, beyond the flat  assertion
"person X says that's true." That's an irrational argument from  authority, which
I don't accept.

... So if I want to continue  the debate I should read the source, right?

Not necessary. If I find an  argument that makes my case, I will cite it,
with a quotation from the source.  Then, I will explain my understanding of
the cited assertion in defense of my  own view. I won't just respond "Read
The Book, you ignorant, pompous ass!" ...  followed by a demand that my
opponent exercise some humility for being so dense  and foolish.

Bill

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Non-coercion
Date: October 4, 2011 at 1:00 PM

On Oct 3, 2011, at 9:40 AM, Jason wrote:

On Oct 1, 11:57 pm, Elliot Temple <c...@curi.us> wrote:
On Oct 1, 2011, at 10:01 PM, Jason wrote:

But don't you have the same lack of knowledge regarding her parents?
That didn't prevent you from offering extremely specific advice for
them.

I advised them not to coerce Jani. This is important because it is what they are 
morally obligated to do, and it would address their problems. Not all their 
problems, merely the ones caused by coercion which are under discussion.

I did not advise them on how to achieve their hopes and dreams. It's a different 
type of advice, about their minimal obligations, not how to live great lives.

I did not state what their hobbies should be, nor how they should make money, 
nor what they should buy for themselves, nor how often they should go to 
Church, nor whether they should begin abstaining from alcohol. I laid out some 
minimal requirements of moral treatment of their daughter which would 
address the problem they call "schizophrenia" but which actually consists of 
coercion.

Jani has essentially no obligations to meet, so I can't give the same sort of 
advice for her.

Conventional theory, roughly stated:
Parents have an obligation to provide for their children, and children
have a corresponding obligation to live by parental rules (and accept
punishment for breaking them) to the extent that they are dependent on
parental resources. Only when they are completely independent do
children cease to have any obligation to their parents.

In modern societies this conventional theory has been modified to some
extent, particularly in regard to parental authority. There is general
agreement that the resources provided, and the parental rules and



punishments must all be "reasonable". Reasonableness in this context
is generally as judged by other parents and/or governmental
authorities.

Right. They take the roles of judge, jury, and executioner, and the child is 
powerless.

There may be significant support in the general population for the
argument that the care provided to Jani and the rules and punishments
that Jani has been subjected to in this case were not "reasonable" and
therefore should be changed, perhaps significantly. But I don't think
that's the argument you're making.

Right. Once I found out about the major violence, I think must people would agree 
it was not reasonable. But I would also consider lesser things unreasonable and 
immoral.

The assertion that Jani has essentially no obligations, in the context
of your advice that her parents ought to buy her whatever she wants
and hire a bodyguard to protect her from them, is what I was driving
at. This assertion is quite counterintuitive. Note that I'm not saying
it's wrong. I haven't decided about that yet.

The counterintuitiveness of the assertion probably led to Bill's
personal questions, and it is definitely what led to similar questions
from me on another list. We aren't really interested in prying into
your personal child raising history Elliot, it's just the first thing
that comes to mind when this approach is proposed.

One of the problems with personal anecdotes, besides privacy, is that they are 
irrelevant. If I reported anecdotal success, you would not then concede the 
argument! I doubt you'd even be surprised: why would I advocate something 
which I thought didn't work? And you would be right not to concede a 
philosophical point over an anecdote. You would guess that I misunderstood what 
sort of parenting I had done, misunderstood my results, or had different 
circumstances or children than most people have.

The role of evidence, in general, is to *good explanations* against rival *good 
explanations*. When we have two theories worth testing (good explanations 



only), and they contradict about something we can test, then a test is worth doing. 
The rest of the time, reports about evidence are generally irrelevant or serve 
more as examples to help explain ideas.

Another issue is that the question has the same logic as asking, "Does not hitting 
your kids work?" and then collecting evidence. That is not a statement about 
which to collect evidence. Trying to see if it "works" is the wrong approach to that 
question.

After some reflection: At least in my case, these questions really
serve as a proxy for the following non-personal questions:

- Why is a child entitled to receive essentially unbounded benefits
with no corresponding obligations?

They're not. Children are entitled to bounded benefits: enough to become 
independent.

The reason parents owe their child this is because the parents chose to create 
the child, knowing he would be dependent and that they would be responsible. 
Children have no corresponding obligation because they made no choices to 
create one. Obligations only come from one's choices and actions. One isn't born 
owing anyone anything nor with any responsibilities; those must be taken on 
voluntarily.

Note that when I speak of obligations (or responsibilities) I am excluding morality 
in general. Morality applies to children. They shouldn't murder people, for 
example. But neither should parents commit murder, nor should anyone else. 
That is a universal fact of life, not a specific obligation that only some people 
have.

- What affect does being entitled to large benefits with no
corresponding obligations have on the character of the recipient?

None.

- How do parents who chose to have child(ren) under conventional
assumptions about resource commitments and lifestyle, successfully



transition to what you propose particularly if they are not already
extremely wealthy?

I don't think anyone expects a cheap solution to Jani's situation. It's not a normal 
situation but an extreme one. Far more money is already being spent (for 
psychiatry) than a bodyguard would cost. My suggestion is cheaper than what's 
currently happening.

Even cheaper solutions are possible. The parents could simply act decently -- 
i.e., act *as if* Jani had a bodyguard without her having one. They could even 
*be* her bodyguard, if they were up for it. To the extent something more 
expensive than that is needed, it is due to the parents' own mistakes, and they 
are therefore in no position to complain that their own mistakes are pricey.

As I recall, everything else I said suggested, other than the bodyguard, could be 
afforded by people working at Walmart, if they wanted to afford it (upgrade the 
computers every 5 years not every 2). Parents routinely claim they can't afford 
stuff for their children which they, in fact, could afford.

Money isn't really the issue. The issue is their attitude. They ought to prioritize 
Jani more and stop denying her any of the money they do have. If they were 
actually broke then they could do that without buying her very much. But 
realistically I think they are not broke and should buy her everything I said and 
much more, and should buy themselves fewer luxuries while their daughter is 
suffering.

- Has this parenting theory conjecture - TCS - been tested and, if
so, to what extent and what have been the results?

Tested against what rival theory about what issue?

I'm aware of no rival theories offering any good explanation and contradicting 
TCS on any specific, testable point.

If they fail to help Jani, they fail. Never mind what excuse they give.



They certainly could have afforded to help Jani instead of having a second kid 
(kids are expensive). If they've chosen to spend their money on other things, 
without leaving enough for Jani, that is a betrayal, and it is caused by their 
choices.

It is their responsibility, like all parents, to provide for her.

How much?

For how long? (i.e. based on the child's age? capacity? desire? to
provide for him/her self?)

The same goes for time: parents owe their children time.

How much?

For how long?

There's no magic numbers, no simple formulas for the amounts. Common 
preferences should be found.

In cases where the parents prevent common preferences from being found, they 
ought not punish their child for their mistake. They should, instead, be happy to 
be as helpful as they can to try to make things better.

In extreme cases where the parents have gone to great lengths to sabotage any 
possibility of amicable relations, they ought to bend over backwards to make 
things better for the child they have wronged, and be happy to do so.

There is a different question you might wonder about: How can the parents, 
who currently don't want to do this, wrap their head around it? Knowing little 
about them, I can't say. They'd also need to want my advice, which they don't.

I am in a similar position with regard to homeschooling, in that many
parents currently don't want to do it, have trouble wrapping their
head around it, and don't want my advice. Of course, homeschooling is
much more widely known and accepted than TCS but it wasn't always so.



I have observed that stories of success tend to draw more widespread
interest. That is also why people ask personal questions about your
child raising experiences when you suggest TCS approaches, even if
they're improper to do so.

Whenever I mention homeschooling the first thing people ask is how
does it work for us? I don't personally mind telling them. People want
to hear a good story, and then maybe they'll be interested in trying
it themselves.

"I did it, here's how, it's great, you can do it too." is a well-trod
path to the adoption of new ideas. Marketers use it all the time to
sell new products and services. Sometimes they say it directly in
advertisements. Sometimes they give away new products to opinion
leaders (reviewers and other influential people) and rely on
spontaneous sharing of this type. Either way, it's the story that
sells.

This works better when you are offering people what they already want. For 
example if they want a smart kid, and you tell a story about how hard your kid 
studies in homeschool, then they might like it. Or if people want to have fun, and 
a marketer tells a story about how his product facilitates fun, then people will be 
interested.

Homeschooling can make some claims to providing what people already want, 
e.g. a "better education" without exposing children to our "failing schools" with 
bullying, some "bad teachers", and some other well known problems. But it also 
provides some things many people do not want, which is a major reason it hasn't 
caught on more. Unwanted aspects include: spending that many hours per day 
with their children, having lots of reminders of their own school experience, and 
having to actually learn the material in order to teach it.

TCS does provide some things people already want such as reducing 
parent/child fights (though it cannot reliably provide that quickly to beginners who 
want to just try it out and don't know a lot about it).

But TCS also provides things people currently do not want, such as children who 
do not respect bedtime and who do not accept "because I said so" as a reason. 



To the extent parents want things like obedience, and a child who adopts their 
own values instead of thinking for himself, TCS does not provide it.

TCS does provide unwanted things like embarrassment in front of other parents 
when your child does something weird which you don't suppress -- at least until 
you change your values to be proud instead.

And TCS provides conflicts with other parents when they have unreasonable 
expectations, e.g. that you force your child to "share" a toy with their child. 
Denying that request is socially difficult, especially if your child is not currently 
using it, but merely cares about his possessions.

TCS solves some problems but also brings with it new problems and changes. 
And it doesn't just provide what people already want but requires them to change 
their values (for the better).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Reason
Date: October 4, 2011 at 4:32 PM

On 4 Oct 2011, at 09:23, westmiller@aol.com wrote:

I wrote:
... so, I'll happily grant that Popper called induction a myth. My point was
that, in MY view, *verification* is not a myth, since it is essential to the
process of falsification.

Alan Forrester wrote:
Why?

In my view, falsification of an explanation entails a demonstration of errors in 
either logic or fact. If an asserted fact can be shown to be false, or it cannot be 
independently verified, then the explanation is wrong, or at least very weak. If I 
can show that a statement is  an illogical derivation from the premises, the 
explanation is either false or mis-stated.

Let's suppose that we do an experiment E and that the result seems to contradict 
a theory T. One explanation is that T is false, another explanation  is that we 
muffed up the experiment E. Now, if T is false, there is some other explanation of 
what is going on in the world U. And if E is false there is some explanation M of 
the mistake we made. If U and M have implications other than just contradicting T 
and E respectively, then they can be tested. If they don't have any other 
implications they are bad explanations because they are easy to vary. Whichever 
option survives further criticism, we will have learned something new and made 
progress. I didn't mention verification at any point, nor did I need to, so we can 
make progress just by conjectures and criticisms without any verification. So 
falsification doesn't require verification.

When you write about a more accurate characterisation, do you mean
that what you say is an accurate characterisation of Popper and
Deutsch, or that the position that "induction cannot prove absolute
truth" is better than the position "induction is impossible"?

The last. In an earlier post of this thread, I quoted Deutsch on the topic and 
agreed with him.



The only quote I can find is an out of context quote about empiricism being a 
great step forward. The full context of the quote makes it clear that Deutsch is not 
supporting your inductivism, from p. 5 of BoI:

"Thus, despite being quite wrong about where scientific knowledge comes from, 
empiricism was a great step forward in both the history and the philosophy of 
science."

I also read Popper on the topic of induction and agreed with his point (which I 
would characterize as a proof that induction isn't logically conclusive).

That's not Popper's position: Popper takes the position that inductivism is 
impossible. For example, on p. 28 of "Objective Knowledge: An Evolutionary 
Approach", Popper writes:

"Their authors [inductivists] do not take Hume's logical criticism [of inductivism] 
sufficiently seriously; and they never seriously consider the possibility that we can 
and must do without induction by repetition, and that we actually do manage 
without it."

However, the last quote I offered "Science must begin with myths..." seem to 
imply that "myths" (such as induction) are useful, or even necessary, for Popper.

Popper is not an instrumentalist, so he does not concede that a theory is true 
even if it is useful. So if the question is whether Popper thought that inductivism is 
true, or that anybody has ever used induction, the notion that myths are not 
entirely useless is not even close to being an endorsement of the truth of 
inductivism by Popper.

Alan



From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: October 5, 2011 at 4:37 AM

Alan Forrester wrote:
Let's suppose that we do an experiment E  and that
the result seems to contradict a theory T.

If E is  correct and T requires the opposite, the verification failed and
the theory is  either falsified or defective on the factual premise "non-E".
Exactly the same criteria would apply to any new theory.

... If U  and M have implications other than just
contradicting T and E  respectively, then they
can be tested.

What purpose would a  *test* serve, other than to verify or refute the
factual assertions or logic?  How does one criticize any explanation without
reference to a fault?

... The full context of the quote makes it clear that
 Deutsch is not supporting your inductivism, from
p. 5 of BoI: "Thus,  despite being quite wrong about where scientific

knowledge comes from,  empiricism was a great step forward in both the history
and the philosophy of  science."

Why is that a refutation of verification? I'm not an  inductivist, nor an
empiricist, even if those approaches were vast improvements  over
(supernatural) myths and authoritarian decrees. I agree with David's  statement.

... That's not Popper's position: Popper takes  the
position that inductivism is impossible.

A better quote might  be:

"... this argument is closely related to another - that all  observation
involves interpretation in the light of our theoretical knowledge,  or that
pure observational knowledge, unadulterated by theory, would, if at all
possible, be utterly barren and futile.



The most striking thing about the  observationalist programme of asking for
sources - apart from its tediousness -  is its stark violation of common
sense. For if we are doubtful about an  assertion, then the normal procedure
is to test it, rather than to ask for its  sources; and if we find
independent corroboration, then we shall often accept  the assertion without 
bothering
at all about sources." - The Problem of  Induction

I agree with his argument, which faults "pure observational  knowledge",
barren of theory. At the same time, he explicitly endorses  "independent
corroboration", which is what I refer to as "verification" of the  factual
assertions. How do you test and not verify, falsify, or arrive at a  null
conclusion?

... the notion that myths are not entirely  useless
is not even close to being an endorsement of the
truth  of inductivism by Popper.

I agree and concur. My point was that he called  inductivism a "myth" and
subsequently asserted that "Science must begin with  myths..."  The phrase
"must begin" stipulates a requirement,  not mere utility or convenience. What
follows, after his beginning,  is assertion - and independent verification -
of factual claims  that support or refute the "myth". I don't see any
problem (aside from the  common meaning of the word "myth" as a supernatural
story).

Bill

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Reason
Date: October 5, 2011 at 5:01 AM

On 5 Oct 2011, at 09:37, Westmiller@aol.com wrote:

Alan Forrester wrote:
Let's suppose that we do an experiment E  and that
the result seems to contradict a theory T.

If E is  correct and T requires the opposite, the verification failed and
the theory is  either falsified or defective on the factual premise "non-E".
Exactly the same criteria would apply to any new theory.

... If U  and M have implications other than just
contradicting T and E  respectively, then they
can be tested.

What purpose would a  *test* serve, other than to verify or refute the
factual assertions or logic?  How does one criticize any explanation without
reference to a fault?

... The full context of the quote makes it clear that
Deutsch is not supporting your inductivism, from
p. 5 of BoI: "Thus,  despite being quite wrong about where scientific
knowledge comes from,  empiricism was a great step forward in both the 
history
and the philosophy of  science."

Why is that a refutation of verification? I'm not an  inductivist, nor an
empiricist, even if those approaches were vast improvements  over
(supernatural) myths and authoritarian decrees. I agree with David's  statement.

It refutes the idea that David agrees with those approaches and his agreement is 
what is at issue.

... That's not Popper's position: Popper takes  the
position that inductivism is impossible.



A better quote might  be:

"... this argument is closely related to another - that all  observation
involves interpretation in the light of our theoretical knowledge,  or that
pure observational knowledge, unadulterated by theory, would, if at all
possible, be utterly barren and futile.
The most striking thing about the  observationalist programme of asking for
sources - apart from its tediousness -  is its stark violation of common
sense. For if we are doubtful about an  assertion, then the normal procedure
is to test it, rather than to ask for its  sources; and if we find
independent corroboration, then we shall often accept  the assertion without 
bothering
at all about sources." - The Problem of  Induction

I agree with his argument, which faults "pure observational  knowledge",
barren of theory. At the same time, he explicitly endorses  "independent
corroboration", which is what I refer to as "verification" of the  factual
assertions. How do you test and not verify, falsify, or arrive at a  null
conclusion?

Popper uses the word corroboration to describe a summary of the tests a theory 
has passed. What you do is say: "I have theory T I've done tests U and T has 
passed them. Do you have any criticisms of this state of affairs?"

... the notion that myths are not entirely  useless
is not even close to being an endorsement of the
truth  of inductivism by Popper.

I agree and concur. My point was that he called  inductivism a "myth" and
subsequently asserted that "Science must begin with  myths..."  The phrase
"must begin" stipulates a requirement,  not mere utility or convenience. What
follows, after his beginning,  is assertion - and independent verification -
of factual claims  that support or refute the "myth". I don't see any
problem (aside from the  common meaning of the word "myth" as a supernatural
story).

Science doesn't have to begin with inductivism, some scientists are not 
inductivists. The myths in this case are false beliefs about the subject under 
consideration, e.g. - we started chemistry with ideas like "if you ferment piss in a 



vat then it might turn into gold" and that sort of thing. That doesn't imply that the 
scientists had to be inductivists and it can't imply that they actually used induction 
anymore than they could use any other impossible practise.

Alan



From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Chapter 3 notes
Date: October 5, 2011 at 11:17 AM

________________________________
From: Elliot Temple <curi@curi.us>

Sent: Monday, October 3, 2011 10:52 AM
Subject: Re: [BoI] Chapter 3 notes

On Oct 2, 2011, at 9:35 AM, Kristen Ely wrote:

Problems are inevitable
-There can't be an ultimate explanation -- that's an easy to vary idea -- and 
"nothing can be explained only in terms of itself" (Why that ultimate 
explanation and not another?)

What do you mean that any ultimate explanation would be easy to vary?

These are notes taken from the part in chapter 3 that says:

"The deeper an explanation is, the more new problems it creates. That must be 
so, if only because there can be no such thing as an ultimate explanation: just 
as 'the gods did it' is always a bad explanation, so any other purported 
foundation of all explanations must be bad too. It must be easily variable 
because it cannot answer the question: why that foundation and not another? 
Nothing can be explained only in terms of itself."

-Kristen



From: Christopher Smith <cwsmith85@gmail.com>
Subject: [BoI] Consciousness
Date: October 4, 2011 at 11:37 PM

How do you know your mother loves you?

(Or loved you, as the case may be).

I suppose I could explain why the question interests me--but I'm more interested 
in hearing how other readers of "The Beginning of Infinity" might approach the 
question.

--Chris

On Oct 3, 2011, at 10:52 AM, Elliot Temple wrote:

On Oct 2, 2011, at 9:35 AM, Kristen Ely wrote:

Ancient explanations of reality were anthropocentric -- explained in terms of 
humans, or supernatural human-like beings, and their thoughts and actions.

These explanations were overthrown by modern science, and this has been a 
fruitful way of proceeding -- so fruitful that anti-anthropocentrism has come to 
be seen as a universal principle, sometimes known as:

-the Principle of Mediocrity
    Humans have no significance in the cosmic scheme of things, we are 
mediocre, typical

Another influential idea about the human condition:

-Spaceship Earth
    We are adapted to our biosphere through evolution, but its capacity to 
support us is finite, and if we're not careful, we can ruin it and then have 
nowhere else to go.
Both ideas, at root, lead to the idea that the human way of doing things has 
limits -- there are some things we just won't be able to understand, our 
transformation of resources into life support can't go on indefinitely without 



destroying the world.

But the truth is:

-Humans *are* significant, and far from typical, if we look at how the universe 
is typically composed (cold, dark, empty space). (More on their significance 
below.)
     Something that is significant/fundamental: we can't just use parochial 
theories to explain it, or it appears in explanations of many other phenomena

-Most of the earth is hostile to human life, and is not capable of sustaining us 
on its own. It is only knowledge -- the knowledge of how to convert raw 
materials into a life-support system -- that keeps humans alive, even in the 
place where our species evolved. (We came into existence already depending 
on the cultural knowledge of our ancestral species.)
The only limits to human understanding and transformation of resources are 
whatever is forbidden by the laws of physics. Why is that? Why are humans 
not limited in the way all other species are?

Because we have intelligence (we are universal explainers). Other species don't 
have that.

And because of the "jump to universality", the difference is big. We didn't gain a 
universal explanatory repertoire (the set of explanations we can create, with 
universal meaning 100% of all the possible ones that any explainer could 
create) by having a 1% repertoire and then increasing it to 2%, 3%, 4%, and so 
on, gradually, all the way up to 100%. Instead there is a jump from near zero 
straight to 100%.

If it worked in the gradual way, then you would see some apes and dolphins at 
50%, some dogs at 20%, or whatever. Many species would have gone part way. 
And it'd be amazing if people were really at 100% instead of merely 99% 
(usually it's hard to get to exactly, literally 100% via gradual progress).

But universality is not achieved by adding features one by one to cover every 
specific issue. Instead it is achieved by *reach*. A small number of things with a 
lot of reach can cover an entire domain.

In this case, the method of guesses and criticism is universal: it can create any 
explanation.



If you take one part away then it's not half as good but just doesn't work. There's 
no halfway.

All physical transformations are either forbidden by the laws of physics or 
achievable given the right knowledge. If no amount of knowledge could cause 
a physical transformation to happen, then there must be a law of physics to 
explain that. So the transformation is impossible only because a law of physics 
forbids it, not because there are other limits to what can be achieved with the 
right knowledge.

Humans are people (entities which can create and use explanatory 
knowledge). Having the ability to create and use explanatory knowledge gives 
people power to build anything ("transform anything into anything") and is only 
limited by the laws of physics, not by parochial factors, like for other species. 
Other species have only non-explanatory knowledge, which is not universal. 
Explanatory knowledge can engage with phenomena that have not been 
experienced, or that don't exist, which makes it universal -- non-explanatory 
knowledge cannot.

Differences between humans and other species:
- explanatory vs. Rule-of-thumb knowledge
- people create knowledge by conjectures and criticisms of ideas, rather than 
by variation and selection of genes

This is why humans can live in any environment, others only in environments 
hospitable to them.

What environment allows for creativity -- knowledge creation -- to continue 
indefinitely?
-access to matter (raw materials)
-access to an energy supply
-evidence -- information for testing scientific theories

Here is a nice book about this, Incandescence:

http://www.amazon.com/Incandescence-Greg-Egan/dp/1597801283

http://www.amazon.com/Incandescence-Greg-Egan/dp/1597801283


It's a sci fi story in which people (who are not human) develop physics, and 
solve problems, in a very different environment than Earth. But they have the 
necessary ingredients for knowledge creation and that is sufficient.

Their environment is more hostile than Earth according to common sense. It has 
dangers and problems we do not have. But it also has many advantages. Trying 
to point out all the ways that their situation is better than the one on Earth could 
be a way to bring home Deutsch's point that the Earth is not inherently 
hospitable and uniquely tailored to support human life. The Earth has many anti-
features not found in Incandescence, such as cholera.

Problems are inevitable
-There can't be an ultimate explanation -- that's an easy to vary idea -- and 
"nothing can be explained only in terms of itself" (Why that ultimate 
explanation and not another?)

What do you mean that any ultimate explanation would be easy to vary?

-Fallibilism: Knowledge creation is error prone, and more than that, errors are 
"common, and significant, and always will be, and correcting them will always 
reveal further and better problems."

Problems are soluble
-Because people's ability to create and use explanatory knowledge is only 
limited by the laws of physics, it is possible to create the knowledge to solve 
the problems that come up

Note that human problems like "achieving the best life possible", and various 
sub-problems of that, all inherently do not seek to violate the laws of physics, 
and thus must be possible to solve.

Some people think the "best life possible" for me is one where I have slaves, or 
pay taxes, or have non-violent fights with my wife, but only mild and infrequent 
ones that result in makeup sex not divorce.

But such constraints are parochial. They do not consider a great deal that we 
know is possible, such as having my own space station in a cube of deep space 
which is self sufficient (and doesn't need the Government to provide roads, or 
anything else, and therefore does not pay taxes). There may be easier ways to 



deal with taxes, but if we think big enough it's not hard to imagine lifestyles -- 
better than what we have today -- without taxes.

And what do I need slaves for? I'll have robots. And just as I don't want to leave 
my cube in order to kill people (To gain what, exactly? More matter? There is 
plenty of matter that is not in use), so too can other people have that same 
knowledge and not attack me.

And there's only a limited range of things that married couples commonly fight 
about. The uncommon fights must be possible to avoid since most people don't 
have them. Even the common ones, for any fight you can find a couple that 
never has it. Therefore it is possible to avoid.

Further, there is no law of physics that makes people live together and create 
conflicting preferences that cause fights. That is anti-rational memes at work. 
We're not brushing up against the limits of what is possible in any aspects of life, 
that is not the cause of any of our problems. Not even close. All the limits we 
see around us are parochial misconceptions, if not things we ourselves actively 
cause and create our own problem where there was none (such as wars, the 
"drug problem", or the alcohol problems under Prohibition).

All throughout the physical world, the laws of nature are the same; matter, 
energy, and evidence are available; any physical transformation not prohibited 
by the laws of physics can be brought about with the right knowledge. This 
unity is more significant than the differences between such apparently 
dissimilar parts of the physical world as our solar system and seemingly empty 
(in comparison) intergalactic space.

The universe is a knowledge-friendly place, and therefore people-friendly (to 
those people who have the right knowledge) -- there is matter, energy, and 
evidence almost everywhere, even in intergalactic space

Why are knowledge, and people, significant?
-making predictions about the universe involves taking a stance on the 
presence or absence of people and their aspirations

Because people can change a lot of things about the universe, if they know how 
and choose to.

-most physically possible phenomena can only be brought about by people



-one must understand everything significant in order to understand human 
behavior, which makes people the most significant thing in nature

Great post.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

-- 

http://beginningofinfinity.com/excerpt


From: westmiller@aol.com
Subject: [BoI] Link
Date: October 5, 2011 at 3:48 PM

 I've found an incredible offer http://taytdunyasi.com/info.html Hope u like it, too

-- 

http://taytdunyasi.com/info.html


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Consciousness
Date: October 5, 2011 at 4:51 PM

On Oct 4, 2011, at 8:37 PM, Christopher Smith wrote:

How do you know your mother loves you?

(Or loved you, as the case may be).

I suppose I could explain why the question interests me--but I'm more interested 
in hearing how other readers of "The Beginning of Infinity" might approach the 
question.

You consider that she does, or doesn't, and try to criticize each idea.

For example, the claim she does love me is missing an explanation. So that's a 
flaw. So in response to that criticism, one can improve the idea by adding an 
explanation: she loves me *because*... [whatever reasons].

Or for the doesn't love claim, one might criticize it as being contradicted by 
various actions she's done. One can ask, "Why would she have done X if she 
doesn't love me?" and then you either have to come up with an answer to that or 
the "doesn't love" position is refuted as being unable to explain the relevant 
evidence.

One improves both claims as much as one can, as well as any other positions 
one thinks of, until one manages to come up with something he no longer has 
criticisms of, which he can then (tentatively, fallibly) accept.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Objective Morality
Date: October 5, 2011 at 11:40 PM

http://www.notable-quotes.com/t/tyrants_quotes.html

God Himself has no right to be a tyrant.

William Godwin in _Sketches of History_

-- Elliot Temple
http://elliottemple.com/

-- 

http://www.notable-quotes.com/t/tyrants_quotes.html
http://elliottemple.com/


From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Chapter 3 question
Date: October 6, 2011 at 3:05 AM

On Sat, Oct 1, 2011 at 5:49 AM, David Deutsch <david.deutsch@qubit.org>
 wrote:

On 30 Sep 2011, at 11:55pm, Kristen Ely wrote:

Does this (approximately page 55, location 1040 on Kindle version):

"That momentous dichotomy [physical transformations are either forbidden
by laws of nature or achievable given the right knowledge] exists because if
there were transformations that technology could never achieve regardless of
what knowledge was brought to bear, then this fact would itself be a
testable regularity in nature. But all regularities in nature have
explanations, so the explanation of that regularity would itself be a law of
nature, or a consequence of one. And so, again, everything that is not
forbidden by laws of nature is achievable, given the right knowledge."

Mean something like this:

If no amount of knowledge could cause a physical transformation to
happen, then there must be a law of nature to explain that. So the
transformation is impossible only because a law of nature forbids it, not
because there are other limits to what can be achieved with the right
knowledge.

Yes.

I assume "laws of nature" take initial conditions into consideration. Is
this correct? Suppose there's a physical arrangement that cannot be reached
from the initial arrangement of our universe following the laws of physics,
but would be reachable given a different initial condition. Would we
consider that physical arrangement forbidden by the laws of physics?
Presumably, at some level, even the initial conditions are the result of the
laws of physics.

-- 



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Anti-rational meme replication strategies
Date: October 6, 2011 at 3:17 AM

On Sat, Oct 1, 2011 at 6:28 AM, Anonymous Person <
unattributedemail@gmail.com> wrote:

But what about, as I said, the possibility that they coerce
themselves?

What does it mean for someone to coerce himself?

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Chapter 3 question
Date: October 6, 2011 at 3:18 AM

On 6 Oct 2011, at 8:05am, Abraham Lewis wrote:

On Sat, Oct 1, 2011 at 5:49 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 30 Sep 2011, at 11:55pm, Kristen Ely wrote:

Does this (approximately page 55, location 1040 on Kindle version):

"That momentous dichotomy [physical transformations are either forbidden by 
laws of nature or achievable given the right knowledge] exists because if 
there were transformations that technology could never achieve regardless of 
what knowledge was brought to bear, then this fact would itself be a testable 
regularity in nature. But all regularities in nature have explanations, so the 
explanation of that regularity would itself be a law of nature, or a 
consequence of one. And so, again, everything that is not forbidden by laws 
of nature is achievable, given the right knowledge."

Mean something like this:

If no amount of knowledge could cause a physical transformation to happen, 
then there must be a law of nature to explain that. So the transformation is 
impossible only because a law of nature forbids it, not because there are 
other limits to what can be achieved with the right knowledge.

Yes.

I assume "laws of nature" take initial conditions into consideration. Is this 
correct?

Yes.

Suppose there's a physical arrangement that cannot be reached from the initial 
arrangement of our universe following the laws of physics, but would be 
reachable given a different initial condition. Would we consider that physical 
arrangement forbidden by the laws of physics? Presumably, at some level, even 
the initial conditions are the result of the laws of physics.



Yes. Any testable regularity in the initial conditions is of course a law of nature, or 
explicable from laws of nature.

-- David Deutsch



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Anti-rational meme replication strategies
Date: October 6, 2011 at 3:41 AM

On 6 Oct 2011, at 8:17am, Abraham Lewis wrote:

On Sat, Oct 1, 2011 at 6:28 AM, Anonymous Person 
<unattributedemail@gmail.com> wrote:
But what about, as I said, the possibility that they coerce
themselves?

What does it mean for someone to coerce himself?

In short, it is to act in a particular way while also experiencing an impulse to act in 
a different way.

This is expressed in the common phrase "I forced myself...". For example, "I was 
bored and disgusted by the Dean's remarks, but I forced myself to smile and 
respond politely."

Unfortunately, everyday language is tuned to conceal the difference between 
coerced and uncoerced states of mind. For example, the phrase "I forced myself" 
can also, albeit rarely, refer to an uncoerced state, for instance: "During the last 
minute of the race my legs felt as though they were on fire but I forced myself to 
persevere and succeeded in breaking the record."

The difference is that in the first case it is two strands of the speaker's personality 
that were fighting for control, whereas in the second the speaker had only a 
single impulse.

In both cases, the statements also allow the opposite interpretation, but only if the 
context contradicts the plain meanings I have described.

In addition to the equivocations embodied in language, there are also explicit, 
prevailing theories claiming that *all* human choices involve mental conflict of the 
kind I call coercive. But these theories are all of the type that I criticise as false 
and irrational in Chapter 13.

-- David Deutsch



From: Christopher Smith <cwsmith85@gmail.com>
Subject: Re: [BoI] Consciousness
Date: October 5, 2011 at 5:20 PM

But wouldn't one need an explanation of love itself even to begin to consider the 
question?

"how do you know your mother loves you?" is a more complicated question than, 
say:

"how do you know your mother is your mother?"

The latter is a fairly straight-forward question because we know enough about 
genetics, DNA, etc.  So  you can "know" your mother is your mother with genetic 
evidence.

But you couldn't do genetic testing for love, could you?

So considering actions your mother has taken or has not taken would not really 
illuminate whether your mother loves you if we didn't have a working explanation 
of love itself.

David D. has said something similar in BOI about the flaws in "scientific" studies 
of happiness.

Of course, the lack of explanation doesn't prevent people from being happy or 
falling in love.

On Oct 5, 2011, at 3:51 PM, Elliot Temple wrote:

On Oct 4, 2011, at 8:37 PM, Christopher Smith wrote:

How do you know your mother loves you?



(Or loved you, as the case may be).

I suppose I could explain why the question interests me--but I'm more 
interested in hearing how other readers of "The Beginning of Infinity" might 
approach the question.

You consider that she does, or doesn't, and try to criticize each idea.

For example, the claim she does love me is missing an explanation. So that's a 
flaw. So in response to that criticism, one can improve the idea by adding an 
explanation: she loves me *because*... [whatever reasons].

Or for the doesn't love claim, one might criticize it as being contradicted by 
various actions she's done. One can ask, "Why would she have done X if she 
doesn't love me?" and then you either have to come up with an answer to that 
or the "doesn't love" position is refuted as being unable to explain the relevant 
evidence.

One improves both claims as much as one can, as well as any other positions 
one thinks of, until one manages to come up with something he no longer has 
criticisms of, which he can then (tentatively, fallibly) accept.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

-- 

http://beginningofinfinity.com/excerpt


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Consciousness
Date: October 6, 2011 at 11:46 AM

On Oct 5, 2011, at 2:20 PM, Christopher Smith wrote:

But wouldn't one need an explanation of love itself even to begin to consider the 
question?

Yes, that's needed. But I already have one, as do you. Pretty much everyone in 
our culture already has a conception of what "love" is.

That conception might need improving as part of the process of deciding if one's 
mother loves them, but it could already be good enough, and one doesn't have to 
start by considering it. It's a valid target of criticisms, like one can say, "That 
argument that she loves you relies on love meaning X, but actually love is really 
about Y because Z, so that argument is mistaken."

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Reason
Date: October 6, 2011 at 12:42 PM

On Oct 5, 2011, at 1:37 AM, westmiller@aol.com wrote:

Alan Forrester wrote:
Let's suppose that we do an experiment E  and that
the result seems to contradict a theory T.

If E is  correct and T requires the opposite, the verification failed and
the theory is  either falsified or defective on the factual premise "non-E".
Exactly the same criteria would apply to any new theory.

... If U  and M have implications other than just
contradicting T and E  respectively, then they
can be tested.

What purpose would a  *test* serve, other than to verify or refute the
factual assertions or logic?  How does one criticize any explanation without
reference to a fault?

Tests refute one theory or the other. Refute or refute.

Popperian test experiments involve finding ways two (or more) theories make 
contradictory predictions, and then testing that, so at least one must be refuted.

I agree with his argument, which faults "pure observational  knowledge",
barren of theory. At the same time, he explicitly endorses  "independent
corroboration", which is what I refer to as "verification" of the  factual
assertions. How do you test and not verify, falsify, or arrive at a  null
conclusion?

"Corroboration" is a misleading choice of words which is not a synonym for 
verification. It means that a theory passed tests which refuted all its rivals. It can 
now be tentatively accepted because it has no surviving rivals, because they 
were refuted.



The word corroboration refers to refutations, not verification.

... the notion that myths are not entirely  useless
is not even close to being an endorsement of the
truth  of inductivism by Popper.

I agree and concur. My point was that he called  inductivism a "myth" and
subsequently asserted that "Science must begin with  myths..."

These are different senses of the word "myth" which he spoke about in different 
contexts.

In the one case, Popper was endorsing low status theories with no authority or 
justification -- including wild guesses, whims and intuitions, things people 
dreamed, stories they made up, and so on -- as good starting places.

In the other case, Popper was saying that no one has ever induced anything. 
Which implies one cannot use inducing anything as a starting place.

 The phrase
"must begin" stipulates a requirement,  not mere utility or convenience.

Popper phrased it that way because we didn't start with any scientific knowledge, 
originally. All we had, at first, was low status guesses of, generally, low quality.

What
follows, after his beginning,  is assertion - and independent verification -
of factual claims  that support or refute the "myth". I don't see any
problem (aside from the  common meaning of the word "myth" as a supernatural
story).

That "common meaning" of myth is what Popper meant when he said science 
originally had to start with myths. That is not a problem but his intended meaning.

The word "myth" has two main meanings. My dictionary explains them as:

1 a traditional story, esp. one concerning the early history of a people or 



explaining some natural or social phenomenon, and typically involving 
supernatural beings or events.

2 a widely held but false belief or idea

[sub-meaning of 2:] a fictitious or imaginary person or thing.

Popper meant that science started with 1 and induction is 2. There's no 
connection.

On Oct 4, 2011, at 1:23 AM, westmiller@aol.com wrote:

What I object to  is someone asserting
something, such as "Verification is an inductivist myth  ...", that they
attribute to others [Popper, Deutsch], when the others never said that.

Verification is an inductivist (or justificationist) myth actually is the position of both 
Popper and Deutsch.

They see verification as being impossible. Verification, like confirmation, is a 
synonym for what I prefer to call, more plainly, *support*. We learn not by 
supporting ideas but by guesses and criticism.

Their position is that support (and all synonyms) are impossible. That anything is 
ever supported is a myth -- a widely held but false belief. Supporting is, in 
epistemology (but not, say, architecture) a non-existent, fictitious, mythical 
process.

There is no coherent and compelling theory of what supports what, and never has 
been one, as far as I know.

Most claims of support boil down the the following:

Evidence X supports universal theory Y if:

1) X is *consistent* with Y



2) it feels intuitive that Y be supported by X

Criterion 1 is the only hard fact of the situation. But it's not good enough because 
X is consistent with Y being false (for all X and all Y, in infinitely many ways). So 
they need something more, something to differentiate between X supporting Y 
and X not supporting the infinitely many other things X is consistent with. But they 
have no answer to that, only selective attention or intuition.

If anyone knows a better theory of support, let me (and Deutsch!) know.

There are also some equivocations and confusions which equate support with 
*logical implication*. For example someone might claim:

"X supports the conjunction X and/or Y"

If one defines "support" as being a subset of deductive logic then it no longer has 
the problem of being mistaken, but then it can't do anything that deduction can't 
do, and has no reason to exist as an independent concept.

Epistemological support is impossible, and it's a fictitious story that people have 
learned by that method. We actually learn by (and *only* by) the evolutionary 
process of guesses and criticism (aka conjectures and refutations).

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Christopher Smith <cwsmith85@gmail.com>
Subject: Re: [BoI] Consciousness
Date: October 6, 2011 at 12:50 PM

That argument that she loves you relies on love meaning X, but actually love is 
really about Y because Z, so that argument is mistaken."

You may have an explanation of what love is; but that explanation may differ 
significantly from mine.  Platonic vs. sexual love, for example.

Love is a form of qualia, in other words.

Everybody "knows" what love is, they can sense it for themselves, just as they 
perceive colors and smells.

But that kind of "knowledge" seems quite different from scientific knowledge, for 
which fallibilism is a useful tool (though I can't seem to resolve what I think is a 
fundamental contradiction in fallibilist thinking: "the only truth we know is that we 
can't really ever know truth.")

When you said an argument could be made along the lines of "actually love is 
really about Y," that argument would imply that there is some objective quality to 
love in the way that a law of physics is objective.

Which may very well be the case.  But as of yet, in the absence of an explanation 
of qualia, that's an assumption.  Could this assumption be tested in a laboratory?
I could rephrase the initial question to something like:

"how do you know what bacon smells like?"

or

"how do you know what blue looks like?"

I don't think these questions are answerable in any satisfying scientific sense--at 
least not yet (though of course, we answer them every day in practice without 
thinking about them).

And that is how I took David D. to approach the problems presented by qualia:  



we don't have an explanation, but we very well could later on--because the world, 
universe, and multiverse are explicable.



From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: October 6, 2011 at 1:28 PM

Alan Forrester wrote:
... It refutes the idea that David agrees with those
approaches and his agreement is what is at issue.

If the word "testing" is substantively distinct from "verification".  If an
explanation fails either one, it is falsified ... or at least faulty. Is
there some distinction that I'm missing?

Popper uses the word  corroboration to describe
a summary of the tests a theory has passed.

That's fine.

What you do is say: "I have theory T I've done
tests U and T has passed them. Do you have
any criticisms of this state of affairs?"

OR ... you say "I've done test U on T and assertion U could  not be
verified." If it was verified, then it's corroboration ... if not, it's
refutation. Are we just quibbling over "testing" semantics?

 Science doesn't have to begin with inductivism ...

I never claimed it did: that was a statement by Popper, saying "myths" are
*necessary* to science. It would be odd to say that science "must begin"
with  *false beliefs*. Are you arguing with Popper?

... it can't imply that they actually used
induction anymore than they could use
any other impossible practise.

It's a peripheral issue, but I agree that human imagination,  creativity,
peculiar surmises, and even fantasy can be the theoretic "seeds" of  a novel,
and ultimately valid, proposition. It depends on whether  reality agrees or
disagrees with the asserted facts of the theory. That's why  the facts



require verification.

Bill

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Consciousness
Date: October 6, 2011 at 1:36 PM

On 6 Oct 2011, at 5:50pm, Christopher Smith wrote:

"how do you know what bacon smells like?"

or

"how do you know what blue looks like?"

I don't think these questions are answerable in any satisfying scientific sense--at 
least not yet (though of course, we answer them every day in practice without 
thinking about them).

And that is how I took David D. to approach the problems presented by qualia:  
we don't have an explanation, but we very well could later on--because the 
world, universe, and multiverse are explicable.

Not quite. We do have some explanations of those things. For instance we know 
that both of them are properties of running computer programs, but not of the 
hardware they run on. We know that they are particularly associated, in humans, 
with sensory inputs and connected, in regard to output, with choices. And so on. 
We can classify and relate some of them to each other. And so on. But it's a 
mystery how some of those explanations could, even in principle, be integrated 
with other knowledge we have. We have no idea what it would mean to *predict* 
what bacon will smell like, if one has never smelt it.

-- David Deutsch



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] How is it possible not to consider the source when cosidering 
ideas?
Date: October 6, 2011 at 5:58 PM

On 20 Aug 2011, at 2:46am, Matjaž Leonardis wrote:

One of the ideas featured in the BoI is that we should "Judge ideas on their 
content and not on their origin (their source)".  One particular implication of this 
seems to be that "We should not reject some idea X, solely on the properties if 
it's source Y".

One particular example of people *not* following this is in parenting when 
parents disregard their child's ideas solely for the fact that they came from him.

However the number of sources of ideas is huge -  7 billion counting humans 
alone. Even for sources offering ideas to solve specific problems the numbers 
could still be huge. Because one has only finite computational resources, one 
has to, whether one wants to or not, adopt some heuristic for choosing which 
sources of ideas one will consider (or consider first, if you like). One can then 
seriously consider those ideas and depending on whether they solve the 
problem reject them or adopt them.

Well, sort of, but I think that 'heuristic' might be a misleading term, since it 
suggests a mechanical process and abstracts away the process that chose the 
theory that you then act on. See below.

However, any heuristic will be biased against some sources of ideas and will 
therefore, de facto, *reject their ideas solely on the properties of their source*. 
(Or any possible ordering of the sources will push some of the sources after the 
time of our certain death- and therefore throw them out).  (This is all true even if 
the heuristic or the ordering change through time as new knowledge comes in, 
etc...)

One possible objection to this last claim is that those ideas haven't really been 
rejected, since they haven't been even considered. However that is the same as 
claiming that some child's parents haven't really rejected their child's ideas, if 
they manage to shut him up before he is able to express them. Such parent 
could then easily claim that he has not in fact done what I have accused him of 
doing in the second line of this email.



Yes.

What did I miss?

Consider first what happens when you *have not* consulted a source, but have 
considered an issue purely on its merits and after hours of careful, creative 
analysis, come to a conclusion: you should do X and not Y. Assume, if you like, 
that you are world's leading expert on the thing in question. You reach the 
conclusion. Then you do X.

But wait a moment. At the moment when you are about to do X, are you choosing 
that idea on its merits, or according to its source?  How can it be on the merits, 
since we've just said that judging between X and Y on their merits takes hours? 
You're just consulting a source: your memory. And you're choosing to consult that 
source rather than any other. Why?

Another question I have is that as it turns out some heuristics happen to work 
much better than others when it comes to picking sources. If you happen to get 
sick asking a doctor or reading a medical book is more likely to help you with 
getting better, than going around asking people at random. What is the 
explanation for some heuristics working better than others?

Why are you consulting your memory of the decision you came to rather than the 
opinion of a passing hobo? Because, according to your best explanations, that 
memory records the survivor of a creative and critical process that addressed 
your problems and met your standards.

If the outcome was too complicated to remember, and you recorded it on a piece 
of paper, you'd consult that paper rather than your memory. Nothing to do with the 
paper being a privileged source. Everything to do with the contending ideas 
having been critically examined according to their content, in a way that you know 
addressed your problems and met your standards and then produced a result on 
that paper.

If you had not considered the matter because there was not enough time, but 
according to your best explanations, your colleague had already considered it 
using the same standards and criteria that you would have, then you'd consult the 
friend. Again, that wasn't a case of choosing a source according to a heuristic. It 
was entirely a case of choosing according to the content of the ideas.



If you had not considered the matter because there was not enough time for you 
to acquire the relevant expertise, because that would take years, but according to 
your best explanations a particular professional had considered it using the same 
standards and criteria, and using the same knowledge and expertise, that you 
would have, then you'd consult the professional.

Nothing to do with choosing a source according to a heuristic. Everything to do 
with choosing according to the content of the ideas, in every case.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Consciousness
Date: October 6, 2011 at 8:34 PM

On Oct 6, 2011, at 9:50 AM, Christopher Smith wrote:

That argument that she loves you relies on love meaning X, but actually love is 
really about Y because Z, so that argument is mistaken."

You may have an explanation of what love is; but that explanation may differ 
significantly from mine.  Platonic vs. sexual love, for example.

Yes, but most people's mothers love them according to most common 
conceptions of love, so differences it what we mean by love may not be an issue. 
For other questions where people differ more widely in how they think about it, or 
questions where it's more of a close call what the answer is (with a thin margin for 
error), then it becomes more important to get on the same page about what our 
concepts mean.

Love is a form of qualia, in other words.

Everybody "knows" what love is, they can sense it for themselves, just as they 
perceive colors and smells.

But that kind of "knowledge" seems quite different from scientific knowledge, for 
which fallibilism is a useful tool (though I can't seem to resolve what I think is a 
fundamental contradiction in fallibilist thinking: "the only truth we know is that we 
can't really ever know truth.")

Yes, that is kind of a tricky issue.

The problem is that, in non-falliblist, non-Popperian epistemology, that would 
indeed be a contradiction.

For it not to be a contradiction requires a new way of understanding some ideas. 
But before one has that new perspective, it looks problematic, which can turn 
people off from it.



People, quite naturally and unobjectionable, judge new ideas using current ideas. 
But sometimes, when one's current ideas are mistaken, and one is considering 
replacements for them, some new ideas need to be judged by their their 
replacement ways of judging, instead.

More on this below.

When you said an argument could be made along the lines of "actually love is 
really about Y," that argument would imply that there is some objective quality to 
love in the way that a law of physics is objective.

Which may very well be the case.

Yes, that's what I think.

In BoI, Deutsch argues that there are objective truths in more fields than people 
realize. For example, in aesthetics.

I think there are objective truths about everything interesting.

But as of yet, in the absence of an explanation of qualia, that's an assumption.

Calling that an assumption may be part of the same non-Popperian epistemology 
that makes fallibilism seem problematic. More on this below.

Could this assumption be tested in a laboratory?

Testing requires a rival idea which makes a contradictory empirical claim. I'm not 
aware of such a rival making such a claim to test. Objective truth is a pretty 
philosophical issue.

I could rephrase the initial question to something like:

"how do you know what bacon smells like?"

or

"how do you know what blue looks like?"

I don't think these questions are answerable in any satisfying scientific sense--at 



least not yet (though of course, we answer them every day in practice without 
thinking about them).

And that is how I took David D. to approach the problems presented by qualia:  
we don't have an explanation, but we very well could later on--because the 
world, universe, and multiverse are explicable.

I learn what bacon smells like by smelling it, and what blue looks like by seeing it. 
If I was blind then it'd be a hard problem to learn what blue looks like. But I'm not 
so the problem has been solved for me.

I think that we don't fully understand qualia but there are objective truths about 
them which we can learn more about in the future. For example, I expect one day 
we'll be able to communicate what blue looks like to a blind person. But today we 
don't yet know how.

The reason that should be possible is that communication is a universal concept 
applying to *all* information and qualia has to do with information (the seeing blue 
quale can be caused by input information coming from one's optic nerve to one's 
mind).

Now returning to the epistemological issues from above:

Popperian fallibilists don't claim to know (justified, true belief) that fallibilism is 
true. They only *guess* that it is true, improve that guess with *criticism* to their 
satisfaction, and refute any rival/contradictory ideas with *criticism*.

Popperians accept fallibilism in a tentative, fallible, conjectural way, not as the 
one foundational or certain truth.

They do need seek to justify, support, prove or confirm this, only to make and 
address criticisms, and perhaps to try to think of a better idea.

The purpose or emphasis of fallibilism is also different from the outside looking in. 
To conventional epistemology, the focus is on Knowledge, Truth, Certainty 
(attempting or achieving it, or getting a substitute), Justification, and so on. So it's 
natural to think of fallibilism as a denial that we ever can get those things. It 
sounds like skepticism.



But fallibilism, to Popperians, is different.

It still means those things, which we see not as skepticism but as traditional 
epistemology being misguided: it's skepticism of traditional epistemology, not 
skepticism of knowledge or epistemology itself.

But more important than that, to us, is what fallibilism positively tells us about the 
world: mistakes are common place. This is an important aspect of the nature of 
reality which we must constantly deal with.

This is why Popperian analysis of democracy focusses on 1) expecting mistakes  
2) setting things up so those mistakes can be corrected 3) and thereby making 
sure the mistakes don't become entrenched and last forever  4) which could 
prevent or hinder the beginning of infinity

And it's why Popperian analysis of epistemology focusses on 1) expecting 
mistakes  2) setting things up so those mistakes can be corrected by criticism  3) 
and thereby making sure the mistakes don't become entrenched and last forever  
4) which could prevent or hinder the beginning of infinity

Because we expect mistakes, we see reason as primarily being about correcting 
mistakes, and making sure mistakes can be corrected. Our enemies are thus 
things like

1) denials there is an objective truth (because without truth there can be no 
mistakes, no improvement, no progress, *no criticism*)

2) relativism (prevents criticism)

3) authority (appeals to authority are a way of suppressing criticism)

4) lack of clarity, obscurantism (makes criticism harder, makes it harder to tell 
what is mistaken or not)

Getting back to the other point from before:

as of yet, in the absence of an explanation of qualia, that's an assumption [that 



there is objective truth about qualia or love (I'm not sure which one is intended, 
or both, but it doesn't affect my point)].

This statement (read in the usual way, which may or may not have been 
intended) is saying that something is an assumption (low epistemic status) due to 
lack of proof or justification for it. It doesn't offer any criticism of the claim's 
content, only points to a *lack of positive arguments and explanations*.

There are no positive arguments for anything, and nothing ever has any 
epistemic status/authority (other than non-refuted as opposed to refuted). This 
kind of approach is asking for what doesn't exist. And the status it assigns, 
"assumption", is intended to be negative but really, in context, just means it is a 
(unsupported) *guess* -- which is the same as all our other ideas, not a flaw.

In the Popperian way of thinking, it is legitimate to simply guess that there is an 
objective truth about qualia or love. This guess has no known criticisms of it, and 
no known non-refuted rivals, so we can tentatively accept it. The contradictory 
claim that there is no objective truth can be criticized on the same grounds that, in 
general, we criticize all denials of (objective) truth.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Reason
Date: October 7, 2011 at 2:14 AM

On Oct 6, 2011, at 10:28 AM, Westmiller@aol.com wrote:

It would be odd to say that science "must begin"
with  *false beliefs*. Are you arguing with Popper?

That is what Popper meant. It is odd in that it contradicts non-Popperian 
epistemology and some common sense intuitions, but that wouldn't bother 
Popper.

We have to start with our best guesses which, initially, will be false beliefs (as well 
as bad explanations), including superstitions, ideas that came to us in dreams, 
and myths (like about Persephone or Zeus).

We only get knowledge by an incremental process of criticism and improvement. 
If you try to start with good ideas you have a chicken-and-egg problem, because 
you have no way to get them. The way out of this dilemma is to start with bad 
ideas, which is OK.

So, science started with some mistaken ideas, which by now we've improved but 
which, in general, are still mistaken, just less so. Now we still start with imperfect 
(false) beliefs, but better ones which meet many criticisms, and we continue to 
make progress to even better mistakes.

The Popperian conception of progress is that we go from mistake to mistake, 
misconception to misconception, problem to new problem. And progress means 
having better misconceptions, better problems. In this conception, it's only natural 
that we start, and even continue, with mistakes. Science deals in fallible, 
mistaken, human ideas, and improves them so they aren't mistaken in all 
respects anymore.

That's why the facts require verification.

What is a description of verifying (supporting) a fact? What would verify it? Our 
position is that nothing could.

If an idea passes five tests, that could not verify it, because there are many 



contradictory ideas which also pass those same five tests. Any test result is 
logically compatible with infinitely many possibilities, and cannot select between 
them.

One could claim that infinitely many ideas -- many contradictory in many ways -- 
are all equally verified, but that'd be pretty meaningless and useless. All you 
actually have is two categories of ideas: those that were refuted, and those that 
were not. All the ideas that were are refuted are consistent with every single test 
and piece of evidence we have (and not refuted by a philosophical criticism, e.g. 
for being bad a explanation).

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] BoI reference and poll at Freethought Arizona
Date: October 7, 2011 at 10:14 AM

This morning's entry at Freethought Arizona references the optimism
and progress in BoI, and asks people for their reasons for being
optimistic or pessimistic about humanity's future:

http://tucsoncitizen.com/freethought-arizona/2011/10/07/are-things-getting-better-
or-worse/

--Jason

-- 

http://tucsoncitizen.com/freethought-arizona/2011/10/07/are-things-getting-better-or-worse/


From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Anti-rational meme replication strategies
Date: October 7, 2011 at 5:35 AM

On 1 Oct 2011, at 01:58, Anonymous Person wrote:

On Fri, Sep 30, 2011 at 5:32 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 30 Sep 2011, at 11:01pm, Anonymous Person wrote:

On Fri, Sep 30, 2011 at 2:43 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

Do all anti-rational meme replication strategies involve some holders of the
meme coercing other people who don't yet have the meme, in some way?
If yes, why?
If no, could you provide an example of a replication strategy that doesn't
involve any holders of the meme coercing others as a result of having it?

No.

I take you to be referring to TCS-coercion or psychological coercion
or something like that. Memes aren't routinely spread by force or
violence.

One example meeting your criteria would be the holder tells a person
who then coerces himself.

Another would be: a meme is so subtle that neither the holder nor new
person is aware of the meme transfer at all, let alone coerced by it.
In general static memes *would* coerce you *if* you struggled, but
that doesn't mean they do coerce you. And they usually try not to let
it come to that point: better if you don't struggle.

Most (maybe all) people have no idea when or how they learned monogamy
memes, for example. It isn't done by from some memorable, unpleasant
event. Sometimes preachers put pressure on people, but they can also
spread religion by being helpful, kind, sympathetic and tolerant (at
least in many respects, which may be the only ones the convert
notices).



I'm sceptical that anti-rational memes can be propagated in the way just 
outlined. Certainly they can be propagated that way *as opinions, and as 
behaviours*. But the unseen and all-important anti-rational content that will get 
them safely to the next generation after that -- the entrenchment -- where does 
that come from?

Knowledge in the meme about how to create it (e.g. by reorganizing a
person's mind).

What does 'reorganising a person's mind' mean? What does it consist of?

Is it that the idea is so entangled with the rest of one's personality that it's hard 
to abandon it? I don't think a meme that was hard to drop for such a reason 
would behave in the way anti-rational memes do. For instance, we face that 
sort of thing when we have to give up the idea that distant events can be 
simultaneous, or that there's a force of gravity etc. Some people do fail to 
achieve that. But in the case of anti-rational memes, it's not merely *difficult*; 
creativity is engaged to keep them in place, and the more one even 
contemplates violating them, the more *painful* it feels.

Why does the process of reorganizing a mind, so something is
entrenched, have to involve the person feeling bad *at that time*?

Another possibility is a meme lies dormant, only partially set up
(i.e. not fully entrenched), and actually creates the (rest of the)
entrenchment on the fly when first questioned or criticized or opposed
(using coercion at that time, but not necessarily prior).

Could you give an example of how it'd coerce you later?

So I'm guessing the answer to Matjaž's question is yes.

But what about, as I said, the possibility that they coerce
themselves? So, surely the answer must be "no", independent of whether
memes can set themselves up quietly.

Why do they chose to coerce themselves in the first place? Or how does that 
come about? (If not from for prior coercion by someone else. I guess this will 
become clearer with the answer of the 'reorganising' thing.)



--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Using Experts (was: How is it possible not to consider the source 
when cosidering ideas?)
Date: October 7, 2011 at 2:23 PM

On Oct 6, 2011, at 2:58 PM, David Deutsch wrote:

Why are you consulting your memory of the decision you came to rather than 
the opinion of a passing hobo? Because, according to your best explanations, 
that memory records the survivor of a creative and critical process that 
addressed your problems and met your standards.

If the outcome was too complicated to remember, and you recorded it on a 
piece of paper, you'd consult that paper rather than your memory. Nothing to do 
with the paper being a privileged source. Everything to do with the contending 
ideas having been critically examined according to their content, in a way that 
you know addressed your problems and met your standards and then produced 
a result on that paper.

If you had not considered the matter because there was not enough time, but 
according to your best explanations, your colleague had already considered it 
using the same standards and criteria that you would have, then you'd consult 
the friend. Again, that wasn't a case of choosing a source according to a 
heuristic. It was entirely a case of choosing according to the content of the 
ideas.

If you had not considered the matter because there was not enough time for you 
to acquire the relevant expertise, because that would take years, but according 
to your best explanations a particular professional had considered it using the 
same standards and criteria, and using the same knowledge and expertise, that 
you would have, then you'd consult the professional.

Nothing to do with choosing a source according to a heuristic. Everything to do 
with choosing according to the content of the ideas, in every case.

Non-Popperians never approach any significant field of inquiry using quite the 
same standards and criteria that a Popperian would. Popperian epistemology is a 
big idea with a lot of reach, and any big project will touch on epistemology at least 
a little now and then.



One reason epistemology always comes up is for any big project you learn some 
things along the way, and epistemology tells us about what processes do and 
don't create knowledge (so, are and are not suitable for learning).

All big projects also involve organizing knowledge, which is also a topic 
epistemology covers.

Therefore a Popperian can never believe that an expert chemist (for example) 
has done chemistry using the same standards and criteria that the Popperian 
would have if he'd learned chemistry himself, because they would have had 
different approaches to the epistemological issues.

The Popperian might guess that what the chemist did is similar to what he would 
have done -- that it's close enough. It might be. It also might be dramatically 
different: if the Popperian had learned chemistry himself he might have have had 
a new insight into the field (this is possible just in general, but it's easier to 
achieve if it's an insight from applying Popperian epistemology where people 
hadn't tried applying it before).

For some fields this issue is larger than others. Epistemological insight isn't going 
to change which chemicals react with which others. It'd be better at offering, say, 
a new organizational method of thinking about chemicals, that might quickly lead 
to discovering a few new properties of chemicals that it makes stand out more.

A different field, like psychology and it's "scientific" studies, could be turned 
upside down by the application of Popperian epistemology. BoI discusses this 
some in chapter 12.

There's also the fact that experts in any field disagree with each other. So how 
are you to pick? Some people choose by which expert opinion they've read most 
recently, read a summary of at all, or the media thinks has a larger number of 
supporters. But those are bad methods. A good method is reading things they 
wrote and seeing who makes mistakes and offers bad explanations. Then if, in 
your best judgment, exactly one position in the field has good explanations and 
you don't see mistakes, and the others you do see mistakes, you can pick that 
position. But this involves learning about the field and requires a lot of skill to do 
well.



CONCLUDING REMARKS

We can never expect that an expert has literally, exactly asked the same 
questions, and used the same criteria and standards, that we would have. There 
is always some need for guessing if it's close enough. But how can we really do 
that? And the more we have ideas with reach (such as Popperian epistemology), 
which aren't commonplace in our culture, the more we can expect the expert did 
things differently than we would have.

Another difficulty is choosing which expert to listen to for all issues with any 
controversy. Doing that well, prima facie, requires learning about the field 
(enough to spot some mistakes some experts made, so that may take quite a lot 
of learning), which defeats the purpose of trying to rely on expert advice so one 
can focus his time on other stuff.

How do you suggest approaching these difficulties?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Anti-rational meme replication strategies
Date: October 7, 2011 at 4:41 PM

On Fri, Oct 7, 2011 at 2:35 AM, Lulie Tanett <www@lulie.org> wrote:

On 1 Oct 2011, at 01:58, Anonymous Person wrote:

On Fri, Sep 30, 2011 at 5:32 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 30 Sep 2011, at 11:01pm, Anonymous Person wrote:

On Fri, Sep 30, 2011 at 2:43 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

Do all anti-rational meme replication strategies involve some holders of the
meme coercing other people who don't yet have the meme, in some way?
If yes, why?
If no, could you provide an example of a replication strategy that doesn't
involve any holders of the meme coercing others as a result of having it?

No.

I take you to be referring to TCS-coercion or psychological coercion
or something like that. Memes aren't routinely spread by force or
violence.

One example meeting your criteria would be the holder tells a person
who then coerces himself.

Another would be: a meme is so subtle that neither the holder nor new
person is aware of the meme transfer at all, let alone coerced by it.
In general static memes *would* coerce you *if* you struggled, but
that doesn't mean they do coerce you. And they usually try not to let
it come to that point: better if you don't struggle.

Most (maybe all) people have no idea when or how they learned monogamy
memes, for example. It isn't done by from some memorable, unpleasant
event. Sometimes preachers put pressure on people, but they can also
spread religion by being helpful, kind, sympathetic and tolerant (at
least in many respects, which may be the only ones the convert



notices).

I'm sceptical that anti-rational memes can be propagated in the way just 
outlined. Certainly they can be propagated that way *as opinions, and as 
behaviours*. But the unseen and all-important anti-rational content that will 
get them safely to the next generation after that -- the entrenchment -- where 
does that come from?

Knowledge in the meme about how to create it (e.g. by reorganizing a
person's mind).

What does 'reorganising a person's mind' mean? What does it consist of?

Any or all of the following: adding some new ideas, removing some old
ideas, changing some ideas, changing some connections between ideas,
and changing some organization structure of how one lays out his ideas
in his mind.

Is it that the idea is so entangled with the rest of one's personality that it's 
hard to abandon it? I don't think a meme that was hard to drop for such a 
reason would behave in the way anti-rational memes do. For instance, we 
face that sort of thing when we have to give up the idea that distant events 
can be simultaneous, or that there's a force of gravity etc. Some people do 
fail to achieve that. But in the case of anti-rational memes, it's not merely 
*difficult*; creativity is engaged to keep them in place, and the more one even 
contemplates violating them, the more *painful* it feels.

Why does the process of reorganizing a mind, so something is
entrenched, have to involve the person feeling bad *at that time*?

Another possibility is a meme lies dormant, only partially set up
(i.e. not fully entrenched), and actually creates the (rest of the)
entrenchment on the fly when first questioned or criticized or opposed
(using coercion at that time, but not necessarily prior).

Could you give an example of how it'd coerce you later?

Consider a meme about marriage. It may use loneliness as part of its



enforcement mechanism. Do what it wants or feel bad (lonely).

When this pain happens, it may help entrench the meme.

But this may not happen for many years after one gets the meme. People
commonly don't start feeling strongly romatically lonely -- wondering
if they'll ever find a spouse and be able to have a family, and if
anyone will ever want them, and thinking they are a loser who is all
alone, and so on -- until they are nearing age 30.

So the meme is ready to cause coercion if a situation comes up, but
that situation may not come up for years, if ever (one might marry at
age 20 and remain married for life).

I don't know if it's true or not, but it's conceivable that people who
haven't experienced the pain of severe romantic loneliness are
generally more rationally and open minded about romance, and that
those who have gone through this kind of loneliness have a more
entrenched meme that's harder to change.

So I'm guessing the answer to Matjaž's question is yes.

But what about, as I said, the possibility that they coerce
themselves? So, surely the answer must be "no", independent of whether
memes can set themselves up quietly.

Why do they chose to coerce themselves in the first place?

No, not choose. What anti-rational memes are evolved to do is control
people -- cause unchosen behaviors.

What BoI says more specifically is that anti-rational memes disable
creativity to prevent criticism and processes that could change or
replace it. It doesn't compete against rival ideas, or even variations
of itself, but suppresses them.

So in that context, there's no choice to be made. One has one idea and
one idea only, about this issue.



Or how does that come about? (If not from for prior coercion by someone else. I 
guess this will become clearer with the answer of the 'reorganising' thing.)

We don't know the exact mechanisms by which anti-rational memes do
this. In other words, we don't know how to do it to people ourselves.
Anti-rational memes have highly evolved knowledge.

It's the same way that, in the past, people could look at an eye and
know it had a lot of highly advanced knowledge in it, but not
understand how it works. You can tell it has knowledge because of how
effective it is. But that doesn't reveal its mechanisms.



From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: October 7, 2011 at 4:55 PM

Elliot Temple  wrote:
The word corroboration refers to refutations,
not  verification.

Not in any dictionary I can find. All of them use  "confirmation",
"strengthen or support".

"Corroboration" is a  misleading choice of words
which is not a synonym for  verification.

Popper's use was modified: "independent corroboration",  which establishes
that an assertion is not purely subjective. So, I agree with  Popper and you
seem to disagree.

Popperian test experiments involve  finding ways
two (or more) theories make contradictory
 predictions, and then testing that, so at least
one must be  refuted.

Are you suggesting (or saying Popper suggests) that a theory  *cannot be
tested* until there is another, competing theory to fall back on? At  minimum,
any theory can be faulted for invalid logic, whether or not there's a
replacement. A factual assertion supporting a conclusion can be proven false,
whether or not there is another theory using different premises.

 These are different senses of the word "myth"
which he spoke about in  different contexts.

The two definitions you offer provide an option:  "false" or
"supernatural". It seems to me that they are the same thing. IF  Popper had said 
that
"science historically started with myths", I would agree.  Myths are false
explanations, which certainly dominated mankind's early history,  but the
mistaken belief that the earth was flat was not *required* in order to  gather
evidence that it was spherical.



It seems to me that the "myth"  Popper was talking about is the presumption
that induction can demonstrate an  absolute, final truth. He wasn't saying
that "no one has ever induced anything",  but that an inductive assertion
could be falsified by new facts ... or  *verified* by "independent
corroboration", which makes perfect sense. Saying  Popper didn't mean what he 
said, or
that he used misleading words, is arguing  *against* his proposition, not
*for* it.

... We learn not by  supporting ideas but by
guesses and criticism.

So, for example,  contrary to the proposition that "the earth is flat", we
learn by imagining that  the earth is a cube or a pyramid? It seems to me
that we learn by gathering  evidence. That evidence either confirms
("independently corroborates" in  Popper's words) one proposition or refutes
(demonstrates factual error) in  another. It isn't our imagination that dictates the
content of  reality.

Most claims of support boil down to the following:
 Evidence X supports universal theory Y if:
1) X is *consistent* with  Y
2) it feels intuitive that Y be supported by X

You've perverted  the argument with qualifiers: "most", "universal",
"consistent", "intuitive",  and "supported". If theory Y *requires* fact X and all
known evidence confirms  fact X, then the premise is presumed valid, even
if the conclusion is false. The  logic may be invalid (false), even if fact X
is true.

Of course, no being  is omniscient, so we can never assert that *all
possible evidence* supports an  asserted factual premise. With each repeated
verification of the claimed fact,  our level of confidence that the assertion is
consistent with reality will  increase. It may never reach 100% (depending
on how the argument is  circumscribed), but we can state that none of the
*known evidence* contradicts  the assertion. All that means is that we can't
claim omniscience. It doesn't  mean that we cannot know anything. In common
language, there's nothing false  about saying that something is *evidently*
true. That qualifier is not  usually stated, but is implied in every natural
(not  supernatural) assertion of truth.



Bill

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Reason
Date: October 7, 2011 at 5:22 PM

On Oct 7, 2011, at 1:55 PM, Westmiller@aol.com wrote:

Elliot Temple  wrote:
The word corroboration refers to refutations,
not  verification.

Not in any dictionary I can find. All of them use  "confirmation",
"strengthen or support".

Yes of course.

Popper made up his own definition, contrary to the dictionary. This was a mistake 
(though not a very important one).

The upshot is that when he advocated "corroboration" (his definition) he was not 
advocating confirmation or support.

Are you suggesting (or saying Popper suggests) that a theory  *cannot be
tested* until there is another, competing theory to fall back on?

There has to be a competing idea *to test against* or you don't know what to test. 
Without a competing idea and a point of contradiction, what would you test? 
Random uncontroversial things?

Without it being a test against a rival, the tests are not "corroboration" (Popper's 
term) nor are they "testing" an idea in the sense that Popper advocated testing 
ideas.

At  minimum, any theory can be faulted for invalid logic, whether or not there's a 
replacement.

You are talking about criticizing ideas.

I was talking about testing ideas which refers to empirical tests. Not all "faulting" 
is testing in the BoI/Popper terminology.



You can criticize any idea at any time, that's a separate issue.

A factual assertion supporting a conclusion can be proven false,
whether or not there is another theory using different premises.

This assumes that there is such thing as "a factual assertion supporting a 
conclusion" but I think there isn't and have asked you to give some kind of 
explanation of how there could be and what it would be.

It seems to me that the "myth"  Popper was talking about is the presumption
that induction can demonstrate an  absolute, final truth.

No, you've gotten them wrong. Popper's (and Deutsch's) position is: the myth is 
that people can do induction at all, that it's a thing which can be done.

He [Popper] wasn't saying  that "no one has ever induced anything",

You've got him wrong. That's what he did say, and what Deutsch says too.

For example, BoI pp 30-31 terminology section says:

Inductivism: The misconception that scientific theories are obtained by 
generalizing or extrapolating repeated experiences, and that the more often a 
theory is confirmed by observation the more likely it becomes.

Induction: The non-existent process of ‘obtaining’ referred to above.

When Deutsch says it's non-existent he means it's never happened, never been 
done, can't be done. As also explained in the chapter itself.

Alan gave a quote for Popper. Alan wrote:

That's not Popper's position: Popper takes the position that inductivism is 
impossible. For example, on p. 28 of "Objective Knowledge: An Evolutionary 
Approach", Popper writes:

"Their authors [inductivists] do not take Hume's logical criticism [of inductivism] 
sufficiently seriously; and they never seriously consider the possibility that we 



can and must do without induction by repetition, and that we actually do manage 
without it."

The reason we "must do without induction" is that it's non-existent. But we can 
and do do without it, Popper explains.

... We learn not by  supporting ideas but by
guesses and criticism.

So, for example,  contrary to the proposition that "the earth is flat", we
learn by imagining that  the earth is a cube or a pyramid? It seems to me
that we learn by gathering  evidence.

That's how it *seems* to many people, but as Popper and Deutsch explained, 
that is not how we learn. See BoI chapter 1 or Objective Knowledge, by Popper, 
chapters 1-3. Or see Popper's book _Conjectures and Refutations_ which was 
titled after the idea that we learn by guesses and criticism.

One thing Popper pointed out (and Deutsch repeated in BoI) is that all 
observation is theory laden. In other words, you must have ideas first about what 
to observe before you observe. You can't gather evidence until after you decide 
which evidence to gather. So, ideas always come first, and evidence always 
second.

Most claims of support boil down to the following:
Evidence X supports universal theory Y if:
1) X is *consistent* with  Y
2) it feels intuitive that Y be supported by X

You've perverted  the argument with qualifiers: "most", "universal",
"consistent", "intuitive",  and "supported". If theory Y *requires* fact X and all
known evidence confirms  fact X, then the premise is presumed valid, even
if the conclusion is false. The  logic may be invalid (false), even if fact X
is true.

Of course, no being  is omniscient, so we can never assert that *all



possible evidence* supports an  asserted factual premise. With each repeated
verification of the claimed fact,  our level of confidence that the assertion is
consistent with reality will  increase. It may never reach 100% (depending
on how the argument is  circumscribed), but we can state that none of the
*known evidence* contradicts  the assertion. All that means is that we can't
claim omniscience. It doesn't  mean that we cannot know anything. In common
language, there's nothing false  about saying that something is *evidently*
true. That qualifier is not  usually stated, but is implied in every natural
(not  supernatural) assertion of truth.

Please give a statement of how to determine if X does or does not 
support/confirm Y (and how much?).

The text here included the statement "all known evidence confirms fact X" so it 
can't answer what confirmation is (without being circular).

I'm not trying to ask for omniscience.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Using Experts (was: How is it possible not to consider the 
source when cosidering ideas?)
Date: October 7, 2011 at 7:04 PM

On 7 Oct 2011, at 7:23pm, Elliot Temple wrote:

On Oct 6, 2011, at 2:58 PM, David Deutsch wrote:

Why are you consulting your memory of the decision you came to rather than 
the opinion of a passing hobo? Because, according to your best explanations, 
that memory records the survivor of a creative and critical process that 
addressed your problems and met your standards.

If the outcome was too complicated to remember, and you recorded it on a 
piece of paper, you'd consult that paper rather than your memory. Nothing to 
do with the paper being a privileged source. Everything to do with the 
contending ideas having been critically examined according to their content, in 
a way that you know addressed your problems and met your standards and 
then produced a result on that paper.

If you had not considered the matter because there was not enough time, but 
according to your best explanations, your colleague had already considered it 
using the same standards and criteria that you would have, then you'd consult 
the friend. Again, that wasn't a case of choosing a source according to a 
heuristic. It was entirely a case of choosing according to the content of the 
ideas.

If you had not considered the matter because there was not enough time for 
you to acquire the relevant expertise, because that would take years, but 
according to your best explanations a particular professional had considered it 
using the same standards and criteria, and using the same knowledge and 
expertise, that you would have, then you'd consult the professional.

Nothing to do with choosing a source according to a heuristic. Everything to do 
with choosing according to the content of the ideas, in every case.

Non-Popperians never approach any significant field of inquiry using quite the 
same standards and criteria that a Popperian would. Popperian epistemology is 
a big idea with a lot of reach, and any big project will touch on epistemology at 



least a little now and then.

One reason epistemology always comes up is for any big project you learn 
some things along the way, and epistemology tells us about what processes do 
and don't create knowledge (so, are and are not suitable for learning).

All big projects also involve organizing knowledge, which is also a topic 
epistemology covers.

Therefore a Popperian can never believe that an expert chemist (for example) 
has done chemistry using the same standards and criteria that the Popperian 
would have if he'd learned chemistry himself, because they would have had 
different approaches to the epistemological issues.

The Popperian might guess that what the chemist did is similar to what he would 
have done -- that it's close enough. It might be. It also might be dramatically 
different: if the Popperian had learned chemistry himself he might have have 
had a new insight into the field (this is possible just in general, but it's easier to 
achieve if it's an insight from applying Popperian epistemology where people 
hadn't tried applying it before).

For some fields this issue is larger than others. Epistemological insight isn't 
going to change which chemicals react with which others. It'd be better at 
offering, say, a new organizational method of thinking about chemicals, that 
might quickly lead to discovering a few new properties of chemicals that it 
makes stand out more.

A different field, like psychology and it's "scientific" studies, could be turned 
upside down by the application of Popperian epistemology. BoI discusses this 
some in chapter 12.

There's also the fact that experts in any field disagree with each other. So how 
are you to pick? Some people choose by which expert opinion they've read 
most recently, read a summary of at all, or the media thinks has a larger number 
of supporters. But those are bad methods. A good method is reading things they 
wrote and seeing who makes mistakes and offers bad explanations. Then if, in 
your best judgment, exactly one position in the field has good explanations and 
you don't see mistakes, and the others you do see mistakes, you can pick that 
position. But this involves learning about the field and requires a lot of skill to do 



well.

CONCLUDING REMARKS

We can never expect that an expert has literally, exactly asked the same 
questions, and used the same criteria and standards, that we would have. There 
is always some need for guessing if it's close enough. But how can we really do 
that? And the more we have ideas with reach (such as Popperian 
epistemology), which aren't commonplace in our culture, the more we can 
expect the expert did things differently than we would have.

Another difficulty is choosing which expert to listen to for all issues with any 
controversy. Doing that well, prima facie, requires learning about the field 
(enough to spot some mistakes some experts made, so that may take quite a lot 
of learning), which defeats the purpose of trying to rely on expert advice so one 
can focus his time on other stuff.

How do you suggest approaching these difficulties?

Again, they're not fundamentally different from difficulties that one encounters 
when *not* consulting an expert. One's own previous thinking may not be up to 
one's present-day standards. One may have forgotten some relevant 
considerations if one arrived at the opinion long ago. One may have conflicting 
views within one's own mind. One may have blind spots in one's world view. And 
one may be short of time and other resources.

What one does is what you said. Perhaps I'd add that when one finds mistakes in 
their philosophy or their methodology, one should ask oneself whether that affects 
the particular issue one cares about. Newton thought he'd induced his theories, 
you know.

But basically I still say: form theories about how the experts came to the opinions 
that they have, and try to find opinions that were arrived at in the way that one 
would have arrived at them oneself. This is always error-prone -- as I said, even 
with one's own opinions. Listen to their explanations not their authority. In the 
case of conflicting advice, ask for an explanation of why the opposing expert is 
mistaken.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Using Experts (was: How is it possible not to consider the 
source when cosidering ideas?)
Date: October 7, 2011 at 8:06 PM

On Oct 7, 2011, at 4:04 PM, David Deutsch wrote:

On 7 Oct 2011, at 7:23pm, Elliot Temple wrote:

On Oct 6, 2011, at 2:58 PM, David Deutsch wrote:

Why are you consulting your memory of the decision you came to rather than 
the opinion of a passing hobo? Because, according to your best 
explanations, that memory records the survivor of a creative and critical 
process that addressed your problems and met your standards.

If the outcome was too complicated to remember, and you recorded it on a 
piece of paper, you'd consult that paper rather than your memory. Nothing to 
do with the paper being a privileged source. Everything to do with the 
contending ideas having been critically examined according to their content, 
in a way that you know addressed your problems and met your standards 
and then produced a result on that paper.

If you had not considered the matter because there was not enough time, but 
according to your best explanations, your colleague had already considered it 
using the same standards and criteria that you would have, then you'd 
consult the friend. Again, that wasn't a case of choosing a source according 
to a heuristic. It was entirely a case of choosing according to the content of 
the ideas.

If you had not considered the matter because there was not enough time for 
you to acquire the relevant expertise, because that would take years, but 
according to your best explanations a particular professional had considered 
it using the same standards and criteria, and using the same knowledge and 
expertise, that you would have, then you'd consult the professional.

Nothing to do with choosing a source according to a heuristic. Everything to 
do with choosing according to the content of the ideas, in every case.

Non-Popperians never approach any significant field of inquiry using quite the 



same standards and criteria that a Popperian would. Popperian epistemology 
is a big idea with a lot of reach, and any big project will touch on epistemology 
at least a little now and then.

One reason epistemology always comes up is for any big project you learn 
some things along the way, and epistemology tells us about what processes do 
and don't create knowledge (so, are and are not suitable for learning).

All big projects also involve organizing knowledge, which is also a topic 
epistemology covers.

Therefore a Popperian can never believe that an expert chemist (for example) 
has done chemistry using the same standards and criteria that the Popperian 
would have if he'd learned chemistry himself, because they would have had 
different approaches to the epistemological issues.

The Popperian might guess that what the chemist did is similar to what he 
would have done -- that it's close enough. It might be. It also might be 
dramatically different: if the Popperian had learned chemistry himself he might 
have have had a new insight into the field (this is possible just in general, but 
it's easier to achieve if it's an insight from applying Popperian epistemology 
where people hadn't tried applying it before).

For some fields this issue is larger than others. Epistemological insight isn't 
going to change which chemicals react with which others. It'd be better at 
offering, say, a new organizational method of thinking about chemicals, that 
might quickly lead to discovering a few new properties of chemicals that it 
makes stand out more.

A different field, like psychology and it's "scientific" studies, could be turned 
upside down by the application of Popperian epistemology. BoI discusses this 
some in chapter 12.

There's also the fact that experts in any field disagree with each other. So how 
are you to pick? Some people choose by which expert opinion they've read 
most recently, read a summary of at all, or the media thinks has a larger 
number of supporters. But those are bad methods. A good method is reading 
things they wrote and seeing who makes mistakes and offers bad 
explanations. Then if, in your best judgment, exactly one position in the field 



has good explanations and you don't see mistakes, and the others you do see 
mistakes, you can pick that position. But this involves learning about the field 
and requires a lot of skill to do well.

CONCLUDING REMARKS

We can never expect that an expert has literally, exactly asked the same 
questions, and used the same criteria and standards, that we would have. 
There is always some need for guessing if it's close enough. But how can we 
really do that? And the more we have ideas with reach (such as Popperian 
epistemology), which aren't commonplace in our culture, the more we can 
expect the expert did things differently than we would have.

Another difficulty is choosing which expert to listen to for all issues with any 
controversy. Doing that well, prima facie, requires learning about the field 
(enough to spot some mistakes some experts made, so that may take quite a 
lot of learning), which defeats the purpose of trying to rely on expert advice so 
one can focus his time on other stuff.

How do you suggest approaching these difficulties?

Again, they're not fundamentally different from difficulties that one encounters 
when *not* consulting an expert.

That doesn't prevent them from being difficulties that one needs a way to 
approach.

One's own previous thinking may not be up to one's present-day standards. One 
may have forgotten some relevant considerations if one arrived at the opinion 
long ago. One may have conflicting views within one's own mind. One may have 
blind spots in one's world view. And one may be short of time and other 
resources.

Right, so for example a Popperian may be skeptical of his pre-Popperian thinking 
just as he's skeptical of non-Popperian experts.

What one does is what you said.

But I don't think I said what to do! I didn't think I'd answered the issues I'd raised. 



What's the thing to do?

The original problem is not having time to learn everything oneself. This can 
sometimes be solved by using expert knowledge as you outlined. However, 
sometimes one runs into difficulties, as I outlined. Then one either needs to 
address those difficulties or find a new way to address the original problem.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: October 8, 2011 at 1:07 PM

Elliot Temple writes:
... Popper made up his own definition  ...

It seems to have been a bad habit, bouncing from "corroboration"  (wrong
meaning), to "verisimilitude", to "truthlikeness", to "truth-content",  then
back to "corroboration" (correct meaning):

"Assuming that the  truth-content and the falsity-content of two theories
t1 and t2 are comparable,  we can say that t2 is more closely similar to the
truth, or corresponds better  to the facts ..." - Conjectures, p. 233

Popper seems to be "fishing in  his own stream of consciousness" to catch
something new and important. All he  discovers is the obvious: theories are
easier to falsify than to  create.

... Without a competing idea and a point
of  contradiction, what would you test?

Correspondence with reality. An  asserted fact is either evidently true or
evidently false.

... This  assumes that there is such thing as
"a factual assertion supporting a  conclusion"
but I think there isn't ...

I've offered several  examples, but let's focus on a scientific one:
A. Light is a wave
B. Waves  travel in a fixed medium
C. Light is visible from space
Therefore: There  is a fixed medium (let's call it aether) in which light
travels through  space.

That theory can be tested by showing either A, B, or C to be  false. But,
every test showed that they were all *evidently*  true.

Michelson and Morley decided to test the theory. That experiment



*evidently* proved that the conclusion was false, even though all of the  premises
seemed to be true. THERE WAS NO ALTERNATIVE THEORY to test against,  
until
after the experiment. At any point, the original theory could have been
disproved by falsifying the factual premises A, B, C, or any others leading to
the M-M experiment.

The original theory had (in Popper's terms) very high  "truth-content". It
should have been "truthlike". It wasn't.

 [BOI] Inductivism: The misconception that
scientific theories are  obtained by generalizing
or extrapolating repeated experiences, and  that
the more often a theory is confirmed by observation
the  more likely it becomes.

Then, David apparently disagrees with Popper, who  inexorably arrives at
the conclusion that "independent corroboration" of  premises that "correspond
better with the facts" are the basis for judging  theories.

The reason we "must do without induction" is
that  it's non-existent.

The assertion that "All frequencies of light are known  to have wave-like
properties. Therefore, all light is a wave" cannot be  conclusively true.
Popper's philosophical endorsement of Hume is correct, but  that *is* the way
that science is done: theories are derived from evidently true  factual
premises.

One thing Popper pointed out (and Deutsch
 repeated in BoI) is that all observation
is theory  laden.

Observation may be *motivated* by theory, as the M-M experiment  was
motivated by a conclusion derived from a set of evident facts. But, facts  can
slam you in the face. The entire basis for quantum theory was an unexpected
fact, observed by Planck, leading to "an act of despair" that required quanta
of  light. He did NOT start his investigation in order to determine the
validity of  a pre-existing quantum theory, nor to compare two competing
theories of light  propagation. He was just observing reality.



Bill

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Reason
Date: October 8, 2011 at 1:39 PM

On Oct 8, 2011, at 10:07 AM, westmiller@aol.com wrote:

Elliot Temple writes:

... Without a competing idea and a point
of  contradiction, what would you test?

Correspondence with reality.

There are unlimited tests one could do. How will you choose?

If the tests you do are passed, what difference will that make to anything, without 
a competing idea in the picture?

... This  assumes that there is such thing as
"a factual assertion supporting a  conclusion"
but I think there isn't ...

I've offered several  examples, but let's focus on a scientific one:
A. Light is a wave
B. Waves  travel in a fixed medium
C. Light is visible from space
Therefore: There  is a fixed medium (let's call it aether) in which light
travels through  space.

That theory can be tested by showing either A, B, or C to be  false. But,
every test showed that they were all *evidently*  true.

Michelson and Morley decided to test the theory. That experiment
*evidently* proved that the conclusion was false, even though all of the  
premises
seemed to be true. THERE WAS NO ALTERNATIVE THEORY to test against,  
until
after the experiment. At any point, the original theory could have been



disproved by falsifying the factual premises A, B, C, or any others leading to
the M-M experiment.

The original theory had (in Popper's terms) very high  "truth-content". It
should have been "truthlike". It wasn't.

This example fails to make any statement of the type "and so X supports/confirms 
Y b/c Z". What idea is supported by what? And why?

You seem to have focussed on critical refutation, not support.

[BOI] Inductivism: The misconception that
scientific theories are  obtained by generalizing
or extrapolating repeated experiences, and  that
the more often a theory is confirmed by observation
the  more likely it becomes.

Then, David apparently disagrees with Popper, who  inexorably arrives at
the conclusion that "independent corroboration" of  premises that "correspond
better with the facts" are the basis for judging  theories.

No, that isn't Popper's position. He doesn't offer any basis for judging ideas but a 
variety of criteria one may find helpful to use sometimes (at one's judgment), 
which may sometimes contradict each other. Other criteria include explanatory 
power, testability and boldness.

that *is* the way
that science is done: theories are derived from evidently true  factual
premises.

That's not what Popper and BoI say. They say that theories cannot be derived 
from facts.

Why?

Well, for example, because any set of facts is consistent with infinitely many 
theories. All the theories which they do not refute, actually. So any attempt to 
derive theories from facts won't get very far: you'll be faced with all non-refuted 



theories and still need a way to select between them.

They also say there is no such thing as an evidently true fact. Rather, we are 
fallible and all our guesses about facts may be mistaken. Truth is hard to come 
by, and we never know we have it; it's not evident. When there is no 
disagreement or problem we can tentatively accept ideas, and when there is 
disagreement or a problem then we must consider the competing ideas on their 
merits, people's conceptions of evidentness being deemed irrelevant. One can't 
win a debate by saying, "It seems obvious to me."

He was just observing reality.

No, there's always more things one could observe than one does observe. We 
must therefore be selective. Observation always involves ideas about which 
things to observe and which not to -- how to select.

Keep in mind that what we "see", like a three dimensional room, is itself an 
interpretation according to ideas, not raw data. The raw data is photons with 
certain frequencies striking our eyes at certain angles and times. Working out any 
meaning of that regarding quantum physics, or anything else, requires ideas 
about how to treat this data, how to interpret it, what aspects of it are important.

See BoI ch10.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Using Experts (was: How is it possible not to consider the 
source when cosidering ideas?)
Date: October 8, 2011 at 8:01 PM

On 8 Oct 2011, at 01:06, Elliot Temple wrote:

On Oct 7, 2011, at 4:04 PM, David Deutsch wrote:

On 7 Oct 2011, at 7:23pm, Elliot Temple wrote:

On Oct 6, 2011, at 2:58 PM, David Deutsch wrote:

Why are you consulting your memory of the decision you came to rather 
than the opinion of a passing hobo? Because, according to your best 
explanations, that memory records the survivor of a creative and critical 
process that addressed your problems and met your standards.

If the outcome was too complicated to remember, and you recorded it on a 
piece of paper, you'd consult that paper rather than your memory. Nothing to 
do with the paper being a privileged source. Everything to do with the 
contending ideas having been critically examined according to their content, 
in a way that you know addressed your problems and met your standards 
and then produced a result on that paper.

If you had not considered the matter because there was not enough time, 
but according to your best explanations, your colleague had already 
considered it using the same standards and criteria that you would have, 
then you'd consult the friend. Again, that wasn't a case of choosing a source 
according to a heuristic. It was entirely a case of choosing according to the 
content of the ideas.

If you had not considered the matter because there was not enough time for 
you to acquire the relevant expertise, because that would take years, but 
according to your best explanations a particular professional had considered 
it using the same standards and criteria, and using the same knowledge and 
expertise, that you would have, then you'd consult the professional.

Nothing to do with choosing a source according to a heuristic. Everything to 
do with choosing according to the content of the ideas, in every case.



Non-Popperians never approach any significant field of inquiry using quite the 
same standards and criteria that a Popperian would. Popperian epistemology 
is a big idea with a lot of reach, and any big project will touch on 
epistemology at least a little now and then.

One reason epistemology always comes up is for any big project you learn 
some things along the way, and epistemology tells us about what processes 
do and don't create knowledge (so, are and are not suitable for learning).

All big projects also involve organizing knowledge, which is also a topic 
epistemology covers.

Therefore a Popperian can never believe that an expert chemist (for 
example) has done chemistry using the same standards and criteria that the 
Popperian would have if he'd learned chemistry himself, because they would 
have had different approaches to the epistemological issues.

The Popperian might guess that what the chemist did is similar to what he 
would have done -- that it's close enough. It might be. It also might be 
dramatically different: if the Popperian had learned chemistry himself he 
might have have had a new insight into the field (this is possible just in 
general, but it's easier to achieve if it's an insight from applying Popperian 
epistemology where people hadn't tried applying it before).

For some fields this issue is larger than others. Epistemological insight isn't 
going to change which chemicals react with which others. It'd be better at 
offering, say, a new organizational method of thinking about chemicals, that 
might quickly lead to discovering a few new properties of chemicals that it 
makes stand out more.

A different field, like psychology and it's "scientific" studies, could be turned 
upside down by the application of Popperian epistemology. BoI discusses this 
some in chapter 12.

There's also the fact that experts in any field disagree with each other. So 
how are you to pick? Some people choose by which expert opinion they've 
read most recently, read a summary of at all, or the media thinks has a larger 
number of supporters. But those are bad methods. A good method is reading 



things they wrote and seeing who makes mistakes and offers bad 
explanations. Then if, in your best judgment, exactly one position in the field 
has good explanations and you don't see mistakes, and the others you do 
see mistakes, you can pick that position. But this involves learning about the 
field and requires a lot of skill to do well.

CONCLUDING REMARKS

We can never expect that an expert has literally, exactly asked the same 
questions, and used the same criteria and standards, that we would have. 
There is always some need for guessing if it's close enough. But how can we 
really do that? And the more we have ideas with reach (such as Popperian 
epistemology), which aren't commonplace in our culture, the more we can 
expect the expert did things differently than we would have.

Another difficulty is choosing which expert to listen to for all issues with any 
controversy. Doing that well, prima facie, requires learning about the field 
(enough to spot some mistakes some experts made, so that may take quite a 
lot of learning), which defeats the purpose of trying to rely on expert advice 
so one can focus his time on other stuff.

How do you suggest approaching these difficulties?

Again, they're not fundamentally different from difficulties that one encounters 
when *not* consulting an expert.

That doesn't prevent them from being difficulties that one needs a way to 
approach.

One's own previous thinking may not be up to one's present-day standards. 
One may have forgotten some relevant considerations if one arrived at the 
opinion long ago. One may have conflicting views within one's own mind. One 
may have blind spots in one's world view. And one may be short of time and 
other resources.

Right, so for example a Popperian may be skeptical of his pre-Popperian 
thinking just as he's skeptical of non-Popperian experts.

What one does is what you said.



But I don't think I said what to do! I didn't think I'd answered the issues I'd 
raised. What's the thing to do?

The original problem is not having time to learn everything oneself. This can 
sometimes be solved by using expert knowledge as you outlined. However, 
sometimes one runs into difficulties, as I outlined. Then one either needs to 
address those difficulties or find a new way to address the original problem.

I think one issue is that you're not picking an expert, you're picking a solution to a 
problem. That problem is something you already know about and the problem will 
constrain what sort of thing is worth reading. So if you want to know about the 
mangrove swamps in the Florida Everglades because you want to set up a 
business doing nature holidays there, you might read some specific stuff about 
that area, you might read some stuff about swamps, about the kind of trees that 
live there and so on. Not all of the information you read will fit together to make a 
sensible explanation because some of it will suck and you throw that stuff out.

You might say you don't have time to do that. In that case, you're either looking at 
the problem the wrong way, not breaking it up into small enough chunks or 
whatever, or you're taking on a problem you shouldn't try to solve at the moment 
and you would be better off doing something else.

Alan



From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: October 10, 2011 at 1:07 AM

Elliot Temple  wrote:
...there is no such thing as an evidently
true fact  ...

It's a factual assertion that is consistent with all known evidence.  I
don't know anyone who relies on asserted "facts" that contradict the  evidence.

There are unlimited tests one could do.
How will  you choose?

Whatever amuses me. If I'm curious about the M-M Experiment,  I'll read
their report, other people's opinions, and decide whether the evidence  they
cite supports their premises and conclusion. Maybe it does, maybe it  doesn't.
If it doesn't, then I might consider proposing an alternative  conclusion
or theory. If it does, then I'll defend it as evidently true and move  on to
subsequent conclusions, based on other asserted facts.

...  You seem to have focussed on critical
refutation, not  support.

It's easier to refute a theory than to create one. I'm in the  process of
creating one, which requires a review of the facts. What I was  pointing out
was that the three factual premises which prompted the M-M  experiment were
all *evidently true* and I could have recited a multitude of  experiments
supporting each of them. In the absence of that kind of  corroborating
evidence, M-M wouldn't have bothered doing their  experiment.

Planck was just collecting data about  radiation when he stumbled on
quanta. Nobody had any such theory of radiation.  You can be sure that 
thousands
of scientists confirmed his finding before they  even started thinking about
the theoretical implications.

... [Popper] doesn't offer  any basis for
judging ideas ...



So, his advice to consider  theories based on premises "similar to the
truth, or [which] correspond better  to the facts" is just a jumble of words in
a sentence?

... but a  variety of criteria one may find
helpful to use sometimes (at one's  judgment) ...

In other words, whatever amuses one?

That's not  what Popper and BoI say.

That's fine with me. They're allowed to  disagree. So am I.

... because any set of facts is  consistent
with infinitely many theories.

OK. Give me one other  rational conclusion that is consistent with all of
the evidently true (A, B, C)  premises that I cited previously. I suppose you
could say they're consistent  with the theory that my cat is on the roof,
rather than up a tree, if I had a  cat. Evident facts are statements about
reality that have logical consequences.  M-M drew a conclusion and tested it
against reality. Reality said "false", but  hundreds of other people thought
the facts were evident and re-tested the  conclusion again, and again, and
again. They didn't go looking for their  cats.

... When there is no disagreement or
problem  ...

How could there be any disagreement at all, if no one tested claims?  How
could you establish that there is "no problem" in the absence of
"independent corroboration" of the assertions?

... we must consider  the competing ideas
on their merits, people's conceptions of
 evidentness being deemed irrelevant.

And, what are their "merits"? It  might have something to do with the
evidence? Like, whether or not the ideas  have been confirmed by subsequent,
independent investigations?  Maybe.



Bill

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] 2011-10-06 David Deutsch radio interview on "What Now" with Ken 
Rose (Transcript)
Date: October 10, 2011 at 4:45 AM

Here is a very lightly edited transcript of David Deutsch's appearance
on "What Now" with Ken Rose on Oct 6, 2011. The audio is available at
http://www.pantedmonkey.org/podcastgen/download.php?filename=2011-10-
06_1105_what_now_david_deutsch.mp3

Ken Rose: KOWS 107.3 FM, Occidental, CA. The "What Now" show, Mondays
11am-2pm. Live on the telephone from the United Kingdom we have David
Deutsch. Good afternoon, good evening.

David Deutsch: Good evening.

Rose: What is it, 7:00, 8:00 where you are?

Deutsch: It's just past 7:00.

Rose: All right, excellent. Have you had your supper?

Deutsch: Not yet.

Rose: All right, well, maybe we can stimulate your appetite just a
little bit more.

Deutsch: Yes, I've just been playing badminton, so I'm having a nice
rest now.

Rose: Yeah, how's your game?

Deutsch: Bad.

Rose: Well, practice, practice. Thank you very much for joining us.
Should I refer to you as "Dr. Deutsch" or "Professor" --

Deutsch: "David".

Rose: David, absolutely. I'm getting a little bit of an echo, I don't
know if you're hearing any, but it's tolerable, it's not bad at all.

http://www.pantedmonkey.org/podcastgen/download.php?filename=2011-10-06_1105_what_now_david_deutsch.mp3


Deutsch: OK...

Rose: Yeah, I don't want to take the time to call back. I think we're
going to make do here.

Deutsch: OK.

Rose: Are you in Oxford?

Deutsch: Yes.

Rose: Ah, okeydokey. By way of introduction, David Deutsch, fellow of
the Royal Society, is an Israeli-British physicist at the University
of Oxford. I'm reading from Wikipedia. He is a non-stipendiary
Visiting Professor in the Department of Atomic and Laser physics at
the Centre for Quantum Computation in the Clarendon Laboratory at the
University of Oxford. He pioneered the field of quantum computation by
being the first person to formulate a description for a quantum Turing
machine, as well as specifying an algorithm designed to run on a
quantum computer. He is also a proponent of the many-worlds
interpretation of quantum mechanics. I want to go through this, David.
Hang on with me.

Deutsch: OK.

Rose: In the Royal Society of London's announcement of Deutsch
becoming a Fellow of the Royal Society a couple of years ago, the
Society described Deutsch's contributions thus: "David Deutsch laid
the foundations of the quantum theory of computation, and has
subsequently made or participated in many of the most important
advances in the field, including the discovery of the first quantum
algorithms, the theory of quantum logic gates and quantum
computational networks, the first quantum error-correction scheme, and
several fundamental quantum universality results. He has set the
agenda for worldwide research efforts in this new, interdisciplinary
field, made progress in understanding its philosophical implications
(via a variant of the many-universes interpretation) and made it
comprehensible to the general public, notably in his book The Fabric
of Reality." And the Fabric of Reality is some 14, maybe 15 years old



now, and the new book, which is causing quite a buzz, is called The
Beginning of Infinity. So, we're very privileged to have you on the
show and welcome and thank you.

Deutsch: Well, thanks for inviting me.

Rose: I'm a New Yorker, and I've been reading the New York Times for
55 years. A couple of months ago, I suppose, let's see, yeah, the New
York Times Review gave The Beginning of Infinity -- subtitled
"Explanations that Transform the World" -- a very rare double-page
centerfold in the book reviews section, with the headline, "Explaining
it All". This is quite a feather in your cap to be so celebrated, yes?

Deutsch: I was very pleased, especially since the reviewer, David
Albert, is someone with whom I have some profound disagreements about
with more or less all the issues in the book. What we have in common,
though, is our sense of what is important, rather than what the answer
is, and therefore each of us thinks that the other one is making
really good contributions but isn't actually right.

Rose: What is important, David?

Deutsch: The main issue in the book, through which all the other
themes of the book flow, is, what is the difference between ideas and
ways of thinking that work, that can make progress, that can make
things improve and those that can't. And this comes up in all sorts of
different issues, starting with the fact that progress, from the point
of view of the human species as a whole, is very recent and very rare.
Through most of human history, people would live their entire lives
without ever encountering an innovation, whereas now, we take it for
granted that iPhone updates come more often than is comfortable.

Rose: David, I'm going to backtrack and get off the phone and call you
back. The echo is a nuisance and we're going to try again.

Deutsch: OK, I could give you another number to try, but try this one
again and see what happens.

Rose: It'll take a couple of minutes I'll be right back with you.



Deutsch: Yeah.

Rose: OK we're going to try it again, here's a little more music.
David?

Deutsch: Hi.

Rose: We'll see if we can pull this thing off. As I said a minute ago,
I wanted to just take it from the top again. I hardly feel qualified
to discuss quantum anything with you, let alone physics or the higher
reaches of the kind of brilliance that's attributed to you. If you
don't mind, there are a couple of things that I want to offer you.
First of all, this is an opportunity for you to speak to our
listeners. So I'm interested in primarily in what you might feel is
important for us to know. So I invite you to address us in that
manner.

Deutsch: OK.

Rose: There are two ways to do that. One is to meet us more than
halfway, and speak to us as the common women and men that we are here,
and maybe later in the interview I would happily invite you to speak
to those of us who may be familiar with the rarified intelligence that
you represent. So would you do us a favor, would you do me a favor,
and just make a general statement about the nature of our life here,
the nature of the world we live in?

Deutsch: Indeed.

Rose: Thank you, sir.

Deutsch: Yes. So, I guess the elephant in the room is that progress
that we are so used to now that we're used to reading about new
technology, new political ideas, new moral ideas, and new ways of life
all the time. You pick up the newspaper and you're told that something
that was very familiar is soon going to disappear. Or you're told that
something that was very familiar is actually wrong and you never knew
this before and so on. This is what our way of life is about nowadays,
rapid change. And although a lot of people are very cynical about it,
if you take the longer-term view of decades at a time, this is



definitely for the better. So we have to call it, not just rapid
change, but rapid progress. And the elephant in the room is that rapid
progress in that sense, in the history of our species, has been
exceptionally rare. Our civilization is the first one ever on the
planet to sustain rapid progress for more than two or three
generations; we sustained it for two or three centuries.

Rose: Is our progress actually accelerating?

Deutsch: The signs are that it is indeed accelerating. If you look at
the sort of rate of change -- I'm talking about rate of change of the
way of life of everybody, not just things like the volume of
scientific literature and so on which is going up exponentially --
just in terms of the number of things you can list on the fingers of
one or two hands when you say, "I can't imagine what life used to be
like 10 years ago, 20 years ago, whatever, before we had the World
Wide Web, or before we had Google", and so on, then yes, I think we
are now used to a lot of things happening fast along those lines.
Whereas for most of human history, even, say, a century ago, they also
thought that progress was happening fast but it was nothing compared
with the speed now.

Rose: Right, and we're thinking how fast it is now, and likely we
literally cannot imagine what it's going to be like in another 10 or
20 years.

[10:00] Deutsch: That's exactly right. It's going to be unimaginably
different from today. And so one of the themes... I said that was the
basic theme of my book, what the difference is between what can bring
about progress and what cannot bring about progress. So one of the
things that this tells us is that if there is going to be rapid
progress continuing, we cannot predict the future. And that raises
some very interesting and important questions about what is the
rational way to think about an unknowable future?, how can we plan for
an unknowable future?, and so on. And some of the commonsense ideas
about what to do in that situation are just wrong in my opinion.
Assuming that our best technology of today is still going to be the
best 50 years from now, which is sort of assumed in a lot of planning,
is just silly.



Rose: It's preposterous.

Deutsch: Indeed. But then, the interesting question is, what can we
do, since we don't know the content of future technology, future
ideas, even future conceptions of right and wrong? Things that we
thought were fine 50 years ago are considered horrible crimes today.
Things like beating children or racial discrimination and so on. And
that is going to accelerate, too. So what can we do? I think the main
thing to realize is that the same thing that causes this horizon of
predictability is the very thing that is our only possible defense
against it, and that is: rapid progress. We're going to encounter
problems that we cannot predict, and the only way to deal with that
prospect is to make as much progress as we can in understanding the
world in a fundamental way. Because if you have fundamental theories,
then there is a chance that they will be able to cope with unfamiliar
situations. If you merely have parochial rules of thumb that work for
the moment in a certain situation, then you're going to be in real
trouble when the unexpected arises. And we're already doing that, so
I'm not calling for a radical change in society. I think our society
is already like this. It's more that people find it scary when it is
actually the reverse.

Rose: It's an absolutely unprecedented opportunity.

Deutsch: It is. And we change things for the better whenever we can
see it's for the better. So the unforeseen problems are going to be of
the form, "something or other looked as though it was going to be
better, but raised an unforeseen problem". And that's not too bad. A
lot of times, in the past, people intentionally caused horrible things
to happen. That's not what we're doing in our civilization.

Rose: The title of the book, "The Beginning of Infinity", is actually
an optimistic... or "optimism" isn't maybe the right word, it's
actually an intuition that we may well be on the verge of quite
possibly a Golden Age.

Deutsch: Yes. I think it's more than an intuition. I think that this
follows from the best knowledge we have about how knowledge works,
what the relationship is between theoretical knowledge on the one hand
and technology on the other -- the ability to change the world. And I



do call that optimism, even though it's slightly different from the
conventional meaning of the word, [which is] something like,
"expecting the best outcome." I don't necessarily expect the best
outcome; it's just that the best outcome is possible. That is, there
are no fundamental barriers to progress. That's optimism in my sense.
In other words, to achieve things that we want to achieve is just a
matter of knowing how, provided we don't want to violate the laws of
physics by going faster than light or something, [or by] making a
perpetual motion machine. Provided we don't want to do that kind of
thing, we can do anything if we have the right knowledge. Fortunately,
we already know how knowledge is created: basically, through the
methods of science and reason.

Rose: And we also need the right heart, don't we?

Deutsch: Yes, well, another of the themes of the book that comes out
from this is precisely that. Moral ideas, and also aesthetic ideas --
I have a whole chapter on why flowers are beautiful, objectively
beautiful -- are objective. There must be objectively such a thing as
right and wrong. There is no automatic way of knowing what it is, any
more than there's an automatic way of knowing whether the Higgs boson
exists. What we have to do in the case of the Higgs boson or
scientific controversies is conjecture testable theories and then do
experiments to distinguish between them. With moral theories, we can't
do tests. You can't test experimentally whether a given goal that you
have is morally right or morally wrong. But what you can do, and what
is perfectly analogous, is apply rational criticism. You can see
whether that theory meets the criteria that it is intended to meet,
whether it's consistent with other things, whether it's consistent
with facts which we can test, and so on. This is how the moral
progress that we've made already has happened. So, there is such a
thing objectively as right and wrong, objectively beautiful and ugly,
just as much as objectively true and false in science and mathematics.

Rose: You've written in that chapter that deep truth is often
beautiful and that mathematicians and theoretical scientists call this
form of beauty "elegance", which you say is the beauty in
explanations.

Deutsch: Yes, explanations are the theme that links knowledge in



different fields. So what you just said is an example of aesthetic
knowledge being linked -- in a way that we don't yet understand but
which is perfectly obvious when you're participating in it -- that
there's a link between aesthetic knowledge about beauty and
mathematical knowledge which is about abstractions, and also knowledge
in science which is about the laws of physics. So explanations are the
link. Explanations are statements of what is there in reality and why
and how it works.

Rose: Are we coming to understand who we are? Are we starting to get
some clarity about human identity?

Deutsch: The true answer is yes, but this is one of the least
understood things. We know who we are, what we are, as animals, that
is, we know quite a lot about our evolution and we also know quite a
lot about how evolution in general takes place. But how our minds
work, which is the distinctive thing about humans that makes us
qualitatively different from every other currently existing animal on
Earth, is our minds. And we don't know how those work. There are lots
of ideas that claim to know. The field of artificial intelligence for
the last 50 years has believed that it was on the verge of creating an
artificial one of these things, an artificial mind, and it hasn't yet.
And in my opinion that is because there is a very important
outstanding problem about how creativity works. As I say in the book,
I have learned to apply a single criterion to all claims by people who
claim that they understand the human mind, namely: can you program it?
Can you make an artificial one by programming what you think is the
explanation of how it works into a computer? No one at the moment can,
and therefore I don't take any such claims seriously at the moment.
It's definitely the case that such computer programs can be written,
but we just don't know how to do it yet.

Rose: Do you have some sense of what we're living for other than just
participating in the unknown phenomenon of being here and developing
and evolving?

Deutsch: Yes. Again, this has to do with both moral and aesthetic
values. What we're trying to do, even though many people try to deny
this, they deny that they are trying to do what is right, or trying to
create what is actually beautiful and so on, but that is what we're



trying to do. And that is the meaning. Religions traditionally thought
that the meaning was already known or had been revealed to humans, and
our task is to live up to that, to enact it. My view is the other way
around, that the meaning of life is something that we are using
creativity to discover, to build. There isn't a perfectly accurate
word for what we're doing. But we can't find the meaning of life in
the world out there, nor just by pure thought or by reference to an
authority. What we have to do is form explanations about what is right
and wrong, what is better and worse, what is beautiful and ugly, and
hone those theories while also trying to meet them. At any one moment,
we will meet them imperfectly, just like scientific theories at any
one moment are only an imperfect explanation of what the physical
world is like. But through criticism and conjecture and seeking the
truth we can eliminate the errors in what we have previously thought
and thereby make progress. And that is trying to find the meaning of
life. Trying to create the meaning of life is the meaning of life.

Rose: So we want to model and articulate reality.

Deutsch: Yes. Both moral, aesthetic as well as abstract and physical
reality. Yes, exactly.

Rose: Is the idea of a single universe quaint? Is it already
anachronistic?

Deutsch: In my opinion, yes. But I have to give a warning to go along
with this theory, [which is] that the overwhelming majority of my
colleagues who work on fundamental physics would disagree with me.
Clinging to a single-universe worldview and trying to explain away
both the theory and the experiments of quantum mechanics is the
majority view. Now I think this is deplorable, but I don't want to go
around giving the impression that my view is the only one about this.
Quite the contrary. I think perhaps fewer than 10% of my colleagues
would agree with this, but I think this is just a sociological
phenomenon. Something went badly wrong with the physics community
'round about the 1930s, and we haven't yet got over it. And it's a bit
of a scandal, I have to say. The denial that quantum mechanics
describes parallel universes is exactly the same logic as denying that
fossils represent dinosaurs, that fossils are evidence of dinosaurs.
So what people say is, OK, the quantum mechanics experiments come out



as if the photon in our universe was being affected by photons in
other universes and so on, but that doesn't mean that there are other
universes, because no one's ever seen one. And that's the same logic
as saying, OK, so dinosaurs are the only known explanation of fossils
as we see them, but no one's ever seen a dinosaur and no one ever
will, and therefore it's optional whether you say those dinosaurs are
real or not. And so just as people say that quantum mechanics is only
the study of what we will see when we do an experiment, it's exactly
the same as saying paleontology is only the study of fossils, not the
study of what animals brought about those particular patterns in
rocks. I'm not saying that the state of mind of physicists when they
try to avoid the many universes conclusions is the same as that of
creationists, but I am saying, I'm afraid, that the logic of their
argument is identical to that of creationists who say that there are
fossils but no dinosaurs.

Rose: Are you satisfied with the precision of language?

Deutsch: No, but that's only because new ideas, if they're
fundamental, often make existing language misleading and imprecise.
This certainly happens in parallel universe theory and in some of the
other fields that I've worked in. But I think the idea of having a
perfectly precise language in order perhaps to get rid of all human
disputes and so on, I think that's a chimera. There's no way to do
that. What we have to do is be as precise as is necessary to express
the explanations that we want to express, but perfect precision is
impossible. Also, terminology, language always contains also built-in
assumptions, some of which will be wrong. And therefore, language
contains built-in false theories. One of the ones that I described in
my first book was: language contains this whole theory that time
flows, that the present moment moves from yesterday to today to
tomorrow. But of course, nothing moves from yesterday to today to
tomorrow. Yesterday always remains where it always ways, behind today.
This idea of the flow of time, which is built into our very language,
is just a mistake, and it's one of the things that one has to unlearn
when one deals with time in physics. That's a general thing, that
language contains assumptions and theories which may be false.

Rose: Do you find existence fascinating, and more than that, do you
find it worthy of ecstasy?



Deutsch: Yes, now here we come immediately to a place where language
is perhaps not precise enough. Because of this unity of these many
different kinds of truth that I mentioned, physics, morality,
aesthetics, and so on, the pursuit of joy, I would say, rather than
ecstasy, on the larger scale, it's really the only token that we have
that we're doing the right thing. And yet, I've immediately got to
contradict what that sounds like. It sounds like advocacy of a
hedonistic worldview. You have to remember that if we try to fit this
into the general scheme of being at the beginning of infinity, of
expecting unlimited improvement in the future, that means that we have
to be critical of the criteria that we use to be joyful about
something. So while using it as a criterion, as a guide, we must not
use it as an authority. So it's not that we subordinate everything to
joy or pleasure and so on, but we use it as a guide while being open
to changing it. So we should be ready to change what we enjoy to
something better. This is, by the way, one of the things that's wrong
with utilitarianism. The idea that morality consists of maximizing
one's preferences or maximizing the greatest good of the greatest
number. It's assumed that our preferences are fixed or biological and
so on, and in fact that denies the most important thing about human
beings: namely, that we alter our preferences. We can improve them
just as we improve all our other ideas. Preferences are just ideas. So
the stereotypical refutation of utilitarianism is that your friend
asks you, "Which of these two job offers should I take?" "Which of
these two jobs should I want?” is really the question. And you say,
"Well, choose the one that you prefer." And he says, "Yes, well, don't
be silly, that's what I'm asking you, I'm asking you which one I
should prefer." And utilitarianism cannot describe the meaning of that
exchange, but I think it's perfectly obvious what it means. It is
possible to be undecided about what to prefer. This is something that
only humans, again, can do. Because animals do have fixed preferences.
They can be trained to do one thing or another, but if one animal can
be trained to do it, then so can another, and for each animal, there
are things that it is impossible to train it to do, which seem
perfectly obvious and natural to a human to do.

Rose: I'm curious why you chose to turn away from the word ecstasy.

Deutsch: Because ecstasy to me has a connotation of renunciation of



criticism. One "falls into" an ecstasy. One is "dominated" by ecstasy.
And it is something supposed to be primal and beneath the level of
critical thought. Whereas the thing that I'm aiming for is entirely
subject to critical thought.

Rose: Do you have regard for the work of Thomas Berry and Brian
Swimme?

Deutsch: I don't know them, I'm afraid.

Rose: I see. Well, among other things, they produced a book called
"The Universe Story" about 20 years ago. It's kind of like the family
album. It kind of gives us a beautifully articulated sketch of the
history of our universe, this particular universe. I just thought you
might be familiar with it. David, these days we're witnessing a
tremendous social phenomenon around so-called spiritual ideas and
practices. Does the word "spirit" have any real meaning?

Deutsch: Rather than ask about the word, I would prefer to concentrate
on the phenomenon. I think the progress that I referred to at the
beginning which was caused by the pursuit of truth and good
explanations and so on has been accompanied from the outset by various
forms of rebellion against it. Some of them are very overt and I think
the spiritual trend that you were referring to, if I understand
correctly what you were referring to, is sort of rebellion against
reason. It is saying that there is something more to the world than
true and false. That perhaps if we feel that something is true, that
can make it true. That if we want something to be true, that can make
it true.

Rose: Right, or hope it to be true.

Deutsch: Or hope that it's true. Of course, there is a grain of truth,
as I said earlier, that only the laws of physics and knowledge stand
between us and what we want. But that's not what we mean here. The
spiritual angle that I was criticizing is that we can make things be
true just by believing them to be true, or hoping, or wishing, as you
said. That rebellion, I think, is wholly false. It's a sort of
hangover from pre-rational times, but it also has an entirely modern
aspect which is that it is a rebellion. The ancient spiritualism and



religiousness was not a rebellion against reason. Reason, as we know
it, hadn't really been invented. But the modern one is. And just for
completeness, let me say that I think a more dangerous enemy to reason
is not this overt rejection of it in spiritualism, but the apparent
acceptance or even worship of it. The best way I can describe this is
that the French Revolution described itself as the triumph of reason.
And the result was mass slaughter, including the killing of the most
prominent scientists in France, and the imposition of bloodthirsty
dictatorship followed by Napoleon and war and so on. All this was done
by people who believed that they were overthrowing ancient unreason in
favor of reason, and they called this the Enlightenment. To me, this
is just another rebellion. This is the Enlightenment rebellion against
reason. But the Enlightenment also had another strand, which was
initially followed more in the English-speaking countries, which was
in favor not of establishing immediately a state called "reason",
which would be the ideal state, and which would then not need any
further improvement, but on the contrary, to try to improve things so
that institutions were able to correct their own errors. This was a
very gradualist and evolutionary approach to unlimited progress. One
of the paradoxes of the bad kind of application of "reason” is that
even if you were to succeed in doing that and achieving your utopia,
it would mean that no further progress was possible. And if no further
progress is possible, then what we were saying earlier is the essence
of humanity would no longer be possible either. Humans would just be
functionaries in this idealized utopia, and there'd be no point in
being one. But, in practice it just led to violence. Whereas the good
side of the Enlightenment is the thing that is now the basis of
Western civilization and has the potential for unlimited further
progress in the future if we make the right choices. If we make the
wrong choices, we could just destroy it and go back to stasis or
worse, just as happened with every previous attempt at progress in
human history.

Rose: Do you sense any obligation that we have to succeed?

Deutsch: I suppose we do. If you recognize that you have an obligation
to future generations, then really I don't see any alternative but to
say that we need progress. Because progress is simply, on that
timescale, helping future generations not to suffer, not to be
thwarted in their attempts to improve their lives, and helping them to



be better in whatever ways they turn out to want to be better, which
we hope will be better ways than we currently think better, so
everything can improve. The only alternative, which is sometimes
called "sustainability", is to assume that everything that works
today... we should never do anything today that isn't going to work
indefinitely. And if we take that seriously, that means that we're
aiming for stasis. I know that people who are in favor of
sustainability don't think of it that way. They think of
sustainability as "sustainable progress". But that is a contradiction.
If you analyze that in the light of what progress actually consists
of, and what is required to make progress, unfortunately, it is
impossible because progress requires conjecture and criticism, and
therefore it requires errors. And conversely, if we try to achieve an
error-free state, we will also have a progress-free state. As my old
boss John Wheeler used to say, "Our whole problem is to make the
mistakes as fast as possible." He was speaking about within physics,
trying to improve our knowledge of the laws of physics. But the same
thing is true of all knowledge. Our whole problem is to make the
mistakes as fast as possible. Conversely, arranging things so that we
don't make any mistakes, so that we can't make any mistakes or that
we're trying to make a way of life that doesn't have mistakes is also
necessarily a way of life that can't make progress.

Rose: You were at one time - maybe you still are - involved in a
project called Taking Children Seriously. Is that still something
that's alive?

Deutsch: Yes. This is just another application of the same idea. A lot
of ideas that are prevalent today are hangovers of a time of stasis,
the time of a static society that preceded what we call Western
civilization. There was a gradual change beginning 'round about the
time of Renaissance. Those ideas were all about trying to keep
existing knowledge the same, because they thought that all things
worth knowing had already been said, perhaps in holy books and
whatever. And the whole of society was just a gigantic machine for
keeping the existing ideas, morality, knowledge, technology, ways of
life, and of course religion, the same, preventing change. If you
think about how we think about education today, it's one of the things
that hasn't really caught up with the Enlightenment. When we think,
for example, of what makes a good school, a good university, a good



educational system, it's high standards. Well, "high standards" means
as many people as possible should meet the standard. In other words,
they should be as alike as possible. And what's more, they should be
alike in the way that was defined by the previous generation. And
really, that is the exact opposite of what we need to make progress.
As a result, the values that are embodied in educational systems, like
"do as you're told" and "become standardized" and so on are actually
in conflict with the values of our society in the broader sense. So
constantly, issues arise about a conflict between one of the things
that people take for granted should be normal in a school or in a
family between parents and children on the one hand, and things like
freedom of speech, free group association, freedom of thought and so
on on the other hand. We need to... I was just going to say,
"emancipate children from compulsory education", but "emancipate" is
the wrong word because it has a connotation of politics. Just having
freedom for children is not the same thing as it is in freeing slaves
or making women equal and so on, because what really counts with
children is not so much what they're allowed to do or not do as how
their thinking is supposed to go, what one expects a good life to be,
or a young person [to be]. And at the moment, the idea is that youth
is a time during which one becomes assimilated to the standards by
which one is going to be judged when one is older. And a freer concept
which is closer to the values of the Enlightenment is to say that,
youth/childhood is a time of creativity, and creativity is
unpredictable. The real thing we need to try to do is to make the
whole of life like that, rather than to shoehorn children and young
people into an existing path.

Rose: All of us, yes. Amen to that. We have to wrap it up in a minute,
sir. I have one question and it's this, at least for now: is the
universe or the multiverse anything other than blazing intelligence
itself?

Deutsch: We can make it so. Well, I don't know about "anything other".
But it is implied by the idea that there are no bounds on progress,
that if we play our cards right, if we want to, we can become the
major thing that is happening in the universe. Both in the physical
sense, that is, by leaving the planet on spaceships and going to other
planets, and then to other star systems, and eventually other
galaxies, and spreading across the universe, and making all the matter



and energy there increasingly do what we want it to, what gives us
joy, what we think is right for it. (And when I say "we", I don't just
mean humans; if there are any extra-terrestrials out there, then we
and they will be doing this together. There's only one kind of person
possible in the universe.) Not only in that physical sense, but also
in the moral sense, in the aesthetic sense, we will be the thing that
is deciding what should happen next and what is beautiful. So, yes, I
don't think it's quite right to say that mind will be everything, but
mind can, if we play our cards right, if it plays its cards right, can
dominate everything, can be the most significant thing about the
universe.

Rose: And we have every reason to trust it.

Deutsch: It's not really a matter of trust, because trust again
suggests that there is something immutable about the values that will
come up. Trusting them would mean that we're not going to change them.
But we are in fact going to change our values. We are doing it very
fast already, and we will be doing it faster.

Rose: I'm very grateful that you came and spoke to us today. Many,
many "thank you"s.

Deutsch: Well, very interesting questions. Thanks for having me on the
show.

Rose: Hope to speak to you again. All the best.

Deutsch: OK, bye-bye then.

Rose: David Deutsch in Oxford, Great Britain. The author of The
Beginning of Infinity: Explanations that Transform the World.



From: Westmiller <westmiller@aol.com>
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Josh Jordan wrote:
What Now" with Ken Rose on Oct 6, 2011

thttp://www.pantedmonkey.org/podcastgen/download.php?filename=2011-10-...

Delightful interview, as always. Thanks for the transcript.

The discussion prompted me to wonder whether David has participated in
QUBIT conferences. I had an opportunity to attend QUBIT 2006 in Santa
Barbara, California and found all of the sessions interesting.
However, I couldn't determine whether David spoke or attended. If so,
we may have met casually.

-- 
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On 10 Oct 2011, at 10:30pm, Westmiller wrote:

The discussion prompted me to wonder whether David has participated in
QUBIT conferences.

I'm afraid not. I very rarely attend conferences.

-- David

-- 



From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] Chapter 4 notes
Date: October 11, 2011 at 3:54 PM

The creation of knowledge is a beginning of infinity.

Knowledge, both in biological adaptations and in human minds, has the 
appearance of design -- that is, it is adapted to serve a purpose, and is hard to 
vary while still serving that purpose. Its creation needs an explanation.

How is knowledge created? Some bad explanations:

-Creationism: it's already there, in the form of a supernatural being(s)
   *this doesn't explain how the knowledge got there

-Spontaneous generation: it just happened, sprang out of nowhere (from 
something that doesn't contain knowledge)
   *also doesn't explain how the knowledge got there

-Lamarckism/induction: it was derived mechanically from experience
   *the knowledge must already be there in the experience in order to get it from 
experience, but there is no explanation for how it came to be there

Knowledge doesn't just happen, there must be a process of creation.

A good explanation: Evolution

For biological adaptations: variation (mutations in genes), alternating with 
selection (natural selection)

For human knowledge: variation (conjectures) alternating with selection (criticism 
and experiment)

Similarities between biological adaptations and human knowledge:

-Good genetic adaptations and good explanations are hard to vary while still 
fulfilling their functions

-Both types of knowledge are replicators, and tend to cause themselves to remain 
physically embodied in a suitable environment, once there 



Differences between biological adaptations and human knowledge:

-Biological knowledge = non-explanatory, limited reach
-Human knowledge = when explanatory, can have unlimited reach

-Mutations - random
-Conjectures - intentional

If the sole "purpose" of genes is to spread through the population, how is it that 
they can confer benefits on their organisms?
-keeping their organisms alive and healthy gives them advantages over genes 
that don't
-the knowledge in some genes has reach, and the organisms can use this to help 
themselves in ways not "intended" by the genes

Evolution of non-explanatory vs. explanatory knowledge:

Evolution of non-explanatory knowledge:
-similar to evolution of biological adaptations -- some is spread through the 
population not because of its truth or functionality, but because, for example, it's 
easy to remember -- repeatability (ease of getting copied) as opposed to 
accuracy

Evolution of explanatory knowledge:
-variants of explanatory theories do not come about as much by accidental 
miscopying, but by creativity -- people conjecture what the theories mean, correct 
any errors they see, and pass on what they consider to be improved versions

The physical form of a meme (and in principle, a gene) is not important to the 
knowledge in it. Therefore, what is actually being copied is the knowledge. 
Human knowledge and biological adaptations are abstract replicators.

Fine-tuning: if some of the constants of physics were slightly different, life would 
not be possible
-is this an appearance of design? Maybe not, if life could also exist under different 
laws of physics. 
-it is a significant problem, though, because:
   *if life can exist under different laws of physics, this is an unexplained regularity 
in nature
   *if not (if laws of physics are fine-tuned), there are two possibilities:



1. These are the only laws that exist
-if so, why are the laws the way they are?
-if the explanation for that refers to the existence of life, this takes us back to an 
appearance of design problem (because the laws themselves didn't come into 
existence through evolution)
-if it doesn't refer to life, then why are the laws fine-tuned for life?
2. There are parallel universes with different laws
-if so, only universes with life will observe constants that are seemingly fine-tuned 
-- this is anthropic reasoning
    *this is not a complete explanation-- it's still a "just happened" theory, which is 
spontaneous generation

Discoveries cannot be predicted, or the prediction would be the discovery. 
Scientific discoveries, and all creative thought, and biological adaptations, are 
created, unpredictably, out of nothing, by evolution.

-Kristen



From: Christopher Collins <ccollins@glebe.bromley.sch.uk> <beginning-of-
infinity@googlegroups.com>
Subject: Re: [BoI] Chapter 4 notes
Date: October 11, 2011 at 4:01 PM

Great thanks

On 11 Oct 2011, at 20:55, "Kristen Ely" 
<kristeneely@yahoo.com<mailto:kristeneely@yahoo.com>> wrote:

The creation of knowledge is a beginning of infinity.

Knowledge, both in biological adaptations and in human minds, has the 
appearance of design -- that is, it is adapted to serve a purpose, and is hard to 
vary while still serving that purpose. Its creation needs an explanation.

How is knowledge created? Some bad explanations:

-Creationism: it's already there, in the form of a supernatural being(s)
   *this doesn't explain how the knowledge got there

-Spontaneous generation: it just happened, sprang out of nowhere (from 
something that doesn't contain knowledge)
   *also doesn't explain how the knowledge got there

-Lamarckism/induction: it was derived mechanically from experience
   *the knowledge must already be there in the experience in order to get it from 
experience, but there is no explanation for how it came to be there

Knowledge doesn't just happen, there must be a process of creation.

A good explanation: Evolution

For biological adaptations: variation (mutations in genes), alternating with 
selection (natural selection)

For human knowledge: variation (conjectures) alternating with selection (criticism 
and experiment)

mailto:kristeneely@yahoo.com


Similarities between biological adaptations and human knowledge:

-Good genetic adaptations and good explanations are hard to vary while still 
fulfilling their functions

-Both types of knowledge are replicators, and tend to cause themselves to remain 
physically embodied in a suitable environment, once there

Differences between biological adaptations and human knowledge:

-Biological knowledge = non-explanatory, limited reach
-Human knowledge = when explanatory, can have unlimited reach

-Mutations - random
-Conjectures - intentional

If the sole "purpose" of genes is to spread through the population, how is it that 
they can confer benefits on their organisms?
-keeping their organisms alive and healthy gives them advantages over genes 
that don't
-the knowledge in some genes has reach, and the organisms can use this to help 
themselves in ways not "intended" by the genes

Evolution of non-explanatory vs. explanatory knowledge:

Evolution of non-explanatory knowledge:
-similar to evolution of biological adaptations -- some is spread through the 
population not because of its truth or functionality, but because, for example, it's 
easy to remember -- repeatability (ease of getting copied) as opposed to 
accuracy

Evolution of explanatory knowledge:
-variants of explanatory theories do not come about as much by accidental 
miscopying, but by creativity -- people conjecture what the theories mean, correct 
any errors they see, and pass on what they consider to be improved versions

The physical form of a meme (and in principle, a gene) is not important to the 
knowledge in it. Therefore, what is actually being copied is the knowledge. 
Human knowledge and biological adaptations are abstract replicators.



Fine-tuning: if some of the constants of physics were slightly different, life would 
not be possible
-is this an appearance of design? Maybe not, if life could also exist under different 
laws of physics.
-it is a significant problem, though, because:
   *if life can exist under different laws of physics, this is an unexplained regularity 
in nature
   *if not (if laws of physics are fine-tuned), there are two possibilities:
1. These are the only laws that exist
-if so, why are the laws the way they are?
-if the explanation for that refers to the existence of life, this takes us back to an 
appearance of design problem (because the laws themselves didn't come into 
existence through evolution)
-if it doesn't refer to life, then why are the laws fine-tuned for life?
2. There are parallel universes with different laws
-if so, only universes with life will observe constants that are seemingly fine-tuned 
-- this is anthropic reasoning
    *this is not a complete explanation-- it's still a "just happened" theory, which is 
spontaneous generation

Discoveries cannot be predicted, or the prediction would be the discovery. 
Scientific discoveries, and all creative thought, and biological adaptations, are 
created, unpredictably, out of nothing, by evolution.

-Kristen

--



From: Christopher Collins <ccollins@glebe.bromley.sch.uk> <beginning-of-
infinity@googlegroups.com>
Subject: Re: [BoI] Chapter 4 notes
Date: October 11, 2011 at 4:34 PM

To expand....
Thanks for a really lucid case for evolution V creationism. I have no problem with 
this, I agree.
However, it is inadequate to simply explain the emergence of knowledge through 
evolution. That begs the question 'what is evolution, and why does it exist?'
The process of conjecture and refutation represents a dynamic process, 
obviously, and your account seems summative. Thereby allowing a creationist 
perspective through the wide open door of: So who came up with evolution then?
This, to my way of thinking, is profoundly negative, but how would you make a 
case for the emergence of knowledge, from nothing?
The anthropic tendency hugely distorts progress, not sure how to answer any of 
these questions, but again thanks for a really clear thought!
Chris

On 11 Oct 2011, at 20:55, "Kristen Ely" 
<kristeneely@yahoo.com<mailto:kristeneely@yahoo.com>> wrote:

The creation of knowledge is a beginning of infinity.

Knowledge, both in biological adaptations and in human minds, has the 
appearance of design -- that is, it is adapted to serve a purpose, and is hard to 
vary while still serving that purpose. Its creation needs an explanation.

How is knowledge created? Some bad explanations:

-Creationism: it's already there, in the form of a supernatural being(s)
   *this doesn't explain how the knowledge got there

-Spontaneous generation: it just happened, sprang out of nowhere (from 
something that doesn't contain knowledge)
   *also doesn't explain how the knowledge got there

-Lamarckism/induction: it was derived mechanically from experience

mailto:kristeneely@yahoo.com


   *the knowledge must already be there in the experience in order to get it from 
experience, but there is no explanation for how it came to be there

Knowledge doesn't just happen, there must be a process of creation.

A good explanation: Evolution

For biological adaptations: variation (mutations in genes), alternating with 
selection (natural selection)

For human knowledge: variation (conjectures) alternating with selection (criticism 
and experiment)

Similarities between biological adaptations and human knowledge:

-Good genetic adaptations and good explanations are hard to vary while still 
fulfilling their functions

-Both types of knowledge are replicators, and tend to cause themselves to remain 
physically embodied in a suitable environment, once there

Differences between biological adaptations and human knowledge:

-Biological knowledge = non-explanatory, limited reach
-Human knowledge = when explanatory, can have unlimited reach

-Mutations - random
-Conjectures - intentional

If the sole "purpose" of genes is to spread through the population, how is it that 
they can confer benefits on their organisms?
-keeping their organisms alive and healthy gives them advantages over genes 
that don't
-the knowledge in some genes has reach, and the organisms can use this to help 
themselves in ways not "intended" by the genes

Evolution of non-explanatory vs. explanatory knowledge:

Evolution of non-explanatory knowledge:
-similar to evolution of biological adaptations -- some is spread through the 



population not because of its truth or functionality, but because, for example, it's 
easy to remember -- repeatability (ease of getting copied) as opposed to 
accuracy

Evolution of explanatory knowledge:
-variants of explanatory theories do not come about as much by accidental 
miscopying, but by creativity -- people conjecture what the theories mean, correct 
any errors they see, and pass on what they consider to be improved versions

The physical form of a meme (and in principle, a gene) is not important to the 
knowledge in it. Therefore, what is actually being copied is the knowledge. 
Human knowledge and biological adaptations are abstract replicators.

Fine-tuning: if some of the constants of physics were slightly different, life would 
not be possible
-is this an appearance of design? Maybe not, if life could also exist under different 
laws of physics.
-it is a significant problem, though, because:
   *if life can exist under different laws of physics, this is an unexplained regularity 
in nature
   *if not (if laws of physics are fine-tuned), there are two possibilities:
1. These are the only laws that exist
-if so, why are the laws the way they are?
-if the explanation for that refers to the existence of life, this takes us back to an 
appearance of design problem (because the laws themselves didn't come into 
existence through evolution)
-if it doesn't refer to life, then why are the laws fine-tuned for life?
2. There are parallel universes with different laws
-if so, only universes with life will observe constants that are seemingly fine-tuned 
-- this is anthropic reasoning
    *this is not a complete explanation-- it's still a "just happened" theory, which is 
spontaneous generation

Discoveries cannot be predicted, or the prediction would be the discovery. 
Scientific discoveries, and all creative thought, and biological adaptations, are 
created, unpredictably, out of nothing, by evolution.

-Kristen



--



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 4 notes
Date: October 11, 2011 at 5:17 PM

On Oct 11, 2011, at 1:34 PM, Christopher Collins wrote:

To expand....
Thanks for a really lucid case for evolution V creationism. I have no problem 
with this, I agree.
However, it is inadequate to simply explain the emergence of knowledge 
through evolution. That begs the question 'what is evolution, and why does it 
exist?'

Evolution is replication with variation and selection.

It exists because replicators exist, which do not make perfect copies (so there is 
variation), and which are subjected to selection in some way.

Why do replicators exist? Because the laws of physics allow things to construct 
other things, and do nothing to prevent something from constructing another 
version of itself. So, some possible objects are replicators.

For example of selection, in the case of genes, the selection is that some 
replicators replicate and lot and become more common, while others fail to 
control enough resources and become less common or go extinct.

In the case of memes, the selection is that people may choose not to listen to a 
meme, or not to remember it, or not to use it, or not to spread it to others. Or they 
may do all of those.

This varied replication with selection creates *adaptation*: you get replicators 
which are better adapted to the selection pressures they face. Adaptation -- aka 
"apparent design" -- is knowledge, so evolution explains knowledge.

Adaptation (knowledge) is always contextual to some problem situation. 
Knowledge solves some problems and not others. In the case of ideas, we can 
choose the problems we want to solve, and evolve ideas to solve those problems. 
So there is scope for unbounded progress.



The process of conjecture and refutation represents a dynamic process, 
obviously, and your account seems summative. Thereby allowing a creationist 
perspective through the wide open door of: So who came up with evolution 
then?

No one came up with it, it's simply a consequence of the laws of physics, 
epistemology and/or logic.

"Evolution" is just a word to refer to something that would happen without being 
named or observed. Saying something happens "because of evolution" is just 
shorthand for the underlying explanations about replicators.

PS please read and follow the BoI list guidelines, such as not top posting. See 
the footer of any post.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Christopher Collins <ccollins@glebe.bromley.sch.uk> <beginning-of-
infinity@googlegroups.com>
Subject: Re: [BoI] Chapter 4 notes
Date: October 11, 2011 at 6:34 PM

Thanks Elliot, I understand the process  as you have described it, I
think...And my current understanding is concurrent.
My question then, within the context of your response is:
Have you conflated 'evolution' with the laws of physics?
I see no conflict, but clearly the two concepts are not yet coherent,
or we wouldn't have different explanatory frameworks AND associated
language to explore them.
And, further, the 'immutabilty' of the laws of physics is open to
question surely?
I am not making a case for creationism, the whole idea seems wrong.
But I am interested in plugging the holes. I'm not convinced that the
philosophical framework you espouse (and I'm really interested in) can
account for the fundamental questions that you aspire to answer.

"Evolution" is just a word to refer to something that would happen
without being named or observed. Saying something happens "because
of evolution" is just shorthand for the underlying explanations
about replicators

Evolution is not 'just a word to refer to something that would happen
without being named or observed'
You know yourself that observation is theory laden, and hopefully that
cognition is language based. It's not enough, it's not coherent. If
you're going to use the word evolution, what is your theory, or
conjecture about what evolution is?
Chris

On 11 Oct 2011, at 22:18, "Elliot Temple" <curi@curi.us> wrote:

On Oct 11, 2011, at 1:34 PM, Christopher Collins wrote:



To expand....
Thanks for a really lucid case for evolution V creationism. I have
no problem with this, I agree.
However, it is inadequate to simply explain the emergence of
knowledge through evolution. That begs the question 'what is
evolution, and why does it exist?'

Evolution is replication with variation and selection.

It exists because replicators exist, which do not make perfect
copies (so there is variation), and which are subjected to selection
in some way.

Why do replicators exist? Because the laws of physics allow things
to construct other things, and do nothing to prevent something from
constructing another version of itself. So, some possible objects
are replicators.

For example of selection, in the case of genes, the selection is
that some replicators replicate and lot and become more common,
while others fail to control enough resources and become less common
or go extinct.

In the case of memes, the selection is that people may choose not to
listen to a meme, or not to remember it, or not to use it, or not to
spread it to others. Or they may do all of those.

This varied replication with selection creates *adaptation*: you get
replicators which are better adapted to the selection pressures they
face. Adaptation -- aka "apparent design" -- is knowledge, so
evolution explains knowledge.

Adaptation (knowledge) is always contextual to some problem
situation. Knowledge solves some problems and not others. In the
case of ideas, we can choose the problems we want to solve, and
evolve ideas to solve those problems. So there is scope for
unbounded progress.

The process of conjecture and refutation represents a dynamic



process, obviously, and your account seems summative. Thereby
allowing a creationist perspective through the wide open door of:
So who came up with evolution then?

No one came up with it, it's simply a consequence of the laws of
physics, epistemology and/or logic.

"Evolution" is just a word to refer to something that would happen
without being named or observed. Saying something happens "because
of evolution" is just shorthand for the underlying explanations
about replicators.

PS please read and follow the BoI list guidelines, such as not top
posting. See the footer of any post.

-- Elliot Temple
http://fallibleideas.com/

-- 

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 4 notes
Date: October 11, 2011 at 7:37 PM

On Oct 11, 2011, at 3:34 PM, Christopher Collins wrote:

Thanks Elliot, I understand the process  as you have described it, I
think...And my current understanding is concurrent.
My question then, within the context of your response is:
Have you conflated 'evolution' with the laws of physics?
I see no conflict, but clearly the two concepts are not yet coherent,
or we wouldn't have different explanatory frameworks AND associated
language to explore them.

We have different concepts and explanations because evolution is an emergent 
property.

Another example is that hockey games are an emergent property. Or 
architecture. So we explain them separately from more fundamental stuff. We 
consider these emergent topics using high level ideas like "skating" or "not 
collapsing in earthquakes" instead of directly in terms of quantum physics.

And, further, the 'immutabilty' of the laws of physics is open to
question surely?

We can define words so that the laws of physics don't change and can't possibly 
change. For example if the speed of light changed over time, we could say the 
timeless law is that the speed of light changes over time (so the law is that the 
speed of light is c0 at t0, c1 at t1, c2 at t2, etc, probably according to some 
formula.)

We could also choose terminology so that the same thing would be called 
mutable laws of physics, but I think that would be unusual and misleading.

Why do you want the laws of physics to be mutable? What do you hope to gain?

What's definitely open to question, always, is what the laws of physics are and 
whether our current understanding is correct.



"Evolution" is just a word to refer to something that would happen
without being named or observed. Saying something happens "because
of evolution" is just shorthand for the underlying explanations
about replicators

Evolution is not 'just a word to refer to something that would happen
without being named or observed'

You know yourself that observation is theory laden, and hopefully that
cognition is language based. It's not enough, it's not coherent. If
you're going to use the word evolution, what is your theory, or
conjecture about what evolution is?

Evolution is a single word to refer to a multi-part process of varied replication with 
selection (which creates adaptation). It means no more and no less than the 
complex process it refers to (is shorthand for).

You could (re)write BoI without using the word "evolution" by substituting in each 
instance a descriptive phrase, and not content would be lost from the book. Use 
of the word "evolution" is convenient but unnecessary.

Similarly, the word "meme" is a purely shorthand word, and one could write BoI 
entirely without the word, without losing anything. A meme is an idea that is a 
replicator. One could use the longer phrase every time with no loss of substantive 
content. Many words are shortcuts like this. Sometimes the shortcuts gain their 
own special connotations, but one could still describe any subtle meaning of that 
kind and do without the word.

PS Next time, please read and follow the BoI posting guidelines.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Christopher Smith <cwsmith85@gmail.com>
Subject: [BoI] fMRI, Re-creating visual images through brain scans.
Date: October 12, 2011 at 12:46 AM

http://www.advisory.com/Daily-Briefing/2011/09/26/Researchers-record-minds-
movies

An emerging technology can decode and reconstruct images in individuals' 
minds, which researchers say may have important medical applications for some 
patients, a new study finds.
For the study, published in Current Biology, University of California-Berkley 
researchers used fMRI scans to track blood flow and neural signaling patterns in 
three participants' brains while they watched movie trailers. A computer then 
analyzed the patterns and reconstructed them into approximate images of what 
the participant had viewed.

http://www.youtube.com/watch?v=nsjDnYxJ0bo

http://www.advisory.com/Daily-Briefing/2011/09/26/Researchers-record-minds-movies
http://www.youtube.com/watch?v=nsjDnYxJ0bo


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 4 notes
Date: October 12, 2011 at 2:27 PM

On Oct 11, 2011, at 12:54 PM, Kristen Ely wrote:

The creation of knowledge is a beginning of infinity.

Knowledge, both in biological adaptations and in human minds, has the 
appearance of design -- that is, it is adapted to serve a purpose, and is hard to 
vary while still serving that purpose. Its creation needs an explanation.

Yes. Note that an adaptation in an animal means a trait such that most possible 
variations of it would be worse. That's not logically possible variations but the 
ones possible with biological evolution (like deletion or transposition of some DNA 
strands). So there is a very direct connection between adaptation and "hard to 
vary".

How is knowledge created? Some bad explanations:

-Creationism: it's already there, in the form of a supernatural being(s)
   *this doesn't explain how the knowledge got there

-Spontaneous generation: it just happened, sprang out of nowhere (from 
something that doesn't contain knowledge)
   *also doesn't explain how the knowledge got there

This repeated phrase refers to different things in each case.

The first time what's not explained is the initial origin of knowledge (the 
supernatural beings have knowledge, so where did they get it? as an answer to 
where knowledge comes from, this hasn't helped anything)

The second time doesn't explain it in terms of simply neglecting to give an 
explanation at all: it "just happens".

-Lamarckism/induction: it was derived mechanically from experience
   *the knowledge must already be there in the experience in order to get it from 



experience, but there is no explanation for how it came to be there

Knowledge doesn't just happen, there must be a process of creation.

A good explanation: Evolution

Evolution is not merely one good explanation but the only one *ever thought of by 
anyone* to address this problem.

There was never, say, a different good explanation that was refuted by evidence 
and turned out not to be what happens on Earth. There's no alternative that 
anyone has even *conceived of how it could be possible*.

It's a really hard problem and we have only the one answer.

For biological adaptations: variation (mutations in genes), alternating with 
selection (natural selection)

For human knowledge: variation (conjectures) alternating with selection 
(criticism and experiment)

I think it's better to say something like "replication with variation" to be clearer 
than just "variation".

When we vary an idea, and then refute the variant, we still have the original and 
may try another variant of it. So we didn't just change it, we made multiple 
versions of it.

Similarities between biological adaptations and human knowledge:

-Good genetic adaptations and good explanations are hard to vary while still 
fulfilling their functions

-Both types of knowledge are replicators, and tend to cause themselves to 
remain physically embodied in a suitable environment, once there

Both are created by literally the same process. I wouldn't even call them "both 
types of knowledge". Both cases are cases of evolution which creates 



knowledge. All knowledge is fundamentally the same kind of thing.

Differences between biological adaptations and human knowledge:

-Biological knowledge = non-explanatory, limited reach

Biological evolution has created a great deal of reach. It created us.

It's also a better (computer) programmer than we are (today, present state of the 
industry). It's approaches to programming have more reach in important ways 
than what we know how to do, despite the advantages of thinking.

-Human knowledge = when explanatory, can have unlimited reach

-Mutations - random
-Conjectures - intentional

I don't think so. I don't think there is any explanation of how conjectures could be 
intentionally created that are likely(?) to solve particular problems.

There is, however, an explanation of how conjectures can *seem* intentionally 
while not doing anything fundamentally hard to account for. Conjectures are 
heavily criticized/filtered before they get to the conscious mind, so all the ones we 
*notice* are preselected to seem relevant/useful/intentional.

In this explanation, conjectures are random for all intents and purposes (never 
mind the implementation details) and seem intentional due to criticism, not due to 
any ability to make better-than-random conjectures.

There is actually one way to make better than random conjectures, but it's 
something that genetic mutations have too, and was categorized as "random" 
above: they can be random *variants from a starting point with knowledge* 
instead of just random from the set of all possible things. This is important but 
does not differentiate human and biological knowledge.

If the sole "purpose" of genes is to spread through the population, how is it that 
they can confer benefits on their organisms?



because biological evolution does create knowledge with reach.

it's similar to the jump to universality. if you solve a relatively small number of 
problems, say 10, it's normally more effective and better to do it not with 10 
special case specific solutions but a smaller number of more general purpose 
approaches. and those more general purpose approaches are going to solve a 
whole slew of extra problems -- they'll have reach.

maybe they'll even have some type of universality. it's not known what types there 
are and how to think about that topic well in general.

any knowledge with reach at all could be phrased something like, "it solves some 
a set of problems. therefore it has universality regarding that set of problems -- its 
repertoire of problems it can solve is not missing anything that any other solver of 
those problems could have".

-keeping their organisms alive and healthy gives them advantages over genes 
that don't
-the knowledge in some genes has reach, and the organisms can use this to 
help themselves in ways not "intended" by the genes

Evolution of non-explanatory vs. explanatory knowledge:

Evolution of non-explanatory knowledge:
-similar to evolution of biological adaptations -- some is spread through the 
population not because of its truth or functionality, but because, for example, it's 
easy to remember -- repeatability (ease of getting copied) as opposed to 
accuracy

Evolution of explanatory knowledge:
-variants of explanatory theories do not come about as much by accidental 
miscopying, but by creativity -- people conjecture what the theories mean, 
correct any errors they see, and pass on what they consider to be improved 
versions

The physical form of a meme (and in principle, a gene) is not important to the 
knowledge in it. Therefore, what is actually being copied is the knowledge. 
Human knowledge and biological adaptations are abstract replicators.



knowledge is representation and implementation independent.

a little like physics is coordinate independent (the laws of physics are the same 
regardless of what coordinate system, if any, you look at the world with).

and computer programming algorithms are language independent (one can have 
the same algorithm, like A*, in many different programming languages)

Fine-tuning: if some of the constants of physics were slightly different, life would 
not be possible
-is this an appearance of design? Maybe not, if life could also exist under 
different laws of physics.
-it is a significant problem, though, because:
   *if life can exist under different laws of physics, this is an unexplained 
regularity in nature
   *if not (if laws of physics are fine-tuned), there are two possibilities:
1. These are the only laws that exist
-if so, why are the laws the way they are?
-if the explanation for that refers to the existence of life, this takes us back to an 
appearance of design problem (because the laws themselves didn't come into 
existence through evolution)
-if it doesn't refer to life, then why are the laws fine-tuned for life?
2. There are parallel universes with different laws
-if so, only universes with life will observe constants that are seemingly fine-
tuned -- this is anthropic reasoning
    *this is not a complete explanation-- it's still a "just happened" theory, which is 
spontaneous generation

Discoveries cannot be predicted, or the prediction would be the discovery. 
Scientific discoveries, and all creative thought, and biological adaptations, are 
created, unpredictably, out of nothing, by evolution.

yes, except "out of nothing" doesn't mention the gradual build up of knowledge. 
the process can start with nothing but then later it uses some stuff it already 
made to help further progress.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Chapter 4 notes
Date: October 12, 2011 at 5:33 PM

On 12 Oct 2011, at 7:27pm, Elliot Temple wrote:

On Oct 11, 2011, at 12:54 PM, Kristen Ely wrote:

Knowledge doesn't just happen, there must be a process of creation.

A good explanation: Evolution

Evolution is not merely one good explanation but the only one *ever thought of 
by anyone* to address this problem.

There was never, say, a different good explanation that was refuted by evidence 
and turned out not to be what happens on Earth. There's no alternative that 
anyone has even *conceived of how it could be possible*.

It's a really hard problem and we have only the one answer.

That's right. But the first person to think of the answer 'blind variation and natural 
selection' (Charles Darwin) was nevertheless mistaken about some of the 
important implications of that. So his theory was improved and replaced by neo-
Darwinism. So although we have had the one and only answer since Darwin, it 
has nevertheless changed since then.  But yes, not by experiment.

-- David Deutsch



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Chapter 4 notes
Date: October 12, 2011 at 5:52 PM

On Thu, Oct 13, 2011 at 7:27 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 11, 2011, at 12:54 PM, Kristen Ely wrote:

-Human knowledge = when explanatory, can have unlimited reach

-Mutations - random
-Conjectures - intentional

I don't think so. I don't think there is any explanation of how conjectures could 
be intentionally created that are likely(?) to solve particular problems.

There is, however, an explanation of how conjectures can *seem* intentionally 
while not doing anything fundamentally hard to account for. Conjectures are 
heavily criticized/filtered before they get to the conscious mind, so all the ones 
we *notice* are preselected to seem relevant/useful/intentional.

In this explanation, conjectures are random for all intents and purposes (never 
mind the implementation details) and seem intentional due to criticism, not due 
to any ability to make better-than-random conjectures.

From this account, it seems that the unconscious mind is doing most of
the work. So what is the role of the conscious mind?

Also, how does the unconscious mind choose which guesses to present to
the conscious mind? And how does the conscious mind become aware of
those preselected guesses? Presumably it is a form of communication
and, like any communication, it involves guesses and criticism. But
how does this happen if the conscious mind relies on the
unconsciousness mind for doing the initial guessing and criticizing?

-- Brian Scurfield



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 4 notes
Date: October 12, 2011 at 6:40 PM

On Oct 12, 2011, at 2:52 PM, Brian Scurfield wrote:

On Thu, Oct 13, 2011 at 7:27 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 11, 2011, at 12:54 PM, Kristen Ely wrote:

-Human knowledge = when explanatory, can have unlimited reach

-Mutations - random
-Conjectures - intentional

I don't think so. I don't think there is any explanation of how conjectures could 
be intentionally created that are likely(?) to solve particular problems.

There is, however, an explanation of how conjectures can *seem* intentionally 
while not doing anything fundamentally hard to account for. Conjectures are 
heavily criticized/filtered before they get to the conscious mind, so all the ones 
we *notice* are preselected to seem relevant/useful/intentional.

In this explanation, conjectures are random for all intents and purposes (never 
mind the implementation details) and seem intentional due to criticism, not due 
to any ability to make better-than-random conjectures.

From this account, it seems that the unconscious mind is doing most of
the work. So what is the role of the conscious mind?

To have debates about qualia and to legitimize some ideas about mental illness. 
:)

In _The Meaning of Mind_, Szasz explains that French, German, and pre-1600s 
English have no word for "mind" (as a noun). He strongly identifies the conscious 
mind with language and with talking to oneself.

It has seemed to me that most notions about qualia and consciousness relate to 
one's "inner voice". (And when one doesn't like, and disowns, part of his inner 
voice that is "hearing voices", "hallucination", "obsession", "schizophrenia", etc...)



I don't find an inner voice any more mysterious than the voice one "hears" when 
someone else talks to you. That, too, is in fact an inner voice of one's own 
creation.

I think a lot of the confusion about qualia is they are things people learn for 
themselves, instead of learning via communication, and so people simply don't 
know how to express them in language, communicate about them, etc... but 
actually that applies to most of the contents of their minds. they just aren't used to 
consciously noticing much except for their inner voice and other sense data type 
stuff (some people do a lot of visual thinking) and emotions.

some people learn to read without subvocalizing. It's a little strange feeling but it 
works. you do not need to hear something in your inner voice in order to learn 
what it's about and be able to use the information later.

You ask about the role of the conscious mind. The conscious mind can actually 
exercise quite a lot of control over the unconscious mind if one gets good at it. A 
better explanation of the difference might simply be that the "conscious" part is 
the part that one understands well, (normally) identifies with, and usually also is 
the part one has any skill at controlling.

maybe its role is simply a way of thinking, and the consciousness part is an 
emergent property not something chosen directly for a purpose. or the 
consciousness part could be an interpretation of no fundamental significance.

Also, how does the unconscious mind choose which guesses to present to
the conscious mind?

one can have criteria for this.

a simple criterion would be: present everything that survives all the criticism 
filters, in random order.

people develop much more complicated criteria, and adjust them if they are 
problematic.



And how does the conscious mind become aware of
those preselected guesses? Presumably it is a form of communication
and, like any communication, it involves guesses and criticism. But
how does this happen if the conscious mind relies on the
unconsciousness mind for doing the initial guessing and criticizing?

i don't think it's a form of communication. there's just one mind. it can be 
categorized into parts *notionally* if we find it useful to think of it that way. but 
those categorizations in our thinking about the topic needn't have any hardware 
implementation.

for example we often consider explicit and inexplicit ideas as different things. for 
various purposes they are different. but at the level of the brain they are the same 
kind of thing.

i'd be more inclined to say something like: the mind has various techniques for 
considering ideas. many are "unconscious". one that is not unconscious is 
creating an inner conversation. when a method like that is used, then we're 
"consciously aware" of what's going on in the same way we are "consciously 
aware" of things we see and consider important enough to visualize.

i think descriptions more in this style alleviate a number of difficulties that modern 
scientism has made up in its attempts to authoritatively analyze everything.

-- Elliot Temple
http://beginningofinfinity.com/interview

http://beginningofinfinity.com/interview


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Chapter 4 notes
Date: October 13, 2011 at 4:11 AM

On Thu, Oct 13, 2011 at 11:40 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 12, 2011, at 2:52 PM, Brian Scurfield wrote:

On Thu, Oct 13, 2011 at 7:27 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 11, 2011, at 12:54 PM, Kristen Ely wrote:

-Human knowledge = when explanatory, can have unlimited reach

-Mutations - random
-Conjectures - intentional

I don't think so. I don't think there is any explanation of how conjectures could 
be intentionally created that are likely(?) to solve particular problems.

There is, however, an explanation of how conjectures can *seem* 
intentionally while not doing anything fundamentally hard to account for. 
Conjectures are heavily criticized/filtered before they get to the conscious 
mind, so all the ones we *notice* are preselected to seem 
relevant/useful/intentional.

In this explanation, conjectures are random for all intents and purposes 
(never mind the implementation details) and seem intentional due to criticism, 
not due to any ability to make better-than-random conjectures.

From this account, it seems that the unconscious mind is doing most of
the work. So what is the role of the conscious mind?

To have debates about qualia and to legitimize some ideas about mental illness. 
:)

Ah, so consciousness really does involve strange loops!

In _The Meaning of Mind_, Szasz explains that French, German, and pre-1600s 
English have no word for "mind" (as a noun). He strongly identifies the 



conscious mind with language and with talking to oneself.

It has seemed to me that most notions about qualia and consciousness relate to 
one's "inner voice".

Yes, I think that's true.

(And when one doesn't like, and disowns, part of his inner voice that is "hearing 
voices", "hallucination", "obsession", "schizophrenia", etc...)

Right, it is not mental illness: It is misattributing the source of
one's inner voice. People are fallible and they make mistakes.

I don't find an inner voice any more mysterious than the voice one "hears" when 
someone else talks to you. That, too, is in fact an inner voice of one's own 
creation.

Yes, and for that reason I guess there are people who think the voice
they hear when someone talks to them is their own.

I think a lot of the confusion about qualia is they are things people learn for 
themselves, instead of learning via communication, and so people simply don't 
know how to express them in language, communicate about them, etc... but 
actually that applies to most of the contents of their minds. they just aren't used 
to consciously noticing much except for their inner voice and other sense data 
type stuff (some people do a lot of visual thinking) and emotions.

some people learn to read without subvocalizing. It's a little strange feeling but it 
works. you do not need to hear something in your inner voice in order to learn 
what it's about and be able to use the information later.

People often recite things in their mind to help them remember so I
guess the subvocalization is partly to do with getting information
into memory. But one can learn other ways.

You ask about the role of the conscious mind. The conscious mind can actually 
exercise quite a lot of control over the unconscious mind if one gets good at it.

Yes, one can learn to program one's unconscious mind. I remember you



wrote about learning to play Infinity Blade, which served as a good
example of such programming.

A better explanation of the difference might simply be that the "conscious" part is 
the part that one understands well, (normally) identifies with, and usually also is 
the part one has any skill at controlling.

Yes, perhaps - and as one learns to better understand one's mind one's
consciousness is "expanded".

maybe its role is simply a way of thinking, and the consciousness part is an 
emergent property not something chosen directly for a purpose. or the 
consciousness part could be an interpretation of no fundamental significance.

This conflicts with intuition though. Most people would say
consciousness is significant and consciousness vis-a-vis souls is
important in all religious traditions.

Also, how does the unconscious mind choose which guesses to present to
the conscious mind?

one can have criteria for this.

a simple criterion would be: present everything that survives all the criticism 
filters, in random order.

OK, I see.

people develop much more complicated criteria, and adjust them if they are 
problematic.

And how does the conscious mind become aware of
those preselected guesses? Presumably it is a form of communication
and, like any communication, it involves guesses and criticism. But
how does this happen if the conscious mind relies on the
unconsciousness mind for doing the initial guessing and criticizing?

i don't think it's a form of communication. there's just one mind. it can be 



categorized into parts *notionally* if we find it useful to think of it that way. but 
those categorizations in our thinking about the topic needn't have any hardware 
implementation.

Agree.

for example we often consider explicit and inexplicit ideas as different things. for 
various purposes they are different. but at the level of the brain they are the 
same kind of thing.

Yes, they are both just ideas. I guess one difference, however, is
that when an explicit idea becomes active in the mind one is always
conscious of it but when an inexplicit idea becomes active one is not
necessarily conscious of it?

i'd be more inclined to say something like: the mind has various techniques for 
considering ideas. many are "unconscious". one that is not unconscious is 
creating an inner conversation. when a method like that is used, then we're 
"consciously aware" of what's going on in the same way we are "consciously 
aware" of things we see and consider important enough to visualize.

Consciousness may be a way for ideas to call attention to themselves
in a mindspace. I would guess that consciousness evolved along with
memes. If consciousness enables ideas to get noticed and propagated
then memes would compete to invoke it and to make mindspace more
hospitable to it. So they would carry more and more knowledge about
how to invoke and create it.

Running with my thought above, it may be that at the same time memes
needed to represent their overt topic more and more explicitly because
consciousness - and attention - happens when explicit ideas are active
in a brain but it may not happen when inexplicit ideas are active.
Could this sort of selection pressure be what led to the universal
explainer?

i think descriptions more in this style alleviate a number of difficulties that 
modern scientism has made up in its attempts to authoritatively analyze 
everything.

-- Brian Scurfield



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Consciousness
Date: October 13, 2011 at 5:15 AM

On Fri, Oct 7, 2011 at 1:34 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 6, 2011, at 9:50 AM, Christopher Smith wrote:

That argument that she loves you relies on love meaning X, but actually love 
is really about Y because Z, so that argument is mistaken."

You may have an explanation of what love is; but that explanation may differ 
significantly from mine.  Platonic vs. sexual love, for example.

Yes, but most people's mothers love them according to most common 
conceptions of love, so differences it what we mean by love may not be an 
issue. For other questions where people differ more widely in how they think 
about it, or questions where it's more of a close call what the answer is (with a 
thin margin for error), then it becomes more important to get on the same page 
about what our concepts mean.

Love is a form of qualia, in other words.

Everybody "knows" what love is, they can sense it for themselves, just as they 
perceive colors and smells.

But that kind of "knowledge" seems quite different from scientific knowledge, 
for which fallibilism is a useful tool (though I can't seem to resolve what I think 
is a fundamental contradiction in fallibilist thinking: "the only truth we know is 
that we can't really ever know truth.")

Yes, that is kind of a tricky issue.

The problem is that, in non-falliblist, non-Popperian epistemology, that would 
indeed be a contradiction.

For it not to be a contradiction requires a new way of understanding some ideas. 
But before one has that new perspective, it looks problematic, which can turn 



people off from it.

People, quite naturally and unobjectionable, judge new ideas using current 
ideas. But sometimes, when one's current ideas are mistaken, and one is 
considering replacements for them, some new ideas need to be judged by their 
their replacement ways of judging, instead.

More on this below.

When you said an argument could be made along the lines of "actually love is 
really about Y," that argument would imply that there is some objective quality 
to love in the way that a law of physics is objective.

Which may very well be the case.

Yes, that's what I think.

In BoI, Deutsch argues that there are objective truths in more fields than people 
realize. For example, in aesthetics.

I think there are objective truths about everything interesting.

But as of yet, in the absence of an explanation of qualia, that's an assumption.

Calling that an assumption may be part of the same non-Popperian 
epistemology that makes fallibilism seem problematic. More on this below.

Could this assumption be tested in a laboratory?

Testing requires a rival idea which makes a contradictory empirical claim. I'm not 
aware of such a rival making such a claim to test. Objective truth is a pretty 
philosophical issue.

I could rephrase the initial question to something like:

"how do you know what bacon smells like?"

or

"how do you know what blue looks like?"



I don't think these questions are answerable in any satisfying scientific sense--
at least not yet (though of course, we answer them every day in practice 
without thinking about them).

And that is how I took David D. to approach the problems presented by qualia:  
we don't have an explanation, but we very well could later on--because the 
world, universe, and multiverse are explicable.

I learn what bacon smells like by smelling it, and what blue looks like by seeing 
it.

I don't think it is a case of seeing it and then knowing what it looks
like. One way of understanding this is to try to paint a picture. Pick
an outdoor scene, say with shadows and maybe some water. Look at the
shadows. What colour are they really? It can be difficult to tell.
Amateur painters often get the colours of shadows wrong and their
paintings don't look quite right. What one thinks of as a shade of
brown or green is in fact a shade of purple. Same with water. In some
lighting conditions what one initially thinks is blue water turns out
on closer inspection to be anything but.

Colour is deceptive and it takes a lot of practice for artists to get
colour right. They must guess and criticize their guesses. And
eventually they can do things like make a viewer think they are
looking at a white dress without in fact using white anywhere in the
picture.

If I was blind then it'd be a hard problem to learn what blue looks like. But I'm 
not so the problem has been solved for me.

Is it that the problem is hard because the blind person cannot test
their guesses or is there more to it than that?

-- Brian Scurfield



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: [BoI] Reason
Date: October 13, 2011 at 6:40 AM

On Monday, October 10, 2011,  <Westmiller@aol.com> wrote:
Elliot Temple wrote:

...there is no such thing as an evidently
true fact ...

It's a factual assertion that is consistent with all known evidence.

Being consistent with all known evidence does not make it true. Truth and
consistency are not the same.

Suppose I draw a shape of some sort on a piece of paper. Now I lay some
tracing paper over the top and mark some points from the shape underneath. I
give the tracing paper to you and your job is to reconstruct the original
shape from the points I marked. Well there are always an infinite number of
shapes you could draw through the points so being consistent with the points
helps you rule out shapes but it doesn't tell you what shape I actually
drew.

Similarly there always are an infinite number of theories or ideas that fit
any given evidence. But only one of those theories is true and all
consistency does is help us rule out rivals.

-- Brian Scurfield

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Consciousness (was: Chapter 4 notes)
Date: October 13, 2011 at 12:20 PM

On Oct 13, 2011, at 1:11 AM, Brian Scurfield wrote:

On Thu, Oct 13, 2011 at 11:40 AM, Elliot Temple <curi@curi.us> wrote:

maybe its role is simply a way of thinking, and the consciousness part is an 
emergent property not something chosen directly for a purpose. or the 
consciousness part could be an interpretation of no fundamental significance.

This conflicts with intuition though. Most people would say
consciousness is significant and consciousness vis-a-vis souls is
important in all religious traditions.

I don't mind conflicting with cultural intuitions.

Souls are not the same concept as consciousness.

Souls in religious traditions involving souls address various *real* problems such 
as: free will, morality, responsibility, death, difference between humans and 
animals.

In the modern scientific-reductionist worldview, consciousness does not address 
those problems. It's a bit vague what problems consciousness is supposed to 
address.

What addresses those problems, and replaces the soul, is more like the *mind* or 
perhaps the *brain* (people sometimes say mind and brain are the same thing).

It's the mind which is now deemed to set us apart from animals. Someone on 
FoR list is currently arguing that, following Sam Harris, all morality comes from 
the brain and brain states (and, by implication, from the mind and mind states. it's 
just that measuring the brain is how modern science intends to get at the mind.)

Some concepts have been abandoned instead of replaced such as life after 
death, and sometimes free will too. And sometimes, even, responsibility. 
Psychiatry in general -- especially when combined with scientism -- as well as 
some swathes of paternalistic Government and attitudes to life, politics and 



Government, involve major attacks on the concept of responsibility.

Nowadays, the tempter (such as a drug "pusher") is deemed a criminal and 
therefore *mentally ill* (why would anyone commit a crime if they weren't mentally 
ill?), and the tempted is deemed a victim to be paternalistically "helped" too.

This is different than the religious traditions which did punish the Other, the 
Deviant, too, but didn't object to high level concepts like free will, temptation and 
responsibility, which they found perfectly compatible with the notion of the soul.

Szasz uses gambling and addiction as a nice example. It used to be that addicts 
and gamblers were thought to sin, to give into temptation, to make mistakes, to 
choose badly, to (wrongly) shirk responsibility for their family, to have failed in 
some way, and so on. Now much of this is denied: it's not his fault, addictions 
(like this schizophrenic's unwanted internal voices) are irresistible (for some 
reason). Previous modes of explanation are denied and instead people say things 
like, "the drug causes a brain state that causes taking more drug, it's addiction, 
he needs external help".

It's weird what is now deemed "irresistible" by many. As Szasz has pointed out, 
abnormal urges are deemed harder to resist than normal urges. e.g. people 
expect a "normal" person to resist his urge (using self control) to have sex with an 
adult girl (until the 3rd date and her consent), while the "pedophile" is not 
expected to resist his urges, and the problem is blamed on the urges existing at 
all, not his lack of self control.

The mind as a noun does not exist in the French or German languages, nor in 
English until the 1600s. Despite being a major part of cultural intuitions in the 
English speaking world today, it was not always deemed to exist at all (let alone 
be obvious), and still is not in some other countries.

So you couldn't -- and some places can't -- say that there is a "conscious mind" or 
say "the mind is conscious". That this is now deemed too obvious to question in 
some places is a testament to how silly people can be, not to any underlying 
obvious fact which, if it were really so intuitive would not be a modern idea limited 
only to some cultures.

What was said instead? Statements about souls, sometimes. And "mind" (verb) 



existed. One could say "mind your manners", for example. That's kind of like, 
"pay conscious attention to your manners", except that the attention needn't be 
conscious, it doesn't specify that.

If we take the soul, or minding, out of our vocabulary we find replacements are 
needed to speak of some things. But if we take consciousness out, where is the 
difficulty? What problem does it address? Only the one of naming the "subjective 
experience" that French people still haven't noticed (or at least not felt the need to 
talk about)? Is there any life decision one ever needs to speak of "consciousness" 
in order to make correctly?

BTW: http://robertspillane.info/2010/05/16/the-mind-and-mental-illness/

(Has some interesting, relevant stuff from Szasz's book like that Descartes was 
mistranslated.)

for example we often consider explicit and inexplicit ideas as different things. 
for various purposes they are different. but at the level of the brain they are the 
same kind of thing.

Yes, they are both just ideas. I guess one difference, however, is
that when an explicit idea becomes active in the mind one is always
conscious of it but when an inexplicit idea becomes active one is not
necessarily conscious of it?

i do not think one is always conscious of explicit ideas.

nor is one always conscious of sense data one takes in.

i think there's always the possibility of paying attention to, or not, ideas. There are 
no ideas that must have conscious attention.

i think which ones get conscious attention is more a matter of one's values, 
interests, interpretations, and so on, than anything else.

we're all familiar with the "eccentric" absentminded professor, or the busy 
billionaire CEO, and other archetypes, which dole out attention differently than 

http://robertspillane.info/2010/05/16/the-mind-and-mental-illness/


regular folk.

some people look at each other's shoes all the time and give conscious attention 
to that, while others don't notice.

more universal is noticing other people's hair or skin color. but it's possible not to 
pay attention to that, too.

when people don't pay attention to stuff, it can be that it's no conscious attention 
now, but they do have the data stored in their brain in some way and can access 
it later if they need to. it can have gotten a little unconscious attention. or they can 
have no memory of it at all. either way can happen.

i'd be more inclined to say something like: the mind has various techniques for 
considering ideas. many are "unconscious". one that is not unconscious is 
creating an inner conversation. when a method like that is used, then we're 
"consciously aware" of what's going on in the same way we are "consciously 
aware" of things we see and consider important enough to visualize.

Consciousness may be a way for ideas to call attention to themselves
in a mindspace.

i think it may be the other way around: one chooses what to be conscious of 
based on what one chooses to pay attention to, in accordance with one's 
interests. it's an active process, not a passive thing controlled by the ideas.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Learning and Game Examples (was: Chapter 4 notes)
Date: October 13, 2011 at 7:38 PM

On Oct 13, 2011, at 1:11 AM, Brian Scurfield wrote:

You ask about the role of the conscious mind. The conscious mind can actually 
exercise quite a lot of control over the unconscious mind if one gets good at it.

Yes, one can learn to program one's unconscious mind. I remember you
wrote about learning to play Infinity Blade, which served as a good
example of such programming.

I wrote about Infinity Blade and habits in this previous post:

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/a757fe0fc74d696d#

Here's another example:

http://www.youtube.com/watch?v=fVBLKGj_b1g

This is with a lot of practice previously. I died a ton but I won. Perseverance is 
valuable, and if one learns how one can do things that at first seem impossible 
(and there are much harder levels than the one in this video!)

It's less about habits than Infinity Blade and doesn't involve reacting quickly to 
anything unpredictable. It's more about controlling your fingers which is not done 
directly/consciously/intentionally. Instead, you think in terms of moving the 
character on screen, and control your fingers while your attention is elsewhere. 
You do form some habits for doing the earlier parts of levels.

By the way, I made the game itself and it will be in the Mac App Store soon.

-- Elliot Temple
http://curi.us/

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/a757fe0fc74d696d
http://www.youtube.com/watch?v=fVBLKGj_b1g
http://curi.us/


From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: October 14, 2011 at 3:02 AM

Brian Scurfield writes:
Being consistent  with all known evidence
does not make it true.

Not absolutely  true, only evidently true.

Suppose I draw a shape ...
your  job is to reconstruct the
original shape ...

Suppose the shape is  a square, but you only mark 3 trace points at three
corners. If that is all the  evidence, I might draw a triangle, which would
be one possible solution and  "evidently true" to the available data. Then
you give me a trace with 3  different points. On the basis of all the known
data, I might exclude the  triangle and draw a pentagon. It is "evidently
true" to the new set of available  data, but the triangle solution may no longer
be "evidently true". Proceeding in  that fashion, my reconstruction of the
shape will always be "evidently true",  based on all the known data. At some
point, you might confirm that my shape is  *absolutely true* to the
original.

Similarly there always are an  infinite
number of theories or ideas that fit
any given  evidence.

Not necessarily. For example, if you and I had agreed that the  shape has a
resolution on a 10x10 grid, then I might logically conclude, once  the
point evidence had reached saturation, that no other shape was possible and  my
reconstruction had to be *absolutely true*. But, absent that kind of
premise,  my reconstruction (if I did it correctly) would always be "evidently
true".

Bill

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Reason
Date: October 14, 2011 at 3:52 AM

On 14 Oct 2011, at 08:02, westmiller@aol.com wrote:

Brian Scurfield writes:
Being consistent  with all known evidence
does not make it true.

Not absolutely  true, only evidently true.

How does evidently true differ from "I guess it's true"?

Suppose I draw a shape ...
your  job is to reconstruct the
original shape ...

Suppose the shape is  a square, but you only mark 3 trace points at three
corners. If that is all the  evidence, I might draw a triangle, which would
be one possible solution and  "evidently true" to the available data. Then
you give me a trace with 3  different points. On the basis of all the known
data, I might exclude the  triangle and draw a pentagon. It is "evidently
true" to the new set of available  data, but the triangle solution may no longer
be "evidently true". Proceeding in  that fashion, my reconstruction of the
shape will always be "evidently true",  based on all the known data. At some
point, you might confirm that my shape is  *absolutely true* to the
original.

Proceeding in what fashion? You haven't explained how you came to the 
conclusion that the shape is a triangle rather than any other shape and why this 
way of doing things is objectively better than other ways of doing it.

Similarly there always are an  infinite
number of theories or ideas that fit
any given  evidence.

Not necessarily. For example, if you and I had agreed that the  shape has a
resolution on a 10x10 grid, then I might logically conclude, once  the



point evidence had reached saturation, that no other shape was possible and  
my
reconstruction had to be *absolutely true*. But, absent that kind of
premise,  my reconstruction (if I did it correctly) would always be "evidently
true".

Unless Brian is lying or mistaken. Maybe he accidentally picked up an 11x11 grid, 
or maybe he picked up an 11x11 grid to do a philosophical thought experiment to 
argue that you're wrong.

Alan

-- 



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: [BoI] Consciousness (was: Chapter 4 notes)
Date: October 14, 2011 at 6:50 AM

On Fri, Oct 14, 2011 at 5:20 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 13, 2011, at 1:11 AM, Brian Scurfield wrote:

On Thu, Oct 13, 2011 at 11:40 AM, Elliot Temple <curi@curi.us> wrote:

maybe its role is simply a way of thinking, and the consciousness part
is an emergent property not something chosen directly for a purpose. or the
consciousness part could be an interpretation of no fundamental
significance.

This conflicts with intuition though. Most people would say
consciousness is significant and consciousness vis-a-vis souls is
important in all religious traditions.

I don't mind conflicting with cultural intuitions.

Souls are not the same concept as consciousness.

Souls in religious traditions involving souls address various *real*
problems such as: free will, morality, responsibility, death, difference
between humans and animals.

Yes, the ideas of souls encompasses some important true ideas, much more-so
than atheist traditions.

In the modern scientific-reductionist worldview, consciousness does not
address those problems. It's a bit vague what problems consciousness is
supposed to address.

Yes, kind of a solution looking for a problem. But not even that because
it's vague.



What addresses those problems, and replaces the soul, is more like the
*mind* or perhaps the *brain* (people sometimes say mind and brain are the
same thing).

It's the mind which is now deemed to set us apart from animals. Someone on
FoR list is currently arguing that, following Sam Harris, all morality comes
from the brain and brain states (and, by implication, from the mind and mind
states. it's just that measuring the brain is how modern science intends to
get at the mind.)

Some concepts have been abandoned instead of replaced such as life after
death, and sometimes free will too. And sometimes, even, responsibility.
Psychiatry in general -- especially when combined with scientism -- as well
as some swathes of paternalistic Government and attitudes to life, politics
and Government, involve major attacks on the concept of responsibility.

Nowadays, the tempter (such as a drug "pusher") is deemed a criminal and
therefore *mentally ill* (why would anyone commit a crime if they weren't
mentally ill?), and the tempted is deemed a victim to be paternalistically
"helped" too.

Yes, you would think "mentally ill" people would do good things as well.
Mental illness somehow and in an unexplained way knows about morality and
causes moral badness.

This is different than the religious traditions which did punish the
Other, the Deviant, too, but didn't object to high level concepts like free
will, temptation and responsibility, which they found perfectly compatible
with the notion of the soul.

Szasz uses gambling and addiction as a nice example. It used to be that
addicts and gamblers were thought to sin, to give into temptation, to make
mistakes, to choose badly, to (wrongly) shirk responsibility for their
family, to have failed in some way, and so on. Now much of this is denied:
it's not his fault, addictions (like this schizophrenic's unwanted internal
voices) are irresistible (for some reason). Previous modes of explanation
are denied and instead people say things like, "the drug causes a brain
state that causes taking more drug, it's addiction, he needs external help".



It's weird what is now deemed "irresistible" by many. As Szasz has pointed
out, abnormal urges are deemed harder to resist than normal urges. e.g.
people expect a "normal" person to resist his urge (using self control) to
have sex with an adult girl (until the 3rd date and her consent), while the
"pedophile" is not expected to resist his urges, and the problem is blamed
on the urges existing at all, not his lack of self control.

Yeah, it's wierd.

The mind as a noun does not exist in the French or German languages, nor
in English until the 1600s. Despite being a major part of cultural
intuitions in the English speaking world today, it was not always deemed to
exist at all (let alone be obvious), and still is not in some other
countries.

So you couldn't -- and some places can't -- say that there is a "conscious
mind" or say "the mind is conscious". That this is now deemed too obvious to
question in some places is a testament to how silly people can be, not to
any underlying obvious fact which, if it were really so intuitive would not
be a modern idea limited only to some cultures.

Like other things, the mind had to be conjectured. It wasn't just obvious
from observation.

What was said instead? Statements about souls, sometimes. And "mind"
(verb) existed. One could say "mind your manners", for example. That's kind
of like, "pay conscious attention to your manners", except that the
attention needn't be conscious, it doesn't specify that.

If we take the soul, or minding, out of our vocabulary we find
replacements are needed to speak of some things. But if we take
consciousness out, where is the difficulty? What problem does it address?
Only the one of naming the "subjective experience" that French people still
haven't noticed (or at least not felt the need to talk about)? Is there any
life decision one ever needs to speak of "consciousness" in order to make
correctly?

I can't think of any. But that doesn't mean it doesn't exist. Oddities that
don't seem to fit with anything can later turn out to be extremely important



with more advanced knowledge.

BTW: http://robertspillane.info/2010/05/16/the-mind-and-mental-illness/

(Has some interesting, relevant stuff from Szasz's book like that
Descartes was mistranslated.)

Will read.

for example we often consider explicit and inexplicit ideas as different
things. for various purposes they are different. but at the level of the
brain they are the same kind of thing.

Yes, they are both just ideas. I guess one difference, however, is
that when an explicit idea becomes active in the mind one is always
conscious of it but when an inexplicit idea becomes active one is not
necessarily conscious of it?

i do not think one is always conscious of explicit ideas.

Do you have an example of an explicit idea being active but one not being
conscious of it? I find that hard to imagine.

nor is one always conscious of sense data one takes in.

I don't buy things like subliminal perception but I don't think that's what
you have in mind. I agree that we're not usually conscious of sense data to
do with things like balance and kinaesthesia. But of the sensory modalities
associated with qualia I don't know. Again, do you have an example?

i think there's always the possibility of paying attention to, or not,
ideas. There are no ideas that must have conscious attention.

Yes, one can pay attention or not. You can choose whether to make an idea
active in your mind or not. I was speculating that when an explicit idea
becomes active one cannot be unconscious of it.

i think which ones get conscious attention is more a matter of one's
values, interests, interpretations, and so on, than anything else.

http://robertspillane.info/2010/05/16/the-mind-and-mental-illness/


we're all familiar with the "eccentric" absentminded professor, or the
busy billionaire CEO, and other archetypes, which dole out attention
differently than regular folk.

some people look at each other's shoes all the time and give conscious
attention to that, while others don't notice.

more universal is noticing other people's hair or skin color. but it's
possible not to pay attention to that, too.

when people don't pay attention to stuff, it can be that it's no conscious
attention now, but they do have the data stored in their brain in some way
and can access it later if they need to. it can have gotten a little
unconscious attention. or they can have no memory of it at all. either way
can happen.

I don't find that if I am not consciously listening to something that I am
later unable to recall things that were said. I might be wrong. is this
something you can do?

i'd be more inclined to say something like: the mind has various
techniques for considering ideas. many are "unconscious". one that is not
unconscious is creating an inner conversation. when a method like that is
used, then we're "consciously aware" of what's going on in the same way we
are "consciously aware" of things we see and consider important enough to
visualize.

Consciousness may be a way for ideas to call attention to themselves
in a mindspace.

i think it may be the other way around: one chooses what to be conscious
of based on what one chooses to pay attention to, in accordance with one's
interests. it's an active process, not a passive thing controlled by the
ideas.

Would you agree that getting attention is positively beneficial for a lot of
memes in the sense that it helps them replicate? So, from these memes' point
of view, whatever they can do to get you to pay attention is good?



Plus memes have to compete with lots of other memes for your mindspace, so
they're not just going to wait for you to get back to them and sit in
"storage". If evoking a conscious experience is attention grabbing for the
thing having the experience (ie, you) memes would build up knowledge about
how to do that no?

I agree that we can and do choose what to pay attention to, but that is not
incompatible with ideas calling attention to themselves for you can
nevertheless choose not to pay attention and deactivate those ideas. How you
pay attention and to what is through other ideas which you learnt.

-- Brian Scurfield

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Consciousness (was: Chapter 4 notes)
Date: October 14, 2011 at 11:53 AM

On Oct 14, 2011, at 3:50 AM, Brian Scurfield wrote:

On Fri, Oct 14, 2011 at 5:20 AM, Elliot Temple <curi@curi.us> wrote:

Do you have an example of an explicit idea being active but one not being
conscious of it? I find that hard to imagine.

Reading without subvocalizing is an example. One reads explicit ideas -- ones in 
language w/ symbols and grammar.

Another example is if someone says something hard to hear. You may at first 
mishear them, and be confused. But then, without further communication from 
them, realize what they must have actually said and correct it. The correction 
process, which you weren't giving conscious attention, was dealing with some 
explicit ideas.

One can explicitly decide he wants grapefruit juice from the grocery store, then 
later use that idea to "feel like something is missing" without explicitly knowing 
what.

I don't see any difficulty, really, that the (unconscious) mind should have the 
ability to work with *all* types of ideas, including explicit ones, even with 
conscious attention directed elsewhere.

nor is one always conscious of sense data one takes in.

I don't buy things like subliminal perception but I don't think that's what
you have in mind. I agree that we're not usually conscious of sense data to
do with things like balance and kinaesthesia. But of the sensory modalities
associated with qualia I don't know. Again, do you have an example?



Sometimes I look forward, but I'm not paying much attention and don't notice 
much. Maybe I'm having a conversation. Then a few seconds later I'm no longer 
facing the same direction, and there is a lull in the conversation, and at this point I 
devote more attention to what I'd seen a little while ago. Now that I give it 
conscious attention, I remember/find/notice a few details I hadn't noticed initially, 
e.g. that something is out of place.

Or sometimes someone speaks, and you're distracted. Five seconds later, you 
say, "What? I didn't hear you." But they don't answer instantly and now that you're 
thinking about it you quickly realize you did hear some of what they said and 
access the memory.

i think there's always the possibility of paying attention to, or not,
ideas. There are no ideas that must have conscious attention.

Yes, one can pay attention or not. You can choose whether to make an idea
active in your mind or not. I was speculating that when an explicit idea
becomes active one cannot be unconscious of it.

why would explicitness (language) force that?

i think which ones get conscious attention is more a matter of one's
values, interests, interpretations, and so on, than anything else.

we're all familiar with the "eccentric" absentminded professor, or the
busy billionaire CEO, and other archetypes, which dole out attention
differently than regular folk.

some people look at each other's shoes all the time and give conscious
attention to that, while others don't notice.

more universal is noticing other people's hair or skin color. but it's
possible not to pay attention to that, too.

when people don't pay attention to stuff, it can be that it's no conscious



attention now, but they do have the data stored in their brain in some way
and can access it later if they need to. it can have gotten a little
unconscious attention. or they can have no memory of it at all. either way
can happen.

I don't find that if I am not consciously listening to something that I am
later unable to recall things that were said. I might be wrong. is this
something you can do?

Not great. More than zero.

Same with reading. Sometimes I start thinking about something else while I'm 
reading. Sometimes I'll even turn pages while totally distracted. And still be going 
through the motions of reading like looking at all the words. I think. Then I'll find I 
missed a lot of the content. But not missed absolutely all of it. I may be able to 
remember something. Or I may, on rereading, have some parts come back to me 
and be familiar, and be different than a first reading.

Would you agree that getting attention is positively beneficial for a lot of
memes in the sense that it helps them replicate? So, from these memes' point
of view, whatever they can do to get you to pay attention is good?

no, nothing comes to mind as a meme that's totally unselective about the type of 
attention it wants. some can do well with both a variety of types of positive and 
negative attention, two well known categories, but I don't know that any memes 
thrive with *all* types.

for static memes, critical attention is, in general, unwanted.

for some dynamic memes, negative emotional attention is unwanted.

Plus memes have to compete with lots of other memes for your mindspace, so
they're not just going to wait for you to get back to them and sit in
"storage".

lack of conscious attention is not storage. the majority of thinking isn't conscious. 
that doesn't stop it from having big effects. a lot of the thinking that goes into 
being "addicted" to cigarettes is done unconsciously, for example. if it was 



conscious, the smoker might object or change it! having those thought processes 
be conscious would make it harder to claim they are attributes of nicotine or one's 
genes or whatever, and despair about making a change. some nasty memes are 
perfectly content to control a person in a subtle way, and avoid conscious effects 
as long as the person doesn't rebel. if they do rebel, then the meme might 
involve, say, negative conscious emotions.

If evoking a conscious experience is attention grabbing for the
thing having the experience (ie, you) memes would build up knowledge about
how to do that no?

it'd have some uses, so some memes would have such knowledge.

I agree that we can and do choose what to pay attention to, but that is not
incompatible with ideas calling attention to themselves for you can
nevertheless choose not to pay attention and deactivate those ideas. How you
pay attention and to what is through other ideas which you learnt.

i think a lot of ideas seem more attention grabbing than they are, b/c static 
memes tinker with one's interests, one's way of deciding what to pay attention to. 
static memes cause people (often without the person realizing anything 
happened) to regard some things as important and to pay attention to them.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Consciousness
Date: October 14, 2011 at 6:14 PM

On Saturday, October 15, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 14, 2011, at 3:50 AM, Brian Scurfield wrote:

On Fri, Oct 14, 2011 at 5:20 AM, Elliot Temple <curi@curi.us> wrote:

Do you have an example of an explicit idea being active but one not being
conscious of it? I find that hard to imagine.

Reading without subvocalizing is an example. One reads explicit ideas --
ones in language w/ symbols and grammar.

I find that I am still aware of and consciously thinking of what I am
reading even if I try not to subvocalise. And although I can think about
other things when I am reading I lose a lot of information if I do. I can't
read at all if I am not paying some attention.

Another example is if someone says something hard to hear. You may at
first mishear them, and be confused. But then, without further communication
from them, realize what they must have actually said and correct it. The
correction process, which you weren't giving conscious attention, was
dealing with some explicit ideas.

Which ideas?

One can explicitly decide he wants grapefruit juice from the grocery
store, then later use that idea to "feel like something is missing" without
explicitly knowing what.

Yes, I know that feeling. But isn't that because the explicit part of the
idea is not currently active while the implicit part is?

I don't see any difficulty, really, that the (unconscious) mind should
have the ability to work with *all* types of ideas, including explicit ones,
even with conscious attention directed elsewhere.



Not being able to work with some types of ideas would mean that it couldn't
work with any ideas. For this reason, I think there is just one mind. What
I'm thinking is that when certain types of ideas - explicit ideas in
particular - become active then conscious awareness happens, right there and
then. Implicit ideas can do this to but it wasn't so much part of their
evolution. So consciousness is not some place in the mind where ideas are
sent for special processing. It's some effect of certain types of ideas
activated within a brain (it depends on both the meme and the brain).
Without any such ideas active then you are unconscious.

The explicit/implicit distinction may not be the right one to draw here. If
some memes depended on evoking consciousness to help them replicate and
gained knowledge about how to create consciousness, then what matters is not
whether the meme is explicit or implicit. What matters is that the meme has
that knowledge to evoke consciousness or can get associated with memes that
have it. Explicitness might have helped with that in some important way or
it might be just circumstance that explicit memes got the better knowledge.

nor is one always conscious of sense data one takes in.

I don't buy things like subliminal perception but I don't think that's
what

you have in mind. I agree that we're not usually conscious of sense data
to

do with things like balance and kinaesthesia. But of the sensory
modalities

associated with qualia I don't know. Again, do you have an example?

Sometimes I look forward, but I'm not paying much attention and don't
notice much. Maybe I'm having a conversation. Then a few seconds later I'm
no longer facing the same direction, and there is a lull in the
conversation, and at this point I devote more attention to what I'd seen a
little while ago. Now that I give it conscious attention, I
remember/find/notice a few details I hadn't noticed initially, e.g. that
something is out of place.

Or sometimes someone speaks, and you're distracted. Five seconds later,



you say, "What? I didn't hear you." But they don't answer instantly and now
that you're thinking about it you quickly realize you did hear some of what
they said and access the memory.

i think there's always the possibility of paying attention to, or not,
ideas. There are no ideas that must have conscious attention.

Yes, one can pay attention or not. You can choose whether to make an idea
active in your mind or not. I was speculating that when an explicit idea
becomes active one cannot be unconscious of it.

why would explicitness (language) force that?

I think it depends on some knowledge associated with explicit memes,
knowledge that they carry, and that evolved with them. This knowledge is
fallible, so it was a mistake for me to say that consciousness *always*
happens when an explicit meme becomes active. It may not happen for reasons
of fallibility, but explicit memes have that knowledge in spades whereas
other types of memes don't have it so much.

i think which ones get conscious attention is more a matter of one's
values, interests, interpretations, and so on, than anything else.

we're all familiar with the "eccentric" absentminded professor, or the
busy billionaire CEO, and other archetypes, which dole out attention
differently than regular folk.

some people look at each other's shoes all the time and give conscious
attention to that, while others don't notice.

more universal is noticing other people's hair or skin color. but it's
possible not to pay attention to that, too.

when people don't pay attention to stuff, it can be that it's no
conscious

attention now, but they do have the data stored in their brain in some
way



and can access it later if they need to. it can have gotten a little
unconscious attention. or they can have no memory of it at all. either

way
can happen.

I don't find that if I am not consciously listening to something that I
am

later unable to recall things that were said. I might be wrong. is this
something you can do?

Not great. More than zero.

Same with reading. Sometimes I start thinking about something else while
I'm reading. Sometimes I'll even turn pages while totally distracted. And
still be going through the motions of reading like looking at all the words.
I think. Then I'll find I missed a lot of the content. But not missed
absolutely all of it. I may be able to remember something. Or I may, on
rereading, have some parts come back to me and be familiar, and be different
than a first reading.

Would you agree that getting attention is positively beneficial for a lot
of

memes in the sense that it helps them replicate? So, from these memes'
point

of view, whatever they can do to get you to pay attention is good?

no, nothing comes to mind as a meme that's totally unselective about the
type of attention it wants. some can do well with both a variety of types of
positive and negative attention, two well known categories, but I don't know
that any memes thrive with *all* types.

for static memes, critical attention is, in general, unwanted.

Yes indeed. Maybe there are static memes for which any sort of conscious
attention is not beneficial and which try to avoid it?

for some dynamic memes, negative emotional attention is unwanted.



Yes.

Plus memes have to compete with lots of other memes for your mindspace,
so

they're not just going to wait for you to get back to them and sit in
"storage".

lack of conscious attention is not storage. the majority of thinking isn't
conscious.

I agree, but ideas can be filed away in memory and not be active in any
thinking, whether conscious or unconscious. Though most would "prefer" not
to be filed, at least not permanently!

that doesn't stop it from having big effects. a lot of the thinking that
goes into being "addicted" to cigarettes is done unconsciously, for example.
if it was conscious, the smoker might object or change it! having those
thought processes be conscious would make it harder to claim they are
attributes of nicotine or one's genes or whatever, and despair about making
a change. some nasty memes are perfectly content to control a person in a
subtle way, and avoid conscious effects as long as the person doesn't rebel.
if they do rebel, then the meme might involve, say, negative conscious
emotions.

If evoking a conscious experience is attention grabbing for the
thing having the experience (ie, you) memes would build up knowledge

about
how to do that no?

it'd have some uses, so some memes would have such knowledge.

I agree that we can and do choose what to pay attention to, but that is
not

incompatible with ideas calling attention to themselves for you can
nevertheless choose not to pay attention and deactivate those ideas. How

you
pay attention and to what is through other ideas which you learnt.



i think a lot of ideas seem more attention grabbing than they are, b/c
static memes tinker with one's interests, one's way of deciding what to pay
attention to. static memes cause people (often without the person realizing
anything happened) to regard some things as important and to pay attention
to them.

I agree they do that. It's sophisticated knowledge they have. That's the
sort of thing I was getting at about consciousness helping some memes call
attention to themselves (or rather, aspects of themselves - the overt
content). We choose what to pay attention to but we don't do it in isolation
from ideas we hold.

-- Brian Scurfield

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Consciousness
Date: October 14, 2011 at 6:56 PM

On Oct 14, 2011, at 3:14 PM, Brian Scurfield wrote:

On Saturday, October 15, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 14, 2011, at 3:50 AM, Brian Scurfield wrote:

On Fri, Oct 14, 2011 at 5:20 AM, Elliot Temple <curi@curi.us> wrote:

Do you have an example of an explicit idea being active but one not being
conscious of it? I find that hard to imagine.

Reading without subvocalizing is an example. One reads explicit ideas --
ones in language w/ symbols and grammar.

I find that I am still aware of and consciously thinking of what I am
reading even if I try not to subvocalise. And although I can think about
other things when I am reading I lose a lot of information if I do. I can't
read at all if I am not paying some attention.

so, you're inexplicitly aware of gaining explicit ideas. but they aren't getting 
conscious attention in their explicit form, yet still are being learned.

later you will go to summarize what you read and give an explicit summary, not all 
of which is thought of at the time; some of the content you had created in 
advance (e.g. while reading).

Another example is if someone says something hard to hear. You may at
first mishear them, and be confused. But then, without further communication
from them, realize what they must have actually said and correct it. The
correction process, which you weren't giving conscious attention, was
dealing with some explicit ideas.

Which ideas?



The stuff the person said, that one is (unconsciously) mulling over or 
reconstructing.

Here's another example: one often isn't sure what to say, stops to think, but 
doesn't have much in the way of conscious, explicit ideas, *and then says 
sentences*. The unconscious mind can and does work on creating sentences 
(explicit versions of ideas).

Btw, where else would new explicit ideas come from? They can't just come into 
existence fully formed. They have to be refined with criticism to get to a usable 
state. But most of people's conscious notice of explicit ideas is focussed on 
halfway decent ones. The less ready ones exist, and are thought about, just 
subconsciously.

One more example: when writing I may have an explicit idea about how to 
organize it. Then stop consciously thinking about it but still do it. It can still work 
without the conscious attention. (And I don't see what could stop it from 
continuing to work.)

One can explicitly decide he wants grapefruit juice from the grocery
store, then later use that idea to "feel like something is missing" without
explicitly knowing what.

Yes, I know that feeling. But isn't that because the explicit part of the
idea is not currently active while the implicit part is?

I don't see any difficulty, really, that the (unconscious) mind should
have the ability to work with *all* types of ideas, including explicit ones,
even with conscious attention directed elsewhere.

Not being able to work with some types of ideas would mean that it couldn't
work with any ideas. For this reason, I think there is just one mind. What
I'm thinking is that when certain types of ideas - explicit ideas in



particular - become active then conscious awareness happens, right there and
then.

What problem is solved by the conjecture that this always and must happen?

Implicit ideas can do this to but it wasn't so much part of their
evolution. So consciousness is not some place in the mind where ideas are
sent for special processing.

I don't think it's a place. I guess that it's a type of processing, which is one way of 
thinking about ideas, and need not always be used for any given idea. An idea 
can't force itself to be processed (thought about) in this way.

It's some effect of certain types of ideas
activated within a brain (it depends on both the meme and the brain).
Without any such ideas active then you are unconscious.

The idea that it's an effect of certain knowledge clashes with the fact that the 
knowledge can be recorded in books. No knowledge requires consciousness to 
exist.

So I think consciousness must be more about how the knowledge is treated than 
what knowledge it is.

The explicit/implicit distinction may not be the right one to draw here. If
some memes depended on evoking consciousness to help them replicate

Memes are replicated (spread to others) by *behaviors*. To replicate what they 
must do is evoke behaviors.

For example parents and teachers in general have no educational theory, and 
don't need one. The static memes control the *behavior* and don't seem to care 
what reasons/rationalizations for it the holders make up. Most of the time they 
don't even make up any reason, or worry about reasons. They give little to no 
conscious thought to large parts of the subject (while, if they are middle class, 
consciously obsessing over some minor details discussed in some books on the 
matter).

and gained knowledge about how to create consciousness,



I'm skeptical of this concept of individual ideas having their own knowledge about 
consciousness. That's like reinventing the wheel.

then what matters is not
whether the meme is explicit or implicit. What matters is that the meme has
that knowledge to evoke consciousness or can get associated with memes that
have it. Explicitness might have helped with that in some important way or
it might be just circumstance that explicit memes got the better knowledge.

What value can "evoking consciousness" have? What i mean is: does it make 
any difference at all to a person's future ideas or behavior? The same thinking 
and computation can happen either way, with the same results.

I think it's more the other way around: if an idea is getting a lot of attention, if one 
cares, then one chooses to pay conscious attention. Ideas attract (by being 
interesting, notable, important), rather than cause, conscious attention.

i think there's always the possibility of paying attention to, or not,
ideas. There are no ideas that must have conscious attention.

Yes, one can pay attention or not. You can choose whether to make an idea
active in your mind or not. I was speculating that when an explicit idea
becomes active one cannot be unconscious of it.

why would explicitness (language) force that?

I think it depends on some knowledge associated with explicit memes,
knowledge that they carry, and that evolved with them. This knowledge is
fallible, so it was a mistake for me to say that consciousness *always*
happens when an explicit meme becomes active. It may not happen for reasons
of fallibility, but explicit memes have that knowledge in spades whereas
other types of memes don't have it so much.

emotions are a counter example. they are good at getting conscious attention but 
they are inexplicit.

and lots of rational memes, like the idea of fallibility, are bad at getting much 



conscious attention even from people who claim to agree with them.

for static memes, critical attention is, in general, unwanted.

Yes indeed. Maybe there are static memes for which any sort of conscious
attention is not beneficial and which try to avoid it?

when people get hangups such as feeling bad about criticism, they commonly 
hate to think about the topic itself and avoid giving it any attention. instead they'll 
try to avoid the situations in which they think they are likely to end up feeling bad.

some memes are a lot more subtle than that. so we don't even know what they 
are.

i think there are a lot of ideas related to *methods of thinking* which, in most 
people, never get any conscious thought past age 3. they are just things people 
don't realize could possibly be otherwise, things they don't realize they are 
making any choice or that alternatives are possible, sometimes also things they 
think are "inborn" and attribute to the hardware level just on account of feeling it's 
completely out of their control. what happens before age 3, and how they form, 
and various other details, are not known.

I agree they do that. It's sophisticated knowledge they have. That's the
sort of thing I was getting at about consciousness helping some memes call
attention to themselves (or rather, aspects of themselves - the overt
content). We choose what to pay attention to but we don't do it in isolation
from ideas we hold.

we have ideas about how to use our attention, what is interesting, what is 
important.

some static memes certainly tinker with this to their benefit. some rational memes 
offer advice about it.

i don't think an idea needs to have any content about this to be considered 
consciously, though.



PS please fix your quoting in the future. lots of paragraphs have only the first line 
quoted.

like
this
example

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Chapter 4 notes
Date: October 14, 2011 at 8:15 PM

On October 12, 2011, at 1:27 PM, Elliot Temple wrote:

On Oct 11, 2011, at 12:54 PM, Kristen Ely wrote:

How is knowledge created? Some bad explanations:

-Creationism: it's already there, in the form of a supernatural being(s)
    *this doesn't explain how the knowledge got there

-Spontaneous generation: it just happened, sprang out of nowhere (from 
something that doesn't contain knowledge)
    *also doesn't explain how the knowledge got there

This repeated phrase refers to different things in each case.

The first time what's not explained is the initial origin of knowledge (the 
supernatural beings have knowledge, so where did they get it? as an answer to 
where knowledge comes from, this hasn't helped anything)

The second time doesn't explain it in terms of simply neglecting to give an 
explanation at all: it "just happens".

Is this difference significant? 

-Lamarckism/induction: it was derived mechanically from experience
    *the knowledge must already be there in the experience in order to get it 
from experience, but there is no explanation for how it came to be there

Knowledge doesn't just happen, there must be a process of creation.

A good explanation: Evolution

Evolution is not merely one good explanation but the only one *ever thought of 
by anyone* to address this problem.



There was never, say, a different good explanation that was refuted by evidence 
and turned out not to be what happens on Earth. There's no alternative that 
anyone has even *conceived of how it could be possible*.

It's a really hard problem and we have only the one answer.

Right, I didn't mean for that to sound like there are lots of good explanations out 
there and evolution is just one of them.

 
For biological adaptations: variation (mutations in genes), alternating with 
selection (natural selection)

For human knowledge: variation (conjectures) alternating with selection 
(criticism and experiment)

I think it's better to say something like "replication with variation" to be clearer 
than just "variation".

When we vary an idea, and then refute the variant, we still have the original and 
may try another variant of it. So we didn't just change it, we made multiple 
versions of it.

Yes, that is clearer.

Similarities between biological adaptations and human knowledge:

-Good genetic adaptations and good explanations are hard to vary while still 
fulfilling their functions

-Both types of knowledge are replicators, and tend to cause themselves to 
remain physically embodied in a suitable environment, once there

Both are created by literally the same process. I wouldn't even call them "both 
types of knowledge". Both cases are cases of evolution which creates 
knowledge. All knowledge is fundamentally the same kind of thing.

This relates to a question I have about a statement in chapter 4, page 85, location 



1564: "Some types of knowledge can be created by evolution." If all knowledge is 
fundamentally the same kind of thing, what does it mean to talk about "some 
types" of knowledge? And is there knowledge that isn't created by evolution?

Differences between biological adaptations and human knowledge:

-Biological knowledge = non-explanatory, limited reach

Biological evolution has created a great deal of reach. It created us.

It's also a better (computer) programmer than we are (today, present state of the 
industry). It's approaches to programming have more reach in important ways 
than what we know how to do, despite the advantages of thinking.

Its reach is still limited, though, isn't it? In contrast to explanatory human 
knowledge, which can have unlimited reach?

Discoveries cannot be predicted, or the prediction would be the discovery. 
Scientific discoveries, and all creative thought, and biological adaptations, are 
created, unpredictably, out of nothing, by evolution.

yes, except "out of nothing" doesn't mention the gradual build up of knowledge. 
the process can start with nothing but then later it uses some stuff it already 
made to help further progress.

Does it clarify to add the word "initially" to that sentence:

"Scientific discoveries, and all creative thought, and biological adaptations, are 
created, unpredictably, initially out of nothing, by the error-correcting process of 
evolution."

(I added "the error-correcting process" too.)

-Kristen



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 4 notes
Date: October 14, 2011 at 8:51 PM

On Oct 14, 2011, at 5:15 PM, Kristen Ely wrote:

On October 12, 2011, at 1:27 PM, Elliot Temple wrote:

On Oct 11, 2011, at 12:54 PM, Kristen Ely wrote:

How is knowledge created? Some bad explanations:

-Creationism: it's already there, in the form of a supernatural being(s)
    *this doesn't explain how the knowledge got there

-Spontaneous generation: it just happened, sprang out of nowhere (from 
something that doesn't contain knowledge)
    *also doesn't explain how the knowledge got there

This repeated phrase refers to different things in each case.

The first time what's not explained is the initial origin of knowledge (the 
supernatural beings have knowledge, so where did they get it? as an answer 
to where knowledge comes from, this hasn't helped anything)

The second time doesn't explain it in terms of simply neglecting to give an 
explanation at all: it "just happens".

Is this difference significant?

It's different flaws.

Whether it's significant depends what problem you are trying to solve. I think for 
understanding what is wrong with each statement, it's significant.

Similarities between biological adaptations and human knowledge:



-Good genetic adaptations and good explanations are hard to vary while still 
fulfilling their functions

-Both types of knowledge are replicators, and tend to cause themselves to 
remain physically embodied in a suitable environment, once there

Both are created by literally the same process. I wouldn't even call them "both 
types of knowledge". Both cases are cases of evolution which creates 
knowledge. All knowledge is fundamentally the same kind of thing.

This relates to a question I have about a statement in chapter 4, page 85, 
location 1564: "Some types of knowledge can be created by evolution." If all 
knowledge is fundamentally the same kind of thing, what does it mean to talk 
about "some types" of knowledge? And is there knowledge that isn't created by 
evolution?

Are you sure that's page 85 for you? In my paper copy (UK version) it's a little 
past half way down page 86. Does the US version have different page breaks? 
Or is that a bug in Kindle trying to figure out the page?

The sentence may mean "what we know from the chapter so far is that *at least* 
some types of knowledge can be created by evolution".

Some types does not contradict it turning out to be all types.

Alternatively, he could have meant something like, "Biological evolution creates 
knowledge but not explanatory knowledge." He says something like that 
elsewhere:

The ability to create and use explanatory knowledge gives people a power to 
transform nature which is ultimately not limited by parochial factors, as all other 
adaptations are, but only by universal laws.

This distinction seems plausible at first. Why would biological evolution answer 
any "Why?" questions with explanations? What for? There's no one to ask and 
wonder.

Either way, the claim that "evolution (as a method) can create any type of 



knowledge" is fine. If a particular implementation of evolution is limited, that's 
compatible with it being unlimited as a general method, and unlimited for good 
implementations.

However, I'm not sure about this distinction that biological evolution doesn't 
create explanatory knowledge while humans do.

Biological evolution (as well as static meme evolution) has created high quality 
knowledge in some areas that we approach in an explanatory fashion. How did it 
do that? One possibility is that explanation and effectiveness of knowledge are 
connected, so actually it does create what we think of as "explanatory" 
knowledge simply by virtue of creating high quality knowledge. Maybe high 
quality has reach to explanatoriness.

Or it could be that there is a non-explanatory way to think about 99% of the 
content of what we regard as explanations. I wouldn't expect that non-explanatory 
way to be reductionism, instrumentalist, positivist, or anything like that. I'd expect 
it to be a new way of thinking about ideas, different from bad philosophy, but also 
different from how we conceive of explanation. The only property it really needs is 
that biological evolution could create it.

Biological evolution does create knowledge that we don't know, specifically, how it 
created it. I have in mind here structural knowledge and issues like how reusable 
its programming "libraries" are. Libraries are a human programmer concept 
where you store a function with some generality for reuse in multiple places. 
Biological evolution seems to be much better at this than we are (so far).

A more clear cut handicap of biological evolution is that it can't change its modes 
of criticism. Humans can change their mind about what they regard as a criticism, 
how they select good ideas, what they want in an idea. We can criticize methods 
of criticism. Biological evolution lacks that feature. A different perspective on a 
similar issue is that humans can not only solve problems but improve their 
problem situation itself, while (it seems) biological evolution cannot.

Differences between biological adaptations and human knowledge:



-Biological knowledge = non-explanatory, limited reach

Biological evolution has created a great deal of reach. It created us.

It's also a better (computer) programmer than we are (today, present state of 
the industry). It's approaches to programming have more reach in important 
ways than what we know how to do, despite the advantages of thinking.

Its reach is still limited, though, isn't it?

I don't know.

It partly depends on how you categorize things. It created us and we have 
unlimited reach. Why doesn't it get credit for the work of its creation? We humans 
take credit for the work of our creations (e.g. tools).

When we create AIs (real AIs, i.e. people) maybe we won't take credit anymore, 
just as we don't (usually) take credit for the accomplishments of our children. But 
there certainly is a sense in which educators and creators deserve some credit 
(when they are helpful, that is. coercive teachers may do more harm than good, 
and deserve *negative* credit).

Biological evolution has a harder time getting past local maxima than humans do, 
but it does get past some of them and I don't know if there's a fundamental limit 
on that.

Discoveries cannot be predicted, or the prediction would be the discovery. 
Scientific discoveries, and all creative thought, and biological adaptations, are 
created, unpredictably, out of nothing, by evolution.

yes, except "out of nothing" doesn't mention the gradual build up of knowledge. 
the process can start with nothing but then later it uses some stuff it already 
made to help further progress.

Does it clarify to add the word "initially" to that sentence:

"Scientific discoveries, and all creative thought, and biological adaptations, are 



created, unpredictably, initially out of nothing, by the error-correcting process of 
evolution."

(I added "the error-correcting process" too.)

Yes, "initially out of nothing" seems clearer to me.

Another clarification is that it's not exactly nothing. It's out of no preexisting 
*knowledge*.

Also, in addition to being an error correcting process, evolution is also an error 
*creating* process. It does both, which is neat.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

http://beginningofinfinity.com/excerpt


From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: October 15, 2011 at 2:28 PM

Alan Forrester writes:
How does  evidently true differ from
"I guess it's true"?

A guess doesn't  have to be consistent with the evidence.

For example, if Brian's trace  were three contiguous points in a straight
line, a person might *guess* that his  original drawing is a circle. But,
that's both evidently and absolutely false,  because a circle cannot include
any straight lines.

A guess may be an  answer to the question, but it doesn't have to consider
the explicit premises of  the question.

For example, Brian draws a shape on a piece of paper, then  copies some of
its points onto trace paper. The explicit premise is that the  shape is
two-dimensional, no matter where the copied points are positioned. A  person
guessing "sphere" as the shape would be evidently, logically, and  absolutely
wrong.

... You haven't explained how you came to  the
conclusion that the shape is a triangle rather
than any  other shape and why this way of
doing things is objectively better than  other
ways of doing it.

The example stipulated three points.  Occam's Razor dictates that the
simplest solution is the best presumption, so a  triangle is the best answer
*consistent with the evidence*. Of course, I would  readily grant that the
answers "rectangle" or "square" may also be evidently  true, since the evidence
is sparse. With a few more points (evidence),  alternative answers can be
logically eliminated.

... Unless  Brian is lying or mistaken.<

Of course. The explicit premises of the  question are that 1) there IS a



shape that he has drawn and 2) that his traced  dots correspond with some
ACTUAL points in his drawing. One can't produce a  correct answer to ANY
question that asserts false premises or fabricates  evidence. If the asserted
evidence is false, intentionally or accidentally, then  no answer can be true or
false: the question itself is vapid. Maybe amusing to  some, but otherwise
meaningless.

The question also rests on an assortment  of implied premises. The dots
have some dimension, as does the paper. In the  absence of contrary assertions,
it would be rational to assume that the  dimensions of the trace paper
correspond with the dimensions of the paper upon  which the drawing was made.
Given that the asserted or implied evidence (the  dimension of the paper) is
true, one can arrive at an "evidently true" response  to the question. By
definition, ANY answer is false if the asserted evidence is  false.

Bill

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Reason
Date: October 15, 2011 at 3:53 PM

On 15 Oct 2011, at 19:28, westmiller@aol.com wrote:

Alan Forrester writes:
How does  evidently true differ from "I guess it's true"?

A guess doesn't  have to be consistent with the evidence.

For example, if Brian's trace  were three contiguous points in a straight
line, a person might *guess* that his  original drawing is a circle. But,
that's both evidently and absolutely false,  because a circle cannot include
any straight lines.

A guess may be an  answer to the question, but it doesn't have to consider
the explicit premises of  the question.

For example, Brian draws a shape on a piece of paper, then  copies some of
its points onto trace paper. The explicit premise is that the  shape is
two-dimensional, no matter where the copied points are positioned. A  person
guessing "sphere" as the shape would be evidently, logically, and  absolutely
wrong.

So if you ask the right question, and you have exactly the right information to 
answer it, then the answer is evidently true. That's very nice. Sadly, it's not 
particularly relevant to epistemology. Why? Because you're assuming we have 
the right question and exactly the right information to answer it, i.e. - you're 
assuming you already have information that is equivalent to having the 
knowledge you need already. This idea does not explain where that knowledge 
comes from and so it doesn't even address the problem of rational ways of 
making decisions never mind solving it.

... You haven't explained how you came to  the
conclusion that the shape is a triangle rather
than any  other shape and why this way of
doing things is objectively better than  other
ways of doing it.



The example stipulated three points.  Occam's Razor dictates that the
simplest solution is the best presumption, so a  triangle is the best answer
*consistent with the evidence*. Of course, I would  readily grant that the
answers "rectangle" or "square" may also be evidently  true, since the evidence
is sparse. With a few more points (evidence),  alternative answers can be
logically eliminated.

... Unless  Brian is lying or mistaken.<

Of course. The explicit premises of the  question are that 1) there IS a
shape that he has drawn and 2) that his traced  dots correspond with some
ACTUAL points in his drawing. One can't produce a  correct answer to ANY
question that asserts false premises or fabricates  evidence. If the asserted
evidence is false, intentionally or accidentally, then  no answer can be true or
false: the question itself is vapid. Maybe amusing to  some, but otherwise
meaningless.

The question also rests on an assortment  of implied premises. The dots
have some dimension, as does the paper. In the  absence of contrary 
assertions,
it would be rational to assume that the  dimensions of the trace paper
correspond with the dimensions of the paper upon  which the drawing was 
made.
Given that the asserted or implied evidence (the  dimension of the paper) is
true, one can arrive at an "evidently true" response  to the question. By
definition, ANY answer is false if the asserted evidence is  false.

In the Sherlock Holmes story "The Boscombe Valley Mystery",

http://sherlock-holmes.classic-literature.co.uk/the-boscombe-valley-mystery/

the great fictional detective makes an comment about evidence:

"Circumstantial evidence is a very tricky thing," answered Holmes thoughtfully. "It 
may seem to point very straight to one thing, but if you shift your own point of 
view a little, you may find it pointing in an equally uncompromising manner to 
something entirely different."

Why does Holmes make this comment? In this story there is circumstantial 
evidence that a man committed a murder and the police were after him. It turns 

http://sherlock-holmes.classic-literature.co.uk/the-boscombe-valley-mystery/


out that the man didn't commit the murder and he goes free thanks to Holmes. 
Why did Holmes get the right answer while the police got it wrong? Because 
Holmes asked better questions than the police because he was looking for a 
good explanation. So Holmes asked why the suspect chose to say that his 
father's last words were something that sounded like nonsense, but the police 
dismissed his testimony. So while he had the same information about the case as 
the police he came up with a different interpretation of it that turned out to be true. 
All evidence is theory laden. Evidence in the real world doesn't come with 
magical stickers saying "You have interpreted me correctly, well done, have some 
tea." So your position that questions with false premises are meaningless would 
imply not just that we might get some things wrong, but that many of the 
questions we ask are meaningless and that we can never know under any 
circumstances whether a question is meaningful.

Alan



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Reason
Date: October 15, 2011 at 6:20 PM

On 15 Oct 2011, at 7:28pm, <Westmiller@aol.com> wrote:

The example stipulated three points.  Occam's Razor dictates that the
simplest solution is the best presumption, so a  triangle is the best answer
*consistent with the evidence*.

The simplest shape passing through three points in a plane is a circle -- so any 
learned person throughout most of history would have said.

Your notion of 'simple' is 'simpler' than theirs, how?

-- David Deutsch

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Unscientific Attitude
Date: October 15, 2011 at 7:03 PM

http://online.wsj.com/article/SB1000142405297020363310457662515223903765
0.html

Writing about science carries the risk of embarrassment. If you champion a 
theory and it gets disproved, you have some explaining to do.

People should learn to let theories die in their stead.

You don't have to go down with the ship.

It's good to propose ideas, and also to refute ideas. We need both. There is no 
shame in having an idea that gets refuted.

-- Elliot Temple
http://beginningofinfinity.com/excerpt

-- 

http://online.wsj.com/article/SB10001424052970203633104576625152239037650.html
http://beginningofinfinity.com/excerpt


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Consciousness
Date: October 16, 2011 at 12:07 AM

On Sat, Oct 15, 2011 at 11:56 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 14, 2011, at 3:14 PM, Brian Scurfield wrote:

On Saturday, October 15, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 14, 2011, at 3:50 AM, Brian Scurfield wrote:

On Fri, Oct 14, 2011 at 5:20 AM, Elliot Temple <curi@curi.us> wrote:

Do you have an example of an explicit idea being active but one not being
conscious of it? I find that hard to imagine.

Reading without subvocalizing is an example. One reads explicit ideas --
ones in language w/ symbols and grammar.

I find that I am still aware of and consciously thinking of what I am
reading even if I try not to subvocalise. And although I can think about
other things when I am reading I lose a lot of information if I do. I can't
read at all if I am not paying some attention.

so, you're inexplicitly aware of gaining explicit ideas. but they aren't getting 
conscious attention in their explicit form, yet still are being learned.

I think I see what you are saying. I don't know if they aren't getting
conscious attention in their explicit form however. Does not
subvocalising mean you are not paying conscious attention to the
explicit form? For one thing the information seems to be getting
conscious visual attention as words and I'm aware of my understanding
as I go.

later you will go to summarize what you read and give an explicit summary, not 
all of which is thought of at the time; some of the content you had created in 
advance (e.g. while reading).



Another example is if someone says something hard to hear. You may at
first mishear them, and be confused. But then, without further communication
from them, realize what they must have actually said and correct it. The
correction process, which you weren't giving conscious attention, was
dealing with some explicit ideas.

Which ideas?

The stuff the person said, that one is (unconsciously) mulling over or 
reconstructing.

Here's another example: one often isn't sure what to say, stops to think, but 
doesn't have much in the way of conscious, explicit ideas, *and then says 
sentences*. The unconscious mind can and does work on creating sentences 
(explicit versions of ideas).

Btw, where else would new explicit ideas come from? They can't just come into 
existence fully formed. They have to be refined with criticism to get to a usable 
state. But most of people's conscious notice of explicit ideas is focussed on 
halfway decent ones. The less ready ones exist, and are thought about, just 
subconsciously.

Yes, I agree explicit ideas don't come into existence fully formed.
There is an inexplicit process for creating them which involves I
would imagine adding knowledge to initially inexplicit ideas to get
them into explicit form. That is, the idea becomes entangled with
various kinds of memes.

There would also be filtering before and after the idea was got into
explicit form. If the idea was filtered quickly after getting into
explicit form you might not notice the conscious awareness it invokes
from the knowledge it now contains. But if it persists in being active
you very well might.

One more example: when writing I may have an explicit idea about how to 
organize it. Then stop consciously thinking about it but still do it. It can still work 
without the conscious attention. (And I don't see what could stop it from 
continuing to work.)



One can explicitly decide he wants grapefruit juice from the grocery
store, then later use that idea to "feel like something is missing" without
explicitly knowing what.

Yes, I know that feeling. But isn't that because the explicit part of the
idea is not currently active while the implicit part is?

I don't see any difficulty, really, that the (unconscious) mind should
have the ability to work with *all* types of ideas, including explicit ones,
even with conscious attention directed elsewhere.

Not being able to work with some types of ideas would mean that it couldn't
work with any ideas. For this reason, I think there is just one mind. What
I'm thinking is that when certain types of ideas - explicit ideas in
particular - become active then conscious awareness happens, right there and
then.

What problem is solved by the conjecture that this always and must happen?

Not always and must. It depends on knowledge associated with the idea
and if the knowledge is defective it doesn't happen.

There is a common intuition that says there is a special place in the
mind where sense data and ideas are fed and consciousness happens -
the so-called Cartesian Theatre. From what I know, there is no
neurological evidence of any place where everything comes together.
Also the Cartesian Theatre runs into the problem of regress - who's
the audience anyway?

Another problem, in my opinion, with the common idea of consciousness
is that it treats ideas as independent from consciousness. Yet there
is no consciousness without it being consciousness of an idea.

The idea that consciousness happens locally as a result of implicit
knowledge contained in certain memes which attach themselves to ideas
gets around some of the problems of the common conception of
consciousness I think.

In this view, the unity of consciousness is an illusion and that



illusion would need to be explained. The actual consciousness is not
an illusion however.

If it doesn't exist why do we have this false idea, and why, as David
noted in BoI, is this false idea apparently different from other false
ideas we have? Other false ideas don't come with qualia.

Implicit ideas can do this to but it wasn't so much part of their
evolution. So consciousness is not some place in the mind where ideas are
sent for special processing.

I don't think it's a place. I guess that it's a type of processing, which is one way 
of thinking about ideas, and need not always be used for any given idea.

OK, we agree it is not a place, though you also need to explain the
illusion of unity :)

An idea can't force itself to be processed (thought about) in this way.

Do you ever have thoughts come into your conscious awareness seemingly
unbidden? Or what about when you prick your finger? The idea of that
pain seems insistent on getting consciously noticed!

It's some effect of certain types of ideas
activated within a brain (it depends on both the meme and the brain).
Without any such ideas active then you are unconscious.

The idea that it's an effect of certain knowledge clashes with the fact that the 
knowledge can be recorded in books. No knowledge requires consciousness to 
exist.

Don't quite follow. Knowledge in books isn't active. I agree that
knowledge doesn't require a knowing subject.

So I think consciousness must be more about how the knowledge is treated 
than what knowledge it is.

Where does the knowledge about how to treat ideas so that they come
into consciousness come from? Would you agree that it is memetic and



not genetic?

The explicit/implicit distinction may not be the right one to draw here. If
some memes depended on evoking consciousness to help them replicate

Memes are replicated (spread to others) by *behaviors*.

Yes, but it is possible that some memes use consciousness as a proxy
for evoking behaviours.

For example parents and teachers in general have no educational theory, and 
don't need one. The static memes control the *behavior* and don't seem to care 
what reasons/rationalizations for it the holders make up.

Wouldn't some of these memes try to bring themselves to be thought
about consciously if it helps to control behaviour?

Most of the time they don't even make up any reason, or worry about reasons. 
They give little to no conscious thought to large parts of the subject (while, if 
they are middle class, consciously obsessing over some minor details discussed 
in some books on the matter).

and gained knowledge about how to create consciousness,

I'm skeptical of this concept of individual ideas having their own knowledge 
about consciousness. That's like reinventing the wheel.

Ideas don't exist in isolation, they depend on other ideas and, in
particular, on memes, which contain lots of adapted knowledge. It is
that adapted knowledge which contains knowledge of consciousness and
this knowledge is not created afresh when you have a new idea.

then what matters is not
whether the meme is explicit or implicit. What matters is that the meme has
that knowledge to evoke consciousness or can get associated with memes 
that
have it. Explicitness might have helped with that in some important way or
it might be just circumstance that explicit memes got the better knowledge.



What value can "evoking consciousness" have? What i mean is: does it make 
any difference at all to a person's future ideas or behavior? The same thinking 
and computation can happen either way, with the same results.

It might have value only for the meme, and not for the person although
I don't really think this is the case. It would have value for both
I'd say.

Consciousness seems to be something people value. I enjoy being
conscious. I enjoy thinking about things consciously whereas the
enjoyment value of thinking about things unconsciously doesn't seem so
great.

I think it's more the other way around: if an idea is getting a lot of attention, if 
one cares, then one chooses to pay conscious attention. Ideas attract (by being 
interesting, notable, important), rather than cause, conscious attention.

The idea could cause conscious attention and then you choose to
continue to pay conscious attention depending on whether it is
interesting or what-not. Like dismissing an unbidden idea or not. Or
dismissing the pain.

i think there's always the possibility of paying attention to, or not,
ideas. There are no ideas that must have conscious attention.

Yes, one can pay attention or not. You can choose whether to make an idea
active in your mind or not. I was speculating that when an explicit idea
becomes active one cannot be unconscious of it.

why would explicitness (language) force that?

I think it depends on some knowledge associated with explicit memes,
knowledge that they carry, and that evolved with them. This knowledge is
fallible, so it was a mistake for me to say that consciousness *always*
happens when an explicit meme becomes active. It may not happen for 
reasons
of fallibility, but explicit memes have that knowledge in spades whereas
other types of memes don't have it so much.



emotions are a counter example. they are good at getting conscious attention 
but they are inexplicit.

OK, I underemphasized inexplicit ideas and emotions are an example of
inexplicit ideas that are good at getting conscious attention.

and lots of rational memes, like the idea of fallibility, are bad at getting much 
conscious attention even from people who claim to agree with them.

Presumably they are also not getting much subconscious attention,
hence the lack of conscious attention.

for static memes, critical attention is, in general, unwanted.

Yes indeed. Maybe there are static memes for which any sort of conscious
attention is not beneficial and which try to avoid it?

when people get hangups such as feeling bad about criticism, they commonly 
hate to think about the topic itself and avoid giving it any attention. instead they'll 
try to avoid the situations in which they think they are likely to end up feeling 
bad.

some memes are a lot more subtle than that. so we don't even know what they 
are.

i think there are a lot of ideas related to *methods of thinking* which, in most 
people, never get any conscious thought past age 3. they are just things people 
don't realize could possibly be otherwise, things they don't realize they are 
making any choice or that alternatives are possible, sometimes also things they 
think are "inborn" and attribute to the hardware level just on account of feeling 
it's completely out of their control. what happens before age 3, and how they 
form, and various other details, are not known.

I agree they do that. It's sophisticated knowledge they have. That's the
sort of thing I was getting at about consciousness helping some memes call
attention to themselves (or rather, aspects of themselves - the overt
content). We choose what to pay attention to but we don't do it in isolation
from ideas we hold.



we have ideas about how to use our attention, what is interesting, what is 
important.

some static memes certainly tinker with this to their benefit. some rational 
memes offer advice about it.

i don't think an idea needs to have any content about this to be considered 
consciously, though.

What you are saying is that in principle any idea in your mind could
be brought to consciousness attention. Whereas my guess is saying some
ideas in your mind don't by themselves have enough knowledge
associated with them to enable that to happen and have to gain the
knowledge by getting "decorated" with memes that do have the
knowledge.

-- Brian Scurfield

PS. Hope the quotes came through OK!



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Consciousness
Date: October 16, 2011 at 1:00 AM

On Oct 15, 2011, at 9:07 PM, Brian Scurfield wrote:

On Sat, Oct 15, 2011 at 11:56 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 14, 2011, at 3:14 PM, Brian Scurfield wrote:

On Saturday, October 15, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 14, 2011, at 3:50 AM, Brian Scurfield wrote:

On Fri, Oct 14, 2011 at 5:20 AM, Elliot Temple <curi@curi.us> wrote:

Do you have an example of an explicit idea being active but one not being
conscious of it? I find that hard to imagine.

Reading without subvocalizing is an example. One reads explicit ideas --
ones in language w/ symbols and grammar.

I find that I am still aware of and consciously thinking of what I am
reading even if I try not to subvocalise. And although I can think about
other things when I am reading I lose a lot of information if I do. I can't
read at all if I am not paying some attention.

so, you're inexplicitly aware of gaining explicit ideas. but they aren't getting 
conscious attention in their explicit form, yet still are being learned.

I think I see what you are saying. I don't know if they aren't getting
conscious attention in their explicit form however. Does not
subvocalising mean you are not paying conscious attention to the
explicit form? For one thing the information seems to be getting
conscious visual attention as words and I'm aware of my understanding
as I go.

not aware of all of your understanding. you create more understanding than you 
consciously notice. you can see this later when you find yourself conversant in 



stuff about it that you didn't consciously think of earlier. some of this 
unconsciously created understanding deals with explicit ideas, i think -- it can 
certainly be used to quickly create explicit statements.

you could get around this by claiming, say, that most ideas are inexplicit and we 
convert them (or add a second "form") when we want to speak. but i don't see 
why that should be the usual case. we may do that occasionally. but i think 
people's unconscious mind can and does deal in language, have language skills, 
etc... language is useful and not using it seems like a big handicap and issue, 
among other issues.

One more example: when writing I may have an explicit idea about how to 
organize it. Then stop consciously thinking about it but still do it. It can still 
work without the conscious attention. (And I don't see what could stop it from 
continuing to work.)

One can explicitly decide he wants grapefruit juice from the grocery
store, then later use that idea to "feel like something is missing" without
explicitly knowing what.

Yes, I know that feeling. But isn't that because the explicit part of the
idea is not currently active while the implicit part is?

I don't see any difficulty, really, that the (unconscious) mind should
have the ability to work with *all* types of ideas, including explicit ones,
even with conscious attention directed elsewhere.

Not being able to work with some types of ideas would mean that it couldn't
work with any ideas. For this reason, I think there is just one mind. What
I'm thinking is that when certain types of ideas - explicit ideas in
particular - become active then conscious awareness happens, right there 
and
then.

What problem is solved by the conjecture that this always and must happen?

Not always and must. It depends on knowledge associated with the idea



and if the knowledge is defective it doesn't happen.

There is a common intuition that says there is a special place in the
mind where sense data and ideas are fed and consciousness happens -
the so-called Cartesian Theatre. From what I know, there is no
neurological evidence of any place where everything comes together.
Also the Cartesian Theatre runs into the problem of regress - who's
the audience anyway?

Agreed.

Another problem, in my opinion, with the common idea of consciousness
is that it treats ideas as independent from consciousness. Yet there
is no consciousness without it being consciousness of an idea.

The idea that consciousness happens locally as a result of implicit
knowledge contained in certain memes which attach themselves to ideas
gets around some of the problems of the common conception of
consciousness I think.

So does the idea that it can be caused by knowledge already in the brain, that 
creates consciousness of ideas meeting various criteria, without those ideas 
needing to have their own built in consciousness feature.

This version doesn't require extra knowledge to be tacked on to every idea which 
doesn't really make sense.

If there was extra knowledge tacked onto every idea, that'd be inefficient. It'd be 
bad design. And it'd get fixed: people (at least the better thinkers) would realize 
there were lots of different ideas with shared knowledge, and they would pull that 
knowledge out into a canonical version, and then all the ideas would just have 
*pointers* to the canonical version instead of carrying around all the data 
themselves.

Canonical versions don't just save on data storage. Even more important, they 
mean that if you *change it* then it effects *everything with a pointer to it*. If you 
have separate copies of the same data, then if you want to make a change you 
have to find and update all of them, or have versions out of sync.

So, you make a single canonical version. And then when you have a new idea, 



instead of it having to have any knowledge related to consciousness, if you want 
to think about it consciously you just have to make one connection between it and 
the canonical consciousness knowledge and that's that.

In this view, the unity of consciousness is an illusion and that
illusion would need to be explained. The actual consciousness is not
an illusion however.

I don't think consciousness appears unified.

People have different "modes of thought" and ways of giving conscious attention 
to things. They have hunches which are different than subvocalization which is 
different than visualizing which is different than emotions.

And people can take one idea, say a visual image, and consciously think about it 
in many different ways. They can consider if it's pretty, find it arousing, look at the 
color saturation, criticize the quality of the camera it came from, and many other 
things.

So to update the canonical consciousness idea from above: people have a 
variety of different canonical ideas about how to do conscious thought, which they 
can connect and disconnect to ideas depending what they want to use.

Note: this isn't to rule out the occasional special case (like subclassing and 
overriding how a particular detail is handled).

If it doesn't exist why do we have this false idea, and why, as David
noted in BoI, is this false idea apparently different from other false
ideas we have? Other false ideas don't come with qualia.

People have a million false ideas.

Something does exist. People aren't fooled by null. They can be fooled by what 
starts out as null, but then they fool themselves, and create something in the 
process, so now something does exist (their ideas they made that fool 
themselves).



Our culture teaches people that they are conscious, and it teaches them a lot of 
ideas about what that means, and *how to feel about it*, and *how to experience 
it* and so on. Many of those may be false, and some of the things those 
explanations refer to may not exist.

It's hard to be more specific because the cultural knowledge about this is so 
terribly vague it makes itself largely immune to criticism on points other than its 
vagueness.

Implicit ideas can do this to but it wasn't so much part of their
evolution. So consciousness is not some place in the mind where ideas are
sent for special processing.

I don't think it's a place. I guess that it's a type of processing, which is one way 
of thinking about ideas, and need not always be used for any given idea.

OK, we agree it is not a place, though you also need to explain the
illusion of unity :)

Well, people have multiple ways of doing conscious processing. But if they use 
the same one of several ideas, then there will be some unity to that (because the 
knowledge in that particular processing/thinking method is being reused).

But there isn't anything like total unity. There's different ways of consciously 
thinking! And there's also, often, internal debates and conflicts.

There's also the possibility of illusions (like intentionally created magic tricks) 
where you can get one sense organ to be saying one thing, and another 
something contradictory. Sense data usually presents a unified picture because it 
reflects the same objective reality. But in some circumstances some sense data 
can be led astray, when considered naively, or considered in a  way that works in 
many other contexts but not this one. (But the data is not inherently misleading, 
considered with better explanations it can be more useful, or be ignored.)

An idea can't force itself to be processed (thought about) in this way.

Do you ever have thoughts come into your conscious awareness seemingly
unbidden? Or what about when you prick your finger? The idea of that



pain seems insistent on getting consciously noticed!

I don't think the idea does that. I think one's method of paying attention to things 
gives high priority to particular types of ideas, like pain.

I think with unbidden stray thoughts, especially unwanted ones, people are 
seriously underestimating:

1) how complex their own preferences/decision-making-process about what to 
pay attention to, or think, is

2) how little they know about their actual preferences, values, and methods of 
living

3) how much a part of them actually does care about the "unbidden" thoughts

Calling it unbidden is disowning it the same way some schizophrenics disown 
some statements of their own internal voice and it gets called "hearing voices" 
and their responsibility gets denied.

But actually they have those ideas themselves. And further *care* about those 
ideas, and some part of them chooses to pay attention to it.

I don't think any sort of urges, for example, are inherently irresistible (as some 
psychiatrists think). Rather, people have ideas about how to deal with temptation, 
self control resisting, selecting what to pay attention to, and so on. And they don't 
fully understand these ideas, and some urges are not resisted not because of 
anything special about the urge but because it happens to be the kind of thing the 
person's decision make process will do.

people are usually happy to take responsibility for such things when it works out 
well. but not so much when it works out badly. in any case, i don't think ideas 
directly control people, but rather people control themselves and their methods of 
control have implications and consequences which they don't fully understand, 
including thinking of some "unbidden" ideas, including ones that contradict the 
values they tell their friends, and perhaps themselves, that they adhere to.

It's some effect of certain types of ideas
activated within a brain (it depends on both the meme and the brain).
Without any such ideas active then you are unconscious.



The idea that it's an effect of certain knowledge clashes with the fact that the 
knowledge can be recorded in books. No knowledge requires consciousness 
to exist.

Don't quite follow. Knowledge in books isn't active. I agree that
knowledge doesn't require a knowing subject.

if an idea had knowledge to do with consciousness stuck to it, tightly coupled, 
that'd make it really hard to write down! if any idea one could think about 
consciously had this, then it'd be hard to write much of anything. so there is a 
clash there.

So I think consciousness must be more about how the knowledge is treated 
than what knowledge it is.

Where does the knowledge about how to treat ideas so that they come
into consciousness come from? Would you agree that it is memetic and
not genetic?

it's, for all intents and purposes, software (there may be something of a version 1 
preloaded into brains by genes, all parts of which may be changed or at least 
bypassed). it can be changed. it's not all memes, though, because people create 
some of the knowledge themselves independently.

The explicit/implicit distinction may not be the right one to draw here. If
some memes depended on evoking consciousness to help them replicate

Memes are replicated (spread to others) by *behaviors*.

Yes, but it is possible that some memes use consciousness as a proxy
for evoking behaviours.

For example parents and teachers in general have no educational theory, and 
don't need one. The static memes control the *behavior* and don't seem to 
care what reasons/rationalizations for it the holders make up.



Wouldn't some of these memes try to bring themselves to be thought
about consciously if it helps to control behavior?

yeah, some do, some don't, i guess.

but we could phrase this a different way:

each static meme wants to be thought about in some ways, and not in some 
other ways.

some ways in each category may be ways of thinking we call "conscious" or 
"unconscious".

this more generalized statement, i think, reduces any special role or status given 
to consciousness. whether or not consciousness deserves special treatment, i 
don't think it deserves it due to this particular issue.

Most of the time they don't even make up any reason, or worry about reasons. 
They give little to no conscious thought to large parts of the subject (while, if 
they are middle class, consciously obsessing over some minor details 
discussed in some books on the matter).

and gained knowledge about how to create consciousness,

I'm skeptical of this concept of individual ideas having their own knowledge 
about consciousness. That's like reinventing the wheel.

Ideas don't exist in isolation, they depend on other ideas and, in
particular, on memes, which contain lots of adapted knowledge. It is
that adapted knowledge which contains knowledge of consciousness and
this knowledge is not created afresh when you have a new idea.

but you were saying each idea has its own copy? so at least a copy would be 
created afresh for every idea one wants to think about consciously?

then what matters is not
whether the meme is explicit or implicit. What matters is that the meme has
that knowledge to evoke consciousness or can get associated with memes 



that
have it. Explicitness might have helped with that in some important way or
it might be just circumstance that explicit memes got the better knowledge.

What value can "evoking consciousness" have? What i mean is: does it make 
any difference at all to a person's future ideas or behavior? The same thinking 
and computation can happen either way, with the same results.

It might have value only for the meme, and not for the person although
I don't really think this is the case. It would have value for both
I'd say.

Consciousness seems to be something people value. I enjoy being
conscious. I enjoy thinking about things consciously whereas the
enjoyment value of thinking about things unconsciously doesn't seem so
great.

i don't think that's very fair.

i'm guessing your conception of enjoying involves, even *requires*, being 
*conscious* of the enjoying.

but that doesn't imply things have to be that way.

I think it's more the other way around: if an idea is getting a lot of attention, if 
one cares, then one chooses to pay conscious attention. Ideas attract (by 
being interesting, notable, important), rather than cause, conscious attention.

The idea could cause conscious attention and then you choose to
continue to pay conscious attention depending on whether it is
interesting or what-not. Like dismissing an unbidden idea or not. Or
dismissing the pain.

i think there's always the possibility of paying attention to, or not,
ideas. There are no ideas that must have conscious attention.

Yes, one can pay attention or not. You can choose whether to make an 
idea



active in your mind or not. I was speculating that when an explicit idea
becomes active one cannot be unconscious of it.

why would explicitness (language) force that?

I think it depends on some knowledge associated with explicit memes,
knowledge that they carry, and that evolved with them. This knowledge is
fallible, so it was a mistake for me to say that consciousness *always*
happens when an explicit meme becomes active. It may not happen for 
reasons
of fallibility, but explicit memes have that knowledge in spades whereas
other types of memes don't have it so much.

emotions are a counter example. they are good at getting conscious attention 
but they are inexplicit.

OK, I underemphasized inexplicit ideas and emotions are an example of
inexplicit ideas that are good at getting conscious attention.

and lots of rational memes, like the idea of fallibility, are bad at getting much 
conscious attention even from people who claim to agree with them.

Presumably they are also not getting much subconscious attention,
hence the lack of conscious attention.

i said that wrong. i meant it's a rational *explicit* meme. it being explicit, plus still 
existing in their brain, isn't enough to get it attention.

I agree they do that. It's sophisticated knowledge they have. That's the
sort of thing I was getting at about consciousness helping some memes call
attention to themselves (or rather, aspects of themselves - the overt
content). We choose what to pay attention to but we don't do it in isolation
from ideas we hold.

we have ideas about how to use our attention, what is interesting, what is 
important.

some static memes certainly tinker with this to their benefit. some rational 
memes offer advice about it.



i don't think an idea needs to have any content about this to be considered 
consciously, though.

What you are saying is that in principle any idea in your mind could
be brought to consciousness attention. Whereas my guess is saying some
ideas in your mind don't by themselves have enough knowledge
associated with them to enable that to happen and have to gain the
knowledge by getting "decorated" with memes that do have the
knowledge.

what do you mean by "decorated"?

do you mean the programming concept? i can't tell.

http://en.wikipedia.org/wiki/Decorator_pattern

i thought you were talking about more of a copy/paste coding style to repeat 
knowledge about being conscious in every idea. except maybe even worse than 
that with it being frequently reinvented.

-- Brian Scurfield

PS. Hope the quotes came through OK!

yes

-- Elliot Temple
http://beginningofinfinity.com/discussion

http://en.wikipedia.org/wiki/Decorator_pattern
http://beginningofinfinity.com/discussion


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Consciousness
Date: October 16, 2011 at 5:18 AM

On Sunday, October 16, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 15, 2011, at 9:07 PM, Brian Scurfield wrote:

On Sat, Oct 15, 2011 at 11:56 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 14, 2011, at 3:14 PM, Brian Scurfield wrote:

On Saturday, October 15, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 14, 2011, at 3:50 AM, Brian Scurfield wrote:

On Fri, Oct 14, 2011 at 5:20 AM, Elliot Temple <curi@curi.us> wrote:

Do you have an example of an explicit idea being active but one not 
being
conscious of it? I find that hard to imagine.

Reading without subvocalizing is an example. One reads explicit ideas --
ones in language w/ symbols and grammar.

I find that I am still aware of and consciously thinking of what I am
reading even if I try not to subvocalise. And although I can think about
other things when I am reading I lose a lot of information if I do. I can't
read at all if I am not paying some attention.

so, you're inexplicitly aware of gaining explicit ideas. but they aren't getting 
conscious attention in their explicit form, yet still are being learned.

I think I see what you are saying. I don't know if they aren't getting
conscious attention in their explicit form however. Does not
subvocalising mean you are not paying conscious attention to the
explicit form? For one thing the information seems to be getting
conscious visual attention as words and I'm aware of my understanding
as I go.



not aware of all of your understanding. you create more understanding than you 
consciously notice.

Isn't that usually the case?

you can see this later when you find yourself conversant in stuff about it that you 
didn't consciously think of earlier. some of this unconsciously created 
understanding deals with explicit ideas, i think -- it can certainly be used to 
quickly create explicit statements.

Although you usually create more understanding than you notice your
example is to show, in particular, that we process explicit ideas
unconsciously in their explicit form. And we don't notice it, at least
not right away. How do you know you didn't notice it rather than
didn't remember it?

you could get around this by claiming, say, that most ideas are inexplicit and we 
convert them (or add a second "form") when we want to speak. but i don't see 
why that should be the usual case. we may do that occasionally. but i think 
people's unconscious mind can and does deal in language, have language 
skills, etc... language is useful and not using it seems like a big handicap and 
issue, among other issues.

This doesn't seem to leave much left for consciousness to do. I agree
that the unconscious mind does deal in language. Selection and editing
and initial guesses and augmentation.

[snip]

The idea that consciousness happens locally as a result of implicit
knowledge contained in certain memes which attach themselves to ideas
gets around some of the problems of the common conception of
consciousness I think.

So does the idea that it can be caused by knowledge already in the brain, that 
creates consciousness of ideas meeting various criteria, without those ideas 
needing to have their own built in consciousness feature.

This version doesn't require extra knowledge to be tacked on to every idea 



which doesn't really make sense.

If there was extra knowledge tacked onto every idea, that'd be inefficient. It'd be 
bad design.

When an inexplicit idea is expressed in words isn't that knowledge
augmentation? I'm not thinking the shared knowledge would be exactly
the same. There'd be diversity caused by mistakes and so forth.

And it'd get fixed: people (at least the better thinkers) would realize there were 
lots of different ideas with shared knowledge, and they would pull that 
knowledge out into a canonical version, and then all the ideas would just have 
*pointers* to the canonical version instead of carrying around all the data 
themselves.

That's dangerous from the point of view of robustness and you lose diversity.

Canonical versions don't just save on data storage. Even more important, they 
mean that if you *change it* then it effects *everything with a pointer to it*.

If the change has a mistake then this causes a global issue. It's not
a gradual change.

If you have separate copies of the same data, then if you want to make a 
change you have to find and update all of them, or have versions out of sync.

The meme doesn't care if it's siblings are updated or not. Why should
it? The meme is in competition with its siblings. I guess in this
conception multiple versions of the same idea could be active at the
same time each causing consciousness by the knowledge they have been
augmented with. Don't know if that is a problem. Wonder how it feels!?

So, you make a single canonical version. And then when you have a new idea, 
instead of it having to have any knowledge related to consciousness, if you want 
to think about it consciously you just have to make one connection between it 
and the canonical consciousness knowledge and that's that.

That seems like saying bio-evolution should have canonical genes.



In this view, the unity of consciousness is an illusion and that
illusion would need to be explained. The actual consciousness is not
an illusion however.

I don't think consciousness appears unified.

I find it hard to tell. Sometimes it does, sometimes it doesn't. As
you say below, sensory information appears unified because it reflects
the same objective reality.

People have different "modes of thought" and ways of giving conscious attention 
to things. They have hunches which are different than subvocalization which is 
different than visualizing which is different than emotions.

And people can take one idea, say a visual image, and consciously think about 
it in many different ways. They can consider if it's pretty, find it arousing, look at 
the color saturation, criticize the quality of the camera it came from, and many 
other things.

So to update the canonical consciousness idea from above: people have a 
variety of different canonical ideas about how to do conscious thought, which 
they can connect and disconnect to ideas depending what they want to use.

Note: this isn't to rule out the occasional special case (like subclassing and 
overriding how a particular detail is handled).

Do you think genetic and memetic evolution uses canonical forms,
subclasses and so forth?

If it doesn't exist why do we have this false idea, and why, as David
noted in BoI, is this false idea apparently different from other false
ideas we have? Other false ideas don't come with qualia.

People have a million false ideas.

Something does exist. People aren't fooled by null. They can be fooled by what 
starts out as null, but then they fool themselves, and create something in the 
process, so now something does exist (their ideas they made that fool 
themselves).



Our culture teaches people that they are conscious, and it teaches them a lot of 
ideas about what that means, and *how to feel about it*, and *how to experience 
it* and so on. Many of those may be false, and some of the things those 
explanations refer to may not exist.

It's hard to be more specific because the cultural knowledge about this is so 
terribly vague it makes itself largely immune to criticism on points other than its 
vagueness.

Yes, it is possible it doesn't exist, that it is nothing but a meme.
David says you would still need to explain why it seems we have
seeming and that sounds very much like the original problem. Do you
agree with this?

More to follow later...

-- Brian Scurfield



From: Westmiller <westmiller@aol.com>
Subject: [BoI] Re: Reason
Date: October 16, 2011 at 1:21 PM

David Deutsch writes:
The simplest shape passing through three points in a plane is a circle --
so any learned person throughout most of history would have said.

Isn't it strange that *not one* of those "learned persons" has posted
to the web? I Googled ["simplest shape" "three points"] and got 525
hits (samples below). Not a single one of them designated a circle.
 

Your notion of 'simple' is 'simpler' than theirs, how?

A triangle drawn from three points always has a shorter perimeter and
encompasses a smaller area than a circle drawn from the same points.

In any case, your objection is mundane. As I asserted, any number of
shapes (including a circle) would be *evidently true* to the
stipulated evidence. Maybe you know that Brian is good at drawing
circles?

Bill
=====================================
the philosophy of shapes
Three points anywhere in space creates the simplest two-dimensional
and single planed shape: the triangle.
http://www.hiartx.com/math-105-01-shapes.htm
...
In two dimensions, a simplex is three points (each of which
represents a pair of parameter values) forming a triangle;
http://www.math.mcmaster.ca/~bolker/emdbook/chap7.Rnw
...
the simplest shape to use from a computational standpoint is the
triangle
http://host.scicentr.org/people/alant/renderware/fundamentals.html
...
 It’s important to remember that in real-time, a computer is able to
render only geometric objects, triangles (2) specifically, as they are
the simplest shape in Euclidian geometry

http://www.hiartx.com/math-105-01-shapes.htm
http://www.math.mcmaster.ca/~bolker/emdbook/chap7.Rnw
http://host.scicentr.org/people/alant/renderware/fundamentals.html


http://blenderartists.org/forum/archive/index.php/t-128794.html
...
The simplest shape is a triangle, which is made out of three points
www.wpi.edu/Pubs/E-project/Available/E.../FinalIQPPaper.pdf
...
The triangle is the simplest shape one can make
www.bautforum.com/archive/index.php/t-107302.htmlCached
...
three points generates all the points of the triangle defined by the
points. .... that it is one of the simplest shape approximations for a
set of points
...
The reason for this is that a triangle is the simplest shape that can
be viewed on a solid ...
forums.create.msdn.com/forums/p/83406/503134.aspxCached

http://blenderartists.org/forum/archive/index.php/t-128794.html


From: Westmiller@aol.com
Subject: [BoI] Re: Reason
Date: October 16, 2011 at 2:47 PM

Alan Forrester writes:
So if you ask the  right question, and you have exactly
the right information to answer it,  then the answer is
evidently true. That's very nice.

It was  Brian's question ("What shape did I draw?") and his evidence
(traced points),  not mine. All I stated was that several answers were evidently
true and one  answer (triangle) might be the best answer, given three points.

Sadly, it's not particularly relevant to epistemology.
Why?  Because you're assuming we have the right question
and exactly the right  information to answer it, i.e. -
you're assuming you already have  information that is
equivalent to having the knowledge you need  already.

I don't see anything self-serving in his proposition or my  response. As it
happens, my best logical answer was false (in my own example),  because I
stipulated that Brian had drawn a square, not a triangle. Are you  suggesting
that I set up the question, just to give the wrong  answer?

This idea does not explain where that knowledge
 comes from and so it doesn't even address the
problem of rational ways  of making decisions
never mind solving it.

The knowledge came  from Brian's proposition. He stated premises and
provided evidence. I didn't  need any theory about Brian, nor the shape he had
drawn, nor even where the  traced points were located, in order to offer an
evidently true answer to his  question. I didn't even consider a "best
explanation" of why Brian might have  drawn a square, or any other shape.

In the Sherlock Holmes  story "The Boscombe
Valley Mystery" ...

... Holmes obtained more  *evidence* than was available to the police. He



recognized that, even though the  police had arrived at an evidently true
answer, it wasn't absolutely true. With  additional facts, Holmes arrived at a
different conclusion, which was both  evidently true and consistent with the
new evidence ... whereas the prior  conclusion was logically *inconsistent*
with all the known (to Holmes)  evidence.

Why did Holmes get the right answer while the
 police got it wrong? Because Holmes asked
better questions than the  police because he
was looking for a good explanation.

All the  story proves is that Holmes was skeptical about the sparse amount
of evidence  supporting the police conclusion. Even if it was evidently
true, even if it was  a "good explanation" of the known facts, the police had
not obtained all the  available evidence. Under those circumstances, Holmes
was wise to seek  additional evidence before arriving at a different
conclusion, which was now  evidently true: consistent with all the (new) known
evidence. The police  conclusion was evidently false.

All evidence is theory laden.  Evidence in the
real world doesn't come with magical stickers  ...

Nothing magic about it: the facts are the facts. Some conclusions are
consistent with the facts, others are not. The "real world" doesn't lie about
what is true, nor does it offer "false" evidence.

So your position  that questions with false
premises are meaningless would imply  not
just that we might get some things wrong,
but that many of  the questions we ask are
meaningless and that we can never know
 under any circumstances whether a question
is meaningful.

Since  humans aren't omniscient, we may miss a lot of information that
reality  provides, or make errors in characterizing it, but it is irrational to
assume  that reality is just toying with us.

We can certainly ask irrational  questions ("Why is a circle square?"), for
which there is no correct answer.  Since words do have meanings, we can



reasonably conclude that a question is  self-contradictory or that the premises
are self-referential ("I am a liar."),  simply by looking at the common
meanings (all the known language evidence) of  the stated concepts and
consulting simple logic. I don't understand why you  think that is problematic.

Bill

-- 



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Consciousness
Date: October 16, 2011 at 10:27 PM

On Sunday, October 16, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 15, 2011, at 9:07 PM, Brian Scurfield wrote:

On Sat, Oct 15, 2011 at 11:56 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 14, 2011, at 3:14 PM, Brian Scurfield wrote:

Implicit ideas can do this to but it wasn't so much part of their
evolution. So consciousness is not some place in the mind where ideas are
sent for special processing.

I don't think it's a place. I guess that it's a type of processing, which is one 
way of thinking about ideas, and need not always be used for any given idea.

OK, we agree it is not a place, though you also need to explain the
illusion of unity :)

Well, people have multiple ways of doing conscious processing. But if they use 
the same one of several ideas, then there will be some unity to that (because 
the knowledge in that particular processing/thinking method is being reused).

Agreed.

But there isn't anything like total unity. There's different ways of consciously 
thinking! And there's also, often, internal debates and conflicts.

Yeah, true - I was more thinking of the unity of perception, but, as
you said, there's no great mystery there.

There's also the possibility of illusions (like intentionally created magic tricks) 
where you can get one sense organ to be saying one thing, and another 
something contradictory. Sense data usually presents a unified picture because 
it reflects the same objective reality. But in some circumstances some sense 
data can be led astray, when considered naively, or considered in a  way that 



works in many other contexts but not this one. (But the data is not inherently 
misleading, considered with better explanations it can be more useful, or be 
ignored.)

An idea can't force itself to be processed (thought about) in this way.

Do you ever have thoughts come into your conscious awareness seemingly
unbidden? Or what about when you prick your finger? The idea of that
pain seems insistent on getting consciously noticed!

I don't think the idea does that. I think one's method of paying attention to things 
gives high priority to particular types of ideas, like pain.

I think with unbidden stray thoughts, especially unwanted ones, people are 
seriously underestimating:

1) how complex their own preferences/decision-making-process about what to 
pay attention to, or think, is

2) how little they know about their actual preferences, values, and methods of 
living

3) how much a part of them actually does care about the "unbidden" thoughts

Calling it unbidden is disowning it the same way some schizophrenics disown 
some statements of their own internal voice and it gets called "hearing voices" 
and their responsibility gets denied.

But actually they have those ideas themselves. And further *care* about those 
ideas, and some part of them chooses to pay attention to it.

I don't think any sort of urges, for example, are inherently irresistible (as some 
psychiatrists think). Rather, people have ideas about how to deal with 
temptation, self control resisting, selecting what to pay attention to, and so on. 
And they don't fully understand these ideas, and some urges are not resisted 
not because of anything special about the urge but because it happens to be the 
kind of thing the person's decision make process will do.

Yes, agreed. I wasn't saying that the "unbidden" idea has no
antecedents in the persons preferences and interests and so forth, nor



was I saying that just because the idea has come into consciousness
one can't resist it.

people are usually happy to take responsibility for such things when it works out 
well. but not so much when it works out badly.

True.

in any case, i don't think ideas directly control people, but rather people control 
themselves and their methods of control have implications and consequences 
which they don't fully understand, including thinking of some "unbidden" ideas, 
including ones that contradict the values they tell their friends, and perhaps 
themselves, that they adhere to.

This sounds like saying people are something separate from there ideas
- though I suspect from the comments just preceding the above that you
don't really think that. If ideas don't directly control us, what
does? Note I'm not saying all ideas control us, but some do, and I'm
not saying we can't change the ideas that control us. It's a good
thing to be controlled by ideas: They are us.

When I say an idea becomes active, it does so by being allied with
other ideas, including one's values and preferences. Many of those
other ideas are memes and contain knowledge about what to do with
ideas including how to augment them with knowledge for further
processing. This happens because it helped those memes replicate (and
it gave us benefits also). So although we can choose, I don't think
memes are passive and just hang around waiting for some runtime as
your view would suggest. What good is it to a meme to be passive?

It's some effect of certain types of ideas
activated within a brain (it depends on both the meme and the brain).
Without any such ideas active then you are unconscious.

The idea that it's an effect of certain knowledge clashes with the fact that the 
knowledge can be recorded in books. No knowledge requires consciousness 
to exist.

Don't quite follow. Knowledge in books isn't active. I agree that
knowledge doesn't require a knowing subject.



if an idea had knowledge to do with consciousness stuck to it, tightly coupled, 
that'd make it really hard to write down! if any idea one could think about 
consciously had this, then it'd be hard to write much of anything. so there is a 
clash there.

Oh, I see. Consider that all knowledge has implicit knowledge
associated with it. That knowledge doesn't get written down in books,
but it is there. Consider the meme "because I said so". That has a lot
of implicit true content about getting itself replicated, but it is
easy to write down. Same with knowledge of consciousness: it's
implicit in some memes, but it doesn't prevent you writing the overt
knowledge down.

So I think consciousness must be more about how the knowledge is treated 
than what knowledge it is.

Where does the knowledge about how to treat ideas so that they come
into consciousness come from? Would you agree that it is memetic and
not genetic?

it's, for all intents and purposes, software (there may be something of a version 
1 preloaded into brains by genes, all parts of which may be changed or at least 
bypassed). it can be changed. it's not all memes, though, because people 
create some of the knowledge themselves independently.

The explicit/implicit distinction may not be the right one to draw here. If
some memes depended on evoking consciousness to help them replicate

Memes are replicated (spread to others) by *behaviors*.

Yes, but it is possible that some memes use consciousness as a proxy
for evoking behaviours.

For example parents and teachers in general have no educational theory, and 
don't need one. The static memes control the *behavior* and don't seem to 
care what reasons/rationalizations for it the holders make up.

Wouldn't some of these memes try to bring themselves to be thought



about consciously if it helps to control behavior?

yeah, some do, some don't, i guess.

but we could phrase this a different way:

each static meme wants to be thought about in some ways, and not in some 
other ways.

some ways in each category may be ways of thinking we call "conscious" or 
"unconscious".

this more generalized statement, i think, reduces any special role or status given 
to consciousness. whether or not consciousness deserves special treatment, i 
don't think it deserves it due to this particular issue.

OK, I'm happy with that.

Most of the time they don't even make up any reason, or worry about 
reasons. They give little to no conscious thought to large parts of the subject 
(while, if they are middle class, consciously obsessing over some minor 
details discussed in some books on the matter).

and gained knowledge about how to create consciousness,

I'm skeptical of this concept of individual ideas having their own knowledge 
about consciousness. That's like reinventing the wheel.

Ideas don't exist in isolation, they depend on other ideas and, in
particular, on memes, which contain lots of adapted knowledge. It is
that adapted knowledge which contains knowledge of consciousness and
this knowledge is not created afresh when you have a new idea.

but you were saying each idea has its own copy? so at least a copy would be 
created afresh for every idea one wants to think about consciously?

Yes.

then what matters is not



whether the meme is explicit or implicit. What matters is that the meme has
that knowledge to evoke consciousness or can get associated with memes 
that
have it. Explicitness might have helped with that in some important way or
it might be just circumstance that explicit memes got the better knowledge.

What value can "evoking consciousness" have? What i mean is: does it make 
any difference at all to a person's future ideas or behavior? The same 
thinking and computation can happen either way, with the same results.

It might have value only for the meme, and not for the person although
I don't really think this is the case. It would have value for both
I'd say.

Consciousness seems to be something people value. I enjoy being
conscious. I enjoy thinking about things consciously whereas the
enjoyment value of thinking about things unconsciously doesn't seem so
great.

i don't think that's very fair.

I shouldn't have said "I" and I should have kept the statement
impersonal. "(Some) people enjoy being consciousness" would have been
better. And even then that's not a good argument for the value of
consciousness. So good call.

i'm guessing your conception of enjoying involves, even *requires*, being 
*conscious* of the enjoying.

Possibly. I'd need to give it more thought.

but that doesn't imply things have to be that way.

How would you say they should be?

I think it's more the other way around: if an idea is getting a lot of attention, if 
one cares, then one chooses to pay conscious attention. Ideas attract (by 
being interesting, notable, important), rather than cause, conscious attention.



The idea could cause conscious attention and then you choose to
continue to pay conscious attention depending on whether it is
interesting or what-not. Like dismissing an unbidden idea or not. Or
dismissing the pain.

i think there's always the possibility of paying attention to, or not,
ideas. There are no ideas that must have conscious attention.

Yes, one can pay attention or not. You can choose whether to make an 
idea
active in your mind or not. I was speculating that when an explicit idea
becomes active one cannot be unconscious of it.

why would explicitness (language) force that?

I think it depends on some knowledge associated with explicit memes,
knowledge that they carry, and that evolved with them. This knowledge is
fallible, so it was a mistake for me to say that consciousness *always*
happens when an explicit meme becomes active. It may not happen for 
reasons
of fallibility, but explicit memes have that knowledge in spades whereas
other types of memes don't have it so much.

emotions are a counter example. they are good at getting conscious attention 
but they are inexplicit.

OK, I underemphasized inexplicit ideas and emotions are an example of
inexplicit ideas that are good at getting conscious attention.

and lots of rational memes, like the idea of fallibility, are bad at getting much 
conscious attention even from people who claim to agree with them.

Presumably they are also not getting much subconscious attention,
hence the lack of conscious attention.

i said that wrong. i meant it's a rational *explicit* meme. it being explicit, plus still 
existing in their brain, isn't enough to get it attention.

Existing is not the same as being active and that depends not just on



the meme but on other ideas like interests.

I agree they do that. It's sophisticated knowledge they have. That's the
sort of thing I was getting at about consciousness helping some memes call
attention to themselves (or rather, aspects of themselves - the overt
content). We choose what to pay attention to but we don't do it in isolation
from ideas we hold.

we have ideas about how to use our attention, what is interesting, what is 
important.

some static memes certainly tinker with this to their benefit. some rational 
memes offer advice about it.

i don't think an idea needs to have any content about this to be considered 
consciously, though.

What you are saying is that in principle any idea in your mind could
be brought to consciousness attention. Whereas my guess is saying some
ideas in your mind don't by themselves have enough knowledge
associated with them to enable that to happen and have to gain the
knowledge by getting "decorated" with memes that do have the
knowledge.

what do you mean by "decorated"?

do you mean the programming concept? i can't tell.

http://en.wikipedia.org/wiki/Decorator_pattern

Yes, I had in mind the decorator design pattern where attributes are
added to an object at runtime. Here, there is no canonical form and
multiple copies of the same information is created. Except the
information wouldn't be exactly identical due to mutations. So some
new ideas acquire the knowledge to generate conscious run time by
getting decorated with memes and those memes become an implicit part
of the idea.

Once upon a time this would have been harder for memes, but I imagine
that they have influenced genes to make it easier, so the actual

http://en.wikipedia.org/wiki/Decorator_pattern


information an idea needs to get decorated with may be quite compact.

None of this means we can't control our thinking. As you mention, the
idea came into existence in the first place because of the values,
preferences, and other ideas we hold. Any idea is running the gauntlet
of those memes and ideas.

i thought you were talking about more of a copy/paste coding style to repeat 
knowledge about being conscious in every idea. except
maybe even worse than that with it being frequently reinvented.

-- Brian Scurfield



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Consciousness
Date: October 17, 2011 at 6:23 PM

On Oct 16, 2011, at 2:18 AM, Brian Scurfield wrote:

On Sunday, October 16, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 15, 2011, at 9:07 PM, Brian Scurfield wrote:

On Sat, Oct 15, 2011 at 11:56 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 14, 2011, at 3:14 PM, Brian Scurfield wrote:

On Saturday, October 15, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 14, 2011, at 3:50 AM, Brian Scurfield wrote:

On Fri, Oct 14, 2011 at 5:20 AM, Elliot Temple <curi@curi.us> wrote:

Do you have an example of an explicit idea being active but one not 
being
conscious of it? I find that hard to imagine.

Reading without subvocalizing is an example. One reads explicit ideas --
ones in language w/ symbols and grammar.

I find that I am still aware of and consciously thinking of what I am
reading even if I try not to subvocalise. And although I can think about
other things when I am reading I lose a lot of information if I do. I can't
read at all if I am not paying some attention.

so, you're inexplicitly aware of gaining explicit ideas. but they aren't getting 
conscious attention in their explicit form, yet still are being learned.

I think I see what you are saying. I don't know if they aren't getting
conscious attention in their explicit form however. Does not
subvocalising mean you are not paying conscious attention to the
explicit form? For one thing the information seems to be getting



conscious visual attention as words and I'm aware of my understanding
as I go.

not aware of all of your understanding. you create more understanding than 
you consciously notice.

Isn't that usually the case?

yes. i think *always*. i was qualifying your statement "I'm [consciously] aware of 
my understanding as I go". you're only aware of some of it.

you can see this later when you find yourself conversant in stuff about it that 
you didn't consciously think of earlier. some of this unconsciously created 
understanding deals with explicit ideas, i think -- it can certainly be used to 
quickly create explicit statements.

Although you usually create more understanding than you notice your
example is to show, in particular, that we process explicit ideas
unconsciously in their explicit form. And we don't notice it, at least
not right away. How do you know you didn't notice it rather than
didn't remember it?

well you could use that argument on anything. all we ever have to talk about is 
our memories. in a sense, we don't ever know anything but our memory.

you could get around this by claiming, say, that most ideas are inexplicit and 
we convert them (or add a second "form") when we want to speak. but i don't 
see why that should be the usual case. we may do that occasionally. but i think 
people's unconscious mind can and does deal in language, have language 
skills, etc... language is useful and not using it seems like a big handicap and 
issue, among other issues.

This doesn't seem to leave much left for consciousness to do. I agree
that the unconscious mind does deal in language. Selection and editing
and initial guesses and augmentation.

i don't see consciousness as offering lots of special features impossible to get 
without it. the think the unconscious part of the mind can criticize anything, for 



example. using conscious attention is a useful method to create criticism but it's 
not creating criticism that is impossible to get other ways.

so, sure, it's not leaving a lot of room for consciousness to have unique abilities. 
is that a problem?

[snip]

The idea that consciousness happens locally as a result of implicit
knowledge contained in certain memes which attach themselves to ideas
gets around some of the problems of the common conception of
consciousness I think.

So does the idea that it can be caused by knowledge already in the brain, that 
creates consciousness of ideas meeting various criteria, without those ideas 
needing to have their own built in consciousness feature.

This version doesn't require extra knowledge to be tacked on to every idea 
which doesn't really make sense.

If there was extra knowledge tacked onto every idea, that'd be inefficient. It'd 
be bad design.

When an inexplicit idea is expressed in words

that's a contradiction, so i don't know what you mean.

isn't that knowledge
augmentation? I'm not thinking the shared knowledge would be exactly
the same. There'd be diversity caused by mistakes and so forth.

And it'd get fixed: people (at least the better thinkers) would realize there were 
lots of different ideas with shared knowledge, and they would pull that 
knowledge out into a canonical version, and then all the ideas would just have 
*pointers* to the canonical version instead of carrying around all the data 
themselves.

That's dangerous from the point of view of robustness and you lose diversity.



well you can store several copies for redundancy, in a way that makes sense for 
that purpose, that's a separate issue than storing them tacked onto ideas.

and you needn't lose diversity, you can locally override any particular part of the 
general version.

or you can have diverse general use versions, and use any of them with any idea.

or you can have a general version which does different stuff with different types of 
ideas.

Canonical versions don't just save on data storage. Even more important, they 
mean that if you *change it* then it effects *everything with a pointer to it*.

If the change has a mistake then this causes a global issue. It's not
a gradual change.

you can keep the diffs around if you need to revert.

global changes are very good in some cases like bug fixes.

in dangerous cases you can make a new fixed version and then update pointers 
to point to it one by one as you use those ideas.

with copy/paste style coding, you lose the option to make a global bug fix, which 
is bad. repetition of code has major problems which can be avoided. naive ways 
of avoiding those problems do indeed have their own problems, but those are 
soluble, while repetition has fundamental problems soluble by not doing it.

i think our brains are better organized in many respects than our codebases. they 
in general use all the important software dev principles we know, like DRY, as well 
as more. they will sometimes have some dumb mistakes, but even then they 
won't usually mimic what we know to be really bad coding practices, it'll be 
different.

If you have separate copies of the same data, then if you want to make a 
change you have to find and update all of them, or have versions out of sync.



The meme doesn't care if it's siblings are updated or not. Why should
it?

i'm not talking about what a static meme wants. i'm talking about how people 
choose to organize their mind, in terms of what they want and care about.

people impose organization on their ideas.

if some meme comes complete with a way of thinking about itself, a person may 
unify that with some existing way of thinking he has, or pull redundant parts out to 
libraries, or separate it from the idea and keep it around as a way of thinking for 
possible general use (especially if he finds he has 3 memes offering similar 
things).

The meme is in competition with its siblings. I guess in this
conception multiple versions of the same idea could be active at the
same time each causing consciousness by the knowledge they have been
augmented with. Don't know if that is a problem. Wonder how it feels!?

So, you make a single canonical version. And then when you have a new idea, 
instead of it having to have any knowledge related to consciousness, if you 
want to think about it consciously you just have to make one connection 
between it and the canonical consciousness knowledge and that's that.

That seems like saying bio-evolution should have canonical genes.

biological evolution is extremely good at not repeating itself and efficiently 
compressing data. it fit being human into like 2 megabytes of data. that's not 
copy/paste or sphagetti coding. it's using more advanced (by a few orders of 
magnitude!!) software dev principles than we know. highly evolved code is really 
really well organized.

People have different "modes of thought" and ways of giving conscious 
attention to things. They have hunches which are different than subvocalization 
which is different than visualizing which is different than emotions.

And people can take one idea, say a visual image, and consciously think about 



it in many different ways. They can consider if it's pretty, find it arousing, look at 
the color saturation, criticize the quality of the camera it came from, and many 
other things.

So to update the canonical consciousness idea from above: people have a 
variety of different canonical ideas about how to do conscious thought, which 
they can connect and disconnect to ideas depending what they want to use.

Note: this isn't to rule out the occasional special case (like subclassing and 
overriding how a particular detail is handled).

Do you think genetic and memetic evolution uses canonical forms,
subclasses and so forth?

I think they use something even more advanced. i think it will be DRY and adhere 
to some of our other good ideas.

If it doesn't exist why do we have this false idea, and why, as David
noted in BoI, is this false idea apparently different from other false
ideas we have? Other false ideas don't come with qualia.

People have a million false ideas.

Something does exist. People aren't fooled by null. They can be fooled by what 
starts out as null, but then they fool themselves, and create something in the 
process, so now something does exist (their ideas they made that fool 
themselves).

Our culture teaches people that they are conscious, and it teaches them a lot 
of ideas about what that means, and *how to feel about it*, and *how to 
experience it* and so on. Many of those may be false, and some of the things 
those explanations refer to may not exist.

It's hard to be more specific because the cultural knowledge about this is so 
terribly vague it makes itself largely immune to criticism on points other than its 
vagueness.

Yes, it is possible it doesn't exist, that it is nothing but a meme.
David says you would still need to explain why it seems we have



seeming and that sounds very much like the original problem. Do you
agree with this?

i agree there's something to explain. we don't know how to write AI yet. until we 
do, we don't quite have the terminology and way of thinking to explain some 
details of our experience fully.

i don't agree it's that big a deal. AI is a big deal but you don't need to explain 
cultural interpretations of thinking to solve AI. there can be some question of what 
is cultural or parochial, and what is fundamental to intelligence. i'll acknowledge 
something may be important after someone gives a clear statement of it. when all 
we have is vague, confused statements about "qualia" and "subjective 
experience", and their explanations are full of bad philosophy, then i don't see 
anything to worry about.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Consciousness
Date: October 17, 2011 at 7:21 PM

On Oct 16, 2011, at 7:27 PM, Brian Scurfield wrote:

On Sunday, October 16, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 15, 2011, at 9:07 PM, Brian Scurfield wrote:

On Sat, Oct 15, 2011 at 11:56 AM, Elliot Temple <curi@curi.us> wrote:

in any case, i don't think ideas directly control people, but rather people control 
themselves and their methods of control have implications and consequences 
which they don't fully understand, including thinking of some "unbidden" ideas, 
including ones that contradict the values they tell their friends, and perhaps 
themselves, that they adhere to.

This sounds like saying people are something separate from there ideas
- though I suspect from the comments just preceding the above that you
don't really think that. If ideas don't directly control us, what
does?

most ideas have no direct control. only a few are in control and they govern how 
to deal with other ideas. those few can be changed and revised.

there are lots of ideas that seem to take control in special cases, but they are 
subject to veto or quality control checks or whatever by some other ideas.

it's a little like teachers have near zero genuine control over children, b/c if they 
actually did stuff parents really seriously didn't want, the parents would withdraw 
the kid from school. so the parents are in control, and the teachers *seem* to 
have some control as long as the parents don't object, but the teachers aren't 
really fundamentally in control.

most ideas have a status like teachers. as long as everyone is cooperating they 
can do what they do. but in a fight for control they will lose, and it won't even be 



close.

it's unclear how centralized and unified the ideas with actual control are. most 
ideas are decently decentralized, decently autonomous, and not actually in 
control.

Note I'm not saying all ideas control us, but some do, and I'm
not saying we can't change the ideas that control us. It's a good
thing to be controlled by ideas: They are us.

When I say an idea becomes active, it does so by being allied with
other ideas, including one's values and preferences. Many of those
other ideas are memes and contain knowledge about what to do with
ideas including how to augment them with knowledge for further
processing. This happens because it helped those memes replicate (and
it gave us benefits also). So although we can choose, I don't think
memes are passive and just hang around waiting for some runtime as
your view would suggest. What good is it to a meme to be passive?

we are ideas but i think most ideas aren't complete enough to control a whole 
person. an idea might be about architecture, or chemistry, or psychiatry, and 
*only* about its topic. it doesn't have knowledge about moving limbs around, 
deciding between rival ideas (the general method. it will have content relevant to 
this like criticisms within its field), or how to live. instead, most ideas rely on being 
used or chosen by the minority of ideas that deal with things like how to turn a 
topical idea into behavior, and nitty gritty details of how to live.

to some extent, most ideas call into APIs for various things outside their area of 
expertise. and to some extent, they are used by other ideas.

what good is it to a meme to be passive? well first of all, again, i think you may 
mean a *static* meme. a dynamic meme could be passive and useful to other 
ideas (since it has some knowledge they can access) and be selected and 
spread for that reason.

so, what about a static meme? well they don't have to be passive in all respects. 
a static meme might actively change a few of a person's ways of thinking, e.g. 
adding some special cases relevant to itself. or it might have knowledge of 
behavior and also knowledge of how to get past any filters, quality control checks, 
"does it meet my values?" checks, and other obstacles, in order to get to actually 



be a person's behavior. static memes which were frequently blocked by the ideas 
in control would die out or evolve refinements to stop being blocked.

a more passive static meme could exist too. it could simply have evolved 
knowledge of what information to passively present so that when a person does 
look at it then it gets what it wants. it's then in control in the sense of its 
knowledge is causing outcomes, but it's not in control in the more typical sense 
because there are other ideas which are in control (but which are being expertly 
manipulated).

It's some effect of certain types of ideas
activated within a brain (it depends on both the meme and the brain).
Without any such ideas active then you are unconscious.

The idea that it's an effect of certain knowledge clashes with the fact that the 
knowledge can be recorded in books. No knowledge requires 
consciousness to exist.

Don't quite follow. Knowledge in books isn't active. I agree that
knowledge doesn't require a knowing subject.

if an idea had knowledge to do with consciousness stuck to it, tightly coupled, 
that'd make it really hard to write down! if any idea one could think about 
consciously had this, then it'd be hard to write much of anything. so there is a 
clash there.

Oh, I see. Consider that all knowledge has implicit knowledge
associated with it.

loosely associated not *tightly coupled*.

That knowledge doesn't get written down in books,
but it is there. Consider the meme "because I said so". That has a lot
of implicit true content about getting itself replicated, but it is
easy to write down.

i think it's easy to write down precisely because it comes in several different parts 
that aren't tightly coupled, but instead can be split up and function independently.



tightly coupled code means if you change one part then the other breaks, cause it 
relied on the first part, and not through well defined public APIs which could retain 
their function despite internal changes, but rather it relies on various 
implementation details of the other thing.

Most of the time they don't even make up any reason, or worry about 
reasons. They give little to no conscious thought to large parts of the subject 
(while, if they are middle class, consciously obsessing over some minor 
details discussed in some books on the matter).

and gained knowledge about how to create consciousness,

I'm skeptical of this concept of individual ideas having their own knowledge 
about consciousness. That's like reinventing the wheel.

Ideas don't exist in isolation, they depend on other ideas and, in
particular, on memes, which contain lots of adapted knowledge. It is
that adapted knowledge which contains knowledge of consciousness and
this knowledge is not created afresh when you have a new idea.

but you were saying each idea has its own copy? so at least a copy would be 
created afresh for every idea one wants to think about consciously?

Yes.

do you still think that?

then what matters is not
whether the meme is explicit or implicit. What matters is that the meme 
has
that knowledge to evoke consciousness or can get associated with memes 
that
have it. Explicitness might have helped with that in some important way or
it might be just circumstance that explicit memes got the better knowledge.



What value can "evoking consciousness" have? What i mean is: does it 
make any difference at all to a person's future ideas or behavior? The same 
thinking and computation can happen either way, with the same results.

It might have value only for the meme, and not for the person although
I don't really think this is the case. It would have value for both
I'd say.

Consciousness seems to be something people value. I enjoy being
conscious. I enjoy thinking about things consciously whereas the
enjoyment value of thinking about things unconsciously doesn't seem so
great.

i don't think that's very fair.

I shouldn't have said "I" and I should have kept the statement
impersonal. "(Some) people enjoy being consciousness" would have been
better. And even then that's not a good argument for the value of
consciousness. So good call.

i'm guessing your conception of enjoying involves, even *requires*, being 
*conscious* of the enjoying.

Possibly. I'd need to give it more thought.

but that doesn't imply things have to be that way.

How would you say they should be?

i think, at this point, people should be a lot more willing to say "I don't know" and 
not stress the supposed value of things they don't understand. when they do that 
they are bound to make mistakes since they don't really know where the value is 
coming from and which things are and aren't needed to get that value. and they 
don't understand the nature of the value well, and if it might really be a bad thing.

I agree they do that. It's sophisticated knowledge they have. That's the
sort of thing I was getting at about consciousness helping some memes 



call
attention to themselves (or rather, aspects of themselves - the overt
content). We choose what to pay attention to but we don't do it in isolation
from ideas we hold.

we have ideas about how to use our attention, what is interesting, what is 
important.

some static memes certainly tinker with this to their benefit. some rational 
memes offer advice about it.

i don't think an idea needs to have any content about this to be considered 
consciously, though.

What you are saying is that in principle any idea in your mind could
be brought to consciousness attention. Whereas my guess is saying some
ideas in your mind don't by themselves have enough knowledge
associated with them to enable that to happen and have to gain the
knowledge by getting "decorated" with memes that do have the
knowledge.

what do you mean by "decorated"?

do you mean the programming concept? i can't tell.

http://en.wikipedia.org/wiki/Decorator_pattern

Yes, I had in mind the decorator design pattern where attributes are
added to an object at runtime. Here, there is no canonical form

there kind of is.

consider javascript, a prototype object language (i don't write much JS and don't 
know the exact term). sure you can modify object's functions whenever you want, 
and have different versions of them floating around. but people do organize it, 
and will notionally keep a canonical, e.g., duck object to spawn duck instances 
from, and then maybe they want to make five green ducks so they make a 
version of the canonical duck with greenness added, then spawn 5 duck 
instances from it. those 5 duck instances technically can serve as prototypes too, 

http://en.wikipedia.org/wiki/Decorator_pattern


but normally won't, you have to keep things organized.

or consider DVCSes like mercurial and git. any repository can be independent 
and autonomous and act like the old central repos of SVN. yet people still have 
canonical or central repos for organizational purposes. which one is canonical 
gets changed sometimes, and sometimes you have a handful competing, but 
most repos don't intend to be THE repo, they just send out some pull requests 
sometimes and will sync with the main repo.

with decorator patterns, i would expect it's the same. you can do all kinds of stuff, 
but you have to keep it organized in various ways for it to be useful. that doesn't 
mean literally have one single authoritative, central thing, at all times, forever. 
DVCSes and javascript, and decorators, deviate from that partially, and no doubt 
there will be more ways to deviate that we'll learn. maybe one day we'll even 
learn how to do it so there's nothing even similar to a canonical version, no 
remnants of centralization. maybe, conceivably, the brain works like that too, 
since it is a better programmer than us in various respects.

but any advances like that will not resemble the more primitive stuff that came 
before. they'll be, i think, much more advanced that copy/paste coding, and have 
all its problems solved. and they'll be way better than decorator too.

btw, i don't think the OOP design patterns are super impressive honestly. lots of 
them seem to do stuff you can have for free with lisp or more flexible languages 
which let you easily make your own programming paradigms instead of 
hardcoding some into the language. why would you want an OOP language when 
you can have a language that lets you write an object system in a page or two of 
code? people should be thinking about the write abstractions for their task and it's 
not always OOP. object systems are fundamentally pretty simple and languages 
should be powerful enough that they are easy to make (ofc that doesn't mean 
you'd roll your own in general. you'd still want a library to avoid bugs, get 
advanced features, and for efficiency optimizations), not something requiring 
special treatment, don't you think? to me, objects hold data and respond to 
messages. if you can't edit them (at runtime) that's an anti-feature, and if you 
need a design pattern to get around it that's kind of silly.

and multiple copies of the same information is created.

you don't need to violate DRY (Don't Repeat Yourself) to have this kind of feature. 



you can, for example, check if a method is defined locally, and if it's not you go 
back up the class hierarchy one step and check again, etc...

and if you want to add the same method locally into two instances of a class, that 
doesn't require saving it in memory twice, they can both point to the same block 
of memory. then if you want to do something destructive you make a copy first, 
but you don't end up with two copies of the same information.

you could end up with two copies of some information if it's something big and 
you are only changing a little piece in one case. then the rest of it is repeat 
information. that's bad and generally means you're doing something wrong. it's 
better to avoid having slightly different copies of large things, and instead have a 
more flexible and DRY design (pull out the common parts to be shared).

Except the
information wouldn't be exactly identical due to mutations. So some
new ideas acquire the knowledge to generate conscious run time by
getting decorated with memes and those memes become an implicit part
of the idea.

Once upon a time this would have been harder for memes, but I imagine
that they have influenced genes to make it easier, so the actual
information an idea needs to get decorated with may be quite compact.

yes but none of this requires violating DRY, it basically means (if done right) any 
piece of information only exists once. decorators, mixins and other things help 
keep things more DRY not less (e.g. they let you use two instances of the same 
class when you need similar but different behavior, without having a bunch of 
duplicate information).

None of this means we can't control our thinking. As you mention, the
idea came into existence in the first place because of the values,
preferences, and other ideas we hold. Any idea is running the gauntlet
of those memes and ideas.

yes

-- Elliot Temple
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From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Fallible Justified True Belief
Date: October 18, 2011 at 3:04 AM

On Sun, Oct 2, 2011 at 12:10 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 28, 2011, at 11:20 PM, Abraham Lewis wrote:

On Sun, Sep 25, 2011 at 12:08 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 24, 2011, at 11:26 AM, Abraham Lewis wrote:
On Fri, Sep 23, 2011 at 10:20 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 23, 2011, at 7:29 AM, Abraham Lewis wrote:

What seems to me is happening is that Popper is taking JTB, filling in
the

blank of what constitutes Justification,

Popper offers criticisms of Justification as advocated by proponents of it.
I think that is useful. There are also general arguments applying to
anything fitting a minimal meaning of Justification (e.g. the regress
argument).

Is there a JTB theory that Popperian epistemology fails to refute?

Fallibly JTB, which is what I'm proposing here.

The rest of the problems you cite seem like good
specific questions that don't undermine JTB by their existence.

What are the answers to them? The reason they undermine JTB is that (we
claim) they don't have successful answers.



The answers depend on the specific paradigm of justification in the
specific

context. To criticize JTB in this way is like criticizing theories of
physics in general by asking, "What are the velocities of particles?" The
answer depends both on the specific theory and specific particles.

What are successful answers provided by the paradigm of your choice?

Okay, let's give some specific examples. Someone's belief that they
subjectively experience something justifies that subjective experience, ie.
if they believe they are experiencing something then they are justified in
that belief. The reason it justifies it is because they are the same thing
and thus self-justifying. Such a belief completely justifies itself.

It seems to me that you're assuming a certain
principle of justification, which is an answer to the second question I
listed.

The reason people don't normally allow any criticism (even of a "small"
issue) to automatically render something unjustified, no matter the case

for
it being justified, is that this kind of overrules all their arguments

for
justification of things and makes their justifications too easily
irrelevant.

If all unanswered criticism renders beliefs not justified, then we can
start asking: in what way does your position differ from Popper's? It's
possible (but misleading) to phrase Popperian epistemology using the

*word*
justification. If you define "unjustified" as "criticized" then that

could
be a step towards adopting a Popperian view.



That's kind of my point, but with the shoe on the other foot, so to
speak.

It seems to me that Popper (or DD) narrowed down the meaning of
justification to something incompatible with his position when it, in
general, is not necessarily so.

Is there a JTB theory which is compatible with Popper and DD?

I am proposing Fallibly JTB. Although I don't believe the ideas are
generally original to me, I am naming it here, although it might already
have another name.

So, attempting this, what else is required for it to be Popperian
epistemology? Some key points are:

- Nothing other than criticism changes the justification of anything.

- That means there's only two amounts of justification possible: the
amount

for criticized things and the amount for uncriticized things (in all
cases,

we're only counting criticisms that are not themselves refuted. Answered
criticisms don't matter.)

- There is nothing that ever supports an idea or increases the amount of
justification. So if you just make up a guess, then it has as much
justification as anything can possibly ever have.

If you disagree with any of these, then we (Popperians) can refute your
position. If you accept all of these, you'll have strayed far from the

JTB
tradition (as believed by most philosophers, explained in most

philosophy
books, and taught in schools).

For the purposes of this discussion, I am willing to accept all of the



above. (I actually have some thoughts on points 2 and 3 that I think
might

even be original, but I am saving those for another post.)

OK. Well, great. You're welcome to be a Popperian.

I think your disagreement is, partly, about what non-Popperians think.

I see these rules as incompatible with JTB because they prohibit, for
example:

- justifying ideas
- increasing the justification of ideas
- providing justifications for ideas

Consider the JTB discussion here, or any other example you prefer:

http://plato.stanford.edu/entries/knowledge-analysis/

It is incompatible with the Popper/BoI approach, and with the key points I
listed above, right?

In my scanning of the summary I saw no reference to amounts of
justification, so it doesn't disagree with the first point. And I read no
references to increasing justification, so it doesn't disagree with your
third point. Finally, arguments for a position that are not arguments for
the competing a competing position are implicitly criticisms of competing
positions, so it seems that at least some of the theories of justification
agree with the second point. (Although, as the summary says, "Among the
philosophers who favor the JTB approach, we find bewildering disagreement on
how [the question of what constitutes justification] is to be answered.")

It's not DD or Popper's conclusion that I disagree with, it's their
criticism of ideas that they characterize as contradictory which seem

weak
simply because they seem to characterize them as contradictory when they
aren't necessarily. It may just be that I was influenced by Popper in

http://plato.stanford.edu/entries/knowledge-analysis/


ways
that I didn't know of before I even heard of Popper. In general, while I
like and agree with his positions, his characterizations of Empiricism,
Inductivism, and JTB have all been different than how I naturally
interpreted them.

Is there a characterization of Inductivism which is not refuted?

What is the refutation? Certainly not Hume's argument. I know of no others
and Hume's has been refuted, as far as I am concerned, though I never found
it convincing to begin with. (I should clarify that Hume actually has what
amount to two arguments that are often conflated. One is effectively an
argument in favor of fallibilism, which I accept. The other, which is an
argument against induction, I find lacking.) Here's an argument that I
consider a sound refutation of Hume's skepticism:
http://nekhbet.com/hume/index.html

It says only the perfect, final truth counts as "knowledge".

Why do you add "perfect" and "final" to truth when JTB doesn't mention
them?

Because the word "true" means "perfect, final truth". They are
equivalent;

I'm just writing the implicit words for greater clarity. What other kind
of

truth is there? The imperfect, flawed "truth" which we'll later replace
with

a better idea? Don't imperfections/flaws make things false?

Okay, as long as your not adding additional requirements after the fact.
However, I wouldn't agree that all flaws or imperfections necessarily

make
things false. For example some theories are imperfect in the sense that

http://nekhbet.com/hume/index.html


they
do not provide complete accuracy about the things that they describe.

Here is a way to think of it:

All truths are contextual. For example, consider "2". "2" can be true or
false, depending on context. "2" is the true answer to "1+1" and a false
answer to "5+5".

All truths are answers to problems/questions.

If the question is, "What is the length of that table at perfect
precision?" then "63.5 inches" is false.

If the question is, "What is the length of that table to 5 significant
figures with 99% confidence?" then "63.5 inches" is false.

If the question you're interested in is, "What is the length of that table
to 3 significant figures?" then "63.5 inches" is true and has no flaw or
imperfection.

Which question is best to ask depends on one's problem situation, or in
other words what one is trying to accomplish.

Sometimes the problem/question is unstated and implicit, but there always
is one. And for all unambiguous problems/questions, there is exactly one
true answer.

False answers are not all equal. Just because they have one thing in common
(falsity) does not make them similar.

The fact that they are inaccurate does not make them false unless you
understand them to be claiming perfect accuracy.

Right. Inaccuracy is not a flaw when it's superfluous to the context.

And it's also generally believed (quite reasonably) that people have



knowledge. So it says we have some perfect, final truths.

I am unsure about what you mean "perfect final truth" but it seems to
me

that we do know many actual truths all the time. We may not be
absolutely

certain about them, but I don't doubt that many of the basic facts I
believe

to be true really are true. For example, "My computer is in this room
with

me," etc. As far as I am aware, Popper didn't disagree with that idea.
He

simply disagreed that we'd ever be certain about such truths.

Popper did disagree that we have any clue which of the ideas that seem
obvious to us are actually true and which are misconceptions. He thought

it
was important to always look for such misconceptions.

He thought that many things which seem obvious to people are mistakes,
and

some may be true, and that we don't know which is which. By giving a
particular example you claim is true, you are claiming to know which is
which, contrary to Popper and fallibilism.

Sometimes we discover something we used to think is obvious is a
mistake.

We learn. But we never discover that something we think is obvious is
actually true. There isn't a method of discovering that.

But that is not what I am saying. I am not saying the idea that "My
computer

is in this room with me," is obviously true, or even that I think it is
true, but that it, along with many other things I believe to be true,



very
well could be true in a perfect and final sense. Poppers argument that we
can't discover whether they are, in fact, true, doesn't give us any

reason
to believe that they aren't.

Let's back up. You said of these statements:

"We may not be absolutely certain about them". That says what we're *not*.
Could you clarify what we *are*?

I am not claiming that "we are" anything. I am claiming that, in the
abstract, many or most of them are probably true, we just just don't have
certainty about which, if any, are.

Suppose my friend says that his friend Jim is also in the dining room. I
may

later discover that Jim in an imaginary friend or a friend that my friend
hallucinates about. In that case I would generally consider his claim

that
Jim is in the dining room to be false. However, I and my friend may

instead
later discover that "Jim" is a woman dressed as and pretending to be a

man.
The fact that both Jim and I thought that she was a man would not make me
consider his claim to be false. It would, in a sense, *increase* the

amount
of information his claim conveys to me. So even falsification of ideas

that
my friend would think follow necessarily from his own claim, like "There

is
a man in the dining room," does not falsify his claim.

Keep in mind that I am not arguing against fallibility in any way; I am
not

arguing that we should use a different definition of "false"; and I am



not
arguing that any specific statements are actually true. Rather I am

arguing
that your method of interpreting the meaning of at least certain kinds of
statements is bad. You load meaning into statements far beyond their

common
sense meaning.

I think the common sense meaning works like this:

I say a house is painted red.

Actually 99% of the surface area is painted red, but there is also a spot
painted blue.

My statement was false, not true. This is generally accepted.

Even if we don't really care about the blue spot.

I don't think this is correct. This is the kind of thing that maybe one will
learn in school (where teachers don't ask for reasonable answers but for a
specific answer that is treated as if it is "perfectly and finally true"),
and maybe even think one believes, but this is not how people operate. Maybe
you chose a bad example, but I am pretty sure that you are the first person
I've met who would say the statement "The house is painted red," is false in
the example you provided.

Sometimes people might call it "technically not true". By that, they mean
it is false (or "technically false"). So, people are familiar with the
concept that one flaw makes something false (though not necessarily
useless).

The reason they append "technically" to the phrase is to clarify that they
are not talking about "true" and "false" in the normal sense. Specifically,
they mean that if you were to apply a stricter or more exact interpretation
to the statement, then it would be false, but people generally do not mean



statements in the "technically true" or "technically false" sense. Thus the
disclaimer, "It's not technically true," means "Do not interpret that
statement as being more exact or strict than intended."

Newtonian mechanics makes empirical predictions which are false.
Therefore

it is false.

Like what? (I am asking for an example because I intend to show the
problems

with the line of reasoning people are following when they make those kind
of

claims.)

http://farside.ph.utexas.edu/teaching/celestial/Celestialhtml/node40.html

If the calculation described in the previous section is carried out more
accurately, taking into account the slight eccentricities of the planetary
orbits, as well as their small mutual inclinations, and retaining many more
terms in the expansions (147) and (149), then the perihelion precession rate
of the planet Mercury is found to be 5.32 arc seconds per year. However, the
observed precession rate is 5.75 arc seconds per year. It turns out that the
cause of this discrepancy is the general relativistic correction to
Newtonian gravity.

end quote

The reason for the difference is that the mass of the sun causes space to
curve significantly in the vicinity of Mercury's orbit. But it is not a
claim of Newtonian mechanics that space does not curve. Rather, it was an
assumption of Newtonian mechanics that happened to be "technically false"
(ie. false if considered more exactly than the engineers of Newtonian
mechanics had considered), but not false in the normal sense of the word.
The questions that Newtonian mechanics was created to answer are not
affected by the curvature of space to a significant degree. Why should their

http://farside.ph.utexas.edu/teaching/celestial/Celestialhtml/node40.html


theories be interpreted as making strong claims on issues that they probably
never even really considered and about minor differences in measurements
that they never even calculated? Newtonian mechanics is about abstract,
theoretical, often "perfect" concepts. And the claim is that those concepts
approximate the working of our universe to a high degree of accuracy, which
they do.

That's how I see it, at least.

J is mistaken because 1) justification is impossible due to regress
(people

resort to things like arbitrary, unjustified foundations they declare
to

beyond questioning, but that's no good)

Suppose we take subjective experience as the final justification. Why
is

that no good?

It's vague. How does it work? Are you supposed to experience
justification?

How? You can't see it. And feeling that you're right (or justified) is
no

argument that you are right -- people feel that all the time and are
mistaken.

Clearly it is vague. I meant that subjective experience is the final
justification of claims about that subjective experience and that all

such
justification is justification of a belief's relationship to subjective
experience.

Although I would consider it implicitly the case, I should explicitly add
that deductive logic is also a final justification.



What problem do these ideas solve?

The begin to solve the problem of what is real and what is not real.

If a foundation is allowed to be questioned, that restarts the regress
problem. For foundations to be an answer to the regress problem, they

have
to be unquestionable.

Okay. So let's say it's not questionable.

Putting forward ideas that are beyond question is bad. It is an end to
progress in those areas. And they might be false -- and causing big problems
-- but we aren't allowed to question them and find out.

There's also the issue of which things to make foundations and why.
Normally it is done, implicitly or explicitly, by appeal to authority.

What questions would you have for subjective experience?

2) the whole issue of what justifies what, how much, and why has never
beens

solved and cannot be solved.

Why can't they be solved?

I think you'd need to either read Popper or pick an attempted solution
to

discuss. It'd be hard to understand the general case without going
through

some examples first. How do you think they might be solved?



Why don't you pick a case where you think its problematic, and I'll tell
you

what I think FJTB says about it.

Every case is problematic. For example, justifying that a dog has hair, and
saying what that justification means and does, and how it is relevant to
learning about the topic.

I see shapes that I interpret to be a dog with hair on it. That provides
justification for the belief that that dog has hair.

it seems to me that even for a long time after Aristotle the vast
majority of people have had, in practice, something of the Xenophanic view

I'd be interested if you had any specific people/books in mind.

I am not talking about academic and scholarly views, but about the views
out

of which people (not just scholars) generally operated. This would be an
expression of the fact that what people believe and what people think

they
believe are often different.

Do you have any history books in mind that you think cover this well?

No. It's an observation about history. The observation was made from reading
general reasing of historical documents, history books, and to a lesser
degree an observation from the short period of history covered by my own
life. Almost any historical book will do as long as is not too philosophical
and deals with people. To my knowledge, there is no history book that covers
the active epistemology of the common man, though someone certainly could
have tried to write such a book.

-- 



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: [BoI] Memes and Brain Organisation (Was: Consciousness)
Date: October 18, 2011 at 5:09 AM

On Tue, Oct 18, 2011 at 11:23 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 16, 2011, at 2:18 AM, Brian Scurfield wrote:

On Sunday, October 16, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 15, 2011, at 9:07 PM, Brian Scurfield wrote:

The idea that consciousness happens locally as a result of implicit
knowledge contained in certain memes which attach themselves to ideas
gets around some of the problems of the common conception of
consciousness I think.

So does the idea that it can be caused by knowledge already in the brain, 
that creates consciousness of ideas meeting various criteria, without those 
ideas needing to have their own built in consciousness feature.

This version doesn't require extra knowledge to be tacked on to every idea 
which doesn't really make sense.

If there was extra knowledge tacked onto every idea, that'd be inefficient. It'd 
be bad design.

When an inexplicit idea is expressed in words

that's a contradiction, so i don't know what you mean.

Suppose you have an inexplicit idea that you are hungry and it comes
to your attention. Then you express the idea in words, saying
something like "I am hungry". So knowledge in that inexplicit idea has
been augmented with words: The idea "I am hungry" now contains a lot
of extra information.

When you communicate the idea, the words get passed on, not pointers
to the words. It's possible that while the idea is in your brain, it
holds pointers to the words and these get dereferenced when the idea



is communicated. Alternatively, the idea has attached to a copy of the
words. These two different possibilities could be tested for they
would lead to people making completely different kinds of mistakes,
especially when neural damage occurs.

isn't that knowledge
augmentation? I'm not thinking the shared knowledge would be exactly
the same. There'd be diversity caused by mistakes and so forth.

And it'd get fixed: people (at least the better thinkers) would realize there 
were lots of different ideas with shared knowledge, and they would pull that 
knowledge out into a canonical version, and then all the ideas would just 
have *pointers* to the canonical version instead of carrying around all the 
data themselves.

That's dangerous from the point of view of robustness and you lose diversity.

well you can store several copies for redundancy, in a way that makes sense for 
that purpose, that's a separate issue than storing them tacked onto ideas.

and you needn't lose diversity, you can locally override any particular part of the 
general version.

or you can have diverse general use versions, and use any of them with any 
idea.

or you can have a general version which does different stuff with different types 
of ideas.

Yes, all possibilities for maintaining robustness.

Canonical versions don't just save on data storage. Even more important, 
they mean that if you *change it* then it effects *everything with a pointer to 
it*.

If the change has a mistake then this causes a global issue. It's not
a gradual change.

you can keep the diffs around if you need to revert.



global changes are very good in some cases like bug fixes.

in dangerous cases you can make a new fixed version and then update pointers 
to point to it one by one as you use those ideas.

with copy/paste style coding, you lose the option to make a global bug fix, which 
is bad. repetition of code has major problems which can be avoided. naive ways 
of avoiding those problems do indeed have their own problems, but those are 
soluble, while repetition has fundamental problems soluble by not doing it.

i think our brains are better organized in many respects than our codebases. 
they in general use all the important software dev principles we know, like DRY, 
as well as more. they will sometimes have some dumb mistakes, but even then 
they won't usually mimic what we know to be really bad coding practices, it'll be 
different.

DRY may not be good if the computer is made of unreliable and noisy
components like neurons and synapses. If neurons are constantly dying
and leaving dangling pointers or unreferenced objects, then not using
pointers and having multiple local copies might be better design.

If you have separate copies of the same data, then if you want to make a 
change you have to find and update all of them, or have versions out of sync.

The meme doesn't care if it's siblings are updated or not. Why should
it?

i'm not talking about what a static meme wants. i'm talking about how people 
choose to organize their mind, in terms of what they want and care about.

How people organize their minds is not independent from static memes,
at least not yet. I think to better understand human minds, it is
helpful to take the meme viewpoint and consider what the meme "wants".
Static memes were once the only kind of meme and evolved universal
creativity because it enabled them to replicate better. And, then,
although that creativity gave us the ability to potentially reorganize
our minds by developing better ideas, they took over our minds and
hindered our chances of getting that knowledge. Who organized who? Did
the people of the time organise their own minds, or did the memes? I'd



say it was both and that is because people aren't really distinct from
the memes and ideas they hold.

With the rise of dynamic memes, we've learnt to organize our brains
better and so did the memes. That is, some dynamic memes contain overt
knowledge that we as people can use to better organize our brains, but
also other knowledge for organizing our brain that they themselves use
to replicate. I guess that in these memes the one kind of knowledge is
related quite closely to the other kind. Static memes would keep their
true knowledge for organizing brains more hidden from us as people I
guess - their knowledge isn't as open and accessible.

people impose organization on their ideas.

Yes, in that people are memes and ideas and these are what impose the
organisation via the knowledge they contain. But I don't think that is
what you are trying to say exactly. I'm guessing you're saying we have
free will to organize our minds as we see fit. If some memes were
organizing your mind without your (whoever "your" is) knowledge in
order to replicate there seemingly would be a free will problem as in
you are not in control. Don't know.

if some meme comes complete with a way of thinking about itself, a person may 
unify that with some existing way of thinking he has, or pull redundant parts out 
to libraries, or separate it from the idea and keep it around as a way of thinking 
for possible general use (especially if he finds he has 3 memes offering similar 
things).

The knowledge in the meme may not be easy to get at however. A dynamic
meme may enable itself to be broken apart easily like that, but static
memes contain sophisticated knowledge that we acquire somehow and yet
often we aren't aware that we have it let alone being able to put
redundant parts in libraries.

The meme is in competition with its siblings. I guess in this
conception multiple versions of the same idea could be active at the
same time each causing consciousness by the knowledge they have been
augmented with. Don't know if that is a problem. Wonder how it feels!?

So, you make a single canonical version. And then when you have a new 



idea, instead of it having to have any knowledge related to consciousness, if 
you want to think about it consciously you just have to make one connection 
between it and the canonical consciousness knowledge and that's that.

That seems like saying bio-evolution should have canonical genes.

biological evolution is extremely good at not repeating itself and efficiently 
compressing data. it fit being human into like 2 megabytes of data. that's not 
copy/paste or sphagetti coding. it's using more advanced (by a few orders of 
magnitude!!) software dev principles than we know. highly evolved code is really 
really well organized.

That wasn't what I meant. Yes, chromosomes pack knowledge in very
efficiently. But I meant that the knowledge in chromosomes exists
separately in every animal of a species and in every cell of every
animal. There is no canonical version that cells refer to or that
animals refer to. I was thinking of memes in a brain as a sort of
eco-system.

People have different "modes of thought" and ways of giving conscious 
attention to things. They have hunches which are different than 
subvocalization which is different than visualizing which is different than 
emotions.

And people can take one idea, say a visual image, and consciously think 
about it in many different ways. They can consider if it's pretty, find it 
arousing, look at the color saturation, criticize the quality of the camera it 
came from, and many other things.

So to update the canonical consciousness idea from above: people have a 
variety of different canonical ideas about how to do conscious thought, which 
they can connect and disconnect to ideas depending what they want to use.

Note: this isn't to rule out the occasional special case (like subclassing and 
overriding how a particular detail is handled).

Do you think genetic and memetic evolution uses canonical forms,
subclasses and so forth?



I think they use something even more advanced. i think it will be DRY and 
adhere to some of our other good ideas.

Within a chromosome, I agree DRY will be there. Don't know about
brains as a whole but, yes, at the level of the meme I'd say so.

-- Brian Scurfield



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: [BoI] Re: Memes and Brain Organisation (Was: Consciousness)
Date: October 18, 2011 at 11:06 AM

On Tuesday, October 18, 2011, Brian Scurfield <briankscurfield@gmail.com>
wrote:

On Tue, Oct 18, 2011 at 11:23 AM, Elliot Temple <curi@curi.us> wrote:

i'm not talking about what a static meme wants. i'm talking about how
people choose to organize their mind, in terms of what they want and care
about.

people impose organization on their ideas.

Yes, in that people are memes and ideas and these are what impose the
organisation via the knowledge they contain. But I don't think that is
what you are trying to say exactly. I'm guessing you're saying we have
free will to organize our minds as we see fit. If some memes were
organizing your mind without your (whoever "your" is) knowledge in
order to replicate there seemingly would be a free will problem as in
you are not in control. Don't know.

Thinking about this more, I guess what might have happened from a memetic
evolution perspective is that static memes did learn to control our minds
and organise our brains absent our free will, which was yet to be. Memes
that did this couldn't outcompete other static memes that gave us the
knowledge to know what is going on in our minds. These memes had an
advantage because self-knowledge would have reach to a lot of things like
being useful in understanding the behaviour of others by using one's self
knowledge as a reference.

Self knowledge wouldn't have been enough to get on top of the pesky mind
organizing/controlling memes however: you need to be able to control your
mind to get rid of them. So the knowledge to know what is going on in our
minds and to organise and control our minds evolved as part of the static
meme arms race and I guess a jump to free will occurred. We went from having
no free will to complete free will, though the memes wouldn't have
"intended" this. Some of the self knowledge we gained got a label
eventually: consciousness, but in what I'm sketching no magical properties



of consciousness are required. I suppose the jump to free will and the jump
to universal knowledge creation occurred concurrently and wouldn't have been
independent.

-- Brian Scurfield

-- 
-- Brian Scurfield

-- 



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: [BoI] TV anti-child scientism
Date: October 18, 2011 at 6:07 PM

Some paediatricians in America have decided to issue a press statement saying 
that children under two shouldn't be allowed to watch television, see

http://news.ycombinator.com/item?id=3126020
http://www.nytimes.com/2011/10/19/health/19babies.html
http://www.aap.org/pressroom/mediaunder2.pdf

This recommendation is allegedly based on research described in a paper that 
they have made available for free

http://pediatrics.aappublications.org/content/early/2011/10/12/peds.2011-
1753.abstract

Having read the paper on my Mac, I can tell that they're not lying when they say 
they dislike visual media and are determined to discourage people from using 
them. Most of their paper is laid out three columns to a page. So to read it on a 
screen you have to scroll up and down a lot on each page, or shrink the page 
until it looks tiny and is difficult to read. So I have no reason to doubt the sincerity 
of their moral conviction.

However, their arguments aren't really up to much, and this paper is basically 
anti-child bigotry dressed up to make it look like science: it is scientism.

First a general note on their methodology. The researchers don't ask children 
what they think is good or bad about television. Nor do they ask whether a child 
prefers television over other things they could be doing. Instead, they often ask a 
child boring questions that both the psychologist and the child know the answer 
to. There's no way to know whether the child answering the question answers it 
badly because he genuinely doesn't understand something or because he's 
puzzled about why the question is being asked, or because he is bored, or...

The first claim is that educational programs don't help children under two learn 
because the children don't understand the context or purpose of the content of 
the program. They also claim that some studies indicate that children learn to 
speak later when they are allowed to watch TV. If a parent puts a child in front of 
a TV as a substitute for interacting with him then he may learn to speak later as a 
result because the TV program has less knowledge than the parent and that 

http://news.ycombinator.com/item?id=3126020
http://www.nytimes.com/2011/10/19/health/19babies.html
http://www.aap.org/pressroom/mediaunder2.pdf
http://pediatrics.aappublications.org/content/early/2011/10/12/peds.2011-1753.abstract


could be bad. OTOH the child might learn to speak later, but have more 
appreciation of visual aesthetics or something else.

A few notable sentences:

"Children progress through developmental milestones on a continuum. Where 
each individual child is on that continuum determines what that child is capable of 
learning from a televised program. Some 18- to 24-month-olds might be capable 
of learning from media, but others might not."

So they claim they can predict the growth of knowledge in children, i.e. - they all 
have to pass through "milestones". But they're very vague about the timing  and 
what determines the timing. Sounds like they don't know much about learning 
and they don't even understand that there are indications of this problem in what 
they're saying. And they haven't explained how they can predict the growth of 
knowledge in children, which contradicts the laws of epistemology.

They claim that television distracts parent and child from one another. The 
emphasis here is wrong. The TV is not a distraction: the person watching it is 
more interested in the television than in the other people present. The question is 
not why people find TV interesting, it is designed to be interesting. Rather, the 
question is why they find the other people present boring. The child has no 
obligation to be interested in the parent, but the parent does have an obligation to 
be interested in the child. Paediatricians are either not interested in this moral 
asymmetry or they are unaware of it.

They say children spend less time interacting with parents and reading if they 
watch television, but don't bother to ask why those activities are less interesting 
than TV. Rather the presumption is that they are more valuable than TV despite 
the child preferring TV.

They say TV is associated with less sleep and less regular sleep partly because 
children resist being put to bed more. Note the presumption against the child 
making independent decisions.

They say that infant media use is correlated with children not paying attention in 
school. That could easily be due to the child thinking independently and finding 
teachers boring. Children are forced to go to school, so it's not surprising that 
they would find it boring. They are not given much choice about what to learn or 
when to learn it. Many teachers are boring or otherwise unpleasant, as we would 



expect from people who are all right with having a captive audience.

Finally, I think this is an interesting quote from the paper:

"Research findings to date might suggest a correlation between television viewing 
and developmental problems, but they cannot show causality. Are infants with 
poor language skills placed in front of the television more? Are infants with 
shorter attention spans more attracted to screens?"

So they admit that their evidence isn't worth much since they have not eliminated 
other explanations. The evidence is actually worthless bearing in mind the flaws 
in how they assess children. But they pronounce a verdict against letting children 
watch television anyway. Why? Because that's the conclusion they wanted and 
so they went hunting for ways to make it sound plausible, not because they're 
trying to be bad, but instead because they suck at epistemology and moral 
philosophy.

Alan



From: agass <agass@post.tau.ac.il>
Subject: RE: [BoI] TV anti-child scientism
Date: October 18, 2011 at 6:45 PM

Reminds me of old times.
ja
Judith Buber Agassi & Joseph Agassi,
37 Levi Eshkol Street,
Herzliyah 46745 Israel
Phone +972-9-950-4072
Fax +972-153-9-950-4072
email: agass@post.tau.ac.il
Web Pages http://www.tau.ac.il/~agass

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Alan Forrester
Sent: Wednesday, October 19, 2011 12:07 AM
Subject: [BoI] TV anti-child scientism

Some paediatricians in America have decided to issue a press statement
saying that children under two shouldn't be allowed to watch television, see

http://news.ycombinator.com/item?id=3126020
http://www.nytimes.com/2011/10/19/health/19babies.html
http://www.aap.org/pressroom/mediaunder2.pdf

This recommendation is allegedly based on research described in a paper that
they have made available for free

http://pediatrics.aappublications.org/content/early/2011/10/12/peds.2011-175
3.abstract

Having read the paper on my Mac, I can tell that they're not lying when they
say they dislike visual media and are determined to discourage people from
using them. Most of their paper is laid out three columns to a page. So to
read it on a screen you have to scroll up and down a lot on each page, or
shrink the page until it looks tiny and is difficult to read. So I have no
reason to doubt the sincerity of their moral conviction.

http://www.tau.ac.il/~agass
mailto:beginning-of-infinity@googlegroups.com
http://news.ycombinator.com/item?id=3126020
http://www.nytimes.com/2011/10/19/health/19babies.html
http://www.aap.org/pressroom/mediaunder2.pdf
http://pediatrics.aappublications.org/content/early/2011/10/12/peds.2011-175


However, their arguments aren't really up to much, and this paper is
basically anti-child bigotry dressed up to make it look like science: it is
scientism.

First a general note on their methodology. The researchers don't ask
children what they think is good or bad about television. Nor do they ask
whether a child prefers television over other things they could be doing.
Instead, they often ask a child boring questions that both the psychologist
and the child know the answer to. There's no way to know whether the child
answering the question answers it badly because he genuinely doesn't
understand something or because he's puzzled about why the question is being
asked, or because he is bored, or...

The first claim is that educational programs don't help children under two
learn because the children don't understand the context or purpose of the
content of the program. They also claim that some studies indicate that
children learn to speak later when they are allowed to watch TV. If a parent
puts a child in front of a TV as a substitute for interacting with him then
he may learn to speak later as a result because the TV program has less
knowledge than the parent and that could be bad. OTOH the child might learn
to speak later, but have more appreciation of visual aesthetics or something
else.

A few notable sentences:

"Children progress through developmental milestones on a continuum. Where
each individual child is on that continuum determines what that child is
capable of learning from a televised program. Some 18- to 24-month-olds
might be capable of learning from media, but others might not."

So they claim they can predict the growth of knowledge in children, i.e. -
they all have to pass through "milestones". But they're very vague about the
timing  and what determines the timing. Sounds like they don't know much
about learning and they don't even understand that there are indications of
this problem in what they're saying. And they haven't explained how they can
predict the growth of knowledge in children, which contradicts the laws of
epistemology.

They claim that television distracts parent and child from one another. The
emphasis here is wrong. The TV is not a distraction: the person watching it



is more interested in the television than in the other people present. The
question is not why people find TV interesting, it is designed to be
interesting. Rather, the question is why they find the other people present
boring. The child has no obligation to be interested in the parent, but the
parent does have an obligation to be interested in the child. Paediatricians
are either not interested in this moral asymmetry or they are unaware of it.

They say children spend less time interacting with parents and reading if
they watch television, but don't bother to ask why those activities are less
interesting than TV. Rather the presumption is that they are more valuable
than TV despite the child preferring TV.

They say TV is associated with less sleep and less regular sleep partly
because children resist being put to bed more. Note the presumption against
the child making independent decisions.

They say that infant media use is correlated with children not paying
attention in school. That could easily be due to the child thinking
independently and finding teachers boring. Children are forced to go to
school, so it's not surprising that they would find it boring. They are not
given much choice about what to learn or when to learn it. Many teachers are
boring or otherwise unpleasant, as we would expect from people who are all
right with having a captive audience.

Finally, I think this is an interesting quote from the paper:

"Research findings to date might suggest a correlation between television
viewing and developmental problems, but they cannot show causality. Are
infants with poor language skills placed in front of the television more?
Are infants with shorter attention spans more attracted to screens?"

So they admit that their evidence isn't worth much since they have not
eliminated other explanations. The evidence is actually worthless bearing in
mind the flaws in how they assess children. But they pronounce a verdict
against letting children watch television anyway. Why? Because that's the
conclusion they wanted and so they went hunting for ways to make it sound
plausible, not because they're trying to be bad, but instead because they
suck at epistemology and moral philosophy.

Alan



-- 



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: [BoI] Memes and Brain Organisation (Was: Consciousness)
Date: October 18, 2011 at 7:41 PM

On Tue, Oct 18, 2011 at 12:21 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 16, 2011, at 7:27 PM, Brian Scurfield wrote:

On Sunday, October 16, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 15, 2011, at 9:07 PM, Brian Scurfield wrote:

On Sat, Oct 15, 2011 at 11:56 AM, Elliot Temple <curi@curi.us> wrote:

in any case, i don't think ideas directly control people, but rather people 
control themselves and their methods of control have implications and 
consequences which they don't fully understand, including thinking of some 
"unbidden" ideas, including ones that contradict the values they tell their 
friends, and perhaps themselves, that they adhere to.

This sounds like saying people are something separate from there ideas
- though I suspect from the comments just preceding the above that you
don't really think that. If ideas don't directly control us, what
does?

most ideas have no direct control. only a few are in control and they govern how 
to deal with other ideas. those few can be changed and revised.

there are lots of ideas that seem to take control in special cases, but they are 
subject to veto or quality control checks or whatever by some other ideas.

it's a little like teachers have near zero genuine control over children, b/c if they 
actually did stuff parents really seriously didn't want, the parents would withdraw 
the kid from school. so the parents are in control, and the teachers *seem* to 
have some control as long as the parents don't object, but the teachers aren't 
really fundamentally in control.

most ideas have a status like teachers. as long as everyone is cooperating they 
can do what they do. but in a fight for control they will lose, and it won't even be 
close.



Come to the BoI list and you can learn why minds are a bit like
parents and teachers :)

It requires a lot of knowledge to be able to internally monitor other
ideas and to turf them out if necessary. The ideas that enable us to
do that have to be constantly creating knowledge - they are
sophisticated things.

it's unclear how centralized and unified the ideas with actual control are. most 
ideas are decently decentralized, decently autonomous, and not actually in 
control.

If the ideas with actual control were centralized then knocking out
the particular part of the brain where they reside would disable the
person. But people's brains can take a lot of damage and yet they are
still able to control their minds. So I would suspect the ideas with
control have a lot of localization.

Note I'm not saying all ideas control us, but some do, and I'm
not saying we can't change the ideas that control us. It's a good
thing to be controlled by ideas: They are us.

When I say an idea becomes active, it does so by being allied with
other ideas, including one's values and preferences. Many of those
other ideas are memes and contain knowledge about what to do with
ideas including how to augment them with knowledge for further
processing. This happens because it helped those memes replicate (and
it gave us benefits also). So although we can choose, I don't think
memes are passive and just hang around waiting for some runtime as
your view would suggest. What good is it to a meme to be passive?

we are ideas but i think most ideas aren't complete enough to control a whole 
person. an idea might be about architecture, or chemistry, or psychiatry, and 
*only* about its topic. it doesn't have knowledge about moving limbs around, 
deciding between rival ideas (the general method. it will have content relevant to 
this like criticisms within its field), or how to live. instead, most ideas rely on 
being used or chosen by the minority of ideas that deal with things like how to 
turn a topical idea into behavior, and nitty gritty details of how to live.



Yes, there is a sort of symbiosis.

to some extent, most ideas call into APIs for various things outside their area of 
expertise. and to some extent, they are used by other ideas.

what good is it to a meme to be passive? well first of all, again, i think you may 
mean a *static* meme. a dynamic meme could be passive and useful to other 
ideas (since it has some knowledge they can access) and be selected and 
spread for that reason.

Yes, I had in mind static memes.

so, what about a static meme? well they don't have to be passive in all respects. 
a static meme might actively change a few of a person's ways of thinking, e.g. 
adding some special cases relevant to itself. or it might have knowledge of 
behavior and also knowledge of how to get past any filters, quality control 
checks, "does it meet my values?" checks, and other obstacles, in order to get 
to actually be a person's behavior. static memes which were frequently blocked 
by the ideas in control would die out or evolve refinements to stop being 
blocked.

Yes.

a more passive static meme could exist too. it could simply have evolved 
knowledge of what information to passively present so that when a person does 
look at it then it gets what it wants. it's then in control in the sense of its 
knowledge is causing outcomes, but it's not in control in the more typical sense 
because there are other ideas which are in control (but which are being expertly 
manipulated).

In your example, the meme, when it is "looked" at by other ideas that
are in control, is expertly manipulating them without taking overt
control itself. If it just waits to get looked at, then that tactic of
passivity is just that: a tactic. The meme employs that tactic not
because it is passive about getting replicated but because that's what
it needs to do get replicated.

It's some effect of certain types of ideas
activated within a brain (it depends on both the meme and the brain).
Without any such ideas active then you are unconscious.



The idea that it's an effect of certain knowledge clashes with the fact that 
the knowledge can be recorded in books. No knowledge requires 
consciousness to exist.

Don't quite follow. Knowledge in books isn't active. I agree that
knowledge doesn't require a knowing subject.

if an idea had knowledge to do with consciousness stuck to it, tightly coupled, 
that'd make it really hard to write down! if any idea one could think about 
consciously had this, then it'd be hard to write much of anything. so there is a 
clash there.

Oh, I see. Consider that all knowledge has implicit knowledge
associated with it.

loosely associated not *tightly coupled*.

That knowledge doesn't get written down in books,
but it is there. Consider the meme "because I said so". That has a lot
of implicit true content about getting itself replicated, but it is
easy to write down.

i think it's easy to write down precisely because it comes in several different 
parts that aren't tightly coupled, but instead can be split up and function 
independently.

Good point.

tightly coupled code means if you change one part then the other breaks, cause 
it relied on the first part, and not through well defined public APIs which could 
retain their function despite internal changes, but rather it relies on various 
implementation details of the other thing.

As they say, a happy client is a decoupled client.

Most of the time they don't even make up any reason, or worry about 
reasons. They give little to no conscious thought to large parts of the 
subject (while, if they are middle class, consciously obsessing over some 



minor details discussed in some books on the matter).

and gained knowledge about how to create consciousness,

I'm skeptical of this concept of individual ideas having their own knowledge 
about consciousness. That's like reinventing the wheel.

Ideas don't exist in isolation, they depend on other ideas and, in
particular, on memes, which contain lots of adapted knowledge. It is
that adapted knowledge which contains knowledge of consciousness and
this knowledge is not created afresh when you have a new idea.

but you were saying each idea has its own copy? so at least a copy would be 
created afresh for every idea one wants to think about consciously?

Yes.

do you still think that?

The neorological evidence seems to indicate minds are organized very
differently to our computers. There is no central CPU, no separate
memory modules, no clock, and all computing is done with neurons that
are orders of magnitude slower than silicon gates. The neurons are
noisy (I understand that neurons are never quiescent - they will
generate apparently random spike trains even when getting no inputs)
and wired up in huge nets where everything is talking at once. It
seems hard to picture how global canonical versions fit in with all
that. Local copies of stuff and carting stuff around with you might be
better in the sort of environment that is the brain.

then what matters is not
whether the meme is explicit or implicit. What matters is that the meme 
has
that knowledge to evoke consciousness or can get associated with 
memes that
have it. Explicitness might have helped with that in some important way 
or
it might be just circumstance that explicit memes got the better 
knowledge.



What value can "evoking consciousness" have? What i mean is: does it 
make any difference at all to a person's future ideas or behavior? The 
same thinking and computation can happen either way, with the same 
results.

It might have value only for the meme, and not for the person although
I don't really think this is the case. It would have value for both
I'd say.

Consciousness seems to be something people value. I enjoy being
conscious. I enjoy thinking about things consciously whereas the
enjoyment value of thinking about things unconsciously doesn't seem so
great.

i don't think that's very fair.

I shouldn't have said "I" and I should have kept the statement
impersonal. "(Some) people enjoy being consciousness" would have been
better. And even then that's not a good argument for the value of
consciousness. So good call.

i'm guessing your conception of enjoying involves, even *requires*, being 
*conscious* of the enjoying.

Possibly. I'd need to give it more thought.

but that doesn't imply things have to be that way.

How would you say they should be?

i think, at this point, people should be a lot more willing to say "I don't know" and 
not stress the supposed value of things they don't understand. when they do 
that they are bound to make mistakes since they don't really know where the 
value is coming from and which things are and aren't needed to get that value. 
and they don't understand the nature of the value well, and if it might really be a 
bad thing.

Yes. I think it is true I enjoy being conscious. But that isn't an



argument for its value. Knowing its objective value requires
explanations and understanding. I find it hard to conceive of how
consciousness might be a bad thing, however, even if it turns out to
exist only in the same way Harry Potter exists (it is OK to enjoy
Harry Potter). My guess is that it is not a bad thing, so,
tentatively, I'll enjoy it.

I agree they do that. It's sophisticated knowledge they have. That's the
sort of thing I was getting at about consciousness helping some memes 
call
attention to themselves (or rather, aspects of themselves - the overt
content). We choose what to pay attention to but we don't do it in 
isolation
from ideas we hold.

we have ideas about how to use our attention, what is interesting, what is 
important.

some static memes certainly tinker with this to their benefit. some rational 
memes offer advice about it.

i don't think an idea needs to have any content about this to be considered 
consciously, though.

What you are saying is that in principle any idea in your mind could
be brought to consciousness attention. Whereas my guess is saying some
ideas in your mind don't by themselves have enough knowledge
associated with them to enable that to happen and have to gain the
knowledge by getting "decorated" with memes that do have the
knowledge.

what do you mean by "decorated"?

do you mean the programming concept? i can't tell.

http://en.wikipedia.org/wiki/Decorator_pattern

Yes, I had in mind the decorator design pattern where attributes are
added to an object at runtime. Here, there is no canonical form

http://en.wikipedia.org/wiki/Decorator_pattern


there kind of is.

consider javascript, a prototype object language (i don't write much JS and don't 
know the exact term).

I think that's the right term. JS is also a dynamic language and kinda
a functional programming language (though it doesn't support
immutability). It's more interesting than it gets credit for.

sure you can modify object's functions whenever you want, and have different 
versions of them floating around. but people do organize it, and will notionally 
keep a canonical, e.g., duck object to spawn duck instances from, and then 
maybe they want to make five green ducks so they make a version of the 
canonical duck with greenness added, then spawn 5 duck instances from it. 
those 5 duck instances technically can serve as prototypes too, but normally 
won't, you have to keep things organized.

Yes.

or consider DVCSes like mercurial and git. any repository can be independent 
and autonomous and act like the old central repos of SVN. yet people still have 
canonical or central repos for organizational purposes. which one is canonical 
gets changed sometimes, and sometimes you have a handful competing, but 
most repos don't intend to be THE repo, they just send out some pull requests 
sometimes and will sync with the main repo.

Yes. [For people wondering what DVCS means: it is Distributed Version
Control System. SVN is Subversion.]

with decorator patterns, i would expect it's the same. you can do all kinds of 
stuff, but you have to keep it organized in various ways for it to be useful. that 
doesn't mean literally have one single authoritative, central thing, at all times, 
forever. DVCSes and javascript, and decorators, deviate from that partially, and 
no doubt there will be more ways to deviate that we'll learn. maybe one day we'll 
even learn how to do it so there's nothing even similar to a canonical version, no 
remnants of centralization. maybe, conceivably, the brain works like that too, 
since it is a better programmer than us in various respects.

but any advances like that will not resemble the more primitive stuff that came 



before. they'll be, i think, much more advanced that copy/paste coding, and 
have all its problems solved. and they'll be way better than decorator too.

btw, i don't think the OOP design patterns are super impressive honestly. lots of 
them seem to do stuff you can have for free with lisp or more flexible languages 
which let you easily make your own programming paradigms instead of 
hardcoding some into the language. why would you want an OOP language 
when you can have a language that lets you write an object system in a page or 
two of code?

Yes, a number of design patterns exist because of deficiencies in OOP.

people should be thinking about the write abstractions for their task and it's not 
always OOP. object systems are fundamentally pretty simple and languages 
should be powerful enough that they are easy to make (ofc that doesn't mean 
you'd roll your own in general. you'd still want a library to avoid bugs, get 
advanced features, and for efficiency optimizations), not something requiring 
special treatment, don't you think? to me, objects hold data and respond to 
messages. if you can't edit them (at runtime) that's an anti-feature, and if you 
need a design pattern to get around it that's kind of silly.

I agree.

and multiple copies of the same information is created.

you don't need to violate DRY (Don't Repeat Yourself) to have this kind of 
feature. you can, for example, check if a method is defined locally, and if it's not 
you go back up the class hierarchy one step and check again, etc...

and if you want to add the same method locally into two instances of a class, 
that doesn't require saving it in memory twice, they can both point to the same 
block of memory. then if you want to do something destructive you make a copy 
first, but you don't end up with two copies of the same information.

you could end up with two copies of some information if it's something big and 
you are only changing a little piece in one case. then the rest of it is repeat 
information. that's bad and generally means you're doing something wrong. it's 
better to avoid having slightly different copies of large things, and instead have a 
more flexible and DRY design (pull out the common parts to be shared).



Except the
information wouldn't be exactly identical due to mutations. So some
new ideas acquire the knowledge to generate conscious run time by
getting decorated with memes and those memes become an implicit part
of the idea.

Once upon a time this would have been harder for memes, but I imagine
that they have influenced genes to make it easier, so the actual
information an idea needs to get decorated with may be quite compact.

yes but none of this requires violating DRY, it basically means (if done right) any 
piece of information only exists once. decorators, mixins and other things help 
keep things more DRY not less (e.g. they let you use two instances of the same 
class when you need similar but different behavior, without having a bunch of 
duplicate information).

As you mentioned, though, people should be thinking about the right
sort of abstractions for their problem. You don't bring a tool to a
problem, you consider what tools are appropriate to the problem. In
some situations, DRY won't be appropriate and you should violate it.
For example, when trying to get information across a noisy channel,
repeating yourself is a good thing.

-- Brian Scurfield



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Locality
Date: October 18, 2011 at 9:34 PM

I am aware locality has been vindicated. So, what I'd really like to
understand is the local mechanism by which fewer worlds are created when
measurements are made on entangled particles.

Consider a standard experiment on entangled particles.

[If you aren't familiar with this type of experiment, there is one described
here:
http://www.youtube.com/watch?gl=GB&v=9WnV7zUR9UA
Just ignore the bits about non-locality and many-worlds if you find them
offensive, and bear in mind the talk pre-dates Prof. Deutsch's recent paper.
The point is that it's a real experiment.]

Entangled particles (eg.singlet state electrons) are sent to Alice and Bob,
where measurements are made in either the horizontal or vertical direction.
We also have Charlie. Charlie receives a signal from Alice and Bob (via
optical fibre) indicating their results. When Alice and Bob perform their
experiments on orthogonal axes, we get 4 Charlies, which could be labelled:

(Up, Left), (Up, Right), (Down, Left), (Down, Right)

or

(Left, Up), (Left, Down), (Right, Up), (Right, Down)

depending on which way round that experiment was performed.

However, when measurements are performed on the same axis, we don't get 4
Charlies, we only get 2:

(Up, Down), (Down, UP)

or

(Left, Right), (Right, Left).

The (Up, Up), (Left, Left), (Down, Down),  (Right, Right) Charlies never

http://www.youtube.com/watch?gl=GB&v=9WnV7zUR9UA


occur.

We set thing up so that the signal photon coming from Alice constitutes the
"wave of differentiation". Worlds are splitting as the photon(s) travels
down the optical fibre(s). The same goes for Bob.

If Up and Left are both signalled with a RED photon, and Down and Right by
BLUE photons, we get the following worlds when the experiments are performed
on orthogonal axes:

(RED, RED), (RED, BLUE), (BLUE, RED), (BLUE, BLUE)

When measurements are made along the same axis however, we only ever get:

(RED, BLUE), (BLUE, RED)

The measuring device at Charlie knows what to do with particular photon
pairs, depending *WHY* the photons were created. It can tell whether the
RED/BLUE waves of differentiation are a result of measurements made on the
same axis or not, and splits accordingly, into 2 or 4. It cal tell whether
(RED,RED) is OK or not.

How does Charlie know whether to split into 4 or 2?

Tom

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Memes and Brain Organisation (Was: Consciousness)
Date: October 18, 2011 at 10:10 PM

On Oct 18, 2011, at 2:09 AM, Brian Scurfield wrote:

On Tue, Oct 18, 2011 at 11:23 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 16, 2011, at 2:18 AM, Brian Scurfield wrote:

On Sunday, October 16, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 15, 2011, at 9:07 PM, Brian Scurfield wrote:

The idea that consciousness happens locally as a result of implicit
knowledge contained in certain memes which attach themselves to ideas
gets around some of the problems of the common conception of
consciousness I think.

So does the idea that it can be caused by knowledge already in the brain, 
that creates consciousness of ideas meeting various criteria, without those 
ideas needing to have their own built in consciousness feature.

This version doesn't require extra knowledge to be tacked on to every idea 
which doesn't really make sense.

If there was extra knowledge tacked onto every idea, that'd be inefficient. 
It'd be bad design.

When an inexplicit idea is expressed in words

that's a contradiction, so i don't know what you mean.

Suppose you have an inexplicit idea that you are hungry and it comes
to your attention. Then you express the idea in words, saying
something like "I am hungry". So knowledge in that inexplicit idea has
been augmented with words: The idea "I am hungry" now contains a lot
of extra information.

When you communicate the idea, the words get passed on, not pointers



to the words.

typically, no. other people will remember versions of your statements in their own 
wordings or inexplicitly.

this happens a lot even in email discussions where the original words are still 
quoted. heh.

It's possible that while the idea is in your brain, it
holds pointers to the words and these get dereferenced when the idea
is communicated. Alternatively, the idea has attached to a copy of the
words. These two different possibilities could be tested for they
would lead to people making completely different kinds of mistakes,
especially when neural damage occurs.

people can make ideas explicit but at that point it's not an *inexplicit* idea being 
expressed in words, it's no longer inexplicit.

if there was an important point before this distraction, which isn't covered 
elsewhere, please repeat it.

Canonical versions don't just save on data storage. Even more important, 
they mean that if you *change it* then it effects *everything with a pointer to 
it*.

If the change has a mistake then this causes a global issue. It's not
a gradual change.

you can keep the diffs around if you need to revert.

global changes are very good in some cases like bug fixes.

in dangerous cases you can make a new fixed version and then update 
pointers to point to it one by one as you use those ideas.

with copy/paste style coding, you lose the option to make a global bug fix, 
which is bad. repetition of code has major problems which can be avoided. 



naive ways of avoiding those problems do indeed have their own problems, 
but those are soluble, while repetition has fundamental problems soluble by 
not doing it.

i think our brains are better organized in many respects than our codebases. 
they in general use all the important software dev principles we know, like 
DRY, as well as more. they will sometimes have some dumb mistakes, but 
even then they won't usually mimic what we know to be really bad coding 
practices, it'll be different.

DRY may not be good if the computer is made of unreliable and noisy
components like neurons and synapses. If neurons are constantly dying
and leaving dangling pointers or unreferenced objects, then not using
pointers and having multiple local copies might be better design.

DRY and redundancy are compatible.

if you keep several copies in a systematic way for the purpose of error correction, 
with a syncing mechanism or some other way to solve the problems of multiple 
copies, then it's not violating the purpose of DRY, and it's nothing like copy/paste 
coding which is simply bad and isn't even a good way to get data integrity in the 
face of hardware unreliability.

btw making multiple copies of data is not an efficient way to deal with random 
errors. it's simple but you can do better than that if you have data intended for 
error correction and specifically designed for it. feynman talks about this in his 
lectures on computation.

If you have separate copies of the same data, then if you want to make a 
change you have to find and update all of them, or have versions out of 
sync.

The meme doesn't care if it's siblings are updated or not. Why should
it?

i'm not talking about what a static meme wants. i'm talking about how people 
choose to organize their mind, in terms of what they want and care about.



How people organize their minds is not independent from static memes,
at least not yet.

right but it is effective enough to know lots of things about lots of fields. it's not 
done too terribly.

I think to better understand human minds, it is
helpful to take the meme viewpoint and consider what the meme "wants".

i don't think memes want DRY violations. if you make a mess of things, how are 
you going to exercise careful, exacting control? i think highly evolved static 
memes have a light touch (except in special circumstances) and don't mess up 
much that they don't need to. i think they generally like predictability.

Static memes were once the only kind of meme and evolved universal
creativity because it enabled them to replicate better. And, then,
although that creativity gave us the ability to potentially reorganize
our minds by developing better ideas, they took over our minds and
hindered our chances of getting that knowledge. Who organized who? Did
the people of the time organise their own minds, or did the memes? I'd
say it was both and that is because people aren't really distinct from
the memes and ideas they hold.

With the rise of dynamic memes, we've learnt to organize our brains
better and so did the memes. That is, some dynamic memes contain overt
knowledge that we as people can use to better organize our brains, but
also other knowledge for organizing our brain that they themselves use
to replicate. I guess that in these memes the one kind of knowledge is
related quite closely to the other kind. Static memes would keep their
true knowledge for organizing brains more hidden from us as people I
guess - their knowledge isn't as open and accessible.

even people dominated by static memes are so much more impressive than Siri, 
Excel, Watson, etc...

to be so much more effective, i figure the organization and design of their minds 
is, in most ways, better than the organization of those programs.

however static memes have people organize knowledge it's better than how any 
current software development does it.



people impose organization on their ideas.

Yes, in that people are memes and ideas and these are what impose the
organisation via the knowledge they contain. But I don't think that is
what you are trying to say exactly. I'm guessing you're saying we have
free will to organize our minds as we see fit. If some memes were
organizing your mind without your (whoever "your" is) knowledge in
order to replicate there seemingly would be a free will problem as in
you are not in control. Don't know.

i mean that ideas about chess, bacon, hockey, or almost any other topic do not 
control people, the way they are organized is imposed on them (in a way that 
does take into account what will work well).

most ideas have organization imposed on them. by people or, if you prefer, some 
"core" ideas in charge of the mind (e.g. the ideas about how to organize other 
ideas, and about which other ideas to pay attention to at all vs which to reject or 
forget).

if some meme comes complete with a way of thinking about itself, a person 
may unify that with some existing way of thinking he has, or pull redundant 
parts out to libraries, or separate it from the idea and keep it around as a way 
of thinking for possible general use (especially if he finds he has 3 memes 
offering similar things).

The knowledge in the meme may not be easy to get at however. A dynamic
meme may enable itself to be broken apart easily like that, but static
memes contain sophisticated knowledge that we acquire somehow and yet
often we aren't aware that we have it let alone being able to put
redundant parts in libraries.

there's limited bandwidth for getting static memes to the next generation.

that means inefficiencies get crushed, doesn't it?

if there are two common static memes that have redundant parts wasting 
bandwidth, a new meme could evolve to fix that and control that spare bandwidth 



itself, right?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Memes and Brain Organisation (Was: Consciousness)
Date: October 18, 2011 at 11:03 PM

On Oct 18, 2011, at 4:41 PM, Brian Scurfield wrote:

On Tue, Oct 18, 2011 at 12:21 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 16, 2011, at 7:27 PM, Brian Scurfield wrote:

On Sunday, October 16, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 15, 2011, at 9:07 PM, Brian Scurfield wrote:

On Sat, Oct 15, 2011 at 11:56 AM, Elliot Temple <curi@curi.us> wrote:

in any case, i don't think ideas directly control people, but rather people 
control themselves and their methods of control have implications and 
consequences which they don't fully understand, including thinking of some 
"unbidden" ideas, including ones that contradict the values they tell their 
friends, and perhaps themselves, that they adhere to.

This sounds like saying people are something separate from there ideas
- though I suspect from the comments just preceding the above that you
don't really think that. If ideas don't directly control us, what
does?

most ideas have no direct control. only a few are in control and they govern 
how to deal with other ideas. those few can be changed and revised.

there are lots of ideas that seem to take control in special cases, but they are 
subject to veto or quality control checks or whatever by some other ideas.

it's a little like teachers have near zero genuine control over children, b/c if they 
actually did stuff parents really seriously didn't want, the parents would 
withdraw the kid from school. so the parents are in control, and the teachers 
*seem* to have some control as long as the parents don't object, but the 
teachers aren't really fundamentally in control.

most ideas have a status like teachers. as long as everyone is cooperating 



they can do what they do. but in a fight for control they will lose, and it won't 
even be close.

Come to the BoI list and you can learn why minds are a bit like
parents and teachers :)

It requires a lot of knowledge to be able to internally monitor other
ideas and to turf them out if necessary. The ideas that enable us to
do that have to be constantly creating knowledge - they are
sophisticated things.

Yes but they have an important special feature. They can make API calls like 
"think about X and see if it's a threat to Y". they can take advantage of the mind's 
intelligence and use that to help figure out what to do. they don't need the 
knowledge of how to analyze everything themselves but can outsource to get 
*intelligent* answers.

static memes in general use this, and it's one of the things making them so hard 
to get rid of or reform. they *harness human creativity* and use it to entrench 
themselves, counter criticism, create blind spots, and so on.

in general, static obstacles don't make for nearly as hard problems as static 
memes which can make adjustments dynamically to deal with any plan to get rid 
of them. (they can't do this unlimitedly well to deal with any possible arbitrary way 
to get rid of them. they depend on evolved knowledge of how to do it, and how to 
usefully harness their host's creativity, and this knowledge has significant but 
finite reach and flexibility).

it's unclear how centralized and unified the ideas with actual control are. most 
ideas are decently decentralized, decently autonomous, and not actually in 
control.

If the ideas with actual control were centralized then knocking out
the particular part of the brain where they reside would disable the
person. But people's brains can take a lot of damage and yet they are
still able to control their minds. So I would suspect the ideas with
control have a lot of localization.

centralized control is compatible with storing data for recovery in the case of error 



or data loss.

like you can have a canonical, official version of a file, and then 5 more copies of 
it on backup drives, which do not have the same status as the main one, but are 
merely backups that won't do anything unless the main one breaks.

a more passive static meme could exist too. it could simply have evolved 
knowledge of what information to passively present so that when a person 
does look at it then it gets what it wants. it's then in control in the sense of its 
knowledge is causing outcomes, but it's not in control in the more typical sense 
because there are other ideas which are in control (but which are being 
expertly manipulated).

In your example, the meme, when it is "looked" at by other ideas that
are in control, is expertly manipulating them without taking overt
control itself. If it just waits to get looked at, then that tactic of
passivity is just that: a tactic. The meme employs that tactic not
because it is passive about getting replicated but because that's what
it needs to do get replicated.

being a tactic doesn't prevent it from being passive in various senses.

tightly coupled code means if you change one part then the other breaks, 
cause it relied on the first part, and not through well defined public APIs which 
could retain their function despite internal changes, but rather it relies on 
various implementation details of the other thing.

As they say, a happy client is a decoupled client.

don't get it. maybe it's some kind of pun about business clients (like Walmart) and 
software clients (like Safari)?

Most of the time they don't even make up any reason, or worry about 
reasons. They give little to no conscious thought to large parts of the 
subject (while, if they are middle class, consciously obsessing over some 
minor details discussed in some books on the matter).

and gained knowledge about how to create consciousness,



I'm skeptical of this concept of individual ideas having their own 
knowledge about consciousness. That's like reinventing the wheel.

Ideas don't exist in isolation, they depend on other ideas and, in
particular, on memes, which contain lots of adapted knowledge. It is
that adapted knowledge which contains knowledge of consciousness and
this knowledge is not created afresh when you have a new idea.

but you were saying each idea has its own copy? so at least a copy would 
be created afresh for every idea one wants to think about consciously?

Yes.

do you still think that?

The neorological evidence seems to indicate minds are organized very
differently to our computers. There is no central CPU, no separate
memory modules, no clock, and all computing is done with neurons that
are orders of magnitude slower than silicon gates. The neurons are
noisy (I understand that neurons are never quiescent - they will
generate apparently random spike trains even when getting no inputs)
and wired up in huge nets where everything is talking at once. It
seems hard to picture how global canonical versions fit in with all
that. Local copies of stuff and carting stuff around with you might be
better in the sort of environment that is the brain.

local copies in a naive or disorganized way is a horrible way to deal to deal with 
hardware error. you can get better protection against errors, with faster and more 
reliable recoveries, if you have an organized approach.

local caches for fast access, like a website might get cached at strategic points 
around the world, is compatible with DRY.

it's only different than a canonical version if they're all autonomous, e.g. the local 
versions don't sync up.

if you have something like that, then it'll soon become a mess that is impossible 
to keep track of with current techniques. you'll have tons of out of sync versions 



of many different things all interacting with each other in complex ways, and when 
you try to make any kind of big change to your mind, a change with reach, you'll 
never manage to find everywhere that needs some kind of adjustment, and you 
won't be able to figure out the right adjustment to make in every place b/c some 
ideas will have old bugs that prevent a particular adjustment from working, or 
something will be a dependency of something else that can't deal with the 
change, or whatever.

these problems are not insoluble. but they are insoluble by methods like 
copy/paste coding. they could only be solved by more advanced methods than 
we know of. if/when we invent those, we will not describe them with statements 
like "each idea has its own copy". we'll instead involve some new and better 
concepts which may have some similarities to copies but will have important 
differences (and which will, IMO, not violate DRY b/c it's fundamentally correct).

this something better will have the good *effects* of canonical versions, and have 
dissimilar effects to copy/paste coding which has wide ranging bad effects. so for 
example when I try to remember my opinion of a topic, say induction, i reliably get 
the same answer (to high precision), instead of getting a random one of a set of 
different, divergent ideas about it. and if i then change my mind about induction, 
and then do lookups, i won't sometimes get the old idea and sometimes the new 
one, and give totally inconsistent statements. i actually can change my mind 
about a topic like induction and update my opinion. there is a canonical version of 
my opinion on the matter, at least notionally, or at least something different which 
provides some of the same features (which the concept of disorganized 
redundant copies does not provide, without tons of refinement, advances, 
additions). we take features like that for granted, we're used to them, we have 
them. the brain must be organized in an advanced enough way that it can provide 
them.

also, consider some idea about how to think about other ideas. there might be 
100 "copies" but there certainly isn't one for every idea in the whole brain. there 
isn't enough data storage to add a ton of overhead to every idea, but there is 
enough to have local headquarters in various places.

I find it hard to conceive of how
consciousness might be a bad thing, however, even if it turns out to
exist only in the same way Harry Potter exists (it is OK to enjoy
Harry Potter).



If you like Harry Potter, you might try the Alcatraz series by Brandon Sanderson.

My guess is that it is not a bad thing, so,
tentatively, I'll enjoy it.

I agree they do that. It's sophisticated knowledge they have. That's the
sort of thing I was getting at about consciousness helping some memes 
call
attention to themselves (or rather, aspects of themselves - the overt
content). We choose what to pay attention to but we don't do it in 
isolation
from ideas we hold.

we have ideas about how to use our attention, what is interesting, what is 
important.

some static memes certainly tinker with this to their benefit. some rational 
memes offer advice about it.

i don't think an idea needs to have any content about this to be 
considered consciously, though.

What you are saying is that in principle any idea in your mind could
be brought to consciousness attention. Whereas my guess is saying some
ideas in your mind don't by themselves have enough knowledge
associated with them to enable that to happen and have to gain the
knowledge by getting "decorated" with memes that do have the
knowledge.

what do you mean by "decorated"?

do you mean the programming concept? i can't tell.

http://en.wikipedia.org/wiki/Decorator_pattern

Yes, I had in mind the decorator design pattern where attributes are
added to an object at runtime. Here, there is no canonical form

http://en.wikipedia.org/wiki/Decorator_pattern


there kind of is.

consider javascript, a prototype object language (i don't write much JS and 
don't know the exact term).

I think that's the right term. JS is also a dynamic language and kinda
a functional programming language (though it doesn't support
immutability). It's more interesting than it gets credit for.

it sort of works the way it's supposed to. it gets credit among people who care, 
while the sort of people who hate lisp don't look much beyond its syntax and don't 
complain. in my understanding, it was intentionally made to look non-scary to a 
certain large group of people (who are mistaken) on purpose.

Yes. [For people wondering what DVCS means: it is Distributed Version
Control System. SVN is Subversion.]

google has it covered.

As you mentioned, though, people should be thinking about the right
sort of abstractions for their problem. You don't bring a tool to a
problem, you consider what tools are appropriate to the problem. In
some situations, DRY won't be appropriate and you should violate it.
For example, when trying to get information across a noisy channel,
repeating yourself is a good thing.

i think you're taking DRY too literally and not considering its substance which is 
the explanations behind it, which don't say anything about not having error 
correction bits in data storage or messages.

not that literally repeating yourself is a reasonable way to send messages over 
noisy channels. so you send 10 messages, all the same. the receiver gets ten 
versions. how does the receiver know which one is right?

if the only type of error is bit flipping, then you can go through the message, bit by 
bit, and take a "vote" where you see which way the bit is in the majority of 
messages. but with the possibility of other kinds of errors, like deletion of sections 
of bits, then you can receive messages of different lengths and that won't work 



anymore. there's an actual right way to do this which is different than repetition.

DRY, btw, is not merely about some of the concrete wins it provides, like how if 
you pull a piece of functionality from several places, then add a new feature to it, 
they all gain the feature. it makes for better knowledge on a deeper level. it's sort 
of about understanding the reach of knowledge. for example, if knowledge can 
reach to three places, but then you have a version of it that is only in one place, 
you're sort of contradicting yourself or demonstrating a lack of understanding of 
the knowledge. it has this reach which isn't be used or expressed. the code is 
misleading or using the knowledge wrong.

and in some senses, DRY is a mantra against parochialism, it says to write code 
in at least as generalized a version as your program can use. this can lead to a 
change, for example, from:

def foo(n)
  return 4  if n == 2
  return 6  if n == 3
  return 8  if n == 4
  return 10  if n == 5
  raise "bad input"
end

to

def foo(n)
  return n*2
end

the first one is less DRY because it's repeating the idea of multiplication 4 times. 
it's not literally repeating any functionality or copying anything, yet it's not DRY. 
and it's *bad*. making code DRY makes it better. consistently. this apparently 
mysterious occurrence is explained by the reach and power of the DRY concept.

one more example:

i >= 2 && i <= 5

vs



(2..5).include?(i)

no straightforward repetition, but the second one has abstracted a commonly 
used task into a method (include?) instead of implementing a version of it inline. 
consequently the second code is written at a higher level of abstraction that better 
reflects the explanation of what it's doing, and the thoughts in the programmer's 
mind, while the first one is more lost in implementation details.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] TV anti-child scientism
Date: October 19, 2011 at 12:55 PM

On Oct 18, 2011, at 3:07 PM, Alan Forrester wrote:

Some paediatricians in America have decided to issue a press statement saying 
that children under two shouldn't be allowed to watch television, see

http://news.ycombinator.com/item?id=3126020
http://www.nytimes.com/2011/10/19/health/19babies.html
http://www.aap.org/pressroom/mediaunder2.pdf

This recommendation is allegedly based on research described in a paper that 
they have made available for free

http://pediatrics.aappublications.org/content/early/2011/10/12/peds.2011-
1753.abstract

...

"Children progress through developmental milestones on a continuum. Where 
each individual child is on that continuum determines what that child is capable 
of learning from a televised program. Some 18- to 24-month-olds might be 
capable of learning from media, but others might not."

So they claim they can predict the growth of knowledge in children, i.e. - they all 
have to pass through "milestones". But they're very vague about the timing  and 
what determines the timing. Sounds like they don't know much about learning 
and they don't even understand that there are indications of this problem in what 
they're saying. And they haven't explained how they can predict the growth of 
knowledge in children, which contradicts the laws of epistemology.

They claim that television distracts parent and child from one another. The 
emphasis here is wrong. The TV is not a distraction: the person watching it is 
more interested in the television than in the other people present.

More interested in the TV than the *current interaction* with the other people 
present. This is no shame for those people who may be very interesting 
generally. And who may be talking about something to address problems they 

http://news.ycombinator.com/item?id=3126020
http://www.nytimes.com/2011/10/19/health/19babies.html
http://www.aap.org/pressroom/mediaunder2.pdf
http://pediatrics.aappublications.org/content/early/2011/10/12/peds.2011-1753.abstract


care about but which the child doesn't currently.

The question is not why people find TV interesting, it is designed to be 
interesting. Rather, the question is why they find the other people present 
boring.

Not boring but less interesting at this moment.

TV has big budgets and many writers, and lots of shows of which one selects the 
most interesting, and various other advantages. There's no shame in not always 
being more interesting than the TV.

The child has no obligation to be interested in the parent, but the parent does 
have an obligation to be interested in the child. Paediatricians are either not 
interested in this moral asymmetry or they are unaware of it.

I agree but I also think that even if a parent is very interesting his child will still 
want to watch some TV (and youtube).

They say children spend less time interacting with parents and reading if they 
watch television, but don't bother to ask why those activities are less interesting 
than TV. Rather the presumption is that they are more valuable than TV despite 
the child preferring TV.

Yeah, the general presumption is that whatever children like is prima facie bad. It 
happens with video games too. And books, back when the printing press was 
newer and books were one of the most interesting things around.

They say TV is associated with less sleep and less regular sleep partly because 
children resist being put to bed more. Note the presumption against the child 
making independent decisions.

Heh, wouldn't sleeping more be associated with boredom, and sleeping less with 
having enough to do?

Or sleeping more associated with going outside and doing more tiring stuff (a 
disadvantage. if you can learn stuff more easily, that's better).

They say that infant media use is correlated with children not paying attention in 



school. That could easily be due to the child thinking independently and finding 
teachers boring.

Yes, exactly. People with access to information are less obedient.

Children are forced to go to school, so it's not surprising that they would find it 
boring. They are not given much choice about what to learn or when to learn it. 
Many teachers are boring or otherwise unpleasant, as we would expect from 
people who are all right with having a captive audience.

I have a captive audience. You see, all the other email lists are worse than this 
one. So you're stuck. Mwahahaha!!!

This is even more captivating than school. Kids stop being forced to go to school 
when they grow up. But in the future this will still be the best email list. You'll be 
stuck forever!

I agree that involuntary interaction is a really awful way to do things, which is 
incompatible with reason (it means people being forced to go against their best 
judgment. their minds are being rendered irrelevant by force. what'd be rational is 
truth seeking persuasion and trying to come to an understanding (or leave each 
other alone), not force anyone).

Finally, I think this is an interesting quote from the paper:

"Research findings to date might suggest a correlation between television 
viewing and developmental problems, but they cannot show causality. Are 
infants with poor language skills placed in front of the television more? Are 
infants with shorter attention spans more attracted to screens?"

So they admit that their evidence isn't worth much since they have not 
eliminated other explanations. The evidence is actually worthless bearing in 
mind the flaws in how they assess children. But they pronounce a verdict 
against letting children watch television anyway. Why? Because that's the 
conclusion they wanted and so they went hunting for ways to make it sound 
plausible, not because they're trying to be bad, but instead because they suck at 
epistemology and moral philosophy.



They're not focussed on criticism, and finding ideas without any known flaws, 
which they think is too hard and unrealistic. Instead they try to justify and build up 
"support" for their conclusions without worrying about actually dealing with all the 
ways they could be wrong, could be fooling themselves, etc...

See also:

http://web.archive.org/web/20030623075610/http://www.tcs.ac/Articles/VideoGam
esInterview.html

-- Elliot Temple
http://elliottemple.com/

http://web.archive.org/web/20030623075610/http://www.tcs.ac/Articles/VideoGamesInterview.html
http://elliottemple.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: [BoI] "Performing Philosophy" inspired by BoI
Date: October 19, 2011 at 2:30 PM

http://vimeo.com/29938326

I'm not sure whether I like the video from an aesthetic point of view, but it's cool 
that people are being inspired by BoI and making videos that will draw further 
attention to the ideas and so on.

The climax of the video focuses on the point that the topography of Manhattan is 
no longer shaped by natural forces, but by knowledge, and that this will 
eventually extend to the whole universe. Given the nature of the video, are there 
better points that the filmmaker could have focused on?

- Richard

-- 

http://vimeo.com/29938326


From: Christopher Collins <ccollins@glebe.bromley.sch.uk> <beginning-of-
infinity@googlegroups.com>
Subject: Re: [BoI] "Performing Philosophy" inspired by BoI
Date: October 19, 2011 at 3:43 PM

Thanks a good find, Memetics in action. The development from page to
video demonstrates the reach of the ideas.

On 19 Oct 2011, at 19:30, "Richard Fine" <richard.fine@gmail.com> wrote:

http://vimeo.com/29938326

I'm not sure whether I like the video from an aesthetic point of view,
but it's cool that people are being inspired by BoI and making videos
that will draw further attention to the ideas and so on.

The climax of the video focuses on the point that the topography of
Manhattan is no longer shaped by natural forces, but by knowledge, and
that this will eventually extend to the whole universe. Given the
nature
of the video, are there better points that the filmmaker could have
focused on?

- Richard

-- 

-- 

http://vimeo.com/29938326


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] "Performing Philosophy" inspired by BoI
Date: October 19, 2011 at 4:48 PM

On Oct 19, 2011, at 12:43 PM, Christopher Collins wrote:

Thanks a good find, Memetics in action.

What do you mean? Which type of memes? What did you notice as being 
replicators or distinctive behavior of replicators?

The development from page to
video demonstrates the reach of the ideas.

The reach of ideas is about how an idea intended to solve one problem (or set of 
problems) can solve other problems. Can you point out what you saw as 
demonstrating this?

PS Read and follow the list guidelines. Don't top post again. Don't refer to things 
(e.g. "a good find" or "video") with no statement or quote communicating what is 
being referred to.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fallible Justified True Belief
Date: October 19, 2011 at 6:18 PM

On Oct 18, 2011, at 12:04 AM, Abraham Lewis wrote:

On Sun, Oct 2, 2011 at 12:10 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 28, 2011, at 11:20 PM, Abraham Lewis wrote:

On Sun, Sep 25, 2011 at 12:08 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 24, 2011, at 11:26 AM, Abraham Lewis wrote:
On Fri, Sep 23, 2011 at 10:20 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 23, 2011, at 7:29 AM, Abraham Lewis wrote:

What seems to me is happening is that Popper is taking JTB, filling in
the

blank of what constitutes Justification,

Popper offers criticisms of Justification as advocated by proponents of it.
I think that is useful. There are also general arguments applying to
anything fitting a minimal meaning of Justification (e.g. the regress
argument).

Is there a JTB theory that Popperian epistemology fails to refute?

Fallibly JTB, which is what I'm proposing here.

in order to propose it, you'll have to specify what it is, and how it works. you'll 
have to address the problems of epistemology such as the problem of induction, 
the problem of sorting good ideas from bad and true from false, the problem of 
what "justification" is (if you use it) and subproblem of that, the problem of saying 
what knowing is, the problem of explaining how to use these things, and so on.



The rest of the problems you cite seem like good
specific questions that don't undermine JTB by their existence.

What are the answers to them? The reason they undermine JTB is that (we
claim) they don't have successful answers.

The answers depend on the specific paradigm of justification in the
specific

context. To criticize JTB in this way is like criticizing theories of
physics in general by asking, "What are the velocities of particles?" The
answer depends both on the specific theory and specific particles.

What are successful answers provided by the paradigm of your choice?

Okay, let's give some specific examples. Someone's belief that they
subjectively experience something justifies that subjective experience, ie.
if they believe they are experiencing something then they are justified in
that belief. The reason it justifies it is because they are the same thing
and thus self-justifying. Such a belief completely justifies itself.

Bringing up a highly controversial topic, and relying on controversial claims about 
it for your example, makes it hard to focus on the epistemological issues. I do not 
agree with this stuff reminiscent of Descartes, and consider it a separate topic.

Could you try a more plain example? Like justify that your room has a door, or 
that it's good to feed your pet cat, and say what that justification means and what 
difference it makes to life, and address the problems justification commonly faces 
such as regress or circularity. or there's the dog hair example below.

It seems to me that you're assuming a certain
principle of justification, which is an answer to the second question I
listed.

The reason people don't normally allow any criticism (even of a "small"



issue) to automatically render something unjustified, no matter the case
for

it being justified, is that this kind of overrules all their arguments
for

justification of things and makes their justifications too easily
irrelevant.

If all unanswered criticism renders beliefs not justified, then we can
start asking: in what way does your position differ from Popper's? It's
possible (but misleading) to phrase Popperian epistemology using the

*word*
justification. If you define "unjustified" as "criticized" then that

could
be a step towards adopting a Popperian view.

That's kind of my point, but with the shoe on the other foot, so to
speak.

It seems to me that Popper (or DD) narrowed down the meaning of
justification to something incompatible with his position when it, in
general, is not necessarily so.

Is there a JTB theory which is compatible with Popper and DD?

I am proposing Fallibly JTB. Although I don't believe the ideas are
generally original to me, I am naming it here, although it might already
have another name.

If you're proposing something that isn't original, could you point out a prior source 
or statement of it? Might save some time if others are familiar with it.

It's not DD or Popper's conclusion that I disagree with, it's their
criticism of ideas that they characterize as contradictory which seem

weak
simply because they seem to characterize them as contradictory when they
aren't necessarily. It may just be that I was influenced by Popper in

ways



that I didn't know of before I even heard of Popper. In general, while I
like and agree with his positions, his characterizations of Empiricism,
Inductivism, and JTB have all been different than how I naturally
interpreted them.

Is there a characterization of Inductivism which is not refuted?

What is the refutation? Certainly not Hume's argument. I know of no others

Why not? Hume pointed out that, as a matter of logic, induction doesn't work. 
What's wrong with that?

there's also Popper's various arguments, as well as Deutsch's in FoR and BoI (in 
chapter 1).

anyway, you're claiming there exists a characterization of induction which is not 
refuted. please go ahead and *provide that characterization* so that others have 
the opportunity to criticize it or point out refutations that apply.

and Hume's has been refuted, as far as I am concerned, though I never found
it convincing to begin with. (I should clarify that Hume actually has what
amount to two arguments that are often conflated. One is effectively an
argument in favor of fallibilism, which I accept. The other, which is an
argument against induction, I find lacking.) Here's an argument that I
consider a sound refutation of Hume's skepticism:
http://nekhbet.com/hume/index.html

please specify the part you mean

I am not claiming that "we are" anything. I am claiming that, in the abstract, 
many or most of them [some statements that some people would deem obvious] 
are probably true, we just just don't have certainty about which, if any, are.

fallibilism says it's easy to be mistaken. mistakes are common.

http://nekhbet.com/hume/index.html


it follows that many or most of them are *false*. in other words they have some 
flaws (which btw is the same thing as potential for improvement and progress).

why do you disagree?

further, how do you know what proportion are true (or "probably true" -- where 
does probability come into it?)? how did you determine the proportion?

BoI says we're always at the *beginning* of infinity (due to the nature of infinity) 
which means we always have more ahead of us than behind, so we're not near 
the truth, we're not ever most of the way there and mostly right, and we couldn't 
be.

Newtonian mechanics makes empirical predictions which are false.
Therefore

it is false.

Like what? (I am asking for an example because I intend to show the
problems

with the line of reasoning people are following when they make those kind
of

claims.)

http://farside.ph.utexas.edu/teaching/celestial/Celestialhtml/node40.html

If the calculation described in the previous section is carried out more
accurately, taking into account the slight eccentricities of the planetary
orbits, as well as their small mutual inclinations, and retaining many more
terms in the expansions (147) and (149), then the perihelion precession rate
of the planet Mercury is found to be 5.32 arc seconds per year. However, the
observed precession rate is 5.75 arc seconds per year. It turns out that the
cause of this discrepancy is the general relativistic correction to
Newtonian gravity.

http://farside.ph.utexas.edu/teaching/celestial/Celestialhtml/node40.html


end quote

The reason for the difference is that the mass of the sun causes space to
curve significantly in the vicinity of Mercury's orbit. But it is not a
claim of Newtonian mechanics that space does not curve. Rather, it was an
assumption of Newtonian mechanics that happened to be "technically false"
(ie. false if considered more exactly than the engineers of Newtonian
mechanics had considered), but not false in the normal sense of the word.
The questions that Newtonian mechanics was created to answer are not
affected by the curvature of space to a significant degree. Why should their
theories be interpreted as making strong claims on issues that they probably
never even really considered and about minor differences in measurements
that they never even calculated? Newtonian mechanics is about abstract,
theoretical, often "perfect" concepts. And the claim is that those concepts
approximate the working of our universe to a high degree of accuracy, which
they do.

That's how I see it, at least.

Newton intended for his theories to apply to Mercury and provide the correct 
answers, and knew that they had to apply or he'd have the problem of an 
*unexplained exception*, which is bad.

and i think newton intended his formulas to be exact. so when it comes to an 
apple falling from a tree on Earth, he's also wrong. his formulas give the right 
answer to good precision but not actually correctly, because they do not correctly 
model what happens when an apple falls.

i don't see why you're so eager to try to say everything is "true" even if there's 
stuff wrong with it. i wonder if you think 1&1&1&1&1&0&1&1&1&1 should be 
called "true"? anyway, what words do you suggest using for what I call true and 
false?

to Popperians, this is important because we need a word to call an idea we 
discover is mistaken, criticize, and drop in favor of some new idea. we call it 
"refuted" to refer to the process of what happened to it and its current status 
among us. and we call it "false" to refer to its objective nature (which we may be 



mistaken about, but it's still useful to be able to speak of). we say we discovered 
it wasn't "true", and we now changed our minds to some other idea which might 
be "true" (we can hope. and at least we don't yet know something wrong with it).

since, there's never any reason to use any idea known to be "false", we don't 
think calling them "false" is too harsh. as we've discussed, in the case of 
Newton's laws people today use a *new idea* which incorporates the original 
content as well as some understanding of when it will provide good enough 
answers to solve some problems, and when it won't and must not be used. this 
"new idea" is different than the one that existed in Newton's time because it has 
various changes to make it better, which actually get it to the point that no one 
has any criticism of it, it has no known flaws or ways it's "false".

what we don't want is people to say, "sure you criticized the idea, and it's 
technically 'false', but so what? we'll just keep using it and hope nothing goes 
wrong". there is a distinction we regard as important between ideas we know to 
be "false" and ideas we don't have any criticism of. we regard it as important to 
rely on the second type, and not to use terminology that obscures this crucial 
distinction and encourages people to disregard criticisms.

in the case of Newton's laws, no physicist is disregarding criticism. they have an 
understanding of what Newton's laws are, and aren't, that has no known 
refutation or flaw, no reason to say it's not "true".

If a foundation is allowed to be questioned, that restarts the regress
problem. For foundations to be an answer to the regress problem, they

have
to be unquestionable.

Okay. So let's say it's not questionable.

Putting forward ideas that are beyond question is bad. It is an end to
progress in those areas. And they might be false -- and causing big problems
-- but we aren't allowed to question them and find out.

There's also the issue of which things to make foundations and why.
Normally it is done, implicitly or explicitly, by appeal to authority.



What questions would you have for subjective experience?

i don't think you understand what unquestionable means. if you let me ask 
questions about X, then you'd have to answer them without using X as a premise 
(or you wouldn't really be answering). so X wouldn't really be a foundation, it'd be 
something you argue for using Y and Z (whatever you use in your answers to my 
questions).

at which point we're back to the regress problem: i could question Y and Z, and if 
you try to justify them with A and B, I can ask for the justification of those, and so 
on, forever.

foundations which you will rationally defend simply don't solve the problem 
created by a demand for justification (the problem being that if only justified 
statements are any good, then an unjustified statement can't serve as a 
justification, so you have a regress problem).

Every case is problematic. For example, justifying that a dog has hair, and
saying what that justification means and does, and how it is relevant to
learning about the topic.

I see shapes that I interpret to be a dog with hair on it. That provides
justification for the belief that that dog has hair.

why does that provide justification?

what rules are you using for determining what provides justification for what?

your interpretation could be true, or false. are you saying that the consequences 
of it being true are justified, while the consequences of being false are not? why?

what about the three questions you didn't even try to answer?

it seems to me that even for a long time after Aristotle the vast
majority of people have had, in practice, something of the Xenophanic view



I'd be interested if you had any specific people/books in mind.

I am not talking about academic and scholarly views, but about the views
out

of which people (not just scholars) generally operated. This would be an
expression of the fact that what people believe and what people think

they
believe are often different.

Do you have any history books in mind that you think cover this well?

No. It's an observation about history. The observation was made from reading
general reasing of historical documents, history books, and to a lesser
degree an observation from the short period of history covered by my own
life. Almost any historical book will do as long as is not too philosophical
and deals with people.

so, can you name a good book that qualifies?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Memes and Brain Organisation (Was: Consciousness)
Date: October 19, 2011 at 7:27 PM

On 19 Oct 2011, at 04:03, Elliot Temple wrote:

This sounds like saying people are something separate from there ideas
- though I suspect from the comments just preceding the above that you
don't really think that. If ideas don't directly control us, what
does?

most ideas have no direct control. only a few are in control and they govern 
how to deal with other ideas. those few can be changed and revised.

there are lots of ideas that seem to take control in special cases, but they are 
subject to veto or quality control checks or whatever by some other ideas.

it's a little like teachers have near zero genuine control over children, b/c if 
they actually did stuff parents really seriously didn't want, the parents would 
withdraw the kid from school. so the parents are in control, and the teachers 
*seem* to have some control as long as the parents don't object, but the 
teachers aren't really fundamentally in control.

most ideas have a status like teachers. as long as everyone is cooperating 
they can do what they do. but in a fight for control they will lose, and it won't 
even be close.

Come to the BoI list and you can learn why minds are a bit like
parents and teachers :)

It requires a lot of knowledge to be able to internally monitor other
ideas and to turf them out if necessary. The ideas that enable us to
do that have to be constantly creating knowledge - they are
sophisticated things.

Yes but they have an important special feature. They can make API calls like 
"think about X and see if it's a threat to Y". they can take advantage of the 
mind's intelligence and use that to help figure out what to do. they don't need 
the knowledge of how to analyze everything themselves but can outsource to 
get *intelligent* answers.



static memes in general use this, and it's one of the things making them so hard 
to get rid of or reform. they *harness human creativity* and use it to entrench 
themselves, counter criticism, create blind spots, and so on.

So a static meme outsources some of the work required to make sure that it 
remains intact in the face of criticism?

An example: a meme for authoritarianism might prompt people to think that 
experiments conducted by people calling themselves scientists tell us everything 
about reality, and anyone who denies this is a superstitious fool. Once the 
authoritarian meme has done this, it doesn't have to do anything else because 
the meme's holder will ignore arguments to the contrary as being unscientific. 
The person holding the meme will spend his creativity on coming up with 
arguments to refute supposedly unscientific ideas without criticising experiments.

in general, static obstacles don't make for nearly as hard problems as static 
memes which can make adjustments dynamically to deal with any plan to get rid 
of them. (they can't do this unlimitedly well to deal with any possible arbitrary 
way to get rid of them. they depend on evolved knowledge of how to do it, and 
how to usefully harness their host's creativity, and this knowledge has significant 
but finite reach and flexibility).

it's unclear how centralized and unified the ideas with actual control are. most 
ideas are decently decentralized, decently autonomous, and not actually in 
control.

If the ideas with actual control were centralized then knocking out
the particular part of the brain where they reside would disable the
person. But people's brains can take a lot of damage and yet they are
still able to control their minds. So I would suspect the ideas with
control have a lot of localization.

centralized control is compatible with storing data for recovery in the case of 
error or data loss.

like you can have a canonical, official version of a file, and then 5 more copies 
of it on backup drives, which do not have the same status as the main one, but 
are merely backups that won't do anything unless the main one breaks.



a more passive static meme could exist too. it could simply have evolved 
knowledge of what information to passively present so that when a person 
does look at it then it gets what it wants. it's then in control in the sense of its 
knowledge is causing outcomes, but it's not in control in the more typical 
sense because there are other ideas which are in control (but which are 
being expertly manipulated).

In your example, the meme, when it is "looked" at by other ideas that
are in control, is expertly manipulating them without taking overt
control itself. If it just waits to get looked at, then that tactic of
passivity is just that: a tactic. The meme employs that tactic not
because it is passive about getting replicated but because that's what
it needs to do get replicated.

being a tactic doesn't prevent it from being passive in various senses.

So the authoritarian meme always just tells the person to reject any information 
that isn't from the authority and then let's creativity do the rest of the work and in 
that sense it's passive.

The neorological evidence seems to indicate minds are organized very
differently to our computers. There is no central CPU, no separate
memory modules, no clock, and all computing is done with neurons that
are orders of magnitude slower than silicon gates. The neurons are
noisy (I understand that neurons are never quiescent - they will
generate apparently random spike trains even when getting no inputs)
and wired up in huge nets where everything is talking at once. It
seems hard to picture how global canonical versions fit in with all
that. Local copies of stuff and carting stuff around with you might be
better in the sort of environment that is the brain.

local copies in a naive or disorganized way is a horrible way to deal to deal with 
hardware error. you can get better protection against errors, with faster and 
more reliable recoveries, if you have an organized approach.

local caches for fast access, like a website might get cached at strategic points 
around the world, is compatible with DRY.



it's only different than a canonical version if they're all autonomous, e.g. the 
local versions don't sync up.

if you have something like that, then it'll soon become a mess that is impossible 
to keep track of with current techniques. you'll have tons of out of sync versions 
of many different things all interacting with each other in complex ways, and 
when you try to make any kind of big change to your mind, a change with reach, 
you'll never manage to find everywhere that needs some kind of adjustment, 
and you won't be able to figure out the right adjustment to make in every place 
b/c some ideas will have old bugs that prevent a particular adjustment from 
working, or something will be a dependency of something else that can't deal 
with the change, or whatever.

these problems are not insoluble. but they are insoluble by methods like 
copy/paste coding. they could only be solved by more advanced methods than 
we know of. if/when we invent those, we will not describe them with statements 
like "each idea has its own copy". we'll instead involve some new and better 
concepts which may have some similarities to copies but will have important 
differences (and which will, IMO, not violate DRY b/c it's fundamentally correct).

this something better will have the good *effects* of canonical versions, and 
have dissimilar effects to copy/paste coding which has wide ranging bad effects. 
so for example when I try to remember my opinion of a topic, say induction, i 
reliably get the same answer (to high precision), instead of getting a random 
one of a set of different, divergent ideas about it. and if i then change my mind 
about induction, and then do lookups, i won't sometimes get the old idea and 
sometimes the new one, and give totally inconsistent statements. i actually can 
change my mind about a topic like induction and update my opinion. there is a 
canonical version of my opinion on the matter, at least notionally, or at least 
something different which provides some of the same features (which the 
concept of disorganized redundant copies does not provide, without tons of 
refinement, advances, additions). we take features like that for granted, we're 
used to them, we have them. the brain must be organized in an advanced 
enough way that it can provide them.

Some people do give inconsistent statements, e.g. - they want a free society, but 
they want to coerce children, and they want medical care provided by the 
government and so on. So it seems that the organisation might be something that 
people have to learn.



Or is it just that in cases where a person gives inconsistent positions he has anti-
rational memes that stop the syncing mechanism from working by preventing him 
from making some kinds of comparisons?

Alan



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: [BoI] Memes and Brain Organisation (Was: Consciousness)
Date: October 20, 2011 at 12:18 AM

On Wednesday, October 19, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 18, 2011, at 4:41 PM, Brian Scurfield wrote:

It requires a lot of knowledge to be able to internally monitor other
ideas and to turf them out if necessary. The ideas that enable us to
do that have to be constantly creating knowledge - they are
sophisticated things.

Yes but they have an important special feature. They can make API calls like 
"think about X and see if it's a threat to Y". they can take advantage of the 
mind's intelligence and use that to help figure out what to do. they don't need 
the knowledge of how to analyze everything themselves but can outsource to 
get *intelligent* answers.

Some thoughts:

1. If it is outsourcing like this, it wouldn't just be making a call
and getting data back without having an understanding of the ideas the
API is using. Otherwise wouldn't that be instrumentalism? So I'm
thinking the agent itself needs local intelligence and it would be
having a conversation and trying to make sense of what it is getting
back. One thing it would need to be alert to is whether the thing it
is talking to hasn't itself been infected/influenced by a malicious
meme.

2. If it is outsourcing to an intelligent agent, the agent might well
say no or be busy, so it needs other resources to fall back on.

3. Neurons are slow, so if a lot of things are accessing a common API,
there may be significant time delays.

static memes in general use this, and it's one of the things making them so hard 
to get rid of or reform. they *harness human creativity* and use it to entrench 
themselves, counter criticism, create blind spots, and so on.



I hadn't been thinking of this in terms of API calls. Can you explain
more? How does the API call work? I guess in writing this I'm making a
sort of API call to you, but you're not bound to do anything with it.
The only way I could get you to do anything is to persuade you. Well,
not unless I made an API call to some heavies and sent them around to
your place ;) But even then I'd still have to persuade them.

in general, static obstacles don't make for nearly as hard problems as static 
memes which can make adjustments dynamically to deal with any plan to get rid 
of them. (they can't do this unlimitedly well to deal with any possible arbitrary 
way to get rid of them. they depend on evolved knowledge of how to do it, and 
how to usefully harness their host's creativity, and this knowledge has significant 
but finite reach and flexibility).

it's unclear how centralized and unified the ideas with actual control are. most 
ideas are decently decentralized, decently autonomous, and not actually in 
control.

If the ideas with actual control were centralized then knocking out
the particular part of the brain where they reside would disable the
person. But people's brains can take a lot of damage and yet they are
still able to control their minds. So I would suspect the ideas with
control have a lot of localization.

centralized control is compatible with storing data for recovery in the case of 
error or data loss.

like you can have a canonical, official version of a file, and then 5 more copies 
of it on backup drives, which do not have the same status as the main one, but 
are merely backups that won't do anything unless the main one breaks.

a more passive static meme could exist too. it could simply have evolved 
knowledge of what information to passively present so that when a person 
does look at it then it gets what it wants. it's then in control in the sense of its 
knowledge is causing outcomes, but it's not in control in the more typical 
sense because there are other ideas which are in control (but which are 
being expertly manipulated).

In your example, the meme, when it is "looked" at by other ideas that
are in control, is expertly manipulating them without taking overt



control itself. If it just waits to get looked at, then that tactic of
passivity is just that: a tactic. The meme employs that tactic not
because it is passive about getting replicated but because that's what
it needs to do get replicated.

being a tactic doesn't prevent it from being passive in various senses.

OK, I think we agree that it is passive in a sense and in another
sense it is not.

tightly coupled code means if you change one part then the other breaks, 
cause it relied on the first part, and not through well defined public APIs 
which could retain their function despite internal changes, but rather it relies 
on various implementation details of the other thing.

As they say, a happy client is a decoupled client.

don't get it. maybe it's some kind of pun about business clients (like Walmart) 
and software clients (like Safari)?

I meant software client but I guess the same is true of business
clients also. It wasn't intended as a joke.

The neorological evidence seems to indicate minds are organized very
differently to our computers. There is no central CPU, no separate
memory modules, no clock, and all computing is done with neurons that
are orders of magnitude slower than silicon gates. The neurons are
noisy (I understand that neurons are never quiescent - they will
generate apparently random spike trains even when getting no inputs)
and wired up in huge nets where everything is talking at once. It
seems hard to picture how global canonical versions fit in with all
that. Local copies of stuff and carting stuff around with you might be
better in the sort of environment that is the brain.

local copies in a naive or disorganized way is a horrible way to deal to deal with 
hardware error. you can get better protection against errors, with faster and 
more reliable recoveries, if you have an organized approach.

Yes, but I'm not convinced local autonomous copies are always bad.



Every cell in your body has a local copy of your genes and refers to
that information only. The information in each cell exists in
trillions of copies throughout your body. OK, a canonical version gets
passed on during reproduction but no cell ever refers to it or updates
with respect to it. The body is nevertheless quite resistant to error.

local caches for fast access, like a website might get cached at strategic points 
around the world, is compatible with DRY.

OK, I see.

it's only different than a canonical version if they're all autonomous, e.g. the 
local versions don't sync up.

if you have something like that, then it'll soon become a mess that is impossible 
to keep track of with current techniques. you'll have tons of out of sync versions 
of many different things all interacting with each other in complex ways, and 
when you try to make any kind of big change to your mind, a change with reach, 
you'll never manage to find everywhere that needs some kind of adjustment, 
and you won't be able to figure out the right adjustment to make in every place 
b/c some ideas will have old bugs that prevent a particular adjustment from 
working, or something will be a dependency of something else that can't deal 
with the change, or whatever.

If you have got copying with variation and selection then a change can
propagate itself everywhere. Internal evolution is happening in the
brain when ideas are generated, as David explained in BoI. We can't
yet do general purpose evolution on our computers and create new
knowledge, but the brain can and it would involve copying and creating
multiple versions of the relevant things. Would you agree that
multiple autonomous or semi-autonomous versions are required for
evolution?

these problems are not insoluble. but they are insoluble by methods like 
copy/paste coding. they could only be solved by more advanced methods than 
we know of. if/when we invent those, we will not describe them with statements 
like "each idea has its own copy". we'll instead involve some new and better 
concepts which may have some similarities to copies but will have important 
differences (and which will, IMO, not violate DRY b/c it's fundamentally correct).



this something better will have the good *effects* of canonical versions, and 
have dissimilar effects to copy/paste coding which has wide ranging bad effects. 
so for example when I try to remember my opinion of a topic, say induction, i 
reliably get the same answer (to high precision), instead of getting a random 
one of a set of different, divergent ideas about it. and if i then change my mind 
about induction, and then do lookups, i won't sometimes get the old idea and 
sometimes the new one, and give totally inconsistent statements. i actually can 
change my mind about a topic like induction and update my opinion. there is a 
canonical version of my opinion on the matter, at least notionally, or at least 
something different which provides some of the same features (which the 
concept of disorganized redundant copies does not provide, without tons of 
refinement, advances, additions). we take features like that for granted, we're 
used to them, we have them. the brain must be organized in an advanced 
enough way that it can provide them.

If the idea has undergone an evolutionary process in your brain
through copying, variation, and selection, then multiple versions
hanging around are all adapted to solve a particular problem: there
would be no reason to expect gross differences when you call forth one
rather than another so I don't think your argument rules that out.
Also it is not uncommon for people to give inconsistent statements.

also, consider some idea about how to think about other ideas. there might be 
100 "copies" but there certainly isn't one for every idea in the whole brain. there 
isn't enough data storage to add a ton of overhead to every idea, but there is 
enough to have local headquarters in various places.

The brain has something like 50 billion neurons plus 100 trillion
synapses (plus also glials cells and neural cytoskeleton - which some
people think play a functional role), so it's not short of room for
lots of copies of things. How many distinct ideas are in a typical
brain? The number of copies that are around might depend on what is
happening at the time. Copies could be created when needed for problem
solving via evolutionary guesses and criticism and later stuff might
get cleaned up, consolidated, and canonical versions created.

As you mentioned, though, people should be thinking about the right
sort of abstractions for their problem. You don't bring a tool to a
problem, you consider what tools are appropriate to the problem. In
some situations, DRY won't be appropriate and you should violate it.



For example, when trying to get information across a noisy channel,
repeating yourself is a good thing.

i think you're taking DRY too literally and not considering its substance which is 
the explanations behind it, which don't say anything about not having error 
correction bits in data storage or messages.

Fair point.

not that literally repeating yourself is a reasonable way to send messages over 
noisy channels. so you send 10 messages, all the same. the receiver gets ten 
versions. how does the receiver know which one is right?

How do you ever know? By guesses and criticism. There is no way of
communicating knowledge infallibly, although some ways are better than
others.

People often ask a speaker to repeat themselves in a noisy
environment; it's a reasonable thing to do in those circumstances.
Also people will sometimes communicate the *same* knowledge but say it
differently when asked to repeat.

if the only type of error is bit flipping, then you can go through the message, bit 
by bit, and take a "vote" where you see which way the bit is in the majority of 
messages. but with the possibility of other kinds of errors, like deletion of 
sections of bits, then you can receive messages of different lengths and that 
won't work anymore. there's an actual right way to do this which is different than 
repetition.

Yes, ala Claude Shannon and co. But as far as I know, communication
theory has little to say about communicating *knowledge* and this is
what I was thinking of although I misled you by writing "information"
(it's confusing that technical information is called "information").

DRY, btw, is not merely about some of the concrete wins it provides, like how if 
you pull a piece of functionality from several places, then add a new feature to it, 
they all gain the feature. it makes for better knowledge on a deeper level.

Yes, good point. DRY tells us something about how to correctly



structure knowledge. It is part of ... I quite can't remember what you
called it ... structural knowledge theory, which is different to
communication theory.

it's sort of about understanding the reach of knowledge. for example, if 
knowledge can reach to three places, but then you have a version of it that is 
only in one place, you're sort of contradicting yourself or demonstrating a lack of 
understanding of the knowledge. it has this reach which isn't be used or 
expressed. the code is misleading or using the knowledge wrong.

and in some senses, DRY is a mantra against parochialism, it says to write code 
in at least as generalized a version as your program can use. this can lead to a 
change, for example, from:

def foo(n)
 return 4  if n == 2
 return 6  if n == 3
 return 8  if n == 4
 return 10  if n == 5
 raise "bad input"
end

to

def foo(n)
 return n*2
end

the first one is less DRY because it's repeating the idea of multiplication 4 times. 
it's not literally repeating any functionality or copying anything, yet it's not DRY. 
and it's *bad*. making code DRY makes it better. consistently. this apparently 
mysterious occurrence is explained by the reach and power of the DRY concept.

one more example:

i >= 2 && i <= 5

vs

(2..5).include?(i)



no straightforward repetition, but the second one has abstracted a commonly 
used task into a method (include?) instead of implementing a version of it inline. 
consequently the second code is written at a higher level of abstraction that 
better reflects the explanation of what it's doing, and the thoughts in the 
programmer's mind, while the first one is more lost in implementation details.

Good examples to show how DRY is tied up with better explanations and
anti-parochialism.

-- Brian Scurfield



From: Westmiller@aol.com
Subject: [BoI] Re: Fallible Justified True Belief
Date: October 20, 2011 at 2:56 AM

Elliot Temple wrote:
... at which point we're back to the regress  problem:
i could question Y and Z, and if you try to justify  them
with A and B, I can ask for the justification of  those,
and so on, forever.

I don't want to interrupt your discussion, but on this point, why is a
"good explanation" not subject to an infinite regression of justifications as
to  why it is "good"?

Bill

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fallible Justified True Belief
Date: October 20, 2011 at 3:04 AM

On Oct 19, 2011, at 11:56 PM, Westmiller@aol.com wrote:

Elliot Temple wrote:
... at which point we're back to the regress  problem:
i could question Y and Z, and if you try to justify  them
with A and B, I can ask for the justification of  those,
and so on, forever.

I don't want to interrupt your discussion, but on this point, why is a
"good explanation" not subject to an infinite regression of justifications as
to  why it is "good"?

you don't have to demonstrate your claims are good explanations, using only 
ideas which you demonstrate are themselves good explanations, which would 
create a regress.

instead, the idea of good and bad explanations is useful in helping people form 
criticisms (as are many other ideas). so no regress comes up because the idea of 
good explanation isn't used in a justificationist way, but a critical way.

a critical approach to philosophy doesn't regress because things simply stop (for 
now) when people don't think of any more criticism (pending new ideas, which 
can open things up for debate and reconsideration).

critical philosophy has lots of stable points where if there's no (known) problem, 
no further objection or criticism, you can tentatively accept things.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Richard Fine <richard.fine@gmail.com>
Subject: [BoI] Agreement
Date: October 20, 2011 at 11:17 AM

Does the idea of agreement itself contain errors?

When a person says "I agree with you," it is commonly thought that
this is equivalent to "I am thinking the same thing as you."

There is no way to directly compare the ideas in each person's heads directly.

We could try and compare the ideas indirectly, by asking about how the
idea applies or is used in particular situations (like playing the
game "Black Box"). We could also ask questions about the explanatory
content of the idea, e.g. how it works, or how it would need to be
changed in different contexts, etc.

But aside from the potential for misunderstanding throughout those
questions, I do not think it is possible to work out all the questions
that need to be asked, because there may be ad-hoc components to the
idea that haven't been mentioned. This is akin to unit-testing a
function that you do not have the source code for; you want to
exercise every code path, but you have no way of knowing that there is
not a hardcoded "if(input==magic_value)" branch in the code. Good code
does not have such ad-hoc oddities, but we have no way of knowing
whether we are testing good code or not.

Is this any more significant than the general "we might have
misunderstood something" kind of fallibility?

There is a different sense in which people say "I agree with you," and
that is to mean "I have no problems with what you have said."

That sense is OK, but it's a bit dangerous because people will confuse
it with the first sense, and might mistake a person having no problems
with what they have said for a person who has the same idea as them,
including the bits they've not actually mentioned yet. Saying "I have
no problems with what you have said so far" instead of "I agree" helps
to avoid this problem.

- Richard



-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Message Errors (was: Memes and Brain Organisation)
Date: October 20, 2011 at 2:06 PM

On Oct 19, 2011, at 9:18 PM, Brian Scurfield wrote:

not that literally repeating yourself is a reasonable way to send messages over 
noisy channels. so you send 10 messages, all the same. the receiver gets ten 
versions. how does the receiver know which one is right?

How do you ever know? By guesses and criticism.

no. you can't do guesses and criticism unless you already have a working mind, 
and having that requires a solution to the noisy channel problem. there has to be 
a low level solution or the frequent errors would prevent the mind from working 
well enough to think about guesses and criticism.

a good explanation of how to do error correction of bits at a low level is in 
_Feynman Lectures On Computation_, chapter 4. it talks about things like parity 
bits, hamming codes, and shannon's theorem (which Brian mentions below).

it's pretty well understood how to deal with noisy (random error causing) data 
sending or storing devices (storage can be thought of as sending a message to 
the future, how you deal with errors is the same). you can solve the problem, at a 
low level. people have solved it well enough to communicate with satellites 
(Feynman says it's not unusually to have a very high error rate -- 1 in 3 -- to 
jupiter or saturn. yet we send messages and it works.)

feynman says sending an odd number of copies of each bit and doing voting is a 
method used with satellites, because they are really expensive and no one cares 
about efficiency of the messages, but it's not used in general because it's really 
inefficient. i'm unclear on how it deals with the problem of bits being added or 
missing. maybe it involves error corrected metadata and resending if not enough 
messages of the correct length get through (that'd be something other than 
repetition). the whole chapter is actually focussed on dealing with errors of flipped 
bits, i think. but i'm sure it must be known how to deal with other types.

also i think you'd want to send all the copies of each bit as a group, not send a 
bunch of complete messages. well, maybe. you have to be smart about it. if you 
send 101 complete messages, and each one has 10,000 bits, then even with a 



low rate of something going wrong per bit of message you're going to have quite 
a good possibility of errors in most of the messages before the 9900th bit that 
could affect the remaining bits, so it doesn't seem plausible to me that voting 
would save the end. but if you send the information for each bit independently -- 
don't send multiple copies of entire messages -- then you can avoid this problem.

another problem feynman doesn't talk about is that bit errors may not be 
independent. if they are not independent, that changes the odds of having a high 
number of errors in a message. realistically they're often not going to be 
independent (suppose the first bit is moved to the end. that's going to cause a lot 
of errors...) but, again, i guess people know how to deal with this since we have it 
working. in any case, our brains must deal with it. the basic answer to this issue 
might just be to add a lot more margin for error.

There is no way of communicating knowledge infallibly, although some ways are 
better than others.

the error correcting schemes can't be infallible of course but you can pick an 
acceptable probability of error, like 10^-30, or less if you want, and achieve it 
(contingent on knowing the error rate and having the right framing of the 
problem).

but the point is that literal repetition doesn't solve the problem. literal repetition + 
a voting system doesn't address changes in message length and is highly 
inefficient.

also btw the basic concept here is that there is one correct (canonical) message 
we're trying to accurately send, and we're trying to have the receiver end up with 
*one* single copy.

People often ask a speaker to repeat themselves in a noisy
environment; it's a reasonable thing to do in those circumstances.

yes but those circumstances are quite unlike the issue of dealing with errors in a 
low level computing system, which doesn't use creativity/guesses/criticism for 
error correction, and which has important resource constraints and so efficiency 



matters a lot.

Yes, ala Claude Shannon and co. But as far as I know, communication
theory has little to say about communicating *knowledge*

the issue of the "noisy channel" in the brain is all about getting information around 
accurately. the noise needs to be dealt with, efficiently, at a low level. then once 
that is working, you can have higher levels on top of it which are reliable, so when 
you get to issues of thinking about knowledge the situation is *not* a noisy 
channel, at that level -- the level of ideas -- the noise is already gone.

kind of like at the level of a programmer saving files to disk, and reading them 
from disk, the low level disk noise (errors) doesn't exist anymore (cause the lower 
level filesystem code already deals with it).

so, conclusion: worrying about data errors while considering organization and 
processing of knowledge is mixing of levels. which is sort of what you just said. 
but it excludes the "noisy channel" description of the brain as being relevant to 
how brain knowledge is organized.

Yes, good point. DRY tells us something about how to correctly
structure knowledge. It is part of ... I quite can't remember what you
called it ... structural knowledge theory, which is different to
communication theory.

I call it "structural epistemology", following DD and Kolya Wolf. And they call the 
non-structural part of knowledge its "denotation".

Many debates, for example ones about the knowledge in political systems, laws 
or religions, assumes that denotation is *all* the knowledge, without conceiving of 
structure. Thus the amount of knowledge in many traditions is underestimated. As 
some software developers know (in a non-generalized way), structure can easily 
be more than half the knowledge present, and it's structural issues that are 
behind the failure (or cutting back features) of many big projects (many features 
are not so hard to write, the real trouble is putting them all together in an 



organized way).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Memes and Brain Organisation (Was: Consciousness)
Date: October 20, 2011 at 4:48 PM

On Oct 19, 2011, at 9:18 PM, Brian Scurfield wrote:

On Wednesday, October 19, 2011, Elliot Temple <curi@curi.us> wrote:

On Oct 18, 2011, at 4:41 PM, Brian Scurfield wrote:

It requires a lot of knowledge to be able to internally monitor other
ideas and to turf them out if necessary. The ideas that enable us to
do that have to be constantly creating knowledge - they are
sophisticated things.

Yes but they have an important special feature. They can make API calls like 
"think about X and see if it's a threat to Y". they can take advantage of the 
mind's intelligence and use that to help figure out what to do. they don't need 
the knowledge of how to analyze everything themselves but can outsource to 
get *intelligent* answers.

Some thoughts:

1. If it is outsourcing like this, it wouldn't just be making a call
and getting data back without having an understanding of the ideas the
API is using. Otherwise wouldn't that be instrumentalism?

it's not instrumentalism to outsource explanatory thinking -- it still gets done. it'd 
be more like instrumentalism to think the explanatory thinking is unnecessary.

So I'm thinking the agent itself needs local intelligence

no it needs local *knowledge*, which could have been created in advanced by 
memetic evolution.

and it would be
having a conversation and trying to make sense of what it is getting
back. One thing it would need to be alert to is whether the thing it
is talking to hasn't itself been infected/influenced by a malicious
meme.



2. If it is outsourcing to an intelligent agent, the agent might well
say no or be busy, so it needs other resources to fall back on.

yes static memes have fallback code, i agree. they have a lot of flexibility and 
reach, they don't rigidly require everything to go as planned (like a lot of human 
designed software currently does require).

however, they have highly adapted knowledge with reach, capable of getting what 
it wants from a wide range of minds. so without big cultural shifts or new ways of 
thinking, it's going to work for most people most of the time.

3. Neurons are slow, so if a lot of things are accessing a common API,
there may be significant time delays.

i think this is mixing up levels. they are slow at a low level, but there's also lots of 
parallelism and stuff to cope with that. at the level of abstraction and design 
where you consider high level ideas, the slowness may well be gone, abstracted 
away, and the abstraction may not be leaky.

in other words, i don't think neuron slowness, or load balancing, is a low level 
detail that high level ideas in general have to worry about. except perhaps 
indirectly by some high level concepts, e.g., saying how high a priority they are, 
so the lower level scheduler knows what should jump the queue.

static memes in general use this, and it's one of the things making them so 
hard to get rid of or reform. they *harness human creativity* and use it to 
entrench themselves, counter criticism, create blind spots, and so on.

I hadn't been thinking of this in terms of API calls. Can you explain
more? How does the API call work?

well a meme isn't an intelligence. and it's not totally autonomous and 
independent. it, like most ideas, gets cooperation and help from other parts of the 
mind. one model for thinking about this cooperation is API calls. i'm sure there 
are others too.

whether the actual brain uses what we'd think of as an API isn't too important, 



because the alternative is that it has something else to provide the same features 
(cooperation of different parts of the mind), so you get to an end result similar to 
(perhaps better than) what we'd expect by thinking about it with an API model.

The neorological evidence seems to indicate minds are organized very
differently to our computers. There is no central CPU, no separate
memory modules, no clock, and all computing is done with neurons that
are orders of magnitude slower than silicon gates. The neurons are
noisy (I understand that neurons are never quiescent - they will
generate apparently random spike trains even when getting no inputs)
and wired up in huge nets where everything is talking at once. It
seems hard to picture how global canonical versions fit in with all
that. Local copies of stuff and carting stuff around with you might be
better in the sort of environment that is the brain.

local copies in a naive or disorganized way is a horrible way to deal to deal 
with hardware error. you can get better protection against errors, with faster 
and more reliable recoveries, if you have an organized approach.

Yes, but I'm not convinced local autonomous copies are always bad.
Every cell in your body has a local copy of your genes and refers to
that information only. The information in each cell exists in
trillions of copies throughout your body. OK, a canonical version gets
passed on during reproduction but no cell ever refers to it or updates
with respect to it. The body is nevertheless quite resistant to error.

there's heavy anti-error mechanisms built into every local copy.

when they fail too much, we die to cancer (commonly. i think).

this is a pretty different situation than the brain because there's no intentional 
changes being made during a lifetime. no improvements. if there were, sync 
issues would be much worse and you'd have different parts of the body out of 
sync and working against each other, all the time.

in order to make lots of improvements and progress, you need better updating 
and communication mechanisms than nothing.



i don't know exactly why cells work the way they do. maybe it's because it's 
cheaper than setting up better communication mechanisms, or because read-only 
data storage is cheaper -- and easier to keep error free -- than writable stuff. 
these reasons don't apply in the brain which already has writable memory and 
advanced communications.

another possibility is that in a ten celled organism, the overheard of a good 
communication system and stuff cannot be supported. so the local, static copies 
system was most efficient then. and it's not the best now -- with human sized 
bodies there's plenty of ability to support fixed cost overhead for per-cell 
improvement -- but evolution never managed to change over.

local caches for fast access, like a website might get cached at strategic points 
around the world, is compatible with DRY.

OK, I see.

it's only different than a canonical version if they're all autonomous, e.g. the 
local versions don't sync up.

if you have something like that, then it'll soon become a mess that is 
impossible to keep track of with current techniques. you'll have tons of out of 
sync versions of many different things all interacting with each other in 
complex ways, and when you try to make any kind of big change to your mind, 
a change with reach, you'll never manage to find everywhere that needs some 
kind of adjustment, and you won't be able to figure out the right adjustment to 
make in every place b/c some ideas will have old bugs that prevent a particular 
adjustment from working, or something will be a dependency of something 
else that can't deal with the change, or whatever.

If you have got copying with variation and selection then a change can
propagate itself everywhere. Internal evolution is happening in the
brain when ideas are generated, as David explained in BoI. We can't
yet do general purpose evolution on our computers and create new
knowledge, but the brain can and it would involve copying and creating
multiple versions of the relevant things. Would you agree that
multiple autonomous or semi-autonomous versions are required for
evolution?



multiple identical copies of something is not strictly necessary for evolution. it's a 
defense against imprecise criticism that kills something it shouldn't have. but we 
have other defenses against that, e.g. we can and do revive criticized ideas, or 
maybe more accurately we make new ideas borrowing lots of content from them.

perhaps the better defense is we often have lots of close variants of ideas, so if 
some are killed off even though they are good, there's still siblings left over.

i think there's some mixing of levels going on.

you can have lots of close variants of an idea -- or even notionally have multiple 
identical copies -- with a variety of different implementation details, some of which 
won't involve any actual redundant data (or, more realistically, none that isn't part 
of an error correction scheme at a yet lower level).

you can have high level features you care about without heavy per-idea overhead 
or the various things i've been criticizing as bad design.

these problems are not insoluble. but they are insoluble by methods like 
copy/paste coding. they could only be solved by more advanced methods than 
we know of. if/when we invent those, we will not describe them with statements 
like "each idea has its own copy". we'll instead involve some new and better 
concepts which may have some similarities to copies but will have important 
differences (and which will, IMO, not violate DRY b/c it's fundamentally 
correct).

this something better will have the good *effects* of canonical versions, and 
have dissimilar effects to copy/paste coding which has wide ranging bad 
effects. so for example when I try to remember my opinion of a topic, say 
induction, i reliably get the same answer (to high precision), instead of getting 
a random one of a set of different, divergent ideas about it. and if i then change 
my mind about induction, and then do lookups, i won't sometimes get the old 
idea and sometimes the new one, and give totally inconsistent statements. i 
actually can change my mind about a topic like induction and update my 
opinion. there is a canonical version of my opinion on the matter, at least 
notionally, or at least something different which provides some of the same 
features (which the concept of disorganized redundant copies does not 
provide, without tons of refinement, advances, additions). we take features like 
that for granted, we're used to them, we have them. the brain must be 



organized in an advanced enough way that it can provide them.

If the idea has undergone an evolutionary process in your brain
through copying, variation, and selection, then multiple versions
hanging around are all adapted to solve a particular problem: there
would be no reason to expect gross differences when you call forth one
rather than another so I don't think your argument rules that out.
Also it is not uncommon for people to give inconsistent statements.

the more usual cause of inconsistent statements is that people learn different 
(contradictory) things in different contexts and never relate/connect them to each 
other and don't notice the problem.

or maybe even more common, people learn two vague ideas that could 
contradict, or not, depending how they are used (or one idea is vague and one 
isn't). this vagueness allows the ideas to seem compatible when considered 
together, and also to contradict when the vague idea is interpreted differently in a 
different context.

certainly people have a lot of inconsistency but they also have quite a bit of 
consistency which is perhaps the harder thing to explain and requires pretty good 
design and organization of their minds.

also, consider some idea about how to think about other ideas. there might be 
100 "copies" but there certainly isn't one for every idea in the whole brain. 
there isn't enough data storage to add a ton of overhead to every idea, but 
there is enough to have local headquarters in various places.

The brain has something like 50 billion neurons plus 100 trillion
synapses (plus also glials cells and neural cytoskeleton - which some
people think play a functional role), so it's not short of room for
lots of copies of things.

well, 10,000 copies, maybe no problem. but overhead on *every* idea is a 
problem. efficiency matters, the brain in some ways has less resources than our 
silicon computers -- certainly not a bajillion times more -- and yet does a lot of 
awesome stuff with its limited resources.

there are a *lot* of ideas that have to be guessed and criticized to do anything like 



read an understand an email. the brain needs to be able to deal with large 
numbers of guesses efficiently without lots of overhead.

How many distinct ideas are in a typical brain?

i don't think counting ideas is the right way to think about them.

i don't think there is such thing as how many ideas my understanding of Burke 
(for example) is or consists of. how one divides it up into pieces (individual ideas) 
depends on context and problem one wants to solve.

if there is an important low level division to use in counting, we don't know how it 
works or how to count it, currently. and it still wouldn't matter to many high level 
discussions.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Agreement
Date: October 21, 2011 at 1:31 PM

On Oct 20, 2011, at 8:17 AM, Richard Fine wrote:

Does the idea of agreement itself contain errors?

When a person says "I agree with you," it is commonly thought that
this is equivalent to "I am thinking the same thing as you."

People commonly overestimate the amount of agreement, but that doesn't 
invalidate the concept itself.

You don't have to think identically to agree about something (like a particular 
point, e.g. that communism is bad) to substantial precision.

You also don't have to agree on *why* communism is bad to agree that it *is* bad.

There is no way to directly compare the ideas in each person's heads directly.

We could try and compare the ideas indirectly, by asking about how the
idea applies or is used in particular situations (like playing the
game "Black Box"). We could also ask questions about the explanatory
content of the idea, e.g. how it works, or how it would need to be
changed in different contexts, etc.

But aside from the potential for misunderstanding throughout those
questions, I do not think it is possible to work out all the questions
that need to be asked,

You mean for *perfect* agreement? Then, yes. But for agreement *to some 
significant precision*, it's OK if you miss some questions.

because there may be ad-hoc components to the
idea that haven't been mentioned. This is akin to unit-testing a
function that you do not have the source code for; you want to
exercise every code path, but you have no way of knowing that there is
not a hardcoded "if(input==magic_value)" branch in the code. Good code
does not have such ad-hoc oddities, but we have no way of knowing



whether we are testing good code or not.

Also good design code may still have a bug that creates an oddity.

Is this any more significant than the general "we might have
misunderstood something" kind of fallibility?

Hmm let's see. People routinely overestimate the amount of agreement by large 
amounts. But with fallibility, they do something kinda similar. They massively 
overestimate how unlikely they are to have made a mistake in cases where they 
feel particularly right. (Probability isn't the right concept to use. That's a second 
mistake they sometimes make).

There is a different sense in which people say "I agree with you," and
that is to mean "I have no problems with what you have said."

That sense is OK, but it's a bit dangerous because people will confuse
it with the first sense, and might mistake a person having no problems
with what they have said for a person who has the same idea as them,
including the bits they've not actually mentioned yet. Saying "I have
no problems with what you have said so far" instead of "I agree" helps
to avoid this problem.

I'm not sure it helps. Some of that lack of problems is due to not understanding 
what was said, and some is due to not thinking through all one's ideas with reach 
that could provide criticism. Whatever phrasing people use, they commonly do 
not approach stuff sufficiently critically and overestimate how much they 
understand or agree with, or how much doesn't problematically contradict ideas in 
their head.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Memes and Brain Organisation (Was: Consciousness)
Date: October 21, 2011 at 1:59 PM

On Oct 19, 2011, at 4:27 PM, Alan Forrester wrote:

On 19 Oct 2011, at 04:03, Elliot Temple wrote:

This sounds like saying people are something separate from there ideas
- though I suspect from the comments just preceding the above that you
don't really think that. If ideas don't directly control us, what
does?

most ideas have no direct control. only a few are in control and they govern 
how to deal with other ideas. those few can be changed and revised.

there are lots of ideas that seem to take control in special cases, but they 
are subject to veto or quality control checks or whatever by some other 
ideas.

it's a little like teachers have near zero genuine control over children, b/c if 
they actually did stuff parents really seriously didn't want, the parents would 
withdraw the kid from school. so the parents are in control, and the teachers 
*seem* to have some control as long as the parents don't object, but the 
teachers aren't really fundamentally in control.

most ideas have a status like teachers. as long as everyone is cooperating 
they can do what they do. but in a fight for control they will lose, and it won't 
even be close.

Come to the BoI list and you can learn why minds are a bit like
parents and teachers :)

It requires a lot of knowledge to be able to internally monitor other
ideas and to turf them out if necessary. The ideas that enable us to
do that have to be constantly creating knowledge - they are
sophisticated things.

Yes but they have an important special feature. They can make API calls like 



"think about X and see if it's a threat to Y". they can take advantage of the 
mind's intelligence and use that to help figure out what to do. they don't need 
the knowledge of how to analyze everything themselves but can outsource to 
get *intelligent* answers.

static memes in general use this, and it's one of the things making them so 
hard to get rid of or reform. they *harness human creativity* and use it to 
entrench themselves, counter criticism, create blind spots, and so on.

So a static meme outsources some of the work required to make sure that it 
remains intact in the face of criticism?

An example: a meme for authoritarianism might prompt people to think that 
experiments conducted by people calling themselves scientists tell us 
everything about reality, and anyone who denies this is a superstitious fool. 
Once the authoritarian meme has done this, it doesn't have to do anything else 
because the meme's holder will ignore arguments to the contrary as being 
unscientific. The person holding the meme will spend his creativity on coming up 
with arguments to refute supposedly unscientific ideas without criticising 
experiments.

Yes, I think something like that is one of the things that can happen.

local copies in a naive or disorganized way is a horrible way to deal to deal 
with hardware error. you can get better protection against errors, with faster 
and more reliable recoveries, if you have an organized approach.

local caches for fast access, like a website might get cached at strategic points 
around the world, is compatible with DRY.

it's only different than a canonical version if they're all autonomous, e.g. the 
local versions don't sync up.

if you have something like that, then it'll soon become a mess that is 
impossible to keep track of with current techniques. you'll have tons of out of 
sync versions of many different things all interacting with each other in 
complex ways, and when you try to make any kind of big change to your mind, 



a change with reach, you'll never manage to find everywhere that needs some 
kind of adjustment, and you won't be able to figure out the right adjustment to 
make in every place b/c some ideas will have old bugs that prevent a particular 
adjustment from working, or something will be a dependency of something 
else that can't deal with the change, or whatever.

these problems are not insoluble. but they are insoluble by methods like 
copy/paste coding. they could only be solved by more advanced methods than 
we know of. if/when we invent those, we will not describe them with statements 
like "each idea has its own copy". we'll instead involve some new and better 
concepts which may have some similarities to copies but will have important 
differences (and which will, IMO, not violate DRY b/c it's fundamentally 
correct).

this something better will have the good *effects* of canonical versions, and 
have dissimilar effects to copy/paste coding which has wide ranging bad 
effects. so for example when I try to remember my opinion of a topic, say 
induction, i reliably get the same answer (to high precision), instead of getting 
a random one of a set of different, divergent ideas about it. and if i then change 
my mind about induction, and then do lookups, i won't sometimes get the old 
idea and sometimes the new one, and give totally inconsistent statements. i 
actually can change my mind about a topic like induction and update my 
opinion. there is a canonical version of my opinion on the matter, at least 
notionally, or at least something different which provides some of the same 
features (which the concept of disorganized redundant copies does not 
provide, without tons of refinement, advances, additions). we take features like 
that for granted, we're used to them, we have them. the brain must be 
organized in an advanced enough way that it can provide them.

Some people do give inconsistent statements, e.g. - they want a free society, 
but they want to coerce children, and they want medical care provided by the 
government and so on. So it seems that the organisation might be something 
that people have to learn.

Or is it just that in cases where a person gives inconsistent positions he has 
anti-rational memes that stop the syncing mechanism from working by 
preventing him from making some kinds of comparisons?

There may be some mixing of concepts here or misunderstanding each other. 
Keeping organized or synced versions of *one idea*, at a *low level*, does not 



prevent a person from having *other ideas* which contradict it (and these various 
ideas can be represented in verbal statements at different times).

I think organization of minds is something people learn. I guess there is 
something low level present as a starting point, but I don't think that's responsible 
for people's problems. People make all kinds of mistakes in learning how to 
organize their minds, but they also have quite a bit of success (especially in their 
early years) which is needed for them to do amazing things like learn English, 
learn car repair, or understand how money and stores work.

I don't think the mistakes people make with organization of their mind can, in 
general, be too severe at too low a level, or it'd trash their ability to deal with daily 
life (as well as almost all people in our culture routinely do).

That's not to say people don't trash their minds and create large, chronic, 
entrenched problems with lots of reach. They do that. But to give a computer 
comparison, I don't think they break their NAND gates or their adders, nor the 
error correction mechanisms built into their filesystem. They usually screw stuff 
up at a much higher level, like by writing buggy Objective-C code.

I think at a low level people keep a pretty good handle on organization of a 
particular idea and its variants. It's not just a total mess. The low level 
organization may involve syncing with copies, caching, or various other things 
(who knows). But at a higher level, people can and do think of a mess of 
contradictory ideas and fail do a good job of critically considering them and 
sorting it out (sometimes static memes cause that failure, using evolved 
knowledge of how to cause it. Sometimes people do it themselves, especially 
when in harsh circumstances like being coerced.).

Syncing can be a higher level concept as well as a lower level one. E.g. one can 
try to keep the major parts of one's world view in sync. Rand advises keeping 
contradictions out of one's mind as a part of her epistemology. That sort of thing 
is learned and easy to fail at, and it's not fundamental to the operation of the 
mind. And that is the sort of syncing that I think anti-rational memes would 
sabotage. They'd sometimes prevent people noticing that one part of their 
worldview contradicts another.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Locality
Date: October 21, 2011 at 8:34 PM

On 19 Oct 2011, at 02:34, tom.harrigan wrote:

I am aware locality has been vindicated. So, what I'd really like to understand is 
the local mechanism by which fewer worlds are created when measurements 
are made on entangled particles.

Worlds aren't created when measurements are made on entangled particles. 
Worlds are large scale structures that form as a result of many local instances of 
objects differentiating.

Consider a standard experiment on entangled particles.

[If you aren't familiar with this type of experiment, there is one described here:
http://www.youtube.com/watch?gl=GB&v=9WnV7zUR9UA
Just ignore the bits about non-locality and many-worlds if you find them 
offensive, and bear in mind the talk pre-dates Prof. Deutsch's recent paper. The 
point is that it's a real experiment.]

This video explains the experiment badly: worse than you do below. And the 
argument given against the MWI starting at about 18 minutes just doesn't make 
any sense. For example, he makes statements that logically imply that he has no 
replacement, e.g. - he does not know where the collapse happens, which means 
he has no theory about it. A straightforward implication of this is that his theory is 
untestable. By contrast the MWI is testable since it is a consequence of the 
equations of quantum mechanics. He claims that his ideas are testable and the 
MWI isn't, which is exactly the opposite of the truth. He states that the MWI 
somehow denies the idea that he makes choices, and that those choices have 
consequences, but doesn't explain how his single world theory solves the 
philosophical problems associated with free will. That is very surprising because if 
he could solve that problem his solution would be more significant than all the 
work he has done on quantum physics. Indeed, he never even describes the 
philosophical problems associated with free will.

The message would have been better if you left the video out.

Entangled particles (eg.singlet state electrons) are sent to Alice and Bob, where 

http://www.youtube.com/watch?gl=GB&v=9WnV7zUR9UA


measurements are made in either the horizontal or vertical direction.

Measurements of spin?

We also have Charlie. Charlie receives a signal from Alice and Bob (via optical 
fibre) indicating their results. When Alice and Bob perform their experiments on 
orthogonal axes, we get 4 Charlies, which could be labelled:

(Up, Left), (Up, Right), (Down, Left), (Down, Right)

or

(Left, Up), (Left, Down), (Right, Up), (Right, Down)

depending on which way round that experiment was performed.

However, when measurements are performed on the same axis, we don't get 4 
Charlies, we only get 2:

(Up, Down), (Down, UP)

or

(Left, Right), (Right, Left).

The (Up, Up), (Left, Left), (Down, Down),  (Right, Right) Charlies never occur.

We set thing up so that the signal photon coming from Alice constitutes the 
"wave of differentiation".

The signal photon doesn't constitute the wave of differentiation. It may cause a 
wave of differentiation.

Worlds are splitting as the photon(s) travels down the optical fibre(s). The same 
goes for Bob.

Worlds don't split. See my previous comment on worlds.

If Up and Left are both signalled with a RED photon, and Down and Right by 
BLUE photons, we get the following worlds when the experiments are 



performed on orthogonal axes:

(RED, RED), (RED, BLUE), (BLUE, RED), (BLUE, BLUE)

When measurements are made along the same axis however, we only ever get:

(RED, BLUE), (BLUE, RED)

The measuring device at Charlie knows what to do with particular photon pairs, 
depending *WHY* the photons were created. It can tell whether the RED/BLUE 
waves of differentiation are a result of measurements made on the same axis or 
not, and splits accordingly, into 2 or 4. It cal tell whether (RED,RED) is OK or 
not.

How does Charlie know whether to split into 4 or 2?

Knowledge has nothing to do with it. You should be talking about the flow of 
information, not about knowledge.

The relevant information is entanglement information that is carried by each 
system but typically can't be accessed by measurements on that system alone. 
Do you have specific questions about how entanglement information works? Or 
do you just want more explanation of it?

Alan



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: [BoI] Memes and Brain Organisation (Was: Consciousness)
Date: October 22, 2011 at 1:27 AM

On 20 Oct 2011, at 12:27, Alan Forrester <
alanmichaelforrester@googlemail.com> wrote:

So a static meme outsources some of the work required to make sure that it
remains intact in the face of criticism?

An example: a meme for authoritarianism might prompt people to think that
experiments conducted by people calling themselves scientists tell us
everything about reality, and anyone who denies this is a superstitious
fool.

That way of thinking is not uncommon. It denies there are things such as
objective morality and philosophy because one can't do experiments to test
stuff.

The prompting part doesn't seem it would be easy - it's a tricky API call to
make. For them to want to think of something, it would have to be useful to
them in some way in the context of problems they have.

One way this works, as explained in BoI, is that the person might not want
to think of the idea but the social costs of not thinking of it are high so
they think about it in order to avoid the problems of those social costs. So
the idea occupies bandwidth, but in order to do so the meme prompting the
idea relies on a whole gaggle of other memes having primed the environment.
Which is also outsourcing. Without that outsourcing the meme would be a lame
duck.

Once the authoritarian meme has done this, it doesn't have to do anything
else because the meme's holder will ignore arguments to the contrary as
being unscientific.

The meme can sit back, have a few beers, and let someone's creativity do the
work. It's nasty, but the meme doesn't care. It doesn't even care about
getting replicated.

The person holding the meme will spend his creativity on coming up with



arguments to refute supposedly unscientific ideas without criticising
experiments.

Which would create social costs to others, particularly if the meme-holder
is in a position of power or is seen as an authority.

-- Brian Scurfield

-- 
-- Brian Scurfield

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] This and That
Date: October 23, 2011 at 1:16 AM

_No One Would Listen_ by Harry Markopolos

p 15

The NASD [National Association of Securities Dealers] did absolutely nothing. 
These were clear felonies and the NASD didn't even respond to his complaint.

It's interesting to me how much selective enforcement of laws there is. When 
you're a kid, you're taught that every rule matters. But it's not true.

Another story from the book is about his experience managing several 
restaurants. He found that some food was being stolen. He tracked down who did 
it. And then he didn't tell the cops because he thought the guy wasn't stealing 
enough to get him in serious criminal trouble. The law is supposed to be designed 
to provide fair and appropriate consequences and resolutions for a wide range of 
cases. But he figured it'd be too harsh on the man stealing from him, and didn't 
involve the law.

He also didn't fire the guy, because in that case the law would be too harsh on 
him! He didn't want to have to pay unemployment for this guy.

So what he did is covertly make the guy quit by scaling back his hours until he 
was only working once a week and not making enough money.

That's not a very good outcome, but he thought it was the best option. Laws he 
had reasonable complaints blocked him from more straightforward ways forward.

Laws really ought to be set up so people can use them and don't have to avoid 
them, and so they don't screw you over for doing innocuous things like wanting to 
no longer pay for more of someone's services. Better laws that could be enforced 
consistently, instead of selectively, would be a lot fairer to everyone and remove 
factors like political pull and deviance from the equation (people are going to call 
the cops on a thief more if they see that thief as "crazy" or hate his lifestyle 
choices and so are happy to see him punished. selective law enforcement opens 
the door for intolerance to factor into who is punished.)



p 17

Although I don't dislike business schools, I believe half of what they teach 
students will be obsolete within five years and the other half is just outright false. 
Generally they teach formulas that no one uses, case studies that no longer 
apply in the real world, and concepts that are just going to get people into 
trouble if they try to apply them.

If he recognizes this much about how bad schools are, why doesn't he dislike 
them? Isn't being kind of useless and expensive -- and wasting years of people's 
time -- dislikable?

p 20

Over several years [as colleagues with adjacent desks] we got to know each 
other better than we knew our families.

If you argue with people about a topic like parenting, marriage, dating, or their 
personal flaws, they will commonly protest so much, deny so much, and 
seemingly lie a lot or sabotage rational discussion (usually they aren't consciously 
lying, rather they are lying to themselves as much as to you, fooling themselves 
without fully realizing it).

But if you just let them speak in another context, they'll admit so much, and 
regard as obviously true what they would bitterly deny when on the defensive 
against criticism.

Here, we have a candid admission of family not coming first and ignorance of the 
woman he married as well as of his children. And a candid admission that it only 
took "several years" of being colleagues to know each other better than he knows 
his wife even after many years of marriage. So between dating and married life, 
he and his wife got to know each other less well (per unit time) than he does with 
a colleague when he's focussed heavily on work for most of the time they are 
around each other (he has to spend far more time working than chatting).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: [BoI] Structural Epistemology (Was: Message Errors)
Date: October 23, 2011 at 5:16 AM

On Fri, Oct 21, 2011 at 7:06 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 19, 2011, at 9:18 PM, Brian Scurfield wrote:

Yes, good point. DRY tells us something about how to correctly
structure knowledge. It is part of ... I quite can't remember what you
called it ... structural knowledge theory, which is different to
communication theory.

I call it "structural epistemology", following DD and Kolya Wolf. And they call the 
non-structural part of knowledge its "denotation".

Many debates, for example ones about the knowledge in political systems, laws 
or religions, assumes that denotation is *all* the knowledge, without conceiving 
of structure. Thus the amount of knowledge in many traditions is 
underestimated. As some software developers know (in a non-generalized way), 
structure can easily be more than half the knowledge present, and it's structural 
issues that are behind the failure (or cutting back features) of many big projects 
(many features are not so hard to write, the real trouble is putting them all 
together in an organized way).

Yes, issues of structure have cost bigtime, yet, although developers
are to one extent or another aware of the importance of structure, few
would know what "structural epistemology" is. It comes up in other
areas too, as you said. Good composition in art I guess is a matter of
structural epistemology.

So what do we know about structural epistemology? You have talked
about DRY and decoupling. We also mentioned that many design patterns,
which are intended to be good structure and notionally part of
structural epistemology, are bad because they exist solely to get
around structural problems in OOP. Other principles of SE would be
YAGNI and separating that which varies from that which remains the
same. What else is there?

-- Brian Scurfield



From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] This and That
Date: October 23, 2011 at 12:03 PM

On October 23, 2011, at 12:16 AM, Elliot Temple wrote:

Laws really ought to be set up so people can use them and don't have to
avoid them, and so they don't screw you over for doing innocuous things like
wanting to no longer pay for more of someone's services. Better laws that
could be enforced consistently, instead of selectively, would be a lot fairer to
everyone and remove factors like political pull and deviance from the equation
(people are going to call the cops on a thief more if they see that thief as
"crazy" or hate his lifestyle choices and so are happy to see him
punished. selective law enforcement opens the door for intolerance to factor
into who is punished.)

This is similar to how people will sometimes condemn the behavior of the child of 
parents with "crazy" parenting ideas, but not the same behavior from the child of 
parents with conventional parenting ideas. Our observations are theory-laden.

-Kristen

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] This and That
Date: October 23, 2011 at 12:21 PM

On Oct 23, 2011, at 9:03 AM, Kristen Ely wrote:

On October 23, 2011, at 12:16 AM, Elliot Temple wrote:

Laws really ought to be set up so people can use them and don't have to
avoid them, and so they don't screw you over for doing innocuous things like
wanting to no longer pay for more of someone's services. Better laws that
could be enforced consistently, instead of selectively, would be a lot fairer to
everyone and remove factors like political pull and deviance from the equation
(people are going to call the cops on a thief more if they see that thief as
"crazy" or hate his lifestyle choices and so are happy to see him
punished. selective law enforcement opens the door for intolerance to factor
into who is punished.)

This is similar to how people will sometimes condemn the behavior of the child 
of parents with "crazy" parenting ideas, but not the same behavior from the child 
of parents with conventional parenting ideas. Our observations are theory-laden.

Yes. They also commonly care about the parent's response. Someone else's 
child's behavior is acceptable to them, or not, based on whether the parent scolds 
his child about it (or uses other forms of "discipline" or control). In other words, 
they are willing to accept the behavior ("kids will be kids") but want to see the 
parent following their values (scolding) in dealing with it, instead of acting 
deviantly. And if the parent doesn't do what they want, they'll sometimes, pretty 
dishonestly (but perhaps they are fooling themselves), complain about the 
*child's* behavior.

Dealing with mechanisms of social control and intolerance is important to the 
beginning of infinite progress, including social progress. Since progress requires 
deviance from the status quo, that creates the opportunity for intolerance.

As David Deutsch put it some years back:



What provokes this hatred and vilification -- and blind misunderstanding?

I think it's this: someone who is far in advance of most people about an 
important moral issue is likely not to be understood at first, and in the meantime, 
to be hated and vilified just as much as someone who is egregiously wrong. 
How could it be otherwise?

The way it could be otherwise is people to be more tolerant of those they think 
are wrong. That "just as much" clause could refer to a small amount in a more 
liberal society that places more serious emphasis on freedom, autonomy, 
diversity and individualism.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Chapter 4 notes
Date: October 23, 2011 at 12:49 PM

On October 14, 2011, at 7:51 PM, Elliot Temple wrote:

On Oct 14, 2011, at 5:15 PM, Kristen Ely wrote:

 On October 12, 2011, at 1:27 PM, Elliot Temple wrote:

 On Oct 11, 2011, at 12:54 PM, Kristen Ely wrote:

 How is knowledge created? Some bad explanations:

 -Creationism: it's already there, in the form of a supernatural
being(s)

     *this doesn't explain how the knowledge got there

 -Spontaneous generation: it just happened, sprang out of nowhere
(from something that doesn't contain knowledge)

     *also doesn't explain how the knowledge got there

 This repeated phrase refers to different things in each case.

 The first time what's not explained is the initial origin of
knowledge (the supernatural beings have knowledge, so where did they get it? 
as
an answer to where knowledge comes from, this hasn't helped anything)

 The second time doesn't explain it in terms of simply neglecting to
give an explanation at all: it "just happens".

 Is this difference significant?

It's different flaws.

Whether it's significant depends what problem you are trying to solve. I



think for understanding what is wrong with each statement, it's significant.

So the difference is basically:

Creationism: gives an explanation for how the knowledge got there (it's there in 
the supernatural being) but not the initial origin of that knowledge
Spontaneous generation: gives no explanation at all

Or:

Creationism: bad explanation
Spontaneous generation: no explanation

Is that right?
 
 

 Similarities between biological adaptations and human knowledge:

 -Good genetic adaptations and good explanations are hard to vary
while still fulfilling their functions

 -Both types of knowledge are replicators, and tend to cause
themselves to remain physically embodied in a suitable environment, once there

 Both are created by literally the same process. I wouldn't even
call them "both types of knowledge". Both cases are cases of evolution
which creates knowledge. All knowledge is fundamentally the same kind of 
thing.

 This relates to a question I have about a statement in chapter 4, page 85,
location 1564: "Some types of knowledge can be created by evolution."
If all knowledge is fundamentally the same kind of thing, what does it mean to
talk about "some types" of knowledge? And is there knowledge that
isn't created by evolution?

Are you sure that's page 85 for you? In my paper copy (UK version) it's
a little past half way down page 86. Does the US version have different page
breaks? Or is that a bug in Kindle trying to figure out the page?



It's the latter.
 
 

 Differences between biological adaptations and human knowledge:

 -Biological knowledge = non-explanatory, limited reach

 Biological evolution has created a great deal of reach. It created us.

 It's also a better (computer) programmer than we are (today,
present state of the industry). It's approaches to programming have more
reach in important ways than what we know how to do, despite the advantages 
of
thinking.

 Its reach is still limited, though, isn't it?

I don't know.

It partly depends on how you categorize things. It created us and we have
unlimited reach. Why doesn't it get credit for the work of its creation? We
humans take credit for the work of our creations (e.g. tools).

When we create AIs (real AIs, i.e. people) maybe we won't take credit
anymore, just as we don't (usually) take credit for the accomplishments of
our children. But there certainly is a sense in which educators and creators
deserve some credit (when they are helpful, that is. coercive teachers may do
more harm than good, and deserve *negative* credit).

Biological evolution has a harder time getting past local maxima than humans 
do,
but it does get past some of them and I don't know if there's a
fundamental limit on that.

 

From chapter 5, page 113, location 2059 on Kindle:  

"In contrast [to biological adaptations], the intermediate explanations leading a 



scientist from one good explanation to the next need not be viable at all. The 
same is true of creative thought in general. This is the fundamental reason that 
explanatory ideas are able to escape from parochialism, while biological 
evolution, and rules of thumb, cannot."

Is "getting past local maxima" the same as "escaping from parochialism"? If so, it 
would seem that biological evolution *can* escape from parochialism, and this 
explanation of the difference between explanatory ideas and biological evolution 
is false. 

Would the requirement that intermediate adaptations be viable just slow biological 
evolution down, in comparison with explanatory ideas, on its way to unlimited 
reach?

-Kristen



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Structural Epistemology (Was: Message Errors)
Date: October 23, 2011 at 1:02 PM

On Oct 23, 2011, at 2:16 AM, Brian Scurfield wrote:

On Fri, Oct 21, 2011 at 7:06 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 19, 2011, at 9:18 PM, Brian Scurfield wrote:

Yes, good point. DRY tells us something about how to correctly
structure knowledge. It is part of ... I quite can't remember what you
called it ... structural knowledge theory, which is different to
communication theory.

I call it "structural epistemology", following DD and Kolya Wolf. And they call 
the non-structural part of knowledge its "denotation".

Many debates, for example ones about the knowledge in political systems, 
laws or religions, assumes that denotation is *all* the knowledge, without 
conceiving of structure. Thus the amount of knowledge in many traditions is 
underestimated. As some software developers know (in a non-generalized 
way), structure can easily be more than half the knowledge present, and it's 
structural issues that are behind the failure (or cutting back features) of many 
big projects (many features are not so hard to write, the real trouble is putting 
them all together in an organized way).

Yes, issues of structure have cost bigtime, yet, although developers
are to one extent or another aware of the importance of structure, few
would know what "structural epistemology" is. It comes up in other
areas too, as you said. Good composition in art I guess is a matter of
structural epistemology.

So what do we know about structural epistemology? You have talked
about DRY and decoupling. We also mentioned that many design patterns,
which are intended to be good structure and notionally part of
structural epistemology, are bad because they exist solely to get
around structural problems in OOP. Other principles of SE would be
YAGNI and separating that which varies from that which remains the
same. What else is there?



Here's a few issues:

YAGNI (you ain't gonna need it) is a good one. It relates to the epistemological 
idea of staying focussed on problems. People often provide vague statements 
that aren't directly addressed to any clear problem (this is really common when it 
comes to consciousness and qualia!). When we actually learn something about 
the subjects, almost all of their vague stuff will turn out not to be needed nor 
relevant nor useful.

Justificationism, inductivism, and empiricism actually have a similar flaw. They 
originally had problems they try to solve, but most of their proponents (especially 
non-professionals) today do not understand what those problems are (and thus 
have no idea what constitutes failure to solve them and therefore refutation, nor 
what constitutes an alternative solution).

Another big thing we know about structural epistemology is that two programs 
with *identical denotation* may have very different structure. For example a 
program to multiply by repeated addition and one to multiply with a lookup table.

Why do structural differences matter if both programs do the same thing? The 
biggest reason they matter is if you want to *change* the program. For big 
changes, structure often matters way more than denotation.

What if we don't want to make big changes to our program? Well first of all why 
not? Shouldn't our project requirements be flexible? We can't predict in advance 
exactly what program we'll want. We'll need to try stuff out, maybe even get 
customers, and then we'll be able to better learn what kind of program to make, 
and we'll need the flexibility to make changes.

There's also the issue of bugs, maintenance, and adding new features which 
interact with old features. There's no getting away from the importance of 
changes for any significant software in active use.

There's also code reuse. This can be done by making a copy of some code then 
modifying the copy. How well that works depends mostly on the code's structure, 
not denotation.



Code reuse can also be done by writing code structured into components 
(functions, methods, classes, libraries, lisp style macros, C style macros) that can 
be accessed by other code. Whether code is organized into components at all, 
and how it's done, is a matter of structure.

Where the dividing lines between components are drawn, and what type of 
components are used, is also a structural matter. However you choose such 
things you can end up with a program that does the same thing (same 
denotation). You could take a working program and reorganize it into lots of 
different sets of components without changing what it does.

Another issue is S-expressions. You can write the same stuff (denotation) without 
them. But they are better in general. Similarly, syntactic sugar doesn't effect 
denotation.

BTW most programmers are grossly irrational about S-expressions, and also mix 
up the separate issue of infix math with them.

S-expressions would be compatible with infix math if you started comma 
separating the terms. Infix is the reason for commas in argument lists, which is 
separate from S-expressions. (Though it seems to me writing (infix 3+4+5*7), with 
maybe some syntactic sugar, would be better than having to use commas when 
there is no infix. Or maybe have the compiler recognize any infix symbols 
specially and deal with it without commas.

As far as function calls go, everyone already uses prefix. Observe:

foo(x, y)

The function went first. Now let's remove the comma and compare to S-
expressions.

foo(x y)
(foo x y)

The only difference, which they are so stubbornly irrational about, is the 
placement of the opening parenthesis.



Why does it matter?

Because of chaining. Compare:

foo(bar(a b) baz(d bif(q j)) cat(dog leopard))

(foo (bar a b) (baz d (bif q j)) (cat dog leopard))

The second one is simply more readable and harder to get confused and lost in a 
mess. It, quite reasonably, has one thing contained in one set of parenthesis 
instead of mixed inside and outside of grammatical container.

By the way, people whine so much about excessive close parenthesis on the end. 
But notice how it's identical in both cases. The only reason you get more close 
parenthesis when writing lisp is because you choose to chain more because it's 
encouraged instead of discouraged.

Chaining is good so how do OOP programmers survive with it being a 
discouraged mess? Special syntax for methods on objects:

x.foo(a b).bar(c d).baz(e f)

That isn't a horrible mess. However it doesn't involve anything fancy on any of the 
arguments, it's all just focussed on one object. Watch what happens when I chain 
some stuff on one of the arguments:

x.foo(a b.q(a z.h(f x g)).bar(c d)

That just got a lot harder to read. Oops.

Anyway S-expressions are the best. They are the simple way that actually makes 
sense. They should be augmented by syntactic sugar, maybe lots, but they 
should always be available as the fallback. They better organize the symbols one 
writes.

Another interesting case of organizing programs is python's "whitespace matters" 
concept. I don't think it's a very good idea to have whitespace change what a 
program does. I get why they did it -- it's a nice shortcut when you are keeping 
everything indented properly anyway (or rather, your text editor is). But what 
happens when there's a problem? Then the more explicit style will win.



If relying on indentation was really a good idea, couldn't you write S-expressions 
but have the text editor automatically add *and hide* parentheses automatically 
according to indentation in all cases where the indentation is unambiguous? Then 
show the parentheses when there's a problem.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Notes on Chapter 2
Date: October 23, 2011 at 7:56 PM

1.
The size of the universe does not make people (including any non-human
people) insignificant. It's true that we're small in comparison to
many other things that exist - but so what? Black hole singularities
are also quite tiny. Viruses are microscopic. Most would consider
these things 'significant' in some vague way. So then, what exactly
makes something significant?

Later, in chapter 3, Deutsch explains that objectively significant
phenomena play necessary roles in the explanation of many other
phenomena, or require distinctive explanation in terms of fundamental
theories for their distinctive features.

Black holes do not explain very many common phenomena, so it is
difficult to see how they can be objectively significant. However, in
order to explain their peculiar features, fundamental theories like
relativity and quantum theory (and the as-yet-undiscovered theory of
quantum gravity) would need to be created. So black holes satisfy the
latter half of Deutsch's significance criterion.

Viruses are significant because they play a necessary role in the
explanations of a variety of disease symptoms, like revealing how one
person can acquire similar symptoms merely from being in proximity to
another sick person. This makes them at least somewhat significant.

People are significant in both ways (more details in chapter 3). When
a person becomes depressed because they believe they're insignificant,
this signals that they wish they were significant, but (falsely)
believe they are not.
When someone feels relieved by holding the belief that they are
insignificant, it shows that they think being significant would be
undesirable. This situation is worse because not only do they hold a
false belief, they presumably have no explanation for why significance
is undesirable. Also, their bias may be an impediment to correcting
the false belief (an anti-rational meme).

2.



The process of scientific research is sometimes portrayed as
consisting mostly of dull, "mindless" chores, like collecting
thousands of data points, assembling sophisticated experimental
machinery (e.g. LHC), checking/re-checking math, or testing numerous
slight variants of a drug for effectiveness.

These 'chores' are not, in fact, mindless. When these tasks can be
automated, the machines that perform them don't learn anything. They
are void of any creativity or intention to improve upon or replace the
method. They are also unaware of any underlying purpose to their
actions.

When people do them, they bring their creative abilities to bear on
the task, and sometimes make improvements. We also reflect upon what
we're doing and why, and interpret our actions as being key to a
better understanding of reality.

3.
To make an error during experimental interpretation is to misconceive
(=have a false theory about) of the reality that was responsible for
the result we obtained.

Example:
A paleontologist who wants to know what the long-snouted predatory
dinosaur Spinosaurus ate, could take samples from isolated fossil
teeth (so as not to damage better, more complete specimens with teeth
still embedded in their jaw bones), and compare the isotope ratios in
them to those of animals today. Animals that eat a lot of aquatic
prey, such as crocodilians and turtles, have distinctive ratios. Sure
enough, the result from the lab comes back saying that the ratio is
similar to those of aquatic animals. The paleontologist may then
surmise that Spinosaurus fed on the large fish in its environment. But
what if the paleontologist misidentified the sample, and it actually
came from an extinct crocodile species that lived alongside
Spinosaurus? Spinosaurus and crocodilian teeth are similar in shape,
so the mistake would be an easy one to make. The lab result would then
be useless for determining the diet of that dinosaur.

Similarly, to truly see something, is to have a true theory modelling
the reality responsible for our experience. Errors in experimental



interpretation are special cases of erroneous observation.

It's no metaphor to say that we are seeing an object whenever we
inspect an experimental result.

4.
Scientific instruments augment the influence that something has on our
experience. Under normal circumstances, that 'something' may have
little or no influence on our experience. To work properly, they have
to relay, modify, or produce a completely different kind of output
that is in one way or another dependent-on, covariant-with, or in some
manner related-to the input influence. They distance us from the
reality we're trying to learn about in 2 ways:

a) They require that our sensory organs be directed not at the
phenomena of interest, but at things like computer monitors, print
outs, false-color photographs, etc.

b) Every time information from the phenomenon is passed from one
system to another, it represents another layer of separation from it.

In a different way, scientific instruments bring us closer to that
reality by amplifying the quality, noticeability, or number and
diversity of the influences the phenomena has on us.

5.
The process of getting an experimental result is somewhat analogous to
the operation of a Rube Goldberg machine. Suppose that dropping a
marble into a Rube Goldberg machine results in a bell eventually
ringing. To explain why dropping the marble caused the bell to ring
will require a lot of theory if the machine is even slightly complex
(such as theories about the properties of the machine's components and
their interactions).

Like Rube Goldberg machines, scientific instrumentation is very
sensitive. If any part of a Rube Goldberg machine is misaligned or
defective, the intended finale will not happen. The same is true of a
scientific instrument; one defect, and the output is either
nonexistent or useless. Good scientific instruments, like good
explanations, are hard to vary.



In the case of explanations, they are hard to change without creating
problems. In the case of scientific instruments, they are hard to
change without making them less useful in their role of helping us to
resolve certain problems (like the problem of having multiple
competing theories that have empirical content).

6.
It is fortunate and interesting that reality permits the existence of
objects like scientific instruments, or our sensory faculties, which
are capable of (and successful at) emulating characteristics of other
objects. If they couldn't exist, observations couldn't happen, making
science impossible.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 4 notes
Date: October 24, 2011 at 12:30 PM

On Oct 23, 2011, at 9:49 AM, Kristen Ely wrote:

On October 14, 2011, at 7:51 PM, Elliot Temple wrote:

On Oct 14, 2011, at 5:15 PM, Kristen Ely wrote:

On October 12, 2011, at 1:27 PM, Elliot Temple wrote:

On Oct 11, 2011, at 12:54 PM, Kristen Ely wrote:

How is knowledge created? Some bad explanations:

-Creationism: it's already there, in the form of a supernatural
being(s)
     *this doesn't explain how the knowledge got there

-Spontaneous generation: it just happened, sprang out of nowhere
(from something that doesn't contain knowledge)
     *also doesn't explain how the knowledge got there

This repeated phrase refers to different things in each case.

The first time what's not explained is the initial origin of
knowledge (the supernatural beings have knowledge, so where did they get 
it? as
an answer to where knowledge comes from, this hasn't helped anything)

The second time doesn't explain it in terms of simply neglecting to
give an explanation at all: it "just happens".

Is this difference significant?



It's different flaws.

Whether it's significant depends what problem you are trying to solve. I
think for understanding what is wrong with each statement, it's significant.

So the difference is basically:

Creationism: gives an explanation for how the knowledge got there (it's there in 
the supernatural being) but not the initial origin of that knowledge
Spontaneous generation: gives no explanation at all

Or:

Creationism: bad explanation
Spontaneous generation: no explanation

Is that right?

Yes.

Differences between biological adaptations and human knowledge:

-Biological knowledge = non-explanatory, limited reach

Biological evolution has created a great deal of reach. It created us.

It's also a better (computer) programmer than we are (today,
present state of the industry). It's approaches to programming have more
reach in important ways than what we know how to do, despite the advantages 
of
thinking.

Its reach is still limited, though, isn't it?

I don't know.

It partly depends on how you categorize things. It created us and we have



unlimited reach. Why doesn't it get credit for the work of its creation? We
humans take credit for the work of our creations (e.g. tools).

When we create AIs (real AIs, i.e. people) maybe we won't take credit
anymore, just as we don't (usually) take credit for the accomplishments of
our children. But there certainly is a sense in which educators and creators
deserve some credit (when they are helpful, that is. coercive teachers may do
more harm than good, and deserve *negative* credit).

Biological evolution has a harder time getting past local maxima than humans 
do,
but it does get past some of them and I don't know if there's a
fundamental limit on that.

From chapter 5, page 113, location 2059 on Kindle:

"In contrast [to biological adaptations], the intermediate explanations leading a 
scientist from one good explanation to the next need not be viable at all. The 
same is true of creative thought in general. This is the fundamental reason that 
explanatory ideas are able to escape from parochialism, while biological 
evolution, and rules of thumb, cannot."

Is "getting past local maxima" the same as "escaping from parochialism"?

It's one instances of escaping from parochialism.

Escaping from parochialism is an ongoing process. We can make infinite 
progress in that regard, overcoming an endless stream of local maxima.

If so, it would seem that biological evolution *can* escape from parochialism, 
and this explanation of the difference between explanatory ideas and biological 
evolution is false.

Biological evolution definitely makes some progress in escaping from 
parochialism, even ignoring humans.

Would the requirement that intermediate adaptations be viable just slow 
biological evolution down, in comparison with explanatory ideas, on its way to 



unlimited reach?

Consider this:

How viable do intermediate adaptations need to be? What if (very very tiny odds) 
3 mutations happen at once towards a feature that requires 30 mutations. This is 
a good start, but we're still a long ways from the end, and let's suppose this new 
creature is not viable.

Well, just how non-viable is it? Maybe it's chance of surviving to mate is 20% of 
what it used to be. Or 0.1%. But it's probably not zero.

As long as its not zero, given enough time biological evolution could get past it. 
And could get past a lengthy succession of "non-viable" versions of a creature.

Technically, eventually, biological evolution can go past anything non-viable as 
long as it doesn't make continuing impossible (like by removing the reproductive 
systems entirely).

Similarly, local maxima can be randomly deviated from at low probability, and at 
very low probability that can be sustained quite a long time and perhaps end up 
on some other ascending path.

I don't think looking at this in terms of *possible* reach is the right way. It 
obscures the distinction between systems that are good at overcoming various 
types of obstacles and systems that are very very bad at overcoming them but 
can keep trying forever.

Perhaps more interestingly there is the issue of what mutations are possible. 
Biological evolution does not rely on mutating a single nucleotide at a time per 
generation. Bigger changes are possible like whole sequences can be moved or 
deleted. This already constitutes some ability to get past intermediate states. 
Biological evolution somehow (epistemological details not well understood) 
created the DNA system that would allow more scope for future changes.

Could biological evolution have created, or still create, a better system than DNA 
with more scope for getting past intermediate states? Seems possible. Why 
would DNA be either the best one in general or the best one biological evolution 
can create? Conceivably DNA has universality in the relevant respects so it's tied 



for the best due to that, but otherwise I think it could be improved on, and even if 
it has some types of universality there may be others it lacks.

For a more full understanding of the reach and limits of biological evolution, I 
think we need a better understanding of how it created DNA, how it became a 
good programmer, how it's able to deal with structural knowledge when selection 
pressures are directly on denotation, and what else it might do along those lines.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Christopher Smith <cwsmith85@gmail.com>
Subject: [BoI] Review of BOI by Freeman Dyson
Date: October 24, 2011 at 4:21 PM

Here's an interesting review of BOI by Freeman Dyson.  He's favorable on the 
book as a whole--especially the chapter on Socrates.  But he takes issue with 
David D. for not acknowledging China:

Deutsch’s version of history is narrow. It is Whig history, portraying human destiny 
as a triumph of parochial British ideas and institutions. Long before Bacon, 
thinkers in China were taking a long view of history and pushing it along a 
different path, and Socrates in Greece was teaching us to search for wisdom by 
asking questions rather than by knowing the answers. Many diverse cultures 
were converging to the conclusion that humans have a choice. If we want to,we 
can be the spark, transforming the universe from a purposeless machine into a 
creative community of living creatures always asking new questions and 
struggling to find new answers.

And:

The most important improvement of the human condition in the last half-century 
was
the economic transformation of China. If this transformation continues for another
half-century and also includes India, more than half of the population of the world
will be rich. The way will be open for new and unpredictable transformations to
come. China has a long tradition, extending back through thousands of years, of
central government organizing large-scale social experiments. Some of the
experiments failed and some succeeded. The Chinese tradition encourages the 
taking
of large risks and the ability to recover from calamities. We should hope that the
Chinese tradition will continue to be different from ours, so that they will dare to
undertake new ventures that our more timid Western rules forbid. It is a pity that
Deutsch does not mention China in his book. He ignores half of our heritage. If he
had brought China into his vision of the future, his argument for an infinite
expansion of human possibilities would have been strengthened.

I've attached the full review in PDF form.

--Chris



On Oct 23, 2011, at 6:56 PM, Destructivist wrote:

1.
The size of the universe does not make people (including any non-human
people) insignificant. It's true that we're small in comparison to
many other things that exist - but so what? Black hole singularities
are also quite tiny. Viruses are microscopic. Most would consider
these things 'significant' in some vague way. So then, what exactly
makes something significant?

Later, in chapter 3, Deutsch explains that objectively significant
phenomena play necessary roles in the explanation of many other
phenomena, or require distinctive explanation in terms of fundamental
theories for their distinctive features.

Black holes do not explain very many common phenomena, so it is
difficult to see how they can be objectively significant. However, in
order to explain their peculiar features, fundamental theories like
relativity and quantum theory (and the as-yet-undiscovered theory of
quantum gravity) would need to be created. So black holes satisfy the
latter half of Deutsch's significance criterion.

Viruses are significant because they play a necessary role in the
explanations of a variety of disease symptoms, like revealing how one
person can acquire similar symptoms merely from being in proximity to
another sick person. This makes them at least somewhat significant.

People are significant in both ways (more details in chapter 3). When
a person becomes depressed because they believe they're insignificant,
this signals that they wish they were significant, but (falsely)
believe they are not.
When someone feels relieved by holding the belief that they are
insignificant, it shows that they think being significant would be
undesirable. This situation is worse because not only do they hold a
false belief, they presumably have no explanation for why significance
is undesirable. Also, their bias may be an impediment to correcting
the false belief (an anti-rational meme).

2.
The process of scientific research is sometimes portrayed as



consisting mostly of dull, "mindless" chores, like collecting
thousands of data points, assembling sophisticated experimental
machinery (e.g. LHC), checking/re-checking math, or testing numerous
slight variants of a drug for effectiveness.

These 'chores' are not, in fact, mindless. When these tasks can be
automated, the machines that perform them don't learn anything. They
are void of any creativity or intention to improve upon or replace the
method. They are also unaware of any underlying purpose to their
actions.

When people do them, they bring their creative abilities to bear on
the task, and sometimes make improvements. We also reflect upon what
we're doing and why, and interpret our actions as being key to a
better understanding of reality.

3.
To make an error during experimental interpretation is to misconceive
(=have a false theory about) of the reality that was responsible for
the result we obtained.

Example:
A paleontologist who wants to know what the long-snouted predatory
dinosaur Spinosaurus ate, could take samples from isolated fossil
teeth (so as not to damage better, more complete specimens with teeth
still embedded in their jaw bones), and compare the isotope ratios in
them to those of animals today. Animals that eat a lot of aquatic
prey, such as crocodilians and turtles, have distinctive ratios. Sure
enough, the result from the lab comes back saying that the ratio is
similar to those of aquatic animals. The paleontologist may then
surmise that Spinosaurus fed on the large fish in its environment. But
what if the paleontologist misidentified the sample, and it actually
came from an extinct crocodile species that lived alongside
Spinosaurus? Spinosaurus and crocodilian teeth are similar in shape,
so the mistake would be an easy one to make. The lab result would then
be useless for determining the diet of that dinosaur.

Similarly, to truly see something, is to have a true theory modelling
the reality responsible for our experience. Errors in experimental
interpretation are special cases of erroneous observation.



It's no metaphor to say that we are seeing an object whenever we
inspect an experimental result.

4.
Scientific instruments augment the influence that something has on our
experience. Under normal circumstances, that 'something' may have
little or no influence on our experience. To work properly, they have
to relay, modify, or produce a completely different kind of output
that is in one way or another dependent-on, covariant-with, or in some
manner related-to the input influence. They distance us from the
reality we're trying to learn about in 2 ways:

a) They require that our sensory organs be directed not at the
phenomena of interest, but at things like computer monitors, print
outs, false-color photographs, etc.

b) Every time information from the phenomenon is passed from one
system to another, it represents another layer of separation from it.

In a different way, scientific instruments bring us closer to that
reality by amplifying the quality, noticeability, or number and
diversity of the influences the phenomena has on us.

5.
The process of getting an experimental result is somewhat analogous to
the operation of a Rube Goldberg machine. Suppose that dropping a
marble into a Rube Goldberg machine results in a bell eventually
ringing. To explain why dropping the marble caused the bell to ring
will require a lot of theory if the machine is even slightly complex
(such as theories about the properties of the machine's components and
their interactions).

Like Rube Goldberg machines, scientific instrumentation is very
sensitive. If any part of a Rube Goldberg machine is misaligned or
defective, the intended finale will not happen. The same is true of a
scientific instrument; one defect, and the output is either
nonexistent or useless. Good scientific instruments, like good
explanations, are hard to vary.



In the case of explanations, they are hard to change without creating
problems. In the case of scientific instruments, they are hard to
change without making them less useful in their role of helping us to
resolve certain problems (like the problem of having multiple
competing theories that have empirical content).

6.
It is fortunate and interesting that reality permits the existence of
objects like scientific instruments, or our sensory faculties, which
are capable of (and successful at) emulating characteristics of other
objects. If they couldn't exist, observations couldn't happen, making
science impossible.

-- 
-- 

Here's an interesting review of BOI by Freeman Dyson.  He's favorable on the 
book as a whole--especially the chapter on Socrates.  But he takes issue with 
David D. for not acknowledging China:

Deutsch’s version of history is narrow. It is Whig history, portraying human destiny as a triumph of parochial British ideas and 
institutions. Long before Bacon, thinkers in China were taking a long view of history and pushing it along a different path, and 
Socrates in Greece was teaching us to search for wisdom by asking questions rather than by knowing the answers. Many diverse 
cultures were converging to the conclusion that humans have a choice. If we want to,we can be the spark, transforming the 
universe from a purposeless machine into a creative community of living creatures always asking new questions and struggling 
to find new answers.

And:

The most important improvement of the human condition in the last half-century was
the economic transformation of China. If this transformation continues for another
half-century and also includes India, more than half of the population of the world
will be rich. The way will be open for new and unpredictable transformations to
come. China has a long tradition, extending back through thousands of years, of
central government organizing large-scale social experiments. Some of the
experiments failed and some succeeded. The Chinese tradition encourages the taking
of large risks and the ability to recover from calamities. We should hope that the
Chinese tradition will continue to be different from ours, so that they will dare to
undertake new ventures that our more timid Western rules forbid. It is a pity that
Deutsch does not mention China in his book. He ignores half of our heritage. If he
had brought China into his vision of the future, his argument for an infinite
expansion of human possibilities would have been strengthened.

I've attached the full review in PDF form.

--Chris

http://en.wikipedia.org/wiki/Freeman_Dyson


On Oct 23, 2011, at 6:56 PM, Destructivist wrote:

1.
The size of the universe does not make people (including any non-human
people) insignificant. It's true that we're small in comparison to
many other things that exist - but so what? Black hole singularities
are also quite tiny. Viruses are microscopic. Most would consider
these things 'significant' in some vague way. So then, what exactly
makes something significant?

Later, in chapter 3, Deutsch explains that objectively significant
phenomena play necessary roles in the explanation of many other
phenomena, or require distinctive explanation in terms of fundamental
theories for their distinctive features.

Black holes do not explain very many common phenomena, so it is
difficult to see how they can be objectively significant. However, in
order to explain their peculiar features, fundamental theories like
relativity and quantum theory (and the as-yet-undiscovered theory of
quantum gravity) would need to be created. So black holes satisfy the
latter half of Deutsch's significance criterion.

Viruses are significant because they play a necessary role in the
explanations of a variety of disease symptoms, like revealing how one
person can acquire similar symptoms merely from being in proximity to
another sick person. This makes them at least somewhat significant.

People are significant in both ways (more details in chapter 3). When
a person becomes depressed because they believe they're insignificant,
this signals that they wish they were significant, but (falsely)
believe they are not.
When someone feels relieved by holding the belief that they are
insignificant, it shows that they think being significant would be
undesirable. This situation is worse because not only do they hold a
false belief, they presumably have no explanation for why significance
is undesirable. Also, their bias may be an impediment to correcting
the false belief (an anti-rational meme).

2.



The process of scientific research is sometimes portrayed as
consisting mostly of dull, "mindless" chores, like collecting
thousands of data points, assembling sophisticated experimental
machinery (e.g. LHC), checking/re-checking math, or testing numerous
slight variants of a drug for effectiveness.

These 'chores' are not, in fact, mindless. When these tasks can be
automated, the machines that perform them don't learn anything. They
are void of any creativity or intention to improve upon or replace the
method. They are also unaware of any underlying purpose to their
actions.

When people do them, they bring their creative abilities to bear on
the task, and sometimes make improvements. We also reflect upon what
we're doing and why, and interpret our actions as being key to a
better understanding of reality.

3.
To make an error during experimental interpretation is to misconceive
(=have a false theory about) of the reality that was responsible for
the result we obtained.

Example:
A paleontologist who wants to know what the long-snouted predatory
dinosaur Spinosaurus ate, could take samples from isolated fossil
teeth (so as not to damage better, more complete specimens with teeth
still embedded in their jaw bones), and compare the isotope ratios in
them to those of animals today. Animals that eat a lot of aquatic
prey, such as crocodilians and turtles, have distinctive ratios. Sure
enough, the result from the lab comes back saying that the ratio is
similar to those of aquatic animals. The paleontologist may then
surmise that Spinosaurus fed on the large fish in its environment. But
what if the paleontologist misidentified the sample, and it actually
came from an extinct crocodile species that lived alongside
Spinosaurus? Spinosaurus and crocodilian teeth are similar in shape,
so the mistake would be an easy one to make. The lab result would then
be useless for determining the diet of that dinosaur.

Similarly, to truly see something, is to have a true theory modelling
the reality responsible for our experience. Errors in experimental



interpretation are special cases of erroneous observation.

It's no metaphor to say that we are seeing an object whenever we
inspect an experimental result.

4.
Scientific instruments augment the influence that something has on our
experience. Under normal circumstances, that 'something' may have
little or no influence on our experience. To work properly, they have
to relay, modify, or produce a completely different kind of output
that is in one way or another dependent-on, covariant-with, or in some
manner related-to the input influence. They distance us from the
reality we're trying to learn about in 2 ways:

a) They require that our sensory organs be directed not at the
phenomena of interest, but at things like computer monitors, print
outs, false-color photographs, etc.

b) Every time information from the phenomenon is passed from one
system to another, it represents another layer of separation from it.

In a different way, scientific instruments bring us closer to that
reality by amplifying the quality, noticeability, or number and
diversity of the influences the phenomena has on us.

5.
The process of getting an experimental result is somewhat analogous to
the operation of a Rube Goldberg machine. Suppose that dropping a
marble into a Rube Goldberg machine results in a bell eventually
ringing. To explain why dropping the marble caused the bell to ring
will require a lot of theory if the machine is even slightly complex
(such as theories about the properties of the machine's components and
their interactions).

Like Rube Goldberg machines, scientific instrumentation is very
sensitive. If any part of a Rube Goldberg machine is misaligned or
defective, the intended finale will not happen. The same is true of a
scientific instrument; one defect, and the output is either
nonexistent or useless. Good scientific instruments, like good
explanations, are hard to vary.



In the case of explanations, they are hard to change without creating
problems. In the case of scientific instruments, they are hard to
change without making them less useful in their role of helping us to
resolve certain problems (like the problem of having multiple
competing theories that have empirical content).

6.
It is fortunate and interesting that reality permits the existence of
objects like scientific instruments, or our sensory faculties, which
are capable of (and successful at) emulating characteristics of other
objects. If they couldn't exist, observations couldn't happen, making
science impossible.

-- 
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From: Westmiller@aol.com
Subject: [BoI] Re: Evolutionary Progress (Chapter 4 notes)
Date: October 25, 2011 at 2:29 AM

Was: Chapter 4 notes
Elliot Temple  writes:

... As long as its not zero, given enough time
 biological evolution could get past it.

Evolution almost always failed.  For a variety of reasons, 99.9% of species
are extinct. That doesn't count a  multitude of unknown species and
"versions" of each creature.

Evolution  can be understood as two essential conditions:
1. Things change
2. Some  things work

The first applies both to the changes in creatures and the  environment.
Seemingly random (atomic) mutations are (in my opinion) less common  than
environmental mutations (chemical, climate, and parallel  biotic).

What that opinion leads me to suspect is that Darwin was wrong  about the
"Tree of Life" ... that one species "split" into two, sequentially  through
sapients. It seems to me that there's a lot of evidence that human  beings
(and many other species) evolved in multiple continental locations around  the
world (with similar favorable environments), during roughly the same
geologic time, which we recognize as sub-species or "races".

That doesn't  mean that the evolution of humans was *necessary*, only that
global conditions  were similarly favorable to that development in different
places. However, given  favorable conditions, it seems to me likely that
humans are a natural  consequence of the principle that "some things work",
which implies that  sapience itself is always a distinct advantage over other
attributes.

Bill

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] responsibility
Date: October 25, 2011 at 2:38 AM

http://www.scottmccloud.com/1-webcomics/chess/chess-one/chess-one.html

Squares 5 and 7 (counting the one labelled "start" as 1) deflect responsibility for a 
human action to a non-human.

Understanding that humans are responsible agents is important to understanding 
a range of issues such as drug use, "mental illness", morality, criminal law, the 
differences between humans and animals, and *self improvement* -- taking 
responsibility is crucial to facing and addressing problems that people have. 
Deflecting responsibility is a strategy for pretending problems don't exist and not 
solving them.

The comic is making a casual statement. The frequent restatement of bad 
philosophical ideas in casual contexts -- and the common objection to criticism on 
the basis that people didn't seriously mean what they said -- is part of how bad 
philosophy remains prevalent.

-- Elliot Temple
http://elliottemple.com/

http://www.scottmccloud.com/1-webcomics/chess/chess-one/chess-one.html
http://elliottemple.com/


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Structural Epistemology (Was: Message Errors)
Date: October 25, 2011 at 4:25 AM

On Mon, Oct 24, 2011 at 6:02 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 23, 2011, at 2:16 AM, Brian Scurfield wrote:

On Fri, Oct 21, 2011 at 7:06 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 19, 2011, at 9:18 PM, Brian Scurfield wrote:

Yes, good point. DRY tells us something about how to correctly
structure knowledge. It is part of ... I quite can't remember what you
called it ... structural knowledge theory, which is different to
communication theory.

I call it "structural epistemology", following DD and Kolya Wolf. And they call 
the non-structural part of knowledge its "denotation".

Many debates, for example ones about the knowledge in political systems, 
laws or religions, assumes that denotation is *all* the knowledge, without 
conceiving of structure. Thus the amount of knowledge in many traditions is 
underestimated. As some software developers know (in a non-generalized 
way), structure can easily be more than half the knowledge present, and it's 
structural issues that are behind the failure (or cutting back features) of many 
big projects (many features are not so hard to write, the real trouble is putting 
them all together in an organized way).

Yes, issues of structure have cost bigtime, yet, although developers
are to one extent or another aware of the importance of structure, few
would know what "structural epistemology" is. It comes up in other
areas too, as you said. Good composition in art I guess is a matter of
structural epistemology.

So what do we know about structural epistemology? You have talked
about DRY and decoupling. We also mentioned that many design patterns,
which are intended to be good structure and notionally part of
structural epistemology, are bad because they exist solely to get
around structural problems in OOP. Other principles of SE would be



YAGNI and separating that which varies from that which remains the
same. What else is there?

Here's a few issues:

YAGNI (you ain't gonna need it) is a good one. It relates to the epistemological 
idea of staying focussed on problems. People often provide vague statements 
that aren't directly addressed to any clear problem (this is really common when it 
comes to consciousness and qualia!). When we actually learn something about 
the subjects, almost all of their vague stuff will turn out not to be needed nor 
relevant nor useful.

There doesn't appear to be any known problem in epistemology for which
consciousness and qualia are required so it does appear to be the case
at present that YAGNI.

YAGNI also comes up in art: some artists can say more with fewer lines
and less details than other artists and be better for it.

Justificationism, inductivism, and empiricism actually have a similar flaw. They 
originally had problems they try to solve, but most of their proponents 
(especially non-professionals) today do not understand what those problems are 
(and thus have no idea what constitutes failure to solve them and therefore 
refutation, nor what constitutes an alternative solution).

Yeah, justificationism, inductivism, and empiricism: YAGNI!

Another big thing we know about structural epistemology is that two programs 
with *identical denotation* may have very different structure. For example a 
program to multiply by repeated addition and one to multiply with a lookup table.

There are infinite number of programs with different structure that
have the same denotation. Ideas are the same: we can express the same
idea in many different ways. Improvements to ideas often come about
not because the denotation has changed but because we have found
better ways to express the ideas.

Why do structural differences matter if both programs do the same thing? The 
biggest reason they matter is if you want to *change* the program. For big 
changes, structure often matters way more than denotation.



What if we don't want to make big changes to our program? Well first of all why 
not? Shouldn't our project requirements be flexible? We can't predict in advance 
exactly what program we'll want. We'll need to try stuff out, maybe even get 
customers, and then we'll be able to better learn what kind of program to make, 
and we'll need the flexibility to make changes.

There's also the issue of bugs, maintenance, and adding new features which 
interact with old features. There's no getting away from the importance of 
changes for any significant software in active use.

There's also code reuse. This can be done by making a copy of some code then 
modifying the copy. How well that works depends mostly on the code's 
structure, not denotation.

Code reuse can also be done by writing code structured into components 
(functions, methods, classes, libraries, lisp style macros, C style macros) that 
can be accessed by other code. Whether code is organized into components at 
all, and how it's done, is a matter of structure.

Where the dividing lines between components are drawn, and what type of 
components are used, is also a structural matter. However you choose such 
things you can end up with a program that does the same thing (same 
denotation). You could take a working program and reorganize it into lots of 
different sets of components without changing what it does.

So, as a general principle, good knowledge structures should be easy
to modify while their denotation should be hard to vary.

-- Brian Scurfield



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: More on FTL Neutrinos
Date: October 25, 2011 at 11:15 AM

On Oct 23, 2011, at 9:50 AM, John Clark wrote on FoR list:

With a little luck in a few weeks we may know if this neutrino moving faster
than light stuff is a bride of cold fusion fiasco or the greatest
development in physics since the Quantum Mechanics revolution.

Enthusiasm like this for any result that would be spectacular *if true* is one of the 
incentives discussed in BoI for scientists to be incompetent (it's easier to get 
potentially spectacular conclusions by being incompetent than actually finding 
any). Incompetence can be rewarded with lots of attention, with money for further 
research, and more.

These guys first got the experiment wrong, which isn't that big a deal but it 
enabled step 2: they went to the media and said stupid stuff about how MAYBE 
spectacular results. They totally jumped the gun on that; you're supposed to first 
do competent, serious research to reach the conclusion and then tell the media 
*after*. And they have this big incentive to jump the gun...

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: John Campbell <smilesooner@gmail.com>
Subject: Re: [BoI] Review of BOI by Freeman Dyson
Date: October 25, 2011 at 6:40 PM

On Mon, Oct 24, 2011 at 3:21 PM, Christopher Smith 
<cwsmith85@gmail.com>wrote:

--

Here's an interesting review of BOI by Freeman 
Dyson<http://en.wikipedia.org/wiki/Freeman_Dyson>.
 He's favorable on the book as a whole--especially the chapter on Socrates.
 But he takes issue with David D. for not acknowledging China:

*Deutsch’s version of history is **narrow. It is Whig history, portraying
human destiny as a triumph of parochial **British ideas and institutions.
**Long before Bacon, thinkers in China were taking a long view of history
and **pushing it along a different path, and Socrates in Greece was
teaching us to search **for wisdom by asking questions rather than by
knowing the answers. Many diverse **cultures were converging to the
conclusion that humans have a choice. If we want to,**we can be the spark,
transforming the universe from a purposeless machine into a **creative
community of living creatures always asking new questions and struggling *
*to find new answers.*
*
*
And:

*The most important improvement of the human condition in the last
half-century was*
*the economic transformation of China. If this transformation continues
for another*
*half-century and also includes India, more than half of the population of
the world*
*will be rich. The way will be open for new and unpredictable
transformations to*
*come. China has a long tradition, extending back through thousands of
years, of*

http://en.wikipedia.org/wiki/Freeman_Dyson


*central government organizing large-scale social experiments. Some of the
*
*experiments failed and some succeeded. The Chinese tradition encourages
the taking*
*of large risks and the ability to recover from calamities. We should hope
that the*
*Chinese tradition will continue to be different from ours, so that they
will dare to*
*undertake new ventures that our more timid Western rules forbid. It is a
pity that*
*Deutsch does not mention China in his book. He ignores half of our
heritage. If he*
*had brought China into his vision of the future, his argument for an
infinite*
*expansion of human possibilities would have been strengthened.*
*
*
I've attached the full review in PDF form.

--Chris

Thank you for posting this review. Dyson is largely positive of BOI, but I
am struck by how disjointed and parochial the review is.

He starts off in an interesting vein discussing prophets of hope and doom
and then goes into population growth concerns.
He seems to discuss evolutionary path choices that humans can make to become
different species, living in different parts of the universe,
rather than remaining a single species of humans as we are now. This would
seem to fly in the face of Deutsch's belief that we are no longer
evolving along those biologic lines, having reached the level of universal
computing persons. Unless I am misreading one or both of these men,
I would have expected Dyson to have explored this difference more, having
advanced a radical possible strategy for humanity as he did.

Dyson discusses the BOI chapter on "Choices" with respect to politics and
economics and declares Marx a prophet of hope. Dyson also claims
that Marx was largely correct in his criticism of capitalism and largely
false in his beliefs in communism. So where does that leave us?



Dyson seems pretty sympathetic to Marx and spends a good chunk of the review
discussing his opinions of Marx.

I hope any reader of the review might be intrigued enough to discover BOI on
their own. I found the review disappointing, with no central theme or
much discussion of the great ideas contained in BOI. The review reflects
much more on Dyson than it does on Deutsch or BOI.

John Campbell



From: Christopher Smith <cwsmith85@gmail.com>
Subject: Re: [BoI] Review of BOI by Freeman Dyson
Date: October 26, 2011 at 12:04 AM

On Oct 25, 2011, at 5:40 PM, John Campbell wrote:

Dyson discusses the BOI chapter on "Choices" with respect to politics and 
economics and declares Marx a prophet of hope. Dyson also claims
that Marx was largely correct in his criticism of capitalism and largely false in his 
beliefs in communism. So where does that leave us?
Dyson seems pretty sympathetic to Marx and spends a good chunk of the 
review discussing his opinions of Marx.

I don't know if I would agree completely that Dyson is "sympathetic to Marx."  He 
writes:

The gospel according to Karl Marx is a classic example of bad philosophy as 
defined by Deutsch. Bad philosophers try to improve the human condition by 
telling the
world how to behave. They deceive themselves, imagining that the world will 
dance to their tune.

And I think he largely agrees with Deutsch.  His digression into his own family 
history is some evidence of this agreement:

"Without the help of a communist revolution, the condition of the Halifax working 
class slowly improved. They achieved education, and modest prosperity, and the 
freedom to pursue broader interests. Mary’s son became a skilled machine 
builder, her grandson became a professional musician, and her great-grandson is 
a scientist."

I would agree that the review is largely disappointing.  I bought BOI after reading 
this review (NYTimes Book Review), which I think would be much more effective 
in getting BOI read by more people.  It certainly brought me to the book and by 
extension this forum.

Upon re-reading Dyson's review, I find this to be a very intriguing point:

"Deutsch becomes a true philosopher when he forgets his technical arguments 
and tells evocative stories."



If philosophy is concerned with objective truths and wisdom, it seems natural that 
the telling of these truths and the revelation of this wisdom should be beautiful.  
Dyson's requirement that good philosophers be good writers could then be 
understood as something more than a personal preference.  Deutsch himself has 
argued for an objective component to beauty on the level with the objectivity of 
scientific understanding.

Of course, it would be a mistake to choose poetically-written nonsense over 
poorly-written truth.  But the interesting question for me is: if one improves the 
poorly-written truth, is one making it more true?

--Chris



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: [BoI] Steve Jobs on school
Date: October 26, 2011 at 1:41 AM

Steve Jobs quote about elementary school, from his biography:

I encountered authority of a different kind than I had ever encountered before, 
and I did not like it. And they really almost got me. They came close to really 
beating any curiosity out of me.

Jordan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Steve Jobs on school
Date: October 26, 2011 at 1:44 AM

On Oct 25, 2011, at 10:41 PM, Jordan Talcot wrote:

Steve Jobs quote about elementary school, from his biography:

I encountered authority of a different kind than I had ever encountered before, 
and I did not like it. And they really almost got me. They came close to really 
beating any curiosity out of me.

What do you think people should do to avoid this?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Steve Jobs on school
Date: October 26, 2011 at 2:43 AM

On Oct 25, 2011, at 10:44 PM, Elliot Temple wrote:

On Oct 25, 2011, at 10:41 PM, Jordan Talcot wrote:

Steve Jobs quote about elementary school, from his biography:

I encountered authority of a different kind than I had ever encountered before, 
and I did not like it. And they really almost got me. They came close to really 
beating any curiosity out of me.

What do you think people should do to avoid this?

Avoid going to school. Homeschool or "unschool" instead.

If a child does want to go to school, their parents shouldn't enforce the school's 
rules. It was mentioned in Jobs' biography that his parents never punished him 
when he got in trouble at school.

Jordan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Steve Jobs on school
Date: October 26, 2011 at 3:39 AM

On Oct 25, 2011, at 11:43 PM, Jordan Talcot wrote:

On Oct 25, 2011, at 10:44 PM, Elliot Temple wrote:

On Oct 25, 2011, at 10:41 PM, Jordan Talcot wrote:

Steve Jobs quote about elementary school, from his biography:

I encountered authority of a different kind than I had ever encountered 
before, and I did not like it. And they really almost got me. They came close 
to really beating any curiosity out of me.

What do you think people should do to avoid this?

Avoid going to school. Homeschool or "unschool" instead.

If a child does want to go to school, their parents shouldn't enforce the school's 
rules. It was mentioned in Jobs' biography that his parents never punished him 
when he got in trouble at school.

How does life work without punishment?

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Steve Jobs on school
Date: October 26, 2011 at 3:47 AM

On Oct 26, 2011, at 12:39 AM, Elliot Temple wrote:

On Oct 25, 2011, at 11:43 PM, Jordan Talcot wrote:

On Oct 25, 2011, at 10:44 PM, Elliot Temple wrote:

On Oct 25, 2011, at 10:41 PM, Jordan Talcot wrote:

Steve Jobs quote about elementary school, from his biography:

I encountered authority of a different kind than I had ever encountered 
before, and I did not like it. And they really almost got me. They came 
close to really beating any curiosity out of me.

What do you think people should do to avoid this?

Avoid going to school. Homeschool or "unschool" instead.

If a child does want to go to school, their parents shouldn't enforce the school's 
rules. It was mentioned in Jobs' biography that his parents never punished him 
when he got in trouble at school.

How does life work without punishment?

Why does life need punishment?

Jordan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Steve Jobs on school
Date: October 26, 2011 at 4:41 AM

On Oct 26, 2011, at 12:47 AM, Jordan Talcot wrote:

On Oct 26, 2011, at 12:39 AM, Elliot Temple wrote:

On Oct 25, 2011, at 11:43 PM, Jordan Talcot wrote:

On Oct 25, 2011, at 10:44 PM, Elliot Temple wrote:

On Oct 25, 2011, at 10:41 PM, Jordan Talcot wrote:

Steve Jobs quote about elementary school, from his biography:

I encountered authority of a different kind than I had ever encountered 
before, and I did not like it. And they really almost got me. They came 
close to really beating any curiosity out of me.

What do you think people should do to avoid this?

Avoid going to school. Homeschool or "unschool" instead.

If a child does want to go to school, their parents shouldn't enforce the 
school's rules. It was mentioned in Jobs' biography that his parents never 
punished him when he got in trouble at school.

How does life work without punishment?

Why does life need punishment?

tradition includes punishment. it serves various purposes. if u don't do it, life will 
be different in some ways that ppl don't want.



so, there's issues to address. like what are you suggesting be done instead? and 
that question can be asked for each type/purpose of punishment.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] Locality
Date: October 26, 2011 at 8:49 AM

On Saturday, October 22, 2011 1:34:18 AM UTC+1, Alan Forrester wrote:

On 19 Oct 2011, at 02:34, tom.harrigan wrote:

I am aware locality has been vindicated. So, what I'd really like to
understand is the local mechanism by which fewer worlds are created when
measurements are made on entangled particles.

Worlds aren't created when measurements are made on entangled particles.
Worlds are large scale structures that form as a result of many local
instances of objects differentiating.

I think you'll find that worlds are created when measurements are made on
any particle that is in superposition, whether it is entangled or not.

Consider a standard experiment on entangled particles.

[If you aren't familiar with this type of experiment, there is one
described here:

http://www.youtube.com/watch?gl=GB&v=9WnV7zUR9UA
Just ignore the bits about non-locality and many-worlds if you find them

offensive, and bear in mind the talk pre-dates Prof. Deutsch's recent
paper. The point is that it's a real experiment.]

This video explains the experiment badly: worse than you do below. And the
argument given against the MWI starting at about 18 minutes just doesn't
make any sense. For example, he makes statements that logically imply that
he has no replacement, e.g. - he does not know where the collapse happens,
which means he has no theory about it. A straightforward implication of
this is that his theory is untestable. By contrast the MWI is testable
since it is a consequence of the equations of quantum mechanics. He claims
that his ideas are testable and the MWI isn't, which is exactly the
opposite of the truth. He states that the MWI somehow denies the idea that
he makes choices, and that those choices have consequences, but doesn't
explain how his single world theory solves the philosophical problems

http://www.youtube.com/watch?gl=GB&v=9WnV7zUR9UA


associated with free will. That is very surprising because if he could
solve that problem his solution would be more significant than all the work
he has done on quantum physics. Indeed, he never even describes the
philosophical problems associated with free will.

The message would have been better if you left the video out.

I'm very familiar with things being classified "good" or "bad" round here.
I try to avoid being double-ungood whenever I can.

Entangled particles (eg.singlet state electrons) are sent to Alice and
Bob, where measurements are made in either the horizontal or vertical
direction.

Measurements of spin?

We also have Charlie. Charlie receives a signal from Alice and Bob (via
optical fibre) indicating their results. When Alice and Bob perform their
experiments on orthogonal axes, we get 4 Charlies, which could be labelled:

(Up, Left), (Up, Right), (Down, Left), (Down, Right)

or

(Left, Up), (Left, Down), (Right, Up), (Right, Down)

depending on which way round that experiment was performed.

However, when measurements are performed on the same axis, we don't get
4 Charlies, we only get 2:

(Up, Down), (Down, UP)

or

(Left, Right), (Right, Left).

The (Up, Up), (Left, Left), (Down, Down),  (Right, Right) Charlies never
occur.



We set thing up so that the signal photon coming from Alice constitutes
the "wave of differentiation".

The signal photon doesn't constitute the wave of differentiation. It may
cause a wave of differentiation.

Worlds are splitting as the photon(s) travels down the optical fibre(s).
The same goes for Bob.

Worlds don't split. See my previous comment on worlds.

If Up and Left are both signalled with a RED photon, and Down and Right
by BLUE photons, we get the following worlds when the experiments are
performed on orthogonal axes:

(RED, RED), (RED, BLUE), (BLUE, RED), (BLUE, BLUE)

When measurements are made along the same axis however, we only ever 
get:

(RED, BLUE), (BLUE, RED)

The measuring device at Charlie knows what to do with particular photon
pairs, depending *WHY* the photons were created. It can tell whether the
RED/BLUE waves of differentiation are a result of measurements made on the
same axis or not, and splits accordingly, into 2 or 4. It cal tell whether
(RED,RED) is OK or not.

How does Charlie know whether to split into 4 or 2?

Knowledge has nothing to do with it. You should be talking about the flow
of information, not about knowledge.

The relevant information is entanglement information that is carried by
each system but typically can't be accessed by measurements on that system
alone. Do you have specific questions about how entanglement information
works? Or do you just want more explanation of it?



So, Alice discovers this entanglement information, and transfers it to her
signal photon when she presses the button. She sends a RED(BLUE) photon,
which contains information that the measurement was UP(DOWN) if it was
up(down), or LEFT(RIGHT) if it was left(right).

We know that nothing travels faster than a photon (ignoring tachyonic
neutrinos for the moment), so the photon has to carry all the information
it needs in order to match up in encounters with other worlds.

Charlie receives this photon. If Alice performed the measurement in the
vertical axis, then Charlie finds herself in the Alice-UP world, or the
Alice-DOWN world.

In the case where Charlie finds herself in Alice-UP, she receives a signal
from Bob. If Bob performed the experiment in the horizontal axis, Charlie
now finds herself in Alice-UP-Bob-LEFT or Alice-UP-Bob-RIGHT.

If you count all the worlds up, you will discover 4 Charlies, each with
different histories for this particular pair of experiments. This result is
the same as performing measurements on non-entangled particles.

If however Alice and Bob choose the same axis, the information (transferred
by their respective fingers when the button was pressed) has to be
sufficient to only create 2 Charlies, or 2 histories.

Clearly, when a local world meets another local world, if there is any
correlation between them, they must join in a specific way, and all the
information to ensure the correct blending of histories can be encoded in a
photon (not to mention a finger and a button).

Some sort of vaguely satisfying story describing the local physics of
correlated world-blending would be much appreciated!

Tom

-- 



From: Steve Gaines <sgaines1963@googlemail.com>
Subject: [BoI] Many Worlds Interpretation questions
Date: October 26, 2011 at 10:54 AM

Hi,
First of all forgive me if the following question is too noddy or
inappropriate - as you will be able to tell, I'm no expert.
The question is perhaps best summed up by this Objections section from
the 'MWI' Wikipedia entry :-

" Conservation of energy is grossly violated if at every instant near-
infinite amounts of new matter are generated to create the new
universes.

        MWI response: There are two responses to this objection.
First, the law of conservation of energy says that energy is conserved
within each universe. Hence, even if "new matter" were being generated
to create new universes, this would not violate conservation of
energy. Second, conservation of energy is not violated since the
energy of each branch has to be weighted by its probability, according
to the standard formula for the conservation of energy in quantum
theory. This results in the total energy of the multiverse being
conserved.[65]"

Is MWI saying that at the branching point, N complete instances of the
entire universe are created instantaneously? Assuming so, is there a
proposed mechanism for doing this?

If I may stick my head above the parapet just a little more(gulp), is
the creation of the instance of a universe a copying process? i.e. a
copy of a pre-existing universe with one infinitesimal change?

Thanks,
Steve

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Locality
Date: October 26, 2011 at 12:17 PM

On Oct 26, 2011, at 5:49 AM, tom.harrigan wrote:

On Saturday, October 22, 2011 1:34:18 AM UTC+1, Alan Forrester wrote:

On 19 Oct 2011, at 02:34, tom.harrigan wrote:

I am aware locality has been vindicated. So, what I'd really like to
understand is the local mechanism by which fewer worlds are created when
measurements are made on entangled particles.

Worlds aren't created when measurements are made on entangled particles.
Worlds are large scale structures that form as a result of many local
instances of objects differentiating.

I think you'll find that worlds are created when measurements are made on
any particle that is in superposition, whether it is entangled or not.

Worlds are not created by measurements. In fact, they are not created at all by 
anything.

As BoI explains, all the particles already exist in advance. There is no creation. 
After stuff happens, sometimes things that used to be fungible are no longer 
fungible, so there's more *different* categories of stuff, but that was not a matter 
of creation.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Many Worlds Interpretation questions
Date: October 26, 2011 at 12:46 PM

On Wednesday, October 26, 2011 3:54:34 PM UTC+1, Steve Gaines wrote:

Hi,
First of all forgive me if the following question is too noddy or
inappropriate - as you will be able to tell, I'm no expert.
The question is perhaps best summed up by this Objections section from
the 'MWI' Wikipedia entry :-

" Conservation of energy is grossly violated if at every instant near-
infinite amounts of new matter are generated to create the new
universes.

        MWI response: There are two responses to this objection.
First, the law of conservation of energy says that energy is conserved
within each universe. Hence, even if "new matter" were being generated
to create new universes, this would not violate conservation of
energy. Second, conservation of energy is not violated since the
energy of each branch has to be weighted by its probability, according
to the standard formula for the conservation of energy in quantum
theory. This results in the total energy of the multiverse being
conserved.[65]"

Is MWI saying that at the branching point, N complete instances of the
entire universe are created instantaneously? Assuming so, is there a
proposed mechanism for doing this?

If I may stick my head above the parapet just a little more(gulp), is
the creation of the instance of a universe a copying process? i.e. a
copy of a pre-existing universe with one infinitesimal change?

I'm no expert either. One of the particularly appealing aspects of the MWI
that Prof. Deutsch and colleagues have developed is that it is entirely
local. In single-universe theories, non-locality (without causation) is
needed to explain experimental results. In those theories one is forced to
accept events happening "outside space-time".



So, when events happen that can cause branching, the branching starts at
one place and time. The effect of the branching spreads outwards at a speed
no faster than light, as local physics happens. There is no need to copy
universes instantaneously, whatever that means.

As far as I can tell, mass/energy is conserved because the process of
branching does not cause a single object to become two objects, rather an
object, which is multiversal in nature, to become differentiated, I think.

Tom

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Structural Epistemology (Was: Message Errors)
Date: October 26, 2011 at 1:49 PM

On Oct 25, 2011, at 1:25 AM, Brian Scurfield wrote:

On Mon, Oct 24, 2011 at 6:02 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 23, 2011, at 2:16 AM, Brian Scurfield wrote:

On Fri, Oct 21, 2011 at 7:06 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 19, 2011, at 9:18 PM, Brian Scurfield wrote:

Yes, good point. DRY tells us something about how to correctly
structure knowledge. It is part of ... I quite can't remember what you
called it ... structural knowledge theory, which is different to
communication theory.

I call it "structural epistemology", following DD and Kolya Wolf. And they call 
the non-structural part of knowledge its "denotation".

Many debates, for example ones about the knowledge in political systems, 
laws or religions, assumes that denotation is *all* the knowledge, without 
conceiving of structure. Thus the amount of knowledge in many traditions is 
underestimated. As some software developers know (in a non-generalized 
way), structure can easily be more than half the knowledge present, and it's 
structural issues that are behind the failure (or cutting back features) of 
many big projects (many features are not so hard to write, the real trouble is 
putting them all together in an organized way).

Yes, issues of structure have cost bigtime, yet, although developers
are to one extent or another aware of the importance of structure, few
would know what "structural epistemology" is. It comes up in other
areas too, as you said. Good composition in art I guess is a matter of
structural epistemology.

So what do we know about structural epistemology? You have talked
about DRY and decoupling. We also mentioned that many design patterns,
which are intended to be good structure and notionally part of



structural epistemology, are bad because they exist solely to get
around structural problems in OOP. Other principles of SE would be
YAGNI and separating that which varies from that which remains the
same. What else is there?

Here's a few issues:

YAGNI (you ain't gonna need it) is a good one. It relates to the epistemological 
idea of staying focussed on problems. People often provide vague statements 
that aren't directly addressed to any clear problem (this is really common when 
it comes to consciousness and qualia!). When we actually learn something 
about the subjects, almost all of their vague stuff will turn out not to be needed 
nor relevant nor useful.

There doesn't appear to be any known problem in epistemology for which
consciousness and qualia are required so it does appear to be the case
at present that YAGNI.

YAGNI also comes up in art: some artists can say more with fewer lines
and less details than other artists and be better for it.

Another way to say YAGNI is "good enough". It's quite close in content despite 
initially appearing a bit different.

For example, consider organizing apps for an iPhone or iPad.

Some organization has a lot of value.

Perfect organization is not worthwhile. It will be lost as new apps are added, 
unless maintenance costs are paid.

There is a "good enough" state which is mostly but not perfectly organized. More 
organization falls under YAGNI and less is inefficient (cost of finding an app is too 
high, so it's inefficient).

The structure of how to organize it is interesting. The best approach is something 
like this (or at least deals with this issue):

the early screens should be carefully organized. and they'll stay organized 
because they are full. change them only when you get a new app you use a lot. 



this is efficient because these screens are used the most.

later screens can be organized to a lower standard. like one screen of games, 
one of utilities, but not in any particular order.

infrequently used apps can be put semi-haphazardly in folders. not randomly 
cause then it's too hard to find stuff. but far from perfect. since they are used 
rarely, it's OK to have a medium sized cost to find them (expanding several 
folders before finding the right one, say), and that is cheaper than the cost of 
organizing them carefully (and keeping them that way as your app library 
changes).

so on an early screen with often used apps, the YAGNI or "good enough" 
standard is different than the apps a few screens later.

another interesting case is deletions. deletion is a good tool for organizing 
because it has no ongoing maintenance cost and in fact reduces ongoing 
maintenance costs for whatever your setup is. however, dumping stuff in folders 
has advantages over deletion because it has a lower upfront cost. you don't have 
to think about it much to toss something in a folder because the cost of a mistake 
is very low -- you can always pull it out of the folder later. deletion has a much 
higher undo cost (have to remember the name and find it on the app store again. 
and would you have to pay again? i would think not but someone could easily be 
unsure so dealing with having to figure that out or worry about it raises the cost.). 
so deleting has advantages over time but with more upfront cost it's not always 
worthwhile to think about (and take into account that when you do think about it, 
you might decide to keep it, so you're putting in decision making effort for a 
*chance* of reduced maintenance going forward).

all of these organization issues are structural besides deletion, sort of (you can 
think of it as keeping the content on apple's servers and the lookup information in 
memory in your brain. so in that case the content is still there. unless you forget!). 
you have the same apps however you organize them. they do the same things.

if you think of scripts that do things like "search the list of all apps for an app 
names X and then send it a command to do Y" they will work identically -- same 



output for any input -- no matter how you organize the apps (deletions will get 
different results here).

the time to get the output may be different. that's another thing structure often 
matters to. also energy efficiency.

but anyway, denotation is the same. there are really mundane examples of 
structural knowledge. it kind of speaks to how horribly bad almost all philosophers 
are that they haven't noticed and have no philosophy covering this.

if you compare this to consciousness, it's a better area for research in lots of 
ways. e.g. you can monetize it by developing software or training software 
developers or that kind of thing. the monetary value is really really big. could 
easily be larger than the current world economy, within a century. because look at 
the value of software and how automation changes the world and can be a value 
multiplier for existing businesses, and then try to imagine the potential value of 
*better* software than people are able to make today with the fairly limited 
existing knowledge of how to organize code.

and it's a field where it's not too hard to make concrete progress and steps 
objectively forward and get feedback on whether you're getting stuff right (you 
can try to use it and see how it goes). and there's *clear* problems to address.

but most philosophers would rather give vague answers to vague questions with 
no standards of criticism, no monetary value, and basically no use to anyone. like 
they do with qualia and consciousness stuff. actually a lot of that has *negative* 
value since it's used to promote scientism and attack morality.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] Locality
Date: October 26, 2011 at 7:07 PM

On Wednesday, October 26, 2011 5:17:41 PM UTC+1, Elliot Temple wrote:

On Oct 26, 2011, at 5:49 AM, tom.harrigan wrote:

On Saturday, October 22, 2011 1:34:18 AM UTC+1, Alan Forrester wrote:

On 19 Oct 2011, at 02:34, tom.harrigan wrote:

I am aware locality has been vindicated. So, what I'd really like to
understand is the local mechanism by which fewer worlds are created

when
measurements are made on entangled particles.

Worlds aren't created when measurements are made on entangled
particles.

Worlds are large scale structures that form as a result of many local
instances of objects differentiating.

I think you'll find that worlds are created when measurements are made
on

any particle that is in superposition, whether it is entangled or not.

Worlds are not created by measurements. In fact, they are not created at
all by anything.

As BoI explains, all the particles already exist in advance. There is no
creation. After stuff happens, sometimes things that used to be fungible
are no longer fungible, so there's more *different* categories of stuff,
but that was not a matter of creation.

"All particles already exist in advance"? Have you ever heard of the big
bang?



"There is no creation."Clearly not. Look around, there is no sign of it.

"Stuff happens...sometimes...fungible...no longer fungible." Very profound
indeed!

It appears that in a desperate attempt to avoid the question, you have
descended into a game of semantics.

You know exactly what I mean. There are diagrams of exactly what I mean in
BoI - see page 285. Allow me to precis:

                        Affected by X
Unaffected ----->
                        Affected (Differently) by Y

So, there are three worlds corresponding to each of the above labels. One
exists before an experiment, two are created. In fact, they are described
"Rest of world" in the opus. Three worlds, indexed differently adds up to
three worlds. I can't believe you have managed to drag me down to this
level - I am arguing from authority, which is your game, not mine.
Nevertheless, this time, you lose!

Do you understand  the question?

Tom

-- 



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Locality
Date: October 27, 2011 at 6:46 AM

On Thursday, October 27, 2011, tom.harrigan <tom.harrigan@gmail.com> wrote:
On Wednesday, October 26, 2011 5:17:41 PM UTC+1, Elliot Temple wrote:

On Oct 26, 2011, at 5:49 AM, tom.harrigan wrote:

On Saturday, October 22, 2011 1:34:18 AM UTC+1, Alan Forrester wrote:

On 19 Oct 2011, at 02:34, tom.harrigan wrote:

I am aware locality has been vindicated. So, what I'd really like to
understand is the local mechanism by which fewer worlds are created

when
measurements are made on entangled particles.

Worlds aren't created when measurements are made on entangled
particles.

Worlds are large scale structures that form as a result of many local
instances of objects differentiating.

I think you'll find that worlds are created when measurements are made
on

any particle that is in superposition, whether it is entangled or not.

Worlds are not created by measurements. In fact, they are not created at
all by anything.

As BoI explains, all the particles already exist in advance. There is no
creation. After stuff happens, sometimes things that used to be fungible are
no longer fungible, so there's more *different* categories of stuff, but
that was not a matter of creation.

"All particles already exist in advance"? Have you ever heard of the big
bang?



"There is no creation."Clearly not. Look around, there is no sign of it.

Time consists of a sequence of moments, but as David explains in The Fabric
of Reality, physics does not privilege any moment and so does not regard the
present moment as different to past and future moments. Moments exist
timelessly and the flow of time is an illusion caused by our point of view
as embedded observers within moments. The whole of the multiverse from the
Big Bang to infinity exists all at once and timelessly as a "block
universe".

-- Brian Scurfield

-- 
-- Brian Scurfield

-- 



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] Locality
Date: October 27, 2011 at 8:05 AM

On Thursday, October 27, 2011 11:46:39 AM UTC+1, Brian Scurfield wrote:

On Thursday, October 27, 2011, tom.harrigan <tom.ha...@gmail.com> wrote:
On Wednesday, October 26, 2011 5:17:41 PM UTC+1, Elliot Temple wrote:

On Oct 26, 2011, at 5:49 AM, tom.harrigan wrote:

On Saturday, October 22, 2011 1:34:18 AM UTC+1, Alan Forrester wrote:

On 19 Oct 2011, at 02:34, tom.harrigan wrote:

I am aware locality has been vindicated. So, what I'd really like to
understand is the local mechanism by which fewer worlds are created

when
measurements are made on entangled particles.

Worlds aren't created when measurements are made on entangled
particles.

Worlds are large scale structures that form as a result of many local
instances of objects differentiating.

I think you'll find that worlds are created when measurements are
made on

any particle that is in superposition, whether it is entangled or not.

Worlds are not created by measurements. In fact, they are not created
at all by anything.

As BoI explains, all the particles already exist in advance. There is
no creation. After stuff happens, sometimes things that used to be fungible
are no longer fungible, so there's more *different* categories of stuff,
but that was not a matter of creation.



"All particles already exist in advance"? Have you ever heard of the big
bang?

"There is no creation."Clearly not. Look around, there is no sign of it.

Time consists of a sequence of moments, but as David explains in The
Fabric of Reality, physics does not privilege any moment and so does not
regard the present moment as different to past and future moments. Moments
exist timelessly and the flow of time is an illusion caused by our point of
view as embedded observers within moments. The whole of the multiverse from
the Big Bang to infinity exists all at once and timelessly as a "block
universe".

OK, so in a block universe, time consists of a sequence of moments. There
are moments where there are fewer particles than other moments. There are
also moments when there are fewer emergent structures, less knowledge,
lower entropy etc.

Also in a block universe, there are 4 Charlies at a particular moment _if_
Alice and Bob conduct measurements on perpendicular axes. If Alice and Bob
happen to choose the same axis, there are only 2 Charlies at that moment. I
am very interested to discover, how causally disconnected regions of a
block universe, know how to match up, using only local physics.

So far, all I have been able to conclude is that all the necessary
information can be encoded in a photon.

Tom

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Locality
Date: October 27, 2011 at 8:20 AM

On 27 Oct 2011, at 11:46am, Brian Scurfield wrote:

Time consists of a sequence of moments, but as David explains in The Fabric of 
Reality, physics does not privilege any moment and so does not regard the 
present moment as different to past and future moments. Moments exist 
timelessly and the flow of time is an illusion caused by our point of view as 
embedded observers within moments.

I'd rather call the flow of time a *misconception* than an illusion. The flow of time 
doesn't make sense, and I don't think there can be an illusion of something that 
doesn't make sense.

-- David Deutsch



From: Steve Gaines <sgaines1963@googlemail.com>
Cc: beginning-of-infinity@googlegroups.com, foar@googlegroups.com
Subject: Re: [BoI] Many Worlds Interpretation questions
Date: October 27, 2011 at 7:46 AM

It does seem there isn't a definitive answer as to whether anything new is
created at the branching point. I've heard everything from agreement that
new universes are created to the totally opposite view that all the past and
future universes are a permanent feature of the multiverse.

I'm therefore as confused as before. I've read FoR and BoI - can anyone
recommend an introductory book (or URL) that deals with this particular
subject?
Thanks,
Steve

On Thu, Oct 27, 2011 at 1:51 AM, Russell Standish 
<lists@hpcoders.com.au>wrote:

On Wed, Oct 26, 2011 at 07:54:34AM -0700, Steve Gaines wrote:
Hi,
First of all forgive me if the following question is too noddy or
inappropriate - as you will be able to tell, I'm no expert.
The question is perhaps best summed up by this Objections section from
the 'MWI' Wikipedia entry :-

" Conservation of energy is grossly violated if at every instant near-
infinite amounts of new matter are generated to create the new
universes.

        MWI response: There are two responses to this objection.
First, the law of conservation of energy says that energy is conserved
within each universe. Hence, even if "new matter" were being generated
to create new universes, this would not violate conservation of
energy. Second, conservation of energy is not violated since the
energy of each branch has to be weighted by its probability, according
to the standard formula for the conservation of energy in quantum
theory. This results in the total energy of the multiverse being
conserved.[65]"



These are two possibilities. Another is that the total mass-energy of
any universe is 0 (positive mass-energy exactly balancing the negative
gravitational potential energy), so duplicating a universe will not
change the total energy. Finally, another is that the total
mass-energy of the Multiverse is infinite - in which case adding more
to it will also not matter.

Cheers.

Is MWI saying that at the branching point, N complete instances of the
entire universe are created instantaneously? Assuming so, is there a
proposed mechanism for doing this?

If I may stick my head above the parapet just a little more(gulp), is
the creation of the instance of a universe a copying process? i.e. a
copy of a pre-existing universe with one infinitesimal change?

Thanks,
Steve

--

--

----------------------------------------------------------------------------
Prof Russell Standish                  Phone 0425 253119 (mobile)
Principal, High Performance Coders
Visiting Professor of Mathematics      hpcoder@hpcoders.com.au
University of New South Wales          http://www.hpcoders.com.au

----------------------------------------------------------------------------

-- 

http://www.hpcoders.com.au/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Many Worlds Interpretation questions
Date: October 27, 2011 at 2:13 PM

On Oct 27, 2011, at 4:46 AM, Steve Gaines wrote:

It does seem there isn't a definitive answer as to whether anything new is
created at the branching point. I've heard everything from agreement that
new universes are created to the totally opposite view that all the past and
future universes are a permanent feature of the multiverse.

I'm therefore as confused as before. I've read FoR and BoI - can anyone
recommend an introductory book (or URL) that deals with this particular
subject?

The issue of brand new things at branching points is addressed in BoI which puts 
forward the view that there are fungible instances in advance of any branching 
point and they become different.

DD and Alan both posted to FoR list about this today, quotes below. The answer 
is that branching points are not creation but differentiation.

DD began his post:

When the history of an observer in the multiverse becomes differentiated into 
two histories of smaller weight

Note that the new ones are smaller (have fewer fungible instances). So that's 
compatible with conservation laws.

And Alan posted:

In the MWI as currently constituted there is a continuous infinity of fungible 
versions of a particular system. Those versions differentiate into two 
distinguishable versions, each of which has a measure according to a particular 
measure function that acts according to the standard rules of probability. That 
measure is uniquely selected by quantum mechanics as containing all of the 
information that will have an effect on your future versions in the experiment 
under consideration. Neither of those later versions can correctly claim that a 



particular  fungible earlier version is the version of him that inhabits his branch.

You can find people on the internet saying all sorts of things, but if you are 
interested in BoI's position, this is it.

Creation is problematic because it runs into issues like: what creates the new 
stuff? How? Why? It also fails to account for phenomena caused by diversity 
within fungibility.

The BoI fungibility-and-differentiation explanation has no outstanding criticisms of 
it that I'm aware of.

Steve Gaines previous posted:

Is MWI saying that at the branching point, N complete instances of the
entire universe are created instantaneously? Assuming so, is there a
proposed mechanism for doing this?

No. And that would raise another problem: it would violate locality to instantly 
create stuff far away. And, as you suggest, there is no known mechanism that 
could do that.

MWI is a local theory (that means nothing happens faster than the speed of light, 
there is no action at a distance). When differences are created, they normally 
spread out at approximately the speed of light in approximately a sphere (this is 
the wave of differentiation discussed in BoI) and take some time to spread 
throughout a universe.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Capitalism, Saints, Profit
Date: October 27, 2011 at 2:14 PM

http://news.ycombinator.com/item?id=3155467

pg writes:

I'm perfectly willing to believe Steve Jobs had a mean streak or whatever, but 
you can't call it evil when someone refuses to do something no one else does 
either [give away Apple stock, see next sentence]. Steve Wozniak giving away 
some of his stock to other Apple employees at the time of the IPO is the only 
instance I know of that happening. What this story shows is that Wozniak is a 
saint, not that Jobs is evil.

As far as the debate pg was in, he's right. Woz was the rare and special 
exception; Steve did what's normal. So that's not grounds to complain about 
Steve. To nail Steve for this, you'd have to nail 99% of people who would have 
done the same thing.

But pg's comment has something else to it. He characterizes Woz as a saint. He 
thinks what Woz did is good, and implies that more people ought to do similar 
things, even if they probably won't. He sees Woz's decision as admirable and 
Steve's as acceptable but not saintly.

pg is mistaken. Steve is the saint here.

What Steve did is keep money for himself that he had *big plans for*. Steve 
giving away his money would have been a horrible tragedy that would have made 
the lives of hundreds of literally billions of people considerably worse off.

Steve did far more good by keeping the money -- he helped billions (including, 
yes, himself, which is a good thing not a bad thing) -- than Woz did by giving it 
away (which helped dozens, maybe a bit more indirectly).

Steve directed his money towards crucially important projects. Woz could have 
directed it to those same projects -- by giving it to Steve -- or to his own projects -
- but instead chose to direct a lot of money to people with far less important 

http://news.ycombinator.com/item?id=3155467


projects. Thus Woz did far less good with his money.

Woz still did a lot more than most people. He's elite. Maybe he's a "saint". 
Regardless, Steve is much more so.

Steve's choices were more capitalist. pg is an entrepreneur who got rich from 
capitalism and runs a company to help startups and promote entrepreneurship 
and capitalism. pg has a lot of positive things to say about capitalism, he is not 
just some random leftist. Yet, still, pg characterizes the altruistic type decision as 
saintly and the more capitalist decision -- that did orders of magnitude more good 
-- as somehow worse.

Making a moral case for capitalism, and taking a stand against ideas like this, is 
one of the most important roles of Ayn Rand. Capitalism is better not just in terms 
of economic efficiency, and not being socialism, but it is morally and spiritually 
better, more saintly, more humane, more kind... It wins all these important 
contests that people quite rightly care about.

http://daringfireball.net/linked/2011/10/25/innovators-dilemma

They can do it because Apple hasn’t optimized its organization to maximize 
profit. Instead, it has made the creation of value for customers its priority. When 
you do this, the fear of cannibalization or disruption of one’s self just melts away. 
In fact, when your mission is based around creating customer value, around 
creating great products, cannibalization and disruption aren’t “bad things” to be 
avoided. They’re things you actually strive for — because they let you improve 
the outcome for your customer.

This is mostly correct. Apple is organized differently than various other 
businesses. It is more focussed on providing value to its customers. It makes 
money as a consequence of that, and not in any other ways.

An example of a different business model is Google or TV which makes money 
from ads. Making money from ads isn't about doing what the user wants, it's 
inconveniencing them some (put another way: the person using the service is not 
the customer, the advertisers are the customer, and the focus is providing value 
to the advertiser-customers, not the end users who get a mix of value and 
inconvenience.)

http://daringfireball.net/linked/2011/10/25/innovators-dilemma


Another business model is "free" checking accounts that make money off of 
overdraft fees and various other fees. They even have algorithms to change the 
order in which purchases are charged to the account to maximize the fees [1]. 
Seems kinda like fraud to me to edit timestamps on someone's purchase history 
to screw them. It's certainly not customer-friendly. Yet they do it.

So, Apple does things a different way, and Apple's way is better.

But wait a second, what was that about Apple not maximizing profit? Isn't it Apple 
that has $80 billion in cash and the second biggest market cap (after Exxon, 
which like Apple is all about providing value to the end user -- they make money 
selling a product, not from ads or fees or anything fishy)?

So while I agree with the general characterization of what Apple's approach is, 
and that it's better, I do not agree with the perspective that says Apple doesn't 
maximize profit and sees profit as a problem. What exactly would Apple have 
done differently to make more profit? Nothing (well, not fire Steve Jobs way back 
when :)

The profit motive absolutely did encourage Apple to be what it is, and to stay the 
way it is. Apple is making as much profit as it knows how to, and that has led to 
great things.

Providing value without inconveniencing or sacrificing the end user is in fact the 
best way to make profit. So the profit motive does nudge people in the right 
direction, it is a good thing not a bad thing.

I see both the banking fees business model and the ads business model as due 
to *lack of capitalism*, in different ways. They are not caused by capitalism or 
intelligent profit seeking.

Banks are a mess because there is not a free market in banking. The government 
interferes with banking (and with the money supply!). So you can't blame 
capitalism.

As to ads, in general it's possible and better to make money by people paying 
you. If you're providing value -- and you have to be to get them to put up with ads 
-- then you can charge for that value, and ought to avoid doing anything user-



hostile (if you do, your competitors who don't will take your users).

So what's going on? Why are there so many ads? It's because people are poor. 
Ads are a result of poverty. Poverty, of course, is caused by lack of capitalism 
(especially by violence, which is prohibited by capitalism, but all other deviations 
from capitalism also promote poverty).

Ad viewing can be seen as like a low paying job where you're paid in 
goods/services not money. People do this job because their primary job(s) 
doesn't provide as much income as they want. So they do the extra job of viewing 
ads -- which is a work-from-home job with super flexible hours that can be done 
in very short working sessions that can be interrupted at any moment -- to 
supplement their income.

People who are more wealthy value their time more and don't want a low paying 
job like this. They'd rather just pay. The more money you make when working at 
your primary job(s), the less appealing this sort of secondary job is. So the 
advertising business of Google and TV is parochial and temporary. But it's also 
good: it helps poor people.

[1] Banks do something like this:

You have $10 in your account. You make purchases for $2, $5, and then $20. 
They will put the biggest purchases first and smallest last to make the largest 
amount take place while your balance is below 0. They'll charge the $20 and an 
overdraft fee, then charge the $5 next and another fee, then the $2 and another 
fee. So what should be one overdraft fee turns into 3.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Splitting of worlds: how does this work?
Date: October 28, 2011 at 4:13 AM

A simple thought experiment:

A photon reaches a half-silvered mirror. In one world, it is reflected and
absorbed by a detector; in the other it passes straight through, and out
the window. The free photon travels some distance until it comes in through
my window, and encounters me.

On encountering me, the free photon must only interact with 50% of the
fungible me, as the other 50% is expecting an email about a photon being
detected in a lab across town.

So, how does the photon know that it has been part of a quantum experiment,
and that it must only interact with 50% of the of the fungible instances of
the objects it encounters? Also how does the photon know that the
percentage is 50/50, not 33/67 etc?

Tom

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] real world tradition and software interface design
Date: October 28, 2011 at 4:20 PM

http://madebymany.com/blog/apples-aesthetic-dichotomy

why use real world objects like calendars as models for apps?

because existing designs contain knowledge.

because, what else are you going to use? will it be a better app if you change the 
picture of leather to a solid color? or a gradient or some photoshop effect?

the computer world opens up a lot of possibilities for how to make a calendar look 
different. but that's no reason to make it look different unless you come up with a 
specific improvement.

they stuck a texture on the iPad calendar app for example. the iPod calendar app 
just has a very generic looks UI. if the top and bottom bar gradients had different 
coloring, maybe it'd be better. it's a little drab. the leather color adds some 
brightness and diversity. i think it's nice and i don't think it's easy to make an 
artificial design that's nicer.

this guy acts like using existing traditional knowledge is infantile and violating 
traditions for the sake of acting adult is the only way to go. he doesn't give any 
attention to the actual problem of making something better than the tradition, he 
thinks just make it look computer will automatically be somehow better.

this isn't about mass market appeal and sentimentality. sure some things that 
Apple does like it's FaceTime commercials are about that. but this leather 
textured coloring instead of a blue-grey gradient? that is not a sacrifice to pop 
culture. it has zero functional downsides and is totally fine aesthetically.

the very small ripped page (from tearing off the previous month) graphic and the 
little bit on the bottom that looks like there is a stack of pages underneath with 
depth are different. (btw, still there in december. and the torn stuff is still there for 
january. no attempt to make that realistic). also the page flipping animation in 
iBooks.

http://madebymany.com/blog/apples-aesthetic-dichotomy


but this guy doesn't care about such distinctions. he criticizes the leather which is 
just different colored pixels in the same places you'd have colored pixels anyway.

i think the calendar stuff makes it more visually interesting. less uniform, less 
bland. and if people like it, that's *good*.

the ibooks flipping may have some *non-readily-apparent benefits* as traditional 
things often do. could it be that people like to have a tiny micro-break instead of 
feeling rushed and feeling like the next page always starts instantly, and the book 
goes on endlessly and relentlessly?

violating tradition often leads to unforeseen problems because traditions have 
functionally useful knowledge that people may not be aware of how it works and 
why it matters.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Notes on Chapter 2
Date: October 29, 2011 at 3:34 PM

On Oct 23, 2011, at 4:56 PM, Destructivist wrote:

1.
The size of the universe does not make people (including any non-human
people) insignificant. It's true that we're small in comparison to
many other things that exist - but so what? Black hole singularities
are also quite tiny. Viruses are microscopic. Most would consider
these things 'significant' in some vague way. So then, what exactly
makes something significant?

Later, in chapter 3, Deutsch explains that objectively significant
phenomena play necessary roles in the explanation of many other
phenomena, or require distinctive explanation in terms of fundamental
theories for their distinctive features.

Black holes do not explain very many common phenomena, so it is
difficult to see how they can be objectively significant.

If they suck in a lot of phenomena, then they do play an explanatory role in those.

Every time a black hole captures a photon, it has a role in explaining something.

However, in
order to explain their peculiar features, fundamental theories like
relativity and quantum theory (and the as-yet-undiscovered theory of
quantum gravity) would need to be created. So black holes satisfy the
latter half of Deutsch's significance criterion.

Viruses are significant because they play a necessary role in the
explanations of a variety of disease symptoms, like revealing how one
person can acquire similar symptoms merely from being in proximity to
another sick person. This makes them at least somewhat significant.

Viral disease is not acquired "merely from being in proximity". That's one of the 
things explanations of viruses explained to us. There are specific, 
understandable, and controllable infection vectors.



People are significant in both ways (more details in chapter 3). When
a person becomes depressed

The term is sad, not depressed. It's not a "mental illness".

because they believe they're insignificant,
this signals that they wish they were significant, but (falsely)
believe they are not.

Maybe. People are complex and often have contradictory ideas. A person might 
dislike both the ideas of being significant or insignificant, and find himself in a 
bind. Or he might think it's not a dichotomy and want some third thing.

When someone feels relieved by holding the belief that they are
insignificant, it shows that they think being significant would be
undesirable.

Again, maybe, maybe not.

This situation is worse because not only do they hold a
false belief, they presumably have no explanation for why significance
is undesirable.

No, there are explanations for why people don't like significance. For example it 
may bring unwanted responsibility or contradict some of the ways they fool 
themselves.

They usually don't have those explanations but do have others, e.g. explanatory 
rationalizations. Or there's plenty of other possibilities, e.g. someone might think 
that if we're significant despite being crude, brutish and violent, that makes the 
universe a nasty place, it'd be better if we were insignificant and something better 
than us was significant.

Significance also makes it significant that one's child died, or that one lived badly, 
for example.

Also, their bias may be an impediment to correcting
the false belief (an anti-rational meme).



How did bias come into it? People believe this stuff with and without bias, it can 
go either way.

2.
The process of scientific research is sometimes portrayed as
consisting mostly of dull, "mindless" chores, like collecting
thousands of data points, assembling sophisticated experimental
machinery (e.g. LHC), checking/re-checking math, or testing numerous
slight variants of a drug for effectiveness.

How could doing math be "mindless"? that's so silly. everyone knows advanced 
math takes lots of thinking to get right.

These 'chores' are not, in fact, mindless. When these tasks can be
automated, the machines that perform them don't learn anything. They
are void of any creativity or intention to improve upon or replace the
method. They are also unaware of any underlying purpose to their
actions.

When people do them, they bring their creative abilities to bear on
the task, and sometimes make improvements. We also reflect upon what
we're doing and why, and interpret our actions as being key to a
better understanding of reality.

3.
To make an error during experimental interpretation is to misconceive
(=have a false theory about) of the reality that was responsible for
the result we obtained.

Example:
A paleontologist who wants to know what the long-snouted predatory
dinosaur Spinosaurus ate, could take samples from isolated fossil
teeth (so as not to damage better, more complete specimens with teeth
still embedded in their jaw bones), and compare the isotope ratios in
them to those of animals today. Animals that eat a lot of aquatic
prey, such as crocodilians and turtles, have distinctive ratios. Sure
enough, the result from the lab comes back saying that the ratio is



similar to those of aquatic animals. The paleontologist may then
surmise that Spinosaurus fed on the large fish in its environment. But
what if the paleontologist misidentified the sample, and it actually
came from an extinct crocodile species that lived alongside
Spinosaurus? Spinosaurus and crocodilian teeth are similar in shape,
so the mistake would be an easy one to make. The lab result would then
be useless for determining the diet of that dinosaur.

Similarly, to truly see something, is to have a true theory modelling
the reality responsible for our experience. Errors in experimental
interpretation are special cases of erroneous observation.

It's no metaphor to say that we are seeing an object whenever we
inspect an experimental result.

Another example is people look at car crash data and interpret that heavy rain 
coats impair driver reflexes. That explanation is consistent with their data. But 
there are other interpretations that are also consistent, e.g. that brakes work less 
well with wet roads. In this example, there was no mistake about what the 
evidence is (e.g. which dinosaur a tooth came from), but interpretative error still 
happened. Any set of evidence always has *unlimited* interpretations and we 
must differentiation between them by *criticism*, such as which things are good 
or bad explanations, and in the case of competing good explanations then it's 
nice to differentiate by experimental test if we can think of one.

4.
Scientific instruments augment the influence that something has on our
experience. Under normal circumstances, that 'something' may have
little or no influence on our experience. To work properly, they have
to relay, modify, or produce a completely different kind of output
that is in one way or another dependent-on, covariant-with, or in some
manner related-to the input influence. They distance us from the
reality we're trying to learn about in 2 ways:

a) They require that our sensory organs be directed not at the
phenomena of interest, but at things like computer monitors, print
outs, false-color photographs, etc.

b) Every time information from the phenomenon is passed from one



system to another, it represents another layer of separation from it.

In a different way, scientific instruments bring us closer to that
reality by amplifying the quality, noticeability, or number and
diversity of the influences the phenomena has on us.

Yeah, we always use proxies, and always need good explanations about what 
our chain of proxies provides information about.

5.
The process of getting an experimental result is somewhat analogous to
the operation of a Rube Goldberg machine. Suppose that dropping a
marble into a Rube Goldberg machine results in a bell eventually
ringing. To explain why dropping the marble caused the bell to ring
will require a lot of theory if the machine is even slightly complex
(such as theories about the properties of the machine's components and
their interactions).

Like Rube Goldberg machines, scientific instrumentation is very
sensitive. If any part of a Rube Goldberg machine is misaligned or
defective, the intended finale will not happen. The same is true of a
scientific instrument; one defect, and the output is either
nonexistent or useless. Good scientific instruments, like good
explanations, are hard to vary.

In the case of explanations, they are hard to change without creating
problems. In the case of scientific instruments, they are hard to
change without making them less useful in their role of helping us to
resolve certain problems (like the problem of having multiple
competing theories that have empirical content).

yeah. this is one of the reasons science is hard to get right. Feynman likes to talk 
about the difficulty, the high standards needed:

http://www.youtube.com/watch?
v=IaO69CF5mbY&feature=bf_next&list=PLD1F0ABAE4E3168EB&lf=results_vide
o&index=3

http://www.youtube.com/watch?v=IaO69CF5mbY&feature=bf_next&list=PLD1F0ABAE4E3168EB&lf=results_video&index=3


6.
It is fortunate and interesting that reality permits the existence of
objects like scientific instruments, or our sensory faculties, which
are capable of (and successful at) emulating characteristics of other
objects. If they couldn't exist, observations couldn't happen, making
science impossible.

It works out well but it's sort of hard to abstractly imagine a world that isn't like 
that. If stuff interacts, then you can have proxies and chains of interactions.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] Chapter 5 notes
Date: October 29, 2011 at 6:44 PM

Guiding principle -- reject bad explanations in favor of good ones

Which, in regard to what is real or not, leads to: 
   If our best explanations refer to the existence of something, then we should 
regard it as really existing, whether or not we can observe/sense it
   If our best explanations deny that something exists, then we should regard it as 
not existing, even if we formerly thought it did (such as the force of gravity)

Emergence:
     Lower-level complexity (such as at the level of atoms) resolves itself into 
higher-level simplicity, and can be understood/explained at the higher level 
without direct reference to the lower level.

The behavior of high-level phenomena consists of the behavior of the low-level 
parts it is made of. Sometimes the low-level details will be important for our 
understanding of the high-level phenomena, but not always. For example, the 
second law of thermodynamics describes the behavior of high-level physical 
processes without referring to the behavior of the molecules those processes 
consist of.

Ideas that reject explanations:
-Instrumentalism -- rejects all explanations
-Reductionism -- rejects high-level explanations
-Principle of Mediocrity -- rejects high-level explanations that involve people
-Holism -- rejects reductionist explanations; the only significant explanations are 
of parts in terms of wholes

They all reject explanations without considering whether those explanations are 
good or bad -- they are not following the guiding principle of rejecting bad 
explanations in favor of good ones.

Good explanations can describe phenomena at any level of emergence. They do 
not have to be at the lowest level in order to be fundamental.

Emergence is a beginning of infinity -- we need emergent phenomena to explain 
the world; our knowledge consists of explanations of emergent phenomena



Emergence also explains why we can create successive scientific theories,  each 
explaining more than the last, even if they are very different from each other -- 
each theory explains another "layer" that the previous theory had not addressed, 
although it explained its own "layer" well.

Knowledge "uses" physical entities (organisms, brains) to get itself copied
Knowledge is abstract
Something abstract is affecting something physical

Abstractions exist, because some explanations must refer to them ("if our best 
explanations refer to the existence of something, then we should regard it as 
really existing, whether or not we can observe/sense it")

Causation is an abstract idea -- we can't see it, it's not a part of the laws of motion 
of elementary particles. It's an emergent property of that motion.

We don't learn from experience, we learn from conjecture and criticism. Believing 
that we learn from experience makes it seem like we can't know anything outside 
of science (an empiricist mistake).

Experience in science -- used for experimental testing
Experience in philosophy -- provides problems by bringing our ideas into conflict

You can't get an *ought* from an *is* (you can't derive a factual theory from an 
*is*, either), but we can use factual evidence (what *is*) to criticize moral theories 
(what *ought* to be).

Our best explanations refer to the existence of causation and the laws of physics, 
therefore we should regard them as actually, objectively existing, even though 
they are abstractions. 

-Kristen



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Irrational Bayesianism -- And Answer
Date: October 29, 2011 at 6:58 PM

http://news.ycombinator.com/item?id=3172148

The comments by xenophanes are me.

-- Elliot Temple
http://elliottemple.com/

-- 

http://news.ycombinator.com/item?id=3172148
http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] real world tradition and software interface design
Date: October 29, 2011 at 7:52 PM

On 28 Oct 2011, at 21:20, Elliot Temple wrote:

http://madebymany.com/blog/apples-aesthetic-dichotomy

why use real world objects like calendars as models for apps?

because existing designs contain knowledge.

because, what else are you going to use? will it be a better app if you change 
the picture of leather to a solid color? or a gradient or some photoshop effect?

the computer world opens up a lot of possibilities for how to make a calendar 
look different. but that's no reason to make it look different unless you come up 
with a specific improvement.

they stuck a texture on the iPad calendar app for example. the iPod calendar 
app just has a very generic looks UI. if the top and bottom bar gradients had 
different coloring, maybe it'd be better. it's a little drab. the leather color adds 
some brightness and diversity. i think it's nice and i don't think it's easy to make 
an artificial design that's nicer.

this guy acts like using existing traditional knowledge is infantile and violating 
traditions for the sake of acting adult is the only way to go. he doesn't give any 
attention to the actual problem of making something better than the tradition, he 
thinks just make it look computer will automatically be somehow better.

this isn't about mass market appeal and sentimentality. sure some things that 
Apple does like it's FaceTime commercials are about that. but this leather 
textured coloring instead of a blue-grey gradient? that is not a sacrifice to pop 
culture. it has zero functional downsides and is totally fine aesthetically.

the very small ripped page (from tearing off the previous month) graphic and the 
little bit on the bottom that looks like there is a stack of pages underneath with 
depth are different. (btw, still there in december. and the torn stuff is still there for 
january. no attempt to make that realistic). also the page flipping animation in 
iBooks.

http://madebymany.com/blog/apples-aesthetic-dichotomy


but this guy doesn't care about such distinctions. he criticizes the leather which 
is just different colored pixels in the same places you'd have colored pixels 
anyway.

i think the calendar stuff makes it more visually interesting. less uniform, less 
bland. and if people like it, that's *good*.

the ibooks flipping may have some *non-readily-apparent benefits* as traditional 
things often do. could it be that people like to have a tiny micro-break instead of 
feeling rushed and feeling like the next page always starts instantly, and the 
book goes on endlessly and relentlessly?

Doesn't seem to be a problem for the Kindle app.

violating tradition often leads to unforeseen problems because traditions have 
functionally useful knowledge that people may not be aware of how it works and 
why it matters.

So how should we decide when a tradition should be violated? Presumably when 
we have an explanation of a better thing to try.

Alan



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] real world tradition and software interface design
Date: October 29, 2011 at 10:55 PM

On 30 Oct 2011, at 00:52, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 28 Oct 2011, at 21:20, Elliot Temple wrote:

the ibooks flipping may have some *non-readily-apparent benefits* as 
traditional things often do. could it be that people like to have a tiny micro-
break instead of feeling rushed and feeling like the next page always starts 
instantly, and the book goes on endlessly and relentlessly?

Doesn't seem to be a problem for the Kindle app.

Why don't you think so? Because people still use the Kindle app
despite the lack of micro-breaks?

- Richard



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] real world tradition and software interface design
Date: October 29, 2011 at 11:05 PM

On 28 Oct 2011, at 21:20, Elliot Temple <curi@curi.us> wrote:

violating tradition often leads to unforeseen problems because traditions have 
functionally useful knowledge that people may not be aware of how it works and 
why it matters.

Supposing that the particular bits of tradition in question actually
*were* useless in and of themselves, is there still some value in the
fact that invoking part of a tradition causes people to expect you to
invoke the rest of it?

i.e. the more it looks like a real calendar, the more people will
assume it behaves like a real calendar, and then you can plan the
gestures you support around that - e.g. The torn page motif makes
people more likely to treat the whole screen like a paper sheet, and
thus to try going to the next week by lifting the corner of the paper,
which is a supported gesture...

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] real world tradition and software interface design
Date: October 29, 2011 at 11:21 PM

On Oct 29, 2011, at 8:05 PM, Richard Fine wrote:

On 28 Oct 2011, at 21:20, Elliot Temple <curi@curi.us> wrote:

violating tradition often leads to unforeseen problems because traditions have 
functionally useful knowledge that people may not be aware of how it works 
and why it matters.

Supposing that the particular bits of tradition in question actually
*were* useless in and of themselves, is there still some value in the
fact that invoking part of a tradition causes people to expect you to
invoke the rest of it?

Yes, I agree, violating people's expectations and confusing people is one of the 
problems one faces when changing traditions.

i.e. the more it looks like a real calendar, the more people will
assume it behaves like a real calendar, and then you can plan the
gestures you support around that - e.g. The torn page motif makes
people more likely to treat the whole screen like a paper sheet, and
thus to try going to the next week by lifting the corner of the paper,
which is a supported gesture...

(Talking about the iPad calendar app.)

Yeah I can see it helping people understand that, especially people who aren't 
already accustomed to the existing computer interfaces that don't do that sort of 
thing.

FYI I think it's actually just a special case of the more general swipe left/right 
gesture, and the page turning graphic automatically adjusts for where your finger 
is, so if you use the corner it looks a little different but it's not really.

BTW you can drag the corner straight up to the top and see the paper fold in half. 
Doesn't do anything but the graphics are general purpose enough to support it. 
This tells me they were thinking more like "let's make some paper graphics" and 



less like "let's make a list of supported commands and add a graphic for each 
one". So thinking of it as like real paper may have led them in the direction of that 
first design approach instead of the second design approach. And the first one is 
better, it's more general purpose, it makes one feature with some reach instead of 
several more specialized features.

Paper and other real world objects come ready made with a coherent and well 
known set of properties while a computer interface could easily be an ad hoc 
mess. So mimicking real world objects can give you a head start on making a UI 
that fits together in ways intuitive to new users.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Lulie Tanett <www@lulie.org>
Subject: [BoI] Popper on art and objective beauty
Date: October 30, 2011 at 6:39 AM

Did Popper think anything coherent about art and beauty?

Quote:

"I do not see philosophy as a series of works of art, as striking and original 
pictures of the world, or as clever and unusual ways of describing the world. I 
think that if we look upon philosophy in this way, we do a real injustice to the 
great philosophers. The great philosophers were not engaged in an aesthetic 
endeavour. They did not try to be architects of clever systems; but like the great 
scientists they were, first of all, seekers after truth - after true solutions of 
genuine problems. No, I see the history of philosophy essentially as part of the 
history of the search for truth, and I reject the purely aesthetic view of it, even 
though beauty is important in philosophy as well as in science."

-- Karl Popper, 'How I See Philosophy', 1975.

This implies that art is not a search for truth and that there aren't genuine 
problems in art (which contradicts the Flowers chapter of BoI), and that art is 
somehow separate form both philosophy and science.

So what did he think art was? How did art/beauty fit into his world view?

FWIW I think his critical rationalism applies just as much to art as anything else, 
and it's not some special exception, but it looks like Popper himself thought 
something different. I'm curious what his (mis)conception was.

--
Lulie Tanett



From: agass <agass@post.tau.ac.il>
Subject: [BoI] RE: Popper on art and objective beauty
Date: October 30, 2011 at 7:33 AM

See Joseph Agassi and Ian Jarvie, A Critical Rationalist Aesthetics, in the Popper 
Series, Amsterdam: Rodopi, 2008, Chapter 4, §b: Aesthetics, Metaphysics, 
psychology and Chapter 5, §d: What is Truth in Art?

Joseph Agassi

Judith Buber Agassi & Joseph Agassi,

37 Levi Eshkol Street,

Herzliyah 46745 Israel

Phone +972-9-950-4072

Fax +972-153-9-950-4072

email: agass@post.tau.ac.il

Web Pages http://www.tau.ac.il/~agass

-----Original Message-----
From: beginning-of-infinity@googlegroups.com [mailto:beginning-of-
infinity@googlegroups.com] On Behalf Of Lulie Tanett
Sent: Sunday, October 30, 2011 12:39 PM
Subject: [BoI] Popper on art and objective beauty

Did Popper think anything coherent about art and beauty?

http://www.tau.ac.il/~agass
mailto:beginning-of-infinity@googlegroups.com


Quote:

"I do not see philosophy as a series of works of art, as striking and original 
pictures of the world, or as clever and unusual ways of describing the world. I 
think that if we look upon philosophy in this way, we do a real injustice to the 
great philosophers. The great philosophers were not engaged in an aesthetic 
endeavour. They did not try to be architects of clever systems; but like the great 
scientists they were, first of all, seekers after truth - after true solutions of 
genuine problems. No, I see the history of philosophy essentially as part of the 
history of the search for truth, and I reject the purely aesthetic view of it, even 
though beauty is important in philosophy as well as in science."

-- Karl Popper, 'How I See Philosophy', 1975.

This implies that art is not a search for truth and that there aren't genuine 
problems in art (which contradicts the Flowers chapter of BoI), and that art is 
somehow separate form both philosophy and science.

So what did he think art was? How did art/beauty fit into his world view?

FWIW I think his critical rationalism applies just as much to art as anything else, 
and it's not some special exception, but it looks like Popper himself thought 
something different. I'm curious what his (mis)conception was.

--

Lulie Tanett



-- 

http://groups.google.com/group/beginning-of-infinity

http://groups.google.com/group/beginning-of-infinity


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Popper on art and objective beauty
Date: October 30, 2011 at 8:12 AM

On 30 Oct 2011, at 10:39, Lulie Tanett wrote:

Did Popper think anything coherent about art and beauty?

Quote:

"I do not see philosophy as a series of works of art, as striking and original 
pictures of the world, or as clever and unusual ways of describing the world. I 
think that if we look upon philosophy in this way, we do a real injustice to the 
great philosophers. The great philosophers were not engaged in an aesthetic 
endeavour. They did not try to be architects of clever systems; but like the 
great scientists they were, first of all, seekers after truth - after true solutions of 
genuine problems. No, I see the history of philosophy essentially as part of the 
history of the search for truth, and I reject the purely aesthetic view of it, even 
though beauty is important in philosophy as well as in science."

-- Karl Popper, 'How I See Philosophy', 1975.

This implies that art is not a search for truth and that there aren't genuine 
problems in art (which contradicts the Flowers chapter of BoI), and that art is 
somehow separate form both philosophy and science.

So what did he think art was? How did art/beauty fit into his world view?

FWIW I think his critical rationalism applies just as much to art as anything else, 
and it's not some special exception, but it looks like Popper himself thought 
something different. I'm curious what his (mis)conception was.

Disclaimer: my knowledge of music is limited to my slightly dim recollection of 
"Godel, Escher, Bach", and this stuff I've just read by Popper.

To the best of my knowledge, Popper's most sustained and detailed description of 
aesthetics is his description of music in "Unended Quest", Sections 12-14.

In Section 12, Popper writes that the creation of polyphonic music was a great 



advance and proposes an explanation of it. In Section 13, he refutes the idea that 
music is just an expression of the personality, or emotions, and writes (p. 68):

In writing a fugue, the composer's problem is to find an interesting subject and a 
contrasting counterpoint, and then to exploit this material as well as he can.

In Section 14, he writes (p. 69):

Of course, there can be something like progress in art, in the sense that new 
possibilities may be discovered and also new problems. In music such 
inventions as counterpoint revealed almost an infinity of new possibilities and 
problems. There is also purely technological progress (for example in certain 
instruments). But although this may open new possibilities, it is not of 
fundamental significance. (Changes in "medium" may remove more problems 
than they create.)

I'm breaking here because it seems to me that the next bit should be regarded as 
a separate argument although it is in the same paragraph in the book. I don't 
understand why "new possibilities and problems" just count as "something like 
progress" rather than as actual progress. This problem is not cleared up later.

There could conceivably be progress even in the sense that musical knowledge 
grows - that is, a composer's mastery of the discoveries of all his great 
predecessors; but I do not think anything like this has been achieved by any 
musician. (Einstein may not have been a greater physicist than Newton, but he 
mastered Newtonian technique completely; no similar relation seems ever to 
have existed in the field of music.) Even Mozart, who may have come closest to 
it did not attain it, and Schubert did not come close to it.

This seems to me to be a subjectivist point: is there some specific person who 
knows everything that Bach used to know and more, or something like that. 
Perhaps what he meant is something like this:

"In physics we now have mathematics (tensor calculus) that can be used to write 
down both Newton's theory and Einstein's theory and understand the differences 
and similarities between them, do calculations using them and to easily formulate 
some kinds of alternatives to them. We can also say something about why 
Einstein's theory is better than Newton's as a result of this progress: it  explains 
more about the structure of space and time than Newton's theory. But we don't 
have something similar to tensor calculus in music and so we can't tell that we 



have made progress."

I don't know if this argument is what Popper intended, or if there is something like 
tensor calculus in music. But I think that even if there was no test for progress, 
that would just mean that there is progress to be made in coming up with tests of 
the relative merit of different musical practises or ideas. The final part of the 
paragraph brings a new argument:

There is also always the danger that newly realised possibilities may kill old 
ones: dynamical effects, dissonance, or even modulation may, is used too freely, 
dull our sensitivity to the less obvious effects of counterpoint, or, say, to an 
allusion to the old modes.

Why can't you just listen to a piece of music a few times looking deliberately for 
that kind of stuff and spot it? This doesn't seem to me to be a real problem.

Alan



From: Tanya <tanya.davison@gmail.com>
Subject: [BoI] Re: Popper on art and objective beauty
Date: October 30, 2011 at 8:17 AM

On Oct 30, 11:33 am, "agass" <ag...@post.tau.ac.il> wrote:
See Joseph Agassi and Ian Jarvie, A Critical Rationalist Aesthetics, in the 
Popper Series, Amsterdam: Rodopi, 2008, Chapter 4, §b: Aesthetics, 
Metaphysics, psychology and Chapter 5, §d: What is Truth in Art?

Joseph Agassi

Judith Buber Agassi & Joseph Agassi,

37 Levi Eshkol Street,

Herzliyah 46745 Israel

Phone +972-9-950-4072

Fax +972-153-9-950-4072

email: ag...@post.tau.ac.il

Web Pageshttp://www.tau.ac.il/~agass

-----Original Message-----
From: beginning-of-infinity@googlegroups.com [mailto:beginning-of-
infinity@googlegroups.com] On Behalf Of Lulie Tanett
Sent: Sunday, October 30, 2011 12:39 PM
To: beginning-of-infinity@googlegroups.com
Subject: [BoI] Popper on art and objective beauty

Did Popper think anything coherent about art and beauty?

He wrote a few times about his theory of three interacting worlds
ithat describe reality. World one is the objective physical reality we
can interact with, world two is the world of subjective mental events,
and world three the world of objective knowledge.

http://www.tau.ac.il/~agass
mailto:beginning-of-infinity@googlegroups.com


He has interesting things to say about world three (which has
metaphsical knowledge in it, like art). He argues that it's
objectivity comes from the fact that the theories grow as an
unintended consequence of physical reality, world 1. For example
numbers are a world 3 concept--they're completely metaphysical, but
they're a real consequence of the finity of objects in world 1. And
through world 2 we can continue to identify, through problems and
contradictions, more things about the concept of numbers, such as
division, which is a less obvious idea if you were thinking only about
world 1, but follows very much from this idea of numbers. Eventually
you have all of mathematics, which is vast, complicated, unphysical,
but objective.

He also talks about world 3 as autonomous. We access more of it
through world 2, but it's 'already there' waiting for us to realize we
can access it. I say 'realize' rather than figure it out, because we
can sometimes 'access' without having figured out that it's good. He
has some sort of example of a music thing that he saw a crowd hear for
the first time (can't remember what it was!) and everyone instantly
understood with no world 2 that it was beautiful and music. Might be
worth looking for, think it's in 'the self and its brain'.

Quote:

"I do not see philosophy as a series of works of art, as striking and original 
pictures of the world, or as clever and unusual ways of describing the world. I 
think that if we look upon philosophy in this way, we do a real injustice to the 
great philosophers. The great philosophers were not engaged in an aesthetic 
endeavour. They did not try to be architects of clever systems; but like the 
great scientists they were, first of all, seekers after truth - after true solutions of 
genuine problems. No, I see the history of philosophy essentially as part of the 
history of the search for truth, and I reject the purely aesthetic view of it, even 
though beauty is important in philosophy as well as in science."

-- Karl Popper, 'How I See Philosophy', 1975.

This implies that art is not a search for truth and that there aren't genuine 



problems in art (which contradicts the Flowers chapter of BoI), and that art is 
somehow separate form both philosophy and science.

So what did he think art was? How did art/beauty fit into his world view?

FWIW I think his critical rationalism applies just as much to art as anything else, 
and it's not some special exception, but it looks like Popper himself thought 
something different. I'm curious what his (mis)conception was.

--

Lulie Tanett

--
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From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] real world tradition and software interface design
Date: October 30, 2011 at 8:39 AM

On 30 Oct 2011, at 02:55, Richard Fine wrote:

On 30 Oct 2011, at 00:52, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 28 Oct 2011, at 21:20, Elliot Temple wrote:

the ibooks flipping may have some *non-readily-apparent benefits* as 
traditional things often do. could it be that people like to have a tiny micro-
break instead of feeling rushed and feeling like the next page always starts 
instantly, and the book goes on endlessly and relentlessly?

Doesn't seem to be a problem for the Kindle app.

Why don't you think so? Because people still use the Kindle app
despite the lack of micro-breaks?

I wasn't clear. What I meant was that you don't get a break in the Kindle app and 
that doesn't seem to be a problem. However, there are lots of people who don't 
use Kindle or the Kindle app so maybe they think it is a problem.

Alan



From: agass <agass@post.tau.ac.il>
Subject: [BoI] RE: Popper on art and objective beauty
Date: October 30, 2011 at 8:52 AM

Alan Forrester asks if there is anything in art that resembles the invention of the 
tensor calculus and what was Popper's opinion about it.

Ernst Gombrich wrote about the first of these questions. And though Popper 
hardly did, he fully and emphatically and repeatedly agreed with Gombrich, let me 
report from the horse's mouth.

Of course there is such an analogy, said Gombrich repeatedly, since obviously 
there are many inventions in the fine art, especially the invention of new idioms, 
but artistic quality does not equal idiomatic innovation. What is irrelevant to the 
fine arts that is vital for the sciences is the ideal to approach: whereas old art is 
not superseded, old science is.

This is true not only of art but of beauty in general, added Popper, including the 
beauty we find in science. The electromagnetic theory of Faraday is beautiful in a 
manner not eclipsed by its successors and incomparable to theirs, yet its 
verisimilitude is much inferior to that of its successors.

For more see my Science and Culture, Boston Studies,231, 2003, Ch. 4.6.

Joseph Agassi

Judith Buber Agassi & Joseph Agassi,
37 Levi Eshkol Street,
Herzliyah 46745 Israel
Phone +972-9-950-4072
Fax +972-153-9-950-4072
email: agass@post.tau.ac.il
Web Pages http://www.tau.ac.il/~agass

http://www.tau.ac.il/~agass


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Chapter 5 notes
Date: October 30, 2011 at 10:37 AM

On Oct 29, 3:44 pm, Kristen Ely <kristene...@yahoo.com> wrote:
Good explanations can describe phenomena at any level of emergence. They 
do not have to be at the lowest level in order to be fundamental.

Emergence is a beginning of infinity -- we need emergent phenomena to explain 
the world; our knowledge consists of explanations of emergent phenomena

Also, emergent explanations cannot conflict with the lowest level
explanations.

Someone posed the matter of free will, and asserted that free will
conflicts with the lowest level explanations and therefore cannot
itself be a good explanation.

I don't recall Deutsch addressing free will specifically.

Is free will a good explanation for human activity and if so, how is
the apparent conflict with a deterministic universe resolved?

--Jason



From: Tanya <tanya.davison@gmail.com>
Subject: [BoI] truthlikeness vs likely truth
Date: October 30, 2011 at 11:02 AM

Why is truthlikeness not likely truth? What is a really compelling
answer that makes it very hard to confuse the two?

Here’s me:

'Popper was critical of probabilistic truth because it’s still a claim
to certainty. But some critics of Popper have argued that his theory
of truthlikeness is just a way of saying something is likely true,
that is to say that he’s using probability.

But I think this completely misses the point. Popper never claims that
a theory that survives rigorous testing is likely true. He’d still say
we should say we have no idea if it’s actually the truth or not. The
theory has merely been not ruled out. No claim of certainty is
involved.

‘Truthlikeness’ is a shorthand for saying that one false theory has
better qualities that another false theory for the purposes of
assuming that its true until inevitably some other theory comes along
that is better still. And these better qualities are themselves
tentative ideas about what makes something a good theory: How well it
explains something—if the explanation is easily varied, how much
criticism it’s been exposed to, how corroborated it is, and how much
it explains.'

This is decent enough, but still one could easily think ‘but saying
theory A is a better false theory than theory B is saying that theory
A is more likely than theory B.’

I also read this as an answer, which seems to be making a different
point to mine, but I don’t really understand it:

“Probability — at least of the epistemic variety — measures the degree
of seeming to be true, while truthlikeness measures degree of being
similar to the truth. Seeming and being similar might at first strike



one as closely related, but of course they are rather different.
Seeming concerns the appearances whereas being similar concerns the
objective facts, facts about similarity or likeness. Even more
important, there is a difference between being true and being the
truth. The truth, of course, has the property of being true, but not
every proposition that is true is the truth in the sense required by
the aim of inquiry. The truth of a matter at which an inquiry aims has
to be the complete, true answer. Thus there are two dimensions along
which probability (seeming to be true) and truthlikeness (being
similar to the truth) differ radically.”



From: Tanya <tanya.davison@gmail.com>
Subject: [BoI] Re: Objective Morality
Date: October 30, 2011 at 8:47 AM

On Oct 6, 3:40 am, Elliot Temple <c...@curi.us> wrote:
http://www.notable-quotes.com/t/tyrants_quotes.html

God Himself has no right to be a tyrant.

William Godwin in _Sketches of History_

is the idea in this quote that god is a tyrant, god is good, tyrants
are bad, therefore god has to either not be good, or not be a tyrant?

it's pretty common in my experience for god the tyrant and god the
good guy to be seperated. Group A fear him and obey his rules. Group B
think that god is good and has given us free will to find that
goodness and resist being led astray.

I like group B, they have some of the best objective morality I've
seen, because they're motivated only by the certainty that there is
goodness, they don't have any real theory of why, like a lot of other
objective morality theories do, that can misdirect the search for
moral truths. Much better that evolution ethics or egoisms. Maybe
closest to a BOI way of thinking, only not enough emphasis on
epistemology--group B tends to not want to stray too far from their
first interpretation of the bible, though they will stray/improve on
it.

-- Elliot Templehttp://elliottemple.com/

http://www.notable-quotes.com/t/tyrants_quotes.html
http://elliottemple.com/


From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Popper on art and objective beauty
Date: October 30, 2011 at 11:56 AM

On 30 Oct 2011, at 12:12, Alan Forrester wrote:

On 30 Oct 2011, at 10:39, Lulie Tanett wrote:

Did Popper think anything coherent about art and beauty?

Quote:

"I do not see philosophy as a series of works of art, as striking and original 
pictures of the world, or as clever and unusual ways of describing the world. I 
think that if we look upon philosophy in this way, we do a real injustice to the 
great philosophers. The great philosophers were not engaged in an aesthetic 
endeavour. They did not try to be architects of clever systems; but like the 
great scientists they were, first of all, seekers after truth - after true solutions 
of genuine problems. No, I see the history of philosophy essentially as part of 
the history of the search for truth, and I reject the purely aesthetic view of it, 
even though beauty is important in philosophy as well as in science."

-- Karl Popper, 'How I See Philosophy', 1975.

This implies that art is not a search for truth and that there aren't genuine 
problems in art (which contradicts the Flowers chapter of BoI), and that art is 
somehow separate form both philosophy and science.

So what did he think art was? How did art/beauty fit into his world view?

FWIW I think his critical rationalism applies just as much to art as anything 
else, and it's not some special exception, but it looks like Popper himself 
thought something different. I'm curious what his (mis)conception was.

Disclaimer: my knowledge of music is limited to my slightly dim recollection of 
"Godel, Escher, Bach", and this stuff I've just read by Popper.

To the best of my knowledge, Popper's most sustained and detailed description 



of aesthetics is his description of music in "Unended Quest", Sections 12-14.

In Section 12, Popper writes that the creation of polyphonic music was a great 
advance and proposes an explanation of it. In Section 13, he refutes the idea 
that music is just an expression of the personality, or emotions, and writes (p. 
68):

In writing a fugue, the composer's problem is to find an interesting subject and 
a contrasting counterpoint, and then to exploit this material as well as he can.

Yes, this is true, I think.

In Section 14, he writes (p. 69):

Of course, there can be something like progress in art, in the sense that new 
possibilities may be discovered and also new problems. In music such 
inventions as counterpoint revealed almost an infinity of new possibilities and 
problems. There is also purely technological progress (for example in certain 
instruments). But although this may open new possibilities, it is not of 
fundamental significance. (Changes in "medium" may remove more problems 
than they create.)

I'm breaking here because it seems to me that the next bit should be regarded 
as a separate argument although it is in the same paragraph in the book. I don't 
understand why "new possibilities and problems" just count as "something like 
progress" rather than as actual progress. This problem is not cleared up later.

There could conceivably be progress even in the sense that musical 
knowledge grows - that is, a composer's mastery of the discoveries of all his 
great predecessors; but I do not think anything like this has been achieved by 
any musician. (Einstein may not have been a greater physicist than Newton, 
but he mastered Newtonian technique completely; no similar relation seems 
ever to have existed in the field of music.) Even Mozart, who may have come 
closest to it did not attain it, and Schubert did not come close to it.

This seems to me to be a subjectivist point: is there some specific person who 
knows everything that Bach used to know and more, or something like that.

Yes, why would you have to know everything of your predecessors to criticise 
them, or come up with some better ideas?



Perhaps what he meant is something like this:

"In physics we now have mathematics (tensor calculus) that can be used to 
write down both Newton's theory and Einstein's theory and understand the 
differences and similarities between them, do calculations using them and to 
easily formulate some kinds of alternatives to them. We can also say something 
about why Einstein's theory is better than Newton's as a result of this progress: 
it  explains more about the structure of space and time than Newton's theory. 
But we don't have something similar to tensor calculus in music and so we can't 
tell that we have made progress."

I don't know if this argument is what Popper intended, or if there is something 
like tensor calculus in music. But I think that even if there was no test for 
progress, that would just mean that there is progress to be made in coming up 
with tests of the relative merit of different musical practises or ideas.

Or it could be untestable, like philosophy. (Or maybe by 'tests' you just meant 
criticisms.)

The final part of the paragraph brings a new argument:

There is also always the danger that newly realised possibilities may kill old 
ones: dynamical effects, dissonance, or even modulation may, is used too 
freely, dull our sensitivity to the less obvious effects of counterpoint, or, say, to 
an allusion to the old modes.

Why can't you just listen to a piece of music a few times looking deliberately for 
that kind of stuff and spot it? This doesn't seem to me to be a real problem.

Yeah.

Though this does remind me of something related: Two pieces of music can be 
good in different ways. Is it the case that there is one objectively best style (to 
music, art, etc.)?

I guess there must be, and that different styles can still be good for non-artistic 
reasons (i.e. it would be 'design' -- art with a functional purpose. A cartoon might 
not be that objectively beautiful, but it's designed to be very expressive).



--
Lulie Tanett



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Popper on art and objective beauty
Date: October 30, 2011 at 12:10 PM

On 30 Oct 2011, at 15:56, Lulie Tanett wrote:

On 30 Oct 2011, at 12:12, Alan Forrester wrote:

On 30 Oct 2011, at 10:39, Lulie Tanett wrote:

Did Popper think anything coherent about art and beauty?

Quote:

"I do not see philosophy as a series of works of art, as striking and original 
pictures of the world, or as clever and unusual ways of describing the world. 
I think that if we look upon philosophy in this way, we do a real injustice to 
the great philosophers. The great philosophers were not engaged in an 
aesthetic endeavour. They did not try to be architects of clever systems; but 
like the great scientists they were, first of all, seekers after truth - after true 
solutions of genuine problems. No, I see the history of philosophy 
essentially as part of the history of the search for truth, and I reject the 
purely aesthetic view of it, even though beauty is important in philosophy as 
well as in science."

-- Karl Popper, 'How I See Philosophy', 1975.

This implies that art is not a search for truth and that there aren't genuine 
problems in art (which contradicts the Flowers chapter of BoI), and that art is 
somehow separate form both philosophy and science.

So what did he think art was? How did art/beauty fit into his world view?

FWIW I think his critical rationalism applies just as much to art as anything 
else, and it's not some special exception, but it looks like Popper himself 
thought something different. I'm curious what his (mis)conception was.



Disclaimer: my knowledge of music is limited to my slightly dim recollection of 
"Godel, Escher, Bach", and this stuff I've just read by Popper.

To the best of my knowledge, Popper's most sustained and detailed 
description of aesthetics is his description of music in "Unended Quest", 
Sections 12-14.

In Section 12, Popper writes that the creation of polyphonic music was a great 
advance and proposes an explanation of it. In Section 13, he refutes the idea 
that music is just an expression of the personality, or emotions, and writes (p. 
68):

In writing a fugue, the composer's problem is to find an interesting subject 
and a contrasting counterpoint, and then to exploit this material as well as he 
can.

Yes, this is true, I think.

In Section 14, he writes (p. 69):

Of course, there can be something like progress in art, in the sense that new 
possibilities may be discovered and also new problems. In music such 
inventions as counterpoint revealed almost an infinity of new possibilities and 
problems. There is also purely technological progress (for example in certain 
instruments). But although this may open new possibilities, it is not of 
fundamental significance. (Changes in "medium" may remove more problems 
than they create.)

I'm breaking here because it seems to me that the next bit should be regarded 
as a separate argument although it is in the same paragraph in the book. I 
don't understand why "new possibilities and problems" just count as 
"something like progress" rather than as actual progress. This problem is not 
cleared up later.

There could conceivably be progress even in the sense that musical 
knowledge grows - that is, a composer's mastery of the discoveries of all his 
great predecessors; but I do not think anything like this has been achieved by 
any musician. (Einstein may not have been a greater physicist than Newton, 
but he mastered Newtonian technique completely; no similar relation seems 
ever to have existed in the field of music.) Even Mozart, who may have come 



closest to it did not attain it, and Schubert did not come close to it.

This seems to me to be a subjectivist point: is there some specific person who 
knows everything that Bach used to know and more, or something like that.

Yes, why would you have to know everything of your predecessors to criticise 
them, or come up with some better ideas?

Perhaps what he meant is something like this:

"In physics we now have mathematics (tensor calculus) that can be used to 
write down both Newton's theory and Einstein's theory and understand the 
differences and similarities between them, do calculations using them and to 
easily formulate some kinds of alternatives to them. We can also say 
something about why Einstein's theory is better than Newton's as a result of 
this progress: it  explains more about the structure of space and time than 
Newton's theory. But we don't have something similar to tensor calculus in 
music and so we can't tell that we have made progress."

I don't know if this argument is what Popper intended, or if there is something 
like tensor calculus in music. But I think that even if there was no test for 
progress, that would just mean that there is progress to be made in coming up 
with tests of the relative merit of different musical practises or ideas.

Or it could be untestable, like philosophy. (Or maybe by 'tests' you just meant 
criticisms.)

I meant criticisms.

The final part of the paragraph brings a new argument:

There is also always the danger that newly realised possibilities may kill old 
ones: dynamical effects, dissonance, or even modulation may, is used too 
freely, dull our sensitivity to the less obvious effects of counterpoint, or, say, to 
an allusion to the old modes.

Why can't you just listen to a piece of music a few times looking deliberately for 
that kind of stuff and spot it? This doesn't seem to me to be a real problem.



Yeah.

Though this does remind me of something related: Two pieces of music can be 
good in different ways. Is it the case that there is one objectively best style (to 
music, art, etc.)?

I guess there must be, and that different styles can still be good for non-artistic 
reasons (i.e. it would be 'design' -- art with a functional purpose. A cartoon might 
not be that objectively beautiful, but it's designed to be very expressive).

I would guess that two different pieces of art could be aimed at solving two 
different aesthetic problems. So there needn't be a best style.

In physics the Schrodinger equation solves one problem (it's the equation that 
governs the evolution of isolated quantum systems) while equations in fluid 
dynamics solve another problem (explaining the motion of fluids). It's not the case 
that one of them is better they just solve different problems.

A cartoon could just be solving a different problem than a concerto by Mozart.

Alan



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] RE: Popper on art and objective beauty
Date: October 30, 2011 at 12:20 PM

On 30 Oct 2011, at 12:52, agass wrote:

Alan Forrester asks if there is anything in art that resembles the invention of the 
tensor calculus and what was Popper's opinion about it.

Ernst Gombrich wrote about the first of these questions. And though Popper 
hardly did, he fully and emphatically and repeatedly agreed with Gombrich, let 
me report from the horse's mouth.

Of course there is such an analogy, said Gombrich repeatedly, since obviously 
there are many inventions in the fine art, especially the invention of new idioms, 
but artistic quality does not equal idiomatic innovation. What is irrelevant to the 
fine arts that is vital for the sciences is the ideal to approach: whereas old art is 
not superseded, old science is.

How is it not the case that this

http://upload.wikimedia.org/wikipedia/commons/e/ea/Ducciomadonna.jpg

has been superseded by this

http://sandstead.com/images/california/norton-
simon/RAPHAEL_Madonna_and_Child_with_Book_c1503-
4_Norton_Simon_source_sandstead_d2h_27.jpg

?

This is true not only of art but of beauty in general, added Popper, including the 
beauty we find in science. The electromagnetic theory of Faraday is beautiful in 
a manner not eclipsed by its successors and incomparable to theirs, yet its 
verisimilitude is much inferior to that of its successors.

Do you think that we will some day discover a successor that has the beauty of 
Faraday's but verisimilitude of (at least) his successors?

--

http://upload.wikimedia.org/wikipedia/commons/e/ea/Ducciomadonna.jpg
http://sandstead.com/images/california/norton-simon/RAPHAEL_Madonna_and_Child_with_Book_c1503-4_Norton_Simon_source_sandstead_d2h_27.jpg


Lulie Tanett



From: agass <agass@post.tau.ac.il>
Subject: [BoI] RE: truthlikeness vs likely truth
Date: October 30, 2011 at 12:27 PM

The question Tanya raises concerns not a theory of science but the
attraction that one such theory has despite its refutations: Why is it
attractive?

We may find this question interesting -- possibly because we wish to
overcome resistance to criticism. This invites frustration.

Corroborations may be imposing. Consider the proverbial smart detective,
says Popper. Police investigators went over the ground and examined the
evidence as best they could and then with no access to the data he corrects
their mistakes. Uncanny. He must have terrific insights; he must be right.
(This is the formula of Nero Wolfe in all of the terrific Rex Stout
detective novels: he refuses to do what the police should do.)

The theoretical guess is different. However imposingly corroborated, its
being uncertain is still generally recognized. This proves academic-style
philosophy of science able to progress, Wittgenstein and the Vienna Circle
notwithstanding.

Einstein's theory of gravity seems to be more verisimilar than Newton's. The
older theory is refuted and so its falsehood follows from some admitted
evidence. The Duhem-Quine (logically true) thesis is that this evidence is
possibly false. Most philosophers of science admit the evidence as true when
discussing Einstein and as doubtful when discussing Newton. Sad.

Joseph Agassi

Judith Buber Agassi & Joseph Agassi,
37 Levi Eshkol Street,
Herzliyah 46745 Israel
Phone +972-9-950-4072
Fax +972-153-9-950-4072
email: agass@post.tau.ac.il
Web Pages http://www.tau.ac.il/~agass

-----Original Message-----

http://www.tau.ac.il/~agass


From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Tanya
Sent: Sunday, October 30, 2011 5:03 PM
Subject: [BoI] truthlikeness vs likely truth

Why is truthlikeness not likely truth? What is a really compelling answer
that makes it very hard to confuse the two?

Here's me:

'Popper was critical of probabilistic truth because it's still a claim to
certainty. But some critics of Popper have argued that his theory of
truthlikeness is just a way of saying something is likely true, that is to
say that he's using probability.

But I think this completely misses the point. Popper never claims that a
theory that survives rigorous testing is likely true. He'd still say we
should say we have no idea if it's actually the truth or not. The theory has
merely been not ruled out. No claim of certainty is involved.

'Truthlikeness' is a shorthand for saying that one false theory has better
qualities that another false theory for the purposes of assuming that its
true until inevitably some other theory comes along that is better still.
And these better qualities are themselves tentative ideas about what makes
something a good theory: How well it explains something-if the explanation
is easily varied, how much criticism it's been exposed to, how corroborated
it is, and how much it explains.'

This is decent enough, but still one could easily think 'but saying theory A
is a better false theory than theory B is saying that theory A is more
likely than theory B.'

I also read this as an answer, which seems to be making a different point to
mine, but I don't really understand it:

"Probability - at least of the epistemic variety - measures the degree of
seeming to be true, while truthlikeness measures degree of being similar to

mailto:beginning-of-infinity@googlegroups.com


the truth. Seeming and being similar might at first strike one as closely
related, but of course they are rather different.
Seeming concerns the appearances whereas being similar concerns the
objective facts, facts about similarity or likeness. Even more important,
there is a difference between being true and being the truth. The truth, of
course, has the property of being true, but not every proposition that is
true is the truth in the sense required by the aim of inquiry. The truth of
a matter at which an inquiry aims has to be the complete, true answer. Thus
there are two dimensions along which probability (seeming to be true) and
truthlikeness (being similar to the truth) differ radically."

--



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] truthlikeness vs likely truth
Date: October 30, 2011 at 1:05 PM

On Oct 30, 2011, at 8:02 AM, Tanya wrote:

Why is truthlikeness not likely truth? What is a really compelling
answer that makes it very hard to confuse the two?

Truthlikeness refers to how much knowledge is in an idea.

Likeliness refers to probability of truth (of having no flaws). There's no way to 
calculate the probability that an idea doesn't have a flaw, which, by the way, it 
virtually always does.

Truth and knowledge are different concepts. One flaw makes an idea false but 
doesn't prevent it from having a bunch of knowledge in it.

For example, consider the idea that there is a force of gravity. This has some 
knowledge in it -- it gets some things right, it has usefulness, it's a productive step 
towards future better ideas, it's part of the march of progress.

We can still recognize it that way today. It's a somewhat useful idea.

What is the probability that there is a force of gravity? It's not a matter of 
probability. There is no way to come up with a probability. My best understanding 
is that there is no force of gravity, the idea is refuted and false.

Or take Christianity. True? No. Probably true? What does that even mean? But 
does Christianity have some good ideas, which we can learn from, and which can 
be part of a progression of ideas that get ever closer to the truth? Yes.

Here’s me:

'Popper was critical of probabilistic truth because it’s still a claim
to certainty. But some critics of Popper have argued that his theory
of truthlikeness is just a way of saying something is likely true,



that is to say that he’s using probability.

But I think this completely misses the point. Popper never claims that
a theory that survives rigorous testing is likely true. He’d still say
we should say we have no idea if it’s actually the truth or not. The
theory has merely been not ruled out. No claim of certainty is
involved.

‘Truthlikeness’ is a shorthand for saying that one false theory has
better qualities that another false theory for the purposes of
assuming that its true until inevitably some other theory comes along
that is better still. And these better qualities are themselves
tentative ideas about what makes something a good theory: How well it
explains something—if the explanation is easily varied, how much
criticism it’s been exposed to, how corroborated it is, and how much
it explains.'

This is decent enough, but still one could easily think ‘but saying
theory A is a better false theory than theory B is saying that theory
A is more likely than theory B.’

What we're saying when we choose an idea is that we don't know something 
wrong with it, whereas the ideas we don't pick are the ones we do know 
something wrong with. It's not probability, it's not a claim that our idea in fact has 
no unknown flaws, it's just using one's best current understanding.

The very concept of piecemeal progress requires that knowledge can build up. 
There can be less (abacus) or more (computer). There isn't just true and false to 
think of, but amount of knowledge. Only concerning oneself with true and false is 
a system which doesn't allow for progress to come in more than one step (one 
can get from false to true, but no second improvement is possible).

Consider the biological evolution of the eye. Some eyes are better than others, 
they are progress, they are "more truthlike", they have more knowledge of optics. 
But what is the probability that some eye made by biological evolution is perfect? 
That's not a good question. Saying an eagle has better eyes than a bat isn't 
saying anything about probability.



I also read this as an answer, which seems to be making a different
point to mine, but I don’t really understand it:

“Probability — at least of the epistemic variety — measures the degree
of seeming to be true,

That is a misuse of the word "probability" to mean something other than 
probability. The word probability should refer to the concept of probability (you 
know, the thing where you have a number from 0 to 1 which is the chance of 
something, and it obeys various mathematical rules. Those rules mean if you 
have two probabilities of 0.5 and you want to win both, the probability of that is 
0.25).

Popper was clear that his criticism of probability in epistemology was aimed at 
things conforming to the "calculus of probability" as he called it, and may not 
apply to arbitrary redefinitions.

They are making up a new concept that doesn't follow those mathematical rules 
of probability and which doesn't even deal with specific numbers, and calling it 
"probability" misleadingly, when the idea is actually considerably more like 
truthlikeness than like probability.

while truthlikeness measures degree of being
similar to the truth. Seeming and being similar might at first strike
one as closely related, but of course they are rather different.
Seeming concerns the appearances whereas being similar concerns the
objective facts, facts about similarity or likeness. Even more
important, there is a difference between being true and being the
truth. The truth, of course, has the property of being true, but not
every proposition that is true is the truth in the sense required by
the aim of inquiry. The truth of a matter at which an inquiry aims has
to be the complete, true answer. Thus there are two dimensions along
which probability (seeming to be true) and truthlikeness (being
similar to the truth) differ radically.”

Ignore their tangent about the difference between "true" and "the truth we're 
looking for to solve this particular problem". It's not relevant here.



The other difference they are right about and it's important. Similar to the truth 
refers to the objective nature of the ideas, and is a legitimate and good concept.

Seeming to be true refers to appearances, as they say. Except, as BoI explains, 
there is no such thing as what appears to be true or not. So they are confused.

Appearances don't lead us anywhere. We have to interpret all observation using 
our ideas. At that point, to call it "seeming" or "appearance" is merely to deny our 
own role and responsibility in coming up with our interpretation.

When people think appearances seem to tell them something, or something is 
obvious, or that sort of nonsense, what they are doing is using 
unconscious/subconscious ideas that they don't question or criticize or realize 
could be subject to improvement.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Re: Popper on art and objective beauty
Date: October 30, 2011 at 1:12 PM

On 30 Oct 2011, at 12:17, Tanya wrote:

On 30 Oct 2011, at 10:39, Lulie Tanett wrote:

Did Popper think anything coherent about art and beauty?

He wrote a few times about his theory of three interacting worlds
ithat describe reality. World one is the objective physical reality we
can interact with, world two is the world of subjective mental events,
and world three the world of objective knowledge.

Is world 2 just when people are wrong about the stuff in world 3? If not, what is it? 
What's in it?

What problem does this World 1/2/3 stuff solve?

He has interesting things to say about world three (which has
metaphsical knowledge in it, like art). He argues that it's
objectivity comes from the fact that the theories grow as an
unintended consequence of physical reality, world 1. For example
numbers are a world 3 concept--they're completely metaphysical,

(By 'metaphysical', do you just mean 'abstract'?)

but they're a real consequence of the finity of objects in world 1. And
through world 2 we can continue to identify, through problems and
contradictions, more things about the concept of numbers, such as
division,

So World 2 = our knowledge so far of World 3?

Why are these called worlds?

Also what's the difference between a physical instantiation of knowledge of world 
3, and world 1? Popper said he was not a 'belief philosopher'. So I'm confused 
why the subjective thing is being emphasised here.



which is a less obvious idea if you were thinking only about
world 1, but follows very much from this idea of numbers. Eventually
you have all of mathematics, which is vast, complicated, unphysical,
but objective.

Is this just a fancy way of saying abstract knowledge is objective? (If so, BoI did it 
better -- see Chapter 5: The Reality of Abstractions.)

He also talks about world 3 as autonomous. We access more of it
through world 2, but it's 'already there' waiting for us to realize we
can access it.

Just like world 1? It's already there and we can access it.

I say 'realize' rather than figure it out, because we
can sometimes 'access' without having figured out that it's good.

I'm not sure I understand this sentence; can you elaborate?

He
has some sort of example of a music thing that he saw a crowd hear for
the first time (can't remember what it was!) and everyone instantly
understood with no world 2 that it was beautiful and music. Might be
worth looking for, think it's in 'the self and its brain'.

That just means they understand something about the problems it was trying to 
solve and appreciate its solution, perhaps inexplicitly.

--
Lulie Tanett

-- 



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Popper on art and objective beauty
Date: October 30, 2011 at 1:17 PM

On 30 Oct 2011, at 16:10, Alan Forrester wrote:

On 30 Oct 2011, at 15:56, Lulie Tanett wrote:

Two pieces of music can be good in different ways. Is it the case that there is 
one objectively best style (to music, art, etc.)?

I guess there must be, and that different styles can still be good for non-artistic 
reasons (i.e. it would be 'design' -- art with a functional purpose. A cartoon 
might not be that objectively beautiful, but it's designed to be very expressive).

I would guess that two different pieces of art could be aimed at solving two 
different aesthetic problems. So there needn't be a best style.

I could see how that would be the case if there were aesthetic problems with 
contradictory answers. If they don't contradict, though, wouldn't the best solution 
solve both at once?

In physics the Schrodinger equation solves one problem (it's the equation that 
governs the evolution of isolated quantum systems) while equations in fluid 
dynamics solve another problem (explaining the motion of fluids). It's not the 
case that one of them is better they just solve different problems.

Should we expect there to eventually be something that solves both of these at 
once? Or is 'it doesn't solve everything' not a good criticism?

A cartoon could just be solving a different problem than a concerto by Mozart.

Arguably that's not comparing like with like, and music and the visual arts should 
be judged separately. But maybe replace that by "newspaper comic strip vs 
manga", or something.

If beauty is objective, doesn't that mean there is one beauty that is better than all 



the rest? Or does it mean that there is a set of different standards in beauty, 
which different styles can meet? Are there are a bunch of 'laws of beauty', which 
address different aspects of objective beauty's reality? If they don't lead to 
contradictions, wouldn't a picture that incorporated all of them be the most 
beautiful?

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Contextual Objective Truth (was: Popper on art and objective 
beauty)
Date: October 30, 2011 at 1:39 PM

On Oct 30, 2011, at 8:56 AM, Lulie Tanett wrote:

Though this does remind me of something related: Two pieces of music can be 
good in different ways. Is it the case that there is one objectively best style (to 
music, art, etc.)?

I guess there must be, and that different styles can still be good for non-artistic 
reasons (i.e. it would be 'design' -- art with a functional purpose. A cartoon might 
not be that objectively beautiful, but it's designed to be very expressive).

This is the same issue as whether there is a best flavor of ice cream.

The answer is that knowledge and truth are contextual: "2" is a true answer to 
"1+1" and a false answer to "5+5". Whether something is a true answer depends 
on the context -- on what question is asked, what the problem is.

There are multiple musical problems/questions, and so multiple true answers, 
one for each. Just as there are multiple desert related problems/questions.

"What is the objectively best desert (or style of music)?" is an ambiguous 
question. Best for what? It doesn't specify what problem is trying to be solved.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Tanya <tanya.davison@gmail.com>
Subject: [BoI] Re: Popper on art and objective beauty
Date: October 30, 2011 at 2:10 PM

World one is the objective physical reality we
can interact with, world two is the world of subjective mental events,
and world three the world of objective knowledge.

Is world 2 just when people are wrong about the stuff in world 3? If not, what is 
it? What's in it?

here's a more detailed description of each world

"◦World 1 is the physical universe. It consists of the actual truth
and reality that we try to represent, such as energy, physics, and
chemistry. While we exist in this world, we do not always perceive it
and then represent it correctly.

◦World 2 is the world of our subjective personal perceptions,
experiences, and cognition. It is what we think about the world as we
try to map, represent, and anticipate or hypothesis in order to
maintain our existence in an every changing place. Personal knowledge
and memory form this world, which are based on self-regulation,
cognition, consciousness, dispositions, and processes.

◦World 3 is the sum total of the objective abstract products of the
human mind. It consists of such artifacts as books, tools, theories,
models, libraries, computers, and networks. It is quite a diverse
mixture. While knowledge may be created and produced by World 2
activities, its artifacts are stored in World 3, for example a claw-
hammer, Maslow's hierarchy of needs, and Godel's proof of the
incompleteness of arithmetic. Popper also includes genetic heredity
(if you think about it, genes are really nothing more than a
biological artifact of instructions)."

note for your question "While knowledge may be created and produced by
World 2 activities, its artifacts are stored in World 3"

What problem does this World 1/2/3 stuff solve?



it solve the problem of how knowledge works in a way that doesn't have
the problems of monism or dualism, while reaching also: how
metaphysical knowledge comes to be objective/how art is objective, why
creating art can be as if the art was autonomous to us, and the
beginning of how the theory of consciousness should be solved.

mostly he felt it was an important argument for defending the
existence of world 3 objects as objective while not conflating them
with world 2 objects which are subjective--which is very common and
leads to really bad ideas like moral relativism and art being
subjective.

(By 'metaphysical', do you just mean 'abstract'?)

sure, if you prefer.

but they're a real consequence of the finity of objects in world 1. And
through world 2 we can continue to identify, through problems and
contradictions, more things about the concept of numbers, such as
division,

So World 2 = our knowledge so far of World 3?

no, see my long explanation of world 2.

Why are these called worlds?

because it's more elogant then calling them 'sub-universes', which he
felt was a fairly accurate way of catagorising the three types of
knowledge.

Also what's the difference between a physical instantiation of knowledge of 
world 3, and world 1? Popper said he was not a 'belief philosopher'. So I'm 
confused why the subjective thing is being emphasised here.



which is a less obvious idea if you were thinking only about
world 1, but follows very much from this idea of numbers. Eventually
you have all of mathematics, which is vast, complicated, unphysical,
but objective.

Is this just a fancy way of saying abstract knowledge is objective? (If so, BoI did 
it better -- see Chapter 5: The Reality of Abstractions.)

It's a way of saying that abstract knowledge, meeting the criteria of
belonging to world 3, is objective and more importantly why it is. If
you're calling it a 'fancy way' though, I'm too hestitant that there
may be a misunderstanding, even if you think BoI did it better (which
I'll comment on later when we've got these question out the way). It's
not a 'fancy way', it's a tight argumuent.

He
has some sort of example of a music thing that he saw a crowd hear for
the first time (can't remember what it was!) and everyone instantly
understood with no world 2 that it was beautiful and music. Might be
worth looking for, think it's in 'the self and its brain'.

That just means they understand something about the problems it was trying to 
solve and appreciate its solution, perhaps inexplicitly.

why does it mean that. Why can't it mean that they discovered in that
moment that there was this problem and that this music solved that
problem? How do you know they must have already known about the
problem?

(I do actually agree that this idea that we discover world 3 rather
than create it is nonsense. Like BoI says we always create our
theories. BUT there's still the interesting point of being able to
spot the problem and that this music solves it, without being
previously aware of the problem, implicitely or not, because of world
3 being a consequence of facts about world 1)



From: Tanya <tanya.davison@gmail.com>
Subject: [BoI] Re: Popper on art and objective beauty
Date: October 30, 2011 at 3:01 PM

World one is the objective physical reality we
can interact with, world two is the world of subjective mental events,
and world three the world of objective knowledge.

Is world 2 just when people are wrong about the stuff in world 3? If not, what is 
it? What's in it?

here's a more detailed description of each world

"◦World 1 is the physical universe. It consists of the actual truth
and reality that we try to represent, such as energy, physics, and
chemistry. While we exist in this world, we do not always perceive it
and then represent it correctly.

◦World 2 is the world of our subjective personal perceptions,
experiences, and cognition. It is what we think about the world as we
try to map, represent, and anticipate or hypothesis in order to
maintain our existence in an every changing place. Personal knowledge
and memory form this world, which are based on self-regulation,
cognition, consciousness, dispositions, and processes.

◦World 3 is the sum total of the objective abstract products of the
human mind. It consists of such artifacts as books, tools, theories,
models, libraries, computers, and networks. It is quite a diverse
mixture. While knowledge may be created and produced by World 2
activities, its artifacts are stored in World 3, for example a claw-
hammer, Maslow's hierarchy of needs, and Godel's proof of the
incompleteness of arithmetic. Popper also includes genetic heredity
(if you think about it, genes are really nothing more than a
biological artifact of instructions)."

note for your question "While knowledge may be created and produced
by
World 2 activities, its artifacts are stored in World 3"

What problem does this World 1/2/3 stuff solve?



it solve the problem of how knowledge works in a way that doesn't
have
the problems of monism or dualism, while reaching also: how
metaphysical knowledge comes to be objective/how art is objective,
why
creating art can be as if the art was autonomous to us, and the
beginning of how the theory of consciousness should be solved.

mostly he felt it was an important argument for defending the
existence of world 3 objects as objective while not conflating them
with world 2 objects which are subjective--which is very common and
leads to really bad ideas like moral relativism and art being
subjective.

(By 'metaphysical', do you just mean 'abstract'?)

sure, if you prefer.

but they're a real consequence of the finity of objects in world 1. And
through world 2 we can continue to identify, through problems and
contradictions, more things about the concept of numbers, such as
division,

So World 2 = our knowledge so far of World 3?

no, see my long explanation of world 2.

Why are these called worlds?

because it's more elogant then calling them 'sub-universes', which he
felt was a fairly accurate way of catagorising the three types of
knowledge.

Also what's the difference between a physical instantiation of knowledge of 
world 3, and world 1? Popper said he was not a 'belief philosopher'. So I'm 
confused why the subjective thing is being emphasised here.

which is a less obvious idea if you were thinking only about



world 1, but follows very much from this idea of numbers. Eventually
you have all of mathematics, which is vast, complicated, unphysical,
but objective.

Is this just a fancy way of saying abstract knowledge is objective? (If so, BoI did 
it better -- see Chapter 5: The Reality of Abstractions.)

It's a way of saying that abstract knowledge, meeting the criteria of
belonging to world 3, is objective and more importantly why it is. If
you're calling it a 'fancy way' though, I'm too hestitant that there
may be a misunderstanding, even if you think BoI did it better (which
I'll comment on later when we've got these question out the way).
It's
not a 'fancy way', it's a tight argumuent.

He
has some sort of example of a music thing that he saw a crowd hear for
the first time (can't remember what it was!) and everyone instantly
understood with no world 2 that it was beautiful and music. Might be
worth looking for, think it's in 'the self and its brain'.

That just means they understand something about the problems it was trying to 
solve and appreciate its solution, perhaps inexplicitly.

why does it mean that. Why can't it mean that they discovered in that
moment that there was this problem and that this music solved that
problem? How do you know they must have already known about the
problem?

(I do actually agree that this idea that we discover world 3 rather
than create it is nonsense. Like BoI says we always create our
theories. BUT there's still the interesting point of being able to
spot the problem and that this music solves it, without being
previously aware of the problem, implicitely or not, because of world
3 being a consequence of facts about world 1)



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Re: Popper on art and objective beauty
Date: October 31, 2011 at 2:27 PM

On 30 Oct 2011, at 06:10 PM, Tanya <tanya.davison@gmail.com> wrote:

World one is the objective physical reality we
can interact with, world two is the world of subjective mental events,
and world three the world of objective knowledge.

Is world 2 just when people are wrong about the stuff in world 3? If not, what is 
it? What's in it?

here's a more detailed description of each world

"◦World 1 is the physical universe. It consists of the actual truth
and reality that we try to represent, such as energy, physics, and
chemistry. While we exist in this world, we do not always perceive it
and then represent it correctly.

◦World 2 is the world of our subjective personal perceptions,
experiences, and cognition. It is what we think about the world as we
try to map, represent, and anticipate or hypothesis in order to
maintain our existence in an every changing place. Personal knowledge
and memory form this world, which are based on self-regulation,
cognition, consciousness, dispositions, and processes.

◦World 3 is the sum total of the objective abstract products of the
human mind. It consists of such artifacts as books, tools, theories,
models, libraries, computers, and networks. It is quite a diverse
mixture. While knowledge may be created and produced by World 2
activities, its artifacts are stored in World 3, for example a claw-
hammer, Maslow's hierarchy of needs, and Godel's proof of the
incompleteness of arithmetic. Popper also includes genetic heredity
(if you think about it, genes are really nothing more than a
biological artifact of instructions)."

Can you tell me what mistake I'm making in my summary?:

World 1: Physical stuff.



World 2: Qualia and similar? (How is this different from abstract ideas/World 3?)
World 3: Abstract ideas (+ their physical instantiations that we make? Why aren't 
these just world 1 objects?)

note for your question "While knowledge may be created and produced by
World 2 activities, its artifacts are stored in World 3"

Why world 3 instead of world 1?

Or are you saying the *information* contained with them is *about* World 3?

What problem does this World 1/2/3 stuff solve?

it solve the problem of how knowledge works in a way that doesn't have
the problems of monism or dualism,

What are the problems of monism and dualism?

while reaching also: how
metaphysical knowledge comes to be objective/how art is objective,

How does it explain either?

What does it say regarding how art is objective?

why
creating art can be as if the art was autonomous to us,

How does it explain that?

Why can't you explain that by saying, "Beauty is objective. Abstract ideas exist in 
reality. We consider something to exist if it helps/is necessary for our 
explanations. Abstract ideas, including beauty, help us with our explanations so 
they're real. Abstract ideas are autonomous to us."?

and the
beginning of how the theory of consciousness should be solved.

How does it do that?



mostly he felt it was an important argument for defending the
existence of world 3 objects as objective while not conflating them
with world 2 objects which are subjective--which is very common and
leads to really bad ideas like moral relativism and art being
subjective.

But my original quote was Popper hedging on whether art's objective or not. Did 
this World 3 theory come later, or was it not designed to defend that?

(By 'metaphysical', do you just mean 'abstract'?)

sure, if you prefer.

but they're a real consequence of the finity of objects in world 1. And
through world 2 we can continue to identify, through problems and
contradictions, more things about the concept of numbers, such as
division,

So World 2 = our knowledge so far of World 3?

no, see my long explanation of world 2.

Why are these called worlds?

because it's more elogant then calling them 'sub-universes', which he
felt was a fairly accurate way of catagorising the three types of
knowledge.

What makes world 2 and world 3 fundamentally different from each other?

Also what's the difference between a physical instantiation of knowledge of 
world 3, and world 1? Popper said he was not a 'belief philosopher'. So I'm 
confused why the subjective thing is being emphasised here.

which is a less obvious idea if you were thinking only about



world 1, but follows very much from this idea of numbers. Eventually
you have all of mathematics, which is vast, complicated, unphysical,
but objective.

Is this just a fancy way of saying abstract knowledge is objective? (If so, BoI 
did it better -- see Chapter 5: The Reality of Abstractions.)

It's a way of saying that abstract knowledge, meeting the criteria of
belonging to world 3, is objective and more importantly why it is.

Can you explain more about how it's more than just an assertion that it's 
objective? And how it explains why abstract knowledge is objective?

If
you're calling it a 'fancy way' though, I'm too hestitant that there
may be a misunderstanding, even if you think BoI did it better (which
I'll comment on later when we've got these question out the way). It's
not a 'fancy way', it's a tight argumuent.

He
has some sort of example of a music thing that he saw a crowd hear for
the first time (can't remember what it was!) and everyone instantly
understood with no world 2 that it was beautiful and music. Might be
worth looking for, think it's in 'the self and its brain'.

That just means they understand something about the problems it was trying 
to solve and appreciate its solution, perhaps inexplicitly.

why does it mean that. Why can't it mean that they discovered in that
moment that there was this problem and that this music solved that
problem? How do you know they must have already known about the
problem?

I didn't say beforehand. They could come up with this in real time.

(I do actually agree that this idea that we discover world 3 rather
than create it is nonsense. Like BoI says we always create our
theories. BUT there's still the interesting point of being able to



spot the problem and that this music solves it, without being
previously aware of the problem, implicitely or not, because of world
3 being a consequence of facts about world 1)

Is all abstract knowledge just a consequence of physical stuff?

-Lulie



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Contextual Objective Truth (was: Popper on art and objective 
beauty)
Date: October 31, 2011 at 2:33 PM

On 30 Oct 2011, at 05:39 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 30, 2011, at 8:56 AM, Lulie Tanett wrote:

Though this does remind me of something related: Two pieces of music can be 
good in different ways. Is it the case that there is one objectively best style (to 
music, art, etc.)?

I guess there must be, and that different styles can still be good for non-artistic 
reasons (i.e. it would be 'design' -- art with a functional purpose. A cartoon 
might not be that objectively beautiful, but it's designed to be very expressive).

This is the same issue as whether there is a best flavor of ice cream.

The answer is that knowledge and truth are contextual: "2" is a true answer to 
"1+1" and a false answer to "5+5". Whether something is a true answer 
depends on the context -- on what question is asked, what the problem is.

There are multiple musical problems/questions, and so multiple true answers, 
one for each. Just as there are multiple desert related problems/questions.

"What is the objectively best desert (or style of music)?" is an ambiguous 
question. Best for what? It doesn't specify what problem is trying to be solved.

What does it mean to say "Warcraft 3 is the best game"?

Why isn't it the case that something that solves a whole bunch of contexts is 
better than something that doesn't?

Or if it is better, couldn't you say the best thing is the thing that solves the most 
contexts? If you're speaking generally. If you're talking about a specific problem, it 



won't do to say something is best even if it addresses lots of contexts, if it doesn't 
address your specific context.

And you'll always have *some* kind of problem, anyway. Can your problem not be 
"What is the best in general/most contexts?"? Or is that a bad problem? (If so 
why?)

-Lulie



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Contextual Objective Truth (was: Popper on art and objective 
beauty)
Date: October 31, 2011 at 3:39 PM

On Oct 31, 2011, at 11:33 AM, Lulie Tanett wrote:

On 30 Oct 2011, at 05:39 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 30, 2011, at 8:56 AM, Lulie Tanett wrote:

Though this does remind me of something related: Two pieces of music can 
be good in different ways. Is it the case that there is one objectively best style 
(to music, art, etc.)?

I guess there must be, and that different styles can still be good for non-
artistic reasons (i.e. it would be 'design' -- art with a functional purpose. A 
cartoon might not be that objectively beautiful, but it's designed to be very 
expressive).

This is the same issue as whether there is a best flavor of ice cream.

The answer is that knowledge and truth are contextual: "2" is a true answer to 
"1+1" and a false answer to "5+5". Whether something is a true answer 
depends on the context -- on what question is asked, what the problem is.

There are multiple musical problems/questions, and so multiple true answers, 
one for each. Just as there are multiple desert related problems/questions.

"What is the objectively best desert (or style of music)?" is an ambiguous 
question. Best for what? It doesn't specify what problem is trying to be solved.

What does it mean to say "Warcraft 3 is the best game"?

That's kind of ambiguous. But that game has reach due to a World Editor tool, so 



it encompasses many types of games.

Among other things, a whole game type (AoS/dota) was created by war3 map 
makers (it was a group effort with many different maps being made and ideas 
being shared or copied from others, so the genre was created through 
incremental progress not someone's eureka moment).

Why isn't it the case that something that solves a whole bunch of contexts is 
better than something that doesn't?

Well it is better for many purposes, but it's not the best solution to all problems. A 
problem might be focussed on something it doesn't solve it all, or on solving a 
single problem really well.

Or if it is better, couldn't you say the best thing is the thing that solves the most 
contexts? If you're speaking generally. If you're talking about a specific problem, 
it won't do to say something is best even if it addresses lots of contexts, if it 
doesn't address your specific context.

Right.

Though even generally, reach and quantity of contexts addressed is not the only 
concern. Some contexts are better than others and addressing those particular 
ones matters.

And you'll always have *some* kind of problem, anyway. Can your problem not 
be "What is the best in general/most contexts?"? Or is that a bad problem? (If 
so why?)

That problem won't directly improve your life. It's good to also have problems 
related to your life, e.g. to figure out the best game *for you to play*, *today*.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 5 notes
Date: October 31, 2011 at 7:18 PM

On Oct 30, 2011, at 7:37 AM, Jason wrote:

On Oct 29, 3:44 pm, Kristen Ely <kristene...@yahoo.com> wrote:
Good explanations can describe phenomena at any level of emergence. They 
do not have to be at the lowest level in order to be fundamental.

Emergence is a beginning of infinity -- we need emergent phenomena to 
explain the world; our knowledge consists of explanations of emergent 
phenomena

Also, emergent explanations cannot conflict with the lowest level
explanations.

Someone posed the matter of free will, and asserted that free will
conflicts with the lowest level explanations and therefore cannot
itself be a good explanation.

I don't recall Deutsch addressing free will specifically.

Is free will a good explanation for human activity and if so, how is
the apparent conflict with a deterministic universe resolved?

I think it's a good explanation.

Can you suggest any way to vary the idea of free will, so that it will still solve the 
same problems?

I think people have a problem with it because it's not reductionist and there's no 
known complete explanation to tie it into fundamental physics. Also it has to do 
with moral philosophy and a bunch of atheist intellectuals want to reject anything 
that smells like religion. And also they commonly don't understand what problems 
free will solves and what it's for.



There's also the determinism issue. To begin to address that, consider: what 
other than determinism would be more compatible with free will?

If nothing would be any better (or worse), then determinism can't be relevant. In 
that case, there must be some other issue that is the real source of the problem, 
some common theme of determinism *and alternatives* that may conflict with free 
will. I think identifying and asking about that underlying concept, instead of 
determinism which is a red herring, is a good step towards a solution.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: [BoI] Privacy
Date: October 31, 2011 at 9:57 PM

Is privacy in general good or bad for creating knowledge?

Is privacy good for anything else?

-- 
Matjaž Leonardis

">http://groups.google.com/group/beginning-of-infinity</a><br />

http://groups.google.com/group/beginning-of-infinity


From: Erin <erinfalk@aol.com>
Subject: [BoI] Re: Contextual Objective Truth (was: Popper on art and objective 
beauty)
Date: October 31, 2011 at 10:41 PM

On Oct 31, 3:39 pm, Elliot Temple <c...@curi.us> wrote:

On Oct 30, 2011, at 8:56 AM, Lulie Tanett wrote:

Though this does remind me of something related: Two pieces of music can 
be good in different ways. Is it the case that there is one objectively best 
style (to music, art, etc.)?

I guess there must be, and that different styles can still be good for non-
artistic reasons (i.e. it would be 'design' -- art with a functional purpose. A 
cartoon might not be that objectively beautiful, but it's designed to be very 
expressive).

This is the same issue as whether there is a best flavor of ice cream.

The answer is that knowledge and truth are contextual: "2" is a true answer to 
"1+1" and a false answer to "5+5". Whether something is a true answer 
depends on the context -- on what question is asked, what the problem is.

There are multiple musical problems/questions, and so multiple true answers, 
one for each. Just as there are multiple desert related problems/questions.

"What is the objectively best desert (or style of music)?" is an ambiguous 
question. Best for what? It doesn't specify what problem is trying to be 
solved.

Say a parent and child are trying to decide what to have for dinner.
They approach this problem using conjectures and criticism and arrive
at a common preference finding a solution they both prefer.  So for
this context (who the people are, what they feel like eating, etc.) is
there one and only one objective truth?  One true answer to this
problem?



If so, is it a matter of we don't really need to know the one final
truth for a problem like this?  We just need to solve the problem to
the degree that both parent and child are happy with.  Our idea just
needs to contain enough knowledge to solve our problem (and doesn't
have to be *the* final truth).

Is there even a truth to issues like this?

Or maybe there isn't really an objective true answer regarding the
problem of what to have for dinner, but rather there is an objective
true answer regarding the problem of what *process* to use to solve
problems between 2 people?

-Erin



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Contextual Objective Truth (was: Popper on art and objective 
beauty)
Date: November 1, 2011 at 2:10 AM

On Oct 31, 2011, at 7:41 PM, Erin wrote:

On Oct 31, 3:39 pm, Elliot Temple <c...@curi.us> wrote:

On Oct 30, 2011, at 8:56 AM, Lulie Tanett wrote:

Though this does remind me of something related: Two pieces of music 
can be good in different ways. Is it the case that there is one objectively 
best style (to music, art, etc.)?

I guess there must be, and that different styles can still be good for non-
artistic reasons (i.e. it would be 'design' -- art with a functional purpose. A 
cartoon might not be that objectively beautiful, but it's designed to be very 
expressive).

This is the same issue as whether there is a best flavor of ice cream.

The answer is that knowledge and truth are contextual: "2" is a true answer 
to "1+1" and a false answer to "5+5". Whether something is a true answer 
depends on the context -- on what question is asked, what the problem is.

There are multiple musical problems/questions, and so multiple true 
answers, one for each. Just as there are multiple desert related 
problems/questions.

"What is the objectively best desert (or style of music)?" is an ambiguous 
question. Best for what? It doesn't specify what problem is trying to be 
solved.

Say a parent and child are trying to decide what to have for dinner.



They approach this problem using conjectures and criticism and arrive
at a common preference finding a solution they both prefer.  So for
this context (who the people are, what they feel like eating, etc.) is
there one and only one objective truth?  One true answer to this
problem?

There are many things that would have been a common preference they could 
have found, not just one.

The very best one is not the one they are doing. Their solution objectively solves 
their understanding of the problem, but it doesn't address some issues they 
haven't thought of, or it may lack features/benefits they didn't realize were 
available.

One doesn't need to find the very best solution to have a good life, one just finds 
enough truth to avoid coercion and make some progress.

If so, is it a matter of we don't really need to know the one final
truth for a problem like this?  We just need to solve the problem to
the degree that both parent and child are happy with.  Our idea just
needs to contain enough knowledge to solve our problem (and doesn't
have to be *the* final truth).

Yes, exactly. You anticipated what I would say!

Is there even a truth to issues like this?

Or maybe there isn't really an objective true answer regarding the
problem of what to have for dinner, but rather there is an objective
true answer regarding the problem of what *process* to use to solve
problems between 2 people?

There is a truth about the best process, yes, and that is important.

But there's also a truth about what is best. Or actually several because "what is 
best" is ambiguous.

All issues/questions/problems either have a true answer or are vague/ambiguous. 
There's not really any way for it to be otherwise.



Suppose there were two answers that both seemed true. Doesn't one actually 
solve the problem a little better? Usually either it does or the problem is a bit 
vague on what it's asking for so you can't tell.

In the rare case, these two (or more) answers may in fact be equally good. But in 
that case there is a single truth as follows: this problem has multiple equally good 
solutions, and they are [complete list of equal solutions].

Getting back to ambiguity of the question of which solution is the best or the 
objective truth of what they should do, here are some different things that this 
question could refer to:

- what would the be the best thing with unlimited resources?

- what would the be the best thing with unlimited resources except knowledge?

- what would the be the best thing with unlimited knowledge?

- consider each decision one of the people made, and consider only the options 
they knew about and decided between. which of those options were the best 
ones to pick?

- take the options the people considered, and then also add in anything they 
"reasonably" could have been able to come up with too, and then what's the 
best?  (this is actually itself many different questions, one for each meaning of 
"reasonably".)

Each of these questions about what's best has one objective truth. At least, to 
reasonable precision. No doubt at high enough precision all my questions are 
ambiguous and would need to be improved.

There's an interplay between improving problems/questions and improving 
answers/solutions. One needs better and better problems as part of progress, 
and also better and better solutions. Bad problems, e.g. vague problems, get in 
the way (e.g. by making it unclear which solution is better since it's vague about 
what it's seeking).



By the way, ambiguous questions also have a single objectively true answer in 
two different ways of thinking about it. That's neat because they seem like they 
initially would have multiple answers (one for each question they could mean).

The first way of thinking to give them an objective answer is you answer "that's 
ambiguous, it's a bad question". And maybe elaborate but the basic concept is to 
criticize the question and have a policy not to answer refuted bad questions.

The other way is you say, "This is an ambiguous question. The answer is that it 
could mean [complete list of questions] and the answer to each one is [complete 
list of answers]". That is a single good answer.

There's more to this topic but I think I commented enough for a start. Feel free to 
ask more questions on this topic.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Free Will (Was Re: Chapter 5 notes)
Date: November 1, 2011 at 12:44 PM

On Oct 31, 4:18 pm, Elliot Temple <c...@curi.us> wrote:
On Oct 29, 3:44 pm, Kristen Ely <kristene...@yahoo.com> wrote:

Good explanations can describe phenomena at any level of emergence. 
They do not have to be at the lowest level in order to be fundamental.

Emergence is a beginning of infinity -- we need emergent phenomena to 
explain the world; our knowledge consists of explanations of emergent 
phenomena

Also, emergent explanations cannot conflict with the lowest level
explanations.

Someone posed the matter of free will, and asserted that free will
conflicts with the lowest level explanations and therefore cannot
itself be a good explanation.

I don't recall Deutsch addressing free will specifically.

Is free will a good explanation for human activity and if so, how is
the apparent conflict with a deterministic universe resolved?

I think it's a good explanation.

Can you suggest any way to vary the idea of free will, so that it will still solve the 
same problems?

I think the immediate or superficial problem free will solves is, how
to explain the fact that I (or any other person) performs one
particular action among all of the possible actions we apparently
could have done. When I was discussing this, I used the example of
standing on one leg and whistling dixie.

There are variations of the kind of "free will" as an emergent
property of the mind, which purport to solve that immediate problem:
the supernatural and "souls" being one, random noise coupled to what



amounts to neural amplification with post facto story telling being
another. My interlocutor was of the atheist intellectual variety, and
in so many words he advocated for the latter explanation. He claimed
as evidence, experiments showing that people decide to do something a
few milliseconds before they are aware they've made a decision.

I don't believe in the supernatural, and I think the latter ("random
noise") variation does not solve the problem of coherent actions that
are undertaken in many steps over a long period of time (such as
building a house, starting a business, or putting a man on the moon).

I think people have a problem with it because it's not reductionist and there's no 
known complete explanation to tie it into fundamental physics. Also it has to do 
with moral philosophy and a bunch of atheist intellectuals want to reject anything 
that smells like religion. And also they commonly don't understand what 
problems free will solves and what it's for.

Perhaps I don't either. Does free will solve any problems beyond the
ones I mentioned above?

There's also the determinism issue. To begin to address that, consider: what 
other than determinism would be more compatible with free will?

The supernatural in general and "souls" in particular - entities that
aren't bound by deterministic physical laws. The person I was
discussing with asserted that believing in free will requires
believing in the supernatural, and conversely rejecting the
supernatural requires rejecting free will.

If nothing would be any better (or worse), then determinism can't be relevant. In 
that case, there must be some other issue that is the real source of the problem, 
some common theme of determinism *and alternatives* that may conflict with 
free will. I think identifying and asking about that underlying concept, instead of 
determinism which is a red herring, is a good step towards a solution.

I speculate that the underlying concept is opposition to (classical)
liberal political positions that I have advocated. Nevertheless, he
characterized the use of emergence as I was using it to address the
apparent conflict between a deterministic universe and free will as a
"magic wand."



That criticism does have a certain resonance in the following way:
couldn't emergence as we are applying it to free will, be varied to
explain virtually anything? Couldn't someone, for example, assert that
God is an emergent property of the universe that we simply don't know
a complete explanation for how to tie into fundamental physics? This
wouldn't exactly be the Christian God, but something more resembling
the Gaia beliefs underlying some envornmentalists' thinking.

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Objective Morality
Date: November 1, 2011 at 1:00 PM

On Oct 30, 2011, at 5:47 AM, Tanya wrote:

On Oct 6, 3:40 am, Elliot Temple <c...@curi.us> wrote:
http://www.notable-quotes.com/t/tyrants_quotes.html

God Himself has no right to be a tyrant.

William Godwin in _Sketches of History_

is the idea in this quote that god is a tyrant, god is good, tyrants
are bad, therefore god has to either not be good, or not be a tyrant?

The point is that objective truth applies to everyone, no matter how much 
authority they have. No one is beyond the scope of truth.

And this is how morality in particular works. There are objective moral truths that 
everyone should follow, and no one should be exempt from, not even a god. 
(They are, by the way, best for *everyone*, so there is no conflict in everyone 
doing it, and no one loses anything. If something is a compromise that sacrifices 
some people, it is not the objective moral truth.)

With moral truth on one's side, one should stand up to anyone who goes against 
it, even a god. Something similar comes up in BoI chapter 10:

  HERMES: You reason coolly. Are you not afraid?
  SOCRATES: Bah! I ask you in return: are you a benevolent or a malevolent 
god? If benevolent, then what do I have to fear? If malevolent, then I disdain to 
fear you. We Athenians are a proud people – and protected by our goddess, as 
you surely know. Twice we defeated the Persian Empire against overwhelming 
odds,* and now we are defying Sparta. It is our custom to defy anyone who seeks 
our submission.
  HERMES: Even a god?
  SOCRATES: A benevolent god would not seek it. On the other hand, it is 
also our custom to give a hearing to anyone who offers us honest criticism, 

http://www.notable-quotes.com/t/tyrants_quotes.html


seeking to persuade us freely to change our minds. For we want to do what is 
right.

...

  HERMES: Most Athenians would indeed call those virtues. But how many 
really believe it? How many are willing to criticize a god by the standards of 
reason and justice?
  SOCRATES: [Ponders.] All who are just, I suppose. For how can anyone be 
just if he follows a god of whose moral rightness he is not persuaded? And how is 
it possible to be persuaded of someone’s moral rightness without first forming a 
view about which qualities are morally right?
  HERMES: Your associates out there on the lawn – are they unjust?
  SOCRATES: No.
  HERMES: And are they aware of the connections you have just described 
between reason, morality and the reluctance to defer to gods?

See also

http://classics.mit.edu/Plato/euthyfro.html

it's pretty common in my experience for god the tyrant and god the
good guy to be seperated. Group A fear him and obey his rules. Group B
think that god is good and has given us free will to find that
goodness and resist being led astray.

I like group B, they have some of the best objective morality I've
seen, because they're motivated only by the certainty that there is
goodness, they don't have any real theory of why, like a lot of other
objective morality theories do, that can misdirect the search for
moral truths. Much better that [than] evolution ethics or egoisms.

Out of curiosity, what are your criticisms of evolutionary ethics?

http://classics.mit.edu/Plato/euthyfro.html


-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 5 notes
Date: November 2, 2011 at 12:55 AM

On Oct 29, 2011, at 3:44 PM, Kristen Ely wrote:

Guiding principle -- reject bad explanations in favor of good ones

Which, in regard to what is real or not, leads to:
   If our best explanations refer to the existence of something, then we should 
regard it as really existing, whether or not we can observe/sense it
   If our best explanations deny that something exists, then we should regard it 
as not existing, even if we formerly thought it did (such as the force of gravity)

I like this.

Emergence:
     Lower-level complexity (such as at the level of atoms) resolves itself into 
higher-level simplicity, and can be understood/explained at the higher level 
without direct reference to the lower level.

It doesn't exactly resolve itself. Atoms aren't active and don't know about levels of 
abstraction. BoI says it does:

Fortunately, some of that complexity **resolves itself** into a higher-level 
simplicity. For example, we can predict with some accuracy how long the water 
will take to boil. To do so, we need know only a few physical quantities that are 
quite easy to measure, such as its mass, the power of the heating element, and 
so on. For greater accuracy we may also need information about subtler 
properties, such as the number and type of nucleation sites for bubbles. But 
those are still relatively ‘high-level’ phenomena, composed of intractably large 
numbers of interacting atomic-level phenomena. Thus there is a class of high-
level phenomena – including the liquidity of water and the relationship between 
containers, heating elements, boiling and bubbles – that can be well explained 
in terms of each other alone, with no direct reference to anything at the atomic 
level or below. In other words, the behaviour of that whole class of high-level 
phenomena is quasi-autonomous – almost self-contained. This resolution into 
explicability at a higher, quasi-autonomous level is known as emergence.

But I don't see how it makes sense to treat complexity as an active agent.



I see two possibilities here. One is that a better explanation is needed which 
deals with complexity not being an active agent. The other is that the following 
explanation is sufficient:

Any complex thing can be described in a variety of selective or lossy ways; that's 
no mystery but inevitable. We pick the ones that are useful to us, and find they 
help us solve some of our problems. The reason that works is that most of our 
problems don't have to do with various complex details; lots of the detail is 
irrelevant so we come up with concepts like "hot water" to refer to lots of motion 
of water atoms without specifying more detail.

Similarly we come up with concepts like "planet" and impose them on atoms to 
selectively focus on aspects of those atoms we care about. If physics were 
different and instead of planets we had something else, we'd come up with 
different abstractions for that. The emergence is not some special attribute of that 
particular structure of atoms but something we'd find in almost anything.

This covers the simple sort of emergence: emergence imposed by our knowledge 
on materials lacking knowledge. Then there is a second type is caused by 
knowledge in a different way: e.g. a cow's eye is caused to have the high level 
property of seeing by the knowledge in the cow's genes. The reason emergence 
works there is that one is explaining at the same level as the knowledge, not the 
tools the knowledge uses to get its job done. (This may clash with BoI's 
distinction about the limits of biological evolution and how it can't create 
explanatory/abstract(?) knowledge.)

The behavior of high-level phenomena consists of the behavior of the low-level 
parts it is made of. Sometimes the low-level details will be important for our 
understanding of the high-level phenomena, but not always. For example, the 
second law of thermodynamics describes the behavior of high-level physical 
processes without referring to the behavior of the molecules those processes 
consist of.

Ideas that reject explanations:
-Instrumentalism -- rejects all explanations
-Reductionism -- rejects high-level explanations
-Principle of Mediocrity -- rejects high-level explanations that involve people
-Holism -- rejects reductionist explanations; the only significant explanations are 
of parts in terms of wholes



There's no way to judge what is simple or complex, whole or a piece of a whole, 
without already having explanations that address the question. So approaches 
like holism assume without critical thought some initial explanations, with no 
discussion of whether they are "wholes", and also no way to discuss them well 
since there'd be no way to judge if they were wholes or not except circularly.

They all reject explanations without considering whether those explanations are 
good or bad -- they are not following the guiding principle of rejecting bad 
explanations in favor of good ones.

Good explanations can describe phenomena at any level of emergence. They 
do not have to be at the lowest level in order to be fundamental.

Emergence is a beginning of infinity -- we need emergent phenomena to explain 
the world; our knowledge consists of explanations of emergent phenomena

Emergence also explains why we can create successive scientific theories,  
each explaining more than the last, even if they are very different from each 
other -- each theory explains another "layer" that the previous theory had not 
addressed, although it explained its own "layer" well.

Knowledge "uses" physical entities (organisms, brains) to get itself copied
Knowledge is abstract
Something abstract is affecting something physical

Abstractions exist, because some explanations must refer to them ("if our best 
explanations refer to the existence of something, then we should regard it as 
really existing, whether or not we can observe/sense it")

Causation is an abstract idea -- we can't see it, it's not a part of the laws of 
motion of elementary particles. It's an emergent property of that motion.

We don't learn from experience, we learn from conjecture and criticism. 
Believing that we learn from experience makes it seem like we can't know 
anything outside of science (an empiricist mistake).

Experience in science -- used for experimental testing
Experience in philosophy -- provides problems by bringing our ideas into conflict



You can't get an *ought* from an *is* (you can't derive a factual theory from an 
*is*, either), but we can use factual evidence (what *is*) to criticize moral 
theories (what *ought* to be).

For example one can ask, "If being a Mormon is best, why aren't more people 
doing it? It's accessible to many people. I could convert if I wanted. The only thing 
stopping me is that I haven't been persuaded. Why aren't Mormons more 
persuasive if they are so awesome?" And this gives Mormon moral philosophy 
something to explain. If it can't offer an explanation then that's a flaw in it.

Our best explanations refer to the existence of causation and the laws of 
physics, therefore we should regard them as actually, objectively existing, even 
though they are abstractions.

A circle is an abstraction. That doesn't make it a useless idea, and it'd be pretty 
strange and pointless to go around saying how circles "don't exist". What problem 
would such a claim solve? The idea of circles, by contrast, does help us solve 
some problems.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Nick Prince <nickmag.prince@googlemail.com>
Subject: [BoI] Fungibility and determinism
Date: November 2, 2011 at 7:07 PM

I’ve just read through the multiverse chapter in BOI and found it hard
to get a handle on some of the concepts. I changed over to thinking in
terms of differentiation rather than splitting worlds (of De Witt)
when I read FOR quite a while ago.  I’m not sure that my understanding
of fungibility is the same as DD’s is.  Neither am I sure about the
nature of  determinism in the interpretation now.

I started to read some of the earlier posts on fungibility and  found
these to be difficult to follow.  If anyone can give a concise
definition of this term then I would be grateful.

My own view was that a “bundle” of completely  identical universes are
(internally) fungible.  If however I (who am in all these universes)
decide to send an electron with spin in the |X+> into a SG device
aligned in the Z+ direction,  then, after this procedure, the original
bundle of universes will no longer be fungible. This is because
roughly half of these universe will now contain an electron with spin
Zup that is in a different state to the other half  containing the
electron with spin Zdown.  However, each of these two new bundles will
be fungible internally with respect to themselves in that each of the
bundles will have identical universes in them.  Hence identical
universes in the multiverse are fungible up until the point where they
differentiate into newly, internally fungible bundles. Have I got this
right?

David talks in his book about universes that are identical,
symmetrical and deterministic which would never become differentiated
unless they were fungible.  He points out that the processes which
allow these differentiations are due to QM as in the SG case above.
So, I read this to mean that it is the indeterminism (within
universes) of QM that is at the root of fungibility!  Have I got this
right?

I agree that the Multiverse as a whole, and because of linearity,
individual universe instantiations would be deterministic (follow the
SE eqn.)  - but not from the ist person point of view of those in the
universes.  Maybe that is what he means but I have misread it?



Nick



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility and determinism
Date: November 2, 2011 at 8:16 PM

On Nov 2, 2011, at 4:07 PM, Nick Prince wrote:

I’ve just read through the multiverse chapter in BOI and found it hard
to get a handle on some of the concepts. I changed over to thinking in
terms of differentiation rather than splitting worlds (of De Witt)
when I read FOR quite a while ago.  I’m not sure that my understanding
of fungibility is the same as DD’s is.  Neither am I sure about the
nature of  determinism in the interpretation now.

Hi. Welcome!

The laws of physics are deterministic. When a person is differentiated into two, 
now there's two different consciousnesses or whatever, each thinking "I randomly 
got outcome X not Y". The overall event is deterministic in outcome but one loses 
touch with part of that overall outcome.

I started to read some of the earlier posts on fungibility and  found
these to be difficult to follow.  If anyone can give a concise
definition of this term then I would be grateful.

Fungibility means identical (literally, strictly, 100%) in every attribute. Two things 
are fungible if there is no such thing as which is which.

Fungibility is sometimes used more loosely, e.g. to refer to paperclips. But DD 
uses it strictly. Paperclips aren't fungible because, for example:

- they have microscopic differences in shape,
- any two paper clips are at different locations

Everyday objects are never strictly fungible due to, e.g., different locations and 
consisting of different atoms.

But what is fungible is versions of multiversal objects pre-differentiation.



Also abstract things can be fungible like dollars in an electronic bank account 
which doesn't have any way of tracking which dollar is which (so what's physically 
stored is the total balance, and it consisting of individual dollars is just an abstract 
concept).

My own view was that a “bundle” of completely  identical universes are
(internally) fungible.

Yes except I'm not sure what the (internally) qualification means or why it's 
needed.

 If however I (who am in all these universes)
decide to send an electron with spin in the |X+> into a SG device

Googling hasn't turned up what "SG device" is for me.

aligned in the Z+ direction,  then, after this procedure, the original
bundle of universes will no longer be fungible. This is because
roughly half of these universe will now contain an electron with spin
Zup that is in a different state to the other half  containing the
electron with spin Zdown.  However, each of these two new bundles will
be fungible internally with respect to themselves in that each of the
bundles will have identical universes in them.  Hence identical
universes in the multiverse are fungible up until the point where they
differentiate into newly, internally fungible bundles. Have I got this
right?

Sounds right.

David talks in his book about universes that are identical,
symmetrical and deterministic which would never become differentiated
unless they were fungible.  He points out that the processes which
allow these differentiations are due to QM as in the SG case above.
So, I read this to mean that it is the indeterminism (within
universes) of QM that is at the root of fungibility!  Have I got this
right?

I'm not sure which passage you're referring to. Can you give a quote or page 
number?



What comes to my mind is the point that deterministic, symmetrical laws can only 
differentiate fungible things. The reason is that if two things are identifiable, 
different, and separate -- but the same in all attributes of interest -- then 
symmetry requires treating them symmetrically, and since the inputs (attributes of 
interest) are the same then the output must be the same. But if they are fungible -
- there is no such thing as which is which -- then that allows for a law like "X 
happens to half, and Y to half". Since there's no selection of which ones X 
happens to at all, there's no asymmetric selection.

I agree that the Multiverse as a whole, and because of linearity,
individual universe instantiations would be deterministic (follow the
SE eqn.)  - but not from the ist person point of view of those in the
universes.  Maybe that is what he means but I have misread it?

That is the gist of what he means, but he might disagree about some details of 
what "1st person point of view" is/means, which is a tricky issue. I think that'd 
depend on what you mean by it in more detail.

For one thing, those in the universes, like you and I, can discover that the laws of 
physics are deterministic despite our limited perspective. We need not be fooled.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Privacy
Date: November 2, 2011 at 8:24 PM

On Oct 31, 2011, at 6:57 PM, Matjaž Leonardis wrote:

Is privacy in general good or bad for creating knowledge?

Good.

Is privacy good for anything else?

Yes. Prevents various ways of being harmed. And helps give one more control 
over his life (like, which things he gets feedback on, when, from who, if ever).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungibility and determinism
Date: November 2, 2011 at 8:27 PM

On 2 Nov 2011, at 23:07, Nick Prince wrote:

I’ve just read through the multiverse chapter in BOI and found it hard
to get a handle on some of the concepts. I changed over to thinking in
terms of differentiation rather than splitting worlds (of De Witt)
when I read FOR quite a while ago.  I’m not sure that my understanding
of fungibility is the same as DD’s is.  Neither am I sure about the
nature of  determinism in the interpretation now.

I started to read some of the earlier posts on fungibility and  found
these to be difficult to follow.  If anyone can give a concise
definition of this term then I would be grateful.

I think the fungibility issue has not yet been satisfactorily resolved.

My understanding of fungibility is this. Suppose there are two versions of a 
particular system, version 1 and version 2, and that they haven't interacted with 
anything else yet. Then there is no way to point to version 1 and say "version 1 is 
the version that interacted with my left foot", nor can I point to version 2 and say 
"version 2 is the version that interacted with my right foot". In addition, those two 
versions of the system can still interfere with one another and so there is no way 
to say that one of them will interact with my right foot, and the other with my left 
because they might get mixed up with one another due to interference. We could 
get new versions of the system version 3 and version 4, where version 3 is some 
combination of 1 and 2, and version 4 is a different combination of 1 and 2. Since 
they can still be mixed up in this way and nobody has in fact made them 
distinguishable by interacting them with other systems, I say they are fungible. 
This way of understanding fungibility says that versions of a system are fungible if 
and only if they can interfere. There are some passages in BoI that are consistent 
with this reading and there are others that may not be.

On p. 293, there's a passage consistent with my version of fungibility above:

 '[C]onsider a single cosmic ray particle travelling in the direction of Earth from 
deep space. That particle must be travelling in a range of slightly different 



directions, because the uncertainty principle implies that it must spread sideways 
like an ink blot as it travels. By the time it arrives the ink blot may well be wider 
than the whole Earth - so most of it misses and the rest strikes everywhere on the 
exposed surface. Remember, this is a single particle, which may consist of 
fungible instances. The next thing that happens is that they cease to be fungible, 
splitting through their interactions with atoms into a finite but huge number of 
instances, each of which is the origin of a separate history.'

The definition of fungibility states that fungible versions of a system have to be 
identical in every way, is inconsistent with what I say. But there are also 
discussions of diversity within fungibility that are consistent with what I say, but 
not with the "identical in every sense" idea of fungibility.

I think my understanding of fungibility is the only one that makes sense for the 
following reason. If we prepare a system so that one of it's observables, like the 
observable of whether it is on my desk, is the same across all the universes in 
which I'm doing an experiment, there are other observables, like its speed, that 
aren't the same across all the universes. This is what diversity within fungibility 
means. So if we say the system has to be completely the same across all the 
universes, then no system is fungible and the idea of diversity within fungibility 
doesn't work.

My own view was that a “bundle” of completely  identical universes are
(internally) fungible.  If however I (who am in all these universes)
decide to send an electron with spin in the |X+> into a SG device
aligned in the Z+ direction,  then, after this procedure, the original
bundle of universes will no longer be fungible. This is because
roughly half of these universe will now contain an electron with spin
Zup that is in a different state to the other half  containing the
electron with spin Zdown.  However, each of these two new bundles will
be fungible internally with respect to themselves in that each of the
bundles will have identical universes in them.  Hence identical
universes in the multiverse are fungible up until the point where they
differentiate into newly, internally fungible bundles. Have I got this
right?

I don't think this works because it seems to me you're trying to rescue the idea 
that fungibility entails bing completely identical in every respect that I have 
criticised above. The specific reason it doesn't fly in this case is that the version 
of the system with Zup can be described in terms of two different versions Xup 



and Xdown, both of which have to be present to explain some experiments you 
could do with the Zup version.

David talks in his book about universes that are identical,
symmetrical and deterministic which would never become differentiated
unless they were fungible.  He points out that the processes which
allow these differentiations are due to QM as in the SG case above.
So, I read this to mean that it is the indeterminism (within
universes) of QM that is at the root of fungibility!  Have I got this
right?

No. Fungibility can explain how you can have different universes emerge from 
one universe without violating determinism. You take an electron that is in the 
Zup spin state then measure its spin in the X direction and you get two versions 
of the electron. But you can't point to one of the Zup versions of the electron and 
say he's the Xup version version because there is no fact of the matter about 
which of those versions of him ended up being Xup. All you can say is: "some of 
them ended up being Xup and others ended up being Xdown, and both versions 
had probability 1/2."

I agree that the Multiverse as a whole, and because of linearity,
individual universe instantiations would be deterministic (follow the
SE eqn.)  - but not from the ist person point of view of those in the
universes.  Maybe that is what he means but I have misread it?

From the first person view you can say things like: "There will be two versions of 
me, one of them will see the electron spin up, the other will see it as spin down 
and the probabilities of each version is 1/2." This is a deterministic description of 
what will happen, and it is the correct description of what will happen.

Alan



From: Manolis.A.C. <manolis.a.c@gmail.com>
Subject: Re: [BoI] Fungibility and determinism
Date: November 3, 2011 at 4:36 AM

On 3 Νοv 2011, at 2:16, Elliot Temple <curi@curi.us> wrote:

On Nov 2, 2011, at 4:07 PM, Nick Prince wrote:

I’ve just read through the multiverse chapter in BOI and found it hard
to get a handle on some of the concepts. I changed over to thinking in
terms of differentiation rather than splitting worlds (of De Witt)
when I read FOR quite a while ago.  I’m not sure that my understanding
of fungibility is the same as DD’s is.  Neither am I sure about the
nature of  determinism in the interpretation now.

Hi. Welcome!

The laws of physics are deterministic. When a person is differentiated into two, 
now there's two different consciousnesses or whatever, each thinking "I 
randomly got outcome X not Y". The overall event is deterministic in outcome 
but one loses touch with part of that overall outcome.

Here is what I'm missing. You are obviously referring to the difference between 
epistemic vs. ontological uncertainty. That I can understand. But how can 
something be deterministic, yet produce more than one outcome? (new bubble 
universes)

What comes to my mind is the point that deterministic, symmetrical laws can 
only differentiate fungible things. The reason is that if two things are identifiable, 
different, and separate -- but the same in all attributes of interest -- then 
symmetry requires treating them symmetrically, and since the inputs (attributes 
of interest) are the same then the output must be the same. But if they are 
fungible -- there is no such thing as which is which -- then that allows for a law 



like "X happens to half, and Y to half". Since there's no selection of which ones 
X happens to at all, there's no asymmetric selection.

Can you elaborate on why an input toward fungible objects will, or as I 
understand it, must, produce more than one outputs?

Could you give an example with dollars for instance?

Manolis



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility and determinism
Date: November 3, 2011 at 4:57 AM

On Wednesday, November 2, 2011 11:07:36 PM UTC, Nick Prince wrote:

I’ve just read through the multiverse chapter in BOI and found it hard
to get a handle on some of the concepts. I changed over to thinking in
terms of differentiation rather than splitting worlds (of De Witt)
when I read FOR quite a while ago.  I’m not sure that my understanding
of fungibility is the same as DD’s is.  Neither am I sure about the
nature of  determinism in the interpretation now.

I started to read some of the earlier posts on fungibility and  found
these to be difficult to follow.  If anyone can give a concise
definition of this term then I would be grateful.

My own view was that a “bundle” of completely  identical universes are
(internally) fungible.  If however I (who am in all these universes)
decide to send an electron with spin in the |X+> into a SG device
aligned in the Z+ direction,  then, after this procedure, the original
bundle of universes will no longer be fungible. This is because
roughly half of these universe will now contain an electron with spin
Zup that is in a different state to the other half  containing the
electron with spin Zdown.  However, each of these two new bundles will
be fungible internally with respect to themselves in that each of the
bundles will have identical universes in them.  Hence identical
universes in the multiverse are fungible up until the point where they
differentiate into newly, internally fungible bundles. Have I got this
right?

I couldn't tell you if you have got this "right", but your understanding is
the same as mine.

David talks in his book about universes that are identical,
symmetrical and deterministic which would never become differentiated
unless they were fungible.  He points out that the processes which



allow these differentiations are due to QM as in the SG case above.
So, I read this to mean that it is the indeterminism (within
universes) of QM that is at the root of fungibility!  Have I got this
right?

I would say it is the other way round. Fungibility is a fundamental
property of particles, and the indeterminism that you subjectively
experience within a universe, is a result of this fundamental property plus
some dynamics.

I agree that the Multiverse as a whole, and because of linearity,
individual universe instantiations would be deterministic (follow the
SE eqn.)  - but not from the ist person point of view of those in the
universes.  Maybe that is what he means but I have misread it?

We only experience one universe, and _that_ universe doesn't just follow
Schrodinger's equation - it also has wavefunction collapse. So, again, I
agree with you. Our experience is one of a universe that obeys the
Schrodinger equation + collapse, which provides the illusion of
indeterminism and the freedom to make choices.

Tom



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] The simplest Many-Worlds question...
Date: November 3, 2011 at 7:42 AM

A photon is travelling towards a detector.

How does the photon know what fraction of fungible instances of the
detector it should interact with?

It seems a pretty simple question to me, but it has got me stumped. Anyone
got any ideas?

Tom

-- 



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] Fungibility and determinism
Date: November 3, 2011 at 8:27 AM

On Thursday, November 3, 2011 12:27:58 AM UTC, Alan Forrester wrote:

On 2 Nov 2011, at 23:07, Nick Prince wrote:

I’ve just read through the multiverse chapter in BOI and found it hard
to get a handle on some of the concepts. I changed over to thinking in
terms of differentiation rather than splitting worlds (of De Witt)
when I read FOR quite a while ago.  I’m not sure that my understanding
of fungibility is the same as DD’s is.  Neither am I sure about the
nature of  determinism in the interpretation now.

I started to read some of the earlier posts on fungibility and  found
these to be difficult to follow.  If anyone can give a concise
definition of this term then I would be grateful.

I think the fungibility issue has not yet been satisfactorily resolved.

My understanding of fungibility is this. Suppose there are two versions of
a particular system, version 1 and version 2, and that they haven't
interacted with anything else yet. Then there is no way to point to version
1 and say "version 1 is the version that interacted with my left foot", nor
can I point to version 2 and say "version 2 is the version that interacted
with my right foot". In addition, those two versions of the system can
still interfere with one another and so there is no way to say that one of
them will interact with my right foot, and the other with my left because
they might get mixed up with one another due to interference. We could get
new versions of the system version 3 and version 4, where version 3 is some
combination of 1 and 2, and version 4 is a different combination of 1 and
2. Since they can still be mixed up in this way and nobody has in fact made
them distinguishable by interacting them with other systems, I say they are
fungible. This way of understanding fungibility says that versions of a
system are fungible if and only if they can interfere. There are some
passages in BoI that are consistent with this reading and there are others
that may not be.



How would you test, using interference, whether an object _is_ fungible or
not?

On p. 293, there's a passage consistent with my version of fungibility
above:

 '[C]onsider a single cosmic ray particle travelling in the direction of
Earth from deep space. That particle must be travelling in a range of
slightly different directions, because the uncertainty principle implies
that it must spread sideways like an ink blot as it travels. By the time it
arrives the ink blot may well be wider than the whole Earth - so most of it
misses and the rest strikes everywhere on the exposed surface. Remember,
this is a single particle, which may consist of fungible instances. The
next thing that happens is that they cease to be fungible, splitting
through their interactions with atoms into a finite but huge number of
instances, each of which is the origin of a separate history.'

The definition of fungibility states that fungible versions of a system
have to be identical in every way, is inconsistent with what I say. But
there are also discussions of diversity within fungibility that are
consistent with what I say, but not with the "identical in every sense"
idea of fungibility.

I think my understanding of fungibility is the only one that makes sense
for the following reason. If we prepare a system so that one of it's
observables, like the observable of whether it is on my desk, is the same
across all the universes in which I'm doing an experiment, there are other
observables, like its speed, that aren't the same across all the universes.
This is what diversity within fungibility means. So if we say the system
has to be completely the same across all the universes, then no system is
fungible and the idea of diversity within fungibility doesn't work.

But you can't prepare a system where position is the same across all
universes. I like the definition that fungible particles are capable of
self-interference.



My own view was that a “bundle” of completely  identical universes are
(internally) fungible.  If however I (who am in all these universes)
decide to send an electron with spin in the |X+> into a SG device
aligned in the Z+ direction,  then, after this procedure, the original
bundle of universes will no longer be fungible. This is because
roughly half of these universe will now contain an electron with spin
Zup that is in a different state to the other half  containing the
electron with spin Zdown.  However, each of these two new bundles will
be fungible internally with respect to themselves in that each of the
bundles will have identical universes in them.  Hence identical
universes in the multiverse are fungible up until the point where they
differentiate into newly, internally fungible bundles. Have I got this
right?

I don't think this works because it seems to me you're trying to rescue
the idea that fungibility entails bing completely identical in every
respect that I have criticised above. The specific reason it doesn't fly in
this case is that the version of the system with Zup can be described in
terms of two different versions Xup and Xdown, both of which have to be
present to explain some experiments you could do with the Zup version.

If what you say is true, where did the Xdown come from in the experiment?
The Xdown component was zero to start with.

David talks in his book about universes that are identical,
symmetrical and deterministic which would never become differentiated
unless they were fungible.  He points out that the processes which
allow these differentiations are due to QM as in the SG case above.
So, I read this to mean that it is the indeterminism (within
universes) of QM that is at the root of fungibility!  Have I got this
right?

No. Fungibility can explain how you can have different universes emerge
from one universe without violating determinism. You take an electron that
is in the Zup spin state then measure its spin in the X direction and you



get two versions of the electron. But you can't point to one of the Zup
versions of the electron and say he's the Xup version version because there
is no fact of the matter about which of those versions of him ended up
being Xup. All you can say is: "some of them ended up being Xup and others
ended up being Xdown, and both versions had probability 1/2."

I agree that the Multiverse as a whole, and because of linearity,
individual universe instantiations would be deterministic (follow the
SE eqn.)  - but not from the ist person point of view of those in the
universes.  Maybe that is what he means but I have misread it?

From the first person view you can say things like: "There will be two
versions of me, one of them will see the electron spin up, the other will
see it as spin down and the probabilities of each version is 1/2." This is
a deterministic description of what will happen, and it is the correct
description of what will happen.

If you happen to be in a universe where a measurement has been made on the
electron's entangled twin, are you sure the above is the correct
description?

Tom



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 3, 2011 at 9:22 AM

On 3 Nov 2011, at 11:42, tom.harrigan wrote:

A photon is travelling towards a detector.

How does the photon know what fraction of fungible instances of the detector it 
should interact with?

It seems a pretty simple question to me, but it has got me stumped. Anyone got 
any ideas?

Entanglement information. The detector, the laser that produced the photon and 
the electromagnetic field all have entanglement information about one another. 
The entanglement information the laser has about the detector tells in one 
universe tells it to interact with the version of the detector that is currently five 
centimetres away say instead of the version that is ten centimetres away. The 
laser and the field interact with one another to produce a photon and the 
entanglement information in the photon tells it that it will interact with the detector 
with probability 1/2, say.

Experiments that are explicitly about entanglement, like the EPR experiment, 
involve specialised manipulation of entanglement information. We do things like 
take two electrons and interact them so that they have entanglement information 
about one another that other objects don't have.

Alan



From: Ammon Johnson <ammon.johnson@gmail.com>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 3, 2011 at 7:51 AM

The answer is simple.  It interacts with all of them.

On Thu, Nov 3, 2011 at 4:42 AM, tom.harrigan <tom.harrigan@gmail.com> wrote:

A photon is travelling towards a detector.

How does the photon know what fraction of fungible instances of the
detector it should interact with?

It seems a pretty simple question to me, but it has got me stumped. Anyone
got any ideas?

Tom

 --

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility and determinism
Date: November 3, 2011 at 12:05 PM

On Nov 3, 2011, at 1:36 AM, Manolis.A.C. wrote:

On 3 Νοv 2011, at 2:16, Elliot Temple <curi@curi.us> wrote:

On Nov 2, 2011, at 4:07 PM, Nick Prince wrote:

I’ve just read through the multiverse chapter in BOI and found it hard
to get a handle on some of the concepts. I changed over to thinking in
terms of differentiation rather than splitting worlds (of De Witt)
when I read FOR quite a while ago.  I’m not sure that my understanding
of fungibility is the same as DD’s is.  Neither am I sure about the
nature of  determinism in the interpretation now.

Hi. Welcome!

The laws of physics are deterministic. When a person is differentiated into two, 
now there's two different consciousnesses or whatever, each thinking "I 
randomly got outcome X not Y". The overall event is deterministic in outcome 
but one loses touch with part of that overall outcome.

Here is what I'm missing. You are obviously referring to the difference between 
epistemic vs. ontological uncertainty. That I can understand. But how can 
something be deterministic, yet produce more than one outcome? (new bubble 
universes)

A multiversal photon is flying through deep space. Its instances (sort of like single 
universe sized pieces) spread out. Eventually, it reaches a planet. But it's cloud of 
instances is bigger than the planet. So, some hit the planet (at every exposed 
location) and some go past. So there's one many different outcomes for the 
different photon instances. But none of this was indeterministic (random). Given 
the relevant initial conditions, and unlimited computing power, you could work out 
exactly how many photon instances would strike the planet, and where, and so 
on.



What comes to my mind is the point that deterministic, symmetrical laws can 
only differentiate fungible things. The reason is that if two things are 
identifiable, different, and separate -- but the same in all attributes of interest -- 
then symmetry requires treating them symmetrically, and since the inputs 
(attributes of interest) are the same then the output must be the same. But if 
they are fungible -- there is no such thing as which is which -- then that allows 
for a law like "X happens to half, and Y to half". Since there's no selection of 
which ones X happens to at all, there's no asymmetric selection.

Can you elaborate on why an input toward fungible objects will, or as I 
understand it, must, produce more than one outputs?

Could you give an example with dollars for instance?

In a balance transfer, where you transfer half of the money in your checking 
account to your savings account, there are two outputs: your new checking 
account balance and your new balance on the savings account. And the fungible 
dollars from the checking account have been split up: there's now two different 
types: checking dollars and savings dollars. But the balance transfer was 
deterministic: if you have $40 in the checking account, and transfer $20, you 
always end up with $20 in the checking account at the end, it's completely 
determined, there's no possible alternatives that could happen instead.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 3, 2011 at 12:16 PM

The fraction of the instances of the detector that register the photon
depends on the history of the photon.

e.g. Say the photon has been through a beam splitter, then it should
interact with only half the instances of the detector.

On Thursday, November 3, 2011 11:51:56 AM UTC, Ammon wrote:

The answer is simple.  It interacts with all of them.

On Thu, Nov 3, 2011 at 4:42 AM, tom.harrigan <tom.ha...@gmail.com> wrote:

A photon is travelling towards a detector.

How does the photon know what fraction of fungible instances of the
detector it should interact with?

It seems a pretty simple question to me, but it has got me stumped.
Anyone got any ideas?

Tom

 --

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Intent of Experimenters
Date: November 3, 2011 at 2:35 PM

http://news.ycombinator.com/item?id=3189285

xenophanes = me

What do you think?

-- Elliot Temple
http://elliottemple.com/

-- 

http://news.ycombinator.com/item?id=3189285
http://elliottemple.com/


From: Ammon Johnson <ammon.johnson@gmail.com>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 3, 2011 at 3:29 PM

Your confusion lies in your use of the word fungible.  Fungible means "Able
to replace or be replaced by another identical item."  When a photon
interacts with a detector the detector is changed and hence is no longer
fungible with any of the detectors with which the photon did not interact.

Part of the confusion maybe an incomplete application of the concept of
General Relativity on a quantum level.  General Relativity tells us that
space-time is mutable.  It can be bent and distorted. Think of those bends
and distortions as a topographical map of everything that *can* happen.
Every time something *can* happen which causes an entity to no longer be
fungible with other instances of itself a new mountain pops up on the
topographical map and time is distorted.  Same space, different time.

Thinking of space-time as *a* continuum on a quantum level can be very
misleading because on the quantum level space-time is not a singular
continuum but a web of interwoven continuums.  People typically think of
space-time as the container in which matter exists. It maybe a useful
thought experiment (and perhaps even more accurate) to think of space-time
as that which exists around matter. In the first conceptualization of
space-time, space-time is the fundamental existence which allows matter to
exist. In the second, matter is the fundamental existence which allows
space-time to exist. I think this is part of the confusion regarding
decoherence. If space-time is the fundamental existence then it's much
harder to imagine matter altering space-time and thereby creating multiple
timelines or universes.  If space-time exists as a property of matter then
it's much easier to visualize decoherence and the existence of multiple
universes particularly when you consider that decoherence occurs on the
entity level not the universe level.  When decoherence occurs it does not
duplicate everything in the universe. It just duplicates a singular entity.

HTH!
~~Ammon ;~>

On Thu, Nov 3, 2011 at 9:16 AM, tom.harrigan <tom.harrigan@gmail.com> wrote:

The fraction of the instances of the detector that register the photon



depends on the history of the photon.

e.g. Say the photon has been through a beam splitter, then it should
interact with only half the instances of the detector.

On Thursday, November 3, 2011 11:51:56 AM UTC, Ammon wrote:

The answer is simple.  It interacts with all of them.

On Thu, Nov 3, 2011 at 4:42 AM, tom.harrigan <tom.ha...@gmail.com> wrote:

A photon is travelling towards a detector.

How does the photon know what fraction of fungible instances of the
detector it should interact with?

It seems a pretty simple question to me, but it has got me stumped.
Anyone got any ideas?

Tom

 --

 --

-- 



From: Nick Prince <nickmag.prince@googlemail.com>
Subject: [BoI] Re: Fungibility and determinism
Date: November 3, 2011 at 5:17 PM

On Nov 3, 12:16 am, Elliot Temple <c...@curi.us> wrote:
On Nov 2, 2011, at 4:07 PM, Nick Prince wrote:

I’ve just read through the multiverse chapter in BOI and found it hard
to get a handle on some of the concepts. I changed over to thinking in
terms of differentiation rather than splitting worlds (of De Witt)
when I read FOR quite a while ago.  I’m not sure that my understanding
of fungibility is the same as DD’s is.  Neither am I sure about the
nature of  determinism in the interpretation now.

Hi. Welcome!

The laws of physics are deterministic. When a person is differentiated into two, 
now there's two different consciousnesses or whatever, each thinking "I 
randomly got outcome X not Y". The overall event is deterministic in outcome 
but one loses touch with part of that overall outcome.

I started to read some of the earlier posts on fungibility and  found
these to be difficult to follow.  If anyone can give a concise
definition of this term then I would be grateful.

Fungibility means identical (literally, strictly, 100%) in every attribute. Two things 
are fungible if there is no such thing as which is which.

Fungibility is sometimes used more loosely, e.g. to refer to paperclips. But DD 
uses it strictly. Paperclips aren't fungible because, for example:

- they have microscopic differences in shape,
- any two paper clips are at different locations

Everyday objects are never strictly fungible due to, e.g., different locations and 
consisting of different atoms.

But what is fungible is versions of multiversal objects pre-differentiation.



Also abstract things can be fungible like dollars in an electronic bank account 
which doesn't have any way of tracking which dollar is which (so what's 
physically stored is the total balance, and it consisting of individual dollars is just 
an abstract concept).
[NP]

 My own view was that a “bundle” of completely  identical universes
are
(internally) fungible.

[ET]
Yes except I'm not sure what the (internally) qualification means or why it's 
needed.

[NP]
I mean all the universes that are exactly the same can be thought of
as a bundle of histories. Hence all universes inside or internal to
that bundle have identical histories.  I introduce the term because
when a bundle differentiates, for whatever reason,  you will end up
with two or more bundles containing universes that are exactly the
same as the others that are within their respective bundles or inside
or internal to them.  all of the bundles have an infinite number of
universes in them according to DD I think.

[ET]
Googling hasn't turned up what "SG device" is for me.

[NP]
This is a Stern Gerlach device.

[NP]
aligned in the Z+ direction,  then, after this procedure, the original
bundle of universes will no longer be fungible. This is because
roughly half of these universe will now contain an electron with spin
Zup that is in a different state to the other half  containing the
electron with spin Zdown.  However, each of these two new bundles will
be fungible internally with respect to themselves in that each of the



bundles will have identical universes in them.  Hence identical
universes in the multiverse are fungible up until the point where they
differentiate into newly, internally fungible bundles. Have I got this
right?

Sounds right.

David talks in his book about universes that are identical,
symmetrical and deterministic which would never become differentiated
unless they were fungible.  He points out that the processes which
allow these differentiations are due to QM as in the SG case above.
So, I read this to mean that it is the indeterminism (within
universes) of QM that is at the root of fungibility!  Have I got this
right?

[ET]
I'm not sure which passage you're referring to. Can you give a quote or page 
number?

[NP] page 265

[ET]
What comes to my mind is the point that deterministic, symmetrical
laws can only differentiate fungible things. The reason is that if two
things are identifiable, different, and separate -- but the same in
all attributes of interest -- then symmetry requires treating them
symmetrically, and since the inputs (attributes of interest) are the
same then the output must be the same.

[NP]
Agreed in the sense of classical mechanics (CM).  By determinism I
take to mean the general possibility of predicting exactly how the
state of a system will change in any given circumstance. In CM, the
change in state of any system with time is in principle completely
predictable for a closed system.  With regard to Quantum Mechanics
Everetts interpretation is similar in that the state vector of of a
quantum system evolves in time in a completely predictable manner, and
in this sense QM is a deterministic theory.  But in QM the state of a



system changes not only with time but also as a resultof being
measured and from the point of view of someone in a single universe
interpretation of QM this change is in principle neither controllable
nor predictable (we don't know which eigenvalue of a particular
observable will turn up).  Everett restored global determinacy by
doing away with collapse.

[ET]
But if they are fungible -- there is no such thing as which is which
-- then that allows for a law like "X happens to half, and Y to half".
Since there's no selection of which ones X happens to at all, there's
no asymmetric selection.

[NP]
So the law allocates X to half the univeses in a way which takes no
account of which is which.  This sounds like randomicity.  If there is
no variable that can help to select, then fungibles must become
different in a purely random way.  A law of allocation would be one
which has a rule that depends on some variable. Take away the variable
and what's left can only be a random allocation.  Can you help me to
see this in another way?

[NP]
I agree that the Multiverse as a whole, and because of linearity,
individual universe instantiations would be deterministic (follow the
SE eqn.)  - but not from the ist person point of view of those in the
universes.  Maybe that is what he means but I have misread it?

[ET]
That is the gist of what he means, but he might disagree about some
details of what "1st person point of view" is/means, which is a tricky
issue. I think that'd depend on what you mean by it in more detail.

For one thing, those in the universes, like you and I, can discover that the laws 
of physics are deterministic despite our limited perspective. We need not be 
fooled.



[NP] I would say globally yes but if someone said what was it like to
be fungible I could say that my future was indeterminate because in
any experiment I cannot completely predict in principle how things
will develop.

KIndest regards

Nick



From: Nick Prince <nickmag.prince@googlemail.com>
Subject: [BoI] Re: Fungibility and determinism
Date: November 3, 2011 at 6:46 PM

On Nov 3, 12:27 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Nov 2011, at 23:07, Nick Prince wrote:

[NP]
I’ve just read through the multiverse chapter in BOI and found it hard
to get a handle on some of the concepts. I changed over to thinking in
terms of differentiation rather than splitting worlds (of De Witt)
when I read FOR quite a while ago.  I’m not sure that my understanding
of fungibility is the same as DD’s is.  Neither am I sure about the
nature of  determinism in the interpretation now.

I started to read some of the earlier posts on fungibility and  found
these to be difficult to follow.  If anyone can give a concise
definition of this term then I would be grateful.

[AF]
 I think the fungibility issue has not yet been satisfactorily
resolved.

 My understanding of fungibility is this. Suppose there are two
versions of a particular system, version 1 and version 2, and that
they haven't interacted with anything else yet. Then there is no way
to point to version 1 and say "version 1 is the version that
interacted with my left foot", nor can I point to version 2 and say
"version 2 is the version that interacted with my right foot". In
addition, those two versions of the system can still interfere with
one another and so there is no way to say that one of them will
interact with my right foot, and the other with my left because they
might get mixed up with one another due to interference. We could get
new versions of the system version 3 and version 4, where version 3 is
some combination of 1 and 2, and version 4 is a different combination
of 1 and 2. Since they can still be mixed up in this way and nobody
has in fact made them distinguishable by interacting them with other
systems, I say they are fungible. This way of understanding



fungibility says that versions of a system are fungible if and only if
they can interfere. There are some passages in BoI that are consistent
with this reading and there are others that may not be.

On p. 293, there's a passage consistent with my version of fungibility above:

 '[C]onsider a single cosmic ray particle travelling in the direction of Earth from 
deep space. That particle must be travelling in a range of slightly different 
directions, because the uncertainty principle implies that it must spread 
sideways like an ink blot as it travels. By the time it arrives the ink blot may well 
be wider than the whole Earth - so most of it misses and the rest strikes 
everywhere on the exposed surface. Remember, this is a single particle, which 
may consist of fungible instances. The next thing that happens is that they 
cease to be fungible, splitting through their interactions with atoms into a finite 
but huge number of instances, each of which is the origin of a separate history.'

The definition of fungibility states that fungible versions of a system have to be 
identical in every way, is inconsistent with what I say. But there are also 
discussions of diversity within fungibility that are consistent with what I say, but 
not with the "identical in every sense" idea of fungibility.

I think my understanding of fungibility is the only one that makes sense for the 
following reason. If we prepare a system so that one of it's observables, like the 
observable of whether it is on my desk, is the same across all the universes in 
which I'm doing an experiment, there are other observables, like its speed, that 
aren't the same across all the universes. This is what diversity within fungibility 
means. So if we say the system has to be completely the same across all the 
universes, then no system is fungible and the idea of diversity within fungibility 
doesn't work.

[NP]

This makes sense!

[NP]
My own view was that a “bundle” of completely  identical universes are
(internally) fungible.  If however I (who am in all these universes)
decide to send an electron with spin in the |X+> into a SG device
aligned in the Z+ direction,  then, after this procedure, the original



bundle of universes will no longer be fungible. This is because
roughly half of these universe will now contain an electron with spin
Zup that is in a different state to the other half  containing the
electron with spin Zdown.  However, each of these two new bundles will
be fungible internally with respect to themselves in that each of the
bundles will have identical universes in them.  Hence identical
universes in the multiverse are fungible up until the point where they
differentiate into newly, internally fungible bundles. Have I got this
right?

[AF]
I don't think this works because it seems to me you're trying to rescue the idea 
that fungibility entails bing completely identical in every respect that I have 
criticised above. The specific reason it doesn't fly in this case is that the version 
of the system with Zup can be described in terms of two different versions Xup 
and Xdown, both of which have to be present to explain some experiments you 
could do with the Zup version.

[NP]
Your last two entries above make me wonder about the explanatory power
of a concept like fungibility.  [DD's version is that fungibility
means identical in every respect]  It seems to be elusive and ill
defined and as such I wonder about its usefulness. I wouldn't feel
confident using it, but probably will do just like so many people used
the word collapse of the wave function without knowing what it rally
means and that hasn't really been beneficial.  Sorry I'm not trying to
be awkward but as physicists it is vital that we can clarify our
thinking but this seems to muddy it up.  Perhaps there needs to be two
aspects of fungibility that can be swallowed rather than one that wont
go down.

David talks in his book about universes that are identical,
symmetrical and deterministic which would never become differentiated
unless they were fungible.  He points out that the processes which
allow these differentiations are due to QM as in the SG case above.
So, I read this to mean that it is the indeterminism (within
universes) of QM that is at the root of fungibility!  Have I got this
right?



[AF]
 No. Fungibility can explain how you can have different universes
emerge from one universe without violating determinism. You take an
electron that is in the Zup spin state then measure its spin in the X
direction and you get two versions of the electron. But you can't
point to one of the Zup versions of the electron and say he's the Xup
version version because there is no fact of the matter about which of
those versions of him ended up being Xup. All you can say is: "some of
them ended up being Xup and others ended up being Xdown, and both
versions had probability 1/2."

[NP]   I agree that the Multiverse as a whole, and because of linearity,
individual universe instantiations would be deterministic (follow the
SE eqn.)  - but not from the ist person point of view of those in the
universes.  Maybe that is what he means but I have misread it?

[AF]
From the first person view you can say things like: "There will be two
versions of me, one of them will see the electron spin up, the other
will see it as spin down and the probabilities of each version is
1/2." This is a deterministic description of what will happen, and it
is the correct description of what will happen.

[NP] Agreed, I can *say* this -  but If I run this experiment I'll
have no way of predicting which universe I'll find myself in (one
containing the spin up or one containing thespin down) so I have no
means of determining the outcome of the experiment so I can't see why
the outcome is determinable from my point of view.

It just seems to me that this is a concept which is hindering our
understanding rather than helping. At the bottom of p278 DD says
"Consequently they can make two closely related predictions. One is
that, despite the perfect determinism of everything that is happening,
NOTHING can reliably predict for them whether the voltage will detect
a surge.  The other prediction is simply that the voltmeter will
record a surge with probability one-half. Thus the outcomes of such
experiments are subjectively random (from the perspective of any
observer) even though everything that is happening is completely



determined objectively".

If he had added at the end  "...determined objectively by an
observer(a god like being) who could see the multiverse as a whole"
then perhaps I would have felt better about his position.  As it is
the two closely related predictions seem to be unable to predict
accurately as we understand determinism to work in classical
mechanics.  The above sentence seems to be saying that we can predict
that nothing can reliably predict ...  = indeterminacy (unless you are
able to see across all universes in some way.

As a matter of interest anyway why do you think it is important that
determinism should be preserved?

Kind regards

Nick



From: Nick Prince <nickmag.prince@googlemail.com>
Subject: [BoI] Re: Fungibility and determinism
Date: November 3, 2011 at 6:53 PM

On Nov 3, 8:57 am, "tom.harrigan" <tom.harri...@gmail.com> wrote:
On Wednesday, November 2, 2011 11:07:36 PM UTC, Nick Prince wrote:

I’ve just read through the multiverse chapter in BOI and found it hard
to get a handle on some of the concepts. I changed over to thinking in
terms of differentiation rather than splitting worlds (of De Witt)
when I read FOR quite a while ago.  I’m not sure that my understanding
of fungibility is the same as DD’s is.  Neither am I sure about the
nature of  determinism in the interpretation now.

I started to read some of the earlier posts on fungibility and  found
these to be difficult to follow.  If anyone can give a concise
definition of this term then I would be grateful.

My own view was that a “bundle” of completely  identical universes are
(internally) fungible.  If however I (who am in all these universes)
decide to send an electron with spin in the |X+> into a SG device
aligned in the Z+ direction,  then, after this procedure, the original
bundle of universes will no longer be fungible. This is because
roughly half of these universe will now contain an electron with spin
Zup that is in a different state to the other half  containing the
electron with spin Zdown.  However, each of these two new bundles will
be fungible internally with respect to themselves in that each of the
bundles will have identical universes in them.  Hence identical
universes in the multiverse are fungible up until the point where they
differentiate into newly, internally fungible bundles. Have I got this
right?

I couldn't tell you if you have got this "right", but your understanding is
the same as mine.

David talks in his book about universes that are identical,
symmetrical and deterministic which would never become differentiated
unless they were fungible.  He points out that the processes which
allow these differentiations are due to QM as in the SG case above.
So, I read this to mean that it is the indeterminism (within



universes) of QM that is at the root of fungibility!  Have I got this
right?

I would say it is the other way round. Fungibility is a fundamental
property of particles, and the indeterminism that you subjectively
experience within a universe, is a result of this fundamental property plus
some dynamics.

I agree that the Multiverse as a whole, and because of linearity,
individual universe instantiations would be deterministic (follow the
SE eqn.)  - but not from the ist person point of view of those in the
universes.  Maybe that is what he means but I have misread it?

We only experience one universe, and _that_ universe doesn't just follow
Schrodinger's equation - it also has wavefunction collapse. So, again, I
agree with you. Our experience is one of a universe that obeys the
Schrodinger equation + collapse, which provides the illusion of
indeterminism and the freedom to make choices.

Tom- Hide quoted text -

- Show quoted text -

Hi Tom

Thanks for that.  Did you mean "apparent freedom" in your last
sentence?

Kind regards

Nick



From: Nick Prince <nickmag.prince@googlemail.com>
Subject: [BoI] Re: Fungibility and determinism
Date: November 3, 2011 at 7:13 PM

[ET]
In a balance transfer, where you transfer half of the money in your checking 
account to your savings account, there are two outputs: your new checking 
account balance and your new balance on the savings account. And the 
fungible dollars from the checking account have been split up: there's now two 
different types: checking dollars and savings dollars. But the balance transfer 
was deterministic: if you have $40 in the checking account, and transfer $20, 
you always end up with $20 in the checking account at the end, it's completely 
determined, there's no possible alternatives that could happen instead.

-- Elliot Templehttp://elliottemple.com/- Hide quoted text -

- Show quoted text -

[NP] So this is from the birds eye view again.  If I was a sentient
dollar and I was told that I could end up in either checking account
or savings account then it is subjectively indeterminate where I'll
end up.

Nick

http://elliottemple.com/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility and determinism
Date: November 3, 2011 at 7:17 PM

On Thursday, November 3, 2011 10:53:45 PM UTC, Nick Prince wrote:

On Nov 3, 8:57 am, "tom.harrigan" <tom.ha...@gmail.com> wrote:
On Wednesday, November 2, 2011 11:07:36 PM UTC, Nick Prince wrote:

I’ve just read through the multiverse chapter in BOI and found it hard
to get a handle on some of the concepts. I changed over to thinking in
terms of differentiation rather than splitting worlds (of De Witt)
when I read FOR quite a while ago.  I’m not sure that my understanding
of fungibility is the same as DD’s is.  Neither am I sure about the
nature of  determinism in the interpretation now.

I started to read some of the earlier posts on fungibility and  found
these to be difficult to follow.  If anyone can give a concise
definition of this term then I would be grateful.

My own view was that a “bundle” of completely  identical universes are
(internally) fungible.  If however I (who am in all these universes)
decide to send an electron with spin in the |X+> into a SG device
aligned in the Z+ direction,  then, after this procedure, the original
bundle of universes will no longer be fungible. This is because
roughly half of these universe will now contain an electron with spin
Zup that is in a different state to the other half  containing the
electron with spin Zdown.  However, each of these two new bundles will
be fungible internally with respect to themselves in that each of the
bundles will have identical universes in them.  Hence identical
universes in the multiverse are fungible up until the point where they
differentiate into newly, internally fungible bundles. Have I got this
right?

I couldn't tell you if you have got this "right", but your understanding
is

the same as mine.



David talks in his book about universes that are identical,
symmetrical and deterministic which would never become differentiated
unless they were fungible.  He points out that the processes which
allow these differentiations are due to QM as in the SG case above.
So, I read this to mean that it is the indeterminism (within
universes) of QM that is at the root of fungibility!  Have I got this
right?

I would say it is the other way round. Fungibility is a fundamental
property of particles, and the indeterminism that you subjectively
experience within a universe, is a result of this fundamental property

plus
some dynamics.

I agree that the Multiverse as a whole, and because of linearity,
individual universe instantiations would be deterministic (follow the
SE eqn.)  - but not from the ist person point of view of those in the
universes.  Maybe that is what he means but I have misread it?

We only experience one universe, and _that_ universe doesn't just follow
Schrodinger's equation - it also has wavefunction collapse. So, again, I
agree with you. Our experience is one of a universe that obeys the
Schrodinger equation + collapse, which provides the illusion of
indeterminism and the freedom to make choices.

Tom- Hide quoted text -

- Show quoted text -

Hi Tom

Thanks for that.  Did you mean "apparent freedom" in your last
sentence?

I meant the illusion of indeterminism, and the illusion of freedom. The
illusion of freedom (ie. free will) is just about perfect however. In
single universe theories, free will is basically a fact. It has been
proved, and it seems to me to be an unavoidable consequence of wavefunction



collapse.

Tom



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Privacy
Date: November 3, 2011 at 7:20 PM

2011/11/3 Elliot Temple <curi@curi.us>

On Oct 31, 2011, at 6:57 PM, Matjaž Leonardis wrote:

Is privacy good for anything else?

Yes. Prevents various ways of being harmed. And helps give one more
control over his life (like, which things he gets feedback on, when, from
who, if ever). <http://groups.google.com/group/beginning-of-infinity>

Could you name some of the ways of being harmed it prevents?

Is what you mean by 'privacy' in any way different from the convectional
definition?

-- 
Matjaž Leonardis

http://groups.google.com/group/beginning-of-infinity


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungibility and determinism
Date: November 3, 2011 at 7:21 PM

On 3 Nov 2011, at 23:17, tom.harrigan wrote:

On Thursday, November 3, 2011 10:53:45 PM UTC, Nick Prince wrote:

On Nov 3, 8:57 am, "tom.harrigan" <tom.ha...@gmail.com> wrote:
On Wednesday, November 2, 2011 11:07:36 PM UTC, Nick Prince wrote:

I’ve just read through the multiverse chapter in BOI and found it hard
to get a handle on some of the concepts. I changed over to thinking in
terms of differentiation rather than splitting worlds (of De Witt)
when I read FOR quite a while ago.  I’m not sure that my understanding
of fungibility is the same as DD’s is.  Neither am I sure about the
nature of  determinism in the interpretation now.

I started to read some of the earlier posts on fungibility and  found
these to be difficult to follow.  If anyone can give a concise
definition of this term then I would be grateful.

My own view was that a “bundle” of completely  identical universes are
(internally) fungible.  If however I (who am in all these universes)
decide to send an electron with spin in the |X+> into a SG device
aligned in the Z+ direction,  then, after this procedure, the original
bundle of universes will no longer be fungible. This is because
roughly half of these universe will now contain an electron with spin
Zup that is in a different state to the other half  containing the
electron with spin Zdown.  However, each of these two new bundles will
be fungible internally with respect to themselves in that each of the
bundles will have identical universes in them.  Hence identical
universes in the multiverse are fungible up until the point where they
differentiate into newly, internally fungible bundles. Have I got this
right?

I couldn't tell you if you have got this "right", but your understanding is



the same as mine.

David talks in his book about universes that are identical,
symmetrical and deterministic which would never become differentiated
unless they were fungible.  He points out that the processes which
allow these differentiations are due to QM as in the SG case above.
So, I read this to mean that it is the indeterminism (within
universes) of QM that is at the root of fungibility!  Have I got this
right?

I would say it is the other way round. Fungibility is a fundamental
property of particles, and the indeterminism that you subjectively
experience within a universe, is a result of this fundamental property plus
some dynamics.

I agree that the Multiverse as a whole, and because of linearity,
individual universe instantiations would be deterministic (follow the
SE eqn.)  - but not from the ist person point of view of those in the
universes.  Maybe that is what he means but I have misread it?

We only experience one universe, and _that_ universe doesn't just follow
Schrodinger's equation - it also has wavefunction collapse. So, again, I
agree with you. Our experience is one of a universe that obeys the
Schrodinger equation + collapse, which provides the illusion of
indeterminism and the freedom to make choices.

Tom- Hide quoted text -

- Show quoted text -

Hi Tom

Thanks for that.  Did you mean "apparent freedom" in your last
sentence?

I meant the illusion of indeterminism, and the illusion of freedom. The illusion of 
freedom (ie. free will) is just about perfect however. In single universe theories, 
free will is basically a fact. It has been proved, and it seems to me to be an 
unavoidable consequence of wavefunction collapse.



So you think free will just amounts to having random noise in your brain?

Alan



From: Nick Prince <nickmag.prince@googlemail.com>
Subject: [BoI] Re: Fungibility and determinism
Date: November 3, 2011 at 8:16 PM

Hi Tom

Thanks for that.  Did you mean "apparent freedom" in your last
sentence?

I meant the illusion of indeterminism, and the illusion of freedom. The
illusion of freedom (ie. free will) is just about perfect however. In
single universe theories, free will is basically a fact. It has been
proved, and it seems to me to be an unavoidable consequence of wavefunction
collapse.

Tom

I'm not sure I follow - how do you mean free will is basically a fact
if freedom is an illusion?

Nick



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] Re: Fungibility and determinism
Date: November 3, 2011 at 8:23 PM

Random isn't free, but there would have to be process in the brain, not
that you need a brain to be free.

Tom

-- 



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: Fungibility and determinism
Date: November 3, 2011 at 8:37 PM

On Friday, November 4, 2011 12:16:01 AM UTC, Nick Prince wrote:

Hi Tom

Thanks for that.  Did you mean "apparent freedom" in your last
sentence?

I meant the illusion of indeterminism, and the illusion of freedom. The
illusion of freedom (ie. free will) is just about perfect however. In
single universe theories, free will is basically a fact. It has been
proved, and it seems to me to be an unavoidable consequence of

wavefunction
collapse.

I'm not sure I follow - how do you mean free will is basically a fact
if freedom is an illusion?

If your preferred theory is the deterministic bloc-multiverse of
Many-Worlds, then where does free will fit in? Unitary evolution can be run
backwards after all!

If you prefer single-universe theories (some people call them
interpretations), then free will has already been proved in them, and you
can't run single universes backwards.

It's up to you - what do you take more seriously, your own experience or
Schrodinger's equation?

Tom

-- 



From: Manolis <manolis.a.c@gmail.com>
Subject: Re: [BoI] Fungibility and determinism
Date: November 4, 2011 at 1:52 AM

2011/11/3 Elliot Temple <curi@curi.us>

A multiversal photon is flying through deep space. Its instances (sort of
like single universe sized pieces) spread out. Eventually, it reaches a
planet. But it's cloud of instances is bigger than the planet. So, some hit
the planet (at every exposed location) and some go past. So there's one
many different outcomes for the different photon instances. But none of
this was indeterministic (random). Given the relevant initial conditions,
and unlimited computing power, you could work out exactly how many photon
instances would strike the planet, and where, and so on.

Allright. So the photon's instances exist in some sort of meta-universe,
and during this deep-space travel, by interfering with universal objects,
an asteroid here,  a particle of gas there, the planet you mentioned....,
they spawn new universes. So in a sense, the bubble universes that can ever
be created, cannot be more than the product of all particle instances in
this meta-universal field, times the universal instances that exist and
that they can interact with. This gives a sense of an immeasurably large,
but also finite, multiverse. It also gives the impression that even though
the multiverse is expanding by this very process of "instance clouds"
interfering with already instantiated particles that have collapsed into
universes, thus forming new universes, it generates two problems.

One is, (again!) what started this chain-reaction-like process? How did the
first instance cloud find an already instantiated particle that had already
formed a collapsed version of it, thus generating a new collapse, and thus
spawning the "first" bubble universe?

Second, this implies that the amount of particles and their associated
clouds in this meta-universal field, are fixed.

Am I off in a completely wrong direction here?



In a balance transfer, where you transfer half of the money in your
checking account to your savings account, there are two outputs: your new
checking account balance and your new balance on the savings account. And
the fungible dollars from the checking account have been split up: there's
now two different types: checking dollars and savings dollars. But the
balance transfer was deterministic: if you have $40 in the checking
account, and transfer $20, you always end up with $20 in the checking
account at the end, it's completely determined, there's no possible
alternatives that could happen instead.

So, same as above, the size of the particle's cloud is fixed. It can
stretch from, say, one end of this planet to the end of our Moon. So
passing by earth, this meta-universal particle will interact with a
gazillion hydrogen, oxygen, et al atoms in our atmosphere, some will
interact with the particles of a satellite orbiting the earth, others with
moon dust and rocks, and each such interaction will have formed a new
universe? This is how I understand your explanation of getting two (or
more) outputs from one input.

I thought the cloud will only collapse once, and that will be at the part
that first interacts with it, in this case it could be a satellite that the
photon encounters prior to hitting the earth's atmosphere.

Manolis

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Intent of Experimenters
Date: November 4, 2011 at 5:04 AM

On 3 Nov 2011, at 18:35, Elliot Temple wrote:

http://news.ycombinator.com/item?id=3189285

xenophanes = me

What do you think?

(1) The intent of the experimenter is irrelevant to whether the experiment is good. 
The rules by which the experiment is conducted are not. Newton intended that his 
experiments would prove his theories, but they were all experiments that could 
have refuted his theories, so they were good experiments despite his bad 
intentions.

(2) Probabilistic theories produce predictions about probability. The point of an 
experiment is to test the theory by trying to find out what the actual probabilities 
are by looking at relative frequencies of different results. If you decide to keep 
doing the experiment until you get the relative frequencies you want then you 
have made the experiment completely useless. He's a subjectivist so he doesn't 
understand that probabilities are emergent results of the laws of physics. Nor 
does he understand that the idea of degrees of belief is wrong as explained in the 
Choices chapter of BoI.

Alan

http://news.ycombinator.com/item?id=3189285


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free Will (Was Re: Chapter 5 notes)
Date: November 4, 2011 at 2:04 PM

On Nov 1, 2011, at 9:44 AM, Jason wrote:

On Oct 31, 4:18 pm, Elliot Temple <c...@curi.us> wrote:
On Oct 29, 3:44 pm, Kristen Ely <kristene...@yahoo.com> wrote:

Good explanations can describe phenomena at any level of emergence. 
They do not have to be at the lowest level in order to be fundamental.

Emergence is a beginning of infinity -- we need emergent phenomena to 
explain the world; our knowledge consists of explanations of emergent 
phenomena

Also, emergent explanations cannot conflict with the lowest level
explanations.

Someone posed the matter of free will, and asserted that free will
conflicts with the lowest level explanations and therefore cannot
itself be a good explanation.

I don't recall Deutsch addressing free will specifically.

Is free will a good explanation for human activity and if so, how is
the apparent conflict with a deterministic universe resolved?

I think it's a good explanation.

Can you suggest any way to vary the idea of free will, so that it will still solve 
the same problems?

I think the immediate or superficial problem free will solves is, how
to explain the fact that I (or any other person) performs one
particular action among all of the possible actions we apparently
could have done. When I was discussing this, I used the example of
standing on one leg and whistling dixie.



I don't think that's a problem.

A cat has a lot of actions it could do.

Even a bacteria may have some. Or an game AI that plays Starcraft. Or an 
automated machine tool capable of carving many different shapes.

In each case the possibility of various things is controlled in some way. The cat 
has a brain which runs an algorithm which chooses actions.

A robot could be built to stand on one leg and whistle, without any element of free 
will, and with the physical capability of walking around and doing other stuff 
instead.

The mere fact that humans can stand on one leg and whistle is compatible with 
them not having free will and with simple and well understood (at least in 
concept) methods of control of actions.

There are variations of the kind of "free will" as an emergent
property of the mind, which purport to solve that immediate problem:
the supernatural and "souls" being one, random noise coupled to what
amounts to neural amplification with post facto story telling being
another. My interlocutor was of the atheist intellectual variety, and
in so many words he advocated for the latter explanation. He claimed
as evidence, experiments showing that people decide to do something a
few milliseconds before they are aware they've made a decision.

I'm skeptical that experiments actually showed that, and won't believe it without 
either reading the a scientific paper and not finding any mistakes, or being 
presented with an explanation meeting the same quality standards.

Regardless, I don't actually think it'd be very important, or make decisions unfree, 
if they were made by the subconscious mind.

Also the experiment as described is compatible with the conscious mind doing 
most of the deciding and a subconscious part of the mind doing some minor 
finalizing step.

I don't believe in the supernatural, and I think the latter ("random



noise") variation does not solve the problem of coherent actions that
are undertaken in many steps over a long period of time (such as
building a house, starting a business, or putting a man on the moon).

Cats and game AIs take coherent actions in many steps over long periods of 
time. Well maybe not normally as long as you mean, but pretty long, and if you 
wanted to have a chess program spend 5 years on each move (it's not hard to 
make it actively do computations the whole time and actually make progress, not 
just go in circles), then it could play a single game over the course of more than a 
current human life span.

So what is the issue here? Explaining how humans can do what non-humans can 
do in relatively simple ways?

I think people have a problem with it because it's not reductionist and there's 
no known complete explanation to tie it into fundamental physics. Also it has to 
do with moral philosophy and a bunch of atheist intellectuals want to reject 
anything that smells like religion. And also they commonly don't understand 
what problems free will solves and what it's for.

Perhaps I don't either. Does free will solve any problems beyond the
ones I mentioned above?

The most important issue that free will addresses is that it plays a role in moral 
theory.

For morality to exist it needs free will, or a similar concept.

Since free will figures into one of our good explanations, helping solve some 
problems, it therefore exists.

The issue is that morality is about which decisions people *should* make, and 
why. This relies on their ability to make decisions. If they had no choice in the 
matter, no "free will", then there'd be no purpose to moral ideas since they 
couldn't help people with anything -- people would never have the option to 
choose to listen to some moral advice or not, choose to adopt a particular lifestyle 
or not, etc...

Our understanding of morality and moral explanations rely on the existence of 



choices like this -- sinners can choose to reform or choose not to reform, people 
can choose to give into temptation or not, and so on. And this also underlies 
concepts like moral responsibility.

Take away free will and you make a mess of these important ideas. It's solving 
the problem of providing a component they need.

There's also the determinism issue. To begin to address that, consider: what 
other than determinism would be more compatible with free will?

The supernatural in general and "souls" in particular - entities that
aren't bound by deterministic physical laws. The person I was
discussing with asserted that believing in free will requires
believing in the supernatural, and conversely rejecting the
supernatural requires rejecting free will.

Yes, there's that.

So, if the issue is determinism vs magical thinking, then I want to reframe it:

It's really non-magical thinking generally (all types including determinism and 
anything else) vs magical thinking. And the claim in question is whether non-
magical thinking inherently contradicts free will.

Thus, determinism in particular is irrelevant.

Agreed so far?

Also irrelevant is the commonly mentioned indeterminism which, contra Popper, 
is also irrelevant. (Popper mistakenly thought indeterminism would help 
rehabilitate free will. But how can introducing the use of a random number 
generator in some physics formulas help free will? It can't.)

Also, btw, the thinking that spawned the idea of free will, while associated with 
some magical thinking (God, souls, etc) was not itself magical thinking, at least a 
good portion of it wasn't. It was effective, useful thinking. It spawned a variety of 



good ideas which have helped make our civilization work. E.g. the ten 
commandments have some good ideas (not all of them), and there's been more 
nuanced thinking since making incremental improvements over past ideas.

The main part of the free will idea that, prima facie, looks like magical thinking to 
me is the *justification* for it. That's not a huge surprise: since justification is 
impossible, it'd be hard to come up with a rational justification!

The rest tells us things like people don't have to be murders, they can choose not 
to be, they have the option to be priests or farmers or whatever instead, and if 
they hear the 10 commandments and say "I have no choice but to disobey, I can't 
help it" they are mistaken. If people get angry, they can still restrain themselves, 
and are responsible for doing so. And more. I don't see the magic to this.

If nothing would be any better (or worse), then determinism can't be relevant. 
In that case, there must be some other issue that is the real source of the 
problem, some common theme of determinism *and alternatives* that may 
conflict with free will. I think identifying and asking about that underlying 
concept, instead of determinism which is a red herring, is a good step towards 
a solution.

I speculate that the underlying concept is opposition to (classical)
liberal political positions that I have advocated.

That happens, but I think liberals too can get confused about this, so it's not the 
only issue.

Nevertheless, he
characterized the use of emergence as I was using it to address the
apparent conflict between a deterministic universe and free will as a
"magic wand."

That criticism does have a certain resonance in the following way:
couldn't emergence as we are applying it to free will, be varied to
explain virtually anything? Couldn't someone, for example, assert that
God is an emergent property of the universe that we simply don't know
a complete explanation for how to tie into fundamental physics? This
wouldn't exactly be the Christian God, but something more resembling
the Gaia beliefs underlying some envornmentalists' thinking.



The difference is the concept of God doesn't solve any problems but free will 
does.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] List Guidelines
Date: November 4, 2011 at 2:16 PM

Please follow the list guidelines, especially for posting/formatting style. They can 
be found at:

http://beginningofinfinity.com/list-guidelines

This will cut down on difficult to read posts and other noise, and provide a better 
experience.

Once one learns how, writing posts correctly is quick and easy, and does a much 
better job of allowing for organized conversations with replies and nested quoting. 
This helps people understand and track the discussions, and helps reduce people 
talking past each other and failing to engage with specific ideas.

I'm going to start adding people to moderation who don't cooperate and rejecting 
posts which are formatted significantly incorrectly.

New members will now stay on moderation until they learn how to post.

If a post is rejected, you can fix it and then resend.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/list-guidelines
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility and determinism
Date: November 4, 2011 at 4:12 PM

On Nov 3, 2011, at 10:52 PM, Manolis wrote:

2011/11/3 Elliot Temple <curi@curi.us>

A multiversal photon is flying through deep space. Its instances (sort of
like single universe sized pieces) spread out. Eventually, it reaches a
planet. But it's cloud of instances is bigger than the planet. So, some hit
the planet (at every exposed location) and some go past. So there's one
many different outcomes for the different photon instances. But none of
this was indeterministic (random). Given the relevant initial conditions,
and unlimited computing power, you could work out exactly how many photon
instances would strike the planet, and where, and so on.

Allright. So the photon's instances exist in some sort of meta-universe,
and during this deep-space travel, by interfering with universal objects,
an asteroid here,  a particle of gas there, the planet you mentioned....,
they spawn new universes.

They become different because some hit planets and some don't.

Then they go and bump into more stuff and spread differences around.

So in a sense, the bubble universes

bubble?

that can ever
be created, cannot be more than the product of all particle instances in
this meta-universal field, times the universal instances that exist and
that they can interact with. This gives a sense of an immeasurably large,
but also finite, multiverse.

Every multiversal photon's collection of instances is *infinite* as far as how many 
there are, and gets differentiated into different collections, each of which still has 



infinite instances.

There's no issue of running out of instances. Some branches of the multiverse 
are small in measure, less important, unlikely, that sort of thing, but there's no 
issue of limited instances.

It also gives the impression that even though
the multiverse is expanding by this very process of "instance clouds"

The multiverse isn't expanding, which means expanding over time. To imagine 
that it is, one has to stick the imagined multiverse inside a greater reality with 
time.

Time is actually something *internal* to the multiverse and doesn't apply to the 
multiverse itself as a whole.

What expands is something like the diversity within the multiverse at successive 
timestamps. (But be careful of relativity when trying to figure out what stuff is at 
the same time.)

interfering with already instantiated particles that have collapsed into
universes, thus forming new universes, it generates two problems.

There's no collapse at all in MWI.

One is, (again!) what started this chain-reaction-like process? How did the
first instance cloud find an already instantiated particle

The instance cloud is real, just as real as anything else. It doesn't need to be 
"instantiated" or find something that is. The planet it runs into is also an instance 
cloud (a multiversal planet).

that had already
formed a collapsed version of it, thus generating a new collapse, and thus
spawning the "first" bubble universe?

There's no such thing as spawning universes except metaphorically. A universe is 
a way to describe stuff, not a fundamental or physical object. When the things 
that do exist (e.g. photon instances, as well as protons, electrons, neutrons, etc) 



are in certain states, we categorize some as a "universe" to describe it. The term 
universe refers to a group of stuff with entanglement information such that it's 
approximately autonomous from the other stuff in the multiverse that we therefore 
call "in other universes".

Second, this implies that the amount of particles and their associated
clouds in this meta-universal field, are fixed.

Am I off in a completely wrong direction here?

Yeah because the amount of instances is infinite not finite.

The instances are not a normal physical object like a baseball. The concept of 
infinitely many baseballs would be problematic. They are more like points in an 
inch. The concept of there being infinitely many points in an inch doesn't have the 
same problems as the baseball case.

In my understanding, all observables have finite values, but non-observable 
things can be infinite. Number of points in an inch, or number of instances of a 
multiversal particle, are not observables; they can't be measured; so being infinite 
is OK there.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Re: Notes on Chapter 2
Date: November 4, 2011 at 8:34 PM

On Oct 29, 1:34 pm, Elliot Temple <c...@curi.us> wrote:
On Oct 23, 2011, at 4:56 PM, Destructivist wrote:

Black holes do not explain very many common phenomena, so it is difficult to 
see how they can be objectively significant.

If they suck in a lot of phenomena, then they do play an explanatory role in 
those.

I should have written "common everyday phenomena" for clarity.

[....] like revealing how one person can acquire similar symptoms merely from 
being in proximity to another sick person.

Viral disease is not acquired "merely from being in proximity".

Are you suggesting that people have never gotten sick after being
close to a person infected with an appropriate type of virus? If they
have, people have gotten sick from being in proximity to another sick
person.

Similarly, people have gotten burned from playing with fire. That is
not to say that playing with fire is the root cause or explanation of
a burn - circus performers play with fire routinely, and don't get
burned. I think you just misinterpreted the message.

People are significant in both ways (more details in chapter 3). When a person 
becomes depressed [....]

The term is sad, not depressed. It's not a "mental illness".

No. The term is depressed. I wasn't referring to 'clinical
depression' (which is conceived of as a mental illness).

de·pressed / diˈprest / Adjective:



1.(of a person) In a state of general unhappiness or despondency.
2.(of a person) Suffering from clinical depression.

Even DD uses the term 'depressed' in BoI, in the chapter these notes
are on.

because they believe they're insignificant, this signals that they wish they were 
significant, but (falsely) believe they are not.

Maybe. People are complex and often have contradictory ideas. A person might 
dislike both the ideas of being significant or insignificant, and find himself in a 
bind. Or he might think it's not a dichotomy and want some third thing.

Good point. A person does not *necessarily* want to be significant
just because their belief in their own insignificance is
dissatisfying.

When someone feels relieved by holding the belief that they are insignificant, it 
shows that they think being significant would be undesirable. This situation is 
worse because not only do they hold a false belief, they presumably have no 
explanation for why significance is undesirable.

No, there are explanations for why people don't like significance. For example it 
may bring unwanted responsibility or contradict some of the ways they fool 
themselves.

True.

Also, their bias may be an impediment to correcting the false belief (an anti-
rational meme).

How did bias come into it? People believe this stuff with and without bias, it can 
go either way.

A little background: I was trying to come up with an explanation for
why DD said (on hardcopy page 35, paragraph 3) "Other people are
relieved to feel insignificant, which is even worse."

What makes that feeling worse than feeling depressed about the size of



the universe? DD doesn't explain himself. So I supplied what I thought
was an explanation consistent with BoI's philosophy.

Example: A paleontologist who wants to know what the long-snouted predatory 
dinosaur Spinosaurus ate, could take samples from isolated fossil teeth (so as 
not to damage better, more complete specimens with teeth still embedded in 
their jaw bones), and compare the isotope ratios in them to those of animals 
today. Animals that eat a lot of aquatic prey, such as crocodilians and turtles, 
have distinctive ratios. Sure enough, the result from the lab comes back saying 
that the ratio is similar to those of aquatic animals. The paleontologist may 
then surmise that Spinosaurus fed on the large fish in its environment. But 
what if the paleontologist misidentified the sample, and it actually came from 
an extinct crocodile species that lived alongside Spinosaurus? Spinosaurus 
and crocodilian teeth are similar in shape,

so the mistake would be an easy one to make. The lab result would then
be useless for determining the diet of that dinosaur.

Another example is people look at car crash data and interpret that heavy rain 
coats impair driver reflexes. That explanation is consistent with their data. But 
there are other interpretations that are also consistent, e.g. that brakes work 
less well with wet roads. In this example, there was no mistake about what the 
evidence is (e.g. which dinosaur a tooth came from), but interpretative error still 
happened. Any set of evidence always has *unlimited* interpretations and we 
must differentiation between them by *criticism*, such as which things are good 
or bad explanations, and in the case of competing good explanations then it's 
nice to differentiate by experimental test if we can think of one.

But there *is* a mistake about what caused the evidence in your
example; it's that it was produced by people driving poorly due to
wearing rain coats.

I predict you'd reply with "Nevertheless, it's car crash data. So in
that sense, there is no mistake about what the evidence is."

But that's also true of the tooth in my example: It's a fossil tooth.
There is no mistake about that. The mistake happened when the
paleontologist misidentified the phenomenon responsible for the fossil
tooth in his/her possession. Then another 'meta-mistake' happened when
the paleontologist tries to deduce something using background
knowledge combined with their misidentification.



It is fortunate and interesting that reality permits the existence of objects like 
scientific instruments, or our sensory faculties, which

are capable of (and successful at) emulating characteristics of other
objects. If they couldn't exist, observations couldn't happen, making
science impossible.

It works out well but it's sort of hard to abstractly imagine a world that isn't like 
that. If stuff interacts, then you can have proxies and chains of interactions.

I can imagine a world where interactions happen, but soon after one
object causes a change in the properties of another, the changed
object quickly reverts back to its original state - often before a
chain reaction can 'take off'. Basically, the inter-object linkage is
extremely weak.

Or maybe the laws of physics are bizarre, and mandate that only 2-step
chains can exist.

Or imagine a universe where, following the initiation of a chain
reaction, there is an 'eraser wave' that overtakes the chain reaction,
resetting everything back to its original state before it can
influence much of the world.

Or imagine a world where the changes imparted on one object by another
are completely irregular: throwing a snowball at someone transforms
them into an elephant, and throwing another transforms them into a
soda can.

In universes like these, it's hard to imagine how successful
experimental endeavors could happen, or even how people could exist.
They're too hostile to experimentation and observation. So we're lucky
that we don't live in such universes (not that we could).

It's interesting to me that our very existence implies that we live in
an explicable world. If the laws of physics permit the growth of
biological knowledge that (at least on this planet) resulted in
people, then it seems they ought to permit the growth of explanatory
knowledge as well, and experimental apparatuses. *shrug*



From: Westmiller@aol.com
Subject: [BoI] Re: Free Will (Was Re: Chapter 5 notes)
Date: November 5, 2011 at 2:50 PM

Elliot Temple writes:
... (Popper  mistakenly thought indeterminism would help rehabilitate

free will. But how can  introducing the use of a random number generator in
some physics formulas help  free will? It can't.)

I thought it was a violation of list  guidelines to disagree with Popper.
In this case, I think he's right. In the BOI  schema, there is apparently no
such thing as a *random* number generator: all  numbers happen in one or
another universe, so all we have to do is check the  infinity of other
universes to confirm that all possible outcomes occur and are  determined by 
prior
conditions. Likewise, just check all non-fungible instances  of the synapse
firings in my brain to confirm that all of the "mes" in  combination have no
free will.

The main part of the free will idea  that, prima facie, looks like magical
thinking to me is the *justification* for  it. That's not a huge surprise:
since justification is impossible, it'd be hard  to come up with a rational
justification!

Which means that free will is a  convenient illusion and you really had no
choice but to assert that there's no  justification for free will. It's also
nice that you don't have to justify the  claim that there is no
justification, since justification is impossible. Sounds  like "magical thinking" to 
me.

My position is "mitigated determinism",  observing that abstract mental
concepts are not subject to the Laws of Nature:  you can imagine anything you
please and it will affect your actions.

Bill

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility and determinism
Date: November 5, 2011 at 3:08 PM

On Nov 3, 2011, at 2:17 PM, Nick Prince wrote:

Agreed in the sense of classical mechanics (CM).  By determinism I
take to mean the general possibility of predicting exactly how the
state of a system will change in any given circumstance. In CM, the
change in state of any system with time is in principle completely
predictable for a closed system.

MWI is not deterministic in the same way as CM, even though as a whole it is 
deterministic (this isn't some important agenda, it's just the way it is). However, 
life is indeterministic for some things that phrase can mean.

I could say that my future was indeterminate because in
any experiment I cannot completely predict in principle how things
will develop.

You can predict how they will develop globally. What happens is that "you" are 
differentiated into multiple versions, each of which had no way to predict which 
result it would get.

Everett restored global determinacy by doing away with collapse.

Agreed.

So the law allocates X to half the univeses in a way which takes no account of 
which is which.  This sounds like randomicity.

It's like randomness, yes. But a little different. Fungibility stuff is different than 
randomly picking 10 out of 20 paperclips. Some conceptual changes are needed 
and calling it random selection does not convey how it differs from the paperclip 
case.

If there is
no variable that can help to select, then fungibles must become
different in a purely random way.  A law of allocation would be one



which has a rule that depends on some variable. Take away the variable
and what's left can only be a random allocation.  Can you help me to
see this in another way?

Except as above, I think your story is basically correct and a good starting point. 
I'm not sure why you expected an objection.

But in QM the state of a system changes not only with time but also as a result 
of being measured

This depends what you mean by "measured".

If you mean that humans or "measuring devices" have a special role in physics, 
then no.

If you count any interactions that leave records of having happened as 
"measurements", then yes. Even if nothing normally thought of as a measuring 
device is involved, and even if no humans are involved in any way.

Im classical mechanics, too, measuring systems involves interacting with them 
and changing them, they don't only change over time. This is not a CM/QM 
difference.

There's also transitivity to keep in mind: my ruler can interact with a photon that 
interacted with the system. Although my ruler didn't directly interact with the 
system, the system was directly interacted with and changed. And the 
entanglement information does spread to my ruler, transitively via the photons.

This is different than CM which doesn't have entanglement information.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Privacy
Date: November 5, 2011 at 10:45 PM

On Nov 3, 2011, at 4:20 PM, Matjaž Leonardis wrote:

2011/11/3 Elliot Temple <curi@curi.us>

On Oct 31, 2011, at 6:57 PM, Matjaž Leonardis wrote:

Is privacy good for anything else?

Yes. Prevents various ways of being harmed. And helps give one more
control over his life (like, which things he gets feedback on, when, from
who, if ever). <http://groups.google.com/group/beginning-of-infinity>

Careful with quoting. That link was added to my text.

Could you name some of the ways of being harmed it prevents?

If an embarrassing secret gets out, people might make fun of you. Or not hire 
you. Or not vote for you when you run for President. Or not listen when you talk 
about other stuff.

If a good business idea gets out early, competitors might make use of it.

In infidelity gets out, one might be divorced.

If sufficiently unwanted ideas get out, one might be diagnosed as "mentally ill" 
and imprisoned without trial.

If a new product idea gets out early, people might stop buying your current 
product or lose interest before it's actually on sale.

If any idea of yours gets out, people might comment on it now, when you'd rather 
they didn't yet (if ever).

Is what you mean by 'privacy' in any way different from the convectional 

http://groups.google.com/group/beginning-of-infinity


definition?

Nothing much comes to mind.

Maybe people would call business ideas "confidential" instead of "private", or 
dispute if there is an expectation of privacy, or right to privacy, for some stuff.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 6, 2011 at 8:11 AM

On Thursday, November 3, 2011 7:29:31 PM UTC, Ammon wrote:

Your confusion lies in your use of the word fungible.  Fungible means "Able
to replace or be replaced by another identical item."  When a photon
interacts with a detector the detector is changed and hence is no longer
fungible with any of the detectors with which the photon did not interact.

Thanks for clearing up my confusion, but how _does_ the photon know what
percentage of the fungible instances of the detector to interact with?

Part of the confusion maybe an incomplete application of the concept of
General Relativity on a quantum level.  General Relativity tells us that
space-time is mutable.  It can be bent and distorted. Think of those bends
and distortions as a topographical map of everything that *can* happen.
Every time something *can* happen which causes an entity to no longer be
fungible with other instances of itself a new mountain pops up on the
topographical map and time is distorted.  Same space, different time.

So, a photon is travelling towards a detector. There are bends and
distortions in a General-Relativistic topological map of possibilities
ahead of it. When it reaches the detector, a new mountain pops up, time is
distorted, and the detector is no longer fungible with other instances of
itself. I think I follow your logic, but how does the photon ensure it only
interacts with the correct percentage of detector instances?

Thinking of space-time as *a* continuum on a quantum level can be very
misleading because on the quantum level space-time is not a singular
continuum but a web of interwoven continuums.  People typically think of
space-time as the container in which matter exists. It maybe a useful
thought experiment (and perhaps even more accurate) to think of space-time
as that which exists around matter. In the first conceptualization of
space-time, space-time is the fundamental existence which allows matter to



exist. In the second, matter is the fundamental existence which allows
space-time to exist. I think this is part of the confusion regarding
decoherence. If space-time is the fundamental existence then it's much
harder to imagine matter altering space-time and thereby creating multiple
timelines or universes.  If space-time exists as a property of matter then
it's much easier to visualize decoherence and the existence of multiple
universes particularly when you consider that decoherence occurs on the
entity level not the universe level.  When decoherence occurs it does not
duplicate everything in the universe. It just duplicates a singular entity.

How does the idea that matter-causes-space-time fit with the big-bang,
inflation, and a positive cosmological constant?

Tom

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Notes on Chapter 2
Date: November 6, 2011 at 10:44 AM

On Nov 4, 2011, at 5:34 PM, Destructivist wrote:

On Oct 29, 1:34 pm, Elliot Temple <c...@curi.us> wrote:
On Oct 23, 2011, at 4:56 PM, Destructivist wrote:

[....] like revealing how one person can acquire similar symptoms merely from 
being in proximity to another sick person.

Viral disease is not acquired "merely from being in proximity".

Are you suggesting that people have never gotten sick after being
close to a person infected with an appropriate type of virus? If they
have, people have gotten sick from being in proximity to another sick
person.

Similarly, people have gotten burned from playing with fire. That is
not to say that playing with fire is the root cause or explanation of
a burn - circus performers play with fire routinely, and don't get
burned. I think you just misinterpreted the message.

Getting sick "after" something is not the same as getting sick "from" that thing.

People acquire sicknesses when, for example, a virus moves through the air from 
one person to the other. Closeness plays a role in this but the cause is not 
"merely from being in proximity". Transfer of viruses or bacteria, not proximity, is 
the cause, as scientific understanding of disease vectors, the microscopic world, 
etc, has shown us.

That's why I had continued

That's one of the things explanations of viruses explained to us. There are 
specific, understandable, and controllable infection vectors.

The point is that closeness doesn't do it, infection vectors do it, and 



understanding viruses made this clear, whereas a medieval worldview wouldn't 
know about it. Science has enabled a better understanding.

Learning about viruses specifically revealed that it doesn't happen from being 
close, the mechanism is much more specific and makes more sense. It also 
revealed that one can safely be close to people with viruses, using things like 
masks, which again highlights that mere proximity is not the issue.

People are significant in both ways (more details in chapter 3). When a 
person becomes depressed [....]

The term is sad, not depressed. It's not a "mental illness".

No. The term is depressed. I wasn't referring to 'clinical
depression' (which is conceived of as a mental illness).

de·pressed / diˈprest / Adjective:
1.(of a person) In a state of general unhappiness or despondency.
2.(of a person) Suffering from clinical depression.

Type "depressed" into google. The results go, in order:

4 to do with mental illness

1 dictionary

4 more to do with mental illness

1 more dictionary

2 news articles to do with mental illness

The normal use of the word is the objectionable use. The dictionaries were the 
only unobjectionable results. And one of them says that "psychological 
depression" is what the word "especially" means:

http://www.merriam-webster.com/dictionary/depressed

http://www.merriam-webster.com/dictionary/depressed


1: low in spirits : sad; especially : affected by psychological depression

I double checked all those search results instead of just going by the the stuff that 
shows up on Google. The second page of search results has (mostly judging 
from Google):

8 about mental illness

2 ambiguous judging just from google, so i checked them and they're both bad. 
(One has a mixed use. That's bad because it needs to be untainted by the 
psychiatric meaning or it's objectionable.)

What about page 3 of the results?

9 bad, 1 ambiguous on google but bad when checked

So what have we learned? The bad meaning is the dominant meaning. The top 
search results are 30 bad, 2 dictionaries one of which specifies the bad meaning 
is primary, and 0 innocuous results.

Even DD uses the term 'depressed' in BoI, in the chapter these notes are on.

That's an appeal to authority, not an argument. DD's use of terms is not 
automatically correct.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Ammon Johnson <ammon.johnson@gmail.com>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 6, 2011 at 3:35 PM

Thanks for clearing up my confusion, but how _does_ the photon know what
percentage of the fungible instances of the detector to interact with?

It doesn't nor does it need to. The photon simply does _everything_ it can
possibly do.  Space-time then sorts those things which could not
have occurred within the same universe into separate universes.

So, a photon is travelling towards a detector. There are bends and
distortions in a General-Relativistic topological map of possibilities
ahead of it. When it reaches the detector, a new mountain pops up, time is
distorted, and the detector is no longer fungible with other instances of
itself. I think I follow your logic, but how does the photon ensure it only
interacts with the correct percentage of detector instances?

The photon doesn't know, doesn't care and doesn't attempt to ensure
anything.  You seem to be anthropomozing the photon here.  The percentage
is determined by environmental factors such as observers.

How does the idea that matter-causes-space-time fit with the big-bang,
inflation, and a positive cosmological constant?

How does it not fit with such things?  It seems to me that these things
would be easier to explain in a universe where matter causes space-time.
 That being said, I honestly have not attempted to apply the concept at
that level yet. Do you see any serious problems this concept might cause
when applied to such theories? I do not.

Enjoy!!
~~Ammon ;~>

-- 



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 6, 2011 at 4:52 PM

On Sunday, November 6, 2011 8:35:18 PM UTC, Ammon wrote:

Thanks for clearing up my confusion, but how _does_ the photon know what
percentage of the fungible instances of the detector to interact with?

It doesn't nor does it need to. The photon simply does _everything_ it can
possibly do.  Space-time then sorts those things which could not
have occurred within the same universe into separate universes.

OK, so "space-time" "sorts out" all the proportions. This means that
"space-time" knows that the photon has already been through a
beam-splitter, and therefore must only interact with 50% of the fungible
instances of the detector. When the photon arrives at the detector,
"space-time" dictates the result. If the photon has been through 2
beam-splitters, "space-time" dictates that only 25% of the instances of the
detector will detect the photon. The other 75% will be unaffected.

There is a huge problem with this idea! There have already been experiments
where the beam splitter has been placed in a photon's path _after_ it was
produced. There is not time for "space-time" to transfer this information
to the detector before the photon gets there.

So, a photon is travelling towards a detector. There are bends and
distortions in a General-Relativistic topological map of possibilities
ahead of it. When it reaches the detector, a new mountain pops up, time is
distorted, and the detector is no longer fungible with other instances of
itself. I think I follow your logic, but how does the photon ensure it only
interacts with the correct percentage of detector instances?



The photon doesn't know, doesn't care and doesn't attempt to ensure
anything.  You seem to be anthropomozing the photon here.  The percentage
is determined by environmental factors such as observers.

I thought it was "space-time", now you are saying it's "observers" that
distribute the probabilities (or should that be measures). In that case, I
don't mind rephrasing my question:

How does an environmental factor, such as an "observer" ensure that a
photon interacts with the correct percentage of of fungible instances of a
detector?

How does the idea that matter-causes-space-time fit with the big-bang,
inflation, and a positive cosmological constant?

How does it not fit with such things?  It seems to me that these things
would be easier to explain in a universe where matter causes space-time.
 That being said, I honestly have not attempted to apply the concept at
that level yet. Do you see any serious problems this concept might cause
when applied to such theories? I do not.

The Big-Bang, inflation, and the positive cosmological constant, have
nothing to do with matter, that's why I chose them.

Tom

-- 



From: Ammon Johnson <ammon.johnson@gmail.com>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 6, 2011 at 11:05 PM

On Sun, Nov 6, 2011 at 1:52 PM, tom.harrigan <tom.harrigan@gmail.com> 
wrote:

OK, so "space-time" "sorts out" all the proportions. This means that
"space-time" knows that the photon has already been through a
beam-splitter, and therefore must only interact with 50% of the fungible
instances of the detector. When the photon arrives at the detector,
"space-time" dictates the result. If the photon has been through 2
beam-splitters, "space-time" dictates that only 25% of the instances of the
detector will detect the photon. The other 75% will be unaffected.

Space-time doesn't know if photon has been through a beam-splitter or not.
Nor does it care.  The wording you've been using in this thread implies
that photons and space-time are conscious. Could please try rewording your
questions and statements in a way that does not imply that such things are
conscious. I'm having difficulty finding a logical and rational way to
interpret whatever it is you're trying to ask or state.

There is a huge problem with this idea! There have already been
experiments where the beam splitter has been placed in a photon's path
_after_ it was produced. There is not time for "space-time" to transfer
this information to the detector before the photon gets there.

Please cite the experiments.  I'm not sure why you think such a thing would
have any effect on any of my statements in this thread.

I thought it was "space-time", now you are saying it's "observers" that
distribute the probabilities (or should that be measures). In that case, I
don't mind rephrasing my question:



Observers are made of matter. Space-time is a property of matter.
Space-time distributes the probabilities. Therefore, observers affect
the distribution of probabilities.

How does an environmental factor, such as an "observer" ensure that a
photon interacts with the correct percentage of of fungible instances of a
detector?

What makes you think there is a "correct" percentage?

The Big-Bang, inflation, and the positive cosmological constant, have
nothing to do with matter, that's why I chose them.

Did you just say that matter has nothing to do with the Big-Bang?  How did
you come to that conclusion?  Everything I've ever read about the Big-Bang
states that matter *caused* the Big-Bang.  So seriously, how can matter not
have anything to do with the Big-Bang?

Enjoy!!
~~Ammon ;~>

-- 



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 7, 2011 at 4:08 AM

On Monday, November 7, 2011 4:05:20 AM UTC, Ammon wrote:

On Sun, Nov 6, 2011 at 1:52 PM, tom.harrigan <tom.ha...@gmail.com> wrote:

OK, so "space-time" "sorts out" all the proportions. This means that
"space-time" knows that the photon has already been through a
beam-splitter, and therefore must only interact with 50% of the fungible
instances of the detector. When the photon arrives at the detector,
"space-time" dictates the result. If the photon has been through 2
beam-splitters, "space-time" dictates that only 25% of the instances of the
detector will detect the photon. The other 75% will be unaffected.

Space-time doesn't know if photon has been through a beam-splitter or not.
Nor does it care.  The wording you've been using in this thread implies
that photons and space-time are conscious. Could please try rewording your
questions and statements in a way that does not imply that such things are
conscious. I'm having difficulty finding a logical and rational way to
interpret whatever it is you're trying to ask or state.

OK, I'll reword the question:

When a photon reaches a detector, the correct measure of detector instances
must undergo interaction with the photon. This measure is dictated by the
history of the photon. e.g. A photon having travelled through a
beam-splitter must interact with half the instances of the detector. What
is the local physical mechanism by which this proportioning is achieved?

There is a huge problem with this idea! There have already been
experiments where the beam splitter has been placed in a photon's path



_after_ it was produced. There is not time for "space-time" to transfer
this information to the detector before the photon gets there.

Please cite the experiments.  I'm not sure why you think such a thing
would have any effect on any of my statements in this thread.

Information regarding the history of the photon cannot be transmitted to
the detector before the photon reaches it. There can be no effect on
"space-time" or "observers" at the detector prior to the arrival of the
photon.

The most notable example of an actual delayed choice experiment is: Vincent
Jacques *et al.* 2007 *Science* *315* 966.

I thought it was "space-time", now you are saying it's "observers" that
distribute the probabilities (or should that be measures). In that case, I
don't mind rephrasing my question:

Observers are made of matter. Space-time is a property of matter.
Space-time distributes the probabilities. Therefore, observers affect
the distribution of probabilities.

OK, so we're back to "space-time" as the entity that does all the sorting
out.

How does an environmental factor, such as an "observer" ensure that a
photon interacts with the correct percentage of of fungible instances of a
detector?

What makes you think there is a "correct" percentage?



Beam-splitters are ubiquitous in interferometry, photonics, optics, etc.
There are lots of them doing lots of experiments in lots of devices in
commercial and academic labs. Their behaviour is well understood.

But much more fundamentally than that, you never get one photon being
detected at 2 detectors - so the proportioning of the detected/undetected
instances is always perfect, even if the beam-splitter isn't!

Many-worlds is a local realist theory, so it needs a local realist
explanation of this simplest of experiments.

The Big-Bang, inflation, and the positive cosmological constant, have
nothing to do with matter, that's why I chose them.

Did you just say that matter has nothing to do with the Big-Bang?  How did
you come to that conclusion?  Everything I've ever read about the Big-Bang
states that matter *caused* the Big-Bang.  So seriously, how can matter not
have anything to do with the Big-Bang?

I refer you to my above statement.

Tom

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 7, 2011 at 1:06 PM

On Nov 7, 2011, at 1:08 AM, tom.harrigan wrote:

On Monday, November 7, 2011 4:05:20 AM UTC, Ammon wrote:

On Sun, Nov 6, 2011 at 1:52 PM, tom.harrigan <tom.ha...@gmail.com> wrote:

OK, so "space-time" "sorts out" all the proportions. This means that
"space-time" knows that the photon has already been through a
beam-splitter, and therefore must only interact with 50% of the fungible
instances of the detector. When the photon arrives at the detector,
"space-time" dictates the result. If the photon has been through 2
beam-splitters, "space-time" dictates that only 25% of the instances of the
detector will detect the photon. The other 75% will be unaffected.

Space-time doesn't know if photon has been through a beam-splitter or not.
Nor does it care.  The wording you've been using in this thread implies
that photons and space-time are conscious. Could please try rewording your
questions and statements in a way that does not imply that such things are
conscious. I'm having difficulty finding a logical and rational way to
interpret whatever it is you're trying to ask or state.

OK, I'll reword the question:

When a photon reaches a detector, the correct measure of detector instances
must undergo interaction with the photon. This measure is dictated by the
history of the photon. e.g. A photon having travelled through a
beam-splitter must interact with half the instances of the detector. What
is the local physical mechanism by which this proportioning is achieved?

A multiversal photon that gets split in half has half as many fungible instances 



now (half the measure), because half went the other way. So it can only interact 
with half as many detector instances (they match up one instance to one 
instance).

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Erin <erinfalk@aol.com>
Subject: [BoI] Re: Contextual Objective Truth (was: Popper on art and objective 
beauty)
Date: November 7, 2011 at 2:20 PM

On Nov 1, 1:10 am, Elliot Temple <c...@curi.us> wrote:
On Oct 31, 2011, at 7:41 PM, Erin wrote:

Say a parent and child are trying to decide what to have for dinner.
They approach this problem using conjectures and criticism and arrive
at a common preference finding a solution they both prefer.  So for
this context (who the people are, what they feel like eating, etc.) is
there one and only one objective truth?  One true answer to this
problem?

There are many things that would have been a common preference they could 
have found, not just one.

The very best one is not the one they are doing. Their solution objectively solves 
their understanding of the problem, but it doesn't address some issues they 
haven't thought of, or it may lack features/benefits they didn't realize were 
available.

One doesn't need to find the very best solution to have a good life, one just finds 
enough truth to avoid coercion and make some progress.

Is the word *knowledge* interchangeable with the word truth in the
above sentence?  Why or why not?

There's an interplay between improving problems/questions and improving 
answers/solutions. One needs better and better problems as part of progress, 
and also better and better solutions.

And these problems are described as *better* because they are closer
to objective truth?

-Erin



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Contextual Objective Truth (was: Popper on art and objective 
beauty)
Date: November 7, 2011 at 2:36 PM

On Nov 7, 2011, at 11:20 AM, Erin wrote:

On Nov 1, 1:10 am, Elliot Temple <c...@curi.us> wrote:
On Oct 31, 2011, at 7:41 PM, Erin wrote:

Say a parent and child are trying to decide what to have for dinner.
They approach this problem using conjectures and criticism and arrive
at a common preference finding a solution they both prefer.  So for
this context (who the people are, what they feel like eating, etc.) is
there one and only one objective truth?  One true answer to this
problem?

There are many things that would have been a common preference they could 
have found, not just one.

The very best one is not the one they are doing. Their solution objectively 
solves their understanding of the problem, but it doesn't address some issues 
they haven't thought of, or it may lack features/benefits they didn't realize were 
available.

One doesn't need to find the very best solution to have a good life, one just 
finds enough truth to avoid coercion and make some progress.

Is the word *knowledge* interchangeable with the word truth in the
above sentence?  Why or why not?

Yes.

There's an interplay between improving problems/questions and improving 
answers/solutions. One needs better and better problems as part of progress, 
and also better and better solutions.



And these problems are described as *better* because they are closer
to objective truth?

Yes.

Ideas about what problems are important can be mistaken; it's an area where we 
can learn. Some problems contain internal contradictions or don't make sense. 
Some include assumptions or assertions which are false. Some overlook valuable 
opportunities. Some frame the situation wrong, like they might think you should 
figure out how to do X in order to achieve Y, but actually doing X will achieve Z 
instead, not Y.

For example, I might have the problem of trying to learn how Lamarckian 
evolution works. But I might be wrong to do that: learning (neo-)Darwinian 
evolution would be a better problem since it's true instead of false.

Problems are usually more complex than they might first appear, and when we 
describe them we usually leave out some details. If my problem was learning 
Lamarkcian evolution because I wanted to understand the history of life on Earth, 
then that's a mistake. If my problem was learning it to understand more about the 
history of ideas, and I already know about Darwin and want to learn more 
obscure details, then it's a good idea.

If my problem was learning about ideas of people whose names start with L, then 
it makes sense. But, that is itself a bad problem (unless maybe I'm working for an 
encyclopedia and we divided up the work by L? you can usually come up with 
some sort of exception. though i don't think that's a very good way to organize 
encyclopedia creation). I'd have a better life if I found better criteria for choosing 
who to learn about, that focussed more on my interests or their importance, 
instead of the arbitrary fact of the first letter of their last name.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Free Will (Was Re: Chapter 5 notes)
Date: November 7, 2011 at 5:54 PM

On Nov 4, 11:04 am, Elliot Temple <c...@curi.us> wrote:
On Nov 1, 2011, at 9:44 AM, Jason wrote:

Does free will solve any problems beyond the
ones I mentioned above?

The most important issue that free will addresses is that it plays a role in moral 
theory.

For morality to exist it needs free will, or a similar concept.

Since free will figures into one of our good explanations, helping solve some 
problems, it therefore exists.

The issue is that morality is about which decisions people *should* make, and 
why. This relies on their ability to make decisions. If they had no choice in the 
matter, no "free will", then there'd be no purpose to moral ideas since they 
couldn't help people with anything -- people would never have the option to 
choose to listen to some moral advice or not, choose to adopt a particular 
lifestyle or not, etc...

Our understanding of morality and moral explanations rely on the existence of 
choices like this -- sinners can choose to reform or choose not to reform, people 
can choose to give into temptation or not, and so on. And this also underlies 
concepts like moral responsibility.

Take away free will and you make a mess of these important ideas. It's solving 
the problem of providing a component they need.

I wonder what your take is on Paul Zak and his claim that oxytocin
explains some of morality:
http://www.ted.com/talks/paul_zak_trust_morality_and_oxytocin.html

At first blush this seems like a good explanation. Zak *seems* to be
demonstrating that significant, morally relevant behaviors are driven
by a chemical rather than by ideas. He *seems* to be aware of and
controlling for the correlation-causation fallacy.

http://www.ted.com/talks/paul_zak_trust_morality_and_oxytocin.html


I don't think oxytocin explains all of morality. And despite some
rather grandiose posturing at the beginning of his talk, I don't think
Zak is actually claiming that either, at least not in this TED talk.

The question that comes to mind in context of BoI and Paul Zak, is
free will a better or worse explanation for trustworthy behaviors than
Zak's oxytocin explanation? It seems to me that oxytocin is more
specific and harder to vary. It has reach - it explains some
evolutionary history, some of the differences between animal species,
as well as human moral behavior.

The oxytocin explanation is not completely incompatible with free
will, just as biological evolution is not completely incompatible with
the existence of a "God of the gaps" that explains other things we
haven't yet otherwise explained. But like Darwin's explanation does
regarding God, the oxytocin explanation (and similar deterministic
explanations for moral behavior) leads me to wonder if free will might
be a similar (and similarly dangerous?) euphamism for "whatever we
haven't explained yet"?

The main part of the free will idea that, prima facie, looks like magical thinking to 
me is the *justification* for it. That's not a huge surprise: since justification is 
impossible, it'd be hard to come up with a rational justification!

The rest tells us things like people don't have to be murders, they can choose 
not to be, they have the option to be priests or farmers or whatever instead, and 
if they hear the 10 commandments and say "I have no choice but to disobey, I 
can't help it" they are mistaken. If people get angry, they can still restrain 
themselves, and are responsible for doing so. And more. I don't see the magic 
to this.

To get at these using oxytocin we would have to do a better job than
Zak does at explaining how oxytocin gets produced or not produced in
an individual. But it's not clear to me that any such explanations
would necessarily involve choice, though they would seem to involve
memes in at least some cases. Borrowing from the idea of memes:
perhaps people will be murderers or not depending on whether the meme
"I can choose" or the meme "I can't help it" has successfully
propagated to their brain. In that sense, wouldn't free will be a



beneficial, though false, meme?

--Jason



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Free Will (Was Re: Chapter 5 notes)
Date: November 8, 2011 at 4:04 AM

On 7 Nov 2011, at 22:54, Jason wrote:

On Nov 4, 11:04 am, Elliot Temple <c...@curi.us> wrote:
On Nov 1, 2011, at 9:44 AM, Jason wrote:

Does free will solve any problems beyond the
ones I mentioned above?

The most important issue that free will addresses is that it plays a role in moral 
theory.

For morality to exist it needs free will, or a similar concept.

Since free will figures into one of our good explanations, helping solve some 
problems, it therefore exists.

The issue is that morality is about which decisions people *should* make, and 
why. This relies on their ability to make decisions. If they had no choice in the 
matter, no "free will", then there'd be no purpose to moral ideas since they 
couldn't help people with anything -- people would never have the option to 
choose to listen to some moral advice or not, choose to adopt a particular 
lifestyle or not, etc...

Our understanding of morality and moral explanations rely on the existence of 
choices like this -- sinners can choose to reform or choose not to reform, 
people can choose to give into temptation or not, and so on. And this also 
underlies concepts like moral responsibility.

Take away free will and you make a mess of these important ideas. It's solving 
the problem of providing a component they need.

I wonder what your take is on Paul Zak and his claim that oxytocin
explains some of morality:
http://www.ted.com/talks/paul_zak_trust_morality_and_oxytocin.html

http://www.ted.com/talks/paul_zak_trust_morality_and_oxytocin.html


At first blush this seems like a good explanation. Zak *seems* to be
demonstrating that significant, morally relevant behaviors are driven
by a chemical rather than by ideas. He *seems* to be aware of and
controlling for the correlation-causation fallacy.

I don't think oxytocin explains all of morality. And despite some
rather grandiose posturing at the beginning of his talk, I don't think
Zak is actually claiming that either, at least not in this TED talk.

The question that comes to mind in context of BoI and Paul Zak, is
free will a better or worse explanation for trustworthy behaviors than
Zak's oxytocin explanation? It seems to me that oxytocin is more
specific and harder to vary. It has reach - it explains some
evolutionary history, some of the differences between animal species,
as well as human moral behavior.

The oxytocin explanation is not completely incompatible with free
will, just as biological evolution is not completely incompatible with
the existence of a "God of the gaps" that explains other things we
haven't yet otherwise explained. But like Darwin's explanation does
regarding God, the oxytocin explanation (and similar deterministic
explanations for moral behavior) leads me to wonder if free will might
be a similar (and similarly dangerous?) euphamism for "whatever we
haven't explained yet"?

Oxytocin has nothing to do with morality. Morality is about the best way to live 
your life. Oxytocin is a chemical secreted in your brain when you feel certain 
feelings. No particular feeling is moral nor immoral. Lots of people hurt those they 
love, others are willing to act in a reasonable manner toward people they hate. If 
a mother has a child and doesn't want to look after him her feelings don't 
determine whether she makes good choices, nor do they dictate what is a good 
choice. She might be right to change her preferences, or she might be right to 
give the child up for adoption, and either way the right course of action isn't 
determined by her feelings.

Free will is about our capacity to choose - in particular our capacity to create new 
explanatory knowledge that can lead us to live better lives. If a person has had a 
sucky life up to now the laws of physics do not require him to keep living that way. 
There are universes in which he starts taking steps to make his life less sucky.



The main part of the free will idea that, prima facie, looks like magical thinking 
to me is the *justification* for it. That's not a huge surprise: since justification is 
impossible, it'd be hard to come up with a rational justification!

The rest tells us things like people don't have to be murders, they can choose 
not to be, they have the option to be priests or farmers or whatever instead, 
and if they hear the 10 commandments and say "I have no choice but to 
disobey, I can't help it" they are mistaken. If people get angry, they can still 
restrain themselves, and are responsible for doing so. And more. I don't see 
the magic to this.

To get at these using oxytocin we would have to do a better job than
Zak does at explaining how oxytocin gets produced or not produced in
an individual. But it's not clear to me that any such explanations
would necessarily involve choice, though they would seem to involve
memes in at least some cases. Borrowing from the idea of memes:
perhaps people will be murderers or not depending on whether the meme
"I can choose" or the meme "I can't help it" has successfully
propagated to their brain. In that sense, wouldn't free will be a
beneficial, though false, meme?

You say it's false, but have provided no explanation of why it's false.

Alan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] 3 Worlds (was: Popper on art and objective beauty)
Date: November 8, 2011 at 11:08 AM

On Oct 31, 2011, at 11:27 AM, Lulie Tanett wrote:

What makes world 2 and world 3 fundamentally different from each other?

It's not important if the worlds are fundamentally different. They have differences 
and those can be useful in discussing some issues. For discussions where the 
distinctions seem unclear and problematic, and it's not helping make the 
discussion better, don't use the 3 worlds idea.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Nick Prince <nickmag.prince@googlemail.com>
Subject: Re: [BoI] Fungibility and determinism
Date: November 8, 2011 at 1:14 PM

On 5 November 2011 19:08, Elliot Temple <curi@curi.us> wrote:

So the law allocates X to half the univeses in a way which takes no
account of which is which.  This sounds like randomicity.

[ET]

It's like randomness, yes. But a little different. Fungibility stuff is
different than randomly picking 10 out of 20 paperclips. Some conceptual
changes are needed and calling it random selection does not convey how it
differs from the paperclip case.

[NP]

If there is
no variable that can help to select, then fungibles must become
different in a purely random way.  A law of allocation would be one
which has a rule that depends on some variable. Take away the variable
and what's left can only be a random allocation.  Can you help me to
see this in another way?

[ET]

Except as above, I think your story is basically correct and a good
starting point. I'm not sure why you expected an objection.

[NP]



What are the conceptual changes that would help me see it?  I know the
fungible stuff has all got to be exactly the same but some of the other
post have muddied this up a bit.  This was my original problem.  If the
concept of funbibility can be difficult to fathom out for experts then
perhaps it's not the best one to use at all.  If you can help with the
conceptual changes to help me see this then I'd be really grateful.

Kind regards

Nick

-- 



From: Nick Prince <nickmag.prince@googlemail.com>
Subject: Re: [BoI] Fungibility and determinism
Date: November 8, 2011 at 1:21 PM

Sorry if I've been wrongly doing the posts. I've just seen the posting
guidlines and will read these before posting any more stuff
Kind regards

Nick

On 8 November 2011 18:14, Nick Prince <nickmag.prince@googlemail.com> 
wrote:

 On 5 November 2011 19:08, Elliot Temple <curi@curi.us> wrote:

So the law allocates X to half the univeses in a way which takes no
account of which is which.  This sounds like randomicity.

[ET]

It's like randomness, yes. But a little different. Fungibility stuff is
different than randomly picking 10 out of 20 paperclips. Some conceptual
changes are needed and calling it random selection does not convey how it
differs from the paperclip case.

[NP]

If there is
no variable that can help to select, then fungibles must become
different in a purely random way.  A law of allocation would be one
which has a rule that depends on some variable. Take away the variable
and what's left can only be a random allocation.  Can you help me to
see this in another way?



[ET]

Except as above, I think your story is basically correct and a good
starting point. I'm not sure why you expected an objection.

[NP]

What are the conceptual changes that would help me see it?  I know the
fungible stuff has all got to be exactly the same but some of the other
post have muddied this up a bit.  This was my original problem.  If the
concept of funbibility can be difficult to fathom out for experts then
perhaps it's not the best one to use at all.  If you can help with the
conceptual changes to help me see this then I'd be really grateful.

Kind regards

Nick

-- 



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 8, 2011 at 1:45 PM

On Monday, November 7, 2011 6:06:05 PM UTC, Elliot Temple wrote:

On Nov 7, 2011, at 1:08 AM, tom.harrigan wrote:

On Monday, November 7, 2011 4:05:20 AM UTC, Ammon wrote:

On Sun, Nov 6, 2011 at 1:52 PM, tom.harrigan <tom....@gmail.com> wrote:

OK, so "space-time" "sorts out" all the proportions. This means that
"space-time" knows that the photon has already been through a
beam-splitter, and therefore must only interact with 50% of the

fungible
instances of the detector. When the photon arrives at the detector,
"space-time" dictates the result. If the photon has been through 2
beam-splitters, "space-time" dictates that only 25% of the instances

of the
detector will detect the photon. The other 75% will be unaffected.

Space-time doesn't know if photon has been through a beam-splitter or
not.

Nor does it care.  The wording you've been using in this thread implies
that photons and space-time are conscious. Could please try rewording

your
questions and statements in a way that does not imply that such things

are
conscious. I'm having difficulty finding a logical and rational way to
interpret whatever it is you're trying to ask or state.



OK, I'll reword the question:

When a photon reaches a detector, the correct measure of detector
instances

must undergo interaction with the photon. This measure is dictated by
the

history of the photon. e.g. A photon having travelled through a
beam-splitter must interact with half the instances of the detector.

What
is the local physical mechanism by which this proportioning is achieved?

A multiversal photon that gets split in half has half as many fungible
instances now (half the measure), because half went the other way. So it
can only interact with half as many detector instances (they match up one
instance to one instance).

Counting is the obvious answer, and I did think about it for a while, but
there were a few issues that made me think it wasn't the whole answer.  If
it were simply a counting exercise akin to the following (I use "infinity"
as shorthand for "uncountable infinity" which is an altogether larger
number):

 (infinity/2)photons + (infinity)detectors -> (infinity/2)detected +
(infinity/2)undetected

Then you could do a calculus similar to what we did at school in chemistry,
and everything would be fine.

However, I'm not sure you can do that with uncountably infinite numbers,
and it assumes that the detector has no history. The detector could have
been used in a lab for years, and been involved in many quantum
experiments, being split repeatedly. If so we could have:

 (infinity/2)photons + (infinity/1000)detectors -> (infinity/1000)detected
+ (499*infinity/1000)undetected

Which is clearly wrong.

So, for this scheme to work, the detector must behave as if it has its full



measure when it interacts with the photon:

 (infinity/2)photons + (infinity/1000)detectors -> (infinity/2000)detected
+ (infinity/2000)undetected  (and forget about the rest of the photon)

The "measure" of the detector is thus completely irrelevant. If so, then
why is the measure of the photon relevant? It _could_ be counting, but it
can't be basic counting as I have described. Let me rephrase that: it
obviously _is_ counting of sort (that is a tautology in this case), but
whether that can be achieved by "measure" is not clear. It would however be
a nice simple solution!

Tom

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 8, 2011 at 3:01 PM

On Nov 8, 2011, at 10:45 AM, tom.harrigan wrote:

On Monday, November 7, 2011 6:06:05 PM UTC, Elliot Temple wrote:

On Nov 7, 2011, at 1:08 AM, tom.harrigan wrote:

On Monday, November 7, 2011 4:05:20 AM UTC, Ammon wrote:

On Sun, Nov 6, 2011 at 1:52 PM, tom.harrigan <tom....@gmail.com> wrote:

OK, so "space-time" "sorts out" all the proportions. This means that
"space-time" knows that the photon has already been through a
beam-splitter, and therefore must only interact with 50% of the

fungible
instances of the detector. When the photon arrives at the detector,
"space-time" dictates the result. If the photon has been through 2
beam-splitters, "space-time" dictates that only 25% of the instances

of the
detector will detect the photon. The other 75% will be unaffected.

Space-time doesn't know if photon has been through a beam-splitter or
not.

Nor does it care.  The wording you've been using in this thread implies
that photons and space-time are conscious. Could please try rewording

your
questions and statements in a way that does not imply that such things

are
conscious. I'm having difficulty finding a logical and rational way to



interpret whatever it is you're trying to ask or state.

OK, I'll reword the question:

When a photon reaches a detector, the correct measure of detector
instances

must undergo interaction with the photon. This measure is dictated by
the

history of the photon. e.g. A photon having travelled through a
beam-splitter must interact with half the instances of the detector.

What
is the local physical mechanism by which this proportioning is achieved?

A multiversal photon that gets split in half has half as many fungible
instances now (half the measure), because half went the other way. So it
can only interact with half as many detector instances (they match up one
instance to one instance).

Counting is the obvious answer, and I did think about it for a while, but
there were a few issues that made me think it wasn't the whole answer.  If
it were simply a counting exercise akin to the following (I use "infinity"
as shorthand for "uncountable infinity" which is an altogether larger
number):

(infinity/2)photons + (infinity)detectors -> (infinity/2)detected +
(infinity/2)undetected

Then you could do a calculus similar to what we did at school in chemistry,
and everything would be fine.

However, I'm not sure you can do that with uncountably infinite numbers,
and it assumes that the detector has no history. The detector could have
been used in a lab for years, and been involved in many quantum
experiments, being split repeatedly. If so we could have:

(infinity/2)photons + (infinity/1000)detectors -> (infinity/1000)detected
+ (499*infinity/1000)undetected



Which is clearly wrong.

At t=0, there are the same amount of instances of everything. The detector has a 
history but so does the photon. They've both been split into smaller groups a lot. 
Every time the detector branches, it has entanglement information and when it 
meets up with the photon (locally directly, or locally transitively via other stuff) 
then that gets sorted out. (How? Well, let's go back to the current example which 
is meant address the same sort of issue.)

So, for this scheme to work, the detector must behave as if it has its full
measure when it interacts with the photon:

(infinity/2)photons + (infinity/1000)detectors -> (infinity/2000)detected
+ (infinity/2000)undetected  (and forget about the rest of the photon)

The "measure" of the detector is thus completely irrelevant. If so, then
why is the measure of the photon relevant? It _could_ be counting, but it
can't be basic counting as I have described. Let me rephrase that: it
obviously _is_ counting of sort (that is a tautology in this case), but
whether that can be achieved by "measure" is not clear. It would however be
a nice simple solution!

Straightforward counting + infinity = problems.

We have two tools for dealing with that.

1) Some things are observables while some are "behind the scenes" concepts 
(e.g. explanations for observables) that can't be directly observed or measured. 
In QM, all observables have finite values. The infinities are just in our 
explanations and concepts but don't have the same type of direct physical 
existence as observables  -- if they did it'd raise some problems. This addresses 
some problems, like Zeno's paradoxes in classical physics.

2) Infinities can be dealt with by measures. What you need is some sort of 
measuring procedure which turns an infinite set into a finite value.

An example of measures is length in classical physics. There are infinitely many 
points in a small distance, and also infinitely many points in a bigger distance. 



Sounds like a problem! They have "the same number" of points in a sense, even 
though they are different distances.

But we have a measuring procedure whereby we can measure that one is two 
inches and one is twenty inches.

So how can infinitely many instances be divided in half? Conceptually it's the 
same as how the infinitely many points in an inch can be divided in half. The 
measure changes from one inch (finite) to half an inch (finite).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungibility and determinism
Date: November 8, 2011 at 4:40 PM

On Nov 8, 2011, at 10:14 AM, Nick Prince wrote:

On 5 November 2011 19:08, Elliot Temple <curi@curi.us> wrote:

So the law allocates X to half the univeses in a way which takes no
account of which is which.  This sounds like randomicity.

It's like randomness, yes. But a little different. Fungibility stuff is
different than randomly picking 10 out of 20 paperclips. Some conceptual
changes are needed and calling it random selection does not convey how it
differs from the paperclip case.

If there is
no variable that can help to select, then fungibles must become
different in a purely random way.  A law of allocation would be one
which has a rule that depends on some variable. Take away the variable
and what's left can only be a random allocation.  Can you help me to
see this in another way?

Except as above, I think your story is basically correct and a good
starting point. I'm not sure why you expected an objection.

What are the conceptual changes that would help me see it?  I know the
fungible stuff has all got to be exactly the same but some of the other
post have muddied this up a bit.  This was my original problem.  If the
concept of funbibility can be difficult to fathom out for experts then
perhaps it's not the best one to use at all.  If you can help with the
conceptual changes to help me see this then I'd be really grateful.



It's like the bank account not the paperclips.

Paperclips you can select some, randomly or otherwise.

Dollars in a bank account you can't select though. There's no feature for viewing 
the dollars one by one, for example. There are only a limited set of ways to 
interact with the bank account, e.g. viewing the total, or adding or subtracting 
from the total.

If you transfer 20 dollars out of 40, it's not random which ones transfer, and 
there's no process that selects which to transfer. Instead, there's no such thing as 
which ones transfer, and the software just updates the totals on the accounts 
involved.

With the hypothetical electronic bank accounts, the observables are the account 
*totals*. Those change, and changing those does not require selecting dollars.

The concept that the bank accounts contain individual dollars at all is an 
explanation.

I hope that clarifies how it's not the same as paperclips.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] The simplest Many-Worlds question...
Date: November 8, 2011 at 5:01 PM

On Tuesday, November 8, 2011 8:01:33 PM UTC, Elliot Temple wrote:

On Nov 8, 2011, at 10:45 AM, tom.harrigan wrote:

On Monday, November 7, 2011 6:06:05 PM UTC, Elliot Temple wrote:

On Nov 7, 2011, at 1:08 AM, tom.harrigan wrote:

On Monday, November 7, 2011 4:05:20 AM UTC, Ammon wrote:

On Sun, Nov 6, 2011 at 1:52 PM, tom.harrigan <tom...@gmail.com>
wrote:

OK, so "space-time" "sorts out" all the proportions. This means that
"space-time" knows that the photon has already been through a
beam-splitter, and therefore must only interact with 50% of the

fungible
instances of the detector. When the photon arrives at the detector,
"space-time" dictates the result. If the photon has been through 2
beam-splitters, "space-time" dictates that only 25% of the instances

of the
detector will detect the photon. The other 75% will be unaffected.

Space-time doesn't know if photon has been through a beam-splitter or
not.

Nor does it care.  The wording you've been using in this thread
implies



that photons and space-time are conscious. Could please try rewording
your

questions and statements in a way that does not imply that such
things

are
conscious. I'm having difficulty finding a logical and rational way

to
interpret whatever it is you're trying to ask or state.

OK, I'll reword the question:

When a photon reaches a detector, the correct measure of detector
instances

must undergo interaction with the photon. This measure is dictated by
the

history of the photon. e.g. A photon having travelled through a
beam-splitter must interact with half the instances of the detector.

What
is the local physical mechanism by which this proportioning is

achieved?

A multiversal photon that gets split in half has half as many fungible
instances now (half the measure), because half went the other way. So

it
can only interact with half as many detector instances (they match up

one
instance to one instance).

Counting is the obvious answer, and I did think about it for a while,
but

there were a few issues that made me think it wasn't the whole answer.
 If

it were simply a counting exercise akin to the following (I use
"infinity"

as shorthand for "uncountable infinity" which is an altogether larger



number):

(infinity/2)photons + (infinity)detectors -> (infinity/2)detected +
(infinity/2)undetected

Then you could do a calculus similar to what we did at school in
chemistry,

and everything would be fine.

However, I'm not sure you can do that with uncountably infinite numbers,
and it assumes that the detector has no history. The detector could have
been used in a lab for years, and been involved in many quantum
experiments, being split repeatedly. If so we could have:

(infinity/2)photons + (infinity/1000)detectors ->
(infinity/1000)detected

+ (499*infinity/1000)undetected

Which is clearly wrong.

At t=0, there are the same amount of instances of everything. The detector
has a history but so does the photon. They've both been split into smaller
groups a lot. Every time the detector branches, it has entanglement
information and when it meets up with the photon (locally directly, or
locally transitively via other stuff) then that gets sorted out. (How?
Well, let's go back to the current example which is meant address the same
sort of issue.)

For simplicity, I had assumed t=0 to be the moment of the creation of the
photon. The detector existed long before this. It looks like you are about
to invoke "inaccessible local information"...

So, for this scheme to work, the detector must behave as if it has its
full

measure when it interacts with the photon:



(infinity/2)photons + (infinity/1000)detectors ->
(infinity/2000)detected

+ (infinity/2000)undetected  (and forget about the rest of the photon)

The "measure" of the detector is thus completely irrelevant. If so, then
why is the measure of the photon relevant? It _could_ be counting, but

it
can't be basic counting as I have described. Let me rephrase that: it
obviously _is_ counting of sort (that is a tautology in this case), but
whether that can be achieved by "measure" is not clear. It would however

be
a nice simple solution!

Straightforward counting + infinity = problems.

We have two tools for dealing with that.

1) Some things are observables while some are "behind the scenes" concepts
(e.g. explanations for observables) that can't be directly observed or
measured. In QM, all observables have finite values. The infinities are
just in our explanations and concepts but don't have the same type of
direct physical existence as observables  -- if they did it'd raise some
problems. This addresses some problems, like Zeno's paradoxes in classical
physics.

If all we are dealing with is "just our explanations" then there is no
problem. If the uncountably infinite instances of a photon (and everything
else) don't have direct physical existence, but merely aid our
explanations, then the issue is resolved.

2) Infinities can be dealt with by measures. What you need is some sort of
measuring procedure which turns an infinite set into a finite value.

An example of measures is length in classical physics. There are
infinitely many points in a small distance, and also infinitely many points
in a bigger distance. Sounds like a problem! They have "the same number" of



points in a sense, even though they are different distances.

But we have a measuring procedure whereby we can measure that one is two
inches and one is twenty inches.

Partitioning a particular set is pretty straight forward, but comparing
part of one set with part of another is quite problematic, particularly
when both original sets are uncountably infinite.

So how can infinitely many instances be divided in half? Conceptually it's
the same as how the infinitely many points in an inch can be divided in
half. The measure changes from one inch (finite) to half an inch (finite).

Your problem now is to map your inch onto a metre, centimetre, and
millimetre, all of which can be done remarkably easily.

The photon starts out measuring an inch, and becomes 1/2 inch after passing
through the beam splitter. The detector was 1 metre when it was first made,
and became a millimetre after use. All you need is a scaler!

Tom

-- 



From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Weighing Choices
Date: November 9, 2011 at 8:15 AM

In the chapter Choices, BoI argues that the idea of weighing choices is mistaken. 
Is the basic reason because it assumes you can't change your mind or come up 
with a new choice -- and therefore you can't solve all the problems, which would 
allow you to come to one answer and having no desire for the other answers?

The idea of weighing choices misunderstands what choices are, or what happens 
when you make a choice. It discounts the idea that something wrong with an 
option means there's no reason to want it, because there will be another option 
which doesn't have that bad thing. In other words, it discounts optimism.

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Weighing Choices
Date: November 9, 2011 at 11:04 AM

On Nov 9, 2011, at 5:15 AM, Lulie Tanett wrote:

In the chapter Choices, BoI argues that the idea of weighing choices is 
mistaken. Is the basic reason because it assumes you can't change your mind 
or come up with a new choice -- and therefore you can't solve all the problems, 
which would allow you to come to one answer and having no desire for the other 
answers?

That and also if you weigh choices it means you're acting against ones you 
haven't refuted! (The ones with less weight.)

That is, straightforwardly, (TCS-) coercion. You act on one choice, while having a 
conflicting one (of lower weight) active in your mind.

How are the weights of each choice to be determined? By non-critical methods. If 
it was a critical method then stuff would get refuted when you meant to weigh it. 
What could rationally give something a lower weight than something else, but 
which provides no criticism of that thing? Nothing. So either things are having 
their weights decided irrationally or they are being critically refuted but not moved 
to the refuted category.

The idea of weighing choices misunderstands what choices are, or what 
happens when you make a choice. It discounts the idea that something wrong 
with an option means there's no reason to want it, because there will be another 
option which doesn't have that bad thing. In other words, it discounts optimism.

Yeah, maybe they sort of think all ideas are bad and refuted, the only issue is 
how much. (Which also doesn't make much sense and can't be measured.)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Weighing Choices
Date: November 9, 2011 at 4:44 PM

2011/11/9 Elliot Temple <curi@curi.us>

On Nov 9, 2011, at 5:15 AM, Lulie Tanett wrote:

In the chapter Choices, BoI argues that the idea of weighing choices is
mistaken. Is the basic reason because it assumes you can't change your mind
or come up with a new choice -- and therefore you can't solve all the
problems, which would allow you to come to one answer and having no desire
for the other answers?

That and also if you weigh choices it means you're acting against ones you
haven't refuted! (The ones with less weight.)

That is, straightforwardly, (TCS-) coercion. You act on one choice, while
having a conflicting one (of lower weight) active in your mind.

How are the weights of each choice to be determined? By non-critical
methods. If it was a critical method then stuff would get refuted when you
meant to weigh it. What could rationally give something a lower weight than
something else, but which provides no criticism of that thing? Nothing. So
either things are having their weights decided irrationally or they are
being critically refuted but not moved to the refuted category.

So the way I see it the difference between two approaches is:

The rational thing to do when deciding which choice to take,  look at what
choices you have and try to criticise them. By doing that you will likely
eliminate some options. Also try to create some new ones and criticise
those as well. Do this until only one option remains and enact that one.

When people talk about weighing options what they usually mean is something
like, look at certain properties of all the choices, use some evaluation
procedure to evaluate each choice based on that subset of properties and



enact the one evaluation procedure picks as the best one.

Is this right?

Couldn't in some cases, the second thing be a special case of the first
one? People need to come up with the "evaluating procedure" and there must
be some arguments why they think it is good. In some cases the result of
the evaluation procedure is a good argument against all other options.

-- 
Matjaž Leonardis



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Weighing Choices
Date: November 9, 2011 at 5:15 PM

On Nov 9, 2011, at 1:44 PM, Matjaž Leonardis wrote:

2011/11/9 Elliot Temple <curi@curi.us>

On Nov 9, 2011, at 5:15 AM, Lulie Tanett wrote:

In the chapter Choices, BoI argues that the idea of weighing choices is
mistaken. Is the basic reason because it assumes you can't change your mind
or come up with a new choice -- and therefore you can't solve all the
problems, which would allow you to come to one answer and having no desire
for the other answers?

That and also if you weigh choices it means you're acting against ones you
haven't refuted! (The ones with less weight.)

That is, straightforwardly, (TCS-) coercion. You act on one choice, while
having a conflicting one (of lower weight) active in your mind.

How are the weights of each choice to be determined? By non-critical
methods. If it was a critical method then stuff would get refuted when you
meant to weigh it. What could rationally give something a lower weight than
something else, but which provides no criticism of that thing? Nothing. So
either things are having their weights decided irrationally or they are
being critically refuted but not moved to the refuted category.

So the way I see it the difference between two approaches is:

The rational thing to do when deciding which choice to take,  look at what
choices you have and try to criticise them. By doing that you will likely
eliminate some options. Also try to create some new ones and criticise
those as well. Do this until only one option remains and enact that one.

When people talk about weighing options what they usually mean is something



like, look at certain properties of all the choices, use some evaluation
procedure to evaluate each choice based on that subset of properties and
enact the one evaluation procedure picks as the best one.

Is this right?

Yes, and:

There should be mention of *explanation* in the first part. Choices need to 
provide explanations of why they are a good idea that will address the 
problem(s), which is what the critical discussion will focus on. Then you pick a 
single good explanation which isn't refuted and takes into account and addresses 
the various concerns and issues (this is normally not one of the initial options, but 
either a new option or an improved version of an initial option).

For the "evaluation procedure", it's standardly to score by the amount of 
justification, or something philosophically similar.

Couldn't in some cases, the second thing be a special case of the first one?

No because it neglects explanation, neglects creating new options, neglects 
improving existing options, and neglects that evaluation procedures aren't flexible 
enough and miss stuff, while open ended criticism can address anything.

Further, the evaluation procedure approach is based on *compromise* or 
*tradeoffs*: it expects and accepts to get some things while losing out on others. 
So it does not ever provide any solutions. It only provides ideas known to be 
flawed because they involve some downside or sacrifice (read: they are refuted).

Real solutions are win/win, not mixed. When BoI says problems are soluble, it 
means with win/win solutions -- that are the best in *every* respect -- not with 
compromises or tradeoffs (which it doesn't count as solutions).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Weighing Choices
Date: November 9, 2011 at 5:20 PM

On 9 Nov 2011, at 9:44pm, Matjaž Leonardis wrote:

2011/11/9 Elliot Temple <curi@curi.us>

On Nov 9, 2011, at 5:15 AM, Lulie Tanett wrote:

In the chapter Choices, BoI argues that the idea of weighing choices is 
mistaken. Is the basic reason because it assumes you can't change your mind 
or come up with a new choice -- and therefore you can't solve all the problems, 
which would allow you to come to one answer and having no desire for the 
other answers?

That and also if you weigh choices it means you're acting against ones you 
haven't refuted! (The ones with less weight.)

That is, straightforwardly, (TCS-) coercion. You act on one choice, while having 
a conflicting one (of lower weight) active in your mind.

How are the weights of each choice to be determined? By non-critical methods. 
If it was a critical method then stuff would get refuted when you meant to weigh 
it. What could rationally give something a lower weight than something else, but 
which provides no criticism of that thing? Nothing. So either things are having 
their weights decided irrationally or they are being critically refuted but not 
moved to the refuted category.

So the way I see it the difference between two approaches is:

The rational thing to do when deciding which choice to take,  look at what 
choices you have and try to criticise them. By doing that you will likely eliminate 
some options. Also try to create some new ones and criticise those as well. Do 
this until only one option remains and enact that one.

When people talk about weighing options what they usually mean is something 
like, look at certain properties of all the choices, use some evaluation procedure 
to evaluate each choice based on that subset of properties and enact the one 



evaluation procedure picks as the best one.

Is this right?

Couldn't in some cases, the second thing be a special case of the first one? 
People need to come up with the "evaluating procedure" and there must be 
some arguments why they think it is good. In some cases the result of the 
evaluation procedure is a good argument against all other options.

Yes. For example, when deciding between different vendors of the 'same' item, 
one might settle upon the explanation that price is the right criterion (having 
already settled upon explanations saying that there is nothing to choose between 
the vendors in terms of reliability, delivery speed, after-sales service etc).

However, having decided upon the right vendor by that combination of criteria 
(i.e. having settled upon that explanation of which vendor is the right one) the 
winner is the outright winner. The other explanations are refuted, not 99% refuted, 
nor outweighed by the winner's superior justification.

-- David Deutsch



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Privacy
Date: November 9, 2011 at 6:33 PM

2011/11/6 Elliot Temple <curi@curi.us>

On Nov 3, 2011, at 4:20 PM, Matjaž Leonardis wrote:

Could you name some of the ways of being harmed it prevents?

If an embarrassing secret gets out, people might make fun of you. Or not
hire you. Or not vote for you when you run for President. Or not listen
when you talk about other stuff.

If a good business idea gets out early, competitors might make use of it.

In infidelity gets out, one might be divorced.

If sufficiently unwanted ideas get out, one might be diagnosed as
"mentally ill" and imprisoned without trial.

If a new product idea gets out early, people might stop buying your
current product or lose interest before it's actually on sale.

If any idea of yours gets out, people might comment on it now, when you'd
rather they didn't yet (if ever).

It is also possible to imagine various situations when not revealing
certain information can produce  bad results (such as not being hired for a
job because you didn't let the potential employer know of a cool project
you once did).

So it is not clear to me why advocate privacy as an a priori policy with
respect to personal information.  Are there any arguments for that?

-- 
Matjaž Leonardis



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Privacy
Date: November 9, 2011 at 6:43 PM

On 9 Nov 2011, at 23:33, "Matjaž Leonardis" <sidranoel.zajtam@gmail.com> 
wrote:

It is also possible to imagine various situations when not revealing certain 
information can produce  bad results (such as not being hired for a job because 
you didn't let the potential employer know of a cool project you once did).

So it is not clear to me why advocate privacy as an a priori policy with respect to 
personal information.  Are there any arguments for that?

Ultimately to make a good decision about whether to reveal some piece
of information or not requires an explanation of why doing so (or not
doing so) may cause problems.

But we often we want to act without fully thinking through those
explanations, so we need a rule of thumb. Even if we *have* something
we think is a good explanation we may still be wrong, so it's good to
act in a way that allows for us to change the situation later.

And so the choices are asymmetric: having kept something private, you
can choose to reveal it later; but having revealed it, you can not
later make it private again.

- Richard



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Moral Highground
Date: November 10, 2011 at 7:53 AM

From _Steve Jobs_ by Walter Isaacson:

  A few weeks later Jobs and his family went to Hawaii for Christmas 
vacation. Larry Ellison was also there, as he had been the year before. “You 
know, Larry, I think I’ve found a way for me to get back into Apple and get 
control of it without you having to buy it,” Jobs said as they walked along the 
shore. Ellison recalled, “He explained his strategy, which was getting Apple to 
buy NeXT, then he would go on the board and be one step away from being 
CEO.” Ellison thought that Jobs was missing a key point. “But Steve, there’s one 
thing I don’t understand,” he said. “If we don’t buy the company, how can we 
make any money?” It was a reminder of how different their desires were. Jobs 
put his hand on Ellison’s left shoulder, pulled him so close that their noses 
almost touched, and said, “Larry, this is why it’s really important that I’m your 
friend. You don’t need any more money.”
  Ellison recalled that his own answer was almost a whine: “Well, I may not 
need the money, but why should some fund manager at Fidelity get the money? 
Why should someone else get it? Why shouldn’t it be us?”
  “I think if I went back to Apple, and I didn’t own any of Apple, and you didn’t 
own any of Apple, I’d have the moral high ground,” Jobs replied.
  “Steve, that’s really expensive real estate, this moral high ground,” said 
Ellison. “Look, Steve, you’re my best friend, and Apple is your company. I’ll do 
whatever you want.” Although Jobs later said that he was not plotting to take 
over Apple at the time, Ellison thought it was inevitable. “Anyone who spent 
more than a half hour with Amelio would realize that he couldn’t do anything but 
self-destruct,” he later said.

If Ellison had bought a majority and made Steve CEO, and then everything 
happened the same, it'd be worth around 185B today. That's over double what 
the richest man currently has, and seven times Ellison's current worth.

I don't think Ellison would have personally bought it all but rather led a group of 
investors:

  Once again Ellison publicly floated the idea of doing a hostile takeover and 
installing his “best friend” Jobs as CEO. “Steve’s the only one who can save 
Apple,” he told reporters. “I’m ready to help him the minute he says the word.” 



Like the third time the boy cried wolf, Ellison’s latest takeover musings didn’t get 
much notice, so later in the month he told Dan Gillmore of the San Jose Mercury 
News that he was forming an investor group to raise $1 billion to buy a majority 
stake in Apple. (The company’s market value was about $2.3 billion.) The day 
the story came out, Apple stock shot up 11% in heavy trading. To add to the 
frivolity, Ellison set up an email address, savapple@us.oracle.com, asking the 
general public to vote on whether he should go ahead with it.

It was, as Ellison said, "really expensive" to do it Steve's way. So much money 
hinged on this, yet Ellison was happy to defer: he would do this huge purchase, 
or drop it, at Steve's decision. It's kind of an amazing situation.

Ellison has a point too: why shouldn't they make money?

And, why is not having ownership of Apple -- while making it a success -- a moral 
high ground?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Weighing Choices
Date: November 10, 2011 at 4:05 PM

On Nov 9, 3:20 pm, David Deutsch <david.deut...@qubit.org> wrote:
Yes. For example, when deciding between different vendors of the 'same' item, 
one might settle upon the explanation that price is the right criterion (having 
already settled upon explanations saying that there is nothing to choose 
between the vendors in terms of reliability, delivery speed, after-sales service 
etc).

However, having decided upon the right vendor by that combination of criteria 
(i.e. having settled upon that explanation of which vendor is the right one) the 
winner is the outright winner. The other explanations are refuted, not 99% 
refuted, nor outweighed by the winner's superior justification.

This sounds like splitting linguistic hairs. I've never viewed the
idea of "weighing choices" in a way where the factors being weighed,
or how much weight each factor is given, are immune to criticism. And
when the weighing is done, a single act is undertaken not partial acts
based on the weights.

Using the example of vendors, what is the actual difference between
saying to oneself:
"I weigh the (criticizable) factors of price, reliability, speed, and
service in choosing a vendor. I have a (criticizable) explanation for
why all these factors are important to me in the (criticizable)
proportion that I weigh them. I assign these factors a (criticisable)
score for each vendor, multiply by the weight, and when I'm as
satisfied as I can be with the factors, weights, and scores then I
purchase from the vendor with the highest total score."

versus

"I have an explanation for why the best criteria for purchasing is to
consider price, reliability, speed, and service, assign an importance
to each one, assign a score to each one for each vendor which is
multiplied by the importance of that factor, and then purchase from
the vendor with the highest total score. After thorough criticism,
when I am as confident in this process as I can be, then I use it to



determine which vendor I purchase from."

They seem to me like two ways of saying the same thing.

--Jason



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Moral Highground
Date: November 10, 2011 at 5:30 PM

On 10 Nov 2011, at 12:53, Elliot Temple wrote:

From _Steve Jobs_ by Walter Isaacson:

 A few weeks later Jobs and his family went to Hawaii for Christmas 
vacation. Larry Ellison was also there, as he had been the year before. “You 
know, Larry, I think I’ve found a way for me to get back into Apple and get 
control of it without you having to buy it,” Jobs said as they walked along the 
shore. Ellison recalled, “He explained his strategy, which was getting Apple to 
buy NeXT, then he would go on the board and be one step away from being 
CEO.” Ellison thought that Jobs was missing a key point. “But Steve, there’s 
one thing I don’t understand,” he said. “If we don’t buy the company, how can 
we make any money?” It was a reminder of how different their desires were. 
Jobs put his hand on Ellison’s left shoulder, pulled him so close that their 
noses almost touched, and said, “Larry, this is why it’s really important that I’m 
your friend. You don’t need any more money.”
 Ellison recalled that his own answer was almost a whine: “Well, I may not 
need the money, but why should some fund manager at Fidelity get the 
money? Why should someone else get it? Why shouldn’t it be us?”
 “I think if I went back to Apple, and I didn’t own any of Apple, and you 
didn’t own any of Apple, I’d have the moral high ground,” Jobs replied.
 “Steve, that’s really expensive real estate, this moral high ground,” said 
Ellison. “Look, Steve, you’re my best friend, and Apple is your company. I’ll do 
whatever you want.” Although Jobs later said that he was not plotting to take 
over Apple at the time, Ellison thought it was inevitable. “Anyone who spent 
more than a half hour with Amelio would realize that he couldn’t do anything 
but self-destruct,” he later said.

If Ellison had bought a majority and made Steve CEO, and then everything 
happened the same, it'd be worth around 185B today. That's over double what 
the richest man currently has, and seven times Ellison's current worth.

I don't think Ellison would have personally bought it all but rather led a group of 
investors:

 Once again Ellison publicly floated the idea of doing a hostile takeover 



and installing his “best friend” Jobs as CEO. “Steve’s the only one who can 
save Apple,” he told reporters. “I’m ready to help him the minute he says the 
word.” Like the third time the boy cried wolf, Ellison’s latest takeover musings 
didn’t get much notice, so later in the month he told Dan Gillmore of the San 
Jose Mercury News that he was forming an investor group to raise $1 billion to 
buy a majority stake in Apple. (The company’s market value was about $2.3 
billion.) The day the story came out, Apple stock shot up 11% in heavy trading. 
To add to the frivolity, Ellison set up an email address, 
savapple@us.oracle.com, asking the general public to vote on whether he 
should go ahead with it.

It was, as Ellison said, "really expensive" to do it Steve's way. So much money 
hinged on this, yet Ellison was happy to defer: he would do this huge purchase, 
or drop it, at Steve's decision. It's kind of an amazing situation.

Ellison has a point too: why shouldn't they make money?

Steve stated that Larry had enough money. But if Larry wants more presumably 
he doesn't have enough for everything he wants to do, or he would like to have 
the money in case he thinks of something good to do with it. And even if he never 
did anything different from what any other rich person would do: invest in 
whatever rich people invest in, the money would't be used any worse with him 
than it would be with anyone else.

And, why is not having ownership of Apple -- while making it a success -- a 
moral high ground?

It's not. Some people might think it is the moral high ground because Steve and 
Larry were benefitting other people but not benefitting themselves anywhere near 
as much as they could, and it's good to selflessly do things that benefit others 
while wearing a hair shirt and eating locusts. That doesn't make sense. If you're 
wearing a hair shirt and eating locusts no matter how good your products are you 
won't have as much feedback to help you make good decisions, having more 
money means people want more resources devoted to making your products. 
Also, why the person who makes something should be the only person *not* to 
benefit from it is a bit of a mystery.

Perhaps Steve thought that people would feel intimidated if he owned the 
company, and wouldn't tell him when he was making mistakes, but that doesn't 



make sense either.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper on art and objective beauty
Date: November 11, 2011 at 12:05 AM

On Oct 30, 2011, at 3:39 AM, Lulie Tanett wrote:

Did Popper think anything coherent about art and beauty?

Quote:

"I do not see philosophy as a series of works of art, as striking and original 
pictures of the world, or as clever and unusual ways of describing the world. I 
think that if we look upon philosophy in this way, we do a real injustice to the 
great philosophers. The great philosophers were not engaged in an aesthetic 
endeavour. They did not try to be architects of clever systems; but like the 
great scientists they were, first of all, seekers after truth - after true solutions of 
genuine problems. No, I see the history of philosophy essentially as part of the 
history of the search for truth, and I reject the purely aesthetic view of it, even 
though beauty is important in philosophy as well as in science."

-- Karl Popper, 'How I See Philosophy', 1975.

This implies that art is not a search for truth

No it doesn't say that.

It says the "purely aesthetic" view of philosophy, explained above (seemingly -- 
with broader context the reference might be to something further above), does 
not regard philosophy as a search for truth. That view sees philosophy:

as a series of works of art, as striking and original pictures of the world, or as 
clever and unusual ways of describing the world

This view Popper is criticizing is a bad view with elements of relativism and 
subjectivism. It sees ideas as a matter of taste, to appeal to various kinds of 
sensibilities other than truth.

Good ideas are not merely ways of seeing the world, or clever descriptions, but 
have objective value and substance.



This leaves the question of why Popper used the phrase "purely aesthetic" in 
reference to that bad view. It's because of the "various kinds of sensibilities" 
mentioned above, aesthetic taste is a major one.

By saying this, Popper is not, however, saying that these ideas he's criticizing are 
correct about the nature of aesthetics. He just used a little of their terminology 
which is not endorsement.

Also note that when he rejects a "purely aesthetic" view of objective philosophical 
and scientific truth, that is literally quite correct: they are not purely aesthetic 
disciplines but involve other stuff.

and that there aren't genuine problems in art

It doesn't say that anywhere in the passage and Alan provided a quote where 
Popper directly says there are problems in art.

(which contradicts the Flowers chapter of BoI), and that art is somehow 
separate form both philosophy and science.

The passage doesn't say that and even directly contradicts it by saying, "beauty 
is important in philosophy as well as in science".

Being important to it means there's connections, rather than it being separate.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Education is Broken
Date: November 11, 2011 at 4:51 PM

http://urbandemocratic.wordpress.com/2009/05/06/non-coercive-education-is-it-
possible/

Before starting the Urban Democratic School, we asked students, “If you could 
come to school and learn anything you wanted, do anything you wanted, what 
would you want to do.” They were dumbfounded. Some said they would “do 
their work,” but when asked “what work would that be?” were unable to give any 
ideas. Most seemed unable to identify anything at all that they would like to 
learn about. This is frightening.

Very bad.

What we know from past years, is that our students work very hard to review 
and prepare for the state tests and THEN THEY ARE DONE.

More bad.

-- Elliot Temple
http://curi.us/

http://urbandemocratic.wordpress.com/2009/05/06/non-coercive-education-is-it-possible/
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Godwin Against Altruism
Date: November 12, 2011 at 10:45 AM

William Godwin writes:

http://www.gutenberg.org/files/16199/16199-h/16199-h.htm

For ten years, from 1782 to 1792, she [Mary Wollstonecraft] may be said to 
have been, in a great degree, the victim of a desire to promote the benefit of 
others. She did not foresee the severe disappointment with which an exclusive 
purpose of this sort is pregnant

Interesting convergence with Ayn Rand in criticizing altruism.

-- Elliot Temple
http://curi.us/

http://www.gutenberg.org/files/16199/16199-h/16199-h.htm
http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Weighing Choices
Date: November 12, 2011 at 4:30 PM

On 10 Nov 2011, at 9:05pm, Jason wrote:

On Nov 9, 3:20 pm, David Deutsch <david.deut...@qubit.org> wrote:
Yes. For example, when deciding between different vendors of the 'same' item, 
one might settle upon the explanation that price is the right criterion (having 
already settled upon explanations saying that there is nothing to choose 
between the vendors in terms of reliability, delivery speed, after-sales service 
etc).

However, having decided upon the right vendor by that combination of criteria 
(i.e. having settled upon that explanation of which vendor is the right one) the 
winner is the outright winner. The other explanations are refuted, not 99% 
refuted, nor outweighed by the winner's superior justification.

This sounds like splitting linguistic hairs. I've never viewed the
idea of "weighing choices" in a way where the factors being weighed,
or how much weight each factor is given, are immune to criticism. And
when the weighing is done, a single act is undertaken not partial acts
based on the weights.

Using the example of vendors, what is the actual difference between
saying to oneself:
"I weigh the (criticizable) factors of price, reliability, speed, and
service in choosing a vendor. I have a (criticizable) explanation for
why all these factors are important to me in the (criticizable)
proportion that I weigh them. I assign these factors a (criticisable)
score for each vendor, multiply by the weight, and when I'm as
satisfied as I can be with the factors, weights, and scores then I
purchase from the vendor with the highest total score."

versus

"I have an explanation for why the best criteria for purchasing is to
consider price, reliability, speed, and service, assign an importance
to each one, assign a score to each one for each vendor which is
multiplied by the importance of that factor, and then purchase from



the vendor with the highest total score. After thorough criticism,
when I am as confident in this process as I can be, then I use it to
determine which vendor I purchase from."

They seem to me like two ways of saying the same thing.

The creative and critical thought process which you subsume under "have an 
explanation" and "thorough criticism" etc entirely determines the content of the 
decision and necessarily happens before the purely mindless optmisation phase 
that you are interpreting as decision-making.

Saying that you make decisions by weighing alternatives in the above sense is as 
if someone said to you: decision-making consists of recalling, once you have 
entered the shop, what you had decided to buy there. And then translating its 
name into French (if you are in France). This recall and translation process does 
not require human-level thought. It could be done just as well by a smartphone, 
as could your 'weighing'.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Clarity
Date: November 13, 2011 at 10:24 AM

http://www.laissez-fairerepublic.com/Coercion.htm

  Ayn Rand noted one of the three basic principles of ideological warfare in this 
way:  "When opposite basic principles are clearly and openly defined, it works to 
the advantage of the rational side; when they are not clearly defined, but are 
hidden or evaded, it works to the advantage of the irrational side."

Clarity, reasoned discussion, exposure to criticism, and so on, favor truth and 
rational memes.

-- Elliot Temple
http://beginningofinfinity.com/

http://www.laissez-fairerepublic.com/Coercion.htm
http://beginningofinfinity.com/


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Automated thinking (was: Re: [BoI] Short Summary of Ayn Rand)
Date: November 13, 2011 at 4:14 PM

2011/9/10 Elliot Temple <curi@curi.us>

To further help deal with the complexity of the world, we automate some of
our thinking. We make it a habit that doesn't require conscious attention.
For example we automate the process of identifying what is or is not a
table. That is far from trivial (try to write a computer program to do it,
or write down some instructions that don't have any loopholes or
ambiguities). But we learn to do it without explicit attention.

Does "automated" in this context mean "without using any creativity"?

If yes, how do we know that the process of recognizing a table isn't
creative?

-- 
Matjaž Leonardis



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Voting on Madness
Date: November 14, 2011 at 10:41 PM

_The Way of Kings_ by Brandon Sanderson

Eventually, Syl flitted down and landed on the end of his plank, riding like a 
queen on her palanquin. "They’re talking about you," she said as he passed the 
Bridge Four barrack again.
"Not surprising," Kaladin said between puffs.
"Some think you’ve gone mad," she said. "Like that man who just sits and stares 
at the floor. They say the battle stress broke your mind."
"Maybe they’re right. I didn’t consider that."
"What is madness?" she asked, sitting with one leg up against her chest, 
vaporous skirt flickering around her calves and vanishing into mist.
"It’s when men don’t think right," Kaladin said, glad for the conversation to 
distract him.
"Men never seem to think right."
"Madness is worse than normal," Kaladin said with a smile. "It really just 
depends on the people around you. How different are you from them? The 
person that stands out is mad, I guess."
"So you all just... vote on it?" she asked, screwing up her face.
"Well, not so actively. But it’s the right idea."

A disease that infects people who lose votes or are different? Ridiculous. It's not a 
disease.

Sanderson -- a best selling fantasy author -- is not known for controversial 
statements. I can't recall another highly controversial statement in any of his 
books.

I don't think this statement will offend many people. It's a natural enough thing to 
say. It won't raise red flags.

Yet in fact it completely contradicts the psychiatry party line. The powers that be 
insist that mental illness is a disease, and that it's not about being different. (They 
*act* like it's about being different, but they won't admit that.)

It's kind of amazing. In most contexts people are free to know and say the truth 



about mental illness. Psychiatrists (I think correctly) don't consider that a threat. 
But if someone says the same thing, and actually intends it as a challenge to 
psychiatry, then they would treat the same statement differently -- it's 
unacceptable.

One of the reasons comments like these don't threaten psychiatry is that 
someone could read them and think this is talking about insanity in general, but 
that "schizophrenia", "autism" or whatever else is different. As soon as the 
trappings of authority are brought to bear (like fancy names), most people will not 
stand up to them using mere fantasy dialogs or common sense.

Still, it's kind of strange. Thomas Szasz is seen as being pretty of alone, yet here 
is a best selling book that agrees with him, and no one seems to take notice.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Steve Jobs' Politics
Date: November 15, 2011 at 5:26 PM

From _Steve Jobs_ by Walter Isaacson:

In return for speaking at the retreat, Jobs got Murdoch to hear him out on Fox 
News, which he believed was destructive, harmful to the nation, and a blot on 
Murdoch’s reputation. “You’re blowing it with Fox News,” Jobs told him over 
dinner. “The axis today is not liberal and conservative, the axis is constructive-
destructive, and you’ve cast your lot with the destructive people. Fox has 
become an incredibly destructive force in our society. You can be better, and this 
is going to be your legacy if you’re not careful.” Jobs said he thought Murdoch 
did not really like how far Fox had gone. “Rupert’s a builder, not a tearer-
downer,” he said. “I’ve had some meetings with James, and I think he agrees 
with me. I can just tell.”

But also:

  The meeting [with Obama] actually lasted forty-five minutes, and Jobs did 
not hold back. “You’re headed for a one-term presidency,” Jobs told Obama at 
the outset. To prevent that, he said, the administration needed to be a lot more 
business-friendly. He described how easy it was to build a factory in China, and 
said that it was almost impossible to do so these days in America, largely 
because of regulations and unnecessary costs.

  Jobs also attacked America’s education system, saying that it was 
hopelessly antiquated and crippled by union work rules. Until the teachers’ 
unions were broken, there was almost no hope for education reform. Teachers 
should be treated as professionals, he said, not as industrial assembly-line 
workers. Principals should be able to hire and fire them based on how good they 
were. Schools should be staying open until at least 6 p.m. and be in session 
eleven months of the year. It was absurd, he added, that American classrooms 
were still based on teachers standing at a board and using textbooks. All books, 
learning materials, and assessments should be digital and interactive, tailored to 
each student and providing feedback in real time.

It's nice to see someone who doesn't stick to a party line.



Many teachers in different places giving the same lectures -- and doing it again 
the next year -- is so amazingly inefficient. It's manual labor that could be 
replaced so easily by videos. In today's digital age, there's rarely a good reason 
to have a teacher do a lecture twice. And there's no need to restrict creating 
lectures to teachers.

Perhaps even more important are decisions about *which* lectures students 
watch. Currently this is decided by the authority picking the teachers. With many 
videos available, they could make their own decisions about which teachers they 
considered best and which videos to watch or not.

Under a system like that, mediocre teachers wouldn't be watched much because 
everyone would gravitate towards the best teachers. Instead of having tons of 
teachers with most people being educated by someone not in the top 100, we 
could have virtually everyone learning from the very best available, all the time.

What will mediocre or bad teachers do? They could change careers, or they 
could contribute lectures in niche areas where there's less competition. Or they 
could provide personal help/question-answering for individuals or small groups, 
but stop doing lectures. There's many ways they could use their time better than 
repeating the same lectures as others, in person, less well.

Modern technology is already more than good enough to help in many other 
ways. Why carry around heavy textbooks instead of an iPad? And wouldn't it be 
nice if students could write comments on textbooks attached to specific 
paragraphs, and have this shared to help others? So if one student asks a 
question, and then either figures out the answer or someone else answers it, then 
that question and answer could be available to anyone else with that textbook. 
But our schools are not innovating very well. And one of the big obstacles to 
innovation, as Steve says, is teacher's unions.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Why do people hate pleasure?
Date: November 16, 2011 at 5:18 PM

http://www.paulgraham.com/selfindulgence.html

If I spent a whole day watching TV I'd feel like I was descending into perdition.

With time, as with money, avoiding pleasure is no longer enough to protect you.

Why do people hate pleasure?

-- Elliot Temple
http://curi.us/

-- 

http://www.paulgraham.com/selfindulgence.html
http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Voting on Madness
Date: November 15, 2011 at 4:05 AM

On 15 Nov 2011, at 03:41, Elliot Temple wrote:

_The Way of Kings_ by Brandon Sanderson

Eventually, Syl flitted down and landed on the end of his plank, riding like a 
queen on her palanquin. "They’re talking about you," she said as he passed 
the Bridge Four barrack again.
"Not surprising," Kaladin said between puffs.
"Some think you’ve gone mad," she said. "Like that man who just sits and 
stares at the floor. They say the battle stress broke your mind."
"Maybe they’re right. I didn’t consider that."
"What is madness?" she asked, sitting with one leg up against her chest, 
vaporous skirt flickering around her calves and vanishing into mist.
"It’s when men don’t think right," Kaladin said, glad for the conversation to 
distract him.
"Men never seem to think right."
"Madness is worse than normal," Kaladin said with a smile. "It really just 
depends on the people around you. How different are you from them? The 
person that stands out is mad, I guess."
"So you all just... vote on it?" she asked, screwing up her face.
"Well, not so actively. But it’s the right idea."

A disease that infects people who lose votes or are different? Ridiculous. It's not 
a disease.

Sanderson -- a best selling fantasy author -- is not known for controversial 
statements. I can't recall another highly controversial statement in any of his 
books.

I don't think this statement will offend many people. It's a natural enough thing to 
say. It won't raise red flags.

Yet in fact it completely contradicts the psychiatry party line. The powers that be 
insist that mental illness is a disease, and that it's not about being different. 
(They *act* like it's about being different, but they won't admit that.)



It's kind of amazing. In most contexts people are free to know and say the truth 
about mental illness. Psychiatrists (I think correctly) don't consider that a threat. 
But if someone says the same thing, and actually intends it as a challenge to 
psychiatry, then they would treat the same statement differently -- it's 
unacceptable.

One of the reasons comments like these don't threaten psychiatry is that 
someone could read them and think this is talking about insanity in general, but 
that "schizophrenia", "autism" or whatever else is different. As soon as the 
trappings of authority are brought to bear (like fancy names), most people will 
not stand up to them using mere fantasy dialogs or common sense.

Still, it's kind of strange. Thomas Szasz is seen as being pretty of alone, yet 
here is a best selling book that agrees with him, and no one seems to take 
notice.

Let's suppose that you say to a non-TCS parent that most children don't like 
school. He will probably agree with you.

But if you go further and say that school breaks children: makes them obedient, 
authoritarian in their outlook and unlikely to exercise rational independent 
judgement. And let's suppose that you say that adults like this feature of school. 
You might then add that school is a mechanism that propagates some of worst 
anti-rational memes the West has to offer. You add further that the whole system 
keeps children in control by drugging children, trying to sabotage their career and 
threats of those actions. I doubt that he will agree with you anymore.

I think the former is like what Sanderson said about psychiatry and is more or 
less the conventional attitude. Sanderson's character was even less critical. He 
didn't even say: "Gosh, I'm really sore that they declared me insane."

He definitely didn't say that the mental illness industry breaks people. Nor did he 
say that most people like the fact that the mental illness industry breaks people. 
He also didn't explicitly mention coercion. He didn't say that he would be 
imprisoned without trial and with no hope of release except at the arbitrary whim 
of psychiatrists. He didn't say he would be drugged against his will or treated in 
other ways against his will.

In fact, in some ways admitting that there are some flaws is fine with conventional 



thinking provided you don't identify why those flaws exist or say anything to the 
effect that conventional attitudes and institutions should be reformed. Why? 
Because it fits in with the idea that life is about compromising and suffering rather 
than problem solving.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Voting on Madness
Date: November 17, 2011 at 12:31 PM

On Nov 15, 2011, at 1:05 AM, Alan Forrester wrote:

On 15 Nov 2011, at 03:41, Elliot Temple wrote:

_The Way of Kings_ by Brandon Sanderson

Eventually, Syl flitted down and landed on the end of his plank, riding like a 
queen on her palanquin. "They’re talking about you," she said as he passed 
the Bridge Four barrack again.
"Not surprising," Kaladin said between puffs.
"Some think you’ve gone mad," she said. "Like that man who just sits and 
stares at the floor. They say the battle stress broke your mind."
"Maybe they’re right. I didn’t consider that."
"What is madness?" she asked, sitting with one leg up against her chest, 
vaporous skirt flickering around her calves and vanishing into mist.
"It’s when men don’t think right," Kaladin said, glad for the conversation to 
distract him.
"Men never seem to think right."
"Madness is worse than normal," Kaladin said with a smile. "It really just 
depends on the people around you. How different are you from them? The 
person that stands out is mad, I guess."
"So you all just... vote on it?" she asked, screwing up her face.
"Well, not so actively. But it’s the right idea."

A disease that infects people who lose votes or are different? Ridiculous. It's 
not a disease.

Sanderson -- a best selling fantasy author -- is not known for controversial 
statements. I can't recall another highly controversial statement in any of his 
books.

I don't think this statement will offend many people. It's a natural enough thing 
to say. It won't raise red flags.

Yet in fact it completely contradicts the psychiatry party line. The powers that 



be insist that mental illness is a disease, and that it's not about being different. 
(They *act* like it's about being different, but they won't admit that.)

It's kind of amazing. In most contexts people are free to know and say the truth 
about mental illness. Psychiatrists (I think correctly) don't consider that a 
threat. But if someone says the same thing, and actually intends it as a 
challenge to psychiatry, then they would treat the same statement differently -- 
it's unacceptable.

One of the reasons comments like these don't threaten psychiatry is that 
someone could read them and think this is talking about insanity in general, 
but that "schizophrenia", "autism" or whatever else is different. As soon as the 
trappings of authority are brought to bear (like fancy names), most people will 
not stand up to them using mere fantasy dialogs or common sense.

Still, it's kind of strange. Thomas Szasz is seen as being pretty of alone, yet 
here is a best selling book that agrees with him, and no one seems to take 
notice.

Let's suppose that you say to a non-TCS parent that most children don't like 
school. He will probably agree with you.

But if you go further and say that school breaks children: makes them obedient, 
authoritarian in their outlook and unlikely to exercise rational independent 
judgement.

It's not a matter of probability ("unlikely").

It happens to a portion of a larger set (some children who attend school end up 
authoritarian in outlook as adults, some don't). But which people are effected is 
not random. It depends on their ideas and choices, as well as the ideas and 
choices of the people in their lives. It's within human control, not a matter of luck.

And let's suppose that you say that adults like this feature of school. You might 
then add that school is a mechanism that propagates some of worst anti-rational 
memes the West has to offer. You add further that the whole system keeps 
children in control by drugging children, trying to sabotage their career and 
threats of those actions. I doubt that he will agree with you anymore.



Right.

I think the former is like what Sanderson said about psychiatry and is more or 
less the conventional attitude. Sanderson's character was even less critical. He 
didn't even say: "Gosh, I'm really sore that they declared me insane."

Actually, I don't think being upset about that would fit the character's personality 
in the overall context of the book, so I think Sanderson might have written it this 
way even if he agrees with us. Two reasons are that Kaladin had much much 
bigger problems to worry about (he was a slave, and that wasn't even the worst 
of it) and that he needed to sympathize with the men some in order to lead them 
well.

He definitely didn't say that the mental illness industry breaks people. Nor did he 
say that most people like the fact that the mental illness industry breaks people. 
He also didn't explicitly mention coercion. He didn't say that he would be 
imprisoned without trial and with no hope of release except at the arbitrary whim 
of psychiatrists. He didn't say he would be drugged against his will or treated in 
other ways against his will.

In fact, in some ways admitting that there are some flaws is fine with 
conventional thinking provided you don't identify why those flaws exist or say 
anything to the effect that conventional attitudes and institutions should be 
reformed. Why? Because it fits in with the idea that life is about compromising 
and suffering rather than problem solving.

Yes, those are ways readers might not get it.

Still, it does rather *directly* contradict a major claim of psychiatry. That's got to 
count for something. I think most people don't even try to connect this to their 
ideas about psychiatry, don't try to check for contradictions, often don't try to 
reconcile their ideas in separate areas and make sure they are compatible.

Reminds me of Ayn Rand's advice about checking all new ideas for 
contradictions as you get them. People don't usually do that.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Free Will
Date: November 17, 2011 at 10:41 PM

Free will is a commonsense idea which is, basically, true.

Yesterday I could have phoned my friend Jack. I didn't. I had a working phone. I 
had time, if I wanted. I had his phone number. There was nothing stopping me 
from doing it. It was within my power to phone him.

There were other things I could have done. I could have cooked a pasta dinner. I 
could have read any book on my bookshelf. I could have visited any public 
website I wanted, or put any search terms I wanted into Google. I had a very 
large number of things I could have done.

This describes the plain fact that people have choices. There isn't only one thing 
they are capable of doing. There are many, and they choose which to do.

Free will says more than that. It says people have choices and that those choices 
are "free": uncontrolled.

If our choices are controlled by fate or by God's plan, then that's not free will. Fate 
or God chooses which books I read or don't read, not me. It's only free will if I am 
the one doing the choosing.

What does it mean for me to choose? It means that my mind chooses. It means 
my ideas are what matters. If my ideas determine which result I get -- if I get what 
I decide I want -- then I have chosen. If I decided to read a book but then went 
skydiving instead, because fate wanted me to, then I did not choose.

Free will is a requirement for morality.

Morality is ideas about how to live one's life. These can only be useful if we make 
choices. If fate does everything, and we're powerless to decide anything, and our 
ideas don't matter, then morality is pointless.

Morality gives advice about which choices to make. It helps guide me in choosing 
to phone Jack or not. It helps me pick which books to read and which websites to 
visit.

Morality is a field where we don't have all the answers. We don't know enough 



about it to say exactly what it's best for me to do at all times. But we do know 
general guidelines like, "don't murder people." or, "don't waste all your money and 
then regret it."

If God controls the world, telling people not to murder anyone wouldn't make 
sense. It's not up to them. What are you telling them for? It won't make any 
difference.

If fate rules the world, the idea of saving money is useless. Fate decides how 
much anyone saves. People understanding the merits of saving won't do any 
good.

But in real life we do have free will. People being educated about saving money 
or living peacefully makes a difference: people live and choose in accordance 
with their ideas. There is no external power governing their whole lives.

Some people say that the laws of physics rule our lives. But that's not true. The 
laws of physics allow for us to think, and they allow for our thoughts to have 
concrete effects on the world. The laws of physics let me decide to pick up a 
phone and then actually pick it up. They let my decisions matter.

Some people say that determinism takes away our choices. Or that block 
universes do. If our future is laid out in front of us, or is fully determined by the 
laws of physics, then, they say, we're powerless.

Determinism simply means that chance will never intervene. It guarantees my 
choices matter! It means I can't get unlucky.

Indeterminism wouldn't be a big deal either, as long as everyday actions had a 
high chance of working as expected. We don't need perfect determinism to allow 
rational planning, but it certainly doesn't hurt.

If the future is laid out in front of us already, in exactly the way it would happen if 
we lived through it and it was created one step at a time, then that does not 
matter. Exactly the same stuff happens as would happen if the future were not 
laid out in front of us.

The important thing is that our own ideas determine our future. And the laws of 
physics enable that. They are not our enemies. Our minds function according to 
the laws of physics. We use the laws of physics. We couldn't even exist without 



them.

Because our ideas matter, thinking about what ideas are better or worse matters 
too. Because my choices -- such as whether to phone Jack or not -- are 
determined by my ideas, my ideas matter. Especially moral ideas: ideas about 
which choices are good or bad.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Free Will
Date: November 18, 2011 at 8:14 AM

On Nov 17, 8:41 pm, Elliot Temple <c...@curi.us> wrote:
Free will is a commonsense idea which is, basically, true.

Yesterday I could have phoned my friend Jack. I didn't. I had a working phone. I 
had time, if I wanted. I had his phone number. There was nothing stopping me 
from doing it. It was within my power to phone him.

There were other things I could have done. I could have cooked a pasta dinner. 
I could have read any book on my bookshelf. I could have visited any public 
website I wanted, or put any search terms I wanted into Google. I had a very 
large number of things I could have done.

This describes the plain fact that people have choices. There isn't only one thing 
they are capable of doing. There are many, and they choose which to do.

Free will says more than that. It says people have choices and that those 
choices are "free": uncontrolled.

Those who deny that free will exists have argued that, given the
entire state of the universe (including the ideas in your head) 1
second before you "decided", the "decision" you made was the only
possible outcome.

And the entire state of the universe 1 second before that meant that
the only possible state of the universe 1 second before you "decided"
was the only possible state.

And so on for all the seconds of your life leading up to the
"decision".

This is what I think they mean when they say that free will is an
illusion.

They don't mean that ideas in your head don't matter, including moral
ideas. They just say that the ideas in your head, and which ones are
activated at a given moment, are caused by entirely physical factors



either inside your brain or in your external environment occurring
prior to the moment of "decision".

I don't see a flaw in that reasoning as far as it goes. Do you?  I
just don't find it complete/satisfactory.

It seems to me that perhaps the difference is one of perspective on
the word "free" and the implied meaning of "free will".

To an observer (either the actor, or a 3rd person), a decision is
"free" if the physical factors controlling it are either not apparent
or not sufficient to satisfactorily explain the decision.

Sitting in your house with a working phone and Jack's phone number,
it's not apparent to any observer what physical factor could have
caused you to phone Jack, or not. So that means the decision is "free"

It doesn't mean that the ideas in your head are not physical factors
at some lower level. It's just that "free will" is the best available
explanation for your action or inaction. What other explanation is
there? None that are satisfactory.

If your phone was not working, or you did not have Jack's number, the
decision not to phone Jack would not be "free" in the sense that the
factors controlling it would be apparent to either you or a 3rd party.
In that case we have a better explanation than "free will" for why you
did not phone Jack.

So "free will" in this sense regards an explanation for something that
a lower level explanation is either not available or not
satisfactory.

Even if we could analyze all the neural states in your head the second
before you phoned or didn't phone Jack, and agree that those states
exclusively determine whether or not you decided to call Jack, it
wouldn't be a satisfactory explanation in the way that "free will" is.

This seems different from the implied use of the word "free" to mean
that the outcome could have been different given the entire state of
the universe 1 second before.



Or do you disagree? Do you think that the outcome could have been
different given the entire state of the universe 1 second before the
"decision"?

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free Will
Date: November 18, 2011 at 11:05 AM

On Nov 18, 2011, at 5:14 AM, Jason wrote:

On Nov 17, 8:41 pm, Elliot Temple <c...@curi.us> wrote:
Free will is a commonsense idea which is, basically, true.

Yesterday I could have phoned my friend Jack. I didn't. I had a working phone. 
I had time, if I wanted. I had his phone number. There was nothing stopping 
me from doing it. It was within my power to phone him.

There were other things I could have done. I could have cooked a pasta 
dinner. I could have read any book on my bookshelf. I could have visited any 
public website I wanted, or put any search terms I wanted into Google. I had a 
very large number of things I could have done.

This describes the plain fact that people have choices. There isn't only one 
thing they are capable of doing. There are many, and they choose which to do.

Free will says more than that. It says people have choices and that those 
choices are "free": uncontrolled.

Those who deny that free will exists have argued that, given the
entire state of the universe (including the ideas in your head) 1
second before you "decided", the "decision" you made was the only
possible outcome.

That's not compatible with the multiverse (many outcomes happen!).

But what I think you're saying is that, due to the laws of physics, I can only act on 
my free will and nothing else -- physics doesn't allow for something else (what?) 
but forces free will on us. Where's the problem here?

And the entire state of the universe 1 second before that meant that
the only possible state of the universe 1 second before you "decided"



was the only possible state.

And so on for all the seconds of your life leading up to the
"decision".

This is what I think they mean when they say that free will is an
illusion.

Yet the explanation remains that I could eat soup or chili for lunch today, my 
choice which to reach for.

This explanation is important to many explanations in life and ways of thinking. 
It's a good explanation integrated with various other good explanations. 
Therefore, choice exists because anything our explanations say exist is what 
exists.

That doesn't mean it exists at the level of physics. But who cares? Free will 
advocates don't claim it's a law of physics in the first place; it's something else.

They don't mean that ideas in your head don't matter, including moral
ideas. They just say that the ideas in your head, and which ones are
activated at a given moment, are caused by entirely physical factors
either inside your brain or in your external environment occurring
prior to the moment of "decision".

I don't see a flaw in that reasoning as far as it goes. Do you?  I
just don't find it complete/satisfactory.

It's reductionist and disregards explanation. It doesn't solve some important 
philosophical problems and wants to remove existing solutions because of a 
reductionist attitude:

- lack of understanding of how they fit together with the laws of physics.

- plus being less fundamental than the laws of physics at the lowest levels

- equals reject them? no.



It seems to me that perhaps the difference is one of perspective on
the word "free" and the implied meaning of "free will".

To an observer (either the actor, or a 3rd person), a decision is
"free" if the physical factors controlling it are either not apparent
or not sufficient to satisfactorily explain the decision.

Sitting in your house with a working phone and Jack's phone number,
it's not apparent to any observer what physical factor could have
caused you to phone Jack, or not. So that means the decision is "free"

It doesn't mean that the ideas in your head are not physical factors
at some lower level. It's just that "free will" is the best available
explanation for your action or inaction. What other explanation is
there? None that are satisfactory.

Free means *your* choice, not chosen by God or anyone or anything else.

You *are* your ideas -- people are, for most intents and purposes, bundles of 
ideas -- so saying the ideas choose is not a denial of free will, but the only thing 
that would work. if something other than your ideas was choosing in general, then 
there'd be a problem.

If your phone was not working, or you did not have Jack's number, the
decision not to phone Jack would not be "free" in the sense that the
factors controlling it would be apparent to either you or a 3rd party.

you'd still have a free choice of what to do, it'd just be for a constrained situation.

those constrained situations can be short on political freedom, but they aren't 
relevant to whether free will exists at all. even being in jail doesn't deprive one of 
free will for what to do in his cell. it can't stop one from making some choices 
himself.

In that case we have a better explanation than "free will" for why you
did not phone Jack.

yes, but free will is the explanation for the thing he does choose to do, over the 



many alternatives he did have available.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free Will (Was Re: Chapter 5 notes)
Date: November 18, 2011 at 11:32 AM

On Nov 7, 2011, at 2:54 PM, Jason wrote:

On Nov 4, 11:04 am, Elliot Temple <c...@curi.us> wrote:
On Nov 1, 2011, at 9:44 AM, Jason wrote:

Does free will solve any problems beyond the
ones I mentioned above?

The most important issue that free will addresses is that it plays a role in moral 
theory.

For morality to exist it needs free will, or a similar concept.

Since free will figures into one of our good explanations, helping solve some 
problems, it therefore exists.

The issue is that morality is about which decisions people *should* make, and 
why. This relies on their ability to make decisions. If they had no choice in the 
matter, no "free will", then there'd be no purpose to moral ideas since they 
couldn't help people with anything -- people would never have the option to 
choose to listen to some moral advice or not, choose to adopt a particular 
lifestyle or not, etc...

Our understanding of morality and moral explanations rely on the existence of 
choices like this -- sinners can choose to reform or choose not to reform, 
people can choose to give into temptation or not, and so on. And this also 
underlies concepts like moral responsibility.

Take away free will and you make a mess of these important ideas. It's solving 
the problem of providing a component they need.

I wonder what your take is on Paul Zak and his claim that oxytocin
explains some of morality:
http://www.ted.com/talks/paul_zak_trust_morality_and_oxytocin.html

http://www.ted.com/talks/paul_zak_trust_morality_and_oxytocin.html


I don't want to watch something like that.

I'm guessing this makes me and Paul even, since he doesn't want to read and 
discuss something like Szasz's _Ceremonial Chemistry_. (If you're skeptical, 
invite him here to discuss it and see what he says. If he joins I will watch the 
video to discuss it too.)

At first blush this seems like a good explanation. Zak *seems* to be
demonstrating that significant, morally relevant behaviors are driven
by a chemical rather than by ideas. He *seems* to be aware of and
controlling for the correlation-causation fallacy.

How can it be controlled for? I think it has to be avoided outright, not mitigated.

I don't think oxytocin explains all of morality.

It explains none of morality. It does not tell us what is a good or bad life. It doesn't 
address the moral question of *how to live*.

Even if it somehow controlled people, that would not tell us what is a good or bad 
life. And by implication that's not telling us, for example, whether we should strive 
to make technology to get rid of oxytocin or not.

"Oxytocin drives behavior" type ideas are attempts to explain *what people do*, 
not what people *should* do. Rather than addressing moral philosophy they are 
avoiding it.

What these people usually say is something like, "This explains people's 
behaviors which we may regard as moral, but actually they are caused by this 
chemical so morality is a myth and people shouldn't get moral credit for their 
chemical-driven actions". But with decreasing clarity as one gets towards the end 
of that statement. They may regard this as addressing and explaining the issue of 
morality, but it does not engage with, let alone solve, the problems in moral 
philosophy (e.g. what is a good life?).

And despite some
rather grandiose posturing at the beginning of his talk, I don't think
Zak is actually claiming that either, at least not in this TED talk.

The question that comes to mind in context of BoI and Paul Zak, is



free will a better or worse explanation for trustworthy behaviors than
Zak's oxytocin explanation?

Free will is not our explanation of trustworthy behaviors. Our explanation of that, 
in many cases, would be knowledge: people have knowledge of why to behave 
that way instead of another way.

Knowledge (ideas) is the dominant factor in people's decision making in general, 
not chemicals.

But how can ideas be relevant to decisions? That requires:

1) decisions aren't controlled by God, fate, etc...  (this is the "free" part)

2) decisions exist at all  (this is "choice", a prerequisite for morality to exist at all)

3) decisions can be made by my ideas (my "will")

Do decisions exist? Yes, as in the example of I could eat chili or soup for lunch 
today.

No amount of reductionism, determinism or oxytocin prevents this idea from 
making sense and needing to be addressed not ignored.

It seems to me that oxytocin is more
specific and harder to vary. It has reach - it explains some
evolutionary history, some of the differences between animal species,
as well as human moral behavior.

explaining "human moral behavior" -- behavior to which humans attribute a moral 
purpose -- is completely different from addressing moral problems like what is a 
good life.

and explaining human behavior as due to things other than ideas/knowledge is, in 
general, false. BoI takes on this issue in regard to Jared Diamond. the same sort 
of ideas and approach apply to oxytocin too.



The oxytocin explanation is not completely incompatible with free
will, just as biological evolution is not completely incompatible with
the existence of a "God of the gaps" that explains other things we
haven't yet otherwise explained. But like Darwin's explanation does
regarding God, the oxytocin explanation (and similar deterministic
explanations for moral behavior) leads me to wonder if free will might
be a similar (and similarly dangerous?) euphamism for "whatever we
haven't explained yet"?

The main part of the free will idea that, prima facie, looks like magical thinking 
to me is the *justification* for it. That's not a huge surprise: since justification is 
impossible, it'd be hard to come up with a rational justification!

The rest tells us things like people don't have to be murders, they can choose 
not to be, they have the option to be priests or farmers or whatever instead, 
and if they hear the 10 commandments and say "I have no choice but to 
disobey, I can't help it" they are mistaken. If people get angry, they can still 
restrain themselves, and are responsible for doing so. And more. I don't see 
the magic to this.

To get at these using oxytocin we would have to do a better job than
Zak does at explaining how oxytocin gets produced or not produced in
an individual. But it's not clear to me that any such explanations
would necessarily involve choice, though they would seem to involve
memes in at least some cases. Borrowing from the idea of memes:
perhaps people will be murderers or not depending on whether the meme
"I can choose" or the meme "I can't help it" has successfully
propagated to their brain. In that sense, wouldn't free will be a
beneficial, though false, meme?

Once upon a time, William Godwin pointed out that people having sex, in the heat 
of passion, will stop if something they regard as more important comes up.

This is as true today as it was then. But many of today's thinkers ignore it and 
ignore Godwin.

It's hard to imagine it was an original idea, though he might have been the first 
*philosopher* to explain it well. It borders on common sense. Many people have 
experienced having sex then stopping because something came up, and they 



must know that they can and do stop (not always for all interruptions, just for the 
ones they regard as important enough.)

Some people will get confused because they *say* they regard something as 
more important than sex but don't stop for it. But there have to have been many 
people without such confusion, who are more in tune with their own values, who 
have known this.

A lot of modern intellectuals have lost touch with common sense (as well as with 
most of the history of good philosophy). And they seem to often manage to 
overlook events that have happened thousands of times, and are well known.

This refutes the notion that drugs like oxytocin or whatever is involved in sex 
actually *control* people. We control ourselves by our preferences. When we 
prefer sex or oxytocin-producing-behaviors we do those. When we don't, we 
don't. It's all a matter of our values.

And which values are good to have? Well, that's where moral philosophy comes 
in.

Changing one's values is not trivial but is possible. And this is, again, very well 
known: sometimes people change religions, change political parties, or otherwise 
change their values substantially. This, again, is well known. (Not all converts 
change their values. Sometimes a political party changes while they stay the 
same, or they discover disagreements that existed all along. But sometimes, 
often, the convert does change his values.)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Weighing Choices
Date: November 18, 2011 at 11:36 AM

On Nov 10, 2011, at 1:05 PM, Jason wrote:

On Nov 9, 3:20 pm, David Deutsch <david.deut...@qubit.org> wrote:
Yes. For example, when deciding between different vendors of the 'same' item, 
one might settle upon the explanation that price is the right criterion (having 
already settled upon explanations saying that there is nothing to choose 
between the vendors in terms of reliability, delivery speed, after-sales service 
etc).

However, having decided upon the right vendor by that combination of criteria 
(i.e. having settled upon that explanation of which vendor is the right one) the 
winner is the outright winner. The other explanations are refuted, not 99% 
refuted, nor outweighed by the winner's superior justification.

This sounds like splitting linguistic hairs. I've never viewed the
idea of "weighing choices" in a way where the factors being weighed,
or how much weight each factor is given, are immune to criticism. And
when the weighing is done, a single act is undertaken not partial acts
based on the weights.

Using the example of vendors, what is the actual difference between
saying to oneself:
"I weigh the (criticizable) factors of price, reliability, speed, and
service in choosing a vendor.

What units are the weights measured in? And how are they combined into a 
grand total?

To deal with such things -- reconciling various factors -- one needs a good 
explanation, not a scale.

I have a (criticizable) explanation for
why all these factors are important to me in the (criticizable)
proportion that I weigh them. I assign these factors a (criticisable)



score for each vendor, multiply by the weight, and when I'm as
satisfied as I can be with the factors, weights, and scores then I
purchase from the vendor with the highest total score."

versus

"I have an explanation for why the best criteria for purchasing is to
consider price, reliability, speed, and service, assign an importance
to each one, assign a score to each one for each vendor which is
multiplied by the importance of that factor, and then purchase from
the vendor with the highest total score. After thorough criticism,
when I am as confident in this process as I can be, then I use it to
determine which vendor I purchase from."

They seem to me like two ways of saying the same thing.

What one needs to do is conjecture which vendor is best and criticize that 
conjecture and continue the process of knowledge creation until reaching a single 
answer and not having further criticism.

This requires figuring out the right way to think about various factors, not a way of 
compromising between them.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Free Will
Date: November 19, 2011 at 8:36 AM

2011/11/18 Elliot Temple <curi@curi.us>

Free will is a commonsense idea which is, basically, true.

Yesterday I could have phoned my friend Jack. I didn't. I had a working
phone. I had time, if I wanted. I had his phone number. There was nothing
stopping me from doing it. It was within my power to phone him.

There were other things I could have done. I could have cooked a pasta
dinner. I could have read any book on my bookshelf. I could have visited
any public website I wanted, or put any search terms I wanted into Google.
I had a very large number of things I could have done.

This describes the plain fact that people have choices. There isn't only
one thing they are capable of doing. There are many, and they choose which
to do.

Free will says more than that. It says people have choices and that those
choices are "free": uncontrolled.

If our choices are controlled by fate or by God's plan, then that's not
free will. Fate or God chooses which books I read or don't read, not me.
It's only free will if I am the one doing the choosing.

What does it mean for me to choose? It means that my mind chooses. It
means my ideas are what matters. If my ideas determine which result I get
-- if I get what I decide I want -- then I have chosen. If I decided to
read a book but then went skydiving instead, because fate wanted me to,
then I did not choose.

You seem to be saying that free will basically means that your ideas
determine what you will do.

Choosing something means acting on your ideas.



Having another choice basically means "I would have acted in that way, if
my ideas were different".

Is this ok?

Does my computer have free will as well?

Its programming determines what it will do. It does (chooses) what its
programming tells it to do. And it had other choices - which it would
follow, if it had different programming.

-- 
Matjaž Leonardis



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Directing Creativity
Date: November 19, 2011 at 11:27 PM

Problems are inevitable. Problems are soluble.

We'll always have problems. But we can deal with them.

Some people get discouraged. They fail to solve problems. They even claim it 
(sometimes) can't be done.

When can't it be done? What is the principle determining which problems are 
soluble or not? They haven't thought about that a great deal.

Their principle is this: if it seems really hard to them, they give up. And if they give 
up, they say it's impossible. If it is impossible, then it's not their fault for failing 
since no one could have succeeded.

A common example is parents failing to solve problems with their children. They 
give up on truth seeking and declare things like, "My child just won't listen".

They say cooperating with children is unreasonable; there is no way to satisfy 
children; and it's not their fault but only the children's fault.

People get stuck on small issues with children. It's not just the most difficult 
problems that go wrong. A portion of the little things go wrong too. Sometimes 
badly wrong.

Parents will chronically fight with their children about what food they eat, what 
clothes they wear, who their friends are, how much homework they do, whether 
they play a musical instrument, who they date, and so on. Any mundane part of 
life can become a source of fighting, unsolved problems, and suffering.

Why do people fail to solve problems? What are mistakes they make which we 
can look out for and avoid?

An important thing to consider is what the goals are for everyone involved. What 
are they trying to accomplish?

Solving problems requires thinking. One must use his mind to solve the problem. 
Without creative thought, the problem won't get solved. So we must consider: 



where is creativity being directed? What is creative thought being used for?

Consider vegetables. There is a truth of the matter about the attitude to eating. 
It's in everyone's interest to figure out this truth and use it to help them make 
better decisions. People should cooperate.

When food goes wrong, it's often because the parents are not using their 
creativity to solve the problem by finding out what the truth is and doing that. 
They have a different idea of what the problem is. They are trying to solve a 
different problem than the child is, and that's why they can't agree.

The problem the parent is trying to solve is: "How do I make my child eat 
vegetables?"

The parent's problem has built in assumptions which are the cause of the fighting. 
The parent's creativity isn't going towards figuring out whether he's right that the 
child should eat these vegetables, but towards how to control his child's life.

Whenever a parent complains that his child "doesn't listen" he is revealing where 
he is directing his creative thought: to making his child "listen" (obey). That is why 
their problems don't get solved. It's because the parent isn't trying to solve the 
problem but simply to enforce obedience.

The parent wants the child to do what he says. He calls that listening but it is 
identical to obeying. The parent's problem he has trouble solving is how to get 
obedience.

That's a completely different thing than parent and child failing to cooperatively 
solve the problem of figuring out what foods are good to eat, when.

The fighting is caused by the parent disregarding the child's wishes. The fighting 
is caused by putting all his effort into achieving a goal his child does not want. No 
attempt is being made to find a real solution: a way of life which is good for 
everyone.

Problems only get solved when people direct their creative thought towards 
solving those problems. When people try instead try to solve conflicting problems, 
such as one person wants to be happy and the other wants the first person to 
obey, then of course they can't cooperate to find a solution and only end up 
fighting.



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Directing Creativity
Date: November 20, 2011 at 12:59 AM

On 19 Nov 2011, at 20:27, Elliot Temple <curi@curi.us> wrote:

They say cooperating with children is unreasonable; there is no way to satisfy 
children; and it's not their fault but only the children's fault.

It is also fairly common for the parent to think that the child is
making this mistake (being "unreasonable") because of the parent's
failure to bring them up properly.

This makes the parent unhappy, and also contributes to them trying to
solve the problem by forcing a change in the child's position, rather
than considering other solutions - because they think they are in
control of what the child thinks.

An important thing to consider is what the goals are for everyone involved. What 
are they trying to accomplish?

Solving problems requires thinking. One must use his mind to solve the 
problem. Without creative thought, the problem won't get solved. So we must 
consider: where is creativity being directed? What is creative thought being 
used for?

Sometimes people object to the idea that problems are soluble because
there are certain things we call "problems" that we believe we have
proven insoluble - for example, the halting problem. This is insoluble
according to the laws of physics.

Does this refute the idea that every problem is soluble? Or is this a
subtly different meaning of "problem?"

In either case, we are never (outside of an academic context) trying
to solve the halting problem for its own sake: we must ask what we are
really trying to accomplish. It might be something like "I want to
ensure my system is continuing to process data," and if we direct our
creativity at that problem, there are solutions that don't require
solving the halting problem (e.g. detecting when no new data has been



output for X minutes).

- Richard

-- 



From: Manolis.A.C. <manolis.a.c@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Free Will
Date: November 20, 2011 at 3:22 AM

On 19 Nov 2011, at 15:36, Matjaž Leonardis <sidranoel.zajtam@gmail.com> 
wrote:

2011/11/18 Elliot Temple <curi@curi.us>
Free will is a commonsense idea which is, basically, true.

Yesterday I could have phoned my friend Jack. I didn't. I had a working phone. I 
had time, if I wanted. I had his phone number. There was nothing stopping me 
from doing it. It was within my power to phone him.

There were other things I could have done. I could have cooked a pasta dinner. 
I could have read any book on my bookshelf. I could have visited any public 
website I wanted, or put any search terms I wanted into Google. I had a very 
large number of things I could have done.

This describes the plain fact that people have choices. There isn't only one thing 
they are capable of doing. There are many, and they choose which to do.

Free will says more than that. It says people have choices and that those 
choices are "free": uncontrolled.

If our choices are controlled by fate or by God's plan, then that's not free will. 
Fate or God chooses which books I read or don't read, not me. It's only free will 
if I am the one doing the choosing.

What does it mean for me to choose? It means that my mind chooses. It means 
my ideas are what matters. If my ideas determine which result I get -- if I get 
what I decide I want -- then I have chosen. If I decided to read a book but then 
went skydiving instead, because fate wanted me to, then I did not choose.

You seem to be saying that free will basically means that your ideas determine 
what you will do.

Choosing something means acting on your ideas.



I would agree here. You can't have free will without determinism. If what I decide 
doesn't matter because results are random anyway then that can hardly be called 
free will free will. Funnily enough, people that have no trouble accepting can't 
seem to accept the inverse order of this syllogism, namely that there were 
definitive thought processes, neuron firings, choice weighings etc. that 
determined whether I lifted my cup of copy or not.

In terms of morality, I take a more fine-grained view. The decider is definitely the 
person *most* morally responsible for his actions, but he is *never* 100% 
responsible, since there are necessarily other people that hold a degree of 
responsibility. e.g. My mother is probably +/- 10% responsible eerytime I greet a 
lerson politely (because she planted the seed for that meme in me) and she also 
could be +/- 0.1% responsible for the fact that I have a terrible temper since she 
didn't do a that was in her power to successfully solve the problem of hanging out 
with the wrong kind of people. Her 0.1% responsibility is *necessarilly* subtracted 
from my 100%. Hence., I can never be *totally* responsible.

Having another choice basically means "I would have acted in that way, if my 
ideas were different".

Is this ok?

Does my computer have free will as well?

I think so, yes. It might currently have the free will of a newborn (that is basically 
just acting out on its genetic programming) but given sufficient complexity, your 
computer would have exactly the amount of free will that you have.

What really puzzles me in this free will/consciousness topic is how DD almost 
turns a blind eye to some watertight arguments and basically believes there is 
something more (e.g. Qualia). I'm sure there's a reason he doesn't fall into the 
reductionist camp quite so easily, but I haven't seen him provide any compelling 
explanations about it...



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Reductionism (was: Free Will)
Date: November 20, 2011 at 11:35 AM

On Nov 20, 2011, at 12:22 AM, Manolis.A.C. wrote:

What really puzzles me in this free will/consciousness topic is how DD almost 
turns a blind eye to some watertight arguments and basically believes there is 
something more (e.g. Qualia).

What watertight arguments for what conclusions?

I'm sure there's a reason he doesn't fall into the reductionist camp quite so 
easily, but I haven't seen him provide any compelling explanations about it...

DD addresses reductionism in _The Fabric of Reality_ chapter 1. And a lot of 
other places, check out the index. Then in BoI it's in the index a bunch, though 
less, perhaps because he felt he had already said what he wanted about the topic 
(BoI pp 109-110 gives a lengthy quote from FoR about it).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Responsibility (was: Free Will)
Date: November 20, 2011 at 11:47 AM

On Nov 20, 2011, at 12:22 AM, Manolis.A.C. wrote:

On 19 Nov 2011, at 15:36, Matjaž Leonardis <sidranoel.zajtam@gmail.com> 
wrote:

2011/11/18 Elliot Temple <curi@curi.us>
Free will is a commonsense idea which is, basically, true.

Yesterday I could have phoned my friend Jack. I didn't. I had a working phone. 
I had time, if I wanted. I had his phone number. There was nothing stopping 
me from doing it. It was within my power to phone him.

There were other things I could have done. I could have cooked a pasta 
dinner. I could have read any book on my bookshelf. I could have visited any 
public website I wanted, or put any search terms I wanted into Google. I had a 
very large number of things I could have done.

This describes the plain fact that people have choices. There isn't only one 
thing they are capable of doing. There are many, and they choose which to do.

Free will says more than that. It says people have choices and that those 
choices are "free": uncontrolled.

If our choices are controlled by fate or by God's plan, then that's not free will. 
Fate or God chooses which books I read or don't read, not me. It's only free 
will if I am the one doing the choosing.

What does it mean for me to choose? It means that my mind chooses. It 
means my ideas are what matters. If my ideas determine which result I get -- if 
I get what I decide I want -- then I have chosen. If I decided to read a book but 
then went skydiving instead, because fate wanted me to, then I did not choose.

You seem to be saying that free will basically means that your ideas determine 
what you will do.



Choosing something means acting on your ideas.

I would agree here. You can't have free will without determinism. If what I decide 
doesn't matter because results are random anyway then that can hardly be 
called free will free will. Funnily enough, people that have no trouble accepting 
can't seem to accept the inverse order of this syllogism, namely that there were 
definitive thought processes, neuron firings, choice weighings etc. that 
determined whether I lifted my cup of copy or not.

In terms of morality, I take a more fine-grained view. The decider is definitely the 
person *most* morally responsible for his actions, but he is *never* 100% 
responsible, since there are necessarily other people that hold a degree of 
responsibility. e.g. My mother is probably +/- 10% responsible eerytime I greet a 
lerson politely (because she planted the seed for that meme in me) and she also 
could be +/- 0.1% responsible for the fact that I have a terrible temper since she 
didn't do a that was in her power to successfully solve the problem of hanging 
out with the wrong kind of people. Her 0.1% responsibility is *necessarilly* 
subtracted from my 100%. Hence., I can never be *totally* responsible.

I agree that responsibility for things is often shared in some ways.

I don't think percentage is the best way to think about shares of responsibility, 
though it can work for quick and rough statements. What's more enlightening can 
be explanations.

I would have guessed more like 25% for the temper, and 1% for the politeness, 
not the other way around. That's with no personal knowledge, just the more 
common thing in our culture. (Please don't reply with personal evidence to the 
contrary, I just want to analyze the general case.)

Temper is a common meme which parents pass on, and which people in general 
don't know how to get rid of even if they try. It's an old meme that, as far as I 
know, has remained pretty much the same for over 2000 years and presumably 
much longer.

Politeness is a social convention and its rules have changed a lot at different 
times and places within recorded history. It's not so deeply ingrained. People can 
and do choose to reject politeness without very much difficulty (for example, 
townies and ganstas).



Anger management classes are notoriously not very effective (no, hitting pillows 
is not a good way to change ideas) but there are readily available *effective* 
ways to become less polite such as becoming a fan of South Park or making 
friends with goths, MMA fighters, or Occupy protestors. There are lots of non-
polite groups one can join if one wants to change that feature of himself.

So, the way I see it, being polite is more of a choice because one has plenty of 
opportunities to change it, and it's much easier to change, while having a temper 
is less of a choice because one has fewer opportunities to change it, and it's 
much harder to change.

The more I have the choice to change something, the less my pre-existing ideas 
about it are important because if I'm dissatisfied I'm not stuck with them. And 
parents only have much responsibility for those pre-existing ideas from childhood. 
On the other hand, with anger, one's pre-existing ideas -- the ones created in 
childhood which parents have substantial responsibility for -- commonly last one's 
entire life, even if one partially doesn't want them to.

Anger can, however, be changed: http://fallibleideas.com/emotions

-- Elliot Temple
http://curi.us/

http://fallibleideas.com/emotions
http://curi.us/


From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] Chapter 6 notes
Date: November 20, 2011 at 8:01 PM

The jump to universality is a beginning of infinity
     -when an evolving system suddenly achieves a large increase in functionality -
- extending its reach to become universal in a certain area

Reach always has an explanation -- there must be an underlying regularity
   e.g. The alphabet is universal for writing any spoken word. The underlying 
regularity is that all words are created from a limited set of elementary sounds.

Advantages of a universal system achieved through a set of rules vs. a 
completed list (e.g. Rules for using the alphabet to write words vs. a list of all 
words)
-rules can be much simpler than lists
-rules contain knowledge about the underlying regularities, a list does not
-rules can be used for further innovation in the system, which is unpredictable

It is with the Enlightenment that universality began to be seen as desirable. 
Before that, people didn't seem to be looking beyond the specific problems they 
were attempting to solve, so universality, when it happened, did so 
unintentionally.

Abstract information in our minds is like programs in a computer -- we encode the 
programs in our brains (such as the rules for the Roman numeral system), and 
then the program instructs us in how to use it. The abstract information causes 
itself to be copied from mind to mind -- in the case of the Roman numeral system, 
by being useful to its user, so the user will pass it on to others, and the knowledge 
will survive.

Only one known form of universality was not created by human beings -- DNA.

Error correction is a beginning of infinity. Without it, knowledge creation is limited 
and can't continue to make progress.

Digital computers can be universal, because digital systems allow for error 
correction.  
Analogue computers cannot be universal, because analogue systems eventually 
reach a limit at which the accumulated errors render the results useless.



A universal system recognizes that there will be errors (problems are inevitable), 
but corrects them once they occur (problems are soluble). All universal systems 
must be digital. 

The most significant form of universality is that of people -- universal explainers, 
and therefore universal constructors.

-Kristen



From: Elliot Temple <curi@curi.us>
Subject: [BoI] TCS, ARR, and How To Learn
Date: November 21, 2011 at 12:31 PM

http://curi.us/1540-taking-children-seriously

http://curi.us/1539-autonomy-respecting-relationships

http://curi.us/1541-how-to-create-knowledge

What do you think?

-- Elliot Temple
http://elliottemple.com/

-- 

http://curi.us/1540-taking-children-seriously
http://curi.us/1539-autonomy-respecting-relationships
http://curi.us/1541-how-to-create-knowledge
http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Why do people hate pleasure?
Date: November 22, 2011 at 4:34 PM

On 16 Nov 2011, at 22:18, Elliot Temple wrote:

http://www.paulgraham.com/selfindulgence.html

If I spent a whole day watching TV I'd feel like I was descending into perdition.

With time, as with money, avoiding pleasure is no longer enough to protect 
you.

Why do people hate pleasure?

Parents and teachers tell a child that things he likes are bad and punish him for 
doing things he like. In addition, they will often turn anything a child likes into a 
horrible and boring chore by coercing him into doing it at times not of his 
choosing. Children often explain this by deciding that things they like actually are 
bad. Some people feel some conflict about this idea, but they have lots of 
coercive memes they don't know about and don't think of as coercive and so end 
up enacting the ritual of coercing a child into doing things he might otherwise like.

One example of a relevant coercive meme is the idea that if a child likes X he 
should join a club that does X and have somebody lecture him on how to do X 
better. And if the child leaves the club then he doesn't like X and he's a 
disappointment because he doesn't get on well with other children.

Alan

http://www.paulgraham.com/selfindulgence.html


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Responsibility (was: Free Will)
Date: November 23, 2011 at 6:40 PM

On 20 Nov 2011, at 16:47, Elliot Temple wrote:

On Nov 20, 2011, at 12:22 AM, Manolis.A.C. wrote:

On 19 Nov 2011, at 15:36, Matjaž Leonardis <sidranoel.zajtam@gmail.com> 
wrote:

2011/11/18 Elliot Temple <curi@curi.us>
Free will is a commonsense idea which is, basically, true.

Yesterday I could have phoned my friend Jack. I didn't. I had a working 
phone. I had time, if I wanted. I had his phone number. There was nothing 
stopping me from doing it. It was within my power to phone him.

There were other things I could have done. I could have cooked a pasta 
dinner. I could have read any book on my bookshelf. I could have visited any 
public website I wanted, or put any search terms I wanted into Google. I had 
a very large number of things I could have done.

This describes the plain fact that people have choices. There isn't only one 
thing they are capable of doing. There are many, and they choose which to 
do.

Free will says more than that. It says people have choices and that those 
choices are "free": uncontrolled.

If our choices are controlled by fate or by God's plan, then that's not free will. 
Fate or God chooses which books I read or don't read, not me. It's only free 
will if I am the one doing the choosing.

What does it mean for me to choose? It means that my mind chooses. It 
means my ideas are what matters. If my ideas determine which result I get -- 
if I get what I decide I want -- then I have chosen. If I decided to read a book 



but then went skydiving instead, because fate wanted me to, then I did not 
choose.

You seem to be saying that free will basically means that your ideas 
determine what you will do.

Choosing something means acting on your ideas.

I would agree here. You can't have free will without determinism. If what I 
decide doesn't matter because results are random anyway then that can hardly 
be called free will free will. Funnily enough, people that have no trouble 
accepting can't seem to accept the inverse order of this syllogism, namely that 
there were definitive thought processes, neuron firings, choice weighings etc. 
that determined whether I lifted my cup of copy or not.

In terms of morality, I take a more fine-grained view. The decider is definitely 
the person *most* morally responsible for his actions, but he is *never* 100% 
responsible, since there are necessarily other people that hold a degree of 
responsibility. e.g. My mother is probably +/- 10% responsible eerytime I greet 
a lerson politely (because she planted the seed for that meme in me) and she 
also could be +/- 0.1% responsible for the fact that I have a terrible temper 
since she didn't do a that was in her power to successfully solve the problem of 
hanging out with the wrong kind of people. Her 0.1% responsibility is 
*necessarilly* subtracted from my 100%. Hence., I can never be *totally* 
responsible.

I agree that responsibility for things is often shared in some ways.

I don't think percentage is the best way to think about shares of responsibility, 
though it can work for quick and rough statements. What's more enlightening 
can be explanations.

I would have guessed more like 25% for the temper, and 1% for the politeness, 
not the other way around. That's with no personal knowledge, just the more 
common thing in our culture. (Please don't reply with personal evidence to the 
contrary, I just want to analyze the general case.)

Temper is a common meme which parents pass on, and which people in 
general don't know how to get rid of even if they try. It's an old meme that, as far 
as I know, has remained pretty much the same for over 2000 years and 



presumably much longer.

Politeness is a social convention and its rules have changed a lot at different 
times and places within recorded history. It's not so deeply ingrained. People 
can and do choose to reject politeness without very much difficulty (for example, 
townies and ganstas).

Anger management classes are notoriously not very effective (no, hitting pillows 
is not a good way to change ideas) but there are readily available *effective* 
ways to become less polite such as becoming a fan of South Park or making 
friends with goths, MMA fighters, or Occupy protestors. There are lots of non-
polite groups one can join if one wants to change that feature of himself.

So, the way I see it, being polite is more of a choice because one has plenty of 
opportunities to change it, and it's much easier to change, while having a temper 
is less of a choice because one has fewer opportunities to change it, and it's 
much harder to change.

The more I have the choice to change something, the less my pre-existing ideas 
about it are important because if I'm dissatisfied I'm not stuck with them. And 
parents only have much responsibility for those pre-existing ideas from 
childhood. On the other hand, with anger, one's pre-existing ideas -- the ones 
created in childhood which parents have substantial responsibility for -- 
commonly last one's entire life, even if one partially doesn't want them to.

Anger can, however, be changed: http://fallibleideas.com/emotions

It seems to me that this idea that your parents ideas partly stick around for the 
rest of your life seems on the face of it to contradict your ideas about emotions as 
stated in the emotions essay.

Why do ideas from easily childhood manage to survive? One explanation is that 
many of your later ideas are adapted to fit in with those early ideas. When you're 
five years old, it's kinda difficult to tell your parents that they're full of crap if you're 
going to get punished for it, and if you don't know how to spot crap, you may not 
even know that it's crap. By the time you can safely clean out the crap you have a 
lot of it.

However, you don't have to clean out all the crap at the same time. You can do it 

http://fallibleideas.com/emotions


piecemeal. For example, let's suppose that when you get stuck on a maths 
problem, you start to feel very angry and you scream and shout and jump around 
and throw a pen against the wall or whatever. The first thing to notice is it doesn't 
happen immediately. You start to feel a little bit annoyed long before you start 
screaming that the fucking matrices are just asking to get their abstractions 
kicked in. So when you start getting a little bit annoyed you stop and ask why. It 
might be that you think you made a mistake early in the calculation and now you 
have to go back and start again. It might be that in the past when you tried to do 
that in an exam or whatever it resulted in you failing. Your solution was to feel like 
crap for a while and that would drive you to practise solving that kind of problem 
till you could do it blindfolded. But you don't have to do exams anymore, and the 
kind of thing you do in real life isn't the same as what you do in exams. You can't 
do it in anger and self loathing because those things stunt creativity. If you beat 
yourself up for not doing stuff other people tell you to do, then you won't solve the 
problem if their ideas are wrong, and they often are. So the thing that your anger 
might have helped you avoid in the past isn't there anymore.

And maybe you'll notice something similar happening with some other problems. 
You hear a little warning bell that something is going wrong, feeling angry or sad, 
say, but you ignore it and continue when what you ought to do is stop and think 
about the warning. And why do you do that? Because you weren't allowed to stop 
and think about the warnings when you were a child and you developed habits 
around not doing that. You had to fix problems before anybody else found out 
about them. So you can start with small stuff and move in the direction of fixing 
problems with greater reach.

You already have some ideas with great reach like all problems being solvable 
and stuff like that, but those ideas are at a higher level of abstraction and don't 
directly solve the problems you have in everyday life. Rather those high level 
ideas help you to realise that the lower level things are fixable and so help you 
look out for the lower level stuff and criticise it in a new way rather than just 
thinking that is sucks in an unfocused way.

You might always have some junk in the trunk, but thinking about the junk in 
isolation from other stuff is a mistake: you should think "Gosh, I have a great 
trunk, I should get some awesome stuff and put in the trunk." Then you'll have a 
specific place to start with cleaning out the junk: you clean out what's in the way 
as far as your specific problem is concerned.

Alan



From: Seth Appel <seth.appel@gmail.com>
Subject: [BoI] 'Magic' in Copenhagen and in Multiverse
Date: November 23, 2011 at 8:37 PM

Let me start by apologizing to this forum for the simple language of
my question.  I am very uneducated in regards to science in general
and physics in particular but I am trying my hardest to understand the
thoughts of DD's books.  This is a really mickey mouse question
relative to the other stuff I see here.  (Sorry!) But gratitude in
advance for anyone taking a couple of minutes to assist me.

Here goes:  I am using the term 'magic' to refer to that portion of a
theory where people say 'and something just happens!' as in something
magical just happens beyond our comprehension.

From what I read there really is an acceptance of a magical step in
the Copenhagen perspective.  Matter is all over the place when no one
is looking - and when someone tries to observe the individual
components something 'magic' happens and everything just pops into
place at the right time.

The multiverse perspective seems to avoid this reliance on this
magical step by saying "No matter realigns or moves at all when you
look at it, it's just that you are only seeing one slice of the
existing material."

Do I have this right?  If so, this seems to indicate that the
fantastical mutliverse perspective is actually far more rational than
the Copenhagen view.

But here is my problem:  The multiverse also contains a serious step
of magic as well namely:  How do I 'know' to pick a discrete slab of
matter that actually makes a coherent operating reality?  How is all
of this orchestrated?  Wouldn't it make more sense that I perceive /
select matter on all sorts of levels and that in the end I would just
boil down into a senseless jumble of various random components?  What
actually divides the various universes in an organized fashion that
allows them to function?

Again, sorry for the simpleton question.



Seth

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] 'Magic' in Copenhagen and in Multiverse
Date: November 23, 2011 at 9:32 PM

On Nov 23, 2011, at 5:37 PM, Seth Appel wrote:

Let me start by apologizing to this forum for the simple language of
my question.

Simple language is the best type because it promotes clarity and avoids appeal to 
authority (which can be done in subtle ways e.g. with pretentious writing style)

I am very uneducated in regards to science in general
and physics in particular but I am trying my hardest to understand the
thoughts of DD's books.  This is a really mickey mouse question
relative to the other stuff I see here.  (Sorry!) But gratitude in
advance for anyone taking a couple of minutes to assist me.

Here goes:  I am using the term 'magic' to refer to that portion of a
theory where people say 'and something just happens!' as in something
magical just happens beyond our comprehension.

From what I read there really is an acceptance of a magical step in
the Copenhagen perspective.

I agree.

Matter is all over the place when no one
is looking - and when someone tries to observe the individual
components something 'magic' happens and everything just pops into
place at the right time.

The multiverse perspective seems to avoid this reliance on this
magical step by saying "No matter realigns or moves at all when you
look at it, it's just that you are only seeing one slice of the
existing material."

Do I have this right?

Yes. Copenhagen magically gets rid of other universes whenever they aren't 



needed for making predictions, and brings them back when they are needed to 
avoid being wrong experimentally but also to get rid of as much of the multiverse 
as they can.

If so, this seems to indicate that the
fantastical mutliverse perspective is actually far more rational than
the Copenhagen view.

But here is my problem:  The multiverse also contains a serious step
of magic as well namely:  How do I 'know' to pick a discrete slab of
matter that actually makes a coherent operating reality?  How is all
of this orchestrated?

This is a good question which you should be proud of.

 Wouldn't it make more sense that I perceive /
select matter on all sorts of levels and that in the end I would just
boil down into a senseless jumble of various random components?  What
actually divides the various universes in an organized fashion that
allows them to function?

It's not a matter of making sense in terms of our intuition. It's about coming up 
with good explanations compatible with experiment.

The way the laws of physics are is that not everything is able to interact with 
everything else. Things become "decoherent" which is a physics term for not 
being able to effect each other.

You might find David's first book helpful, _The Fabric of Reality_, chapter 2. It 
explains an experiment in which you shine a light on a screen with holes, onto 
another screen behind it to view it. So you see a pattern of light that has gone 
through the holes. Next, you cut additional holes. This causes some areas to go 
dark.

How can opening up more holes prevent light from reaching places it used to 
reach?

This is one of the big questions of quantum mechanics, and it's one of the things 
MWI addresses. It's weird and not intuitive.



The reason we can't say things like that everything can interact with everything is 
not because it'd make for a confusing world. It doesn't matter what is convenient 
for people. It's because the universes being divided is the only story that provides 
a picture of reality that makes sense and also accounts for the experiments.

One of the things David mentions in _Fabric_, which I remember, is that if all of 
the photons were allowed to interact with the screen, they would vaporize it. He 
was actually making a different point (that there have to be multiple instances of 
the screen in addition to the photons), but it also serves for pointing out that you 
have to be careful about what can interact with what in order to be compatible 
with the reality we observe (where shining a light on a screen does not vaporize 
it).

The fancy term for what divides universes is "entanglement information". 
Everything has information about its history that determines how it interacts with 
other stuff.

If you want to know why the universe is this way, I don't know. But if you want to 
know whether there is entanglement information -- or something else -- that has 
the effect of dividing things into mostly autonomous groups (which MWI people 
call "universes"), that is, despite being bizarre, not really controversial among 
physicists because that's how the experiments have come out and we defer to 
them.

Hope that's helpful, feel free to ask more questions.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: November 24, 2011 at 7:26 AM

On Thursday, November 24, 2011 1:37:28 AM UTC, Seth Appel wrote:

From what I read there really is an acceptance of a magical step in
the Copenhagen perspective.  Matter is all over the place when no one
is looking - and when someone tries to observe the individual
components something 'magic' happens and everything just pops into
place at the right time.

The Copenhagen interpretation is already about 85 years old. There has been
a lot of progress since the 1920's!. To refer to the "collapse of the
wavefunction" as "magical" is missing the point of CI and its more modern
descendants. In CI etc. the wavefunction does not exist. It is a tool for
calculating probabilities. I think Niels Bohr even said "there is no
quantum reality"! In CI, quantum mechanics is a tool for calculating
probabilities - that is all.

The multiverse perspective seems to avoid this reliance on this
magical step by saying "No matter realigns or moves at all when you
look at it, it's just that you are only seeing one slice of the
existing material."

The modern versions of the Copenhagen interpretation state there is no
collapse of the wavefunction, just as the many worlds view does. The
difference is that many worlds believes the wavefunction to be a real thing.

Single-universe, realist interpretations of QM have been experimentally
disproved by the way.

Do I have this right?  If so, this seems to indicate that the
fantastical mutliverse perspective is actually far more rational than
the Copenhagen view.

The Copenhagen view agrees with all experimental tests ever made. Many



worlds is untestable.

But here is my problem:  The multiverse also contains a serious step
of magic as well namely:  How do I 'know' to pick a discrete slab of
matter that actually makes a coherent operating reality?  How is all
of this orchestrated?  Wouldn't it make more sense that I perceive /
select matter on all sorts of levels and that in the end I would just
boil down into a senseless jumble of various random components?  What
actually divides the various universes in an organized fashion that
allows them to function?

That is a very good question!

Imagine you are in your lab in Los Angeles. You send a photon towards a
beam splitter, and detect which way it went. Depending on your result, you
send me an email consisting of a single character "0" or "1". I pick up
your email in my lab near Oxford, and we meat up for a beer in either New
York or Paris.

In Copenhagen interpretation, this is an extremely straight-forward
experiment. We either meet in New York or Paris. In many worlds however,
you are split by the beam-splitter experiment into two versions of
yourself. All those google servers and everything attached to them is split
depending on whether there is a 0 or a 1 in your email, I am split when I
read your email etc.

Now, the really weird aspect of this is that when I look at my computer
screen, there is a moment between the photons leaving the screen and
hitting my eye. I am not split yet, but will be when the photons making a
"1" or "0" pattern hit my eye. They will split me in the exact proportion
that the beam splitter split the photon in your lab. Even if the beam
splitter wasn't a good one, and split beams 55.273% - 44.727%, that is
precisely the proportion I will be split. This means that the photons
produced by my computer screen (and of course the screen itself etc.) must
encode this information!

A variant of this experiment could be that we agree to meet in New York
unless you phone to say the photon got reflected. In this case, the sound



of my phone ringing (which it will do in 44.727% of the universes) is what
splits me, and the sound waves have to be careful to only interact with the
correct proportion of the instances of my ears. So, sound waves (ie
pressure variations in air) have to be able to encode the information as
well!

Again, sorry for the simpleton question.

I hope you get a nice simple answer....

Tom

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] 'Magic' in Copenhagen and in Multiverse
Date: November 24, 2011 at 8:05 AM

On 24 Nov 2011, at 12:26, tom.harrigan wrote:

On Thursday, November 24, 2011 1:37:28 AM UTC, Seth Appel wrote:

From what I read there really is an acceptance of a magical step in
the Copenhagen perspective.  Matter is all over the place when no one
is looking - and when someone tries to observe the individual
components something 'magic' happens and everything just pops into
place at the right time.

The Copenhagen interpretation is already about 85 years old. There has been a 
lot of progress since the 1920's!. To refer to the "collapse of the wavefunction" 
as "magical" is missing the point of CI and its more modern descendants. In CI 
etc. the wavefunction does not exist. It is a tool for calculating probabilities. I 
think Niels Bohr even said "there is no quantum reality"! In CI, quantum 
mechanics is a tool for calculating probabilities - that is all.

So instead of offering a bad explanation, Bohr offered absolutely no explanation, 
and this is better…how?

Alan



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] 'Magic' in Copenhagen and in Multiverse
Date: November 24, 2011 at 9:14 AM

On Thursday, November 24, 2011 1:05:43 PM UTC, Alan Forrester wrote:

On 24 Nov 2011, at 12:26, tom.harrigan wrote:

On Thursday, November 24, 2011 1:37:28 AM UTC, Seth Appel wrote:

From what I read there really is an acceptance of a magical step in
the Copenhagen perspective.  Matter is all over the place when no one
is looking - and when someone tries to observe the individual
components something 'magic' happens and everything just pops into
place at the right time.

The Copenhagen interpretation is already about 85 years old. There has
been a lot of progress since the 1920's!. To refer to the "collapse of the
wavefunction" as "magical" is missing the point of CI and its more modern
descendants. In CI etc. the wavefunction does not exist. It is a tool for
calculating probabilities. I think Niels Bohr even said "there is no
quantum reality"! In CI, quantum mechanics is a tool for calculating
probabilities - that is all.

So instead of offering a bad explanation, Bohr offered absolutely no
explanation, and this is better…how?

So, you want an "explanation" of quantum mechanics in terms of classical
physics? In the Copenhagen view this would be nonsense. Special cases,
approximations and limits cannot "explain" a theory. Quantum mechanics
provides the "interpretation of classical mechanics", not the other way
round!

The correct view is that not only did Bohr and his colleagues create



quantum mechanics, they also used it to explain classical mechanics.

And, "realist" interpretations of QM have already been experimentally
falsified!

Tom



From: Remi Sussan <remi.sussan@gmail.com>
Subject: Re: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: November 24, 2011 at 8:13 AM

The Copenhagen interpretation is already about 85 years old. There has
been a lot of progress since the 1920's!. To refer to the "collapse of the
wavefunction" as "magical" is missing the point of CI and its more modern
descendants. In CI etc. the wavefunction does not exist. It is a tool for
calculating probabilities. I think Niels Bohr even said "there is no
quantum reality"! In CI, quantum mechanics is a tool for calculating
probabilities - that is all.

Hello,

I'm far from understanding quantum mechanics but is not this recent
research :
http://www.nature.com/news/quantum-theorem-shakes-foundations-1.9392
going against the idea that "the wave function does not exist" ?

Rémi

http://www.nature.com/news/quantum-theorem-shakes-foundations-1.9392


From: Seth Appel <seth.appel@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: November 24, 2011 at 3:18 PM

It's not a matter of making sense in terms of our intuition. It's about coming up 
with good explanations compatible with experiment.

The fancy term for what divides universes is "entanglement information". 
Everything has information about its history that determines how it interacts with 
other stuff.

If you want to know why the universe is this way, I don't know. But if you want to 
know whether there is entanglement information -- or something else -- that has 
the effect of dividing things into mostly autonomous groups (which MWI people 
call "universes"), that is, despite being bizarre, not really controversial among 
physicists because that's how the experiments have come out and we defer to 
them.

Hope that's helpful, feel free to ask more questions.

-- Elliot Templehttp://fallibleideas.com/

Wow!  Thank you all very much for the thoughtful responses.   I am
especially enjoying the tension between your differing perspectives.

Elliot:  Thank you for confirming my understanding and thank you again
for reminding me to leave aside what is ‘intuitive’ and to instead
focus on what explanations actually fit the data before us.    A
follow up question I have for you is:  What concrete science is there
behind entanglement information (that which divides the universes)?
Or is this concept purely theoretical and/or speculative at this
point?

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] 'Magic' in Copenhagen and in Multiverse
Date: November 24, 2011 at 3:57 PM

On Nov 24, 2011, at 12:18 PM, Seth Appel wrote:

It's not a matter of making sense in terms of our intuition. It's about coming up 
with good explanations compatible with experiment.

The fancy term for what divides universes is "entanglement information". 
Everything has information about its history that determines how it interacts 
with other stuff.

If you want to know why the universe is this way, I don't know. But if you want 
to know whether there is entanglement information -- or something else -- that 
has the effect of dividing things into mostly autonomous groups (which MWI 
people call "universes"), that is, despite being bizarre, not really controversial 
among physicists because that's how the experiments have come out and we 
defer to them.

Hope that's helpful, feel free to ask more questions.

-- Elliot Templehttp://fallibleideas.com/

Wow!  Thank you all very much for the thoughtful responses.   I am
especially enjoying the tension between your differing perspectives.

Elliot:  Thank you for confirming my understanding and thank you again
for reminding me to leave aside what is ‘intuitive’ and to instead
focus on what explanations actually fit the data before us.    A
follow up question I have for you is:  What concrete science is there
behind entanglement information (that which divides the universes)?
Or is this concept purely theoretical and/or speculative at this
point?

It's not speculative anymore than other science. Quantum mechanics is well 
established experimentally, and it's uncontroversial that stuff is divided up in 
some ways.

http://fallibleideas.com/


What's in dispute is what to call things, and whether to believe they are "real" (at 
all times), and other explanatory issues.

Some people want to say it acts *as if* MWI is true, but MWI is not true. Or they 
advocate the "shut up and calculate" interpretation where they do calculations 
using what I call "entanglement information" but they might not want to speak 
about what it actually is. But in either case they will agree about what actually 
happens and the results of various experiments -- they will agree that reality 
behaves *as if* what I call "entanglement information" existed and governed 
interactions between stuff.

One of the experiments involves shining a laser at 2 slits, then cutting 2 more slits 
and comparing the results. There are quite a few other quantum effects which 
cannot be explained by classical physics, for example the "bending" of light by 
water, some mirages where light from the sky goes below you then back up to 
your eyes so you see blue that seems to be coming from the ground, or atoms 
working the way they do. Classical physics failed in these cases and others, and 
the approach with entanglement information is the only known way to deal with 
the problems.

What David Deutsch has done (not alone, of course!), unlike many physicists, is 
apply good philosophy to the field: he's taken what is known and explained it in 
terms of a coherent picture of reality.

It's like if you have the formula for gravity, and you wonder what it is. Then you 
come up with explanations like a "force of gravity" or "curvature of space time" 
(but imagine the long version of that explanation which really explains what's 
going on instead of just naming it -- they have one of those). MWI has a status 
like "the curvature of space time" -- it's an English explanation that helps us 
understand what's going on beyond just being able to calculate stuff.

Similarly, Deutsch's concept of fungibility is a way of thinking about 
uncontroversial stuff in order to understand it better. People might argue about it, 
but the underlying facts it's attempting to describe aren't really controversial, 
what's controversial is what to make of them, what they tell us the world is like.

Let me try one more time to explain: quantum mechanics tells us about all sorts 
of stuff. But what is it? What's it like? What are useful ways to categorize it into 



groups to understand it better, instead of it completely disorganized? Like with 
English we have grouping concepts like "noun", "verb", and "adjective" to help us 
understand what's going on, and we have others like "past tense" or "words that 
end with 'ed'". All these ways of explaining and understanding complex stuff is 
important and helps tell us what it is, what its properties are, and what are good 
ways to think of it. With quantum physics, there are these roughly autonomous 
groups of stuff, so we have developed concepts like "differentiation" where you 
get branching into multiple groups like that, and the idea of "universes" to refer to 
groups (because each group contains all the planets, galaxies, etc that we are 
used to thinking of as the universe).

Hope that's helpful, feel free to ask more questions.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Seth Appel <seth.appel@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: November 24, 2011 at 8:37 PM

On Nov 24, 7:26 am, "tom.harrigan" <tom.harri...@gmail.com> wrote:
On Thursday, November 24, 2011 1:37:28 AM UTC, Seth Appel wrote:

From what I read there really is an acceptance of a magical step in
the Copenhagen perspective.  Matter is all over the place when no one
is looking - and when someone tries to observe the individual
components something 'magic' happens and everything just pops into
place at the right time.

The Copenhagen interpretation is already about 85 years old. There has been
a lot of progress since the 1920's!. To refer to the "collapse of the
wavefunction" as "magical" is missing the point of CI and its more modern
descendants. In CI etc. the wavefunction does not exist. It is a tool for
calculating probabilities. I think Niels Bohr even said "there is no
quantum reality"! In CI, quantum mechanics is a tool for calculating
probabilities - that is all.

The multiverse perspective seems to avoid this reliance on this

magical step by saying "No matter realigns or moves at all when you
look at it, it's just that you are only seeing one slice of the
existing material."

The modern versions of the Copenhagen interpretation state there is no
collapse of the wavefunction, just as the many worlds view does. The
difference is that many worlds believes the wavefunction to be a real thing.

Single-universe, realist interpretations of QM have been experimentally
disproved by the way.

Do I have this right?  If so, this seems to indicate that the> fantastical mutliverse 
perspective is actually far more rational than

the Copenhagen view.

The Copenhagen view agrees with all experimental tests ever made. Many
worlds is untestable.



But here is my problem:  The multiverse also contains a serious step
of magic as well namely:  How do I 'know' to pick a discrete slab of
matter that actually makes a coherent operating reality?  How is all
of this orchestrated?  Wouldn't it make more sense that I perceive /
select matter on all sorts of levels and that in the end I would just
boil down into a senseless jumble of various random components?  What
actually divides the various universes in an organized fashion that
allows them to function?

That is a very good question!

Imagine you are in your lab in Los Angeles. You send a photon towards a
beam splitter, and detect which way it went. Depending on your result, you
send me an email consisting of a single character "0" or "1". I pick up
your email in my lab near Oxford, and we meat up for a beer in either New
York or Paris.

In Copenhagen interpretation, this is an extremely straight-forward
experiment. We either meet in New York or Paris. In many worlds however,
you are split by the beam-splitter experiment into two versions of
yourself. All those google servers and everything attached to them is split
depending on whether there is a 0 or a 1 in your email, I am split when I
read your email etc.

Now, the really weird aspect of this is that when I look at my computer
screen, there is a moment between the photons leaving the screen and
hitting my eye. I am not split yet, but will be when the photons making a
"1" or "0" pattern hit my eye. They will split me in the exact proportion
that the beam splitter split the photon in your lab. Even if the beam
splitter wasn't a good one, and split beams 55.273% - 44.727%, that is
precisely the proportion I will be split. This means that the photons
produced by my computer screen (and of course the screen itself etc.) must
encode this information!

A variant of this experiment could be that we agree to meet in New York
unless you phone to say the photon got reflected. In this case, the sound
of my phone ringing (which it will do in 44.727% of the universes) is what
splits me, and the sound waves have to be careful to only interact with the
correct proportion of the instances of my ears. So, sound waves (ie



pressure variations in air) have to be able to encode the information as
well!

Again, sorry for the simpleton question.

Tom:  Yes, I understand that the multiverse theory implies we would
end up meeting in both NY and Paris for a beer – just in different
universes and CI states it would be one or the other.   As you know DD
would say that just because the latter is more intuitive with our
experienced reality it doesn’t mean that it is any more likely to be
actually true.  But, yes, your  anecdote about the degree to which
matter would need to be neatly organized into the different universes
does make it all awfully challenging to believe.

 Thanks for teaching me that nowadays CI sees the wave function as not
actual matter just probabilities.   But DD seems very convinced – and
he cites numerous experiments that he claims demonstrates this point–
that the other bits of matter predicted by the wave function do indeed
actually exist.    (The double light slit, the double mirror, quantum
computing itself.)    My understanding is that CI and DD disagree
about the logical conclusions of these experiments.  So do I
understand that you think DD is just wrong in his conclusions about
the existence of this other matter?  And that his interpretations of
these experiments are just wrong?

In Fabric of Reality DD claims that the successful functioning of
Strog’s Algorithm absolutely proves the existence of the other
universes which are indicated by the wave function.  Any chance you
would be up to explaining why he is misguided in that claim as well?

You also said two comments in your post that seem to contradict each
other: “Single-universe, realist interpretations of QM have been
experimentally  disproved by the way.”  And  later:”The Copenhagen
view agrees with all experimental tests ever made. Many worlds is
untestable.”    I think you made a typo in the first sentence? Or is
there a degree of nuance that is eluding me?

Again, my apologies if these basic questions are moving your ongoing



conversation backwards.

Seth A.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] 'Magic' in Copenhagen and in Multiverse
Date: November 25, 2011 at 3:40 AM

On 24 Nov 2011, at 20:18, Seth Appel wrote:

It's not a matter of making sense in terms of our intuition. It's about coming up 
with good explanations compatible with experiment.

The fancy term for what divides universes is "entanglement information". 
Everything has information about its history that determines how it interacts 
with other stuff.

If you want to know why the universe is this way, I don't know. But if you want 
to know whether there is entanglement information -- or something else -- that 
has the effect of dividing things into mostly autonomous groups (which MWI 
people call "universes"), that is, despite being bizarre, not really controversial 
among physicists because that's how the experiments have come out and we 
defer to them.

Hope that's helpful, feel free to ask more questions.

-- Elliot Templehttp://fallibleideas.com/

Wow!  Thank you all very much for the thoughtful responses.   I am
especially enjoying the tension between your differing perspectives.

Elliot:  Thank you for confirming my understanding and thank you again
for reminding me to leave aside what is ‘intuitive’ and to instead
focus on what explanations actually fit the data before us.    A
follow up question I have for you is:  What concrete science is there
behind entanglement information (that which divides the universes)?
Or is this concept purely theoretical and/or speculative at this
point?

It has been experimentally tested in many experiments: EPR experiments, 
teleportation experiments and so on. In those experiments a few systems have 

http://fallibleideas.com/


some entanglement information they share with one another and not with other 
systems. As a result of this we can use them to do various kinds of information 
processing that wouldn't be possible otherwise. In the EPR experiment we can 
detect correlations between systems that are too large to be produced by any 
single universe theory.

In teleportation classical bits are used to transmit quantum information. As a 
result of two systems being entangled it is possible for them to have quantum 
information about each other that can't be detected by measuring either system 
alone, i.e. - the probabilities of measurement results on either system alone don't 
depend on that information. Quantum information loses its ability to make 
systems interfere when it causes differentiation (this is called decoherence), but 
the quantum information each system contains can't do that, so it doesn't 
decohere.

Alan



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: November 25, 2011 at 4:06 AM

On Thursday, November 24, 2011 1:13:17 PM UTC, remi wrote:

The Copenhagen interpretation is already about 85 years old. There has
been a lot of progress since the 1920's!. To refer to the "collapse of the
wavefunction" as "magical" is missing the point of CI and its more modern
descendants. In CI etc. the wavefunction does not exist. It is a tool for
calculating probabilities. I think Niels Bohr even said "there is no
quantum reality"! In CI, quantum mechanics is a tool for calculating
probabilities - that is all.

Hello,

I'm far from understanding quantum mechanics but is not this recent
research :
http://www.nature.com/news/quantum-theorem-shakes-foundations-1.9392
going against the idea that "the wave function does not exist" ?

Sadly, that preprint seems flawed and is unlikely to be published.
Nevertheless, it does highlight the fact that any attack on the Copenhagen
interpretation excites a media frenzy.

Tom

-- 

http://www.nature.com/news/quantum-theorem-shakes-foundations-1.9392


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: November 25, 2011 at 7:26 AM

On Friday, November 25, 2011 1:37:54 AM UTC, Seth Appel wrote:

Tom:  Yes, I understand that the multiverse theory implies we would
end up meeting in both NY and Paris for a beer – just in different
universes and CI states it would be one or the other.   As you know DD
would say that just because the latter is more intuitive with our
experienced reality it doesn’t mean that it is any more likely to be
actually true.  But, yes, your  anecdote about the degree to which
matter would need to be neatly organized into the different universes
does make it all awfully challenging to believe.

Well, I don't agree with your intuition. The reason people try to establish
realist interpretations is because the Copenhagen (ie non-realist)
interpretations are the most counter-intuitive. Unfortunately for them,
realist interpretations (apart from many-worlds) have been refuted. It is
much easier to believe in many-worlds (ie realist determinism) than it is
to accept the CI in my opinion.

 Thanks for teaching me that nowadays CI sees the wave function as not
actual matter just probabilities.   But DD seems very convinced – and
he cites numerous experiments that he claims demonstrates this point–
that the other bits of matter predicted by the wave function do indeed
actually exist.    (The double light slit, the double mirror, quantum
computing itself.)    My understanding is that CI and DD disagree
about the logical conclusions of these experiments.  So do I
understand that you think DD is just wrong in his conclusions about
the existence of this other matter?  And that his interpretations of
these experiments are just wrong?

It's been probabilities since 1926, so "nowadays" means any time in the
last 85 years! I'm not sure what you mean by "logical conclusions". The
experiments work exactly the way quantum mechanics predicts, and so does



quantum computing. Your preference for a particular flavour of
interpretation is irrelevant.

In Fabric of Reality DD claims that the successful functioning of
Strog’s Algorithm absolutely proves the existence of the other
universes which are indicated by the wave function.  Any chance you
would be up to explaining why he is misguided in that claim as well?

Do you mean Shor's algorithm? Actually it doesn't mater, no quantum
computing algorithm proves other universes, and Prof. Deutsch does not say
that I'm sure.

In fact, for quantum computing to work, the universes must remain coherent,
and for there to be only one in the end. So quantum computing works when
universes don't split!

You also said two comments in your post that seem to contradict each
other: “Single-universe, realist interpretations of QM have been
experimentally  disproved by the way.”  And  later:”The Copenhagen
view agrees with all experimental tests ever made. Many worlds is
untestable.”    I think you made a typo in the first sentence? Or is
there a degree of nuance that is eluding me?

Local-realism was falsified in a paper published in Nature in 2007:
http://arxiv.org/abs/0704.2529
There was a write-up in SciAm:
http://www.scientificamerican.com/article.cfm?id=quantum-theory-fails-reality

The Copenhagen interpretation is local-non-realist. Somehow, MW sidesteps
all of this sort of thing - though I'm not sure how.

So, it strikes me that you either accept what Max Born said in 1926, that
quantum mechanics calculates probabilities and that it makes no sense to
talk about the "real" values of an observable before a measurement, OR that
quantum mechanics calculates probabilities and that it makes no sense to
talk about which "actual" universe you are in before a measurement.

Tom

http://arxiv.org/abs/0704.2529
http://www.scientificamerican.com/article.cfm?id=quantum-theory-fails-reality


From: Seth Appel <seth.appel@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: November 25, 2011 at 8:48 AM

On Nov 24, 3:57 pm, Elliot Temple <c...@curi.us> wrote:
On Nov 24, 2011, at 12:18 PM, Seth Appel wrote:

It's not a matter of making sense in terms of our intuition. It's about coming up 
with good explanations compatible with experiment.

The fancy term for what divides universes is "entanglement information". 
Everything has information about its history that determines how it interacts 
with other stuff.

If you want to know why the universe is this way, I don't know. But if you want 
to know whether there is entanglement information -- or something else -- 
that has the effect of dividing things into mostly autonomous groups (which 
MWI people call "universes"), that is, despite being bizarre, not really 
controversial among physicists because that's how the experiments have 
come out and we defer to them.

Hope that's helpful, feel free to ask more questions.

-- Elliot Templehttp://fallibleideas.com/

Wow!  Thank you all very much for the thoughtful responses.   I am
especially enjoying the tension between your differing perspectives.

Elliot:  Thank you for confirming my understanding and thank you again

http://fallibleideas.com/


for reminding me to leave aside what is ‘intuitive’ and to instead
focus on what explanations actually fit the data before us.    A
follow up question I have for you is:  What concrete science is there
behind entanglement information (that which divides the universes)?
Or is this concept purely theoretical and/or speculative at this
point?

It's not speculative anymore than other science. Quantum mechanics is well 
established experimentally, and it's uncontroversial that stuff is divided up in 
some ways.

What's in dispute is what to call things, and whether to believe they are "real" (at 
all times), and other explanatory issues.

Some people want to say it acts *as if* MWI is true, but MWI is not true. Or they 
advocate the "shut up and calculate" interpretation where they do calculations 
using what I call "entanglement information" but they might not want to speak 
about what it actually is. But in either case they will agree about what actually 
happens and the results of various experiments -- they will agree that reality 
behaves *as if* what I call "entanglement information" existed and governed 
interactions between stuff.

One of the experiments involves shining a laser at 2 slits, then cutting 2 more 
slits and comparing the results. There are quite a few other quantum effects 
which cannot be explained by classical physics, for example the "bending" of 
light by water, some mirages where light from the sky goes below you then back 
up to your eyes so you see blue that seems to be coming from the ground, or 
atoms working the way they do. Classical physics failed in these cases and 
others, and the approach with entanglement information is the only known way 
to deal with the problems.

What David Deutsch has done (not alone, of course!), unlike many physicists, is 
apply good philosophy to the field: he's taken what is known and explained it in 
terms of a coherent picture of reality.

It's like if you have the formula for gravity, and you wonder what it is. Then you 
come up with explanations like a "force of gravity" or "curvature of space time" 
(but imagine the long version of that explanation which really explains what's 
going on instead of just naming it -- they have one of those). MWI has a status 
like "the curvature of space time" -- it's an English explanation that helps us 



understand what's going on beyond just being able to calculate stuff.

Similarly, Deutsch's concept of fungibility is a way of thinking about 
uncontroversial stuff in order to understand it better. People might argue about 
it, but the underlying facts it's attempting to describe aren't really controversial, 
what's controversial is what to make of them, what they tell us the world is like.

Let me try one more time to explain: quantum mechanics tells us about all sorts 
of stuff. But what is it? What's it like? What are useful ways to categorize it into 
groups to understand it better, instead of it completely disorganized? Like with 
English we have grouping concepts like "noun", "verb", and "adjective" to help 
us understand what's going on, and we have others like "past tense" or "words 
that end with 'ed'". All these ways of explaining and understanding complex stuff 
is important and helps tell us what it is, what its properties are, and what are 
good ways to think of it. With quantum physics, there are these roughly 
autonomous groups of stuff, so we have developed concepts like 
"differentiation" where you get branching into multiple groups like that, and the 
idea of "universes" to refer to groups (because each group contains all the 
planets, galaxies, etc that we are used to thinking of as the universe).

Hope that's helpful, feel free to ask more questions.

-- Elliot Templehttp://beginningofinfinity.com/

Elliot:

Thank you for taking the time to explain the above.  Very interesting
and very helpful.   Is there a particular book you would suggest for a
layman wanting to get better educated on the above topic?  (QM in
general and entanglement information in particular?)

Again, thank you!

http://beginningofinfinity.com/


From: Seth Appel <seth.appel@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: November 25, 2011 at 11:14 AM

On Nov 25, 7:26 am, "tom.harrigan" <tom.harri...@gmail.com> wrote:
On Friday, November 25, 2011 1:37:54 AM UTC, Seth Appel wrote:

Tom:  Yes, I understand that the multiverse theory implies we would
end up meeting in both NY and Paris for a beer – just in different
universes and CI states it would be one or the other.   As you know DD
would say that just because the latter is more intuitive with our
experienced reality it doesn’t mean that it is any more likely to be
actually true.  But, yes, your  anecdote about the degree to which
matter would need to be neatly organized into the different universes
does make it all awfully challenging to believe.

Well, I don't agree with your intuition. The reason people try to establish
realist interpretations is because the Copenhagen (ie non-realist)
interpretations are the most counter-intuitive. Unfortunately for them,
realist interpretations (apart from many-worlds) have been refuted. It is
much easier to believe in many-worlds (ie realist determinism) than it is
to accept the CI in my opinion.

 Thanks for teaching me that nowadays CI sees the wave function as not> 
actual matter just probabilities.   But DD seems very convinced – and

he cites numerous experiments that he claims demonstrates this point–
that the other bits of matter predicted by the wave function do indeed
actually exist.    (The double light slit, the double mirror, quantum
computing itself.)    My understanding is that CI and DD disagree
about the logical conclusions of these experiments.  So do I
understand that you think DD is just wrong in his conclusions about
the existence of this other matter?  And that his interpretations of
these experiments are just wrong?

It's been probabilities since 1926, so "nowadays" means any time in the
last 85 years! I'm not sure what you mean by "logical conclusions". The
experiments work exactly the way quantum mechanics predicts, and so does
quantum computing. Your preference for a particular flavour of
interpretation is irrelevant.



In Fabric of Reality DD claims that the successful functioning of> Strog’s 
Algorithm absolutely proves the existence of the other

universes which are indicated by the wave function.  Any chance you
would be up to explaining why he is misguided in that claim as well?

Do you mean Shor's algorithm? Actually it doesn't mater, no quantum
computing algorithm proves other universes, and Prof. Deutsch does not say
that I'm sure.

In fact, for quantum computing to work, the universes must remain coherent,
and for there to be only one in the end. So quantum computing works when
universes don't split!

You also said two comments in your post that seem to contradict each
other: “Single-universe, realist interpretations of QM have been
experimentally  disproved by the way.”  And  later:”The Copenhagen
view agrees with all experimental tests ever made. Many worlds is
untestable.”    I think you made a typo in the first sentence? Or is
there a degree of nuance that is eluding me?

Local-realism was falsified in a paper published in Nature in 
2007:http://arxiv.org/abs/0704.2529
There was a write-up in SciAm:  http://www.scientificamerican.com/article.cfm?
id=quantum-theory-fails...

The Copenhagen interpretation is local-non-realist. Somehow, MW sidesteps
all of this sort of thing - though I'm not sure how.

So, it strikes me that you either accept what Max Born said in 1926, that
quantum mechanics calculates probabilities and that it makes no sense to
talk about the "real" values of an observable before a measurement, OR that
quantum mechanics calculates probabilities and that it makes no sense to
talk about which "actual" universe you are in before a measurement.

Tom

Tom:
Thank you for the very illuminating response.  I am learning a lot.

http://arxiv.org/abs/0704.2529
http://www.scientificamerican.com/article.cfm?id=quantum-theory-fails


Sorry for the abuse of names and my lack of knowledge on time frames.
One of the challenges with an internet forum is that any random
uneducated guy can walk in the door and start asking questions.   My
apologies.

Two follow up points / questions:
1- So if there is only one non-realist universe (this is what you
claim, yes?) does this mean that all measurable definitive matter
comes into being only when it is observed / measured?  In other
simpler words:  this keyboard in front of me exists as a measurable
entity when I see it but falls into random moving matter the moment I
look away?

2- Prof. Deutsch, as far as I can tell, is pretty clear that Shor’s
algorithm is indeed a very strong indicator of MWI.   Here is a link
to the website of Henry Sturman in which he critiques, among other
things, Prof. Deutsch’s view that Shor’s algorithim demonstrates other
universes: http://henrysturman.com/english/articles/multiverse.html
Sturman presents a particularly relevant quotes from Fabric: “Deutsch
goes on to ask (page 217 of The Fabric of Reality, hardcover, first
edition):

When Shor's algorithm has factorized a number, using 10500 or so times
the computational resources that can be seen to be present, where was
the number factorized? There are only about 1080 atoms in the visible
universe, an utterly minuscule number compared with 10500. So if the
visible universe were the extent of physical reality, physical reality
would not even remotely contain the resources required to factorize
such a large number. Who did factorize it, then? How, and where, was
the computation performed?

I suspect one of two things are happening here: either you are
mistaken about DD’s view about Shor, or I am incorrectly understanding
DD’s view here as endorsing MWI when actually he is only using Shor as
an argument for a larger non-physical reality which does not
necessarily entail MWI.  My eyes argue for the former.  My general
ignorance and appropriate degree of humility on this topic imply the
latter.    And the verdict is?

Thank you again for indulging my questions.

http://henrysturman.com/english/articles/multiverse.html


Seth A.



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: November 25, 2011 at 1:06 PM

On Friday, November 25, 2011 4:14:56 PM UTC, Seth Appel wrote:

Two follow up points / questions:
1- So if there is only one non-realist universe (this is what you
claim, yes?) does this mean that all measurable definitive matter
comes into being only when it is observed / measured?  In other
simpler words:  this keyboard in front of me exists as a measurable
entity when I see it but falls into random moving matter the moment I
look away?

I don't know how many universes there are, and I haven't said what I think.
I just don't see the point in misrepresenting a perfectly consistent
interpretation of QM just because I prefer another.

You seem to be conflating the Reality with the Theory.

2- Prof. Deutsch, as far as I can tell, is pretty clear that Shor’s
algorithm is indeed a very strong indicator of MWI.   Here is a link
to the website of Henry Sturman in which he critiques, among other
things, Prof. Deutsch’s view that Shor’s algorithim demonstrates other
universes: http://henrysturman.com/english/articles/multiverse.html
Sturman presents a particularly relevant quotes from Fabric: “Deutsch
goes on to ask (page 217 of The Fabric of Reality, hardcover, first
edition):

You are changing your tune a bit. You said that the claim was that Shor's
algorithm "absolutely proves the existence of the other universes". I think
that we all know, after reading the books, that Prof. Deutch is convinced
that many-worlds is the correct and best and only explanation of Shor's
algorithm and a whole lot else besides.

When Shor's algorithm has factorized a number, using 10500 or so times

http://henrysturman.com/english/articles/multiverse.html


the computational resources that can be seen to be present, where was
the number factorized? There are only about 1080 atoms in the visible
universe, an utterly minuscule number compared with 10500. So if the
visible universe were the extent of physical reality, physical reality
would not even remotely contain the resources required to factorize
such a large number. Who did factorize it, then? How, and where, was
the computation performed?

It happened in the quantum computer, which obeyed quantum mechanics, didn't
it?

I suspect one of two things are happening here: either you are
mistaken about DD’s view about Shor, or I am incorrectly understanding
DD’s view here as endorsing MWI when actually he is only using Shor as
an argument for a larger non-physical reality which does not
necessarily entail MWI.  My eyes argue for the former.  My general
ignorance and appropriate degree of humility on this topic imply the
latter.    And the verdict is?

Prof. Deutsch is definitely advocating MW as physically real. Where's my
mistake?

Tom



From: Seth Appel <seth.appel@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: November 25, 2011 at 1:19 PM

On Nov 25, 1:06 pm, "tom.harrigan" <tom.harri...@gmail.com> wrote:
On Friday, November 25, 2011 4:14:56 PM UTC, Seth Appel wrote:

Two follow up points / questions:
1- So if there is only one non-realist universe (this is what you
claim, yes?) does this mean that all measurable definitive matter
comes into being only when it is observed / measured?  In other
simpler words:  this keyboard in front of me exists as a measurable
entity when I see it but falls into random moving matter the moment I
look away?

I don't know how many universes there are, and I haven't said what I think.
I just don't see the point in misrepresenting a perfectly consistent
interpretation of QM just because I prefer another.

You seem to be conflating the Reality with the Theory.

2- Prof. Deutsch, as far as I can tell, is pretty clear that Shor’s

algorithm is indeed a very strong indicator of MWI.   Here is a link
to the website of Henry Sturman in which he critiques, among other
things, Prof. Deutsch’s view that Shor’s algorithim demonstrates other
universes:http://henrysturman.com/english/articles/multiverse.html
Sturman presents a particularly relevant quotes from Fabric: “Deutsch
goes on to ask (page 217 of The Fabric of Reality, hardcover, first
edition):

You are changing your tune a bit. You said that the claim was that Shor's
algorithm "absolutely proves the existence of the other universes". I think
that we all know, after reading the books, that Prof. Deutch is convinced
that many-worlds is the correct and best and only explanation of Shor's
algorithm and a whole lot else besides.

When Shor's algorithm has factorized a number, using 10500 or so times> the 
computational resources that can be seen to be present, where was

the number factorized? There are only about 1080 atoms in the visible

http://henrysturman.com/english/articles/multiverse.html


universe, an utterly minuscule number compared with 10500. So if the
visible universe were the extent of physical reality, physical reality
would not even remotely contain the resources required to factorize
such a large number. Who did factorize it, then? How, and where, was
the computation performed?

It happened in the quantum computer, which obeyed quantum mechanics, didn't
it?

I suspect one of two things are happening here: either you are
mistaken about DD’s view about Shor, or I am incorrectly understanding
DD’s view here as endorsing MWI when actually he is only using Shor as
an argument for a larger non-physical reality which does not
necessarily entail MWI.  My eyes argue for the former.  My general
ignorance and appropriate degree of humility on this topic imply the
latter.    And the verdict is?

Prof. Deutsch is definitely advocating MW as physically real. Where's my
mistake?

Tom

OK, I now understand you on the first point.  You are not arguing for
CI, just against its misinterpretation.

On the second point you wrote:

"> Strog’s Algorithm absolutely proves the existence of the other
universes which are indicated by the wave function.  Any chance you
would be up to explaining why he is misguided in that claim as well?

Do you mean Shor's algorithm? Actually it doesn't mater, no quantum
computing algorithm proves other universes, and Prof. Deutsch does not
say
that I'm sure. "

I understood the above as you saying that Prof.  Deutsch did not say
that Shor's algorithm indicates MWI.

Did I misunderstand?



But now I understand from your last post that you meant otherwise but
there is some nuance here that escapes me.

thanks
Seth



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] 'Magic' in Copenhagen and in Multiverse
Date: November 25, 2011 at 3:22 PM

On 25 Nov 2011, at 12:26, tom.harrigan wrote:

On Friday, November 25, 2011 1:37:54 AM UTC, Seth Appel wrote:

Tom:  Yes, I understand that the multiverse theory implies we would
end up meeting in both NY and Paris for a beer – just in different
universes and CI states it would be one or the other.   As you know DD
would say that just because the latter is more intuitive with our
experienced reality it doesn’t mean that it is any more likely to be
actually true.  But, yes, your  anecdote about the degree to which
matter would need to be neatly organized into the different universes
does make it all awfully challenging to believe.

Well, I don't agree with your intuition. The reason people try to establish realist 
interpretations is because the Copenhagen (ie non-realist) interpretations are 
the most counter-intuitive. Unfortunately for them, realist interpretations (apart 
from many-worlds) have been refuted. It is much easier to believe in many-
worlds (ie realist determinism) than it is to accept the CI in my opinion.

To accept the CI you have to accept bad philosophy, e.g. - anti-realism. If you're 
interested in understanding how the world works that becomes very difficult when 
you start assuming that large chunks of your best explanations are false.

 Thanks for teaching me that nowadays CI sees the wave function as not
actual matter just probabilities.   But DD seems very convinced – and
he cites numerous experiments that he claims demonstrates this point–
that the other bits of matter predicted by the wave function do indeed
actually exist.    (The double light slit, the double mirror, quantum
computing itself.)    My understanding is that CI and DD disagree
about the logical conclusions of these experiments.  So do I
understand that you think DD is just wrong in his conclusions about
the existence of this other matter?  And that his interpretations of
these experiments are just wrong?



It's been probabilities since 1926, so "nowadays" means any time in the last 85 
years! I'm not sure what you mean by "logical conclusions". The experiments 
work exactly the way quantum mechanics predicts, and so does quantum 
computing. Your preference for a particular flavour of interpretation is irrelevant.

The numbers that are commonly used to predict the results of experiments in 
quantum mechanics only act according to the calculus of probability (that is, the 
set of rules that probabilities are supposed to obey) under a limited set of 
circumstances: namely when you can't do interference anymore. So when you 
say that quantum mechanics only talks about probabilities you are wrong.

In Fabric of Reality DD claims that the successful functioning of
Strog’s Algorithm absolutely proves the existence of the other
universes which are indicated by the wave function.  Any chance you
would be up to explaining why he is misguided in that claim as well?

Do you mean Shor's algorithm? Actually it doesn't mater, no quantum computing 
algorithm proves other universes, and Prof. Deutsch does not say that I'm sure.

It is true that Shor's algorithm doesn't prove the existence of the multiverse. But 
Shor's algorithm, like single particle interference and many other experiments, 
refutes the idea that reality consists only of a single universe.

In fact, for quantum computing to work, the universes must remain coherent, 
and for there to be only one in the end. So quantum computing works when 
universes don't split!

This talk of universes splitting is seriously misleading. A particular system 
becomes differentiated into non-interfering versions. Universes are extended 
layers in the multiverse formed by many non-interfering objects interacting with 
one another to form large non-interfering structures. But we can use a system 
that has can't interfere with other versions of itself to carry quantum information 
provided you can't get the information by measuring that system alone. As a 
result non-interfering objects can be used to help do quantum computation and 
information processing, and this is what happens in EPR and telportation 
experiments.

You also said two comments in your post that seem to contradict each
other: “Single-universe, realist interpretations of QM have been
experimentally  disproved by the way.”  And  later:”The Copenhagen



view agrees with all experimental tests ever made. Many worlds is
untestable.”    I think you made a typo in the first sentence? Or is
there a degree of nuance that is eluding me?

Local-realism was falsified in a paper published in Nature in 2007: 
http://arxiv.org/abs/0704.2529
There was a write-up in SciAm:  http://www.scientificamerican.com/article.cfm?
id=quantum-theory-fails-reality

The Copenhagen interpretation is local-non-realist. Somehow, MW sidesteps all 
of this sort of thing - though I'm not sure how.

The mathematical result that is commonly, and entirely wrongly, used to argue 
that reality is non-local is called Bell's theorem. Bell's theorem states that if reality 
is described by physical quantities that are just represented by single numbers 
and those numbers picked locally at random with some probability, then they can 
only be correlated by a certain amount. In the MWI the physical quantities that 
describe realty are not represented by numbers, they are more complicated 
mathematical things that describe what is happening to an object across the 
relevant region of the multiverse. So Belle's theorem doesn't apply to the MWI.

So, it strikes me that you either accept what Max Born said in 1926, that 
quantum mechanics calculates probabilities and that it makes no sense to talk 
about the "real" values of an observable before a measurement, OR that 
quantum mechanics calculates probabilities and that it makes no sense to talk 
about which "actual" universe you are in before a measurement.

There's nothing special about measurement. Anytime you interact with some 
object each version of you is paired up with a particular version of that object.

Alan

http://arxiv.org/abs/0704.2529
http://www.scientificamerican.com/article.cfm?id=quantum-theory-fails-reality


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] 'Magic' in Copenhagen and in Multiverse
Date: November 25, 2011 at 3:28 PM

On Nov 25, 2011, at 12:22 PM, Alan Forrester wrote:

The mathematical result that is commonly, and entirely wrongly, used to argue 
that reality is non-local is called Bell's theorem. Bell's theorem states that if 
reality is described by physical quantities that are just represented by single 
numbers and those numbers picked locally at random with some probability, 
then they can only be correlated by a certain amount. In the MWI the physical 
quantities that describe realty are not represented by numbers, they are more 
complicated mathematical things that describe what is happening to an object 
across the relevant region of the multiverse. So Belle's theorem doesn't apply to 
the MWI.

Your general point here makes sense about Bell not refuting MWI. Could you 
elaborate on the concept of physical quantities being "correlated" by amounts?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] 'Magic' in Copenhagen and in Multiverse
Date: November 25, 2011 at 5:53 PM

On Nov 25, 2011, at 5:48 AM, Seth Appel wrote:

On Nov 24, 3:57 pm, Elliot Temple <c...@curi.us> wrote:
On Nov 24, 2011, at 12:18 PM, Seth Appel wrote:

It's not a matter of making sense in terms of our intuition. It's about coming 
up with good explanations compatible with experiment.

The fancy term for what divides universes is "entanglement information". 
Everything has information about its history that determines how it interacts 
with other stuff.

If you want to know why the universe is this way, I don't know. But if you 
want to know whether there is entanglement information -- or something 
else -- that has the effect of dividing things into mostly autonomous groups 
(which MWI people call "universes"), that is, despite being bizarre, not really 
controversial among physicists because that's how the experiments have 
come out and we defer to them.

Hope that's helpful, feel free to ask more questions.

-- Elliot Templehttp://fallibleideas.com/

http://fallibleideas.com/


Wow!  Thank you all very much for the thoughtful responses.   I am
especially enjoying the tension between your differing perspectives.

Elliot:  Thank you for confirming my understanding and thank you again
for reminding me to leave aside what is ‘intuitive’ and to instead
focus on what explanations actually fit the data before us.    A
follow up question I have for you is:  What concrete science is there
behind entanglement information (that which divides the universes)?
Or is this concept purely theoretical and/or speculative at this
point?

It's not speculative anymore than other science. Quantum mechanics is well 
established experimentally, and it's uncontroversial that stuff is divided up in 
some ways.

What's in dispute is what to call things, and whether to believe they are "real" 
(at all times), and other explanatory issues.

Some people want to say it acts *as if* MWI is true, but MWI is not true. Or 
they advocate the "shut up and calculate" interpretation where they do 
calculations using what I call "entanglement information" but they might not 
want to speak about what it actually is. But in either case they will agree about 
what actually happens and the results of various experiments -- they will agree 
that reality behaves *as if* what I call "entanglement information" existed and 
governed interactions between stuff.

One of the experiments involves shining a laser at 2 slits, then cutting 2 more 
slits and comparing the results. There are quite a few other quantum effects 
which cannot be explained by classical physics, for example the "bending" of 
light by water, some mirages where light from the sky goes below you then 
back up to your eyes so you see blue that seems to be coming from the 
ground, or atoms working the way they do. Classical physics failed in these 
cases and others, and the approach with entanglement information is the only 
known way to deal with the problems.

What David Deutsch has done (not alone, of course!), unlike many physicists, 
is apply good philosophy to the field: he's taken what is known and explained it 
in terms of a coherent picture of reality.

It's like if you have the formula for gravity, and you wonder what it is. Then you 



come up with explanations like a "force of gravity" or "curvature of space time" 
(but imagine the long version of that explanation which really explains what's 
going on instead of just naming it -- they have one of those). MWI has a status 
like "the curvature of space time" -- it's an English explanation that helps us 
understand what's going on beyond just being able to calculate stuff.

Similarly, Deutsch's concept of fungibility is a way of thinking about 
uncontroversial stuff in order to understand it better. People might argue about 
it, but the underlying facts it's attempting to describe aren't really controversial, 
what's controversial is what to make of them, what they tell us the world is like.

Let me try one more time to explain: quantum mechanics tells us about all 
sorts of stuff. But what is it? What's it like? What are useful ways to categorize 
it into groups to understand it better, instead of it completely disorganized? 
Like with English we have grouping concepts like "noun", "verb", and 
"adjective" to help us understand what's going on, and we have others like 
"past tense" or "words that end with 'ed'". All these ways of explaining and 
understanding complex stuff is important and helps tell us what it is, what its 
properties are, and what are good ways to think of it. With quantum physics, 
there are these roughly autonomous groups of stuff, so we have developed 
concepts like "differentiation" where you get branching into multiple groups like 
that, and the idea of "universes" to refer to groups (because each group 
contains all the planets, galaxies, etc that we are used to thinking of as the 
universe).

Hope that's helpful, feel free to ask more questions.

-- Elliot Templehttp://beginningofinfinity.com/

Elliot:

Thank you for taking the time to explain the above.  Very interesting
and very helpful.   Is there a particular book you would suggest for a
layman wanting to get better educated on the above topic?  (QM in
general and entanglement information in particular?)

For QM generally, after Deutsch's two books, I would recommend Feynman's 
book:

http://www.amazon.com/QED-Strange-Princeton-Science-

http://beginningofinfinity.com/
http://www.amazon.com/QED-Strange-Princeton-Science-Library/dp/0691125759?tag=curi04-20


Library/dp/0691125759?tag=curi04-20

It is neutral rather than advocating MWI, but I think one can make some 
connections and see how it fits with MWI. If you have any questions about how its 
ideas work in terms of MWI, please ask.

For entanglement information specifically, I don't know what non-technical book is 
best to read.

-- Elliot Temple
http://curi.us/

http://www.amazon.com/QED-Strange-Princeton-Science-Library/dp/0691125759?tag=curi04-20
http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] 'Magic' in Copenhagen and in Multiverse
Date: November 25, 2011 at 7:36 PM

On 25 Nov 2011, at 20:28, Elliot Temple wrote:

On Nov 25, 2011, at 12:22 PM, Alan Forrester wrote:

The mathematical result that is commonly, and entirely wrongly, used to argue 
that reality is non-local is called Bell's theorem. Bell's theorem states that if 
reality is described by physical quantities that are just represented by single 
numbers and those numbers picked locally at random with some probability, 
then they can only be correlated by a certain amount. In the MWI the physical 
quantities that describe realty are not represented by numbers, they are more 
complicated mathematical things that describe what is happening to an object 
across the relevant region of the multiverse. So Belle's theorem doesn't apply 
to the MWI.

Your general point here makes sense about Bell not refuting MWI. Could you 
elaborate on the concept of physical quantities being "correlated" by amounts?

Event 1 and event 2 are perfectly correlated when events 2 always happens 
when event 1 happens. So, for example, if event 1 is me putting a tea bag in a 
mug, and event 2 is finding that there is tea in the mug five minutes later, then 
event 2 always happens when event 1 happens and so they are perfectly 
correlated.

But let's suppose that I have a housemate who sometimes warms up food in the 
microwave and then forgets about it. Then it may be reasonable to bet that when 
he puts food in the microwave he will eat it while it's hot, but sometimes that 
expectation will be disappointed. So the event of my housemate putting food in 
the microwave is correlated with him eating that food while it's hot, but those 
events are not perfectly correlated. And you might be able to come up with a 
number that would quantify how much my housemate leaves stuff in the 
microwave. That would be a measure of how much correlation there is between 
the event of my housemate putting stuff in the microwave and the event of him 
eating that stuff while it's hot.

In Einstein-Podolski-Rosen (EPR) experiments we find that particles are 



correlated in a way they couldn't be correlated according to classical physics. 
Suppose we have two particles particle 1 and particle 2. For each particle we 
consider measurements of three quantities X, Y and Z. X has two possible values 
(0 and 1 say), and so do Y and Z. For particle 1 we call these quantities X1, Y1 
and Z1, and for particle 2 we call them X2, Y2 and Z2. Jim makes two of these 
particles and sends one to Alice and another to Bob. the particles are sent quickly 
to Alice and bob who measure them quickly so that during the measurement no 
light from one particle can get to the other to influence the results of 
measurements. No matter what they measure the probability of getting each of 
the possible results is 1/2. If Alice and Bob measure X1 and X2 the results match 
when they are compared, if they measure Y1 and Y2 the results match when they 
are compared, if they measure Z1 and Z2 the results match when they are 
compared. But if they measure any other combination, like X1 and Y2, the results 
match with probability 1/2. It kinda looks like the results are random because they 
match with probability 1/2 when different quantities are measured but they're also 
highly correlated because they match perfectly when the same quantities are 
measured on each one. So to the casual observer it might appear that measuring 
Z1 somehow causes X1 to be random or something like that, but that would 
require faster than light communication. There is a technical mathematical result 
about this that covers more general sets of possible measurements and it's called 
Bell's Theorem.

How does the MWI solve this problem? Each system carries entanglement 
information about other systems. The entanglement information in particle 1 
about particle 2 doesn't say the value of Z2 is 0 because one version of particle 2 
will have value 0 for Z2 while the other has value 1. So if the information specified 
just one value, when particle 1 met particle 2 he wouldn't know what to do about 
the version of particle 2 not specified in the rules. In addition, it can't say that 
"whatever the value of Z1 is regardless of what has been measured on particle 2 
the value matches that of Z1". Why? Because then every quantity attached to 
particle 2 would have to have a single value in a particular universe, but that's not 
possible due to Heisenberg's uncertainty principle, which says that only some of 
the quantities attached to a particle can have a single value in a particular 
universe. So the rule actually has to say "if quantity A has been measured for 
particle 1 then and quantity B for particle 2 then their values match, otherwise 
their values match with the following probabilities [formula for the matching 
probabilities]", or something like that.

Alan



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] 'Magic' in Copenhagen and in Multiverse
Date: November 27, 2011 at 2:31 PM

On Friday, November 25, 2011 8:22:03 PM UTC, Alan Forrester wrote:

On 25 Nov 2011, at 12:26, tom.harrigan wrote:

.

Well, I don't agree with your intuition. The reason people try to
establish realist interpretations is because the Copenhagen (ie
non-realist) interpretations are the most counter-intuitive. Unfortunately
for them, realist interpretations (apart from many-worlds) have been
refuted. It is much easier to believe in many-worlds (ie realist
determinism) than it is to accept the CI in my opinion.

To accept the CI you have to accept bad philosophy, e.g. - anti-realism.
If you're interested in understanding how the world works that becomes very
difficult when you start assuming that large chunks of your best
explanations are false.

To accept MW you have to accept that things are actually uncountably
infinite collections that can store huge amounts (lets make it uncountably
infinite amounts - why not?) of hidden "entanglement information". You have
to accept that none of the usual forces have any effect within these
assemblies, though they do mysteriously mutually interfere if the
circumstances are right. Also, these assemblies, though uncountably
infinite in measure, are able to instantaneously sort themselves into
separate universes with exact precision should the opportunity arise. You
think this leads to good philosophy, e.g. - anti-reasonable?

To accept CI all you have to accept is that QM calculates probabilities,
and that the Reality makes the decisions.

 Thanks for teaching me that nowadays CI sees the wave function as not
actual matter just probabilities.   But DD seems very convinced – and
he cites numerous experiments that he claims demonstrates this point–



that the other bits of matter predicted by the wave function do indeed
actually exist.    (The double light slit, the double mirror, quantum
computing itself.)    My understanding is that CI and DD disagree
about the logical conclusions of these experiments.  So do I
understand that you think DD is just wrong in his conclusions about
the existence of this other matter?  And that his interpretations of
these experiments are just wrong?

It's been probabilities since 1926, so "nowadays" means any time in the
last 85 years! I'm not sure what you mean by "logical conclusions". The
experiments work exactly the way quantum mechanics predicts, and so does
quantum computing. Your preference for a particular flavour of
interpretation is irrelevant.

The numbers that are commonly used to predict the results of experiments
in quantum mechanics only act according to the calculus of probability
(that is, the set of rules that probabilities are supposed to obey) under a
limited set of circumstances: namely when you can't do interference
anymore. So when you say that quantum mechanics only talks about
probabilities you are wrong.

I really don't know what to make of the above paragraph. Quantum states
were described by rays in a linear Hilbert space equipped with an inner
product. Observables were encoded in Hermitian operators acting on the
Hilbert space, and if you want to know the value of any quantity "A", you
calculate it's expectation values via the well known recipe <psi|A|psi>.
The clue is in the term "expectation value".

In Fabric of Reality DD claims that the successful functioning of
Strog’s Algorithm absolutely proves the existence of the other
universes which are indicated by the wave function.  Any chance you
would be up to explaining why he is misguided in that claim as well?

Do you mean Shor's algorithm? Actually it doesn't mater, no quantum
computing algorithm proves other universes, and Prof. Deutsch does not say
that I'm sure.



It is true that Shor's algorithm doesn't prove the existence of the
multiverse. But Shor's algorithm, like single particle interference and
many other experiments, refutes the idea that reality consists only of a
single universe.

The first sentence above is true. The second sentence contradicts the first
sentence, so is false.

In fact, for quantum computing to work, the universes must remain
coherent, and for there to be only one in the end. So quantum computing
works when universes don't split!

This talk of universes splitting is seriously misleading. A particular
system becomes differentiated into non-interfering versions. Universes are
extended layers in the multiverse formed by many non-interfering objects
interacting with one another to form large non-interfering structures. But
we can use a system that has can't interfere with other versions of itself
to carry quantum information provided you can't get the information by
measuring that system alone. As a result non-interfering objects can be
used to help do quantum computation and information processing, and this is
what happens in EPR and telportation experiments.

You also said two comments in your post that seem to contradict each
other: “Single-universe, realist interpretations of QM have been
experimentally  disproved by the way.”  And  later:”The Copenhagen
view agrees with all experimental tests ever made. Many worlds is
untestable.”    I think you made a typo in the first sentence? Or is
there a degree of nuance that is eluding me?

Local-realism was falsified in a paper published in Nature in 2007:
http://arxiv.org/abs/0704.2529

There was a write-up in SciAm:
http://www.scientificamerican.com/article.cfm?id=quantum-theory-fails-reality

The Copenhagen interpretation is local-non-realist. Somehow, MW
sidesteps all of this sort of thing - though I'm not sure how.

http://arxiv.org/abs/0704.2529
http://www.scientificamerican.com/article.cfm?id=quantum-theory-fails-reality


The mathematical result that is commonly, and entirely wrongly, used to
argue that reality is non-local is called Bell's theorem. Bell's theorem
states that if reality is described by physical quantities that are just
represented by single numbers and those numbers picked locally at random
with some probability, then they can only be correlated by a certain
amount. In the MWI the physical quantities that describe realty are not
represented by numbers, they are more complicated mathematical things that
describe what is happening to an object across the relevant region of the
multiverse. So Belle's theorem doesn't apply to the MWI.

Bell's Theorem, Leggett's inequality and the Free Will theorem refute
REALISM! It's just an experimental fact. Locality is preserved in CI.

So, it strikes me that you either accept what Max Born said in 1926,
that quantum mechanics calculates probabilities and that it makes no sense
to talk about the "real" values of an observable before a measurement, OR
that quantum mechanics calculates probabilities and that it makes no sense
to talk about which "actual" universe you are in before a measurement.

There's nothing special about measurement. Anytime you interact with some
object each version of you is paired up with a particular version of that
object.

I rest my case!

Tom



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Uncertainty Principle (was: Infinite Explanatory Regression)
Date: November 27, 2011 at 5:38 PM

2011/7/30 Elliot Temple <curi@curi.us>

The "uncertainty principle" is misnamed and misunderstood. BoI terminology
section states what it really is, pp 303-304:

Uncertainty Principle: The (badly misnamed) implication of quantum
theory that, for any fungible collection of instances of a physical object,
some of their attributes must be diverse.

If one opens almost any book on quantum mechanics, checks the Wikipedia, or
googles "uncertainty principle" you get something like:

"Heisenberg uncertainty principle states a fundamental limit on the
accuracy with which certain pairs of physical properties of a particle,
such as position and momentum, can be simultaneously known."

It is not obvious that these two things describe the same thing. Can
someone explain if they do and if so how can one see that they are
equivalent?

-- 
Matjaž Leonardis



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Uncertainty Principle (was: Infinite Explanatory Regression)
Date: November 27, 2011 at 5:55 PM

On 27 Nov 2011, at 10:38pm, Matjaž Leonardis wrote:

2011/7/30 Elliot Temple <curi@curi.us>

The "uncertainty principle" is misnamed and misunderstood. BoI terminology 
section states what it really is, pp 303-304:

Uncertainty Principle: The (badly misnamed) implication of quantum theory 
that, for any fungible collection of instances of a physical object, some of their 
attributes must be diverse.

If one opens almost any book on quantum mechanics, checks the Wikipedia, or 
googles "uncertainty principle" you get something like:

"Heisenberg uncertainty principle states a fundamental limit on the accuracy 
with which certain pairs of physical properties of a particle, such as position and 
momentum, can be simultaneously known."

It is not obvious that these two things describe the same thing. Can someone 
explain if they do and if so how can one see that they are equivalent?

The first is true. The second is one of several varieties of nonsense that one gets 
if one adopts a single-universe interpretation of quantum phenomena. In this 
case, the nonsense is stated via a reinterpretation of the uncertainty principle (a 
statement about the physical world) as a statement about *what can be known* 
about a world which one desperately avoids describing in factual terms. 
Specifically, it avoids saying whether those 'physical properties' of which it 
speaks, *have values*.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Uncertainty Principle (was: Infinite Explanatory Regression)
Date: November 27, 2011 at 6:13 PM

On Nov 27, 2011, at 2:38 PM, Matjaž Leonardis wrote:

2011/7/30 Elliot Temple <curi@curi.us>

The "uncertainty principle" is misnamed and misunderstood. BoI terminology
section states what it really is, pp 303-304:

Uncertainty Principle: The (badly misnamed) implication of quantum
theory that, for any fungible collection of instances of a physical object,
some of their attributes must be diverse.

If one opens almost any book on quantum mechanics, checks the Wikipedia, or
googles "uncertainty principle" you get something like:

"Heisenberg uncertainty principle states a fundamental limit on the
accuracy with which certain pairs of physical properties of a particle,
such as position and momentum, can be simultaneously known."

It is not obvious that these two things describe the same thing. Can
someone explain if they do and if so how can one see that they are
equivalent?

You can't measure a single value for something diverse. That's the "uncertainty": 
the collection of instances has multiple values in some range, not just a single 
value.

It's not about our inability to measure accurately enough. It's not a flaw in 
measuring but a fact that you can't measure a single value for somethings which 
does not have a single value.

Quantum observables can be "sharp" (the same for all the fungible instances) or 
not ("diverse"). Sharp ones can be measured as a single value, diverse ones 
can't.



The uncertainty principle is, as Deutsch says, that not all observables of a 
quantum system can ever all be sharp at the same time. While some are sharp 
(measurable as a single value because they have a single value), others aren't 
single valued.

For example, if a multiversal particle is moving through deep space, its instances 
spread out like an ink blot, as described in BoI. So you can't give it a single 
position value because it (the multiversal photon) has multiple positions.

It would be incorrect to say we are uncertain where that particle is (we may or 
may not be). What's going on isn't about our knowledge of its position but that it 
has spread out over multiple positions.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] Chapter 7 notes
Date: November 28, 2011 at 8:15 PM

A universal computer can be programmed to think -- that is, artificial intelligence 
is possible -- because it is also a universal simulator. (It can predict the behavior 
of any other physical object (ch. 6); the brain is a physical object, and it can think; 
so a universal computer can be programmed to think.)

The Turing test says we can tell if a machine has been programmed to think if a 
human judge cannot tell if the program is human or not. But this is not a good 
test, because there are no explanations behind it. A human might be fooled about 
a program's ability to think; but unless we can explain how it has acquired the 
ability to think, we can't tell if it's really thinking or if we're being fooled.

We don't need the Turing test to tell if a program is an AI. We need a good 
explanation for where the knowledge in the program came from. If the knowledge 
in the program came from what was put in it by the programmer, it is not thinking. 
If the knowledge was created by the program, it is thinking.

The Deutsch test for judging explanations of consciousness: "If you can't program 
it, you haven't understood it"

We have not been able to create AI or artificial evolution (in the sense of creating 
new knowledge, not just alternating variation and selection) because we don't yet 
understand how creativity or the universality of DNA works. Once we can explain 
them, we will be able create them.

-Kristen



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 6 notes
Date: November 30, 2011 at 4:47 PM

On Nov 20, 2011, at 5:01 PM, Kristen Ely wrote:

The jump to universality is a beginning of infinity
     -when an evolving system suddenly achieves a large increase in functionality 
-- extending its reach to become universal in a certain area

Reach always has an explanation -- there must be an underlying regularity
   e.g. The alphabet is universal for writing any spoken word. The underlying 
regularity is that all words are created from a limited set of elementary sounds.

Advantages of a universal system achieved through a set of rules vs. a 
completed list (e.g. Rules for using the alphabet to write words vs. a list of all 
words)
-rules can be much simpler than lists
-rules contain knowledge about the underlying regularities, a list does not
-rules can be used for further innovation in the system, which is unpredictable

Rules can also be used for further innovation *outside* the system: you can use 
the idea/concept for a rule and apply it to another domain.

It is with the Enlightenment that universality began to be seen as desirable. 
Before that, people didn't seem to be looking beyond the specific problems they 
were attempting to solve, so universality, when it happened, did so 
unintentionally.

Abstract information in our minds is like programs in a computer

The list above is also like computer programming. We can write computer 
programs using general purpose algorithms, instead of lists of what programmers 
call "special cases" where they are doing something specially for a specific 
situation instead of letting a general rule handle it.

Programs based on general algorithms, instead of lots of special cases, are 
simpler (better for managing complexity), they contain knowledge about the 
domain (e.g. relationships between various cases according to some formula), 



they better allow future changes (like maintenance, bug fixes, new features), and 
they can also be better re-used in other programs.

-- we encode the programs in our brains (such as the rules for the Roman 
numeral system), and then the program instructs us in how to use it. The 
abstract information causes itself to be copied from mind to mind

Not all ideas do. Some are never shared. The ones that cause themselves to be 
copied we call "memes".

-- in the case of the Roman numeral system, by being useful to its user, so the 
user will pass it on to others, and the knowledge will survive.

Only one known form of universality was not created by human beings -- DNA.

Not RNA?

Error correction is a beginning of infinity. Without it, knowledge creation is 
limited and can't continue to make progress.

Digital computers can be universal, because digital systems allow for error 
correction.
Analogue computers cannot be universal, because analogue systems 
eventually reach a limit at which the accumulated errors render the results 
useless.

A universal system recognizes that there will be errors (problems are inevitable), 
but corrects them once they occur (problems are soluble). All universal systems 
must be digital.

The most significant form of universality is that of people -- universal explainers, 
and therefore universal constructors.

One mistake people make, especially inductivists, empiricists, and more generally 
justifications, is that they believe in *analog* support/justification/credibility/etc of 
ideas. They think there is a continuum and you can have "weak evidence", 
"slightly stronger evidence", "a little stronger than that evidence", and so on.

But, as you explain, that won't work (apart from the issue that support/justification 



doesn't work at all because there are no rational rules to determine what supports 
what and therefore resolve disagreements -- and there can't be, rule systems are 
either inconsistent or don't solve the problem, e.g. by assigning equal support to 
infinitely many contradictory ideas).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 7 notes
Date: November 30, 2011 at 4:54 PM

On Nov 28, 2011, at 5:15 PM, Kristen Ely wrote:

A universal computer can be programmed to think -- that is, artificial intelligence 
is possible -- because it is also a universal simulator. (It can predict the behavior 
of any other physical object (ch. 6); the brain is a physical object, and it can 
think; so a universal computer can be programmed to think.)

The Turing test says we can tell if a machine has been programmed to think if a 
human judge cannot tell if the program is human or not. But this is not a good 
test, because there are no explanations behind it.

There are explanations behind it. It's difficult to write a computer program that 
actually talks like a human. Try it :) And programmers have some understanding 
of -- and ability to explain -- why that is.

However, fooling people and actually talking like a human are different, so the 
test misses the mark there.

Also talking like a human and being an AI are not identical, so it can only be an 
approximate test.

A human might be fooled about a program's ability to think; but unless we can 
explain how it has acquired the ability to think, we can't tell if it's really thinking 
or if we're being fooled.

We don't need the Turing test to tell if a program is an AI. We need a good 
explanation for where the knowledge in the program came from. If the 
knowledge in the program came from what was put in it by the programmer, it is 
not thinking. If the knowledge was created by the program, it is thinking.

The Deutsch test for judging explanations of consciousness: "If you can't 
program it, you haven't understood it"

Haven't fully understood it.

Might have understood a lot of it. Programs in general need to actually have 



some completeness to run correctly, but understanding can more easily be 
partial.

We have not been able to create AI or artificial evolution (in the sense of 
creating new knowledge, not just alternating variation and selection) because 
we don't yet understand how creativity or the universality of DNA works. Once 
we can explain them, we will be able create them.

Dawkins and others think they have done artificial evolution with computers. How 
can leading evolutionary thinkers be so confused about what evolution is and 
whether they have done it? Dawkins has a paper in which he talks about doing it 
and in the paper he openly talks about tuning the code to get the results he 
wanted. So he, the programmer, is putting in the knowledge and thinking in order 
to get the results he chooses...

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Chapter 6 notes
Date: December 1, 2011 at 7:20 AM

I'm still struggling with the idea of universality as described in
chapter six. I'm hoping someone can help me.

When discussing the idea that all people (whether human, alien, or AI)
will be of the same kind, Deutsch says,

“All entities with universal reach necessarily have the same
reach.” (p 62)

But then in chapter six he makes what seems to be a contradictory
statement. When discussing tally marks as universal but quite
impractical numbers, Deutsch says, “there is a hierarchy of
universality.” (p 121)

If so, then why is it that an alien race or an AI couldn't have a
higher degree of universality than we have? Might we humans be like
tally marks, as compared to an alien or AI, who might be more like a
more sophisticated number system?

Any insight for me?

Thanks,

Steve Whitt
http://stephenwhitt.wordpress.com/

http://stephenwhitt.wordpress.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 6 notes
Date: December 1, 2011 at 1:34 PM

On Dec 1, 2011, at 4:20 AM, steve whitt wrote:

I'm still struggling with the idea of universality as described in
chapter six. I'm hoping someone can help me.

When discussing the idea that all people (whether human, alien, or AI)
will be of the same kind, Deutsch says,

“All entities with universal reach necessarily have the same
reach.” (p 62)

But then in chapter six he makes what seems to be a contradictory
statement. When discussing tally marks as universal but quite
impractical numbers, Deutsch says, “there is a hierarchy of
universality.” (p 121)

There are different kinds of universality, some better than others (e.g. universal 
alphabet vs universal knowledge creator). But two universal knowledge creators 
must be equal in reach.

Why are all universalities of the same type the same? Because universal in some 
domain means being able to do everything in that domain that anything else can 
(e.g. a universal computer means one that can perform all computations that any 
computer can perform). Universality means the repertoire of functionality isn't 
missing anything. So if two things are both universal -- not missing anything -- 
then they must have the same available functions.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Chapter 6 notes
Date: December 1, 2011 at 1:44 PM

On 1 Dec 2011, at 12:20, steve whitt wrote:

I'm still struggling with the idea of universality as described in
chapter six. I'm hoping someone can help me.

When discussing the idea that all people (whether human, alien, or AI)
will be of the same kind, Deutsch says,

“All entities with universal reach necessarily have the same
reach.” (p 62)

But then in chapter six he makes what seems to be a contradictory
statement. When discussing tally marks as universal but quite
impractical numbers, Deutsch says, “there is a hierarchy of
universality.” (p 121)

If so, then why is it that an alien race or an AI couldn't have a
higher degree of universality than we have? Might we humans be like
tally marks, as compared to an alien or AI, who might be more like a
more sophisticated number system?

Any insight for me?

Any proposal to produce a particular physical transformation given particular 
conditions is either impossible or it can be arranged with the right knowledge. If a 
particular transformation couldn't be arranged no matter what knowledge you 
have that would itself be a law of physics. So if you're capable of creating new 
explanations then you're capable of doing anything that is physically possible.

Now let's imagine that there was a higher level of universality than our ability to 
explain stuff - that is, to create accounts of what is happening in the real world. If 
that was true and there was an explanation of how it worked that we could 
understand then we could just learn that explanation and then we would be able 
to do anything. If it was not possible for us to learn about it, then the world would 
be inexplicable, and so would have lots of bad but true explanations. So no good 
explanation could lead us to the idea that there is a higher level of universality 



than the ability to create explanations.

Alan



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Chapter 6 notes
Date: December 1, 2011 at 7:57 PM

Thank you, Elliot and Alan. Both those answers make a lot of sense to
me. I think the idea of humans as universal knowledge creators is so
central to the book, and I wanted to be sure I was clear about why
there is only one kind of human. I was thrown by Deutsch's
descriptions of how there were degrees of universality, but I see now
that this fact doesn't apply to universal explainers.

I was always bothered by the Arthur Clarke quote about any
sufficiently advanced technology being indistinguishable from magic.
No, it wouldn't be, because we humans would do what we always do with
magic. We'd investigate. We'd conjecture, criticize, test, and finally
come up with an explanation of how the magic works.

What do you suppose was the moment in our evolution when we became
these universal explainers? Presumably, were we to discover a relic
band of australopithecines, or even Homo erectus, they would not be
universal explainers. Were the cave artists in France universal
explainers? The builders of Machu Picchu? The Athenians? I wonder.

And what, I wonder, would it be like to "talk" to someone who was not
a universal explainer?

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 6 notes
Date: December 1, 2011 at 10:40 PM

On Dec 1, 2011, at 4:57 PM, steve whitt wrote:

Thank you, Elliot and Alan. Both those answers make a lot of sense to
me. I think the idea of humans as universal knowledge creators is so
central to the book, and I wanted to be sure I was clear about why
there is only one kind of human. I was thrown by Deutsch's
descriptions of how there were degrees of universality, but I see now
that this fact doesn't apply to universal explainers.

I was always bothered by the Arthur Clarke quote about any
sufficiently advanced technology being indistinguishable from magic.
No, it wouldn't be, because we humans would do what we always do with
magic. We'd investigate. We'd conjecture, criticize, test, and finally
come up with an explanation of how the magic works.

What do you suppose was the moment in our evolution when we became
these universal explainers? Presumably, were we to discover a relic
band of australopithecines, or even Homo erectus, they would not be
universal explainers. Were the cave artists in France universal
explainers? The builders of Machu Picchu? The Athenians?

Definitely the Athenians. That is long after any important biological changes.

Also, the Athenians did philosophy! They were able to think well about many 
things. That indicates universality (because of the "jump" to universality: anything 
that can do very much is usually universal, there isn't much middle ground).

And what, I wonder, would it be like to "talk" to someone who was not a 
universal explainer?

Like talking with your pet dog or cat. Or with chatbots like Eliza or Siri.

-- Elliot Temple
http://curi.us/

http://curi.us/


-- 



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Reductionism (was: Free Will)
Date: December 2, 2011 at 7:07 AM

On Nov 20, 11:35 am, Elliot Temple <c...@curi.us> wrote:

DD addresses reductionism in _The Fabric of Reality_ chapter 1. And a lot of 
other places, check out the index. Then in BoI it's in the index a bunch, though 
less, perhaps because he felt he had already said what he wanted about the 
topic (BoI pp 109-110 gives a lengthy quote from FoR about it).

I always considered myself a reductionist, and what Deutsch says on
page 109 of BoI is all I ever meant by my own reductionism:

“The behavior of high-level physical quantities consists of nothing
but the behavior of their low-level constituents with most of the
details ignored.” (BoI p 109)

To me that's all reductionism needs to be. Of course emergent
properties exist. But those emergent properties always emerge from
"the behavior of their low-
level constituents." This definition of reductionism does away with
the possibility of the supernatural.

Steve Whitt



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Re: Reductionism (was: Free Will)
Date: December 2, 2011 at 10:18 PM

On 2 dec., 13:07, steve whitt <smwh...@gmail.com> wrote:

“The behavior of high-level physical quantities consists of nothing
but the behavior of their low-level constituents with most of the
details ignored.” (BoI p 109)

This statement is true.

But the way I understand it, it is a mistake to think that if you want to
explain something you need to reduce it in parts and then use explanations
about those parts to explain the original thing.

You often *can* do it in that way.

But often you can do it in a non-reductive way.

And in general there is no reason to view such explanations, as "second
class", not as good as reductive ones, etc.

To me that's all reductionism needs to be. Of course emergent
properties exist. But those emergent properties always emerge from
"the behavior of their low-
level constituents." This definition of reductionism does away with
the possibility of the supernatural.

The way I understand it, the mistake described above is called
"reductionism" both in the FoR an BoI.

You seem to be saying that what you mean by "reductionism" is something
else and that the thing you mean is not a mistake.

I think you're right, but this is not a criticism of the views expressed
about reductionism in BoI (since there it is a different thing).



Did I get this right?

-- 
Matjaz Leonardis



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: December 3, 2011 at 9:13 AM

On Nov 25, 7:36 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

How does the MWI solve this problem? Each system carries entanglement 
information about other systems. The entanglement information in particle 1 
about particle 2 doesn't say the value of Z2 is 0 because one version of particle 
2 will have value 0 for Z2 while the other has value 1. So if the information 
specified just one value, when particle 1 met particle 2 he wouldn't know what to 
do about the version of particle 2 not specified in the rules. In addition, it can't 
say that "whatever the value of Z1 is regardless of what has been measured on 
particle 2 the value matches that of Z1". Why? Because then every quantity 
attached to particle 2 would have to have a single value in a particular universe, 
but that's not possible due to Heisenberg's uncertainty principle, which says that 
only some of the quantities attached to a particle can have a single value in a 
particular universe. So the rule actually has to say "if quantity A has been 
measured for particle 1 then and quantity B for particle 2 then their values 
match, otherwise their values match with the following probabilities [formula for 
the matching probabilities]", or something like that.

Alan

Hi Alan,

I'm fascinated by the many-worlds interpretation, but I'm still stuck
with Copenhagen for much of my understanding, as that's what I've read
most of my life. I'm hoping you can help me understand Bell's theorem
better from a many-worlds viewpoint. The above paragraph doesn't quite
do it for me, so I'm hoping you can critique my own faulty description
below. Please tell me where I'm right or wrong:

Two entangled particles emanate from a source. Call them particle 1
and particle 2. If X(1) = up, then X(2) = down, etc for Y and Z. But
if we measure X(1) and Y(2), their values will match only half the
time (or is it actually less than half, so that the total correlation
in a completely random trial of measuring X, Y, or Y of 1 and X, Y, or
Z of 2 comes out to 1/2?)



In the many-worlds interpretation, particle 1 is actually a cloud of
multiversal particles, some with (X,Y,Z) = (up, up, down), some with
(X,Y,Z) = (down, up, up) and so on for every possibility. The same is
true for particle 2. However, because 1 and 2 are entangled, there is
a partition of sorts such that the only particle 2' capable of sharing
a universe with the particle 1's whose X is up are those particle 2's
whose X is down, and so on for each of the directions X, Y, and Z.
This is why measuring X(1) and X(2), etc. always results in a perfect
anti-correlation. But in that group of X(2) = down, there are all the
possibilities of Y and Z, so no correlation is seen when measuring
X(1) vs. Y(2) for instance.

Of course, I don't have a clue of understanding what this "partition"
is or how it works. Isn't this just Einstein's "spooky action at a
distance" again? How are particles supposed to know which universe
they're allowed to be in?

I'm sure there are many misconceptions in what I've written above.
Please help me understand better by pointing them out.

Thanks,

Steve Whitt



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Reductionism (was: Free Will)
Date: December 3, 2011 at 8:28 AM

On Dec 2, 10:18 pm, Matjaž Leonardis <sidranoel.zaj...@gmail.com>
wrote:

You seem to be saying that what you mean by "reductionism" is something
else and that the thing you mean is not a mistake.

I think you're right, but this is not a criticism of the views expressed
about reductionism in BoI (since there it is a different thing).

Did I get this right?

I think so. I'll admit that when I first read BoI I was a dyed-in-the-
wool reductionist, and Deutsch's argument at first struck me as the
same wrong-headed anti-reductionism I'd read in the past. But careful
re-reading of BoI convinced me that Deutsch's argument is wonderful
and enlightening. Good explanations do not need to be, and in fact
often cannot be, reduced to forces and particles. Of course that's
true. And his definition of emergence quoted above is, I think, the
way I would have defined it, if only I'd thought of it first.

So while Deutsch would not describe himself as a reductionist, his
"nothing but" statement above means that he and I fundamentally see
the universe in the same way (though clearly he sees it a lot better
than I do!)

Deutsch did a great job of helping me, with my reductionist,
materialist perspective, understand how something like the knowledge a
plant has of photosynthesis can come into the world. What he wasn't
able to do (and what he admits that so far no one has been able to do)
is explain how human creativity - the other way of creating knowledge
- might work from such a perspective. How can molecules and electric
charge become a Beethoven symphony, a Monet painting, or an Einstein
theory? I believe they do, and I think Deutsch believes it, too. But
we don't yet know how.



Steve Whitt



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Creativity (was: Reductionism)
Date: December 3, 2011 at 11:37 AM

On Dec 3, 2011, at 5:28 AM, steve whitt wrote:

On Dec 2, 10:18 pm, Matjaž Leonardis <sidranoel.zaj...@gmail.com>
wrote:

You seem to be saying that what you mean by "reductionism" is something
else and that the thing you mean is not a mistake.

I think you're right, but this is not a criticism of the views expressed
about reductionism in BoI (since there it is a different thing).

Did I get this right?

I think so. I'll admit that when I first read BoI I was a dyed-in-the-
wool reductionist, and Deutsch's argument at first struck me as the
same wrong-headed anti-reductionism I'd read in the past. But careful
re-reading of BoI convinced me that Deutsch's argument is wonderful
and enlightening. Good explanations do not need to be, and in fact
often cannot be, reduced to forces and particles. Of course that's
true. And his definition of emergence quoted above is, I think, the
way I would have defined it, if only I'd thought of it first.

So while Deutsch would not describe himself as a reductionist, his
"nothing but" statement above means that he and I fundamentally see
the universe in the same way (though clearly he sees it a lot better
than I do!)

Deutsch did a great job of helping me, with my reductionist,
materialist perspective, understand how something like the knowledge a
plant has of photosynthesis can come into the world. What he wasn't
able to do (and what he admits that so far no one has been able to do)
is explain how human creativity - the other way of creating knowledge
- might work from such a perspective. How can molecules and electric



charge become a Beethoven symphony, a Monet painting, or an Einstein
theory? I believe they do, and I think Deutsch believes it, too. But
we don't yet know how.

We do know how creativity works, but not in enough detail to write a computer 
program to do it.

Creativity functions by evolution, the only known way that knowledge can be 
created.

In the language of the domain, it functions by *creating ideas* and *criticizing 
ideas* (replication and selection -- many of the ideas created are copies, with 
variation, of existing ideas). It's also called "conjecture and refutation" by Popper.

Note that we also don't know how to write a computer program to create the 
knowledge in photosynthesis. So this isn't necessarily more mysterious than the 
biological type of evolution.

How can molecules and electric charges turn into ideas? Like this:

1) implement a universal computer
2) run intelligence software on it

I don't see any big mystery of how molecules can do that. At least it's no more 
mysterious than my iMac which is a universal computer that can and does run 
software, which we humans understand enough to have built. And it could run 
intelligence software (perhaps slowly) if we wrote any.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Creativity (was: Reductionism)
Date: December 3, 2011 at 1:03 PM

On Dec 3, 11:37 am, Elliot Temple <c...@curi.us> wrote:

We do know how creativity works, but not in enough detail to write a computer 
program to do it.

Creativity functions by evolution, the only known way that knowledge can be 
created.

In the language of the domain, it functions by *creating ideas* and *criticizing 
ideas* (replication and selection -- many of the ideas created are copies, with 
variation, of existing ideas). It's also called "conjecture and refutation" by 
Popper.

Note that we also don't know how to write a computer program to create the 
knowledge in photosynthesis. So this isn't necessarily more mysterious than the 
biological type of evolution.

I probably overstate how much we understand about variation and
selection on the molecular level. What I mean is this. It makes sense
that a particular input (sunlight on a plant) could result in the
plant putting a chlorophyll molecule in just the right place to catch
that sunlight. This works because the reproduction mechanism of the
plant will always result in variation. The variation causes molecules
and electric charges to interact differently in plant A as opposed to
plant B, even though both continue to obey all the laws of physics.
Those variants that just happen to have done it best will have the
best chance of surviving. When we look at the results of all this
variation and selection, we see that the plants have created
knowledge, and variation and selection is the explanation.

In the person case, though, how do people take molecules and electric
charges and turn them into variation of ideas? Do we have a random
number generator in our brains? If so, how does that work? If I put a
certain input into a particular computer program, I always get out a
certain output. It's deterministic. People aren't like that, so where
do we get the variation without breaking any physical laws (which, of



course, we can't do)? I can see how plants do it; they have variation
built into their reproductive strategy. But Deutsch quoted Popper,
saying we can let our ideas die in our place. How do we vary ideas
within the confines of our molecules and electric charges obeying the
laws of physics? If there's no ghost in the machine (and I'm convinced
there is not), how does the machine create variation?

I'm not looking for an answer, because I don't believe one yet exists.
But it certainly is an interesting question.

Steve Whitt



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] 'Magic' in Copenhagen and in Multiverse
Date: December 3, 2011 at 1:43 PM

On 3 Dec 2011, at 14:13, steve whitt wrote:

On Nov 25, 7:36 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

How does the MWI solve this problem? Each system carries entanglement 
information about other systems. The entanglement information in particle 1 
about particle 2 doesn't say the value of Z2 is 0 because one version of 
particle 2 will have value 0 for Z2 while the other has value 1. So if the 
information specified just one value, when particle 1 met particle 2 he wouldn't 
know what to do about the version of particle 2 not specified in the rules. In 
addition, it can't say that "whatever the value of Z1 is regardless of what has 
been measured on particle 2 the value matches that of Z1". Why? Because 
then every quantity attached to particle 2 would have to have a single value in 
a particular universe, but that's not possible due to Heisenberg's uncertainty 
principle, which says that only some of the quantities attached to a particle can 
have a single value in a particular universe. So the rule actually has to say "if 
quantity A has been measured for particle 1 then and quantity B for particle 2 
then their values match, otherwise their values match with the following 
probabilities [formula for the matching probabilities]", or something like that.

Alan

Hi Alan,

I'm fascinated by the many-worlds interpretation, but I'm still stuck
with Copenhagen for much of my understanding, as that's what I've read
most of my life. I'm hoping you can help me understand Bell's theorem
better from a many-worlds viewpoint. The above paragraph doesn't quite
do it for me, so I'm hoping you can critique my own faulty description
below. Please tell me where I'm right or wrong:

Two entangled particles emanate from a source. Call them particle 1
and particle 2. If X(1) = up, then X(2) = down, etc for Y and Z. But



if we measure X(1) and Y(2), their values will match only half the
time (or is it actually less than half, so that the total correlation
in a completely random trial of measuring X, Y, or Y of 1 and X, Y, or
Z of 2 comes out to 1/2?)

In the many-worlds interpretation, particle 1 is actually a cloud of
multiversal particles, some with (X,Y,Z) = (up, up, down), some with
(X,Y,Z) = (down, up, up) and so on for every possibility. The same is
true for particle 2. However, because 1 and 2 are entangled, there is
a partition of sorts such that the only particle 2' capable of sharing
a universe with the particle 1's whose X is up are those particle 2's
whose X is down, and so on for each of the directions X, Y, and Z.
This is why measuring X(1) and X(2), etc. always results in a perfect
anti-correlation. But in that group of X(2) = down, there are all the
possibilities of Y and Z, so no correlation is seen when measuring
X(1) vs. Y(2) for instance.

Of course, I don't have a clue of understanding what this "partition"
is or how it works. Isn't this just Einstein's "spooky action at a
distance" again? How are particles supposed to know which universe
they're allowed to be in?

Talk of particles knowing stuff is misleading anthropomorphism.

Each particle contains entanglement information about other particles. This 
entanglement information is multiversal information: it's not just information about 
one version of other particles nor is it just information about multiple different 
versions of the other particles, it's also information about how different versions of 
the particle can interfere and so on. Each particle has this information owing to 
the way it interacted with other particles in the past, or because it was generated 
in a way that led to it having that information from the start.

Now, suppose you have two entangled particles, particle 1 and particle 2, and 
they get measured in distant places. What happens to particle 1 as a result of the 
measurement on particle 2? Nothing. The particles are far apart a signal can't 
reach particle 1 from particle 2's measurement, so nothing happens to particle 1. 
At the time of the measurement there is no such thing as which version of particle 
1 goes with a particular version of particle 2 or vice versa. There are no 
correlations between them.



When particle 2 interacts with other particles it transfers some of its entanglement 
information about particle 1 to those other particles and now they have 
entanglement information about particle 1. Likewise particle 1 transfers 
entanglement information about particle 2 to everything it interacts with. At some 
point, some system that has interacted with particle 2 interacts with a system that 
has interacted with particle 1. In that interaction the entanglement information 
about the particles ensures that the results of joint measurements on both 
systems occur with the right probability.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Creativity (was: Reductionism)
Date: December 3, 2011 at 2:04 PM

On Dec 3, 2011, at 10:03 AM, steve whitt wrote:

On Dec 3, 11:37 am, Elliot Temple <c...@curi.us> wrote:

We do know how creativity works, but not in enough detail to write a computer 
program to do it.

Creativity functions by evolution, the only known way that knowledge can be 
created.

In the language of the domain, it functions by *creating ideas* and *criticizing 
ideas* (replication and selection -- many of the ideas created are copies, with 
variation, of existing ideas). It's also called "conjecture and refutation" by 
Popper.

Note that we also don't know how to write a computer program to create the 
knowledge in photosynthesis. So this isn't necessarily more mysterious than 
the biological type of evolution.

I probably overstate how much we understand about variation and
selection on the molecular level. What I mean is this. It makes sense
that a particular input (sunlight on a plant) could result in the
plant putting a chlorophyll molecule in just the right place to catch
that sunlight. This works because the reproduction mechanism of the
plant will always result in variation. The variation causes molecules
and electric charges to interact differently in plant A as opposed to
plant B, even though both continue to obey all the laws of physics.
Those variants that just happen to have done it best will have the
best chance of surviving. When we look at the results of all this
variation and selection, we see that the plants have created
knowledge, and variation and selection is the explanation.

In the person case, though, how do people take molecules and electric
charges and turn them into variation of ideas? Do we have a random



number generator in our brains?

I would guess yes, but it's not too important in principle. Variation of ideas can be 
achieved in the same way as variation of genes: no replication process is perfect, 
so (random) errors happen, some of which turn out to be improvements.

What I'm saying, though, is that while we don't know all the details (e.g. exactly 
how ideas are created or criticized), we do know the basic concept of creativity: 
there is something which does idea creation with variation, and something which 
does selection/criticism.

And the parts we don't know about don't have anything to do with molecules (we 
do know how molecules can make a computer, that is not problematic), but 
instead have to do with the precise design of the intelligence software.

If so, how does that work? If I put a
certain input into a particular computer program, I always get out a
certain output. It's deterministic.

That's like saying that rolling dice is deterministic. True in a way, but so what? 
Gene variation is also deterministic in that sense.

Rolling dice will get you all the different rolls, and varying ideas in a deterministic 
way still gets you varied ideas just as varying genes deterministically gets varied 
genes.

"Everything is deterministic" cannot be a problem for a particular type of evolution 
anymore than it is for the others.

People aren't like that, so where
do we get the variation without breaking any physical laws (which, of
course, we can't do)? I can see how plants do it; they have variation
built into their reproductive strategy. But Deutsch quoted Popper,
saying we can let our ideas die in our place. How do we vary ideas
within the confines of our molecules and electric charges obeying the
laws of physics?

A very simple, naive version would be:



Run software that checks the time of day (to the nanosecond, and ignoring the 
high digits), and branches based on that number. In this way, results will vary a 
lot.

That is one of the techniques a lot of our software uses. Our brains don't have 
access to that particular number, but they are full of atoms with all sorts of 
observables that are actually a lot better (more "random") than time of day, so 
there's no difficulty at all in imagining a "random number generator" superior to 
what my iMac uses being found in my brain.

This is all basically equivalent to how plants work: what they do branches based 
on some physical quantities, e.g. precise amount of nutrients in the soil. Brains, 
too, can vary their thinking based on some physical observables.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami <ramir.wx@gmail.com>
Subject: [BoI] How the mind learns
Date: December 3, 2011 at 4:56 PM

Hi,

I joined the group today and started reading The Beginning of
Infinity. I read about Fallibilism and immediately realized that my
recent article falls directly inline with this philosophy. I think
I've come up with a methodology that systematically employs
Fallibilism and I've found that it is simple enough for even
uneducated people to understand and apply. I think that I've also
introduced a new philosophy although my newness to this field makes me
feel shaky to claim that I've created a philosophy. I know that my
methodology works because I've been applying it on my children and
employees; I am a homeschooler and an entrepreneur. I imagine that I
inadvertently learned Fallibilism during my University years studying
Physics, Chemistry, and Biology.

How the mind learns: A theory of knowledge employing philosophical and
symbolic logic:
https://docs.google.com/document/d/1zttc-
vzxF_Ckx0i40R7v2FkXUZvjjQOQcCwF80Y_Vkw/edit?hl=en_US.

Here is an exert:

How do children learn?
Most of them learn randomly. First a child experiences a situation: I
touched the stove, and I got hurt. Very soon she learns a rule to
prevent such situations: Don’t touch stoves. Then she experiences
similar situations and begins to improve her rule: Don’t touch things
that make fire or turn red. This new rule works for more than the just
situations with stoves. It helps her in dealing with far more
situations than her first rule did. So with rules, situations are
easier to understand which means that with rules, situations are more
easily controlled, even if one has never experienced a specific
situation before.

Then she learns a logic: Beware of electric and gas lines and machines
because our flesh is conductive and not flame-retardant. Notice that a
logic works for more than one rule; some logics apply to only a few

https://docs.google.com/document/d/1zttc-vzxF_Ckx0i40R7v2FkXUZvjjQOQcCwF80Y_Vkw/edit?hl=en_US


rules while others apply to billions or more. So with logic, rules are
easier to understand which means that situations are even more
controllable, rules are more easily understood, the task of
determining which rules to apply in certain situations is made much
simpler, and finally rules are more effortlessly applied in those
situations.

But this process of learning is far too chaotic. There is far too much
entropy, i.e. the amount of chaos, in this method of learning. More
chaos means more possibilities. Consider language. The more
possibilities that a statement could be interpreted into, the more
ambiguous the statement is. More ambiguity equates to more error in
understanding, which slows the learning process. So how do we make
this less random? How do we reduce entropy in the educative process?

Let’s revisit the process of learning. First a newborn learns
situations like, ‘When I touch the stove, I get hurt.’ Imagine these
as points in the empty space of a newborn’s mind (see Figure 1). Then
they learn more situations and they begin to learn some rules like,
‘Don’t touch hot things.’ These are vectors in the space (see Figure
2). A vector is a geometric entity that has both length and direction;
think of it as an arrow. Note that when a rule changes from ‘Don’t
touch the stove,’ to ‘Don’t touch things that make fire or turn red,’
this change is represented as the lengthening and/or realigning of a
vector.

Note that the more similar situations you learn, the more likely you
are to realize that you should make a new rule, i.e. the more points
you’ve learned that lie along a straight path in your knowledge
network, the more likely you are to realize that you should put a
vector along that path. If your mind makes this realization, then a
new vector is installed along that line. Hence you’ve learned a new
rule by projecting and more importantly, you’ll be able to tackle new
similar situations that you’ve never experienced nor heard of
previously.

Then the newborn learns logic as in, ‘Beware of electric and gas lines
and machines because our flesh is conductive and not flame-retardant.’
This is represented by the localized superstructure of vectors (see
Figure 3).



Note that the more similar rules you learn, the more likely you are to
realize that you should make a new logic, i.e. the more vectors you’ve
learned that are connected with each other, the more likely you are to
realize that you should make a superstructure of the those vectors. If
your mind makes this realization, then a new superstructure of logic
is installed along those vectors. Hence you’ve learned a new logic by
projecting and more importantly, you’ll be able to tackle new similar
situations and rules that you’ve never experienced nor heard of
previously.

With a logic, rules and situations are less necessary to be learned
because they can now be projected instantaneously, i.e. on the fly.
What does it mean to be able to project rules and situations? Well
most of this article is my mind's projections. I did not learn these
things from a teacher, nor by reading. Instead, I learned them by
projecting. The more logic one learns, the more accurately she will be
able to project rules and situations, i.e. learn rules and situations
without the help of teachers or even reading. So how does the mind
learn logic? Or rather, how does the mind learn knowledge? First lets
look at some examples of various terminology in various fields
regarding knowledge.

What is knowledge?
Knowledge is all that can be learned by a mind. Therefore, knowledge
is the entire set of situations, rules, and logic in the Universe. So
a person’s education is the complete set of situations, rules, and
logic learned by their mind. Each mind has its own set of situations,
rules, and logic as its knowledge set. Think of knowledge as the
untapped raw material from a mine; untapped only by newborns that is.
Note that the mine occupies a 3-dimensional space (actually its N-
dimensional but we’ll discuss that later).

-Situations are points in this space; situations are 0th order
knowledge.
-Rules are the vectors that project points; rules are 1st order
knowledge.
-Logic is the superstructure of the vectors; logic is 2nd order
knowledge.
-The Knowledge Network is the graphical representation of all the
points and vectors representing all knowledge in the universe (see



Figure 4).
-A person’s knowledge set is that person’s version of the knowledge
network.
-Note that all knowledge is connected either directly or indirectly to
all other knowledge, i.e. all knowledge is connected. What connects
it? Logic.
-It stands to reason that all logic is at least partially the same
since logic is pure, i.e. it is completely void of situations and
rules. Well, not all logic is void of field-specific terminology
though. It seems we must define 2 types of logic.
-2nd order knowledge containing field-specific terms
is..........................................    Field-specific Logic
-2nd order knowledge void of field-specific terms
is.......................................................    General
Logic
-0th, 1st, and 2nd order material of a specific field
is......................................    Field-specific Knowledge
-0th, 1st, and 2nd order material irrespective of any field
is....................................    General Knowledge
-It stands to reason that we could interchange 0th and 1st order
general knowledge with 0th and 1st order field-specific knowledge in
order to postulate new knowledge in other fields; that is to say that
we could interchange rules and situations from one field into those of
another while keeping the logic constant.
-Every general logic should be applied to every situation and rule in
a field before dubbing that general logic as unusable for said
situation or rule in said field. This is the Socratic Method, a
negative process of hypothesis elimination.
-More specifically, every field-specific logic should be converted
into its general form, and then systematically attempted in other
situations and rules in all other fields. This is interpolation and
extrapolation. This is the most efficient way to discover knowledge.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How the mind learns
Date: December 3, 2011 at 5:16 PM

On Dec 3, 2011, at 1:56 PM, Rami wrote:

Hi,

I joined the group today and started reading The Beginning of
Infinity. I read about Fallibilism and immediately realized that my
recent article falls directly inline with this philosophy. I think
I've come up with a methodology that systematically employs
Fallibilism

Awesome. You might appreciate my website!

http://fallibleideas.com/

and I've found that it is simple enough for even
uneducated people to understand and apply. I think that I've also
introduced a new philosophy although my newness to this field makes me
feel shaky to claim that I've created a philosophy.

The most important people to read in the field are Deutsch and Popper. Most 
educational philosophy is not very good, but it's hard to make useful progress in 
the field without knowing Popperian ideas (because they're such a big step 
forward compared to previous ideas, so one should build on them instead of 
starting again separately).

I know that my
methodology works because I've been applying it on my children and
employees; I am a homeschooler and an entrepreneur. I imagine that I
inadvertently learned Fallibilism during my University years studying
Physics, Chemistry, and Biology.

I too value homeschooling (when it doesn't mimic school, simply done 
somewhere else), entrepreneurship and scientific study.

But I don't agree with your argument that your methodology works. Let me ask 
you a question:

http://fallibleideas.com/


Are there teachers who:

1) have some sort of methodology, original or not
2) use it in their teaching
3) believe it works
4) believe they've seen it working firsthand, every school day, for the last decade
5) but are mistaken

?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami <ramir.wx@gmail.com>
Subject: [BoI] Re: How the mind learns
Date: December 3, 2011 at 7:13 PM

On Dec 3, 4:16 pm, Elliot Temple <c...@curi.us> wrote:
But I don't agree with your argument that your methodology works. Let me ask 
you a question:

Are there teachers who:

1) have some sort of methodology, original or not
2) use it in their teaching
3) believe it works
4) believe they've seen it working firsthand, every school day, for the last 
decade
5) but are mistaken

?

Hi Elliot, I'm soo appreciative that you replied. Thank you so much. I
will read all that you suggested. Anyway, I will try to answer your
question as best I can. Keep in mind that I am new to philosophy, so I
fear that I may not have understood your question, or rather the
grounding on which your question stands. So to answer your question:

Absolutely there are. Why? Because something else could have been the
cause of the results; something other than the teacher's methodology.
It could be that the results were caused by the teacher's enthusiam of
the methodology rather than the implementation of it; by results I
mean the increased understanding that the teacher measured in the
students (by measured I mean sensed). And now that I said 'measured,'
I realize also there could be, or rather IS, error in the measuring
too; the teacher could have been wrong about the increased
understanding. For example, the teacher could be experiencing
Cognitive Dissonance which could have lead to an error in
understanding of the meaning of the measurement.

But I'm having a hard time resting on the idea that my statement is
false. I still feel (think) that your argument does not necessarily
negate my original statement that, 'I know that my methodology works,'



unless we are disagreeing on the meaning of the terms, 'know' or
'works'. So let me rephrase my statement and I beg you to examine it
again and give me your opinion.

I 'know' that my methodology 'works' in so far as I, and others, have
measured the results.

Now I feel very confused. I wonder if your argument rests on the
philosophy of fallibilism which I think states that knowledge can not
be known because it can be falsified in the future. So if this is the
case, then how can my statement be tweaked so that it reconciles with
fallibilism?

Rami Rustom



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How the mind learns
Date: December 3, 2011 at 7:58 PM

On Dec 3, 2011, at 4:13 PM, Rami wrote:

On Dec 3, 4:16 pm, Elliot Temple <c...@curi.us> wrote:
But I don't agree with your argument that your methodology works. Let me ask 
you a question:

Are there teachers who:

1) have some sort of methodology, original or not
2) use it in their teaching
3) believe it works
4) believe they've seen it working firsthand, every school day, for the last 
decade
5) but are mistaken

?

Hi Elliot, I'm soo appreciative that you replied. Thank you so much. I
will read all that you suggested. Anyway, I will try to answer your
question as best I can. Keep in mind that I am new to philosophy, so I
fear that I may not have understood your question, or rather the
grounding on which your question stands. So to answer your question:

Absolutely there are.

OK. I agree.

Why? Because something else could have been the
cause of the results; something other than the teacher's methodology.
It could be that the results were caused by the teacher's enthusiam of
the methodology rather than the implementation of it; by results I
mean the increased understanding that the teacher measured in the
students (by measured I mean sensed). And now that I said 'measured,'
I realize also there could be, or rather IS, error in the measuring
too; the teacher could have been wrong about the increased
understanding. For example, the teacher could be experiencing



Cognitive Dissonance which could have lead to an error in
understanding of the meaning of the measurement.

I agree.

But I'm having a hard time resting on the idea that my statement is false.

Your method may or may not be effective.

But the argument that it is effective, because it worked for you in your experience, 
is not a compelling argument.

That same argument can be -- and sometimes is -- used by many people who are 
mistaken. It doesn't differentiate between people who are mistaken or not.

Part of the appeal of the argument is empiricism: it's appealing to the authority of 
experience. However, experience is fallible and requires interpretation, so 
appeals to one's experience are really just assertions that one's interpretation of 
his experience is correct.

One's interpretation of one's experience may be correct or incorrect, and 
assertions won't tell us which. What's needed are explanations and arguments. 
And usually those should focus more directly on the topic (e.g. does a particular 
educational philosophy make sense?) instead of on personal examples.

It's as you say: a teacher might measure success incorrectly, or have the wrong 
criteria that he's looking for. Or he might have success but misinterpret which of 
his actions caused it. There are various ways his apparent experience of 
success, and his beliefs about its causes, could be mistaken or even be a 
rationalization.

To judge the issue, one needs to consider something like:

1) what is the method, and what is it trying to accomplish?

2) is that a good thing to accomplish? why?



3) how and why will it work?

4) are there any criticisms?

5) (A special case of criticism) are there any rival/contradictory ideas to consider? 
If so, are there any criticisms of them? If not, then the issue is unresolved and, 
basically, one should be neutral instead of arbitrarily siding with his own idea.

The role of experience in the process is a critical role, as follows:

If anyone says anything which seems to contradict experience, you can point out 
the contradiction and use it as a criticism. Then either that criticism will be 
criticized (e.g. by pointing out a way it incorrectly interpreted experience) or it 
could stand.

I still feel (think) that your argument does not necessarily
negate my original statement that, 'I know that my methodology works,'
unless we are disagreeing on the meaning of the terms, 'know' or
'works'. So let me rephrase my statement and I beg you to examine it
again and give me your opinion.

I 'know' that my methodology 'works' in so far as I, and others, have
measured the results.

Now I feel very confused. I wonder if your argument rests on the
philosophy of fallibilism which I think states that knowledge can not
be known because it can be falsified in the future. So if this is the
case, then how can my statement be tweaked so that it reconciles with
fallibilism?

We do have knowledge. It is fallible knowledge (Popper calls it "conjectural 
knowledge"), and there's nothing wrong with that, and I don't object to saying we 
"know" our fallible knowledge.

But not all arguments are sufficient to know stuff. Some arguments are mistaken. 
They may be self-contradictory, contain a non sequitur, or have a variety of other 
flaws. In this case, the flaw is that the reason given for X is also compatible with X 



being false.

The argument had a form like: X because I experienced X.

And that is compatible with (partial list):

A) X is true

B) X is false, and one misinterpreted his experience

So the argument given cannot tell us if X is true or false.

When an argument is compatible with multiple possibilities, we should be neutral 
between them unless/until we come up with some further argument that 
differentiates between them.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: December 3, 2011 at 8:27 PM

On Dec 3, 1:43 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Talk of particles knowing stuff is misleading anthropomorphism.

Each particle contains entanglement information about other particles. This 
entanglement information is multiversal information: it's not just information 
about one version of other particles nor is it just information about multiple 
different versions of the other particles, it's also information about how different 
versions of the particle can interfere and so on. Each particle has this 
information owing to the way it interacted with other particles in the past, or 
because it was generated in a way that led to it having that information from the 
start.

OK, that helps. Thanks. I see the power now in the way the MWI does
away with the instantaneous communication necessary in other
formulations. I'm still worried about this entanglement information,
though. I'd like to understand it better. I'm sure I'm not alone in
that.

Steve



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Creativity (was: Reductionism)
Date: December 3, 2011 at 8:41 PM

On Dec 3, 2:04 pm, Elliot Temple <c...@curi.us> wrote:

A very simple, naive version would be:

Run software that checks the time of day (to the nanosecond, and ignoring the 
high digits), and branches based on that number. In this way, results will vary a 
lot.

That is one of the techniques a lot of our software uses. Our brains don't have 
access to that particular number, but they are full of atoms with all sorts of 
observables that are actually a lot better (more "random") than time of day, so 
there's no difficulty at all in imagining a "random number generator" superior to 
what my iMac uses being found in my brain.

This is all basically equivalent to how plants work: what they do branches based 
on some physical quantities, e.g. precise amount of nutrients in the soil. Brains, 
too, can vary their thinking based on some physical observables.

Yes, I see that now. After I wrote my post I had similar thoughts. You
could get an essentially random number into a computer program by
having it connect to the internet and take the fourth decimal place of
the temperature in Albuquerque. Strictly not random in a deterministic
universe, but for all practical purposes impossible to predict. And a
human brain could do the same thing.

I would guess yes, but it's not too important in principle.

I think where we part company is that I find  an incredibly
interesting question. How does the brain turn these essentially random
inputs into explanatory knowledge? Why did I wake up this morning and
remember something about work that I'd totally forgotten on Friday?
Why do I occasionally find myself thinking about the 1975 World
Series? Why did I miss a connection that someone else made, or make a
connection that someone else missed? I think this transformation of



deterministic laws of physics on the molecular level into new
knowledge, and in particular good explanations, is incredibly
interesting, just as I find the molecular changes that happen in
Darwinian variation and selection incredibly interesting. Probably the
reductionist in me coming out again. But I also agree with you that
the explanation of creativity, when it finally comes, won't be about
molecules. It will be about emergent properties like software.

Thanks for helping me think this through.

Steve



From: Rami <ramir.wx@gmail.com>
Subject: [BoI] Re: How the mind learns
Date: December 3, 2011 at 10:24 PM

On Dec 3, 6:58 pm, Elliot Temple <c...@curi.us> wrote:
To judge the issue, one needs to consider something like:
1) what is the method, and what is it trying to accomplish?

My method is one that decreases the entropy in the educative process
by systematically reducing the error in the transaction between the
teacher and student. The teacher is to decrease ambiguity in her
statements while the student is to decrease ambiguity by learning the
logic of assumption.

2) is that a good thing to accomplish? why?
My method includes employing dynamic visual representations of logic
so as to further reduce the ambiguity of the teachers' arguments. In
this way, the student is less likely to get confused with regard to
what the teacher is referring to, i.e. whether each phrase of each
statement of each argument is a situation, a rule, or a logic. In my
theory, situations are 0th order knowledge, rules are 1st order, while
logic is 2nd order. If the student can label each phrase with the
correct order of knowledge, then the student will be more likely to
understand said argument. And it is the teacher that must ensure the
student correctly labels the phrases.

3) how and why will it work?

4) are there any criticisms?
No one has given me any. Its very new though. And I don't think too
many people that have read it are capable of refuting it. Or maybe
there are people that did, but for whatever reason, have chosen not to
tell me about it. Would you be so kind as to critique it?

5) (A special case of criticism) are there any rival/contradictory ideas to 
consider? If so, are there any criticisms of them? If not, then the issue is 
unresolved and, basically, one should be neutral instead of arbitrarily siding with 
his own idea.

I've been searching for rival theories but have found none, or at
least I have not found any that I thought are rival or contradictory.
I do intend to learn about Popperian ideas but it will take me a lot



of time because I find it very difficult to comprehend. Actually I
find much of philosophy difficult to comprehend. I did, or at least I
think I did, understand your responses, which are philosophical.

The role of experience in the process is a critical role, as follows:
I've been searching for rival theories but have found none, or at
least I have not found any that I thought are rival or contradictory.
I do intend to learn about Popperian ideas but it will take me a lot
of time because I find it very difficult to comprehend. Actually I
find much of philosophy difficult to comprehend. I did, or at least I
think I did, understand your responses, which are philosophical.

If anyone says anything which seems to contradict experience, you can point 
out the contradiction and use it as a criticism. Then either that criticism will be 
criticized (e.g. by pointing out a way it incorrectly interpreted experience) or it 
could stand.

So after going through your process, I've concluded that 'I should be
neutral instead of arbitrarily siding with my own idea.'

So I think that my statement should be rephrased to: I have much
experiencial evidence to support my theory.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How the mind learns
Date: December 4, 2011 at 12:53 PM

On Dec 3, 2011, at 7:24 PM, Rami wrote:

On Dec 3, 6:58 pm, Elliot Temple <c...@curi.us> wrote:
To judge the issue, one needs to consider something like:
1) what is the method, and what is it trying to accomplish?

My method is one that decreases the entropy in the educative process
by systematically reducing the error in the transaction between the
teacher and student. The teacher is to decrease ambiguity in her
statements while the student is to decrease ambiguity by learning the
logic of assumption.

An issue you don't mention, but which I consider very important, is that some of 
the teacher's ideas may be mistaken. If the student learns those anyway, that is a 
shame.

If the student learns a mistaken idea, and then in turn teaches the idea to the next 
generation, which in turn teaches it to the next generation, and so on, forever, 
that is a disaster.

It's important to correct errors not only in communication, but in the ideas 
themselves.

How does your method approach this issue?

2) is that a good thing to accomplish? why?
My method includes employing dynamic visual representations of logic
so as to further reduce the ambiguity of the teachers' arguments. In
this way, the student is less likely to get confused with regard to
what the teacher is referring to, i.e. whether each phrase of each
statement of each argument is a situation, a rule, or a logic. In my
theory, situations are 0th order knowledge, rules are 1st order, while
logic is 2nd order. If the student can label each phrase with the
correct order of knowledge, then the student will be more likely to
understand said argument. And it is the teacher that must ensure the



student correctly labels the phrases.

The teacher must ensure that? What if the student doesn't want to?

3) how and why will it work?

4) are there any criticisms?
No one has given me any. Its very new though. And I don't think too
many people that have read it are capable of refuting it. Or maybe
there are people that did, but for whatever reason, have chosen not to
tell me about it. Would you be so kind as to critique it?

Maybe. I don't want to raise too many issues at once.

5) (A special case of criticism) are there any rival/contradictory ideas to 
consider? If so, are there any criticisms of them? If not, then the issue is 
unresolved and, basically, one should be neutral instead of arbitrarily siding 
with his own idea.

I've been searching for rival theories but have found none, or at
least I have not found any that I thought are rival or contradictory.
I do intend to learn about Popperian ideas but it will take me a lot
of time because I find it very difficult to comprehend. Actually I
find much of philosophy difficult to comprehend. I did, or at least I
think I did, understand your responses, which are philosophical.

Many philosophers do not focus on writing clearly, but are instead pretentious or 
vague. This can make it difficult to comprehend. Also, sometimes they have 
nothing to say, so one's attempt to figure out their point may fail.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: How the mind learns
Date: December 4, 2011 at 1:14 PM

On Dec 4, 11:53 am, Elliot Temple <c...@curi.us> wrote:
An issue you don't mention, but which I consider very important, is that some of 
the teacher's ideas may be mistaken. If the student learns those anyway, that is 
a shame.
If the student learns a mistaken idea, and then in turn teaches the idea to the 
next generation, which in turn teaches it to the next generation, and so on, 
forever, that is a disaster.
It's important to correct errors not only in communication, but in the ideas 
themselves.
How does your method approach this issue?

While I haven't built that specifically into my article, I have
explicitly articulated that fact into my argument. I have a section in
my article titled, 'What is ambiguity?' where I define the term
ambiguity quantitatively and in doing so, I define the error in each
event of the transaction between the teacher and student. One of the
error terms defined manifests from the fact that the teacher's
knowledge network, the visual representation of the points, vectors,
and superstructure of vectors, contains error as compared to the
universe's knowledge network. So the teacher and the student is aware
of that error. I'm not really sure that I've answered your question
sufficiently. I will now attempt to build this idea into my method.
Hopefully I'll have something soon.

Btw, in my theory, situations are points, rules are vectors, and
logics are superstructures of vectors, in the mind's knowledge
network. Any situation, rule, or logic could be incorrect as compared
to the 'real' knowledge network, i.e. the universe's knowledge
network.

The teacher must ensure that? What if the student doesn't want to?
Hmmm. I haven't run into this problem. I have found that my girls
absolutely love when we have our question/answer sessions. They love
asking questions, learning new words, and learning the causes of their
experiences. And I make it very clear to them that most of their
questions have answers that I am not aware of. I make it explicit how
little I know.



This makes me remember a saying that I've always believed and have
been fascinated with, 'True knowledge exists in knowing that you know
nothing.'  And another thought, why were philosophers of the past
using absolute terms like 'nothing?' It renders Socrates' statement
false, however beautiful the statement is.

Many philosophers do not focus on writing clearly, but are instead pretentious or 
vague. This can make it difficult to comprehend. Also, sometimes they have 
nothing to say, so one's attempt to figure out their point may fail.

Thats very interesting. I've been attempting to understand philosophy,
or rather its purpose and methodology, and the entire time that I've
been doing this, which is only a few months, I've been at a loss. I've
been trying to understand philosophy from the greats of history and
trying to reconcile it with my theory (which I came up with before
learning any philosophy). As soon as I read the first section of The
Beginning of Infinity, my confusion was gone. Those words matched up
with my theory very very well. That feeling is what caused me to start
this post.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How the mind learns
Date: December 4, 2011 at 1:31 PM

On Dec 4, 2011, at 10:14 AM, Rami Rustom wrote:

On Dec 4, 11:53 am, Elliot Temple <c...@curi.us> wrote:
An issue you don't mention, but which I consider very important, is that some 
of the teacher's ideas may be mistaken. If the student learns those anyway, 
that is a shame.
If the student learns a mistaken idea, and then in turn teaches the idea to the 
next generation, which in turn teaches it to the next generation, and so on, 
forever, that is a disaster.
It's important to correct errors not only in communication, but in the ideas 
themselves.
How does your method approach this issue?

While I haven't built that specifically into my article, I have
explicitly articulated that fact into my argument. I have a section in
my article titled, 'What is ambiguity?' where I define the term
ambiguity quantitatively and in doing so, I define the error in each
event of the transaction between the teacher and student. One of the
error terms defined manifests from the fact that the teacher's
knowledge network, the visual representation of the points, vectors,
and superstructure of vectors, contains error as compared to the
universe's knowledge network. So the teacher and the student is aware
of that error. I'm not really sure that I've answered your question
sufficiently. I will now attempt to build this idea into my method.
Hopefully I'll have something soon.

So, suppose a student and a teacher disagree about whether an idea being 
taught is true. What should happen next?

Btw, in my theory, situations are points, rules are vectors, and
logics are superstructures of vectors, in the mind's knowledge
network. Any situation, rule, or logic could be incorrect as compared
to the 'real' knowledge network, i.e. the universe's knowledge
network.

Are the points/vectors/superstructures intended as an illustrative metaphor, or 
something else?



The teacher must ensure that? What if the student doesn't want to?

Hmmm. I haven't run into this problem.

I think an educational philosophy should address the issues in the field, whether 
one has personally run into them or not. It should have enough generality and 
reach to do that. And students not wanting to do things is a common scenario 
which many teachers are familiar with. If other people were persuaded of your 
philosophy, some of them would run into this scenario and have to figure out what 
to do.

Could you apply your philosophy to address this question, and see what answer 
you get?

If it doesn't apply, then I would criticize it as limited in scope, or I could have 
misunderstood the intended scope.

PS Please include a blank line between quoted paragraphs and your own 
paragraphs. Thanks :)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: December 4, 2011 at 5:18 PM

On Sunday, December 4, 2011 1:27:53 AM UTC, steve whitt wrote:

On Dec 3, 1:43 pm, Alan Forrester
<alanmichae...@googlemail.com> wrote:

Talk of particles knowing stuff is misleading anthropomorphism.

Each particle contains entanglement information about other particles.
This entanglement information is multiversal information: it's not just
information about one version of other particles nor is it just information
about multiple different versions of the other particles, it's also
information about how different versions of the particle can interfere and
so on. Each particle has this information owing to the way it interacted
with other particles in the past, or because it was generated in a way that
led to it having that information from the start.

OK, that helps. Thanks. I see the power now in the way the MWI does
away with the instantaneous communication necessary in other
formulations. I'm still worried about this entanglement information,
though. I'd like to understand it better. I'm sure I'm not alone in
that.

There are no serious interpretations of Quantum Mechanics where there is
"instantaneous communication". There is certainly NO faster than light
communication in Copenhagen interpretation or its modern descendants.

Tom

Tom

-- 



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: December 4, 2011 at 6:48 PM

On Dec 4, 5:18 pm, "tom.harrigan" <tom.harri...@gmail.com> wrote:

There are no serious interpretations of Quantum Mechanics where there is
"instantaneous communication". There is certainly NO faster than light
communication in Copenhagen interpretation or its modern descendants.

Tom

Hi Tom,

I understand that special relativity and the Copenhagen Interpretation
are able to co-exist because technically no information is in fact
transmitted faster that light. But the instantaneous collapse of the
wavefunction over the entire expanse of the universe is surely
peculiar. In CI, there's a possibility that the electron I just shot
at a screen is orbiting Jupiter. But the moment I detect it at the
screen, that wave out by Jupiter, and at every other spot in the
universe, instantly goes to zero. So maybe it isn't communication, but
to me it cries out for an explanation.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: How the mind learns
Date: December 4, 2011 at 5:37 PM

On Dec 4, 12:31 pm, Elliot Temple <c...@curi.us> wrote:
So, suppose a student and a teacher disagree about whether an idea being 
taught is true. What should happen next?

Every transaction between teacher and student should follow the
Socratic Method whereby the teacher excepts any claims from the
student on the grounds of the valid and sound logic rather than the
field-specific situations or rules. In this way, the student's ideas
are equal in authority to the teacher's ideas. Another way to say this
is that the student has as much authority as the teacher. Or rather,
that neither of them as any authority. Only the arguments themselves
have authority, insofar as those arguments hold their ground in logic.

Are the points/vectors/superstructures intended as an illustrative metaphor, or 
something else?

Something else. I've been able to explain cognitive symptoms such as
curiosity and confusion. I'll include an exerpt from my article:
The mine (metaphor for the universe's knowledge network) is a 3-
dimensional space (actually its an N-dimensional space but lets not go
there yet). There is only one starting point that feeds into the
knowledge network. This point and those closest to it are grouped
together into Philosophy. Emanating downward from that is Mathematics.
Below that is Physics, then Chemistry, then Biology, then others. Then
Psychology, Sociology, Political Science, Economy, etc. There are many
other fields and many of them lay alongside other fields in their
tier. All of these fields provide a wealth of knowledge just waiting
to be mined. So what is mining? Mining means to model, read, write,
and debate. So mining installs and aligns points and vectors. After
much mining, the points and vectors begin to align so much so that the
overall stress on the knowledge network begins to reduce dramatically.
When the sum of the stress approaches zero, the strain is effectively
eliminated. What does it mean to eliminate the stress and strain on
the knowledge network?

A stress can result in a strain; stress is the force on a point or



vector while strain is the movement of that point or vector. When your
unconscious senses the strain in the knowledge network, it registers
as a feeling; the feeling is confusion. Confusion causes mistakes and
worry because things ‘feel’ unresolved. This leads to underlying
emotions that serve to affect all parts of a person’s life. The
unconscious attempts to resolve this conflict with various irrational
tactics, one of which is to trigger certain behaviors such as
‘rationalizing that you didn’t want any ice cream anyway, when in fact
you know you wanted it beforehand, but you just found out that your
dad finished the last bit of it.’ It is your unconscious that is
responsible for producing this thought because it is attempting to
reduce the uncomfortable feeling that your unconscious sensed when you
(your conscious) found out that you were wrong about there being any
ice cream left. This is Cognitive Dissonance theory. Instead of
allowing your unconscious to play these tricks on you, it is you (your
conscious) that must address this feeling, realize that it is
confusion, understand that there is a point or vector that is
misaligned, and align it.

Now I'll include a portion of my journal that I haven't added to my
article yet:
I have no more questions. At least none that are not convergent on my
network. Each loose end is just the last point of a long line of my
network and since I can get to them when ever I want to, I don’t
consider them questions because I no longer worry about them. Why?
Because its no longer interesting. When it converges then it is no
longer interesting. Curiosity is a higher order effect of the fact
that some points and vectors are not convergent with the rest of my
network. So the mind is eager to make it reconcile, to figure it out.
When there are too many loose ends and not sufficient enough inter-
and extrapolations, then the mind gives up attempting to reconcile
because it is now experiencing far too much cognitive dissonance. It
occupies the mind with retarding side effects. Curiosity wanes.

I think an educational philosophy should address the issues in the field, whether 
one has personally run into them or not. It should have enough generality and 
reach to do that. And students not wanting to do things is a common scenario 
which many teachers are familiar with. If other people were persuaded of your 
philosophy, some of them would run into this scenario and have to figure out 
what to do.



I've been following parenting/teaching techniques that I learned from
'The Well-Trained Mind: A Guide to Classical Education at Home,' that
have resulted in my girls love of learning. And yes those techniques
do fall directly inline with my theory. So I will add another section
to my theory which will illustrate those techniques and more
importantly, how my theory derives them.



From: tom.harrigan <tom.harrigan@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: December 5, 2011 at 4:45 AM

On Saturday, December 3, 2011 2:13:03 PM UTC, steve whitt wrote:

On Nov 25, 7:36 pm, Alan Forrester
<alanmichae...@googlemail.com> wrote:
In the many-worlds interpretation, particle 1 is actually a cloud of

multiversal particles, some with (X,Y,Z) = (up, up, down), some with
(X,Y,Z) = (down, up, up) and so on for every possibility. The same is
true for particle 2. However, because 1 and 2 are entangled, there is
a partition of sorts such that the only particle 2' capable of sharing
a universe with the particle 1's whose X is up are those particle 2's
whose X is down, and so on for each of the directions X, Y, and Z.
This is why measuring X(1) and X(2), etc. always results in a perfect
anti-correlation. But in that group of X(2) = down, there are all the
possibilities of Y and Z, so no correlation is seen when measuring
X(1) vs. Y(2) for instance.

I like the way you pose this question. It highlights how "entanglement" in
MW is nothing whatsoever to do with measurement, but everything to do with
what happens afterwards.  If you measure X(1), then all the particles in
the "world" where that measurement was made, must ensure they only
encounter the particles that decide they are in the universe where the
anti-correlated X(2) was measured. Somehow, _all_ the particles you ever
encounter in the future, must work this out.

So, instead of entanglement being a phenomenon rarely observed, it becomes
a permanent and increasing computational burden to all particles. It would
be quite interesting to know just how much information has to be stored in
a photon so it can work out what universe it is in, and whether the other
particles it encounters are in that universe or not.

Of course, I don't have a clue of understanding what this "partition"
is or how it works. Isn't this just Einstein's "spooky action at a
distance" again? How are particles supposed to know which universe
they're allowed to be in?



You are not alone in not having a clue about this. In Many Worlds, all the
spooky stuff happens locally, and if you ask me, it is way spookier than
ordinary entanglement.

Imagine you have set up your entanglement experiment so that the
measurements take place far enough from each other, with you in the middle,
that everything is space-like separated. You add a twist to the usual
scheme in that, when an unusual sequence of measurements happen (e.g. 100
UPs or DOWNs in a row) you are sent a signal via a laser in such a way that
the signal is guaranteed to reach you before anything else.

In Reality, you probably will never receive that signal, but in Many
Worlds, you are guaranteed to, even after the first 100 runs. So, you have
2 photon pulses, that know nothing about each other, travelling towards
you. Each pulse has to either split 1/(2^100)ths off the rest of you, or
find that already-split fraction and interact with it, depending which
arrives first. Quite a feat, I think you will agree!

Let's take the experiment one stage further. Write down a list of 100
cities, and run the experiment 100 times. Make the promise, that if you get
a double-photon flash after Run 1, you will visit City 1 and do something
amazing there etc. In Reality, your life will be as dull as ever, but in
Many Worlds you will visit 100 cities and have a fantastic experience. The
really spooky bit though, is when you check your credit card bill, no one
has bought any flights!

Tom

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: December 5, 2011 at 5:01 AM

On 5 Dec 2011, at 9:45am, tom.harrigan wrote:

It would be quite interesting to know just how much information has to be stored 
in a photon so it can work out what universe it is in, and whether the other 
particles it encounters are in that universe or not.

Roughly speaking, it's the logarithm of the total entropy.

How are particles supposed to know which universe
they're allowed to be in?

The same way they know what sort of particle they are, what their energy is, what 
their half-life is, what other particles they should decay into, and with what 
probabilities, where they are in space, how fast they are moving, and all their 
other attributes.

-- David Deutsch



From: Tom Harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: December 5, 2011 at 5:33 AM

On 4 December 2011 23:48, steve whitt <smwhitt@gmail.com> wrote:

On Dec 4, 5:18 pm, "tom.harrigan" <tom.harri...@gmail.com> wrote:

There are no serious interpretations of Quantum Mechanics where there is
"instantaneous communication". There is certainly NO faster than light
communication in Copenhagen interpretation or its modern descendants.

Tom

Hi Tom,

I understand that special relativity and the Copenhagen Interpretation
are able to co-exist because technically no information is in fact
transmitted faster that light. But the instantaneous collapse of the
wavefunction over the entire expanse of the universe is surely
peculiar. In CI, there's a possibility that the electron I just shot
at a screen is orbiting Jupiter. But the moment I detect it at the
screen, that wave out by Jupiter, and at every other spot in the
universe, instantly goes to zero. So maybe it isn't communication, but
to me it cries out for an explanation.

With the caveat that the label "Copenhagen Interpretation" is applied
to a number of different interpretations (or even misunderstandings),
in modern versions of CI (such as Consistent Histories) and even in
the original CI, there is no such real thing as "collapse of the
wavefunction". In CI, the wavefunction itself is not even real.

Tom



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: December 5, 2011 at 7:49 AM

On Dec 5, 5:33 am, Tom Harrigan <tom.harri...@gmail.com> wrote:

in modern versions of CI (such as Consistent Histories) and even in
the original CI, there is no such real thing as "collapse of the
wavefunction". In CI, the wavefunction itself is not even real.

Tom

Hi Tom,

I'd love for you to explain this further. Let's go with the double-
slit experiment. I fire photons, one at a time, at the two slits and
over many trials I get an interference pattern. At any moment if I
disrupt the experiment by attempting to detect the photon passing
through one slit or the other I destroy the interference pattern and
detect either one or zero photons passing through that slit. Now I can
see (I think) why detecting a photon should destroy the interference
pattern. But if the wave function is not real and never collapses, how
on Earth could NOT detecting a photon cause the interference pattern
to disappear? What actually happens when I try to detect a photon but
fail?

Thanks,

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How the mind learns
Date: December 5, 2011 at 12:24 PM

On Dec 4, 2011, at 2:37 PM, Rami Rustom wrote:

On Dec 4, 12:31 pm, Elliot Temple <c...@curi.us> wrote:
So, suppose a student and a teacher disagree about whether an idea being 
taught is true. What should happen next?

Every transaction between teacher and student should follow the
Socratic Method whereby the teacher excepts any claims from the
student on the grounds of the valid and sound logic rather than the
field-specific situations or rules. In this way, the student's ideas
are equal in authority to the teacher's ideas. Another way to say this
is that the student has as much authority as the teacher. Or rather,
that neither of them as any authority. Only the arguments themselves
have authority, insofar as those arguments hold their ground in logic.

If the student and teacher are equal in authority (sounds good so far), and only 
the merits of the arguments themselves matter, then what happens if/when the 
student and teacher disagree about the merits of various arguments?

Perhaps step 1 is to discuss it and try to agree. Let's suppose they still disagree. 
What next?

Do they go their separate ways? (Regarding this particular issue, and more 
generally if it happens for many issues.) Or something else?

Are the points/vectors/superstructures intended as an illustrative metaphor, or 
something else?

Something else. I've been able to explain cognitive symptoms such as
curiosity and confusion. I'll include an exerpt from my article:
The mine (metaphor for the universe's knowledge network) is a 3-
dimensional space (actually its an N-dimensional space but lets not go
there yet).

Is this a literal space, a metaphorical space, or a mathematical abstraction of your 



devising?

There is only one starting point that feeds into the
knowledge network. This point and those closest to it are grouped
together into Philosophy. Emanating downward from that is Mathematics.
Below that is Physics, then Chemistry, then Biology, then others. Then
Psychology, Sociology, Political Science, Economy, etc. There are many
other fields and many of them lay alongside other fields in their
tier. All of these fields provide a wealth of knowledge just waiting
to be mined. So what is mining? Mining means to model, read, write,
and debate. So mining installs and aligns points and vectors.

If a person debates (real world), that doesn't "install" anything (mathematical 
world), right? Rather, it is mathematically *modeled* (by you) as such?

After much mining, the points and vectors begin to align

How do points align with vectors? I would, first guess, think of aligning vectors as 
getting them all pointing the same direction, but points don't point.

so much so that the
overall stress on the knowledge network begins to reduce dramatically.
When the sum of the stress approaches zero, the strain is effectively
eliminated. What does it mean to eliminate the stress and strain on
the knowledge network?

A stress can result in a strain; stress is the force on a point or
vector while strain is the movement of that point or vector.

What force is this? Not gravity. A metaphorical force? A mathematical one you 
devised?

When your
unconscious senses the strain in the knowledge network, it registers
as a feeling; the feeling is confusion.

Always, in all people?

Don't some people react to the strains of problems with their thinking in order 



ways? For example rationalizing it and blaming others. Not everyone reacts to the 
same stuff with the same emotions, or necessarily any emotions.

Confusion causes mistakes and worry because things ‘feel’ unresolved.

Always? Sometimes? Some people learn to relax instead of worry (without 
eliminating all their confusion and mistakes in thinking).

And it is the teacher that must ensure the student correctly labels the 
phrases.

The teacher must ensure that? What if the student doesn't want to?

Hmmm. I haven't run into this problem.

I think an educational philosophy should address the issues in the field, 
whether one has personally run into them or not. It should have enough 
generality and reach to do that. And students not wanting to do things is a 
common scenario which many teachers are familiar with. If other people were 
persuaded of your philosophy, some of them would run into this scenario and 
have to figure out what to do.

I've been following parenting/teaching techniques that I learned from
'The Well-Trained Mind: A Guide to Classical Education at Home,'

Does it answer my question about students not wanting to? (which was deleted 
from quoting. i re-added it.) If so, how does it answer it?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Tom Harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] Re: 'Magic' in Copenhagen and in Multiverse
Date: December 5, 2011 at 12:25 PM

On 5 December 2011 12:49, steve whitt <smwhitt@gmail.com> wrote:

On Dec 5, 5:33 am, Tom Harrigan <tom.harri...@gmail.com> wrote:

in modern versions of CI (such as Consistent Histories) and even in
the original CI, there is no such real thing as "collapse of the
wavefunction". In CI, the wavefunction itself is not even real.

I'd love for you to explain this further. Let's go with the double-
slit experiment. I fire photons, one at a time, at the two slits and
over many trials I get an interference pattern. At any moment if I
disrupt the experiment by attempting to detect the photon passing
through one slit or the other I destroy the interference pattern and
detect either one or zero photons passing through that slit. Now I can
see (I think) why detecting a photon should destroy the interference
pattern. But if the wave function is not real and never collapses, how
on Earth could NOT detecting a photon cause the interference pattern
to disappear? What actually happens when I try to detect a photon but
fail?

That which-path information destroys interference is an
interpretation-neutral fact, just like all predictions of quantum
mechanics.

A single-universe view might be: Quantum Mechanics only predicts the
final results of experiments, and these predictions are probabilistic.
It is not possible to say what the real properties of a system are
prior to a measurement, in fact systems do not posses objective
properties prior to measurement. In particular, if you know the photon
did not go through slit 2, then the probability of the photon going
through slit 2 is zero, and that can't contribute to the probabilistic
wavefunction.



The explanation of the double slit experiment in "Fabric of Reality"
is far more appealing. I find it much easier to imagine real parallel
universes than a single universe with no objective properties between
measurements!

Tom



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Zero Sum
Date: December 5, 2011 at 4:31 PM

Get rid of him!

He's being completely reasonable so far.

That only makes him more dangerous!

How?

He's only *acting* reasonable because he thinks it will get him what he wants.

I don't think I follow, sir.

Can't you see it's a trick? He acts reasonable to lure you in. Then he'll spring the 
trap!

What trap?

He'll call it a "win/win" solution or a "trade for mutual benefit". But he doesn't care 
about us, he just wants to benefit himself. He wouldn't even do it if he didn't 
believe he was going to come out ahead.

Wouldn't we come out OK, too?

No, you fool! Life is zero sum.

How can you be sure?

I've lived by this creed my whole life, and I've never experienced a win/win 
outcome. It's definitive proof.

-- Elliot Temple
http://curi.us/

http://curi.us/


-- 



From: Rami Rustom <rami@wirelessexpressonline.com>
Subject: Re: [BoI] How the mind learns
Date: December 5, 2011 at 6:05 PM

On Dec 5, 11:24 am, Elliot Temple <c...@curi.us> wrote:
If the student and teacher are equal in authority (sounds good so far),

and only the merits of the arguments themselves matter, then what happens
if/when the student and teacher disagree about the merits of various
arguments?

I'm not sure why disagreement matters. Why should either party care whether
they agree? This occurs often and is a necessary part of learning. If they
disagree, then there are more questions to be asked. If they agree, then
the conversation is over, at least with respect to that debate topic. If
the debate ends quickly, it is because of agreement, and this is boring. If
the debate continues, it is because of disagreement, and I see this as very
fun. Why? Because the conversation continues. I get bored easily.

Are the points/vectors/superstructures intended as an illustrative
metaphor, or something else?

Something else. I've been able to explain cognitive symptoms such as
curiosity and confusion. I'll include an exerpt from my article:
The mine (metaphor for the universe's knowledge network) is a 3-
dimensional space (actually its an N-dimensional space but lets not go
there yet).

Is this a literal space, a metaphorical space, or a mathematical
abstraction of your devising?

Mathematical abstraction.

There is only one starting point that feeds into the
knowledge network. This point and those closest to it are grouped
together into Philosophy. Emanating downward from that is Mathematics.
Below that is Physics, then Chemistry, then Biology, then others. Then
Psychology, Sociology, Political Science, Economy, etc. There are many
other fields and many of them lay alongside other fields in their
tier. All of these fields provide a wealth of knowledge just waiting
to be mined. So what is mining? Mining means to model, read, write,



and debate. So mining installs and aligns points and vectors.

If a person debates (real world), that doesn't "install" anything
(mathematical world), right? Rather, it is mathematically *modeled* (by
you) as such?

Debate causes reflection. Reflection, for example, causes the mind to check
assumptions. Each time that an assumption is checked, the mind's knowledge
network is more complete than the last time. Therefore, the mind is more
capable of solving the problem this time around. If the solution is found,
this results in a point, vector, or superstructure being added or changed.

After much mining, the points and vectors begin to align

How do points align with vectors? I would, first guess, think of aligning
vectors as getting them all pointing the same direction, but points don't
point.

Consider a small region at the very bottom of a mind's network. Lets say
there exists a vector that is connected to many other vectors from above.
And lets say there is only one point that falls almost directly under this
vector. Either the point is incorrect, or the vector is incorrect, i.e. it
does not exist exactly as it does in the real network. The stress is caused
because the point does not exactly fall under the vector. This is similar
to stresses in other imperfect networks such as in Surface Physics.

so much so that the
overall stress on the knowledge network begins to reduce dramatically.
When the sum of the stress approaches zero, the strain is effectively
eliminated. What does it mean to eliminate the stress and strain on
the knowledge network?

A stress can result in a strain; stress is the force on a point or
vector while strain is the movement of that point or vector.

What force is this? Not gravity. A metaphorical force? A mathematical one
you devised?

See previous answer.



When your
unconscious senses the strain in the knowledge network, it registers
as a feeling; the feeling is confusion.

Always, in all people?

Don't some people react to the strains of problems with their thinking in
other ways? For example rationalizing it and blaming others. Not everyone
reacts to the same stuff with the same emotions, or necessarily any
emotions.

Rationalizing it and blaming others does not mean that they did not have a
feeling. In fact, according to Cognitive Dissonance theory, it is the
unconscious that experiences the dissonance and attempts to alleviate the
feeling by rationalizing.

Is it possible to experience dissonance and not have a feeling associated
with it? No. At least not according to my theory. And actually I think
Cognitive Dissonance theory also says no.

Confusion causes mistakes and worry because things ‘feel’ unresolved.

Always? Sometimes? Some people learn to relax instead of worry (without
eliminating all their confusion and mistakes in thinking).

Much confusion causes worry. Little confusion doesn't. And its not a 1 or 0
phenomenon.

Relaxing means to stop thinking about the problem by thinking about other
things. The dissonance is only felt while the thought is being experienced.
Once the thought no longer exists, then the feeling stops.

And it is the teacher that must ensure the student correctly labels
the phrases.

The teacher must ensure that? What if the student doesn't want to?

Hmmm. I haven't run into this problem.



I think an educational philosophy should address the issues in the
field, whether one has personally run into them or not. It should have
enough generality and reach to do that. And students not wanting to do
things is a common scenario which many teachers are familiar with. If other
people were persuaded of your philosophy, some of them would run into this
scenario and have to figure out what to do.

I've been following parenting/teaching techniques that I learned from
'The Well-Trained Mind: A Guide to Classical Education at Home,'

Does it answer my question about students not wanting to? (which was
deleted from quoting. i re-added it.) If so, how does it answer it?

Do you mean 'not want to' instantaneously or ever? I imagine you mean
instantaneously. My answer depends on the reason for not wanting to. Lets
say the student is tired or bored. Then the student should change
activities and the subject should be revisited later. But sometimes a 3
year old might say, 'I don't want to do this lesson,' but there is no
apparent reason. The teacher should make attempts to push forward while
paying very close attention to the child's emotional state. Most of the
time this can be done by saying, 'Come on lets just do one page and then
we'll go outside on the swing and I'll push you as high as you want,' while
giving a very high pitch voice and with a huge smile and raised eyebrows.
Lulu gets soo excited with things like this that she usually agrees to the
lesson. If she doesn't agree, then I try a different lesson instead. Most
of the time, instead of not wanting to do a lesson, she demands a certain
lesson over another and even in these cases I am usually able to steer the
lesson plan my way with positive reinforcement as described above.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Education is Broken
Date: December 6, 2011 at 1:02 AM

On Nov 11, 3:51 pm, Elliot Temple <c...@curi.us> wrote:
http://urbandemocratic.wordpress.com/2009/05/06/non-coercive-educatio...

Before starting the Urban Democratic School, we asked students, “If you could 
come to school and learn anything you wanted, do anything you wanted, what 
would you want to do.” They were dumbfounded. Some said they would “do 
their work,” but when asked “what work would that be?” were unable to give 
any ideas. Most seemed unable to identify anything at all that they would like 
to learn about. This is frightening.

Very bad.

What we know from past years, is that our students work very hard to review 
and prepare for the state tests and THEN THEY ARE DONE.

More bad.

A very good explanation of this phenomenon and its cause is explained
in The Underground History of American Education, by John Taylor Gatto
(can be read online http://www.johntaylorgatto.com/chapters/).

Sociologists in Prussia before our civil war had theorized how to
socialize children via forced public schooling. The theory had been
successfully implemented in Prussia. People were taught to obey. This
was a prerequisite for the Holocaust. Then about 20 years after our
civil war, the Industrial Elitists implemented that same methodology
here in America. Again, people were taught to obey. If someone obeys
and obeys and obeys for their entire preadult life, then they will not
be capable of thinking autonomously when given the opportunity. And
that is the point. That is why the system was created. So that we
don't think. Why? Because they wanted consumers to buy their goods,
and workers to make them. They could not have a citizenry of
autonomous thinkers like Ben Franklin.

Thats why I homeschool and why everyone else should too. Its also why
we must completely redesign education in schools from the ground up.

http://urbandemocratic.wordpress.com/2009/05/06/non-coercive-educatio
http://www.johntaylorgatto.com/chapters/


Actually I think there already exists a great design. I went to a
school in 5th grade in Aleppo, Syria named ICARDA. Its part of a
network of schools that uses the Socratic Method as a teaching tool.
We had small classes of about 10. I remember in my math class, there
was no lecture. Each kid grabbed a lesson card from the card stack.
She would study alone and asks questions one-on-one with the teacher.
I started at a 3rd grade level; not because I was no good at math, but
because I had spent my first 4 years in the American public school
system (LA, CA). In this one year, I rocketed forward in math (3 grade
levels) and all other subjects. That was my only good year of
education. The rest was absolute horseshit.

Rami S Rustom



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Education is Broken
Date: December 6, 2011 at 1:26 AM

On Dec 5, 2011, at 10:02 PM, Rami Rustom wrote:

On Nov 11, 3:51 pm, Elliot Temple <c...@curi.us> wrote:
http://urbandemocratic.wordpress.com/2009/05/06/non-coercive-educatio...

Before starting the Urban Democratic School, we asked students, “If you 
could come to school and learn anything you wanted, do anything you 
wanted, what would you want to do.” They were dumbfounded. Some said 
they would “do their work,” but when asked “what work would that be?” were 
unable to give any ideas. Most seemed unable to identify anything at all that 
they would like to learn about. This is frightening.

Very bad.

What we know from past years, is that our students work very hard to review 
and prepare for the state tests and THEN THEY ARE DONE.

More bad.

A very good explanation of this phenomenon and its cause is explained
in The Underground History of American Education, by John Taylor Gatto
(can be read online http://www.johntaylorgatto.com/chapters/).

Sociologists in Prussia before our civil war had theorized how to
socialize children via forced public schooling. The theory had been
successfully implemented in Prussia. People were taught to obey. This
was a prerequisite for the Holocaust. Then about 20 years after our
civil war, the Industrial Elitists implemented that same methodology
here in America. Again, people were taught to obey. If someone obeys
and obeys and obeys for their entire preadult life, then they will not
be capable of thinking autonomously when given the opportunity. And
that is the point. That is why the system was created. So that we
don't think. Why? Because they wanted consumers to buy their goods,
and workers to make them. They could not have a citizenry of
autonomous thinkers like Ben Franklin.

http://urbandemocratic.wordpress.com/2009/05/06/non-coercive-educatio
http://www.johntaylorgatto.com/chapters/


While I'm sympathetic to some of your points, and no fan of school, I don't think 
obedience of children is a recent invention. It's in the Bible, for example. And it's 
an important part of the static societies which Deutsch speaks of in BoI.

I don't agree with blaming it on capitalism, either. One doesn't need people to 
stop thinking in order to interest them in buying valuable/useful goods. And if they 
think, they can be better and more productive workers.

In Atlas Shrugged, for example, businesses fall apart not from a lack of menial 
laborers but from a lack of thoughtful people to hire (as well as due to lack of 
capitalism: Government interference by force).

I note that today, major companies like Google, Facebook, Apple, Microsoft, 
Amazon, and so on (and hundreds of smaller companies), are competing heavily 
to find the *best and brightest thinkers* (with relevant training, e.g. software 
development) to work for them. They are competing, and paying high wages and 
retention bonuses, not for idiots but for talented and capable people. If someone 
can exercise some independent judgment and autonomy, learn new skills, and do 
top quality work, that is of value to these companies -- it is what they are looking 
for. Capitalism appreciates and seeks talent.

I'm also skeptical of blaming such things on the intentional designs of a small 
number of people who somehow made them happen. 
Societies/cultures/civilizations/countries are complex and difficult to manipulate or 
control, and conspiracies are problematic:

http://www.settingtheworldtorights.com/node/202

Thats why I homeschool and why everyone else should too. Its also why
we must completely redesign education in schools from the ground up.

Sounds revolutionary.

-- Elliot Temple
http://fallibleideas.com/

http://www.settingtheworldtorights.com/node/202
http://fallibleideas.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Education is Broken
Date: December 6, 2011 at 7:37 AM

On Nov 11, 4:51 pm, Elliot Temple <c...@curi.us> wrote:
http://urbandemocratic.wordpress.com/2009/05/06/non-coercive-educatio...

Before starting the Urban Democratic School, we asked students, “If you could 
come to school and learn anything you wanted, do anything you wanted, what 
would you want to do.” They were dumbfounded. Some said they would “do 
their work,” but when asked “what work would that be?” were unable to give 
any ideas. Most seemed unable to identify anything at all that they would like 
to learn about. This is frightening.

Very bad.

What we know from past years, is that our students work very hard to review 
and prepare for the state tests and THEN THEY ARE DONE.

More bad.

-- Elliot Templehttp://curi.us/

Absolutely. I work in a science museum and daily see the damage that
has been done by conventional education. Children (and parents, and
teachers especially) think education is about answers. In a simple
demonstration, I drop a basketball and a tennis ball from the same
height, asking which will hit the ground first. Some know the answer,
and blurt out, "They'll fall at the same speed, because of gravity,"
and it's as if that's the end of the discussion. No one wants to know
why they fall at the same speed, or what the consequences of this
strange fact might be. It's all about the answer.

DD has some powerful things to say about education in chapter 16.

“Present day methods of education still have a lot to do with their
static-society predecessors . . . (I)t is still taken for granted, in
practice, that the main purpose of education is to transmit a standard
curriculum faithfully.”

http://urbandemocratic.wordpress.com/2009/05/06/non-coercive-educatio
http://curi.us/


This makes perfect sense when you think of the first use for
creativity. What does the teacher want me to know? It’s still the
question that students ask. Think about how perverse that is! And yet
that’s what so many students (and teachers) still think education is
all about. Consider that tests have answer keys. Can students possibly
be creating knowledge if we already know what the answers are?

When we truly move from a static to a dynamic society, education will
be all about encouraging learners not to guess what is inside the
teacher’s head, but rather to create new knowledge within themselves.
Of course they’ll still need to learn what the great thinkers of the
past have done. But it will be in the context of creating knowledge
themselves. It will feel like background research, as it should. I
learn what is already known so that I can conjecture, criticize, and
create. That is education.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Education is Broken
Date: December 6, 2011 at 1:16 PM

On Dec 6, 2011, at 4:37 AM, steve whitt wrote:

On Nov 11, 4:51 pm, Elliot Temple <c...@curi.us> wrote:
http://urbandemocratic.wordpress.com/2009/05/06/non-coercive-educatio...

Before starting the Urban Democratic School, we asked students, “If you 
could come to school and learn anything you wanted, do anything you 
wanted, what would you want to do.” They were dumbfounded. Some said 
they would “do their work,” but when asked “what work would that be?” were 
unable to give any ideas. Most seemed unable to identify anything at all that 
they would like to learn about. This is frightening.

Very bad.

What we know from past years, is that our students work very hard to review 
and prepare for the state tests and THEN THEY ARE DONE.

More bad.

-- Elliot Templehttp://curi.us/

Absolutely. I work in a science museum and daily see the damage that
has been done by conventional education. Children (and parents, and
teachers especially) think education is about answers. In a simple
demonstration, I drop a basketball and a tennis ball from the same
height, asking which will hit the ground first. Some know the answer,
and blurt out, "They'll fall at the same speed, because of gravity,"
and it's as if that's the end of the discussion. No one wants to know
why they fall at the same speed, or what the consequences of this
strange fact might be. It's all about the answer.

DD has some powerful things to say about education in chapter 16.

“Present day methods of education still have a lot to do with their

http://urbandemocratic.wordpress.com/2009/05/06/non-coercive-educatio
http://curi.us/


static-society predecessors . . . (I)t is still taken for granted, in
practice, that the main purpose of education is to transmit a standard
curriculum faithfully.”

This makes perfect sense when you think of the first use for
creativity. What does the teacher want me to know? It’s still the
question that students ask. Think about how perverse that is! And yet
that’s what so many students (and teachers) still think education is
all about. Consider that tests have answer keys. Can students possibly
be creating knowledge if we already know what the answers are?

When we truly move from a static to a dynamic society, education will
be all about encouraging learners not to guess what is inside the
teacher’s head, but rather to create new knowledge within themselves.
Of course they’ll still need to learn what the great thinkers of the
past have done. But it will be in the context of creating knowledge
themselves. It will feel like background research, as it should. I
learn what is already known so that I can conjecture, criticize, and
create. That is education.

I agree and appreciate how the Popperian (true) way of thinking about learning 
and creativity helps clarify what's going on.

That is not all that Deutsch has to say about education, btw. For example there's 
some here:

http://fallibleliving.com/essays/on-taking-children-seriously

And some by me:

http://fallibleideas.com/
http://curi.us/archives/list_category/61

-- Elliot Temple
http://beginningofinfinity.com/

http://fallibleliving.com/essays/on-taking-children-seriously
http://fallibleideas.com/
http://curi.us/archives/list_category/61
http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Education is Broken
Date: December 6, 2011 at 8:14 AM

On Dec 6, 12:26 am, Elliot Temple <c...@curi.us> wrote:
While I'm sympathetic to some of your points, and no fan of school, I don't think 
obedience of children is a recent invention. It's in the Bible, for example. And it's 
an important part of the static societies which Deutsch speaks of in BoI.

I'm not suggesting that the idea of obedience is new, but rather that
the idea of using school to socially engineer a citizenry was new. --
Btw, the Prussians borrowed the idea of from the Indian schooling
system. India was very successful at creating and maintaining a class
system.

I don't agree with blaming it on capitalism, either.

I haven't blamed capitalism.  I'm blamed the few elitists that created
forced schooling institution designed for their gain rather than that
of the children; guys like Rockefeller, Carnegie, Ford, etc.

One doesn't need people to stop thinking in order to interest them in buying 
valuable/useful goods. And if they think, they can be better and more productive 
workers.

The elitists didn't think up the plan because they wanted to interest
us in buying nor did they necessarily want more productive workers.
What they wanted was fewer entrepreneurs so that they had less
competition. And they wanted to more easily a manipulable workforce.
They accomplished that by socially engineering the people so that they
would all act the same, relatively speaking. Before forced schooling,
the American people were much much more diverse. If everyone is the
same, it is easier to study them with sociology methods. Before forced
schooling, everybody was very different because they retained their
parent's heritage. Sociology methods can not be done on people that
are very different from each other. This was just one of the reasons
to socially engineer people.

In Atlas Shrugged, for example, businesses fall apart not from a lack of menial 
laborers but from a lack of thoughtful people to hire (as well as due to lack of 



capitalism: Government interference by force).

I agree. Thats why I've been using my theory of knowledge to make my
employees smarter. But what you are talking about is a symptom that
has recently been experienced by our society. But forced public
schooling was decided upon before 1900. Back then, the symptom didn't
exist.

I note that today, major companies like Google, Facebook, Apple, Microsoft, 
Amazon, and so on (and hundreds of smaller companies), are competing 
heavily to find the *best and brightest thinkers* (with relevant training, e.g. 
software development) to work for them. They are competing, and paying high 
wages and retention bonuses, not for idiots but for talented and capable people. 
If someone can exercise some independent judgment and autonomy, learn new 
skills, and do top quality work, that is of value to these companies -- it is what 
they are looking for. Capitalism appreciates and seeks talent.

Absolutely. I love capitalism. But our government must prevent the
elitists from taking advantage of the rest and so far, I think they
have done and are still doing a poor job.

I'm also skeptical of blaming such things on the intentional designs of a small 
number of people who somehow made them happen. 
Societies/cultures/civilizations/countries are complex and difficult to manipulate 
or control, and conspiracies are problematic:

I'm skeptical too of conspiracy theories, and of everything actually.
And I found it difficult to digest this seemingly conspiratorial book.
But it is all supported by evidence; evidence that was provided by the
culprits themselves.

http://www.settingtheworldtorights.com/node/202

Thats why I homeschool and why everyone else should too. Its also why
we must completely redesign educationin schools from the ground up.

Sounds revolutionary.

Hmmm. I feel as though you are just trying to get me to spill my

http://www.settingtheworldtorights.com/node/202


beans.

I think we are coming upon a revolution; an Education Revolution.
Actually my theory of knowledge has some interesting implications. I
think that I've figured out how to dramatically increase intelligence.
But I have no evidence yet, except myself that is. But maybe I
misinterpreted what I experienced. Time will tell.

I'm writing a book titled 'Education, Opportunity, and Happiness for
All,' which will include my theory of knowledge. I'll outline each and
every barrier to education and I'll explore methods of preventing
them. It'll be free to the world; wikipedia, amazon, etc. I'll start a
nonprofit organization whose purpose is to spread this knowledge and
the internet in general. Imagine every poor person had at least a
kindle reading device to be able to educate themselves. Oh and we
don't need schools. We don't even need teachers. My book is about
educating one's self.

Educating others is a bonus and of course is necessary too. And
educating in schools is also necessary for those people that can't
homeschool. And I don't believe that it is difficult to design a
system around these principles.

Thanks for listening.

--Rami S Rustom



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Education is Broken
Date: December 7, 2011 at 4:14 AM

On 6 Dec 2011, at 13:14, Rami Rustom wrote:

On Dec 6, 12:26 am, Elliot Temple <c...@curi.us> wrote:
While I'm sympathetic to some of your points, and no fan of school, I don't 
think obedience of children is a recent invention. It's in the Bible, for example. 
And it's an important part of the static societies which Deutsch speaks of in 
BoI.

I'm not suggesting that the idea of obedience is new, but rather that
the idea of using school to socially engineer a citizenry was new. --
Btw, the Prussians borrowed the idea of from the Indian schooling
system. India was very successful at creating and maintaining a class
system.

So the caste system was a result of the vast majority of the population going to 
school?

I don't agree with blaming it on capitalism, either.

I haven't blamed capitalism.  I'm blamed the few elitists that created
forced schooling institution designed for their gain rather than that
of the children; guys like Rockefeller, Carnegie, Ford, etc.

So you don't blame capitalism, but you endow capitalists with magical powers 
that they use for evil? (See below.)

One doesn't need people to stop thinking in order to interest them in buying 
valuable/useful goods. And if they think, they can be better and more 
productive workers.

The elitists didn't think up the plan because they wanted to interest
us in buying nor did they necessarily want more productive workers.
What they wanted was fewer entrepreneurs so that they had less
competition. And they wanted to more easily a manipulable workforce.
They accomplished that by socially engineering the people so that they



would all act the same, relatively speaking. Before forced schooling,
the American people were much much more diverse. If everyone is the
same, it is easier to study them with sociology methods. Before forced
schooling, everybody was very different because they retained their
parent's heritage. Sociology methods can not be done on people that
are very different from each other. This was just one of the reasons
to socially engineer people.

Let's suppose that all of the parents had decided they didn't want to send their 
children to school. What would have happened?

Why do parents send their children to school now? Is is because every single one 
of them is forced at gunpoint to do it? Or is it because they can't currently imagine 
a better alternative?

In Atlas Shrugged, for example, businesses fall apart not from a lack of menial 
laborers but from a lack of thoughtful people to hire (as well as due to lack of 
capitalism: Government interference by force).

I agree. Thats why I've been using my theory of knowledge to make my
employees smarter. But what you are talking about is a symptom that
has recently been experienced by our society. But forced public
schooling was decided upon before 1900. Back then, the symptom didn't
exist.

How would the government protect us from the elite?

Also, the government seems extremely keen on having children go to school: 
they seem to imagine that it is a valuable and wonderful experience. Indeed, like 
most adults, they seem to think that the time when you go to school is one of the 
best times of a person's life, and they attribute this to school. They don't seem to 
need to be manipulated into sending people to school.

I note that today, major companies like Google, Facebook, Apple, Microsoft, 
Amazon, and so on (and hundreds of smaller companies), are competing 
heavily to find the *best and brightest thinkers* (with relevant training, e.g. 
software development) to work for them. They are competing, and paying high 
wages and retention bonuses, not for idiots but for talented and capable 
people. If someone can exercise some independent judgment and autonomy, 
learn new skills, and do top quality work, that is of value to these companies -- 



it is what they are looking for. Capitalism appreciates and seeks talent.

Absolutely. I love capitalism. But our government must prevent the
elitists from taking advantage of the rest and so far, I think they
have done and are still doing a poor job.

So who are these elitists? How does the elite recruit new members without any of 
them being horrified and deciding to report on what the other elitists are doing? 
How does the elite keep people who have become members from doing this? 
How does it stop anyone from speaking to somebody who might blab, or do the 
elite magically shut up absolutely anybody anywhere in the world at any time who 
tries to blab?

I'm also skeptical of blaming such things on the intentional designs of a small 
number of people who somehow made them happen. 
Societies/cultures/civilizations/countries are complex and difficult to manipulate 
or control, and conspiracies are problematic:

I'm skeptical too of conspiracy theories, and of everything actually.
And I found it difficult to digest this seemingly conspiratorial book.
But it is all supported by evidence; evidence that was provided by the
culprits themselves.

So if I said that I'm Jesus, and that I can turn lead into gold using tea bags and 
washing up liquid, would you think that all of this must be true because I say it's 
true? What's the difference between this and some elitist claiming that he is 
responsible for the existence of schools?

http://www.settingtheworldtorights.com/node/202

Thats why I homeschool and why everyone else should too. Its also why
we must completely redesign educationin schools from the ground up.

Sounds revolutionary.

Hmmm. I feel as though you are just trying to get me to spill my
beans.

I think we are coming upon a revolution; an Education Revolution.

http://www.settingtheworldtorights.com/node/202


Actually my theory of knowledge has some interesting implications. I
think that I've figured out how to dramatically increase intelligence.
But I have no evidence yet, except myself that is. But maybe I
misinterpreted what I experienced. Time will tell.

BoI claims that human beings are universal knowledge generators. That theory 
implies that the only relevant distinction between ignorant and intelligent people is 
that intelligent people have less bad ideas about learning in some areas.

If you don't accept that claim could you provide an argument against it?

If you do accept it, how do you reconcile it with the statement you made about 
increasing your intelligence?

I'm writing a book titled 'Education, Opportunity, and Happiness for
All,' which will include my theory of knowledge. I'll outline each and
every barrier to education and I'll explore methods of preventing
them. It'll be free to the world; wikipedia, amazon, etc. I'll start a
nonprofit organization whose purpose is to spread this knowledge and
the internet in general. Imagine every poor person had at least a
kindle reading device to be able to educate themselves. Oh and we
don't need schools. We don't even need teachers. My book is about
educating one's self.

Poor people seem to be bad at making and keeping money. So how are they 
going to be able to afford a Kindle? And if they're good at learning, why are they 
still poor? And if they're bad at learning, then how are their children going to get 
the skills necessary to learn well from books?

Also, if you're pro-capitalist why would you want your organisation to be non-
profit?

Educating others is a bonus and of course is necessary too. And
educating in schools is also necessary for those people that can't
homeschool. And I don't believe that it is difficult to design a
system around these principles.

I'm confused. Is school necessary or not? If it's necessary, what is school 
necessary for, and how will schools b run? Will attendance be compulsory?



Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Self-Psychotherapy: How to override your unconscious
Date: December 7, 2011 at 5:30 PM

Elliot suggested that I post my article titled 'Self-Psychotherapy:
How to override your unconscious'. I've been using it on my mom and
employees and have seen amazing results. I derived this theory from my
theory of knowledge.

Below is the text of the article:

The mind is basically two parts, the unconscious and the conscious.
Take a quick glance at Figure 1 (at end of article). We of course have
no direct control over our unconscious. But we can have absolute
control of our conscious, which in effect means that we can have
absolute control over our minds as a whole. How can I say that we
don’t control our unconscious, but we can control our mind as a whole,
which happens to include the unconscious? If the conscious knows how
the unconscious works, then it can create and execute action plans
based on that knowledge. This enables you (your conscious) to deduce
what your unconscious has done, and predict with great accuracy what
your unconscious will do.

The mind is connected to its world via its five senses. These are the
only sources of outside information that the mind has access to. This
sensory input is collected by sensors such as the rods and cones of
the eye’s retina, the ear drums, the various types of taste buds for
different chemicals, the different types of mechanical sensors for
touch, etc. The sensory neural networks carry that data to the
unconscious. The unconscious processes this data and may or may not
produce a thought. This thought may be served up to the conscious. At
this point, the person is aware of the thought. The conscious
processes this thought, i.e. thinks about it. After processing the
thought, the conscious releases it either by forgetting it (trash), or
documenting it (journals and art). By release I mean that the thought
no longer exists in the conscious. The person is no longer thinking
about that thought. The person is no longer aware of it.

So how exactly does the processing work in the conscious and the
unconscious? This question requires some background knowledge. So we
must address some simpler concepts first. A simpler question to ask



is: How is the processing affected by internal and external factors?
When a person is content, the processing is functioning at its normal
rate. When that person has a strong emotion such as an instantaneous
sadness over a friend’s death, the processing becomes inefficient and
erratic. A person experiencing a temper tantrum is temporarily stupid
(I know this first hand). Imagine that a mind has a stress level. 0
means content while 100 means that a critical mass of psychological
stress has been reached. By critical mass I mean that the mind has
lost control and it bursts outward with emotions such as crying (for
sadness or happiness), blowing up in anger, worrying into an anxiety
attack, etc. What about in between 0 and 100? Somewhere in between,
the conscious begins to function less well. Probably at some other
point still between 0 and 100, the unconscious also begins to function
less well. Above these thresholds, processing is dampened. How do we
prevent this dampening effect of the mind’s processing power? How do
we keep our psychological stress level below these thresholds?

A person must always strive to keep their psychological stress level
near 0. This allows the mind to function at full capacity. This
dramatically increases productivity. How do we keep our stress level
near 0? There are two ways, one external and one internal. The
external way to keep stress level low is simple; a person must make
rules for herself that leads to fewer and less-stressful situations.
This requires much more attention but I’ll leave that for another
article.

The internal way to keep stress level low is much more complex. A
person must learn how the mind works and in the process, she will also
be exposed to the Socratic Method. With mastery of the Socratic
Method, mastery of self-psychotherapy will soon follow. By the way,
the easiest way to master the Socratic Method is to practice it under
the supervision of someone who has already mastered it.

Me:    Tell me some piece of sensory data that causes you to have
strong emotions? Something that has been going on for years. Something
unresolved.

She:    Ok. When I hear a certain song, I remember my friend who
killed himself. (I already knew this story so it was easy for her to
tell me this.)



Me:     And you feel like you could have done more?

She:       Ya and I felt guilt and remorse.

Me:     Ok. So let me explain whats happening. So the sensory input is
measured by the sensors. Then the data is carried via your sensory
neural network  to the unconscious; in this case it was the auditory
neural network. Then your unconscious recalls a thought from its long-
term memory, as in your Knowledge Network (see Theory of Knowledge).
The thought that it produces is one that it always produces when you
hear that song. It is now a conditioned response; a habit; a rule
burned into your unconscious. Your unconscious serves this thought to
your conscious. Immediately your psychological stress level increases.
Your conscious attempts to process this thought. But an increased
stress level means that your conscious has little resources available
for processing because processing is now dampened. If you can’t
process that thought, then your stress level continues to rise until
it reaches critical mass and you have an anxiety attack.

She:       Yes that's right. So am I supposed to trash the thought;
ignore it?

Me:     Well yes but that’s not very easy until after a very
systematic process of molding the thought (and the recurring versions
of it in the future) and then also creating a habit of thinking
critically about the thought every time you hear that song so that you
condition yourself to have a rebuttal thought that reminds you that
you’ve already resolved this painful memory and it is no longer
painful.

She:       You mean Socratic Reflection? (she had been exposed to this
recently).

Me:     Exactly. If the thought is processed successfully, the thought
is now molded. It now exists in a state that is different than the
original thought. The person should now document this chiseled thought
by recording it into journals, art, emails, and lists. Once
documented, the thought ceases to exist in the conscious, until of
course you hear that song again and your unconscious recalls it from



long-term memory again and serves it to the conscious. So tell me, I
imagine that a long time ago, when you heard that song, it took a very
long time for you to calm down. Is that right?

She:       Yes. It took days.

Me:     How long does it take now?

She:       5 minutes.

Me:     I can make that 3 seconds. I’ve done it myself. For me it was
the thought of what would happen to my girls if… (and I began to cry
but within seconds I recovered.)  I still cry every time I have that
thought. But immediately I have the thought that I’ve conditioned
myself to have; I picture my girls faces. I immediately laugh. They
are doing fabulously now. There are no worries. I’m doing better than
anybody else in my situation. I am a great father.

Note that you can not prevent your unconscious from having a thought
upon receiving a specific sensory input. What you can do is condition
yourself (your unconscious) to remember the final result of the
thought process that your conscious has already deduced in the past,
i.e. form a habit of recalling the thought that stops the emotion. So
the next time your unconscious receives the sensory input and produces
and then serves the thought to the conscious, the conscious will
immediately ignore the thought by simply recalling the thought that
you’ve conditioned yourself to have which renders the painful thought
painless.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Self-Psychotherapy: How to override your unconscious
Date: December 7, 2011 at 5:54 PM

On Dec 7, 2011, at 2:30 PM, Rami Rustom wrote:

The mind is basically two parts, the unconscious and the conscious. Take a
quick glance at Figure 1 (at end of article). We of course have no direct
control over our unconscious. But we can have absolute control of our
conscious, which in effect means that we can have absolute control over our
minds as a whole.

I disagree. Controlling one's conscious mind is difficult and, at best, we do not do 
it perfectly or absolutely.

"Schizophrenics", for example, who "hear voices" are sometimes experiencing a 
lack of control over their *conscious*. The voices are conscious, and in their 
mind, yet not controlled. (Other times they want the "voice" , but don't want to 
admit it. In that way they can, for example, deflect responsibility.)

There are milder cases of the same thing, for example a person might get a song 
"stuck in his head". It's there consciously, yet he has difficulty controlling it.

Unwanted conscious thoughts are a common part of life.

How can I say that we don’t control our unconscious, but
we can control our mind as a whole, which happens to include the
unconscious? If the conscious knows how the unconscious works, then it can
create and execute action plans based on that knowledge.

This I agree about: the conscious mind can do a lot of things relevant to the 
unconscious, and with good design or planning it can have some control.

This enables you
(your conscious) to deduce what your unconscious has done, and predict with
great accuracy what your unconscious will do.

The mind is connected to its world via its five senses.



And its explanations.

When that person
has a strong emotion such as an instantaneous sadness over a friend’s
death, the processing becomes inefficient and erratic. A person
experiencing a temper tantrum is temporarily stupid (I know this first
hand).

The parenthetical is a poor argument (appeal to authority of experience rather 
than rational explanation), and also a demeaning way to think about children.

Imagine that a mind has a stress level. 0 means content while 100
means that a critical mass of psychological stress has been reached. By
critical mass I mean that the mind has lost control and it bursts outward
with emotions such as crying (for sadness or happiness), blowing up in
anger, worrying into an anxiety attack, etc.

I disagree with attributing human problems and mistakes, and moral and immoral 
decisions, to non-human factors like "stress levels". People are responsible 
agents, "stress levels" are not.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Self-Psychotherapy: How to override your unconscious
Date: December 7, 2011 at 6:30 PM

On Dec 7, 4:54 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 7, 2011, at 2:30 PM, Rami Rustom wrote:

The mind is basically two parts, the unconscious and the conscious. Take a
quick glance at Figure 1 (at end of article). We of course have no direct
control over our unconscious. But we can have absolute control of our
conscious, which in effect means that we can have absolute control over our
minds as a whole.

I disagree. Controlling one's conscious mind is difficult and, at best, we do not 
do it perfectly or absolutely.

I need to stop using absolute terms. I'll change it to: 'But we can
have control of our conscious, barring any mental illnesses, which in
effect means that we can have relative control over our minds as a
whole.

"Schizophrenics", for example, who "hear voices" are sometimes experiencing a 
lack of control over their *conscious*. The voices are conscious, and in their 
mind, yet not controlled. (Other times they want the "voice" , but don't want to 
admit it. In that way they can, for example, deflect responsibility.)

Yes I know much about Schizophrenics. My ex is suffering from this
illness. 2 years ago she had her first (and so far only) psychotic
episode. That traumatic event is what caused me to begin learning how
the mind works, and doesn't work. So what do you think if a
schizophrenic understood this illness from the perspective of
psychology and neuroscience? Would she be able to 'deduce' that the
voices are in fact hers? This is what I have theorized. I tried
explaining this to her. She shut me down and said, 'I don't need your
help.' Then days later she tried to 'help' me and said, 'This Saturday
is Eid (a muslim holiday) at the Riverplex, if you want to go.' I
asked her, 'Why are you telling me this?' Her reply was useless. I
deduced that she did not consider what she was doing equal to what I
was doing. So I had to make it apparent to her by asking, 'Why do you
think that it is appropriate for you to help me if you are not willing



to accept help from me?' She didn't reply and since then she has not
asked me to go to the Mosque.

There are milder cases of the same thing, for example a person might get a 
song "stuck in his head". It's there consciously, yet he has difficulty controlling it.

Unwanted conscious thoughts are a common part of life.

Your right. I often make absolute statements like, 'True knowledge
exists in knowing that you know nothing.' I need to stop it.

How can I say that we don’t control our unconscious, but
we can control our mind as a whole, which happens to include the
unconscious? If the conscious knows how the unconscious works, then it can
create and execute action plans based on that knowledge.

This I agree about: the conscious mind can do a lot of things relevant to the 
unconscious, and with good design or planning it can have some control.

This enables you
(your conscious) to deduce what your unconscious has done, and predict with
great accuracy what your unconscious will do.

The mind is connected to its world via its five senses.

And its explanations.

Was this a question? If so: Sensory Input -> Sensors -> Sensory Neural
Networks -> Unconscious -> Conscious.

When that person
has a strong emotion such as an instantaneous sadness over a friend’s
death, the processing becomes inefficient and erratic. A person
experiencing a temper tantrum is temporarily stupid (I know this first
hand).

The parenthetical is a poor argument (appeal to authority of experience rather 
than rational explanation), and also a demeaning way to think about children.



I wasn't referring to children. I am 33 and still have temper
tantrums. My parenthetical argument was meant to make others feel less
bad about their temper tantrums; because I felt very bad about mine. I
thought something was wrong with me. Of course something was; and
still is a bit maybe. I am conveying that a temper tantrum in a child
is equivalent to a temper tantrum in an adult. The only difference is
that adults have learned better habits to cope, prevent, and reduce
the severity of these events.

Imagine that a mind has a stress level. 0 means content while 100
means that a critical mass of psychological stress has been reached. By
critical mass I mean that the mind has lost control and it bursts outward
with emotions such as crying (for sadness or happiness), blowing up in
anger, worrying into an anxiety attack, etc.

I disagree with attributing human problems and mistakes, and moral and 
immoral decisions, to non-human factors like "stress levels". People are 
responsible agents, "stress levels" are not.

I don't know what you mean. Could you expound please? Or rather, can
you ask me a Socratic question.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Self-Psychotherapy: How to override your unconscious
Date: December 8, 2011 at 5:43 PM

On Dec 7, 2011, at 3:30 PM, Rami Rustom wrote:

On Dec 7, 4:54 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 7, 2011, at 2:30 PM, Rami Rustom wrote:

"Schizophrenics", for example, who "hear voices" are sometimes experiencing 
a lack of control over their *conscious*. The voices are conscious, and in their 
mind, yet not controlled. (Other times they want the "voice" , but don't want to 
admit it. In that way they can, for example, deflect responsibility.)

Yes I know much about Schizophrenics. My ex is suffering from this
illness.

I don't think it's an illness. You might like to read:

http://www.amazon.com/Myth-Mental-Illness-Foundations-
Personal/dp/0061771228/ref=sr_1_1?ie=UTF8&qid=1323383577&sr=8-1

Or see my iOS app:

http://itunes.apple.com/us/app/psychiatry/id475216019?ls=1&mt=8

BTW, I'd suggest keeping the discussion more impersonal. I think privacy is 
important and that it can be easier to understand philosophical issues when not 
personally invested.

How can I say that we don’t control our unconscious, but
we can control our mind as a whole, which happens to include the
unconscious? If the conscious knows how the unconscious works, then it can
create and execute action plans based on that knowledge.

http://www.amazon.com/Myth-Mental-Illness-Foundations-Personal/dp/0061771228/ref=sr_1_1?ie=UTF8&qid=1323383577&sr=8-1
http://itunes.apple.com/us/app/psychiatry/id475216019?ls=1&mt=8


This I agree about: the conscious mind can do a lot of things relevant to the 
unconscious, and with good design or planning it can have some control.

This enables you
(your conscious) to deduce what your unconscious has done, and predict 
with
great accuracy what your unconscious will do.

The mind is connected to its world via its five senses.

And its explanations.

Was this a question? If so: Sensory Input -> Sensors -> Sensory Neural
Networks -> Unconscious -> Conscious.

Not a question. A statement. The mind is connected to the world via its 
explanations (also). The mind comes up with explanations of the world, as 
discussed in BoI, and these are a way the mind is connected to the real world.

When that person
has a strong emotion such as an instantaneous sadness over a friend’s
death, the processing becomes inefficient and erratic. A person
experiencing a temper tantrum is temporarily stupid (I know this first
hand).

The parenthetical is a poor argument (appeal to authority of experience rather 
than rational explanation), and also a demeaning way to think about children.

I wasn't referring to children. I am 33 and still have temper
tantrums. My parenthetical argument was meant to make others feel less
bad about their temper tantrums; because I felt very bad about mine. I
thought something was wrong with me. Of course something was; and
still is a bit maybe. I am conveying that a temper tantrum in a child
is equivalent to a temper tantrum in an adult. The only difference is
that adults have learned better habits to cope, prevent, and reduce
the severity of these events.



I think it's demeaning to anyone to consider their behavior a "tantrum" and to 
deny their role as a responsible agent making choices. There are reasons behind 
people's decisions and "tantrum" does not explain or consider their reasons.

Imagine that a mind has a stress level. 0 means content while 100
means that a critical mass of psychological stress has been reached. By
critical mass I mean that the mind has lost control and it bursts outward
with emotions such as crying (for sadness or happiness), blowing up in
anger, worrying into an anxiety attack, etc.

I disagree with attributing human problems and mistakes, and moral and 
immoral decisions, to non-human factors like "stress levels". People are 
responsible agents, "stress levels" are not.

I don't know what you mean. Could you expound please? Or rather, can
you ask me a Socratic question.

In the cases of tantrums and stress levels, you have attributed human actions to 
non-human factors (such as tantrums or stress levels) rather than to human 
agency, choice, responsibility, etc.

Why do you think that humans are, often, not responsible for their actions? Or 
think their actions are not their own? Why do you claim humans have little control 
over their own lives, at least in some common circumstances?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Education is Broken
Date: December 9, 2011 at 3:38 PM

On Dec 6, 2011, at 5:14 AM, Rami Rustom wrote:

Absolutely. I love capitalism. But our government must prevent

I'm not sure if you've understood the spirit of capitalism.

Capitalism is more about freedom, not the use of Government coercion to 
constrain people.

Capitalists compete in the marketplace instead of lobbying Government to 
suppress their opponents.

I think that I've figured out how to dramatically increase intelligence. But I have 
no evidence yet, except myself that is. But maybe I misinterpreted what I 
experienced. Time will tell.

How will time tell?

I think we are coming upon a revolution; an Education Revolution.

How do you reconcile this revolutionary approach with a piecemeal, gradualist, 
fallibilist epistemology like BoI's, which advocates reform rather than revolution?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Some questions
Date: December 9, 2011 at 9:28 PM

I'd like to flesh out my understanding of BoI's epistemology, so I
have a number of questions. I already have tentative answers to some
of them, but I'm more curious about what others think.

What is confidence?

Why do people experience confidence in their ideas?

Is such confidence a good thing to have, or should we try to minimize
it?

Is having confidence the same thing as having faith? If not, how do
they differ?

What is belief?

Does belief entail some degree of confidence, or is it something else
altogether?

Does confidence come in degrees, or is it strictly binary as with
belief/disbelief (e.g. you're either confident that 'X', or you're
not)?

If it is binary, why do people sometimes experience a feeling that
makes them hesitate before they make a decision? Is it due to a
subconscious realization that they haven't subjected the decision to
enough critical scrutiny yet?

What is an example of a problem that overlooks a valuable opportunity?

What is meaning?

After understanding a concept but prior to making a decision about
whether it is true or false, what sort of cognitive state are we in?
Is it the same as being 'agnostic'?

When is it appropriate to think something is true? Is it when we can



think of no way to criticize it?

Would it be a mistake to never classify our ideas as being true, but
instead give them the classification "unproblematic" or "adequate in
every respect that we can think of" or "seemingly flawless"?

Is there a difference between seeking hard-to-vary explanations, and
seeking criticism-free explanations, or are they just different ways
of stating the same principle?

What is a desire / urge / drive?

How do people go from the conscious realization that they ought to do
X, to actually being motivated to do X?

How does persuasion work (this is related to the above question, I
think)? I've heard people say "I know I should believe X, but I can't
bring myself to believe it for some reason." So.... how do people go
from realizing that they ought to be persuaded to actually being
persuaded?

What is intent? How would we explain intentions in computer science
terms (can we?)?

We always see the world from our perspectives, but what is reality
like outside of any perspective? It seems that, at best, we can
understand what the causal/mathematical structure is, and how it
behaves, but when it comes to understanding what it *is*, we have no
clue.

Is there such a thing as a quantum of consciousness or perception?
When I look at objects around me, my perception of them seems like
it's continuous. The Rockstar can next to me isn't pixelated at all,
and it isn't lagging. This doesn't make sense to me, if its true that
my perception of the can is composed of discrete bits of
information.

How is it possible to be wrong that you exist, or that, at the very
least, *something* exists? Why can't we be certain of that? If we can
be certain of that, then wouldn't fallibilism be false, or only true



within a more restricted domain?

Cheers

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Some questions
Date: December 9, 2011 at 9:58 PM

On Dec 9, 2011, at 6:28 PM, Destructivist wrote:

I'd like to flesh out my understanding of BoI's epistemology,

(Writing this part last.) Most of these questions are focussed on what BoI's 
epistemology is not. There isn't much discussion of what the epistemology is, 
how it does work.

so I
have a number of questions. I already have tentative answers to some
of them, but I'm more curious about what others think.

What is confidence?

It refers to more than one thing. It can be an emotion, or also a judgment of ideas.

Why do people experience confidence in their ideas?

Because they choose to.

Is such confidence a good thing to have, or should we try to minimize
it?

Neither.

Is having confidence the same thing as having faith? If not, how do
they differ?

People asserting confidence intend to communicate having made a *rational* 
judgment. With faith they mean something else.

What is belief?



Correctly understood, it is having an idea.

Note Popper's, "I am not a belief philosopher".

Does belief entail some degree of confidence, or is it something else
altogether?

Sounds like justificationism, thinly disguised (if at all).

Does confidence come in degrees, or is it strictly binary as with
belief/disbelief (e.g. you're either confident that 'X', or you're
not)?

Confidence is an irrational way to judge ideas. Ideas should be judged on their 
merits, not the states of humans.

If confidence is anything useful, it's a way to describe one's judgment of ideas -- it 
comes second for communication purposes but plays no role in judging the ideas.

If it is binary, why do people sometimes experience a feeling that
makes them hesitate before they make a decision? Is it due to a
subconscious realization that they haven't subjected the decision to
enough critical scrutiny yet?

There are many reasons people hesitate.

What is an example of a problem that overlooks a valuable opportunity?

How can I make my child brush his teeth?

This overlooks the opportunity to have a non-coercive relationship.

What is meaning?

A word.



After understanding a concept but prior to making a decision about
whether it is true or false, what sort of cognitive state are we in?
Is it the same as being 'agnostic'?

Thinking doesn't work that way. We judge ideas, and revise our judgments, as we 
understand them.

When is it appropriate to think something is true? Is it when we can
think of no way to criticize it?

Depends on the problem one is trying to solve.

Would it be a mistake to never classify our ideas as being true, but
instead give them the classification "unproblematic" or "adequate in
every respect that we can think of" or "seemingly flawless"?

That would be poor and misleading use of language.

Is there a difference between seeking hard-to-vary explanations, and
seeking criticism-free explanations, or are they just different ways
of stating the same principle?

The goal is to seek knowledge. Hard to vary and criticism-free are both ways to 
describe what knowledge is which have some merit and usefulness, but which 
are not a complete picture.

What is a desire / urge / drive?

An idea.

How do people go from the conscious realization that they ought to do



X, to actually being motivated to do X?

They do what they prefer.

They change their preferences when they prefer new preferences.

They never change all their preferences at once.

How does persuasion work (this is related to the above question, I
think)? I've heard people say "I know I should believe X, but I can't
bring myself to believe it for some reason." So.... how do people go
from realizing that they ought to be persuaded to actually being
persuaded?

They don't understand it. When they say they do, they are lying or confused 
about what understanding is.

The statement is designed to shield them from criticism. It changes the topic 
away from the actual topic to this made up problem that actually consists of them 
simply not understanding and not being persuaded and not wanting a rational, 
critical discussion. By saying they already know stuff, they avoid criticism and 
discussion of that stuff, and shift the conversation away from learning anything.

It should come as no surprise that people actively avoiding criticism, and 
sabotaging discussion of what they don't understand, while trying to present a 
false self image (usually to themselves even more than to others), don't actually 
get persuaded of ideas much.

What is intent? How would we explain intentions in computer science
terms (can we?)?

You mean how do we explain intention in a reductionist manner? I don't know.

As to what intent is, you already know that. For example when I shoot at a robber, 
but miss and hit a bystander, the *result* was to harm the bystander but my 
*intent* was not.



We always see the world from our perspectives, but what is reality
like outside of any perspective? It seems that, at best, we can
understand what the causal/mathematical structure is, and how it
behaves, but when it comes to understanding what it *is*, we have no
clue.

No, we have explanations about objective reality, and we have objective 
knowledge.

Our ideas (call some of them a "perspective" if you wish, but see Popper's "The 
Myth of the Framework") are never perfect, but we can and do find problems with 
them and improve them and eliminate those flaws. In this way, they become ever 
more true to objective reality.

Is there such a thing as a quantum of consciousness or perception?
When I look at objects around me, my perception of them seems like
it's continuous. The Rockstar can next to me isn't pixelated at all,
and it isn't lagging. This doesn't make sense to me, if its true that
my perception of the can is composed of discrete bits of
information.

Computer screens looks continuous, yet are composed of pixels. What's the 
problem?

How is it possible to be wrong that you exist, or that, at the very
least, *something* exists? Why can't we be certain of that? If we can
be certain of that, then wouldn't fallibilism be false, or only true
within a more restricted domain?

For example, it's very easy to be confused about what existing is. And one's 
claims about what exists may be wrong if one is wrong about what existing is.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Some questions
Date: December 9, 2011 at 11:53 PM

On Dec 9, 8:58 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 9, 2011, at 6:28 PM, Destructivist wrote:

Why do people experience confidence in their ideas?

Because they choose to.

I think some of confidence is not on the conscious level; so its not
all choice. Can't the unconscious 'trick' the conscious? I think yes.
Could that result in confidence? I think yes. What do you think?

Is such confidence a good thing to have, or should we try to minimize
it?

Neither.

I'd like to be more specific. Its good to be confident in one's worth;
which would probably result in confidence in one's own ideas. Minimize
confidence in one's ideas? Not sure. But we definitely should not
judge our ideas based on the level of confidence.

Is having confidence the same thing as having faith? If not, how do
they differ?

People asserting confidence intend to communicate having made a *rational* 
judgment. With faith they mean something else.

Actually I think confidence is like faith. When we say, 'I believe in
you,' we are saying, 'I am confident in you,' which is also, 'I have
faith in you.' And I think we could take those 3 statements and
replace 'you' with 'my idea.'

What is belief?

Correctly understood, it is having an idea.



Note Popper's, "I am not a belief philosopher".

Does belief entail some degree of confidence, or is it something else
altogether?

Sounds like justificationism, thinly disguised (if at all).

I didn't understand. Could you expound?

Does confidence come in degrees, or is it strictly binary as with
belief/disbelief (e.g. you're either confident that 'X', or you're
not)?

Confidence is an irrational way to judge ideas. Ideas should be judged on their 
merits, not the states of humans.

If confidence is anything useful, it's a way to describe one's judgment of ideas -- 
it comes second for communication purposes but plays no role in judging the 
ideas.

I agree. But the question asked about whether confidence is all or
none of on a scale. I think its on a scale.

If it is binary, why do people sometimes experience a feeling that
makes them hesitate before they make a decision?

There are many reasons people hesitate.

According to David Eagleman, a cognitive neuroscientist who wrote
Incognito: The Secret Lives of the Brain, the mind is not one thing.
It isn't just 2 things like the conscious and unconscious. He explains
the team-of-rivals-framework of the mind. Hesitation is a natural
result of this.

Is it due to a subconscious realization that they haven't subjected the decision 
to enough critical scrutiny yet?

I think that our personality types, or rather, how our brains got



wired while our brains were developing, determines the degree to which
we doubt things. I doubt everything. I doubt abilities and my
decisions. I think this is what makes me try to hard in everything.
Like in how I raise and homeschool my girls. If I didn't worry so much
that messing up their upbringing, I probably wouldn't be homeschooling
them. I guess in this case, I'm glad I worry so much.

What is an example of a problem that overlooks a valuable opportunity?

How can I make my child brush his teeth?

This overlooks the opportunity to have a non-coercive relationship.

My girls brush their teeth on their own because they want to please
me. At least thats they way my teacher/nanny described it to me. They
are 4 and 3 years old.

What is meaning?

A word.

I thought a word is only a label of a meaning.

After understanding a concept but prior to making a decision about
whether it is true or false, what sort of cognitive state are we in?
Is it the same as being 'agnostic'?

Thinking doesn't work that way. We judge ideas, and revise our judgments, as 
we understand them.

This is the essence of 'All knowledge is fallible knowledge.' Right?

When is it appropriate to think something is true? Is it when we can
think of no way to criticize it?

Depends on the problem one is trying to solve.

I think that others must be consulted too. Most times, one person's
perspective is hampered by blind spots that are only revealed by other



people's perspectives.

Is there a difference between seeking hard-to-vary explanations, and
seeking criticism-free explanations, or are they just different ways
of stating the same principle?

The goal is to seek knowledge. Hard to vary and criticism-free are both ways to 
describe what knowledge is which have some merit and usefulness, but which 
are not a complete picture.

According to BOI, they are very different. The explanation has a life
of its own. I like this concept because it prevents the unconscious
mind from infecting judgement. As best as we can, we should prevent
our unconscious from infecting our knowledge with irrationality. But
at the same time, we must pay attention to our unconscious because
that is where our intuition comes from. We are nothing without our
intuition.

What is a desire / urge / drive?

An idea.

I think that drive is the force that makes us act towards making an
idea happen.

How do people go from the conscious realization that they ought to do
X, to actually being motivated to do X?

They do what they prefer.

I think that they must first understand that X and why X is there, why
X isn't Y, etc. Then their drive to do X materializes. Then they do X.
At least that is what I've found in my and others around me.

They change their preferences when they prefer new preferences.

They never change all their preferences at once.

I think our preferences can change if and only if our knowledge sets



change.

How does persuasion work (this is related to the above question, I
think)? I've heard people say "I know I should believe X, but I can't
bring myself to believe it for some reason." So.... how do people go
from realizing that they ought to be persuaded to actually being
persuaded?

They don't understand it. When they say they do, they are lying or confused 
about what understanding is.

The statement is designed to shield them from criticism. It changes the topic 
away from the actual topic to this made up problem that actually consists of 
them simply not understanding and not being persuaded and not wanting a 
rational, critical discussion. By saying they already know stuff, they avoid 
criticism and discussion of that stuff, and shift the conversation away from 
learning anything.

This may be true, but I don't think that most people know this. Their
unconscious is tricking their conscious. They actually 'believe' that
"I know I should believe X, but I can't bring myself to believe it for
some reason."  But if they were aware that their unconscious plays
tricks on them, then they would use rational thought and prevent such
nonsense.

It should come as no surprise that people actively avoiding criticism, and 
sabotaging discussion of what they don't understand, while trying to present a 
false self image (usually to themselves even more than to others), don't actually 
get persuaded of ideas much.

Thats right. This unconscious tricking happens a lot.

Is there such a thing as a quantum of consciousness or perception?
When I look at objects around me, my perception of them seems like
it's continuous. The Rockstar can next to me isn't pixelated at all,
and it isn't lagging. This doesn't make sense to me, if its true that
my perception of the can is composed of discrete bits of
information.

Computer screens looks continuous, yet are composed of pixels. What's the 



problem?

You are macroscopic. From this zoomed out view, we can not see the
quantum. So yes it looks continuous. But everything is quantum. Except
for pure continuous math I guess. Is this right?

How is it possible to be wrong that you exist, or that, at the very
least, *something* exists? Why can't we be certain of that? If we can
be certain of that, then wouldn't fallibilism be false, or only true
within a more restricted domain?

For example, it's very easy to be confused about what existing is. And one's 
claims about what exists may be wrong if one is wrong about what existing is.

Yes so first you must define 'exist.'



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Some questions
Date: December 10, 2011 at 3:09 PM

On Dec 9, 2011, at 8:53 PM, Rami Rustom wrote:

On Dec 9, 8:58 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 9, 2011, at 6:28 PM, Destructivist wrote:

Why do people experience confidence in their ideas?

Because they choose to.

I think some of confidence is not on the conscious level; so its not
all choice.

A lot of what goes on at the unconscious level is chosen.

Some is ideas people created consciously which then became unconscious 
habits later.

And it's possible to criticize, and change, one's unconscious ideas, which one can 
get understanding of by paying attention what they do.

It's also possible to develop one's unconscious ideas to be in line with one's world 
view and preferences. People routinely do this for most of their unconscious 
mind.

Does belief entail some degree of confidence, or is it something else
altogether?

Sounds like justificationism, thinly disguised (if at all).

I didn't understand. Could you expound?

Justificationism is a Popperian concept to explain the traditional way people 
approach epistemology in which they try to justify/support ideas and 
judge/evaluate them by how much justification/support they have.



People don't always recognize it by the name justification but they usually 
recognize the concept of support, and many other terms like confirmation, 
authority, substantiation, supporting evidence, proof, verification, validation. 
Justification is the generic Popperian term for that whole category which are all 
the same sort of thing, and all a mistake.

If I didn't worry so much that messing up their upbringing, I probably wouldn't be 
homeschooling

I disagree. Many parents worry about being a good parent, but do not 
homeschool. Therefore I'd guess there's something different going on in your 
case. For example, many parents think they need to be a good parent and that 
means sending their child to school; that's something they do to try to be a good 
parent. Their understanding is that school is good. Meanwhile, you understand 
school as inferior, so that makes a big difference.

What is an example of a problem that overlooks a valuable opportunity?

How can I make my child brush his teeth?

This overlooks the opportunity to have a non-coercive relationship.

My girls brush their teeth on their own because they want to please
me.

People should aim to please themselves.

When is it appropriate to think something is true? Is it when we can
think of no way to criticize it?

Depends on the problem one is trying to solve.



I think that others must be consulted too. Most times, one person's
perspective is hampered by blind spots that are only revealed by other
people's perspectives.

Yes, I agree that is one of the important reasons external criticism is valuable.

Is there a difference between seeking hard-to-vary explanations, and
seeking criticism-free explanations, or are they just different ways
of stating the same principle?

The goal is to seek knowledge. Hard to vary and criticism-free are both ways 
to describe what knowledge is which have some merit and usefulness, but 
which are not a complete picture.

According to BOI, they are very different.

Where does it say that?

If something is easy to vary that is a criticism of it. So easy to vary things can't be 
criticism free (if we know about this type of criticism, and know they are easy to 
vary).

So criticism-free is a superset: it incorporates the hard to vary criterion and 
others.

How does persuasion work (this is related to the above question, I
think)? I've heard people say "I know I should believe X, but I can't
bring myself to believe it for some reason." So.... how do people go
from realizing that they ought to be persuaded to actually being
persuaded?

They don't understand it. When they say they do, they are lying or confused 
about what understanding is.

The statement is designed to shield them from criticism. It changes the topic 



away from the actual topic to this made up problem that actually consists of 
them simply not understanding and not being persuaded and not wanting a 
rational, critical discussion. By saying they already know stuff, they avoid 
criticism and discussion of that stuff, and shift the conversation away from 
learning anything.

This may be true, but I don't think that most people know this. Their
unconscious is tricking their conscious. They actually 'believe' that
"I know I should believe X, but I can't bring myself to believe it for
some reason."

I agree that they often don't know it. But they are often responsible for that: 
they've chosen not to know by intentionally not investigating. E.g. they don't want 
to know, and made sure not to know by refusing to think about it.

But if they were aware that their unconscious plays tricks on them, then they 
would use rational thought and prevent such nonsense.

I think many people are complicit: they know their unconscious does stuff (e.g. 
they have habits they aren't currently consciously choosing, but which they do 
anyway). But, knowing this, they do not use rational thought to prevent such 
nonsense. Instead they refuse to think about it, leave it alone, and let it continue.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Some questions
Date: December 10, 2011 at 4:11 PM

On Dec 10, 2:09 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 9, 2011, at 8:53 PM, Rami Rustom wrote:

On Dec 9, 8:58 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 9, 2011, at 6:28 PM, Destructivist wrote:

Why do people experience confidence in their ideas?

Because they choose to.

I think some of confidence is not on the conscious level; so its not
all choice.

A lot of what goes on at the unconscious level is chosen.

When I first read this I disagreed. It didn't make sense with anything
that I knew.

Some is ideas people created consciously which then became unconscious 
habits later.

Oh thats what you meant. Yes I agree.

And it's possible to criticize, and change, one's unconscious ideas, which one 
can get understanding of by paying attention what they do.

Exactly. Systematic reflection ones own thoughts, emotions, and
behaviors.

It's also possible to develop one's unconscious ideas to be in line with one's 
world view and preferences. People routinely do this for most of their 
unconscious mind.

Yes. Do you mean unknowingly or knowingly or both?



Does belief entail some degree of confidence, or is it something else
altogether?

Sounds like justificationism, thinly disguised (if at all).

I didn't understand. Could you expound?

Justificationism is a Popperian concept to explain the traditional way people 
approach epistemology in which they try to justify/support ideas and 
judge/evaluate them by how much justification/support they have.

Ok I do remember that. But I'm still lost on how that explains "Does
belief entail some degree of confidence, or is it something else
altogether?

People don't always recognize it by the name justification but they usually 
recognize the concept of support, and many other terms like confirmation, 
authority, substantiation, supporting evidence, proof, verification, validation. 
Justification is the generic Popperian term for that whole category which are all 
the same sort of thing, and all a mistake.

Still confused about how it answers the question. Are you saying that
the question should not even be asked at all because the question only
makes sense the context of justificationism? And that since
justificationism is wrong, the question is mute?

If I didn't worry so much that messing up their upbringing, I probably wouldn't 
be homeschooling

I disagree. Many parents worry about being a good parent, but do not 
homeschool. Therefore I'd guess there's something different going on in your 
case. For example, many parents think they need to be a good parent and that 
means sending their child to school; that's something they do to try to be a good 
parent. Their understanding is that school is good. Meanwhile, you understand 
school as inferior, so that makes a big difference.

Yes your right. So was that my unconscious attempting to rationalize?
I guess I've never checked my assumption on this one. Thats one of my
rules in my theory: Check all assumptions.



What is an example of a problem that overlooks a valuable opportunity?

How can I make my child brush his teeth?

This overlooks the opportunity to have a non-coercive relationship.

My girls brush their teeth on their own because they want to please
me.

People should aim to please themselves.

Yes. Well I've explained the logic that they wouldn't want rotten
teeth. This is for them. But my teacher/nanny tells me that they do it
to please me. I never checked that assumption. Is she wrong?

Is there a difference between seeking hard-to-vary explanations, and
seeking criticism-free explanations, or are they just different ways
of stating the same principle?

The goal is to seek knowledge. Hard to vary and criticism-free are both ways 
to describe what knowledge is which have some merit and usefulness, but 
which are not a complete picture.

According to BOI, they are very different.

Where does it say that?

Checking assumptions again. I misunderstood then. I remember reading
that explanations must be hard-to-vary explanations. And that these
explanations take on a life of their own, meaning that the author does
not have the right to make exceptions to fit his unconscious's
attempts at rationalizing. Now I'm don't remember why I said they are
different. I wonder if it was very late that I sent this post. Or is
this my unconscious rationalizing?

If something is easy to vary that is a criticism of it. So easy to vary things can't 
be criticism free (if we know about this type of criticism, and know they are easy 



to vary).

So criticism-free is a superset: it incorporates the hard to vary criterion and 
others.

I see.

How does persuasion work (this is related to the above question, I
think)? I've heard people say "I know I should believe X, but I can't
bring myself to believe it for some reason." So.... how do people go
from realizing that they ought to be persuaded to actually being
persuaded?

They don't understand it. When they say they do, they are lying or confused 
about what understanding is.

The statement is designed to shield them from criticism. It changes the topic 
away from the actual topic to this made up problem that actually consists of 
them simply not understanding and not being persuaded and not wanting a 
rational, critical discussion. By saying they already know stuff, they avoid 
criticism and discussion of that stuff, and shift the conversation away from 
learning anything.

This may be true, but I don't think that most people know this. Their
unconscious is tricking their conscious. They actually 'believe' that
"I know I should believe X, but I can't bring myself to believe it for
some reason."

I agree that they often don't know it. But they are often responsible for that: 
they've chosen not to know by intentionally not investigating. E.g. they don't 
want to know, and made sure not to know by refusing to think about it.

Yes but this behavior of refusing to think is caused by the
unconscious too. If their conscious was aware of Cognitive Dissonance
theory and the relationship between the conscious and unconscious, and
how all ideas originate from the unconscious, and that it is the
responsibility of the conscious to check the assumptions of the
unconscious, then their conscious would override their unconscious, by
refusing to 'refuse to think.'  (I really wasn't trying to make that



complicated.)

But if they were aware that their unconscious plays tricks on them, then they 
would use rational thought and prevent such nonsense.

I think many people are complicit: they know their unconscious does stuff (e.g. 
they have habits they aren't currently consciously choosing, but which they do 
anyway). But, knowing this, they do not use rational thought to prevent such 
nonsense. Instead they refuse to think about it, leave it alone, and let it 
continue.

I think this is what people call 'will'. Can 'will' be changed by
knowledge? My theory explains yes. So the knowledge of Cognitive
Dissonance can change the person's 'will' to reflect on their own
behaviors. Of course it might require a lot more knowledge than just
Cognitive Dissonance theory. My theory calls for knowledge in every
field. 2nd order knowledge though. Its not necessary to learn much 0th
or 1st order knowledge.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Self-Psychotherapy: How to override your unconscious
Date: December 11, 2011 at 3:39 AM

On Dec 8, 4:43 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 7, 2011, at 3:30 PM, Rami Rustom wrote:

When that person
has a strong emotion such as an instantaneous sadness over a friend’s
death, the processing becomes inefficient and erratic. A person
experiencing a temper tantrum is temporarily stupid (I know this first
hand).

The parenthetical is a poor argument (appeal to authority of experience 
rather than rational explanation), and also a demeaning way to think about 
children.

I wasn't referring to children. I am 33 and still have temper
tantrums. My parenthetical argument was meant to make others feel less
bad about their temper tantrums; because I felt very bad about mine. I
thought something was wrong with me. Of course something was; and
still is a bit maybe. I am conveying that a temper tantrum in a child
is equivalent to a temper tantrum in an adult. The only difference is
that adults have learned better habits to cope, prevent, and reduce
the severity of these events.

I think it's demeaning to anyone to consider their behavior a "tantrum" and to 
deny their role as a responsible agent making choices. There are reasons 
behind people's decisions and "tantrum" does not explain or consider their 
reasons.

I agree that there are reasons. But the outbursts do occur. Or are
there people who never have emotional outbursts?

Imagine that a mind has a stress level. 0 means content while 100
means that a critical mass of psychological stress has been reached. By
critical mass I mean that the mind has lost control and it bursts outward
with emotions such as crying (for sadness or happiness), blowing up in
anger, worrying into an anxiety attack, etc.



I disagree with attributing human problems and mistakes, and moral and 
immoral decisions, to non-human factors like "stress levels". People are 
responsible agents, "stress levels" are not.

I don't know what you mean. Could you expound please? Or rather, can
you ask me a Socratic question.

In the cases of tantrums and stress levels, you have attributed human actions to 
non-human factors (such as tantrums or stress levels) rather than to human 
agency, choice, responsibility, etc.

I think we come to the concept of 'will' again. 'Will' changes with
knowledge. Consider a 3 year old. Why does she have tantrums? Is she
any different than a 33 year old? The only difference is knowledge.
But do all adults have sufficient knowledge to minimize and prevent
tantrums? No.

Why do you think that humans are, often, not responsible for their actions? Or 
think their actions are not their own? Why do you claim humans have little 
control over their own lives, at least in some common circumstances?

I do not claim that we are not responsible. Only that we do not
directly control our unconscious which produces our thoughts,
emotions, and behaviors. We have only indirect control. And that
control is maximized with knowledge. What common circumstances are you
referring to?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Are over-analyze and over-think fallacious terms?
Date: December 11, 2011 at 11:56 AM

Why do so many people use these terms? If you say that you are over-
analyzing then you probably feel confused and you think that you
should move on to the next subject or step because you’ve lost hope in
the fact that you can solve the problem. Your unconscious is
inadvertently sabotaging you by attempting to relieve the feeling of
confusion. This is Cognitive Dissonance theory. But this is not a
rational reason to quit thinking about a solution to the problem. You
should only quit thinking once you’ve solved the problem and you no
longer feel confused. Or, put a flag on that issue and move on; then
later check that flag and reflect on that issue again and again with
the intention of eventually solving the problem and removing the
confusion. By using the terms over-analyze or over-think, you are
giving up, and it is the unconscious that is convincing you (your
conscious) to quit solving the problem in order to relieve the feeling
of confusion when instead it is your conscious (you) that should be
overriding your unconscious by realizing that the only rational
approach is to Socratically reflect on the subject until the problem
is solved thereby leading to no more confusion.

Or am I over-analyzing?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Education is Broken
Date: December 11, 2011 at 8:57 AM

On Dec 7, 3:14 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 6 Dec 2011, at 13:14, Rami Rustom wrote:

On Dec 6, 12:26 am, Elliot Temple <c...@curi.us> wrote:
While I'm sympathetic to some of your points, and no fan of school, I don't 
think obedience of children is a recent invention. It's in the Bible, for example. 
And it's an important part of the static societies which Deutsch speaks of in 
BoI.

I'm not suggesting that the idea of obedience is new, but rather that
the idea of using school to socially engineer a citizenry was new. --
Btw, the Prussians borrowed the idea of from the Indian schooling
system. India was very successful at creating and maintaining a class
system.

So the caste system was a result of the vast majority of the population going to 
school?

In India? Yes. But I'm talking about schools of old only. I don't know
what goes on now. 1000 kids in a room, with 1 teacher, barking orders
at the group. Only rote learning. Only obeying. Kids were not allowed
to learn what they wanted. They were to learn what their class was
supposed to learn; to keep them in that class. The rich went to
different schools that allowed for autonomy.

I don't agree with blaming it on capitalism, either.

I haven't blamed capitalism.  I'm blamed the few elitists that created
forced schooling institution designed for their gain rather than that
of the children; guys like Rockefeller, Carnegie, Ford, etc.

So you don't blame capitalism, but you endow capitalists with magical powers 
that they use for evil? (See below.)



I don't understand your question. And rereading below didn't help.
Please reword your question.

One doesn't need people to stop thinking in order to interest them in buying 
valuable/useful goods. And if they think, they can be better and more 
productive workers.

The elitists didn't think up the plan because they wanted to interest
us in buying nor did they necessarily want more productive workers.
What they wanted was fewer entrepreneurs so that they had less
competition. And they wanted to more easily a manipulable workforce.
They accomplished that by socially engineering the people so that they
would all act the same, relatively speaking. Before forced schooling,
the American people were much much more diverse. If everyone is the
same, it is easier to study them with sociology methods. Before forced
schooling, everybody was very different because they retained their
parent's heritage. Sociology methods can not be done on people that
are very different from each other. This was just one of the reasons
to socially engineer people.

Let's suppose that all of the parents had decided they didn't want to send their 
children to school. What would have happened?

That didn't happen. There was only a little bit of resistance. That
resistance was not enough to stop the inevitable.

Why do parents send their children to school now? Is is because every single 
one of them is forced at gunpoint to do it? Or is it because they can't currently 
imagine a better alternative?

The latter. Also, the knowledge that social engineering infused in us
is now part of our cultural knowledge. So success generations learn
this stuff. Consider homeschooling. Why is it that most Americans
think that homeschooling would produce a child that is not
'socialized?' They think that socialization must occur in school. But
why? What does school have to do with the 'real world?' It doesn't.
There is no place in the real world that is anything like school. So
how could a place like school allow a child to learn social knowledge
that she can apply in the real world? It can't because this is
fallacy. And if one considered all the negative side effects of



school, its not worth it. School is for the normal. It pushes the
above-average down, the less than average up. Schools attempt to
squeeze the bell curve so that they don't have to mold to the
children's needs. This is not healthy for children. Only some children
can thrive in this environment. This system is setup for the whole
society, rather than each child.

In Atlas Shrugged, for example, businesses fall apart not from a lack of 
menial laborers but from a lack of thoughtful people to hire (as well as due to 
lack of capitalism: Government interference by force).

I agree. Thats why I've been using my theory of knowledge to make my
employees smarter. But what you are talking about is a symptom that
has recently been experienced by our society. But forced public
schooling was decided upon before 1900. Back then, the symptom didn't
exist.

How would the government protect us from the elite?

Things like the Consumer Protection Agency that Obama enacted.

Also, the government seems extremely keen on having children go to school: 
they seem to imagine that it is a valuable and wonderful experience. Indeed, like 
most adults, they seem to think that the time when you go to school is one of the 
best times of a person's life, and they attribute this to school. They don't seem to 
need to be manipulated into sending people to school.

You mean now? I don't think there is any manipulating going on now.
The manipulation was done pre 1900. The institution now has a life of
its own.

I note that today, major companies like Google, Facebook, Apple, Microsoft, 
Amazon, and so on (and hundreds of smaller companies), are competing 
heavily to find the *best and brightest thinkers* (with relevant training, e.g. 
software development) to work for them. They are competing, and paying 
high wages and retention bonuses, not for idiots but for talented and capable 
people. If someone can exercise some independent judgment and autonomy, 
learn new skills, and do top quality work, that is of value to these companies -
- it is what they are looking for. Capitalism appreciates and seeks talent.



Absolutely. I love capitalism. But our government must prevent the
elitists from taking advantage of the rest and so far, I think they
have done and are still doing a poor job.

So who are these elitists? How does the elite recruit new members without any 
of them being horrified and deciding to report on what the other elitists are 
doing? How does the elite keep people who have become members from doing 
this? How does it stop anyone from speaking to somebody who might blab, or 
do the elite magically shut up absolutely anybody anywhere in the world at any 
time who tries to blab?

The industrial elitists did get together and plan. But it is not as
secret as you think. Blabbing happens. But that doesn't mean that you
or I heard that blab. There were many people that were aware of what
was going on. But they couldn't stop it. The steps were small so that
few would resist.

I'm also skeptical of blaming such things on the intentional designs of a small 
number of people who somehow made them happen. 
Societies/cultures/civilizations/countries are complex and difficult to 
manipulate or control, and conspiracies are problematic:

I'm skeptical too of conspiracy theories, and of everything actually.
And I found it difficult to digest this seemingly conspiratorial book.
But it is all supported by evidence; evidence that was provided by the
culprits themselves.

So if I said that I'm Jesus, and that I can turn lead into gold using tea bags and 
washing up liquid, would you think that all of this must be true because I say it's 
true? What's the difference between this and some elitist claiming that he is 
responsible for the existence of schools?

Part of the evidence is in the original paperwork that spawned the US
Department of Education. Without this sort of evidence, I would not
have been convinced.

http://www.settingtheworldtorights.com/node/202

http://www.settingtheworldtorights.com/node/202


Thats why I homeschool and why everyone else should too. Its also why
we must completely redesign educationin schools from the ground up.

Sounds revolutionary.

Hmmm. I feel as though you are just trying to get me to spill my
beans.

I think we are coming upon a revolution; an Education Revolution.
Actually my theory of knowledge has some interesting implications. I
think that I've figured out how to dramatically increase intelligence.
But I have no evidence yet, except myself that is. But maybe I
misinterpreted what I experienced. Time will tell.

BoI claims that human beings are universal knowledge generators. That theory 
implies that the only relevant distinction between ignorant and intelligent people 
is that intelligent people have less bad ideas about learning in some areas.

Intelligence increases with increased logic. The more logic one
learns, the more she will be able to use that logic in other areas
thereby allowing her to reason through more situations. So yes she
will have less bad ideas than one that is less intelligent. But the
point is, it is a matter of learning logic. Learning logic increases
intelligence. And doing so in a systematic manner decreases the
entropy in the educative process. This decreases the effort required
to learn logic and thus increases the rate of learning it, thereby
accelerating the increase of intelligence.

I'm writing a book titled 'Education, Opportunity, and Happiness for
All,' which will include my theory of knowledge. I'll outline each and
every barrier to education and I'll explore methods of preventing
them. It'll be free to the world; wikipedia, amazon, etc. I'll start a
nonprofit organization whose purpose is to spread this knowledge and
the internet in general. Imagine every poor person had at least a
kindle reading device to be able to educate themselves. Oh and we
don't need schools. We don't even need teachers. My book is about
educating one's self.

Poor people seem to be bad at making and keeping money. So how are they 



going to be able to afford a Kindle? And if they're good at learning, why are they 
still poor? And if they're bad at learning, then how are their children going to get 
the skills necessary to learn well from books?

The idea was to donate them. There already exists an non-profit that
does this. How can they be good at learning if they were not given the
opportunity to be good at learning? They are bad at learning because
the tools are pathetic. We improve the tools, and learning becomes
easier.

Also, if you're pro-capitalist why would you want your organisation to be non-
profit?

I already make good money. That is the selfish part of me that must
support myself and my family. But the rest of me is altruistic. I want
to help people that did not get the opportunity I got. I don't think
that it is fair. So I like socialism too.

Educating others is a bonus and of course is necessary too. And
educating in schools is also necessary for those people that can't
homeschool. And I don't believe that it is difficult to design a
system around these principles.

I'm confused. Is school necessary or not? If it's necessary, what is school 
necessary for,

School probably is necessary especially since most American families
now have 2 parents working. The ethos of schools needs to change so
that the most important goal is to create autonomous learners.

and how will schools b run?
The centralization of education is a huge problem. This must go. We
can not have a few people deciding for all of us. I'm not suggesting
to eradicate the US Department of Education. Only that its role must
change to allow crucial decision making to occur on a local level so
that ideas can proliferate among all of us rather than the current
situation where ideas are squashed.

 Will attendance be compulsory?



I never thought about this. According to BOI I think, or was it
Elliot, it can not be compulsory.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] What is ambiguity?
Date: December 11, 2011 at 10:55 AM

(A friend of mine jokingly said (but he was serious), 'So your theory
reduces the ambiguity of the term ambiguity.' I said, 'Yes thats
right. I didn't think of it that way.' A few weeks later I got around
to thinking about it again; which prompted me to write this.)

What is ambiguity?

Or rather, how can one be conscious of ambiguity so as to prevent it
from slowing down the educative process? Some dictionaries do not
define ambiguity appropriately. They define it as ‘uncertainty in
interpretation.’ The problem with this definition is that it does not
express the quantitative nature of the term. A more appropriate
definition which some dictionaries give is the ‘ability to express
more than one interpretation.’ This definition is more accurate
because it clearly expresses the quantitative aspect of the term with
the phrase, ‘more than one.’ So lets further define the term ambiguity
qualitatively so as to further reduce the ambiguity of the term
ambiguity. Lets first employ philosophical logic then we’ll convert
the philosophical statements into symbolic form.

Consider a situation in which a teacher teaches a subject matter to
her student; this is a communication between two people, a
transaction. A transaction has multiple events that occur against it.
In this situation, the first event occurs when the teacher chooses an
area in her knowledge network to teach. Note that some of the points
and vectors in this area of her knowledge network are likely to be
somewhat misaligned as compared to the Universe’s knowledge network;
this difference is what Mathematicians call error. The next event
occurs when the teacher translates her idea into words; and since no
human is perfect, there is error here too and this is what we call
ambiguity. Then the teacher speaks her idea to the student; and since
no human is perfect, there is error here on the part of the teacher
and on the student. This error is of many types; the teacher’s
slurring of her words, the student’s lack of concentration, etc. Then
the student attempts to make sense of the teacher’s statements and
converts them to an idea; his version of her idea. There is error here
too. At this point, the teacher must work towards decreasing this



error. She asks the student a line of Socratic questions whose answers
will provide the teacher with evidence as to what degree the student
understood her idea. The questions serve to decrease the error in
understanding by cyclically chipping away at the error through
measurement. The students answers are the measurements while the
teachers questions are the measuring devices. Lets now employ symbolic
logic to define the objects in this transaction:

X = Teacher (female).
Y = Her student (male).
A = X’s idea. This is represented by a very small localized area of
X’s knowledge network.
B = The Universe’s version of A.
C = X’s translation of A to English.
D = Y’s understanding of C.
∆E = The error between D and A, i.e. this is his misunderstanding of
A. (∆ is pronounced delta and it means difference which in our case
means error.)
Note that error can not be completely eliminated; it can only be
minimized through the use of Numerical Methods. This is an axiom I
learned from the field of Chaos Theory, a branch of Numerical Methods.
This means that ∆E > 0.

Q = X’s questions to Y in order to determine D
P = Y’s answers to Q

What is the object of the end goal of this transaction? It is D; the
student’s understanding of A, the teacher’s idea. What is the end
goal? We expect D to be as close to A as possible. So what is D’s
relationship to A?

D = A +- ∆E. This means that the student’s understanding of the
teacher’s idea is equal to the teachers idea plus or minus the error
of the transaction.

D and A are trivial. That leaves only ∆E which is the error of the
whole transaction. Since the transaction is composed of many events,
the transaction error is the sum of the error from the events. Lets
define the events and some attributes of the objects:



1. X thinks of A to teach to Y.
∆A = The error in X’s understanding of B. This is one of the terms
that make up ∆E.

2. X converts A into its English language equivalent dubbed C.
∆C = The error in X’s translation of A to C. This is the ambiguity.
This is a 2nd term that makes up ∆E.

3. X speaks C to Y.
∆S = The error in X’s speech to Y, as in the slurring of her words.
This is a 3rd term that makes up ∆E.
∆H = The error in Y’s hearing of X, due to the lack of concentration.
This is a 4th term that makes up ∆E.

4. Until ∆E ≃ 0, (The symbol ≃ means almost equal to.)

i. X asks Q to Y in order to determine D.
∆Q = The error in Y’s understanding of Q.
Note that this is a sub-transaction in that it could contain more than
one event and so each event comes with it another error term.

ii. Y answers X with A.
∆P = The error in X’s understanding of P.

So now lets use all the error terms we’ve just defined to determine
∆E.
∆E = ∆A + ∆C + ∆S + ∆H

Lets consider these error terms. Which of the 4 types of error do we
as teachers have direct control over? Only ∆C and ∆S. But ∆S is
trivial; the simple rule is to enunciate your words. This leaves us
with only ∆C. Note that when the teacher translates her idea into
words, she must realize the fact that the student’s knowledge network
is quite different than hers. This means that any word in his
vocabulary, which is part of his knowledge network, could have a
slightly different meaning than the same word in her vocabulary, which
is part of her knowledge network. Thus any one of her statements can
be misunderstood by him. Lets dig deeper. Lets define some objects and
their attributes of the event that results in ∆C:
Ci = A statement from C.



n = The number of statements in C.

As an example, if n = 3, then C = (C1, C2, C3)
Cij = one possibility that Ci can mean.
m = The number of possibilities that Ci could mean.
If m > 1, then Ci is dubbed ambiguous, meaning the statement could be
interpreted in more than one way.

As an example, if n = 1 and m = 4, then C1 = (C11, C12, C13, C14)
Ui = Y’s version of Ci.

Lets assume, for simplicity, that the student only considered one of
the many interpretations, i.e. he made an unconscious assumption, i.e.
an assumption in which he was not aware that he was assuming because
he could not imagine the other possibilities.
∆Ui = The error in Ui as compared to Ci. His misunderstanding of Ci
due to the ambiguity of the teachers statement. To reiterate, this
error is irrespective of the other types of error, ∆A, ∆S, and ∆H.

Therefore Ui = Ci - ∆Ui

So the total ambiguity error of the transaction, ∆C, is the sum of the
ambiguity error of each event in the transaction, i.e. each statement
in the communication:
∆C = ∆U1 + ∆U2 + ∆U3 … + ∆Un

So how do we decrease ∆C, the ambiguity error of her entire argument?
It seems that we should decrease m, the number of possible
interpretations of a Ci, the teacher’s statement. Or rather, we should
decrease the average m across all the statements of a communication;
lets dub this mAve. What happens if we decrease mAve to almost 1? Then
we will have practically removed all error in ambiguity of the
teachers’ argument, ∆C. But what if mAve is large enough to cause a
large ∆C? Lets consider a statement in which m = 2. The teacher asks a
Socratic question with the intention of revealing the difference
between the 2 possibilities, i.e. the error, thereby removing all
error in ambiguity of the teacher’s statement, ∆Ci. How far can this
be taken? Or rather, how high can mAve reach while the teacher still
retains the ability to use a Socratic line of questions in order to
reduce the ambiguity to practically zero? Well that depends on how



powerful the Socratic line of questions is.

What is assumption?

Continuing with the same situation, can the student be trained such
that he does not assume thereby causing him to ask questions himself
rather than relying on the teacher to expose the misunderstanding?
Remember that Ui is Y’s version of Ci and that we assumed for
simplicity, that the student only considered one of the many
interpretations, i.e. he made an unconscious assumption, one in which
he was not aware that he was assuming because he could not imagine the
other possibilities. Why doesn't a student imagine the other
possibilities? It is because he has not yet learned the logic of
assumption. Lets create a similar situation mimicking the previous one
but with one change; the student does not assume and instead realizes
the other possibilities. At this point, the student is to ask the
questions while the teacher answers in such a way to reveal ∆E, the
difference between D and A. Note that the teacher does not necessary
need to answer the questions with answers. Instead she can use
questions as the answers, thereby allowing the student to derive the
answers himself, and since the student knows better than the teacher
about what he understands, he is more likely to produce more
appropriate questions to more accurately reveal the difference between
D and A. Therefore the student’s line of Socratic questions to
decrease ∆E would be a shorter list of questions as compared to the
teacher’s line of Socratic questions. In other words, once the student
learns the logic of assumption, then the entropy of the educative
process is further decreased and thus learning occurs faster. So how
does the teacher teach the child the logic of assumption? (finish
later)



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Education is Broken
Date: December 11, 2011 at 9:00 AM

On Dec 9, 2:38 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 6, 2011, at 5:14 AM, Rami Rustom wrote:

Absolutely. I love capitalism. But our government must prevent

I'm not sure if you've understood the spirit of capitalism.

Capitalism is more about freedom, not the use of Government coercion to 
constrain people.

Capitalists compete in the marketplace instead of lobbying Government to 
suppress their opponents.

Big business lobby the government a lot. Big business are capitalists.
They do compete. But they compete with an edge.

I think that I've figured out how to dramatically increase intelligence. But I have 
no evidence yet, except myself that is. But maybe I misinterpreted what I 
experienced. Time will tell.

How will time tell?

I'm doing it to people now. If I can get a few people to follow my
footsteps, then I'll have some evidence.

I think we are coming upon a revolution; an Education Revolution.

How do you reconcile this revolutionary approach with a piecemeal, gradualist, 
fallibilist epistemology like BoI's, which advocates reform rather than revolution?

Reform is absolutely what is necessary. I'm only calling it a
revolution because if it happens very fast, then future generations
will call it an Education Revolution.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Capitalism, Revolution (was: Education is Broken)
Date: December 11, 2011 at 1:01 PM

On Dec 11, 2011, at 6:00 AM, Rami Rustom wrote:

On Dec 9, 2:38 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 6, 2011, at 5:14 AM, Rami Rustom wrote:

Absolutely. I love capitalism. But our government must prevent

I'm not sure if you've understood the spirit of capitalism.

Capitalism is more about freedom, not the use of Government coercion to 
constrain people.

Capitalists compete in the marketplace instead of lobbying Government to 
suppress their opponents.

Big business lobby the government a lot. Big business are capitalists.

To the extent they spend their time lobbying the Government to do things like 
make laws increasing barriers to entry in their field, they are not capitalists.

See Atlas Shrugged by Ayn Rand! Plenty of big businessmen in Atlas Shrugged 
are on the anti-capitalist villain side.

They do compete. But they compete with an edge.

That "edge" you refer to, if it means what I think, is incompatible with capitalism: it 
is anti-capitalist.

Why? Because it is competing via the use of *force* (via the Government via 
lobbying) rather than competing by persuasion and by offering trade for mutual 
benefit.

I think that I've figured out how to dramatically increase intelligence. But I 
have no evidence yet, except myself that is. But maybe I misinterpreted what 



I experienced. Time will tell.

How will time tell?

I'm doing it to people now. If I can get a few people to follow my
footsteps, then I'll have some evidence.

I think your judgment may tell, but time will have a minimal role.

I think we are coming upon a revolution; an Education Revolution.

How do you reconcile this revolutionary approach with a piecemeal, gradualist, 
fallibilist epistemology like BoI's, which advocates reform rather than 
revolution?

Reform is absolutely what is necessary. I'm only calling it a
revolution because if it happens very fast, then future generations
will call it an Education Revolution.

They might not call it that after the "Education Revolution". Maybe they'll be better 
educated! So they may dislike the French Revolution enough to call it something 
else. (And may consider the Industrial Revolution to be misleading Marxist 
terminology, and the "American Revolution" to be misnamed.)

Also, why do you expect it to happen very fast? I expect schools, parenting and 
education reform to be pretty slow.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Capitalism, Revolution (was: Education is Broken)
Date: December 11, 2011 at 1:19 PM

On Dec 11, 12:01 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 11, 2011, at 6:00 AM, Rami Rustom wrote:

See Atlas Shrugged by Ayn Rand! Plenty of big businessmen in Atlas Shrugged 
are on the anti-capitalist villain side.

Yes not all big businesses are anti-capitalists.

They do compete. But they compete with an edge.

That "edge" you refer to, if it means what I think, is incompatible with capitalism: 
it is anti-capitalist.

Yes.

Why? Because it is competing via the use of *force* (via the Government via 
lobbying) rather than competing by persuasion and by offering trade for mutual 
benefit.

Yes.

I think that I've figured out how to dramatically increase intelligence. But I 
have no evidence yet, except myself that is. But maybe I misinterpreted 
what I experienced. Time will tell.

How will time tell?

I'm doing it to people now. If I can get a few people to follow my
footsteps, then I'll have some evidence.

I think your judgment may tell, but time will have a minimal role.

Yes. I was using a slang phrase with little meaning. How should I have
worded that statement?



I think we are coming upon a revolution; an Education Revolution.

How do you reconcile this revolutionary approach with a piecemeal, 
gradualist, fallibilist epistemology like BoI's, which advocates reform rather 
than revolution?

Reform is absolutely what is necessary. I'm only calling it a
revolution because if it happens very fast, then future generations
will call it an Education Revolution.

They might not call it that after the "Education Revolution". Maybe they'll be 
better educated! So they may dislike the French Revolution enough to call it 
something else. (And may consider the Industrial Revolution to be misleading 
Marxist terminology, and the "American Revolution" to be misnamed.)

Yes. Might they call it the new Renaissance?

Also, why do you expect it to happen very fast? I expect schools, parenting and 
education reform to be pretty slow.

This might be my own pipe dream but what I've experienced has lead me
to believe that it is happening fast. Have you checked out the
Khanacademy.org? Two millions people learn from this site monthly and
its all free. Google and Bill Gates each donated 2 and 1.5 million
respectively. Khan's methodology falls very much inline with TCS
principles and mine.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Are over-analyze and over-think fallacious terms?
Date: December 11, 2011 at 1:37 PM

On 12/11/2011 4:56 PM, Rami Rustom wrote:
If you say that you are over-
analyzing then you probably feel confused and you think that you
should move on to the next subject or step because you’ve lost hope in
the fact that you can solve the problem.

Ceasing to do analysis doesn't necessarily mean ceasing to solve the problem. A 
mistake people sometimes make is to try and solve a problem when they have 
too little information to hand; this tends to result in lots of wasted analysis, as 
people consider solutions for many possible arrangements of the missing 
information. If there's some action X that would yield bits of that missing 
information, and if you're satisfied that the possible negative consequences of X 
are not a big problem, then it's often better to do X than to continue with your 
analysis.

That people just say "you're over-analysing this" instead of "doing X would help 
you figure out a solution faster" is, I think, related to thinking that X is obvious.

When they don't have an X in mind, or sometimes when you're saying it to 
yourself, it's part of anti-intellectual memes: they say that thinking/analysing too 
much is bad and that you should do things like 'following your heart' or just 'do 
what everyone else does' instead.

- Richard



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Khan Academy (was: Capitalism, Revolution)
Date: December 11, 2011 at 6:30 PM

On Dec 11, 2011, at 10:19 AM, Rami Rustom wrote:

On Dec 11, 12:01 pm, Elliot Temple <c...@curi.us> wrote:

Also, why do you expect it to happen very fast? I expect schools, parenting 
and education reform to be pretty slow.

This might be my own pipe dream but what I've experienced has lead me
to believe that it is happening fast. Have you checked out the
Khanacademy.org? Two millions people learn from this site monthly and
its all free. Google and Bill Gates each donated 2 and 1.5 million
respectively.

When Khan Academy was smaller and didn't have millions of dollars, I offered 
them some videos.

First:

http://www.youtube.com/watch?v=X6h30r61qjM

More:

http://www.youtube.com/user/curi42#g/u

Their disinterest concerns me a little. Do they want videos from PhDs? Do they 
reject videos they disagree with? Do they have an agenda? Are they unable to 
recognize expertise?

They've stated their interest in videos from other people, it's not supposed to just 
be a one man show, and my offer was not unsolicited.

If it's merely some kind of quality issue, but they were otherwise interested, at 
their prompting I could have improved the videos in various ways, so I'm not 
inclined to think that was it.

http://www.youtube.com/watch?v=X6h30r61qjM
http://www.youtube.com/user/curi42#g/u


Not that big a deal, but some concern there, and people here might like the 
videos.

Second concern: a lot of their work (especially early on, I think) is focussed on 
school tests and curricula. That's very bad. One of the many huge downsides is 
that it takes away the problem of explaining *why the listener should care* since it 
just assumes there is an audience that cares since school provides one. I've 
observed this flaw in some videos which jump into (school) topics assuming you 
already care.

This raises another possible bad reason my videos were ignored: they do not 
match any school courses well.

Third concern: I haven't been paying much attention recently but I understand 
they now have homework or quiz type problems which they grade and they give 
out gold stars (or the equivalent) for getting enough stuff right.

Lots of big problems here too. One is that explaining ideas and judging/testing 
people on those ideas should be separated. Preferably done by different 
organizations entirely.

When one organization does both it tries to be "fair" and make the tests relevant 
to the lectures but not too easy (e.g. they often don't want to ask exactly what 
was answered in the lecture). When it's separate organizations, the teaching 
organization can do everything in its power to help people learn and/or score well, 
and it doesn't have to hold back and try to be "fair" or "balanced" or anything, 
which is a better approach. (Why would you want someone teaching you to hold 
back and not be as helpful as possible?)

Khan's methodology falls very much inline with TCS principles and mine.

I'm not aware of any major way it falls in line with TCS principles. I mean yes 
online educational videos are a good thing, and they can help reduce the role of 
school, and he is offering them in a voluntary manner (though I wonder if they will 
be integrated into schools, or already are), and all that is pretty nice but it doesn't 



make it TCS. I'll bet you if Khan Academy ever says anything much about 
educational philosophy it will violate TCS a lot (maybe they already have), or at 
the very least it won't even come close to advocating TCS principles.

MIT puts some lectures online for free. These are a good thing, but I wouldn't call 
it TCS.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Cosmos Worm-hole <lucifersheretic@gmail.com>
Subject: [BoI] A counter-objectivist/Ayn Rand view
Date: December 11, 2011 at 10:30 PM

There are points in time and space that are transfer points for energy
disbursement. Energy exchange is a constant as these symbols you are
reading demonstrate by your own response toward and to them. Part of
the exchange is the exchange of 'assets'.

Unlike objectivists, Libertarians and Ayn Randists, the assets of our
industry are NOT meant for our exclusive, proprietary use, but are
eternity's way of seeding and pollinating its multidimensional
universe with 'nodes' that spread the wealth by their location by time
and location. Unlike the former-mentioned who believe that their
exceptional productivity is their 'right' of ownership, I see the
exceptional talents and capabilities as serendipity of eternal time,
placing those unique talents in positions to feed their environs with
tangible and intangible benefits.

 Not being the ego-centered and self-justifying centers of hoarding
because of 'their own' perceived efforts, WE are more than the
anecdotal and unique, exceptional talents, but the Cosmos distribution
nodes. What we are able to acquire beyond our own, ascetic needs we
can 'spend' (disburse), donate, invest on other people and causes to
seed and pollinate by the tangible and intangible their aspirations.
In this way we spread the wealth of time to the greatest number of
forms by the serendipity of our location in the synchronicity of
fortuity for others.

-- 



From: Abraham Lewis <abrahamwl@gmail.com>
Subject: Re: [BoI] Re: Education is Broken
Date: December 12, 2011 at 2:55 AM

I am a fan of Gatto and his view on education. You can read large parts of
his book *Weapons of Mass Instruction* (and probably other of his books) on
Google Books:
http://books.google.co.in/books/about/Weapons_of_mass_instruction.html?
id=mulbye_sby4C&redir_esc=y

My view on education is that the fundamental premise of "education" that
children specifically and people in general need to be manipulated to
achieve specific results in that person is wrong. Thus attempts to "reform
education" are wrongheaded. Education needs to be done away with, since it
is actively harmful. I say it needs to be done away with but I merely mean
that its harmfulness should be widely recognized. I am not suggesting that
it be ended by force.

That does not mean, of course, that all the forms and structures of
education need to be done away with, but probably many of them will be.

Generally, I think this is an idea underlying a lot of anti-rational memes:
That other people are objects to be manipulated (for their own good or
otherwise) rather than persons to have a relationship with. The difference
between manipulating people and relating to people may not seem obvious,
but the difference is that manipulation expects outcomes in the other
person that are not intended by the other person.

-- 

http://books.google.co.in/books/about/Weapons_of_mass_instruction.html?id=mulbye_sby4C&redir_esc=y


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] A counter-objectivist/Ayn Rand view
Date: December 12, 2011 at 4:05 AM

On 12 Dec 2011, at 03:30, Cosmos Worm-hole wrote:

There are points in time and space that are transfer points for energy
disbursement. Energy exchange is a constant as these symbols you are
reading demonstrate by your own response toward and to them. Part of
the exchange is the exchange of 'assets'.

Unlike objectivists, Libertarians and Ayn Randists, the assets of our
industry are NOT meant for our exclusive, proprietary use, but are
eternity's way of seeding and pollinating its multidimensional
universe with 'nodes' that spread the wealth by their location by time
and location. Unlike the former-mentioned who believe that their
exceptional productivity is their 'right' of ownership, I see the
exceptional talents and capabilities as serendipity of eternal time,
placing those unique talents in positions to feed their environs with
tangible and intangible benefits.

Not being the ego-centered and self-justifying centers of hoarding
because of 'their own' perceived efforts, WE are more than the
anecdotal and unique, exceptional talents, but the Cosmos distribution
nodes. What we are able to acquire beyond our own, ascetic needs we
can 'spend' (disburse), donate, invest on other people and causes to
seed and pollinate by the tangible and intangible their aspirations.
In this way we spread the wealth of time to the greatest number of
forms by the serendipity of our location in the synchronicity of
fortuity for others.

Have you read Chapter 3 of BoI. If so, do you agree or disagree that the growth 
of knowledge produces things that would not exist without it, that knowledge 
might enable us to spread throughout the universe and that therefore human 
beings are significant for cosmology?

Alan



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Energy (Was: A counter-objectivist/Ayn Rand view)
Date: December 12, 2011 at 6:43 AM

On 12 Dec 2011, at 3:30am, Cosmos Worm-hole wrote:

There are points in time and space that are transfer points for energy
disbursement.

Do you mean energy, the conserved quantity referred to in laws of physics, or are 
you using the term metaphorically?

If you mean the former, then this

Energy exchange is a constant

isn't true. If you mean the latter, what is your term 'energy' a metaphor for?

-- David Deutsch

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Are humans more complex than other animals?
Date: December 12, 2011 at 9:29 AM

I said, "Humans are more complex than other animals."

He said, "Who says that humans are more complex than anything else?
Humans do, so the point can be ignored due to bias."

-----
(my thoughts but no refutation yet)

I remember reading the early chapters of BOI where Deutsch I think
says something like humans learn from our 5 senses AND from the models
(explanations) that we build of the Universe. And no other animal can
do this. So of course we are more complex.

But this man is employing a fallacious argument as a refutation. But
I've never been exposed to this type of fallacy, at least not in a
philosophical context. And I've never had to refute such a fallacy. So
I don't know how to rebuttal in a short easy statement that he can
understand. I'm not even sure I could do it in a long rebuttal (and
people have told me many times that my explanations are way too long.)
Please help. :)

-- 



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Are humans more complex than other animals?
Date: December 12, 2011 at 9:55 AM

On Dec 12, 9:29 am, Rami Rustom <ramir...@gmail.com> wrote:
I said, "Humans are more complex than other animals."

He said, "Who says that humans are more complex than anything else?
Humans do, so the point can be ignored due to bias."

I think your statement is too vague, opening yourself up to silly
argument about words. When talking about facts, I think it's best to
establish those facts that are assumed in your discussion. If you
disagree on these, you might as well be talking to a pillar or a post.

1. Humans are animals. Our ancestors were non-human apes and our
closest living relatives are chimpanzees.

2. Humans are universal explainers. This is one of the keys to
Deutsch's argument, and some of the folks here helped me understand
exactly what that means.

3. All life embodies knowledge, but humans alone have developed
explanatory knowledge that goes beyond the rules of thumb and
imitation practiced by chimps, etc.

Does that mean that humans are more complex than other animals? I
don't know. Define the word how you want, and the answer can be either
yes or no. But the fact that humans are universal explainers does make
us unique. To me, how we became universal explainers is the
interesting question.



From: Christopher Smith <cwsmith85@gmail.com>
Cc: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Subject: Re: [BoI] Re: Are humans more complex than other animals?
Date: December 12, 2011 at 10:15 AM

It's actually a classic source or ad hominem fallacy.  The claim that humans are 
more complex than other animals is rejected because a) it was made by a human 
and b) it is mis- construed assaying humans are more complex than "anything 
else". So the claim is misunderstood and then rejected not on the basis of what 
the claim is or its substance--but on the basis of who has made it.  Ad hominem.

On Dec 12, 2011, at 8:55 AM, steve whitt <smwhitt@gmail.com> wrote:

On Dec 12, 9:29 am, Rami Rustom <ramir...@gmail.com> wrote:
I said, "Humans are more complex than other animals."

He said, "Who says that humans are more complex than anything else?
Humans do, so the point can be ignored due to bias."

I think your statement is too vague, opening yourself up to silly
argument about words. When talking about facts, I think it's best to
establish those facts that are assumed in your discussion. If you
disagree on these, you might as well be talking to a pillar or a post.

1. Humans are animals. Our ancestors were non-human apes and our
closest living relatives are chimpanzees.

2. Humans are universal explainers. This is one of the keys to
Deutsch's argument, and some of the folks here helped me understand
exactly what that means.

3. All life embodies knowledge, but humans alone have developed
explanatory knowledge that goes beyond the rules of thumb and
imitation practiced by chimps, etc.

Does that mean that humans are more complex than other animals? I



don't know. Define the word how you want, and the answer can be either
yes or no. But the fact that humans are universal explainers does make
us unique. To me, how we became universal explainers is the
interesting question.

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Are humans more complex than other animals?
Date: December 12, 2011 at 10:17 AM

On 12/12/2011 2:29 PM, Rami Rustom wrote:
I said, "Humans are more complex than other animals."

He said, "Who says that humans are more complex than anything else?
Humans do, so the point can be ignored due to bias."

-----

But this man is employing a fallacious argument as a refutation. But
I've never been exposed to this type of fallacy, at least not in a
philosophical context. And I've never had to refute such a fallacy. So
I don't know how to rebuttal in a short easy statement that he can
understand. I'm not even sure I could do it in a long rebuttal (and
people have told me many times that my explanations are way too long.)
Please help. :)

Just because it's biased doesn't mean it's wrong.

Otherwise: doesn't he have a bias for the practice of discarding ideas that are 
wrong due to bias? If so his practice is wrong and should be discarded due to 
bias.

Do you think there is a difference between being biased towards something, and 
having a preference for something? If so, what is it?

- Richard

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Khan Academy (was: Capitalism, Revolution)
Date: December 12, 2011 at 1:38 PM

On Dec 11, 5:30 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 11, 2011, at 10:19 AM, Rami Rustom wrote:

Also, why do you expect it to happen very fast? I expect schools, parenting 
and education reform to be pretty slow.

This might be my own pipe dream but what I've experienced has lead me
to believe that it is happening fast. Have you checked out the
Khanacademy.org? Two millions people learn from this site monthly and
its all free. Google and Bill Gates each donated 2 and 1.5 million
respectively.

When Khan Academy was smaller and didn't have millions of dollars, I offered 
them some videos.

First:

http://www.youtube.com/watch?v=X6h30r61qjM

More:

http://www.youtube.com/user/curi42#g/u

Their disinterest concerns me a little. Do they want videos from PhDs? Do they 
reject videos they disagree with? Do they have an agenda? Are they unable to 
recognize expertise?

That concerns me too. I bet they do reject videos they disagree with.
But I think it is a matter of logistics rather than disagreement
lecture methodology. I think their agenda is to help people worldwide
in their quest to learn. I think that they have not changed their
formula because they are not so quick to make changes, because
logistics would be debilitating. This is what Sal Khan says about
that: "As of today (10/27/2011), the vast majority of the 2700+ videos
have been made by me. Recently, we partnered with Smarthistory, and
Dr. Beth Harris and Dr. Steven Zucker have joined our faculty and

http://www.youtube.com/watch?v=X6h30r61qjM
http://www.youtube.com/user/curi42#g/u


added hundreds of Art History videos to our library. Volunteers have
also begun to translate the videos into other languages. Here is the
Khan Academy en espanol. Hope to have other channels in the not-too-
far-off future!" So it seems to me that they do want videos from other
authors but I think they want the logistical connection between the
academy and those other authors to be efficient. This is their way of
minimizing entropy in their system. Maybe one day there will be a more
robust system where anyone can submit a video, and then users get to
vote as to whether that author and/or that video. Then other users can
make their own choices. I'll submit this to them as a request.

They've stated their interest in videos from other people, it's not supposed to 
just be a one man show, and my offer was not unsolicited.

If it's merely some kind of quality issue, but they were otherwise interested, at 
their prompting I could have improved the videos in various ways, so I'm not 
inclined to think that was it.

Not that big a deal, but some concern there, and people here might like the 
videos.

Second concern: a lot of their work (especially early on, I think) is focussed on 
school tests and curricula. That's very bad. One of the many huge downsides is 
that it takes away the problem of explaining *why the listener should care* since 
it just assumes there is an audience that cares since school provides one. I've 
observed this flaw in some videos which jump into (school) topics assuming you 
already care.

Yes I agree with you. But I wonder if those 'test' centered videos
were just for that, to help students with the tests that they have to
take. There are many more videos that are content centered.

This raises another possible bad reason my videos were ignored: they do not 
match any school courses well.

I don't think so. Sal doesn't seem to care about society's rules.

Third concern: I haven't been paying much attention recently but I understand 
they now have homework or quiz type problems which they grade and they give 
out gold stars (or the equivalent) for getting enough stuff right.



Lots of big problems here too. One is that explaining ideas and judging/testing 
people on those ideas should be separated. Preferably done by different 
organizations entirely.

Their is not grading by humans. Its all programmatically generated.
And only for math because only math is right or wrong with no shades
of grey.

When one organization does both it tries to be "fair" and make the tests relevant 
to the lectures but not too easy (e.g. they often don't want to ask exactly what 
was answered in the lecture). When it's separate organizations, the teaching 
organization can do everything in its power to help people learn and/or score 
well, and it doesn't have to hold back and try to be "fair" or "balanced" or 
anything, which is a better approach. (Why would you want someone teaching 
you to hold back and not be as helpful as possible?)

That makes sense. Do you think this applies to math content though?
Consider that the math problems are programmatically generated. And
now that I said that, I realize that the programmers would have the
same problem as you describe. They may only be creating modules based
on what math logic they want to test. So it seems that they should
either outsource the testing, or allow users to submit testing
concepts, thereby modularizing the testing concepts from the content.

Khan'smethodology falls very much inline with TCS principles and mine.

I'm not aware of any major way it falls in line with TCS principles. I mean yes 
online educational videos are a good thing, and they can help reduce the role of 
school, and he is offering them in a voluntary manner (though I wonder if they 
will be integrated into schools, or already are), and all that is pretty nice but it 
doesn't make it TCS. I'll bet you ifKhanAcademyever says anything much about 
educational philosophy it will violate TCS a lot (maybe they already have), or at 
the very least it won't even come close to advocating TCS principles.

Yes some schools are already using the academy and the relative
success is amazing. I need to study TCS more. But one example I
noticed is that the adademy is child-centered in the respect that it
is self-paced and in how the children can learn from any video they
choose to and practice with any module they choose to. I think TCS is



very child-centered. I'll have to study TCS more.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Are humans more complex than other animals?
Date: December 12, 2011 at 1:56 PM

On Dec 12, 8:55 am, steve whitt <smwh...@gmail.com> wrote:
On Dec 12, 9:29 am, Rami Rustom <ramir...@gmail.com> wrote:

I said, "Humans are more complex than other animals."

He said, "Who says that humans are more complex than anything else?
Humans do, so the point can be ignored due to bias."

I think your statement is too vague, opening yourself up to silly
argument about words. When talking about facts, I think it's best to
establish those facts that are assumed in your discussion. If you
disagree on these, you might as well be talking to a pillar or a post.

1. Humans are animals. Our ancestors were non-human apes and our
closest living relatives are chimpanzees.

2. Humans are universal explainers. This is one of the keys to
Deutsch's argument, and some of the folks here helped me understand
exactly what that means.

3. All life embodies knowledge, but humans alone have developed
explanatory knowledge that goes beyond the rules of thumb and
imitation practiced by chimps, etc.

Does that mean that humans are more complex than other animals? I
don't know. Define the word how you want, and the answer can be either
yes or no. But the fact that humans are universal explainers does make
us unique. To me, how we became universal explainers is the
interesting question.

I realize that I accidentally lied. I did not say that "Humans are
more complex than animals." This is what I said: "Consider our genes.
It was once thought that humans have vastly more genes than other
animals because we are more complex than other animals. Recently we
learned that we have 30,000 genes which is about the same number for
even chickens. This baffled biologists. So what accounted for the



difference in complexity? Well actually there are other things in our
genetic material connected to those same genes, but they are not genes
(meaning they are not information). They are only switches that turn
genes on and off. So our switches cause the increased complexity."

And I think this helps answer your question of "how we became
universal explainers," at least from a biological perspective.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Khan Academy (was: Capitalism, Revolution)
Date: December 12, 2011 at 2:43 PM

On Dec 12, 2011, at 10:38 AM, Rami Rustom wrote:

Khan'smethodology falls very much inline with TCS principles and mine.

I'm not aware of any major way it falls in line with TCS principles. I mean yes 
online educational videos are a good thing, and they can help reduce the role 
of school, and he is offering them in a voluntary manner (though I wonder if 
they will be integrated into schools, or already are), and all that is pretty nice 
but it doesn't make it TCS. I'll bet you ifKhanAcademyever says anything much 
about educational philosophy it will violate TCS a lot (maybe they already 
have), or at the very least it won't even come close to advocating TCS 
principles.

Yes some schools are already using the academy and the relative
success is amazing. I need to study TCS more. But one example I
noticed is that the adademy is child-centered in the respect that it
is self-paced and in how the children can learn from any video they
choose to and practice with any module they choose to. I think TCS is
very child-centered. I'll have to study TCS more.

The version of Khan Academy used at schools is not self paced, right? And Khan 
Academy wants that to happen. They have some kind of pilot program schools 
can apply for and then they will visit the school and work together and stuff. They 
are trying to be in schools.

(If a school made kids read essays from my website, I wouldn't be participating at 
all, so it'd be different than if some organization is trying to "reach out" to schools 
and "coordinate" with them and do classroom visits and so on.)

For example, if a child chose a pace of "no Khan videos this year, then reconsider 
pace" the teacher would not deem that pace acceptable and would not allow it. 
So we can see that actually the teacher is in charge of the pace, and children can 
only choose in a range the teacher deems acceptable.

In practice, even some students who work on it what people might think of as a 



"reasonable" amount will still be under pressure to keep up with what the school 
thinks they should finish each year. Some kids will have to do extra on their own 
time, due to this pressure, and find it deeply unpleasant. Some still won't do it and 
will be punished.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Are humans more complex than other animals?
Date: December 12, 2011 at 6:30 PM

On Dec 12, 2011, at 10:56 AM, Rami Rustom wrote:

On Dec 12, 8:55 am, steve whitt <smwh...@gmail.com> wrote:
On Dec 12, 9:29 am, Rami Rustom <ramir...@gmail.com> wrote:

I said, "Humans are more complex than other animals."

He said, "Who says that humans are more complex than anything else?
Humans do, so the point can be ignored due to bias."

I think your statement is too vague, opening yourself up to silly
argument about words. When talking about facts, I think it's best to
establish those facts that are assumed in your discussion. If you
disagree on these, you might as well be talking to a pillar or a post.

1. Humans are animals. Our ancestors were non-human apes and our
closest living relatives are chimpanzees.

2. Humans are universal explainers. This is one of the keys to
Deutsch's argument, and some of the folks here helped me understand
exactly what that means.

3. All life embodies knowledge, but humans alone have developed
explanatory knowledge that goes beyond the rules of thumb and
imitation practiced by chimps, etc.

Does that mean that humans are more complex than other animals? I
don't know. Define the word how you want, and the answer can be either
yes or no. But the fact that humans are universal explainers does make
us unique. To me, how we became universal explainers is the
interesting question.

I realize that I accidentally lied. I did not say that "Humans are
more complex than animals." This is what I said: "Consider our genes.
It was once thought that humans have vastly more genes than other
animals because we are more complex than other animals. Recently we



learned that we have 30,000 genes which is about the same number for
even chickens. This baffled biologists. So what accounted for the
difference in complexity? Well actually there are other things in our
genetic material connected to those same genes, but they are not genes
(meaning they are not information). They are only switches that turn
genes on and off. So our switches cause the increased complexity."

And I think this helps answer your question of "how we became
universal explainers," at least from a biological perspective.

I don't agree with this argument.

Consider two data files, both with 30 megabytes.

One is the code for complex software.

The other is 90% gibberish and a few poems.

It's not a big deal that two things have the same total amount of data. Some data 
does a lot more than other data.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] A counter-objectivist/Ayn Rand view
Date: December 12, 2011 at 6:34 PM

On Dec 11, 2011, at 7:30 PM, Cosmos Worm-hole wrote:

There are points in time and space that are transfer points for energy
disbursement. Energy exchange is a constant as these symbols you are
reading demonstrate by your own response toward and to them. Part of
the exchange is the exchange of 'assets'.

Unlike objectivists, Libertarians and Ayn Randists, the assets of our
industry are NOT meant for our exclusive, proprietary use, but are
eternity's way of seeding and pollinating its multidimensional
universe with 'nodes' that spread the wealth by their location by time
and location.

You seem to be saying that wealth -- such as cheeseburgers -- is created 
automatically and provided for us by nature/eternity.

I disagree.

Eternity doesn't provide cheeseburgers. Chefs, farmers, waiters, etc, do.

Or maybe eternity controls the chefs, farmers, waiters, etc? Then why did it make 
them think of and implement the idea of property?

By the way, who will cheeseburgers be made without property? If I don't own the 
cheese, someone might stick it on a sandwich and eat it while I'm preparing the 
patty.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Are over-analyze and over-think fallacious terms?
Date: December 12, 2011 at 6:39 PM

On Dec 11, 2011, at 8:56 AM, Rami Rustom wrote:

[Subject] Are over-analyze and over-think fallacious terms?

They are *social* terms, not philosophical terms.

Why do so many people use these terms?

Because they like to socialize and use terms like these and many others to help 
communicate and enforce the rules of their social games.

You should only quit thinking once you’ve solved the problem and you no
longer feel confused.

I agree but social rules do not. They aren't about problem solving like BoI is.

Or, put a flag on that issue and move on; then
later check that flag and reflect on that issue again and again with
the intention of eventually solving the problem and removing the
confusion. By using the terms over-analyze or over-think, you are
giving up, and it is the unconscious that is convincing you (your
conscious) to quit solving the problem in order to relieve the feeling
of confusion when instead it is your conscious (you) that should be
overriding your unconscious by realizing that the only rational
approach is to Socratically reflect on the subject until the problem
is solved thereby leading to no more confusion.

Or am I over-analyzing?

You are over-analyzing in the sense that your thoughts on this matter would be 
deemed rude and socially disruptive in settings with more normal social 
expectations.

Here, such things are encouraged, and such social rules may be questioned.



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Are humans more complex than other animals?
Date: December 12, 2011 at 7:26 PM

On Dec 12, 5:30 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 12, 2011, at 10:56 AM, Rami Rustom wrote:

Consider our genes.
It was once thought that humans have vastly more genes than other
animals because we are more complex than other animals. Recently we
learned that we have 30,000 genes which is about the same number for
even chickens. This baffled biologists. So what accounted for the
difference in complexity? Well actually there are other things in our
genetic material connected to those same genes, but they are not genes
(meaning they are not information). They are only switches that turn
genes on and off. So our switches cause the increased complexity."

And I think this helps answer your question of "how we became
universal explainers," at least from a biological perspective.

I don't agree with this argument.

Consider two data files, both with 30 megabytes.

One is the code for complex software.

The other is 90% gibberish and a few poems.

It's not a big deal that two things have the same total amount of data. Some 
data does a lot more than other data.

I think your point coincides with mine. Humans have 30,000 genes plus
some on/off switches. Chickens also have 30,000 genes plus some on/off
switches. So the data files are relatively equal in size. But humans
are far more complex than chickens with respect to capacity for
universal explanation. Hence, our data file does more than their data
file even though both data files are the same size.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Khan Academy (was: Capitalism, Revolution)
Date: December 12, 2011 at 7:44 PM

On Dec 12, 1:43 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 12, 2011, at 10:38 AM, Rami Rustom wrote:

The version of Khan Academy used at schools is not self paced, right? And 
Khan Academy wants that to happen. They have some kind of pilot program 
schools can apply for and then they will visit the school and work together and 
stuff. They are trying to be in schools.

I think that would depend on the school. There might exists schools,
now or in the future, that follow TCS that could utilize the Khan
Academy. Yes the Khan Academy wants to be in schools, but only so that
they can reach more people.

(If a school made kids read essays from my website, I wouldn't be participating 
at all, so it'd be different than if some organization is trying to "reach out" to 
schools and "coordinate" with them and do classroom visits and so on.)

Are you saying that because the Khan Academy seeks out schools that
don't follow TCS, that this necessarily means that the Khan Academy is
not TCS? I think you are right. So how do you think the Khan Academy
could remedy this?

For example, if a child chose a pace of "no Khan videos this year, then 
reconsider pace" the teacher would not deem that pace acceptable and would 
not allow it. So we can see that actually the teacher is in charge of the pace, 
and children can only choose in a range the teacher deems acceptable.

I agree. So how should a school remedy this specific problem?

In practice, even some students who work on it what people might think of as a 
"reasonable" amount will still be under pressure to keep up with what the school 
thinks they should finish each year. Some kids will have to do extra on their own 
time, due to this pressure, and find it deeply unpleasant. Some still won't do it 
and will be punished.

I see. So schools should remove any and all requirements related to



the amount of work that a student is to complete. I think there is a
great program already in practice that meets this ethos requirement.
Its called the IB program (http://www.ibo.org/). In 5th grade, I went
to a school that followed this program, and in the math class, each
student worked on her own pace; there was no lecture. There were no
requirements on the amount of work to be completed. Every student
worked hard and performed very well. I completed 3 years worth of work
in that 1 year. In the other classes, the teacher employed the
Socratic Method which caused the students to be very engaged. (At the
time, I did not know it was the Socratic Method.)

http://www.ibo.org/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Education is Broken
Date: December 12, 2011 at 7:55 PM

On Dec 11, 2011, at 11:55 PM, Abraham Lewis wrote:

I am a fan of Gatto and his view on education. You can read large parts of
his book *Weapons of Mass Instruction* (and probably other of his books) on
Google Books:
http://books.google.co.in/books/about/Weapons_of_mass_instruction.html?
id=mulbye_sby4C&redir_esc=y

My view on education is that the fundamental premise of "education" that
children specifically and people in general need to be manipulated to
achieve specific results in that person is wrong. Thus attempts to "reform
education" are wrongheaded. Education needs to be done away with, since it
is actively harmful. I say it needs to be done away with but I merely mean
that its harmfulness should be widely recognized. I am not suggesting that
it be ended by force.

That does not mean, of course, that all the forms and structures of
education need to be done away with, but probably many of them will be.

Generally, I think this is an idea underlying a lot of anti-rational memes:
That other people are objects to be manipulated (for their own good or
otherwise) rather than persons to have a relationship with. The difference
between manipulating people and relating to people may not seem obvious,
but the difference is that manipulation expects outcomes in the other
person that are not intended by the other person.

I'd like to clarify/add:

The relationship (relationship interactions) should be *voluntary*, have *consent*, 
and be for *mutual benefit* (each person benefitting according to his own 
judgment). This should apply to *all* the interactions. Every single interaction 
would be for mutual benefit or it's bad.

People sometimes make sacrifices "for the relationship". A relationship, not being 
a thing (let alone a person), cannot be a beneficiary.

http://books.google.co.in/books/about/Weapons_of_mass_instruction.html?id=mulbye_sby4C&redir_esc=y


And "having a relationship" is not an end in itself. It's the individual interactions 
that make up the relationship which may provide value, or not, depending on 
whether they are for mutual benefit, or not (not for mutual benefit means that 
someone is losing or sacrificing).

When an interaction is not for mutual benefit, we can perhaps think of there being 
some manipulation involved: Someone is benefitting while the other loses. Why is 
the loser participating in this interaction? He must be under some kind of 
pressure, or be being manipulated or tricked (perhaps by society), or he's 
confused, or something.

Good relationships are more self-focussed, with each person making sure he 
benefits and letting the other person judge his own outcomes, rather than (as 
Abraham points out) being focussed on outcomes of the other person.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: TCS, ARR, and How To Learn
Date: December 12, 2011 at 10:10 PM

On Nov 21, 11:31 am, Elliot Temple <c...@curi.us> wrote:
http://curi.us/1540-taking-children-seriously

I agree. I've been following this philosophy for a long time. When my
almost 5 year old asks for something, and if I say no, she will ask me
a question in hopes of convincing me. If I answer successfully, she
asks another question or she stops because she can't come up with any
more questions. But occasionally shes ask me a question that I can't
answer, and thus I must give in. I love it when this happens. This is
clear evidence that she is autonomous. She is becoming a great
negotiator.

Now I'll be honest. When she asks me a question about something she is
interested to know about, and if I'm really tired or I know that this
conversation will be longer than I want to deal with right now, I'll
answer her with something too complex for her to understand. This
serves two purposes. First, because the complexity is too great for
her, she moves on to the next idea in her mind, which probably doesn't
involve me. This satisfies my intention of ending the conversation
quickly. Second, I've given her an explanation that involved new words
and/or concepts that she has never been exposed to previously and this
is a way of learning. Even though she didn't completely understand,
she is most definitely picking up something from my explanation. Most
parents don't bother and say things like, 'But she's so young, she
won't understand that.' To which I say, 'So what? If I say this to her
1000 times, she will understand it and since I've just said it once,
and I've got 999 more to go.'

To be clear, I never NOT answer a question. Why? Because this is the
way to kill curiosity. If a child gets accustomed to asking a question
and not receiving an answer, then they will be less likely to ask
questions in the future. If a child no longer asks questions, then
their natural curiosity has been squashed. Learning can not happen
without curiosity.

http://curi.us/1539-autonomy-respecting-relationships

http://curi.us/1540-taking-children-seriously
http://curi.us/1539-autonomy-respecting-relationships


I agree. Tradition is not necessarily correct. Traditions are
assumptions. Assumptions should be checked for correctness.

http://curi.us/1541-how-to-create-knowledge

Isn't 'How to Create Knowledge' just the Socratic Method? If so, why
not use the term? I believe we should because that might get people to
go study Socrates. It did for me. I've found that falling in love with
an author, even if s/he is dead, makes learning their work fun. And it
allows us to have better role models. Most of my role models are dead.
But their works live on and I'm able to have conversations with them
by reading their works. So in this sense, shouldn't we use the term
Socratic Method in your 'How to Create Knowledge' article?

I think that what you've described is a worldwide Socratic
conversation. I absolutely love it! So genius!

-- 

http://curi.us/1541-how-to-create-knowledge


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Are over-analyze and over-think fallacious terms?
Date: December 13, 2011 at 8:36 AM

On Dec 12, 5:39 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 11, 2011, at 8:56 AM, Rami Rustom wrote:

[Subject] Are over-analyze and over-think fallacious terms?

They are *social*terms, not philosophical terms.

Why do so many people use these terms?

Because they like to socialize and use terms like these and many others to help 
communicate and enforce the rules of their social games.

You should only quit thinking once you’ve solved the problem and you no
longer feel confused.

I agree but social rules do not. They aren't about problem solving like BoI is.

Social rules should not be designed around fallacy. No rules should.

Or, put a flag on that issue and move on; then
later check that flag and reflect on that issue again and again with
the intention of eventually solving the problem and removing the
confusion. By using thetermsover-analyzeorover-think, you are
giving up, and it is the unconscious that is convincing you (your
conscious) to quit solving the problem in order to relieve the feeling
of confusion when instead it is your conscious (you) that should be
overriding your unconscious by realizing that the only rational
approach is to Socratically reflect on the subject until the problem
is solved thereby leading to no more confusion.

Or am I over-analyzing?

You are over-analyzing in the sense that your thoughts on this matter would be 
deemed rude and socially disruptive in settings with more normal social 



expectations.

Interesting. This is why I never did well in social situations.
Because I hate stupid rules. Actually this is part of being an INTP.
So now I know why my mind naturally hates stupid rules.

Here, such things are encouraged, and such social rules may be questioned.

All fallacious rules in all fields must be questioned. And since we
can't be sure what is and what isn't fallacious until we examine it,
we must question all rules in all fields to determine whether or not
they are fallacious. And then trash the fallacious ones.



From: Jason <auvenj@gmail.com>
Subject: [BoI] Relationships as a real abstraction
Date: December 13, 2011 at 10:24 AM

On Dec 12, 5:55 pm, Elliot Temple <c...@curi.us> wrote:
People sometimes make sacrifices "for the relationship". A relationship, not 
being a thing (let alone a person), cannot be a beneficiary.

And "having a relationship" is not an end in itself. It's the individual interactions 
that make up the relationship which may provide value, or not, depending on 
whether they are for mutual benefit, or not (not for mutual benefit means that 
someone is losing or sacrificing).

When an interaction is not for mutual benefit, we can perhaps think of there 
being some manipulation involved: Someone is benefitting while the other loses. 
Why is the loser participating in this interaction? He must be under some kind of 
pressure, or be being manipulated or tricked (perhaps by society), or he's 
confused, or something.

Good relationships are more self-focussed, with each person making sure he 
benefits and letting the other person judge his own outcomes, rather than (as 
Abraham points out) being focussed on outcomes of the other person.

Is this not an overly reductionist view?

I've been trying to consider what are the bounds on the reality of
abstractions. I have the sense that prime numbers are a real
abstraction, whereas Gaia is not. But I haven't been able to determine
a coherent explanation for which abstractions are real and which are
not real.

Relationships seem like an interesting edge case. Why do you think
that relationships are not a thing, i.e. not a real abstraction?

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Khan Academy (was: Capitalism, Revolution)
Date: December 13, 2011 at 12:43 PM

On Dec 12, 2011, at 4:44 PM, Rami Rustom wrote:

On Dec 12, 1:43 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 12, 2011, at 10:38 AM, Rami Rustom wrote:

The version of Khan Academy used at schools is not self paced, right? And 
Khan Academy wants that to happen. They have some kind of pilot program 
schools can apply for and then they will visit the school and work together and 
stuff. They are trying to be in schools.

I think that would depend on the school. There might exists schools,
now or in the future, that follow TCS that could utilize the Khan
Academy. Yes the Khan Academy wants to be in schools, but only so that
they can reach more people.

(If a school made kids read essays from my website, I wouldn't be participating 
at all, so it'd be different than if some organization is trying to "reach out" to 
schools and "coordinate" with them and do classroom visits and so on.)

Are you saying that because the Khan Academy seeks out schools that
don't follow TCS, that this necessarily means that the Khan Academy is
not TCS? I think you are right. So how do you think the Khan Academy
could remedy this?

They could say, "We won't do anything to encourage non-self-paced learning. We 
won't do anything to facilitate it."

But instead they are intentionally facilitating it because they don't seriously object 
to it.

For example, if a child chose a pace of "no Khan videos this year, then 
reconsider pace" the teacher would not deem that pace acceptable and would 
not allow it. So we can see that actually the teacher is in charge of the pace, 
and children can only choose in a range the teacher deems acceptable.



I agree. So how should a school remedy this specific problem?

By being purely voluntary.

In practice, even some students who work on it what people might think of as a 
"reasonable" amount will still be under pressure to keep up with what the 
school thinks they should finish each year. Some kids will have to do extra on 
their own time, due to this pressure, and find it deeply unpleasant. Some still 
won't do it and will be punished.

I see. So schools should remove any and all requirements related to
the amount of work that a student is to complete.

Yes, the purpose of schools ought to be to *help* people.

Helping Bob means helping Bob according to *Bob's* standards.

It means help Bob achieve what Bob wants to achieve, at the pace of Bob's 
choosing. It means not imposing any requirements on him (either he'd set a goal 
himself, or he doesn't want it and it's not voluntary to impose it).

I think there is a
great program already in practice that meets this ethos requirement.
Its called the IB program (http://www.ibo.org/).

I didn't find something like a philosophy of education essay on their site but I did 
find a three paragraph mission statement, the first sentence of which implicitly 
states their disrespect for consent and voluntary interaction.

http://www.ibo.org/mission/

The International Baccalaureate aims to develop inquiring, knowledgeable and 
caring young people who help to create a better and more peaceful world 
through intercultural understanding and respect.

And what if a young person does not want to be "inquiring, knowledgeable and 
caring" as defined by IB? What if a young person disagrees with IB about what 
caring is? (This kind of thing is one of the reasons I raised the issue of 

http://www.ibo.org/
http://www.ibo.org/mission/


disagreeing with teachers earlier.)

What if a young person does not want to "help" make things "better" (as judged 
by the IB) or disagrees with the IB's conception of peace or "respect"?

What if a young person does not want to be "develop[ed]" by the IB? Well, too 
bad, the IB wants to develop you anyway, that's their purpose.

If IB's purpose was to help interested (young) people develop as they themselves 
want to, IB would have said that, but IB didn't.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Some questions
Date: December 13, 2011 at 12:44 PM

On Dec 10, 2011, at 1:11 PM, Rami Rustom wrote:

On Dec 10, 2:09 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 9, 2011, at 8:53 PM, Rami Rustom wrote:

On Dec 9, 8:58 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 9, 2011, at 6:28 PM, Destructivist wrote:

Does belief entail some degree of confidence, or is it something else
altogether?

Sounds like justificationism, thinly disguised (if at all).

I didn't understand. Could you expound?

Justificationism is a Popperian concept to explain the traditional way people 
approach epistemology in which they try to justify/support ideas and 
judge/evaluate them by how much justification/support they have.

Ok I do remember that. But I'm still lost on how that explains "Does
belief entail some degree of confidence, or is it something else
altogether?

That "degree of confidence" refers to the amount of justification.

People don't always recognize it by the name justification but they usually 
recognize the concept of support, and many other terms like confirmation, 
authority, substantiation, supporting evidence, proof, verification, validation. 
Justification is the generic Popperian term for that whole category which are all 
the same sort of thing, and all a mistake.

Still confused about how it answers the question. Are you saying that
the question should not even be asked at all because the question only
makes sense the context of justificationism? And that since
justificationism is wrong, the question is mute?



It's mute because ideas don't have any degree of 
support/justification/confidence/etc, and that is not how to evaluate them.

If I didn't worry so much that messing up their upbringing, I probably wouldn't 
be homeschooling

I disagree. Many parents worry about being a good parent, but do not 
homeschool. Therefore I'd guess there's something different going on in your 
case. For example, many parents think they need to be a good parent and that 
means sending their child to school; that's something they do to try to be a 
good parent. Their understanding is that school is good. Meanwhile, you 
understand school as inferior, so that makes a big difference.

Yes your right. So was that my unconscious attempting to rationalize?
I guess I've never checked my assumption on this one. Thats one of my
rules in my theory: Check all assumptions.

We can't check all our assumptions because it takes too long and we use some 
while checking others.

What we can do is check assumptions in areas where we find problems, and 
areas we're currently interested in thinking about.

Non-problematic assumptions can be (tentatively, fallibly) deemed harmless, 
pending some change in something.

What about assumptions causing problems we don't recognize as problems or 
don't know we have? Those are hard to catch and just going through all 
assumptions won't be an effective way to seek them out. One way to make 
progress is take something you do know is a problem and try to solve that. 
Repeat. Often, one problem will lead to others.

For example, some people might think that most of dating and marriage is not 
problematic, but agree that broken hearts are a problem. Attempting to solve the 
problem of broken hearts could lead to discovering some other related problems 
that one may have been making false assumptions about.



What is an example of a problem that overlooks a valuable opportunity?

How can I make my child brush his teeth?

This overlooks the opportunity to have a non-coercive relationship.

My girls brush their teeth on their own because they want to please
me.

People should aim to please themselves.

Yes. Well I've explained the logic that they wouldn't want rotten
teeth. This is for them. But my teacher/nanny tells me that they do it
to please me. I never checked that assumption. Is she wrong?

For one thing, if a sufficiently young person does not brush his teeth, *even if they 
rot* that person will not end up with rotten teeth because they will fall out.

Tooth brushing has some value but it is overrated, while people controlling their 
own lives is underrated especially in the case of children. People's preferences 
matter. Yet parents routinely override important preferences without actually 
researching the topic or learning anything about what the real consequences are 
of various different frequencies of brushing (and alternatives like using 
mouthwash).

Problems have solutions. Putting up with unpleasantness (out of fear of tooth rot, 
to please a third party, or for any other reason) is not solving the problem of that 
unpleasantness.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Some questions
Date: December 13, 2011 at 1:24 PM

On Dec 13, 11:44 am, Elliot Temple <c...@curi.us> wrote:
On Dec 10, 2011, at 1:11 PM, Rami Rustom wrote:

Does belief entail some degree of confidence, or is it something else
altogether?

Sounds like justificationism, thinly disguised (if at all).

I didn't understand. Could you expound?

Justificationism is a Popperian concept to explain the traditional way people 
approach epistemology in which they try to justify/support ideas and 
judge/evaluate them by how much justification/support they have.

Ok I do remember that. But I'm still lost on how that explains "Does
belief entail some degree of confidence, or is it something else
altogether?

That "degree of confidence" refers to the amount of justification.

People don't always recognize it by the name justification but they usually 
recognize the concept of support, and many other terms like confirmation, 
authority, substantiation, supporting evidence, proof, verification, validation. 
Justification is the generic Popperian term for that whole category which are 
all the same sort of thing, and all a mistake.

Still confused about how it answers the question. Are you saying that
the question should not even be asked at all because the question only
makes sense the context of justificationism? And that since
justificationism is wrong, the question is mute?

It's mute because ideas don't have any degree of 
support/justification/confidence/etc, and that is not how to evaluate them.

Ok. So back to the original question, 'Does belief entail some degree



of confidence...?' Couldn't belief be a result of systematic
'guessing' and 'criticism' as in Scientific Philosophy? I made a
guess, and it was criticized, and those criticisms were criticized and
50 years later my guess still stands strong. I now believe my guess.
What do you think?

If I didn't worry so much that messing up their upbringing, I probably 
wouldn't be homeschooling

I disagree. Many parents worry about being a good parent, but do not 
homeschool. Therefore I'd guess there's something different going on in your 
case. For example, many parents think they need to be a good parent and 
that means sending their child to school; that's something they do to try to be 
a good parent. Their understanding is that school is good. Meanwhile, you 
understand school as inferior, so that makes a big difference.

Yes your right. So was that my unconscious attempting to rationalize?
I guess I've never checked my assumption on this one. Thats one of my
rules in my theory: Check all assumptions.

We can't check all our assumptions because it takes too long and we use some 
while checking others.

What we can do is check assumptions in areas where we find problems, and 
areas we're currently interested in thinking about.

Non-problematic assumptions can be (tentatively, fallibly) deemed harmless, 
pending some change in something.

What about assumptions causing problems we don't recognize as problems or 
don't know we have? Those are hard to catch and just going through all 
assumptions won't be an effective way to seek them out. One way to make 
progress is take something you do know is a problem and try to solve that. 
Repeat. Often, one problem will lead to others.

For example, some people might think that most of dating and marriage is not 
problematic, but agree that broken hearts are a problem. Attempting to solve the 
problem of broken hearts could lead to discovering some other related problems 
that one may have been making false assumptions about.



Yes thats correct. We don't have time to check all assumptions nor do
we know which assumptions should be checked. So I let my and other's
intuition guide my process of assumption checking.

What is an example of a problem that overlooks a valuable opportunity?

How can I make my child brush his teeth?

This overlooks the opportunity to have a non-coercive relationship.

My girls brush their teeth on their own because they want to please
me.

People should aim to please themselves.

Yes. Well I've explained the logic that they wouldn't want rotten
teeth. This is for them. But my teacher/nanny tells me that they do it
to please me. I never checked that assumption. Is she wrong?

For one thing, if a sufficiently young person does not brush his teeth, *even if 
they rot* that person will not end up with rotten teeth because they will fall out.

Tooth brushing has some value but it is overrated, while people controlling their 
own lives is underrated especially in the case of children. People's preferences 
matter. Yet parents routinely override important preferences without actually 
researching the topic or learning anything about what the real consequences 
are of various different frequencies of brushing (and alternatives like using 
mouthwash).

Problems have solutions. Putting up with unpleasantness (out of fear of tooth 
rot, to please a third party, or for any other reason) is not solving the problem of 
that unpleasantness.

I've questioned teeth brushing and its potential harm too. If they
fall out, why do we care? There is another set coming. I allowed a
social rule to dictate my thinking. One more question though. If a
child didn't brush her teeth, and then her new set of teeth came in,
and she hasn't formed the habit of brushing her teeth, and then she



got cavities and then lets say she blamed her parent for not teaching
her the habit of teeth brushing, what then? Hmm. I think the answer is
simple.

First she would not have blamed the parent because throughout her
whole life, she was autonomously thinking and behaving. Blaming is a
behavior that probably does not occur in autonomous thinkers. What do
you think?

Second as soon as she had the pain from the first cavity, she would
learn the logic of teeth brushing and will consciously form the habit
(rule) of teeth brushing. Right?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Khan Academy (was: Capitalism, Revolution)
Date: December 13, 2011 at 1:37 PM

On Dec 13, 11:43 am, Elliot Temple <c...@curi.us> wrote:
On Dec 12, 2011, at 4:44 PM, Rami Rustom wrote:

The version of Khan Academy used at schools is not self paced, right? And 
Khan Academy wants that to happen. They have some kind of pilot program 
schools can apply for and then they will visit the school and work together 
and stuff. They are trying to be in schools.

I think that would depend on the school. There might exists schools,
now or in the future, that follow TCS that could utilize the Khan
Academy. Yes the Khan Academy wants to be in schools, but only so that
they can reach more people.

(If a school made kids read essays from my website, I wouldn't be 
participating at all, so it'd be different than if some organization is trying to 
"reach out" to schools and "coordinate" with them and do classroom visits 
and so on.)

Are you saying that because the Khan Academy seeks out schools that
don't follow TCS, that this necessarily means that the Khan Academy is
not TCS? I think you are right. So how do you think the Khan Academy
could remedy this?

They could say, "We won't do anything to encourage non-self-paced learning. 
We won't do anything to facilitate it."

What can/should I do to help the Khan Academy follow TCS?

But instead they are intentionally facilitating it because they don't seriously 
object to it.

I would say that this is the case because of a lack of knowledge; TCS
knowledge.

For example, if a child chose a pace of "no Khan videos this year, then 



reconsider pace" the teacher would not deem that pace acceptable and 
would not allow it. So we can see that actually the teacher is in charge of the 
pace, and children can only choose in a range the teacher deems 
acceptable.

I agree. So how should a school remedy this specific problem?

By being purely voluntary.

In practice, even some students who work on it what people might think of as 
a "reasonable" amount will still be under pressure to keep up with what the 
school thinks they should finish each year. Some kids will have to do extra on 
their own time, due to this pressure, and find it deeply unpleasant. Some still 
won't do it and will be punished.

I see. So schools should remove any and all requirements related to
the amount of work that a student is to complete.

Yes, the purpose of schools ought to be to *help* people.

Helping Bob means helping Bob according to *Bob's* standards.

It means help Bob achieve what Bob wants to achieve, at the pace of Bob's 
choosing. It means not imposing any requirements on him (either he'd set a goal 
himself, or he doesn't want it and it's not voluntary to impose it).

I think there is a
great program already in practice that meets this ethos requirement.
Its called the IB program (http://www.ibo.org/).

I didn't find something like a philosophy of education essay on their site but I did 
find a three paragraph mission statement, the first sentence of which implicitly 
states their disrespect for consent and voluntary interaction.

This is very disconcerting. The experience I had in 5th grade, which
was under this IB program, was very much TCS. But IB's ethos says
nothing about the great qualities that I experienced. This is a huge

http://www.ibo.org/


fault because this means that the greatness of the schooling that I
experienced was not a result of the IB program's ethos and instead was
part of the specific school's ethos. So this means that not all
schools in the IB program would be doing this correctly.

http://www.ibo.org/mission/

The International Baccalaureate aims to develop inquiring, knowledgeable and 
caring young people who help to create a better and more peaceful world 
through intercultural understanding and respect.

And what if a young person does not want to be "inquiring, knowledgeable and 
caring" as defined by IB? What if a young person disagrees with IB about what 
caring is? (This kind of thing is one of the reasons I raised the issue of 
disagreeing with teachers earlier.)

I disagree with their ethos on the grounds of TCS as you describe. The
children must decide their goals (what they want), and the teachers
are only there to support their path to their goals.

What if a young person does not want to "help" make things "better" (as judged 
by the IB) or disagrees with the IB's conception of peace or "respect"?

That is their prerogative and IB's ethos should state this.

What if a young person does not want to be "develop[ed]" by the IB? Well, too 
bad, the IB wants to develop you anyway, that's their purpose.

If IB's purpose was to help interested (young) people develop as they 
themselves want to, IB would have said that, but IB didn't.

I agree.

http://www.ibo.org/mission/


From: Elliot Temple <curi@curi.us>
Subject: Re: Re: [BoI] Khan Academy (was: Capitalism, Revolution)
Date: December 13, 2011 at 3:00 PM

On Dec 13, 2011, at 10:37 AM, Rami Rustom wrote:

On Dec 13, 11:43 am, Elliot Temple <c...@curi.us> wrote:
On Dec 12, 2011, at 4:44 PM, Rami Rustom wrote:

The version of Khan Academy used at schools is not self paced, right? And 
Khan Academy wants that to happen. They have some kind of pilot program 
schools can apply for and then they will visit the school and work together 
and stuff. They are trying to be in schools.

I think that would depend on the school. There might exists schools,
now or in the future, that follow TCS that could utilize the Khan
Academy. Yes the Khan Academy wants to be in schools, but only so that
they can reach more people.

(If a school made kids read essays from my website, I wouldn't be 
participating at all, so it'd be different than if some organization is trying to 
"reach out" to schools and "coordinate" with them and do classroom visits 
and so on.)

Are you saying that because the Khan Academy seeks out schools that
don't follow TCS, that this necessarily means that the Khan Academy is
not TCS? I think you are right. So how do you think the Khan Academy
could remedy this?

They could say, "We won't do anything to encourage non-self-paced learning. 
We won't do anything to facilitate it."

What can/should I do to help the Khan Academy follow TCS?

Unless you have some relationship with Khan already beyond just using their 
website, I think it would be rather hard to influence them about this.

I won't say what you *should* do: I don't know, and this isn't your responsibility.



For what you *can* do:

You could write some essays, emails or books and try to persuade Khan. But I'd 
only recommend doing this with an attitude of not particularly expecting Khan to 
change, and preferring the process (for personal benefit) even if Khan does not 
change.

You could create a new organization that does better.

You could learn more philosophy and then try to persuade Khan later when you're 
better at it. As a general rule of thumb, with various exceptions, I think it's usually 
a good idea to "power up" first and then do stuff after it's relatively easy because 
one has excess relevant knowledge and skill. Or at least to tend more in that 
direction.

Why?

When one is operating near maximum capacity it's risky. If there are unexpected 
problems, it could exceed one's abilities.

And learning more first is (in general but not always) most efficient. The earlier 
ones learns some knowledge, the more chances he gets to use it later. 
Knowledge can make many future things go better, and the sooner you get it the 
more things it can help with.

For example, the sooner one learns speed reading, the more time he can save. 
Every time one reads book prior to learning speed reading, he's giving up a bit of 
efficiency he could have had by doing things in the other order. (But the sooner 
he finishes those books, the sooner he can use the knowledge in them which 
could potentially address more important problems than saving a bit of time.)

There's also the danger or risk of learning something you expect to use a lot in 
the future, but then it turns out you rarely or never use it. In general one should 
be happy to learn some things for their own sake without especially worrying 
about future benefits -- and not learn the things where that doesn't apply.



The powering up thing comes up a lot here:

http://curi.us/1169-morality

Caeli: When will we finally make a lot of squirrels?
Elliot: Basically, once it's easy.

read the context for more explanation and to understand what it's talking about.

-- Elliot Temple
http://fallibleideas.com/

http://curi.us/1169-morality
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How the mind learns
Date: December 13, 2011 at 3:53 PM

On Dec 5, 2011, at 3:05 PM, Rami Rustom wrote:

On Dec 5, 11:24 am, Elliot Temple <c...@curi.us> wrote:
If the student and teacher are equal in authority (sounds good so far),
and only the merits of the arguments themselves matter, then what happens
if/when the student and teacher disagree about the merits of various
arguments?

I'm not sure why disagreement matters. Why should either party care whether
they agree?

Teachers normally care quite a bit, and even "test" children to see if they agree 
about the answers to various questions.

If the child doesn't agree with the idea of taking the test, they'll generally be 
pressured or forced.

This occurs often and is a necessary part of learning. If they
disagree, then there are more questions to be asked. If they agree, then
the conversation is over, at least with respect to that debate topic. If
the debate ends quickly, it is because of agreement, and this is boring.

I don't agree that agreement is boring.

Agreement about some topics allows for productive discussion of other topics 
which depend on the agreed-on topics. (E.g. people can go on to more advanced 
or subtle issues using agreement about more basic stuff.)

And it is the teacher that must ensure the student correctly labels
the phrases.

The teacher must ensure that? What if the student doesn't want to?



Hmmm. I haven't run into this problem.

I think an educational philosophy should address the issues in the
field, whether one has personally run into them or not. It should have
enough generality and reach to do that. And students not wanting to do
things is a common scenario which many teachers are familiar with. If other
people were persuaded of your philosophy, some of them would run into this
scenario and have to figure out what to do.

I've been following parenting/teaching techniques that I learned from
'The Well-Trained Mind: A Guide to Classical Education at Home,'

Does it answer my question about students not wanting to? (which was
deleted from quoting. i re-added it.) If so, how does it answer it?

Do you mean 'not want to' instantaneously or ever? I imagine you mean
instantaneously. My answer depends on the reason for not wanting to. Lets
say the student is tired or bored. Then the student should change
activities and the subject should be revisited later. But sometimes a 3
year old might say, 'I don't want to do this lesson,' but there is no
apparent reason. The teacher should make attempts to push forward

Could you expand on what it means to attempt to "push forward" in doing 
something to/with a child that the child does not want?

while
paying very close attention to the child's emotional state. Most of the
time this can be done by saying, 'Come on lets just do one page and then
we'll go outside on the swing and I'll push you as high as you want,'

Does pushing forward mean implicitly threatening to withhold swing-pushing (or 
any other of a child's rights), or limit the height, if a child doesn't do another 
unwanted page?

Who is benefiting, and how, from a child doing another unwanted page?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: How the mind learns
Date: December 13, 2011 at 7:10 PM

On Dec 13, 2:53 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 5, 2011, at 3:05 PM, Rami Rustom wrote:

On Dec 5, 11:24 am, Elliot Temple <c...@curi.us> wrote:
If the student and teacher are equal in authority (sounds good so far),
and only the merits of the arguments themselves matter, then what happens
if/when the student and teacher disagree about the merits of various
arguments?

I'm not sure why disagreement matters. Why should either party care whether
they agree?

Teachers normally care quite a bit, and even "test" children to see if they agree 
about the answers to various questions.

Ah. Yes testing is useless. Actually it has negative side effects.

If the child doesn't agree with the idea of taking the test, they'll generally be 
pressured or forced.

This occurs often and is a necessary part of learning. If they
disagree, then there are more questions to be asked. If they agree, then
the conversation is over, at least with respect to that debate topic. If
the debate ends quickly, it is because of agreement, and this is boring.

I don't agree that agreement is boring.

Agreement about some topics allows for productive discussion of other topics 
which depend on the agreed-on topics. (E.g. people can go on to more 
advanced or subtle issues using agreement about more basic stuff.)

Thats right. Agreement should be there sometimes so that it can reveal
the disagreements.



And it is the teacher that must ensure the student correctly labels
the phrases.

The teacher must ensure that? What if the student doesn't want to?

Hmmm. I haven't run into this problem.

I think an educational philosophy should address the issues in the
field, whether one has personally run into them or not. It should have
enough generality and reach to do that. And students not wanting to do
things is a common scenario which many teachers are familiar with. If 
other
people were persuaded of your philosophy, some of them would run into 
this
scenario and have to figure out what to do.

I've been following parenting/teaching techniques that I learned from
'The Well-Trained Mind: A Guide to Classical Education at Home,'

Does it answer my question about students not wanting to? (which was
deleted from quoting. i re-added it.) If so, how does it answer it?

Do you mean 'not want to' instantaneously or ever? I imagine you mean
instantaneously. My answer depends on the reason for not wanting to. Lets
say the student is tired or bored. Then the student should change
activities and the subject should be revisited later. But sometimes a 3
year old might say, 'I don't want to do this lesson,' but there is no
apparent reason. The teacher should make attempts to push forward

Could you expand on what it means to attempt to "push forward" in doing 
something to/with a child that the child does not want?



Rami: 'Ok Lulu lets work on lesson X.'
Lulu: 'No I want to do lesson Y.'
Rami: 'Oh come on lets do lesson X and then we'll do lesson Y.'
Lulu: 'No I want to do lesson Y.'

I give in here.

while
paying very close attention to the child's emotional state. Most of the
time this can be done by saying, 'Come on lets just do one page and then
we'll go outside on the swing and I'll push you as high as you want,'

Does pushing forward mean implicitly threatening to withhold swing-pushing (or 
any other of a child's rights), or limit the height, if a child doesn't do another 
unwanted page?

No not at all. But because a 3 year old doesn't think it through that
far, she will sometimes comply. And if she doesn't oh well, we move on
as described above. And we still do the stuff she wants. We still do
the swinging and go as high as she wants. No strings attached.

Who is benefiting, and how, from a child doing another unwanted page?

I don't think that she necessarily doesn't want to. It might be that
at the moment, she didn't want to. But 1 second later, she does want
to because the lesson is very engaging.



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Are children scientists?
Date: December 14, 2011 at 8:52 AM

I'm at a museum educator's conference. It is an article of faith among
my colleagues that children are natural-born scientists. They also are
generally committed multiculturalists, insisting on finding value in
even the most repressive and backward cultures (those that insist, for
instance, that their young women are not to volunteer information when
visiting a science museum - they are to remain silent and allow their
brothers to do the talking). I've tried to point out the
contradictions in these positions, receiving for my troubles much
scorn and derision. My question to them was this: were children in
ancient Sparta natural-born scientists, as well? What about children
in the Persian Empire? The Inca? If so, why did those cultures get
nowhere?

Of course, they would insist that those cultures did get somewhere.
They simply had "different" ways of knowing. I then asked how many of
these children died of measles, and why? Did they have "different"
cures for measles? If so, why didn't they use them?

So now I ask this group: are children natural-born scientists? Have
they been for hundreds of thousands (maybe a million) years? If so,
why did it take so long for science to flower and flourish? What do
you think of BoI's claim that essentially all societies but a handful
have been static, and that static societies (I'd include the Inca,
Persian, and Spartan societies all in this category) must squash the
creativity out of their children in order to survive? And how, as a
museum educator, can I turn the tide in my field so that we stop
saying such contradictory things about children and culture?

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Khan Academy (was: Capitalism, Revolution)
Date: December 14, 2011 at 9:44 AM

On Dec 13, 2:00 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 13, 2011, at 10:37 AM, Rami Rustom wrote:

The version of Khan Academy used at schools is not self paced, right? 
And Khan Academy wants that to happen. They have some kind of pilot 
program schools can apply for and then they will visit the school and work 
together and stuff. They are trying to be in schools.

I think that would depend on the school. There might exists schools,
now or in the future, that follow TCS that could utilize the Khan
Academy. Yes the Khan Academy wants to be in schools, but only so that
they can reach more people.

(If a school made kids read essays from my website, I wouldn't be 
participating at all, so it'd be different than if some organization is trying to 
"reach out" to schools and "coordinate" with them and do classroom visits 
and so on.)

Are you saying that because the Khan Academy seeks out schools that
don't follow TCS, that this necessarily means that the Khan Academy is
not TCS? I think you are right. So how do you think the Khan Academy
could remedy this?

They could say, "We won't do anything to encourage non-self-paced learning. 
We won't do anything to facilitate it."

What can/should I do to help the Khan Academy follow TCS?

Unless you have some relationship with Khan already beyond just using their 
website, I think it would be rather hard to influence them about this.

I won't say what you *should* do: I don't know, and this isn't your responsibility.

For what you *can* do:



You could write some essays, emails or books and try to persuade Khan. But I'd 
only recommend doing this with an attitude of not particularly expecting Khan to 
change, and preferring the process (for personal benefit) even if Khan does not 
change.

Yes I intend to do this.

You could create a new organization that does better.

You could learn more philosophy and then try to persuade Khan later when 
you're better at it. As a general rule of thumb, with various exceptions, I think it's 
usually a good idea to "power up" first and then do stuff after it's relatively easy 
because one has excess relevant knowledge and skill. Or at least to tend more 
in that direction.

Agreed.

Why?

When one is operating near maximum capacity it's risky. If there are unexpected 
problems, it could exceed one's abilities.

I have already run into this.

And learning more first is (in general but not always) most efficient. The earlier 
ones learns some knowledge, the more chances he gets to use it later. 
Knowledge can make many future things go better, and the sooner you get it the 
more things it can help with.

Yes my theory of knowledge clearly explains this. I'm only mentioning
this because I learned this only after creating my theory of knowledge
which explains it.

For example, the sooner one learns speed reading, the more time he can save. 
Every time one reads book prior to learning speed reading, he's giving up a bit 
of efficiency he could have had by doing things in the other order. (But the 
sooner he finishes those books, the sooner he can use the knowledge in them 
which could potentially address more important problems than saving a bit of 
time.)



Speed reading? Did you do this? If so I want to. Could you point me in
the right direction?

There's also the danger or risk of learning something you expect to use a lot in 
the future, but then it turns out you rarely or never use it. In general one should 
be happy to learn some things for their own sake without especially worrying 
about future benefits -- and not learn the things where that doesn't apply.

If the something is a situation or a rule then I agree. But if the
something is a logic, then I disagree. My theory of knowledge explains
that any field-specific logic, should be generalized into its general
logic form, then applied in all situations of all fields. Of course
this will consume an infinite amount of time, so the process must be
systematic and the situations that the logic is applied to must be
prioritized. And it is intuition and criticism that should prioritize
it. Furthermore, my theory explains that even the unconscious mind
does this without us being aware of it. So we already do this
unconsciously, it is only matter of also doing it consciously. And it
is our intuition that drives both.

The powering up thing comes up a lot here:

http://curi.us/1169-morality

Caeli: When will we finally make a lot of squirrels?
Elliot: Basically, once it's easy.

This explains the concept of 'powering up' on a societal scale. I like
it. I

http://curi.us/1169-morality


From: rohit kadam <ro16102003@gmail.com>
Subject: Re: [BoI] Are children scientists?
Date: December 14, 2011 at 11:13 AM

On Wed, Dec 14, 2011 at 8:52 AM, steve whitt <smwhitt@gmail.com> wrote:

I'm at a museum educator's conference. It is an article of faith among
my colleagues that children are natural-born scientists. They also are
generally committed multiculturalists, insisting on finding value in
even the most repressive and backward cultures (those that insist, for
instance, that their young women are not to volunteer information when
visiting a science museum - they are to remain silent and allow their
brothers to do the talking). I've tried to point out the
contradictions in these positions, receiving for my troubles much
scorn and derision. My question to them was this: were children in
ancient Sparta natural-born scientists, as well? What about children
in the Persian Empire? The Inca? If so, why did those cultures get
nowhere?

Of course, they would insist that those cultures did get somewhere.
They simply had "different" ways of knowing. I then asked how many of
these children died of measles, and why? Did they have "different"
cures for measles? If so, why didn't they use them?

So now I ask this group: are children natural-born scientists? Have
they been for hundreds of thousands (maybe a million) years? If so,
why did it take so long for science to flower and flourish? What do
you think of BoI's claim that essentially all societies but a handful
have been static, and that static societies (I'd include the Inca,
Persian, and Spartan societies all in this category) must squash the
creativity out of their children in order to survive? And how, as a
museum educator, can I turn the tide in my field so that we stop
saying such contradictory things about children and culture?

The child's mind is inquisitive in nature and is bound to interact with its
teacher/supervisor - this may even include the nature.
But just defining this process as sufficient to be a scientist may not be
true.



As for the cultures you mentioned, I would say - the answer would possibly
lie in a simple word "discipline". Could one then infer that as long as
the" *discipline equilibrium"* was maintained the cultures flourished? Let
me know what you think.

-- 



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Are children scientists?
Date: December 14, 2011 at 11:49 AM

On Dec 14, 11:13 am, rohit kadam <ro16102...@gmail.com> wrote:

The child's mind is inquisitive in nature and is bound to interact with its
teacher/supervisor - this may even include the nature.
But just defining this process as sufficient to be a scientist may not be
true.
As for the cultures you mentioned, I would say - the answer would possibly
lie in a simple word "discipline". Could one then infer that as long as
the" *discipline equilibrium"* was maintained the cultures flourished? Let
me know what you think.

I'm not committed to the idea that children are scientists. I think
you're right that children are naturally inquisitive. I think I agree
with my colleagues that it is within this natural inquisitiveness that
we can see the beginnings of what would become science. The question
then becomes why it took so long. Deutsch answers this question in
Chapter 16, I believe. But most people who

1) believe that children are scientists and
2) believe in the inherent value of all cultures

don't see the disconnect of these two concepts.. How do I get them to
see this?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Self-Psychotherapy: How to override your unconscious
Date: December 14, 2011 at 12:45 PM

On Dec 11, 2011, at 12:39 AM, Rami Rustom wrote:

On Dec 8, 4:43 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 7, 2011, at 3:30 PM, Rami Rustom wrote:

When that person
has a strong emotion such as an instantaneous sadness over a friend’s
death, the processing becomes inefficient and erratic. A person
experiencing a temper tantrum is temporarily stupid (I know this first
hand).

The parenthetical is a poor argument (appeal to authority of experience 
rather than rational explanation), and also a demeaning way to think about 
children.

I wasn't referring to children. I am 33 and still have temper
tantrums. My parenthetical argument was meant to make others feel less
bad about their temper tantrums; because I felt very bad about mine. I
thought something was wrong with me. Of course something was; and
still is a bit maybe. I am conveying that a temper tantrum in a child
is equivalent to a temper tantrum in an adult. The only difference is
that adults have learned better habits to cope, prevent, and reduce
the severity of these events.

I think it's demeaning to anyone to consider their behavior a "tantrum" and to 
deny their role as a responsible agent making choices. There are reasons 
behind people's decisions and "tantrum" does not explain or consider their 
reasons.

I agree that there are reasons. But the outbursts do occur. Or are
there people who never have emotional outbursts?

Whether or not there are now, there can be such people.



Calling some disagreements "outbursts" by one party is not a truth-seeking way 
to approach the situation. Disagreements are disagreements, either side could be 
right. One shouldn't assume which side is right or declare some people's ideas 
"outbursts" which means illegitimate and not worth rational consideration.

Why are ideas labelled "outbursts"? To disregard them and demean their holder.

If people react like this, why does anyone perform stereotypical "outburst" 
behavior?

Normally to gain attention. Children routinely have their ideas ignored. They 
aren't getting rational consideration anyway. The "outburst" sends a message that 
this is important and may gain some concessions.

None of this has much to do with whether the child's ideas in question are true or 
false. They might be right, or not.

For older people (but not too old) it's normally something they learned as children 
but it's no longer as effective as alternatives, so it's an (understandable) mistake 
which does not render one's substantive ideas false.

Or they may use it when actually being ignored, treated like a child, etc... There 
are some nasty ways adults treat each other sometimes.

Then once people get old enough, they start getting dismissed like children more, 
and outbursts might benefit them again. (But somewhat different than the one's 
children do. Avoiding stereotypically childish behavior will usually be more 
effective.)

Imagine that a mind has a stress level. 0 means content while 100
means that a critical mass of psychological stress has been reached. By
critical mass I mean that the mind has lost control and it bursts outward
with emotions such as crying (for sadness or happiness), blowing up in
anger, worrying into an anxiety attack, etc.

I disagree with attributing human problems and mistakes, and moral and 



immoral decisions, to non-human factors like "stress levels". People are 
responsible agents, "stress levels" are not.

I don't know what you mean. Could you expound please? Or rather, can
you ask me a Socratic question.

In the cases of tantrums and stress levels, you have attributed human actions 
to non-human factors (such as tantrums or stress levels) rather than to human 
agency, choice, responsibility, etc.

I think we come to the concept of 'will' again. 'Will' changes with
knowledge. Consider a 3 year old. Why does she have tantrums?

To protest his parents mistreating him, to draw attention to his problems they are 
failing to address, to communicate to his parents, because the parents "just won't 
listen", because the parents "discipline" him, because by escalating he can 
sometimes get some things he wouldn't otherwise, and so on.

Is she any different than a 33 year old?

Yes, because the 33 year old has control over his own life. When he disagrees 
with someone, what normally happens is they leave each other alone. When a 3 
year old disagrees with his mother, leaving each other alone isn't what happens.

The only difference is knowledge.

Other differences include power, freedom, autonomy, etc.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Error correction in American politics
Date: December 14, 2011 at 3:39 PM

Capitalism explains that human ingenuity thrives through competition.

Liberalism explains that all humans are equal and they have certain
inalienable rights.

And our government exists to enact, interpret, and enforce laws to
allow capitalism and liberalism, among other things. So government
exists to prevent certain groups of individuals from taking advantage
of other groups and in doing so, they are constraining the
competitors' interactions with each other and society.

But laws are fallible. Therefore there exists error in the philosophy,
in the methodology, and in the application of laws. That error results
in the alienation of some groups by others.

So there must exist a process of error correction to minimize the
alienation. This process of error correction must be incorporated in
the government's process of enacting, interpreting, and enforcing of
laws. And The Constitution does provide a process of error correction,
which is what has allowed our government to mold to society since the
birth of our country.

But the current process of error correction is very weak. This is
evident in the slow progress and reverse progress of late.

So how do we improve the error correction?

Well for starters, we need better ideas. And where are those ideas?
They are in us. So why aren't those ideas already being voiced to the
right places? Or rather, why aren't our representatives already
hearing our voices?

Its because it was not designed so that representatives would hear our
voices. It was designed with the idea that not all people are capable
of self-governance. They assumed that not all people are capable of
effective deliberation. But this is fallacy. And the evidence is clear
and it points to this fact. According to James Fishkin's research as



described in 'When the People Speak,' the evidence supports the claim
that all people, no matter how educated or intelligent, are capable of
effective deliberate.

So now that we have the proper knowledge, it is time to error correct.
Our government should adopt laws as described by Fishkin.

What do you think?

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Error correction in American politics
Date: December 14, 2011 at 3:48 PM

On Dec 14, 2011, at 6:38 AM, Rami Rustom wrote:

Capitalism explains that human ingenuity thrives through competition.

No. For example you don't mention freedom or voluntary action.

Liberalism explains that all humans are equal and they have certain
inalienable rights.

No. Again no mention of freedom or voluntary action (among other things).

What what does "all humans are equal" mean? That is ambiguous.

Liberalism advocates equality under the law, a special type of equality.

And our government exists to enact, interpret, and enforce laws to allow
capitalism and liberalism, among other things.

So government exists to constrain the competitors' interactions with
society so that certain groups of individuals do not take advantage of
other groups.

No. It exists (or should exist) to prevent force (including threat of force, fraud, 
etc).

The issue is force, not something as nebulous as taking advantage.

But laws are fallible. Therefore there exists error in the philosophy, in
the methodology, and in the application of these laws.

That error results in the alienation of some groups onto others.

What does that mean? Why do the errors result in that particular thing?



So there must exist a process of error correction to minimize the
alienation. This process of error correction must be incorporated in
the government's process of enacting, interpreting, and enforcing of
laws. And The Constitution does provide a process of error correction,
which is what has allowed our government to mold to society since the
birth of our country.

But the current process of error correction is very weak. This is
evident in the slow progress and reverse progress of late.

There is no reverse. This is yet another myth about the "good old days" which 
whitewashes the past.

So how do we improve the error correction?

Well for starters, we need better ideas. And where are those ideas? They
are in us.

What? Lots of them have yet to be thought of, they are not in anyone's minds 
now.

So why aren't those ideas already being voiced to the right
places? Or rather, why aren't our representatives already hearing our
voices?

Its because it was not designed so that representatives would hear our
voices.

Incorrect; that was one of the design goals.

It was designed with the idea that not all people are capable of
self-governance.

Sort of, which is why there are representatives to listen (and then add in their own 
judgment. they are supposed to hear us but not necessarily agree).

Our government should adopt laws as described by Fishkin.



what laws are those?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Self-Psychotherapy: How to override your unconscious
Date: December 14, 2011 at 4:05 PM

On Dec 14, 11:45 am, Elliot Temple <c...@curi.us> wrote:
On Dec 11, 2011, at 12:39 AM, Rami Rustom wrote:

On Dec 8, 4:43 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 7, 2011, at 3:30 PM, Rami Rustom wrote:

When that person
has a strong emotion such as an instantaneous sadness over a friend’s
death, the processing becomes inefficient and erratic. A person
experiencing a temper tantrum is temporarily stupid (I know this first
hand).

The parenthetical is a poor argument (appeal to authority of experience 
rather than rational explanation), and also a demeaning way to think about 
children.

I wasn't referring to children. I am 33 and still have temper
tantrums. My parenthetical argument was meant to make others feel less
bad about their temper tantrums; because I felt very bad about mine. I
thought something was wrong with me. Of course something was; and
still is a bit maybe. I am conveying that a temper tantrum in a child
is equivalent to a temper tantrum in an adult. The only difference is
that adults have learned better habits to cope, prevent, and reduce
the severity of these events.

I think it's demeaning to anyone to consider their behavior a "tantrum" and to 
deny their role as a responsible agent making choices. There are reasons 
behind people's decisions and "tantrum" does not explain or consider their 



reasons.

I agree that there are reasons. But the outbursts do occur. Or are
there people who never have emotional outbursts?

Whether or not there are now, there can be such people.

Calling some disagreements "outbursts" by one party is not a truth-seeking way 
to approach the situation. Disagreements are disagreements, either side could 
be right. One shouldn't assume which side is right or declare some people's 
ideas "outbursts" which means illegitimate and not worth rational consideration.

The outbursts I'm referring are not in the context of a human to human
interaction. Not am I saying that ideas are outbursts. I'm referring
to what occurs when for example, a person hears a song that reminds
him of his dead friend, and that thought causes a strong negative
emotion, which thereby causes an outburst of worry, i.e. an anxiety
attack.

Why are ideas labelled "outbursts"? To disregard them and demean their holder.

Ideas are not outbursts.

If people react like this, why does anyone perform stereotypical "outburst" 
behavior?

I'm confused. Its stereotypical because its part of the human
condition.

Normally to gain attention. Children routinely have their ideas ignored. They 
aren't getting rational consideration anyway. The "outburst" sends a message 
that this is important and may gain some concessions.

Yes I agree that some people perform outburts to gain attention. But
these are conscious outbursts. I'm referring to uncontrolled
outbursts. And I agree that an outburst is irrational. But that is
exactly my point. The strong negative emotion can cause the persons'
psychological stress level to increase beyond a threshold which
dampens processing power, hence irrational thinking. And if his



psychological stress level continues to rise beyond another threshold,
an emotional outburst occurs because his mind could not bare it.

None of this has much to do with whether the child's ideas in question are true 
or false. They might be right, or not.

My article is not about ideas.

For older people (but not too old) it's normally something they learned as 
children but it's no longer as effective as alternatives, so it's an (understandable) 
mistake which does not render one's substantive ideas false.

Or they may use it when actually being ignored, treated like a child, etc... There 
are some nasty ways adults treat each other sometimes.

Yes these are conscious decisions. I'm referring to unconscious
behaviors.

Then once people get old enough, they start getting dismissed like children 
more, and outbursts might benefit them again. (But somewhat different than the 
one's children do. Avoiding stereotypically childish behavior will usually be more 
effective.)

Yes I agree. And again you're speaking of consciously choosing to
behave in these ways.

Imagine that a mind has a stress level. 0 means content while 100
means that a critical mass of psychological stress has been reached. By
critical mass I mean that the mind has lost control and it bursts outward
with emotions such as crying (for sadness or happiness), blowing up in
anger, worrying into an anxiety attack, etc.

I disagree with attributing human problems and mistakes, and moral and 
immoral decisions, to non-human factors like "stress levels". People are 
responsible agents, "stress levels" are not.

I don't know what you mean. Could you expound please? Or rather, can
you ask me a Socratic question.



In the cases of tantrums and stress levels, you have attributed human actions 
to non-human factors (such as tantrums or stress levels) rather than to 
human agency, choice, responsibility, etc.

I think we come to the concept of 'will' again. 'Will' changes with
knowledge. Consider a 3 year old. Why does she have tantrums?

To protest his parents mistreating him, to draw attention to his problems they are 
failing to address, to communicate to his parents, because the parents "just 
won't listen", because the parents "discipline" him, because by escalating he 
can sometimes get some things he wouldn't otherwise, and so on.

That makes sense. So I did some research. I found out that I'm using
the wrong term. Tantrums are planned. What I've been referring to is
Aspie Meltdowns.

Is she any different than a 33 year old?

Yes, because the 33 year old has control over his own life. When he disagrees 
with someone, what normally happens is they leave each other alone. When a 3 
year old disagrees with his mother, leaving each other alone isn't what happens.

Aspie Meltdowns also occur in adult Aspies.

The only difference is knowledge.

Other differences include power, freedom, autonomy, etc.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Self-Psychotherapy: How to override your unconscious
Date: December 14, 2011 at 4:24 PM

On Dec 14, 2011, at 1:05 PM, Rami Rustom wrote:

On Dec 14, 11:45 am, Elliot Temple <c...@curi.us> wrote:
On Dec 11, 2011, at 12:39 AM, Rami Rustom wrote:

On Dec 8, 4:43 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 7, 2011, at 3:30 PM, Rami Rustom wrote:

When that person
has a strong emotion such as an instantaneous sadness over a friend’s
death, the processing becomes inefficient and erratic. A person
experiencing a temper tantrum is temporarily stupid (I know this first
hand).

The parenthetical is a poor argument (appeal to authority of experience 
rather than rational explanation), and also a demeaning way to think 
about children.

I wasn't referring to children. I am 33 and still have temper
tantrums. My parenthetical argument was meant to make others feel less
bad about their temper tantrums; because I felt very bad about mine. I
thought something was wrong with me. Of course something was; and
still is a bit maybe. I am conveying that a temper tantrum in a child
is equivalent to a temper tantrum in an adult. The only difference is
that adults have learned better habits to cope, prevent, and reduce
the severity of these events.

I think it's demeaning to anyone to consider their behavior a "tantrum" and 
to deny their role as a responsible agent making choices. There are reasons 
behind people's decisions and "tantrum" does not explain or consider their 
reasons.

I agree that there are reasons. But the outbursts do occur. Or are
there people who never have emotional outbursts?



Whether or not there are now, there can be such people.

Calling some disagreements "outbursts" by one party is not a truth-seeking 
way to approach the situation. Disagreements are disagreements, either side 
could be right. One shouldn't assume which side is right or declare some 
people's ideas "outbursts" which means illegitimate and not worth rational 
consideration.

The outbursts I'm referring are not in the context of a human to human
interaction.

Then how are you aware of outbursts by anyone but yourself?

(Which, btw, you couldn't discuss with anyone without them sending a message 
in human-human interaction.)

Not am I saying that ideas are outbursts. I'm referring
to what occurs when for example, a person hears a song that reminds
him of his dead friend, and that thought causes a strong negative
emotion, which thereby causes an outburst of worry, i.e. an anxiety
attack.

And how exactly do you know this performance is not a communication?

Why are ideas labelled "outbursts"? To disregard them and demean their 
holder.

Ideas are not outbursts.

Consider this example: a young child has a "tantrum" because he doesn't want to 
leave a store where he is browsing, and his mom says "we're leaving right this 
minute".

Do you agree that his "outburst" has to do with a clash of ideas (about when to 
leave the store, among other things)?

If you agree with me about this, then you must have in mind a different sort of 
outburst than my example. In that case, please give an example and explanation.



Your example above with the song involves ideas about that song.

If people react like this, why does anyone perform stereotypical "outburst" 
behavior?

I'm confused. Its stereotypical because its part of the human
condition.

No it's parochial and cultural.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Chapter 6 notes
Date: December 14, 2011 at 7:59 PM

On Nov 30, 2011, at 3:47 PM, Elliot Temple <curi@curi.us> wrote:

On Nov 20, 2011, at 5:01 PM, Kristen Ely wrote:

The jump to universality is a beginning of infinity
   -when an evolving system suddenly achieves a large increase in functionality 
-- extending its reach to become universal in a certain area

Reach always has an explanation -- there must be an underlying regularity
e.g. The alphabet is universal for writing any spoken word. The underlying 
regularity is that all words are created from a limited set of elementary sounds.

Advantages of a universal system achieved through a set of rules vs. a 
completed list (e.g. Rules for using the alphabet to write words vs. a list of all 
words)
-rules can be much simpler than lists
-rules contain knowledge about the underlying regularities, a list does not
-rules can be used for further innovation in the system, which is unpredictable

Rules can also be used for further innovation *outside* the system: you can use 
the idea/concept for a rule and apply it to another domain.

Nice addition to the list -- thanks.

Only one known form of universality was not created by human beings -- DNA.

Not RNA?

I don't know. I wasn't sure which to put here in my notes. I settled on DNA 
because of this sentence (page 146, location 2645, Kindle version): "The 
mysterious universality of DNA as a constructor may have been the first 
universality to exist."

-Kristen



From: Lulie Tanett <www@lulie.org>
Subject: [BoI] Agassi's Aesthetics: Explicability
Date: December 15, 2011 at 3:47 AM

In _A Critical Rationalist Aesthetics_ by Joseph Agassi and Ian Jarvie, Chapter 5,  
§d, it says:

"Art may use or otherwise display facts, but it is the very nature of art that its 
content cannot be distilled into informative propositions.  If it could be distilled 
into informative propositions there would be no need for it to be art:  the 
propositions would suffice.  Art adds something extra, indissolubly extra, even to 
informative propositions."

If it's not possible to explain something in words, isn't that mysticism? (It might 
take a lot longer to explain why everything about a piece of art is beautiful, but 
you could do it.)

If you described a picture in sufficient depth, I could tell you whether it's beautiful 
or not without seeing it.

Consider this thought experiment: Suppose you have a painting, and you give the 
best description of it that could be given. Then using that description, you made a 
second painting based on it. So you'd have two paintings with the same 
description. According to the book's logic, the second painting cannot have the 
same beauty as the first. But then you could compare the two paintings and state 
in words what's different about them.

If nothing else, there's some physical process the painter does with his hand -- 
like making the line straighter or adding more blue -- that changes a painting from 
not beautiful to beautiful.

--
Lulie Tanett



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Popper on art and objective beauty
Date: December 15, 2011 at 3:58 AM

On October 30, 2011 at 12:39 PM, Lulie wrote:

Did Popper think anything coherent about art and beauty?

Quote:

"I do not see philosophy as a series of works of art, as striking and original 
pictures of the world, or as clever and unusual ways of describing the world. I 
think that if we look upon philosophy in this way, we do a real injustice to the 
great philosophers. The great philosophers were not engaged in an aesthetic 
endeavour. They did not try to be architects of clever systems; but like the 
great scientists they were, first of all, seekers after truth - after true solutions 
of genuine problems. No, I see the history of philosophy essentially as part of 
the history of the search for truth, and I reject the purely aesthetic view of it, 
even though beauty is important in philosophy as well as in science."

-- Karl Popper, 'How I See Philosophy', 1975.

This implies that art is not a search for truth and that there aren't genuine 
problems in art (which contradicts the Flowers chapter of BoI), and that art is 
somehow separate form both philosophy and science.

So what did he think art was? How did art/beauty fit into his world view?

On 30 Oct 2011, at 11:33, Agassi wrote:

See Joseph Agassi and Ian Jarvie, A Critical Rationalist Aesthetics, in the 
Popper Series, Amsterdam: Rodopi, 2008, Chapter 4, §b: Aesthetics, 
Metaphysics, psychology and Chapter 5, §d: What is Truth in Art?

Unfortunately I couldn't find/understand the parts in those sections that were 
meant as a response to my questions. If you could summarise, that would be 
most helpful.

Here are my thoughts on Chapter 5, §d in general:



"What is truth in the arts?"

Same as truth in physics, morality, and anywhere else: correspondence to the 
facts (in this case aesthetic facts, facts about what makes something beautiful) -- 
which can be discovered via conjecture and criticism.

"What, after all, could it mean to say "this work of art is false". False to what? 
False to the facts of the case?"

Yes, exactly. The facts of aesthetics (not physical facts -- or not necessarily 
physical facts; I'd guess there's some overlap).

A work of art can be false in that the answer to the question "is this beautiful?" is 
no.

"We often do not know whether a message is intended in the first place or not."

Does the intention of the artist matter? In physics, a theory doesn't change if its 
creator intended something different.

"note that we speak of truth not only as a matter of information. There is such a 
thing as true friendship, true love, true workmanship. These are much harder to 
specify than true information"

What is truth in those examples other than true information? (Seems a bit 
mysticism-y? Or just not explained. Later it uses the word 'genuine', but that 
doesn't explain the difference either.)

More thoughts on this section in my post 'Agassi's Aesthetics: Explicability' 
December 15, 2011, 08:47 GMT.

--
Lulie Tanett



From: Lulie Tanett <www@lulie.org>
Subject: [BoI] Teller's Mindset
Date: December 15, 2011 at 4:28 AM

This is an interesting article about magician Teller (of Penn & Teller):

http://www.lasvegasweekly.com/news/2008/nov/20/man-ball-hoop-bench-and-
alleged-thread-teller/

Some highlights --

Teller is happy to spend 10 years on a trick!:

"Teller is a guy who is constantly thinking, constantly reevaluating what he is 
doing. He keeps working on his material with really no care as to how long it 
takes. It might take a month or it might a year or it might be 10 years before it 
goes on."

-- Lance Burton

Primarily enjoys the *process*, even if it doesn't result in a solution/discovery 
(good attitude for science, or any knowledge creation for that matter):

"Soon I’ll know whether the ideas I have for this trick are possible. But I won’t 
know that till I learn all the moves and invent my own. If the trick doesn’t work 
out, you’ll never see it, and I won’t be sad. I had fun every second I was 
working. I love the stuff you never see."

-- Teller

Interesting take on their relationship -- what's the explanation for this? Is this a 
good way to have relationships?:

"My relationship with Teller was 100 percent intellectual as opposed to 
emotional. That was the basis for the next 30-whatever number of years. It 
wasn’t planned; I would never have said to you, find a business partner that you 
don’t feel affection for but just respect. That is the advice I give now. Teller is 
one of the first people that I really respected and was very interested in and 
didn’t have any affection for. There was no cuddly feeling. It was like an Internet 

http://www.lasvegasweekly.com/news/2008/nov/20/man-ball-hoop-bench-and-alleged-thread-teller/


friend."

-- Penn

Persistent:

“There is no one more like a puppy with a slipper than me,” Teller says. But he 
sounds more like a pit-bull with a locked jaw: “I latch on to something and I will 
not unlatch from it until I am completely satisfied with it.”

Teller wouldn't stop altering a trick until Penn actually agreed with it (i.e. found a 
common preference):

"the trick needed Penn’s active approval as opposed to simple tolerance."

Need never be bored when working on problems:

“I am never bored. I never understand people who say they are bored. I wish 
they could just wrap up those hours and give them to me.”

-- Teller

--
Lulie Tanett



From: Rami Rustom <rami@wirelessexpressonline.com>
Subject: Re: [BoI] Self-Psychotherapy: How to override your unconscious
Date: December 15, 2011 at 2:48 PM

On Dec 14, 3:24 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 14, 2011, at 1:05 PM, Rami Rustom wrote:

On Dec 14, 11:45 am, Elliot Temple <c...@curi.us> wrote:
On Dec 11, 2011, at 12:39 AM, Rami Rustom wrote:

On Dec 8, 4:43 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 7, 2011, at 3:30 PM, Rami Rustom wrote:

When that person
has a strong emotion such as an instantaneous sadness over a

friend’s
death, the processing becomes inefficient and erratic. A person
experiencing a temper tantrum is temporarily stupid (I know this

first
hand).

The parenthetical is a poor argument (appeal to authority of
experience rather than rational explanation), and also a demeaning way to
think about children.

I wasn't referring to children. I am 33 and still have temper
tantrums. My parenthetical argument was meant to make others feel

less
bad about their temper tantrums; because I felt very bad about

mine. I
thought something was wrong with me. Of course something was; and



still is a bit maybe. I am conveying that a temper tantrum in a
child

is equivalent to a temper tantrum in an adult. The only difference
is

that adults have learned better habits to cope, prevent, and reduce
the severity of these events.

I think it's demeaning to anyone to consider their behavior a
"tantrum" and to deny their role as a responsible agent making choices.
There are reasons behind people's decisions and "tantrum" does not explain
or consider their reasons.

I agree that there are reasons. But the outbursts do occur. Or are
there people who never have emotional outbursts?

Whether or not there are now, there can be such people.

Calling some disagreements "outbursts" by one party is not a
truth-seeking way to approach the situation. Disagreements are
disagreements, either side could be right. One shouldn't assume which side
is right or declare some people's ideas "outbursts" which means
illegitimate and not worth rational consideration.

The outbursts I'm referring are not in the context of a human to human
interaction.

Then how are you aware of outbursts by anyone but yourself?

I've discussed it with others.

(Which, btw, you couldn't discuss with anyone without them sending a
message in human-human interaction.)

Yes the discussion of it, is a human-human interaction.

Not am I saying that ideas are outbursts. I'm referring
to what occurs when for example, a person hears a song that reminds
him of his dead friend, and that thought causes a strong negative



emotion, which thereby causes an outburst of worry, i.e. an anxiety
attack.

And how exactly do you know this performance is not a communication?

I'm confused. I described only one live person and a dead person. How can
there be a communication?

Why are ideas labelled "outbursts"? To disregard them and demean their
holder.

Ideas are not outbursts.

Consider this example: a young child has a "tantrum" because he doesn't
want to leave a store where he is browsing, and his mom says "we're leaving
right this minute".

Do you agree that his "outburst" has to do with a clash of ideas (about
when to leave the store, among other things)?

I agree.

If you agree with me about this, then you must have in mind a different
sort of outburst than my example. In that case, please give an example and
explanation.

Its clear that I overly generalized the emotions I described. The example I
would give is the one mentioned about the dead friend. The outburst is an
anxiety attack.

Your example above with the song involves ideas about that song.

Thats correct. And the person who hears the song has unconsciously linked
the song with the thoughts/emotions surrounding the dead friend. Once she
realizes that the thoughts are irrational and that the link can be
unlinked, she can then work towards that end. And to be clear, I asked her
this a few days ago. She can now hear that song without having the negative
emotions. She can now enjoy that song again. :)



If people react like this, why does anyone perform stereotypical
"outburst" behavior?

I'm confused. Its stereotypical because its part of the human
condition.

No it's parochial and cultural.

The outburst I'm referring to are the ones that we can't directly control
because they are caused by the unconscious. A trauma can cause worry. That
worry, if left untreated, can cause an anxiety attack. Isn't this part of
the human condition?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Self-Psychotherapy: How to override your unconscious
Date: December 15, 2011 at 3:20 PM

On Dec 15, 2011, at 11:48 AM, Rami Rustom wrote:

On Dec 14, 3:24 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 14, 2011, at 1:05 PM, Rami Rustom wrote:

On Dec 14, 11:45 am, Elliot Temple <c...@curi.us> wrote:
On Dec 11, 2011, at 12:39 AM, Rami Rustom wrote:

On Dec 8, 4:43 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 7, 2011, at 3:30 PM, Rami Rustom wrote:

When that person
has a strong emotion such as an instantaneous sadness over a

friend’s
death, the processing becomes inefficient and erratic. A person
experiencing a temper tantrum is temporarily stupid (I know this

first
hand).

The parenthetical is a poor argument (appeal to authority of
experience rather than rational explanation), and also a demeaning way to
think about children.

I wasn't referring to children. I am 33 and still have temper
tantrums. My parenthetical argument was meant to make others feel

less
bad about their temper tantrums; because I felt very bad about

mine. I
thought something was wrong with me. Of course something was; and
still is a bit maybe. I am conveying that a temper tantrum in a

child
is equivalent to a temper tantrum in an adult. The only difference

is



that adults have learned better habits to cope, prevent, and reduce
the severity of these events.

I think it's demeaning to anyone to consider their behavior a
"tantrum" and to deny their role as a responsible agent making choices.
There are reasons behind people's decisions and "tantrum" does not explain
or consider their reasons.

I agree that there are reasons. But the outbursts do occur. Or are
there people who never have emotional outbursts?

Whether or not there are now, there can be such people.

Calling some disagreements "outbursts" by one party is not a
truth-seeking way to approach the situation. Disagreements are
disagreements, either side could be right. One shouldn't assume which side
is right or declare some people's ideas "outbursts" which means
illegitimate and not worth rational consideration.

The outbursts I'm referring are not in the context of a human to human
interaction.

Then how are you aware of outbursts by anyone but yourself?

I've discussed it with others.

So they do play a role in human-human interaction.

(Which, btw, you couldn't discuss with anyone without them sending a
message in human-human interaction.)

Yes the discussion of it, is a human-human interaction.

Not am I saying that ideas are outbursts. I'm referring
to what occurs when for example, a person hears a song that reminds
him of his dead friend, and that thought causes a strong negative



emotion, which thereby causes an outburst of worry, i.e. an anxiety
attack.

And how exactly do you know this performance is not a communication?

I'm confused. I described only one live person and a dead person. How can
there be a communication?

Here we are, discussing it. That's grounds for considering it a communication.

One thing that happens is people learn to act sad about a dead friend, and it 
becomes their lifestyle, and they still do it when no one is around, and also in 
public. That's a social communication.

I'm confused. Its stereotypical because its part of the human
condition.

No it's parochial and cultural.

The outburst I'm referring to are the ones that we can't directly control
because they are caused by the unconscious. A trauma can cause worry. That
worry, if left untreated, can cause an anxiety attack. Isn't this part of
the human condition?

The unconscious memes people have that they can't directly control are learned 
from their culture/parents/selves, they aren't genetic.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Explaining in Words (was: Agassi's Aesthetics: Explicability)
Date: December 15, 2011 at 9:27 PM

On Dec 15, 2011, at 12:47 AM, Lulie Tanett wrote:

If it's not possible to explain something in words, isn't that mysticism?

It could also be neglecting the possibility of the creation of new words.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Penn on Science and Truth
Date: December 15, 2011 at 9:27 PM

Here is a good Penn Jilette quote on science and truth. Penn says:

There is no god, and that’s the simple truth. If every trace of any single religion 
were wiped out and nothing were passed on, it would never be created exactly 
that way again. There might be some other nonsense in its place, but not that 
exact nonsense. If all of science were wiped out, it would still be true and 
someone would find a way to figure it all out again.

This seems to fit with the idea of hard-to-vary explanations being quality ones as 
presented in BoI (the discussion of Demeter etc).

Perhaps someone should tell Penn about BoI!

-JM



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper on art and objective beauty
Date: December 15, 2011 at 9:24 PM

On Dec 15, 2011, at 12:58 AM, Lulie Tanett wrote:

"We often do not know whether a message is intended in the first place or not."

Does the intention of the artist matter? In physics, a theory doesn't change if its 
creator intended something different.

The term "message" is ambiguous here.

It can mean a communication, in which case intention matters.

Or it can mean "a significant point or central theme, esp. one that has political, 
social, or moral importance". If it refers to kind of objective meaning or point or 
knowledge, then intention does not matter.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Penn on Science and Truth
Date: December 15, 2011 at 9:33 PM

On Dec 15, 2011, at 6:27 PM, Justin Mallone wrote:

Here is a good Penn Jilette quote on science and truth. Penn says:

There is no god, and that’s the simple truth. If every trace of any single religion 
were wiped out and nothing were passed on, it would never be created exactly 
that way again. There might be some other nonsense in its place, but not that 
exact nonsense. If all of science were wiped out, it would still be true and 
someone would find a way to figure it all out again.

This seems to fit with the idea of hard-to-vary explanations being quality ones as 
presented in BoI (the discussion of Demeter etc).

Perhaps someone should tell Penn about BoI!

I think he's mistaken to refer to religion as "nonsense".

All major religions have a mix of sense and nonsense.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Penn on Science and Truth
Date: December 16, 2011 at 6:37 PM

On Dec 15, 9:33 pm, Elliot Temple <c...@curi.us> wrote:

I think he's mistaken to refer to religion as "nonsense".

All major religions have a mix of sense and nonsense.

-- Elliot Templehttp://elliottemple.com/

I agree with Justin and suggest that this would be a good test. Let's
wipe out all trace of one particular religion. The parts that come
back are the sense, the parts that don't are the nonsense. Would
anyone care to volunteer a particular sect?

Steve Whitt

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Penn on Science and Truth
Date: December 16, 2011 at 6:42 PM

On Dec 16, 2011, at 3:37 PM, steve whitt wrote:

Let's wipe out all trace of one particular religion.

Wouldn't that require mass murder?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Is Interference Always Multiversal?
Date: December 16, 2011 at 6:57 PM

I've been waiting to ask this question until after I finished FoR to
make sure I wasn't repeating something already discussed in that book.

In both FoR and BoI, Deutsch describes how single-photon (single in
our universe, that is) interference is evidence of the multiverse. Is
Deutsch saying that all photon interference, even with lots of
photons, is always evidence for the multiverse? In other words, is it
the case that two photons in this universe will not interfere with one
another; interference is always a result of the multiversal nature of
all photons (or other interfering particles, of course)?

If yes, then can we take things further? In high school marching band,
we used to tune our instruments with the well-known phenomena of
"beats." If two instruments play nearly the same tone, they hear beats
of a particular frequency. The closer the two tones, the further apart
in time the beats. This is of course also caused by interference, this
time of sound waves. Were these beat frequencies, admittedly a much
higher-order emergent property, still in some convoluted way evidence
of the multiverse?

I've tried to work through these questions myself, but I don't have
enough physics. Anybody?

Steve Whitt

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is Interference Always Multiversal?
Date: December 16, 2011 at 7:04 PM

On Dec 16, 2011, at 3:57 PM, steve whitt wrote:

I've been waiting to ask this question until after I finished FoR to
make sure I wasn't repeating something already discussed in that book.

In both FoR and BoI, Deutsch describes how single-photon (single in
our universe, that is) interference is evidence of the multiverse. Is
Deutsch saying that all photon interference, even with lots of
photons, is always evidence for the multiverse? In other words, is it
the case that two photons in this universe will not interfere with one
another; interference is always a result of the multiversal nature of
all photons (or other interfering particles, of course)?

Yes.

If yes, then can we take things further? In high school marching band,
we used to tune our instruments with the well-known phenomena of
"beats." If two instruments play nearly the same tone, they hear beats
of a particular frequency. The closer the two tones, the further apart
in time the beats. This is of course also caused by interference, this
time of sound waves. Were these beat frequencies, admittedly a much
higher-order emergent property, still in some convoluted way evidence
of the multiverse?

I think that's a different use of the same word "interference".

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Is Interference Always Multiversal?
Date: December 16, 2011 at 7:06 PM

On 16 Dec 2011, at 11:57pm, steve whitt wrote:

I've been waiting to ask this question until after I finished FoR to
make sure I wasn't repeating something already discussed in that book.

In both FoR and BoI, Deutsch describes how single-photon (single in
our universe, that is) interference is evidence of the multiverse. Is
Deutsch saying that all photon interference, even with lots of
photons, is always evidence for the multiverse? In other words, is it
the case that two photons in this universe will not interfere with one
another; interference is always a result of the multiversal nature of
all photons (or other interfering particles, of course)?

If yes, then can we take things further? In high school marching band,
we used to tune our instruments with the well-known phenomena of
"beats." If two instruments play nearly the same tone, they hear beats
of a particular frequency. The closer the two tones, the further apart
in time the beats. This is of course also caused by interference, this
time of sound waves. Were these beat frequencies, admittedly a much
higher-order emergent property, still in some convoluted way evidence
of the multiverse?

I've tried to work through these questions myself, but I don't have
enough physics. Anybody?

It's not interference alone but single-particle interference that requires a 
multiversal explanation.

Sound waves do not exhibit single-particle interference: if you reduced the air 
pressure to such an extent that you were pushing only one air molecule at a time 
through your trumpets they would not produce beats.

(If you cooled those molecules down close to absolute zero, then they would. But 
that would be matter waves, not sound waves.)

-- David Deutsch



-- 



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Is Interference Always Multiversal?
Date: December 16, 2011 at 8:59 PM

On Dec 16, 7:06 pm, David Deutsch <david.deut...@qubit.org> wrote:

It's not interference alone but single-particle interference that requires a 
multiversal explanation.

-- David Deutsch

Thank you both for the quick answers. I wonder if you could say more
about photons interfering with one another. What's actually happening
in photon interference? Should I think of it as a collision, as when
two electrons collide? In the multiversal picture, do photons retain
their frequency/wavelength/phase, or are they more like chargeless
electrons (with different spin)? Is photon interference a canceling,
as with water waves canceling one another? Or is it something else
entirely?



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Penn on Science and Truth
Date: December 16, 2011 at 9:01 PM

On Dec 16, 6:42 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 16, 2011, at 3:37 PM, steve whitt wrote:

Let's wipe out all trace of one particular religion.

Wouldn't that require mass murder?

-- Elliot Templehttp://beginningofinfinity.com/

That would be bad, huh? Still, an interesting Gedanken experiment.
Impractical in reality.

http://beginningofinfinity.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Penn on Science and Truth
Date: December 17, 2011 at 3:56 AM

On 16 Dec 2011, at 11:37pm, steve whitt wrote:

I agree with Justin and suggest that this would be a good test. Let's
wipe out all trace of one particular religion. The parts that come
back are the sense, the parts that don't are the nonsense.

That's not true. Druidism died out almost without trace during the Bronze age and 
came back in the nineteenth century

http://goo.gl/OWRR1

but what came back is not "the sense" (if any) in the original religion.

David Deutsch

-- 

http://goo.gl/OWRR1


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Penn on Science and Truth
Date: December 17, 2011 at 8:00 AM

On Dec 17, 2:56 am, David Deutsch <david.deut...@qubit.org> wrote:
On 16 Dec 2011, at 11:37pm, steve whitt wrote:

I agree with Justin and suggest that this would be a good test. Let's
wipe out all trace of one particular religion. The parts that come
back are the sense, the parts that don't are the nonsense.

That's not true. Druidism died out almost without trace during the Bronze age 
and came back in the nineteenth century

http://goo.gl/OWRR1

but what came back is not "the sense" (if any) in the original religion.

David Deutsch

I think that this test would only work if everyone who participated in
the religion was able to steer away from fallacy; Aristotle's 14
classic fallacies are probably enough. And if they were able to come
up with good questions that lead them to the truth; learning the
Socratic Method is probably sufficient.

But without this knowledge, nonsense will seep in because the human
can't tell the difference between sense and nonsense.

http://goo.gl/OWRR1


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Penn on Science and Truth
Date: December 17, 2011 at 11:26 AM

On Dec 17, 2011, at 5:00 AM, Rami Rustom wrote:

On Dec 17, 2:56 am, David Deutsch <david.deut...@qubit.org> wrote:
On 16 Dec 2011, at 11:37pm, steve whitt wrote:

I agree with Justin and suggest that this would be a good test. Let's
wipe out all trace of one particular religion. The parts that come
back are the sense, the parts that don't are the nonsense.

That's not true. Druidism died out almost without trace during the Bronze age 
and came back in the nineteenth century

http://goo.gl/OWRR1

but what came back is not "the sense" (if any) in the original religion.

David Deutsch

I think that this test would only work if everyone who participated in
the religion was able to steer away from fallacy; Aristotle's 14
classic fallacies are probably enough. And if they were able to come
up with good questions that lead them to the truth; learning the
Socratic Method is probably sufficient.

But without this knowledge, nonsense will seep in because the human
can't tell the difference between sense and nonsense.

As BoI explains, progress can be infinite and problems are inevitable.

There is no one or two things (or 14) which are enough to ward off all errors.

-- Elliot Temple
http://fallibleideas.com/

http://goo.gl/OWRR1
http://fallibleideas.com/


-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Penn on Science and Truth
Date: December 17, 2011 at 12:00 PM

On Dec 17, 10:26 am, Elliot Temple <c...@curi.us> wrote:
On Dec 17, 2011, at 5:00 AM, Rami Rustom wrote:

On Dec 17, 2:56 am, David Deutsch <david.deut...@qubit.org> wrote:
On 16 Dec 2011, at 11:37pm, steve whitt wrote:

I agree with Justin and suggest that this would be a good test. Let's
wipe out all trace of one particular religion. The parts that come
back are the sense, the parts that don't are the nonsense.

That's not true. Druidism died out almost without trace during the Bronze age 
and came back in the nineteenth century

http://goo.gl/OWRR1

but what came back is not "the sense" (if any) in the original religion.

David Deutsch

I think that this test would only work if everyone who participated in
the religion was able to steer away from fallacy; Aristotle's 14
classic fallacies are probably enough. And if they were able to come
up with good questions that lead them to the truth; learning the
Socratic Method is probably sufficient.

But without this knowledge, nonsense will seep in because the human
can't tell the difference between sense and nonsense.

http://goo.gl/OWRR1


As BoI explains, progress can be infinite and problems are inevitable.

There is no one or two things (or 14) which are enough to ward off all errors.

Yes I didn't mean to suggest that my explanation was absolute. I don't
think there exists many absolutes. Or rather, my default is not
absolute and I would need a good reason use an absolute in an
explanation. If I've done it before its probably because I'm new to
writing and haven't quote perfected my skill of translating my ideas
to language. And I realize that I can't be perfect, because even here
there is error.

In Numerical Methods I learned that error can not be eradicated. We
can only create more effective methods of reducing error.

And since math is everywhere and in everything, error is everywhere
and in everything.

And so Numerical Methods can be applied everywhere and in everything.

Although technology would first have to provide the measuring tools to
collect the data.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Penn on Science and Truth
Date: December 17, 2011 at 12:08 PM

On Dec 17, 2011, at 9:00 AM, Rami Rustom wrote:

On Dec 17, 10:26 am, Elliot Temple <c...@curi.us> wrote:
On Dec 17, 2011, at 5:00 AM, Rami Rustom wrote:

On Dec 17, 2:56 am, David Deutsch <david.deut...@qubit.org> wrote:
On 16 Dec 2011, at 11:37pm, steve whitt wrote:

I agree with Justin and suggest that this would be a good test. Let's
wipe out all trace of one particular religion. The parts that come
back are the sense, the parts that don't are the nonsense.

That's not true. Druidism died out almost without trace during the Bronze 
age and came back in the nineteenth century

http://goo.gl/OWRR1

but what came back is not "the sense" (if any) in the original religion.

David Deutsch

I think that this test would only work if everyone who participated in
the religion was able to steer away from fallacy; Aristotle's 14
classic fallacies are probably enough. And if they were able to come
up with good questions that lead them to the truth; learning the
Socratic Method is probably sufficient.

http://goo.gl/OWRR1


But without this knowledge, nonsense will seep in because the human
can't tell the difference between sense and nonsense.

As BoI explains, progress can be infinite and problems are inevitable.

There is no one or two things (or 14) which are enough to ward off all errors.

Yes I didn't mean to suggest that my explanation was absolute. I don't
think there exists many absolutes. Or rather, my default is not
absolute and I would need a good reason use an absolute in an
explanation. If I've done it before its probably because I'm new to
writing and haven't quote perfected my skill of translating my ideas
to language. And I realize that I can't be perfect, because even here
there is error.

In Numerical Methods I learned that error can not be eradicated. We
can only create more effective methods of reducing error.

And since math is everywhere and in everything, error is everywhere
and in everything.

And so Numerical Methods can be applied everywhere and in everything.

Although technology would first have to provide the measuring tools to
collect the data.

So what are you saying avoiding Aristotle's 14 fallacies would do?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Penn on Science and Truth
Date: December 17, 2011 at 1:11 PM

On 17 Dec 2011, at 17:00, Rami Rustom wrote:

On Dec 17, 10:26 am, Elliot Temple <c...@curi.us> wrote:
On Dec 17, 2011, at 5:00 AM, Rami Rustom wrote:

On Dec 17, 2:56 am, David Deutsch <david.deut...@qubit.org> wrote:
On 16 Dec 2011, at 11:37pm, steve whitt wrote:

I agree with Justin and suggest that this would be a good test. Let's
wipe out all trace of one particular religion. The parts that come
back are the sense, the parts that don't are the nonsense.

That's not true. Druidism died out almost without trace during the Bronze 
age and came back in the nineteenth century

http://goo.gl/OWRR1

but what came back is not "the sense" (if any) in the original religion.

David Deutsch

I think that this test would only work if everyone who participated in
the religion was able to steer away from fallacy; Aristotle's 14
classic fallacies are probably enough. And if they were able to come
up with good questions that lead them to the truth; learning the
Socratic Method is probably sufficient.

http://goo.gl/OWRR1


But without this knowledge, nonsense will seep in because the human
can't tell the difference between sense and nonsense.

As BoI explains, progress can be infinite and problems are inevitable.

There is no one or two things (or 14) which are enough to ward off all errors.

Yes I didn't mean to suggest that my explanation was absolute. I don't
think there exists many absolutes. Or rather, my default is not
absolute and I would need a good reason use an absolute in an
explanation. If I've done it before its probably because I'm new to
writing and haven't quote perfected my skill of translating my ideas
to language. And I realize that I can't be perfect, because even here
there is error.

In Numerical Methods I learned that error can not be eradicated. We
can only create more effective methods of reducing error.

And since math is everywhere and in everything, error is everywhere
and in everything.

And so Numerical Methods can be applied everywhere and in everything.

Although technology would first have to provide the measuring tools to
collect the data.

Is maths the reason why there is so much error? What about parts of knowledge 
where people don't use maths much like art or political philosophy?

Alan

-- 



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Penn on Science and Truth
Date: December 17, 2011 at 6:31 PM

On Dec 17, 3:56 am, David Deutsch <david.deut...@qubit.org> wrote:
On 16 Dec 2011, at 11:37pm, steve whitt wrote:

I agree with Justin and suggest that this would be a good test. Let's
wipe out all trace of one particular religion. The parts that come
back are the sense, the parts that don't are the nonsense.

That's not true. Druidism died out almost without trace during the Bronze age 
and came back in the nineteenth century

http://goo.gl/OWRR1

but what came back is not "the sense" (if any) in the original religion.

David Deutsch

Once again, a beautiful theory is killed by an ugly fact. You're
right, of course. And of course it's only good explanations, not a
religion's origin, that can determine if it is sense or nonsense.

http://goo.gl/OWRR1


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Penn on Science and Truth
Date: December 18, 2011 at 12:25 AM

On Dec 17, 11:08 am, Elliot Temple <c...@curi.us> wrote:
On Dec 17, 2011, at 9:00 AM, Rami Rustom wrote:

On Dec 17, 10:26 am, Elliot Temple <c...@curi.us> wrote:
On Dec 17, 2011, at 5:00 AM, Rami Rustom wrote:

On Dec 17, 2:56 am, David Deutsch <david.deut...@qubit.org> wrote:
On 16 Dec 2011, at 11:37pm, steve whitt wrote:

I agree with Justin and suggest that this would be a good test. Let's
wipe out all trace of one particular religion. The parts that come
back are the sense, the parts that don't are the nonsense.

That's not true. Druidism died out almost without trace during the Bronze 
age and came back in the nineteenth century

http://goo.gl/OWRR1

but what came back is not "the sense" (if any) in the original religion.

David Deutsch

I think that this test would only work if everyone who participated in
the religion was able to steer away from fallacy; Aristotle's 14
classic fallacies are probably enough. And if they were able to come
up with good questions that lead them to the truth; learning the
Socratic Method is probably sufficient.

http://goo.gl/OWRR1


But without this knowledge, nonsense will seep in because the human
can't tell the difference between sense and nonsense.

As BoI explains, progress can be infinite and problems are inevitable.

There is no one or two things (or 14) which are enough to ward off all errors.

Yes I didn't mean to suggest that my explanation was absolute. I don't
think there exists many absolutes. Or rather, my default is not
absolute and I would need a good reason use an absolute in an
explanation. If I've done it before its probably because I'm new to
writing and haven't quote perfected my skill of translating my ideas
to language. And I realize that I can't be perfect, because even here
there is error.

In Numerical Methods I learned that error can not be eradicated. We
can only create more effective methods of reducing error.

And since math is everywhere and in everything, error is everywhere
and in everything.

And so Numerical Methods can be applied everywhere and in everything.

Although technology would first have to provide the measuring tools to
collect the data.

So what are you saying avoiding Aristotle's 14 fallacies would do?

I see. The test itself requires an absolute process in order to work.
And there is no such error free process.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Penn on Science and Truth
Date: December 18, 2011 at 12:31 AM

On Dec 17, 12:11 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 17 Dec 2011, at 17:00, Rami Rustom wrote:

On Dec 17, 10:26 am, Elliot Temple <c...@curi.us> wrote:
On Dec 17, 2011, at 5:00 AM, Rami Rustom wrote:

On Dec 17, 2:56 am, David Deutsch <david.deut...@qubit.org> wrote:
On 16 Dec 2011, at 11:37pm, steve whitt wrote:

I agree with Justin and suggest that this would be a good test. Let's
wipe out all trace of one particular religion. The parts that come
back are the sense, the parts that don't are the nonsense.

That's not true. Druidism died out almost without trace during the Bronze 
age and came back in the nineteenth century

http://goo.gl/OWRR1

but what came back is not "the sense" (if any) in the original religion.

David Deutsch

I think that this test would only work if everyone who participated in
the religion was able to steer away from fallacy; Aristotle's 14
classic fallacies are probably enough. And if they were able to come
up with good questions that lead them to the truth; learning the

http://goo.gl/OWRR1


Socratic Method is probably sufficient.

But without this knowledge, nonsense will seep in because the human
can't tell the difference between sense and nonsense.

As BoI explains, progress can be infinite and problems are inevitable.

There is no one or two things (or 14) which are enough to ward off all errors.

Yes I didn't mean to suggest that my explanation was absolute. I don't
think there exists many absolutes. Or rather, my default is not
absolute and I would need a good reason use an absolute in an
explanation. If I've done it before its probably because I'm new to
writing and haven't quote perfected my skill of translating my ideas
to language. And I realize that I can't be perfect, because even here
there is error.

In Numerical Methods I learned that error can not be eradicated. We
can only create more effective methods of reducing error.

And since math is everywhere and in everything, error is everywhere
and in everything.

And so Numerical Methods can be applied everywhere and in everything.

Although technology would first have to provide the measuring tools to
collect the data.

Is maths the reason why there is so much error?

We model reality. Our models are approximations. The difference
between the approximation and reality is the error.

What about parts of knowledge where people don't use maths much like art or 
political philosophy?

Maths can be used in art and political philosophy too. I've done it in
both, although not in depth.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How the mind learns
Date: December 18, 2011 at 1:15 AM

On Dec 13, 2011, at 4:10 PM, Rami Rustom wrote:

Could you expand on what it means to attempt to "push forward" in doing 
something to/with a child that the child does not want?

Rami: 'Ok Lulu lets work on lesson X.'
Lulu: 'No I want to do lesson Y.'
Rami: 'Oh come on lets do lesson X and then we'll do lesson Y.'
Lulu: 'No I want to do lesson Y.'

I give in here.

Why not give in two lines earlier? (Or better yet, before the first line. Why doesn't 
the parent learn to stop routinely suggesting things that his child won't like? Why 
doesn't he get better at judging what will be a helpful suggestion or not? And why 
doesn't he phrase his suggestions as suggestions for the child to take or leave?)

What is the meaning of the third line? It does not give any reason to prefer X. "Oh 
come on" sounds like pressure but not an argument. What is the point of trying 
not to do what a child wants?

Why is a child required to say "no" twice to be heard? What kind of sense does 
that make? How does repeating himself add anything of value?

Does pushing forward mean implicitly threatening to withhold swing-pushing 
(or any other of a child's rights), or limit the height, if a child doesn't do another 
unwanted page?

No not at all. But because a 3 year old doesn't think it through that
far, she will sometimes comply.

So, why trick him instead of helping him think it through?

Who is benefiting, and how, from a child doing another unwanted page?



I don't think that she necessarily doesn't want to. It might be that
at the moment, she didn't want to. But 1 second later, she does want
to because the lesson is very engaging.

I disagree with methods of treating people whereby one does the opposite of 
what they want, and then denies they have the preferences that they clearly 
express.

When someone says "no" and then you go "well, maybe no doesn't mean no, so I 
can just push forward" that is disrespectful and worse.

i don't agree with the "do stuff kids hate now, but maybe they'll thank me later" 
approach. people's preferences *now* matter. hurting someone now is bad, even 
if they later seem to change their mind (or perhaps simply adjust to the situation 
where expressing preferences that will be thwarted doesn't benefit them, so they 
don't do it).

How come when a child says something the parent disagrees with, it doesn't 
count, must be repeated, is assumed to not be a serious sentiment, etc... But 
when a child says something the parent likes then all these penalties and 
mistreatment don't happen?

If anything, it's the reverse: when children know their parents will disagree with 
things, and say them anyway, then those things have gotten extra consideration 
and are more serious than usual. whereas if a child is saying something his 
parents approve of, he'll more often do it casually.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Some questions
Date: December 18, 2011 at 1:19 AM

On Dec 13, 2011, at 10:24 AM, Rami Rustom wrote:

I've questioned teeth brushing and its potential harm too. If they
fall out, why do we care? There is another set coming. I allowed a
social rule to dictate my thinking. One more question though. If a
child didn't brush her teeth, and then her new set of teeth came in,
and she hasn't formed the habit of brushing her teeth, and then she
got cavities and then lets say she blamed her parent for not teaching
her the habit of teeth brushing, what then? Hmm. I think the answer is
simple.

First she would not have blamed the parent because throughout her
whole life, she was autonomously thinking and behaving. Blaming is a
behavior that probably does not occur in autonomous thinkers. What do
you think?

I don't think unthinking habit is a good defense against cavities.

Nor do I think deference to authority is a good defense against cavities.

Second as soon as she had the pain from the first cavity, she would
learn the logic of teeth brushing and will consciously form the habit
(rule) of teeth brushing. Right?

No, pain is not educational. People learn by guesses and criticism, not by pain or 
punishment for sin.

What lessons, if any, people learn from their experience depends entirely on how 
they interpret it and what their explanatory ideas are. See BoI chapter 10 with the 
example about thieving.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: How the mind learns
Date: December 18, 2011 at 8:07 AM

On Dec 18, 12:15 am, Elliot Temple <c...@curi.us> wrote:
On Dec 13, 2011, at 4:10 PM, Rami Rustom wrote:

Could you expand on what it means to attempt to "push forward" in doing 
something to/with a child that the child does not want?

Rami: 'Ok Lulu lets work on lesson X.'
Lulu: 'No I want to do lesson Y.'
Rami: 'Oh come on lets do lesson X and then we'll do lesson Y.'
Lulu: 'No I want to do lesson Y.'

I give in here.

Why not give in two lines earlier? (Or better yet, before the first line. Why 
doesn't he get better at judging what will be a helpful suggestion or not? And 
why doesn't he phrase his suggestions as suggestions for the child to take or 
leave?)

Ok. So no coercion is ok. Yes parents should get better at judging
what will be a helpful suggestion because this is part of error
correction.

So instead I should say, "Would you like to do X?"

Why doesn't the parent learn to stop routinely suggesting things that his child 
won't like?

I didn't think she didn't like it. I assumed something I guess.

Behavior doesn't change until knowledge changes. So a parent can't
change his behavior to match TCS until he has learned TCS knowledge.

What is the meaning of the third line? It does not give any reason to prefer X. 
"Oh come on" sounds like pressure but not an argument. What is the point of 
trying not to do what a child wants?



Why is a child required to say "no" twice to be heard? What kind of sense does 
that make? How does repeating himself add anything of value?

I hate repeating myself too. Even as a child.

Does pushing forward mean implicitly threatening to withhold swing-pushing 
(or any other of a child's rights), or limit the height, if a child doesn't do 
another unwanted page?

No not at all. But because a 3 year old doesn't think it through that
far, she will sometimes comply.

So, why trick him instead of helping him think it through?

Who is benefiting, and how, from a child doing another unwanted page?

I don't think that she necessarily doesn't want to. It might be that
at the moment, she didn't want to. But 1 second later, she does want
to because the lesson is very engaging.

I disagree with methods of treating people whereby one does the opposite of 
what they want, and then denies they have the preferences that they clearly 
express.

When someone says "no" and then you go "well, maybe no doesn't mean no, so 
I can just push forward" that is disrespectful and worse.

i don't agree with the "do stuff kids hate now, but maybe they'll thank me later" 
approach. people's preferences *now* matter. hurting someone now is bad,

I might have misunderstood this one. You used the word hurt. But does
my example constitute hurt? I imagine that you might be saying that
doing something that you didn't want to do constitutes hurt. But it
seems that this is an absolute. My default is not absolute until there
is a good reason. So in this case, where it seems that there is very
little hurt, does this hurt have a significant negative effect, now or
in the future?



This makes me think of entropy. If error is allowed to enter a system,
that error (hurt) can not be removed without energy consumption. And
the longer the error exists in the system, the larger the error
manifests into (Numerical Methods). So is it the case that the little
error that I'm allowing to be introduced in the beginning of the
educative process could have a significant negative outcome?

...even if they later seem to change their mind (or perhaps simply adjust to the 
situation where expressing preferences that will be thwarted doesn't benefit 
them, so they don't do it).

I do understand this now. Changing preferences is a result of
coercion.

How come when a child says something the parent disagrees with, it doesn't 
count, must be repeated, is assumed to not be a serious sentiment, etc... But 
when a child says something the parent likes then all these penalties and 
mistreatment don't happen?

I see. Action Reaction. If I continued on this path, my children would
realize this discrepancy and will be upset and resentful.

If anything, it's the reverse: when children know their parents will disagree with 
things, and say them anyway, then those things have gotten extra consideration 
and are more serious than usual. whereas if a child is saying something his 
parents approve of, he'll more often do it casually.

Yes I've learned this. Which is why most of our lessons are
orchestrated based on their intuition. And I think TCS says that all
the lessons have to be this way, right?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Automated thinking (was: Re: [BoI] Short Summary of Ayn Rand)
Date: December 18, 2011 at 9:00 AM

On Nov 13, 3:14 pm, Matjaž Leonardis <sidranoel.zaj...@gmail.com>
wrote:

2011/9/10 Elliot Temple <c...@curi.us>

To further help deal with the complexity of the world, we automate some of
our thinking. We make it a habit that doesn't require conscious attention.
For example we automate the process of identifying what is or is not a
table. That is far from trivial (try to write a computer program to do it,
or write down some instructions that don't have any loopholes or
ambiguities). But we learn to do it without explicit attention.

Does "automated" in this context mean "without using any creativity"?

If yes, how do we know that the process of recognizing a table isn't
creative?

I don't think that an automated thinking necessarily must be void of
creativity. Automated suggests that the thinking is unconscious. First
the person had to consciously attempt to think a certain way. After
successive conscious attempts, that specific thinking is now saved as
a habit in the unconscious. So consider that the automated thinking is
the Socratic Method. The Socratic Method involves asking questions.
Socratic questions lead to creativity.

--Rami S Rustom



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Steve Jobs on school
Date: December 18, 2011 at 9:43 AM

On Oct 26, 2:41 am, Elliot Temple <c...@curi.us> wrote:
On Oct 26, 2011, at 12:47 AM, Jordan Talcot wrote:

On Oct 26, 2011, at 12:39 AM, Elliot Temple wrote:

On Oct 25, 2011, at 11:43 PM, Jordan Talcot wrote:

On Oct 25, 2011, at 10:44 PM, Elliot Temple wrote:

On Oct 25, 2011, at 10:41 PM, Jordan Talcot wrote:

Steve Jobs quote about elementary school, from his biography:

I encountered authority of a different kind than I had ever encountered 
before, and I did not like it. And they really almost got me. They came 
close to really beating any curiosity out of me.

What do you think people should do to avoid this?

Avoid going to school. Homeschool or "unschool" instead.

If a child does want to go to school, their parents shouldn't enforce the 
school's rules. It was mentioned in Jobs' biography that his parents never 
punished him when he got in trouble at school.



How does life work without punishment?

Why does life need punishment?

tradition includes punishment. it serves various purposes. if u don't do it, life will 
be different in some ways that ppl don't want.

so, there's issues to address. like what are you suggesting be done instead? 
and that question can be asked for each type/purpose of punishment.

Instead of punishment, there should exist a process of behavior
modification. And since behavior can only change with new knowledge, a
lesson is in order; barring any biological deficiency. I saw this
argument used regarding prisons in "Incognito: The Secret Lives of the
Brain," by David Eagleman.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: Automated thinking (was: Re: [BoI] Short Summary of Ayn Rand)
Date: December 18, 2011 at 9:51 AM

On 18 Dec 2011, at 14:00, Rami Rustom wrote:

On Nov 13, 3:14 pm, Matjaž Leonardis <sidranoel.zaj...@gmail.com>
wrote:

2011/9/10 Elliot Temple <c...@curi.us>

To further help deal with the complexity of the world, we automate some of
our thinking. We make it a habit that doesn't require conscious attention.
For example we automate the process of identifying what is or is not a
table. That is far from trivial (try to write a computer program to do it,
or write down some instructions that don't have any loopholes or
ambiguities). But we learn to do it without explicit attention.

Does "automated" in this context mean "without using any creativity"?

If yes, how do we know that the process of recognizing a table isn't
creative?

I don't think that an automated thinking necessarily must be void of
creativity. Automated suggests that the thinking is unconscious. First
the person had to consciously attempt to think a certain way. After
successive conscious attempts, that specific thinking is now saved as
a habit in the unconscious.

That's a description of the process by which the automated thinking was 
constructed; not the automated thinking itself.

Learning how to recognise a table is creative, but once you've learnt that, actually 
*doing* it - the process of recognizing a table - may not be.

- Richard



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Why do people hate pleasure?
Date: December 18, 2011 at 10:26 AM

On Nov 22, 3:34 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Nov 2011, at 22:18, Elliot Temple wrote:

http://www.paulgraham.com/selfindulgence.html

If I spent a whole day watching TV I'd feel like I was descending into 
perdition.

With time, as with money, avoiding pleasure is no longer enough to protect 
you.

Why do people hate pleasure?

Parents and teachers tell a child that things he likes are bad and punish him for 
doing things he like. In addition, they will often turn anything a child likes into a 
horrible and boring chore by coercing him into doing it at times not of his 
choosing. Children often explain this by deciding that things they like actually 
are bad. Some people feel some conflict about this idea, but they have lots of 
coercive memes they don't know about and don't think of as coercive and so 
end up enacting the ritual of coercing a child into doing things he might 
otherwise like.

One example of a relevant coercive meme is the idea that if a child likes X he 
should join a club that does X and have somebody lecture him on how to do X 
better. And if the child leaves the club then he doesn't like X and he's a 
disappointment because he doesn't get on well with other children.

So should the formula instead be something like this?

1. Parent asks child if she would like to be exposed to X.  (This
ensures that the child is not coerced)
2. If child agrees, then parent exposes child to X.  (Curiosity is the
best driver of learning)
3. Parent thinks of a more advanced topic from X and then repeats

http://www.paulgraham.com/selfindulgence.html


steps 1 and 2.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Why do people hate pleasure?
Date: December 18, 2011 at 10:57 AM

On 18 Dec 2011, at 15:26, Rami Rustom wrote:

On Nov 22, 3:34 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Nov 2011, at 22:18, Elliot Temple wrote:

http://www.paulgraham.com/selfindulgence.html

If I spent a whole day watching TV I'd feel like I was descending into 
perdition.

With time, as with money, avoiding pleasure is no longer enough to protect 
you.

Why do people hate pleasure?

Parents and teachers tell a child that things he likes are bad and punish him 
for doing things he like. In addition, they will often turn anything a child likes 
into a horrible and boring chore by coercing him into doing it at times not of his 
choosing. Children often explain this by deciding that things they like actually 
are bad. Some people feel some conflict about this idea, but they have lots of 
coercive memes they don't know about and don't think of as coercive and so 
end up enacting the ritual of coercing a child into doing things he might 
otherwise like.

One example of a relevant coercive meme is the idea that if a child likes X he 
should join a club that does X and have somebody lecture him on how to do X 
better. And if the child leaves the club then he doesn't like X and he's a 
disappointment because he doesn't get on well with other children.

So should the formula instead be something like this?

1. Parent asks child if she would like to be exposed to X.  (This
ensures that the child is not coerced)
2. If child agrees, then parent exposes child to X.  (Curiosity is the

http://www.paulgraham.com/selfindulgence.html


best driver of learning)
3. Parent thinks of a more advanced topic from X and then repeats
steps 1 and 2.

I don't think there's a formula.

If a child is interested in X the parent should help him look into how best to do X. 
If the child joins X club and doesn't like it, that shouldn't be conflated with the 
child not liking X. Also the parent should make frowny faces about him leaving the 
club and act as if the child has wronged him or anyone else.

About your formula, I can't help noticing that the parent is making all the 
decisions. The parent asks the child about X. That's fair enough the child might 
not know about X. In step 2, the child does X, but there's no mention of whether 
he likes it or not, and no mention of whether he wants to continue. Then in step 3 
the parent thinks of something more advanced than X and the child isn't 
mentioned. I should think that if the child was interested in X he'd be coming up 
with ideas about what he wants to do next, and if he wasn't I'd consider the 
possibility that he's not interested. Of course it might be the case that there are lot 
of possibilities and the child doesn't know how to narrow them down. The parent 
might help by suggesting one particular thing to try next.

If the child's interested in anime the parent might suggest drawing anime or going 
to a convention or something instead of immediately trying to make an animated 
film because making the film would be difficult.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Why do people hate pleasure?
Date: December 18, 2011 at 11:20 AM

On Dec 18, 9:57 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 18 Dec 2011, at 15:26, Rami Rustom wrote:

On Nov 22, 3:34 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Nov 2011, at 22:18, Elliot Temple wrote:

http://www.paulgraham.com/selfindulgence.html

If I spent a whole day watching TV I'd feel like I was descending into 
perdition.

With time, as with money, avoiding pleasure is no longer enough to protect 
you.

Why do people hate pleasure?

Parents and teachers tell a child that things he likes are bad and punish him 
for doing things he like. In addition, they will often turn anything a child likes 
into a horrible and boring chore by coercing him into doing it at times not of 
his choosing. Children often explain this by deciding that things they like 
actually are bad. Some people feel some conflict about this idea, but they 
have lots of coercive memes they don't know about and don't think of as 
coercive and so end up enacting the ritual of coercing a child into doing 
things he might otherwise like.

http://www.paulgraham.com/selfindulgence.html


One example of a relevant coercive meme is the idea that if a child likes X he 
should join a club that does X and have somebody lecture him on how to do 
X better. And if the child leaves the club then he doesn't like X and he's a 
disappointment because he doesn't get on well with other children.

So should the formula instead be something like this?

1. Parent asks child if she would like to be exposed to X.  (This
ensures that the child is not coerced)
2. If child agrees, then parent exposes child to X.  (Curiosity is the
best driver of learning)
3. Parent thinks of a more advanced topic from X and then repeats
steps 1 and 2.

I don't think there's a formula.

If a child is interested in X the parent should help him look into how best to do X. 
If the child joins X club and doesn't like it, that shouldn't be conflated with the 
child not liking X. Also the parent should make frowny faces about him leaving 
the club and act as if the child has wronged him or anyone else.

About your formula, I can't help noticing that the parent is making all the 
decisions. The parent asks the child about X. That's fair enough the child might 
not know about X. In step 2, the child does X, but there's no mention of whether 
he likes it or not, and no mention of whether he wants to continue. Then in step 
3 the parent thinks of something more advanced than X and the child isn't 
mentioned. I should think that if the child was interested in X he'd be coming up 
with ideas about what he wants to do next, and if he wasn't I'd consider the 
possibility that he's not interested. Of course it might be the case that there are 
lot of possibilities and the child doesn't know how to narrow them down. The 
parent might help by suggesting one particular thing to try next.

If the child's interested in anime the parent might suggest drawing anime or 
going to a convention or something instead of immediately trying to make an 
animated film because making the film would be difficult.

Yes I agree with the idea that just because child doesn't like X club,
this doesn't mean that child doesn't like X.

By formula I meant a method that reconciles with TCS. Ok so I think I



got it:

X is any idea that child is interested in. X' is an idea that arises
from X. Y is an unrelated idea.

1> Child becomes curious about X. Parent can help by doing X with the
hope that child becomes curious about X.
2> Child expresses her interest in X.
3> Parent exposes child to X.
4> Child asks a question that reveals she is interested in X'.
--a> If this doesn't occur, then Parent asks a question about X'
hoping to invoke curiosity in X'.
Repeat steps with X'.

At any point, if child wants to switch to Y or wants to stop and watch
tv, she can.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Automated thinking (was: Re: [BoI] Short Summary of Ayn Rand)
Date: December 18, 2011 at 12:13 PM

On Dec 18, 8:51 am, Richard Fine <richard.f...@gmail.com> wrote:
On 18 Dec 2011, at 14:00, Rami Rustom wrote:

On Nov 13, 3:14 pm, Matjaž Leonardis <sidranoel.zaj...@gmail.com>
wrote:

2011/9/10 Elliot Temple <c...@curi.us>

To further help deal with the complexity of the world, we automate some of
our thinking. We make it a habit that doesn't require conscious attention.
For example we automate the process of identifying what is or is not a
table. That is far from trivial (try to write a computer program to do it,
or write down some instructions that don't have any loopholes or
ambiguities). But we learn to do it without explicit attention.

Does "automated" in this context mean "without using any creativity"?

If yes, how do we know that the process of recognizing a table isn't
creative?

I don't think that an automated thinking necessarily must be void of
creativity. Automated suggests that the thinking is unconscious. First
the person had to consciously attempt to think a certain way. After
successive conscious attempts, that specific thinking is now saved as
a habit in the unconscious.



That's a description of the process by which the automated thinking was 
constructed; not the automated thinking itself.

This confuses me. Could you put it your explanation into a generalized
form with X's and Y's? That would really help me out.

Learning how to recognise a table is creative, but once you've learnt that, 
actually *doing* it - the process of recognizing a table - may not be.

I thought I understood this until I saw the words 'may not be'.
Shouldn't it be 'is not'?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How the mind learns
Date: December 18, 2011 at 1:28 PM

On Dec 18, 2011, at 5:07 AM, Rami Rustom wrote:

On Dec 18, 12:15 am, Elliot Temple <c...@curi.us> wrote:

i don't agree with the "do stuff kids hate now, but maybe they'll thank me later" 
approach. people's preferences *now* matter. hurting someone now is bad,

I might have misunderstood this one. You used the word hurt. But does
my example constitute hurt?

Outcomes contrary to Joe's preferences are what constitute (psychological) hurt 
for Joe.

I imagine that you might be saying that
doing something that you didn't want to do constitutes hurt. But it
seems that this is an absolute. My default is not absolute until there
is a good reason.

There are important and good reasons to insist on voluntary action, and to 
consider violations (even for the victim's "own good") to be hurt. Szasz discusses 
some.

If someone has mistaken preferences, simply violating those preferences is not 
helping that person. What would be helpful to them is persuasion: voluntary 
action which *they consider to help* (they only change their mind if they agree 
with your criticism and suggestions), not involuntary actions which they consider 
to hurt.

So in this case, where it seems that there is very
little hurt, does this hurt have a significant negative effect, now or
in the future?

That's not how I judge these things. The future is hard to predict. And I may 
predict it one way, and someone else another. My prediction is no reason to use 
force and call it benefit (it is not benefit for someone to do what they predict will 
turn out badly). My prediction could turn out to be false; a fallibilist must use 



persuasion.

Also people are permitted to live in the moment or whatever. It's up to each 
person how to value the present vs the future, or how to make sure there is no 
conflict between the two. If someone is doing it wrong (you think), only voluntary 
persuasion is help (which means if the idea you're suggesting is wrong, or you're 
both wrong, they have the chance to use their judgment and catch this error).

...even if they later seem to change their mind (or perhaps simply adjust to the 
situation where expressing preferences that will be thwarted doesn't benefit 
them, so they don't do it).

I do understand this now. Changing preferences is a result of
coercion.

Can be.

If anything, it's the reverse: when children know their parents will disagree with 
things, and say them anyway, then those things have gotten extra 
consideration and are more serious than usual. whereas if a child is saying 
something his parents approve of, he'll more often do it casually.

Yes I've learned this. Which is why most of our lessons are
orchestrated based on their intuition. And I think TCS says that all
the lessons have to be this way, right?

I don't see that I was advocating basing life lessons on intuition.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Why do people hate pleasure?
Date: December 18, 2011 at 1:49 PM

On Dec 18, 2011, at 8:20 AM, Rami Rustom wrote:

1> Child becomes curious about X. Parent can help by doing X with the
hope that child becomes curious about X.

I think there's a typo because it says the parent hopes the child will do what 
happened in the previous sentence.

In general, parents shouldn't hope their children do what the parents guesses is 
best. Better is they should hope their children judge for themselves and act 
accordingly.

But, for example, a child may judge that he'd like to use his parent's judgment on 
a particular issue while he focusses his own attention on something else. That's 
fine too.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Why do people hate pleasure?
Date: December 18, 2011 at 1:56 PM

On Dec 18, 12:49 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 18, 2011, at 8:20 AM, Rami Rustom wrote:

1> Child becomes curious about X. Parent can help by doing X with the
hope that child becomes curious about X.

I think there's a typo because it says the parent hopes the child will do what 
happened in the previous sentence.

In general, parents shouldn't hope their children do what the parents guesses is 
best. Better is they should hope their children judge for themselves and act 
accordingly.

I didn't mean to suggest that the parent is expecting X.

But, for example, a child may judge that he'd like to use his parent's judgment 
on a particular issue while he focusses his own attention on something else. 
That's fine too.

I see so the parent is there to guide when/if the child decides to ask
the parent for guidance.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: Automated thinking (was: Re: [BoI] Short Summary of Ayn Rand)
Date: December 18, 2011 at 8:30 PM

On 18 Dec 2011, at 17:13, Rami Rustom wrote:

On Dec 18, 8:51 am, Richard Fine <richard.f...@gmail.com> wrote:
On 18 Dec 2011, at 14:00, Rami Rustom wrote:

On Nov 13, 3:14 pm, Matjaž Leonardis <sidranoel.zaj...@gmail.com>
wrote:

2011/9/10 Elliot Temple <c...@curi.us>

To further help deal with the complexity of the world, we automate some of
our thinking. We make it a habit that doesn't require conscious attention.
For example we automate the process of identifying what is or is not a
table. That is far from trivial (try to write a computer program to do it,
or write down some instructions that don't have any loopholes or
ambiguities). But we learn to do it without explicit attention.

Does "automated" in this context mean "without using any creativity"?

If yes, how do we know that the process of recognizing a table isn't
creative?

I don't think that an automated thinking necessarily must be void of
creativity. Automated suggests that the thinking is unconscious. First
the person had to consciously attempt to think a certain way. After
successive conscious attempts, that specific thinking is now saved as
a habit in the unconscious.



That's a description of the process by which the automated thinking was 
constructed; not the automated thinking itself.

This confuses me. Could you put it your explanation into a generalized
form with X's and Y's? That would really help me out.

X = the process of "automated thinking"
Y = the process of creating X

Your argument was talking about Y (attempting to think in one particular way, 
successive conscious attempts, etc), and I think it's not controversial to say that 
it's creative. But the question was about X, not Y.

Learning how to recognise a table is creative, but once you've learnt that, 
actually *doing* it - the process of recognizing a table - may not be.

I thought I understood this until I saw the words 'may not be'.
Shouldn't it be 'is not'?

Well, that's the question at hand. I wasn't trying to answer it myself, I was just 
trying to illustrate why your response *doesn't* answer it.

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Relationships as a real abstraction
Date: December 19, 2011 at 1:08 PM

On Dec 13, 2011, at 7:24 AM, Jason wrote:

On Dec 12, 5:55 pm, Elliot Temple <c...@curi.us> wrote:
People sometimes make sacrifices "for the relationship". A relationship, not 
being a thing (let alone a person), cannot be a beneficiary.

And "having a relationship" is not an end in itself. It's the individual interactions 
that make up the relationship which may provide value, or not, depending on 
whether they are for mutual benefit, or not (not for mutual benefit means that 
someone is losing or sacrificing).

When an interaction is not for mutual benefit, we can perhaps think of there 
being some manipulation involved: Someone is benefitting while the other 
loses. Why is the loser participating in this interaction? He must be under 
some kind of pressure, or be being manipulated or tricked (perhaps by 
society), or he's confused, or something.

Good relationships are more self-focussed, with each person making sure he 
benefits and letting the other person judge his own outcomes, rather than (as 
Abraham points out) being focussed on outcomes of the other person.

Is this not an overly reductionist view?

I've been trying to consider what are the bounds on the reality of
abstractions. I have the sense that prime numbers are a real
abstraction, whereas Gaia is not. But I haven't been able to determine
a coherent explanation for which abstractions are real and which are
not real.

Relationships seem like an interesting edge case. Why do you think
that relationships are not a thing, i.e. not a real abstraction?

Those aren't equivalent. Relationships are abstractions, not things.



Their reality is less than sometimes imagined -- because they are poor tools for 
explaining many issues -- but they are involved in some good explanations, at 
least today.

For example they are a poor tool for explaining the morality of human interaction, 
but they are sometimes a good tool for explaining the full meaning when a guy 
says, "Want to go get coffee sometime?"

Regardless of being real in some senses, relationships still make terrible 
beneficiaries. The idea of the relationship benefitting, while the participants suffer, 
is a mistake. (Sometimes people imagine they will gain future benefits by their 
present suffering. That's not actually how benefit is created.)

Compare this with a computer. Two tech support personnel might do a boring 
task, and suffer, for the benefit of the computer, which is thus fixed. A computer 
can be a beneficiary in this way (sort of -- morality is person centered -- the 
computer is only worth fixing if some person will use it later).

Similarly, "I slaved and toiled so that this batch of coffee would be delicious for my 
customers" -- makes sense and could refer to something pretty reasonable 
(hopefully he's exaggerating). But, "I slaved and toiled so that this relationship 
would benefit me" -- a mistake.

There are various confusions here:

- Relationships are not things like computers. You can't just take (perhaps 
unpleasant) steps to repair them, and then start using them again after.

- Humans should be the beneficiaries of relationships, not vice versa

- The only good way to "build up" relationships is with *exclusively good* 
(mutually beneficial) building blocks.

- Relationships consist of interactions and ideas. You must benefit from those or 
you're not benefitting.

- Some people think of acquiring relationships kind of like they are possessions 



(wives too, though that's much more common in India than America). But 
relationships are not things and not possessions.

- People sometimes want "a relationship" without much concern for the details. 
This is wrong. A relationship is not a thing, and it consists of those details they 
aren't concerned with. (The primary reason people do this is that some 
stereotypical parts of relationships bring social status which they want without 
much regard for what the interactions with the other person are like.)

- One should try to help or benefit *the people* in a relationship, not the 
relationship.

- The idea of "saving" a relationship is incorrectly focussed. The goal should be to 
do what's best for the people -- whether that means saving or ending the 
relationship as an emergent property.

- People say things like "relationships are what really matter". This is a lot more 
wrongheaded than "computers are what really matter". Both are incorrectly not 
focussed on directly benefiting *persons*, but the computer one makes a lot more 
sense. One can imagine, for example, an automated factory on a planet with no 
persons which is building good computers. But what does it even mean to focus 
on relationships over people?

I think what "relationships are what really matters" *really* means (as it doesn't 
make much literal sense) is that conforming one's life to stereotypical patterns 
(like marriage) is what really matters.

This conformity they value is not a thing either. If they didn't have it, the sky 
wouldn't fall and they'd still be able to send email. Its importance is totally tied up 
in their ideas.

(The same phrase about relationships matter can also be used in the context of 
sales. What it means there is more like that you need to win *people* over to sell 
a lot, rather than just impersonally present your product. And it's also about the 
value of repeat customers.)

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] What is ambiguity?
Date: December 19, 2011 at 6:15 PM

On Dec 11, 2011, at 7:55 AM, Rami Rustom wrote:

X = Teacher (female).
Y = Her student (male).
A = X’s idea. This is represented by a very small localized area of
X’s knowledge network.
B = The Universe’s version of A.
C = X’s translation of A to English.
D = Y’s understanding of C.
∆E = The error between D and A, i.e. this is his misunderstanding of
A. (∆ is pronounced delta and it means difference which in our case
means error.)

Why are genders relevant?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: What is ambiguity?
Date: December 19, 2011 at 9:43 PM

On Dec 19, 5:15 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 11, 2011, at 7:55 AM, Rami Rustom wrote:

X = Teacher (female).
Y = Her student (male).
A = X’s idea. This is represented by a very small localized area of
X’s knowledge network.
B = The Universe’s version of A.
C = X’s translation of A to English.
D = Y’s understanding of C.
∆E = The error between D and A, i.e. this is his misunderstanding of
A. (∆ is pronounced delta and it means difference which in our case
means error.)

Why are genders relevant?

Gender is not relevant. I did that so the pronouns would be easier to
follow; his and her.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] TCS, ARR, and How To Learn
Date: December 20, 2011 at 2:03 AM

On Dec 12, 2011, at 7:10 PM, Rami Rustom wrote:

On Nov 21, 11:31 am, Elliot Temple <c...@curi.us> wrote:
http://curi.us/1540-taking-children-seriously

I agree. I've been following this philosophy for a long time. When my
almost 5 year old asks for something, and if I say no, she will ask me
a question in hopes of convincing me. If I answer successfully, she
asks another question or she stops because she can't come up with any
more questions. But occasionally shes ask me a question that I can't
answer, and thus I must give in. I love it when this happens. This is
clear evidence that she is autonomous. She is becoming a great
negotiator.

Do you suggest questions, criticisms and arguments for his side? Do you help 
him get what he wants, or find ways to modify it a little (for the better) and then 
get it?

There shouldn't really be sides. When you "lose" you should not "give in" -- rather 
you should have changed your mind and so you're now doing what both of you 
consider best.

Similarly, if he runs out of questions but is still not satisfied by your proposal, then 
your proposal is not good enough and should be modified to satisfy him.

Now I'll be honest. When she asks me a question about something she is
interested to know about, and if I'm really tired or I know that this
conversation will be longer than I want to deal with right now, I'll
answer her with something too complex for her to understand.

Why not tell the truth about tiredness?

This
serves two purposes. First, because the complexity is too great for
her, she moves on to the next idea in her mind, which probably doesn't
involve me. This satisfies my intention of ending the conversation

http://curi.us/1540-taking-children-seriously


quickly. Second, I've given her an explanation that involved new words
and/or concepts that she has never been exposed to previously and this
is a way of learning. Even though she didn't completely understand,
she is most definitely picking up something from my explanation. Most
parents don't bother and say things like, 'But she's so young, she
won't understand that.' To which I say, 'So what? If I say this to her
1000 times, she will understand it and since I've just said it once,
and I've got 999 more to go.'

To be clear, I never NOT answer a question. Why? Because this is the
way to kill curiosity.

One could say, "I'm tired, I'll tell you an answer tomorrow morning" and then give 
a better answer at that time.

If a child gets accustomed to asking a question
and not receiving an answer, then they will be less likely to ask
questions in the future. If a child no longer asks questions, then
their natural curiosity has been squashed. Learning can not happen
without curiosity.

http://curi.us/1539-autonomy-respecting-relationships

I agree. Tradition is not necessarily correct. Traditions are
assumptions. Assumptions should be checked for correctness.

Traditions are not assumptions. They are different concepts. Traditions are long-
term existing knowledge which has been checked for correctness by many 
people in the past (at least in somewhat open or dynamic societies where people 
question ideas). It could still be mistaken but this error checking provides value.

People can assume some traditions are true, but they can also do otherwise. 
That otherwise doesn't necessarily mean actively questioning it. They might have 
something else to do, and only actively investigate traditions that seem 
problematic while still using ones that they don't see any problems with (without 
assuming they are true, but also without actively questioning or checking them).

http://curi.us/1541-how-to-create-knowledge

http://curi.us/1539-autonomy-respecting-relationships
http://curi.us/1541-how-to-create-knowledge


Isn't 'How to Create Knowledge' just the Socratic Method? If so, why
not use the term?

The Socratic Method refers to asking (critical) questions. It's not a general 
purpose epistemology. It's a much smaller thing, and it can be advocated (for 
example) by inductivists and justificationists -- it doesn't say enough to be 
incompatible with some common mistaken ideas about how knowledge is 
created.

There's a lot more to Popperian epistemology than asking (critical) questions. For 
example the stuff about good explanations discussed in BoI. Or the stuff in 
chapter 10 about how knowledge comes from persuasion.

I believe we should because that might get people to
go study Socrates. It did for me. I've found that falling in love with
an author, even if s/he is dead, makes learning their work fun. And it
allows us to have better role models. Most of my role models are dead.

Yeah. Popper, Godwin, Burke, Xenophanes, Feynman, Rand, Mises -- all dead.

But Szasz and Deutsch are alive :-)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Is TCS like Capitalism?
Date: December 20, 2011 at 7:17 PM

I think Capitalism is this:

-Capitalism allows businesses to exchange products with each other
freely.

-Every business abides by a few universal laws of the economic system
that serve to protect one businesses rights from being infringed upon
by another.

-Every business to business relationship exists if and only if each
party is happy with the relationship.

-How can each party be happy with the relationship? By aligning their
common preferences.

And I think these statements might hold true if we replace Capitalism
with TCS, businesses with persons (child or mentor), products with
ideas, and economic system with education system.

What do you think?

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Is TCS like Capitalism?
Date: December 20, 2011 at 8:02 PM

On 21 Dec 2011, at 00:17, Rami Rustom wrote:

I think Capitalism is this:

-Capitalism allows businesses to exchange products with each other
freely.

-Every business abides by a few universal laws of the economic system
that serve to protect one businesses rights from being infringed upon
by another.

-Every business to business relationship exists if and only if each
party is happy with the relationship.

-How can each party be happy with the relationship? By aligning their
common preferences.

And I think these statements might hold true if we replace Capitalism
with TCS, businesses with persons (child or mentor), products with
ideas, and economic system with education system.

What do you think?

There are some similarities. However, the big difference is that in general people 
dealing with one another on the free market has only a rather minimal set of 
obligations toward one another, e.g. - refraining from using force or fraud, but 
parents have much more substantive obligations to their children.

When a parent has a child he has put that child in a position of being dependent 
on the parent without asking for the child's consent. (The parent can't ask the 
child if he consents to be born because at that time the child doesn't exist.) So 
the parent has an obligation to assist the child in getting out of that position of 
dependence. Actually, he has more of an obligation than that: since he has 
chosen the relationship and the child hasn't the parent has the obligation to try to 
put the child in a position where if the child had a choice the child would happily 



and unambiguously choose to stay with the parent for as long as the child is 
dependent.

What if a parent doesn't want that obligation? A woman can get an abortion or 
morning after pill or whatever for about 20 weeks after she gets pregnant. And if 
she somehow doesn't manage this she can get the child adopted as soon as he 
is born. Either parent can avoid getting to know the child and if a prospective 
parent is a bad person that might be a better option than that parent staying 
around and hurting the child. What if a parent changes his mind after getting to 
know the child? If he changes his mind that way he should change it back.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is TCS like Capitalism?
Date: December 20, 2011 at 8:20 PM

On Dec 20, 2011, at 4:17 PM, Rami Rustom wrote:

I think Capitalism is this:

-Capitalism allows businesses to exchange products with each other
freely.

Anyone. Not just businesses. And trade anything, not just products (e.g. services 
or money).

-Every business abides by a few universal laws of the economic system
that serve to protect one businesses rights from being infringed upon
by another.

Law one: no force. (that includes threat of violence, fraud, etc)

What others did you have in mind?

-Every business to business relationship exists if and only if each
party is happy with the relationship.

This is the right idea but it's better without reference to concepts like "happiness".

Trade must be *voluntary*, and done by *consent*. What matters is if each party 
agrees/consents to a trade. They might be sad but want to do it anyway (they 
might regard it as the lesser of two evils, for example).

And relationships do not automatically dissolve if one party becomes dissatisfied. 
Contracts matter, and even if one isn't written there is still an *implied* contract 
with some basic features, e.g. that if one party backs out (due to no longer being 
happy, or whatever else) and this harms the other party, then they are in general 
liable for damages.



-How can each party be happy with the relationship? By aligning their
common preferences.

In general people are able to benefit by trade more by having different 
preferences.

For example, if I prefer lumber more than you, and you prefer paperclips more 
than me, we can trade them and benefit more than if we each placed the same 
value on each item.

The two big sources of benefit from trade are these divergent preferences and 
comparative advantage (I can get/make various things at different cost/effort 
ratios than you).

So your statement may be incorrect. But it depends on what you mean, exactly. 
Could you clarify?

And I think these statements might hold true if we replace Capitalism
with TCS, businesses with persons (child or mentor), products with
ideas, and economic system with education system.

What do you think?

Freedom from force is the centerpiece of capitalism. That is important in family 
relationships, but it's not enough.

And if Apple consents to voluntarily sell me an iPad for $499, I can accept the 
deal, or not, based on my own preferences and values and judgment. And I don't 
have to worry about whether Apple is getting a good deal. That's not my problem 
or concern. Maybe they are underpricing it, but I don't know or care.

In a family, it's different. If my child consents to take a bath, that doesn't mean I 
can just ignore whether it's a good deal for him, and only focus on whether I'm 
getting what I want. In a family, I as a parent ought to be considering if the things 
my child consents to are actually good, instead of just worrying only about myself.



In short: in business relationships we expect the other party to take full 
responsibility for watching out for his own interests, but with our children we have 
to help watch out for their interests.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: How the mind learns
Date: December 21, 2011 at 6:27 AM

On Dec 18, 12:28 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 18, 2011, at 5:07 AM, Rami Rustom wrote:

On Dec 18, 12:15 am, Elliot Temple <c...@curi.us> wrote:

i don't agree with the "do stuff kids hate now, but maybe they'll thank me 
later" approach. people's preferences *now* matter. hurting someone now is 
bad,

I might have misunderstood this one. You used the word hurt. But does
my example constitute hurt?

Outcomes contrary to Joe's preferences are what constitute (psychological) hurt 
for Joe.

Could you help me understand this part. I've been reading about the
psychological hurt that occurs when coercion is used. And that a
person sometimes changes their preferences in an attempt to relieve
the hurt.

But in the case of Joe, I don't think this happened. I'll give one
example of something he did that he no longer does after having our
talks. Joe is a very smart guy who sometimes is impatient when other
employees call him for technical help and they don't immediately
understand his explanation. When this occurs, his impatience causes
him to be snippy. The other employee gets negative feelings from this.
I've been explaining to him for years that this is something that he
must be working on. But recently I've learned that he is no better
than in previous years. I realized that he has not been error
correcting his process. But I didn't know exactly why this was
happening, or rather I didn't know why his process was not improving
but mine was. I had the same issues with employees but I've since
mastered the skill of being patient when explaining situations so that
I don't sound snippy and so they don't get negative feelings from my
explanation.



A bit of background knowledge: My company ethos involves a primary
goal of happiness for all. And one of the 7 guidelines to meet that
goal is change; driving change. Joe is making employees unhappy. And
he is not working at changing his process so that they can be happy.

So I started to ask him questions about a certain interaction that he
had with another employee. I asked him questions that lead him to ask
himself, "Why am I able to do so well with customers but I still am
impatient with coworkers?"  Joe gets raving reviews from customers.
But not from coworkers.

He confirmed that the reason for the disparity is that he thought that
there was nothing to fix because he thought that this is just the way
it is; that Joe gets impatience when explaining things to coworkers
and there is no better way. I reminded him that I too had the same
trouble that he has, but that I've since fixed my method and I no
longer get snippy with employees when they don't understand my
explanations. So I asked, "Why aren't you able to do that? To correct
your process?"  He said, "Its because I haven't been trying. I didn't
think I could fix it. I thought it was just me."  I asked, "Now what
do you think?"  He said, "I am able to improve my process and I will.
I'll learn the Socratic Method and I'll begin error correcting my
process of explaining things to others."

I thought that this would take a long time to fix his process. But I
was wrong. His coworkers were calling me within days saying, "WOW what
happened to Joe? He's completely different now. He's so nice."

Now there is a lot more that happened. But this was just one of the
issues. At least for this issue, did I use coercion or persuasion?

I imagine that you might be saying that
doing something that you didn't want to do constitutes hurt. But it
seems that this is an absolute. My default is not absolute until there
is a good reason.

There are important and good reasons to insist on voluntary action, and to 
consider violations (even for the victim's "own good") to be hurt. Szasz 
discusses some.



If someone has mistaken preferences, simply violating those preferences is not 
helping that person. What would be helpful to them is persuasion: voluntary 
action which *they consider to help* (they only change their mind if they agree 
with your criticism and suggestions), not involuntary actions which they consider 
to hurt.

So in this case, where it seems that there is very
little hurt, does this hurt have a significant negative effect, now or
in the future?

That's not how I judge these things. The future is hard to predict. And I may 
predict it one way, and someone else another. My prediction is no reason to use 
force and call it benefit (it is not benefit for someone to do what they predict will 
turn out badly). My prediction could turn out to be false; a fallibilist must use 
persuasion.

Yes that makes sense. Our predictions are fallible because our
thinking is fallible.

Also people are permitted to live in the moment or whatever. It's up to each 
person how to value the present vs the future, or how to make sure there is no 
conflict between the two. If someone is doing it wrong (you think), only voluntary 
persuasion is help (which means if the idea you're suggesting is wrong, or 
you're both wrong, they have the chance to use their judgment and catch this 
error).

...even if they later seem to change their mind (or perhaps simply adjust to 
the situation where expressing preferences that will be thwarted doesn't 
benefit them, so they don't do it).

I do understand this now. Changing preferences is a result of
coercion.

Can be.

Coercion causes psychological hurt. A person who experiences hurt may
attempt to relieve it by changing their preferences. And on the
surface, this may look like they are happy, but in reality they are
not.



Persuasion does not involve psychological hurt. It involves a person
changing their preferences based on their own knowledge set, i.e. on
their own terms.

If anything, it's the reverse: when children know their parents will disagree 
with things, and say them anyway, then those things have gotten extra 
consideration and are more serious than usual. whereas if a child is saying 
something his parents approve of, he'll more often do it casually.

Yes I've learned this. Which is why most of our lessons are
orchestrated based on their intuition. And I think TCS says that all
the lessons have to be this way, right?

I don't see that I was advocating basing life lessons on intuition.

I was referring to any kind of lesson.

I'll refrain from suggesting what TCS is until I finish reading the
TCS site. Btw, I didn't realize that I had missed reading the TCS
site. I didn't notice the menu at the right. :)



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Is TCS like Capitalism?
Date: December 21, 2011 at 7:48 AM

On Dec 20, 7:02 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 Dec 2011, at 00:17, Rami Rustom wrote:

I think Capitalism is this:

-Capitalism allows businesses to exchange products with each other
freely.

-Every business abides by a few universal laws of the economic system
that serve to protect one businesses rights from being infringed upon
by another.

-Every business to business relationship exists if and only if each
party is happy with the relationship.

-How can each party be happy with the relationship? By aligning their
common preferences.

And I think these statements might hold true if we replace Capitalism
with TCS, businesses with persons (child or mentor), products with
ideas, and economic system with education system.

What do you think?

There are some similarities. However, the big difference is that in general 
people dealing with one another on the free market has only a rather minimal 



set of obligations toward one another, e.g. - refraining from using force or fraud, 
but parents have much more substantive obligations to their children.

When a parent has a child he has put that child in a position of being dependent 
on the parent without asking for the child's consent. (The parent can't ask the 
child if he consents to be born because at that time the child doesn't exist.) So 
the parent has an obligation to assist the child in getting out of that position of 
dependence. Actually, he has more of an obligation than that: since he has 
chosen the relationship and the child hasn't the parent has the obligation to try 
to put the child in a position where if the child had a choice the child would 
happily and unambiguously choose to stay with the parent for as long as the 
child is dependent.

What if a parent doesn't want that obligation? A woman can get an abortion or 
morning after pill or whatever for about 20 weeks after she gets pregnant. And if 
she somehow doesn't manage this she can get the child adopted as soon as he 
is born. Either parent can avoid getting to know the child and if a prospective 
parent is a bad person that might be a better option than that parent staying 
around and hurting the child. What if a parent changes his mind after getting to 
know the child? If he changes his mind that way he should change it back.

Alan

Actually I was thinking of a school with teachers (renamed to mentors)
and students. I think it was Elliot who said that teachers should be
treated like other professionals in that there should exist
competition for their services. Students should be able to choose
which mentors they want. And now I just realized that this intersects
with ARR. So it seems that the mentors have a choice too. So in a TCS
school, do mentors have the choice to not mentor a student? If so,
what if no mentor wants to mentor this student? Is the idea that the
student will change her preferences in order to attract a mentor? Is
this a case of persuasion?

Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Is TCS like Capitalism?
Date: December 21, 2011 at 8:10 AM

On Dec 20, 7:20 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 20, 2011, at 4:17 PM, Rami Rustom wrote:

I think Capitalism is this:

-Capitalism allows businesses to exchange products with each other
freely.

Anyone. Not just businesses. And trade anything, not just products (e.g. 
services or money).

-Every business abides by a few universal laws of the economic system
that serve to protect one businesses rights from being infringed upon
by another.

Law one: no force. (that includes threat of violence, fraud, etc)

What others did you have in mind?

Actually I was hoping that no one would question this part. I don't
understand the dynamics of this enough to qualify which kinds of
rights are applicable. Your Law one seems to reconcile with coercion.
And that fits the education system too. And of course there would
exist law about how to alleviate problems resulting from coercion. But
other than coercion-related laws, are there others that should be
considered in Capitalism?

-Every business to business relationship exists if and only if each
party is happy with the relationship.

This is the right idea but it's better without reference to concepts like 
"happiness".

Hmm. My company ethos's primary goal is happiness for all. All
includes the businesses that we have relationships with.



Trade must be *voluntary*, and done by *consent*. What matters is if each party 
agrees/consents to a trade. They might be sad but want to do it anyway (they 
might regard it as the lesser of two evils, for example).

Lessor of two evils. Isn't the lessor one the most happy one? I guess
that depends on the definition of happiness. And I recently read in
TCS or somewhere that happiness is not absolute. Its not about where
we are. Its about whether or not our situation is improving. So if the
business to business relationship is one that incorporates error
correction, then both parties are happy because they don't feel stuck.

And relationships do not automatically dissolve if one party becomes 
dissatisfied. Contracts matter, and even if one isn't written there is still an 
*implied* contract with some basic features, e.g. that if one party backs out (due 
to no longer being happy, or whatever else) and this harms the other party, then 
they are in general liable for damages.

Ok. So in a mentor-student relationship, if the child or the mentor
wanted to end the relationship, what would be the course of action?
What is the implied contract between the mentor and student?

-How can each party be happy with the relationship? By aligning their
common preferences.

In general people are able to benefit by trade more by having different 
preferences.

For example, if I prefer lumber more than you, and you prefer paperclips more 
than me, we can trade them and benefit more than if we each placed the same 
value on each item.

The two big sources of benefit from trade are these divergent preferences and 
comparative advantage (I can get/make various things at different cost/effort 
ratios than you).

So your statement may be incorrect. But it depends on what you mean, exactly. 
Could you clarify?

I see. But don't the mentor and student also have different



preferences? The mentor loves mentoring curious children. The child
loves learning from knowledgeable and engaging mentors.

And I think these statements might hold true if we replace Capitalism
with TCS, businesses with persons (child or mentor), products with
ideas, and economic system with education system.

What do you think?

Freedom from force is the centerpiece of capitalism. That is important in family 
relationships, but it's not enough.

And if Apple consents to voluntarily sell me an iPad for $499, I can accept the 
deal, or not, based on my own preferences and values and judgment. And I 
don't have to worry about whether Apple is getting a good deal. That's not my 
problem or concern. Maybe they are underpricing it, but I don't know or care.

In a family, it's different. If my child consents to take a bath, that doesn't mean I 
can just ignore whether it's a good deal for him, and only focus on whether I'm 
getting what I want. In a family, I as a parent ought to be considering if the 
things my child consents to are actually good, instead of just worrying only 
about myself.

Yes because of the idea that the parent could be changing the child's
preferences (which is psychological hurt) through coercion. Right?

In short: in business relationships we expect the other party to take full 
responsibility for watching out for his own interests, but with our children we 
have to help watch out for their interests.

Yes. And we must not coerce them into changing their preferences and
instead we are to persuade them. If they change their preferences
it'll be because they decided to on their own and in this way, there
is no psychological hurt. And in the long run, the child won't resent
her parent.

Thanks

Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: TCS, ARR, and How To Learn
Date: December 21, 2011 at 8:43 AM

On Dec 20, 1:03 am, Elliot Temple <c...@curi.us> wrote:
On Dec 12, 2011, at 7:10 PM, Rami Rustom wrote:

On Nov 21, 11:31 am, Elliot Temple <c...@curi.us> wrote:
http://curi.us/1540-taking-children-seriously

I agree. I've been following this philosophy for a long time. When my
almost 5 year old asks for something, and if I say no, she will ask me
a question in hopes of convincing me. If I answer successfully, she
asks another question or she stops because she can't come up with any
more questions. But occasionally shes ask me a question that I can't
answer, and thus I must give in. I love it when this happens. This is
clear evidence that she is autonomous. She is becoming a great
negotiator.

Do you suggest questions, criticisms and arguments for his side? Do you help 
him get what he wants, or find ways to modify it a little (for the better) and then 
get it?

I do. But after reading TCS, I think I need to do it a lot more.

There shouldn't really be sides. When you "lose" you should not "give in" -- 
rather you should have changed your mind and so you're now doing what both 
of you consider best.

I see this is the idea of changing preferences to one in which both
parties are happier with the new solution than the previous ones.

Similarly, if he runs out of questions but is still not satisfied by your proposal, 
then your proposal is not good enough and should be modified to satisfy him.

Thats right. Thats what I meant by giving in to her proposal.

Now I'll be honest. When she asks me a question about something she is
interested to know about, and if I'm really tired or I know that this

http://curi.us/1540-taking-children-seriously


conversation will be longer than I want to deal with right now, I'll
answer her with something too complex for her to understand.

Why not tell the truth about tiredness?

I do this sometimes.

This
serves two purposes. First, because the complexity is too great for
her, she moves on to the next idea in her mind, which probably doesn't
involve me. This satisfies my intention of ending the conversation
quickly. Second, I've given her an explanation that involved new words
and/or concepts that she has never been exposed to previously and this
is a way of learning. Even though she didn't completely understand,
she is most definitely picking up something from my explanation. Most
parents don't bother and say things like, 'But she's so young, she
won't understand that.' To which I say, 'So what? If I say this to her
1000 times, she will understand it and since I've just said it once,
and I've got 999 more to go.'

To be clear, I never NOT answer a question. Why? Because this is the
way to kill curiosity.

One could say, "I'm tired, I'll tell you an answer tomorrow morning" and then give 
a better answer at that time.

Yes I've done this before but now I realize that I need to tell the
truth all the time.

If a child gets accustomed to asking a question
and not receiving an answer, then they will be less likely to ask
questions in the future. If a child no longer asks questions, then
their natural curiosity has been squashed. Learning can not happen
without curiosity.

http://curi.us/1539-autonomy-respecting-relationships

I agree. Tradition is not necessarily correct. Traditions are
assumptions. Assumptions should be checked for correctness.

http://curi.us/1539-autonomy-respecting-relationships


Traditions are not assumptions. They are different concepts. Traditions are long-
term existing knowledge which has been checked for correctness by many 
people in the past (at least in somewhat open or dynamic societies where 
people question ideas). It could still be mistaken but this error checking provides 
value.

People can assume some traditions are true, but they can also do otherwise. 
That otherwise doesn't necessarily mean actively questioning it. They might 
have something else to do, and only actively investigate traditions that seem 
problematic while still using ones that they don't see any problems with (without 
assuming they are true, but also without actively questioning or checking them).

So traditions are fallible knowledge just like all knowledge. And we
can't question all knowledge at once. But it is feasible to question
the pieces of knowledge that are problematic.

http://curi.us/1541-how-to-create-knowledge

Isn't 'How to Create Knowledge' just the Socratic Method? If so, why
not use the term?

The Socratic Method refers to asking (critical) questions. It's not a general 
purpose epistemology. It's a much smaller thing, and it can be advocated (for 
example) by inductivists and justificationists -- it doesn't say enough to be 
incompatible with some common mistaken ideas about how knowledge is 
created.

I might be mistaken but I think that the Socratic Method also
incorporates the idea of conjectures and criticisms. Although I
imagine that it doesn't explicitly state that knowledge can only be
created by the process of conjectures and criticisms.

There's a lot more to Popperian epistemology than asking (critical) questions. 
For example the stuff about good explanations discussed in BoI. Or the stuff in 
chapter 10 about how knowledge comes from persuasion.

Yes hard-to-vary explanations are a necessary addition to the thinking

http://curi.us/1541-how-to-create-knowledge


process and it was missing from the Socratic Method. I guess I didn't
realize that this didn't exist in the Socratic Method because my
education background is scientific (mathematical) so I inexplicably
learned that we can't change our explanations to suit our preferences
and instead our explanations have their own lives.

I haven't read chapter 10 yet but if I were to guess I would say that
you mean this:
Knowledge can not be learned by force. A mentor (M) can not tell a
student (S) what to know. When M or S poses a problem in the form of a
question, M can not answer the question and expect that S learned the
answer. There is very little chance that learning could occur this
way. Instead, M should ask the question and let S contemplate. S will
consciously or unconsciously conjecture potential answers, voiced or
not. If unvoiced, then S will criticize the conjectures himself
(consciously or unconsciously). If voiced, M (or S) will criticize the
answers. And M or S will criticize the criticisms. M will mostly use
questions rather than answers. In this way, S is deriving the answers
from S's knowledge and is thereby added to her knowledge set.

I believe we should because that might get people to
go study Socrates. It did for me. I've found that falling in love with
an author, even if s/he is dead, makes learning their work fun. And it
allows us to have better role models. Most of my role models are dead.

Yeah. Popper, Godwin, Burke, Xenophanes, Feynman, Rand, Mises -- all dead.

But Szasz and Deutsch are alive :-)

-- Elliot Templehttp://beginningofinfinity.com/

Popper, Deutsch, are you are some of my new role models. I'll be
learning about the other people you mentioned hopefully soon.

I've found that when I mention some of my role models like Socrates,
Aristotle, or Marx, whom I know very little about (and very little
about their work), people focus on the bad work they did instead of
the good work. Should I not talk about these guys? Am I misleading
others? Should I only talk about the guys whose entire work is
consistent with our current knowledge? Is that why you chose the names

http://beginningofinfinity.com/


you chose?

Thank you,

Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Automated thinking (was: Re: [BoI] Short Summary of Ayn Rand)
Date: December 21, 2011 at 9:00 AM

On Dec 18, 7:30 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 18 Dec 2011, at 17:13, Rami Rustom wrote:

On Dec 18, 8:51 am, Richard Fine <richard.f...@gmail.com> wrote:
On 18 Dec 2011, at 14:00, Rami Rustom wrote:

On Nov 13, 3:14 pm, Matjaž Leonardis <sidranoel.zaj...@gmail.com>
wrote:

2011/9/10 Elliot Temple <c...@curi.us>

To further help deal with the complexity of the world, we automate some 
of
our thinking. We make it a habit that doesn't require conscious attention.
For example we automate the process of identifying what is or is not a
table. That is far from trivial (try to write a computer program to do it,
or write down some instructions that don't have any loopholes or
ambiguities). But we learn to do it without explicit attention.

Does "automated" in this context mean "without using any creativity"?

If yes, how do we know that the process of recognizing a table isn't
creative?

I don't think that an automated thinking necessarily must be void of
creativity. Automated suggests that the thinking is unconscious. First
the person had to consciously attempt to think a certain way. After
successive conscious attempts, that specific thinking is now saved as



a habit in the unconscious.

That's a description of the process by which the automated thinking was 
constructed; not the automated thinking itself.

This confuses me. Could you put it your explanation into a generalized
form with X's and Y's? That would really help me out.

X = the process of "automated thinking"
Y = the process of creating X

Your argument was talking about Y (attempting to think in one particular way, 
successive conscious attempts, etc), and I think it's not controversial to say that 
it's creative. But the question was about X, not Y.

I do see how Y is creative. But X produces creative questions. So
isn't X creative?

Learning how to recognise a table is creative, but once you've learnt that, 
actually *doing* it - the process of recognizing a table - may not be.

I thought I understood this until I saw the words 'may not be'.
Shouldn't it be 'is not'?

Well, that's the question at hand. I wasn't trying to answer it myself, I was just 
trying to illustrate why your response *doesn't* answer it.

I see. X *may not* be creative. But doesn't that mean it *may* be
creative? And if so, if X = the Socratic Method, isn't X creative?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Deutsch's way of thinking IS methodical
Date: December 21, 2011 at 11:19 AM

It was suggested in a TCS article that Deutsch's way of thinking is
not methodical. But I disagree. He follows his intuition. He follows
is trains of thought. He does not try to control them nor does he try
to prevent changing from one train to another. And he does what he can
to eliminate the external (and probably internal) things that impede
these trains of thought.

I set my phone to not beep when I'm deep in thought. I lock my door so
no one accidentally walks in. Oh I also work from home. I use a 47"
screen as my workspace and lots of papers and yes they are all lying
around. I have a dream journal next to my bed too.

So when your mind takes a tangent, let your work follow. This means
that you should not spend time tidying up your previous project and
that you shouldn't have to spend any time reopening your next project.
Because these things prevent you from switching projects (trains of
thought). And for some people, including me, this is especially
important because its very easy for me to lose my train of thought and
very hard to get it back.

This means also not planning any time frames for your thought trains.
It means not creating a schedule for your thought trains. Only your
unconscious knows what it wants when it wants it and your conscious
can not predict what it will want, so creating a schedule for your
thought trains is futile.

So it is our intuition that we should be creating a method around. I
think this is considered a methodology. Right?

I've been following my intuition exactly like Deutsch since late July
of this year and it has dramatically improved my work. This is
actually part of what my theory is about. I had already begun
formalizing this as a system. But then I stopped when learned that
other people think very differently than I do. But I wonder if it is
any different the manner described above.

Shouldn't this method work for everyone?



-- 



From: Tanya Davison <tanya.davison@gmail.com>
Subject: Re: [BoI] Deutsch's way of thinking IS methodical
Date: December 21, 2011 at 11:55 AM

On 21 December 2011 16:19, Rami Rustom <ramir.wx@gmail.com> wrote:

It was suggested in a TCS article that Deutsch's way of thinking is
not methodical. But I disagree. He follows his intuition. He follows
is trains of thought. He does not try to control them nor does he try
to prevent changing from one train to another. And he does what he can
to eliminate the external (and probably internal) things that impede
these trains of thought.

I set my phone to not beep when I'm deep in thought. I lock my door so
no one accidentally walks in. Oh I also work from home. I use a 47"
screen as my workspace and lots of papers and yes they are all lying
around. I have a dream journal next to my bed too.

So when your mind takes a tangent, let your work follow. This means
that you should not spend time tidying up your previous project and
that you shouldn't have to spend any time reopening your next project.
Because these things prevent you from switching projects (trains of
thought). And for some people, including me, this is especially
important because its very easy for me to lose my train of thought and
very hard to get it back.

This means also not planning any time frames for your thought trains.
It means not creating a schedule for your thought trains. Only your
unconscious knows what it wants when it wants it and your conscious
can not predict what it will want, so creating a schedule for your
thought trains is futile.

So it is our intuition that we should be creating a method around. I
think this is considered a methodology. Right?

I've been following my intuition exactly like Deutsch since late July
of this year and it has dramatically improved my work. This is
actually part of what my theory is about. I had already begun
formalizing this as a system. But then I stopped when learned that
other people think very differently than I do. But I wonder if it is
any different the manner described above.



Shouldn't this method work for everyone?

This method is very good at getting you what you want right now, but not
very good at if you also want to do something bigger that, say, you want
done by the end of the week. I think people aim for a plan and admire the
person who stays focused on that plan for a few reasons. People tend to
admire having long term goals, I guess to do with how important people
think it is to secure your future over enjoying now. Related its admirable
to be focused, to work hard even if you don't enjoy it.

But there are actually a great deal of problem with as you say 'creating a
schedule for your thought'. One that you say, which is that your 'gut' is
actually much better equipped at guessing what you'll enjoy than your
conscious decisions. Two planning always is future predicting, which is a
pretty bad thing to do when the cost of getting it wrong is your own
progress and fulfilment.

You should prefer the method you describe over planning it. But people
don't always know how to do that and have bigger, more time taking
projects, so they end up preferring planning it instead. Really however it
should be a matter of problem solving certain things on top of what you
described.

Some note worthy ones: be open to wanting to drop goals if you don't seem
to be putting any time into them; look out for things that could be
pressuring you to pursue it; sometimes you need to 'warm up' in some way to
get into thinking about something; vague projects, like setting the goal
'write a book on morality', is unenjoyable to approach, whereas specific
problems like 'what's the best response to X argument that morality is
subjective' and then 'how to write that so its engaging as a chapter of a
book' get you thinking about it.

--



-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is TCS like Capitalism?
Date: December 21, 2011 at 12:27 PM

On Dec 21, 2011, at 5:10 AM, Rami Rustom wrote:

On Dec 20, 7:20 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 20, 2011, at 4:17 PM, Rami Rustom wrote:

I think Capitalism is this:

-Capitalism allows businesses to exchange products with each other
freely.

Anyone. Not just businesses. And trade anything, not just products (e.g. 
services or money).

-Every business abides by a few universal laws of the economic system
that serve to protect one businesses rights from being infringed upon
by another.

Law one: no force. (that includes threat of violence, fraud, etc)

What others did you have in mind?

Actually I was hoping that no one would question this part. I don't
understand the dynamics of this enough to qualify which kinds of
rights are applicable. Your Law one seems to reconcile with coercion.
And that fits the education system too. And of course there would
exist law about how to alleviate problems resulting from coercion. But
other than coercion-related laws, are there others that should be
considered in Capitalism?

All laws are coercion-related.

For example a law against growing apples would coerce apple growers. That is 
what laws do: coerce violators.



-Every business to business relationship exists if and only if each
party is happy with the relationship.

This is the right idea but it's better without reference to concepts like 
"happiness".

Hmm. My company ethos's primary goal is happiness for all. All
includes the businesses that we have relationships with.

Sometimes some people want, prefer or choose to be sad. It's not good to 
impose your own preferences (happiness at all time) on other people who may 
not want it because they are different from you.

That's why the crucial things are consent, voluntary interaction, freedom, no 
force, each person's own preferences, etc... So instead of picking something and 
saying it's good for everyone, the voluntary consent type approaches allow each 
people to judge for themselves.

Trade must be *voluntary*, and done by *consent*. What matters is if each 
party agrees/consents to a trade. They might be sad but want to do it anyway 
(they might regard it as the lesser of two evils, for example).

Lessor of two evils. Isn't the lessor one the most happy one?

They might not know that idea, or they might know it but find it does not stop 
them from being sad. So, in the event, they might not be happy but still consent 
and prefer it.

I guess
that depends on the definition of happiness. And I recently read in
TCS or somewhere that happiness is not absolute. Its not about where
we are. Its about whether or not our situation is improving. So if the
business to business relationship is one that incorporates error
correction, then both parties are happy because they don't feel stuck.

And relationships do not automatically dissolve if one party becomes 
dissatisfied. Contracts matter, and even if one isn't written there is still an 
*implied* contract with some basic features, e.g. that if one party backs out 



(due to no longer being happy, or whatever else) and this harms the other 
party, then they are in general liable for damages.

Ok. So in a mentor-student relationship, if the child or the mentor
wanted to end the relationship, what would be the course of action?
What is the implied contract between the mentor and student?

That's not enough detail to answer.

One thing I can say is: in general unless there's a reason for it to be otherwise, 
you get the default expectations which are standard in your culture (if you don't 
want those, you have to speak up). So, it's some kind of minimal set of 
obligations that most people would think is reasonable.

The thing to look for to answer this question (what it is, in our culture, by default) 
is not what it *should* be, if everyone was super wise.

-How can each party be happy with the relationship? By aligning their
common preferences.

In general people are able to benefit by trade more by having different 
preferences.

For example, if I prefer lumber more than you, and you prefer paperclips more 
than me, we can trade them and benefit more than if we each placed the same 
value on each item.

The two big sources of benefit from trade are these divergent preferences and 
comparative advantage (I can get/make various things at different cost/effort 
ratios than you).

So your statement may be incorrect. But it depends on what you mean, 
exactly. Could you clarify?

I see. But don't the mentor and student also have different
preferences? The mentor loves mentoring curious children. The child
loves learning from knowledgeable and engaging mentors.



Yes, mentors and students, being different people, have different preferences.

What did you mean about aligning their common preferences?

And I think these statements might hold true if we replace Capitalism
with TCS, businesses with persons (child or mentor), products with
ideas, and economic system with education system.

What do you think?

Freedom from force is the centerpiece of capitalism. That is important in family 
relationships, but it's not enough.

And if Apple consents to voluntarily sell me an iPad for $499, I can accept the 
deal, or not, based on my own preferences and values and judgment. And I 
don't have to worry about whether Apple is getting a good deal. That's not my 
problem or concern. Maybe they are underpricing it, but I don't know or care.

In a family, it's different. If my child consents to take a bath, that doesn't mean I 
can just ignore whether it's a good deal for him, and only focus on whether I'm 
getting what I want. In a family, I as a parent ought to be considering if the 
things my child consents to are actually good, instead of just worrying only 
about myself.

Yes because of the idea that the parent could be changing the child's
preferences (which is psychological hurt) through coercion. Right?

That worry exists but it's not the only issue. Parents need to do more than refrain 
from the use of force, such as being actively helpful in various ways, and this is 
one of those cases.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 21, 2011 at 1:08 PM

On Dec 21, 2011, at 5:43 AM, Rami Rustom wrote:

On Dec 20, 1:03 am, Elliot Temple <c...@curi.us> wrote:

Yeah. Popper, Godwin, Burke, Xenophanes, Feynman, Rand, Mises -- all 
dead.

But Szasz and Deutsch are alive :-)

Popper, Deutsch, are you are some of my new role models. I'll be
learning about the other people you mentioned hopefully soon.

I've found that when I mention some of my role models like Socrates,
Aristotle, or Marx, whom I know very little about (and very little
about their work), people focus on the bad work they did instead of
the good work. Should I not talk about these guys?

If you know little about them, I'd suggest against endorsing them. Why don't you 
study them further?

Note that, just from the above list, and just in published books, Marx was directly 
criticized at length by Popper who labelled him an enemy of the open society 
(and then also has another book criticizing Marx's historicism), and ideas of 
Marx's sort are criticized at length by Mises and Rand.

Aristotle was criticized by Popper too. Xenophanes came before Aristotle and 
was disliked by Aristotle -- their ideas clash. Godwin didn't like Aristotle. Rand 
did, though, for his contribution to logic (which is not what the others object to).

Am I misleading
others? Should I only talk about the guys whose entire work is
consistent with our current knowledge? Is that why you chose the names
you chose?



I chose those names for all having very good ideas which are powerful enough to 
reach to a variety of different topics. So they get many different (philosophically 
relevant and important) things spectacularly right rather than being specialists 
who get one thing right.

Setting aside Xenophanes, they are all people who wrote a lot of books[1]. You 
can read and read and read, from any one of them, and have plenty of material to 
understand them on many topics, and you can learn all sorts of stuff. They are 
the best for this.

They are the top, broad thinkers who present a variety of ideas of general 
philosophical importance to everyone.

Most generalists either 1) aren't at the very top for anything  and/or 2) get too 
many areas wrong. These people are some of the very best ever in multiple 
areas, and don't get too much wrong.

BTW, at the top, the better you are, the harder it is to avoid being a generalist 
(this need not prevent one from also remaining a specialist in one or two areas). 
Different fields are related in various ways. For many purposes, we can ignore 
that. But the more you want to get every little thing right, the less you can ignore 
such details.

[1] With minor flexibility, e.g. some of Feynman's books are transcriptions by other 
people of his lectures, and similarly with Burke's speeches. And for Deutsch, he 
only has the two books but he has thousands of emails on various topics 
including TCS and ARR.

The presocratics are hard to judge because we don't have anything like their 
complete works. (Socrates is hard too in that he never wrote anything, so our 
knowledge is second hand.) To some extent, I'd like to praise many Greeks like 
Thales, Parmenides, Democritus, Pericles, Socrates. To understand why I single 
out Xenophanes for praise, and the breadth and importance of his ideas, see 
Popper's "Back to the Presocratics" and "The Unknown Xenophanes".

They are essays 1 and 2 in:



http://www.amazon.com/dp/0415237300?tag=curi04-20

-- Elliot Temple
http://elliottemple.com/

http://www.amazon.com/dp/0415237300?tag=curi04-20
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How the mind learns
Date: December 21, 2011 at 3:02 PM

On Dec 21, 2011, at 3:27 AM, Rami Rustom wrote:

On Dec 18, 12:28 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 18, 2011, at 5:07 AM, Rami Rustom wrote:

On Dec 18, 12:15 am, Elliot Temple <c...@curi.us> wrote:

i don't agree with the "do stuff kids hate now, but maybe they'll thank me 
later" approach. people's preferences *now* matter. hurting someone now is 
bad,

I might have misunderstood this one. You used the word hurt. But does
my example constitute hurt?

Outcomes contrary to Joe's preferences are what constitute (psychological) 
hurt for Joe.

Could you help me understand this part. I've been reading about the
psychological hurt that occurs when coercion is used. And that a
person sometimes changes their preferences in an attempt to relieve
the hurt.

But in the case of Joe, I don't think this happened.

I'll give an example following the form I criticized above.

Joe's preference is to play the video game Grand Theft Auto 3 (GTA).

Joe's parent takes away GTA, contrary to Joe's preference.

Joe's parent says, "You'll thank me later". Joe's parent thinks taking away the 
video game will help Joe to become an astronaut, chemist, senator, or other great 
thing, instead of a loser.

The parent imagines the preferences of Joe as an adult, about what he did 



previously, will be to have learned the periodic table, or whatever, instead of to 
have played GTA.

This (psychologically) hurts Joe to have GTA taken away from him when he 
wants to play it. Whether or not it violates his future preferences (which isn't really 
predictable), it violates his *current* preferences.

I'll give one
example of something he did that he no longer does after having our
talks. Joe is a very smart guy who sometimes is impatient when other
employees call him for technical help and they don't immediately
understand his explanation. When this occurs, his impatience causes
him to be snippy. The other employee gets negative feelings from this.
I've been explaining to him for years that this is something that he
must be working on.

It's not up to you to tell him what he "must" do. He may prefer to work on 
something else first, or, for now, nothing. It is false that he must do the thing you 
think would be a good idea.

And you shouldn't repeat your advice over and over for years. If he rejects your 
advice, then he doesn't want it. You should drop the subject unless you have a 
new idea to say and you get his genuine consent to tell him.

But recently I've learned that he is no better
than in previous years. I realized that he has not been error
correcting his process. But I didn't know exactly why this was
happening, or rather I didn't know why his process was not improving
but mine was. I had the same issues with employees but I've since
mastered the skill of being patient when explaining situations so that
I don't sound snippy and so they don't get negative feelings from my
explanation.

A bit of background knowledge: My company ethos involves a primary
goal of happiness for all. And one of the 7 guidelines to meet that
goal is change; driving change. Joe is making employees unhappy. And
he is not working at changing his process so that they can be happy.

Their happiness is their own responsibility, not Joe's. Don't blame Joe for their 



feelings. He's right not to consider their feelings to be his problem.

They are mistaken to get unhappy because someone like Joe

A) exists

B) talks to them when they want help, being somewhat helpful but less helpful 
than they'd like

C) doesn't perform some rituals, follow some social conventions, etc, in ways 
they would like

They have no legitimate grievance against Joe. And if they don't find his help 
helpful, they can stop asking him to explain stuff to them.

So I started to ask him questions about a certain interaction that he
had with another employee. I asked him questions that lead him to ask
himself, "Why am I able to do so well with customers but I still am
impatient with coworkers?"  Joe gets raving reviews from customers.
But not from coworkers.

He confirmed that the reason for the disparity is that he thought that
there was nothing to fix because he thought that this is just the way
it is; that Joe gets impatience when explaining things to coworkers
and there is no better way.

I doubt this is the whole story. Introspection is often incomplete, and the stuff 
openly shared even more incomplete.

For example, Joe might have some conception of the idea that his coworkers are 
responsible for being competent, and the fault (when they don't understand his 
sophisticated explanations) is theirs not his. Whereas customers do not have a 
responsibility of that sort and part of his role with customers is to be the expert so 
they don't have to.

Whether he knows how to articulate this idea or not, and wants to say it to you or 
not, he might at least partly know or believe it.

There are various other possibilities as well.



I reminded him that I too had the same
trouble that he has, but that I've since fixed my method and I no
longer get snippy with employees when they don't understand my
explanations. So I asked, "Why aren't you able to do that? To correct
your process?"  He said, "Its because I haven't been trying. I didn't
think I could fix it. I thought it was just me."  I asked, "Now what
do you think?"  He said, "I am able to improve my process and I will.
I'll learn the Socratic Method and I'll begin error correcting my
process of explaining things to others."

I thought that this would take a long time to fix his process. But I
was wrong. His coworkers were calling me within days saying, "WOW what
happened to Joe? He's completely different now. He's so nice."

Now there is a lot more that happened. But this was just one of the
issues. At least for this issue, did I use coercion or persuasion?

The main event sounds like persuasion. I don't see what it has to do with 
thwarting someone's preference now and saying they'll thank you later. For 
example, you were *not* punishing Joe every time he interacted in ways you 
disapprove of, and saying he'd thank you later once he learned his lesson.

If anything, it's the reverse: when children know their parents will disagree 
with things, and say them anyway, then those things have gotten extra 
consideration and are more serious than usual. whereas if a child is saying 
something his parents approve of, he'll more often do it casually.

Yes I've learned this. Which is why most of our lessons are
orchestrated based on their intuition. And I think TCS says that all
the lessons have to be this way, right?

I don't see that I was advocating basing life lessons on intuition.

I was referring to any kind of lesson.

The main issue here, for me, is intuition, not what sort of lesson. I wasn't 
advocating intuition and TCS doesn't do advocacy for intuition.



We may mean partially different things by "intuition".

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] BoI as Xmas Present
Date: December 21, 2011 at 3:22 PM

http://blogs.discovermagazine.com/cosmicvariance/2011/12/21/last-minute-
shopping-list/

I agree with this Discover Magazine article that BoI would be a good last minute 
gift.

They will thank you later ;-)

-- Elliot Temple
http://elliottemple.com/

-- 

http://blogs.discovermagazine.com/cosmicvariance/2011/12/21/last-minute-shopping-list/
http://elliottemple.com/


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 21, 2011 at 4:18 PM

Rami, you can get the flavour of Popper's critique of Marx from this condensed 
version of The Open Society and its Enemies.

http://www.the-rathouse.com/OpenSocietyOnLIne/AATheProjectwithIndex.html

Rafe Champion

-- 

http://www.the-rathouse.com/OpenSocietyOnLIne/AATheProjectwithIndex.html


From: Justin Mallone <justinceo@gmail.com>
Subject: Notes on Popper's Conjectures and Refutations, Chapter 2 -- The 
Nature of Philosophical Problems
Date: December 21, 2011 at 7:33 PM

Below I present my reading notes on Karl Popper's Conjectures and Refutations, 
Chapter 2.

Also let me give a shout-out to Rafe Champion's chapter-by-chapter C&R 
summaries, Chapter 2 of which is here: http://www.the-
rathouse.com/CRNatureofproblems2.html

Also some introductory commentary. I think Popper's point about the "prima facie" 
method of studying philosophers is a good one.

It's an especially good point to keep in mind for anyone considering the study of 
philosophy in an academic setting.  There's lots of criticisms to keep in mind 
about academic study in universities generally (it's coercive, inefficient, 
authoritarian). And there's criticisms to the academic study of philosophy in 
particular, such as the fact that it doesn't engage with the best philosophers (such 
as Popper, Rand, and others).

In this chapter Popper adds to this list. Not only does the academic study of 
philosophy almost systematically avoid engaging with the best philosophers, but 
even its methodology for studying bad/outdated philosophers is poor! By not 
focusing on the problem situations the old philosophers were facing, as Popper 
does, academic philosophy fails to even provide a meaningful sense of 
intellectual history to undergraduates studying philosophy. This encourages the 
further alienation of the study of philosophy from its purpose, which should be 
helping to solve people's actual problems.

Chapter 2: The Nature of Philosophical problems

Popper rejects “naïve belief” that there is “such a thing as physics, or biology, or 
archaeology, and that these ‘studies’ or ‘disciplines’ are distinguishable by the 
subject matter which they investigate (this is part of essentialism).
Fields distinguished for historical reasons and administrative convenience, and 

http://www.the-rathouse.com/CRNatureofproblems2.html


partly because theories we construct to solve problems have a tendency to grow 
into unified systems.

We are not students of some subject matter but students of problems. These 
problems can be interdisciplinary. (88) For instance geologists can need to draw 
on physics, math, chemistry in order to figure out chances of finding oil. 
Physicists can need to drawn on geology in order to test proposition of relative 
stability of atoms of even or odd atomic number.

Problems can “belong” to a discipline, if they arise out of a discussion 
characteristic of the tradition of the discipline in question. “[T]heories, as opposed 
to subject matter, may constitute a discipline (which might be described as a 
somewhat loose cluster of theories undergoing challenge, change, and growth).” 
(89)

Are there philosophical problems? Wittgenstein said no, all genuine problems are 
scientific, all so-called philosophical problems are meaningless.

Wittenstein based his approach to philosophy on Bertrand Russell’s theory of 
types, which categorized expressions of a language into:
1) true statements
2) False statements
3) Meaningless expressions, which include statement-like sequences of words, 
so called pseudo-statements

Russell solved certain paradoxes which he discovered using this distinction, 
particularly by distinguishing 2 and 3. While we might call a false statement like “3 
times 4 equals 173” meaningless, Russell reserved meaninglessness for 
statements like “3 times 4 are cows.” “3 times 4 are cows” is meaningless 
because its negation is also a pseudo-statement, whereas the negation of 3 times 
4 equals 173 (in other words, 3 times 4 does NOT equal 173) is true. (91-92).
Wittgenstein used these distinctions to say all philosophy is meaningless. He had 
four problem headings (92):
1. Purely mathematical or logical
2. factual
3. combinations of 1 & 2
4. meaningless pseudo-problems

Popper disagrees with Witt. “I believe that some people have said things which 
were not very good sense, and certainly not very good grammar, but which were 



all the same highly interesting and exciting, and perhaps more worth listening to 
than the good sense of others.”(93)
NOTE: Popper’s a little unclear here. But it seems like he must mean “good 
sense” as something like “conventional wisdom,” or “well-established theory” and 
not “quality idea.”

Popper notes that if Witt’s philosophy had been taken seriously, stuff like calculus, 
the foundations of which are still undergoing refinement, would have been 
strangled. (93)

Popper is nice to Wittgenstein and grants that there is much philosophical writing 
which can be criticized as meaningless verbiage, and that Witt and his language 
analysts checked this influence for a time. (94)

He also says (95):
1. That every philosophical school is liable to degenerate in such a way that its 
problems become practically indistinguishable from pseudo-problems. This 
results from belief that one can philosophize without having been compelled to 
philosophize by problems arising outside philosophy. Genuine philosophical 
problems are always rooted in urgent problems outside philosophy, and they die if 
these roots decay.
a. There is no philosophical “trick” or technique for problem solving. Any method 
is legitimate if it leads to results capable of being rationally discussed. “What 
matters is not methods or techniques but a sensitivity to problems, and a 
consuming passion for them; or, as the Greeks said, the gift of wonder.”
2. (96) The “prima facie” method of teaching philosophy – just reading 
philosophers, without having an understanding of the problem situation they were 
addressing – likely to lead to interpretation that the great philosophers were just 
spouting nonsense.

Popper thinks that perhaps “pure” philosophical problems “by and large” do not 
exist, since purity in this context means more loss of its original significance and a 
greater chance of descending into empty verbalism. (97) But philosophical 
problems still exist, even though they may grow out of other areas, if they are 
more closely connected in current discussion with problems and theories 
addressed by philosophers than the original field (98).

Witt’s doctrine result of thesis that all problems / statements in one of two classes 
:
factual statements,



logical statements.
This is designed to exclude philosophy.
Even accepting this (which Popper disputes), factual/logical problems still turn out 
which are philosophical.

Popper uses the example of Plato’s famous theory of Forms, and says that its 
development is connected to the discovery of the irrationality of the square root of 
2.  (100)

Under early Pythagorean theory, plane figures, and even three-dimensional 
objects, had a numerical sequence/ratio which represented it (a Form); therefore 
in that sense everything could be characterized by numbers. (103)

Pythagoreans extended this to other concepts (table of opposites, 103). Idea of 
concept being reducible or understandable in terms of numbers extended to other 
stuff, like Beauty, Health, Knowledge. Plato borrowed heavily from this in 
formulating theory that True and Certain Knowledge of Forms was the legitimate 
knowledge (104).

Popper discusses primitive atomism of pythagoreans and their dot diagrams 
(104).
1) Then goes on to discuss Parmenides theory that change is only apparent (105) 
and Democritus’ subsequent criticism of Parmenides and formulation of atomic 
theory (106-109).
2) Discovery of irrationalism fatal blow to atomism and pythagoreanism, since 
they were both ultimately based on the doctrine that all measurement is ultimately 
counting of natural units, and so reducible to pure numbers. (111)
3) Plato realized irrationals were catastrophic for Pythagorean project of 
explaining world through numbers. So he encouraged development of geometric 
method of explaining the world. (116-117)

Popper goes through all this Plato/Democritus/Pythagoras history to illustrate 
point that “prima facie” method of teaching philosophy without showing the 
problems philosophers were solving bad idea.
Popper explains Plato a bit more. Plato thought that the structure of matter at its 
lowest level consisted of triangles incorporating the irrationals √2 and √3.  He 
furthermore believed that all irrationals could be obtained by adding to the 
rationals multiples of √2 and √3. This would mean that all geometrical distances 
are commensurable in some way with 1, √2 and √3. (121).



Plato’s theory of the Forms and theory of matter were “restatements” of 
Pythaogreans and Democritus with the additional idea that geometry should 
come before arithmetic. This approach had a huge impact on development of 
Euclid’s system, Newton, Einstein, etc. But Plato’s problem-situation which gave 
rise to philosophical problem is not well understood, and his scientific 
interests/achievements forgotten or taken for granted (124-125).

Popper also discusses Kant some as an example of the importance of 
understanding the problem situation faced by a philosopher.
The success of Newton’s theory had convinced people, including Kant, that 
mankind had achieved true certain knowledge.  (124-125) But Hume had taught 
there was no certain knowledge of universal laws. (125) In Kant’s problem in 
Critique of Pure Reason, “How is pure natural science possible?”, pure natural 
science means Newton’s theory. (126). (So basically Kant assumed that Newton 
had Pure Knowledge and was trying to figure out how to justify this assumption.)

Kant thought we digested and assimilated sense data and gave them form, 
organizing them into a Cosmos and imposing upon the material presented to our 
senses the mathematical laws which are  apart of our digestive and organizing 
mechanism. (NOTE: It’s not clear to me how literal Kant meant all this but from 
Popper’s discussion that follows it seems like this was not just some kind of weird 
metaphor). (126)

Popper notes that the theory proves too much – Kant’s theory says that “pure 
natural science” not only possible but inevitable. But then, how did it take until 
Newton to make Newton’s discoveries? (127)

But Popper says if Kant’s question had been “How are successful conjectures 
possible,” that is a good question. And the answer is human conjecturing and 
thirst for knowledge. (127-128). And Kant’s theory of creating theories and 
imposing them on world can’t explain their success, since most theories fail. 
(128).
Unfortunately Kant’s successors seem to fail to understand the precise problem-
situation which gave rise to his work. (128).



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Is TCS like Capitalism?
Date: December 22, 2011 at 8:44 PM

On Dec 20, 7:02 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 Dec 2011, at 00:17, Rami Rustom wrote:

I think Capitalism is this:

-Capitalism allows businesses to exchange products with each other
freely.

-Every business abides by a few universal laws of the economic system
that serve to protect one businesses rights from being infringed upon
by another.

-Every business to business relationship exists if and only if each
party is happy with the relationship.

-How can each party be happy with the relationship? By aligning their
common preferences.

And I think these statements might hold true if we replace Capitalism
with TCS, businesses with persons (child or mentor), products with
ideas, and economic system with education system.

What do you think?

There are some similarities. However, the big difference is that in general 
people dealing with one another on the free market has only a rather minimal 



set of obligations toward one another, e.g. - refraining from using force or fraud, 
but parents have much more substantive obligations to their children.

When a parent has a child he has put that child in a position of being dependent 
on the parent without asking for the child's consent. (The parent can't ask the 
child if he consents to be born because at that time the child doesn't exist.) So 
the parent has an obligation to assist the child in getting out of that position of 
dependence. Actually, he has more of an obligation than that: since he has 
chosen the relationship and the child hasn't the parent has the obligation to try 
to put the child in a position where if the child had a choice the child would 
happily and unambiguously choose to stay with the parent for as long as the 
child is dependent.

What if a parent doesn't want that obligation? A woman can get an abortion or 
morning after pill or whatever for about 20 weeks after she gets pregnant. And if 
she somehow doesn't manage this she can get the child adopted as soon as he 
is born. Either parent can avoid getting to know the child and if a prospective 
parent is a bad person that might be a better option than that parent staying 
around and hurting the child. What if a parent changes his mind after getting to 
know the child? If he changes his mind that way he should change it back.

Alan

Liberalism aims to put two people of a person to person relationship
on the same playing field (under the law) as equals.

Capitalism seems to have been designed based on liberalism as an
economic system fulfilling the same equality principle but for people
and businesses.

So Liberalism and Capitalism are designed for equality between its
entities; freedom from each other. And if we include error correction
here, it is as though each relationship is approaching equilibrium.

But in a parenting system, parents and children are not equal like the
entities in Liberalism and Capitalism. A parent initiates the parent-
child relationship without the child's approval. By its nature, this
relationship is not *free* from the child's point-of-view. The parent
has absolute control, at least in earlier years, of the whole of the
child's life. This disparity serves to throw off the equilibrium of



the relationship. So there must exist something to neutralize this
disparity; to tip the scale closer to equilibrium. So TCS explains
that the parent must act in ways to ensure that the child's
preferences are met; persuasion with the aim of helping the child find
her preferences not just his own. What do you think?

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is TCS like Capitalism?
Date: December 22, 2011 at 11:57 PM

On Dec 22, 2011, at 5:44 PM, Rami Rustom wrote:

On Dec 20, 7:02 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 21 Dec 2011, at 00:17, Rami Rustom wrote:

I think Capitalism is this:

-Capitalism allows businesses to exchange products with each other
freely.

-Every business abides by a few universal laws of the economic system
that serve to protect one businesses rights from being infringed upon
by another.

-Every business to business relationship exists if and only if each
party is happy with the relationship.

-How can each party be happy with the relationship? By aligning their
common preferences.

And I think these statements might hold true if we replace Capitalism
with TCS, businesses with persons (child or mentor), products with
ideas, and economic system with education system.

What do you think?



There are some similarities. However, the big difference is that in general 
people dealing with one another on the free market has only a rather minimal 
set of obligations toward one another, e.g. - refraining from using force or 
fraud, but parents have much more substantive obligations to their children.

When a parent has a child he has put that child in a position of being 
dependent on the parent without asking for the child's consent. (The parent 
can't ask the child if he consents to be born because at that time the child 
doesn't exist.) So the parent has an obligation to assist the child in getting out 
of that position of dependence. Actually, he has more of an obligation than 
that: since he has chosen the relationship and the child hasn't the parent has 
the obligation to try to put the child in a position where if the child had a choice 
the child would happily and unambiguously choose to stay with the parent for 
as long as the child is dependent.

What if a parent doesn't want that obligation? A woman can get an abortion or 
morning after pill or whatever for about 20 weeks after she gets pregnant. And 
if she somehow doesn't manage this she can get the child adopted as soon as 
he is born. Either parent can avoid getting to know the child and if a 
prospective parent is a bad person that might be a better option than that 
parent staying around and hurting the child. What if a parent changes his mind 
after getting to know the child? If he changes his mind that way he should 
change it back.

Alan

Liberalism aims to put two people of a person to person relationship
on the same playing field (under the law) as equals.

Capitalism seems to have been designed based on liberalism as an
economic system fulfilling the same equality principle but for people
and businesses.

So Liberalism and Capitalism are designed for equality between its
entities; freedom from each other. And if we include error correction
here, it is as though each relationship is approaching equilibrium.

A significant part of liberalism is the application of the idea of *freedom* to 
political issues.



A significant part of capitalism is the application of the idea of *freedom* to 
economic issues.

This implies voluntary interactions and gets you things like trade, contracts, 
equality under the law, and a hands-off minimal Government.

Because capitalism and liberalism share this same approach, they are closely 
connected.

And political and economic issues are connected too (hence the old name for 
economics, "political economy").

But in a parenting system, parents and children are not equal like the
entities in Liberalism and Capitalism. A parent initiates the parent-
child relationship without the child's approval. By its nature, this
relationship is not *free* from the child's point-of-view. The parent
has absolute control, at least in earlier years, of the whole of the
child's life. This disparity serves to throw off the equilibrium of
the relationship. So there must exist something to neutralize this
disparity; to tip the scale closer to equilibrium. So TCS explains
that the parent must act in ways to ensure that the child's
preferences are met; persuasion with the aim of helping the child find
her preferences not just his own. What do you think?

While the relationship is unequal one way in power, it is unequal the other way in 
obligations. The parents must act as the child's agents in many matters, but not 
vice versa.

When a parent is acting as a child's agent, his role is to *help the child*. Help 
means help by the standards of the person being helped (the child).

Parents need to help their children to solve the problems the parents created for 
them. By having a child, the parents create one primary problem: becoming 
independent. In the course of addressing that problem, others come up.

When the parent acts as his own agent -- as an individual living his own life -- he 
has power over the defenseless child but no legitimate claim to make demands or 
make the child serve as his own agent. He must not harm the child just like he 
must not harm strangers.



Children often do things helpful to their parents. Is this OK? What's going on? 
Cooperation of various sorts can be mutually beneficial.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Penn on Science and Truth
Date: December 24, 2011 at 10:35 AM

On Dec 17, 11:00 am, Rami Rustom <ramir...@gmail.com> wrote:
On Dec 17, 10:26 am, Elliot Temple <c...@curi.us> wrote:

On Dec 17, 2011, at 5:00 AM, Rami Rustom wrote:

On Dec 17, 2:56 am, David Deutsch <david.deut...@qubit.org> wrote:
On 16 Dec 2011, at 11:37pm, steve whitt wrote:

I agree with Justin and suggest that this would be a good test. Let's
wipe out all trace of one particular religion. The parts that come
back are the sense, the parts that don't are the nonsense.

That's not true. Druidism died out almost without trace during the Bronze 
age and came back in the nineteenth century

http://goo.gl/OWRR1

but what came back is not "the sense" (if any) in the original religion.

David Deutsch

I think that this test would only work if everyone who participated in
the religion was able to steer away from fallacy; Aristotle's 14
classic fallacies are probably enough. And if they were able to come
up with good questions that lead them to the truth; learning the
Socratic Method is probably sufficient.

http://goo.gl/OWRR1


But without this knowledge, nonsense will seep in because the human
can't tell the difference between sense and nonsense.

As BoI explains, progress can be infinite and problems are inevitable.

There is no one or two things (or 14) which are enough to ward off all errors.

Yes I didn't mean to suggest that my explanation was absolute. I don't
think there exists many absolutes. Or rather, my default is not
absolute and I would need a good reason use an absolute in an
explanation. If I've done it before its probably because I'm new to
writing and haven't quote perfected my skill of translating my ideas
to language. And I realize that I can't be perfect, because even here
there is error.

In Numerical Methods I learned that error can not be eradicated. We
can only create more effective methods of reducing error.

And since math is everywhere and in everything, error is everywhere
and in everything.

And so Numerical Methods can be applied everywhere and in everything.

Although technology would first have to provide the measuring tools to
collect the data.

I'm confused by something. BOI explains that problems are inevitable
and we will continue to find new problems forever.

Does this point hinge on the idea that humans can not learn all the
knowledge in the Universe (I don't understand the Multiverse yet so I
won't use that term)?

But aren't physical laws finite? Doesn't this mean that all knowledge
is finite? If so, doesn't this mean that the number of problems is
finite?

I think that there exists one particle and one formula that explains
how it functions. And that this is the entire Universe. If this is
true, then all other knowledge follows from this one explanation. So



isn't it possible to find that universal explanation? If so, then
isn't it possible to find all other explanations that follow from that
one universal explanation?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 25, 2011 at 12:14 AM

On Dec 21, 12:08 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 21, 2011, at 5:43 AM, Rami Rustom wrote:

On Dec 20, 1:03 am, Elliot Temple <c...@curi.us> wrote:
Yeah. Popper, Godwin, Burke, Xenophanes, Feynman, Rand, Mises -- all 
dead.

But Szasz and Deutsch are alive :-)

Popper, Deutsch, are you are some of my new role models. I'll be
learning about the other people you mentioned hopefully soon.

I've found that when I mention some of my role models like Socrates,
Aristotle, or Marx, whom I know very little about (and very little
about their work), people focus on the bad work they did instead of
the good work. Should I not talk about these guys?

If you know little about them, I'd suggest against endorsing them. Why don't you 
study them further?

Note that, just from the above list, and just in published books, Marx was directly 
criticized at length by Popper who labelled him an enemy of the open society 
(and then also has another book criticizing Marx's historicism), and ideas of 
Marx's sort are criticized at length by Mises and Rand.

Aristotle was criticized by Popper too. Xenophanes came before Aristotle and 
was disliked by Aristotle -- their ideas clash. Godwin didn't like Aristotle. Rand 
did, though, for his contribution to logic (which is not what the others object to).

Am I misleading
others? Should I only talk about the guys whose entire work is
consistent with our current knowledge? Is that why you chose the names
you chose?

I chose those names for all having very good ideas which are powerful enough 



to reach to a variety of different topics. So they get many different 
(philosophically relevant and important) things spectacularly right rather than 
being specialists who get one thing right.

Setting aside Xenophanes, they are all people who wrote a lot of books[1]. You 
can read and read and read, from any one of them, and have plenty of material 
to understand them on many topics, and you can learn all sorts of stuff. They 
are the best for this.

They are the top, broad thinkers who present a variety of ideas of general 
philosophical importance to everyone.

Most generalists either 1) aren't at the very top for anything  and/or 2) get too 
many areas wrong. These people are some of the very best ever in multiple 
areas, and don't get too much wrong.

BTW, at the top, the better you are, the harder it is to avoid being a generalist 
(this need not prevent one from also remaining a specialist in one or two areas). 
Different fields are related in various ways. For many purposes, we can ignore 
that. But the more you want to get every little thing right, the less you can ignore 
such details.

[1] With minor flexibility, e.g. some of Feynman's books are transcriptions by 
other people of his lectures, and similarly with Burke's speeches. And for 
Deutsch, he only has the two books but he has thousands of emails on various 
topics including TCS and ARR.

The presocratics are hard to judge because we don't have anything like their 
complete works. (Socrates is hard too in that he never wrote anything, so our 
knowledge is second hand.) To some extent, I'd like to praise many Greeks like 
Thales, Parmenides, Democritus, Pericles, Socrates. To understand why I single 
out Xenophanes for praise, and the breadth and importance of his ideas, see 
Popper's "Back to the Presocratics" and "The Unknown Xenophanes".

They are essays 1 and 2 in:

http://www.amazon.com/dp/0415237300?tag=curi04-20

-- Elliot Templehttp://elliottemple.com/

http://www.amazon.com/dp/0415237300?tag=curi04-20
http://elliottemple.com/


Just curious. Are there any philosophy classes/programs that lay out
what you describe in this email? I ask because I've gotten a lot of
push back by people when I say that philosophy is crucial to
everything including one's own life. I know you mentioned that there
is a disconnect between good philosophy and academic philosophy so I
imagine the answer is no but I figured I'd get confirmation.

So why is there such a disconnect? How can they be joined? What is the
purpose of academic philosophy if it is the bad kind of philosophy? I
guess the answer is that things move slowly, especially with regard to
fields that have not yet adopted the conjecture/criticism tradition.
But this tradition is 500 years old. And it entered the field of
philosophy less than 100 years ago but it still isn't widespread in
this field. So how long before it is widely adopted in philosophy and
how long before it is widely adopted in all fields? (like education
and politics.)



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 25, 2011 at 1:30 AM

On Dec 21, 12:08 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 21, 2011, at 5:43 AM, Rami Rustom wrote:

On Dec 20, 1:03 am, Elliot Temple <c...@curi.us> wrote:
Yeah. Popper, Godwin, Burke, Xenophanes, Feynman, Rand, Mises -- all 
dead.

William Godwin is known for Utilitarianism. At first glance it seems
wrong. I like happiness for all. But I don't like that it doesn't
consider happiness for one. It focuses on the society and not the
individual. I read in 'On Education,' by Harry Brighous that serving
the needs of each individual can and should be the best way to serve
the needs of society. --And Utilitarianism seems to suggest that the
*means* to an end is justified if the *end* is calculated as better
for the group.  --Then I read a review of his work 'Enquiry concerning
Political Justice' and learned that Godwin advocated the same idea
that Brighous does, which is that the best for individuals is also the
best for society; which seems opposite of Utilitarianism. --
Minarchism; I love it.

Edmund Burke advocated (liberal) conservatism which promotes the
maintenance of traditional institutions and supports, at the most,
minimal and gradual change in society. I've never liked conservatism.
What am I missing? Is this an idea against revolution (fast change)?

Xenophanes presented the idea of critical rationalism which is used in
science and then advanced by Popper. And philosophers after Xenophanes
applied justificationism/positivism instead of the Falsificationism?
Its amazing to me how much bad philosophy was done in history as
compared to good philosophy.

Richard Feynman was a physicist who introduced the ideas of nanotech
and quantum computing.  But I didn't see anything else. So I think
he's a specialist. I might have misunderstood you but I think you said
that the ones you mentioned are all generalists.



Ayn Rand brought us objectivism. I find it hard to swallow that such a
philosophy wouldn't have been realized centuries earlier. It seems
like Rand redefined the term consciousness. And according to
wikipedia, she was not a scientist which means that she used only her
own consciousness and reflection (can we say metareflection) to figure
out what consciousness is. Is Rand a generalist or specialist?

Mises's mathematical model of economy proves Marx's idea of socialism
wrong. Of course no government is capable of calculating all the needs
to be calculated in order to control an economy as socialism suggests.
I've been very interested in how money and inflation work and how a
government should be handling it. Is Mises the one to read to learn
this?



From: Manolis.A.C. <manolis.a.c@gmail.com>
Subject: [BoI] Is virtuality more powerful than 'mere' physicality? Also, is it more 
energy efficient?
Date: December 26, 2011 at 1:34 AM

On thinking about possible far futures of computation, human civilization, 
(whether carbon or silicon-based) and their role in the universal scheme of things, 
I was wondering about the interplay between physicality and virtuality, or 
embodied vs. disembodied futures. Since all this must ultimately come down to 
energy requirements (assuming virtuality can reach comparable levels of 
resolution to physicality), I was wondering which is the most powerful medium, as 
well as
which is the more energy efficient of the two...

Is manipulating matter to produce changes in...matter more powerful a lever than 
manipulating matter to produce virtual abstractions? I should think not. At first 
glance I would think that
operating at a higher level of abstraction is by definition a longer lever. But
Does it require more matter/energy than staying at the physical level? Is that the 
tradeoff? More power at a higher energy cost?

Ultimately, can we deduce this relationship (relationship of virtuality to physicality 
in our universe) to an equation?

Manolis



From: Justin Mallone <george.justin.mallone@gmail.com>
Subject: Re: Notes on Popper's Conjectures and Refutations, Chapter 2 -- The 
Nature of Philosophical Problems
Date: December 26, 2011 at 2:46 PM

On Dec 21, 2011, at 4:33 PM, Justin Mallone wrote:

Below I present my reading notes on Karl Popper's Conjectures and 
Refutations, Chapter 2.

I noticed while reading Rafe's summary something that I didn't specifically call out 
but that is worth mentioning. Rafe says with regards to Popper's discussion of 
Kant:

"Kant's proposed solution to this insoluble problem consisted of what he proudly 
called his 'Copernican Revolution' of the problem of knoweledge. Knowledge 
was possible because we are not passive receptors of sense data but their 
active digestors. By digesting and assimilating them we form and organise them 
into a Cosmos, the Universe of Nature...Thus our intellect does not discover 
laws in nature, but prescribes its own laws and imposes them upon nature. This 
theory is a strange mixure of absurdity and truth."

Popper's solution was of course to dissolve part (1) of Kant's dilemma, to insist 
that scientific knowledge, even that which appears to be as unassailable as 
Newton's theory at the time, is inevitably conjectural, so there is no need to 
speculate how it is that we can obtain certain and unassailable truths. Then if 
the best that we can manage is conjectural knowledge, Hume's scepticism 
about induction ceases to be a serious problem, thus taking the sting out of part 
(2) of Kant's problem situation.

I didn't note this in my notes because I was like "Oh well of course knowledge is 
conjectural! No need to repeat that again, that's like the theme of the whole book" 
but, on second thought, it's worth emphasizing how Popper's epistemological 
approach cuts through stuff that Great Philosophers thought were deeply difficult 
problems.

-J



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: How the mind learns
Date: December 26, 2011 at 8:25 PM

On Dec 21, 2:02 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 21, 2011, at 3:27 AM, Rami Rustom wrote:

On Dec 18, 12:28 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 18, 2011, at 5:07 AM, Rami Rustom wrote:

On Dec 18, 12:15 am, Elliot Temple <c...@curi.us> wrote:

i don't agree with the "do stuff kids hate now, but maybe they'll thank me 
later" approach. people's preferences *now* matter. hurting someone now 
is bad,

I might have misunderstood this one. You used the word hurt. But does
my example constitute hurt?

Outcomes contrary to Joe's preferences are what constitute (psychological) 
hurt for Joe.

Could you help me understand this part. I've been reading about the
psychological hurt that occurs when coercion is used. And that a
person sometimes changes their preferences in an attempt to relieve
the hurt.

But in the case of Joe, I don't think this happened.

I'll give an example following the form I criticized above.



Joe's preference is to play the video game Grand Theft Auto 3 (GTA).

Joe's parent takes away GTA, contrary to Joe's preference.

Joe's parent says, "You'll thank me later". Joe's parent thinks taking away the 
video game will help Joe to become an astronaut, chemist, senator, or other 
great thing, instead of a loser.

The parent imagines the preferences of Joe as an adult, about what he did 
previously, will be to have learned the periodic table, or whatever, instead of to 
have played GTA.

This (psychologically) hurts Joe to have GTA taken away from him when he 
wants to play it. Whether or not it violates his future preferences (which isn't 
really predictable), it violates his *current* preferences.

I agree that this example constitutes hurt because I would have
changed his preferences.

But I was referring to what actually happened between Joe and I. You
mentioned that "Outcomes contrary to Joe's preferences are what
constitute (psychological) hurt for Joe." But I don't know exactly
what was contrary to Joe's preferences.

Joe took on the job of tech lead. Actually he suggested and pushed to
take the job from me. Then he asked for a raise for having the bigger
job and I agreed. So now he is responsible for answering tech
questions and that includes doing it without being snippy with his
coworkers.

I'll give one
example of something he did that he no longer does after having our
talks. Joe is a very smart guy who sometimes is impatient when other
employees call him for technical help and they don't immediately
understand his explanation. When this occurs, his impatience causes
him to be snippy. The other employee gets negative feelings from this.
I've been explaining to him for years that this is something that he
must be working on.

It's not up to you to tell him what he "must" do. He may prefer to work on 



something else first, or, for now, nothing. It is false that he must do the thing you 
think would be a good idea.

But if he doesn't do that, then I would have to take the tech lead job
back from him. And I know, because he has told me, that this is not
what he wants because that would constitute a lower salary.

And you shouldn't repeat your advice over and over for years. If he rejects your 
advice, then he doesn't want it. You should drop the subject unless you have a 
new idea to say and you get his genuine consent to tell him.

Actually I only repeated the advice 3 times over 6 years. The first 2
I was not able to give a good explanation of why its happening or how
to fix it. The 3rd time, I was able to. But there were many many
occasions where I witnessed Joe and a coworker on the phone and Joe
getting snippy and then upset about the coworker not knowing
something; and I had to explain that the coworker doesn't know such
things and I had to calm Joe down.

But recently I've learned that he is no better
than in previous years. I realized that he has not been error
correcting his process. But I didn't know exactly why this was
happening, or rather I didn't know why his process was not improving
but mine was. I had the same issues with employees but I've since
mastered the skill of being patient when explaining situations so that
I don't sound snippy and so they don't get negative feelings from my
explanation.

A bit of background knowledge: My company ethos involves a primary
goal of happiness for all. And one of the 7 guidelines to meet that
goal is change; driving change. Joe is making employees unhappy. And
he is not working at changing his process so that they can be happy.

Their happiness is their own responsibility, not Joe's. Don't blame Joe for their 
feelings. He's right not to consider their feelings to be his problem.

But he does consider customers feelings. So why not coworkers
feelings?



They are mistaken to get unhappy because someone like Joe

A) exists

B) talks to them when they want help, being somewhat helpful but less helpful 
than they'd like

C) doesn't perform some rituals, follow some social conventions, etc, in ways 
they would like

They have no legitimate grievance against Joe. And if they don't find his help 
helpful, they can stop asking him to explain stuff to them.

Actually they can't. Joe is the primary tech lead. If they don't ask
Joe, then they ask me, the secondary tech lead. And in most
situations, I'm not able to help because I'm out of practice and the
job has outgrown me. And I rarely answer my phone.

So I started to ask him questions about a certain interaction that he
had with another employee. I asked him questions that lead him to ask
himself, "Why am I able to do so well with customers but I still am
impatient with coworkers?"  Joe gets raving reviews from customers.
But not from coworkers.

He confirmed that the reason for the disparity is that he thought that
there was nothing to fix because he thought that this is just the way
it is; that Joe gets impatience when explaining things to coworkers
and there is no better way.

I doubt this is the whole story. Introspection is often incomplete, and the stuff 
openly shared even more incomplete.

Yes story is bigger. There is one more point that comes to mind. Many
times over the years after a coworker called Joe for tech help, Joe
would be upset about it and say, "How could s/he not know that?"  Each
time I would explain but it seems my explanations were not enough for
Joe to learn this logic; that each person's knowledge set is
different, which is the main cause of most misunderstandings. Joe was
assuming that the coworker knew as much as Joe did. And each time that
Joe learned about a new thing that coworkers didn't know, he was



upset, and his reaction was snippy.

For example, Joe might have some conception of the idea that his coworkers 
are responsible for being competent, and the fault (when they don't understand 
his sophisticated explanations) is theirs not his. Whereas customers do not have 
a responsibility of that sort and part of his role with customers is to be the expert 
so they don't have to.

But they are not responsible for automatically knowing tech stuff. And
they are responsible for seeking help for tech help (learning) from
Joe. And Joe is responsible for explaining (teaching).

Whether he knows how to articulate this idea or not, and wants to say it to you 
or not, he might at least partly know or believe it.

There are various other possibilities as well.

I reminded him that I too had the same
trouble that he has, but that I've since fixed my method and I no
longer get snippy with employees when they don't understand my
explanations. So I asked, "Why aren't you able to do that? To correct
your process?"  He said, "Its because I haven't been trying. I didn't
think I could fix it. I thought it was just me."  I asked, "Now what
do you think?"  He said, "I am able to improve my process and I will.
I'll learn the Socratic Method and I'll begin error correcting my
process of explaining things to others."

I thought that this would take a long time to fix his process. But I
was wrong. His coworkers were calling me within days saying, "WOW what
happened to Joe? He's completely different now. He's so nice."

Now there is a lot more that happened. But this was just one of the



issues. At least for this issue, did I use coercion or persuasion?

The main event sounds like persuasion. I don't see what it has to do with 
thwarting someone's preference now and saying they'll thank you later. For 
example, you were *not* punishing Joe every time he interacted in ways you 
disapprove of, and saying he'd thank you later once he learned his lesson.

If anything, it's the reverse: when children know their parents will disagree 
with things, and say them anyway, then those things have gotten extra 
consideration and are more serious than usual. whereas if a child is saying 
something his parents approve of, he'll more often do it casually.

Yes I've learned this. Which is why most of our lessons are
orchestrated based on their intuition. And I think TCS says that all
the lessons have to be this way, right?

I don't see that I was advocating basing life lessons on intuition.

I was referring to any kind of lesson.

The main issue here, for me, is intuition, not what sort of lesson. I wasn't 
advocating intuition and TCS doesn't do advocacy for intuition.

We may mean partially different things by "intuition".

Wires crossed again. With respect to how I mentor my girls, I should
have said that the lessons are based orchestrated around their
*interest*.

And the reason that I mistakenly said intuition is because that is
part of my learning process. And I just looked up the definition of
intuition and its not even close to what I thought it was. I thought
that intuition was the unconscious mind using implicit logic to learn.
So is there a term for this?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Deutsch's way of thinking IS methodical
Date: December 26, 2011 at 8:46 PM

On Dec 21, 10:55 am, Tanya Davison <tanya.davi...@gmail.com> wrote:
On 21 December 2011 16:19, Rami Rustom <ramir...@gmail.com> wrote:

It was suggested in a TCS article that Deutsch's way of thinking is
not methodical. But I disagree. He follows his intuition. He follows
is trains of thought. He does not try to control them nor does he try
to prevent changing from one train to another. And he does what he can
to eliminate the external (and probably internal) things that impede
these trains of thought.

I set my phone to not beep when I'm deep in thought. I lock my door so
no one accidentally walks in. Oh I also work from home. I use a 47"
screen as my workspace and lots of papers and yes they are all lying
around. I have a dream journal next to my bed too.

So when your mind takes a tangent, let your work follow. This means
that you should not spend time tidying up your previous project and
that you shouldn't have to spend any time reopening your next project.
Because these things prevent you from switching projects (trains of
thought). And for some people, including me, this is especially
important because its very easy for me to lose my train of thought and
very hard to get it back.

This means also not planning any time frames for your thought trains.
It means not creating a schedule for your thought trains. Only your
unconscious knows what it wants when it wants it and your conscious
can not predict what it will want, so creating a schedule for your
thought trains is futile.



So it is our intuition that we should be creating a method around. I
think this is considered a methodology. Right?

I've been following my intuition exactly like Deutsch since late July
of this year and it has dramatically improved my work. This is
actually part of what my theory is about. I had already begun
formalizing this as a system. But then I stopped when learned that
other people think very differently than I do. But I wonder if it is
any different the manner described above.

Shouldn't this method work for everyone?

This method is very good at getting you what you want right now, but not
very good at if you also want to do something bigger that, say, you want
done by the end of the week. I think people aim for a plan and admire the
person who stays focused on that plan for a few reasons. People tend to
admire having long term goals, I guess to do with how important people
think it is to secure your future over enjoying now. Related its admirable
to be focused, to work hard even if you don't enjoy it.

So what I do in situations that involve deadlines is to set a task.
Each day I see the task and do a quick scan of the ideas in it. This
may spark a thought train which may lead to some good work. If not
though, then the next day I'll see the task again and then it may
spark a thought train. And if the deadline arrives, I have no qualms
of postponing the deadline if I'm not satisfied with the idea. But
most times I will let my employees decide whether the solution to the
project is sufficient. I do this because everyone calls me a
perfectionist and I know that this can stall projects so I let the non-
perfectionists make sure that my perfectionist tenancy doesn't
unnecessarily stall projects.

But there are actually a great deal of problem with as you say 'creating a
schedule for your thought'. One that you say, which is that your 'gut' is
actually much better equipped at guessing what you'll enjoy than your
conscious decisions. Two planning always is future predicting, which is a
pretty bad thing to do when the cost of getting it wrong is your own
progress and fulfilment.



You should prefer the method you describe over planning it. But people
don't always know how to do that and have bigger, more time taking
projects, so they end up preferring planning it instead. Really however it
should be a matter of problem solving certain things on top of what you
described.

Some note worthy ones: be open to wanting to drop goals if you don't seem
to be putting any time into them; look out for things that could be
pressuring you to pursue it; sometimes you need to 'warm up' in some way to
get into thinking about something; vague projects, like setting the goal
'write a book on morality', is unenjoyable to approach, whereas specific
problems like 'what's the best response to X argument that morality is
subjective' and then 'how to write that so its engaging as a chapter of a
book' get you thinking about it.

Yes I've dropped many of my goals because I realized that I haven't
spent any time on them.

Yes I do look for things that pressure me. Deadlines cause pressure on
me, which is why I try to avoid them.

Yes I warm up the same way. I ask myself as many Socratic questions as
possible without spending much time answering them. Even if I don't
come up with the answers during the first session, I know that the
next time that I review this topic, I'll probably come up with some
good answers. Actually the answers usually come to me at odd times
like while driving; and I'll put a 1 to 3 word note in my phone so I
don't forget it (or rather because I know I'll probably forget it).



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Self-Psychotherapy: How to override your unconscious
Date: December 26, 2011 at 9:52 PM

On Dec 15, 2:20 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 15, 2011, at 11:48 AM, Rami Rustom wrote:

On Dec 14, 3:24 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 14, 2011, at 1:05 PM, Rami Rustom wrote:

On Dec 14, 11:45 am, Elliot Temple <c...@curi.us> wrote:
On Dec 11, 2011, at 12:39 AM, Rami Rustom wrote:

On Dec 8, 4:43 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 7, 2011, at 3:30 PM, Rami Rustom wrote:

When that person
has a strong emotion such as an instantaneous sadness over a

friend’s
death, the processing becomes inefficient and erratic. A person
experiencing a temper tantrum is temporarily stupid (I know this

first
hand).

The parenthetical is a poor argument (appeal to authority of
experience rather than rational explanation), and also a demeaning way to
think about children.

I wasn't referring to children. I am 33 and still have temper
tantrums. My parenthetical argument was meant to make others feel

less



bad about their temper tantrums; because I felt very bad about
mine. I

thought something was wrong with me. Of course something was; and
still is a bit maybe. I am conveying that a temper tantrum in a

child
is equivalent to a temper tantrum in an adult. The only difference

is
that adults have learned better habits to cope, prevent, and reduce
the severity of these events.

I think it's demeaning to anyone to consider their behavior a
"tantrum" and to deny their role as a responsible agent making choices.
There are reasons behind people's decisions and "tantrum" does not explain
or consider their reasons.

I agree that there are reasons. But the outbursts do occur. Or are
there people who never have emotional outbursts?

Whether or not there are now, there can be such people.

Calling some disagreements "outbursts" by one party is not a
truth-seeking way to approach the situation. Disagreements are
disagreements, either side could be right. One shouldn't assume which side
is right or declare some people's ideas "outbursts" which means
illegitimate and not worth rational consideration.

The outbursts I'm referring are not in the context of a human to human
interaction.

Then how are you aware of outbursts by anyone but yourself?

I've discussed it with others.

So they do play a role in human-human interaction.

I'm confused still. If a person is sad when they think of a friend's
death, how is this an example of a human to human interaction? Is it



because of the idea that the person thinks of, and that idea involves
a human to human interaction?

(Which, btw, you couldn't discuss with anyone without them sending a
message in human-human interaction.)

Yes the discussion of it, is a human-human interaction.

Not am I saying that ideas are outbursts. I'm referring
to what occurs when for example, a person hears a song that reminds
him of his dead friend, and that thought causes a strong negative
emotion, which thereby causes an outburst of worry, i.e. an anxiety
attack.

And how exactly do you know this performance is not a communication?

I'm confused. I described only one live person and a dead person. How can
there be a communication?

Here we are, discussing it. That's grounds for considering it a communication.

One thing that happens is people learn to act sad about a dead friend, and it 
becomes their lifestyle, and they still do it when no one is around, and also in 
public. That's a social communication.

Yes. And btw, since I explained my Self-Psychotherapy article (and
especially the chart), my GM has told me that he no longer has the
negative thoughts when he hears that song. He has unlearned it. He has
learned to think rationally about it. Now he is able to enjoy that
song again.



I'm confused. Its stereotypical because its part of the human
condition.

No it's parochial and cultural.

The outburst I'm referring to are the ones that we can't directly control
because they are caused by the unconscious. A trauma can cause worry. That
worry, if left untreated, can cause an anxiety attack. Isn't this part of
the human condition?

The unconscious memes people have that they can't directly control are learned 
from their culture/parents/selves, they aren't genetic.

Yes. One meme that I think my GM had was believing that it was his
fault that he didn't do something to stop his friend from committing
suicide. He used to think that he had a chance to help his friend if
only he had returned his call quicker.

I've learned another way to describe this. The trauma he experienced
caused a trigger to be created. The trigger gets tripped when he hears
that song. After studying how the mind works, and rationally thinking
about the trauma, he was able to unwire of the trigger. Unwiring is
unlearning. So is a trigger a meme?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Creativity (was: Reductionism)
Date: December 26, 2011 at 11:42 PM

How does the brain turn these essentially random
inputs into explanatory knowledge? Why did I wake up this morning and
remember something about work that I'd totally forgotten on Friday?
Why do I occasionally find myself thinking about the 1975 World
Series? Why did I miss a connection that someone else made, or make a
connection that someone else missed? I think this transformation of
deterministic laws of physics on the molecular level into new
knowledge, and in particular good explanations, is incredibly
interesting, just as I find the molecular changes that happen in
Darwinian variation and selection incredibly interesting. Probably the
reductionist in me coming out again. But I also agree with you that
the explanation of creativity, when it finally comes, won't be about
molecules. It will be about emergent properties like software.

Hi Steve, I think I have an explanation for creativity.

I think that knowledge is of 3 types, situations, rules, and logics; 0th,
1st, and 2nd order respectively.

Only rules and logics have reach; rules project situations and logics
project rules.

Only logics are explanatory.

Situations are points in an N-dimensional space; rules are vectors in that
space; logics are superstructures of vectors.

When we first learn a certain rule or logic, we've learned it implicitly.

I think that when a mind makes a random thought, sometimes the thought is a
new connection between two pieces of knowledge in its knowledge set.
Sometimes one of the pieces is 2nd order. When this happens, the
unconscious has applied an implicit logic from one area (a localized set of
situations and rules) of the space to another area of the space.

Consider what happens when you instantaneously think of an analogy to help



explain your point. Sometimes the analogy you created was dead on. But how
did your mind create such an analogy so quickly? I think its because the
analogy is an implicit logic and your unconscious used it to explain a very
different situation. And the reason that you did it so fast is that making
a connection is instantaneous, or practically instantaneous.

I think that the connections are made randomly. But I think that its random
only in so far as the two ends of the connection are part of the network
structure of the knowledge set.

So the more complete the knowledge set, the less random the connections are.

This explains why our ability to create good analogies improves as we
learn, i.e. as our knowledge network becomes more complete.

If you like this, see my theory of knowledge: How the mind
learns.<https://docs.google.com/document/d/1zttc-
vzxF_Ckx0i40R7v2FkXUZvjjQOQcCwF80Y_Vkw/edit?hl=en_US&authuser=0>

-- 

https://docs.google.com/document/d/1zttc-vzxF_Ckx0i40R7v2FkXUZvjjQOQcCwF80Y_Vkw/edit?hl=en_US&authuser=0


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Penn on Science and Truth
Date: December 24, 2011 at 11:06 AM

On Dec 24, 10:35 am, Rami Rustom <ramir...@gmail.com> wrote:

I think that there exists one particle and one formula that explains
how it functions.

Even if this were true (and I don't see any evidence for this) you'd
still have to answer the questions, "Why that particle? Why that
equation?" I think a much better working hypothesis is Deutsch's idea
that our best explanations always contain misconceptions. Even if that
isn't true for your proposed future explanation, how would we ever
know it? Wouldn't we have to assume there are misconceptions, and look
for them, even if they are in fact not there?

I think Deutsch's definition of science, that science moves from
misconception to better misconception, is the only practical way to
advance.

Steve Whitt



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Many Universes and Quantum Tunneling
Date: December 23, 2011 at 5:51 PM

I work at a science museum, where one of my favorite demonstrations is
a cloud chamber with a thorium lantern mantle. Alpha particles fly
through the ethanol vapor, leaving cloud trails behind. I know that
alpha decay in thorium, like in uranium, requires quantum tunneling to
work. I've looked for a description of quantum tunneling from a many
universes point of view, but have been unable to find one. I'm
wondering if some of the physics-minded blog readers might be able to
give me a many universes explanation of tunneling.

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Penn on Science and Truth
Date: December 27, 2011 at 3:39 AM

Even if this were true (and I don't see any evidence for this) you'd
still have to answer the questions, "Why that particle? Why that
equation?" I think a much better working hypothesis is Deutsch's idea
that our best explanations always contain misconceptions. Even if that
isn't true for your proposed future explanation, how would we ever
know it? Wouldn't we have to assume there are misconceptions, and look
for them, even if they are in fact not there?

I don't have evidence either. But I think Deutsch suggested it in BoI
Chapter 4.

Why the particle and equation? I think Deutsch explains that concept in the
multiverse idea but it went over my head.

I think Deutsch's definition of science, that science moves from
misconception to better misconception, is the only practical way to
advance.

Yes but I wasn't suggesting a way of advancing. I was only talking about
the end. Lets consider a thought experiment.

Lets say that humans survive killing our earth, our sun's supernovae and
what ever else. And lets say humans lived until the Big Crunch (or even
longer if there isn't enough mass to cause a Big Crunch). And lets make it
even stronger by saying that we figured out how to live forever and so
people like Deutsch live for 15+ billion years looking for the one or more
universal explanations that define everything. And lets say that for the
last
billion years, no one has came up with any new criticisms against those
universal explanations.

I do realize that there still exists a possiblility that a new problem will
be found and therefore a new criticism and therefore a change to the
universal explanations. But the possibility decreases the closer we get
there; and I think it decreases dramatically. What do you think? Can that
possibility reach zero?



I think the answer might lie in the evidence. Can we collect all the
non-redundant evidence? Can we know whether or not we did?

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 27, 2011 at 4:32 AM

On Dec 24, 2011, at 9:14 PM, Rami Rustom wrote:

On Dec 21, 12:08 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 21, 2011, at 5:43 AM, Rami Rustom wrote:

On Dec 20, 1:03 am, Elliot Temple <c...@curi.us> wrote:
Yeah. Popper, Godwin, Burke, Xenophanes, Feynman, Rand, Mises -- all 
dead.

But Szasz and Deutsch are alive :-)

Popper, Deutsch, are you are some of my new role models. I'll be
learning about the other people you mentioned hopefully soon.

I've found that when I mention some of my role models like Socrates,
Aristotle, or Marx, whom I know very little about (and very little
about their work), people focus on the bad work they did instead of
the good work. Should I not talk about these guys?

If you know little about them, I'd suggest against endorsing them. Why don't 
you study them further?

Note that, just from the above list, and just in published books, Marx was 
directly criticized at length by Popper who labelled him an enemy of the open 
society (and then also has another book criticizing Marx's historicism), and 
ideas of Marx's sort are criticized at length by Mises and Rand.

Aristotle was criticized by Popper too. Xenophanes came before Aristotle and 
was disliked by Aristotle -- their ideas clash. Godwin didn't like Aristotle. Rand 
did, though, for his contribution to logic (which is not what the others object to).

Am I misleading
others? Should I only talk about the guys whose entire work is
consistent with our current knowledge? Is that why you chose the names
you chose?



I chose those names for all having very good ideas which are powerful enough 
to reach to a variety of different topics. So they get many different 
(philosophically relevant and important) things spectacularly right rather than 
being specialists who get one thing right.

Setting aside Xenophanes, they are all people who wrote a lot of books[1]. You 
can read and read and read, from any one of them, and have plenty of material 
to understand them on many topics, and you can learn all sorts of stuff. They 
are the best for this.

They are the top, broad thinkers who present a variety of ideas of general 
philosophical importance to everyone.

Most generalists either 1) aren't at the very top for anything  and/or 2) get too 
many areas wrong. These people are some of the very best ever in multiple 
areas, and don't get too much wrong.

BTW, at the top, the better you are, the harder it is to avoid being a generalist 
(this need not prevent one from also remaining a specialist in one or two 
areas). Different fields are related in various ways. For many purposes, we can 
ignore that. But the more you want to get every little thing right, the less you 
can ignore such details.

[1] With minor flexibility, e.g. some of Feynman's books are transcriptions by 
other people of his lectures, and similarly with Burke's speeches. And for 
Deutsch, he only has the two books but he has thousands of emails on various 
topics including TCS and ARR.

The presocratics are hard to judge because we don't have anything like their 
complete works. (Socrates is hard too in that he never wrote anything, so our 
knowledge is second hand.) To some extent, I'd like to praise many Greeks like 
Thales, Parmenides, Democritus, Pericles, Socrates. To understand why I 
single out Xenophanes for praise, and the breadth and importance of his 
ideas, see Popper's "Back to the Presocratics" and "The Unknown 
Xenophanes".

They are essays 1 and 2 in:

http://www.amazon.com/dp/0415237300?tag=curi04-20

http://www.amazon.com/dp/0415237300?tag=curi04-20


-- Elliot Templehttp://elliottemple.com/

Just curious. Are there any philosophy classes/programs that lay out
what you describe in this email?

I very much doubt it.

I ask because I've gotten a lot of
push back by people when I say that philosophy is crucial to
everything including one's own life. I know you mentioned that there
is a disconnect between good philosophy and academic philosophy so I
imagine the answer is no but I figured I'd get confirmation.

So why is there such a disconnect? How can they be joined? What is the
purpose of academic philosophy if it is the bad kind of philosophy? I
guess the answer is that things move slowly, especially with regard to
fields that have not yet adopted the conjecture/criticism tradition.
But this tradition is 500 years old. And it entered the field of
philosophy less than 100 years ago but it still isn't widespread in
this field. So how long before it is widely adopted in philosophy and
how long before it is widely adopted in all fields? (like education
and politics.)

Thinking is hard.

The open society is hard in various ways, especially stuff like individual 
responsibility, making decisions, individual judgment and thinking for yourself, the 
possibility of failure, the infinity of progress available you *could* make more of so 
that you're never ever done/good-enough/finished.

-- Elliot Temple
http://curi.us/

http://elliottemple.com/
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 27, 2011 at 5:06 AM

On Dec 24, 2011, at 10:30 PM, Rami Rustom wrote:

On Dec 21, 12:08 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 21, 2011, at 5:43 AM, Rami Rustom wrote:

On Dec 20, 1:03 am, Elliot Temple <c...@curi.us> wrote:
Yeah. Popper, Godwin, Burke, Xenophanes, Feynman, Rand, Mises -- all 
dead.

William Godwin is known for Utilitarianism.

Falsely.

At first glance it seems wrong.

Yeah.

I like happiness for all. But I don't like that it doesn't
consider happiness for one. It focuses on the society and not the
individual.

Yes. Another flaw is that it doesn't say what one should deem good (what should 
make one happy).

Or put another way: it says it's good if people's preferences are met, but fails to 
advise them on what preferences to have.

There's also no straightforward way to judge what counts as the greatest 
happiness for the greatest number. Consider:

Two mildly happy people.

vs



One very happy person, one mildly sad person.

Which is the greatest happiness for the greatest number?

There no clear way to judge when put like this. There is also no way to measure 
and quantify their happiness (e.g. as a single number for each person) in order to 
facilitate comparison (if you do something like ask people to rate their happiness 
by choosing from a list of words, and you have a scoring system for all the words 
allowed, you can get a number for each person, but there's no way to make the 
numbers for different people actually compare properly because they are all 
heavily modified by, among other things, how people choose to communicate).

Another problem is that even if you had numbers:

2, 2, 2, 2

vs

-1, -1, -1, 12

which is better?

The second one sums to a higher total, but the majority of people are sad.

I don't propose trying to answer these questions. They're not very good 
questions. They merely illustrate that utilitarianism hasn't got all the answers. 
Other approaches to thinking about morality are more fruitful.

I read in 'On Education,' by Harry Brighous that serving
the needs of each individual can and should be the best way to serve
the needs of society.

I agree. There isn't a conflict!

--And Utilitarianism seems to suggest that the
*means* to an end is justified if the *end* is calculated as better
for the group.  --Then I read a review of his work 'Enquiry concerning
Political Justice' and learned that Godwin advocated the same idea
that Brighous does, which is that the best for individuals is also the



best for society; which seems opposite of Utilitarianism. --
Minarchism; I love it.

Yes that's right about people's interests being compatible in Godwin's view.

Godwin does not advocate minarchism though. He advocates anarchism.

Edmund Burke advocated (liberal) conservatism

I would just call it liberalism.

which promotes the
maintenance of traditional institutions and supports, at the most,
minimal and gradual change in society. I've never liked conservatism.
What am I missing? Is this an idea against revolution (fast change)?

A couple points about Burke:

- he sought and accomplished a great deal of reform. progress/reform was the 
primary focus of his career, not conservation (he got more good done, with fewer 
errors, than radicals with less gradual approaches)

- he was an early advocate of free trade

- he opposed revolution and this was very important both philosophically and 
historically. he focussed heavily on conserving existing stuff against bad change 
only when necessary -- when it was best to.

For more on Burke and Godwin see:

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/632f2de13eb52c30/197521a99be9994f?
lnk=gst&q=burke#197521a99be9994f

http://groups.google.com/group/beginning-of-infinity/msg/b7d110747bb7894f?
&q=godwin+liberalism

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/e8f0ea0718dc232d/fbe5297f11f57df7?

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/632f2de13eb52c30/197521a99be9994f?lnk=gst&q=burke#197521a99be9994f
http://groups.google.com/group/beginning-of-infinity/msg/b7d110747bb7894f?&q=godwin+liberalism
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/e8f0ea0718dc232d/fbe5297f11f57df7?lnk=gst&q=burke#fbe5297f11f57df7


lnk=gst&q=burke#fbe5297f11f57df7

Xenophanes presented the idea of critical rationalism which is used in
science and then advanced by Popper. And philosophers after Xenophanes
applied justificationism/positivism instead of the Falsificationism?
Its amazing to me how much bad philosophy was done in history as
compared to good philosophy.

In computer science, the lisp programming language was invented very early on, 
yet still today all major languages are inferior to lisp in some aspects.

So, that's another example. Maybe there's some connection.

Richard Feynman was a physicist who introduced the ideas of nanotech
and quantum computing.  But I didn't see anything else. So I think
he's a specialist. I might have misunderstood you but I think you said
that the ones you mentioned are all generalists.

He knew about many things such as lock picking, picking up women, 
bureaucracy, music, and understanding stuff vs knowing names. Read _Surely 
You're Joking_ and watch some of his youtube clips.

Some of his themes are fallibilism, the difficulty of finding the truth, the ease of 
fooling oneself, and disregard for authority. He was a Popperian.

Also see:

http://www.lhup.edu/~DSIMANEK/cargocul.htm

Ayn Rand brought us objectivism. I find it hard to swallow that such a
philosophy wouldn't have been realized centuries earlier. It seems
like Rand redefined the term consciousness. And according to
wikipedia, she was not a scientist which means that she used only her
own consciousness and reflection (can we say metareflection) to figure
out what consciousness is. Is Rand a generalist or specialist?

Among other things, Rand knew about:

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/e8f0ea0718dc232d/fbe5297f11f57df7?lnk=gst&q=burke#fbe5297f11f57df7
http://www.lhup.edu/~DSIMANEK/cargocul.htm


- morality
- epistemology
- politics, capitalism, socialism
- aesthetics

Mises's mathematical model of economy proves Marx's idea of socialism
wrong. Of course no government is capable of calculating all the needs
to be calculated in order to control an economy as socialism suggests.
I've been very interested in how money and inflation work and how a
government should be handling it. Is Mises the one to read to learn
this?

I'd suggest trying Mises.

But his economics stuff is not always the most accessible or short. (But it's easier 
reading, and truer, than Hayek.)

You might see if you can find some answers here more easily:

http://www.fee.org/library/books/economics-in-one-lesson/

Also: the Government shouldn't be handling it.

-- Elliot Temple
http://beginningofinfinity.com/

http://www.fee.org/library/books/economics-in-one-lesson/
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Penn on Science and Truth
Date: December 27, 2011 at 5:14 AM

On Dec 24, 2011, at 7:35 AM, Rami Rustom wrote:

I'm confused by something. BOI explains that problems are inevitable
and we will continue to find new problems forever.

Does this point hinge on the idea that humans can not learn all the
knowledge in the Universe (I don't understand the Multiverse yet so I
won't use that term)?

But aren't physical laws finite? Doesn't this mean that all knowledge
is finite? If so, doesn't this mean that the number of problems is
finite?

If all knowledge were finite.

And we ran out of stuff to learn. We were done.

Then, we'd get bored. So, we would have a problem.

Or even if not, we'd still have the problem of what to do next.

There'd also be problems like: why is there that amount of total knowledge, and 
not some other amount?

And perhaps: is there a better way to organize all this knowledge? Could we 
teach it to kids faster and more efficiently? Could we make it easier to remember 
and easier to look up stuff one wants fast?

But if you answer any of that stuff, you are creating more knowledge. So the 
claim knowledge is finite and we're done implies that we can't understand or 
organize anything better, we can't improve anything further, etc... That reminds 
me of the discussion in BoI of points beyond which we can go no further.

-- Elliot Temple



http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Penn on Science and Truth
Date: December 27, 2011 at 10:32 AM

On Dec 27, 3:39 am, Rami Rustom <ramir...@gmail.com> wrote:
Lets consider a thought experiment.

Lets say that humans survive killing our earth, our sun's supernovae and
what ever else. And lets say humans lived until the Big Crunch (or even
longer if there isn't enough mass to cause a Big Crunch). And lets make it
even stronger by saying that we figured out how to live forever and so
people like Deutsch live for 15+ billion years looking for the one or more
universal explanations that define everything. And lets say that for the
last
billion years, no one has came up with any new criticisms against those
universal explanations.

I do realize that there still exists a possiblility that a new problem will
be found and therefore a new criticism and therefore a change to the
universal explanations. But the possibility decreases the closer we get
there; and I think it decreases dramatically. What do you think? Can that
possibility reach zero?

I think the answer might lie in the evidence. Can we collect all the
non-redundant evidence? Can we know whether or not we did?

I think the answer to your question is to read again Chapter 18. One
of the points that Deutsch makes (answering Feynman's suggestion that
novelty must eventually end) is that the very concept of a law of
nature is not cast in stone. Perhaps in this far-flung future the idea
that the universe could be defined by a single particle and a single
equation will seem as naive to the 15 billion year old people alive
then as the idea of crystal spheres in the heavens seems to us.

No one can know, of course. At this point we're both just making
prophesies. But the idea of infinity is such a powerful one. Remember
that the number 15 billion is precisely as far from infinity as is the
number 1. People 15 billion years from now will still be at the
beginning of infinity. Just as Galileo and Newton were. Just as
Maxwell and Einstein were. Just as Feynman was. Just as we are.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Error correction in American politics
Date: December 27, 2011 at 8:08 PM

On Dec 14, 2:48 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 14, 2011, at 6:38 AM, Rami Rustom wrote:

Capitalism explains that human ingenuity thrives through competition.

No. For example you don't mention freedom or voluntary action.

Liberalism explains that all humans are equal and they have certain
inalienable rights.

No. Again no mention of freedom or voluntary action (among other things).

What what does "all humans are equal" mean? That is ambiguous.

Liberalism advocates equality under the law, a special type of equality.

And our government exists to enact, interpret, and enforce laws to allow
capitalism and liberalism, among other things.

So government exists to constrain the competitors' interactions with
society so that certain groups of individuals do not take advantage of
other groups.

No. It exists (or should exist) to prevent force (including threat of force, fraud, 
etc).

The issue is force, not something as nebulous as taking advantage.

But laws are fallible. Therefore there exists error in the philosophy, in
the methodology, and in the application of these laws.

That error results in the alienation of some groups onto others.

What does that mean? Why do the errors result in that particular thing?



So there must exist a process of error correction to minimize the
alienation. This process of error correction must be incorporated in
the government's process of enacting, interpreting, and enforcing of
laws. And The Constitution does provide a process of error correction,
which is what has allowed our government to mold to society since the
birth of our country.

But the current process of error correction is very weak. This is
evident in the slow progress and reverse progress of late.

There is no reverse. This is yet another myth about the "good old days" which 
whitewashes the past.

So how do we improve the error correction?

Well for starters, we need better ideas. And where are those ideas? They
are in us.

What? Lots of them have yet to be thought of, they are not in anyone's minds 
now.

So why aren't those ideas already being voiced to the right
places? Or rather, why aren't our representatives already hearing our
voices?

Its because it was not designed so that representatives would hear our
voices.

Incorrect; that was one of the design goals.

It was designed with the idea that not all people are capable of
self-governance.

Sort of, which is why there are representatives to listen (and then add in their 
own judgment. they are supposed to hear us but not necessarily agree).

Our government should adopt laws as described by Fishkin.



what laws are those?

I'm just going to add a little bit to this thread at a time. I just
read your summary of a Godwin idea:

"Do not rush progress. If you can't convince people, get better ideas
and arguments. If you're right, the delay isn't very important, and
the insurance against error and avoidance of force are very important.
Reforms need to wait until people are persuaded. Ideas need to come
first, and persuade people, and then changes can easily be made
afterwards."

I like it. But our current political system doesn't help citizens
share ideas very well. And whats worse is propaganda is rampant. Take
the case of the way polls are done in America. The information is
wrong and whats worse is that this misinformation affects the minds of
voters.

I learned about how ineffective polls are from "When the People Speak:
Deliberative Democracy and Public Consultation", by James S. Fishkin.
He has a great solution to this problem that he has been applying for
over a decade across many countries/cultures. In one case, Texas
wanted its citizens' opinions on whether or not the state should do
wind power. This was the process:

500 or so Texans were scientifically randomly selected (random
demographically and attitudinally) and gathered for a weekend.

First they were given a test to determine their knowledge of the
issues and their initial opinions.

Then they read a document to learn the issues. The document was drawn
up by many parties including experts from many fields. The opposing
parties all had to agree on the document so as to ensure that it was
not biased. It took 16 iterations before the document was finalized.

They deliberated in groups of 15 to 20. 1 person from each group was
chosen to speak to the entire 500. Experts spoke to the entire 500
also. And moderators were there to keep the peace and to ensure that



experts didn't lie or employ fallacies.

Then the Texans were given the test again. The results showed that
they did learn the facts and that 70% of them changed their opinions.

The entire process and the results were televised. So that means that
other Texans learned what those 500 Texans believed in. So truckers
saw other truckers speaking on the subject and laborers saw other
laborers speaking on the subject. Truckers and laborers trust people
like themselves over politicians and experts.

If this process was done nationwide for big issues, then the people
would know what others like them want. People would no longer need to
resort to only trusting politicians and experts.

Furthermore, politicians would actually have a *real* way of knowing
what the people want. Right now, they don't. The people have no
*effective* voice.

Btw, I read this book over a year ago so I'm sure that I've left out
many important details and I'm sure I'm mistaken on some of the
details that I've mentioned.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Error correction in American politics
Date: December 27, 2011 at 8:35 PM

On Dec 27, 7:08 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Dec 14, 2:48 pm, Elliot Temple <c...@curi.us> wrote:

On Dec 14, 2011, at 6:38 AM, Rami Rustom wrote:

Capitalism explains that human ingenuity thrives through competition.

No. For example you don't mention freedom or voluntary action.

Liberalism explains that all humans are equal and they have certain
inalienable rights.

No. Again no mention of freedom or voluntary action (among other things).

What what does "all humans are equal" mean? That is ambiguous.

Liberalism advocates equality under the law, a special type of equality.

And our government exists to enact, interpret, and enforce laws to allow
capitalism and liberalism, among other things.

So government exists to constrain the competitors' interactions with
society so that certain groups of individuals do not take advantage of
other groups.

No. It exists (or should exist) to prevent force (including threat of force, fraud, 
etc).



The issue is force, not something as nebulous as taking advantage.

But laws are fallible. Therefore there exists error in the philosophy, in
the methodology, and in the application of these laws.

That error results in the alienation of some groups onto others.

What does that mean? Why do the errors result in that particular thing?

So there must exist a process of error correction to minimize the
alienation. This process of error correction must be incorporated in
the government's process of enacting, interpreting, and enforcing of
laws. And The Constitution does provide a process of error correction,
which is what has allowed our government to mold to society since the
birth of our country.

But the current process of error correction is very weak. This is
evident in the slow progress and reverse progress of late.

There is no reverse. This is yet another myth about the "good old days" which 
whitewashes the past.

So how do we improve the error correction?

Well for starters, we need better ideas. And where are those ideas? They
are in us.

What? Lots of them have yet to be thought of, they are not in anyone's minds 
now.

So why aren't those ideas already being voiced to the right
places? Or rather, why aren't our representatives already hearing our
voices?

Its because it was not designed so that representatives would hear our
voices.



Incorrect; that was one of the design goals.

It was designed with the idea that not all people are capable of
self-governance.

Sort of, which is why there are representatives to listen (and then add in their 
own judgment. they are supposed to hear us but not necessarily agree).

Our government should adopt laws as described by Fishkin.

what laws are those?

I'm just going to add a little bit to this thread at a time. I just
read your summary of a Godwin idea:

"Do not rush progress. If you can't convince people, get better ideas
and arguments. If you're right, the delay isn't very important, and
the insurance against error and avoidance of force are very important.
Reforms need to wait until people are persuaded. Ideas need to come
first, and persuade people, and then changes can easily be made
afterwards."

I like it. But our current political system doesn't help citizens
share ideas very well. And whats worse is propaganda is rampant. Take
the case of the way polls are done in America. The information is
wrong and whats worse is that this misinformation affects the minds of
voters.

I learned about how ineffective polls are from "When the People Speak:
Deliberative Democracy and Public Consultation", by James S. Fishkin.
He has a great solution to this problem that he has been applying for
over a decade across many countries/cultures. In one case, Texas
wanted its citizens' opinions on whether or not the state should do
wind power. This was the process:

500 or so Texans were scientifically randomly selected (random
demographically and attitudinally) and gathered for a weekend.

First they were given a test to determine their knowledge of the



issues and their initial opinions.

Then they read a document to learn the issues. The document was drawn
up by many parties including experts from many fields. The opposing
parties all had to agree on the document so as to ensure that it was
not biased. It took 16 iterations before the document was finalized.

They deliberated in groups of 15 to 20. 1 person from each group was
chosen to speak to the entire 500. Experts spoke to the entire 500
also. And moderators were there to keep the peace and to ensure that
experts didn't lie or employ fallacies.

Then the Texans were given the test again. The results showed that
they did learn the facts and that 70% of them changed their opinions.

The entire process and the results were televised. So that means that
other Texans learned what those 500 Texans believed in. So truckers
saw other truckers speaking on the subject and laborers saw other
laborers speaking on the subject. Truckers and laborers trust people
like themselves over politicians and experts.

If this process was done nationwide for big issues, then the people
would know what others like them want. People would no longer need to
resort to only trusting politicians and experts.

Furthermore, politicians would actually have a *real* way of knowing
what the people want. Right now, they don't. The people have no
*effective* voice.

Btw, I read this book over a year ago so I'm sure that I've left out
many important details and I'm sure I'm mistaken on some of the
details that I've mentioned.

Regarding the prison system, you summarized Godwin's idea:

"Godwin also criticized punishment of criminals. Hurting people is
irrational and cruel, and does not help them reform. In a better and
more liberal society, criminals would never be punished and no one
would wish vengeance. They would still need to pay reparations for
harm done to the extent possible, and be prevented from doing further



harm. Sometimes that would involve prison. But the purpose of prison
would not be a punishment, it would be to keep people safe from them.
This has straightforward consequences like that prisons need not be
intentionally uncomfortable, which is contrary to modern prison
design."

I like it. And David Eagleman takes this further in "Incognito: The
Secret Lives of the Brain," by explaining that many criminals have
brain impairments that current science does not understand and so
currently we can not correctly identify such impairments. Instead of
punishing them, we should rehabilitate them. He writes:

Acts cannot be considered separately from the biology of the actors.
Free will is not as simple as we intuit—and our confusion about it
suggests that we cannot meaningfully use it as the basis of punishment
decisions.

Although societies possess deeply ingrained impulses for punishment, a
forward-looking legal system would be more concerned with how to best
serve the society from this day forward. Those who break the social
contracts need to be warehoused, but in this case the future is of
more importance than the past. Prison terms do not have to be based on
a desire for bloodlust, but instead can be calibrated to the risk of
reoffending. Deeper biological insight into behavior will allow a
better understanding of recidivism—that is, who will go out and commit
more crimes. And this offers a basis for rational and evidence-based
sentencing: some people need to be taken off the streets for a longer
time, because their likelihood of reoffense is high; others, due to a
variety of extenuating circumstances, are less likely to recidivate.

Poor impulse control is a hallmark characteristic of the majority of
criminals in the prison system. They generally know the difference
between right and wrong actions, and they understand the seriousness
of the punishment—but they are hamstrung by an inability to control
their impulses. They see a woman with an expensive purse walking alone
in an alley, and they cannot think but to take advantage of the
opportunity. The temptation overrides the concern for their future.

If it seems difficult to empathize with people who have poor impulse
control, just think of all the things you succumb to that you don’t



want to. Snacks? Alcohol? Chocolate cake? Television? One doesn’t have
to look far to find poor impulse control pervading our own landscape
of decision making. It’s not that we don’t know what’s best for us,
it’s simply that the frontal lobe circuits representing the long-term
considerations can’t win the elections when the temptation is present.
It’s like trying to elect a party of moderates in the middle of war
and economic meltdown.

The concept and word to replace 'blameworthiness' is 'modifiability',
a forward-looking term that asks, What can we do from here? Is
rehabilitation available? If so, great. If not, will the punishment of
a prison sentence modify future behavior? If so, send him to prison.
If punishment won’t help, then take the person under state control for
the purposes of incapacitation, not retribution.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Notes on Popper's Conjectures and Refutations, Chapter 2 -- 
The Nature of Philosophical Problems
Date: December 27, 2011 at 9:27 PM

On Dec 21, 2011, at 4:33 PM, Justin Mallone wrote:

Below I present my reading notes on Karl Popper's Conjectures and 
Refutations, Chapter 2.

Also let me give a shout-out to Rafe Champion's chapter-by-chapter C&R 
summaries, Chapter 2 of which is here: http://www.the-
rathouse.com/CRNatureofproblems2.html

Also some introductory commentary. I think Popper's point about the "prima 
facie" method of studying philosophers is a good one.

What is the "prima facie" method?

Are there philosophical problems? Wittgenstein said no, all genuine problems 
are scientific, all so-called philosophical problems are meaningless.

This obscures some of Wittgenstein's nature.

He "said no", yes. But in what manner? Is this the same sort of statement as 
when Popper says something?

When you relate that Popper said something, your reader (accurately) expects 
that Popper had some reason for saying this, and that he attempted to criticize 
the idea before saying it, and that he investigated the topic. Popper's statements 
are, as a rule, rational, carefully selected and high quality, albeit some are false.

Wittgenstein's statements are different. For example, they are less uniform than 
Popper's in the above respects, because those things were not major focusses of 
his. Many of his statements are not part of the rational philosophical tradition at 
all.

Wittgenstein's statement that there are no philosophical problems has a simple 
and compelling explanation offered by Bryan Magee (in _Confessions_, IIRC): 

http://www.the-rathouse.com/CRNatureofproblems2.html


Wittgenstein did not have any philosophical problems himself.

He wasn't interested in philosophy and mistook this parochial flaw for a universal 
truth.

That may seem like a bit of an odd statement. Was he not a philosopher? Well, 
not exactly. He made no useful contributions to philosophy, and engaged in 
activities not designed or effective for solving philosophical problems. For 
example, he wrote obscure and confusing statements. That is not what people do 
to solve philosophical problems (so that fits with him not having any), it's what 
people do to put up a facade, gain prestige in the minds of fools, etc.

And he explicitly denied there are any philosophical problems. Would he have 
done that if he was aware of any?

So, Wittgenstein said there are no philosophical problems -- yes. But one must 
clarify. He has a reputation as a philosopher but was not a philosopher. He has a 
reputation as an expert on this sort of topic, and an author of books on this sort of 
topic. Construing the topic as rational or philosophical thoughts about the nature 
of philosophy -- the sort of thing one might expect from a similar Popper 
statement -- Wittgenstein is not an expert on that and never published anything 
about it.

To report that Wittgenstein said this at all is to give him too much credit. It's to 
implicit endorse his reputation and the meaningfulness of his utterances. Why is 
his statement worth remembering or noting? It is not. It's best forgotten (its only 
use is in philosophical debates to help those taken in by Wittgenstein and his 
reputation). Wittgenstein had no ideas of merit and note -- or perhaps everyone 
has a few of those, but he had fewer than my neighbor.

Wittgenstein based his approach to philosophy

He did not have an approach to philosophy. He didn't do philosophy. He had no 
philosophical problems and denied there are any. He had an approach to 
*writing* and *gaining prestige* perhaps. Also an approach to *hitting children*. If 
he had a good approach to anything significant in life, it has pretty much escaped 
notice.



on Bertrand Russell’s theory of types, which categorized expressions of a 
language into:
1) true statements
2) False statements
3) Meaningless expressions, which include statement-like sequences of words, 
so called pseudo-statements

Russell solved certain paradoxes which he discovered using this distinction, 
particularly by distinguishing 2 and 3. While we might call a false statement like 
“3 times 4 equals 173” meaningless, Russell reserved meaninglessness for 
statements like “3 times 4 are cows.” “3 times 4 are cows” is meaningless 
because its negation is also a pseudo-statement, whereas the negation of 3 
times 4 equals 173 (in other words, 3 times 4 does NOT equal 173) is true. (91-
92).

It's not difficult to imagine a person saying those words and another 
understanding him: a message could be communicated. The meaning, or not, 
depends on context.

What I think Russell wants us to do is privilege a particular context which is 
similar to how he thinks, and which he regards as the most logical and rational 
and correct. I'm not quite sure what the point of this exercise is: I see that logic 
needs objective criteria for judgment, but language is for communicate between 
persons and we never speak in that ideal context in which we aim to evaluate 
logic.

Wittgenstein used these distinctions to say all philosophy is meaningless. He 
had four problem headings (92):
1. Purely mathematical or logical
2. factual
3. combinations of 1 & 2
4. meaningless pseudo-problems

Popper disagrees with Witt. “I believe that some people have said things which 
were not very good sense, and certainly not very good grammar, but which were 
all the same highly interesting and exciting, and perhaps more worth listening to 
than the good sense of others.”(93)
NOTE: Popper’s a little unclear here. But it seems like he must mean “good 
sense” as something like “conventional wisdom,” or “well-established theory” 
and not “quality idea.”



It can mean "good idea" -- many *mistaken ideas* have been fruitful. E.g. Popper 
may regard Marxism as not very good sense -- a bad idea -- yet also interesting 
and exciting, and worth listening to over various mundane truths. (Because, 
Popper might think, a revised version of parts of Marxism could be important 
progress, or even if not, it *raises some problems* and thinking about those 
problems could lead progress.)

Popper notes that if Witt’s philosophy had been taken seriously, stuff like 
calculus, the foundations of which are still undergoing refinement, would have 
been strangled. (93)

Why would it ever have been taken seriously like that?

This is imagining what it'd be like if his statement had been offered *like one of 
Popper's statements*, with fans and critics *like Popper's* would would criticize it, 
evaluate it, and, should they be persuaded, live by it -- all that constitutes taking it 
seriously.

But what would really have happened if Wittgenstein had offered the statement in 
a more Popperian context to be taken seriously? Well, it's hard to imagine him 
saying it in the first place -- it is grossly inconsistent with the serious Popperian 
types of attitudes to thinking. And if he had mistakenly said it, someone would 
have pointed out his mistake to him, and, were he taking the issue seriously, he 
would have learned something. No harm done. No calculus strangled.

Or perhaps Wittgenstein sticks to the idea for life. Well, so what? It won't fool a 
ton of people, all taking it seriously, will it? They won't all repeat his mistake 
because they are critical thinkers instead of followers. They want genuine 
understanding and to use individual judgment, so they won't just repeat a leader's 
mistake en masse. Again, calculus is not strangled.

Or what if Wittgenstein somehow managed to achieve a status like Christianity or 
Aristotle where very many people share some mistakes? That doesn't actually 
happen when everyone is taking stuff seriously in a Popperian way (though it 
could certainly happen to a bunch of Popperians if they all had a shared blind 
spot). But let's consider it anyway. Would Wittgenstein-as-ubiquitious-dogma 
strangle calculus?



I wouldn't count on it. People are hypocrites about their dogmas. It always 
happens because the dogmas are too inconvenient, far reaching, false, etc... So 
they don't apply them to every domain. When religion went after Gallileo and 
other science, it was not a crackdown on all hypocrisy or irreligiousness in 
general, but repression of a high profile threat to some of the *core ideas* of 
religion. Would calculus represent such a threat to Wittgenstein's imaginary anti-
philosophy religion? No. Science, math, logic would have favored status and, 
even if imperfect, be allowed. They'd have a hell of a lot of other stuff to be more 
worried about.

OK, so, try to imagine a religion of Wittgenstein, which everyone holds as a 
dogma instead of critically questioning -- so it can be widespread -- but also 
which people take seriously in the sense of carefully and rationally considering its 
implications in all parts of life, and figuring out how it interacts with all new ideas 
and experiences.

This is a contradiction. There is no such thing. The people who take it seriously 
enough to be constantly examining its subtle consequences, applying it, using it, 
etc, must be constantly thinking about what it means, why it's true, etc, as part of 
their use of it. They must encounter times where they aren't quite sure how to 
apply it, so they have to fallback to some core principles and think them through -
- and to do that they must have core principles they have thought about and 
understand and know how to use and apply in real life situations. But if you know 
all this stuff, and think about it all well, you aren't just going to accept a bunch of 
nonsense that is incompatible with most of life. You'll constantly run into problems 
due to the contradictions in your thinking. Instead of calculus being strangled, 
people will discover a million problems and have to resolve them.

What Popper means is something like if you consider the logical implications and 
full consequences of some of Wittgenstein's ideas, you get a mess (including 
harm to calculus -- though, really, including whatever Popper wants since 
anything follows from a contradiction).

The right takeaway is the initial context itself: Wittgenstein is not a rational 
philosopher. So, yes, his utterances, transplanted, wreck havoc.



It's hard to tell how much Popper intends to be addressing basic misconceptions 
vs treating Wittgenstein as something he was not. Did Popper want to use this to 
argue that Wittgenstein was not a rational type thinker by showing his ideas 
weren't taken rationally-seriously and couldn't be? Or was Popper mistakenly 
arguing with Wittgenstein as a fellow philosopher with rival theories in the same 
sort of context or tradition as Popper's own?

Popper is nice to Wittgenstein

I don't think so.

Popper is nice to *ideas* -- as a general policy. It has nothing to do with kindness 
to *Wittgenstein* as a person.

and grants that there is much philosophical writing which can be criticized as 
meaningless verbiage, and that Witt and his language analysts checked this 
influence for a time. (94)

Hitler must have checked various bad influences for a time. When you shut down 
a ton of stuff, you shut down many mistakes along with it.

Witt attacked philosophy, reason, and human thought. And not in the manner of 
persuasion. I don't see that any credit is due just because some of his many foes 
were themselves fools.

It's not as if Witt was promoting clear thinking or writing. He wrote a bunch of 
nonsense and verbiage himself, as well as various disguised versions of the 
same.

He also says (95):
1. That every philosophical school is liable to degenerate in such a way that its 
problems become practically indistinguishable from pseudo-problems. This 
results from belief that one can philosophize without having been compelled to 
philosophize by problems arising outside philosophy. Genuine philosophical 
problems are always rooted in urgent problems outside philosophy, and they die 
if these roots decay.

I don't see anything wrong with all pure philosophical problems.



Life states with life. This leads to philosophy. When you have lots of different 
philosophy, you can find meta-problems: problems to do with connections or 
themes across many philosophical issues. These meta problems are not directly 
related to life but may be important because a breakthrough here may help solve 
various other philosophical problems (or it could do something else good).

a. There is no philosophical “trick” or technique for problem solving. Any method 
is legitimate if it leads to results capable of being rationally discussed.

Right, so Witt's method is illegitimate.

“What matters is not methods or techniques but a sensitivity to problems,

Just what Witt lacked so much that he denied any existed.

and a consuming passion for them; or, as the Greeks said, the gift of wonder.”
2. (96) The “prima facie” method of teaching philosophy – just reading 
philosophers, without having an understanding of the problem situation they 
were addressing – likely to lead to interpretation that the great philosophers 
were just spouting nonsense.

Popper thinks that perhaps “pure” philosophical problems “by and large” do not 
exist, since purity in this context means more loss of its original significance and 
a greater chance of descending into empty verbalism. (97) But philosophical 
problems still exist, even though they may grow out of other areas, if they are 
more closely connected in current discussion with problems and theories 
addressed by philosophers than the original field (98).

Witt’s doctrine result of thesis that all problems / statements in one of two 
classes :
factual statements,
logical statements.
This is designed to exclude philosophy.
Even accepting this (which Popper disputes), factual/logical problems still turn 
out which are philosophical.

Popper uses the example of Plato’s famous theory of Forms, and says that its 
development is connected to the discovery of the irrationality of the square root 
of 2.  (100)



Under early Pythagorean theory, plane figures, and even three-dimensional 
objects, had a numerical sequence/ratio which represented it (a Form); 
therefore in that sense everything could be characterized by numbers. (103)

Pythagoreans extended this to other concepts (table of opposites, 103). Idea of 
concept being reducible or understandable in terms of numbers extended to 
other stuff, like Beauty, Health, Knowledge. Plato borrowed heavily from this in 
formulating theory that True and Certain Knowledge of Forms was the legitimate 
knowledge (104).

Popper discusses primitive atomism of pythagoreans and their dot diagrams 
(104).
1) Then goes on to discuss Parmenides theory that change is only apparent 
(105)

For more on this, see Popper's _The World of Parmenides_. I think it's 
interesting.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 28, 2011 at 8:38 AM

On Dec 27, 4:06 am, Elliot Temple <c...@curi.us> wrote:
On Dec 24, 2011, at 10:30 PM, Rami Rustom wrote:

On Dec 21, 12:08 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 21, 2011, at 5:43 AM, Rami Rustom wrote:

On Dec 20, 1:03 am, Elliot Temple <c...@curi.us> wrote:
Yeah. Popper, Godwin, Burke, Xenophanes, Feynman, Rand, Mises -- all 
dead.

Richard Feynman was a physicist who introduced the ideas of nanotech
and quantum computing.  But I didn't see anything else. So I think
he's a specialist. I might have misunderstood you but I think you said
that the ones you mentioned are all generalists.

He knew about many things such as lock picking, picking up women, 
bureaucracy, music, and understanding stuff vs knowing names. Read _Surely 
You're Joking_ and watch some of his youtube clips.

Some of his themes are fallibilism, the difficulty of finding the truth, the ease of 
fooling oneself, and disregard for authority. He was a Popperian.

Also see:

http://www.lhup.edu/~DSIMANEK/cargocul.htm

So Feynman was a philosopher of science. But it seems that he hasn't
been credited for this. Is that right? But why not? Is it because he
doesn't have a PhD in Philosophy?

Feynman clearly identifies a big problem in science which is that it
is negatively affected by the pressure of earning the next grant. And
since the grant givers don't understand scientific integrity, the

http://www.lhup.edu/~DSIMANEK/cargocul.htm


scientist gives up some of the integrity.

And I think this is the same issue in education. Universities are
businesses and their primary goal is not education, but profit. The
more students they churn, the more profit they earn. Education is only
a secondary goal that must be achieved on some minimum level in order
to *earn* more customers (students). And whats worse is the way that
*education* is currently measured which is by psuedoscientific methods
like tests and class credits.

Even the ranking system in the military has recently changed to this
measuring method. In the past, soldiers were promoted based on their
work output as measured by their superiors. I've recently learned that
the new system is to increase rank based on education credits that
soldiers earn. So a higher ranked soldier, whom you would think is a
good leader, as was the case in the past, now is only a book worm that
possibly never saw battle and never lead one soldier. (I've learned
this from first-hand accounts so I can't provide any links).

Even businesses are affected by this psuedoscientific educational
measuring method. The vast majority of businesses trust education
degrees. Based on my experience, there is not much correlation between
capacity for good work and educational degrees. When I interview
people for hire, I don't even look at their resume. I simply ask
questions to determine their knowledge and their capacity to learn.

And of course the vast majority of citizens are affected by this too.
They trust experts and only experts. They believe that experts have
the degrees that *prove* that they know what their talking about. Take
physicians for example. People trust them so much because they believe
that they must know what their talking about because they got through
so many years of schooling. But most people think they know everything
related to the human body, even non-medical fields that physicians are
not trained in, like nutrition, chiropractic, acupuncture, etc. This
sickens me.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: Top Thinkers
Date: December 28, 2011 at 10:02 AM

On 12/28/2011 1:38 PM, Rami Rustom wrote:
So Feynman was a philosopher of science. But it seems that he hasn't
been credited for this. Is that right? But why not? Is it because he
doesn't have a PhD in Philosophy?

I think it's more because most people don't recognize what he's said as being 
philosophy. It doesn't use jargon so it doesn't look like what philosophy usually 
looks like.

Universities are
businesses and their primary goal is not education, but profit. The
more students they churn, the more profit they earn. Education is only
a secondary goal that must be achieved on some minimum level in order
to *earn* more customers (students). And whats worse is the way that
*education* is currently measured which is by psuedoscientific methods
like tests and class credits.

You say that the way education is measured is "worse," implying that you think 
the fact that universities are primarily seeking profit is bad. Why is that?

Here are two reasons why I think it's good:

* It makes it much simpler to reason about what Universities do or will do, 
because it's much easier to reason about whether a policy will increase or 
decrease profits than to reason about whether it will increase or decrease 
'education.' Especially considering that we don't have a good way of measuring 
'education,' as you say.
* It encourages Universities to be efficient.

I think it's true that people are generally bad at judging the value of education to 
themselves. There are a lot of hangups and coercion in this area (lots of kids get 
pressured to go to University by their parents, peers, intellectual culture, etc). It 
doesn't help that a University education is a very large and time-consuming thing 
that requires people to make a big commitment, so people get freaked out about 
it and don't look at it like they would if they were just buying a book on the topic.



Even the ranking system in the military has recently changed to this
measuring method. In the past, soldiers were promoted based on their
work output as measured by their superiors. I've recently learned that
the new system is to increase rank based on education credits that
soldiers earn. So a higher ranked soldier, whom you would think is a
good leader, as was the case in the past, now is only a book worm that
possibly never saw battle and never lead one soldier. (I've learned
this from first-hand accounts so I can't provide any links).

Are you talking about this? http://www.army.mil/article/53952/

While it's true that civilian university qualifications contribute to promotion, there 
are minimum time-in-service and time-in-grade requirements (which don't include 
time spent training) for promotion at each rank 
(https://www.hrc.army.mil/site/Active/select/Enlisted.htm) and there are limits on 
how many promotion points can be earned from one area (e.g. you can only get 
100 out of a maximum 800 for civilian education, 
http://usmilitary.about.com/od/armypromotions/l/blssgtpromrates.htm). 
Commanders can still elevate good people by letting them waive some of the 
time requirements, though they need to have more promotion points accordingly.

For officers, promotions are still done entirely by board review: 
https://www.hrc.army.mil/site/Active/select/CentPro.htm

- Richard

-- 

http://www.army.mil/article/53952/
https://www.hrc.army.mil/site/Active/select/Enlisted.htm
http://usmilitary.about.com/od/armypromotions/l/blssgtpromrates.htm
https://www.hrc.army.mil/site/Active/select/CentPro.htm


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 28, 2011 at 10:28 AM

For more on Burke and Godwin see:

http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

So was Godwin the guy that initiated the idea of ARR? Who developed it
further?

-- 

http://groups.google.com/group/beginning-of-infinity/browse_thread/th


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 28, 2011 at 10:48 AM

On Dec 28, 2011, at 7:28 AM, Rami Rustom wrote:

For more on Burke and Godwin see:

http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

So was Godwin the guy that initiated the idea of ARR? Who developed it
further?

I don't think so.

In the case of TCS, Godwin's ideas *could have been* the precursor and 
inspiration on a number of points, but as a matter of history they were not: 
Deutsch read Godwin after starting TCS.

ARR's history I know a little less about, but I think the main idea and point was/is 
to take the principles, ideas and attitudes of TCS and to apply them more 
generally.

To see a lot about the development, you can view archives back to 2000:

http://groups.yahoo.com/group/Autonomy-Respecting-Relationships/

-- Elliot Temple
http://curi.us/

-- 

http://groups.google.com/group/beginning-of-infinity/browse_thread/th
http://groups.yahoo.com/group/Autonomy-Respecting-Relationships/
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Deutsch's way of thinking IS methodical
Date: December 28, 2011 at 11:29 AM

On Dec 21, 2011, at 8:19 AM, Rami Rustom wrote:

It was suggested in a TCS article that Deutsch's way of thinking is
not methodical.

Specifically:

http://www.takingchildrenseriously.com/node/95

SL: But as a scientist don't you need to be free of distractions and work 
methodically?

DD: In my experience, scientific progress is never methodical. The answer to 
the question never comes from the route that one first thinks of. It never comes 
from even the hundredth route that one would have planned in advance. The 
conversation one has in the tea room is more important than the seminar that 
one is ostensibly attending. The paper that one comes across accidentally in the 
library is more important than the one that one went there to fetch.

Likewise, thinking that the research might be impeded by being ‘distracted’ 
suggests that there is some correct state of mind that you could be in that is not 
‘distracted’ – the state of mind which will lead to the answer, as opposed to the 
‘distracted’ one, which won't. But actually, since, as I said, scientific progress is 
very untidy and involves lots of back-tracking and it often involves going in a 
direction which one would have initially thought irrelevant, being ‘distracted’ is 
actually part of the very stuff of discovery, provided that one is distracted by 
things that seem to make sense.

So, to clarify, *intentionally* not methodical.

But I disagree. He follows his intuition. He follows
is trains of thought. He does not try to control them nor does he try
to prevent changing from one train to another. And he does what he can

http://www.takingchildrenseriously.com/node/95


to eliminate the external (and probably internal) things that impede
these trains of thought.

Methodical means *not* doing what you describe. It means doing something else 
instead: "done according to a systematic or established form of procedure"

Methodical means planning stuff out in advance and carefully proceeding in an 
organized way.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Deutsch's way of thinking IS methodical
Date: December 28, 2011 at 11:41 AM

On Dec 21, 2011, at 8:55 AM, Tanya Davison wrote:

On 21 December 2011 16:19, Rami Rustom <ramir.wx@gmail.com> wrote:

It was suggested in a TCS article that Deutsch's way of thinking is
not methodical. But I disagree. He follows his intuition. He follows
is trains of thought. He does not try to control them nor does he try
to prevent changing from one train to another. And he does what he can
to eliminate the external (and probably internal) things that impede
these trains of thought.

I set my phone to not beep when I'm deep in thought. I lock my door so
no one accidentally walks in. Oh I also work from home. I use a 47"
screen as my workspace and lots of papers and yes they are all lying
around. I have a dream journal next to my bed too.

So when your mind takes a tangent, let your work follow. This means
that you should not spend time tidying up your previous project and
that you shouldn't have to spend any time reopening your next project.
Because these things prevent you from switching projects (trains of
thought). And for some people, including me, this is especially
important because its very easy for me to lose my train of thought and
very hard to get it back.

This means also not planning any time frames for your thought trains.
It means not creating a schedule for your thought trains. Only your
unconscious knows what it wants when it wants it and your conscious
can not predict what it will want, so creating a schedule for your
thought trains is futile.

So it is our intuition that we should be creating a method around. I
think this is considered a methodology. Right?

I've been following my intuition exactly like Deutsch since late July
of this year and it has dramatically improved my work. This is
actually part of what my theory is about. I had already begun
formalizing this as a system. But then I stopped when learned that



other people think very differently than I do. But I wonder if it is
any different the manner described above.

Shouldn't this method work for everyone?

This method is very good at getting you what you want right now, but not
very good at if you also want to do something bigger that, say, you want
done by the end of the week.

No. For example, David used his method to produce two books over a span of 
many years. His projects aren't limited to a couple days duration; they can be big.

I think people aim for a plan and admire the
person who stays focused on that plan for a few reasons. People tend to
admire having long term goals, I guess to do with how important people
think it is to secure your future over enjoying now. Related its admirable
to be focused, to work hard even if you don't enjoy it.

Why is hurting oneself admirable?

Who is gaining anything from such actions? Others are benefitting? That would 
be altruism, which is bad.

But there are actually a great deal of problem with as you say 'creating a
schedule for your thought'. One that you say, which is that your 'gut' is
actually much better equipped at guessing what you'll enjoy than your
conscious decisions.

One has to judge ideas on their content and merits, not their source. Ideas from 
the 'gut' are not privileged as good anymore than they are anti-privileged as bad.

Two planning always is future predicting, which is a
pretty bad thing to do when the cost of getting it wrong is your own
progress and fulfilment.

You should prefer the method you describe over planning it. But people
don't always know how to do that and have bigger, more time taking
projects, so they end up preferring planning it instead. Really however it



should be a matter of problem solving certain things on top of what you
described.

The basic way to continue with a project over time is to *prefer* it.

Note that if one prefers to work on a project, being forced by a plan is useless: 
one would work on it anyway, voluntarily.

So the concept of being pressured or forced into continuing with a project by a 
plan is only really applicable in the cases where one wouldn't work on it 
otherwise, so the plan results in a change of behavior. In this case, the plan is a 
commitment to violate one's own preferences and hurt oneself.

If it's actually a good idea to work on the project more, one ought to prefer it. If 
one doesn't, either it's a bad project (at this moment) or he should learn more 
about it in order to tentatively reach a conclusion he prefers and can accept.

People who find that if they do what they prefer then they never accomplish any 
big projects *that they think they want to*, need to be more introspective and gain 
more understanding of their preferences as a first step.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Deutsch's way of thinking IS methodical
Date: December 28, 2011 at 1:57 PM

On Dec 28, 10:29 am, Elliot Temple <c...@curi.us> wrote:
On Dec 21, 2011, at 8:19 AM, Rami Rustom wrote:

It was suggested in a TCS article that Deutsch's way of thinking is
not methodical.

Specifically:

http://www.takingchildrenseriously.com/node/95

SL: But as a scientist don't you need to be free of distractions and work 
methodically?

DD: In my experience, scientific progress is never methodical. The answer to 
the question never comes from the route that one first thinks of. It never comes 
from even the hundredth route that one would have planned in advance. The 
conversation one has in the tea room is more important than the seminar that 
one is ostensibly attending. The paper that one comes across accidentally in 
the library is more important than the one that one went there to fetch.

Likewise, thinking that the research might be impeded by being ‘distracted’ 
suggests that there is some correct state of mind that you could be in that is 
not ‘distracted’ – the state of mind which will lead to the answer, as opposed to 
the ‘distracted’ one, which won't. But actually, since, as I said, scientific 
progress is very untidy and involves lots of back-tracking and it often involves 
going in a direction which one would have initially thought irrelevant, being 
‘distracted’ is actually part of the very stuff of discovery, provided that one is 
distracted by things that seem to make sense.

So, to clarify, *intentionally* not methodical.

But I disagree. He follows his intuition. He follows
is trains of thought. He does not try to control them nor does he try
to prevent changing from one train to another. And he does what he can
to eliminate the external (and probably internal) things that impede
these trains of thought.

http://www.takingchildrenseriously.com/node/95


Methodical means *not* doing what you describe. It means doing something 
else instead: "done according to a systematic or established form of procedure"

Methodical means planning stuff out in advance and carefully proceeding in an 
organized way.

I think I know what you're saying so let me confirm. You mean that the
term *methodical*, as used in Deutsch's argument, suggests that future
work is planned. And the way I used the term, Deutsch's way of working
*is* methodical but that there is no planning of future work. So I
think Deutsch was saying that there isn't a method so that others
wouldn't confused the idea of a method with the misconception that a
method necessarily means that there is planning of future work.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Deutsch's way of thinking IS methodical
Date: December 28, 2011 at 2:04 PM

On Dec 28, 10:41 am, Elliot Temple <c...@curi.us> wrote:
On Dec 21, 2011, at 8:55 AM, Tanya Davison wrote:

On 21 December 2011 16:19, Rami Rustom <ramir...@gmail.com> wrote:

It was suggested in a TCS article that Deutsch's way of thinking is
not methodical. But I disagree. He follows his intuition. He follows
is trains of thought. He does not try to control them nor does he try
to prevent changing from one train to another. And he does what he can
to eliminate the external (and probably internal) things that impede
these trains of thought.

I set my phone to not beep when I'm deep in thought. I lock my door so
no one accidentally walks in. Oh I also work from home. I use a 47"
screen as my workspace and lots of papers and yes they are all lying
around. I have a dream journal next to my bed too.

So when your mind takes a tangent, let your work follow. This means
that you should not spend time tidying up your previous project and
that you shouldn't have to spend any time reopening your next project.
Because these things prevent you from switching projects (trains of
thought). And for some people, including me, this is especially
important because its very easy for me to lose my train of thought and
very hard to get it back.

This means also not planning any time frames for your thought trains.
It means not creating a schedule for your thought trains. Only your
unconscious knows what it wants when it wants it and your conscious



can not predict what it will want, so creating a schedule for your
thought trains is futile.

So it is our intuition that we should be creating a method around. I
think this is considered a methodology. Right?

I've been following my intuition exactly like Deutsch since late July
of this year and it has dramatically improved my work. This is
actually part of what my theory is about. I had already begun
formalizing this as a system. But then I stopped when learned that
other people think very differently than I do. But I wonder if it is
any different the manner described above.

Shouldn't this method work for everyone?

This method is very good at getting you what you want right now, but not
very good at if you also want to do something bigger that, say, you want
done by the end of the week.

No. For example, David used his method to produce two books over a span of 
many years. His projects aren't limited to a couple days duration; they can be 
big.

I think people aim for a plan and admire the
person who stays focused on that plan for a few reasons. People tend to
admire having long term goals, I guess to do with how important people
think it is to secure your future over enjoying now. Related its admirable
to be focused, to work hard even if you don't enjoy it.

Why is hurting oneself admirable?

Who is gaining anything from such actions? Others are benefitting? That would 
be altruism, which is bad.

Oh. I thought altruism is good. Although I've lately made many
arguments to my family members that selfishness is not necessarily bad
and that sometimes, selfishness is preferable because it can lead to
altruism. For example, the instructions in an airplane explain that if
the cabin pressure drops and the air masks come down each person is to



setup their own mask first and then others. This is selfish first,
then altruistic second. And if someone were to try to be altruistic
first, then they could lose consciousness and fail to put the mask on
to the one they are helping and to themselves. So the intent of
altruism first could lead to failing to be altruistic, but the attempt
of selfishness first can allow someone to then be altruistic.

But there are actually a great deal of problem with as you say 'creating a
schedule for your thought'. One that you say, which is that your 'gut' is
actually much better equipped at guessing what you'll enjoy than your
conscious decisions.

One has to judge ideas on their content and merits, not their source. Ideas from 
the 'gut' are not privileged as good anymore than they are anti-privileged as 
bad.

Two planning always is future predicting, which is a
pretty bad thing to do when the cost of getting it wrong is your own
progress and fulfilment.

You should prefer the method you describe over planning it. But people
don't always know how to do that and have bigger, more time taking
projects, so they end up preferring planning it instead. Really however it
should be a matter of problem solving certain things on top of what you
described.

The basic way to continue with a project over time is to *prefer* it.

Note that if one prefers to work on a project, being forced by a plan is useless: 
one would work on it anyway, voluntarily.

So the concept of being pressured or forced into continuing with a project by a 
plan is only really applicable in the cases where one wouldn't work on it 
otherwise, so the plan results in a change of behavior. In this case, the plan is a 
commitment to violate one's own preferences and hurt oneself.

If it's actually a good idea to work on the project more, one ought to prefer it. If 
one doesn't, either it's a bad project (at this moment) or he should learn more 
about it in order to tentatively reach a conclusion he prefers and can accept.



People who find that if they do what they prefer then they never accomplish any 
big projects *that they think they want to*, need to be more introspective and 
gain more understanding of their preferences as a first step.

-- Elliot Templehttp://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 28, 2011 at 2:32 PM

On Dec 28, 9:48 am, Elliot Temple <c...@curi.us> wrote:
On Dec 28, 2011, at 7:28 AM, Rami Rustom wrote:

For more on Burke and Godwin see:

http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

So was Godwin the guy that initiated the idea of ARR? Who developed it
further?

I don't think so.

In the case of TCS, Godwin's ideas *could have been* the precursor and 
inspiration on a number of points, but as a matter of history they were not: 
Deutsch read Godwin after starting TCS.

ARR's history I know a little less about, but I think the main idea and point was/is 
to take the principles, ideas and attitudes of TCS and to apply them more 
generally.

To see a lot about the development, you can view archives back to 2000:

Ah so Deutsch came up with the theory of ARR and TCS. And I realize
that these ideas originate from liberalism.

But are there ideas in ARR and TCS that could be applied back to
politics and then to other fields like economics?

For example, consider the idea of finding common preferences. I find
that I already do this in my business relationships and I've had
vendors get confused (or upset) when I initiate a relationship using
my method whereby we outline each others expectations, and if the one
party's expectations are not acceptable by the other party, then the
relationship doesn't start. My term *expectations* could be reworded
to *preferences*.

http://groups.google.com/group/beginning-of-infinity/browse_thread/th


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Top Thinkers
Date: December 28, 2011 at 3:01 PM

On Dec 28, 9:02 am, Richard Fine <richard.f...@gmail.com> wrote:
On 12/28/2011 1:38 PM, Rami Rustom wrote:

So Feynman was a philosopher of science. But it seems that he hasn't
been credited for this. Is that right? But why not? Is it because he
doesn't have a PhD in Philosophy?

I think it's more because most people don't recognize what he's said as
being philosophy. It doesn't use jargon so it doesn't look like what
philosophy usually looks like.

I wonder if my history of not learning philosophy in highschool and
university had a positive affect on my thinking rather than a negative
one. I only starting learning philosophy since July 2011 and I started
with the Socratic Method. Since then, but before finding this email
list, I was reading a bunch of stuff that apparently is all bad
philosophy, which is probably why I didn't understand much of it.

I felt very confused because very little of it reconciled with my
knowledge set. In my university education, I majored in Physics and I
basically minored in Math, Chemistry, and Biology. Since my university
years, which is 12 years now, I learned in the real world as an
entrepreneur and from books that I chose to help me learn business and
technical concepts which included additional scientific fields like
psychology and economics. I was also interested in history and
politics so there was some learning here too.

Universities are
businesses and their primary goal is not education, but profit. The
more students they churn, the more profit they earn. Education is only
a secondary goal that must be achieved on some minimum level in order
to *earn* more customers (students). And whats worse is the way that
*education* is currently measured which is by psuedoscientific methods
like tests and class credits.

You say that the way education is measured is "worse," implying that you



think the fact that universities are primarily seeking profit is bad.
Why is that?

I guess I said *worse* because I am inclined to think that University
should be free. Although if we could fix the primary education (12
years before university), then University wouldn't need to be free
because the first 12 years could be sufficient to get people to become
autonomous learners.

Here are two reasons why I think it's good:

* It makes it much simpler to reason about what Universities do or will
do, because it's much easier to reason about whether a policy will
increase or decrease profits than to reason about whether it will
increase or decrease 'education.' Especially considering that we don't
have a good way of measuring 'education,' as you say.
* It encourages Universities to be efficient.

I like this argument. I think we should apply it to the first 12 years
also. I like the idea of letting schools compete with each other for
students. The government would pay on behalf of the student, but the
student could choose any school they wanted. Of course there would be
waiting lists for the best schools so it doesn't seem as good as I
described. I think this is what is called 'Charter Schools.'

I think it's true that people are generally bad at judging the value of
education to themselves. There are a lot of hangups and coercion in this
area (lots of kids get pressured to go to University by their parents,
peers, intellectual culture, etc). It doesn't help that a University
education is a very large and time-consuming thing that requires people
to make a big commitment, so people get freaked out about it and don't
look at it like they would if they were just buying a book on the topic.

Maybe a solution would be to remove the certification and degrees.
Keep the education, but get rid of the stupid paper that supposedly
proves that sufficient learning occurred.

Even the ranking system in the military has recently changed to this
measuring method. In the past, soldiers were promoted based on their
work output as measured by their superiors. I've recently learned that



the new system is to increase rank based on education credits that
soldiers earn. So a higher ranked soldier, whom you would think is a
good leader, as was the case in the past, now is only a book worm that
possibly never saw battle and never lead one soldier. (I've learned
this from first-hand accounts so I can't provide any links).

Are you talking about this?http://www.army.mil/article/53952/

While it's true that civilian university qualifications contribute to
promotion, there are minimum time-in-service and time-in-grade
requirements (which don't include time spent training) for promotion at
each rank (https://www.hrc.army.mil/site/Active/select/Enlisted.htm) and
there are limits on how many promotion points can be earned from one
area (e.g. you can only get 100 out of a maximum 800 for civilian
education,http://usmilitary.about.com/od/armypromotions/l/blssgtpromrates.htm).
Commanders can still elevate good people by letting them waive some of
the time requirements, though they need to have more promotion points
accordingly.

For officers, promotions are still done entirely by board 
review:https://www.hrc.army.mil/site/Active/select/CentPro.htm

Looks like very little of what I heard from my military friend was
accurate. I'll talk to him again and if there is more to say then I'll
get back to you.

--Rami

http://www.army.mil/article/53952/
https://www.hrc.army.mil/site/Active/select/Enlisted.htm
http://usmilitary.about.com/od/armypromotions/l/blssgtpromrates.htm
https://www.hrc.army.mil/site/Active/select/CentPro.htm


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 28, 2011 at 6:07 PM

On Dec 28, 2011, at 11:32 AM, Rami Rustom wrote:

On Dec 28, 9:48 am, Elliot Temple <c...@curi.us> wrote:
On Dec 28, 2011, at 7:28 AM, Rami Rustom wrote:

For more on Burke and Godwin see:

http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

So was Godwin the guy that initiated the idea of ARR? Who developed it
further?

I don't think so.

In the case of TCS, Godwin's ideas *could have been* the precursor and 
inspiration on a number of points, but as a matter of history they were not: 
Deutsch read Godwin after starting TCS.

ARR's history I know a little less about, but I think the main idea and point 
was/is to take the principles, ideas and attitudes of TCS and to apply them 
more generally.

To see a lot about the development, you can view archives back to 2000:

Ah so Deutsch came up with the theory of ARR and TCS. And I realize
that these ideas originate from liberalism.

But are there ideas in ARR and TCS that could be applied back to
politics and then to other fields like economics?

For example, consider the idea of finding common preferences. I find
that I already do this in my business relationships and I've had
vendors get confused (or upset) when I initiate a relationship using
my method whereby we outline each others expectations, and if the one

http://groups.google.com/group/beginning-of-infinity/browse_thread/th


party's expectations are not acceptable by the other party, then the
relationship doesn't start. My term *expectations* could be reworded
to *preferences*.

Yes there are connections, e.g. all interactions should be common preferences 
(anything else causes TCS-coercion).

That's not to say one should never TCS-coerce anyone. If he's shooting at you -- 
if he doesn't want a common preference and violates your rights -- then go 
ahead. But he shouldn't do that, a CP would be better for all of you.

However, I don't think you describe a common preference finding process. Part of 
the process is *creating new preferences* and *changing one's mind*. Simply 
giving up if people's initial preferences are incompatible is not what TCS talks 
about.

In the business world, giving up easily is often (not always) wise, and can be a 
minimal common preference (you both agree to it, no problem). But that sort of 
common preference -- agreeing to respect each other's rights and leave each 
other alone -- is more like a cousin of what TCS talks about with solving family 
problems in ways everyone prefers, it's related and meets some formal criteria for 
being a CP, but it's not really the same thing.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 28, 2011 at 6:39 PM

On Dec 28, 5:07 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 28, 2011, at 11:32 AM, Rami Rustom wrote:

On Dec 28, 9:48 am, Elliot Temple <c...@curi.us> wrote:
On Dec 28, 2011, at 7:28 AM, Rami Rustom wrote:

For more on Burke and Godwin see:

http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

So was Godwin the guy that initiated the idea of ARR? Who developed it
further?

I don't think so.

In the case of TCS, Godwin's ideas *could have been* the precursor and 
inspiration on a number of points, but as a matter of history they were not: 
Deutsch read Godwin after starting TCS.

ARR's history I know a little less about, but I think the main idea and point 
was/is to take the principles, ideas and attitudes of TCS and to apply them 
more generally.

To see a lot about the development, you can view archives back to 2000:

Ah so Deutsch came up with the theory of ARR and TCS. And I realize
that these ideas originate from liberalism.

But are there ideas in ARR and TCS that could be applied back to
politics and then to other fields like economics?

For example, consider the idea of finding common preferences. I find
that I already do this in my business relationships and I've had

http://groups.google.com/group/beginning-of-infinity/browse_thread/th


vendors get confused (or upset) when I initiate a relationship using
my method whereby we outline each others expectations, and if the one
party's expectations are not acceptable by the other party, then the
relationship doesn't start. My term *expectations* could be reworded
to *preferences*.

Yes there are connections, e.g. all interactions should be common preferences 
(anything else causes TCS-coercion).

Oops I should have asked a different question. Are their any business
philosophy books that discuss the process of finding common
preferences? What about political philosophy? I'm guessing the answer
is no because the *process of finding common preferences* idea is new.

That's not to say one should never TCS-coerce anyone. If he's shooting at you -
- if he doesn't want a common preference and violates your rights -- then go 
ahead. But he shouldn't do that, a CP would be better for all of you.

However, I don't think you describe a common preference finding process. Part 
of the process is *creating new preferences* and *changing one's mind*. Simply 
giving up if people's initial preferences are incompatible is not what TCS talks 
about.

Yes I forgot to mention that there is a negotiation process so either
party is likely to change expectations/preferences.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Top Thinkers
Date: December 28, 2011 at 7:29 PM

On Dec 28, 2011, at 12:01 PM, Rami Rustom wrote:

On Dec 28, 9:02 am, Richard Fine <richard.f...@gmail.com> wrote:
On 12/28/2011 1:38 PM, Rami Rustom wrote:

Universities are
businesses and their primary goal is not education, but profit. The
more students they churn, the more profit they earn. Education is only
a secondary goal that must be achieved on some minimum level in order
to *earn* more customers (students). And whats worse is the way that
*education* is currently measured which is by psuedoscientific methods
like tests and class credits.

You say that the way education is measured is "worse," implying that you
think the fact that universities are primarily seeking profit is bad.
Why is that?

I guess I said *worse* because I am inclined to think that University
should be free.

You mean paid for entirely by charity?

I don't think that's a very good idea. For example, I might want lessons from a 
particular person. But he has other stuff to do and doesn't want to work for low 
pay at a charity organization. But by paying him (more than my share of the 
charitable donations would allow) and having a commercial transaction, I could 
perhaps get my lessons. So we'd both benefit, whereas if we were limited to 
using charity then I would not get my lessons.

Of course you're welcome to persuade anyone who wants to to donate their 
money to charity to give free education to whoever. There is some place for that 
but I don't think it should be the standard or only model for university.

I like the idea of letting schools compete with each other for
students. The government would pay on behalf of the student, but the



student could choose any school they wanted.

What if I don't want to give the Government my money to pay for John Doe's 
schooling?

I think it's true that people are generally bad at judging the value of
education to themselves. There are a lot of hangups and coercion in this
area (lots of kids get pressured to go to University by their parents,
peers, intellectual culture, etc). It doesn't help that a University
education is a very large and time-consuming thing that requires people
to make a big commitment, so people get freaked out about it and don't
look at it like they would if they were just buying a book on the topic.

Maybe a solution would be to remove the certification and degrees.
Keep the education, but get rid of the stupid paper that supposedly
proves that sufficient learning occurred.

Schools shouldn't do certification (which is at odds with educating), but I think it's 
legitimate for independent companies to offer testing/certification services. I'm not 
sure how useful that is, but I don't want to rule it out. If it's a bad idea, people 
should simply not use such services.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Negotiation (was: Top Thinkers)
Date: December 28, 2011 at 7:39 PM

On Dec 28, 2011, at 3:39 PM, Rami Rustom wrote:

On Dec 28, 5:07 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 28, 2011, at 11:32 AM, Rami Rustom wrote:

On Dec 28, 9:48 am, Elliot Temple <c...@curi.us> wrote:
On Dec 28, 2011, at 7:28 AM, Rami Rustom wrote:

For more on Burke and Godwin see:

http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

So was Godwin the guy that initiated the idea of ARR? Who developed it
further?

I don't think so.

In the case of TCS, Godwin's ideas *could have been* the precursor and 
inspiration on a number of points, but as a matter of history they were not: 
Deutsch read Godwin after starting TCS.

ARR's history I know a little less about, but I think the main idea and point 
was/is to take the principles, ideas and attitudes of TCS and to apply them 
more generally.

To see a lot about the development, you can view archives back to 2000:

Ah so Deutsch came up with the theory of ARR and TCS. And I realize
that these ideas originate from liberalism.

But are there ideas in ARR and TCS that could be applied back to
politics and then to other fields like economics?

http://groups.google.com/group/beginning-of-infinity/browse_thread/th


For example, consider the idea of finding common preferences. I find
that I already do this in my business relationships and I've had
vendors get confused (or upset) when I initiate a relationship using
my method whereby we outline each others expectations, and if the one
party's expectations are not acceptable by the other party, then the
relationship doesn't start. My term *expectations* could be reworded
to *preferences*.

Yes there are connections, e.g. all interactions should be common preferences 
(anything else causes TCS-coercion).

Oops I should have asked a different question. Are their any business
philosophy books that discuss the process of finding common
preferences? What about political philosophy? I'm guessing the answer
is no because the *process of finding common preferences* idea is new.

It's pretty much "no". One of the closest things would be reading William Godwin 
who understands a lot of these issues.

That's not to say one should never TCS-coerce anyone. If he's shooting at you 
-- if he doesn't want a common preference and violates your rights -- then go 
ahead. But he shouldn't do that, a CP would be better for all of you.

However, I don't think you describe a common preference finding process. Part 
of the process is *creating new preferences* and *changing one's mind*. 
Simply giving up if people's initial preferences are incompatible is not what 
TCS talks about.

Yes I forgot to mention that there is a negotiation process so either
party is likely to change expectations/preferences.

Negotiation is a bit different than CP finding, though it can achieve CPs 
sometimes (especially the minimal leave-each-other-alone type, commonly).

A common theme in business negotiations is compromise. I'll give in about X if 
you give in about Y. Each side focuses on protecting their own interests and there 
seem to be many compromises.



That's different than seeking an objective truth and persuading each other of it 
and agreeing it's best for everyone.

However, the business negotiations are better than they may seem. The reason 
is many of those "compromises" are not really compromises. A real compromise 
might be if a musician did a contract where he has to do ads he disapproves of, 
and he feels bad and conflicted. That can happen.

But there are also things that look like compromises but which are actually OK 
and non-TCS-coercive. This happens a lot when the things being negotiated all 
have primarily or entirely monetary value to both sides. For example, a supplier 
might agree to be paid 90 days after delivery instead of 30 days. Doing this is the 
equivalent of giving up a certain amount of money (60 days of interest on the bill 
total). If, in return, they get paid more, or get something else of monetary value, 
they could come out *purely ahead* rather than it actually being a compromise. 
Or as long as they are coming out well overall, even if they give stuff up in the 
negotiations they still benefit and make money, so it's OK, not a compromise.

A lot of business negotiations are really about divvying up (monetary) benefit 
between two business partners, and any concessions made here are not 
compromises where one gets a mixed result, one is still getting a positive result 
where he benefits and whole-heartedly prefers to do the business deal.

One way to think of this is that when there are two or more different types of 
values in play (like money and distaste for participating in some types of ads), 
then there can be a compromise (where one gains regarding one value but 
sacrifices regarding the other). When everything being negotiated actually boils 
down just to money, there can't be a compromise of one value against another.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 28, 2011 at 8:09 PM

On Dec 27, 4:06 am, Elliot Temple <c...@curi.us> wrote:
On Dec 24, 2011, at 10:30 PM, Rami Rustom wrote:

On Dec 21, 12:08 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 21, 2011, at 5:43 AM, Rami Rustom wrote:

On Dec 20, 1:03 am, Elliot Temple <c...@curi.us> wrote:
Yeah. Popper, Godwin, Burke, Xenophanes, Feynman, Rand, Mises -- all 
dead.

Mises's mathematical model of economy proves Marx's idea of socialism
wrong. Of course no government is capable of calculating all the needs
to be calculated in order to control an economy as socialism suggests.
I've been very interested in how money and inflation work and how a
government should be handling it. Is Mises the one to read to learn
this?

I'd suggest trying Mises.

But his economics stuff is not always the most accessible or short. (But it's 
easier reading, and truer, than Hayek.)

You might see if you can find some answers here more easily:

http://www.fee.org/library/books/economics-in-one-lesson/

Also: the Government shouldn't be handling it.

So we should not have a central bank; I hate how our Federal Reserve
just prints money willy nilly. I think Thomas Jefferson and most of
our founding fathers were against it.

About economics in general though, and more generally politics,
Hazlitt points out (in the link you provided) that today's economists

http://www.fee.org/library/books/economics-in-one-lesson/


don't consider the long-term effects of policies. I always thought
that some economists actually do this correctly, but that politicians
care not to listen, and citizens also don't listen.

I want to describe a simple mathematical model to explain Hazlitt's
point. Consider the PID loop (method). It is commonly used to control
a heating element in order to control the temperature of an oven so
that a soldering process follows a certain temperature over time curve
that is specific to a certain solder (alloy). The idea is that there
exists an ideal temperature over time curve for each alloy and if the
actual curve deviates enough from the ideal, then the solder doesn't
work.

In the PID equation, there are 3 terms; one that measures position,
one that measures velocity, and one that measures acceleration; 0th,
1st, and 2nd order respectively. Each of the terms has its own
constant. The best constants are those that are most ideal for the
specific system in question. The process of finding the best constants
is called tuning. If the tuning is done badly, i.e. the constants are
not the most ideal for said system, then the actual curve will deviate
significantly from the ideal curve. And as you might guess, the
acceleration constant (2nd order) is more important than the velocity
constant (1st order), and the velocity constant more important than
the position constant (0th order). This means that error in the
acceleration constant will cause a more wildly deviating actual curve
as compared to a comparable error in the velocity constant; and
similarly an error in the velocity constant will cause a more wildly
deviating actual curve as compared to a comparable error in the
position constant.

When our politicians make laws that only consider today's situation it
is like we are only considering the position constant (0th order) of a
PID loop. Our law-making should also consider the velocity (1st order)
and acceleration (2nd order) constants.

An example of a 0th order law is raising the debt ceiling so that we
can pay our bills. A 1st order law is lowering interest rates in hopes
of increasing business spending. A 2nd order law is outlawing the
printing of money by the Federal Reserve. I think we could also
consider a 3rd order law; one in which the process of law-making is



changed (metalaw).

I think that we should have a 4th branch of government that more
closely represents the citizenry. Citizens would serve very short
terms like a weekend. The 4th branch would only be responsible for
some specific classes of 2nd and 3rd order laws. I think the
methodology should follow the ideas of James Fishkin in _When the
People Speak_ such as Deliberative Polls and Deliberation Day.



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Free Will
Date: December 29, 2011 at 10:49 AM

On 19 Nov 2011, at 13:36, Matjaž Leonardis wrote:

2011/11/18 Elliot Temple <curi@curi.us>
Free will is a commonsense idea which is, basically, true.

Yesterday I could have phoned my friend Jack. I didn't. I had a working phone. 
I had time, if I wanted. I had his phone number. There was nothing stopping 
me from doing it. It was within my power to phone him.

There were other things I could have done. I could have cooked a pasta 
dinner. I could have read any book on my bookshelf. I could have visited any 
public website I wanted, or put any search terms I wanted into Google. I had a 
very large number of things I could have done.

This describes the plain fact that people have choices. There isn't only one 
thing they are capable of doing. There are many, and they choose which to do.

Free will says more than that. It says people have choices and that those 
choices are "free": uncontrolled.

If our choices are controlled by fate or by God's plan, then that's not free will. 
Fate or God chooses which books I read or don't read, not me. It's only free 
will if I am the one doing the choosing.

What does it mean for me to choose? It means that my mind chooses. It 
means my ideas are what matters. If my ideas determine which result I get -- if 
I get what I decide I want -- then I have chosen. If I decided to read a book but 
then went skydiving instead, because fate wanted me to, then I did not choose.

You seem to be saying that free will basically means that your ideas determine 
what you will do.

Choosing something means acting on your ideas.

No, choosing something means creating a new idea about what to do.



Having another choice basically means "I would have acted in that way, if my 
ideas were different".

Yes. But it's the new ideas that would be different when you make different 
choices, not the ones you had before.

Is this ok?

Does my computer have free will as well?

Its programming determines what it will do. It does (chooses) what its 
programming tells it to do. And it had other choices - which it would follow, if it 
had different programming.

Computers don't create new ideas, so they can't have choice. It doesn't have a 
choice about what to do, it just does one thing. There's no possibility of thinking of 
a different thing to do.

--
Lulie Tanett



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Self-Psychotherapy: How to override your unconscious
Date: December 29, 2011 at 8:23 AM

On Dec 26, 8:52 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Dec 15, 2:20 pm, Elliot Temple <c...@curi.us> wrote:

On Dec 15, 2011, at 11:48 AM, Rami Rustom wrote:

On Dec 14, 3:24 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 14, 2011, at 1:05 PM, Rami Rustom wrote:

On Dec 14, 11:45 am, Elliot Temple <c...@curi.us> wrote:
On Dec 11, 2011, at 12:39 AM, Rami Rustom wrote:

On Dec 8, 4:43 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 7, 2011, at 3:30 PM, Rami Rustom wrote:

When that person
has a strong emotion such as an instantaneous sadness over a

friend’s
death, the processing becomes inefficient and erratic. A person
experiencing a temper tantrum is temporarily stupid (I know this

first
hand).

The parenthetical is a poor argument (appeal to authority of
experience rather than rational explanation), and also a demeaning way to
think about children.

I wasn't referring to children. I am 33 and still have temper



tantrums. My parenthetical argument was meant to make others feel
less

bad about their temper tantrums; because I felt very bad about
mine. I

thought something was wrong with me. Of course something was; 
and
still is a bit maybe. I am conveying that a temper tantrum in a

child
is equivalent to a temper tantrum in an adult. The only difference

is
that adults have learned better habits to cope, prevent, and reduce
the severity of these events.

I think it's demeaning to anyone to consider their behavior a
"tantrum" and to deny their role as a responsible agent making choices.
There are reasons behind people's decisions and "tantrum" does not explain
or consider their reasons.

I agree that there are reasons. But the outbursts do occur. Or are
there people who never have emotional outbursts?

Whether or not there are now, there can be such people.

Calling some disagreements "outbursts" by one party is not a
truth-seeking way to approach the situation. Disagreements are
disagreements, either side could be right. One shouldn't assume which side
is right or declare some people's ideas "outbursts" which means
illegitimate and not worth rational consideration.

The outbursts I'm referring are not in the context of a human to human
interaction.

Then how are you aware of outbursts by anyone but yourself?

I've discussed it with others.

So they do play a role in human-human interaction.



I'm confused still. If a person is sad when they think of a friend's
death, how is this an example of a human to human interaction? Is it
because of the idea that the person thinks of, and that idea involves
a human to human interaction?

(Which, btw, you couldn't discuss with anyone without them sending a
message in human-human interaction.)

Yes the discussion of it, is a human-human interaction.

Not am I saying that ideas are outbursts. I'm referring
to what occurs when for example, a person hears a song that reminds
him of his dead friend, and that thought causes a strong negative
emotion, which thereby causes an outburst of worry, i.e. an anxiety
attack.

And how exactly do you know this performance is not a communication?

I'm confused. I described only one live person and a dead person. How can
there be a communication?

Here we are, discussing it. That's grounds for considering it a communication.

One thing that happens is people learn to act sad about a dead friend, and it 
becomes their lifestyle, and they still do it when no one is around, and also in 
public. That's a social communication.

Yes. And btw, since I explained my Self-Psychotherapy article (and



especially the chart), my GM has told me that he no longer has the
negative thoughts when he hears that song. He has unlearned it. He has
learned to think rationally about it. Now he is able to enjoy that
song again.

I'm confused. Its stereotypical because its part of the human
condition.

No it's parochial and cultural.

The outburst I'm referring to are the ones that we can't directly control
because they are caused by the unconscious. A trauma can cause worry. 
That
worry, if left untreated, can cause an anxiety attack. Isn't this part of
the human condition?

The unconscious memes people have that they can't directly control are 
learned from their culture/parents/selves, they aren't genetic.

Yes. One meme that I think my GM had was believing that it was his
fault that he didn't do something to stop his friend from committing
suicide. He used to think that he had a chance to help his friend if
only he had returned his call quicker.

I've learned another way to describe this. The trauma he experienced
caused a trigger to be created. The trigger gets tripped when he hears
that song. After studying how the mind works, and rationally thinking
about the trauma, he was able to unwire of the trigger. Unwiring is
unlearning. So is a trigger a meme?

I added a couple of paragraphs to the end of the Self-Psychotherapy
article explaining the concept of the idea, the trigger, etc. Could
you chop it up like you did the rest of the article? I have very
little experience with this stuff so I know that it needs a lot of
tuning. Oh and I need to cite you. How do I do that?

It is important to understand the nature of thoughts that cause
negative emotions. Thoughts are ideas. The idea is the problem. Many
people think that some problems are not solvable. But this is not



true. All problems are solvable, even traumas that cause anxiety
attacks. And medicine is not the solution; it is only a patch up.
Patches don’t last forever. Solutions to problems do. So how do you
find the solution to the problem? You should think about the problem
rationally. Ask yourself rational questions, truth-seeking questions.
What caused the trauma? Why are you upset about it? Do you blame
yourself? Why do you blame yourself? Could you have done better? Do
you expect to be perfect? But no one is perfect so why blame yourself?
These sorts of questions are rational questions that get to the heart
of the problem. They work to reveal the truth about the trauma and why
it is still negatively affecting you.

Realize that a trauma caused the unconscious to install a trigger; to
*learn* a trigger. You (your conscious) was irrationally thinking
about the trauma when this occurred. When the trigger gets tripped,
the unconscious produces the thought and serves it up to the
conscious. If left unattended, an emotional outburst will soon follow.
When you reveal the truth about the trauma and the cause of your
negative emotions, this is equivalent to unwiring the trigger. You
(your conscious) will have successfully uninstalled the trigger. You
will have unlearned what you irrationally learned previously.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Have any of you written any poems? Or similar literature?
Date: December 29, 2011 at 8:55 AM

I'm just interested to know whether philosophy/math minds can also be
artistic minds.

Are these things mutually exclusive? I know that some people in
history were great at both; like Da Vinci. But it seems very uncommon.
Is his mind the exception or the rule?

I'm an INTP/Aspie. I've always thought that my mind is not capable of
art. I've always thought that I'm not capable of understanding
emotions the way other people do.

But I've recently learned that the mind has a great capacity to rewire
itself. So I have a hunch that with the right kind of activities, I
can rewire my brain so that I can understand emotions the way other
people do. And I think I've had some success.

I've talked to somebody about this and she asked me some questions
that revealed why I might be the way I am, at least partly. I've never
read any literature or even any nonfiction. I don't spend much time in
social engagements. So she suggested that I read some literature. That
I write some poems.

I haven't read any literature yet but I have written a poem. And as
soon as I did, something happened that has never happened to me
before. I saw a visual in the blackness of my eyes closed. Btw, I've
used drugs to produce visuals before but even that stopped as soon as
I was trying to reproduce it.

A moment after writing my poem I saw a square frame in the middle of
the blackness that was the size of my hand about 9 inches from my
face. Coming through the window were letters and they were coming
fast. There were no colors; the frame of the square and the letters
were white.

I explained this experience to an artist and found out that he
commonly has visuals and that sometimes they can loosely control it.
And that they can do it while their eyes are open.



Anyway this is the poem that I wrote: 
http://www.wrongplanet.net/postt183113.html.
In this thread someone said that his literature teacher would complain
about my use of the word 'alone.' And I used this to discuss a big
problem with education in schools. I think I convinced some people.

-- 

http://www.wrongplanet.net/postt183113.html


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Directing Creativity
Date: December 28, 2011 at 10:48 PM

On Nov 19, 10:27 pm, Elliot Temple <c...@curi.us> wrote:

Consider vegetables. There is a truth of the matter about the attitude to eating. 
It's in everyone's interest to figure out this truth and use it to help them make 
better decisions. People should cooperate.

When food goes wrong, it's often because the parents are not using their 
creativity to solve the problem by finding out what the truth is and doing that. 
They have a different idea of what the problem is. They are trying to solve a 
different problem than the child is, and that's why they can't agree.

The problem the parent is trying to solve is: "How do I make my child eat 
vegetables?"

I'd like to give two solutions; my way and the way that most others
that I know do it. Two friends of mine whom have children a bit older
than mine gave up on the vegetables altogether and give their children
chicken nuggets because thats what their children want. And they
supplement with vitamins. They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

What I did was to start eating salads in front of my girls and I rave
about how much I love the vegetables; I get 1.5 lbs of salad (heavy
vegetables not just leaves) for lunch and I am very generous with the
*all natural* sweet dressing. And I allowed them to eat from my plate,
and they did. About 1.5 years into this method and my girls still
prefer salad over other foods. They prefer water over soda or even
fruit juice, because thats what I drink in front of them. *Leading by
example* works better than *leading by words* (is that how its said)?

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Have any of you written any poems? Or similar literature?
Date: December 29, 2011 at 12:14 PM

On Dec 29, 2011, at 5:55 AM, Rami Rustom wrote:

I'm just interested to know whether philosophy/math minds can also be
artistic minds.

Sure. Feynman learned art and music.

Also, what could stop it? Universality includes both. So I think BoI's arguments 
address this question.

Are these things mutually exclusive? I know that some people in
history were great at both; like Da Vinci. But it seems very uncommon.
Is his mind the exception or the rule?

I'm an INTP/Aspie. I've always thought that my mind is not capable of
art. I've always thought that I'm not capable of understanding
emotions the way other people do.

But I've recently learned that the mind has a great capacity to rewire
itself. So I have a hunch that with the right kind of activities, I
can rewire my brain so that I can understand emotions the way other
people do. And I think I've had some success.

Make sure to include an on/off switch in your rewiring.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Have any of you written any poems? Or similar literature?
Date: December 29, 2011 at 1:02 PM

On Dec 29, 11:14 am, Elliot Temple <c...@curi.us> wrote:
On Dec 29, 2011, at 5:55 AM, Rami Rustom wrote:

I'm just interested to know whether philosophy/math minds can also be
artistic minds.

Sure. Feynman learned art and music.

Also, what could stop it? Universality includes both. So I think BoI's arguments 
address this question.

Are these things mutually exclusive? I know that some people in
history were great at both; like Da Vinci. But it seems very uncommon.
Is his mind the exception or the rule?

I'm an INTP/Aspie. I've always thought that my mind is not capable of
art. I've always thought that I'm not capable of understanding
emotions the way other people do.

But I've recently learned that the mind has a great capacity to rewire
itself. So I have a hunch that with the right kind of activities, I
can rewire my brain so that I can understand emotions the way other
people do. And I think I've had some success.

Make sure to include an on/off switch in your rewiring.

Well rewiring occurs all the time. Each thing that we learn is a new
neural pathway in the brain. A pathway is a wire. So by definition,
learning is rewiring and unlearning is unwiring. And so the only way
to turn off the process of rewiring is to stop learning. So if I want
to stop rewiring for empathy, then I just need to stop doing
activities that work towards empathy.

Btw, in my theory of knowledge, each connection is a neural pathway,
i.e. a wire. New connections means new neural pathways (new wires).



What do you think?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Free Will
Date: December 29, 2011 at 1:23 PM

On Nov 17, 9:41 pm, Elliot Temple <c...@curi.us> wrote:
Free will is a commonsense idea which is, basically, true.

Philosophical logic
a. Knowledge (K) can change will (W).
b. And with this new will (W), I can learn new knowledge (K).
c. And with this new knowledge (K), I can change my behavior (B).

Symbolic logic
a. K -> W
b. W -> K
c. K -> B

Situation that applies this logic
a. I learned the science of how toxins can affect health (K), so I
decided to begin a health plan (W).
b. So I setup consultations with a dietician (W) to learn nutrition
and how it affects health (K).
c. And because of what I now know about nutrition (K), I've been
implementing eating healthier foods (B).

Of course will is more complicated than this. Biology and emotions can
also affect will. So will is a function of knowledge, biology (N for
nature since B is already taken for behavior), and emotions; So W(K,
N, E)



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] A philosophical argument by a 3 year 4 month old
Date: December 29, 2011 at 5:04 PM

I saw my daughter playing on the stairs. So I said:

Me: You are playing on the stairs? But I thought you are only supposed to walk 
on the stairs.

She: I am pretending to walk.

Me: Ah but pretending is playing.

She smiled and walked away.

So was her argument philosophical?

My less than 5 year old daughter had this one:

She: Is Santa Claus real?

Taz (Teacher/Nanny): Well we talked about this last week. Santa Claus is 
pretend.

She: So why do the other kids act like he's real?

Is this one philosophical?

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] A philosophical argument by a 3 year 4 month old
Date: December 29, 2011 at 8:43 PM

On 12/29/2011 10:04 PM, Rami Rustom wrote:
I saw my daughter playing on the stairs. So I said:

Me: You are playing on the stairs? But I thought you are only supposed to walk 
on the stairs.

She: I am pretending to walk.

Me: Ah but pretending is playing.
She smiled and walked away.

So was her argument philosophical?

My less than 5 year old daughter had this one:

She: Is Santa Claus real?

Taz (Teacher/Nanny): Well we talked about this last week. Santa Claus is 
pretend.

She: So why do the other kids act like he's real?
Is this one philosophical?

I don't understand what you're really asking here. In the first incident she was 
stating a simple fact of reality, and in the second incident she was only asking 
questions. What do you see the 'arguments' in each of these incidents as being, 
and to what end are you trying to discover whether they're philosophical?

- Richard

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: A philosophical argument by a 3 year 4 month old
Date: December 29, 2011 at 9:40 PM

On Dec 29, 7:43 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 12/29/2011 10:04 PM, Rami Rustom wrote:

I don't understand what you're really asking here. In the first incident
she was stating a simple fact of reality, and in the second incident she
was only asking questions. What do you see the 'arguments' in each of
these incidents as being, and to what end are you trying to discover
whether they're philosophical?

I guess I don't know exactly what is a philosophical argument. This
was my hidden question: Do I know what a philosophical argument is?

When she said _I am pretending to walk_, she was saying that I'm
wrong; that she is only walking on the stairs and that she's *not
playing* on the stairs. When someone questions the meaning of a
statement, isn't this philosophical?

Yes I see the 2nd conversation was not philosophical. I included it
because I'm proud of her ability to question something rationally. I
read somewhere that typically kids begin to question things critically
at age 10. My daughter is not even 5 and she's questioning critically.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: A philosophical argument by a 3 year 4 month old
Date: December 29, 2011 at 10:42 PM

On 12/30/2011 2:40 AM, Rami Rustom wrote:
On Dec 29, 7:43 pm, Richard Fine<richard.f...@gmail.com>  wrote:

On 12/29/2011 10:04 PM, Rami Rustom wrote:

I don't understand what you're really asking here. In the first incident
she was stating a simple fact of reality, and in the second incident she
was only asking questions. What do you see the 'arguments' in each of
these incidents as being, and to what end are you trying to discover
whether they're philosophical?

I guess I don't know exactly what is a philosophical argument. This
was my hidden question: Do I know what a philosophical argument is?

When someone questions the meaning of a statement, isn't this philosophical?

Aren't these questions about definitions? ("What is the definition of "philosophical" 
when describing the type of an argument?")

Popper talks about how this kind of question is problematic in [1] - when we are 
"trying to be more precise than our problem demands." What problem are you 
facing that requires such a precise, "exact" definition of "philosophical?" Your 
question needs a context, not just to determine how exact an answer you need to 
find, but also because the word may well have slightly different meanings in 
different contexts. Popular ideas about which arguments are and are not 
philosophical on this mailing list are likely to be different to the popular ideas in a 
University philosophy department, for example.

Another way to think about this problem is: considering what you want to know, 
why haven't you simply looked up "philosophical" in the dictionary? Why would 
that be unsatisfactory?

Often people are interested in whether some X is a Y because they've got some 
rule or idea that applies to Ys, and they want to know if they can apply it to the X. 
However, if you look behind the rule or idea, then you can find an explanation of 
*why* that rule or idea applies to Ys, what trait(s) of Ys are relevant, and so on. 
Then you can consider whether the X would also fit with the explanation, and 
bypass thinking about whether it's a Y entirely.



Yes I see the 2nd conversation was not philosophical. I included it
because I'm proud of her ability to question something rationally. I
read somewhere that typically kids begin to question things critically
at age 10. My daughter is not even 5 and she's questioning critically.

Cool.

(Though for what it's worth I second Elliot's advice about avoiding personal 
details/anecdotes like these. Try as we might, it is a rare person indeed who is 
able to discuss such things with *complete* objectivity, especially when dealing 
with criticism of something they are proud of. Maybe you think nobody will 
criticise an anecdote like this, but you can't predict that sort of thing - if you'd 
predicted what the criticisms would be, then your predictions would themselves 
contain the content of the criticisms).

- Richard

[1] _Conjectures and Refutations_, p37 "On the sources of knowledge and 
ignorance," XVI pt. 9 - summarizing his arguments made earlier in the chapter.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] A philosophical argument by a 3 year 4 month old
Date: December 29, 2011 at 10:47 PM

On Dec 29, 2011, at 2:04 PM, Rami Rustom wrote:

I saw my daughter playing on the stairs. So I said:

Me: You are playing on the stairs? But I thought you are only supposed to walk 
on the stairs.

Why?

Stairs should be used for human benefit, not for imposing arbitrary rules on 
humans.

She: I am pretending to walk.

Me: Ah but pretending is playing.

She smiled and walked away.

So was her argument philosophical?

My less than 5 year old daughter had this one:

She: Is Santa Claus real?

Taz (Teacher/Nanny): Well we talked about this last week. Santa Claus is 
pretend.

She: So why do the other kids act like he's real?

Is this one philosophical?

Why people are mistaken about that -- or act mistaken while actually knowing the 
truth -- is certainly a philosophical (and important) issue.

What motivates such mistakes? Is the issue lack of education, or is there 



education that people thwart or sabotage? Do they learn the truth then 
intentionally fool themselves?

Why is this so wide spread? What force makes so many parents do it to their 
children? Why do they think it's a good idea? Do they wonder if it's a good idea?

From a follow up email, Rami writes:

I read somewhere that typically kids begin to question things critically at age 10.

That is scientism (and false).

BoI has some criticism of scientism.

One way to see it's false is to consider that learning requires criticism (and that 
involves questioning stuff). So if people learn stuff, they must question and 
criticize.

It's uncontroversial that kids learn tons of stuff long before age 10. For example 
they learn to speak and walk. So the kind of thinking necessary for learning does 
not wait until age 10.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: A philosophical argument by a 3 year 4 month old
Date: December 29, 2011 at 11:01 PM

On Dec 29, 9:42 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 12/30/2011 2:40 AM, Rami Rustom wrote:

On Dec 29, 7:43 pm, Richard Fine<richard.f...@gmail.com>  wrote:
On 12/29/2011 10:04 PM, Rami Rustom wrote:

I don't understand what you're really asking here. In the first incident
she was stating a simple fact of reality, and in the second incident she
was only asking questions. What do you see the 'arguments' in each of
these incidents as being, and to what end are you trying to discover
whether they're philosophical?

I guess I don't know exactly what is a philosophical argument. This
was my hidden question: Do I know what a philosophical argument is?
When someone questions the meaning of a statement, isn't this philosophical?

Aren't these questions about definitions? ("What is the definition of
"philosophical" when describing the type of an argument?")

Popper talks about how this kind of question is problematic in [1] -
when we are "trying to be more precise than our problem demands." What
problem are you facing that requires such a precise, "exact" definition
of "philosophical?" Your question needs a context, not just to determine
how exact an answer you need to find, but also because the word may well
have slightly different meanings in different contexts. Popular ideas
about which arguments are and are not philosophical on this mailing list
are likely to be different to the popular ideas in a University
philosophy department, for example.

Another way to think about this problem is: considering what you want to
know, why haven't you simply looked up "philosophical" in the
dictionary? Why would that be unsatisfactory?

I did. But the issue is whether I really understood the definition and
I'm checking this by confirming.

Often people are interested in whether some X is a Y because they've got



some rule or idea that applies to Ys, and they want to know if they can
apply it to the X. However, if you look behind the rule or idea, then
you can find an explanation of *why* that rule or idea applies to Ys,
what trait(s) of Ys are relevant, and so on. Then you can consider
whether the X would also fit with the explanation, and bypass thinking
about whether it's a Y entirely.

Yes. If properties of X = properties of Y, then X = Y.

Yes I see the 2nd conversation was not philosophical. I included it
because I'm proud of her ability to question something rationally. I
read somewhere that typically kids begin to question things critically
at age 10. My daughter is not even 5 and she's questioning critically.

Cool.

(Though for what it's worth I second Elliot's advice about avoiding
personal details/anecdotes like these. Try as we might, it is a rare
person indeed who is able to discuss such things with *complete*
objectivity, especially when dealing with criticism of something they
are proud of. Maybe you think nobody will criticise an anecdote like
this, but you can't predict that sort of thing - if you'd predicted what
the criticisms would be, then your predictions would themselves contain
the content of the criticisms).

Hmm. But I've been doing very well thinking critically about my
personal things and there are many on this sight. And I think Elliot
has been offering criticism without worry of hurting my feelings.

Also. Isn't this sort of subject relevant to TCS?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: A philosophical argument by a 3 year 4 month old
Date: December 29, 2011 at 11:22 PM

On Dec 29, 9:47 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 29, 2011, at 2:04 PM, Rami Rustom wrote:

I saw my daughter playing on the stairs. So I said:

Me: You are playing on the stairs? But I thought you are only supposed to 
walk on the stairs.

Why?

Stairs should be used for human benefit, not for imposing arbitrary rules on 
humans.

Well there is the chance of falling down the stairs which happened
often until this rule. I created the rule before I learned TCS btw.
But lets say that I learned TCS before my girls were born. And they
fell down the stairs while doing something like running down the
stairs with balls or something. How do I persuade them not to do such
dangerous things on the stairs?

She: I am pretending to walk.

Me: Ah but pretending is playing.

She smiled and walked away.

So was her argument philosophical?

My less than 5 year old daughter had this one:

She: Is Santa Claus real?



Taz (Teacher/Nanny): Well we talked about this last week. Santa Claus is 
pretend.

She: So why do the other kids act like he's real?

Is this one philosophical?

Why people are mistaken about that -- or act mistaken while actually knowing 
the truth -- is certainly a philosophical (and important) issue.

What motivates such mistakes? Is the issue lack of education, or is there 
education that people thwart or sabotage? Do they learn the truth then 
intentionally fool themselves?

No its the parents that let their children believe the bull. And they
think its fun. They laugh with each other about how their kids have or
haven't figured out that Santa is real. But I can only imagine that
when the kids finally do figure it out, they must be confused if not
pissed. And I can only imagine that this would cause other similar
problems. Believing in nonsense will likely lead to believing in other
nonsense. The parents are not helping their children think rationally
and instead they are helping them continue to think irrationally.

Why is this so wide spread? What force makes so many parents do it to their 
children? Why do they think it's a good idea? Do they wonder if it's a good idea?

Ignorance. They have no clue that its wrong. They don't know the
negative effects of their actions.

No they don't even wonder. But that is part of ignorance. Even smart
parents do this wrong. I was shocked when I learned that even smart
parents do it.

From a follow up email, Rami writes:

I read somewhere that typically kids begin to question things critically at age 
10.



That is scientism (and false).

BoI has some criticism of scientism.

One way to see it's false is to consider that learning requires criticism (and that 
involves questioning stuff). So if people learn stuff, they must question and 
criticize.

It's uncontroversial that kids learn tons of stuff long before age 10. For example 
they learn to speak and walk. So the kind of thinking necessary for learning 
does not wait until age 10.

I should have said *very* critically or what ever word was used in
what I read. And I should have replaced typically with most. I'm
pretty sure that the 10 year old figure is based on sociology; the
bell curve. So that would mean that lets say the middle 75% of kids
think at this *very critical* level at age 10. And I was suggesting
that reaching that thinking level 5 years early is good. And I'm not
suggesting that I trust sociology. I think its crap. I think all kids
could think *very critically* at very early ages. And I want to prove
it.

And after reading the term scientism again I realize whats going on.
The reason I don't trust sociology is the idea of scientism. Cool.
Thanks for pointing that out.



From: Manolis.A.C. <manolis.a.c@gmail.com>
Subject: [BoI] Is our future virtual or physical?
Date: December 30, 2011 at 11:23 AM

On thinking about possible far futures of computation, human civilization, 
(whether carbon or silicon-based) and their role in the universal scheme of things, 
I was wondering about the interplay between physicality and virtuality, or 
embodied vs. disembodied futures. Since all this must ultimately come down to 
energy requirements (assuming virtuality can reach comparable levels of 
resolution to physicality), I was wondering which is the most powerful medium, as 
well as
which is the more energy efficient of the two...

Is manipulating matter to produce changes in...matter more powerful a lever than 
manipulating matter to produce virtual abstractions? I should think not. At first 
glance I would think that
operating at a higher level of abstraction is by definition a longer lever. But
Does it require more matter/energy than staying at the physical level? Is that the 
tradeoff? More power at a higher energy cost?

Ultimately, can we deduce this relationship (relationship of virtuality to physicality 
in our universe) to an equation?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Is a TCS school a fallacy?
Date: December 30, 2011 at 12:43 AM

So I guess TCS needs to be rolled out to schools nationwide (worldwide) for 
an Education Era to occur. So how do we get TCS in schools?

But TCS is not compatible with schools. How could it be rolled out to a 
school?

Hmm. So my idea of a TCS school is not possible? But DD mentioned that a 
school should be like society. I love this idea. Learning happens in real life; and 
not in the fake world (current schools). Couldn't we make a school be like a 
society? Or close to it and supplement by having the kids interact with the real 
world too?

i'm not sure i follow the suggestion. what would be the point of a mini-society 
school? why not interact with real society?

So only TCS homeschooling then?



From: Sarah Fitz-Claridge <sarah@takingchildrenseriously.com>
Subject: [BoI] Re: A philosophical argument by a 3 year 4 month old
Date: December 30, 2011 at 3:09 PM

Rami Rustom wrote:

On Dec 29, 9:47 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 29, 2011, at 2:04 PM, Rami Rustom wrote:

I saw my daughter playing on the stairs. So I said:

Me: You are playing on the stairs? But I thought you are only supposed
to walk on the stairs.

Why?

Stairs should be used for human benefit, not for imposing arbitrary
rules on humans.

Well there is the chance of falling down the stairs which happened
often until this rule.

If that were true, and in such a way that it was significantly unpleasantly
painful, the child would then presumably choose not to risk "playing" on
the stairs in future. Other things being equal, children don't repeatedly
fall down the stairs, but often we parents just assume they will, or
perhaps we see one fall once and assume that the same thing will keep
happening, and then mistakenly conclude that these kind of rules are the
answer. We desperately want to protect our precious children from harm, to
help them reach adulthood in one piece, but doing that to protect them
doesn't help and may harm them.

If a child never gets the chance to learn safe climbing play, because of
such parental concerns, the child might possibly be less good at not
falling. Or the child might then tend to "play" on the stairs more riskily,
with less care, such as when the parent's back is turned for a short time
-- and in the rush to do the forbidden thing, fall. So the child may not
have fallen had the parent not imposed the rule or communicated stress to
the child about the allegedly unsafe activity.



I created the rule before I learned TCS btw.
But lets say that I learned TCS before my girls were born. And they
fell down the stairs while doing something like running down the
stairs with balls or something. How do I persuade them not to do such
dangerous things on the stairs?

If the fall was insufficient to persuade the child, perhaps the fall looked
worse than it was. In any case, do not imagine for a minute that there is
no risk associated with imposing rules in an attempt to protect the child
from such dangers. That is SO RISKY when it comes to physical safety. To
say nothing of the adverse effect on the relationship with the child, the
damage to the future potential for the child to listen when you really DO
have some vital life-saving information to give them, and the damage done
to the child's ability to learn.

-- 

Sarah Fitz-Claridge
Founder, Taking Children Seriously:
http://www.takingchildrenseriously.com/

-- 

http://www.takingchildrenseriously.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: A philosophical argument by a 3 year 4 month old
Date: December 30, 2011 at 3:21 PM

On Dec 30, 2:09 pm, Sarah Fitz-Claridge
<sa...@takingchildrenseriously.com> wrote:

Rami Rustom wrote:
On Dec 29, 9:47 pm, Elliot Temple <c...@curi.us> wrote:

On Dec 29, 2011, at 2:04 PM, Rami Rustom wrote:

I saw my daughter playing on the stairs. So I said:

Me: You are playing on the stairs? But I thought you are only supposed
to walk on the stairs.

Why?

Stairs should be used for human benefit, not for imposing arbitrary
rules on humans.

Well there is the chance of falling down the stairs which happened
often until this rule.

If that were true, and in such a way that it was significantly unpleasantly
painful, the child would then presumably choose not to risk "playing" on
the stairs in future. Other things being equal, children don't repeatedly
fall down the stairs, but often we parents just assume they will, or
perhaps we see one fall once and assume that the same thing will keep
happening, and then mistakenly conclude that these kind of rules are the
answer. We desperately want to protect our precious children from harm, to
help them reach adulthood in one piece, but doing that to protect them
doesn't help and may harm them.

If a child never gets the chance to learn safe climbing play, because of
such parental concerns, the child might possibly be less good at not
falling. Or the child might then tend to "play" on the stairs more riskily,
with less care, such as when the parent's back is turned for a short time
-- and in the rush to do the forbidden thing, fall. So the child may not
have fallen had the parent not imposed the rule or communicated stress to



the child about the allegedly unsafe activity.

Hi Sarah.

I see now. I should have only persuaded her by saying that she should
be more careful on the stairs so that she doesn't fall next time
because falling can hurt; leaving the decision to her. Its basically
the same as I was doing but without the coercion. And each time she
plays unsafely on the stairs I can just remind her, 'Oh looks like
you're playing unsafe on the stairs again so you might get hurt.' The
reminder serves to help her create a habit of thinking about safety.

I created the rule before I learned TCS btw.
But lets say that I learned TCS before my girls were born. And they
fell down the stairs while doing something like running down the
stairs with balls or something. How do I persuade them not to do such
dangerous things on the stairs?

If the fall was insufficient to persuade the child, perhaps the fall looked
worse than it was. In any case, do not imagine for a minute that there is
no risk associated with imposing rules in an attempt to protect the child
from such dangers. That is SO RISKY when it comes to physical safety. To
say nothing of the adverse effect on the relationship with the child, the
damage to the future potential for the child to listen when you really DO
have some vital life-saving information to give them, and the damage done
to the child's ability to learn.

Yes I realize now that imposing the rule makes her want to do it even
more because its *forbidden*.

So the stairs rule hurts her in two ways.

Thanks

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Universal Knowledge Creators
Date: December 30, 2011 at 5:17 PM

On May 1, 12:07 pm, Elliot Temple <c...@curi.us> wrote:
On May 1, 2011, at 9:52 AM, Michael Golding wrote:

What Hibbsa had spoken of is a supposed hardwiring making people inherently 
adapted to particular family structures.

Well our genes do have an effect on family structures, but its
opposite than what hibbsa suggests. I learned from _Incognito_, by
David Eagleman, that psychologists have found that we are hardwired
for non-lifelong relationships, just enough time for the male to raise
a child to about 4 years and then move on to create a new family.
They've also found that we are hardwired for egotism.

Now my theory suggests that this hardwiring can be overlaid with
softwiring thereby suppressing the effects of the hardwiring. And the
way to do that is to learn the knowledge of how and why the hardwiring
occurs and the effects of the hardwiring. That knowledge is
softwiring.

So rational memes can suppress (irrational) genes).

Then Elliot wrote: I don't think distinctive human behaviors are
genetic, and I don't think believing they are is compatible with
understanding universality.

So consider the instinct of males finding breasts sexually arousing.
The genes caused the brain to develop with the hardwiring for finding
breasts sexually arousing. Now consider that a male had a trauma
regarding breasts. The trauma and the resulting trigger would cause
that guy to not be sexually aroused from seeing/touching breasts. The
instinct is hardwiring. The trigger is softwiring. And the softwiring
overrides the hardwiring.

I haven't read the universality chapter but I think I understand it.
It means that the human mind can create knowledge indefinitely. Which
means that softwiring can happen indifinitely. I don't think that the



underlying hardwiring necessarily doesn't reconcile with the idea that
we are universal creators because the softwiring can override the
hardwiring.

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Error correction in American politics
Date: December 31, 2011 at 3:35 AM

On Dec 27, 7:35 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Dec 27, 7:08 pm, Rami Rustom <ramir...@gmail.com> wrote:

On Dec 14, 2:48 pm, Elliot Temple <c...@curi.us> wrote:

On Dec 14, 2011, at 6:38 AM, Rami Rustom wrote:

Our government should adopt laws as described by Fishkin.

what laws are those?

DD says that a very necessary method of error correction in government
is for politicians to be able to be ousted quickly and easily; that
politicians must *fear* losing their jobs. So what sort of system
would have the capacity to oust politicians quickly?

I propose that we create a 4th branch of government that is able to
impeach politicans and supreme court judges quickly and easily. This
branch should follow the methodology presented in James Fishkin's
_When the People Speak: Deliberative Democracy and Public
Consultation_, e.g. Deliberative Polls and Deliberation Day.

I also propose that the 4 branches be restructured in such a way to
improve error correction further. Our current system was designed to
ensure that each branch is checked by another, thereby aiding in
preventing any one branch from having too much power over the others;
the executive can veto the legislative, (and I don't remember the
other checks). But consider this situation: Congressman (legislative)
want higher salaries. So which branch is responsible for the decision
making regarding their salaries? The legislative. So which branch is
doing the checking? Not a one. This is a major conflict of interest.
So my proposal involves the classifying of laws, and then assigning
certain classifications to certain branches, in such a way so that the
4th branch of government would have the capacity to check all the
other 3 branches.



These are the classifications:

0th order laws are those that make their effect once and then they are
done; one-and-done. This is like the position term of the PID Loop.
Examples are:
*Raising the debt ceiling
*A bailout to the banks or autoindustry

1st order laws are those that have longer-term effects because they do
their work indefinitely; but their effect can be stopped by changing
the law. This is like the velocity term of the PID Loop. Examples are:
*Increasing interest rates
*Increasing the minimum wage

2nd order laws are those that have little effect initially and much
more effect later. Moreover, when these laws are changed, their effect
continues long afterwards. This is like the acceleration term of the
PID Loop. Examples are:
*Changing institutional laws, e.g. the Federal Reserves ability to
print money
*Starting wars

3rd order laws which are those that affect law-making, law-executing,
and law-interpreting. This is like the act of tuning the constants of
a PID Loop. Examples are:
*Electing presidents and congresspeople
*Appointing supreme court judges
*Impeaching presidents, congresspeople, and judges
*Creating/abolishing institutions
*Dictating the order in which bills are considered in Legislative
*Vetoing any act of Legislative 0th, 1st, 2nd, i.e. the creation of a
law
*Create/repeal metalaws, e.g. filibuster
*Setting the salaries of presidents, congresspeople, and judges

So the branches of government would have these powers:

Executive
*3rd - Appoint judges



Judicial
*3rd - Interpret 0th, 1st, and 2nd order laws

Legislative
*0th/1st/2nd - Create/Repeal 0th, 1st, and 2nd order laws

4th branch
*3rd - We can impeach presidents, congresspeople, and judges
*3rd - We can create/abolish institutions
*3rd - We can create/repeal metalaws, e.g. filibuster
*3rd - We can dictate the order in which bills are considered in
Legislative
*3rd - We can vetoing any act of Legislative (0th, 1st, 2nd)
*3rd - We can repeal any 3rd order law

What do you think?



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Top Thinkers (was: TCS, ARR, and How To Learn)
Date: December 31, 2011 at 4:07 AM

On Dec 28, 5:39 pm, Rami Rustom <ramir...@gmail.com> wrote:
Are their any business philosophy books that discuss the process of finding 
common preferences?

Yes, Eliyahu Goldratt (1947-2011) wrote several books that meet that
description.

For Goldratt, as, I think, for David Deutsch, a conflict is "a
situation where we want a contradiction". In _ Theory of Constraints _
[1], chapter 4 ("How to Invent Simple Solutions: Evaporating Clouds"),
Goldratt writes, "Whenever we face a situation which [seems to
require] a compromise, there is always a simple solution that does not
involve compromise. We just have to find it. How can we systematically
find such solutions? Maybe the best place to start is... ``define a
problem precisely and you are halfway to a solution.''" He goes on to
describe his way of doing this in detail, which I would say mainly
involves:
(1) identifying a common goal,
(2) identifying different, but not obviously conflicting, requirements
that must apparently be met in order to achieve the goal,
(3) identifying obviously conflicting requirements that must
apparently be met in order to satisfy the requirements from (2), and
finally,
(4) identifying and cross-checking in various ways the assumptions
underlying the goal and its requirements.

Goldratt's _ The Goal _ [2], a somewhat less technical and abstract
book, is a parable about queuing theory and global optimization. It is
filled with (fictional) examples of using the above process and others
to find win-win solutions to various business problems.

[1] Goldratt, Eliyahu. "Theory of Constraints" 
http://www.amazon.com/dp/0884271668
[2] Goldratt, Eliyahu. "The Goal" http://www.amazon.com/dp/0884271781/

http://www.amazon.com/dp/0884271668
http://www.amazon.com/dp/0884271781/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: TRUTH an error?
Date: December 31, 2011 at 11:09 AM

On May 30, 4:00 pm, "Konrad Swart" <dime...@xs4all.nl> wrote:
It is also possible, to learn that a certain way of thinking is false. What
I learned from general relativity is that it is possible to understand the
world in a totally different way. Naïve realism states, that you see the
world as it is. The shock of the Copernican revolution showed that there is
a component of thinking in everything you experience. As David Deutsch said
in his book: all observation is 'theory laden'.

I think you are using the phrase *way of thinking* to mean something
different than *theory*. As DD explains in TCS, there is theory and
there is metatheory.
Your *way of thinking* = DD's metatheory.
Your *theory* = DD's theory.

So whether or not Einstein's metatheory is false doesn't matter
because all metatheories are fallible.

General relativity has generalized this notion even more. The world picture
of general relativity is so shockingly different from that of all of its
predecessors, that I became convinced that 'theory laden' is an
understatement. Experience does not arise out of the senses, but is
generated from within. The only thing the senses do is correcting the
possible experiences you CAN have to those that are not inconsistent with
the data of the senses. So the origin of experience itself is not the
outside world, but all experiences are generated by the brains.

Well General Relativity doesn't explain anything about the mind so I
don't see how you can say that it generalizes DD's idea of how the
mind learns. They are unrelated.

DD's use of the term *theory laden* was in the context of his
explanation of how the mind learns and not about actual theories of
objective truths (truths about the multiverse). Shortly after that
comment, but still in the same context, he used the term metatheory.
This means he could have easily replaced *theory laden* with
*metatheory laden*.



As I have explained, there is no essential difference between experiencing
when you dream, and experiencing when you are awake. The only difference
that allows us to distinguish between the dream state and the state wherein
we are awake is that there is, on top of the generation of experiences of
the dream state there is another process going on, that limits or restricts
all the possible experiences we can have to those that are not inconsistent
with the data of the senses AND with logical consistency AND, as a last
thing, to the 'plan' that forms the center of our actions.

I like it. E = Experiencing, C = Consciousness, S = Sleep, A = Awake.
So writing these as functions of variables:
* S(E)
* A(E, C)
* E(C)

This elimination of experiences is exactly what I identify with
consciousness. So when you sleep and dream, you experience while you are 
not
conscious. When you are awake, that is, in the normal wake state, you are
experiencing AND you are conscious.

There exist another state of the mind, which very few people know about. It
is a state, whereby there is only consciousness and NO experiencing. This
extraordinary state of the mind is not very well known in the West, but in
the East it is well known. It has several names. One name for it is Samadhi.
Another is Moksha. In the west we use the word 'enlightenment', but this is
a confusing term, because the word 'enlightenment' is also used to designate
that period of the west wherein rational thinking became important.

In any case, the state of Samadhi is a strange one, because you cannot say
'what it is like to experience' it, exactly because it puts a stop to all
experiencing. This, by the way, means that in the state of Samadhi all
thoughts and all thinking has stopped. In the state of Samadhi there is no
experience at all, there is only consciousness. Since suffering is a form of
experiencing, it also means a stop to all suffering. Unfortunately, enjoying
yourself is also a form of experiencing. So the state of Samadhi puts a stop
to that as well. This last thing was something Buddha, who could bring
himself in that state, overlooked. And this is why Buddhism made the mistake
to think that it is best to be not attached to anything at all, and



therefore the best way to live is becoming a beggar.

So there is another state M which is a function E only?
* M(E)

So how is S(E) different than M(E)?

The question: 'is general relativity true?' is meaningless to me, because I
reject the whole idea of truth. What I DO think is that general relativity
is the best theory there is, because its range of unableness to refute it,
its context, is the largest one when we want to understand the world at
large. General relativity IS in contradiction with quantum mechanics,
though, because quantum mechanics says that there has to be a particle
associated with the gravitational field. But then you have the
contradiction, that according to the reference frame you are in, in which
you have transformed the gravitational field away, there is NO particle,
while in another reference frame, wherein there IS gravity, there has to be
a boson with spin 2. This is a conflict with quantum mechanics, and is well
known. It is THE factor, that has prevented physicists to come up with one
theory that is able to incorporate both general relativity and quantum
mechanics.

I think you might be using a different meaning for *truth* than is
understood by Popper's theory of *objective truth*. But I don't think
I would be a good candidate to explain how.

Elliot, can you take this one?

So the state physics is in now, is that of not being able to produce ONE
theory that is able to deal with ALL the data of the senses. We have a
theory for large scale phenomena, which is general relativity, and a theory
for very small phenomena, which is quantum mechanics. But not one theory.

But this one theory you are looking for could be found in the future,
as DD explains in BoI.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: The AI 'breakthrough'
Date: December 31, 2011 at 8:41 AM

On May 15, 2:12 pm, William <3p4j8x834...@gmail.com> wrote:
Minsky’s book: 'The Emotion machine' detailed the role of internal
‘critics’ and ‘selectors’.

That intelligence (general) involves having numerous parallel ways of
representing knowledge, of knowing when to switch between modes of
thinking, and thus having multiple diverse ways of solving problems –
of possessing mental ‘resourcefulness’.

Perhaps, the AI ‘breakthrough’ will happen when (currently brittle)
systems surpass a ‘resourcefulness’ threshold, wherein they are
capable of internally rendering and rectifying inaccuracies faster
than they accumulate, and so producing a dynamic, self-organising and
stable structure.

I never thought about it that way. I like it. I'd like to add some
more to this idea, which I derived from my theory of knowledge (and my
existing knowledge of databases).

The structure of knowledge in a mind is in some ways similar to that
of a relational database. For brevity I'll call the human mind HI and
the relational database an AI. Both HIs and AIs have knowledge
structure; the HI uses the Knowledge Network while the AI uses the the
database schema. The HI changes its Knowledge Network continuously as
knowledge is gained. And for the AI there is a similar process; its
called normalizing and denormalizing a database and currently
programmers are working towards an algorithm that would automatically
normalize and denormalize a database schema on the fly as data is
added to the database. And I think you are right that if the AI can
change its data structure as fast as data is added, then this would be
seen as an AI breakthrough.

Now this makes me think of another limitation that AIs have that HIs
don't have. An HI can added data that doesn't fit anywhere in its
Knowledge Network, i.e. it can add points that aren't connected to any
vectors or superstructures. So the question is: Are AIs currently



capable of creating tables on the fly?

Does anyone know?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] What is intelligence?
Date: December 31, 2011 at 5:22 AM

I think that human intelligence in a mind can be modeled as the
highest order effects of a collection of logics learned by that mind;
whether those logics are implicitly or explicitly learned.

So intelligence seems to be the sum of the logic in a mind. Each logic
can be used in other areas of the knowledge network. So the more logic
a mind learns, the more situations it can reason through; hence more
intelligent.

Creativity must be important also. It seems to increase the rate at
which intelligence can increase. The capacity for creativity seems to
be a purely innate construct. Although it can be temporarily
heightened with cannabinoids and it has the potential to be controlled
if a mind was able to manipulate a form of cognitive dissonance called
mind-body dissonance. See "Mind–Body Dissonance: Conflict Between the
Senses Expands the Mind’s Horizons" http://spp.sagepub.com/content/2/4/351.

In order to increase intelligence, the mind must learn logic.
Philosophical logic and symbolic logic. In order to do this, the mind
must be able to read and write both alphabet and numbers. But most
importantly, the mind must be able to create language as fast as it
can produce thoughts. This seems to suggest that each mind has a rate
of thinking and a rate of language creation. If the former were
greater than the latter, then much thought is retarded. If the
opposite were true, then the mind could produce thought at a rate that
of its full potential. So the rate of thinking is in one part of the
brain and the rate of language creation is in another. One must
develop both. The former is trained by practicing modeling (DD called
this metatheory). The latter is trained by reading and writing. What
is the curriculum? The classical education calls for exposure to a
very wide array of fields. I call for all fields. A little exposure to
everything (Elliot called this being a generalist).

So how are these types of logic implemented? Or rather, what is the
difference in the way they are implemented? I first employ
philosophical logic before employing symbolic logic. Philosophical
logic provides the initial high-level aim while symbolic logic

http://spp.sagepub.com/content/2/4/351


provides the zoom-in feature. Note that symbolic logic is less useful
when viewing from far away, i.e. viewing a large portion of the
knowledge network, and that philosophical logic is less useful when
viewing from very close, i.e. viewing a small portion of the knowledge
network. They must be wielded together like a sword and shield; the
sword represents symbolic logic while the shield represents
philosophical logic.

Philosophical Logic exists in a form that requires three parts of the
mind: 1> the thought engine which is responsible for thought
production, 2> the symbol recognition engine, and 3> the language
engine which is responsible for language production.

Symbolic Logic is in a form that requires only two parts of the mind:
1> the thought engine and 2> the symbol recognition engine. Therefore,
it stands to reason that Symbolic Logic is a precursor and that
Philosophical Logic would be more difficult to grasp since it requires
prior development of the language engine and the thought-language
connection.

Practicing modeling (DD calls it trying out metatheories) develops the
thought engine; Mathematics and Physics are the most rigorous of the
many ways to practice modeling. Reading and writing develops the
language engine and the thought-language connection. Everything else
is just data to be mined. With each successive trip down to the mine,
the mind's knowledge network is changed by adding new points and
vectors, moving some points, and realigning and lengthening some
vectors.

So how can one dramatically increase intelligence? Because the
universe is so complex, a mind’s knowledge network must be very large
and uniform before its points and vectors begin to converge without
the help of teachers or reading. By large I mean a large amount of 2nd
order knowledge (logics). By uniform I mean the knowledge must be
spread across all the primary fields rather than just a few. For
example, History, Philosophy, Math, Physics, Chemistry, Biology,
Anatomy, Physiology, Psychology, Psychotherapy, Cognitive
Neuroscience, Sociology, Economics, Political Science, Education
Theory, Education Technology, Computer Science, Linguistics, Theology.



What do you think?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: What is Philosophy?
Date: December 31, 2011 at 7:08 AM

On May 15, 10:32 pm, "Konrad Swart" <dime...@xs4all.nl> wrote:
-----Original Message-----
From: beginning-of-infinity@googlegroups.com

[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Elliot Temple
Sent: Sunday, May 15, 2011 10:30 AM
To: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Re: What is Philosophy?

On May 15, 2011, at 3:22 PM, Konrad Swart wrote:

**Ptolemeus did not err, because, based on his world picture, he could
predict where the planets could be found in the sky. Newton did not err
either, because, based on his theory the calculations could be made much
simpler, with higher precision. Einstein did not err either. Still, his
general relativity, as it stands now, is in contradiction with quantum
mechanics. Nevertheless, the THREE theories are, as far as contents is
concerned, in direct contradiction with each other.

For clarity, the implications of their theories *are* in
contradiction, as DD explains in BoI; the implications of Einsteins
and Newtons theories are vastly different; thus providing wildly
different universal explanations of the universe.

But their formulas *are not* in contradiction. Both theories are
*correct* within the context of the set of situations they claim to
explain. By *correct* I mean that they accurately explain the
situations. Newton's law explains a set of situations while Einstein's
law explains those same situations and more. So the set of situations
explained by Newton's law is a subset of the set of situations
explained by Einstein's law. So Einstein's law *includes* Newton's
law. Now for a mathematical explanation.

Definitions:
* E(m,s) is Einstein's formula as a function of mass (m) and speed
(s).

mailto:beginning-of-infinity@googlegroups.com


* N(m) is Newton's formula as a function of mass (m).

If you take E(m,s) and reduce the speed to much less than the speed of
light, and then do a bunch of algebraic alterations, then you get
N(m).

In Calculus terms we say: The limit as S approaches 0 of a function
E(m,s) = N(m)

Now its been over a decade since I did/read Physics so I might have
made an error.

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: TRUTH an error?
Date: December 31, 2011 at 10:20 AM

On May 29, 8:52 pm, Elliot Temple <c...@curi.us> wrote:
The theory of objective truth says: mistakes exist, ideas can be wrong, there is a 
*an objective standard by which ideas can be judged* (our judgment, of course, 
is fallible).

Objective truth is a prerequisite for ideas such as fallibility or learning.

There is no such thing as learning if there isn't truth. You could just make 
anything up, or nothing at all, and it'd all be just as good, if there was no truth.

You can't be fallible if you can't make mistakes. And you can't make mistakes 
without a truth, because mistakes are deviations from the truth.

BoI is about how we can learn things better: we'll always be fallible (make 
mistakes) but the mistakes can get smaller, and we can stop making some 
mistakes we used to make. We can make unbounded progress.

In my theory of knowledge and my 'What is ambiguity?' article I
mention the Universe's knowledge network.

So a situation, rule, or logic in the Universe's knowledge network is
equivalent to an *objective truth*.

So the complete set of objective truths is equivalent to the
Universe's knowledge network.

But what about the Multiverse? DD says in BoI chapter 4 that the
physical constants and possibly the physical formulas are different
across universes. So the physical knowledge is different. And so the
*emergent knowledge* is different too. I haven't seen the term
*emergent knowledge* be used but I think it follows from the term
*emergent properties*.

So the knowledge networks of universes are different. Some networks
are orders of magnitude smaller than others since some of the
universes never produce universal creators; because they don't produce



stars.

A questions just popped in my head: So if a universe produces stars,
do it necessarily produce universal creators?

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Art = science, philosophy, or other?
Date: December 31, 2011 at 5:04 AM

On Aug 27, 11:11 pm, Josh Jordan <therealjoshjor...@gmail.com> wrote:
On Aug 27, 10:40 pm, Lulie Tanett <lul...@gmail.com> wrote:

How come art isn't considered as a type of science, where you can test 
different theories by, say, drawing them and seeing which drawing works out?

It is by some. Coldplay, for instance, are said to audition many
variations of a song before settling on the version that ends up on
the album.

I think there is another way to look at this, which actually *is*
science.

Art expression is a way for someone to express ideas and feelings to
others. I'll consider only the feelings.

My mom is great painter; she was taught in college. I insinuated once
that there is no logic in her art. She disagreed. She said that her
art has *form*; which was the term she learned from college. I had
recently read a quote by Plato about *forms*. So immediately I was
interested to hear more. So I started asking questions about what she
meant. This is what I learned (from her and I combined it with my
theory):

There are many forms in her paintings that cause feelings in the
viewer. These forms can be put on a spectrum; order on the left and
chaos on the right. Order causes calmness. Chaos causes nervousness.

By order and chaos I'm referring to how the eyes move around the
painting. Forms that cause the eyes to focus at the center of the
painting with very little movement is ordered; thereby causing
calmness. Forms that cause the eyes to move around randomly is chaos;
thereby causing nervousness.

What is the nature of this causal relationship? The mind evolved with
it. When a newborn is hungry, she cries. Without this she would die.



Hunger is a feeling; crying is a behavior. Feelings cause behaviors.
Actually this causal relationship works in the reverse too; behaviors
cause feelings. And what is fascinating is that they can resonate. And
even more fascinating is that the feelings and behaviors can cross to
other individuals and still resonate. It is the unconscious part of
the mind that is responsible for this causal relationship. It is also
the cause of the phenomenon of Cognitive Dissonance.

I have some graphs of nervousness over order/chaos here (you might
have to download them to see them better):
*https://docs.google.com/leaf?
id=0B3vskVyvz3wDZGY1NDA5YmEtZGZjNy00NDg2LWJlNjYtYTUzNDE5YTAzN
GMx&hl=en_US
*https://docs.google.com/leaf?
id=0B3vskVyvz3wDMTk2NzQ3NGQtOWM2OS00MGMzLWFmZTAtOWQ3ZjVlO
DIwMTY5&hl=en_US

Some ramifications of this:
* If a painter is mad, she can not create a calm painting.
* If a painter is at peace, she can not create a chaotic painting.
* So the painter's feeling will resonate into the viewer.

What do you think?

-- 

https://docs.google.com/leaf
https://docs.google.com/leaf


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Error Correction replaces Justification (was: Sex)
Date: December 31, 2011 at 11:47 AM

On May 12, 2:13 am, Elliot Temple <c...@curi.us> wrote:

My view is rather different than this: sex need not and should not be justified.

This has connections to epistemology where almost everyone since Aristotle 
has been concerned with justifying ideas, but that is a mistake.

What replaces justification? Error correction. If there is a problem, fix it 
(justification doesn't fix problems, solutions do!). And if there's no problem, then 
it doesn't matter if justification is present or not.

Is this view of sex new? That its not a problem?

Is the other view new? That only problems should be questioned? If so,
I think I understand now so many of the questions that you've been
asking me. Why is it better? Why this? Why that? I think your
questions come down to, 'Do you believe it to be a problem? If so, why
is it a problem? Is that reason rational or is it an irrational meme?'

What do you think?

If so, then I'm a Templeian, although I probably already was which is
why I've been trying to figure out exactly which ideas are yours and
which are Popperian or Deutschian.

I'd like you to consider my idea that I had before learning this new
concept.

When people ask, 'Why are we here?', they are considering their
existence to be a problem. And they are trying to solve it when they
answer with, 'We are here because God created us and we are being
tested to determine if we will go to hell or heaven.'

And before reading this post, I was answering with, 'We can not know
why we are here. And even if we knew why, the answer couldn't affect
our lives.' So I do not ask the question because it is futile to waste



time asking it because, effectively, there is no answer.

I presume that you would answer with something like, *The question
'Why are we here?' is not a problem. And since non-problems don't need
solutions, there is no reason to answer the question; which means
there is no reason to ask it in the first place.*

What do you think?

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Error Correction replaces Justification (was: Sex)
Date: December 31, 2011 at 12:06 PM

On Dec 31, 2011, at 8:47 AM, Rami Rustom wrote:

On May 12, 2:13 am, Elliot Temple <c...@curi.us> wrote:

My view is rather different than this: sex need not and should not be justified.

This has connections to epistemology where almost everyone since Aristotle 
has been concerned with justifying ideas, but that is a mistake.

What replaces justification? Error correction. If there is a problem, fix it 
(justification doesn't fix problems, solutions do!). And if there's no problem, 
then it doesn't matter if justification is present or not.

Is this view of sex new? That its not a problem?

Is the other view new? That only problems should be questioned? If so,
I think I understand now so many of the questions that you've been
asking me. Why is it better? Why this? Why that? I think your
questions come down to, 'Do you believe it to be a problem? If so, why
is it a problem? Is that reason rational or is it an irrational meme?'

What do you think?

The issue of justificationism was first explained by Karl Popper. As with many first 
versions, it has some flaws. In later books, Popper explained it better.

William Warren Bartley III is sometimes credited with the anti-justification idea 
(including by himself) but I've read his stuff and I'm not convinced he made a 
large contribution compared to Popper's. He had some conversations with 
Popper on the topic around 1960 and we don't know exactly what was said.

Deutsch helped refine it. Perhaps I have too.

If so, then I'm a Templeian, although I probably already was which is
why I've been trying to figure out exactly which ideas are yours and



which are Popperian or Deutschian.

I don't see very much to gain by figuring out that historical issue about the 
sources of ideas.

I'd like you to consider my idea that I had before learning this new
concept.

When people ask, 'Why are we here?', they are considering their
existence to be a problem.

I think it's usually more like: they are dissatisfied in some way with their (current) 
life role(s)/games.

And they are trying to solve it when they
answer with, 'We are here because God created us and we are being
tested to determine if we will go to hell or heaven.'

And before reading this post, I was answering with, 'We can not know
why we are here. And even if we knew why, the answer couldn't affect
our lives.' So I do not ask the question because it is futile to waste
time asking it because, effectively, there is no answer.

I presume that you would answer with something like, *The question
'Why are we here?' is not a problem. And since non-problems don't need
solutions, there is no reason to answer the question; which means
there is no reason to ask it in the first place.*

What do you think?

If someone could come up with some kind of useful way to approach, "Why are 
we here?" then I might be interested. But I don't know how to approach it usefully.

I think most people who ask it are really communicating other problems which 
they might not understand very well, or might not want to say clearly.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Drugs (was: Sex)
Date: December 31, 2011 at 12:10 PM

On Jun 1, 3:24 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 1, 2011, at 11:15 AM, Lulie Tanett wrote:

(Speaking of which, in a rational society, would drugs be a normal interest that 
people try because they find the psychological/physiological effects 
interesting?)

Drugs are boring because they are not intellectual.

Unless you are studying biology type stuff and are thus interested in the effects 
they have on human bodies. (Like Feynman who was interested in 
hallucinations).

I did/do it for fun and for study; and I intellectual the entire time.
I created my entire theory of knowledge and soooo many other emergent
ideas while being high on pot. What it does is increase creativity.
Although it makes reading more difficult; but I did do a lot of
reading. And to be clear, it probably doesn't work on newbies; I think
that potheads are capable of doing this. I think that this is the case
because different neural pathways are working when high vs not high.
This is probably the reason that people say that if you are high while
studying then you need to be high while taking the test.

When I was reading about Cognitive Dissonance, I learned that there is
a part of the brain that takes in and filters incoming sense data.
When THC is around, the filtering mechanism is put in high gear. This
causes fewer distractions from the external world; from the sense
data. This allows the mind to focus more on its internal workings.

One more thing to mention, in another thread I discussed the
randomness of connections that the mind makes. When high on pot, the
randomness is more random. This means more creative. Connections are
made while high on pot that would otherwise not be made.

I've also tried shrooms, and I did make more random connections than
normal, but I think I took way too much to have fruitful thought



trains. 7 grams is way too much. I was trying to get visuals but not
very much was happening. Next time I'm only going to take 2 grams.

Btw, I would never never never try any drugs that didn't come from the
ground. Too scary for my taste.

I think that we might have evolved with pot and shrooms. If so, then
they can't be bad for us. I definitely don't want to consume anything
that we didn't evolve with.

--Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: How China Plans to Leapfrog the American Economy (And it's 
Not What You Think)
Date: December 31, 2011 at 1:49 PM

On May 31, 9:49 am, hibbsa <hib...@yahoo.com> wrote:
How China Plans to Leapfrog the American Economy (And it's Not What
You Think)

Oops. In our rush to green energy, we've forgotten something. Those
pretty blue photovoltaic cells glinting in the sunlight don't grow on
trees. Neither do those magnificent 300-foot windmills or their
smaller cousins.

But you haven't made the claim that the amount of rare-earth metals on
earth is not sufficient to support our green energy needs.

These are elements, remember. That means--basic chemistry--that you
can't make them out of anything else. You either have them or you
don't. And, given present rates of consumption (which will only go
up), the world is simply running out.

Not yet at least.

And we can't know whether China's plan will occur before or after we
figure out how to transmutate elements. If we say we know, then we are
prophesying as DD explains in BoI.

Here's where China comes in. China is seeking to establish a strategic
lock on these key raw materials. It plans to build itself an economy
powered by this energy and then just sit back and watch the United
States run out of gas.

Gas is not the only alternative. There is also green energy based on
biology. We are currently working on letting algae and photosynthesis
produce our energy. Does that need rare-earth metals? No.



This strategy doesn't only consist in establishing a monopoly on key
raw materials, though this is its hardest point of ultimate leverage.
China also aims to dominate the industries that convert these
materials into green energy products. It is using price competition to
squeeze out the American solar industry, for example, which it hopes
to dominate as Japan now dominates consumer electronics

Even if these things happens as you describe, it would only serve to
give China a stronger competitive edge. But that is not the only
competitive edge to consider. As Elliot has mentioned before, the
others are many and mainly they are based in knowledge creation. And
the societies that create the most knowledge will still have a very
strong competitive edge. Which societies are those? The ones that
produce the strongest minds. Which minds are those? Autonomous
learning minds.

How can you or anyone know which competitive advantage is most
decisive? This would be prophecy as explained by DD in BoI.

If China's master plan reaches even partial fruition, it will gain a
gigantic economic advantage over the U.S. Americans will be left
struggling with $10/gallon gasoline and its likely inflationary and
recessionary consequences. Our living standard will be hobbled for
decades.

Whether or not China's plan works, no one can know which aggregate set
of competitive advantages would cause to the tip the scales one way or
another.

And if China's master plan reaches its full fruition, the game is
simply over for us as a superpower. Indeed, under some scenarios, it
may well be over for us as a developed nation.



If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

Beijing makes plans in very long increments. They, unlike our own
election-cycle worshiping rulers, think through where they want their
country to be 100 years from now.

Sure but none of those guys making those plans are very smart. They
are politicians. And sure they consult smart people, but there is
always a disconnect between human to human relationships. That
disconnect causes much misunderstandings.

A government can not calculate all that needs to be calculated in
order to *control* an economy. And the further they extropolate into
the future, the more wild the error. The field to consult here is
Mathematics; namely numerical methods.

--Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Objective Truth
Date: December 31, 2011 at 2:01 PM

On Jun 1, 2:21 am, Lulie Tanett <lul...@gmail.com> wrote:
On 30 May 2011, at 03:52 AM, Elliot Temple <c...@curi.us> wrote:

The theory of objective truth says: mistakes exist, ideas can be wrong, there is 
a *an objective standard by which ideas can be judged* (our judgment, of 
course, is fallible).

Objective truth is a prerequisite for ideas such as fallibility or learning.

There is no such thing as learning if there isn't truth. You could just make 
anything up, or nothing at all, and it'd all be just as good, if there was no truth.

You can't be fallible if you can't make mistakes. And you can't make mistakes 
without a truth, because mistakes are deviations from the truth.

Some artists seem to want it both ways: they say that, on the one hand, there 
actually is something you can learn from studying art. But on the other hand, 
they deny there is objective truth in aesthetics.

Is the reason they do this to wiggle out of criticism? To say they're not actually 
making mistakes?

Maybe. But I have a more unified view of this.

Human minds have knowledge that emerge from neural pathways. A mind's
complete set of neural pathways is represented by that mind's
knowledge network.

Aesthetics is affects by neural pathways. And since each mind's
knowledge network is different from any other, the *rules* of
aesthetics is potentially different for each mind.

Each mind and their neural pathways are part of objective truth.

Therefore aesthetic rules can be different for each mind while still



obeying the theory of objective truth.

-- 



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Notes on Popper's Conjectures and Refutations, Chapter 2 -- 
The Nature of Philosophical Problems
Date: December 31, 2011 at 5:51 PM

On Dec 27, 2011, at 6:27 PM, Elliot Temple wrote:

On Dec 21, 2011, at 4:33 PM, Justin Mallone wrote:

Are there philosophical problems? Wittgenstein said no, all genuine problems 
are scientific, all so-called philosophical problems are meaningless.

*snip*
To report that Wittgenstein said this at all is to give him too much credit. It's to 
implicit endorse his reputation and the meaningfulness of his utterances. Why is 
his statement worth remembering or noting? It is not. It's best forgotten (its only 
use is in philosophical debates to help those taken in by Wittgenstein and his 
reputation). Wittgenstein had no ideas of merit and note -- or perhaps everyone 
has a few of those, but he had fewer than my neighbor.

Do you think Popper granted too much by engaging with Witt's work (or in the 
way he engaged)? Should people like Witt just be ignored? How does one 
engage with bad philosophy without giving it too much status?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] A Metatheory - Brains plus boldness (was: Apple's New Building)
Date: December 31, 2011 at 3:39 PM

On Jun 9, 7:12 am, jim morris <james.mor...@gmail.com> wrote:
Speaking of Steve, I've recently been musing on a meta-theory about
DD: the key to greatness is brains plus boldness.

I like it. Brains plus boldness.

On the other hand we can see many people who choose to be bold while
lacking brains, e.g. Sarah Palin. Most of them fail so quickly that
they never achieve any fame. Boldness seems a personal choice that is
easier to achieve than having brains and talent. The confidence and
determination to pursue some ideas beyond what is "reasonable" might
be randomly distributed in the population. Like optimism, it helps the
species, even if most of the individuals fail. How could an individual
decide to be bold when they recognize the choice? It probably depends
upon parents, teachers, or agents who recognize one's talent.

Boldness only depends on knowledge. The knowledge of optimism.

I used to think that I was not capable. This held me back greatly.

As soon as I learned that my mind is capable of anything (optimism), I
began to do greater things.

I imagine that DD learned this at a really early age.

David could you tell us when you realized this?

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: December 31, 2011 at 2:49 PM

On Jun 4, 2:55 pm, hibbsa <hib...@yahoo.com> wrote:
The reason evolutionary psychology is both relevant and entirely
consistent/complimentary with meme theory and everything you/DD have
designated to it, is because of this:

In the period prior to humans being intelligent, there was a long
period in which psychology evolved via normal evolution. Thus:

I think memes include rules of thumb. If so, then monkeys are included
in meme theory and therefore memes predate what you speak of.

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Meme theory and other theories in psychology
Date: December 31, 2011 at 2:57 PM

On Jun 4, 3:14 pm, hibbsa <hib...@yahoo.com> wrote:
On Jun 4, 10:05 pm, Elliot Temple <c...@curi.us> wrote:

The way it works is: the hardware provides a set of functions (often universal), 
which the software uses. Because the software never finds anything it uses is 
missing, it's never really affected by hardware variation.

The software/hardware metaphor can only be taken so far

Yes thats correct.

Currently computers have 2 levels:
* Hardware -> Software

But human minds have 3 levels:
* Biology -> Hardwiring -> Softwiring

Hardware is like biology. Neurons.
The computer has no equivalent to the human hardwiring. Instinctive
Neural pathways.
Software is like softwiring. Knowledgeable Neural pathways.

* Note that softwiring can overlay hardwiring and therefore override
it.

So true AI must figure out how to fill in this gap.

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Confidence Art (was: Apple's New Building)
Date: December 31, 2011 at 3:30 PM

On Jun 8, 1:17 pm, Elliot Temple <c...@curi.us> wrote:
I liked how the sort of attitude of the presentation. It's like: we already hired 
world class architects to figure everything out. We already made a serious, 
polished plan. We already hired a an arborist from Stanford to help us plant 
more trees. We already have experience making large pieces of glass for 
buildings with our stores and we know how to make curved glass. And so on. It's 
very impressive. It's saying: we already have everything figured out. We took 
care of everything. The problems are solved, using world class resources like 
hiring top architects.

It's the sort of presentation you'd want give when you want to get hired for a 
contract to do something for a business. Not "We think we can do it. Hire us and 
we'll get started working out the details." But, "We've got it nailed already! We 
already have the right people and knowledge. It's all taken care of. Have no 
worries."

I like this method too. I consider it to be part of Confidence Art;
which takes advantage of the unconscious. Its a sales technique, a
really good one.

All the best businesspeople do it. Its part of negotiating.

I train my employees to do this. And my shortest quote I could give is
this:

* Talk to the unconscious while flying under the radar of the
conscious.



Posts From 2012



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Zero Sum
Date: January 1, 2012 at 2:10 AM

On Dec 5 2011, 3:31 pm, Elliot Temple <c...@curi.us> wrote:
Get rid of him!

He's being completely reasonable so far.

That only makes him more dangerous!

How?

He's only *acting* reasonable because he thinks it will get him what he wants.

I don't think I follow, sir.

Can't you see it's a trick? He acts reasonable to lure you in. Then he'll spring the 
trap!

What trap?

He'll call it a "win/win" solution or a "trade for mutual benefit". But he doesn't 
care about us, he just wants to benefit himself. He wouldn't even do it if he didn't 
believe he was going to come out ahead.

Wouldn't we come out OK, too?

No, you fool! Life is zerosum.

How can you be sure?

I've lived by this creed my whole life, and I've never experienced a win/win 
outcome. It's definitive proof.

I see. The guy in your story thinks human to human interactions are
always necessarily zero-sum; that if one is acting reasonably, that s/
he is necessarily trying to win a win/lose game.

But your point is that human to human interactions don't have to be



zero-sum; that two rationally acting people can find common
preferences so that they both win in a win/win game; this is non-zero-
sum. Both parties can end the game with values greater than the values
they had when they started the game.

And his proof that life is zero-sum is that he's never experienced a
non-zero-sum situation. But this is *empiricism*, which is false.

So with the true philosophy of *conjecture-criticism*, DD conjectured
the *finding common preferences* explanation, which so far has not
been criticized; so it is conjectural truth.

Therefore human to human interactions is non-zero-sum.



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Is a TCS school a fallacy?
Date: January 1, 2012 at 7:38 AM

On 30 Dec 2011, at 05:43, Rami Rustom wrote:

So I guess TCS needs to be rolled out to schools nationwide (worldwide) 
for an Education Era to occur. So how do we get TCS in schools?

But TCS is not compatible with schools. How could it be rolled out to a 
school?

Hmm. So my idea of a TCS school is not possible? But DD mentioned that a 
school should be like society. I love this idea. Learning happens in real life; 
and not in the fake world (current schools). Couldn't we make a school be like 
a society? Or close to it and supplement by having the kids interact with the 
real world too?

i'm not sure i follow the suggestion. what would be the point of a mini-society 
school? why not interact with real society?

So only TCS homeschooling then?

Yeah, or specifically being self-taught. ('Homeschooling' has the connotations that 
it's something like a school, which it isn't.)

But the point above was that you could interact with real societies as part of your 
self-taught education. So depends what you mean by 'only'. Self-taught education 
is much broader than school. It can involve books, conversations with friends, 
conversations with professionals (much better than teachers), movies, forums, 
blogs, clubs, hired people to explain stuff, workshops, suggestions from parents, 
etc.

This stuff is not just a sufficient replacement for school, but much better in every 
way (more efficient, more fun, more engaging, more deep, more broad, less 
needlessly difficult).

--
Lulie Tanett



From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] Is a TCS school a fallacy?
Date: January 1, 2012 at 8:41 AM

On Jan 1, 2012, at 7:38 AM, Lulie Tanett wrote:

On 30 Dec 2011, at 05:43, Rami Rustom wrote:

So only TCS homeschooling then?

Yeah, or specifically being self-taught. ('Homeschooling' has the connotations 
that it's something like a school, which it isn't.)

But the point above was that you could interact with real societies as part of 
your self-taught education. So depends what you mean by 'only'. Self-taught 
education is much broader than school. It can involve books, conversations with 
friends, conversations with professionals (much better than teachers), movies, 
forums, blogs, clubs, hired people to explain stuff, workshops, suggestions from 
parents, etc.

This stuff is not just a sufficient replacement for school, but much better in every 
way (more efficient, more fun, more engaging, more deep, more broad, less 
needlessly difficult).

--
Lulie Tanett

I don't think that's the point. Certain types of schools can be useful for certain 
things (I prefer to learn Talmud in school with a partner than by myself, for 
instance; many people who like sports prefer to be on teams with coaches). It's 
just that schools can't be the *source* of TCS any more than grocery stores or 
movie theaters can.

~Woty



From: Woty Regan <wotyfree@gmail.com>
Subject: Empire Re: [BoI] How China Plans to Leapfrog the American Economy 
(And it's Not What You Think)
Date: January 1, 2012 at 8:43 AM

On Dec 31, 2011, at 1:49 PM, Rami Rustom wrote:

And if China's master plan reaches its full fruition, the game is
simply over for us as a superpower. Indeed, under some scenarios, it
may well be over for us as a developed nation.

If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

American weakness wouldn't eliminate wars. It would just mean that the wrong 
people won them.

~Woty

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Mental vs physical illness
Date: January 1, 2012 at 9:45 AM

On Aug 29 2011, 2:37 pm, Woty Regan <wotyf...@gmail.com> wrote:
Are any of these conditions mental illnesses?

* Epilepsy

* Speech disorders that are demonstrably the result of brain damage or
malformation

* Down's Syndrome

* Alzheimer's disease

* Coma and vegetative states

* Cognitive impairment occurring as a side-effect of duly prescribed
prescription medications

~Woty

I think its ironic that *mental illness* is synonymous with *mental
disorder*.

Disorder means a deviation from *order*; which means *chaos*. So the term
suggests that chaos is bad (undesirable). But chaos is actually good.

On another note, sociology and today's society in general is always trying
to pigeon hole us into the middle of the bell curve; the middle 80% lets
say.

So the middle 80% are normal. They are order. Ordered people are easy to
manage and fit into society.

So the bottom 10% and the top 10% are abnormal. They are chaos. Chaotic
people are hard to manage and fit into society.

If DD was *normal*, then we would not have BoI or FoR. Is this desirable?



Heck no.

This is one of the reasons that labeling *mental disorders* is pointless.
It clearly shows that society is viewing the mind and psychology in the
wrong light.

Another reason that labeling *mental disorders* is pointless, is that the
mind is impossible to measure.

Now people might say, "But what if there is a measurable brain damage".
Well then this is a *brain disorder*, not a *mental disorder*.

The brain and the mind are not the same thing. The brain is biology. The
mind is consciousness.

Yes the mind is affected by the brain. But the brain is only one part of
the mind. The mind also has knowledge.

Humans are universal creators. Therefore each mind has the capacity to
create/learn knowledge and therefore *change* its own mind. And I don't
mean changing decisions. I mean literally changing ones own mind; ones
consciousness.

The mind has an mind-bogglingly awesome capacity to rewire itself. Each
wire is a neural pathway. Each pathway is a learned concept. So how does
one rewire her own mind?

BY LEARNING!!!

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Is a TCS school a fallacy?
Date: January 1, 2012 at 8:49 AM

On Jan 1, 6:38 am, Lulie Tanett <w...@lulie.org> wrote:
On 30 Dec 2011, at 05:43, Rami Rustom wrote:

So I guess TCS needs to be rolled out to schools nationwide (worldwide) 
for an Education Era to occur. So how do we get TCS in schools?

But TCS is not compatible with schools. How could it be rolled out to a 
school?

Hmm. So my idea of a TCS school is not possible? But DD mentioned that a 
school should be like society. I love this idea. Learning happens in real life; 
and not in the fake world (current schools). Couldn't we make a school be 
like a society? Or close to it and supplement by having the kids interact with 
the real world too?

i'm not sure i follow the suggestion. what would be the point of a mini-society 
school? why not interact with real society?

So only TCS homeschooling then?

Yeah, or specifically being self-taught. ('Homeschooling' has the connotations 
that it's something like a school, which it isn't.)

Ok then. I guess I should stop using the term homeschooling. But then
I would really confuse people when they ask me, 'Your kids aren't in
school AND you aren't homeschooling? So what are they doing?'

But the point above was that you could interact with real societies as part of 
your self-taught education. So depends what you mean by 'only'. Self-taught 
education is much broader than school. It can involve books, conversations with 
friends, conversations with professionals (much better than teachers), movies, 
forums, blogs, clubs, hired people to explain stuff, workshops, suggestions from 
parents, etc.

I like it. And this is what my homeschooling is.



This stuff is not just a sufficient replacement for school, but much better in every 
way (more efficient, more fun, more engaging, more deep, more broad, less 
needlessly difficult).

I agree in every way.

But what about families that can't stay with their kids all the time
because both of them work? Ahah. I answered my own questions. One of
them shouldn't work. And the excuses that most parents give are:
* well we need the money so both parents have to work. (bullshit. you
can change your preferences on income/expenses)
* well I have to work or I'll go crazy at home. (thats because you're
not doing TCS)
* well my kids will drive me crazy if I stayed with them 8 hours a
day. (again TCS)
(what are the other excuses?)

So what about the parents that don't make the excuses listed above?
What if they truely can not be with their kids? Ahah.
* maybe their employers could get involved. (I had/have plans for a
*school* in my company for the kids of my employees). Maybe I should
change this to be just another resource for kids of employees.
(what else could be done?)



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Art = science, philosophy, or other?
Date: January 1, 2012 at 6:31 AM

On 31 Dec 2011, at 10:04, Rami Rustom wrote:

On Aug 27, 11:11 pm, Josh Jordan <therealjoshjor...@gmail.com> wrote:
On Aug 27, 10:40 pm, Lulie Tanett <lul...@gmail.com> wrote:

How come art isn't considered as a type of science, where you can test 
different theories by, say, drawing them and seeing which drawing works out?

It is by some. Coldplay, for instance, are said to audition many
variations of a song before settling on the version that ends up on
the album.

I think there is another way to look at this, which actually *is*
science.

Art expression is a way for someone to express ideas and feelings to
others.

I don't think art has much if anything to do with feelings or 'expression' (though 
expression is a bit vague so depends). That suggests it's subjective, dependent 
on what people happen to feel about it.

Popper was known for saying "I am not a belief philosopher". That means he 
doesn't think belief is relevant for something to count as knowledge. If art/beauty 
has any objectivity, that means people can be mistaken about their ideas about it, 
including mistaken about what feelings they should have.

And indeed, it is quite common for someone to like a painting, and feel good 
about it, up until the point someone points out a gross anatomical error. Then all 
they can see is the anatomical error, and they don't like it so much, and it might 
even make them feel uncomfortable.

They were mistaken about their original feeling because they didn't initially notice 
something that's a criticism of it.

I'll consider only the feelings.



My mom is great painter; she was taught in college. I insinuated once
that there is no logic in her art. She disagreed. She said that her
art has *form*; which was the term she learned from college. I had
recently read a quote by Plato about *forms*.

AFAIK usually in art when we talk about form in that way, we mean something like 
'the structure of <whatever>' (where the <whatever> is anatomy, light, 
composition, etc.) -- which is different to Plato's forms which is about abstract 
knowledge. (Some of these things are abstract knowledge, but many are based 
on material sciences like the physics of light, biology of muscles, etc.)

So immediately I was
interested to hear more. So I started asking questions about what she
meant. This is what I learned (from her and I combined it with my
theory):

There are many forms in her paintings that cause feelings in the
viewer. These forms can be put on a spectrum; order on the left and
chaos on the right. Order causes calmness. Chaos causes nervousness.

By order and chaos I'm referring to how the eyes move around the
painting. Forms that cause the eyes to focus at the center of the
painting with very little movement is ordered; thereby causing
calmness. Forms that cause the eyes to move around randomly is chaos;
thereby causing nervousness.

Yes, what you're doing is describing composition. This isn't a wishy-washy thing 
where the knowledge of it is based on intuition and feelings -- it's pretty well 
understood what sort of thing will cause what sort of eye movement and 
impressions.
(For example, the book How Pictures Work for more feelings based composition, 
or my own tutorial http://tiny.cc/lyvfh for visual clues based composition.)

The reason feelings might be relevant is that they give clues about how to 
interpret what's going on in a painting -- and so what to look at, what to focus on, 
what's important and what isn't. If something in the painting is 
unusual/anomalous, your eye will be drawn to it because you need to make 
sense of it.

http://tiny.cc/lyvfh


What is the nature of this causal relationship? The mind evolved with
it.

I'm not so sure it's inborn. Some may be, but a lot of it isn't, and some of it is 
definitely cultural. (Hell, even colour discrimination is cultural to an extent: 
http://www.youtube.com/watch?v=4b71rT9fU-I )

It's about what role certain shapes, patterns, symbols and so on play in our 
explanatory model of the world.

Horizontal lines feel more 'stable' because generally that's the role they play 
(tables, the floor, beds, etc.), and it would have to be a special circumstance for 
us to interpret them differently. Ditto all other elements of composition.

When a newborn is hungry, she cries. Without this she would die.
Hunger is a feeling; crying is a behavior. Feelings cause behaviors.
Actually this causal relationship works in the reverse too; behaviors
cause feelings. And what is fascinating is that they can resonate. And
even more fascinating is that the feelings and behaviors can cross to
other individuals and still resonate. It is the unconscious part of
the mind that is responsible for this causal relationship. It is also
the cause of the phenomenon of Cognitive Dissonance.

Wait why is cognitive dissonance based on inborn stuff? (Struggling to 
understand this paragraph.)

I have some graphs of nervousness over order/chaos here (you might
have to download them to see them better):
*https://docs.google.com/leaf?
id=0B3vskVyvz3wDZGY1NDA5YmEtZGZjNy00NDg2LWJlNjYtYTUzNDE5YTAz
NGMx&hl=en_US
*https://docs.google.com/leaf?
id=0B3vskVyvz3wDMTk2NzQ3NGQtOWM2OS00MGMzLWFmZTAtOWQ3ZjVlO
DIwMTY5&hl=en_US

Some ramifications of this:
* If a painter is mad, she can not create a calm painting.

So Van Gogh wouldn't have been able to create a calm painting. Except:

http://www.youtube.com/watch?v=4b71rT9fU-I
https://docs.google.com/leaf
https://docs.google.com/leaf


http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Woman-
Sewing.html

And anyway, what the painter feels needn't have any baring on their painting. 
Paintings are made up of techniques, and those techniques can be applied 
whether you're feeling in the mood for them or not.

* If a painter is at peace, she can not create a chaotic painting.

All she needs to do is throw in some diagonals, make lots of contrast, concentrate 
detail somewhere, throw in some random things that break composition, and 
that'll produce a chaotic-looking painting. Paintings are made by brush strokes, 
not feelings.

* So the painter's feeling will resonate into the viewer.

That can happen. But I think it's more the other way around: painters use their 
own feelings to have a better idea of how to paint the thing they have an idea to 
paint.
Cartoonists will make the expressions of their characters, even to the point of 
trying to 'feel' it out (it can be hard to make expressions without feeling the 
emotion), so that they have a better sense of how to draw it.

The idea is "What would be scary?" rather than "What would cause my viewers to 
feel scared?". It's objective. A painting is still beautiful even if it's in the forrest with 
no one there to appreciate it.

--
Lulie Tanett

http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Woman-Sewing.html


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Where do we go from here?
Date: January 1, 2012 at 2:45 AM

I will remember 2011 as the year I encountered the Beginning of
Infinity. It really has changed the way I see everything, and the way
I approach the world.

On the last day of the year I finished Jerry Coyne's book, "Why
Evolution is True." At the end he quotes Ian McEwen:

Our secular and scientific culture has not replaced or even challenged
these mutually incompatible, supernatural thought systems. Scientific
method, skepticism, or rationality in general, has yet to find an
overarching narrative of sufficient power, simplicity, and wide appeal
to
compete with the old stories that give meaning to people’s lives.
Natural selection is a powerful, elegant, and economic explicator of
life
on earth in all its diversity, and perhaps it contains the seeds of a
rival
creation myth that would have the added power of being true—but it
awaits its inspired synthesizer, its poet, its Milton. . . . Reason
and  myth
remain uneasy bedfellows.

As I listened to these words (audible.com is the greatest invention in
the history of mankind), I thought about Beginning of Infinity and its
overwhelming optimism. I believe Deutsch has begun to tap into a
message that might possibly resonate with a non-scientific public.

I'm not sure what the first step is. I've begun experimenting and I've
found that many people are very excited about the ideas in BoI. Many
others are repulsed by what they see as the book's pro-Western blind
spots. I don't know which parts of BoI are best suited for general
consumption and which are best saved until later. Here are some
thoughts:

1) Exposing the Spaceship Earth metaphor as patently false is
extremely powerful. People are tired of the negativity and defeatism
of the environmental movement. Deutsch gives us a way to be rational



environmentalists. One of the most moving ideas in the book is the
fact that life on our planet will cease - unless people decide
otherwise.

2) Propogating the idea that science moves from misconception to
better misconception. Too many people still see science as arrogant,
while the philosophy espoused by Deutsch is utterly humble. Even our
best ideas contain misconceptions. Misconceptions, in fact, are how we
make progress.

3) Defining science as the search for good explanations built on
creative guessing. Down with the schoolbook version of the "scientific
method." How many have been utterly disenchanted by that formulaic
approach?

4) Showing how significant people are. Why does so much modern science
writing feel the need to tear down humans ("pond scum" and so on)?
We're amazing, and it's through science (not mysticism) that we learn
how amazing we are.

For me, these are not just idle questions. I work in a science museum,
so it is my job to make science accessible to the general public. I'd
love to hear the thoughts of others who have been changed by the book.
What are those parts that can begin to be that "overarching narrative"
McEwen longs for?

Steve Whitt



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is a TCS school a fallacy?
Date: January 1, 2012 at 11:09 AM

On Jan 1, 2012, at 5:49 AM, Rami Rustom wrote:

On Jan 1, 6:38 am, Lulie Tanett <w...@lulie.org> wrote:
On 30 Dec 2011, at 05:43, Rami Rustom wrote:

So I guess TCS needs to be rolled out to schools nationwide 
(worldwide) for an Education Era to occur. So how do we get TCS in 
schools?

But TCS is not compatible with schools. How could it be rolled out to a 
school?

Hmm. So my idea of a TCS school is not possible? But DD mentioned that 
a school should be like society. I love this idea. Learning happens in real 
life; and not in the fake world (current schools). Couldn't we make a school 
be like a society? Or close to it and supplement by having the kids interact 
with the real world too?

i'm not sure i follow the suggestion. what would be the point of a mini-
society school? why not interact with real society?

So only TCS homeschooling then?

Yeah, or specifically being self-taught. ('Homeschooling' has the connotations 
that it's something like a school, which it isn't.)

Ok then. I guess I should stop using the term homeschooling. But then
I would really confuse people when they ask me, 'Your kids aren't in
school AND you aren't homeschooling? So what are they doing?'

Living.

One does not have to conform to a socially condoned role to live. There are other 
lifestyles than playing (culturally determined) social and status games.



But the point above was that you could interact with real societies as part of 
your self-taught education. So depends what you mean by 'only'. Self-taught 
education is much broader than school. It can involve books, conversations 
with friends, conversations with professionals (much better than teachers), 
movies, forums, blogs, clubs, hired people to explain stuff, workshops, 
suggestions from parents, etc.

I like it. And this is what my homeschooling is.

This stuff is not just a sufficient replacement for school, but much better in 
every way (more efficient, more fun, more engaging, more deep, more broad, 
less needlessly difficult).

I agree in every way.

But what about families that can't stay with their kids all the time
because both of them work? Ahah. I answered my own questions. One of
them shouldn't work. And the excuses that most parents give are:
* well we need the money so both parents have to work. (bullshit. you
can change your preferences on income/expenses)
* well I have to work or I'll go crazy at home. (thats because you're
not doing TCS)
* well my kids will drive me crazy if I stayed with them 8 hours a
day. (again TCS)
(what are the other excuses?)

So what about the parents that don't make the excuses listed above?
What if they truely can not be with their kids? Ahah.

One thing to consider is: why did they create a child (children!?) if they weren't 
going to have enough time available for parenting?

These kinds of things need to be considered prior to having a child.

* maybe their employers could get involved. (I had/have plans for a
*school* in my company for the kids of my employees). Maybe I should
change this to be just another resource for kids of employees.
(what else could be done?)



Most companies are better off staying focussed on what they are good at (e.g. 
making snowboards to sell, or whatever they do) and not branching out into other 
areas outside their expertise (such as selling beds or dealing with the education 
of children).

When Steve Jobs came back to Apple, he killed off a bunch of software and 
electronics projects and products at the company in order to gain focus (including 
killing off profitable stuff). Those things were mostly within Apple's area of 
expertise and still had to go for greater focus on doing a few things really well. 
Doing some sort of (home) school type thing would never make the cut for a good 
business decision at most places.

Employees benefit by being paid. They aren't owed, and should not receive, extra 
to the detriment of their employers.

Also parents are responsible for their children. Handing the kids off to someone 
else, be it a school or an employer with no relevant expertise, would be bad.

Handing the kids off at all would be bad: it should be the child's decision where to 
spend his time. And I wouldn't count on many children with a genuinely free 
choice choosing to spend a lot of time with their parent's employer. (And btw if the 
parents are both unavailable most of the day, the child is not getting a free 
choice.)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Proof against Empiricism (was: Notes on Popper -- Introduction to 
Conjectures and Refutations)
Date: January 1, 2012 at 11:08 AM

On Jul 3 2011, 7:27 pm, Justin Mallone <justin...@gmail.com> wrote:
I'm taking detailed notes on Popper's Conjectures and Refutations, in
order to better understand Popper's arguments. Below are my notes from the
introductory chapter, "On the Source of Knowledge and Ignorance."

Human errors ascribed to this -- our interpretations of episteme must be
wrong, Maybe our traditions or languages are just not up to the task.
Popper: blaming ourselves and language lets you maintain authority of
senses, but at expense of widening gap between supposed authority and
ourselves
Idea that lack of knowledge based on human deceitfulness has political
and other implications (24)

Hi Justin, I just had a light bulb moment while reading your notes. I just
realized what empiricism is and why its wrong.

A. All humans are fallible; because...
* human explanations are always riddled with error, i.e. our explanations
necessarily deviate from the objective truths they attempt to explain.

Therefore this is a false statement:
* A1. Better explanations (knowledge) can be found by succumbing to (human)
*authority*.

B. Empiricism says that knowledge is learned from our senses; that...
* B1. Better explanations (knowledge) can be found by succumbing to (sense)
*authority*.

Now taking out the parentheticals we see that...
* A1 = B1

And since A1 is false, B1 is also false.

---



That is the philosophical argument. Now for the Cognitive Neuroscience
argument.

A study of biology and physics leads one to believe that the sense data is
collected by the brain and our consciousness (the mind) experiences the
sense data without error. But neuroscience has taught us that what we
perceive (P) is not exactly equal to what we sense (S). In fact sometimes P
can be wildly different than S. Consider hallucinations...

Your eyes can be closed (S = 0) while still seeing visuals that your mind
draws (P <> 0).
* S = 0, while P <> 0, therefore...
* P <> S

So what accounts for the difference between P and S? It is the error (E).
* P = S +- ∆E

So our senses inherently have error (just like everything has error).

Therefore our senses are fallible; which is why our senses can not be an
authority.

---

Also, with the argument above, we can prove that humans are fallible.

If a part is fallible, then its whole is also fallible.

So since our senses are fallible, we most definitely are fallible.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Essentialism (was: Notes on Popper -- Introduction to Conjectures 
and Refutations)
Date: January 1, 2012 at 11:14 AM

On Jul 3 2011, 7:27 pm, Justin Mallone <justin...@gmail.com> wrote:
Popper argues that while definitions of words might be understood, in a
certain limited sense, to have authorities (24-26), the doctrine of
Essentialism does not follow.

CRITICISM (Not in book): Is this actually true though? Theories of
meaning of words seem to be as free from authorities as anything else

(note
how words change meaning despite insistence from authorities about their
"true" definition)

If you are referring to Poppers idea that, in a certain limited sense,
there are authorities. I think this is true. Who writes the dictionaries?
Authorities. And the reason he said *limited* is because definitions
changes regardless of those dictionaries. But that doesn't negate the fact
that dictionaries do provide a bit of stability to definitions and that
stability is provided by those authorities.

If you are referring to how his idea negates Essentialism, I think this
statement is true. Each person's definition of a word is potentially
slightly different than that same definition in another person's mind. Why?
Because each person's knowledge set is different and necessarily incomplete
as compared to the complete set of objective truths. Therefore any and
potentially all definitions in a mind have error with respect to their
respective objective definitions.

So the word *know* has one objective meaning. But in the minds of
6,000,000,000 humans today, the word *know* has many many variations of it.
Hence, Essentialism does not hold true for language.

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Art = science, philosophy, or other?
Date: January 1, 2012 at 11:43 AM

On Jan 1, 5:31 am, Lulie Tanett <w...@lulie.org> wrote:
On 31 Dec 2011, at 10:04, Rami Rustom wrote:

On Aug 27, 11:11 pm, Josh Jordan <therealjoshjor...@gmail.com> wrote:
On Aug 27, 10:40 pm, Lulie Tanett <lul...@gmail.com> wrote:

How come art isn't considered as a type of science, where you can test 
different theories by, say, drawing them and seeing which drawing works 
out?

It is by some. Coldplay, for instance, are said to audition many
variations of a song before settling on the version that ends up on
the album.

I think there is another way to look at this, which actually *is*
science.

Art expression is a way for someone to express ideas and feelings to
others.

I don't think art has much if anything to do with feelings or 'expression' (though 
expression is a bit vague so depends). That suggests it's subjective, dependent 
on what people happen to feel about it.

Absolutely subjective. Why? Because no two minds are exactly alike.
Minds are made up of knowledge. And knowledge is ideas. And ideas
affect feelings. This is also a forward and reverse causal
relationship that the unconscious is responsible for.

Popper was known for saying "I am not a belief philosopher". That means he 
doesn't think belief is relevant for  something to count as knowledge. If 
art/beauty has any objectivity, that means people can be mistaken about their 
ideas about it, including mistaken about what feelings they should have.



Aesthetics is part of objective truth. But since no two minds are
alike, the rules of aesthetics are potentially different between any
two minds (art creator and art viewer). Hence, subjectivity.

And indeed, it is quite common for someone to like a painting, and feel good 
about it, up until the point someone points out a gross anatomical error. Then all 
they can see is the anatomical error, and they don't like it so much, and it might 
even make them feel uncomfortable.

Yes thoughts affect feelings. It is the same part of the mind that is
responsible for the phenomenon of Cognitive Dissonance.

They were mistaken about their original feeling because they didn't initially 
notice something that's a criticism of it.

Mistaken? I disagree. The feeling prior to the thought was different
than the feeling after the thought. So the person's feeling simply
changed.

I'll consider only the feelings.

My mom is great painter; she was taught in college. I insinuated once
that there is no logic in her art. She disagreed. She said that her
art has *form*; which was the term she learned from college. I had
recently read a quote by Plato about *forms*.

AFAIK usually in art when we talk about form in that way, we mean something 
like 'the structure of <whatever>' (where the <whatever> is anatomy, light, 
composition, etc.) -- which is different to Plato's forms which is about abstract 
knowledge. (Some of these things are abstract knowledge, but many are based 
on material sciences like the physics of light, biology of muscles, etc.)

Yes. I was just mentioning why my mind was curious. The point is that
my mom said that there is *form* (logic) in her paintings. And Plato's
*forms* was about logic. And I know these are different types of logic



but I've have unified them in my theory of knowledge. So thats what
made me interested; an interesting problem.

So immediately I was
interested to hear more. So I started asking questions about what she
meant. This is what I learned (from her and I combined it with my
theory):

There are many forms in her paintings that cause feelings in the
viewer. These forms can be put on a spectrum; order on the left and
chaos on the right. Order causes calmness. Chaos causes nervousness.

By order and chaos I'm referring to how the eyes move around the
painting. Forms that cause the eyes to focus at the center of the
painting with very little movement is ordered; thereby causing
calmness. Forms that cause the eyes to move around randomly is chaos;
thereby causing nervousness.

Yes, what you're doing is describing composition. This isn't a wishy-washy thing 
where the knowledge of it is based on intuition and feelings -- it's pretty well 
understood what sort of thing will cause what sort of eye movement and 
impressions.
(For example, the book How Pictures Work for more feelings based 
composition, or my own tutorialhttp://tiny.cc/lyvfhfor visual clues based 
composition.)

Exactly. Those are forms. I'm calling them logics. Aesthetic logics.

The reason feelings might be relevant is that they give clues about how to 
interpret what's going on in a painting -- and so what to look at, what to focus 
on, what's important and what isn't. If something in the painting is 
unusual/anomalous, your eye will be drawn to it because you need to make 
sense of it.

Actually the aesthetic logics that are put into the painting cause the
eye to do certain things which then causes feelings.

http://tiny.cc/lyvfhfor


What is the nature of this causal relationship? The mind evolved with
it.

I'm not so sure it's inborn. Some may be, but a lot of it isn't, and some of it is 
definitely cultural. (Hell, even colour discrimination is cultural to an 
extent:http://www.youtube.com/watch?v=4b71rT9fU-I)

It is inborn and it is cultural. The inborn part is instinct
(hardwiring). The cultural part is learned (softwiring). And yes
softwiring can override hardwiring.

It's about what role certain shapes, patterns, symbols and so on play in our 
explanatory model of the world.

Horizontal lines feel more 'stable' because generally that's the role they play 
(tables, the floor, beds, etc.), and it would have to be a special circumstance for 
us to interpret them differently. Ditto all other elements of composition.

Actually this can be explained with math. A continuous line, whether
straight or curved, is represented by 1 math formula. Two continuous
lines that meet at a point, is represented by 2 math formulas.

1 math formula is more ordered than 2 math formulas. 2 formulas has
more degrees of freedom as compared to 1 formula. More degrees of
freedom means more chaos.

Therefore, the eye is less likely to focus on a continuous line and
more likely to focus on the disconnect between 2 continuous lines (the
point at which 2 lines meet).

When a newborn is hungry, she cries. Without this she would die.
Hunger is a feeling; crying is a behavior. Feelings cause behaviors.
Actually this causal relationship works in the reverse too; behaviors
cause feelings. And what is fascinating is that they can resonate. And
even more fascinating is that the feelings and behaviors can cross to
other individuals and still resonate. It is the unconscious part of
the mind that is responsible for this causal relationship. It is also

http://www.youtube.com/watch?v=4b71rT9fU-I


the cause of the phenomenon of Cognitive Dissonance.

Wait why is cognitive dissonance based on inborn stuff? (Struggling to 
understand this paragraph.)

Cognitive Dissonance is the phenomenon whereby the unconscious
experiences an uncomfortable *feeling* when the conscious is currently
holding two conflicting ideas. The unconscious attempts to reduce the
feeling of dissonance with many types of irrational tactics. So why
did the mind evolve with such an irrational way of doing things?
Because without it we would die at birth. If a newborn didn't cry when
she got hungry, then her mom wouldn't feed her.

I have some graphs of nervousness over order/chaos here (you might
have to download them to see them better):
*https://docs.google.com/leaf?
id=0B3vskVyvz3wDZGY1NDA5YmEtZGZjNy00NDg2LWJlNjYtYTUzNDE5YTA
zNGMx&hl=en_US
*https://docs.google.com/leaf?
id=0B3vskVyvz3wDMTk2NzQ3NGQtOWM2OS00MGMzLWFmZTAtOWQ3ZjVl
ODIwMTY5&hl=en_US

Some ramifications of this:
* If a painter is mad, she can not create a calm painting.

So Van Gogh wouldn't have been able to create a calm painting. Except:
http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo...

I should have clarified. If one knows how aesthetic logic affects
feelings, one can override the unconscious effect. So if one didn't
know aesthetic logic, then she could not be mad and create a calm
painting.

And anyway, what the painter feels needn't have any baring on their painting. 
Paintings are made up of techniques, and those techniques can be applied 
whether you're feeling in the mood for them or not.

https://docs.google.com/leaf
https://docs.google.com/leaf
http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo


* If a painter is at peace, she can not create a chaotic painting.

All she needs to do is throw in some diagonals, make lots of contrast, 
concentrate detail somewhere, throw in some random things that break 
composition, and that'll produce a chaotic-looking painting. Paintings are made 
by brush strokes, not feelings.

Yes. But only if the painter *knows* aesthetic logic.

* So the painter's feeling will resonate into the viewer.

That can happen. But I think it's more the other way around: painters use their 
own feelings to have a better idea of how to paint the thing they have an idea to 
paint.
Cartoonists will make the expressions of their characters, even to the point of 
trying to 'feel' it out (it can be hard to make expressions without feeling the 
emotion), so that they have a better sense of how to draw it.

I don't see the distinction.

The idea is "What would be scary?" rather than "What would cause my viewers 
to feel scared?". It's objective. A painting is still beautiful even if it's in the forrest 
with no one there to appreciate it.

I don't see the distinction between the two questions. What do you
mean by "be"?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Is a TCS school a fallacy?
Date: January 1, 2012 at 12:02 PM

On Jan 1, 10:09 am, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 5:49 AM, Rami Rustom wrote:

On Jan 1, 6:38 am, Lulie Tanett <w...@lulie.org> wrote:
On 30 Dec 2011, at 05:43, Rami Rustom wrote:

So I guess TCS needs to be rolled out to schools nationwide 
(worldwide) for an Education Era to occur. So how do we get TCS in 
schools?

But TCS is not compatible with schools. How could it be rolled out to a 
school?

Hmm. So my idea of a TCS school is not possible? But DD mentioned 
that a school should be like society. I love this idea. Learning happens in 
real life; and not in the fake world (current schools). Couldn't we make a 
school be like a society? Or close to it and supplement by having the kids 
interact with the real world too?

i'm not sure i follow the suggestion. what would be the point of a mini-
society school? why not interact with real society?

So only TCS homeschooling then?

Yeah, or specifically being self-taught. ('Homeschooling' has the connotations 
that it's something like a school, which it isn't.)

Ok then. I guess I should stop using the term homeschooling. But then
I would really confuse people when they ask me, 'Your kids aren't in
school AND you aren't homeschooling? So what are they doing?'

Living.

One does not have to conform to a socially condoned role to live. There are 
other lifestyles than playing (culturally determined) social and status games.



But the point above was that you could interact with real societies as part of 
your self-taught education. So depends what you mean by 'only'. Self-taught 
education is much broader than school. It can involve books, conversations 
with friends, conversations with professionals (much better than teachers), 
movies, forums, blogs, clubs, hired people to explain stuff, workshops, 
suggestions from parents, etc.

I like it. And this is what my homeschooling is.

This stuff is not just a sufficient replacement for school, but much better in 
every way (more efficient, more fun, more engaging, more deep, more broad, 
less needlessly difficult).

I agree in every way.

But what about families that can't stay with their kids all the time
because both of them work? Ahah. I answered my own questions. One of
them shouldn't work. And the excuses that most parents give are:
* well we need the money so both parents have to work. (bullshit. you
can change your preferences on income/expenses)
* well I have to work or I'll go crazy at home. (thats because you're
not doing TCS)
* well my kids will drive me crazy if I stayed with them 8 hours a
day. (again TCS)
(what are the other excuses?)

So what about the parents that don't make the excuses listed above?
What if they truely can not be with their kids? Ahah.



One thing to consider is: why did they create a child (children!?) if they weren't 
going to have enough time available for parenting?

These kinds of things need to be considered prior to having a child.

* maybe their employers could get involved. (I had/have plans for a
*school* in my company for the kids of my employees). Maybe I should
change this to be just another resource for kids of employees.
(what else could be done?)

Most companies are better off staying focussed on what they are good at (e.g. 
making snowboards to sell, or whatever they do) and not branching out into 
other areas outside their expertise (such as selling beds or dealing with the 
education of children).

Oh I didn't mean having trained professionals. I just meant allowing
children to come to where and how their parents work. It would just be
another source to learn. Just one more place in society to learn from.

When Steve Jobs came back to Apple, he killed off a bunch of software and 
electronics projects and products at the company in order to gain focus 
(including killing off profitable stuff). Those things were mostly within Apple's 
area of expertise and still had to go for greater focus on doing a few things really 
well. Doing some sort of (home) school type thing would never make the cut for 
a good business decision at most places.

Employees benefit by being paid. They aren't owed, and should not receive, 
extra to the detriment of their employers.

Also parents are responsible for their children. Handing the kids off to someone 
else, be it a school or an employer with no relevant expertise, would be bad.

Handing the kids off at all would be bad: it should be the child's decision where 
to spend his time. And I wouldn't count on many children with a genuinely free 
choice choosing to spend a lot of time with their parent's employer. (And btw if 
the parents are both unavailable most of the day, the child is not getting a free 
choice.)

So basically what TCS says is to kind of go back to the way education
(except for the coercion) was before forced schooling; the way



children learned from Pre-Socrates until just after the American Civil
War.

And right before forced schooling in America, we were no. 1 in social
mobility. Currently we are no. 10.

And back then and up until around 1950, the tradition was for someone
to be home to take care of children. That was a tradition we should
have kept because it is necessary for TCS.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Empire Re: [BoI] How China Plans to Leapfrog the American 
Economy (And it's Not What You Think)
Date: January 1, 2012 at 12:07 PM

On Jan 1, 7:43 am, Woty Regan <wotyf...@gmail.com> wrote:
On Dec 31, 2011, at 1:49 PM, Rami Rustom wrote:

If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

American weakness wouldn't eliminate wars. It would just mean that the wrong 
people won them.

Are you suggesting that a specific people are wrong? If so, which are
they?

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is a TCS school a fallacy?
Date: January 1, 2012 at 2:52 PM

On Jan 1, 2012, at 9:02 AM, Rami Rustom wrote:

On Jan 1, 10:09 am, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 5:49 AM, Rami Rustom wrote:

* maybe their employers could get involved. (I had/have plans for a
*school* in my company for the kids of my employees). Maybe I should
change this to be just another resource for kids of employees.
(what else could be done?)

Most companies are better off staying focussed on what they are good at (e.g. 
making snowboards to sell, or whatever they do) and not branching out into 
other areas outside their expertise (such as selling beds or dealing with the 
education of children).

Oh I didn't mean having trained professionals. I just meant allowing
children to come to where and how their parents work. It would just be
another source to learn. Just one more place in society to learn from.

Oh. Yes of course. There is no reason that many employees should not have 
much greater leeway and be able to bring guests.

As well as:

- control their schedule
- including taking breaks in the middle of the work day to play games or nap or 
whatever, even doing this in the office
- have significant autonomy for deciding how to use their time
- be happy
- do things to make them happy even when at work

The main issues are:

1) time sensitive work  (e.g. grocery store checkout people can't take arbitrary 
breaks or control their schedule much. but they can let their kid come by, though I 



imagine he won't want to very often unless it's like a night shift with few 
customers or something)

2) people who don't like their job and will use freedom and decision making to 
avoid work and not do their job

3) irresponsible people who want a very low responsibility job do not want to be 
given the responsibility of figuring out stuff like their schedule, which they will do 
badly

But the best people to hire, who do the best job, are the ones who can handle 
things like controlling their own schedule, and who will also make sure to get 
things done, and who can actually use autonomy to be more effective.

It's commonly thought that only, say, 10% of people are the good sort of worker 
who can take initiative, maybe be in management or a leader some day, can take 
responsibility for getting stuff done, etc.

That is false.

A lot more people can and will do it well if given the opportunity (not on the first 
day though, they need some time to learn how to do it and some leeway to make 
some mistakes), and will do well.

This can be done on a large scale.

Walmart gives its sales people significant autonomy. They can do things like offer 
a customer a discount, on their own initiative while talking with the customers, 
without asking a manager or anything. And they have the electronic equipment to 
check wholesale prices, inventory data, etc, in order to know what discounts 
would actually lose money and otherwise make a good, informed decision. 
Similarly, they can (taking into account that information they have access to) tell 
the computer system to buy more inventory of something that they see is selling 
well.



When Steve Jobs came back to Apple, he killed off a bunch of software and 
electronics projects and products at the company in order to gain focus 
(including killing off profitable stuff). Those things were mostly within Apple's 
area of expertise and still had to go for greater focus on doing a few things 
really well. Doing some sort of (home) school type thing would never make the 
cut for a good business decision at most places.

Employees benefit by being paid. They aren't owed, and should not receive, 
extra to the detriment of their employers.

Also parents are responsible for their children. Handing the kids off to 
someone else, be it a school or an employer with no relevant expertise, would 
be bad.

Handing the kids off at all would be bad: it should be the child's decision where 
to spend his time. And I wouldn't count on many children with a genuinely free 
choice choosing to spend a lot of time with their parent's employer. (And btw if 
the parents are both unavailable most of the day, the child is not getting a free 
choice.)

So basically what TCS says is to kind of go back to the way education
(except for the coercion) was before forced schooling; the way
children learned from Pre-Socrates until just after the American Civil
War.

No. Basically no one was educated in a voluntary, kind, or child-centered way 
back then. The kid wasn't making his own choices, choosing his own topics of 
study, empowered to reject ideas in educational books, etc...

The child's preferences were not respected in old education. Instead, the child 
was expected to obey and was hit and otherwise punished if the parent was 
dissatisfied at all.

(Note: all that should be to the extent the child wants it. Younger children may not 
know how to find or choose topics and want their parent to do that for them for a 
while.)

And right before forced schooling in America, we were no. 1 in social
mobility. Currently we are no. 10.



According to what? Determined with what methodology?

Smells like scientism.

We have, for example, silicon valley.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Zero Sum
Date: January 1, 2012 at 3:25 PM

On Jan 1, 2:10 am, Rami Rustom <ramir...@gmail.com> wrote:

Therefore human to human interactions is non-zero-sum.

This was one of the biggest revelations in the book for me. I'd fallen
into the cynical trap of seeing everything as an I win/you lose
endeavor. But there are so many obvious examples in human interactions
that are non zero sum. My favorite is the teaching and learning
process. When approached from the point of view of conjecture and
criticism, both the teacher and the learner benefit from the
interaction with a clearer understanding of the problem in question
and a better idea of how a proposed explanation can lead to the next,
deeper question. Knowledge is funny that way. In some ways it seems to
violate the treasured 2nd Law of Thermodynamics. In this sense, the
universe as transformed by we universal explainers really is the
ultimate free lunch.

Steve Whitt



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Biological Universality
Date: January 1, 2012 at 3:31 PM

I think I now understand universality in biology.

Humans have 30,000 genes; lets call this gene knowledge. We also have
extra material in our DNA that turn on/off the genes; lets call this
non-gene knowledge. Note that even monkeys have about 30,000 genes. So
do frogs. So why are monkeys more complex than frogs and why are
humans more complex than monkeys?

First I'll define *complex*?
*Frogs minds have *hardwired rules*; these are implicitly known.
*Monkey minds have that plus *softwired situations* and *softwired rules*
*Human minds have that plus *softwired logics*; which can be
implicitly or explicitly learned.

Note that in my theory of knowledge...
*Softwired rules = DD's rules of thumb
*Explicitly-known softwired logics = DD's universal explanations

...and that...
1. Frogs learn (hardwired) implicit rules.
2. Monkeys do that plus they learn (softwired) implicit situations and rules.
3. Pre-language Humans do that plus they learn (softwired) logics implicitly.
4. Post-language Humans do that plus they learn (softwired) logics explicitly.

So consider this question: After millions of years of evolution from
basic animals into more complex animals, and then into even more
complex animals, why didn't the number of genes increase? The answer
is DD's principle of universality.

The existing 30,000 genes were enough to create ever more universal
animals. That set of genes was universal.

1. As soon as this level was reached, gene knowledge creation stopped
but evolution continued. At this point only non-gene knowledge
creation was occurring; and so was hardwired implicit 1st order
knowledge. This resulted in frogs.



2. Then the non-gene knowledge reached a level where softwired
implicit 0th/1st order knowledge creation was occurring. This resulted
in monkeys.

3. Then the non-gene knowledge reached a level where softwired
implicit 2nd order knowledge creation was occurring. This resulted in
humans; and evolution stopped.

4. Then explicit 2nd order knowledge creation was occurring. This
resulted in language.

At stage...
1. Universality stopped gene knowledge creation.
2. Universality stopped non-gene knowledge creation.

What do you think?

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Is a TCS school a fallacy?
Date: January 1, 2012 at 3:47 PM

On Jan 1, 1:52 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:02 AM, Rami Rustom wrote:

On Jan 1, 10:09 am, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 5:49 AM, Rami Rustom wrote:

* maybe their employers could get involved. (I had/have plans for a
*school* in my company for the kids of my employees). Maybe I should
change this to be just another resource for kids of employees.
(what else could be done?)

Most companies are better off staying focussed on what they are good at 
(e.g. making snowboards to sell, or whatever they do) and not branching out 
into other areas outside their expertise (such as selling beds or dealing with 
the education of children).

Oh I didn't mean having trained professionals. I just meant allowing
children to come to where and how their parents work. It would just be
another source to learn. Just one more place in society to learn from.

Oh. Yes of course. There is no reason that many employees should not have 
much greater leeway and be able to bring guests.

As well as:

- control their schedule
- including taking breaks in the middle of the work day to play games or nap or 
whatever, even doing this in the office
- have significant autonomy for deciding how to use their time
- be happy
- do things to make them happy even when at work

Yes the only rule is that productivity occurs. Even the amount of
productivity should not be ruled. How employees work to be productive
should be ruled.



The main issues are:

1) time sensitive work  (e.g. grocery store checkout people can't take arbitrary 
breaks or control their schedule much. but they can let their kid come by, though 
I imagine he won't want to very often unless it's like a night shift with few 
customers or something)

Minimal rules here.

2) people who don't like their job and will use freedom and decision making to 
avoid work and not do their job

A more effective hiring process fixes this.

3) irresponsible people who want a very low responsibility job do not want to be 
given the responsibility of figuring out stuff like their schedule, which they will do 
badly

A more effective hiring process fixes this.

But the best people to hire, who do the best job, are the ones who can handle 
things like controlling their own schedule, and who will also make sure to get 
things done, and who can actually use autonomy to be more effective.

I'm sure the best companies do this already.

It's commonly thought that only, say, 10% of people are the good sort of worker 
who can take initiative, maybe be in management or a leader some day, can 
take responsibility for getting stuff done, etc.

That is false.

I agree. I bet its closer to 90% than 10%.



A lot more people can and will do it well if given the opportunity (not on the first 
day though, they need some time to learn how to do it and some leeway to 
make some mistakes), and will do well.

Yes mistakes should be used as learning tools rather than things that
need to be prevented.

This can be done on a large scale.

Walmart gives its sales people significant autonomy. They can do things like 
offer a customer a discount, on their own initiative while talking with the 
customers, without asking a manager or anything. And they have the electronic 
equipment to check wholesale prices, inventory data, etc, in order to know what 
discounts would actually lose money and otherwise make a good, informed 
decision. Similarly, they can (taking into account that information they have 
access to) tell the computer system to buy more inventory of something that 
they see is selling well.

My employees control almost everything. They only call management for
consultation and we use the Socratic Method to help them derive the
solutions on their own.

When Steve Jobs came back to Apple, he killed off a bunch of software and 
electronics projects and products at the company in order to gain focus 
(including killing off profitable stuff). Those things were mostly within Apple's 
area of expertise and still had to go for greater focus on doing a few things 
really well. Doing some sort of (home) school type thing would never make 
the cut for a good business decision at most places.

Employees benefit by being paid. They aren't owed, and should not receive, 
extra to the detriment of their employers.

Also parents are responsible for their children. Handing the kids off to 
someone else, be it a school or an employer with no relevant expertise, 
would be bad.



Handing the kids off at all would be bad: it should be the child's decision 
where to spend his time. And I wouldn't count on many children with a 
genuinely free choice choosing to spend a lot of time with their parent's 
employer. (And btw if the parents are both unavailable most of the day, the 
child is not getting a free choice.)

So basically what TCS says is to kind of go back to the way education
(except for the coercion) was before forced schooling; the way
children learned from Pre-Socrates until just after the American Civil
War.

No. Basically no one was educated in a voluntary, kind, or child-centered way 
back then. The kid wasn't making his own choices, choosing his own topics of 
study, empowered to reject ideas in educational books, etc...

Thats why I said *except for coercion*. I think your statement is only
coercion.

The child's preferences were not respected in old education. Instead, the child 
was expected to obey and was hit and otherwise punished if the parent was 
dissatisfied at all.

(Note: all that should be to the extent the child wants it. Younger children may 
not know how to find or choose topics and want their parent to do that for them 
for a while.)

And right before forced schooling in America, we were no. 1 in social
mobility. Currently we are no. 10.

According to what? Determined with what methodology?

Smells like scientism.

LOL!!!  You're probably right. I don't remember where I got it.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Art = science, philosophy, or other?
Date: January 1, 2012 at 12:30 PM

On Jan 1, 5:31 am, Lulie Tanett <w...@lulie.org> wrote:
On 31 Dec 2011, at 10:04, Rami Rustom wrote:

Some ramifications of this:
* If a painter is mad, she can not create a calm painting.

So Van Gogh wouldn't have been able to create a calm painting. Except:

http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo...

My mom just told me that Van Gogh was not sick and depressed in his
early life. And that calm painting you mentioned was done in his early
life. His later paintings were more chaotic and he was very sick and
depressed. So this coincides with my theory.

--Rami

http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo


From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Re: Art = science, philosophy, or other?
Date: January 1, 2012 at 12:56 PM

On 1 Jan 2012, at 16:43, Rami Rustom wrote:

On Jan 1, 5:31 am, Lulie Tanett <w...@lulie.org> wrote:
On 31 Dec 2011, at 10:04, Rami Rustom wrote:

On Aug 27, 11:11 pm, Josh Jordan <therealjoshjor...@gmail.com> wrote:
On Aug 27, 10:40 pm, Lulie Tanett <lul...@gmail.com> wrote:

How come art isn't considered as a type of science, where you can test 
different theories by, say, drawing them and seeing which drawing works 
out?

It is by some. Coldplay, for instance, are said to audition many
variations of a song before settling on the version that ends up on
the album.

I think there is another way to look at this, which actually *is*
science.

Art expression is a way for someone to express ideas and feelings to
others.

I don't think art has much if anything to do with feelings or 'expression' (though 
expression is a bit vague so depends). That suggests it's subjective, 
dependent on what people happen to feel about it.

Absolutely subjective. Why? Because no two minds are exactly alike.
Minds are made up of knowledge. And knowledge is ideas. And ideas
affect feelings. This is also a forward and reverse causal
relationship that the unconscious is responsible for.

How does this connect to art?

Popper was known for saying "I am not a belief philosopher". That means he 
doesn't think belief is relevant for  something to count as knowledge. If 



art/beauty has any objectivity, that means people can be mistaken about their 
ideas about it, including mistaken about what feelings they should have.

Aesthetics is part of objective truth. But since no two minds are
alike, the rules of aesthetics are potentially different between any
two minds (art creator and art viewer). Hence, subjectivity.

If aesthetics are part of objective truth, two minds can be *mistaken* about what 
the rules of aesthetics actually are.

If two people have differing ideas of what the laws of physics say, you don't say 
the laws of physics are subjective. Laws of physics don't have anything to do with 
their creators or the people who view/think about them. What makes aesthetics 
any different?

And indeed, it is quite common for someone to like a painting, and feel good 
about it, up until the point someone points out a gross anatomical error. Then 
all they can see is the anatomical error, and they don't like it so much, and it 
might even make them feel uncomfortable.

Yes thoughts affect feelings. It is the same part of the mind that is
responsible for the phenomenon of Cognitive Dissonance.

Do you know any problems with the idea that feelings are just a type of 
thought/idea?

They were mistaken about their original feeling because they didn't initially 
notice something that's a criticism of it.

Mistaken? I disagree. The feeling prior to the thought was different
than the feeling after the thought. So the person's feeling simply
changed.

What caused them to change? If they weren't mistaken, why did they change?

Are you saying something like: "Feelings reflect thought. A feeling can't be 
'mistaken' because they always accurately reflect some kind of thought. When 
feelings change, it's because thoughts (which *can* be mistaken) change."?



I'll consider only the feelings.

My mom is great painter; she was taught in college. I insinuated once
that there is no logic in her art. She disagreed. She said that her
art has *form*; which was the term she learned from college. I had
recently read a quote by Plato about *forms*.

AFAIK usually in art when we talk about form in that way, we mean something 
like 'the structure of <whatever>' (where the <whatever> is anatomy, light, 
composition, etc.) -- which is different to Plato's forms which is about abstract 
knowledge. (Some of these things are abstract knowledge, but many are 
based on material sciences like the physics of light, biology of muscles, etc.)

Yes. I was just mentioning why my mind was curious. The point is that
my mom said that there is *form* (logic) in her paintings. And Plato's
*forms* was about logic. And I know these are different types of logic
but I've have unified them in my theory of knowledge. So thats what
made me interested; an interesting problem.

So immediately I was
interested to hear more. So I started asking questions about what she
meant. This is what I learned (from her and I combined it with my
theory):

There are many forms in her paintings that cause feelings in the
viewer. These forms can be put on a spectrum; order on the left and
chaos on the right. Order causes calmness. Chaos causes nervousness.

By order and chaos I'm referring to how the eyes move around the
painting. Forms that cause the eyes to focus at the center of the
painting with very little movement is ordered; thereby causing
calmness. Forms that cause the eyes to move around randomly is chaos;
thereby causing nervousness.

Yes, what you're doing is describing composition. This isn't a wishy-washy 
thing where the knowledge of it is based on intuition and feelings -- it's pretty 
well understood what sort of thing will cause what sort of eye movement and 



impressions.
(For example, the book How Pictures Work for more feelings based 
composition, or my own tutorialhttp://tiny.cc/lyvfhfor visual clues based 
composition.)

Exactly. Those are forms. I'm calling them logics. Aesthetic logics.

The reason feelings might be relevant is that they give clues about how to 
interpret what's going on in a painting -- and so what to look at, what to focus 
on, what's important and what isn't. If something in the painting is 
unusual/anomalous, your eye will be drawn to it because you need to make 
sense of it.

Actually the aesthetic logics that are put into the painting cause the
eye to do certain things which then causes feelings.

What does the idea of causing feelings add? Why is it necessary?

Why can't we just say it causes us to think certain things, because we're 
engaging with some problems in (objective) aesthetics, and that's why we 
appreciate art?

What is the nature of this causal relationship? The mind evolved with
it.

I'm not so sure it's inborn. Some may be, but a lot of it isn't, and some of it is 
definitely cultural. (Hell, even colour discrimination is cultural to an 
extent:http://www.youtube.com/watch?v=4b71rT9fU-I)

It is inborn and it is cultural. The inborn part is instinct
(hardwiring). The cultural part is learned (softwiring). And yes
softwiring can override hardwiring.

It's about what role certain shapes, patterns, symbols and so on play in our 
explanatory model of the world.

Horizontal lines feel more 'stable' because generally that's the role they play 

http://tiny.cc/lyvfhfor
http://www.youtube.com/watch?v=4b71rT9fU-I


(tables, the floor, beds, etc.), and it would have to be a special circumstance 
for us to interpret them differently. Ditto all other elements of composition.

Actually this can be explained with math. A continuous line, whether
straight or curved, is represented by 1 math formula. Two continuous
lines that meet at a point, is represented by 2 math formulas.

1 math formula is more ordered than 2 math formulas. 2 formulas has
more degrees of freedom as compared to 1 formula. More degrees of
freedom means more chaos.

Therefore, the eye is less likely to focus on a continuous line and
more likely to focus on the disconnect between 2 continuous lines (the
point at which 2 lines meet).

Why can't you explain this just by '2 lines is more interesting/has more detail/has 
more knowledge, so we look at it more in attempts to understand it'?

When a newborn is hungry, she cries. Without this she would die.
Hunger is a feeling; crying is a behavior. Feelings cause behaviors.
Actually this causal relationship works in the reverse too; behaviors
cause feelings. And what is fascinating is that they can resonate. And
even more fascinating is that the feelings and behaviors can cross to
other individuals and still resonate. It is the unconscious part of
the mind that is responsible for this causal relationship. It is also
the cause of the phenomenon of Cognitive Dissonance.

Wait why is cognitive dissonance based on inborn stuff? (Struggling to 
understand this paragraph.)

Cognitive Dissonance is the phenomenon whereby the unconscious
experiences an uncomfortable *feeling* when the conscious is currently
holding two conflicting ideas. The unconscious attempts to reduce the
feeling of dissonance with many types of irrational tactics. So why
did the mind evolve with such an irrational way of doing things?
Because without it we would die at birth. If a newborn didn't cry when
she got hungry, then her mom wouldn't feed her.



I have some graphs of nervousness over order/chaos here (you might
have to download them to see them better):
*https://docs.google.com/leaf?
id=0B3vskVyvz3wDZGY1NDA5YmEtZGZjNy00NDg2LWJlNjYtYTUzNDE5YT
AzNGMx&hl=en_US
*https://docs.google.com/leaf?
id=0B3vskVyvz3wDMTk2NzQ3NGQtOWM2OS00MGMzLWFmZTAtOWQ3Zj
VlODIwMTY5&hl=en_US

Some ramifications of this:
* If a painter is mad, she can not create a calm painting.

So Van Gogh wouldn't have been able to create a calm painting. Except:
http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo...

I should have clarified. If one knows how aesthetic logic affects
feelings, one can override the unconscious effect. So if one didn't
know aesthetic logic, then she could not be mad and create a calm
painting.

If you didn't know 'aesthetic logic' (AKA 'how to paint'), you're going to make 
something fairly arbitrary and based on misc bits of stuff you've picked up, 
perhaps largely subconsciously.

But I don't see why you couldn't even ask a layman mad or calm person to try to 
make a painting that was the opposite of their state. Most people have at least 
*some* sense of what is generally considered chaotic or calming.

To be clear: Painting is all about knowledge. Both making and experiencing them. 
This goes just as much for the professional artist as to the layman. It is all about 
translating ideas into a visual medium, and it is about how well that translation 
succeeds.

Mad people and calm people might focus on mad/calm ideas more, and that's 
why their paintings may tend to reflect that. It doesn't mean they don't know 
*how* to make a painting of the opposite idea -- cultural knowledge should be 
enough for most people to make some very rough depiction of 
calmness/chaoticness -- it just means that they may find it counter-intuitive to sit 
down and do and they'd prefer to think about the other kind of idea. (Basically, 
because they disagree with the opposite way of thinking/set of ideas. So they 

https://docs.google.com/leaf
https://docs.google.com/leaf
http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo


don't think about it as much and it's unnatural in a sense.)

And anyway, what the painter feels needn't have any baring on their painting. 
Paintings are made up of techniques, and those techniques can be applied 
whether you're feeling in the mood for them or not.

* If a painter is at peace, she can not create a chaotic painting.

All she needs to do is throw in some diagonals, make lots of contrast, 
concentrate detail somewhere, throw in some random things that break 
composition, and that'll produce a chaotic-looking painting. Paintings are made 
by brush strokes, not feelings.

Yes. But only if the painter *knows* aesthetic logic.

Yes. But my guess is most laymen could make some messy rough abstract that 
contains some very basic aesthetic logic.

* So the painter's feeling will resonate into the viewer.

That can happen. But I think it's more the other way around: painters use their 
own feelings to have a better idea of how to paint the thing they have an idea 
to paint.
Cartoonists will make the expressions of their characters, even to the point of 
trying to 'feel' it out (it can be hard to make expressions without feeling the 
emotion), so that they have a better sense of how to draw it.

I don't see the distinction.

Feelings help create/recall knowledge of 'aesthetic logic', to help create the 
painting.
NOT: Feelings are planted in the painting so the viewer feels what the painter felt.

The latter is a people/belief-oriented way of thinking of painting, rather than that 
painting is the enquiry into problems of objective aesthetics.

The idea is "What would be scary?" rather than "What would cause my viewers 
to feel scared?". It's objective. A painting is still beautiful even if it's in the 
forrest with no one there to appreciate it.



I don't see the distinction between the two questions. What do you
mean by "be"?

be = is objectively

The latter is a focus on what people happen to feel (which is influenced by bias, 
whim, culture, and lots of other things that have nothing to do with objective 
aesthetics). The former is a direct focus on the problems in objective aesthetics.

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is a TCS school a fallacy?
Date: January 1, 2012 at 6:15 PM

On Jan 1, 2012, at 12:47 PM, Rami Rustom wrote:

On Jan 1, 1:52 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:02 AM, Rami Rustom wrote:

2) people who don't like their job and will use freedom and decision making to 
avoid work and not do their job

A more effective hiring process fixes this.

3) irresponsible people who want a very low responsibility job do not want to 
be given the responsibility of figuring out stuff like their schedule, which they 
will do badly

A more effective hiring process fixes this.

It's not necessarily a problem. Depends what your company is and what you are 
hiring people to do.

If you can make productive use of low-responsibility, low-motivation employees, 
that's great. It is a positive thing, not a problem to be fixed. A company which 
can't do that is not necessarily "more effective". It's, in at least one way, *worse*.

So basically what TCS says is to kind of go back to the way education
(except for the coercion) was before forced schooling; the way
children learned from Pre-Socrates until just after the American Civil
War.

No. Basically no one was educated in a voluntary, kind, or child-centered way 
back then. The kid wasn't making his own choices, choosing his own topics of 



study, empowered to reject ideas in educational books, etc...

Thats why I said *except for coercion*. I think your statement is only
coercion.

No. For example parents of the past had different attitudes and expectations. It's 
a much broader issue than coercion.

Non-coercion is not enough. There's other important stuff like being helpful and 
having some understanding of what a good life is.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Justin Mallone <justinceo@gmail.com>
Cc: rational-politics-list@googlegroups.com
Subject: Economic Competition Between Countries
Date: January 1, 2012 at 7:12 PM

There's a common idea that goes something like this:

"Country X (perhaps China or India) is going to overtake America by 
outcompeting America economically."

There's at least 2 things wrong with this.

1. The fallacy of "economic competition" between countries.

The idea of "economic competition" between countries is false.  Different, wealthy 
countries engage in mutually beneficial trade. The fact that the UK is rich doesn't 
hurt us, even though they produce some of the same goods and services that we 
do. The more wealthy they are, the more they can trade with us! Everyone is 
better off. And so poor countries becoming wealthy actually helps us.

BTW a related silly idea is the importance of "trade deficits". Why do those 
matter? Maybe Oklahoma has a trade deficit with California, or US has a trade 
deficit with China, or I have a trade deficit with the Apple Corporation. So? It's 
irrelevant.

2. The idea that non-liberal societies can become overall better than liberal ones 
over a sustained period of time.

The idea that the US will get "overtaken" is false for the independent reason that 
it rests on the notion that non-liberal societies can outperform liberal ones. Often 
you will hear stuff about how India is producing tons of engineers, or the Chinese 
are more studious, etc. But Feynman critiqued the idea of cultures with say anti-
liberal education methods regularly producing brilliant people in Surely You're 
Joking (with the example IIRC of Brazil). And the most successful people the US 
don't get there by being extremely studious in conventional ways (see college 
dropouts Gates and Jobs). They get there by having an entrepreneurial 
nature/attitude and a willingness to take risks and do stuff everyone else thinks is 
silly/unlikely to succeed.



So China's not going to have the same level of economic growth as us unless 
they become more liberal.
And if they do, that's good for us! So what's the problem?

-J



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Biological Universality
Date: January 1, 2012 at 7:55 PM

On 1 Jan 2012, at 20:31, Rami Rustom wrote:

I think I now understand universality in biology.

Humans have 30,000 genes; lets call this gene knowledge. We also have
extra material in our DNA that turn on/off the genes; lets call this
non-gene knowledge. Note that even monkeys have about 30,000 genes. So
do frogs. So why are monkeys more complex than frogs and why are
humans more complex than monkeys?

When you talk about genes in this sentence are you using that term in the same 
sense as in BoI, and FoR? That is, genes are replicators that happen to to 
instantiated in DNA and RNA. If this non-gene knowledge isn't in replicators then 
it can't have arisen by evolution, so I think there must be something wrong with 
this paragraph.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: The AI 'breakthrough'
Date: January 1, 2012 at 4:43 PM

On Jun 1 2011, 1:08 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 1, 2011, at 11:54 AM, Matjaž Leonardis wrote:

2011/6/1 Elliot Temple <c...@curi.us>

TheAIfield also needs to pay attention to the issue of
parenting/educating AIs. There is no reason to expect anAIto be more
rational than a person if it's educated in an equally irrational way.

Well from what I can tell, most of the people in theAIfield are trying to
do just that. I don't know anybody who would be trying to construct a dream
machine that would reveal us the mysteries of the world when we'd press the
'On' button (it's also true  that I don't know that many people in the field
:P).

Almost all attempts to constructAI(or even some more specific things like
computer vision, natural language translation etc.) seem to involve some
sort of machine "learning"- a.k.a educating.

No. There's two different meanings of "learn" here. They want to create 
something that can learn. That's different than the issue of, once you create it, 
how do you teach it? How do you help it learn?

Making something capable of learning is the problem of making anAI. But the 
issue I'm talking about is: once you make anAI, how do you educate it? Do you 
hire some school teachers? Some parents? Or what? That's what I think they 
don't even really discuss.

A human child is an intelligence. It can learn. But how rational and wise it ends 
up depends a lot on its educators. AndAI(AGI) will be like a child -- something 
that is *capable* of learning but has not yet learned a ton. But they don't 
understand this.

If you still think they do discuss it, please link/cite us to the discussion.

It is true, that most of this "learning" is based on the philosophy of
empiricism and induction, and while it has produced some results, it has



otherwise turned out to be a lot less successful than people had hoped. So I
do agree that some new philosophical perspective is necessary for the field
to move on.

Having said that,  if one wants to implement "Problem A --> Competing
theories --> Error correction --> Problem 2" - then the bottleneck seems to
be the "Competing theories" part - and I'd not be at all surprised, if this
part is at least sometimes or at least in part done by some sort of
statistical processing of the sensory data.

I think the hardest part is error correction (criticism). Conjectures can be a mix of 
random variants of existing ideas and also random new ideas. Not that the 
conjecture part is trivial, but it doesn't look like a fundamentally huge obstacle. 
The error correction part is *really hard* to get even a general idea of how it 
might be done.

In broad/vague terms, criticisms are statements which contradict other 
statements. The criticism might be false, or the statement might be false. How 
do you pick? No one knows anything like a straightforward algorithm for that.

Error correction can be done like so:

Note that the AI has some system tables and system algorithms that are
like hardwiring in HIs. All other tables and algorithms are newly
created and are like softwiring in HIs.

----------------------
Birth...

1. The AI begins to collect data into existing tables and newly
created tables (on the fly).

2. Then it guesses mathematical models.*

3. Then it runs numerical methods to determine how well the models
fits the data. And it gives the model an error sum value.

4. Then repeat steps 2 and 3 until no more new models can be guessed
and chosen model is the one with the least error sum value.



Loop until death...
--------------------------

So now the question is... How to guess the mathematical models?

I think this is what some of the system tables would be about.
Mathematics is pure objective truth. All known objective truths should
be put into system tables and system algorithms. Conjectural knowledge
can not be put into system tables and instead those will be added on
the fly into newly created tables.

But how can an AI create algorithms, i.e. lines of code?

I think IBM might already do this in their *learning servers*. Does
anybody know?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 1, 2012 at 8:42 PM

On Jan 1, 6:55 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Jan 2012, at 20:31, Rami Rustom wrote:

I think I now understand universality in biology.

Humans have 30,000 genes; lets call this gene knowledge. We also have
extra material in our DNA that turn on/off the genes; lets call this
non-gene knowledge. Note that even monkeys have about 30,000 genes. So
do frogs. So why are monkeys more complex than frogs and why are
humans more complex than monkeys?

When you talk about genes in this sentence are you using that term in the same 
sense as in BoI, and FoR? That is, genes are replicators that happen to to 
instantiated in DNA and RNA. If this non-gene knowledge isn't in replicators then 
it can't have arisen by evolution, so I think there must be something wrong with 
this paragraph.

I vaguely remember reading it in BoI. But I'm not sure. I just started
chapter 7. What chapter is it in?

But as for the non-gene stuff being part of evolution, I am sure. So
are geneticists.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Zero Sum
Date: January 1, 2012 at 8:49 PM

On Jan 1, 2:25 pm, steve whitt <smwh...@gmail.com> wrote:
On Jan 1, 2:10 am, Rami Rustom <ramir...@gmail.com> wrote:

Therefore human to human interactions is non-zero-sum.

This was one of the biggest revelations in the book for me. I'd fallen
into the cynical trap of seeing everything as an I win/you lose
endeavor. But there are so many obvious examples in human interactions
that are non zero sum. My favorite is the teaching and learning
process. When approached from the point of view of conjecture and
criticism, both the teacher and the learner benefit from the
interaction with a clearer understanding of the problem in question
and a better idea of how a proposed explanation can lead to the next,
deeper question. Knowledge is funny that way. In some ways it seems to
violate the treasured 2nd Law of Thermodynamics. In this sense, the
universe as transformed by we universal explainers really is the
ultimate free lunch.

I'd like to mention another way to look at the teacher student
relationship that clearly shows that it is a non-zero-sum
relationship.

When teachers are teaching, they are inadvertently learning in many
ways:
* rewording their sentences for clarity
* rechecking their assumptions (because each time that you zoom in on
an area of your knowledge network, it is more complete than the last
time, therefore you might find and correct an error that you couldn't
have noticed before)
* the student can reveal your error and teach the teacher
* (and some more ideas that Elliot has could tell us about)

So it is as though the teacher and student are both simultaneous the
teacher and student.

So during a transaction between teacher and student in which learning



occurs on both sides, which theoretically is every single transaction,
both parties come out ahead as compared to their original values;
hence non-zero-sum.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Economic Competition Between Countries
Date: January 1, 2012 at 8:55 PM

On Jan 1, 6:12 pm, Justin Mallone <justin...@gmail.com> wrote:
There's a common idea that goes something like this:

"Country X (perhaps China or India) is going to overtake America by 
outcompeting America economically."

There's at least 2 things wrong with this.

1. The fallacy of "economic competition" between countries.

The idea of "economic competition" between countries is false.  Different, 
wealthy countries engage in mutually beneficial trade. The fact that the UK is 
rich doesn't hurt us, even though they produce some of the same goods and 
services that we do. The more wealthy they are, the more they can trade with 
us! Everyone is better off. And so poor countries becoming wealthy actually 
helps us.

BTW a related silly idea is the importance of "trade deficits". Why do those 
matter? Maybe Oklahoma has a trade deficit with California, or US has a trade 
deficit with China, or I have a trade deficit with the Apple Corporation. So? It's 
irrelevant.

2. The idea that non-liberal societies can become overall better than liberal ones 
over a sustained period of time.

The idea that the US will get "overtaken" is false for the independent reason that 
it rests on the notion that non-liberal societies can outperform liberal ones. Often 
you will hear stuff about how India is producing tons of engineers, or the 
Chinese are more studious, etc. But Feynman critiqued the idea of cultures with 
say anti-liberal education methods regularly producing brilliant people in Surely 
You're Joking (with the example IIRC of Brazil). And the most successful people 
the US don't get there by being extremely studious in conventional ways (see 
college dropouts Gates and Jobs). They get there by having an entrepreneurial 
nature/attitude and a willingness to take risks and do stuff everyone else thinks 
is silly/unlikely to succeed.

So China's not going to have the same level of economic growth as us unless 



they become more liberal.
And if they do, that's good for us! So what's the problem?

I like it a lot.

So what do you think the far future is like for socio-economics? Lets
consider a thought experiment. Lets say the whole world is now
liberal; and I mean every parent is raising their children based on
TCS. And all human to human relationships are based on ARR. And TCS
ideas passed on to other fields like business and politics. And error
correction in politics is very very efficient everywhere in the world.
And lets go further and say that enough time passed so that a relative
equilibrium was reaching between the societies.

What would the world be like?  Don't worry too much about technology
advances, i.e. things that are very hard to predict. Lets say that
this day came sooner rather than later.

--Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Biological Universality
Date: January 1, 2012 at 9:19 PM

On 2 Jan 2012, at 01:42, Rami Rustom wrote:

On Jan 1, 6:55 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Jan 2012, at 20:31, Rami Rustom wrote:

I think I now understand universality in biology.

Humans have 30,000 genes; lets call this gene knowledge. We also have
extra material in our DNA that turn on/off the genes; lets call this
non-gene knowledge. Note that even monkeys have about 30,000 genes. So
do frogs. So why are monkeys more complex than frogs and why are
humans more complex than monkeys?

When you talk about genes in this sentence are you using that term in the 
same sense as in BoI, and FoR? That is, genes are replicators that happen to 
to instantiated in DNA and RNA. If this non-gene knowledge isn't in replicators 
then it can't have arisen by evolution, so I think there must be something 
wrong with this paragraph.

I vaguely remember reading it in BoI. But I'm not sure. I just started
chapter 7. What chapter is it in?

Chapter 4 of BoI, the clearest statement in BoI as far as I know is in the section 
starting on p. 93. See also chapter 8 of FoR.

But as for the non-gene stuff being part of evolution, I am sure. So are 
geneticists.

Some claims have been made for non-genetic evolution. However, there are two 
things wrong with this. The first is that neo-Darwinism is not wedded to any 
particular replicator. In addition, there is not currently any evidence that can't be 
explained using the idea that genetic information is transmitted in DNA and RNA, 
see:



http://img2.tapuz.co.il/forums/1_153643486.pdf

For more discussion see "The Extended Phenotype".

Alan

http://img2.tapuz.co.il/forums/1_153643486.pdf


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Art = science, philosophy, or other?
Date: January 1, 2012 at 9:20 PM

On Jan 1, 11:56 am, Lulie Tanett <w...@lulie.org> wrote:
On 1 Jan 2012, at 16:43, Rami Rustom wrote:

On Jan 1, 5:31 am, Lulie Tanett <w...@lulie.org> wrote:
On 31 Dec 2011, at 10:04, Rami Rustom wrote:

On Aug 27, 11:11 pm, Josh Jordan <therealjoshjor...@gmail.com> wrote:
On Aug 27, 10:40 pm, Lulie Tanett <lul...@gmail.com> wrote:

How come art isn't considered as a type of science, where you can test 
different theories by, say, drawing them and seeing which drawing works 
out?

It is by some. Coldplay, for instance, are said to audition many
variations of a song before settling on the version that ends up on
the album.

I think there is another way to look at this, which actually *is*
science.

Art expression is a way for someone to express ideas and feelings to
others.

I don't think art has much if anything to do with feelings or 'expression' 
(though expression is a bit vague so depends). That suggests it's subjective, 
dependent on what people happen to feel about it.

Absolutely subjective. Why? Because no two minds are exactly alike.
Minds are made up of knowledge. And knowledge is ideas. And ideas
affect feelings. This is also a forward and reverse causal
relationship that the unconscious is responsible for.

How does this connect to art?

The painting is a medium by which the art creator puts her idea into
it. Then the painter can die. Then the art viewer can experience it
and have a feeling.



Popper was known for saying "I am not a belief philosopher". That means he 
doesn't think belief is relevant for  something to count as knowledge. If 
art/beauty has any objectivity, that means people can be mistaken about their 
ideas about it, including mistaken about what feelings they should have.

Aesthetics is part of objective truth. But since no two minds are
alike, the rules of aesthetics are potentially different between any
two minds (art creator and art viewer). Hence, subjectivity.

If aesthetics are part of objective truth, two minds can be *mistaken* about what 
the rules of aesthetics actually are.

Sure. But the objective truths (T) includes physics. And the
functionality of any two minds are different because their neural
pathways are different. Therefore the rules of aesthetics are
potentially different between any two minds. So T1 is not equal to T2.
This is why art can be considered subjective while still being
objective.
* T1 <> T2

And yes each mind can be mistaken about these objective truths. This
idea follows from the fact that all our knowledge is conjectural
knowledge (K). K is not equal to T.
* K <> T
* K = T +- ∆E

If two people have differing ideas of what the laws of physics say, you don't say 
the laws of physics are subjective. Laws of physics don't have anything to do 
with their creators or the people who view/think about them. What makes 
aesthetics any different?

Each mind has its own knowledge structure, i.e. set of neural
pathways. So the functional rules are different in each mind. But with
physics rules are always the same.

This is why TCS says that we can not coerce people. No one person can
know what another person needs in order to learn. This is because:



* T1 <> T2

Think of it like this. If all minds were the same, i.e. T1 = T2, then
we wouldn't need TCS. What do you think?

And indeed, it is quite common for someone to like a painting, and feel good 
about it, up until the point someone points out a gross anatomical error. Then 
all they can see is the anatomical error, and they don't like it so much, and it 
might even make them feel uncomfortable.

Yes thoughts affect feelings. It is the same part of the mind that is
responsible for the phenomenon of Cognitive Dissonance.

Do you know any problems with the idea that feelings are just a type of 
thought/idea?

You can have a thought without an emotion. Therefore they are
distinctly separate entities.

They were mistaken about their original feeling because they didn't initially 
notice something that's a criticism of it.

Mistaken? I disagree. The feeling prior to the thought was different
than the feeling after the thought. So the person's feeling simply
changed.

What caused them to change? If they weren't mistaken, why did they change?

F1 is the feeling before the thought. F2 is the feeling after the
thought. The new thought changed their neural pathways, i.e. they
learned something. So T changed. Therefore
* F1 <> F2

Are you saying something like: "Feelings reflect thought. A feeling can't be 
'mistaken' because they always accurately reflect some kind of thought. When 
feelings change, it's because thoughts (which *can* be mistaken) change."?



No. And I'm not sure what you mean by *reflect*. Do you mean something
like *mirror*? And then you used the word *accurately*; but we are
fallible so I'm not sure what this means.

I'll consider only the feelings.

My mom is great painter; she was taught in college. I insinuated once
that there is no logic in her art. She disagreed. She said that her
art has *form*; which was the term she learned from college. I had
recently read a quote by Plato about *forms*.

AFAIK usually in art when we talk about form in that way, we mean something 
like 'the structure of <whatever>' (where the <whatever> is anatomy, light, 
composition, etc.) -- which is different to Plato's forms which is about abstract 
knowledge. (Some of these things are abstract knowledge, but many are 
based on material sciences like the physics of light, biology of muscles, etc.)

Yes. I was just mentioning why my mind was curious. The point is that
my mom said that there is *form* (logic) in her paintings. And Plato's
*forms* was about logic. And I know these are different types of logic
but I've have unified them in my theory of knowledge. So thats what
made me interested; an interesting problem.

So immediately I was
interested to hear more. So I started asking questions about what she
meant. This is what I learned (from her and I combined it with my
theory):

There are many forms in her paintings that cause feelings in the
viewer. These forms can be put on a spectrum; order on the left and
chaos on the right. Order causes calmness. Chaos causes nervousness.

By order and chaos I'm referring to how the eyes move around the
painting. Forms that cause the eyes to focus at the center of the
painting with very little movement is ordered; thereby causing



calmness. Forms that cause the eyes to move around randomly is chaos;
thereby causing nervousness.

Yes, what you're doing is describing composition. This isn't a wishy-washy 
thing where the knowledge of it is based on intuition and feelings -- it's pretty 
well understood what sort of thing will cause what sort of eye movement and 
impressions.
(For example, the book How Pictures Work for more feelings based 
composition, or my own tutorialhttp://tiny.cc/lyvfhforvisual clues based 
composition.)

Exactly. Those are forms. I'm calling them logics. Aesthetic logics.

The reason feelings might be relevant is that they give clues about how to 
interpret what's going on in a painting -- and so what to look at, what to focus 
on, what's important and what isn't. If something in the painting is 
unusual/anomalous, your eye will be drawn to it because you need to make 
sense of it.

Actually the aesthetic logics that are put into the painting cause the
eye to do certain things which then causes feelings.

What does the idea of causing feelings add? Why is it necessary?

But it explains phenomenon that otherwise were not well explained in a
unified hard-to-very theory.

Why can't we just say it causes us to think certain things, because we're 
engaging with some problems in (objective) aesthetics, and that's why we 
appreciate art?

I'm not sure what that means. But either way, is that part of a
unified hard-to-very theory?

http://tiny.cc/lyvfhforvisual


What is the nature of this causal relationship? The mind evolved with
it.

I'm not so sure it's inborn. Some may be, but a lot of it isn't, and some of it is 
definitely cultural. (Hell, even colour discrimination is cultural to an 
extent:http://www.youtube.com/watch?v=4b71rT9fU-I)

It is inborn and it is cultural. The inborn part is instinct
(hardwiring). The cultural part is learned (softwiring). And yes
softwiring can override hardwiring.

It's about what role certain shapes, patterns, symbols and so on play in our 
explanatory model of the world.

Horizontal lines feel more 'stable' because generally that's the role they play 
(tables, the floor, beds, etc.), and it would have to be a special circumstance 
for us to interpret them differently. Ditto all other elements of composition.

Actually this can be explained with math. A continuous line, whether
straight or curved, is represented by 1 math formula. Two continuous
lines that meet at a point, is represented by 2 math formulas.

1 math formula is more ordered than 2 math formulas. 2 formulas has
more degrees of freedom as compared to 1 formula. More degrees of
freedom means more chaos.

Therefore, the eye is less likely to focus on a continuous line and
more likely to focus on the disconnect between 2 continuous lines (the
point at which 2 lines meet).

Why can't you explain this just by '2 lines is more interesting/has more detail/has 
more knowledge, so we look at it more in attempts to understand it'?

Your explanation doesn't answer 'Why do we look at it more?'  Also
your explanation doesn't involve the unconscious and instead claims
that only the conscious is involved. But the unconscious is always
playing a role.

http://www.youtube.com/watch?v=4b71rT9fU-I


When a newborn is hungry, she cries. Without this she would die.
Hunger is a feeling; crying is a behavior. Feelings cause behaviors.
Actually this causal relationship works in the reverse too; behaviors
cause feelings. And what is fascinating is that they can resonate. And
even more fascinating is that the feelings and behaviors can cross to
other individuals and still resonate. It is the unconscious part of
the mind that is responsible for this causal relationship. It is also
the cause of the phenomenon of Cognitive Dissonance.

Wait why is cognitive dissonance based on inborn stuff? (Struggling to 
understand this paragraph.)

Cognitive Dissonance is the phenomenon whereby the unconscious
experiences an uncomfortable *feeling* when the conscious is currently
holding two conflicting ideas. The unconscious attempts to reduce the
feeling of dissonance with many types of irrational tactics. So why
did the mind evolve with such an irrational way of doing things?
Because without it we would die at birth. If a newborn didn't cry when
she got hungry, then her mom wouldn't feed her.

I have some graphs of nervousness over order/chaos here (you might
have to download them to see them better):
*https://docs.google.com/leaf?
id=0B3vskVyvz3wDZGY1NDA5YmEtZGZjNy00NDg2LWJlNjYtYTUzNDE5Y
TAzNGMx&hl=en_US
*https://docs.google.com/leaf?
id=0B3vskVyvz3wDMTk2NzQ3NGQtOWM2OS00MGMzLWFmZTAtOWQ3Z
jVlODIwMTY5&hl=en_US

Some ramifications of this:
* If a painter is mad, she can not create a calm painting.

So Van Gogh wouldn't have been able to create a calm painting. Except:

https://docs.google.com/leaf
https://docs.google.com/leaf


http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo...

I should have clarified. If one knows how aesthetic logic affects
feelings, one can override the unconscious effect. So if one didn't
know aesthetic logic, then she could not be mad and create a calm
painting.

If you didn't know 'aesthetic logic' (AKA 'how to paint'), you're going to make 
something fairly arbitrary and based on misc bits of stuff you've picked up, 
perhaps largely subconsciously.

Yes this would be aesthetic logic that was implicitly learned rather
than explicitly learned.

But I don't see why you couldn't even ask a layman mad or calm person to try to 
make a painting ...

I don't know what you mean.

--Rami

http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 1, 2012 at 9:26 PM

On Jan 1, 8:19 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Jan 2012, at 01:42, Rami Rustom wrote:
On Jan 1, 6:55 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Jan 2012, at 20:31, Rami Rustom wrote:

I think I now understand universality in biology.

Humans have 30,000 genes; lets call this gene knowledge. We also have
extra material in our DNA that turn on/off the genes; lets call this
non-gene knowledge. Note that even monkeys have about 30,000 genes. 
So
do frogs. So why are monkeys more complex than frogs and why are
humans more complex than monkeys?

When you talk about genes in this sentence are you using that term in the 
same sense as in BoI, and FoR? That is, genes are replicators that happen 
to to instantiated in DNA and RNA. If this non-gene knowledge isn't in 
replicators then it can't have arisen by evolution, so I think there must be 
something wrong with this paragraph.

I vaguely remember reading it in BoI. But I'm not sure. I just started
chapter 7. What chapter is it in?

Chapter 4 of BoI, the clearest statement in BoI as far as I know is in the section 
starting on p. 93. See also chapter 8 of FoR.

But as for the non-gene stuff being part of evolution, I am sure. So are 
geneticists.

Some claims have been made for non-genetic evolution. However, there are two 
things wrong with this. The first is that neo-Darwinism is not wedded to any 
particular replicator. In addition, there is not currently any evidence that can't be 
explained using the idea that genetic information is transmitted in DNA and 



RNA, see:

http://img2.tapuz.co.il/forums/1_153643486.pdf

For more discussion see "The Extended Phenotype".

Then how would one explain why monkeys and humans share about 98% of
our genes? How did humans evolve from our common ancestor? Are humans
only 2% different than monkeys? No. What is different is the rest of
the genetic material that turns on/off the genes.

The genes are like factories. Think about all the parts in humans in
monkeys. Aren't they pretty much the same? So what is the difference?
Only that human parts were put together in better formations than
monkey parts.

So the non-genes are like the management personnel of the factories.
When we evolved from our common ancestors with monkeys, the factories
stopped improved (mostly), but the management personnel kept
improving.

--Rami

http://img2.tapuz.co.il/forums/1_153643486.pdf


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Economic Competition Between Countries
Date: January 1, 2012 at 9:35 PM

On Jan 1, 2012, at 5:55 PM, Rami Rustom wrote:

On Jan 1, 6:12 pm, Justin Mallone <justin...@gmail.com> wrote:
There's a common idea that goes something like this:

"Country X (perhaps China or India) is going to overtake America by 
outcompeting America economically."

There's at least 2 things wrong with this.

1. The fallacy of "economic competition" between countries.

The idea of "economic competition" between countries is false.  Different, 
wealthy countries engage in mutually beneficial trade. The fact that the UK is 
rich doesn't hurt us, even though they produce some of the same goods and 
services that we do. The more wealthy they are, the more they can trade with 
us! Everyone is better off. And so poor countries becoming wealthy actually 
helps us.

BTW a related silly idea is the importance of "trade deficits". Why do those 
matter? Maybe Oklahoma has a trade deficit with California, or US has a trade 
deficit with China, or I have a trade deficit with the Apple Corporation. So? It's 
irrelevant.

2. The idea that non-liberal societies can become overall better than liberal 
ones over a sustained period of time.

The idea that the US will get "overtaken" is false for the independent reason 
that it rests on the notion that non-liberal societies can outperform liberal ones. 
Often you will hear stuff about how India is producing tons of engineers, or the 
Chinese are more studious, etc. But Feynman critiqued the idea of cultures 
with say anti-liberal education methods regularly producing brilliant people in 
Surely You're Joking (with the example IIRC of Brazil). And the most 
successful people the US don't get there by being extremely studious in 
conventional ways (see college dropouts Gates and Jobs). They get there by 
having an entrepreneurial nature/attitude and a willingness to take risks and do 
stuff everyone else thinks is silly/unlikely to succeed.



So China's not going to have the same level of economic growth as us unless 
they become more liberal.
And if they do, that's good for us! So what's the problem?

I like it a lot.

So what do you think the far future is like for socio-economics? Lets
consider a thought experiment. Lets say the whole world is now
liberal; and I mean every parent is raising their children based on
TCS. And all human to human relationships are based on ARR. And TCS
ideas passed on to other fields like business and politics. And error
correction in politics is very very efficient everywhere in the world.
And lets go further and say that enough time passed so that a relative
equilibrium was reaching between the societies.

What would the world be like?  Don't worry too much about technology
advances, i.e. things that are very hard to predict. Lets say that
this day came sooner rather than later.

--Rami

It's not just technology that's hard to predict.

Lots of people do illiberal things because they are uncreative and lack 
imagination -- like try and force their kids to go to school and to do certain 
professions because other things are "silly" or "just a hobby" and you "can't make 
money at them" (calling such things "silly" without argument is really just 
codeword for "I am a small-minded fool.") Btw see 
http://fallibleliving.com/essays/on-taking-children-seriously/81-but-if-we-dont-
make-her-do-maths

So if people stopped doing that, the world would look different because lots of 
people would be engaging in creative, cool, important, fun projects that they write 
off now due to parental/societal pressure. And how that would play out exactly is 
hard to say for the same reason technological development is hard to predict -- 
you can't predict the future growth of knowledge. You can say stuff like, "people 
will be better off and happier" and, "if you don't liberalize, you will remain 

http://fallibleliving.com/essays/on-taking-children-seriously/81-but-if-we-dont-make-her-do-maths


stagnant," and you can maybe make reasonable predictions about what will 
happen when underdeveloped societies liberalize to the point that other societies 
have already engaged in (like China becoming industrial and so building factories 
like the West did 100 years ago, and having more wealth as a result).

But I think it's hard to say how things will turn out in detail for the issue of the best 
societies being better.
Also keep in mind there will never be a moment of *perfect* TCSness or 
ARRness or Rational Politics or anything. There will just be constant gradual 
progress and reform. The TCS focus might move from convincing people they 
shouldn't punish or "discipline" their children to the best ways to help their 
children realize the child's goals, and things like that.

Maybe one can extrapolate a bit from existing trends though.

Like, as far as TCS, anti-child violence has gone way down in the past few 
hundred years, and people take their children more seriously than they used to. 
So more of that. And parents would take their obligations to help their kids 
seriously and see it as a *pleasure* to have the opportunity to help a small human 
understand the world, and not some burden to be pawned off on self-important 
teachers and other "professionals."

And there wouldn't be any formal schools (there'd be like, books and videos and 
stuff, but people would realize gathering in a place and spending lots of money to 
get information, which maybe a good model in the 12th century when books and 
literate people were super-rare and there was no internet, is horribly inefficient 
today and tends to involve lots of coercive aspects).

People would drop the idea of lifelong commitments and engage with people on a 
more moment-to-moment basis.

Businesses would be less hierarchical and formal, engage with people more as 
contractors than as employees, and allow people to work at home when that 
makes sense (which, for lots of stuff outside of a few jobs, it does pretty often).

There'd be way less silly trade barriers, and open immigration, and drug 
legalization, and no psychiatric imprisonment, and "punishment" of criminals 
would be de-emphasized.

Lots of other stuff.



-J



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Zero Sum
Date: January 1, 2012 at 9:37 PM

On 1 Jan 2012, at 20:25, steve whitt wrote:

On Jan 1, 2:10 am, Rami Rustom <ramir...@gmail.com> wrote:

Therefore human to human interactions is non-zero-sum.

This was one of the biggest revelations in the book for me. I'd fallen
into the cynical trap of seeing everything as an I win/you lose
endeavor. But there are so many obvious examples in human interactions
that are non zero sum. My favorite is the teaching and learning
process. When approached from the point of view of conjecture and
criticism, both the teacher and the learner benefit from the
interaction with a clearer understanding of the problem in question
and a better idea of how a proposed explanation can lead to the next,
deeper question. Knowledge is funny that way. In some ways it seems to
violate the treasured 2nd Law of Thermodynamics. In this sense, the
universe as transformed by we universal explainers really is the
ultimate free lunch.

I don't think knowledge creation allows us to evade the Second Law. It does allow 
us to reduce the entropy we generate, but it doesn't allow us to eliminate the 
generation of entropy because our knowledge is never perfect. We would have to 
know all the probabilities of all the different states of a system, but this is 
impossible due to the fact that that probabilities have continuous values and so 
you can't store perfect information about them because of the problems of error 
correcting analog quantities, see BoI p. 140.  It can be a free lunch in the sense 
that it can be easier to explain an idea once it has been created than to create it 
in the first place.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Biological Universality
Date: January 1, 2012 at 9:49 PM

On 2 Jan 2012, at 02:26, Rami Rustom wrote:

On Jan 1, 8:19 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Jan 2012, at 01:42, Rami Rustom wrote:
On Jan 1, 6:55 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Jan 2012, at 20:31, Rami Rustom wrote:

I think I now understand universality in biology.

Humans have 30,000 genes; lets call this gene knowledge. We also have
extra material in our DNA that turn on/off the genes; lets call this
non-gene knowledge. Note that even monkeys have about 30,000 genes. 
So
do frogs. So why are monkeys more complex than frogs and why are
humans more complex than monkeys?

When you talk about genes in this sentence are you using that term in the 
same sense as in BoI, and FoR? That is, genes are replicators that happen 
to to instantiated in DNA and RNA. If this non-gene knowledge isn't in 
replicators then it can't have arisen by evolution, so I think there must be 
something wrong with this paragraph.

I vaguely remember reading it in BoI. But I'm not sure. I just started
chapter 7. What chapter is it in?

Chapter 4 of BoI, the clearest statement in BoI as far as I know is in the 
section starting on p. 93. See also chapter 8 of FoR.

But as for the non-gene stuff being part of evolution, I am sure. So are 
geneticists.

Some claims have been made for non-genetic evolution. However, there are 
two things wrong with this. The first is that neo-Darwinism is not wedded to any 



particular replicator. In addition, there is not currently any evidence that can't 
be explained using the idea that genetic information is transmitted in DNA and 
RNA, see:

http://img2.tapuz.co.il/forums/1_153643486.pdf

For more discussion see "The Extended Phenotype".

Then how would one explain why monkeys and humans share about 98% of
our genes? How did humans evolve from our common ancestor? Are humans
only 2% different than monkeys? No. What is different is the rest of
the genetic material that turns on/off the genes.

The genes are like factories. Think about all the parts in humans in
monkeys. Aren't they pretty much the same? So what is the difference?
Only that human parts were put together in better formations than
monkey parts.

So the non-genes are like the management personnel of the factories.
When we evolved from our common ancestors with monkeys, the factories
stopped improved (mostly), but the management personnel kept
improving.

This is wrong on two counts. The first is that many of the differences between 
humans and other apes are due to memetic evolution as explained in Chapters 
15 and 16 of BoI.

The second problem is that genes are just replicators made of DNA and RNA - 
that is they are stretches of DNA whose properties help to cause their own 
replication. A stretch of DNA (strand A) may code for protein that acts only on 
other DNA (strand B) to alter the circumstances under which strand B's proteins 
are expressed. Strand A still contributes causally to its own replication because if 
there are two different variants of strand A, then the proteins in other genes may 
be expressed differently by those two variants and this can affect the organism's 
ability to propagate strand A, so strand A still counts as a gene.

Alan

http://img2.tapuz.co.il/forums/1_153643486.pdf


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Zero Sum
Date: January 1, 2012 at 10:04 PM

On Sun, Jan 1, 2012 at 12:25 PM, steve whitt <smwhitt@gmail.com> wrote:

On Jan 1, 2:10 am, Rami Rustom <ramir...@gmail.com> wrote:

Therefore human to human interactions is non-zero-sum.

This was one of the biggest revelations in the book for me. I'd fallen
into the cynical trap of seeing everything as an I win/you lose
endeavor. But there are so many obvious examples in human interactions
that are non zero sum. My favorite is the teaching and learning
process. When approached from the point of view of conjecture and
criticism, both the teacher and the learner benefit

A truth-seeking discussion does not have "teacher" or "learner" roles.
Everyone has the same role: participant. Rational discussion is not
about status labels.

To deem someone a "teacher", and the other a "learner" is basically to
assume that the truth is known in advance, and to label as "teacher"
the person who already has the truth. In real knowledge creation, the
truth is not expected to be known in advance.

from the
interaction with a clearer understanding of the problem in question
and a better idea of how a proposed explanation can lead to the next,
deeper question. Knowledge is funny that way. In some ways it seems to
violate the treasured 2nd Law of Thermodynamics. In this sense, the
universe as transformed by we universal explainers really is the
ultimate free lunch.

Another example is trade. This creates mutual benefit because people
have different preferences as well as different abilities to
create/acquire goods and services.



Of course none of this *literally* violates the 2nd Law of Thermodynamics.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Directing Creativity
Date: January 1, 2012 at 10:19 PM

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Nov 19, 10:27 pm, Elliot Temple <c...@curi.us> wrote:

Consider vegetables. There is a truth of the matter about the attitude to eating. 
It's in everyone's interest to figure out this truth and use it to help them make 
better decisions. People should cooperate.

When food goes wrong, it's often because the parents are not using their 
creativity to solve the problem by finding out what the truth is and doing that. 
They have a different idea of what the problem is. They are trying to solve a 
different problem than the child is, and that's why they can't agree.

The problem the parent is trying to solve is: "How do I make my child eat 
vegetables?"

I'd like to give two solutions; my way and the way that most others
that I know do it. Two friends of mine whom have children a bit older
than mine gave up on the vegetables altogether and give their children
chicken nuggets because thats what their children want.

Good.

And they supplement with vitamins.

Is *that* what the children want, too?

They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

Why? Because of scientism?

What I did was to start eating salads in front of my girls and I rave
about how much I love the vegetables;



You lie to them (by actions as well as words) in order to manipulate
them into copying you in living a lifestyle that neither you nor they
prefer?

I get 1.5 lbs of salad (heavy
vegetables not just leaves) for lunch and I am very generous with the
*all natural* sweet dressing.

Natural does not mean good.

As BoI explains, nature is good at hurting and killing us. It is only
our knowledge that prevents this.

What I'm hearing is that you know they like sweet flavors, and you
intentionally withhold from them many sweet foods you believe they
would like, in order to try to pressure them to eat salad as a way to
be allowed more sweet food.

And I allowed them to eat from my plate, and they did.

Did you also allow (offer) them alternatives such as eating from a
plate of chicken nuggets, and another of candy, and another of pizza,
and so on? All easily accessible with no hassle or debate?

About 1.5 years into this method and my girls still
prefer salad over other foods. They prefer water over soda or even
fruit juice, because thats what I drink in front of them. *Leading by
example* works better than *leading by words* (is that how its said)?

It's true that merely saying stuff is not the best way to manipulate
or control one's children. It's usually less effective for directing
their lives than methods that use more than words. And it can also can
be less effective for the parent fooling himself into thinking his
kids have consented and even genuinely prefer what's being done to
them.

But the goals here are bad, so being better at achieving them does harm.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 1, 2012 at 10:18 PM

On Jan 1, 8:49 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Jan 2012, at 02:26, Rami Rustom wrote:
On Jan 1, 8:19 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Jan 2012, at 01:42, Rami Rustom wrote:
On Jan 1, 6:55 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Jan 2012, at 20:31, Rami Rustom wrote:

I think I now understand universality in biology.

Humans have 30,000 genes; lets call this gene knowledge. We also have
extra material in our DNA that turn on/off the genes; lets call this
non-gene knowledge. Note that even monkeys have about 30,000 genes. 
So
do frogs. So why are monkeys more complex than frogs and why are
humans more complex than monkeys?

When you talk about genes in this sentence are you using that term in the 
same sense as in BoI, and FoR? That is, genes are replicators that 
happen to to instantiated in DNA and RNA. If this non-gene knowledge 
isn't in replicators then it can't have arisen by evolution, so I think there 
must be something wrong with this paragraph.

I vaguely remember reading it in BoI. But I'm not sure. I just started
chapter 7. What chapter is it in?

Chapter 4 of BoI, the clearest statement in BoI as far as I know is in the 
section starting on p. 93. See also chapter 8 of FoR.

But as for the non-gene stuff being part of evolution, I am sure. So are 
geneticists.

Some claims have been made for non-genetic evolution. However, there are 



two things wrong with this. The first is that neo-Darwinism is not wedded to 
any particular replicator. In addition, there is not currently any evidence that 
can't be explained using the idea that genetic information is transmitted in 
DNA and RNA, see:

http://img2.tapuz.co.il/forums/1_153643486.pdf

For more discussion see "The Extended Phenotype".

Then how would one explain why monkeys and humans share about 98% of
our genes? How did humans evolve from our common ancestor? Are humans
only 2% different than monkeys? No. What is different is the rest of
the genetic material that turns on/off the genes.

The genes are like factories. Think about all the parts in humans in
monkeys. Aren't they pretty much the same? So what is the difference?
Only that human parts were put together in better formations than
monkey parts.

So the non-genes are like the management personnel of the factories.
When we evolved from our common ancestors with monkeys, the factories
stopped improved (mostly), but the management personnel kept
improving.

This is wrong on two counts. The first is that many of the differences between 
humans and other apes are due to memetic evolution as explained in Chapters 
15 and 16 of BoI.

I haven't gotten there yet but I have considered memetic evolution in
my explanation in steps 2, 3, and 4. I'll include the steps here:
1. Frogs learn (hardwired) implicit rules.
2. Monkeys do that plus they learn (softwired) implicit situations and
rules.
3. Pre-language Humans do that plus they learn (softwired) logics
implicitly.
4. Post-language Humans do that plus they learn (softwired) logics
explicitly.

All softwired knowledge is learned. They are ideas. They are memes.

http://img2.tapuz.co.il/forums/1_153643486.pdf


The second problem is that genes are just replicators made of DNA and RNA - 
that is they are stretches of DNA whose properties help to cause their own 
replication. A stretch of DNA (strand A) may code for protein that acts only on 
other DNA (strand B) to alter the circumstances under which strand B's proteins 
are expressed. Strand A still contributes causally to its own replication because 
if there are two different variants of strand A, then the proteins in other genes 
may be expressed differently by those two variants and this can affect the 
organism's ability to propagate strand A, so strand A still counts as a gene.

I wonder if the answer that would reconcile your idea with my idea is
as simple as redefining the term *gene*. Before we learned that there
are only 30,000 genes, we didn't know about the non-genes. These non-
genes are replicators just like genes are. So both genes and non-genes
are acting they way you describe in DNA and RNA. But I think the
reason that geneticists don't label the non-genes in a better way is
that the non-genes don't create anything. They are the management
while the genes are the factories.

What do you think?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Directing Creativity
Date: January 1, 2012 at 10:26 PM

On Jan 1, 9:19 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir...@gmail.com> wrote:
On Nov 19, 10:27 pm, Elliot Temple <c...@curi.us> wrote:

Consider vegetables. There is a truth of the matter about the attitude to 
eating. It's in everyone's interest to figure out this truth and use it to help them 
make better decisions. People should cooperate.

When food goes wrong, it's often because the parents are not using their 
creativity to solve the problem by finding out what the truth is and doing that. 
They have a different idea of what the problem is. They are trying to solve a 
different problem than the child is, and that's why they can't agree.

The problem the parent is trying to solve is: "How do I make my child eat 
vegetables?"

I'd like to give two solutions; my way and the way that most others
that I know do it. Two friends of mine whom have children a bit older
than mine gave up on the vegetables altogether and give their children
chicken nuggets because thats what their children want.

Good.

And they supplement with vitamins.

Is *that* what the children want, too?

Don't know. Didn't ask.

They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.



Why? Because of scientism?

Nope. Part of my own theories.

What I did was to start eating salads in front of my girls and I rave
about how much I love the vegetables;

You lie to them (by actions as well as words) in order to manipulate
them into copying you in living a lifestyle that neither you nor they
prefer?

I get 1.5 lbs of salad (heavy
vegetables not just leaves) for lunch and I am very generous with the
*all natural* sweet dressing.

Natural does not mean good.

Usually it does. And industrialized food usually means bad.

As BoI explains, nature is good at hurting and killing us. It is only
our knowledge that prevents this.

Sure. In the cases where nature does hurt us.

What I'm hearing is that you know they like sweet flavors, and you
intentionally withhold from them many sweet foods you believe they
would like, in order to try to pressure them to eat salad as a way to
be allowed more sweet food.

I like sweet flavors. And I like my salads. It took a few times to
start liking it. But now I do. And so do they.

And I allowed them to eat from my plate, and they did.

Did you also allow (offer) them alternatives such as eating from a



plate of chicken nuggets, and another of candy, and another of pizza,
and so on? All easily accessible with no hassle or debate?

They eat those sorts of things if they choose to when they are at
parties and family gatherings. I don't hassle or debate anything
anymore because my nanny takes care of the food situation and she lets
them eat anything they want. But what they want is usually vegetables
and fruit.

About 1.5 years into this method and my girls still
prefer salad over other foods. They prefer water over soda or even
fruit juice, because thats what I drink in front of them. *Leading by
example* works better than *leading by words* (is that how its said)?

It's true that merely saying stuff is not the best way to manipulate
or control one's children. It's usually less effective for directing
their lives than methods that use more than words. And it can also can
be less effective for the parent fooling himself into thinking his
kids have consented and even genuinely prefer what's being done to
them.

But the goals here are bad, so being better at achieving them does harm.

Which goals are bad? Showing them that vegetables are good and an
acceptable thing to eat for lunch?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Directing Creativity
Date: January 1, 2012 at 10:53 PM

On Jan 1, 9:19 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir...@gmail.com> wrote:
On Nov 19, 10:27 pm, Elliot Temple <c...@curi.us> wrote:

Consider vegetables. There is a truth of the matter about the attitude to 
eating. It's in everyone's interest to figure out this truth and use it to help them 
make better decisions. People should cooperate.

When food goes wrong, it's often because the parents are not using their 
creativity to solve the problem by finding out what the truth is and doing that. 
They have a different idea of what the problem is. They are trying to solve a 
different problem than the child is, and that's why they can't agree.

The problem the parent is trying to solve is: "How do I make my child eat 
vegetables?"

I'd like to give two solutions; my way and the way that most others
that I know do it. Two friends of mine whom have children a bit older
than mine gave up on the vegetables altogether and give their children
chicken nuggets because thats what their children want.

Good.

And they supplement with vitamins.

Is *that* what the children want, too?

They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

Why? Because of scientism?

What I did was to start eating salads in front of my girls and I rave



about how much I love the vegetables;

You lie to them (by actions as well as words) in order to manipulate
them into copying you in living a lifestyle that neither you nor they
prefer?

I get 1.5 lbs of salad (heavy
vegetables not just leaves) for lunch and I am very generous with the
*all natural* sweet dressing.

Natural does not mean good.

As BoI explains, nature is good at hurting and killing us. It is only
our knowledge that prevents this.

What I'm hearing is that you know they like sweet flavors, and you
intentionally withhold from them many sweet foods you believe they
would like, in order to try to pressure them to eat salad as a way to
be allowed more sweet food.

And I allowed them to eat from my plate, and they did.

Did you also allow (offer) them alternatives such as eating from a
plate of chicken nuggets, and another of candy, and another of pizza,
and so on? All easily accessible with no hassle or debate?

About 1.5 years into this method and my girls still
prefer salad over other foods. They prefer water over soda or even
fruit juice, because thats what I drink in front of them. *Leading by
example* works better than *leading by words* (is that how its said)?

It's true that merely saying stuff is not the best way to manipulate
or control one's children. It's usually less effective for directing
their lives than methods that use more than words. And it can also can
be less effective for the parent fooling himself into thinking his
kids have consented and even genuinely prefer what's being done to
them.

I just noticed another part here. You are saying that I have coerced



and that this coercion caused them to change their preferences, which
is psychological hurt.

Please tell me which part of what I said or did is coercion.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Economic Competition Between Countries
Date: January 1, 2012 at 10:06 PM

On Jan 1, 8:35 pm, Justin Mallone <justin...@gmail.com> wrote:
On Jan 1, 2012, at 5:55 PM, Rami Rustom wrote:

On Jan 1, 6:12 pm, Justin Mallone <justin...@gmail.com> wrote:
There's a common idea that goes something like this:

"Country X (perhaps China or India) is going to overtake America by 
outcompeting America economically."

There's at least 2 things wrong with this.

1. The fallacy of "economic competition" between countries.

The idea of "economic competition" between countries is false.  Different, 
wealthy countries engage in mutually beneficial trade. The fact that the UK is 
rich doesn't hurt us, even though they produce some of the same goods and 
services that we do. The more wealthy they are, the more they can trade with 
us! Everyone is better off. And so poor countries becoming wealthy actually 
helps us.

BTW a related silly idea is the importance of "trade deficits". Why do those 
matter? Maybe Oklahoma has a trade deficit with California, or US has a 
trade deficit with China, or I have a trade deficit with the Apple Corporation. 
So? It's irrelevant.

2. The idea that non-liberal societies can become overall better than liberal 
ones over a sustained period of time.

The idea that the US will get "overtaken" is false for the independent reason 
that it rests on the notion that non-liberal societies can outperform liberal 
ones. Often you will hear stuff about how India is producing tons of 
engineers, or the Chinese are more studious, etc. But Feynman critiqued the 
idea of cultures with say anti-liberal education methods regularly producing 
brilliant people in Surely You're Joking (with the example IIRC of Brazil). And 
the most successful people the US don't get there by being extremely 
studious in conventional ways (see college dropouts Gates and Jobs). They 



get there by having an entrepreneurial nature/attitude and a willingness to 
take risks and do stuff everyone else thinks is silly/unlikely to succeed.

So China's not going to have the same level of economic growth as us unless 
they become more liberal.
And if they do, that's good for us! So what's the problem?

I like it a lot.

So what do you think the far future is like for socio-economics? Lets
consider a thought experiment. Lets say the whole world is now
liberal; and I mean every parent is raising their children based on
TCS. And all human to human relationships are based on ARR. And TCS
ideas passed on to other fields like business and politics. And error
correction in politics is very very efficient everywhere in the world.
And lets go further and say that enough time passed so that a relative
equilibrium was reaching between the societies.

What would the world be like?  Don't worry too much about technology
advances, i.e. things that are very hard to predict. Lets say that
this day came sooner rather than later.

--Rami

It's not just technology that's hard to predict.

Lots of people do illiberal things because they are uncreative and lack 
imagination -- like try and force their kids to go to school and to do certain 
professions because other things are "silly" or "just a hobby" and you "can't 
make money at them" (calling such things "silly" without argument is really just 
codeword for "I am a small-minded fool.") Btw 
seehttp://fallibleliving.com/essays/on-taking-children-seriously/81-but-...

So if people stopped doing that, the world would look different because lots of 
people would be engaging in creative, cool, important, fun projects that they 
write off now due to parental/societal pressure. And how that would play out 
exactly is hard to say for the same reason technological development is hard to 
predict -- you can't predict the future growth of knowledge. You can say stuff 
like, "people will be better off and happier" and, "if you don't liberalize, you will 

http://fallibleliving.com/essays/on-taking-children-seriously/81-but


remain stagnant," and you can maybe make reasonable predictions about what 
will happen when underdeveloped societies liberalize to the point that other 
societies have already engaged in (like China becoming industrial and so 
building factories like the West did 100 years ago, and having more wealth as a 
result).

But I think it's hard to say how things will turn out in detail for the issue of the 
best societies being better.
Also keep in mind there will never be a moment of *perfect* TCSness or 
ARRness or Rational Politics or anything. There will just be constant gradual 
progress and reform. The TCS focus might move from convincing people they 
shouldn't punish or "discipline" their children to the best ways to help their 
children realize the child's goals, and things like that.

Maybe one can extrapolate a bit from existing trends though.

Like, as far as TCS, anti-child violence has gone way down in the past few 
hundred years, and people take their children more seriously than they used to. 
So more of that. And parents would take their obligations to help their kids 
seriously and see it as a *pleasure* to have the opportunity to help a small 
human understand the world, and not some burden to be pawned off on self-
important teachers and other "professionals."

And there wouldn't be any formal schools (there'd be like, books and videos and 
stuff, but people would realize gathering in a place and spending lots of money 
to get information, which maybe a good model in the 12th century when books 
and literate people were super-rare and there was no internet, is horribly 
inefficient today and tends to involve lots of coercive aspects).

People would drop the idea of lifelong commitments and engage with people on 
a more moment-to-moment basis.

Businesses would be less hierarchical and formal, engage with people more as 
contractors than as employees, and allow people to work at home when that 
makes sense (which, for lots of stuff outside of a few jobs, it does pretty often).

There'd be way less silly trade barriers, and open immigration, and drug 
legalization, and no psychiatric imprisonment, and "punishment" of criminals 
would be de-emphasized.



Lots of other stuff.

What kind of stuff?

Imagine 5,000 years from now. Humans have stopped aging. Even cooler
if this technology happens before we die. So we would be the 5,000
year olds. Some humans still use their biological bodies. Some are
part biology and part machine with varying degrees of each. Some
humans are all machine (or is this just AI?)

So imagine the changes in culture. So many different types of HIs and
AIs:
* children HIs and AIs
* 30 year old ~100% biological adult HIs
* 100 year old ~100% biological adult HIs
* 500 year old ~50% biological adult HIs
* 1000 year old ~50% biological adult HIs
* 5000 year old 1% biological adult His
* 5000 year old ~100% machine adult His
* and sooo many more variations of His.
* all varying ages of AIs

What would culture be like? What would culture clashes be like?

How much would HIs and AIs have to learn just to know enough to earn
money? How long would that take?

Elliot said in another thread that one day the only jobs left will be
ones that we like because all others will have been automated.

Is there any fiction similar to this setting? If not, anybody willing
to create it? I would but I'm no good at fiction. I want to watch a
movie with in this setting.

--Rami



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Zero Sum
Date: January 1, 2012 at 11:17 PM

On Jan 1, 9:37 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

I don't think knowledge creation allows us to evade the Second Law.

Certainly not literally. However, compare the vision of the future
suggested in BoI with most popular accounts of the future. Most
accounts emphasize the heat death of the universe, while Deutsch
paints a picture of an infinite future of exploration. In Fabric of
Reality that future takes the form of the Omega Point preceding a Big
Crunch. With the discoveries since FoR, Deutsch in BoI mentions the
possibility (only speculation at this point, but still interesting) of
using the vacuum energy to power our eternal knowledge creation (page
402). I was struch by how the book changed my view of the future from
one dominated by the heat death of the Second Law to one dominated by
eternal knowledge creation - a pretty big switch in point of view.



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Zero Sum
Date: January 1, 2012 at 11:27 PM

On Jan 1, 10:04 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

A truth-seeking discussion does not have "teacher" or "learner" roles.
Everyone has the same role: participant. Rational discussion is not
about status labels.

To deem someone a "teacher", and the other a "learner" is basically to
assume that the truth is known in advance, and to label as "teacher"
the person who already has the truth. In real knowledge creation, the
truth is not expected to be known in advance.

I agree. That was the great realization I took from BoI. Teaching and
learning are mutually beneficial, with all participants gaining better
(though always imperfect) understanding. I think of Socrates' dialog
with Hermes, and then with his entourage in Chapter Ten. Socrates
approaches each interaction as an opportunity to improve his own
understanding. That's the sort of teacher - and learner - that I
strive to be.

Steve Whitt



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: Empire
Date: January 2, 2012 at 12:19 AM

On Jan 1, 2012, at 9:07 AM, Rami Rustom wrote:

On Jan 1, 7:43 am, Woty Regan <wotyf...@gmail.com> wrote:
On Dec 31, 2011, at 1:49 PM, Rami Rustom wrote:

If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

American weakness wouldn't eliminate wars. It would just mean that the wrong 
people won them.

Are you suggesting that a specific people are wrong? If so, which are they?

Saddam, for example.

Or Hezbollah. Or Al Queda. Or North Korea. Or Castro and Cuba. Or Napoleon 
or Hitler or the USSR.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Newton vs Relativity (was: What is Philosophy?)
Date: January 2, 2012 at 12:27 AM

On Dec 31, 2011, at 4:08 AM, Rami Rustom wrote:

On May 15, 10:32 pm, "Konrad Swart" <dime...@xs4all.nl> wrote:
-----Original Message-----
From: beginning-of-infinity@googlegroups.com

[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Elliot Temple
Sent: Sunday, May 15, 2011 10:30 AM
To: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Re: What is Philosophy?

On May 15, 2011, at 3:22 PM, Konrad Swart wrote:

**Ptolemeus did not err, because, based on his world picture, he could
predict where the planets could be found in the sky. Newton did not err
either, because, based on his theory the calculations could be made much
simpler, with higher precision. Einstein did not err either. Still, his
general relativity, as it stands now, is in contradiction with quantum
mechanics. Nevertheless, the THREE theories are, as far as contents is
concerned, in direct contradiction with each other.

For clarity, the implications of their theories *are* in
contradiction, as DD explains in BoI; the implications of Einsteins
and Newtons theories are vastly different; thus providing wildly
different universal explanations of the universe.

But their formulas *are not* in contradiction. Both theories are
*correct* within the context of the set of situations they claim to
explain. By *correct* I mean that they accurately explain the
situations. Newton's law explains a set of situations while Einstein's
law explains those same situations and more. So the set of situations
explained by Newton's law is a subset of the set of situations
explained by Einstein's law. So Einstein's law *includes* Newton's
law. Now for a mathematical explanation.

mailto:beginning-of-infinity@googlegroups.com


This is not correct.

The situations that Newton's laws cover, relativity does not give the same 
answers for.

Einstein's theories give different answers which are more accurate.

Definitions:
* E(m,s) is Einstein's formula as a function of mass (m) and speed
(s).
* N(m) is Newton's formula as a function of mass (m).

If you take E(m,s) and reduce the speed to much less than the speed of
light, and then do a bunch of algebraic alterations, then you get
N(m).

No, you get approximately N(m), not N(m).

In Calculus terms we say: The limit as S approaches 0 of a function
E(m,s) = N(m)

Yes, in the limit as stuff *stops moving* entirely then they come out the same by 
agreeing that no motion happens.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Newton vs Relativity (was: What is Philosophy?)
Date: January 2, 2012 at 12:34 AM

On Jan 1, 11:27 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 31, 2011, at 4:08 AM, Rami Rustom wrote:

On May 15, 10:32 pm, "Konrad Swart" <dime...@xs4all.nl> wrote:
-----Original Message-----
From: beginning-of-infinity@googlegroups.com

[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Elliot Temple
Sent: Sunday, May 15, 2011 10:30 AM
To: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Re: What is Philosophy?

On May 15, 2011, at 3:22 PM, Konrad Swart wrote:

**Ptolemeus did not err, because, based on his world picture, he could
predict where the planets could be found in the sky. Newton did not err
either, because, based on his theory the calculations could be made much
simpler, with higher precision. Einstein did not err either. Still, his
general relativity, as it stands now, is in contradiction with quantum
mechanics. Nevertheless, the THREE theories are, as far as contents is
concerned, in direct contradiction with each other.

For clarity, the implications of their theories *are* in
contradiction, as DD explains in BoI; the implications of Einsteins
and Newtons theories are vastly different; thus providing wildly
different universal explanations of the universe.

But their formulas *are not* in contradiction. Both theories are
*correct* within the context of the set of situations they claim to
explain. By *correct* I mean that they accurately explain the
situations. Newton's law explains a set of situations while Einstein's
law explains those same situations and more. So the set of situations
explained by Newton's law is a subset of the set of situations
explained by Einstein's law. So Einstein's law *includes* Newton's
law. Now for a mathematical explanation.

mailto:beginning-of-infinity@googlegroups.com


This is not correct.

The situations that Newton's laws cover, relativity does not give the same 
answers for.

Einstein's theories give different answers which are more accurate.

Definitions:
* E(m,s) is Einstein's formula as a function of mass (m) and speed
(s).
* N(m) is Newton's formula as a function of mass (m).

If you take E(m,s) and reduce the speed to much less than the speed of
light, and then do a bunch of algebraic alterations, then you get
N(m).

No, you get approximately N(m), not N(m).

I see. Then this explains the post I wrote about the reaching the end
of knowledge creation. I was thinking of limits. They are
approximations.

In Calculus terms we say: The limit as S approaches 0 of a function
E(m,s) = N(m)

Yes, in the limit as stuff *stops moving* entirely then they come out the same by 
agreeing that no motion happens.

Duh. Can't believe I missed it.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Empire
Date: January 2, 2012 at 12:30 AM

On Jan 1, 11:19 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:07 AM, Rami Rustom wrote:

On Jan 1, 7:43 am, Woty Regan <wotyf...@gmail.com> wrote:
On Dec 31, 2011, at 1:49 PM, Rami Rustom wrote:

If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

American weakness wouldn't eliminate wars. It would just mean that the 
wrong people won them.

Are you suggesting that a specific people are wrong? If so, which are they?

Saddam, for example.

Yes. But he's one guy. And I don't think we needed to start a war with
him. And I think that a liberal view would say that we don't need to
get in the business of others. Especially in the way Americans were
decieved as to the reason for the Iraq war.

Or Hezbollah. Or Al Queda. Or North Korea. Or Castro and Cuba. Or Napoleon 
or Hitler or the USSR.

I think the Hitler one is definitely one we needed to get in the
business of.

Our business with Hezbollah and Al Queda aren't wars cause they aren't
states. Obama's method of secretly killing terrorists like Osama is a
better way than wars.

Did we need to mess with Korea, Castro, Cuba? I don't know anything
about them.

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Zero Sum
Date: January 2, 2012 at 12:36 AM

On Dec 31, 2011, at 11:10 PM, Rami Rustom wrote:

On Dec 5 2011, 3:31 pm, Elliot Temple <c...@curi.us> wrote:
Get rid of him!

He's being completely reasonable so far.

That only makes him more dangerous!

How?

He's only *acting* reasonable because he thinks it will get him what he wants.

I don't think I follow, sir.

Can't you see it's a trick? He acts reasonable to lure you in. Then he'll spring 
the trap!

What trap?

He'll call it a "win/win" solution or a "trade for mutual benefit". But he doesn't 
care about us, he just wants to benefit himself. He wouldn't even do it if he 
didn't believe he was going to come out ahead.

Wouldn't we come out OK, too?

No, you fool! Life is zerosum.

How can you be sure?

I've lived by this creed my whole life, and I've never experienced a win/win 
outcome. It's definitive proof.

I see. The guy in your story thinks human to human interactions are
always necessarily zero-sum; that if one is acting reasonably, that s/
he is necessarily trying to win a win/lose game.



But your point is that human to human interactions don't have to be
zero-sum; that two rationally acting people can find common
preferences so that they both win in a win/win game; this is non-zero-
sum. Both parties can end the game with values greater than the values
they had when they started the game.

And his proof that life is zero-sum is that he's never experienced a
non-zero-sum situation. But this is *empiricism*, which is false.

It's worse than that. He has *prevented* win-win solutions by *disliking them* and, 
consequently *avoiding and sabotaging* them. Then taken the results he 
*intentionally chose to have and caused* as proof that that is how life works 
(regardless of one's choices and intentions).

Some people seem to be afraid of persuasion because they think it will make 
them do stuff they currently don't want to. In the dialog, the first speaker fears 
being pressured/forced to do what is reasonable while not wanting to do it, and 
his way of approaching this issue makes things worse.

At least that's one interpretation. I think the dialog allows for more.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Empire
Date: January 2, 2012 at 12:57 AM

On Jan 1, 2012, at 9:30 PM, Rami Rustom wrote:

On Jan 1, 11:19 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:07 AM, Rami Rustom wrote:

On Jan 1, 7:43 am, Woty Regan <wotyf...@gmail.com> wrote:
On Dec 31, 2011, at 1:49 PM, Rami Rustom wrote:

If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

American weakness wouldn't eliminate wars. It would just mean that the 
wrong people won them.

Are you suggesting that a specific people are wrong? If so, which are they?

Saddam, for example.

Yes. But he's one guy. And I don't think we needed to start a war with
him. And I think that a liberal view would say that we don't need to
get in the business of others. Especially in the way Americans were
decieved as to the reason for the Iraq war.

The liberal view is compatible with -- and actually *requires* in order to function -- 
defense.

Without defense against force, people who violate liberal ideas will prosper (short 
term) and liberals society will be destroyed.

To say that innocent people should not defended from violence because they are 
not American would be Statist and illiberal.

Saddam was not one guy. He controlled a Government and an army. There were 
a lot of guys.



And they posed a danger to the following groups, all of which had a legitimate 
need for defense:

- Kurds
- Iraqis that Saddam had tortured, raped, killed, etc
- Israelis (Saddam shot missiles at them)
- Israelis again (Saddam paid people to kill them by giving money to the families 
of suicide bombers)
- Iranians (the war)
- the people of Kuwait (invasion)
- American and other pilots, peacekeepers and inspectors in charge of ensuring 
Saddam lived up to various treaty agreements, international laws, etc. (they shot 
at e.g. American planes there merely to monitor for purposes of defense)
- Americans in general -- Saddam allowed (and perhaps aided) terrorist planning 
or training, WMD manufacturing, and other dangerous activities in Iraq. 
Regardless of how much these took place, simply setting up a situation where 
they could easily take place is putting Americans at significant risk.
- Israel again, and potentially others as well such as Iran (Osirak)
- Anyone else in the world, or a repeat of anyone above, that Saddam might take 
a disliking to at any time

That is only a partial list.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Empire
Date: January 2, 2012 at 1:04 AM

On Jan 1, 11:57 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:30 PM, Rami Rustom wrote:

On Jan 1, 11:19 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:07 AM, Rami Rustom wrote:

On Jan 1, 7:43 am, Woty Regan <wotyf...@gmail.com> wrote:
On Dec 31, 2011, at 1:49 PM, Rami Rustom wrote:

If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

American weakness wouldn't eliminate wars. It would just mean that the 
wrong people won them.

Are you suggesting that a specific people are wrong? If so, which are they?

Saddam, for example.

Yes. But he's one guy. And I don't think we needed to start a war with
him. And I think that a liberal view would say that we don't need to
get in the business of others. Especially in the way Americans were
decieved as to the reason for the Iraq war.

The liberal view is compatible with -- and actually *requires* in order to function -
- defense.

Without defense against force, people who violate liberal ideas will prosper 
(short term) and liberals society will be destroyed.

To say that innocent people should not defended from violence because they 
are not American would be Statist and illiberal.

Saddam was not one guy. He controlled a Government and an army. There 
were a lot of guys.

And they posed a danger to the following groups, all of which had a legitimate 



need for defense:

- Kurds
- Iraqis that Saddam had tortured, raped, killed, etc
- Israelis (Saddam shot missiles at them)
- Israelis again (Saddam paid people to kill them by giving money to the families 
of suicide bombers)
- Iranians (the war)
- the people of Kuwait (invasion)
- American and other pilots, peacekeepers and inspectors in charge of ensuring 
Saddam lived up to various treaty agreements, international laws, etc. (they shot 
at e.g. American planes there merely to monitor for purposes of defense)
- Americans in general -- Saddam allowed (and perhaps aided) terrorist 
planning or training, WMD manufacturing, and other dangerous activities in Iraq. 
Regardless of how much these took place, simply setting up a situation where 
they could easily take place is putting Americans at significant risk.
- Israel again, and potentially others as well such as Iran (Osirak)
- Anyone else in the world, or a repeat of anyone above, that Saddam might 
take a disliking to at any time

That is only a partial list.

Ok I'm with you then. But it sucks that they couldn't just tell us the
truth for starting that war. And it sucks that we reduced our capacity
in the Afghan war to do it.

And then there is the idea that the legislative branch gave their
constitutionally-awarded exclusive power of starting wars to the
executive branch. Doesn't make sense to me.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Empire
Date: January 2, 2012 at 1:13 AM

On Jan 1, 2012, at 10:04 PM, Rami Rustom wrote:

On Jan 1, 11:57 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:30 PM, Rami Rustom wrote:

On Jan 1, 11:19 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:07 AM, Rami Rustom wrote:

On Jan 1, 7:43 am, Woty Regan <wotyf...@gmail.com> wrote:
On Dec 31, 2011, at 1:49 PM, Rami Rustom wrote:

If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

American weakness wouldn't eliminate wars. It would just mean that the 
wrong people won them.

Are you suggesting that a specific people are wrong? If so, which are 
they?

Saddam, for example.

Yes. But he's one guy. And I don't think we needed to start a war with
him. And I think that a liberal view would say that we don't need to
get in the business of others. Especially in the way Americans were
decieved as to the reason for the Iraq war.

The liberal view is compatible with -- and actually *requires* in order to function 
-- defense.

Without defense against force, people who violate liberal ideas will prosper 
(short term) and liberals society will be destroyed.

To say that innocent people should not defended from violence because they 
are not American would be Statist and illiberal.

Saddam was not one guy. He controlled a Government and an army. There 



were a lot of guys.

And they posed a danger to the following groups, all of which had a legitimate 
need for defense:

- Kurds
- Iraqis that Saddam had tortured, raped, killed, etc
- Israelis (Saddam shot missiles at them)
- Israelis again (Saddam paid people to kill them by giving money to the 
families of suicide bombers)
- Iranians (the war)
- the people of Kuwait (invasion)
- American and other pilots, peacekeepers and inspectors in charge of 
ensuring Saddam lived up to various treaty agreements, international laws, 
etc. (they shot at e.g. American planes there merely to monitor for purposes of 
defense)
- Americans in general -- Saddam allowed (and perhaps aided) terrorist 
planning or training, WMD manufacturing, and other dangerous activities in 
Iraq. Regardless of how much these took place, simply setting up a situation 
where they could easily take place is putting Americans at significant risk.
- Israel again, and potentially others as well such as Iran (Osirak)
- Anyone else in the world, or a repeat of anyone above, that Saddam might 
take a disliking to at any time

That is only a partial list.

Ok I'm with you then. But it sucks that they couldn't just tell us the
truth for starting that war.

Which communications to the American people, by the Bush administration, do 
you regard as not having told the truth? Please provide some sources with quotes 
and specifics.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Empire
Date: January 2, 2012 at 1:21 AM

On Jan 2, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 10:04 PM, Rami Rustom wrote:

On Jan 1, 11:57 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:30 PM, Rami Rustom wrote:

On Jan 1, 11:19 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:07 AM, Rami Rustom wrote:

On Jan 1, 7:43 am, Woty Regan <wotyf...@gmail.com> wrote:
On Dec 31, 2011, at 1:49 PM, Rami Rustom wrote:

If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

American weakness wouldn't eliminate wars. It would just mean that the 
wrong people won them.

Are you suggesting that a specific people are wrong? If so, which are 
they?

Saddam, for example.

Yes. But he's one guy. And I don't think we needed to start a war with
him. And I think that a liberal view would say that we don't need to
get in the business of others. Especially in the way Americans were
decieved as to the reason for the Iraq war.

The liberal view is compatible with -- and actually *requires* in order to 
function -- defense.

Without defense against force, people who violate liberal ideas will prosper 
(short term) and liberals society will be destroyed.

To say that innocent people should not defended from violence because they 
are not American would be Statist and illiberal.

Saddam was not one guy. He controlled a Government and an army. There 



were a lot of guys.

And they posed a danger to the following groups, all of which had a legitimate 
need for defense:

- Kurds
- Iraqis that Saddam had tortured, raped, killed, etc
- Israelis (Saddam shot missiles at them)
- Israelis again (Saddam paid people to kill them by giving money to the 
families of suicide bombers)
- Iranians (the war)
- the people of Kuwait (invasion)
- American and other pilots, peacekeepers and inspectors in charge of 
ensuring Saddam lived up to various treaty agreements, international laws, 
etc. (they shot at e.g. American planes there merely to monitor for purposes 
of defense)
- Americans in general -- Saddam allowed (and perhaps aided) terrorist 
planning or training, WMD manufacturing, and other dangerous activities in 
Iraq. Regardless of how much these took place, simply setting up a situation 
where they could easily take place is putting Americans at significant risk.
- Israel again, and potentially others as well such as Iran (Osirak)
- Anyone else in the world, or a repeat of anyone above, that Saddam might 
take a disliking to at any time

That is only a partial list.

Ok I'm with you then. But it sucks that they couldn't just tell us the
truth for starting that war.

Which communications to the American people, by the Bush administration, do 
you regard as not having told the truth? Please provide some sources with 
quotes and specifics.

Oh I couldn't produce that. But what I vaguely remember that we were
told was that Hussein was involved with Al Queda; but there was no
evidence. Then the story changed to we received intelligence about
Hussein having weapons of mass destruction. And there weren't any
weapons nor intelligence of them.



I would have rather heard the story the way you told it. But I don't
think we should have done it while we were focusing on Osama and Al
Queda in Afghanistan.

--Rami



From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Quantum algorithms for holographic wavefront patterns
Date: January 2, 2012 at 1:27 AM

Hi all,

I hope this might be a good place to bring this up.  I am trying to
understand quantum computing better.  There is an algorithm for
generating wavefront patterns for holographic displays, but it is very
computationally expensive for classical computers, and seems a perfect
candidate for quantum computing.  Would the input array of quantum
bits necessarily be the size of the 3d array used to contain the
graphics data to be displayed?  Or would it be simply the size of the
2d output of the interference pattern, which would be substantially
smaller?  Or could it be broken down into chunks?

Is there any published quantum algorithm for creating interference
patterns for holographic display from 3d data?  Or could someone here
point me toward the approach that would be needed?

Are there any other known quantum algorithms with widespread consumer
use?  The encryption algorithm would be very useful, but probably most
important for highly secure data.  That is the only one of which I am
aware so far.  But holographic display in real time would seem a more
widespread application.  Maybe if more useful algorithms are
published, it might provide better financial incentive for private
industry to advance the state of the art.

Thanks for your thoughts!

Jon

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Empire
Date: January 2, 2012 at 1:33 AM

On Jan 1, 2012, at 10:21 PM, Rami Rustom wrote:

On Jan 2, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 10:04 PM, Rami Rustom wrote:

On Jan 1, 11:57 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:30 PM, Rami Rustom wrote:

On Jan 1, 11:19 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:07 AM, Rami Rustom wrote:

On Jan 1, 7:43 am, Woty Regan <wotyf...@gmail.com> wrote:
On Dec 31, 2011, at 1:49 PM, Rami Rustom wrote:

If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

American weakness wouldn't eliminate wars. It would just mean that 
the wrong people won them.

Are you suggesting that a specific people are wrong? If so, which are 
they?

Saddam, for example.

Yes. But he's one guy. And I don't think we needed to start a war with
him. And I think that a liberal view would say that we don't need to
get in the business of others. Especially in the way Americans were
decieved as to the reason for the Iraq war.

The liberal view is compatible with -- and actually *requires* in order to 
function -- defense.

Without defense against force, people who violate liberal ideas will prosper 
(short term) and liberals society will be destroyed.

To say that innocent people should not defended from violence because 
they are not American would be Statist and illiberal.



Saddam was not one guy. He controlled a Government and an army. There 
were a lot of guys.

And they posed a danger to the following groups, all of which had a 
legitimate need for defense:

- Kurds
- Iraqis that Saddam had tortured, raped, killed, etc
- Israelis (Saddam shot missiles at them)
- Israelis again (Saddam paid people to kill them by giving money to the 
families of suicide bombers)
- Iranians (the war)
- the people of Kuwait (invasion)
- American and other pilots, peacekeepers and inspectors in charge of 
ensuring Saddam lived up to various treaty agreements, international laws, 
etc. (they shot at e.g. American planes there merely to monitor for purposes 
of defense)
- Americans in general -- Saddam allowed (and perhaps aided) terrorist 
planning or training, WMD manufacturing, and other dangerous activities in 
Iraq. Regardless of how much these took place, simply setting up a situation 
where they could easily take place is putting Americans at significant risk.
- Israel again, and potentially others as well such as Iran (Osirak)
- Anyone else in the world, or a repeat of anyone above, that Saddam might 
take a disliking to at any time

That is only a partial list.

Ok I'm with you then. But it sucks that they couldn't just tell us the
truth for starting that war.

Which communications to the American people, by the Bush administration, do 
you regard as not having told the truth? Please provide some sources with 
quotes and specifics.

Oh I couldn't produce that. But what I vaguely remember that we were
told was that Hussein was involved with Al Queda; but there was no
evidence. Then the story changed to we received intelligence about
Hussein having weapons of mass destruction. And there weren't any



weapons nor intelligence of them.

I would have rather heard the story the way you told it. But I don't
think we should have done it while we were focusing on Osama and Al
Queda in Afghanistan.

Oh. Well why don't you take a look over what was said at the time (first hand by 
the administration when they explained their reasons for the war, and maybe 
some further analysis by supporters of the war such as Bill Whittle and 
Christopher Hitchens).

You might find the story told then was more similar to my version than you recall. 
And you might have more difficulty than you expect finding any lies.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Biological Universality
Date: January 2, 2012 at 1:35 AM

On 2 Jan 2012, at 03:18, Rami Rustom wrote:

On Jan 1, 8:49 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Jan 2012, at 02:26, Rami Rustom wrote:
On Jan 1, 8:19 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Jan 2012, at 01:42, Rami Rustom wrote:
On Jan 1, 6:55 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Jan 2012, at 20:31, Rami Rustom wrote:

I think I now understand universality in biology.

Humans have 30,000 genes; lets call this gene knowledge. We also 
have
extra material in our DNA that turn on/off the genes; lets call this
non-gene knowledge. Note that even monkeys have about 30,000 
genes. So
do frogs. So why are monkeys more complex than frogs and why are
humans more complex than monkeys?

When you talk about genes in this sentence are you using that term in 
the same sense as in BoI, and FoR? That is, genes are replicators that 
happen to to instantiated in DNA and RNA. If this non-gene knowledge 
isn't in replicators then it can't have arisen by evolution, so I think there 
must be something wrong with this paragraph.

I vaguely remember reading it in BoI. But I'm not sure. I just started
chapter 7. What chapter is it in?

Chapter 4 of BoI, the clearest statement in BoI as far as I know is in the 
section starting on p. 93. See also chapter 8 of FoR.

But as for the non-gene stuff being part of evolution, I am sure. So are 



geneticists.

Some claims have been made for non-genetic evolution. However, there are 
two things wrong with this. The first is that neo-Darwinism is not wedded to 
any particular replicator. In addition, there is not currently any evidence that 
can't be explained using the idea that genetic information is transmitted in 
DNA and RNA, see:

http://img2.tapuz.co.il/forums/1_153643486.pdf

For more discussion see "The Extended Phenotype".

Then how would one explain why monkeys and humans share about 98% of
our genes? How did humans evolve from our common ancestor? Are 
humans
only 2% different than monkeys? No. What is different is the rest of
the genetic material that turns on/off the genes.

The genes are like factories. Think about all the parts in humans in
monkeys. Aren't they pretty much the same? So what is the difference?
Only that human parts were put together in better formations than
monkey parts.

So the non-genes are like the management personnel of the factories.
When we evolved from our common ancestors with monkeys, the factories
stopped improved (mostly), but the management personnel kept
improving.

The second problem is that genes are just replicators made of DNA and RNA - 
that is they are stretches of DNA whose properties help to cause their own 
replication. A stretch of DNA (strand A) may code for protein that acts only on 
other DNA (strand B) to alter the circumstances under which strand B's 
proteins are expressed. Strand A still contributes causally to its own replication 
because if there are two different variants of strand A, then the proteins in 
other genes may be expressed differently by those two variants and this can 
affect the organism's ability to propagate strand A, so strand A still counts as a 
gene.

I wonder if the answer that would reconcile your idea with my idea is

http://img2.tapuz.co.il/forums/1_153643486.pdf


as simple as redefining the term *gene*. Before we learned that there
are only 30,000 genes, we didn't know about the non-genes. These non-
genes are replicators just like genes are. So both genes and non-genes
are acting they way you describe in DNA and RNA. But I think the
reason that geneticists don't label the non-genes in a better way is
that the non-genes don't create anything. They are the management
while the genes are the factories.

What do you think?

It may be true that some geneticists label genes in the way you are suggesting. 
However, if that is true, then it would be better to use the common term gene to 
denote a genetic replicator and if we need to add further distinctions we can talk 
of ordinary genes and regulator genes or something like that. To simply use the 
term "non-gene" for genes that influence their replication by affecting the 
expression of other genes is very unspecific. My sock could be called a "non-
gene" because it has nothing to do with genetics, but it doesn't regulate the 
expression of genes in a knowledge laden way.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Empire
Date: January 2, 2012 at 1:50 AM

On Jan 2, 12:33 am, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 10:21 PM, Rami Rustom wrote:

On Jan 2, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 10:04 PM, Rami Rustom wrote:

On Jan 1, 11:57 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:30 PM, Rami Rustom wrote:

On Jan 1, 11:19 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 1, 2012, at 9:07 AM, Rami Rustom wrote:

On Jan 1, 7:43 am, Woty Regan <wotyf...@gmail.com> wrote:
On Dec 31, 2011, at 1:49 PM, Rami Rustom wrote:

If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

American weakness wouldn't eliminate wars. It would just mean that 
the wrong people won them.

Are you suggesting that a specific people are wrong? If so, which are 
they?

Saddam, for example.

Yes. But he's one guy. And I don't think we needed to start a war with
him. And I think that a liberal view would say that we don't need to
get in the business of others. Especially in the way Americans were
decieved as to the reason for the Iraq war.

The liberal view is compatible with -- and actually *requires* in order to 
function -- defense.

Without defense against force, people who violate liberal ideas will prosper 
(short term) and liberals society will be destroyed.

To say that innocent people should not defended from violence because 
they are not American would be Statist and illiberal.



Saddam was not one guy. He controlled a Government and an army. 
There were a lot of guys.

And they posed a danger to the following groups, all of which had a 
legitimate need for defense:

- Kurds
- Iraqis that Saddam had tortured, raped, killed, etc
- Israelis (Saddam shot missiles at them)
- Israelis again (Saddam paid people to kill them by giving money to the 
families of suicide bombers)
- Iranians (the war)
- the people of Kuwait (invasion)
- American and other pilots, peacekeepers and inspectors in charge of 
ensuring Saddam lived up to various treaty agreements, international laws, 
etc. (they shot at e.g. American planes there merely to monitor for 
purposes of defense)
- Americans in general -- Saddam allowed (and perhaps aided) terrorist 
planning or training, WMD manufacturing, and other dangerous activities in 
Iraq. Regardless of how much these took place, simply setting up a 
situation where they could easily take place is putting Americans at 
significant risk.
- Israel again, and potentially others as well such as Iran (Osirak)
- Anyone else in the world, or a repeat of anyone above, that Saddam 
might take a disliking to at any time

That is only a partial list.

Ok I'm with you then. But it sucks that they couldn't just tell us the
truth for starting that war.

Which communications to the American people, by the Bush administration, 
do you regard as not having told the truth? Please provide some sources with 
quotes and specifics.

Oh I couldn't produce that. But what I vaguely remember that we were
told was that Hussein was involved with Al Queda; but there was no
evidence. Then the story changed to we received intelligence about



Hussein having weapons of mass destruction. And there weren't any
weapons nor intelligence of them.

I would have rather heard the story the way you told it. But I don't
think we should have done it while we were focusing on Osama and Al
Queda in Afghanistan.

Oh. Well why don't you take a look over what was said at the time (first hand by 
the administration when they explained their reasons for the war, and maybe 
some further analysis by supporters of the war such as Bill Whittle and 
Christopher Hitchens).

You might find the story told then was more similar to my version than you 
recall. And you might have more difficulty than you expect finding any lies.

Back then I wasn't a reader. Nor was I any good at recognizing fallacy
and I didn't really understand propaganda. I only understood science.
I wasn't into politics and especially not philosophy. So I was being a
sheep, like most people. Could you give me some links? I did some
searching but its pretty aimless.

Btw, I think that because I watch Real Time with Bill Maher (and
because of what I said above), my views on the Iraq war analysis mimic
his views; and probably on a lot of political subjects. I also watch
Jon Stewart and Steven Colbert.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 2, 2012 at 1:54 AM

On Jan 2, 12:35 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Jan 2012, at 03:18, Rami Rustom wrote:
On Jan 1, 8:49 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Jan 2012, at 02:26, Rami Rustom wrote:
On Jan 1, 8:19 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Jan 2012, at 01:42, Rami Rustom wrote:
On Jan 1, 6:55 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Jan 2012, at 20:31, Rami Rustom wrote:

I think I now understand universality in biology.

Humans have 30,000 genes; lets call this gene knowledge. We also 
have
extra material in our DNA that turn on/off the genes; lets call this
non-gene knowledge. Note that even monkeys have about 30,000 
genes. So
do frogs. So why are monkeys more complex than frogs and why are
humans more complex than monkeys?

When you talk about genes in this sentence are you using that term in 
the same sense as in BoI, and FoR? That is, genes are replicators that 
happen to to instantiated in DNA and RNA. If this non-gene knowledge 
isn't in replicators then it can't have arisen by evolution, so I think there 
must be something wrong with this paragraph.

I vaguely remember reading it in BoI. But I'm not sure. I just started
chapter 7. What chapter is it in?

Chapter 4 of BoI, the clearest statement in BoI as far as I know is in the 
section starting on p. 93. See also chapter 8 of FoR.



But as for the non-gene stuff being part of evolution, I am sure. So are 
geneticists.

Some claims have been made for non-genetic evolution. However, there 
are two things wrong with this. The first is that neo-Darwinism is not 
wedded to any particular replicator. In addition, there is not currently any 
evidence that can't be explained using the idea that genetic information is 
transmitted in DNA and RNA, see:

http://img2.tapuz.co.il/forums/1_153643486.pdf

For more discussion see "The Extended Phenotype".

Then how would one explain why monkeys and humans share about 98% of
our genes? How did humans evolve from our common ancestor? Are 
humans
only 2% different than monkeys? No. What is different is the rest of
the genetic material that turns on/off the genes.

The genes are like factories. Think about all the parts in humans in
monkeys. Aren't they pretty much the same? So what is the difference?
Only that human parts were put together in better formations than
monkey parts.

So the non-genes are like the management personnel of the factories.
When we evolved from our common ancestors with monkeys, the factories
stopped improved (mostly), but the management personnel kept
improving.

The second problem is that genes are just replicators made of DNA and RNA 
- that is they are stretches of DNA whose properties help to cause their own 
replication. A stretch of DNA (strand A) may code for protein that acts only on 
other DNA (strand B) to alter the circumstances under which strand B's 
proteins are expressed. Strand A still contributes causally to its own 
replication because if there are two different variants of strand A, then the 
proteins in other genes may be expressed differently by those two variants 
and this can affect the organism's ability to propagate strand A, so strand A 
still counts as a gene.

http://img2.tapuz.co.il/forums/1_153643486.pdf


I wonder if the answer that would reconcile your idea with my idea is
as simple as redefining the term *gene*. Before we learned that there
are only 30,000 genes, we didn't know about the non-genes. These non-
genes are replicators just like genes are. So both genes and non-genes
are acting they way you describe in DNA and RNA. But I think the
reason that geneticists don't label the non-genes in a better way is
that the non-genes don't create anything. They are the management
while the genes are the factories.

What do you think?

It may be true that some geneticists label genes in the way you are suggesting. 
However, if that is true, then it would be better to use the common term gene to 
denote a genetic replicator and if we need to add further distinctions we can talk 
of ordinary genes and regulator genes or something like that. To simply use the 
term "non-gene" for genes that influence their replication by affecting the 
expression of other genes is very unspecific. My sock could be called a "non-
gene" because it has nothing to do with genetics, but it doesn't regulate the 
expression of genes in a knowledge laden way.

Ya it was a bit confusing when I wrote it; especially since I said
*non-gene* and *genetic* material in the same sentence. But your
argument cleared it up. Maybe they should be called f-genes and m-
genes; F for factory and M for management.

--Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Quantum algorithms for holographic wavefront patterns
Date: January 2, 2012 at 2:06 AM

On 2 Jan 2012, at 06:27, Jon Burchel wrote:

Hi all,

I hope this might be a good place to bring this up.  I am trying to
understand quantum computing better.  There is an algorithm for
generating wavefront patterns for holographic displays, but it is very
computationally expensive for classical computers, and seems a perfect
candidate for quantum computing.  Would the input array of quantum
bits necessarily be the size of the 3d array used to contain the
graphics data to be displayed?  Or would it be simply the size of the
2d output of the interference pattern, which would be substantially
smaller?  Or could it be broken down into chunks?

What's the name of the classical algorithm?

Is there any published quantum algorithm for creating interference
patterns for holographic display from 3d data?  Or could someone here
point me toward the approach that would be needed?

There are algorithms for simulating general quantum systems, e.g.

http://arxiv.org/abs/quant-ph/9603026

Are there any other known quantum algorithms with widespread consumer
use?  The encryption algorithm would be very useful, but probably most
important for highly secure data.  That is the only one of which I am
aware so far.  But holographic display in real time would seem a more
widespread application.  Maybe if more useful algorithms are
published, it might provide better financial incentive for private
industry to advance the state of the art.

I am not aware of any quantum algorithms other than quantum cryptography that 
the public would want to use.

http://arxiv.org/abs/quant-ph/9603026


Alan

-- 



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Economic Competition Between Countries
Date: January 2, 2012 at 2:38 AM

On Jan 1, 2012, at 7:06 PM, Rami Rustom wrote:

Imagine 5,000 years from now. Humans have stopped aging.
Even cooler
if this technology happens before we die. So we would be the 5,000
year olds. Some humans still use their biological bodies. Some are
part biology and part machine with varying degrees of each. Some
humans are all machine (or is this just AI?)

So imagine the changes in culture. So many different types of HIs and
AIs:
* children HIs and AIs
* 30 year old ~100% biological adult HIs
* 100 year old ~100% biological adult HIs
* 500 year old ~50% biological adult HIs
* 1000 year old ~50% biological adult HIs
* 5000 year old 1% biological adult His
* 5000 year old ~100% machine adult His
* and sooo many more variations of His.
* all varying ages of AIs

What would culture be like? What would culture clashes be like?

How much would HIs and AIs have to learn just to know enough to earn
money? How long would that take?

One thing about advanced societies is it actually reduces the amount of time it 
takes to get a certain amount of wealth.
Consider how long and how much effort it takes a wal-mart employee to earn 
enough to get an iphone. Now consider how much it would have taken for 
someone of similar skills to do so in 1950 (way more -- they'd have to learn tons 
of things and invent tons of technologies in order to be able to make even 1 
iphone, and might die before they are done doing so).
Now consider how much time per day some poor person in 1700 spent just 
earning enough to feed their family (basically all their time, and sometimes they'd 
still fail at the feeding!)



More capital means labor is more productive.

Elliot said in another thread that one day the only jobs left will be
ones that we like because all others will have been automated.

Is there any fiction similar to this setting? If not, anybody willing
to create it? I would but I'm no good at fiction. I want to watch a
movie with in this setting.

--Rami

I've heard the Culture series by Iain M. Banks is somewhat along these lines  and 
have been meaning to read it for some time. It's an advanced post-scarcity 
society where there's some super-computationally-power AIs, enough wealth that 
people can lead lives of leisure, immortality, etc.

http://en.wikipedia.org/wiki/The_Culture

http://en.wikipedia.org/wiki/The_Culture


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Empire
Date: January 2, 2012 at 3:27 AM

On 2 Jan 2012, at 06:50, Rami Rustom wrote:

If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

American weakness wouldn't eliminate wars. It would just mean that 
the wrong people won them.

Are you suggesting that a specific people are wrong? If so, which are 
they?

Saddam, for example.

Yes. But he's one guy. And I don't think we needed to start a war with
him. And I think that a liberal view would say that we don't need to
get in the business of others. Especially in the way Americans were
decieved as to the reason for the Iraq war.

The liberal view is compatible with -- and actually *requires* in order to 
function -- defense.

Without defense against force, people who violate liberal ideas will 
prosper (short term) and liberals society will be destroyed.

To say that innocent people should not defended from violence because 
they are not American would be Statist and illiberal.

Saddam was not one guy. He controlled a Government and an army. 
There were a lot of guys.

And they posed a danger to the following groups, all of which had a 
legitimate need for defense:



- Kurds
- Iraqis that Saddam had tortured, raped, killed, etc
- Israelis (Saddam shot missiles at them)
- Israelis again (Saddam paid people to kill them by giving money to the 
families of suicide bombers)
- Iranians (the war)
- the people of Kuwait (invasion)
- American and other pilots, peacekeepers and inspectors in charge of 
ensuring Saddam lived up to various treaty agreements, international 
laws, etc. (they shot at e.g. American planes there merely to monitor for 
purposes of defense)
- Americans in general -- Saddam allowed (and perhaps aided) terrorist 
planning or training, WMD manufacturing, and other dangerous activities 
in Iraq. Regardless of how much these took place, simply setting up a 
situation where they could easily take place is putting Americans at 
significant risk.
- Israel again, and potentially others as well such as Iran (Osirak)
- Anyone else in the world, or a repeat of anyone above, that Saddam 
might take a disliking to at any time

That is only a partial list.

Ok I'm with you then. But it sucks that they couldn't just tell us the
truth for starting that war.

Which communications to the American people, by the Bush administration, 
do you regard as not having told the truth? Please provide some sources 
with quotes and specifics.

Oh I couldn't produce that. But what I vaguely remember that we were
told was that Hussein was involved with Al Queda; but there was no
evidence. Then the story changed to we received intelligence about
Hussein having weapons of mass destruction. And there weren't any
weapons nor intelligence of them.

I would have rather heard the story the way you told it. But I don't
think we should have done it while we were focusing on Osama and Al
Queda in Afghanistan.



Oh. Well why don't you take a look over what was said at the time (first hand 
by the administration when they explained their reasons for the war, and 
maybe some further analysis by supporters of the war such as Bill Whittle and 
Christopher Hitchens).

You might find the story told then was more similar to my version than you 
recall. And you might have more difficulty than you expect finding any lies.

Back then I wasn't a reader. Nor was I any good at recognizing fallacy
and I didn't really understand propaganda. I only understood science.
I wasn't into politics and especially not philosophy. So I was being a
sheep, like most people. Could you give me some links? I did some
searching but its pretty aimless.

One speech by Bush on Iraq from October 7 2002

http://www.cbsnews.com/stories/2002/10/07/national/main524627.shtml

Another Bush speech March 17 2003

http://www.youtube.com/watch?v=WS5AYQX1m6c&feature=related

Bill Whittle on the war on terror

http://www.youtube.com/watch?v=5DbJX3y4-1Y

Christopher Hitchens on Iraq

http://www.youtube.com/watch?v=fg5LgKyUjmg
http://www.youtube.com/watch?v=K99nDn-tkYs
http://www.youtube.com/watch?v=kjM55ThkotY
http://www.youtube.com/watch?v=W07TQuDfR2E

Alan

http://www.cbsnews.com/stories/2002/10/07/national/main524627.shtml
http://www.youtube.com/watch?v=WS5AYQX1m6c&feature=related
http://www.youtube.com/watch?v=5DbJX3y4-1Y
http://www.youtube.com/watch?v=fg5LgKyUjmg
http://www.youtube.com/watch?v=K99nDn-tkYs
http://www.youtube.com/watch?v=kjM55ThkotY
http://www.youtube.com/watch?v=W07TQuDfR2E


From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] Empire
Date: January 2, 2012 at 8:52 AM

On Jan 2, 2012, at 1:04 AM, Rami Rustom wrote:

Ok I'm with you then. But it sucks that they couldn't just tell us the
truth for starting that war. And it sucks that we reduced our capacity
in the Afghan war to do it.

Why do you support the Afghan war?

~Woty

-- 



From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] Empire
Date: January 2, 2012 at 8:50 AM

On Jan 2, 2012, at 1:33 AM, Elliot Temple wrote:

Oh I couldn't produce that. But what I vaguely remember that we were
told was that Hussein was involved with Al Queda; but there was no
evidence. Then the story changed to we received intelligence about
Hussein having weapons of mass destruction. And there weren't any
weapons nor intelligence of them.

I would have rather heard the story the way you told it. But I don't
think we should have done it while we were focusing on Osama and Al
Queda in Afghanistan.

Oh. Well why don't you take a look over what was said at the time (first hand by 
the administration when they explained their reasons for the war, and maybe 
some further analysis by supporters of the war such as Bill Whittle and 
Christopher Hitchens).

You might find the story told then was more similar to my version than you 
recall. And you might have more difficulty than you expect finding any lies.

-- Elliot Temple
http://fallibleideas.com/

Also the video of Colin Powell at the UN is relevant -- he made a presentation 
about physical evidence suggesting that Saddam was in fact trying to rebuild his 
weapons.

He had also rebuilt weapons in the past when the inspections and sanctions were 
not carried out rigorously, and that he was making a renewed attempt to resist the 
inspections. Under the circumstances, that is in itself evidence that he was trying 
to rebuild weapons. People on heavily supervised probation don't get the same 
presumption of innocence as ordinary people.

~Woty

http://fallibleideas.com/


From: Woty Regan <wotyfree@gmail.com>
Subject: The constitution Re: [BoI] Empire
Date: January 2, 2012 at 8:59 AM

Rami said:

And then there is the idea that the legislative branch gave their
constitutionally-awarded exclusive power of starting wars to the
executive branch. Doesn't make sense to me.

It's possible to argue that this expansion of the executive power as 
unconstitutional, but the Supreme Court disagrees. This has been settled law for 
some time, and it has absolutely nothing to do with the Bush administration. 
Every president in recent history has made use of the power to authorize military 
force under certain circumstances. It's not reasonable to raise the theoretical 
constitutional problems as an objection to the choices a particular president 
makes about the use of military force, any more than it is reasonable to raise the 
constitutional problems with the introduction of income tax as an objection to a 
particular tax rate.

Under the settled law of the land, the president has certain powers over the use 
of military force, and the responsibility for making certain decisions. Refusing to 
ever use those powers would be an unconscionable abandonment of duty.

~Woty



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Re: Art = science, philosophy, or other?
Date: January 2, 2012 at 9:10 AM

On 1 Jan 2012, at 05:30 PM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Jan 1, 5:31 am, Lulie Tanett <w...@lulie.org> wrote:
On 31 Dec 2011, at 10:04, Rami Rustom wrote:

Some ramifications of this:
* If a painter is mad, she can not create a calm painting.

So Van Gogh wouldn't have been able to create a calm painting. Except:

http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo...

My mom just told me that Van Gogh was not sick and depressed in his
early life. And that calm painting you mentioned was done in his early
life. His later paintings were more chaotic and he was very sick and
depressed. So this coincides with my theory.

You said yourself that if someone knows "aesthetic logic" (how to paint), they can 
bypass their natural tendencies. Do you still think this?

If so: Given people with knowledge of aesthetics can bypass it, that means it's not 
the case that someone mad cannot create a calm painting. The mad person just 
needs to have aesthetic knowledge.

What's wrong with the idea that even laymen have enough knowledge of 
aesthetics to paint something contrary to what they believe/feel?

-Lulie

-- 

http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo


From: Woty Regan <wotyfree@gmail.com>
Subject: A people vs people Re: Empire Re: [BoI] How China Plans to Leapfrog 
the American Economy (And it's Not What You Think)
Date: January 2, 2012 at 11:00 AM

On Jan 1, 2012, at 12:07 PM, Rami Rustom wrote:

On Jan 1, 7:43 am, Woty Regan <wotyf...@gmail.com> wrote:
On Dec 31, 2011, at 1:49 PM, Rami Rustom wrote:

If superpower means empire, then I'm all for it. I'm sick of all these
damn wars.

American weakness wouldn't eliminate wars. It would just mean that the wrong 
people won them.

Are you suggesting that a specific people are wrong? If so, which are
they?

--Rami

Yes. Specifically, those people who are committed to the destruction of free 
institutions and the imposition of totalitarian governments.

If you mean a particular nationality or ethnicity, no, of course not!

We're not at war with a people or peoples in *that* sense. We have enemies and 
we should defeat them -- and our enemies are *also* the enemies of the good 
people who happen to share their ethnicity or nationality or religion.

~Woty

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Objective Truths / Absolute Knowledge / Conjectural Knowledge
Date: January 2, 2012 at 11:26 AM

Objective truth (T) is absolute truth, i.e. there is not error.

Conjectural knowledge (K) is not absolute because it contains error
(∆EK) as compared to objective truth. So...
* K <> T
* K = T +- ∆EK
* ∆EK > 0

Some (or is it all?) mathematics is *knowledge* that are *objective
truths*. So that means that there is no error in these mathematics.
Lets calls these objective truths Tm. So...
* Km = Tm
* ∆EKm = 0

Some philosophies are *knowledge* that are *objective truths*. So that
means that there is no error in these *known* philosophies. Lets calls
these objective truths Tp. So...
* Kp = Tp
* ∆EKp = 0

Is there any other knowledge that is objective truth?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Empire
Date: January 2, 2012 at 10:01 AM

On Jan 2, 7:52 am, Woty Regan <wotyf...@gmail.com> wrote:
On Jan 2, 2012, at 1:04 AM, Rami Rustom wrote:

Ok I'm with you then. But it sucks that they couldn't just tell us the
truth for starting that war. And it sucks that we reduced our capacity
in the Afghan war to do it.

Why do you support the Afghan war?

I don't support the Afghan war. But if our government decides to start
war X1 for reasons Y1, and then it decides to start another war X2 for
reasons Y2, then there should exist a good argument that resources
assigned to war X1 were reassigned to war X2. And that argument should
override or reconcile with original reasons Y1.

These explanations may have been stated but like I said, I was
probably infected with propaganda.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Power Checking among the 3 branches of American government 
(was: The constitution)
Date: January 2, 2012 at 9:47 AM

On Jan 2, 7:59 am, Woty Regan <wotyf...@gmail.com> wrote:
Rami said:

And then there is the idea that the legislative branch gave their
constitutionally-awarded exclusive power of starting wars to the
executive branch. Doesn't make sense to me.

It's possible to argue that this expansion of the executive power as 
unconstitutional, but the Supreme Court disagrees. This has been settled law for 
some time, and it has absolutely nothing to do with the Bush administration. 
Every president in recent history has made use of the power to authorize 
military force under certain circumstances. It's not reasonable to raise the 
theoretical constitutional problems as an objection to the choices a particular 
president makes about the use of military force, any more than it is reasonable 
to raise the constitutional problems with the introduction of income tax as an 
objection to a particular tax rate.

Yes I wasn't singling out Bush's administration. I was bringing up a
new point that intersects with a more interesting problem I have with
our 3 branch style government. They were designed to check each other.
But when one branch gives up some of the checks to another branch, I
see this as a problem.

What do you think?

Under the settled law of the land, the president has certain powers over the use 
of military force, and the responsibility for making certain decisions. Refusing to 
ever use those powers would be an unconscionable abandonment of duty.

Well I think that the president is already too powerful. The ability
to start wars is far to much power. I think that power should have
stayed with the legislative branch.

And actually I think even the legislative should not have this power.



Or rather I think that another 4th branch should have the power to
veto the legislative's power to go to war. I discussed this in another
thread called _Error Correction in American Politics_:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/3445683016c69d82#

What do you think?

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/3445683016c69d82


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Art = science, philosophy, or other?
Date: January 2, 2012 at 9:40 AM

On Jan 2, 8:10 am, Lulie Tanett <lul...@gmail.com> wrote:
On 1 Jan 2012, at 05:30 PM, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 1, 5:31 am, Lulie Tanett <w...@lulie.org> wrote:
On 31 Dec 2011, at 10:04, Rami Rustom wrote:

Some ramifications of this:
* If a painter is mad, she can not create a calm painting.

So Van Gogh wouldn't have been able to create a calm painting. Except:

http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo...

My mom just told me that Van Gogh was not sick and depressed in his
early life. And that calm painting you mentioned was done in his early
life. His later paintings were more chaotic and he was very sick and
depressed. So this coincides with my theory.

You said yourself that if someone knows "aesthetic logic" (how to paint), they 
can bypass their natural tendencies. Do you still think this?

Yes.

If so: Given people with knowledge of aesthetics can bypass it, that means it's 
not the case that someone mad cannot create a calm painting. The mad person 
just needs to have aesthetic knowledge.

Thats right. I already corrected my point when I said:
I should have clarified. If one knows how aesthetic logic affects
feelings, one can override the unconscious effect. So if one didn't
know aesthetic logic, then she could not be mad and create a calm
painting.

What's wrong with the idea that even laymen have enough knowledge of 

http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo


aesthetics to paint something contrary to what they believe/feel?

Yes if the layperson has learned aesthetic logic implicitly, then its
possible. Note that once the layperson learns this logic explicitly,
she is no longer a layperson.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: A Metatheory - Brains plus boldness (was: Apple's New 
Building)
Date: January 2, 2012 at 10:31 AM

On Dec 31 2011, 2:39 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jun 9, 7:12 am, jim morris <james.mor...@gmail.com> wrote:

Speaking of Steve, I've recently been musing on a meta-theory about
DD: the key to greatness is brains plus boldness.

I like it. Brains plus boldness.

On the other hand we can see many people who choose to be bold while
lacking brains, e.g. Sarah Palin. Most of them fail so quickly that
they never achieve any fame. Boldness seems a personal choice that is
easier to achieve than having brains and talent. The confidence and
determination to pursue some ideas beyond what is "reasonable" might
be randomly distributed in the population. Like optimism, it helps the
species, even if most of the individuals fail. How could an individual
decide to be bold when they recognize the choice? It probably depends
upon parents, teachers, or agents who recognize one's talent.

Boldness only depends on knowledge. The knowledge of optimism.

I used to think that I was not capable. This held me back greatly.

As soon as I learned that my mind is capable of anything (optimism), I
began to dogreaterthings.

I imagine that DD learned this at a really early age.

David could you tell us when you realized this?

I should clarify. When I used to think that I was not capable, this
was an irrational meme that I learned. Then I unlearned that meme.

So David did you learn the irrational meme and then unlearn it? Or did
you always know that you could do anything?



--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] The future of economy and culture (was: Economic Competition 
Between Countries)
Date: January 2, 2012 at 10:20 AM

On Jan 2, 1:38 am, Justin Mallone <justin...@gmail.com> wrote:
On Jan 1, 2012, at 7:06 PM, Rami Rustom wrote:

Imagine 5,000 years from now. Humans have stopped aging.
Even cooler
if this technology happens before we die. So we would be the 5,000
year olds. Some humans still use their biological bodies. Some are
part biology and part machine with varying degrees of each. Some
humans are all machine (or is this just AI?)

So imagine the changes in culture. So many different types of HIs and
AIs:
* children HIs and AIs
* 30 year old ~100% biological adult HIs
* 100 year old ~100% biological adult HIs
* 500 year old ~50% biological adult HIs
* 1000 year old ~50% biological adult HIs
* 5000 year old 1% biological adult His
* 5000 year old ~100% machine adult His
* and sooo many more variations of His.
* all varying ages of AIs

What would culture be like? What would culture clashes be like?

How much would HIs and AIs have to learn just to know enough to earn
money? How long would that take?

One thing about advanced societies is it actually reduces the amount of time it 
takes to get a certain amount of wealth.
Consider how long and how much effort it takes a wal-mart employee to earn 
enough to get an iphone. Now consider how much it would have taken for 
someone of similar skills to do so in 1950 (way more -- they'd have to learn tons 
of things and invent tons of technologies in order to be able to make even 1 
iphone, and might die before they are done doing so).



Ok but the annoying jobs will be eliminated. So only the intellectual
jobs will remain. Do you think than an intellectual job that exists
1000 years from now would be something that a novice could do?

Now consider how much time per day some poor person in 1700 spent just 
earning enough to feed their family (basically all their time, and sometimes 
they'd still fail at the feeding!)
More capital means labor is more productive.

Elliot said in another thread that one day the only jobs left will be
ones that we like because all others will have been automated.

Is there any fiction similar to this setting? If not, anybody willing
to create it? I would but I'm no good at fiction. I want to watch a
movie with in this setting.

--Rami

I've heard the Culture series by Iain M. Banks is somewhat along these lines  
and have been meaning to read it for some time. It's an advanced post-scarcity 
society where there's some super-computationally-power AIs, enough wealth 
that people can lead lives of leisure, immortality, etc.

http://en.wikipedia.org/wiki/The_Culture

Can't wait. This will be my first fiction reading. Thanks :)

--Rami

http://en.wikipedia.org/wiki/The_Culture


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Re: Art = science, philosophy, or other?
Date: January 2, 2012 at 10:34 AM

On 2 Jan 2012, at 02:20 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Jan 1, 11:56 am, Lulie Tanett <w...@lulie.org> wrote:
On 1 Jan 2012, at 16:43, Rami Rustom wrote:

On Jan 1, 5:31 am, Lulie Tanett <w...@lulie.org> wrote:
Popper was known for saying "I am not a belief philosopher". That means 
he doesn't think belief is relevant for  something to count as knowledge. If 
art/beauty has any objectivity, that means people can be mistaken about 
their ideas about it, including mistaken about what feelings they should 
have.

Aesthetics is part of objective truth. But since no two minds are
alike, the rules of aesthetics are potentially different between any
two minds (art creator and art viewer). Hence, subjectivity.

If aesthetics are part of objective truth, two minds can be *mistaken* about 
what the rules of aesthetics actually are.

Sure. But the objective truths (T) includes physics. And the
functionality of any two minds are different because their neural
pathways are different.

(btw why does it matter why two minds are different? Could we substitute 'neural 
pathways' with 'ideas'? When people use neurology to talk about ideas, scientism 
often slips in, so it's worth trying to avoid that where possible.)

Therefore the rules of aesthetics are
potentially different between any two minds.

That argument would mean that because scientists have different neutral 
pathways, the rules (laws) of physics are subjective.

So T1 is not equal to T2.
This is why art can be considered subjective while still being
objective.



* T1 <> T2

Generally it's never useful to consider physics as being subjective while still being 
objective, so why do that with art?

It isn't *art* that's subejctive, it's *people's understanding of it* that is. Same with 
physics: the laws of physics stay the same no matter what people believe, but our 
*knowledge* of the laws of physics changes, and differs between people.

And yes each mind can be mistaken about these objective truths. This
idea follows from the fact that all our knowledge is conjectural
knowledge (K). K is not equal to T.
* K <> T
* K = T +- ∆E

ya.

It seems to me like this argument is confusing our *our thoughts about art* with 
art itself. What's inside our brains about art is a different thing than the actual 
subject. What we know about it is about us, our minds, our feelings, neural 
pathways and so on. Art itself is about composition, light, colour, shapes and so 
on.

If two people have differing ideas of what the laws of physics say, you don't 
say the laws of physics are subjective. Laws of physics don't have anything to 
do with their creators or the people who view/think about them. What makes 
aesthetics any different?

Each mind has its own knowledge structure, i.e. set of neural
pathways. So the functional rules are different in each mind. But with
physics rules are always the same.

Exactly. So it follows that art rules are always the same. Or..?

This is why TCS says that we can not coerce people.

(*SHOULD not. It's important to get the subtlety right, because: Coercion always 
involves a failure of rationality on the part of the person being coerced. So 
someone might argue that because it's possible for someone to not be coerced 



by another person, no one can really directly coerce anyone.)

No one person can
know what another person needs in order to learn.

Yes. Except even the person who's doing the learning doesn't know perfectly. But 
he's in the best position to know.

This is because:
* T1 <> T2

Think of it like this. If all minds were the same, i.e. T1 = T2, then
we wouldn't need TCS. What do you think?

No, I think that depends on what T is. If someone had lots of bad ideas that 
involved coercing other people, then he'd do that whether the other people were 
the same as him or not. Or, for example, lots of people hate themselves, or lots of 
people self-sacrifice, and so on. If everyone did the same thing, everyone would 
be making the same problem and hurting each other.

So if anything, TCS could be more important in that situation, because you don't 
have people who have already solved that problem who might be able to help get 
the person out of it (i.e. give criticisms of the idea and give better alternative 
ideas).

And indeed, it is quite common for someone to like a painting, and feel good 
about it, up until the point someone points out a gross anatomical error. 
Then all they can see is the anatomical error, and they don't like it so much, 
and it might even make them feel uncomfortable.

Yes thoughts affect feelings. It is the same part of the mind that is
responsible for the phenomenon of Cognitive Dissonance.

Do you know any problems with the idea that feelings are just a type of 
thought/idea?

You can have a thought without an emotion. Therefore they are
distinctly separate entities.



I said *type of*. I'm thinking something like a tree structure, that goes

[Thought]
[Emotion, Intuition, Conscious Thought]
[Anger/sadness/etc., <specific imperssions>, "hey I should read some BoI today"]

So you can have thought without emotion, but you can't have emotion without 
thought.

They were mistaken about their original feeling because they didn't initially 
notice something that's a criticism of it.

Mistaken? I disagree. The feeling prior to the thought was different
than the feeling after the thought. So the person's feeling simply
changed.

What caused them to change? If they weren't mistaken, why did they change?

F1 is the feeling before the thought. F2 is the feeling after the
thought. The new thought changed their neural pathways, i.e. they
learned something. So T changed. Therefore
* F1 <> F2

Yes, so why did they change their thought?

Because they were mistaken? Or for some other reason?

If feelings are completely subordinate to thought, why don't we just talk about 
thought?

Are you saying something like: "Feelings reflect thought. A feeling can't be 
'mistaken' because they always accurately reflect some kind of thought. When 
feelings change, it's because thoughts (which *can* be mistaken) change."?

No. And I'm not sure what you mean by *reflect*. Do you mean something
like *mirror*? And then you used the word *accurately*; but we are
fallible so I'm not sure what this means.



I mean feelings are subordinate to thought and don't get influenced by other stuff. 
So because they have this direct relationship with thought, you can't say they're 
'mistaken' because they always refer directly to thought (they can't like, 
misinterpret the thought or whatever).

I was going to say that the *thought* could be mistaken, and given feelings are 
just a proxy for thought it could be useful to speak of feelings being mistaken.

(Actually I think feelings are just a type of thought, so can be mistaken 
themselves.)

<snip>
There are many forms in her paintings that cause feelings in the
viewer. These forms can be put on a spectrum; order on the left and
chaos on the right. Order causes calmness. Chaos causes nervousness.

By order and chaos I'm referring to how the eyes move around the
painting. Forms that cause the eyes to focus at the center of the
painting with very little movement is ordered; thereby causing
calmness. Forms that cause the eyes to move around randomly is chaos;
thereby causing nervousness.

Yes, what you're doing is describing composition. This isn't a wishy-washy 
thing where the knowledge of it is based on intuition and feelings -- it's 
pretty well understood what sort of thing will cause what sort of eye 
movement and impressions.
(For example, the book How Pictures Work for more feelings based 
composition, or my own tutorialhttp://tiny.cc/lyvfhforvisual clues based 
composition.)

Exactly. Those are forms. I'm calling them logics. Aesthetic logics.

The reason feelings might be relevant is that they give clues about how to 
interpret what's going on in a painting -- and so what to look at, what to 
focus on, what's important and what isn't. If something in the painting is 
unusual/anomalous, your eye will be drawn to it because you need to make 
sense of it.

Actually the aesthetic logics that are put into the painting cause the

http://tiny.cc/lyvfhforvisual


eye to do certain things which then causes feelings.

What does the idea of causing feelings add? Why is it necessary?

But it explains phenomenon that otherwise were not well explained in a
unified hard-to-very theory.

Which phenomenon?

Why can't we just say it causes us to think certain things, because we're 
engaging with some problems in (objective) aesthetics, and that's why we 
appreciate art?

I'm not sure what that means. But either way, is that part of a
unified hard-to-very theory?

Yes.

It means: There is a mystery of why we appreciate art. My answer is that in art, 
there are some objective problems. "How do you paint a thing realistically? How 
do you give the impression of warmth? What angle should I draw the line to give 
an illusion of perspective? What kind of lighting should I use to make this look 
dramatic?" -- this sort of thing. When we're making or looking at a painting, we're 
engaging in some of those problems.

Laymen might only see that "something is wrong" or "they really succeeded in 
giving me X impression", or even just "I like this, it's well-done" -- but they're still 
engaging with the problems. To the extent they like it, it's because they see that 
the painter has addressed some problems (even if they don't know what 
explicitly).

Imagine someone who's built-in face recognition/detection software is faulty, and 
who has never seen a human face before. (Maybe he comes from a robot society 
which doesn't use fleshy human bodies anymore.) Most people would naturally 
be able to tell whether a face in a painting was distorted/unrealistic, but he 
wouldn't. So, he may not engage with the problems about painting faces. But he's 
still grown up in a culture, seeing buildings, sunlight and so on, so he would be 
able to engage with things like perspective, use of colour and light, and so on.



Artists might be able to appreciate the painting on a deeper level, because they 
know more about what it took to solve the problems, and more about what the 
problems actually are. Laymen often don't know how hard something is. (This is 
why you get musicians who write music that impresses musicians, but other 
people don't see the point of. Or jugglers who learn crazy-hard tricks that look 
easy to non-jugglers.)

This is part of a unified theory that says all knowledge is created by having a 
problem, conjecturing solutions, and conjecturing criticism. Every thought we 
have has undergone this process. Explanatory conjectures, criticism, and 
*problems* are at the heart of everything we do.

"All of life is problem-solving."

And that includes appreciating art.

<snip>
It's about what role certain shapes, patterns, symbols and so on play in our 
explanatory model of the world.

Horizontal lines feel more 'stable' because generally that's the role they play 
(tables, the floor, beds, etc.), and it would have to be a special circumstance 
for us to interpret them differently. Ditto all other elements of composition.

Actually this can be explained with math. A continuous line, whether
straight or curved, is represented by 1 math formula. Two continuous
lines that meet at a point, is represented by 2 math formulas.

1 math formula is more ordered than 2 math formulas. 2 formulas has
more degrees of freedom as compared to 1 formula. More degrees of
freedom means more chaos.

Therefore, the eye is less likely to focus on a continuous line and
more likely to focus on the disconnect between 2 continuous lines (the
point at which 2 lines meet).

Why can't you explain this just by '2 lines is more interesting/has more 



detail/has more knowledge, so we look at it more in attempts to understand it'?

Your explanation doesn't answer 'Why do we look at it more?'

Sure it does: because there's nothing more to see. You look at it until you 
understand it, then you've got it so you get bored and go do something else.

Also
your explanation doesn't involve the unconscious and instead claims
that only the conscious is involved. But the unconscious is always
playing a role.

I didn't say only the conscious is involved, or the unconscious doesn't play a role. 
This may well all be done subconsciously. (Not sure that this matters to the 
current argument though.)

<snip>
Some ramifications of this:
* If a painter is mad, she can not create a calm painting.

So Van Gogh wouldn't have been able to create a calm painting. Except:
http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-
Wo...

I should have clarified. If one knows how aesthetic logic affects
feelings, one can override the unconscious effect. So if one didn't
know aesthetic logic, then she could not be mad and create a calm
painting.

If you didn't know 'aesthetic logic' (AKA 'how to paint'), you're going to make 
something fairly arbitrary and based on misc bits of stuff you've picked up, 
perhaps largely subconsciously.

Yes this would be aesthetic logic that was implicitly learned rather
than explicitly learned.

Yes indeed. But as I suggested above, I think we pick up quite a lot of that 
implicitly.

http://www.vangoghgallery.com/catalog/Watercolor/1879/Scheveningen-Wo


But I don't see why you couldn't even ask a layman mad or calm person to try 
to make a painting ...

I don't know what you mean.

You said that if a painter is mad, she can't create a calm painting. But I'm saying 
that even if the painter wasn't trained, she still would have picked up enough 
knowledge of aesthetics implicitly (through culture) to paint a clam painting if she 
tried.

Culture has stuff like children's TV talking about colour, 'mood rings', famous 
phrases and metaphors, fashion, and all sorts of other things that give hints about 
aesthetics. I expect even mad people know enough of this stuff to paint 
something calm.

-Lulie



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Zero Sum
Date: January 2, 2012 at 10:23 AM

On Jan 1, 11:36 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 31, 2011, at 11:10 PM, Rami Rustom wrote:

On Dec 5 2011, 3:31 pm, Elliot Temple <c...@curi.us> wrote:
Get rid of him!

He's being completely reasonable so far.

That only makes him more dangerous!

How?

He's only *acting* reasonable because he thinks it will get him what he wants.

I don't think I follow, sir.

Can't you see it's a trick? He acts reasonable to lure you in. Then he'll spring 
the trap!

What trap?

He'll call it a "win/win" solution or a "trade for mutual benefit". But he doesn't 
care about us, he just wants to benefit himself. He wouldn't even do it if he 
didn't believe he was going to come out ahead.

Wouldn't we come out OK, too?

No, you fool! Life is zerosum.

How can you be sure?

I've lived by this creed my whole life, and I've never experienced a win/win 
outcome. It's definitive proof.

I see. The guy in your story thinks human to human interactions are



always necessarily zero-sum; that if one is acting reasonably, that s/
he is necessarily trying to win a win/lose game.

But your point is that human to human interactions don't have to be
zero-sum; that two rationally acting people can find common
preferences so that they both win in a win/win game; this is non-zero-
sum. Both parties can end the game with values greater than the values
they had when they started the game.

And his proof that life is zero-sum is that he's never experienced a
non-zero-sum situation. But this is *empiricism*, which is false.

It's worse than that. He has *prevented* win-win solutions by *disliking them* 
and, consequently *avoiding and sabotaging* them. Then taken the results he 
*intentionally chose to have and caused* as proof that that is how life works 
(regardless of one's choices and intentions).

Some people seem to be afraid of persuasion because they think it will make 
them do stuff they currently don't want to. In the dialog, the first speaker fears 
being pressured/forced to do what is reasonable while not wanting to do it, and 
his way of approaching this issue makes things worse.

At least that's one interpretation. I think the dialog allows for more.

I'm drawing a blank. Somebody ask some more questions so Elliot's mind
will pour out some more knowledge. :)

--Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Zero Sum
Date: January 2, 2012 at 12:33 PM

On 5 Dec 2011, at 21:31, Elliot Temple wrote:

Get rid of him!

He's being completely reasonable so far.

That only makes him more dangerous!

How?

He's only *acting* reasonable because he thinks it will get him what he wants.

How does he know the difference between acting reasonable and actually being 
reasonable?

And since the other person is just acting reasonable that means any 
disagreements they have can't be settled by reason, only by violence.

I don't think I follow, sir.

Can't you see it's a trick? He acts reasonable to lure you in. Then he'll spring the 
trap!

What trap?

He'll call it a "win/win" solution or a "trade for mutual benefit". But he doesn't 
care about us, he just wants to benefit himself. He wouldn't even do it if he didn't 
believe he was going to come out ahead.

Wouldn't we come out OK, too?

No, you fool! Life is zero sum.

How can you be sure?



I've lived by this creed my whole life, and I've never experienced a win/win 
outcome. It's definitive proof.

So the person who doesn't believe in win-win, let's call him Winnie, has, 
according to his own theory about this situation, prevented both himself and his 
friend from engaging in an unwise act. That means Winnie is happier and his 
friend is happier due to their agreed upon course of action - sounds like a win-
win.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Objective Truths / Absolute Knowledge / Conjectural 
Knowledge
Date: January 2, 2012 at 12:48 PM

On Jan 2, 2012, at 8:26 AM, Rami Rustom wrote:

Objective truth (T) is absolute truth, i.e. there is not error.

Conjectural knowledge (K) is not absolute because it contains error

May contain error. Or not. (In practice, it reliably does contain error.)

(∆EK) as compared to objective truth. So...
* K <> T
* K = T +- ∆EK
* ∆EK > 0

It would help to define your terms and symbols.

(Also non-standard symbols like triangles may not show up for all readers with 
other fonts and software. Please stick to standard characters.)

I figure delta means change and <> is supposed to mean not equal, and E is 
error. Those I could guess but maybe other people wouldn't.

But then we read stuff like "change in error multiplied by knowledge"? what's 
that?

Maybe EK is supposed to mean more like E subscript K, that is the error for K? 
it's hard to tell.

it'd be improved by an english explanation of what it's supposed to mean, how it 
works, what the conclusion is, etc

Also the basic assumption that our conjectural knowledge is never the objective 
truth is incorrect. There is nothing to prevent some of our guesses from being true 
(T). That can happen.



Some (or is it all?) mathematics is *knowledge* that are *objective
truths*.

No, all our ideas about math are conjectural and fallible.

So that means that there is no error in these mathematics.

Definitely not.

Consider, as one of the issues, the argument from FoR that mathematicians use 
*physical processes* (e.g. they work out some math using paper and pen, not to 
mention their brains) and whether they have the mathematical conclusion right 
therefore depends on their understanding of physics (because if they 
misunderstand the physical properties of these tools, it invalidates their 
mathematical conclusions they reached using the tools).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] Power Checking among the 3 branches of American 
government (was: The constitution)
Date: January 2, 2012 at 1:10 PM

On Jan 2, 2012, at 9:47 AM, Rami Rustom wrote:

Yes I wasn't singling out Bush's administration. I was bringing up a
new point that intersects with a more interesting problem I have with
our 3 branch style government. They were designed to check each other.
But when one branch gives up some of the checks to another branch, I
see this as a problem.

What do you think?

I disagree. Checks and balances are important, but the proper configuration of 
the powers of the various branches isn't self-evident and the founding fathers 
didn't get it completely right. They couldn't have; our knowledge of government is 
growing and they could not have foreseen what would be learned. The system 
requires constant revision as we learn more, and sometimes this involves 
increasing the powers of one branch or another.

Two particular revisions I approve of are the expansion of the president's power 
to authorize military force, and the power of the Supreme Court to review the 
constitutionality of legislation. That can of course be disputed, but I don't think a 
general claim that it's a problem for one branch to give up powers to another is a 
good argument for either side.

~Woty



From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] Power Checking among the 3 branches of American 
government (was: The constitution)
Date: January 2, 2012 at 1:15 PM

On Jan 2, 2012, at 9:47 AM, Rami Rustom wrote:

Well I think that the president is already too powerful. The ability
to start wars is far to much power. I think that power should have
stayed with the legislative branch.

Why is it too much power? (And note that in the long term, fighting a war *does* 
require congressional authorization and authority).

And actually I think even the legislative should not have this power.
Or rather I think that another 4th branch should have the power to
veto the legislative's power to go to war. I discussed this in another
thread called _Error Correction in American Politics_:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/3445683016c69d82#

What do you think?

I think that would be a terrible idea. The major effect would be to make it harder 
to fight wars, which would make matters worse, not better.

~Woty

-- 

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/3445683016c69d82


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Power Checking among the 3 branches of American 
government (was: The constitution)
Date: January 2, 2012 at 1:25 PM

On 2 Jan 2012, at 18:15, Woty Regan wrote:

On Jan 2, 2012, at 9:47 AM, Rami Rustom wrote:

Well I think that the president is already too powerful. The ability
to start wars is far to much power. I think that power should have
stayed with the legislative branch.

Why is it too much power? (And note that in the long term, fighting a war *does* 
require congressional authorization and authority).

And actually I think even the legislative should not have this power.
Or rather I think that another 4th branch should have the power to
veto the legislative's power to go to war. I discussed this in another
thread called _Error Correction in American Politics_:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/3445683016c69d82#

What do you think?

I think that would be a terrible idea. The major effect would be to make it harder 
to fight wars, which would make matters worse, not better.

The reason why it is bad to make it difficult to start wars is that sometimes the 
government has to quickly respond to a problem. For example, after 9/11 nobody 
knew whether another terrorist attack would happen soon after the first attack so 
the President needed to be able to take action quickly. It makes more sense to 
make it easy for the President to go to war but give Congress the power to stop 
funding the war.

Alan

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/3445683016c69d82


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Zero Sum
Date: January 2, 2012 at 1:28 PM

On Jan 2, 11:33 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 5 Dec 2011, at 21:31, Elliot Temple wrote:

Get rid of him!

He's being completely reasonable so far.

That only makes him more dangerous!

How?

He's only *acting* reasonable because he thinks it will get him what he wants.

How does he know the difference between acting reasonable and actually being 
reasonable?

And since the other person is just acting reasonable that means any 
disagreements they have can't be settled by reason, only by violence.

I don't think I follow, sir.

Can't you see it's a trick? He acts reasonable to lure you in. Then he'll spring 
the trap!

What trap?

He'll call it a "win/win" solution or a "trade for mutual benefit". But he doesn't 
care about us, he just wants to benefit himself. He wouldn't even do it if he 
didn't believe he was going to come out ahead.

Wouldn't we come out OK, too?

No, you fool! Life is zero sum.



How can you be sure?

I've lived by this creed my whole life, and I've never experienced a win/win 
outcome. It's definitive proof.

So the person who doesn't believe in win-win, let's call him Winnie, has, 
according to his own theory about this situation, prevented both himself and his 
friend from engaging in an unwise act. That means Winnie is happier and his 
friend is happier due to their agreed upon course of action - sounds like a win-
win.

This part seems like a logic loop. I think I remember correctly that
logic can't loop. So I think you've shown him fallacy in his own
argument. Right?

--Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Zero Sum
Date: January 2, 2012 at 1:42 PM

On 2 Jan 2012, at 18:28, Rami Rustom wrote:

On Jan 2, 11:33 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 5 Dec 2011, at 21:31, Elliot Temple wrote:

Get rid of him!

He's being completely reasonable so far.

That only makes him more dangerous!

How?

He's only *acting* reasonable because he thinks it will get him what he wants.

How does he know the difference between acting reasonable and actually 
being reasonable?

And since the other person is just acting reasonable that means any 
disagreements they have can't be settled by reason, only by violence.

I don't think I follow, sir.

Can't you see it's a trick? He acts reasonable to lure you in. Then he'll spring 
the trap!

What trap?

He'll call it a "win/win" solution or a "trade for mutual benefit". But he doesn't 
care about us, he just wants to benefit himself. He wouldn't even do it if he 
didn't believe he was going to come out ahead.

Wouldn't we come out OK, too?



No, you fool! Life is zero sum.

How can you be sure?

I've lived by this creed my whole life, and I've never experienced a win/win 
outcome. It's definitive proof.

So the person who doesn't believe in win-win, let's call him Winnie, has, 
according to his own theory about this situation, prevented both himself and 
his friend from engaging in an unwise act. That means Winnie is happier and 
his friend is happier due to their agreed upon course of action - sounds like a 
win-win.

This part seems like a logic loop. I think I remember correctly that logic can't 
loop. So I think you've shown him fallacy in his own
argument. Right?

It is an argument that Winnie is not acting according to his own principles. He is, 
in fact, doing a rather limited set of win-win deals. So he's not avoiding win-win 
deals he just thinks he's avoiding them.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Power Checking among the 3 branches of American 
government (was: The constitution)
Date: January 2, 2012 at 2:14 PM

On Jan 2, 12:10 pm, Woty Regan <wotyf...@gmail.com> wrote:
On Jan 2, 2012, at 9:47 AM, Rami Rustom wrote:

Yes I wasn't singling out Bush's administration. I was bringing up a
new point that intersects with a more interesting problem I have with
our 3 branch style government. They were designed to check each other.
But when one branch gives up some of the checks to another branch, I
see this as a problem.

What do you think?

I disagree. Checks and balances are important, but the proper configuration of 
the powers of the various branches isn't self-evident and the founding fathers 
didn't get it completely right. They couldn't have; our knowledge of government 
is growing and they could not have foreseen what would be learned. The 
system requires constant revision as we learn more, and sometimes this 
involves increasing the powers of one branch or another.

Oh I wasn't suggesting that the founding fathers had it right; they
and their ideas are fallible. And I agree that powers should change
branches. But I was specifically speaking of the one power to start
wars and the fact that one man has the power to do it.

Two particular revisions I approve of are the expansion of the president's power 
to authorize military force, and the power of the Supreme Court to review the 
constitutionality of legislation. That can of course be disputed, but I don't think a 
general claim that it's a problem for one branch to give up powers to another is a 
good argument for either side.

The power of the Supreme Court to review constitutionality is new? I
thought that was built into the constitution. I thought their whole
purpose was to interpret laws, include the constitution.

Yes I wasn't making a general claim.



--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Power Checking among the 3 branches of American 
government (was: The constitution)
Date: January 2, 2012 at 2:15 PM

On Jan 2, 12:15 pm, Woty Regan <wotyf...@gmail.com> wrote:
On Jan 2, 2012, at 9:47 AM, Rami Rustom wrote:

Well I think that the president is already too powerful. The ability
to start wars is far to much power. I think that power should have
stayed with the legislative branch.

Why is it too much power? (And note that in the long term, fighting a war *does* 
require congressional authorization and authority).

And actually I think even the legislative should not have this power.
Or rather I think that another 4th branch should have the power to
veto the legislative's power to go to war. I discussed this in another
thread called _Error Correction in American Politics_:
http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

What do you think?

I think that would be a terrible idea. The major effect would be to make it harder 
to fight wars, which would make matters worse, not better.

But I don't think one person should have the power to decide what wars
we start. There are too many long-term ramifications of such decisions
to leave it to one person to decide.

--Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/th


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Objective Truths / Absolute Knowledge / Conjectural 
Knowledge
Date: January 2, 2012 at 2:06 PM

On Jan 2, 11:48 am, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 8:26 AM, Rami Rustom wrote:

Objective truth (T) is absolute truth, i.e. there is not error.

Conjectural knowledge (K) is not absolute because it contains error

May contain error. Or not. (In practice, it reliably does contain error.)

(∆EK) as compared to objective truth. So...
* K <> T
* K = T +- ∆EK
* ∆EK > 0

It would help to define your terms and symbols.

(Also non-standard symbols like triangles may not show up for all readers with 
other fonts and software. Please stick to standard characters.)

I figure delta means change and <> is supposed to mean not equal, and E is 
error. Those I could guess but maybe other people wouldn't.

But then we read stuff like "change in error multiplied by knowledge"? what's 
that?

Maybe EK is supposed to mean more like E subscript K, that is the error for K? 
it's hard to tell.

it'd be improved by an english explanation of what it's supposed to mean, how it 
works, what the conclusion is, etc

Also the basic assumption that our conjectural knowledge is never the objective 
truth is incorrect. There is nothing to prevent some of our guesses from being 
true (T). That can happen.



Some (or is it all?) mathematics is *knowledge* that are *objective
truths*.

No, all our ideas about math are conjectural and fallible.

So that means that there is no error in these mathematics.

Definitely not.

Consider, as one of the issues, the argument from FoR that mathematicians use 
*physical processes* (e.g. they work out some math using paper and pen, not to 
mention their brains) and whether they have the mathematical conclusion right 
therefore depends on their understanding of physics (because if they 
misunderstand the physical properties of these tools, it invalidates their 
mathematical conclusions they reached using the tools).

Ok starting over then...

Conjectural knowledge (K) is not absolute because it may contain error
(EK) as compared to objective truth. So...
* T is objective truth
* K is conjectural knowledge
* K <> T             <> means *not equal to*
* K = T +- EK     K equals T plus or minus the error
* EK > 0             EK (maybe) greater than 0

Some mathematics and some philosophies are knowledge that are
*objective truths*, i.e. there is no error. Lets call this *absolute
knowledge*.

Are there any mathematics that are objective truths?

No, all our ideas about math are conjectural and fallible.

What about something like an idea in Numerical Methods which states
that if a set of measured data points (on an X-Y graph) is
approximated with a polynomial equation, and if an extrapolation is



made to *guess* more data points, the further away the extrapolated
points get from the real points (on the X axis), the more wild the
error. Is this not an *absolute truth*?

Are there any philosophies that are objective truths? What about
Poppers conjecture/refutation philosophy?

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Objective Truths / Absolute Knowledge / Conjectural 
Knowledge
Date: January 2, 2012 at 2:48 PM

On Jan 2, 2012, at 11:06 AM, Rami Rustom wrote:

On Jan 2, 11:48 am, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 8:26 AM, Rami Rustom wrote:

Objective truth (T) is absolute truth, i.e. there is not error.

Conjectural knowledge (K) is not absolute because it contains error

May contain error. Or not. (In practice, it reliably does contain error.)

(∆EK) as compared to objective truth. So...
* K <> T
* K = T +- ∆EK
* ∆EK > 0

It would help to define your terms and symbols.

(Also non-standard symbols like triangles may not show up for all readers with 
other fonts and software. Please stick to standard characters.)

I figure delta means change and <> is supposed to mean not equal, and E is 
error. Those I could guess but maybe other people wouldn't.

But then we read stuff like "change in error multiplied by knowledge"? what's 
that?

Maybe EK is supposed to mean more like E subscript K, that is the error for K? 
it's hard to tell.

it'd be improved by an english explanation of what it's supposed to mean, how 
it works, what the conclusion is, etc

Also the basic assumption that our conjectural knowledge is never the 
objective truth is incorrect. There is nothing to prevent some of our guesses 



from being true (T). That can happen.

Some (or is it all?) mathematics is *knowledge* that are *objective
truths*.

No, all our ideas about math are conjectural and fallible.

So that means that there is no error in these mathematics.

Definitely not.

Consider, as one of the issues, the argument from FoR that mathematicians 
use *physical processes* (e.g. they work out some math using paper and pen, 
not to mention their brains) and whether they have the mathematical 
conclusion right therefore depends on their understanding of physics (because 
if they misunderstand the physical properties of these tools, it invalidates their 
mathematical conclusions they reached using the tools).

Ok starting over then...

Conjectural knowledge (K) is not absolute because it may contain error
(EK) as compared to objective truth. So...
* T is objective truth
* K is conjectural knowledge
* K <> T             <> means *not equal to*
* K = T +- EK     K equals T plus or minus the error

You conceive of error as an amount and positive or negative? That assumes that 
error can be in two directions from the truth. Actually it can be in many.

* EK > 0             EK (maybe) greater than 0

I don't understand that maybe.

Some mathematics and some philosophies are knowledge that are



*objective truths*, i.e. there is no error. Lets call this *absolute
knowledge*.

Are there any mathematics that are objective truths?

There are, notionally, mathematical propositions which are objectively true. Also 
false ones. We only learn (about math or anything else) by fallible, conjectural 
processes and we can't tell, infallibly, which ideas are which (true, false).

No, all our ideas about math are conjectural and fallible.

What about something like an idea in Numerical Methods which states
that if a set of measured data points (on an X-Y graph) is
approximated with a polynomial equation, and if an extrapolation is
made to *guess* more data points, the further away the extrapolated
points get from the real points (on the X axis), the more wild the
error. Is this not an *absolute truth*?

No it's a fallible guess. Why would it be anything else?

Are there any philosophies that are objective truths? What about
Poppers conjecture/refutation philosophy?

While it could be the objective truth, I very much doubt it, and even if it was we 
couldn't (infallibly) know that it was.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] Power Checking among the 3 branches of American 
government (was: The constitution)
Date: January 2, 2012 at 3:03 PM

On Jan 2, 2012, at 1:25 PM, Alan Forrester wrote:

The reason why it is bad to make it difficult to start wars is that sometimes the 
government has to quickly respond to a problem. For example, after 9/11 
nobody knew whether another terrorist attack would happen soon after the first 
attack so the President needed to be able to take action quickly. It makes more 
sense to make it easy for the President to go to war but give Congress the 
power to stop funding the war.

Alan

It's also not a good idea to have a government agency that exists solely to veto 
*any* type of decision. That would have the effect of making that type of decision 
less subject to criticism.

~Woty



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Power Checking among the 3 branches of American 
government (was: The constitution)
Date: January 2, 2012 at 3:05 PM

On Jan 2, 2012, at 11:14 AM, Rami Rustom wrote:

On Jan 2, 12:10 pm, Woty Regan <wotyf...@gmail.com> wrote:
Two particular revisions I approve of are the expansion of the president's 
power to authorize military force, and the power of the Supreme Court to 
review the constitutionality of legislation. That can of course be disputed, but I 
don't think a general claim that it's a problem for one branch to give up powers 
to another is a good argument for either side.

The power of the Supreme Court to review constitutionality is new? I
thought that was built into the constitution. I thought their whole
purpose was to interpret laws, include the constitution.

As Chemerinsky notes (Chemerinsky, Constitutional Law, Principles and Policies, 
3rd Edition, page 37) the power to review the constitutionality of federal or state 
laws or executive actions is never expressly granted to the federal courts by 
Article III. Moreover, while there was a proposal at the Constitutional Convention 
to create a Council of Review, comprised of the President and members of the 
judiciary, which would have reviewed ever act of the Congress before it went into 
effect, this was rejected, due to opponents arguing it would be a bad idea to 
involve the judiciary directly in the lawmaking process. And some people use this 
rejection to argue that this also meant there was to be no power of judicial review 
(see Raoul Berger, Congress and the Supreme Court 1969).

But since Marbury it's been pretty clearly established as part of the American 
legal *tradition* that the Court has this power.



From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] Power Checking among the 3 branches of American 
government (was: The constitution)
Date: January 2, 2012 at 3:07 PM

On Jan 2, 2012, at 2:14 PM, Rami Rustom wrote:

Oh I wasn't suggesting that the founding fathers had it right; they
and their ideas are fallible. And I agree that powers should change
branches. But I was specifically speaking of the one power to start
wars and the fact that one man has the power to do it.

You also said that it's generally problematic for the powers of one agency to 
transfer to another. I was disputing that claim.

Two particular revisions I approve of are the expansion of the president's 
power to authorize military force, and the power of the Supreme Court to 
review the constitutionality of legislation. That can of course be disputed, but I 
don't think a general claim that it's a problem for one branch to give up powers 
to another is a good argument for either side.

The power of the Supreme Court to review constitutionality is new? I
thought that was built into the constitution. I thought their whole
purpose was to interpret laws, include the constitution.

Yes I wasn't making a general claim.

It's not written into the Constitution that the Supreme Court has the power to 
declare duly passed legislation unconstitutional. The Supreme Court (in my 
opinion properly) declared itself to have that power in the case of Marbury vs 
Madison.

~Woty



From: Woty Regan <wotyfree@gmail.com>
Subject: Propaganda Re: [BoI] Empire
Date: January 2, 2012 at 3:13 PM

On Jan 2, 2012, at 10:01 AM, Rami Rustom wrote:

On Jan 2, 7:52 am, Woty Regan <wotyf...@gmail.com> wrote:
On Jan 2, 2012, at 1:04 AM, Rami Rustom wrote:

Ok I'm with you then. But it sucks that they couldn't just tell us the
truth for starting that war. And it sucks that we reduced our capacity
in the Afghan war to do it.

Why do you support the Afghan war?

I don't support the Afghan war. But if our government decides to start
war X1 for reasons Y1, and then it decides to start another war X2 for
reasons Y2, then there should exist a good argument that resources
assigned to war X1 were reassigned to war X2. And that argument should
override or reconcile with original reasons Y1.

These explanations may have been stated but like I said, I was
probably infected with propaganda.

--Rami

If propaganda exists, it exists in favor of both sides of the argument.

~Woty

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Starting Wars (was: Power Checking among the 3 branches of 
American government)
Date: January 2, 2012 at 2:21 PM

On Jan 2, 12:25 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Jan 2012, at 18:15, Woty Regan wrote:
On Jan 2, 2012, at 9:47 AM, Rami Rustom wrote:

Well I think that the president is already too powerful. The ability
to start wars is far to much power. I think that power should have
stayed with the legislative branch.

Why is it too much power? (And note that in the long term, fighting a war 
*does* require congressional authorization and authority).

And actually I think even the legislative should not have this power.
Or rather I think that another 4th branch should have the power to
veto the legislative's power to go to war. I discussed this in another
thread called _Error Correction in American Politics_:
http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

What do you think?

I think that would be a terrible idea. The major effect would be to make it 
harder to fight wars, which would make matters worse, not better.

The reason why it is bad to make it difficult to start wars is that sometimes the 
government has to quickly respond to a problem. For example, after 9/11 
nobody knew whether another terrorist attack would happen soon after the first 
attack so the President needed to be able to take action quickly. It makes more 
sense to make it easy for the President to go to war but give Congress the 
power to stop funding the war.

But couldn't we have reacted to 9/11 without a war? Like the way Obama
got Osama?

Also, we reacted to 9/11 by starting a war. But war is between states.

http://groups.google.com/group/beginning-of-infinity/browse_thread/th


Afghanistan didn't attack America. Al Queda attacked America. So we
should have reacted to Al Queda. That wouldn't be a war. It would be a
military, or even better a CIA, operation.

But lets say the reaction to 9/11 was correct. You said that
government has to *quickly* respond to the problem. But did they act
quickly? Didn't it take over a year to act?

If we had a 4th branch of government (or even if we're talking
congress), there was plenty of time to deliberate on the subject.
Right?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] HI/AI Absolute Knowledge is Objective Truth
Date: January 2, 2012 at 3:26 PM

On Jan 2, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 11:06 AM, Rami Rustom wrote:

On Jan 2, 11:48 am, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 8:26 AM, Rami Rustom wrote:

Objective truth (T) is absolute truth, i.e. there is not error.

Conjectural knowledge (K) is not absolute because it contains error

May contain error. Or not. (In practice, it reliably does contain error.)

(∆EK) as compared to objective truth. So...
* K <> T
* K = T +- ∆EK
* ∆EK > 0

It would help to define your terms and symbols.

(Also non-standard symbols like triangles may not show up for all readers 
with other fonts and software. Please stick to standard characters.)

I figure delta means change and <> is supposed to mean not equal, and E is 
error. Those I could guess but maybe other people wouldn't.

But then we read stuff like "change in error multiplied by knowledge"? what's 
that?

Maybe EK is supposed to mean more like E subscript K, that is the error for 
K? it's hard to tell.

it'd be improved by an english explanation of what it's supposed to mean, 
how it works, what the conclusion is, etc

Also the basic assumption that our conjectural knowledge is never the 



objective truth is incorrect. There is nothing to prevent some of our guesses 
from being true (T). That can happen.

Some (or is it all?) mathematics is *knowledge* that are *objective
truths*.

No, all our ideas about math are conjectural and fallible.

So that means that there is no error in these mathematics.

Definitely not.

Consider, as one of the issues, the argument from FoR that mathematicians 
use *physical processes* (e.g. they work out some math using paper and 
pen, not to mention their brains) and whether they have the mathematical 
conclusion right therefore depends on their understanding of physics 
(because if they misunderstand the physical properties of these tools, it 
invalidates their mathematical conclusions they reached using the tools).

Ok starting over then...

Conjectural knowledge (K) is not absolute because it may contain error
(EK) as compared to objective truth. So...
* T is objective truth
* K is conjectural knowledge
* K <> T             <> means *not equal to*
* K = T +- EK     K equals T plus or minus the error

You conceive of error as an amount and positive or negative? That assumes 
that error can be in two directions from the truth. Actually it can be in many.

* EK > 0             EK (maybe) greater than 0

I don't understand that maybe.

It just saying that error exists in K.



Some mathematics and some philosophies are knowledge that are
*objective truths*, i.e. there is no error. Lets call this *absolute
knowledge*.

Are there any mathematics that are objective truths?

There are, notionally, mathematical propositions which are objectively true. Also 
false ones. We only learn (about math or anything else) by fallible, conjectural 
processes and we can't tell, infallibly, which ideas are which (true, false).

Ok this might be a dumb question but what about 0 = 0? I know this
sounds funny but in Linear Algebra we spent a day proving that 0 = 0
(but it wasn't in the real number space). It confused the crap out of
me. Is something like this an absolute knowledge?

No, all our ideas about math are conjectural and fallible.

What about something like an idea in Numerical Methods which states
that if a set of measured data points (on an X-Y graph) is
approximated with a polynomial equation, and if an extrapolation is
made to *guess* more data points, the further away the extrapolated
points get from the real points (on the X axis), the more wild the
error. Is this not an *absolute truth*?

No it's a fallible guess. Why would it be anything else?

Are there any philosophies that are objective truths? What about
Poppers conjecture/refutation philosophy?

While it could be the objective truth, I very much doubt it, and even if it was we 
couldn't (infallibly) know that it was.

Ok let me tackle this another way. I'm trying to figure out if there
exists we can know any *absolute knowledge*, i.e. knowledge that is
objective truth and that we *know* it. And I want to know this because
this would be the stuff we would start with in an AI. This would be
what is in our HI.



So consider the mind (M) and its environment (E) (which happens to
include the brain tissue too). E contains all the objective truths T.

M must have a starting point of T. Something it knows to be absolutely
true, i.e. an absolute knowledge Ka that is equal to its associated
objective truth Ta.
* Ka = Ta

All other knowledge in M is conjectural knowledge (Kc), i.e. it is
fallible so it may contain error.
* Kc <> Tc

How else could M gain conjectural knowledge if it didn't start with
some absolute knowledge?

So what is Ta?

If it doesn't exist, then I don't think we can create an AI. But then
I also don't see how our HI are possible either.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Art = science, philosophy, or other?
Date: January 2, 2012 at 3:00 PM

On Jan 2, 9:34 am, Lulie Tanett <lul...@gmail.com> wrote:
On 2 Jan 2012, at 02:20 AM, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 1, 11:56 am, Lulie Tanett <w...@lulie.org> wrote:
On 1 Jan 2012, at 16:43, Rami Rustom wrote:

On Jan 1, 5:31 am, Lulie Tanett <w...@lulie.org> wrote:
Popper was known for saying "I am not a belief philosopher". That means 
he doesn't think belief is relevant for  something to count as knowledge. If 
art/beauty has any objectivity, that means people can be mistaken about 
their ideas about it, including mistaken about what feelings they should 
have.

Aesthetics is part of objective truth. But since no two minds are
alike, the rules of aesthetics are potentially different between any
two minds (art creator and art viewer). Hence, subjectivity.

If aesthetics are part of objective truth, two minds can be *mistaken* about 
what the rules of aesthetics actually are.

Sure. But the objective truths (T) includes physics. And the
functionality of any two minds are different because their neural
pathways are different.

(btw why does it matter why two minds are different? Could we substitute 'neural 
pathways' with 'ideas'? When people use neurology to talk about ideas, 
scientism often slips in, so it's worth trying to avoid that where possible.)

Neural pathways are not equal to ideas. Think of DD's concept of
*emergent properties*.

Talking about the relationship between an entity in one field and how
it interacts the next higher-level field is something that we do all
the time. Its everywhere in BoI; this is not scientism.



Therefore the rules of aesthetics are
potentially different between any two minds.

That argument would mean that because scientists have different neutral 
pathways, the rules (laws) of physics are subjective.

No. You have equated neural pathways (which affect aesthetics) with
ideas (of physical laws, which do not affect physics).

So T1 is not equal to T2.
This is why art can be considered subjective while still being
objective.
* T1 <> T2

Generally it's never useful to consider physics as being subjective while still 
being objective, so why do that with art?

This is reductionism. Which is false.

It isn't *art* that's subejctive, it's *people's understanding of it* that is.

You are discussing the conscious aspect (understanding) of the way
aesthetics affects feelings. What about the unconscious aspect?

Same with physics: the laws of physics stay the same no matter what people 
believe, but our *knowledge* of the laws of physics changes, and differs 
between people.

You are discussing the conscious aspect (believe) of the way
aesthetics affects feelings. What about the unconscious aspect?

And yes each mind can be mistaken about these objective truths. This
idea follows from the fact that all our knowledge is conjectural
knowledge (K). K is not equal to T.
* K <> T



* K = T +- ∆E

ya.

It seems to me like this argument is confusing our *our thoughts about art* with 
art itself. What's inside our brains about art is a different thing than the actual 
subject. What we know about it is about us, our minds, our feelings, neural 
pathways and so on. Art itself is about composition, light, colour, shapes and so 
on.

I'm only referring to *art expression*. Art itself is a matter I don't
know how to tackle.

Composition, light, colour, shapes, etc. are aesthetic logic. And
aesthetic logic is potentially different between any two minds.

If two people have differing ideas of what the laws of physics say, you don't 
say the laws of physics are subjective. Laws of physics don't have anything to 
do with their creators or the people who view/think about them. What makes 
aesthetics any different?

Each mind has its own knowledge structure, i.e. set of neural
pathways. So the functional rules are different in each mind. But with
physics rules are always the same.

Exactly. So it follows that art rules are always the same. Or..?

There are hardwired neural pathways (instincts) and softwired neural
pathways (learned ideas).

The softwired stuff is different between any two minds. So aesthetic
rules are different between any two minds.

The hardwired stuff is easy and that is what I've explained with math.
But now that I say this, I just realized that not all minds have the
same hardwiring. Different genes (and environment) cause different
hardwiring. So actually even here the aesthetic rules can be different
between any two minds.



This is why TCS says that we can not coerce people.

(*SHOULD not. It's important to get the subtlety right, because: Coercion always 
involves a failure of rationality on the part of the person being coerced. So 
someone might argue that because it's possible for someone to not be coerced 
by another person, no one can really directly coerce anyone.)

Yes should.

No one person can
know what another person needs in order to learn.

Yes. Except even the person who's doing the learning doesn't know perfectly. 
But he's in the best position to know.

This is because:
* T1 <> T2

Think of it like this. If all minds were the same, i.e. T1 = T2, then
we wouldn't need TCS. What do you think?

No, I think that depends on what T is. If someone had lots of bad ideas that 
involved coercing other people, then he'd do that whether the other people were 
the same as him or not. Or, for example, lots of people hate themselves, or lots 
of people self-sacrifice, and so on. If everyone did the same thing, everyone 
would be making the same problem and hurting each other.

All your argument is saying that T1 <> T2. So we're talking passed
each other on this one.

So if anything, TCS could be more important in that situation, because you don't 
have people who have already solved that problem who might be able to help 
get the person out of it (i.e. give criticisms of the idea and give better alternative 
ideas).



And indeed, it is quite common for someone to like a painting, and feel 
good about it, up until the point someone points out a gross anatomical 
error. Then all they can see is the anatomical error, and they don't like it so 
much, and it might even make them feel uncomfortable.

Yes thoughts affect feelings. It is the same part of the mind that is
responsible for the phenomenon of Cognitive Dissonance.

Do you know any problems with the idea that feelings are just a type of 
thought/idea?

You can have a thought without an emotion. Therefore they are
distinctly separate entities.

I said *type of*. I'm thinking something like a tree structure, that goes

[Thought]
[Emotion, Intuition, Conscious Thought]
[Anger/sadness/etc., <specific imperssions>, "hey I should read some BoI 
today"]

So you can have thought without emotion, but you can't have emotion without 
thought.

Ok but this doesn't claim that they are the same entities. Thoughts
are in one level and feelings are in another level. I think the
concept of *emergent properties* explains this.

They were mistaken about their original feeling because they didn't initially 
notice something that's a criticism of it.

Mistaken? I disagree. The feeling prior to the thought was different
than the feeling after the thought. So the person's feeling simply
changed.

What caused them to change? If they weren't mistaken, why did they 
change?



F1 is the feeling before the thought. F2 is the feeling after the
thought. The new thought changed their neural pathways, i.e. they
learned something. So T changed. Therefore
* F1 <> F2

Yes, so why did they change their thought?

Because they learned something new; that things in the piece of art
that caught their eye. Their neural pathways changed. So the new
thought caused T1 to change to T2.

Because they were mistaken? Or for some other reason?

No mistake. Just learning.

If feelings are completely subordinate to thought, why don't we just talk about 
thought?

Feelings are not completely subordinate to thought. Especially when
the conscious is not aware of the feelings or rather the cause of the
feelings.

Are you saying something like: "Feelings reflect thought. A feeling can't be 
'mistaken' because they always accurately reflect some kind of thought. 
When feelings change, it's because thoughts (which *can* be mistaken) 
change."?

No. And I'm not sure what you mean by *reflect*. Do you mean something
like *mirror*? And then you used the word *accurately*; but we are
fallible so I'm not sure what this means.

I mean feelings are subordinate to thought and don't get influenced by other 
stuff. So because they have this direct relationship with thought, you can't say 
they're 'mistaken' because they always refer directly to thought (they can't like, 
misinterpret the thought or whatever).

I was going to say that the *thought* could be mistaken, and given feelings are 



just a proxy for thought it could be useful to speak of feelings being mistaken.

I think you whole line of thinking assumes that there is no
unconscious part of the mind. And this is false. For more info on this
see _Incognito: The Secret Lives of the Brain_, by David Eagleman.

(Actually I think feelings are just a type of thought, so can be mistaken 
themselves.)

Feelings are not thoughts. Thoughts are ideas and can be mistaken
because they are not objective truths. But feelings are not ideas and
thus have nothing to do with objective truths, and thus can not be
mistaken.

There are many forms in her paintings that cause feelings in the
viewer. These forms can be put on a spectrum; order on the left and
chaos on the right. Order causes calmness. Chaos causes nervousness.

By order and chaos I'm referring to how the eyes move around the
painting. Forms that cause the eyes to focus at the center of the
painting with very little movement is ordered; thereby causing
calmness. Forms that cause the eyes to move around randomly is chaos;
thereby causing nervousness.

Yes, what you're doing is describing composition. This isn't a wishy-washy 
thing where the knowledge of it is based on intuition and feelings -- it's 
pretty well understood what sort of thing will cause what sort of eye 
movement and impressions.
(For example, the book How Pictures Work for more feelings based 
composition, or my own tutorialhttp://tiny.cc/lyvfhforvisualclues based 
composition.)

http://tiny.cc/lyvfhforvisualclues


Exactly. Those are forms. I'm calling them logics. Aesthetic logics.

The reason feelings might be relevant is that they give clues about how to 
interpret what's going on in a painting -- and so what to look at, what to 
focus on, what's important and what isn't. If something in the painting is 
unusual/anomalous, your eye will be drawn to it because you need to 
make sense of it.

Actually the aesthetic logics that are put into the painting cause the
eye to do certain things which then causes feelings.

What does the idea of causing feelings add? Why is it necessary?

But it explains phenomenon that otherwise were not well explained in a
unified hard-to-very theory.

Which phenomenon?

That order in the painting causes calmness and chaos causes
nervousness.

Why can't we just say it causes us to think certain things, because we're 
engaging with some problems in (objective) aesthetics, and that's why we 
appreciate art?

I'm not sure what that means. But either way, is that part of a
unified hard-to-very theory?

Yes.

But Popper and his critics couldn't reconcile the idea that art is
subjective and the idea art is part of objective truth. I see this as
a problem, and I was trying to solve it. So is this a problem? Does
the theory you mention solve it?

--Rami



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Starting Wars (was: Power Checking among the 3 branches of 
American government)
Date: January 2, 2012 at 3:49 PM

On Jan 2, 2012, at 11:21 AM, Rami Rustom wrote:

On Jan 2, 12:25 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Jan 2012, at 18:15, Woty Regan wrote:
On Jan 2, 2012, at 9:47 AM, Rami Rustom wrote:

Well I think that the president is already too powerful. The ability
to start wars is far to much power. I think that power should have
stayed with the legislative branch.

Why is it too much power? (And note that in the long term, fighting a war 
*does* require congressional authorization and authority).

And actually I think even the legislative should not have this power.
Or rather I think that another 4th branch should have the power to
veto the legislative's power to go to war. I discussed this in another
thread called _Error Correction in American Politics_:
http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

What do you think?

I think that would be a terrible idea. The major effect would be to make it 
harder to fight wars, which would make matters worse, not better.

The reason why it is bad to make it difficult to start wars is that sometimes the 
government has to quickly respond to a problem. For example, after 9/11 
nobody knew whether another terrorist attack would happen soon after the first 
attack so the President needed to be able to take action quickly. It makes more 
sense to make it easy for the President to go to war but give Congress the 
power to stop funding the war.

But couldn't we have reacted to 9/11 without a war? Like the way Obama
got Osama?

http://groups.google.com/group/beginning-of-infinity/browse_thread/th


The war made it way easier to get Osama. Having one fewer country to hide in 
(especially when it was your main base) sure makes it easier to find you.

Also, we reacted to 9/11 by starting a war. But war is between states.
Afghanistan didn't attack America. Al Queda attacked America. So we
should have reacted to Al Queda. That wouldn't be a war. It would be a
military, or even better a CIA, operation.

Al Qaeda was being sheltered by the Taliban.

But lets say the reaction to 9/11 was correct. You said that
government has to *quickly* respond to the problem. But did they act
quickly? Didn't it take over a year to act?

No.
The authorization for use of military force was passed by Congress within 3 days 
of September 11th, signed by the President within a week, and the country was 
being invaded within a month.
See http://en.wikipedia.org/wiki/War_in_Afghanistan_(2001–present)

-J

http://en.wikipedia.org/wiki/War_in_Afghanistan_(2001


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: January 2, 2012 at 3:52 PM

On Jan 2, 2012, at 12:26 PM, Rami Rustom wrote:

On Jan 2, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 11:06 AM, Rami Rustom wrote:

On Jan 2, 11:48 am, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 8:26 AM, Rami Rustom wrote:

Objective truth (T) is absolute truth, i.e. there is not error.

Conjectural knowledge (K) is not absolute because it contains error

May contain error. Or not. (In practice, it reliably does contain error.)

(∆EK) as compared to objective truth. So...
* K <> T
* K = T +- ∆EK
* ∆EK > 0

It would help to define your terms and symbols.

(Also non-standard symbols like triangles may not show up for all readers 
with other fonts and software. Please stick to standard characters.)

I figure delta means change and <> is supposed to mean not equal, and E 
is error. Those I could guess but maybe other people wouldn't.

But then we read stuff like "change in error multiplied by knowledge"? what's 
that?

Maybe EK is supposed to mean more like E subscript K, that is the error for 
K? it's hard to tell.

it'd be improved by an english explanation of what it's supposed to mean, 
how it works, what the conclusion is, etc



Also the basic assumption that our conjectural knowledge is never the 
objective truth is incorrect. There is nothing to prevent some of our guesses 
from being true (T). That can happen.

Some (or is it all?) mathematics is *knowledge* that are *objective
truths*.

No, all our ideas about math are conjectural and fallible.

So that means that there is no error in these mathematics.

Definitely not.

Consider, as one of the issues, the argument from FoR that mathematicians 
use *physical processes* (e.g. they work out some math using paper and 
pen, not to mention their brains) and whether they have the mathematical 
conclusion right therefore depends on their understanding of physics 
(because if they misunderstand the physical properties of these tools, it 
invalidates their mathematical conclusions they reached using the tools).

Ok starting over then...

Conjectural knowledge (K) is not absolute because it may contain error
(EK) as compared to objective truth. So...
* T is objective truth
* K is conjectural knowledge
* K <> T             <> means *not equal to*
* K = T +- EK     K equals T plus or minus the error

You conceive of error as an amount and positive or negative? That assumes 
that error can be in two directions from the truth. Actually it can be in many.

* EK > 0             EK (maybe) greater than 0

I don't understand that maybe.

It just saying that error exists in K.



Some mathematics and some philosophies are knowledge that are
*objective truths*, i.e. there is no error. Lets call this *absolute
knowledge*.

Are there any mathematics that are objective truths?

There are, notionally, mathematical propositions which are objectively true. 
Also false ones. We only learn (about math or anything else) by fallible, 
conjectural processes and we can't tell, infallibly, which ideas are which (true, 
false).

Ok this might be a dumb question but what about 0 = 0? I know this
sounds funny but in Linear Algebra we spent a day proving that 0 = 0
(but it wasn't in the real number space). It confused the crap out of
me. Is something like this an absolute knowledge?

How do you know if 0 = 0?

Presumably you do some process of checking what is on the left, what is on the 
right, and comparing.

How do you do that process? Well, you use physical tools such as pen and 
paper, or a computer screen.

Did your process correctly check if the left and right are equal? How do you know 
that it did? In order to claim your process works, you must, among other things, 
make claims about the properties of your tools. Such claims are fallible.

For example, you have ideas about how paper retains pen marks over time. You 
believe what's written on the left won't change while you're looking at the right.

So, since your way of deciding it's true is contingent on getting various physics 
right, and your understanding of physics is fallible, then the whole thing is fallible.



This is explained in FoR. Maybe in BoI too, I forget offhand.

Another reason for fallibility is that your understanding of numbers could be 
mistaken. Also your understanding of how to read and interpret mathematical 
symbols. Also your understanding of equality.  (Equality, by the way, is a more 
tricky concept than many people realize. Many computer programming languages 
have multiple equality operators that do different things. Javascript is an example 
of a language known for being complicated in this area.)

No, all our ideas about math are conjectural and fallible.

What about something like an idea in Numerical Methods which states
that if a set of measured data points (on an X-Y graph) is
approximated with a polynomial equation, and if an extrapolation is
made to *guess* more data points, the further away the extrapolated
points get from the real points (on the X axis), the more wild the
error. Is this not an *absolute truth*?

No it's a fallible guess. Why would it be anything else?

Are there any philosophies that are objective truths? What about
Poppers conjecture/refutation philosophy?

While it could be the objective truth, I very much doubt it, and even if it was we 
couldn't (infallibly) know that it was.

Ok let me tackle this another way. I'm trying to figure out if there
exists we can know any *absolute knowledge*, i.e. knowledge that is
objective truth and that we *know* it.

No. That is impossible.

For many reasons, such as: all processes by which humans know are *physical 
processes*. Whether they work as we expect, or not, depends in some ways on 
our understanding of physics, which is fallible.



And I want to know this because
this would be the stuff we would start with in an AI. This would be
what is in our HI.

That would be an infallibilist style approach to AI, where you start with the perfect 
truth and then build on it. Like Descartes wanted to do.

A fallibilist or Popperian style approach would be to acknowledge, accept and 
expect plenty of errors wherever one starts, and to consider the more important 
thing to be error correction abilities.0

It's kind of like Popper's criterion for judging political systems (see BoI or some 
Popper books, I forget which, maybe Open Society).

So consider the mind (M) and its environment (E) (which happens to
include the brain tissue too). E contains all the objective truths T.

The environment does not contain truths in the same way that human minds do. It 
only contains them in some unspecified, metaphorical way which may involve 
some misconceptions e.g. like the empiricist idea of reading from the book of 
nature.

M must have a starting point of T.

No, we start with fallible guesses, and improve them to other fallible guesses.

How else could M gain conjectural knowledge if it didn't start with
some absolute knowledge?

By using a flawed, fallible way of conjecturing.

For example, one can start with his intuition, dreams, wild guesses, myths, 
religion, whatever.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Power Checking among the 3 branches of American 
government (was: The constitution)
Date: January 2, 2012 at 3:30 PM

On Jan 2, 2:07 pm, Woty Regan <wotyf...@gmail.com> wrote:
On Jan 2, 2012, at 2:14 PM, Rami Rustom wrote:

Oh I wasn't suggesting that the founding fathers had it right; they
and their ideas are fallible. And I agree that powers should change
branches. But I was specifically speaking of the one power to start
wars and the fact that one man has the power to do it.

You also said that it's generally problematic for the powers of one agency to 
transfer to another. I was disputing that claim.

Oops. A case of unintentionally injecting ambiguity. Its my newness to
writing. :)

Two particular revisions I approve of are the expansion of the president's 
power to authorize military force, and the power of the Supreme Court to 
review the constitutionality of legislation. That can of course be disputed, but I 
don't think a general claim that it's a problem for one branch to give up 
powers to another is a good argument for either side.

The power of the Supreme Court to review constitutionality is new? I
thought that was built into the constitution. I thought their whole
purpose was to interpret laws, include the constitution.

Yes I wasn't making a general claim.

It's not written into the Constitution that the Supreme Court has the power to 
declare duly passed legislation unconstitutional. The Supreme Court (in my 
opinion properly) declared itself to have that power in the case of Marbury vs 
Madison.

Oh. So its as though the 3 branches were created assuming that the
constitution was objective truth. And that Marbury vs Madison decided



that it is not, i.e. the constitution is fallible.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Power Checking among the 3 branches of American 
government (was: The constitution)
Date: January 2, 2012 at 3:42 PM

On Jan 2, 2:03 pm, Woty Regan <wotyf...@gmail.com> wrote:
On Jan 2, 2012, at 1:25 PM, Alan Forrester wrote:

The reason why it is bad to make it difficult to start wars is that sometimes the 
government has to quickly respond to a problem. For example, after 9/11 
nobody knew whether another terrorist attack would happen soon after the first 
attack so the President needed to be able to take action quickly. It makes more 
sense to make it easy for the President to go to war but give Congress the 
power to stop funding the war.

Alan

It's also not a good idea to have a government agency that exists solely to veto 
*any* type of decision. That would have the effect of making that type of 
decision less subject to criticism.

Oh not solely. My 4th branch idea is about creating a much better way
of error correcting. See the thread titled _Error Correction in
American Politics_
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/3445683016c69d82#

--Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/3445683016c69d82


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Starting Wars (was: Power Checking among the 3 branches of 
American government)
Date: January 2, 2012 at 3:55 PM

On Jan 2, 2:49 pm, Justin Mallone <justin...@gmail.com> wrote:
On Jan 2, 2012, at 11:21 AM, Rami Rustom wrote:

On Jan 2, 12:25 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Jan 2012, at 18:15, Woty Regan wrote:
On Jan 2, 2012, at 9:47 AM, Rami Rustom wrote:

Well I think that the president is already too powerful. The ability
to start wars is far to much power. I think that power should have
stayed with the legislative branch.

Why is it too much power? (And note that in the long term, fighting a war 
*does* require congressional authorization and authority).

And actually I think even the legislative should not have this power.
Or rather I think that another 4th branch should have the power to
veto the legislative's power to go to war. I discussed this in another
thread called _Error Correction in American Politics_:
http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

What do you think?

I think that would be a terrible idea. The major effect would be to make it 
harder to fight wars, which would make matters worse, not better.

The reason why it is bad to make it difficult to start wars is that sometimes the 
government has to quickly respond to a problem. For example, after 9/11 
nobody knew whether another terrorist attack would happen soon after the 
first attack so the President needed to be able to take action quickly. It makes 
more sense to make it easy for the President to go to war but give Congress 
the power to stop funding the war.

But couldn't we have reacted to 9/11 without a war? Like the way Obama
got Osama?

http://groups.google.com/group/beginning-of-infinity/browse_thread/th


The war made it way easier to get Osama. Having one fewer country to hide in 
(especially when it was your main base) sure makes it easier to find you.

Also, we reacted to 9/11 by starting a war. But war is between states.
Afghanistan didn't attack America. Al Queda attacked America. So we
should have reacted to Al Queda. That wouldn't be a war. It would be a
military, or even better a CIA, operation.

Al Qaeda was being sheltered by the Taliban.

But lets say the reaction to 9/11 was correct. You said that
government has to *quickly* respond to the problem. But did they act
quickly? Didn't it take over a year to act?

No.
The authorization for use of military force was passed by Congress within 3 
days of September 11th, signed by the President within a week, and the country 
was being invaded within a month.
Seehttp://en.wikipedia.org/wiki/War_in_Afghanistan_(2001–present)

Ok.

Could the war have waited a month or two or more? Did the start of the
war reduce the threat of the next terrorist attack? I don't think so.

I think the only thing that reduced the threat of terrorist attacks,
and I'm referring to the initial period, is security and intelligence
measures. Did those new measures get put into place quickly?

Could the start of the war have waited until the imaginary 4th branch
(or congress) had some time to deliberate?

--Rami

http://en.wikipedia.org/wiki/War_in_Afghanistan_(2001


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: January 2, 2012 at 4:04 PM

On Jan 2, 2:52 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 12:26 PM, Rami Rustom wrote:

On Jan 2, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 11:06 AM, Rami Rustom wrote:

On Jan 2, 11:48 am, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 8:26 AM, Rami Rustom wrote:

Objective truth (T) is absolute truth, i.e. there is not error.

Conjectural knowledge (K) is not absolute because it contains error

May contain error. Or not. (In practice, it reliably does contain error.)

(∆EK) as compared to objective truth. So...
* K <> T
* K = T +- ∆EK
* ∆EK > 0

It would help to define your terms and symbols.

(Also non-standard symbols like triangles may not show up for all readers 
with other fonts and software. Please stick to standard characters.)

I figure delta means change and <> is supposed to mean not equal, and E 
is error. Those I could guess but maybe other people wouldn't.

But then we read stuff like "change in error multiplied by knowledge"? 
what's that?

Maybe EK is supposed to mean more like E subscript K, that is the error 
for K? it's hard to tell.

it'd be improved by an english explanation of what it's supposed to mean, 
how it works, what the conclusion is, etc



Also the basic assumption that our conjectural knowledge is never the 
objective truth is incorrect. There is nothing to prevent some of our 
guesses from being true (T). That can happen.

Some (or is it all?) mathematics is *knowledge* that are *objective
truths*.

No, all our ideas about math are conjectural and fallible.

So that means that there is no error in these mathematics.

Definitely not.

Consider, as one of the issues, the argument from FoR that 
mathematicians use *physical processes* (e.g. they work out some math 
using paper and pen, not to mention their brains) and whether they have 
the mathematical conclusion right therefore depends on their 
understanding of physics (because if they misunderstand the physical 
properties of these tools, it invalidates their mathematical conclusions they 
reached using the tools).

Ok starting over then...

Conjectural knowledge (K) is not absolute because it may contain error
(EK) as compared to objective truth. So...
* T is objective truth
* K is conjectural knowledge
* K <> T             <> means *not equal to*
* K = T +- EK     K equals T plus or minus the error

You conceive of error as an amount and positive or negative? That assumes 
that error can be in two directions from the truth. Actually it can be in many.

* EK > 0             EK (maybe) greater than 0

I don't understand that maybe.



It just saying that error exists in K.

Some mathematics and some philosophies are knowledge that are
*objective truths*, i.e. there is no error. Lets call this *absolute
knowledge*.

Are there any mathematics that are objective truths?

There are, notionally, mathematical propositions which are objectively true. 
Also false ones. We only learn (about math or anything else) by fallible, 
conjectural processes and we can't tell, infallibly, which ideas are which (true, 
false).

Ok this might be a dumb question but what about 0 = 0? I know this
sounds funny but in Linear Algebra we spent a day proving that 0 = 0
(but it wasn't in the real number space). It confused the crap out of
me. Is something like this an absolute knowledge?

How do you know if 0 = 0?

Presumably you do some process of checking what is on the left, what is on the 
right, and comparing.

How do you do that process? Well, you use physical tools such as pen and 
paper, or a computer screen.

Did your process correctly check if the left and right are equal? How do you 
know that it did? In order to claim your process works, you must, among other 
things, make claims about the properties of your tools. Such claims are fallible.

For example, you have ideas about how paper retains pen marks over time. You 
believe what's written on the left won't change while you're looking at the right.

So, since your way of deciding it's true is contingent on getting various physics 
right, and your understanding of physics is fallible, then the whole thing is 
fallible.

This is explained in FoR. Maybe in BoI too, I forget offhand.



Another reason for fallibility is that your understanding of numbers could be 
mistaken. Also your understanding of how to read and interpret mathematical 
symbols. Also your understanding of equality.  (Equality, by the way, is a more 
tricky concept than many people realize. Many computer programming 
languages have multiple equality operators that do different things. Javascript is 
an example of a language known for being complicated in this area.)

No, all our ideas about math are conjectural and fallible.

What about something like an idea in Numerical Methods which states
that if a set of measured data points (on an X-Y graph) is
approximated with a polynomial equation, and if an extrapolation is
made to *guess* more data points, the further away the extrapolated
points get from the real points (on the X axis), the more wild the
error. Is this not an *absolute truth*?

No it's a fallible guess. Why would it be anything else?

Are there any philosophies that are objective truths? What about
Poppers conjecture/refutation philosophy?

While it could be the objective truth, I very much doubt it, and even if it was 
we couldn't (infallibly) know that it was.

Ok let me tackle this another way. I'm trying to figure out if there
exists we can know any *absolute knowledge*, i.e. knowledge that is
objective truth and that we *know* it.

No. That is impossible.

For many reasons, such as: all processes by which humans know are *physical 



processes*. Whether they work as we expect, or not, depends in some ways on 
our understanding of physics, which is fallible.

And I want to know this because
this would be the stuff we would start with in an AI. This would be
what is in our HI.

That would be an infallibilist style approach to AI, where you start with the 
perfect truth and then build on it. Like Descartes wanted to do.

A fallibilist or Popperian style approach would be to acknowledge, accept and 
expect plenty of errors wherever one starts, and to consider the more important 
thing to be error correction abilities.0

It's kind of like Popper's criterion for judging political systems (see BoI or some 
Popper books, I forget which, maybe Open Society).

So consider the mind (M) and its environment (E) (which happens to
include the brain tissue too). E contains all the objective truths T.

The environment does not contain truths in the same way that human minds do. 
It only contains them in some unspecified, metaphorical way which may involve 
some misconceptions e.g. like the empiricist idea of reading from the book of 
nature.

M must have a starting point of T.

No, we start with fallible guesses, and improve them to other fallible guesses.

How else could M gain conjectural knowledge if it didn't start with
some absolute knowledge?

By using a flawed, fallible way of conjecturing.

For example, one can start with his intuition, dreams, wild guesses, myths, 
religion, whatever.



Ok I have one more thing up my sleeve.

What about the principle that...
* Knowledge is fallible because it could be objective truth or not.

Is that statement an objective truth? Or can we not use the term
*objective truth* in statements of knowledge?

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: January 2, 2012 at 4:17 PM

On Jan 2, 2012, at 1:04 PM, Rami Rustom wrote:

Ok I have one more thing up my sleeve.

What about the principle that...
* Knowledge is fallible because it could be objective truth or not.

Is that statement an objective truth? Or can we not use the term
*objective truth* in statements of knowledge?

This is an old argument.

It's often stated more like, "You claim to be a fallibilist, but are you willing to 
question your principle of fallibility itself?"

The answer is: yes, fallibility is fallible.

This thread itself demonstrates the possibility of debating and discussing fallibility. 
And I certainly do not claim all my arguments on the topic must be absolutely true 
and couldn't have flaws. Nor do I think my understanding of the (somewhat 
completed) topic is beyond any doubt.

One more thing people say is like, "If fallibility isn't true (or isn't something you will 
assert is definitely true), then can we just ignore it as useless? What good is it?"

The unstated assumption is that only Justified, True Belief is Knowledge, and so 
"conjectural knowledge" or "fallible knowledge" is not knowledge (they would 
think we have misnamed them), and non-knowledge like that is worthless or 
useless or bad.

They see the goal as to acquire knowledge (JTB) and don't see the point of stuff 
that fails to do that. Considering JTB is impossible, they have themselves in 
something of a bind. Hence there are "skeptics" who have the same basic goals, 



but have recognized it's impossible, and thus have given up on knowledge 
entirely.

What they are doing is applying non-fallibilist standards for judging fallibility. But 
that doesn't make sense. You can't judge the concept of fallibility using criteria it 
rejects and refutes.

Fallibility itself, and fallible/conjectural knowledge generally, are not JTB, but that 
doesn't stop them from being useful, getting some things right, solving problems, 
and being improved.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Stephen Push <stephen.push@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 2, 2012 at 5:41 PM

On Jan 1, 3:31 pm, Rami Rustom <ramir...@gmail.com> wrote:

1. Frogs learn (hardwired) implicit rules.
2. Monkeys do that plus they learn (softwired) implicit situations and rules.
3. Pre-language Humans do that plus they learn (softwired) logics implicitly.
4. Post-language Humans do that plus they learn (softwired) logics explicitly.

So consider this question: After millions of years of evolution from
basic animals into more complex animals, and then into even more
complex animals, why didn't the number of genes increase? The answer
is DD's principle of universality.

I agree with your example.  But the universality of DNA/RNA is even
more impressive than that.  The same four-base code is used to encode
everything from bacteria to slime molds, oak trees, worms, humans,
etc.

3. Then the non-gene knowledge reached a level where softwired
implicit 2nd order knowledge creation was occurring. This resulted in
humans; and evolution stopped.

Humans are still undergoing biological evolution, but it has been
supplemented by cultural evolution.  I think when DD said evolution
stopped, he was referring to the four-base nucleic acid code.  Once
that code appeared, it was so successful that it gave rise to all of
the organisms on Earth.  Evolution probably continued with respect to
gene regulation, DNA repair, and other refinements, but the basic code
has not changed in billions of years.  In DD's terminology, the
genetic code has tremendous "reach."

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] What is an idea? (was: Words)
Date: January 2, 2012 at 8:08 PM

On Jul 19 2011, 1:09 pm, Elliot Temple <c...@curi.us> wrote:

It's not known how to measure or state the size of ideas, nor to determine where 
one idea ends and the next begins (a prerequisite). Since we don't know what 
size any idea is, how can 'idea' only refer to small ideas? We don't even know 
that size or quantity are meaningful concepts for ideas.

This concept can be further explained with a bit of study of the mind.

It took me a long time to learn the idea of empiricism, i.e. it took
my mind many iterations of thinking about various ideas while trying
to learn the idea of empiricism. With each iteration, my mind
understood the idea of empiricism more than the previous iteration.
The total amount of time that my mind spent to learn the idea of
empiricism was very large.

Now I'll write the same paragraph and replace empiricism with
artificial intelligence:

It will take me a long time to learn the idea of artificial
intelligence, i.e it will take my mind many iterations of thinking
about various ideas while trying to learn the idea of AI. With each
iteration, my mind will understand the idea of AI more than the
previous iteration. The total amount of time that my mind will spend
to learn the idea of AI will be very large.

Now consider how learning the idea of AI is affected by the already
learned idea of empiricism.

In one of the iterations in which my mind was processing the idea of
AI, someone pinpointed the fact that one of my attempts at creating an
AI involved the idea of empiricism, which I already know to be false.
So I was able to end that iteration quickly and efficiently because of
the already-learned idea of empiricism. So what would have happened if
I had not yet learned the idea of empiricism? I would have spent a
much longer time during that iteration before realizing that I was



wrong. And, consider the hypothetical future where I had never learned
empiricism, then I will have never learned AI.

So the idea of empiricism E is part of the idea of artificial
intelligence AI.
* E -> AI

So consider this metatheory (or I should say metaidea). Each whole
idea (Iw) has part ideas (Ip).
* Ip -> Iw

This seems to suggest that there is a smallest idea. What do you
think?

I doubt it though. I think that ideas exist in a network.

So maybe the answer lies in network theory (also called Bose–Einstein
condensation):
http://en.wikipedia.org/wiki/Bose%E2%80%93Einstein_condensation_%28networ
k_theory%29

Has anyone studied this? I haven't yet.

--Rami

http://en.wikipedia.org/wiki/Bose%E2%80%93Einstein_condensation_%28network_theory%29


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: January 2, 2012 at 6:13 PM

On Jan 2, 3:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 1:04 PM, Rami Rustom wrote:

Ok I have one more thing up my sleeve.

What about the principle that...
* Knowledge is fallible because it could be objective truth or not.

Is that statement an objective truth? Or can we not use the term
*objective truth* in statements of knowledge?

This is an old argument.

It's often stated more like, "You claim to be a fallibilist, but are you willing to 
question your principle of fallibility itself?"

The answer is: yes, fallibility is fallible.

This thread itself demonstrates the possibility of debating and discussing 
fallibility. And I certainly do not claim all my arguments on the topic must be 
absolutely true and couldn't have flaws. Nor do I think my understanding of the 
(somewhat completed) topic is beyond any doubt.

One more thing people say is like, "If fallibility isn't true (or isn't something you 
will assert is definitely true), then can we just ignore it as useless? What good is 
it?"

The unstated assumption is that only Justified, True Belief is Knowledge, and so 
"conjectural knowledge" or "fallible knowledge" is not knowledge (they would 
think we have misnamed them), and non-knowledge like that is worthless or 
useless or bad.

They see the goal as to acquire knowledge (JTB) and don't see the point of stuff 
that fails to do that. Considering JTB is impossible, they have themselves in 
something of a bind. Hence there are "skeptics" who have the same basic 
goals, but have recognized it's impossible, and thus have given up on 



knowledge entirely.

What they are doing is applying non-fallibilist standards for judging fallibility. But 
that doesn't make sense. You can't judge the concept of fallibility using criteria it 
rejects and refutes.

Fallibility itself, and fallible/conjectural knowledge generally, are not JTB, but 
that doesn't stop them from being useful, getting some things right, solving 
problems, and being improved.

What about the concept of *the necessity for error correction in all
things*? Can that be an objective truth?

--Rami



From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: A people vs people
Date: January 2, 2012 at 6:18 PM

On Jan 2, 11:00 am, Woty Regan <wotyf...@gmail.com> wrote:
Yes. Specifically, those people who are committed to the destruction of free 
institutions and the imposition of totalitarian governments.

If you mean a particular nationality or ethnicity, no, of course not!

We're not at war with a people or peoples in *that* sense. We have enemies 
and we should defeat them -- and our enemies are *also* the enemies of the 
good people who happen to share their ethnicity or nationality or religion.

I share these enemies, but here is our obstacle--the victims of our
enemies don't necessarily consider us their allies.  Maybe they've
been fooled by enemy propaganda.  Maybe they are still angry about
some of our past mistakes.  Maybe they fear our immense military and
economic power.  Sometimes even people who support free institutions
are angry with us--consider the Egyptian protesters showing tear gas
canisters labeled "Made in the U.S.A." to reporters.

That's an immense yet largely untapped resource--people who would be
better off if we achieved our aims.  That is the problem I seek a
solution for--how can we demonstrate to people suspicious of us that
it is safe to trust us?  What actions should we take--or avoid--to
earn their trust?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Is our future virtual or physical?
Date: January 2, 2012 at 8:46 PM

On Dec 30 2011, 10:23 am, "Manolis.A.C." <manolis....@gmail.com>
wrote:

On thinking about possible far futures of computation, human civilization, 
(whether carbon or silicon-based) and their role in the universal scheme of 
things, I was wondering about the interplay between physicality and virtuality, or 
embodied vs. disembodied futures. Since all this must ultimately come down to 
energy requirements (assuming virtuality can reach comparable levels of 
resolution to physicality), I was wondering which is the most powerful medium, 
as well as
which is the more energy efficient of the two...

Is manipulating matter to produce changes in...matter more powerful a lever 
than manipulating matter to produce virtual abstractions? I should think not. At 
first glance I would think that
operating at a higher level of abstraction is by definition a longer lever. But
Does it require more matter/energy than staying at the physical level? Is that the 
tradeoff? More power at a higher energy cost?

Ultimately, can we deduce this relationship (relationship of virtuality to 
physicality in our universe) to an equation?

The answer is beyond me. Is this in BoI? If so, what chapter?

The mind is consciousness and unconsciousness, which is the complete
set of neural pathways.

So what does disembodied mean? Does it mean that a human mind was born
in a biological platform and then that mind was transferred to a
mechanic platform?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 2, 2012 at 6:11 PM

On Jan 2, 4:41 pm, Stephen Push <stephen.p...@gmail.com> wrote:
On Jan 1, 3:31 pm, Rami Rustom <ramir...@gmail.com> wrote:

1. Frogs learn (hardwired) implicit rules.
2. Monkeys do that plus they learn (softwired) implicit situations and rules.
3. Pre-language Humans do that plus they learn (softwired) logics implicitly.
4. Post-language Humans do that plus they learn (softwired) logics explicitly.

So consider this question: After millions of years of evolution from
basic animals into more complex animals, and then into even more
complex animals, why didn't the number of genes increase? The answer
is DD's principle of universality.

I agree with your example.  But the universality of DNA/RNA is even
more impressive than that.  The same four-base code is used to encode
everything from bacteria to slime molds, oak trees, worms, humans,
etc.

Yes. Universality happens at each stage. You've mentioned a stage
prior to the stages I mentioned.

3. Then the non-gene knowledge reached a level where softwired
implicit 2nd order knowledge creation was occurring. This resulted in
humans; and evolution stopped.

Humans are still undergoing biological evolution, but it has been
supplemented by cultural evolution.

No. Biological evolution has stopped. Genes are no longer replicating
based on their fitness. Our technology is preventing it. Our
technology keeps people alive therefore genes are no longer competing
with their allele counterparts.



I think when DD said evolution
stopped, he was referring to the four-base nucleic acid code.  Once
that code appeared, it was so successful that it gave rise to all of
the organisms on Earth.

Yes. That was one level of universality.

Evolution probably continued with respect to
gene regulation, DNA repair, and other refinements, but the basic code
has not changed in billions of years.

An example of universality on the gene level is the genetic code that
encodes skeletal muscle. These genes were created long after the 4-
base code and long before my stage 1 example.

I have another cool example. It has been conjectured that life at one
point in history used H2S instead of H2O. The genes to use H2O
competed with the genes to use H2S and competition revealed the
winner.

Btw, a really cool question: "Why do our bodies need oxygen?" The
answer is a physical property that oxygen has that makes it more
*useful* than any other element.

In DD's terminology, the
genetic code has tremendous "reach."

Yes each instance of universality has reach which is the very
definition of universality.

--Rami



From: Stephen Push <stephen.push@gmail.com>
Subject: [BoI] Isn't Induction Sometimes Used in Science?
Date: January 2, 2012 at 5:54 PM

I'm not sure that science never uses induction.  When a scientist
gives a chemical to a group of rats and finds that it is lethal, she
is not interested only in the outcome for that particular group of
rats.  The rats are intended to be representatives of their species.
In fact, she may even make inferences about the effect of the chemical
on all mammals, humans included.  Of course, the inference could
eventually turn out to be wrong, but such inferences are made every
day in science.

Isn't that an example of an appropriate use on induction in science?

Steve

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Zero Sum
Date: January 2, 2012 at 6:31 PM

On Dec 5 2011, 3:31 pm, Elliot Temple <c...@curi.us> wrote:
Get rid of him!

He's being completely reasonable so far.

That only makes him more dangerous!

How?

He's only *acting* reasonable because he thinks it will get him what he wants.

I don't think I follow, sir.

Can't you see it's a trick? He acts reasonable to lure you in. Then he'll spring the 
trap!

What trap?

He'll call it a "win/win" solution or a "trade for mutual benefit". But he doesn't 
care about us, he just wants to benefit himself. He wouldn't even do it if he didn't 
believe he was going to come out ahead.

Well this part is correct. He wouldn't do it if he didn't believe he
was gong to come out ahead [of what?].

Ahead [of the other guy] or ahead [of his original value before the
start of the negotiation]?

The former assumes a zero-sum situation while the latter assumes a non-
zero-sum situation.

Wouldn't we come out OK, too?

No, you fool! Life is zero sum.



If life was zero-sum, then the sum of all values for every person
alive at any given moment could not change over time. But clearly it
does.

How can you be sure?

I've lived by this creed my whole life, and I've never experienced a win/win 
outcome. It's definitive proof.

So he believes that repeated failure necessarily means that success
can not follow. Many people have this problem in general. They believe
that they are not capable simply because they've failed so many times
before.

So success, at least for these people, would prove to them that
success is possible.

So living in virtuality (games), because they are simpler than
reality, would help people learn that they are capable. Why? Because
success is more likely in virtuality than in reality. So games offer
real value in this sense, allowing people to practice and succeed in
many stages before being required to success in reality.

Maybe the future involves virtual reality worlds where people can
practice living in with less complexity so that successes are often.
I'm referring to this thread: _The future of economy and culture_
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/1f6cccda673db90f

--Rami

--Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/1f6cccda673db90f


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Trust (was: A people vs people)
Date: January 2, 2012 at 9:40 PM

On Jan 2, 2012, at 3:18 PM, Don Crimbchin wrote:

On Jan 2, 11:00 am, Woty Regan <wotyf...@gmail.com> wrote:
Yes. Specifically, those people who are committed to the destruction of free 
institutions and the imposition of totalitarian governments.

If you mean a particular nationality or ethnicity, no, of course not!

We're not at war with a people or peoples in *that* sense. We have enemies 
and we should defeat them -- and our enemies are *also* the enemies of the 
good people who happen to share their ethnicity or nationality or religion.

I share these enemies, but here is our obstacle--the victims of our
enemies don't necessarily consider us their allies.  Maybe they've
been fooled by enemy propaganda.  Maybe they are still angry about
some of our past mistakes.  Maybe they fear our immense military and
economic power.  Sometimes even people who support free institutions
are angry with us--consider the Egyptian protesters showing tear gas
canisters labeled "Made in the U.S.A." to reporters.

That's an immense yet largely untapped resource--people who would be
better off if we achieved our aims.  That is the problem I seek a
solution for--how can we demonstrate to people suspicious of us that
it is safe to trust us?  What actions should we take--or avoid--to
earn their trust?

I don't think trust is a good basis for this kind of thing.

What is trust supposed to accomplish? Getting them (some individuals?) to 
participate in some projects of ours? It would be better if people did that after 
rational consideration of whether those projects are in their interest, not based on 
some generic trust or distrust.

One way this is different is if they make a judgement call, they can take 
responsibility for it. Whereas with trust, the usual thing is to *refuse responsibility* 



for whatever one is trusting about, and then if it goes badly to *hold the 
person/group you trusted responsible*. Such strategies for irresponsibility cause, 
rather than solve, problems.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Isn't Induction Sometimes Used in Science?
Date: January 2, 2012 at 9:47 PM

On Jan 2, 2012, at 2:54 PM, Stephen Push wrote:

I'm not sure that science never uses induction.  When a scientist
gives a chemical to a group of rats and finds that it is lethal, she
is not interested only in the outcome for that particular group of
rats.  The rats are intended to be representatives of their species.
In fact, she may even make inferences about the effect of the chemical
on all mammals, humans included.  Of course, the inference could
eventually turn out to be wrong, but such inferences are made every
day in science.

Isn't that an example of an appropriate use on induction in science?

That is done by guesses not induction.

The scientist guesses that the chemical works on a broader category than the 
individual rats he tries it on. He may guess it will work on all rats, or all rodents, or 
all animals, or whatever.

He uses criticism to refute poor guesses (including ones incompatible with his 
empirical test data) and tries to come to a conclusion.

All this is done using good explanations: the scientist must come up with some 
explanation about why his guesses make sense. If he doesn't, they will fall to 
criticism.

Explanations have a reach: an amount of stuff they apply to. This is a matter of 
the logic of the explanation, not the choice of the scientist nor induction. For 
example if the explanation says the chemical kills by destroying the liver, then it 
will kill all things with livers that need their liver to live (there are usually also 
some nuances, e.g. the chemical would also need a mechanism for getting to the 
liver, and its particular mechanism might not work in all animals with livers).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Different micro effects resulting in the same macro effects
Date: January 2, 2012 at 9:27 PM

After creating my theory of knowledge, I learned that the mind learns
everything the same way that math is learned, one idea at a time. A
learned idea allows one to learn another more complex idea. So a few
months ago I decided to pick up my old notebook from _Electricity and
Magnetism_ class from college. I was scanning through it just to see
if I could find an idea that I could quickly make sense of. Its been
over a decade so I had forgotten practically all of it. After a few
minutes of skimming pages I found something that was relatively easy
to understand because the idea was fairly straightforward and my
drawing was clear.

The idea was *Electrostatics in the Presence of Matter*. At the bottom
of the page was a sentence, an idea
* Different micro effects resulting in the same macro effects.

My eyes opened wide. Why? Because this idea is a purely logical one.
There are not physics terms in it. And in my theory is this called 2nd
order general knowledge, or general logic.

So what? Why is this important? Because my theory suggests that any
logic could potentially apply in any other situation in any other
field. So immediately I wrote the idea in my journal. This is what I
wrote:

--11/5/2011--
I was rereading this [an idea about human emotion (see below)] and
realized that there is a logical concept that I must write down here.
I got this from my Physics class Electricity and Magnetism. The
logical concept is this: “Different micro effects resulting in the
same macro effects.”  The micro effects are the behaviors of neurons
and transistors. The macro effects are the higher order effects that
we call intelligence. My Theory of Knowledge dictates that any logical
concept could be valid in any other field. Maybe this logical concept
is valid here. If so, then AI can be as intelligent as human
intelligence. Or could it be more intelligent? The answer is yes
because a computer brain can be expanded upon while the human brain
cannot be expanded (unless we’re talking about merging biology and



computer hardware).

--7/21/2011--
Human emotions are at least partly affected by the unconscious, which
reacts to information it receives that originates from the five
senses. The conscious has the power to suppress the behaviors that the
unconscious triggers, so long as the conscious has learned the
intricacies of the relationship between the conscious and the
unconscious and how that affects emotions and behaviors. A new-born
must cry when she is hungry. If she doesn’t, then she dies. Evolution
produced a mind that consistently produces a behavior when it senses a
problem. Animals share this with us. It is the unconscious part of our
minds that produces this forward- and reverse-causal relationship
between emotion and behavior. This begs the question: If an emotion
can cause a behavior, and then that same behavior can cause an
emotion, or even the same emotion, then what would happen if it
spiraled out of control? This seems to be what is happening when the
mind cannot bear anymore and it experiences an uncontrollable spiral
effect. Anger leads to temper tantrums, sadness leads to crying, worry
leads to anxiety attacks, and fondness for other humans leads to love.
I hypothesize that this might be able to be explained in mathematics,
and if so, then possibly in computer science, and if so, then it may
be possible that AI could have emotions; not to suggest that this
necessary dictates that those emotions would be sufficiently similar
to ours so as to blur the line between human and computer. I
hypothesize that the differences between the higher order effects of
neurons and that of transistors would prevent any such blur.
(--11/13/2011--  I’m less sure about this now. Needs more reflection…)
What else would serve to help us understand the difference between
humans and computers. What do humans have that computers currently do
not?

I found the answer here on this site. Elliot said something to the
effect of:
* AI must emulate the epistemological structure the human mind.

So you might ask: What made me think to start this thread? The answer
is that I had just written this post: _What is an idea?_
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/d07f143f460ef10f/ec6402a5edd722c3#ec6402a5ed

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/d07f143f460ef10f/ec6402a5edd722c3#ec6402a5edd722c3


d722c3

--Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/d07f143f460ef10f/ec6402a5edd722c3#ec6402a5edd722c3


From: stephen.push@gmail.com
Subject: [BoI] Re: Biological Universality
Date: January 2, 2012 at 10:36 PM

On Jan 2, 6:11 pm, Rami Rustom <ramir...@gmail.com> wrote:

No. Biological evolution has stopped. Genes are no longer replicating
based on their fitness. Our technology is preventing it. Our
technology keeps people alive therefore genes are no longer competing
with their allele counterparts.

The evidence doesn't support that belief.  See the following two
articles:

http://www.pnas.org/content/early/2011/09/28/1104210108

http://www.livescience.com/7971-humans-evolving-brains-shrink.html

Steve

http://www.pnas.org/content/early/2011/09/28/1104210108
http://www.livescience.com/7971-humans-evolving-brains-shrink.html


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: [BoI] Re: Different micro effects resulting in the same macro effects
Date: January 2, 2012 at 10:56 PM

On 3 jan., 03:27, Rami Rustom <ramir...@gmail.com> wrote:
After creating my theory of knowledge, I learned that the mind learns
everything the same way that math is learned, one idea at a time. A
learned idea allows one to learn another more complex idea. So a few
months ago I decided to pick up my old notebook from _Electricity and
Magnetism_ class from college. I was scanning through it just to see
if I could find an idea that I could quickly make sense of. Its been
over a decade so I had forgotten practically all of it. After a few
minutes of skimming pages I found something that was relatively easy
to understand because the idea was fairly straightforward and my
drawing was clear.

The idea was *Electrostatics in the Presence of Matter*. At the bottom
of the page was a sentence, an idea
* Different micro effects resulting in the same macro effects.

My eyes opened wide. Why? Because this idea is a purely logical one.
There are not physics terms in it. And in my theory is this called 2nd
order general knowledge, or general logic.

The idea (as I understand it) is a not a purely logical one. I'm sure
that the explanation for what is a"micro effect" is and what is a
"macro effect" involves some physics in it.

Or doesn't it?

--
Matjaz Leonardis

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 2, 2012 at 10:56 PM

On Jan 2, 9:36 pm, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 2, 6:11 pm, Rami Rustom <ramir...@gmail.com> wrote:

No. Biological evolution has stopped. Genes are no longer replicating
based on their fitness. Our technology is preventing it. Our
technology keeps people alive therefore genes are no longer competing
with their allele counterparts.

The evidence doesn't support that belief.  See the following two
articles:

http://www.pnas.org/content/early/2011/09/28/1104210108

http://www.livescience.com/7971-humans-evolving-brains-shrink.html

Interesting. So there must still exist selection pressures on genes.
So it seems your explanation is correct, that biological evolution has
slowed because meme evolution has increased. This makes a lot more
sense anyway.

My idea was absolute. Absolutes are usually wrong. So in each of the
stage transitions, there was an inclining of the newer stage evolution
that caused a declining of the earlier stage evolution.

The stages (including the one you mentioned and others)...
i.  Eukaryotas use 4-base code for biological knowledge for DNA
replication.
ii. (many others stages)
iii. Sentient organisms...
1. Frogs learn (hardwired) implicit rules.
2. Monkeys do that plus they learn (softwired) implicit situations and
rules.
3. Pre-language Humans do that plus they learn (softwired) logics
implicitly.  (Sapience)
4. Post-language Humans do that plus they learn (softwired) logics

http://www.pnas.org/content/early/2011/09/28/1104210108
http://www.livescience.com/7971-humans-evolving-brains-shrink.html


explicitly.
5. Will there be another level of universality?

What do you think?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Different micro effects resulting in the same macro effects
Date: January 2, 2012 at 11:02 PM

On Jan 2, 9:56 pm, Matjaž Leonardis <sidranoel.zaj...@gmail.com>
wrote:

On 3 jan., 03:27, Rami Rustom <ramir...@gmail.com> wrote:

After creating my theory of knowledge, I learned that the mind learns
everything the same way that math is learned, one idea at a time. A
learned idea allows one to learn another more complex idea. So a few
months ago I decided to pick up my old notebook from _Electricity and
Magnetism_ class from college. I was scanning through it just to see
if I could find an idea that I could quickly make sense of. Its been
over a decade so I had forgotten practically all of it. After a few
minutes of skimming pages I found something that was relatively easy
to understand because the idea was fairly straightforward and my
drawing was clear.

The idea was *Electrostatics in the Presence of Matter*. At the bottom
of the page was a sentence, an idea
* Different micro effects resulting in the same macro effects.

My eyes opened wide. Why? Because this idea is a purely logical one.
There are not physics terms in it. And in my theory is this called 2nd
order general knowledge, or general logic.

The idea (as I understand it) is a not a purely logical one. I'm sure
that the explanation for what is a"micro effect" is and what is a
"macro effect" involves some physics in it.

Or doesn't it?

Well it started a field-specific logic. And then the field-specific
terms were removed leaving only the general logic.

--Rami



From: stephen.push@gmail.com
Subject: [BoI] Re: Isn't Induction Sometimes Used in Science?
Date: January 2, 2012 at 11:04 PM

On Jan 2, 9:47 pm, Elliot Temple <c...@curi.us> wrote:

That is done by guesses not induction.

The scientist guesses that the chemical works on a broader category than the 
individual rats he tries it on. He may
guess it will work on all rats, or all rodents, or all animals, or whatever.

You seem to be trying to define induction out of existence by calling
it guessing.  When a scientist notes that all rats in a sample die
from exposure to a certain chemical and "guesses" that all rats in the
population will respond in the same way, she is using induction -- as
it is defined, for example, by the Oxford English Dictionary and by
Samir Okasha in Philosophy of Science: A Very Short Introduction (New
York: Oxford University Press, 2002).

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Isn't Induction Sometimes Used in Science?
Date: January 2, 2012 at 11:31 PM

On Jan 2, 2012, at 8:04 PM, stephen.push@gmail.com wrote:

On Jan 2, 9:47 pm, Elliot Temple <c...@curi.us> wrote:

That is done by guesses not induction.

The scientist guesses that the chemical works on a broader category than the 
individual rats he tries it on. He may
guess it will work on all rats, or all rodents, or all animals, or whatever.

You seem to be trying to define induction out of existence by calling
it guessing.  When a scientist notes that all rats in a sample die
from exposure to a certain chemical and "guesses" that all rats in the
population will respond in the same way, she is using induction -- as
it is defined, for example, by the Oxford English Dictionary and by
Samir Okasha in Philosophy of Science: A Very Short Introduction (New
York: Oxford University Press, 2002).

Since you didn't specify which OED definition you meant, I found two:

6. The bringing forward, adducing, or enumerating of a number of separate 
facts, particulars, etc., esp. for the purpose of proving a general statement.

This is vague.

It mentions proving stuff which is a mistake, but it only says "especially" before 
that -- it's not required.

What is required?

Apparently

1) using multiple facts, particulars, etc  (so including ideas too)

2) well, actually, nothing else is required by this definition. but I think they 



intended that you at least use them to argue for something

What loose requirements. It'd be hard to make an argument that didn't count. 
Even a deductive syllogism.

So, does induction as defined like this exist and happen? Of course. It's such a 
minimal claim it has little meaning or impact.

But that is not relevant to the case on the topic made by Popper or Deutsch, and 
does not contradict them.

7. Logic.  a. The process of inferring a general law or principle from the 
observation of particular instances (opposed to deduction n., q.v.).

This one is more specific. And it's refuted at length by Popper and Deutsch, 
including in BoI. I consider it substantively wrong, not poor terminology.

The posted example with rats does not actually discuss a key step: the supposed 
"process of inferring" the more general idea "from the observation of particular 
instances".

In other words, the claim (refuted in BoI, Popper, etc) that the general idea was 
inferred *from the data*, rather than created in some other way (and then tested 
against the data), is not something the example story compels us to accept.

How do I know that the general idea was created in another way (e.g. guessing) 
rather than being inferred from the data?

Many ways, which are published. Please check out _The Beginning of Infinity_ 
and perhaps comment on Deutsch's refutation of induction in chapter 1.

I'll provide one sufficient argument here:

All finite data sets are compatible with infinitely many general ideas. How is one 
supposed to infer a single  general idea (or a small number of ideas)? How does 



he pick out a small finite set from the *infinite set*? Arbitrarily? By intuition? 
Induction never tells us because it has no good answer. It says to "infer" (or 
"induce" or "generalize") it but that isn't an explanation which understands or 
addresses the problem, or provides enough detail for someone to do it.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Biological Universality
Date: January 2, 2012 at 11:31 PM

On Jan 2, 2012, at 7:36 PM, stephen.push@gmail.com wrote:

On Jan 2, 6:11 pm, Rami Rustom <ramir...@gmail.com> wrote:

No. Biological evolution has stopped. Genes are no longer replicating
based on their fitness. Our technology is preventing it. Our
technology keeps people alive therefore genes are no longer competing
with their allele counterparts.

The evidence doesn't support that belief.  See the following two
articles:

http://www.pnas.org/content/early/2011/09/28/1104210108

Says

Here we study life-history variation in an insular preindustrial French-Canadian 
population

If they are intentionally studying insular pre-modern people, how is that relevant 
to Rami's claim about modern *technology* preventing continued biological 
evolution?

http://www.livescience.com/7971-humans-evolving-brains-shrink.html

Says

Comprehensive scans of the human genome reveal that hundreds of our genes 
show evidence of changes during the past 10,000 years of human evolution.

How are changes since 10,000 years ago relevant to Rami's claims about 

http://www.pnas.org/content/early/2011/09/28/1104210108
http://www.livescience.com/7971-humans-evolving-brains-shrink.html


modern technology, which has only been around for, say, 100 years?

Where I'd want to start is by considering: what are the selection pressures and 
how are they met? We have to come up with explanations.

For example, in modern technological society you do not need to be physically 
strong to have children. And the number of children you have is primarily up to 
you, not up to the sort of fitness that would have mattered 100,000 years ago.

So if there was evidence we are stronger than we used to be -- which would not 
surprise me -- I would look at things like diet, leisure time for exercise, cultural 
preferences and improved training methods. Not genes since there isn't a 
compelling explanation of why there'd be a substantial selection pressure on 
genes for this.

Does that methodology make sense to others?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: Isn't Induction Sometimes Used in Science?
Date: January 2, 2012 at 11:35 PM

On 1/3/2012 4:04 AM, stephen.push@gmail.com wrote:
When a scientist notes that all rats in a sample die from exposure to a certain 
chemical and "guesses" that all rats in the population will respond in the same 
way, she is using induction

Suppose that all her lab rats were white. Why doesn't she conclude that the 
poison will only work on white rats amongst the larger population?

Why doesn't she conclude that the poison will only work on rats that have been 
subject to being kept in laboratories?

Why doesn't she conclude that the poison will only work on rats that she has 
handled?

Why doesn't she conclude that the poison only works between two months before 
she started her experiment, and two months after?

All four conclusions are permitted by induction - the properties I've mentioned are 
all true of her sample. "The population" could be defined using any of them. In 
practice there are infinitely many ways to define "the population" and so infinitely 
many ways to induce a conclusion.

She doesn't come to those conclusions because her explanation of what she's 
seeing doesn't consider them relevant. In all cases where it may appear that we 
are using induction, the reality is that we have some idea about why the larger 
population resembles the sample - about what properties are significant. We think 
the poison will work on all rats because we think its behaviour to be a function of 
the rat's biology, and not its name, whether it's facing north, whether it was born 
on a Tuesday, and so on.

- Richard

-- 



From: stephen.push@gmail.com
Subject: [BoI] Re: Biological Universality
Date: January 2, 2012 at 11:35 PM

On Jan 2, 10:56 pm, Rami Rustom <ramir...@gmail.com> wrote:

The stages (including the one you mentioned and others)...
i.  Eukaryotas use 4-base code for biological knowledge for DNA
replication.
ii. (many others stages)
iii. Sentient organisms...
1. Frogs learn (hardwired) implicit rules.
2. Monkeys do that plus they learn (softwired) implicit situations and
rules.
3. Pre-language Humans do that plus they learn (softwired) logics
implicitly.  (Sapience)
4. Post-language Humans do that plus they learn (softwired) logics
explicitly.
5. Will there be another level of universality?

In one sense, I think you are right.  Human learning is more universal
than a frog's because it can solve a wider range of problems.  But I
find your progression anthropocentric and teleological.  A frog's
learning is well-suited to its ecological niche.  In some situations,
hard-wired responses are superior to soft-wired.

I think the universality of the DNA code is of a different sort than
human intelligence.  Human intelligence is but one manifestation of
the DNA code -- and a relatively recent one at that.  It remains to be
seen whether human intelligence will enable long-term survival.  DNA
has been around for billions of years.  The human lineage diverged
from the other apes just 8 million years ago.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: A people vs people
Date: January 3, 2012 at 12:26 AM

On Jan 2, 5:18 pm, Don Crimbchin <donald.crimbc...@gmail.com> wrote:
On Jan 2, 11:00 am, Woty Regan <wotyf...@gmail.com> wrote:

Yes. Specifically, those people who are committed to the destruction of free 
institutions and the imposition of totalitarian governments.

If you mean a particular nationality or ethnicity, no, of course not!

We're not at war with a people or peoples in *that* sense. We have enemies 
and we should defeat them -- and our enemies are *also* the enemies of the 
good people who happen to share their ethnicity or nationality or religion.

I share these enemies, but here is our obstacle--the victims of our
enemies don't necessarily consider us their allies.  Maybe they've
been fooled by enemy propaganda.  Maybe they are still angry about
some of our past mistakes.  Maybe they fear our immense military and
economic power.  Sometimes even people who support free institutions
are angry with us--consider the Egyptian protesters showing tear gas
canisters labeled "Made in the U.S.A." to reporters.

That's an immense yet largely untapped resource--people who would be
better off if we achieved our aims.  That is the problem I seek a
solution for--how can we demonstrate to people suspicious of us that
it is safe to trust us?

You mentioned America's *past* mistakes. What about America's current
and future mistakes? Is America no longer fallible?

America's actions do look very suspicious from the point of view of
many societies. But mostly its because of bad correlations drawn from
experience and misinformation much like is done in induction and
empiricism. Its also because of propaganda, ignorance, religion. And
because some of those societies have not broken out of their dark
ages. They have sooooo many irrational memes; memes that, in our
society, have already been replaced with rational ones.



What actions should we take--or avoid--to earn their trust?

I think that the only way for this to happen is for them to feel that
they are like us. Whom do you trust? Someone like yourself. We are a
liberal society. So they would have to be a liberal society in order
to trust another liberal society. I think they feel alienated because
their societies are inferior.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Isn't Induction Sometimes Used in Science?
Date: January 3, 2012 at 12:09 AM

On Jan 2, 8:47 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 2:54 PM, Stephen Push wrote:

I'm not sure that science never uses induction.  When a scientist
gives a chemical to a group of rats and finds that it is lethal, she
is not interested only in the outcome for that particular group of
rats.  The rats are intended to be representatives of their species.
In fact, she may even make inferences about the effect of the chemical
on all mammals, humans included.  Of course, the inference could
eventually turn out to be wrong, but such inferences are made every
day in science.

Isn't that an example of an appropriate use on induction in science?

That is done by guesses not induction.

The scientist guesses that the chemical works on a broader category than the 
individual rats he tries it on. He may guess it will work on all rats, or all rodents, 
or all animals, or whatever.

He uses criticism to refute poor guesses (including ones incompatible with his 
empirical test data) and tries to come to a conclusion.

All this is done using good explanations: the scientist must come up with some 
explanation about why his guesses make sense. If he doesn't, they will fall to 
criticism.

Explanations have a reach: an amount of stuff they apply to. This is a matter of 
the logic of the explanation, not the choice of the scientist nor induction. For 
example if the explanation says the chemical kills by destroying the liver, then it 
will kill all things with livers that need their liver to live (there are usually also 
some nuances, e.g. the chemical would also need a mechanism for getting to 
the liver, and its particular mechanism might not work in all animals with livers).

I see how induction is wrong. Knowledge is not created with induction.
Knowledge can only be created with the conjecture/criticism method.



Thats why we call it conjectural knowledge.

But would it be accurate to say that the *guess* described in the
Stephen's example is an *inductive guess*?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 2, 2012 at 11:47 PM

On Jan 2, 10:35 pm, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 2, 10:56 pm, Rami Rustom <ramir...@gmail.com> wrote:

The stages (including the one you mentioned and others)...
i.  Eukaryotas use 4-base code for biological knowledge for DNA
replication.
ii. (many others stages)
iii. Sentient organisms...
1. Frogs learn (hardwired) implicit rules.
2. Monkeys do that plus they learn (softwired) implicit situations and
rules.
3. Pre-language Humans do that plus they learn (softwired) logics
implicitly.  (Sapience)
4. Post-language Humans do that plus they learn (softwired) logics
explicitly.
5. Will there be another level of universality?

In one sense, I think you are right.  Human learning is more universal
than a frog's because it can solve a wider range of problems.  But I
find your progression anthropocentric and teleological.  A frog's
learning is well-suited to its ecological niche.  In some situations,
hard-wired responses are superior to soft-wired.

Yes. I didn't suggest that frogs need to become humans; which is what
I think you are saying. They are very well suited for their
environments. Thats how they evolved into frogs.

I think the universality of the DNA code is of a different sort than
human intelligence.  Human intelligence is but one manifestation of
the DNA code -- and a relatively recent one at that.  It remains to be
seen whether human intelligence will enable long-term survival.  DNA
has been around for billions of years.  The human lineage diverged
from the other apes just 8 million years ago.



Hmm. BoI explains that knowledge will take us anywhere and everywhere.
Lack of knowledge will be the thing that kills us.

So yes its a matter of when the next big calamity will come and
whether we can create enough knowledge to stop our extinction.

But its not the human intelligence that will or will not cause long-
term survival. Its the emergent property that arises from human
intelligence that would cause it, i.e. universal explanatory
knowledge.

--Rami



From: stephen.push@gmail.com
Subject: [BoI] Re: Biological Universality
Date: January 3, 2012 at 12:22 AM

On Jan 2, 11:31 pm, Elliot Temple <c...@curi.us> wrote:

If they are intentionally studying insular pre-modern people, how is that relevant 
to Rami's claim about modern
*technology* preventing continued biological evolution?

Pre-industrial is not the same as pre-modern.  And human technology
long predates the Industrial Revolution.

How are changes since 10,000 years ago relevant to Rami's claims about 
modern technology, which has only been
around for, say, 100 years?

Rami's claim is that human biological evolution has stopped.  The
evidence available so far suggests otherwise.  I don't know if we can
accurately measure evolution over the past 100 years in humans, given
our relatively long generation time.

Current technology has changed the selection pressures, but I doubt
that it has eliminated natural selection.

Steve



From: stephen.push@gmail.com
Subject: [BoI] Re: Biological Universality
Date: January 3, 2012 at 1:14 AM

On Jan 2, 11:47 pm, Rami Rustom <ramir...@gmail.com> wrote:

Hmm. BoI explains that knowledge will take us anywhere and everywhere.
Lack of knowledge will be the thing that kills us.

Not necessarily.  There is a family of fishes in Africa, mormyrids,
have use weak electric discharges to navigate and communicate.  Most
members of this family have large brains (the brain-to-body size ratio
is greater than in humans), which probably evolved to process the
electric organ discharge information.  But big brains are expensive:
they need lots of energy and lots of oxygen.  Several mormyrid species
that live in oxygen-poor waters have evolved smaller brains.

At some time in the future, big brains could become a liability to our
descendants, who might evolve smaller brains to survive.

I'm not suggesting that will actually happen.  My point is that none
of us know what the future will hold.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Different micro effects resulting in the same macro effects
Date: January 3, 2012 at 12:48 AM

On Jan 2, 10:02 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 2, 9:56 pm, Matjaž Leonardis <sidranoel.zaj...@gmail.com>
wrote:

On 3 jan., 03:27, Rami Rustom <ramir...@gmail.com> wrote:

After creating my theory of knowledge, I learned that the mind learns
everything the same way that math is learned, one idea at a time. A
learned idea allows one to learn another more complex idea. So a few
months ago I decided to pick up my old notebook from _Electricity and
Magnetism_ class from college. I was scanning through it just to see
if I could find an idea that I could quickly make sense of. Its been
over a decade so I had forgotten practically all of it. After a few
minutes of skimming pages I found something that was relatively easy
to understand because the idea was fairly straightforward and my
drawing was clear.

The idea was *Electrostatics in the Presence of Matter*. At the bottom
of the page was a sentence, an idea
* Different micro effects resulting in the same macro effects.

My eyes opened wide. Why? Because this idea is a purely logical one.
There are not physics terms in it. And in my theory is this called 2nd
order general knowledge, or general logic.

The idea (as I understand it) is a not a purely logical one. I'm sure
that the explanation for what is a"micro effect" is and what is a
"macro effect" involves some physics in it.

Or doesn't it?

Well it started a field-specific logic. And then the field-specific
terms were removed leaving only the general logic.

I wonder if I explained this in enough detail. So I'll include a
portion of my theory here:



* Every field-specific logic should be converted into its general form
by replacing the field-specific terms with general terms. And then
those general logics should be systematically attempted in all
situations/rules in all other fields.

Note that the unconscious mind already does this. So it is only a
matter of systematizing the method so that the conscious does it too,
and so that the conscious helps the unconscious do it.

Most of my theory is here _Theory of Knowledge: How the mind learns_:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/eabf985d78f17f47/d7ea28f15e01e1b9?
lnk=gst&q=how+the+mind+learns#d7ea28f15e01e1b9

The rest is here: _What is Intelligence?_
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/2e16e9954697ab08/9ba2d4452f06b6dc?
lnk=gst&q=what+is+intelligence#9ba2d4452f06b6dc

--Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/eabf985d78f17f47/d7ea28f15e01e1b9?lnk=gst&q=how+the+mind+learns#d7ea28f15e01e1b9
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/2e16e9954697ab08/9ba2d4452f06b6dc?lnk=gst&q=what+is+intelligence#9ba2d4452f06b6dc


From: stephen.push@gmail.com
Subject: [BoI] Re: Isn't Induction Sometimes Used in Science?
Date: January 3, 2012 at 1:57 AM

On Jan 2, 11:31 pm, Elliot Temple <c...@curi.us> wrote:

All finite data sets are compatible with infinitely many general ideas. How is one 
supposed to infer a single  general
idea (or a small number of ideas)? How does he pick out a small finite set from 
the *infinite set*? Arbitrarily? By
intuition? Induction never tells us because it has no good answer. It says to 
"infer" (or "induce" or "generalize") it but
that isn't an explanation which understands or addresses the problem, or 
provides enough detail for someone to do it.

When I say "induction," I mean "non-deductive reasoning."  In
inductive reasoning, the conclusions are not entailed by the
premises. I do not assume that using induction precludes the use of
theory, prior knowledge, or common sense to help us select from the
field of possibly right/possibly wrong conclusions. If the definition
of induction did preclude these aids, then induction would not exist.

Steve

-- 



From: stephen.push@gmail.com
Subject: [BoI] Re: Isn't Induction Sometimes Used in Science?
Date: January 3, 2012 at 12:56 AM

On Jan 2, 11:35 pm, Richard Fine <richard.f...@gmail.com> wrote:

All four conclusions are permitted by induction - the properties I've
mentioned are all true of her sample. "The population" could be defined
using any of them. In practice there are infinitely many ways to define
"the population" and so infinitely many ways to induce a conclusion.

Any of those conclusions could be correct.  For instance, white lab
rats are genetically different from wild-type rats, and perhaps only
white lab rats are susceptible.  Personally, I would favor the "all-
rats-are-susceptible" hypothesis until I saw evidence to the
contrary.  That still looks like induction to me.  Does induction by
definition preclude the tentative favoring certain hypotheses?  Or are
the critics of induction saddling it with that baggage?

Steve



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] The future of economy and culture (was: Economic 
Competition Between Countries)
Date: January 3, 2012 at 3:32 AM

On Jan 2, 2012, at 7:20 AM, Rami Rustom wrote:

On Jan 2, 1:38 am, Justin Mallone <justin...@gmail.com> wrote:
On Jan 1, 2012, at 7:06 PM, Rami Rustom wrote:

Imagine 5,000 years from now. Humans have stopped aging.
Even cooler
if this technology happens before we die. So we would be the 5,000
year olds. Some humans still use their biological bodies. Some are
part biology and part machine with varying degrees of each. Some
humans are all machine (or is this just AI?)

So imagine the changes in culture. So many different types of HIs and
AIs:
* children HIs and AIs
* 30 year old ~100% biological adult HIs
* 100 year old ~100% biological adult HIs
* 500 year old ~50% biological adult HIs
* 1000 year old ~50% biological adult HIs
* 5000 year old 1% biological adult His
* 5000 year old ~100% machine adult His
* and sooo many more variations of His.
* all varying ages of AIs

What would culture be like? What would culture clashes be like?

How much would HIs and AIs have to learn just to know enough to earn
money? How long would that take?

One thing about advanced societies is it actually reduces the amount of time it 
takes to get a certain amount of wealth.
Consider how long and how much effort it takes a wal-mart employee to earn 
enough to get an iphone. Now consider how much it would have taken for 
someone of similar skills to do so in 1950 (way more -- they'd have to learn 
tons of things and invent tons of technologies in order to be able to make even 



1 iphone, and might die before they are done doing so).

Ok but the annoying jobs will be eliminated. So only the intellectual
jobs will remain. Do you think than an intellectual job that exists
1000 years from now would be something that a novice could do?

I think it will be possible for people to get up to speed fairly quickly, not least of all 
because improvements in education and a culture focused on creating high 
quality explanations will make it much easier to pick things up, and people would 
have way fewer hangups as well (less stuff like saying "I'm not a math person")



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: Isn't Induction Sometimes Used in Science?
Date: January 3, 2012 at 4:00 AM

On 1/3/2012 5:56 AM, stephen.push@gmail.com wrote:
On Jan 2, 11:35 pm, Richard Fine<richard.f...@gmail.com>  wrote:

All four conclusions are permitted by induction - the properties I've
mentioned are all true of her sample. "The population" could be defined
using any of them. In practice there are infinitely many ways to define
"the population" and so infinitely many ways to induce a conclusion.

Any of those conclusions could be correct.  For instance, white lab
rats are genetically different from wild-type rats, and perhaps only
white lab rats are susceptible.

Indeed, they are all logically possible realities.

   Personally, I would favor the "all-
rats-are-susceptible" hypothesis until I saw evidence to the
contrary.  That still looks like induction to me.  Does induction by
definition preclude the tentative favoring certain hypotheses?  Or are
the critics of induction saddling it with that baggage?

It doesn't preclude it, but it doesn't assist it either: it doesn't explain how to pick 
one theory from amongst the infinite compatible theories. So if you're "doing 
induction" and only ending up with one theory, then you must be doing something 
else *as well.*

You must have some second process for deciding between the infinity of 
inductable theories - the process by which you agreed that all my previous 
conclusions "could be correct," but still ended up favouring the all-rats-are-
susceptible theory. How did you come to favour that theory over all the other 
possibilities?

Then, if you've got that second process, capable of whittling an infinity of theories 
down to a single one: what role is induction actually playing in your line of 
reasoning?

- Richard



-- 



From: agass <agass@post.tau.ac.il>
Subject: [BoI] Re: Induction
Date: January 3, 2012 at 4:12 AM

Question:
 Isn't induction sometimes used in science?
Answer:
Preliminary: The traditional question here is not of the possible use of
induction but of its validity (i.e., guarantee for the transmission of truth
from its premises to tis conclusion). And it is never valid except in
systems under the constraints that render its validity logically
demonstrable.
As to the question itself, the current situation is this.
The standard discussion of induction (in the philosophy-of-science
literature so-called) concerns generalizations of observation reports.
The convention established by the Royal Society of London at its foundation
about it is the only convention that is never, never under dispute in the
scientific community. It is this:
An observation counts if and only if it is reported at least twice by
independent sources and recognized in its generalized version. It is then
admitted until refuted, in which case, added Newton (Opticks, final Query),
it has to be reinstated with proper qualifications.
No room for induction thus far.
Induction  may possibly enter science through taxonomy (where it came from),
particularly when classifications are supported by arguments from molecular
biology. Thus far they are plainly unscientific. So, as far as I know, thus
far the answer is still in the negative.
See Abel Schejter and Joseph Agassi, "Molecular Phylogenetics", in Joseph
Agassi and Robert S. Cohen, Scientific Philosophy Today: Essays in Honor of
Mario Bunge, Boston Studies in the Philosophy of Science, 67, 1982. 333-356.
In conclusion, whether induction is sometimes used in science or not matters
not as long as its fruit is not privileged, namely, it is either ignored or
met with effort to test it.

Joseph Agassi

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Isn't Induction Sometimes Used in Science?
Date: January 3, 2012 at 8:33 AM

On 3 Jan 2012, at 06:57, stephen.push@gmail.com wrote:

On Jan 2, 11:31 pm, Elliot Temple <c...@curi.us> wrote:

All finite data sets are compatible with infinitely many general ideas. How is 
one supposed to infer a single  general
idea (or a small number of ideas)? How does he pick out a small finite set from 
the *infinite set*? Arbitrarily? By
intuition? Induction never tells us because it has no good answer. It says to 
"infer" (or "induce" or "generalize") it but
that isn't an explanation which understands or addresses the problem, or 
provides enough detail for someone to do it.

When I say "induction," I mean "non-deductive reasoning."  In
inductive reasoning, the conclusions are not entailed by the
premises. I do not assume that using induction precludes the use of
theory, prior knowledge, or common sense to help us select from the
field of possibly right/possibly wrong conclusions. If the definition
of induction did preclude these aids, then induction would not exist.

This description is too vague. Could you provide an account of your position on 
induction explaining how to do it and how your position differs from Popper's?

Alan

-- 



From: Lulie Tanett <www@lulie.org>
Subject: [curi] New Theory of Aesthetics
Date: January 3, 2012 at 8:55 AM

Trying to apply the Popper/DD worldview to the philosophy of aesthetics.

My theory in a nutshell:
Making something look more beautiful is indistinguishable from making it better in 
a 'technical' way. For any improvement, you could say "I did this <technical thing> 
which made it better".

Elaboration:
Lots of people think that art has something mysterious which does things like 
triggers feelings, beauty cannot be described in words, and so on.

But it's pretty well-known how to teach art, and what is involved in learning it, and 
even some of what is involved in improving it.

And as we know from Popper, all knowledge is about problems, conjecture and 
criticism -- rather than belief, as the traditional JTB school have it.

Each different art form has different categories of things to learn, but to take 
painting it is roughly:

- Composition
- Basic shapes/3D forms (sphere, cube, etc.)
- Anatomy
- Perspective
- Light and colour
- Dynamicness

(The exact categories I'm still working out. You could add 'consistency' maybe. 
Also some could be argued as parts of others, and most of them affect the 
others.)

Every improvement to a painting is an improvement in one of these categories 
(until someone creates a new category -- e.g. perspective was first invented in 
about 1420).

Art is about artistic problems under these categories. Creating art is about 
discovering and solving those problems. Looking at art is almost the same, 



except it's more about understanding the solutions used in that painting.

For any step towards beauty, you could describe it in terms of a problem in those 
categories. E.g. "This change made it more beautiful, because it solved a 
problem where the anatomy looked stretched and uncomfortable."

Also see my post "Agassi's Aesthetics: Explicability" from December 15th, 2011.

A theory of beauty/art must have these properties:
- Objective. (As it says in BoI.)
- Not based on emotion / doesn't have emotion at the centre.
- Not based / doesn't rely on culture.
- Not based / doesn't rely on the viewer's beliefs. Should be disconnected from 
belief like Popper disconnected it from philosophy when he took down JTB.
- Ditto psychology? (Gombrich had something to say about this and seemed to 
approve of the idea art is linked to psychology. Need to read his book.)
- The artist is barely relevant. (Except stuff is often more impressive when one 
can see how difficult it is. Should this not be so?)
- Possible for someone to improve a particular piece.
- Possible for someone to improve the field.
- Improving a piece is done by criticism (and conjecture).
- Ditto progressing the field.
- I guess the difference between those two is that a piece can be improved by 
known criticism, whereas the field has to have new (better) stuff.
- Making something look more beautiful is indistinguishable from making it better 
in a 'technical' way. For any improvement, you could say "I did this <technical 
thing> which made it better".
- If that's a genuine improvement, it'll be possible to formulate that into a general 
principle (or as a specific application of a general principle) which others can use 
in their pieces, unless it's super-parochial somehow.
- I'd guess art has a similar explicit:inexplicit ratio to, say, maths. It's pretty 
straightforward and well known and well documented how to make beautiful stuff.

--
Lulie Tanett



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] What is the Multiverse? (was: TRUTH an error?)
Date: January 3, 2012 at 9:02 AM

On Dec 31 2011, 9:20 am, Rami Rustom <ramir...@gmail.com> wrote:

In my theory of knowledge and my 'What is ambiguity?' article I
mention the Universe's knowledge network:

Theory of Knowledge: How the mind learns...
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/eabf985d78f17f47/d7ea28f15e01e1b9?
lnk=gst&q=how+the+mind+learns#d7ea28f15e01e1b9

What is ambiguity?
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/e56707b02ea5adba/009da02df52e5383?
lnk=gst&q=what+is+ambiguity#009da02df52e5383

So a situation, rule, or logic in the Universe's knowledge network is
equivalent to an *objective truth*.

So the complete set of objective truths is equivalent to the
Universe's knowledge network.

But what about the Multiverse? DD says in BoI chapter 4 that the
physical constants and possibly the physical formulas are different
across universes. So the physical knowledge is different. And so the
*emergent knowledge* is different too. I haven't seen the term
*emergent knowledge* be used but I think it follows from the term
*emergent properties*.

So the knowledge networks of universes are different. Some networks
are orders of magnitude smaller than others since some of the
universes never produce universal creators; because they don't produce
stars.

Some questions to understand the Multiverse better:

* Did all the universes start at the same time? Or different times? Or

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/eabf985d78f17f47/d7ea28f15e01e1b9?lnk=gst&q=how+the+mind+learns#d7ea28f15e01e1b9
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/e56707b02ea5adba/009da02df52e5383?lnk=gst&q=what+is+ambiguity#009da02df52e5383


is time a idea that can't be used in this context?

* Do all the universes, whose physical constants (and formulas) allow
for stars to form, necessarily lead to biological universal creators
(like humans)? I think yes.

* Is it possible for a biological universal creator to interact with
another universe? By interact I'm thinking of 3 ways:
-- Information transfer (meaning can we measure evidence from other
universes?)
-- Physical transfer (or is that the same as Information transfer?)
-- Biological transfer (meaning can we go to other universes?)

--Rami



From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Trust (was: A people vs people)
Date: January 3, 2012 at 9:55 AM

On Jan 2, 9:40 pm, Elliot Temple <c...@curi.us> wrote:

I don't think trust is a good basis for this kind of thing.

What is trust supposed to accomplish? Getting them (some individuals?) to 
participate in some projects of ours? It would be better if people did that after 
rational consideration of whether those projects are in their interest, not based 
on some generic trust or distrust.

One way this is different is if they make a judgement call, they can take 
responsibility for it. Whereas with trust, the usual thing is to *refuse 
responsibility* for whatever one is trusting about, and then if it goes badly to 
*hold the person/group you trusted responsible*. Such strategies for 
irresponsibility cause, rather than solve, problems.

-- Elliot Templehttp://beginningofinfinity.com/

"Trust" means a lot of different things, and you are correct that some
applications of the concept cause problems.

But our project might require us to ask others to rationally consider
whether we will act as we say we will in the future.  Without that
very minimal form of trust, I don't see how any political cooperation,
least of all war, is possible.

They could take responsibility for the decision to believe that I will
keep my word by promising to reward me if I keep it, or punish me if I
violate it, thus giving me an incentive to keep it.  If it turns out
that their belief in my my word is a mistake, in the future they will
know better and not take my word again.  Would you find that process
objectionable?

A larger problem is that if the goal is the spread of free
institutions, then the process of rational consideration is itself
what we are arguing for.  If something is important enough to kill
for, it must be important enough to put some effort into making our

http://beginningofinfinity.com/


position more understandable.  There are many people who lack
experience in seeking explanations and openly criticizing them, and
are stuck with less reliable heuristics like interpersonal trust.  We
are still morally compelled to at least try to appeal to such people
before we resort to bloodshed.



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: [BoI] Re: New Theory of Aesthetics
Date: January 3, 2012 at 10:39 AM

On 3 jan., 14:55, Lulie Tanett <w...@lulie.org> wrote:
- I'd guess art has a similar explicit:inexplicit ratio to, say,
maths.

What exactly do you mean by this? That the ratio between the amount of
explicit and inexplict ideas about the field that people hold is
roughly the same for both math and art?

Also to add to the list at the end - shouldn't the theory of
aesthetics be form-independent?

So in order to explain why a particular painting is beautiful one
would invoke both explanations about (general) aesthetics and the
specific properties of the medium (paint,paper).

--
Matjaz Leonardis

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 3, 2012 at 8:11 AM

On Jan 3, 12:14 am, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 2, 11:47 pm, Rami Rustom <ramir...@gmail.com> wrote:

Hmm. BoI explains that knowledge will take us anywhere and everywhere.
Lack of knowledge will be the thing that kills us.

Not necessarily.  There is a family of fishes in Africa, mormyrids,
have use weak electric discharges to navigate and communicate.  Most
members of this family have large brains (the brain-to-body size ratio
is greater than in humans), which probably evolved to process the
electric organ discharge information.  But big brains are expensive:
they need lots of energy and lots of oxygen.  Several mormyrid species
that live in oxygen-poor waters have evolved smaller brains.

At some time in the future, big brains could become a liability to our
descendants, who might evolve smaller brains to survive.

I'm not suggesting that will actually happen.  My point is that none
of us know what the future will hold.

Three things to consider:

1* Your proposed future does not reconcile with the principle of
universality. The human mind's ability to create universal explanatory
knowledge is one of the stages of universality that biology has
reached. Universality does not go in the reverse direction. In this
specific case of stage transition, your idea suggests that we could
devolve from stage 4 back to 3. But the principle of universality
would stop it. Our technology, which is based on explicit 2nd order
knowledge, would provide the stopping power.

2* Regarding the organisms you mentioned that evolved smaller brains,
they did not reach a level of universality. There was no stage
transition. So the principle of universality does not hold for them.



3* Regarding the bigger/smaller brain idea, bigger brains doesn't mean
greater intelligence. Intelligence is about the number of possible
connections between neurons and how those connections form. The
Neanderthals had bigger brains that us. But our brains are structured
better. Therefore we are more intelligent; they died while we lived.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Isn't Induction Sometimes Used in Science?
Date: January 3, 2012 at 8:44 AM

On Jan 3, 7:33 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 3 Jan 2012, at 06:57, stephen.p...@gmail.com wrote:
On Jan 2, 11:31 pm, Elliot Temple <c...@curi.us> wrote:

All finite data sets are compatible with infinitely many general ideas. How is 
one supposed to infer a single  general
idea (or a small number of ideas)? How does he pick out a small finite set 
from the *infinite set*? Arbitrarily? By
intuition? Induction never tells us because it has no good answer. It says to 
"infer" (or "induce" or "generalize") it but
that isn't an explanation which understands or addresses the problem, or 
provides enough detail for someone to do it.

When I say "induction," I mean "non-deductive reasoning."  In
inductive reasoning, the conclusions are not entailed by the
premises. I do not assume that using induction precludes the use of
theory, prior knowledge, or common sense to help us select from the
field of possibly right/possibly wrong conclusions. If the definition
of induction did preclude these aids, then induction would not exist.

This description is too vague. Could you provide an account of your position on 
induction explaining how to do it and how your position differs from Popper's?

Assuming its not too long, could you copy and paste Popper's
explanation of induction? Or a link?

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Isn't Induction Sometimes Used in Science?
Date: January 3, 2012 at 11:05 AM

On Jan 3, 2012, at 1:00 AM, Richard Fine wrote:

On 1/3/2012 5:56 AM, stephen.push@gmail.com wrote:
On Jan 2, 11:35 pm, Richard Fine<richard.f...@gmail.com>  wrote:

All four conclusions are permitted by induction - the properties I've
mentioned are all true of her sample. "The population" could be defined
using any of them. In practice there are infinitely many ways to define
"the population" and so infinitely many ways to induce a conclusion.

Any of those conclusions could be correct.  For instance, white lab
rats are genetically different from wild-type rats, and perhaps only
white lab rats are susceptible.

Indeed, they are all logically possible realities.

  Personally, I would favor the "all-
rats-are-susceptible" hypothesis until I saw evidence to the
contrary.  That still looks like induction to me.  Does induction by
definition preclude the tentative favoring certain hypotheses?  Or are
the critics of induction saddling it with that baggage?

It doesn't preclude it, but it doesn't assist it either: it doesn't explain how to pick 
one theory from amongst the infinite compatible theories. So if you're "doing 
induction" and only ending up with one theory, then you must be doing 
something else *as well.*

You must have some second process for deciding between the infinity of 
inductable theories

Note that in this context, this term "inductable theories" actually refers to all non-
contradictory (compatible) theories (it therefore has nothing to do with induction).

- the process by which you agreed that all my previous conclusions "could be 
correct," but still ended up favouring the all-rats-are-susceptible theory. How did 
you come to favour that theory over all the other possibilities?



Then, if you've got that second process, capable of whittling an infinity of 
theories down to a single one: what role is induction actually playing in your line 
of reasoning?

The role it played above was to select all non-contradictory ("compatible") 
theories from all theories. Which isn't induction.

Then after the step of getting all non-contradictory theories, which isn't induction, 
the rest was the "second process" which isn't induction either. :-)

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Isn't Induction Sometimes Used in Science?
Date: January 3, 2012 at 11:43 AM

On 3 Jan 2012, at 13:44, Rami Rustom wrote:

On Jan 3, 7:33 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 3 Jan 2012, at 06:57, stephen.p...@gmail.com wrote:
On Jan 2, 11:31 pm, Elliot Temple <c...@curi.us> wrote:

All finite data sets are compatible with infinitely many general ideas. How is 
one supposed to infer a single  general
idea (or a small number of ideas)? How does he pick out a small finite set 
from the *infinite set*? Arbitrarily? By
intuition? Induction never tells us because it has no good answer. It says to 
"infer" (or "induce" or "generalize") it but
that isn't an explanation which understands or addresses the problem, or 
provides enough detail for someone to do it.

When I say "induction," I mean "non-deductive reasoning."  In
inductive reasoning, the conclusions are not entailed by the
premises. I do not assume that using induction precludes the use of
theory, prior knowledge, or common sense to help us select from the
field of possibly right/possibly wrong conclusions. If the definition
of induction did preclude these aids, then induction would not exist.

This description is too vague. Could you provide an account of your position on 
induction explaining how to do it and how your position differs from Popper's?

Assuming its not too long, could you copy and paste Popper's
explanation of induction? Or a link?

It's explained in Chapter 1 of BoI. Inductivists say there is a process called 
induction by which we can find theories by observing the world, and then confirm 
them or make them more probable using more observations. Neither predictions 
nor explanations follow from observations, so we can't get theories from 
observations, so induction is impossible.



A short account is given in Chapter 1 of Popper's book Objective Knowledge. 
Popper's book "Realism and the Aim of Science" is more detailed.

Alan



From: Sarah Fitz-Claridge <sarah@takingchildrenseriously.com>
Subject: [BoI] Re: A philosophical argument by a 3 year 4 month old
Date: January 3, 2012 at 12:35 PM

Rami Rustom wrote:

I see now. I should have only persuaded her by saying that she should
be more careful on the stairs so that she doesn't fall next time
because falling can hurt; leaving the decision to her. Its basically
the same as I was doing but without the coercion. And each time she
plays unsafely on the stairs I can just remind her, 'Oh looks like
you're playing unsafe on the stairs again so you might get hurt.' The
reminder serves to help her create a habit of thinking about safety.

The trouble is, when you are doing all this persuading and "reminding" and
observing and commenting on what they are doing, it is not really taking
them seriously as autonomous persons. You wouldn't do that to a close
friend, would you? When an adult does this to another adult, it is called
"nagging" -- people find it annoying to be "reminded" in this way. Yes, it
is difficult, when we see a loved one doing something we fear is dangerous,
not to keep trying to help by repeatedly warning them of the dangers,
making comments about what we think we have observed or are observing, and
reminding them that they once 'agreed' not to do that dangerous thing. We
think that they wouldn't do those things if they knew enough, or if they
were rational enough. So we conclude that we need to try to get them to act
differently.

This is a mistake. Tell the person your concerns ONCE, to be sure there is
no lack of knowledge, no more. Explain ONCE, not repeatedly. Say more only
when you have more to say.

It is not for us to instill "habits" or anything else in our children.
Apart from the fact that the whole idea of "habits" is deeply problematic
(where is the rational thought and creativity in a habit?) your paragraph
above still seems to assume that parents should be in control, making sure
that their children do X not Y. It is not just the rules that are coercive,
it is this whole way of thinking about the children. TCS is not about
"having" children do X, or "reminding" them to do X. Those assume that we
are in control. It is not about "letting" the children do Y: that assumes
we are in control too, but that we are trying to be nice about it. TCS not



about the parent being in control of the child's life but being "nice" in
that control, it is about the child himself being in control of his own
life.

It is not that parents shouldn't help their children. It is not that
parents mustn't give their children the benefit of their wisdom. It is not
that parents have no responsibility to their children. Parents have huge
responsibility to their children; they should indeed help their children in
countless ways; and they should indeed give their children the benefit of
their wisdom to the extent that the child is interested and wants to hear
about it. But none of that implies that parents should be in charge and
"make sure the right thing happens". Adults can make all kinds of mistakes,
and we don't conclude that it would be right for us to stop them, or that
it would be right for us to "have them" do X or "let" them do Y. Such ideas
suggest a view of people that is inimical to their autonomy and not
compatible with taking them seriously.

In a TCS home, the parent isn't wondering how to get the child to do what
the parent thinks is best, he is instead devoting his creativity to helping
the child get even more out of the thing. The child likes jumping off the
bunk bed? Install mattresses on the floor. The child likes climbing up the
outside of the stair rails? Put mattresses on the floor directly below. Is
there a rock-climbing wall nearby that he might like? How can we help him
do more climbing, more enjoyable climbing, more interesting climbing, etc,
and to be as safe as he wants to be? If he likes climbing, are there other
things he might like too? Trampolining? Building a super-high climbing
apparatus? Might this child enjoy diving? Acrobatics? tightrope walking,
gymnastics, Learning to ski or snowboard? Brazilian jui-jitsu?

Or maybe the child just wants to play on the stairs! Taking him seriously
might mean installing a thick, bouncy carpet over a super-shock-absorbing
underlay on the stairs and a mattress at the foot of the stairs, and NOT
WORRYING. With a one-year-old child it might involve sitting quietly on the
stairs below the child to catch him when he falls.

Even then, another trouble is that parents who feel the kind of anxiety
evident in the quoted paragraph (and who aren't yet respecting the child's
autonomy) are likely to be communicating their anxiety loud and clear to
the child even if they manage to stop themselves saying anything, and this
is likely to be throwing a spanner into the works of the child's



rationality, and in such a case the child will want you to desist and GO
AWAY. Their wanting you to go away is not irrational. Your anxiety is
stressful for the child, and being under stress makes mistakes more likely,
and it makes it more difficult to learn. And more dangerous.

-- 

Sarah Fitz-Claridge
Founder, Taking Children Seriously:
http://www.takingchildrenseriously.com/

-- 

http://www.takingchildrenseriously.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: A philosophical argument by a 3 year 4 month old
Date: January 3, 2012 at 12:50 PM

On Jan 3, 11:35 am, Sarah Fitz-Claridge
<sa...@takingchildrenseriously.com> wrote:

Rami Rustom wrote:
I see now. I should have only persuaded her by saying that she should
be more careful on the stairs so that she doesn't fall next time
because falling can hurt; leaving the decision to her. Its basically
the same as I was doing but without the coercion. And each time she
plays unsafely on the stairs I can just remind her, 'Oh looks like
you're playing unsafe on the stairs again so you might get hurt.' The
reminder serves to help her create a habit of thinking about safety.

The trouble is, when you are doing all this persuading and "reminding" and
observing and commenting on what they are doing, it is not really taking
them seriously as autonomous persons. You wouldn't do that to a close
friend, would you? When an adult does this to another adult, it is called
"nagging" -- people find it annoying to be "reminded" in this way. Yes, it
is difficult, when we see a loved one doing something we fear is dangerous,
not to keep trying to help by repeatedly warning them of the dangers,
making comments about what we think we have observed or are observing, and
reminding them that they once 'agreed' not to do that dangerous thing. We
think that they wouldn't do those things if they knew enough, or if they
were rational enough. So we conclude that we need to try to get them to act
differently.

This is a mistake. Tell the person your concerns ONCE, to be sure there is
no lack of knowledge, no more. Explain ONCE, not repeatedly. Say more only
when you have more to say.

It is not for us to instill "habits" or anything else in our children.
Apart from the fact that the whole idea of "habits" is deeply problematic
(where is the rational thought and creativity in a habit?) your paragraph
above still seems to assume that parents should be in control, making sure
that their children do X not Y. It is not just the rules that are coercive,
it is this whole way of thinking about the children. TCS is not about
"having" children do X, or "reminding" them to do X. Those assume that we
are in control. It is not about "letting" the children do Y: that assumes



we are in control too, but that we are trying to be nice about it. TCS not
about the parent being in control of the child's life but being "nice" in
that control, it is about the child himself being in control of his own
life.

It is not that parents shouldn't help their children. It is not that
parents mustn't give their children the benefit of their wisdom. It is not
that parents have no responsibility to their children. Parents have huge
responsibility to their children; they should indeed help their children in
countless ways; and they should indeed give their children the benefit of
their wisdom to the extent that the child is interested and wants to hear
about it. But none of that implies that parents should be in charge and
"make sure the right thing happens". Adults can make all kinds of mistakes,
and we don't conclude that it would be right for us to stop them, or that
it would be right for us to "have them" do X or "let" them do Y. Such ideas
suggest a view of people that is inimical to their autonomy and not
compatible with taking them seriously.

In a TCS home, the parent isn't wondering how to get the child to do what
the parent thinks is best, he is instead devoting his creativity to helping
the child get even more out of the thing. The child likes jumping off the
bunk bed? Install mattresses on the floor. The child likes climbing up the
outside of the stair rails? Put mattresses on the floor directly below. Is
there a rock-climbing wall nearby that he might like? How can we help him
do more climbing, more enjoyable climbing, more interesting climbing, etc,
and to be as safe as he wants to be? If he likes climbing, are there other
things he might like too? Trampolining? Building a super-high climbing
apparatus? Might this child enjoy diving? Acrobatics? tightrope walking,
gymnastics, Learning to ski or snowboard? Brazilian jui-jitsu?

Or maybe the child just wants to play on the stairs! Taking him seriously
might mean installing a thick, bouncy carpet over a super-shock-absorbing
underlay on the stairs and a mattress at the foot of the stairs, and NOT
WORRYING. With a one-year-old child it might involve sitting quietly on the
stairs below the child to catch him when he falls.

Even then, another trouble is that parents who feel the kind of anxiety
evident in the quoted paragraph (and who aren't yet respecting the child's
autonomy) are likely to be communicating their anxiety loud and clear to
the child even if they manage to stop themselves saying anything, and this



is likely to be throwing a spanner into the works of the child's
rationality, and in such a case the child will want you to desist and GO
AWAY. Their wanting you to go away is not irrational. Your anxiety is
stressful for the child, and being under stress makes mistakes more likely,
and it makes it more difficult to learn. And more dangerous.

WOW!  I see now why TCS is very hard to learn.

Reminding is bad; partly because it communicates to the child that the
parent has anxiety about the situation. The anxiety can resonate into
the child which can cause harmful effects to the parent-child
relationship. The other ways its bad are those that you communicated
in your earlier post; the parent is controlling thinking.

I learned the coercion vs persuasion idea:
* Coercion causes a *stress* in the mind that can cause a *strain*,
i.e. the changing of preferences.
* Persuasion doesn't cause a *stress* because the child's mind made
the choice and was able to change preferences on their own; thus no
*strain*.
* Strain in the mind is bad.

Could you put this reminding/anxiety idea into a short sentence?

--Rami



From: stephen.push@gmail.com
Subject: [BoI] Re: Isn't Induction Sometimes Used in Science?
Date: January 3, 2012 at 11:05 AM

On Jan 3, 4:00 am, Richard Fine <richard.f...@gmail.com> wrote:

Then, if you've got that second process, capable of whittling an
infinity of theories down to a single one: what role is induction
actually playing in your line of reasoning?

The "second process" is inference to the best explanation (IBE).
Perhaps you do not consider IBE to be induction in the narrow sense,
but it's certainly not deduction.

Steve



From: stephen.push@gmail.com
Subject: [BoI] Re: Isn't Induction Sometimes Used in Science?
Date: January 3, 2012 at 11:12 AM

On Jan 3, 8:33 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

This description is too vague. Could you provide an account of your position on 
induction explaining how to do it and how your position differs from Popper's?

The problem with Popper's view, as I understand it, is that it only
allows us to falsify hypotheses.  But scientists don't just falsify,
they also make claims about the truth of certain theories and
hypotheses.  That cannot be a purely deductive process.

Steve



From: stephen.push@gmail.com
Subject: [BoI] Re: Isn't Induction Sometimes Used in Science?
Date: January 3, 2012 at 11:19 AM

On Jan 3, 11:05 am, Elliot Temple <c...@curi.us> wrote:

The role it played above was to select all non-contradictory ("compatible") 
theories from all theories. Which isn't induction.

Then after the step of getting all non-contradictory theories, which isn't 
induction, the rest was the "second process" which isn't induction either. :-)

The process isn't deduction either.  I would call it induction -- in
the broad sense of being non-deductive.  But we could call it
inference to the best explanation if you prefer.

Steve



From: stephen.push@gmail.com
Subject: [BoI] Re: Biological Universality
Date: January 3, 2012 at 11:55 AM

On Jan 3, 8:11 am, Rami Rustom <ramir...@gmail.com> wrote:

1* Your proposed future does not reconcile with the principle of
universality. The human mind's ability to create universal explanatory
knowledge is one of the stages of universality that biology has
reached. Universality does not go in the reverse direction. In this
specific case of stage transition, your idea suggests that we could
devolve from stage 4 back to 3. But the principle of universality
would stop it. Our technology, which is based on explicit 2nd order
knowledge, would provide the stopping power.

There is no guarantee that evolution -- either biological or cultural
-- won't reverse direction in the sense of going from more complex to
less complex.  The dinosaurs died out.  Much of Greek learning was
lost to European culture for centuries.  Even "universal" properties
could be lost.  Even the four-base DNA code could die out and/or be
replaced by something more fit, in the Darwinian sense.

2* Regarding the organisms you mentioned that evolved smaller brains,
they did not reach a level of universality. There was no stage
transition. So the principle of universality does not hold for them.

We don't know that.  These fishes display complex navigation and
communication behaviors.  I submit that your dismissal of their
abilities is based more on anthropocentric bias than knowledge of
their biology and psychology.

3* Regarding the bigger/smaller brain idea, bigger brains doesn't mean
greater intelligence. Intelligence is about the number of possible
connections between neurons and how those connections form. The
Neanderthals had bigger brains that us. But our brains are structured
better. Therefore we are more intelligent; they died while we lived.

Yes, bigger isn't always better.  But in evolution, "smarter" isn't
always better either.



How do you know that modern humans were smarter that Neanderthals?
Perhaps they had superior culture.  Perhaps they were more ruthless.
Perhaps they were lucky.

And the Neanderthals aren't really gone.  Unless you are African, you
probably carry some of their genes.

Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Isn't Induction Sometimes Used in Science?
Date: January 3, 2012 at 2:38 PM

On 3 Jan 2012, at 16:12, stephen.push@gmail.com wrote:

This description is too vague. Could you provide an account of your position on 
induction explaining how to do it and how your position differs from Popper's?

The problem with Popper's view, as I understand it, is that it only allows us to 
falsify hypotheses.  But scientists don't just falsify, they also make claims about 
the truth of certain theories and hypotheses.  That cannot be a purely deductive 
process.

Claiming that a theory is true doesn't entail that you have shown that it is true or 
probable or anything like that. Nor does making such claims require anything 
other than conjectures and criticism, which is consistent with Popper's 
epistemology.

Alan

-- 



From: stephen.push@gmail.com
Subject: [BoI] BoI on Induction
Date: January 3, 2012 at 2:39 PM

The issue has been raised that my disagreement with DD’s view of
induction is a matter of definitions.  I may be using a definition of
induction that is different from the one used by DD in BoI.

(Before I respond to this issue, however, I would like to say that I
find much to admire in BoI, even though my posts to this list so far
have been largely critical.  In particular, I agree with ideas
expressed in BoI about the “tradition of criticism” in science and
about the “universality” of language and the DNA code.)

My definition of induction (definition 7a from the OED) is, “The
process of inferring a general law or principle from the observation
of particular instances (opposed to deduction n., q.v.)”.

I reread Chapter 1 of BoI, and I do not believe that the issue is
merely a disagreement over definitions.  In his list of definitions at
the end of Chapter 1, DD calls inductivism and the principle of
induction “misconception[s]” and calls induction a “non-existent
process.”  I conclude from these definitions that DD is saying that
induction has no place in scientific reasoning.  It follows from this
observation that DD believes scientific reasoning is an exclusively
deductive process.  My view on this matter is reinforced by DD’s
favorable references to Karl Popper’s views, which are dismissive of
induction and characterize scientific reasoning as a deductive
process.

Thus I stand by my earlier stated views that DD is wrong about
induction and that induction plays an important role in scientific
reasoning.

Steve



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] BoI on Induction
Date: January 3, 2012 at 2:57 PM

On 3 Jan 2012, at 19:41, "stephen.push@gmail.com"
<stephen.push@gmail.com> wrote:

In his list of definitions at
the end of Chapter 1, DD calls inductivism and the principle of
induction “misconception[s]” and calls induction a “non-existent
process.”  I conclude from these definitions that DD is saying that
induction has no place in scientific reasoning.

I think perhaps you should interpret it more literally. Induction -
the process of generalising from observations to a broader theory with
no other inputs to the decisionmaking process - literally *does not
exist* - it cannot, because it is logically possible to reach a single
general theory without some other means, as we have discussed.

It's not a claim that it isn't important, or that we should disregard
it as a method of truth-seeking, or anything like that: it is a claim
that we necessarily *have* discarded it, indeed we never used it,
because it does not actually exist.

 It follows from this
observation that DD believes scientific reasoning is an exclusively
deductive process.

It sounds like you think that all reasoning is either inductive or
deductive, and there are no other possibilities. Is that accurate?

 My view on this matter is reinforced by DD’s
favorable references to Karl Popper’s views, which are dismissive of
induction and characterize scientific reasoning as a deductive
process.

Could you explain how Popper's conjecture-and-refutation approach is 
deductive?

- Richard



From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Vegetables and Children (was: Directing Creativity)
Date: January 3, 2012 at 3:01 PM

On Sun, Jan 1, 2012 at 7:26 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 1, 9:19 pm, Anonymous Person <unattributedem...@gmail.com> wrote:

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir...@gmail.com> wrote:

They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

Why? Because of scientism?

Nope. Part of my own theories.

I disagree. Would you like to give an argument on the topic?

Natural does not mean good.

Usually it does. And industrialized food usually means bad.

Why?

I think the modern world (compared to 500+ years ago) has much safer,
better, more nutritious, more tasty and more healthy food in better
quantities, which people prefer.

What I'm hearing is that you know they like sweet flavors, and you
intentionally withhold from them many sweet foods you believe they
would like, in order to try to pressure them to eat salad as a way to
be allowed more sweet food.

I like sweet flavors. And I like my salads. It took a few times to
start liking it.



What I'm hearing is that neither you nor they really prefer it, but
then because you think it's healthy you've tried to make yourself like
eating it and/or make yourself feel bad when eating other food.

And I allowed them to eat from my plate, and they did.

Did you also allow (offer) them alternatives such as eating from a
plate of chicken nuggets, and another of candy, and another of pizza,
and so on? All easily accessible with no hassle or debate?

They eat those sorts of things if they choose to when they are at
parties and family gatherings.

Why not always?

You can't say they prefer vegetables over other stuff when they don't
have equal access to that other stuff to choose it.

Also you can't say they prefer the vegetables while you tell them the
other food will hurt them. They aren't purely choosing the foods they
like but also trying not to offend you or be scared of the food they
eat.

I don't hassle or debate anything
anymore because my nanny takes care of the food situation and she lets
them eat anything they want.

This claim is incompatible with the previous claim that they get those
foods at parties in particular.

And the issue is not if she "lets" them eat other foods but if she
*helps* them to do it -- just as much as she helps them eat salad, in
order to give them a genuine choice of what they want to eat.

About 1.5 years into this method and my girls still
prefer salad over other foods. They prefer water over soda or even
fruit juice, because thats what I drink in front of them. *Leading by



example* works better than *leading by words* (is that how its said)?

It's true that merely saying stuff is not the best way to manipulate
or control one's children. It's usually less effective for directing
their lives than methods that use more than words. And it can also can
be less effective for the parent fooling himself into thinking his
kids have consented and even genuinely prefer what's being done to
them.

But the goals here are bad, so being better at achieving them does harm.

Which goals are bad? Showing them that vegetables are good and an
acceptable thing to eat for lunch?

The bad goals are controlling what they eat, manipulating them (and
yourself), making them feel bad and guilty about eating many foods
they enjoy, and classing many non-vegetables as not acceptable. (When
you call vegetables acceptable, that means something for some other
foods!)



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] BoI on Induction
Date: January 3, 2012 at 3:06 PM

On Tue, Jan 3, 2012 at 11:39 AM, stephen.push@gmail.com wrote:

The issue has been raised that my disagreement with DD’s view of
induction is a matter of definitions.  I may be using a definition of
induction that is different from the one used by DD in BoI.

(Before I respond to this issue, however, I would like to say that I
find much to admire in BoI, even though my posts to this list so far
have been largely critical.  In particular, I agree with ideas
expressed in BoI about the “tradition of criticism” in science and
about the “universality” of language and the DNA code.)

My definition of induction (definition 7a from the OED) is, “The
process of inferring a general law or principle from the observation
of particular instances (opposed to deduction n., q.v.)”.

I'm a bit confused because I thought you said in some posts that if
something isn't deduction then it is induction. But this definition is
considerably more specific (it allows for things that are not
deduction but also do not match this definition).

For example you said regarding how science works, "That cannot be a
purely deductive process." and presented that (I think) as an
objection to Popper's disagreement with induction. The implication as
I read it is that you believe the choices are either to use *purely
deduction* or else there is induction involved.

The Popperian view, however, offers something else that is neither
deduction nor induction. (It is also not abduction or IBE.) This
something else can be referred to as conjectures and refutations; when
we speak of C&R it is not just a renaming of induction but an attempt
to refer to another process we have in mind which is quite different
than induction (in our opinion) and also which is not deduction
(though it can use some deduction).



I reread Chapter 1 of BoI, and I do not believe that the issue is
merely a disagreement over definitions.

I agree.

In his list of definitions at
the end of Chapter 1, DD calls inductivism and the principle of
induction “misconception[s]” and calls induction a “non-existent
process.”  I conclude from these definitions that DD is saying that
induction has no place in scientific reasoning.

Yes.

It follows from this
observation that DD believes scientific reasoning is an exclusively
deductive process.

No!

My view on this matter is reinforced by DD’s
favorable references to Karl Popper’s views, which are dismissive of
induction and characterize scientific reasoning as a deductive
process.

Popper does not characterize scientific reasoning as purely deductive.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] The nature of randomness in guesses (was: Guess vs Conjecture)
Date: January 3, 2012 at 4:16 PM

On Jul 19 2011, 12:47 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 18, 2011, at 10:04 PM, Jordan Talcot wrote:

Instead of theory, criticism, and refutation, better words would be idea, guess, 
and criticism. This is because they're simpler and easier to understand.

I agree with Popper's principle rather than practice:

Unended Quest, p 114

I discovered that English standards of writing were utterly different, and far 
higher than German standards. For example, no German reader minds 
polysyllables. In English, one has to learn to be repelled by them.

The next sentence goes on to say that Popper strongly approved of this aim but 
found it difficult to implement with flawed English skills (this is when he was first 
doing work in English):

But if one is still fighting to avoid the simplest mistakes, such higher aims are 
far more distance, however much one may approved of them.

I think the word 'guess', which is a synonym for 'conjecture' with fewer syllables, 
is the better word.

While synonyms, they have somewhat different connotations.

'Guess' is the more informal word. 'Conjecture' is the more impressive word. 
That makes 'guess' preferable. Why?

- We should not write to impress.

- In this case in particular, the concept we're trying to convey is that you're 
allowed to guess *any* with *no justification*. The standard is so low it's zero. 
So we want the word that excludes less. It's easier for an idea to qualify as a 
guess than a conjecture.



'Guess' also has the convenient phrase 'wild guess' for emphasis. And people 
are used to the concept of guesses being 'wild'. But conjectures are more tame.

Now let's look at the definitions:

guess:

estimate or suppose (something) without sufficient information to be sure of 
being correct

conjecture:

an opinion or conclusion formed on the basis of incomplete information

The definition for 'guess' mentions estimation which is unwanted. The definition 
for 'conjecture' mentions it specifically being an opinion or conclusion, rather 
than any type of idea. That's worse.

A different definition for conjecture says:

the formation or expression of an opinion or theory without sufficient evidence 
for proof.

This contains the same mistake as the guess definition about seeking proof, 
certainty, or that kind of thing. I'm not concerned with that; I don't think there's a 
difference between the words regarding that issue.

This definition says 'theory' instead of 'conclusion' which is better, but it still says 
opinion.

While both 'estimate' and 'opinion' are not what we want, estimates are made 
objectively while opinions aren't, so 'estimate' is better.

There's various other definitions to be found, by the way. Both words are 
sometimes defined using 'suppose'. That's worse than you might realize:

assume that something is the case on the basis ofevidence or probability but 
without proof or certain knowledge

Ugh. These words, and related words, are full of large epistemological mistakes 



in their very definitions.

David Deutsch wrote:
Did you mean 'guess' should be used instead of *conjecture*? If so, the 
problem there is while every conjecture is a guess, a guess can be random but 
a conjecture is designed and intended to solve a problem.

I take you to be agreeing with me that the word "guess" has lower standards for 
what guessing is allowed.

That is a good thing. The 'conjectures' part of 'conjectures and refutations' isn't 
supposed to exclude anything. All exclusion is done by criticism (itself open to 
criticism) rather than being built into the methodology. Guesses shouldn't be 
rejected as 'too random' on principle. That's just a possible criticism that could 
be used sometimes.

As to conjectures being designed and intended to solve a problem, the word 
simply doesn't mean that, by definition. Perhaps you picked up that connotation 
from Popper's use of the word.

Elliot wrote:
Now, consider random guesses. It's impossible to make a purely random guess. 
The set of all logically possible guesses is an infinite set and no physical 
process can randomly choose from it (with equal probability of each guess being 
chosen).

Yes so a truly random guess would require that the mind's knowledge
set was infinite, but it is not. So the randomness is not truly
random. So the randomness of guesses exists on a spectrum, i.e. it is
not a 1/0 phenomenon, i.e. is it not absolute.

All random guessing involves selectiveness. Some guesses can't be selected, 
or some are assigned higher probability than others. So it should be appreciated 
that even if someone says he guessed randomly, he actually used some 
selective judgment.

The *selective judgement* is based in the mind's knowledge set. When a
mind guesses, it is making a random connection between 2 pieces of
knowledge in its knowledge set.



And some connections are assigned higher probabilities than others.
Why is this the case?

My theory of knowledge suggests that logics are what cause the
selectiveness; the unequal probability in each connection (each
guess).

What the unconscious does is convert an implicit field-specific logic
into its general form
by replacing the field-specific terms with general terms, and then
that general logic is then attempted in another situation/rule (not
necessarily in the same field). So how does this happen?

When we first learn a certain rule or logic, we've learned it
implicitly. When a mind makes a random thought, sometimes the thought
is a new connection between two pieces of knowledge in its knowledge
set; a random guess. Sometimes one of the pieces is 2nd order (a
logic). When this happens, the unconscious has applied an implicit
logic from one area (a localized set of
situations and rules) of the space to another area of the space.

The connections are made randomly but with *selective judgement*
because the logics are providing the selectiveness. But its random
only in so far as the two ends of the connection are part of the
network structure of the knowledge set.

So the more complete the knowledge set, the less random the
connections are. Therefore the randomness decreases as the knowledge
network converges.

And the more widely arrayed the knowledge set it, the more random the
connections.

Elliot also said that:
Some guesses can't be selected,

Yes if a mind doesn't know some logics, then guesses based on those
logics can not be made.



--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Entropy in the Conjecture/Criticism method (was: Guess vs 
Conjecture)
Date: January 3, 2012 at 4:32 PM

On Jul 19 2011, 12:47 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 18, 2011, at 10:04 PM, Jordan Talcot wrote:

Instead of theory, criticism, and refutation, better words would be idea, guess, 
and criticism. This is because they're simpler and easier to understand.

I agree with Popper's principle rather than practice:

Unended Quest, p 114

I discovered that English standards of writing were utterly different, and far 
higher than German standards. For example, no German reader minds 
polysyllables. In English, one has to learn to be repelled by them.

The next sentence goes on to say that Popper strongly approved of this aim but 
found it difficult to implement with flawed English skills (this is when he was first 
doing work in English):

But if one is still fighting to avoid the simplest mistakes, such higher aims are 
far more distance, however much one may approved of them.

I think the word 'guess', which is a synonym for 'conjecture' with fewer syllables, 
is the better word.

While synonyms, they have somewhat different connotations.

'Guess' is the more informal word. 'Conjecture' is the more impressive word. 
That makes 'guess' preferable. Why?

- We should not write to impress.

- In this case in particular, the concept we're trying to convey is that you're 
allowed to guess *any* with *no justification*. The standard is so low it's zero. 
So we want the word that excludes less. It's easier for an idea to qualify as a 
guess than a conjecture.



'Guess' also has the convenient phrase 'wild guess' for emphasis. And people 
are used to the concept of guesses being 'wild'. But conjectures are more tame.

Now let's look at the definitions:

guess:

estimate or suppose (something) without sufficient information to be sure of 
being correct

conjecture:

an opinion or conclusion formed on the basis of incomplete information

The definition for 'guess' mentions estimation which is unwanted. The definition 
for 'conjecture' mentions it specifically being an opinion or conclusion, rather 
than any type of idea. That's worse.

A different definition for conjecture says:

the formation or expression of an opinion or theory without sufficient evidence 
for proof.

This contains the same mistake as the guess definition about seeking proof, 
certainty, or that kind of thing. I'm not concerned with that; I don't think there's a 
difference between the words regarding that issue.

This definition says 'theory' instead of 'conclusion' which is better, but it still says 
opinion.

While both 'estimate' and 'opinion' are not what we want, estimates are made 
objectively while opinions aren't, so 'estimate' is better.

There's various other definitions to be found, by the way. Both words are 
sometimes defined using 'suppose'. That's worse than you might realize:

assume that something is the case on the basis ofevidence or probability but 
without proof or certain knowledge



Ugh. These words, and related words, are full of large epistemological mistakes 
in their very definitions.

David Deutsch wrote:
Did you mean 'guess' should be used instead of *conjecture*? If so, the 
problem there is while every conjecture is a guess, a guess can be random but 
a conjecture is designed and intended to solve a problem.

I take you to be agreeing with me that the word "guess" has lower standards for 
what guessing is allowed.

That is a good thing. The 'conjectures' part of 'conjectures and refutations' isn't 
supposed to exclude anything. All exclusion is done by criticism (itself open to 
criticism) rather than being built into the methodology. Guesses shouldn't be 
rejected as 'too random' on principle. That's just a possible criticism that could 
be used sometimes.

I agree that guesses should be random. And even David Deutsch eludes
to this idea in a TCS article regarding how he thinks, namely:
_Creativity and Untidiness_
http://www.takingchildrenseriously.com/node/95

Consider that the mind works in the manner described by Popper's
*conjecture/criticism* method.

The unconscious (U) is responsible for conjectures and in this phase
irrationality is acceptable and unavoidable. This step is very
chaotic.

Then the unconscious serves the thought up to the conscious.

The conscious (C) is responsible for the criticisms and in this phase
rationality is necessary. This step is very ordered.

So the conjecture phase should have a lot of entropy while the
criticism phase should have very little entropy. What do you think?

--Rami

http://www.takingchildrenseriously.com/node/95


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Entropy in the Conjecture/Criticism method (was: Guess vs 
Conjecture)
Date: January 3, 2012 at 5:54 PM

On Jan 3, 2012, at 1:32 PM, Rami Rustom wrote:

So the conjecture phase should have a lot of entropy while the
criticism phase should have very little entropy. What do you think?

That can't be correct because where do criticisms come from? They are 
conjectured.

And there aren't discrete phases.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] A philosophical argument by a 3 year 4 month old
Date: January 3, 2012 at 6:04 PM

On Jan 3, 2012, at 9:35 AM, Sarah Fitz-Claridge wrote:

Rami Rustom wrote:

I see now. I should have only persuaded her by saying that she should
be more careful on the stairs so that she doesn't fall next time
because falling can hurt; leaving the decision to her. Its basically
the same as I was doing but without the coercion. And each time she
plays unsafely on the stairs I can just remind her, 'Oh looks like
you're playing unsafe on the stairs again so you might get hurt.' The
reminder serves to help her create a habit of thinking about safety.

The trouble is, when you are doing all this persuading and "reminding" and
observing and commenting on what they are doing, it is not really taking
them seriously as autonomous persons. You wouldn't do that to a close
friend, would you? When an adult does this to another adult, it is called
"nagging" -- people find it annoying to be "reminded" in this way. Yes, it
is difficult, when we see a loved one doing something we fear is dangerous,
not to keep trying to help by repeatedly warning them of the dangers,
making comments about what we think we have observed or are observing, and
reminding them that they once 'agreed' not to do that dangerous thing. We
think that they wouldn't do those things if they knew enough, or if they
were rational enough. So we conclude that we need to try to get them to act
differently.

This is a mistake. Tell the person your concerns ONCE, to be sure there is
no lack of knowledge, no more. Explain ONCE, not repeatedly. Say more only
when you have more to say.

While I think Sarah may have meant this, I thought it was worth emphasizing that 
you should only even tell them once *if you honestly think they might be 
interested in your point and find it helpful.*

So it's not the case that you get one free nag.

It's the case that, you get a shot at telling them your point of view *if you 



reasonably think they'll be interested.*

It is not for us to instill "habits" or anything else in our children.
Apart from the fact that the whole idea of "habits" is deeply problematic
(where is the rational thought and creativity in a habit?)

I agree that parents trying to use coercion to instill habits is bad.
However, I think that, as it is with memes, there are good habits and bad habits. 
One can have a habit of eating when one is not hungry due to "nerves" (Bad), or 
beating one's wife when angry (very bad), or of thinking critically and 
dispassionately about subjects (good), or of frequently posting to the BoI list (very 
good :) )

One can somewhat automate rational, critical, productive patterns of thinking and 
doing. If that's a habit, seems fine to me.

BTW I liked this post quite a lot!

-J



From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Re: New Theory of Aesthetics
Date: January 3, 2012 at 6:15 PM

On 3 Jan 2012, at 03:39 PM, Matjaž Leonardis <sidranoel.zajtam@gmail.com> 
wrote:

On 3 jan., 14:55, Lulie Tanett <w...@lulie.org> wrote:
- I'd guess art has a similar explicit:inexplicit ratio to, say,
maths.

What exactly do you mean by this? That the ratio between the amount of
explicit and inexplict ideas about the field that people hold is
roughly the same for both math and art?

I mean where the knowledge of it is. So, contrary to popular belief, the body of 
knowledge about painting isn't largely inexplicit (or not any more than maths, at 
least).

Your version is more people-based. Maybe individual artists know a lot more 
inexplicitly than explicitly (I'd guess the same is true of random mathematicians, 
too). But as for the *body of knowledge* and *how to make a good painting* -- a 
lot more of that is explicit than what people usually think. I imagine you could get 
by just using it even if you have poor artistic intuition.

Also to add to the list at the end - shouldn't the theory of
aesthetics be form-independent?

Why?

There may be some things that different arts have in common, but why expect the 
categories of what's involved in making a good piece be the same?

Unless you mean the more broad theory -- namely beauty = technical stuff and 
problem solving -- in which case, yes, it is (and I was just using the example of 
painting because that's what I know best).

So in order to explain why a particular painting is beautiful one
would invoke both explanations about (general) aesthetics and the
specific properties of the medium (paint,paper).



Yeah, but then isn't the latter form-specific?

--
Lulie Tanett



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 3, 2012 at 6:27 PM

On Jan 3, 10:55 am, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 3, 8:11 am, Rami Rustom <ramir...@gmail.com> wrote:

1* Your proposed future does not reconcile with the principle of
universality. The human mind's ability to create universal explanatory
knowledge is one of the stages of universality that biology has
reached. Universality does not go in the reverse direction. In this
specific case of stage transition, your idea suggests that we could
devolve from stage 4 back to 3. But the principle of universality
would stop it. Our technology, which is based on explicit 2nd order
knowledge, would provide the stopping power.

There is no guarantee that evolution -- either biological or cultural
-- won't reverse direction in the sense of going from more complex to
less complex.  The dinosaurs died out.

When a species goes extinct, it is not experiencing a reverse in
evolution. It is only dying. Each species is evolving on its own.
Extinction is not devolution.

Much of Greek learning was
lost to European culture for centuries.

Yes happens. But I think it only happens with memes, not genes. But
I'm at a loss to explain why.

This is a very interesting problem...

Even "universal" properties
could be lost.  Even the four-base DNA code could die out and/or be
replaced by something more fit, in the Darwinian sense.

I disagree. Only the single-celled organisms could have the potential



to change their DNA code structure into something besides the 4-base
system. An organism composed of trillions of cells could not do this.

2* Regarding the organisms you mentioned that evolved smaller brains,
they did not reach a level of universality. There was no stage
transition. So the principle of universality does not hold for them.

We don't know that.  These fishes display complex navigation and
communication behaviors.  I submit that your dismissal of their
abilities is based more on anthropocentric bias than knowledge of
their biology and psychology.

Ok we don't know it. But it follows, i.e. reaches, from DD's
universality principle.

3* Regarding the bigger/smaller brain idea, bigger brains doesn't mean
greater intelligence. Intelligence is about the number of possible
connections between neurons and how those connections form. The
Neanderthals had bigger brains that us. But our brains are structured
better. Therefore we are more intelligent; they died while we lived.

Yes, bigger isn't always better.  But in evolution, "smarter" isn't
always better either.

How do you know that modern humans were smarter that Neanderthals?
Perhaps they had superior culture.  Perhaps they were more ruthless.
Perhaps they were lucky.

Neanderthals lived in small tribes and their tribes didn't interact.
We lived in small tribes but our tribes interacted and traded tools.
So memes were traded too. Neanderthals weren't learning memes as
effectively because they weren't as social as we were.

And the Neanderthals aren't really gone. Unless you are African, you probably 
carry some of their genes.



Yes I know of at least one instance where a child skeleton (in present
day Israel) was found that was said to have Neanderthal and human
features. So yes some of their genes are in us.

--Rami



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Re: A philosophical argument by a 3 year 4 month old
Date: January 3, 2012 at 6:35 PM

On 30 Dec 2011, at 04:22 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Dec 29, 9:47 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 29, 2011, at 2:04 PM, Rami Rustom wrote:

From a follow up email, Rami writes:

I read somewhere that typically kids begin to question things critically at age 
10.

That is scientism (and false).

BoI has some criticism of scientism.

One way to see it's false is to consider that learning requires criticism (and that 
involves questioning stuff). So if people learn stuff, they must question and 
criticize.

It's uncontroversial that kids learn tons of stuff long before age 10. For 
example they learn to speak and walk. So the kind of thinking necessary for 
learning does not wait until age 10.

I should have said *very* critically or what ever word was used in
what I read. And I should have replaced typically with most. I'm
pretty sure that the 10 year old figure is based on sociology; the
bell curve. So that would mean that lets say the middle 75% of kids
think at this *very critical* level at age 10.

Most parents/adults have no idea wtf their children are even saying. It's as if they 
can't hear meaning of normal sentences when they're said by children. (And 
usually assume what the child is saying is wrong or meaningless.)

Given this, I wouldn't be surprised if there was a systematic downplaying of 
young children's critical faculties.

Young children seem to be much *more* critical than older people. They have to 



be to learn as fast as they do. They are known for asking a lot of questions (and 
I've heard parents notice their children ask fewer questions after attending school 
for a year age 5). This question-asking is critical.

Notice also that there's a saying, "Kids say the darnedest things." This is often 
said when a child points out something that doesn't make sense. The adults think 
the *kid* is weird for doing this, and "will understand when he's older". They don't 
take the child seriously when he does this.

--
Lulie Tanett



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Entropy in the Conjecture/Criticism method (was: Guess vs 
Conjecture)
Date: January 3, 2012 at 6:54 PM

On Jan 3, 4:54 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 3, 2012, at 1:32 PM, Rami Rustom wrote:

So the conjecture phase should have a lot of entropy while the
criticism phase should have very little entropy. What do you think?

That can't be correct because where do criticisms come from? They are 
conjectured.

Well all thoughts originate from the unconscious. So I'll say it this
way:

1. The unconscious is responsible for creating conjectures (which
includes conjectured-criticisms) and in this phase irrationality is
acceptable and unavoidable. This step is very chaotic.

Then the unconscious serves the thought (a conjecture or a conjectured-
criticism) up to the conscious.

2. The conscious is responsible for criticizing the thought, and in
this phase rationality is necessary. And if the thought is a:
* a. conjecture, then the conscious should not attempt to limit
entropy. This step is chaotic but less than compared to step 1.
* b. conjectured-criticism, then the conscious should attempt to limit
entropy. This step is very ordered.

So the conscious should maximize the entropy in 2a and minimize the
entropy in 2b.

And there aren't discrete phases.

My term *phase* could be replaced with *step*, but *step* seems to
suggest that it is instantaneous, i.e. one connection, i.e. one
thought whereby *phase* allows for longer periods of time, i.e.



thought trains. I think phase is more accurate.

--Rami



From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] Altruism (was: Deutsch's way of thinking IS methodical)
Date: January 3, 2012 at 7:45 PM

On Dec 28, 2011, at 1:04 PM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Dec 28, 10:41 am, Elliot Temple <c...@curi.us> wrote:
On Dec 21, 2011, at 8:55 AM, Tanya Davison wrote:

I think people aim for a plan and admire the
person who stays focused on that plan for a few reasons. People tend to
admire having long term goals, I guess to do with how important people
think it is to secure your future over enjoying now. Related its admirable
to be focused, to work hard even if you don't enjoy it.

Why is hurting oneself admirable?

Who is gaining anything from such actions? Others are benefitting? That would 
be altruism, which is bad.

Oh. I thought altruism is good.

No, altruism is bad. It means putting others ahead of yourself. Altruism is 
sacrificing yourself for other people and not getting what you want. That means 
giving up parts of your life, parts of yourself. Also, altruistic people often hope to 
at least benefit from the gratitude and appreciation of the people they sacrifice for, 
and if they don't get it, they are losing out twice -- they're not getting the things 
they'd like for themselves, and they're not getting the gratitude and appreciation 
they want from others.

Although I've lately made many
arguments to my family members that selfishness is not necessarily bad
and that sometimes, selfishness is preferable because it can lead to
altruism.

Altruism is not the goal of selfishness, and is not a good reason to be selfish, 
since altruism is bad. Selfishness is good because each person can work on 



getting what they want and not rely on others to sacrifice for them. The alternative 
to self-sacrificing for others doesn't have to be the sacrifice of others to oneself.

For example, the instructions in an airplane explain that if
the cabin pressure drops and the air masks come down each person is to
setup their own mask first and then others. This is selfish first,
then altruistic second. And if someone were to try to be altruistic
first, then they could lose consciousness and fail to put the mask on
to the one they are helping and to themselves. So the intent of
altruism first could lead to failing to be altruistic, but the attempt
of selfishness first can allow someone to then be altruistic.

Helping others doesn't have to be sacrificial. In this example, the person helping 
others put on oxygen masks presumably values the lives of the people they're 
helping. This can be true even if they don't know the people they're helping -- 
they can value human life in general.

-Kristen



From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 3, 2012 at 8:25 PM

On Jan 3, 2:57 pm, Richard Fine <richard.f...@gmail.com> wrote:

I think perhaps you should interpret it more literally. Induction -
the process of generalising from observations to a broader theory with
no other inputs to the decisionmaking process - literally *does not
exist* - it cannot, because it is logically possible to reach a single
general theory without some other means, as we have discussed.

I believe that is a straw man argument.  Proponents of inductive
reasoning of which I am aware do *not* hold that there are "no other
inputs to the decisionmaking process."

It sounds like you think that all reasoning is either inductive or
deductive, and there are no other possibilities. Is that accurate?

No, that is not accurate.  There are kinds of reasoning that are
neither inductive nor deductive.  But to the best of my knowledge, all
of the well-articulated theories concerning how scientific reasoning
is done invoke some kind of induction, deduction, or both.

Could you explain how Popper's conjecture-and-refutation approach is 
deductive?

In The Logic of Scientific Discovery, Popper wrote:  "To give a casual
explanation of an event means to deduce a statement which describes
it, using as premises of the deduction one or more universal laws,
together with certain singular statements, the initial
conditions."  (New York:  Basic Books, 1959, p.59)

Steve



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Re: New Theory of Aesthetics
Date: January 3, 2012 at 8:49 PM

On 4 jan., 00:15, Lulie Tanett <lul...@gmail.com> wrote:
On 3 Jan 2012, at 03:39 PM, Matjaž Leonardis
<sidranoel.zaj...@gmail.com> wrote:

On 3 jan., 14:55, Lulie Tanett <w...@lulie.org> wrote:
- I'd guess art has a similar explicit:inexplicit ratio to, say,
maths.

What exactly do you mean by this? That the ratio between the
amount of
explicit and inexplict ideas about the field that people hold is
roughly the same for both math and art?

I mean where the knowledge of it is. So, contrary to popular
belief, the body of knowledge about painting isn't largely
inexplicit (or not any more than maths, at least).

Your version is more people-based. Maybe individual artists know a
lot more inexplicitly than explicitly (I'd guess the same is true
of random mathematicians, too). But as for the *body of knowledge*
and *how to make a good painting* -- a lot more of that is explicit
than what people usually think. I imagine you could get by just
using it even if you have poor artistic intuition.

Fundamentally there is no difference between explicit and inexplict
knowledge, I think. The only difference is that *we* know how to express
the first kind in words or symbols.

So the whole notion of explicit/inexplicit knowledge is, I think,
people-based. (An idea that is inexplicit today can be explicit tomorrow if
someone figures out how to express it in words somehow).

Also to add to the list at the end - shouldn't the theory of
aesthetics be form-independent?



Why?

There may be some things that different arts have in common, but
why expect the categories of what's involved in making a good piece > be

the same?

No, but as I explain below I think that looking at it through the eyes of
categories has some problems.

Unless you mean the more broad theory -- namely beauty = technical
stuff and problem solving -- in which case, yes, it is (and I was
just using the example of painting because that's what I know best).

Hmm  I think I have a criticism of the theory you presented.

The way I look at it is this. We call many things beautiful (paintings ,
songs, proofs, computer code...). It is a guess that in all those cases we
are referring to the same attribute when we call something beautiful or
more beautiful than something else (otherwise there is no point in talking
about beauty since it is a completely different thing in each particular
case.)

What you seem to be saying is that something is more beautiful than
something else if it is better than the other thing in some "technical way".

But what these "technical ways"  are isn't obvious and the ones you wrote
down for painting seem to be very instrumental in nature.

To take just the stuff you wrote for painting - the theory of aesthetics
must be able to explain *why* drawing things in perspective makes them look
more beautiful and why doing the opposite of that doesn't.

That *same theory* must also be able to explain why changing proofs in such
and such a way makes them more beautiful and why doing something else
doesn't.

You could figure out similar lists for other forms of art (and that would



be quite an achievement) , but what you'll have then looks very much like
instrumental aesthetics to me.

It will for example leave you completely clueless when trying to come up
with a *new* "technical way" of improving paintings that will make them
look beautiful.

So in order to explain why a particular painting is beautiful one
would invoke both explanations about (general) aesthetics and the
specific properties of the medium (paint,paper).

Yeah, but then isn't the latter form-specific?

Yes.

-- 
Matjaž Leonardis



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Ideas vs Meta-ideas ?
Date: January 3, 2012 at 8:52 PM

Lets define an idea and a meta-idea.

1. An idea exists in the physical space.
2. It can be elevated the status of conjectural knowledge.
3. But we can not know whether or not it is an objective truth.
4. Therefore an idea is always fallible.

1. A meta-idea exists in the meta-physical space.
2?
3?
4?

What do 2, 3, and 4 look like? There is no meta- version of objective
truth. If I'm right, then there can't exist a meta- version of
conjectural knowledge. If I'm right about this, then we can't say that
meta-ideas are fallible. Right?

What do epidemiologists say about this?

--Rami

-- 



From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 3, 2012 at 8:55 PM

Anonymous Person,

I believe that most of your comments and questions are addressed in my
above response to Richard.  However, on Jan 3, 3:06 pm, Anonymous
Person <unattributedem...@gmail.com> wrote:

Popper does not characterize scientific reasoning as purely deductive.

I may have overstated my case when I said DD's view of scientific
reasoning is *exclusively* deductive.  His view might involve some
aspects that are neither deductive nor inductive.  Thus I will temper
my statement by saying both Popper's and DD's views of scientific
reasoning are *primarily* deductive.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] The Danger of Industrialized Food (was: Vegetables and Children)
Date: January 3, 2012 at 9:35 PM

On Jan 3, 2:01 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Jan 1, 2012 at 7:26 PM, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 1, 9:19 pm, Anonymous Person <unattributedem...@gmail.com> 
wrote:

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir...@gmail.com> 
wrote:

They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

Why? Because of scientism?

Nope. Part of my own theories.

I disagree. Would you like to give an argument on the topic?

Natural does not mean good.

Usually it does. And industrialized food usually means bad.

Why?

Consider the way industrialized cows are processed:

Cows evolved over millions of years eating grass. The bacteria in
their digestive tracts also evolved with them; and they evolved in a
specific environment; with grass.

But now industrialized cows are fed corn; so the bacteria are now put
into a different environment.

This causes huge changes in ecology which increases populations of
some bacteria, decreases others, kills others, and probably creates
others. These changes are sometimes by many orders of magnitude. So



consider that E Coli is lets say 1,000 times more abundant in
industrialized cows vs organic cows.

The next worrisome point is that industrialized cows are bunched
together in small spaces which causes feces to accumulate on their
hides, which I'll discuss in the next point. But for now, consider
what these closed spaces cause to the cows; constant stress. What does
constant stress cause? Stress causes the body to produce a hormone
called Cortisone. We know that continuous cortisone levels has harmful
effects to the human body so it follows that it has harmful effects to
the cow. What sorts of changes are occurring to the cow's meat? I
don't know but it could be harmful for our consumption.

This next part is disgusting. When these cows are de-hided, they are
not washed first. So some of the feces is more likely to enter into
the meat; and what is in that feces? Higher rates of E Coli by orders
of magnitude.

Now you might say that antibiotics solves this problem. But not
really. Why do you think we keep seeing recalls of meat? Its because
antibiotics, and all the other measures, are not perfect and so
sometimes the infections slip through the system.

Now consider the hormones that are pumped into the cows so that they
gain weight quickly. Those hormones are in the meat. We eat that meat.
Do you want extra hormones in your meat? What do you think those extra
hormones might do to your body?

What do you think? Do you want organic cow or industrialized cow?

Now consider one more point. Do you think it is moral to bunch up cows
in small spaces and pump hormones in them so that they eat more and
gain weight? Is this a liberal view? We care so much about dogs and
cats in our American society but we don't seem to care about our
cattle. Why not? Because we can't see them. This is irrational.

--Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Criticism of Empiricism (was: Proof against Empiricism)
Date: January 3, 2012 at 9:56 PM

On Jan 1, 10:08 am, Rami Rustom <ramir...@gmail.com> wrote:
On Jul 3 2011, 7:27 pm, Justin Mallone <justin...@gmail.com> wrote:

I'm taking detailed notes on Popper's Conjectures and Refutations, in
order to better understand Popper's arguments. Below are my notes from the
introductory chapter, "On the Source of Knowledge and Ignorance."

Human errors ascribed to this -- our interpretations of episteme must be
wrong, Maybe our traditions or languages are just not up to the task.
Popper: blaming ourselves and language lets you maintain authority of
senses, but at expense of widening gap between supposed authority and
ourselves
Idea that lack of knowledge based on human deceitfulness has political
and other implications (24)

Hi Justin, I just had a light bulb moment while reading your notes. I just
realized what empiricism is and why its wrong.

A. All humans are fallible; because...
* human explanations are always riddled with error, i.e. our explanations
necessarily deviate from the objective truths they attempt to explain.

Therefore this is a false statement:
* A1. Better explanations (knowledge) can be found by succumbing to (human)
*authority*.

B. Empiricism says that knowledge is learned from our senses; that...
* B1. Better explanations (knowledge) can be found by succumbing to (sense)
*authority*.

Now taking out the parentheticals we see that...
* A1 = B1

And since A1 is false, B1 is also false.

---



That is the philosophical argument. Now for the Cognitive Neuroscience
argument.

A study of biology and physics leads one to believe that the sense data is
collected by the brain and our consciousness (the mind) experiences the
sense data without error. But neuroscience has taught us that what we
perceive (P) is not exactly equal to what we sense (S). In fact sometimes P
can be wildly different than S. Consider hallucinations...

Your eyes can be closed (S = 0) while still seeing visuals that your mind
draws (P <> 0).
* S = 0, while P <> 0, therefore...
* P <> S

So what accounts for the difference between P and S? It is the error (E).
* P = S +- ∆E

So our senses inherently have error (just like everything has error).

Therefore our senses are fallible; which is why our senses can not be an
authority.

---

Also, with the argument above, we can prove that humans are fallible.

If a part is fallible, then its whole is also fallible.

So since our senses are fallible, we most definitely are fallible.

I just wanted to make clear that the word *proof* in the subject line
is a fallacy as explained by Elliot here:
_Words_
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/d07f143f460ef10f/2e6e7c499bbece5c?
lnk=gst&q=words#

To summarize, the term proof suggests infallibility. A definition of
proof is:

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/d07f143f460ef10f/2e6e7c499bbece5c?lnk=gst&q=words


A proof is sufficient evidence or argument for the truth of a proposition.

So a proof assumes that a statement can be known to be an objective
truth; but we already know that all knowledge is fallible, it is
conjectural knowledge may or may not be objective truth. Hence the
idea of proof is a fallacy.

Another way to look at this is this: A proof and be criticized
successfully by another proof, so then the former proof was found to
be fallible. But proofs can not be proven wrong.

So I changed the subject line to _Criticism of Empiricism_.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] The Study of Words (was: Words)
Date: January 3, 2012 at 10:16 PM

On Jul 19 2011, 1:09 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 19, 2011, at 6:10 AM, Lulie Tanett wrote:

On 19 Jul 2011, at 01:04 AM, Jordan Talcot <jordan.tal...@gmail.com> wrote:

Instead of theory, criticism, and refutation, betterwordswould be idea, guess, 
and criticism. This is because they're simpler and easier to understand.

'Idea' implies a small bit of a theory, whereas a theory can consist of multiple 
ideas that are connected to form a bigger 'idea'.

Throwing out 'hypothesis' in favour of 'theory' sounds good though.

Criticism does not mean the same thing as refutation. Refutation is something 
like, criticism which is valid and shows the theory is wrong. Dumping refutation 
in favour of 'that's wrong' or 'that's false' would work.

Compare 'conjectures and refutations' with 'conjectures and criticism'. Both work 
as descriptions of the method. It wasn't necessary to replace the word with an 
equivalent word. The second one changes the emphasis a little bit. I think that's 
for the better.

'Refutations' focusses on *successful* criticisms but the unsuccessful ones 
contribute to knowledge creation too.

Saying they are 'refutations' makes them sound less tentative, less open to 
revision. Here's the dictionary definition of 'refute':

prove (a statement or theory) to be wrong or false; disprove

But look up 'criticize' and you won't find these serious mistakes about proving. 
It's a better word with fewer mistakes built into it.

David Deutsch writes:
'Refutation' is a special kind of criticism that has two additional features 
compared with criticism in general: one is that it has uncontroversially been 



successful. The other is that it is arrived at by either logic or experimental 
testing.

I agree with the first feature. And the method of knowledge creation doesn't 
work only by uncontroversially successful criticisms! So that's the wrong word. 
We learn from attempted criticisms that soon fail (by being criticized 
themselves), and we learn from criticisms long before they are uncontroversial. 
We learn from criticism.

Lulie Tanett writes:
'Idea' implies a small bit of a theory, whereas a theory can consist of multiple 
ideas that are connected to form a bigger 'idea'.

It's not known how to measure or state the size of ideas, nor to determine where 
one idea ends and the next begins (a prerequisite). Since we don't know what 
size any idea is, how can 'idea' only refer to small ideas? We don't even know 
that size or quantity are meaningful concepts for ideas.

In a very rough way, 'theory' approximately means 'good idea'. Which is why we 
should just say 'idea' which is the more neutral and general purpose word.

David Deutsch writes:
Although we can, by extension, use the term 'idea' to mean 'theory', that 
deprives us of the expressive richness that currently allows us to say: 'the 
general theory of relativity is based on the idea that spacetime is curved'.

This example is unfair because it uses a well known phrase that already 
contains the word 'theory'. A fair comparison would use a neutral phrase where 
people don't have a strong habit already.

How about:

the theory that marriage is coercive

vs

the idea that marriage is coercive

I think 'idea' is better here.



You may say that's because it's not well developed enough to qualify as a 
'theory'. If so, I say that we should never change from 'idea' to 'theory' to assert 
the authority/status of having a well developed idea. Our audience should judge 
for themselves how well developed it is.

Since ideas can never gain support or positive status of any kind, they can't be 
promoted towordsthat refer to better ideas. We never know which non-refuted 
ideas are better than others and have no reason to worry about it. Criticism 
should decide everything, and claims to be a 'theory' rather than 'idea' -- claims 
of mild authority -- should count for nothing because they don't help find the 
truth.

This thread is bar far the most interesting thread that I've
encountered on this site. I had no idea that words could be dissected
in such detail, or even that they needed to be.

I think that everyone on this site and anywhere should read it in full
so that one can follow Elliot's line of thinking, how he processes the
words in his mind.

I thought that these terms were the same:
* guess / conjecture
* criticism / refutation

And I thought that these terms were different:
* idea / theory

I was so very wrong on all counts.

And whats funny is that I thought I was already meticulously picking
apart words, at least as compared to others. Now I realize how little
I was doing it.

Is this etymology? Is this linguistics?

Absolutely Fascinating!!!

Anyway so now I will only use the appropriate terms that Elliot has so
meticulously explained:



* idea, instead of theory
* conjecture, instead of guess
* criticism, instead of refutation

--Rami



From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] The Danger of Industrialized Food (was: Vegetables and 
Children)
Date: January 3, 2012 at 11:07 PM

On Jan 3, 2012, at 9:35 PM, Rami Rustom wrote:

Now you might say that antibiotics solves this problem. But not
really. Why do you think we keep seeing recalls of meat? Its because
antibiotics, and all the other measures, are not perfect and so
sometimes the infections slip through the system.

We've also seen a lot of recalls of spinach due to contamination. Is that evidence 
that spinach is unhealthy?

~Woty

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: The Danger of Industrialized Food (was: Vegetables and 
Children)
Date: January 3, 2012 at 11:42 PM

On Jan 3, 10:07 pm, Woty Regan <wotyf...@gmail.com> wrote:
On Jan 3, 2012, at 9:35 PM, Rami Rustom wrote:

Now you might say that antibiotics solves this problem. But not
really. Why do you think we keep seeing recalls of meat? Its because
antibiotics, and all the other measures, are not perfect and so
sometimes the infections slip through the system.

We've also seen a lot of recalls of spinach due to contamination. Is that 
evidence that spinach is unhealthy?

Contaminations are inevitable with both locally grown and
industrialized food. But with locally grown food, contaminations are
less dangerous because it isn't connected to a huge nationwide system
of food processing.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Software Entropy (was: Steve Jobs on Self Improvement Lag Time 
and More)
Date: January 4, 2012 at 12:40 AM

On Jun 26 2011, 4:11 pm, Elliot Temple <c...@curi.us> wrote:
http://quietube.com/v.php/https://www.youtube.com/watch?v=3LEXae1j6EY

SteveJobssays (1997) that when you'reimproving as a person, people tend to 
treat you like you were 18 months ago, which is frustrating.

He also says focus isn't about picking the right thing and saying "yes" to it, but 
about saying "no" to a long list of things.

He says writing software is about managing complexity. The hard part, the main 
task, is organizing stuff so it doesn't collapse under its on weight.

Entropy is that weight. And the way to prevent entropy from entering a
system is to:
* minimize the number of entry points
* reduce the number of possibilities in each entry point

SteveJobssays the lesson of the mythical man month (book) is projects get to 
the point where adding another developer actually slows it down because the 
cost to communicate with him is higher than the benefit he provides.

Each extra human added to a system equates to a huge amount of entropy
added to that system. So the energy input from that human must
outweigh her entropy.

Btw, the only way to remove entropy from a system is to input energy.

(No wonder Apple has successfully made OS X and iOS while Microsoft fails at 
Vista, and most big software development doesn't go very well. Apple does a lot 
with small teams of programmers. *Philosophy matters in practice*.Steveknows 
the right ideas about software development. Seemorebelow.)

I think this is better explained with math.

http://quietube.com/v.php/https://www.youtube.com/watch?v=3LEXae1j6EY


And yes Microsoft fails horribly here. But then again, Microsoft only
cared about marketing and sales, not making a good product. Steve Jobs
cared about making a good product. This is philosophy.

He says email is the most important software he uses. He also says Eudora is 
the worst mail system in the world.

He points out that you don't get programmer productivity by helping them 
writemorelines of code per day per programmer. You get it by eliminating lines of 
code to be written. The line of code that never has bugs, and is fastest to write, 
is the one you don't write. His goal is to eliminate 80% of the code you have to 
write for your app.
Stevesays at 54:45

Yes. Fewer lines of code means less entropy. 80% less code means 80%
less entropy.

And some mistakes will be made, by the way. Some mistakes will be made 
along the way. That's good. Cause at least some decisions are being made 
along the way. And we'll find the mistakes, we'll fix them.

Error correction is good and because of his method of minimizing
entropy, less error correction (energy) is needed.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: What is an idea? (was: Words)
Date: January 4, 2012 at 1:30 AM

On Jan 2, 7:08 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jul 19 2011, 1:09 pm, Elliot Temple <c...@curi.us> wrote:

It's not known how to measure or state the size of ideas, nor to determine 
where oneideaends and the next begins (a prerequisite). Since we don't know 
what size anyideais, how can 'idea' only refer to small ideas? We don't even 
know that size or quantity are meaningful concepts for ideas.

This concept can be further explained with a bit of study of the mind.

It took me a long time to learn theideaof empiricism, i.e. it took
my mind many iterations of thinking about various ideas while trying
to learn theideaof empiricism. With each iteration, my mind
understood theideaof empiricism more than the previous iteration.
The total amount of time that my mind spent to learn theideaof
empiricism was very large.

Now I'll write the same paragraph and replace empiricism with
artificial intelligence:

It will take me a long time to learn theideaof artificial
intelligence, i.e it will take my mind many iterations of thinking
about various ideas while trying to learn theideaof AI. With each
iteration, my mind will understand theideaof AI more than the
previous iteration. The total amount of time that my mind will spend
to learn theideaof AI will be very large.

Now consider how learning theideaof AI is affected by the already
learnedideaof empiricism.

In one of the iterations in which my mind was processing theideaof
AI, someone pinpointed the fact that one of my attempts at creating an
AI involved theideaof empiricism, which I already know to be false.
So I was able to end that iteration quickly and efficiently because of



the already-learnedideaof empiricism. So what would have happened if
I had not yet learned theideaof empiricism? I would have spent a
much longer time during that iteration before realizing that I was
wrong. And, consider the hypothetical future where I had never learned
empiricism, then I will have never learned AI.

So theideaof empiricism E is part of theideaof artificial
intelligence AI.
* E -> AI

So consider this metatheory (or I should say metaidea). Each wholeidea(Iw) has 
part ideas (Ip).
* Ip -> Iw

This seems to suggest that there is a smallestidea. What do you
think?

I doubt it though. I think that ideas exist in a network.

So maybe the answer lies in network theory (also called Bose–Einstein
condensation):http://en.wikipedia.org/wiki/Bose%E2%80%93Einstein_condensa
tion_%28ne...

Has anyone studied this? I haven't yet.

I found another thread named _Unifying Concepts_ that is related to
ideas.

On Jul 20 2011, 9:48 am, Elliot Temple <c...@curi.us> wrote:
Introduction to Objectivist Epistemology by Ayn Rand pp 70-72

The requirements of cognition forbid the arbitrary grouping of existents, both in 
regard to isolation and to integration. They forbid the random coining of special 
concepts to designate any and every group of existents with any possible 
combination of characteristics. For example, there is no concept to designate 
“Beautiful blondes with blue eyes, 5’5” tall and 24 years old.” Such entities or 
groupings are identified descriptively. If such a special concept existed, it 
would lead to senseless duplication of cognitive effort (and to conceptual 
chaos): everything of significance discovered about that group would apply to 
all other young women as well. There would be no cognitive justification for 

http://en.wikipedia.org/wiki/Bose%E2%80%93Einstein_condensation_%28ne


such a concept—unless some essential characteristic were discovered, 
distinguishing such blondes from all other women and requiring special study, 
in which case a special concept would become necessary.

(This is the reason why such conceptual subdivisions as “dining table,” “coffee 
table,” etc. are not designated by special concepts, but are treated as qualified 
instances of the concept “tabte”—as mentioned in the chapter on “Abstraction 
from Abstractions.”)

...

The requirements of cognition determine the objective criteria of 
conceptualization. They can be summed up best in the form of an 
epistemological “razor”: *concepts are not to be multiplied beyond necessity*—
the corollary of which is: *nor are they to be integrated in disregard of 
necessity*.

Some unification is good. Some is bad. These are nice examples. "Dining" and 
"table" should remain separate concepts, not be unified into one new concept 
with a single new word.

Similarly, "blonde", "24 years old", "blue eyes", etc, should not be unified into 
one concept. They're different things.

What should be unified? "Eyes" is a good example. That involves two 
unifications. It refers to *two* eyes at once, seeing them in a unified way. And 
each eye is itself made up of millions of cells, and trillions of atoms. But all those 
atoms and cells are unified into the concept of the eye.

Unifying those atoms into the eye makes life better. It makes it more convenient 
to think about the world. It makes ones mind better organized. So it's a good 
unification.

But other possible unifications would make one's mind less organized. It's 
possible (but undesirable) to group almost anything. We could have a concept 
chalsa (for chips and salsa) rather than the individual disunified concepts. But if 
we did we'd have to think of ideas like "chalsa without the red part". It makes a 
mess of things.

Some things, such as chips and salsa, are *objectively not unified*. And so they 



are best thought of in a way corresponding to the facts of reality, in a disunified 
way.

One has to be careful about grouping things together, not always do it on 
principle.

Of course, no one actually performs all possible unifications on principle. People 
advocating such things aren't impressed by chalsa. So what they really want is 
particular unifications, and not others, according to some unspecified and 
uncriticized rule.

In conclusion:
But we already know the right rule from Popper: use unifications that help us 
solve problems and which we don't have criticisms of. Not others.

This thread caught my attention because of the word *concept* which I
originally thought is a synonym of *idea*. But a quick search shows
that it clearly isn't. Also, both of these terms have little meaning
outside the context of the mind, or rather thoughts. So definitions of
concept and idea should be explained in the context of the mind and
thoughts. And then a deeper search makes me realize that this needs an
experienced philosopher.

What does Popper say about ideas and/or concepts?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Deutsch's Coercion
Date: January 4, 2012 at 9:35 AM

On Jul 20 2011, 1:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 20, 2011, at 11:11 AM, Lulie Tanett wrote:

It seems to be adding on unnecessary stuff again. If all the rival theories have 
problems, you believe the least-problematic one by default

No, that would be coercion (concept and term both due to David Deutsch, FYI).

http://fallibleideas.com/coercion

Well, actually, let's back up. This is ambiguous.

The word "problematic" is ambiguous between problems meaning *flaws* and 
problems meaning opportunities to learn and improve. All good theories are 
always problematic in the second sense. I take the first sense to be intended. I'll 
speak of "flawed" theories rather than "problematic" going forward.

So, if you think X (X = some idea) is the least flawed (but is flawed) and you *do 
anything with X*, then that's coercion. You believe you're causing something 
bad to happen (due to whatever the flaw(s) in X is) and you do it anyway.

You're doing something while having an active conflicting idea (about why it's a 
bad idea and won't work).

This is very interesting. I didn't realize that one could coerce
themselves. I thought coercion could only happen from one on to
another.

So consider my method of problem solving that I described in the
thread named _Are over-analyze and over-think fallacious terms?_
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/fd0e42ef17dde2c9/b34b12a39f23fa85?
lnk=gst&q=analyze#b34b12a39f23fa85

An excerpt from that thread:
You should only quit thinking once you’ve solved the problem and you no longer 

http://fallibleideas.com/coercion
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/fd0e42ef17dde2c9/b34b12a39f23fa85?lnk=gst&q=analyze#b34b12a39f23fa85


feel confused. Or, put a flag on that issue and move on; then later check that 
flag and reflect on that issue again and again with

the intention of eventually solving the problem and removing the
confusion.

So consider the *put a flag on that issue and move on* step. So
according to Deutsch's definition, my method would cause one to coerce
herself. And that this coercion necessarily causes psychological hurt.

So now I realize that this coincides with my theory. When there exists
confusion, it means that there exists a stress and resulting strain on
a point, vector, or superstructure in the knowledge network. The
stress is the psychological hurt while the strain is coercion.

The sum of the stresses on the knowledge network can not reach zero;
because if it did the the mind will have learned all objective truth,
i.e. the mind's network would equal the Universe's network, which it
can't.

But the sum of the stresses can be minimized so much so that the hurt
is negligible and unnoticeable to the mind, i.e. rational thoughts can
flow unimpeded by irrational thoughts (which can occur when there
exists psychological hurt that manifests into strong negative
emotions).

An example of this idea is superconductance. In a typical metal
material, conductance is inefficient because electrons are being
impeded by impurities in the lattice structure of the metal. Those
impurities cause stresses and resulting strains on the atoms of the
lattice structure. That impedance results in energy loss in the form
of heat. Superconductance occurs when the impedance practically
reaches zero so that energy loss is eradicated.

Imagine that the mind can experience superconductance; rational
thoughts can flow unimpeded. Superintelligence!!!

So Deutsch says to avoid coercion and I think its because this allows
for superintelligence. Although there are more prerequisites.

--Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Environmentalists
Date: January 4, 2012 at 9:57 AM

http://cafehayek.com/2012/01/spaceship-earth.html

In this post an economist criticises environmentalists who want to use the 
spaceship earth idea as a metaphor to legitimise attempts to engineer the whole 
Earth:

Kind of like a spaceship? We’re pretty good at managing or re-engineering 
actual spaceships. Human beings have a mediocre track record for aggressively 
managing or re-engineering a modestly complex system such as a city. An even 
more complex system, such as an entire economy or Yellowstone Park or the 
entire planet? That we have no clue about how to do well. Monitoring, I can 
believe. Managing and re-engineering requires knowledge we don’t have. It also 
would require a centralization of power. What evidence is there that that power 
would be used wisely and well by environmentalists and scientists? Strangely 
enough, though, they think it’s a good idea.

In BoI, David criticises the spaceship earth theory by pointing out that the Earth is 
not uniquely hospitable to human life, and to the extent that it is hospitable this is 
only because we have changed it to make it more hospitable by building houses, 
sewage plants and so on.

I'm guessing that what he means is that we know how to monitor things like the 
temperature of the Earth or whatever, but not how to monitor and control all of the 
smaller stuff we would need to know to change the temperature in a specific way. 
So then his only real objection seems to be that we don't currently have the 
knowledge to do this, and this leaves open the idea that we might learn how to do 
it. But one might think we don't necessarily have to know all this, and until we 
understand better how the Earth works we're stuck with relatively crude 
monitoring, so why not just do small experiments to see how something works in 
a  particular place? Then if it works well in one place we might roll it out 
elsewhere, and if it doesn't we just stop.

However, many environmentalists aren't interested in doing that. They think they 
know how to fix global warming or whatever and they just want to make 
everybody else follow their plan, with or without their consent. However, if they 
follow their plan without the consent of others they may miss problems with their 

http://cafehayek.com/2012/01/spaceship-earth.html


plans.

Take, for example, the idea that we should all do without individual cars and use 
public transport to cut down on CO2 emissions. The question that the 
environmentalists don't ask is why people have cars to start with. Perhaps they 
have lots of interesting places to go and don't want to wait around for buses and 
trains. Perhaps people want to be able to have interesting and private 
discussions about mutual problems while they're going from one place to another.

Then there's the idea that food should be grown locally rather than being 
transported from one country to another. This, too, solves problems that the 
environmentalists don't seem to know or care about. It may be the case that it 
would be difficult to grow a given fruit or something in the UK because of the 
climate and the fact that there aren't enough people who know how to grow the 
fruit using our current knowledge. So the best way for people to get the fruit in 
question is just to buy it.

The problem isn't that the environmentalists want to engineer the Earth, but, 
rather, that they aren't interested in how to do it in a way that benefits people by 
their own lights.

Alan



From: stephen.push@gmail.com
Subject: [BoI] Re: Biological Universality
Date: January 4, 2012 at 7:45 AM

On Jan 3, 6:27 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 3, 10:55 am, "stephen.p...@gmail.com" <stephen.p...@gmail.com>

When a species goes extinct, it is not experiencing a reverse in
evolution. It is only dying. Each species is evolving on its own.
Extinction is not devolution.

That is correct.  But there is no law that says "more complex" or
"smarter" species must prevail.  In our anthropocentric view, we like
to think of ourselves as the pinnacle of evolution.  Sixty-five
million years ago, an observer might have concluded that the dinosaurs
were the pinnacle of evolution.  Six-five million years from now, the
Earth may be dominated by slime molds or by dumber descendants of
ourselves.  Natural selection favors organisms that are adapted to
their environment, not necessarily smart or complex organisms.

The one possible exception to this scenario is that, in learning to
understand evolution and genetics, we might be able to control the
process to improve our own chances of survival.  We can already
control genetic diseases to some extent.  It remains to be seen
whether tinkering with the evolutionary process will be a good thing
in the long run.

Yes happens. But I think it only happens with memes, not genes. But
I'm at a loss to explain why.

Genetic information is lost all the time.  That is one of the great
tragedies of the recent rapid decline in biodiversity caused by
habitat loss and other factors..

I disagree. Only the single-celled organisms could have the potential
to change their DNA code structure into something besides the 4-base
system. An organism composed of trillions of cells could not do this.

I'm not saying that DNA-based organisms would switch to a new code.
But a different code might arise, either de novo or introduced from an



alien world.

But perhaps you are right:  A universal genetic code might generally
win out in competition with a non-universal code.  That might be an
interesting idea to pursue with a computer model.

Ok we don't know it. But it follows, i.e. reaches, from DD's
universality principle.

I don't see how application of the universality principle can reveal
the abilities of mormyrid fishes.  That seems like an empirical
question to me.

Yes I know of at least one instance where a child skeleton (in present
day Israel) was found that was said to have Neanderthal and human
features. So yes some of their genes are in us.

There is more evidence than that.  Neanderthal DNA samples have been
obtained from bones and compared to modern human DNA. The two groups
interbred when modern humans migrated out of Africa.  All human
populations outside Africa carry Neanderthal DNA.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 4, 2012 at 11:52 AM

On Jan 4, 6:45 am, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 3, 6:27 pm, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 3, 10:55 am, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
When a species goes extinct, it is not experiencing a reverse in
evolution. It is only dying. Each species is evolving on its own.
Extinction is not devolution.

That is correct.  But there is no law that says "more complex" or
"smarter" species must prevail.

I don't know what you mean by *must prevail*. Could you define that?

In our anthropocentric view, we like
to think of ourselves as the pinnacle of evolution.  Sixty-five
million years ago, an observer might have concluded that the dinosaurs
were the pinnacle of evolution.  Six-five million years from now, the
Earth may be dominated by slime molds or by dumber descendants of
ourselves.  Natural selection favors organisms that are adapted to
their environment, not necessarily smart or complex organisms.

The only way that universal creators like ourselves would go extinct
is if a huge calamity happened and we didn't adapt to it because we
didn't yet have the right technologies to prevent our extinction. If
this occurred, then yes slime molds or another dumber descendant of
ourselves could become the *dominant* species on Earth.

Btw, what do you mean by *dominant*? Do you mean by population? If so,
ants dominate us now. Or is it something else?

I think we're talking past each other. I didn't mention dominance in
my argument.

The one possible exception to this scenario is that, in learning to



understand evolution and genetics, we might be able to control the
process to improve our own chances of survival.  We can already
control genetic diseases to some extent.  It remains to be seen
whether tinkering with the evolutionary process will be a good thing
in the long run.

Yes happens. But I think it only happens with memes, not genes. But
I'm at a loss to explain why.

Genetic information is lost all the time.  That is one of the great
tragedies of the recent rapid decline in biodiversity caused by
habitat loss and other factors..

Again I think we're talking past each other. You are talking about
gene loss due to extinction. I'm referring to gene loss in a specific
species; a species that doesn't go extinct.

I disagree. Only the single-celled organisms could have the potential
to change their DNA code structure into something besides the 4-base
system. An organism composed of trillions of cells could not do this.

I'm not saying that DNA-based organisms would switch to a new code.
But a different code might arise, either de novo or introduced from an
alien world.

Sure but that would be a completely different species; which is
irrelevant to my argument (another case of talking past each other). I
thought you were saying that an existing 4-base code multi-cell
organism could experience a selective pressure that would change its 4-
base code system to something else. This I disagree with because it
doesn't reconcile with Deutsch's universality principle.

But perhaps you are right:  A universal genetic code might generally
win out in competition with a non-universal code.  That might be an
interesting idea to pursue with a computer model.

I don't' know what you mean. If a single-cell organism experienced a



selective pressure that caused its 4-base system to change, this would
also be a code that would be dictated by Deutsch's universality
principle. A non-universal code is not possible.

Ok we don't know it. But it follows, i.e. reaches, from DD's
universality principle.

I don't see how application of the universality principle can reveal
the abilities of mormyrid fishes.  That seems like an empirical
question to me.

I don't know what you mean by *that seems like an empirical question*.
Could you rephrase?

Yes I know of at least one instance where a child skeleton (in present
day Israel) was found that was said to have Neanderthal and human
features. So yes some of their genes are in us.

There is more evidence than that.  Neanderthal DNA samples have been
obtained from bones and compared to modern human DNA. The two groups
interbred when modern humans migrated out of Africa.  All human
populations outside Africa carry Neanderthal DNA.

So cool!

So is there evidence that those gene pools didn't mix with African
gene pools?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Environmentalists
Date: January 4, 2012 at 12:24 PM

On Jan 4, 8:57 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

http://cafehayek.com/2012/01/spaceship-earth.html

In this post an economist criticises environmentalists who want to use the 
spaceship earth idea as a metaphor to legitimise attempts to engineer the whole 
Earth:

Kind of like a spaceship? We’re pretty good at managing or re-engineering 
actual spaceships. Human beings have a mediocre track record for 
aggressively managing or re-engineering a modestly complex system such as 
a city. An even more complex system, such as an entire economy or 
Yellowstone Park or the entire planet? That we have no clue about how to do 
well. Monitoring, I can believe. Managing and re-engineering requires 
knowledge we don’t have. It also would require a centralization of power. What 
evidence is there that that power would be used wisely and well by 
environmentalists and scientists? Strangely enough, though, they think it’s a 
good idea.

In BoI, David criticises the spaceship earth theory by pointing out that the Earth 
is not uniquely hospitable to human life, and to the extent that it is hospitable 
this is only because we have changed it to make it more hospitable by building 
houses, sewage plants and so on.

I'm guessing that what he means is that we know how to monitor things like the 
temperature of the Earth or whatever, but not how to monitor and control all of 
the smaller stuff we would need to know to change the temperature in a specific 
way. So then his only real objection seems to be that we don't currently have the 
knowledge to do this, and this leaves open the idea that we might learn how to 
do it. But one might think we don't necessarily have to know all this, and until we 
understand better how the Earth works we're stuck with relatively crude 
monitoring, so why not just do small experiments to see how something works in 
a  particular place? Then if it works well in one place we might roll it out 
elsewhere, and if it doesn't we just stop.

Well there is already a good solution to remove prevent (some) CO2

http://cafehayek.com/2012/01/spaceship-earth.html


from leaking into the atmosphere. Stationary sites of energy
conversion into electricity is that solution because the CO2 is caught
and chemically changed into a sold form thereby preventing its release
into the atmosphere. Mobile sites of energy conversion, like
combustion engines in automobiles, do not have this opportunity, at
least not with our current technology.

However, many environmentalists aren't interested in doing that. They think they 
know how to fix global warming or whatever and they just want to make 
everybody else follow their plan, with or without their consent. However, if they 
follow their plan without the consent of others they may miss problems with their 
plans.

I don't think that they think they know how to *fix* global warming.
They know how to minimize CO2 release into the atmosphere.

Take, for example, the idea that we should all do without individual cars and use 
public transport to cut down on CO2 emissions. The question that the 
environmentalists don't ask is why people have cars to start with. Perhaps they 
have lots of interesting places to go and don't want to wait around for buses and 
trains. Perhaps people want to be able to have interesting and private 
discussions about mutual problems while they're going from one place to 
another.

We could still use cars but we could switch away from combustion
engines.

Then there's the idea that food should be grown locally rather than being 
transported from one country to another. This, too, solves problems that the 
environmentalists don't seem to know or care about. It may be the case that it 
would be difficult to grow a given fruit or something in the UK because of the 
climate and the fact that there aren't enough people who know how to grow the 
fruit using our current knowledge. So the best way for people to get the fruit in 
question is just to buy it.

The problem isn't that the environmentalists want to engineer the Earth, but, 
rather, that they aren't interested in how to do it in a way that benefits people by 



their own lights.

I think that environmentalists are simply saying that the problem of
global warming hurts us more than the problem of losing some of our
privileges that result in high CO2 output.

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Deutsch's Coercion
Date: January 4, 2012 at 1:43 PM

On Jan 4, 2012, at 6:35 AM, Rami Rustom wrote:

On Jul 20 2011, 1:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 20, 2011, at 11:11 AM, Lulie Tanett wrote:

It seems to be adding on unnecessary stuff again. If all the rival theories have 
problems, you believe the least-problematic one by default

No, that would be coercion (concept and term both due to David Deutsch, 
FYI).

http://fallibleideas.com/coercion

Well, actually, let's back up. This is ambiguous.

The word "problematic" is ambiguous between problems meaning *flaws* and 
problems meaning opportunities to learn and improve. All good theories are 
always problematic in the second sense. I take the first sense to be intended. 
I'll speak of "flawed" theories rather than "problematic" going forward.

So, if you think X (X = some idea) is the least flawed (but is flawed) and you 
*do anything with X*, then that's coercion. You believe you're causing 
something bad to happen (due to whatever the flaw(s) in X is) and you do it 
anyway.

You're doing something while having an active conflicting idea (about why it's a 
bad idea and won't work).

This is very interesting. I didn't realize that one could coerce
themselves.

Yes.

I thought coercion could only happen from one on to
another.

http://fallibleideas.com/coercion


So consider my method of problem solving that I described in the
thread named _Are over-analyze and over-think fallacious terms?_
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/fd0e42ef17dde2c9/b34b12a39f23fa85?
lnk=gst&q=analyze#b34b12a39f23fa85

An excerpt from that thread:
You should only quit thinking once you’ve solved the problem and you no 
longer feel confused. Or, put a flag on that issue and move on; then later check 
that flag and reflect on that issue again and again with

the intention of eventually solving the problem and removing the
confusion.

So consider the *put a flag on that issue and move on* step. So
according to Deutsch's definition, my method would cause one to coerce
herself.

No.

Consider, "Coercion is the psychological state of enacting one idea or impulse 
while a conflicting impulse is still active in one's mind."

Note the word *active*. When you (correctly) flag an issue and move on, you're 
*making it inactive* (for now).

-- Elliot Temple
http://curi.us/

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/fd0e42ef17dde2c9/b34b12a39f23fa85?lnk=gst&q=analyze#b34b12a39f23fa85
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] A philosophical argument by a 3 year 4 month old
Date: January 4, 2012 at 1:49 PM

On Jan 3, 2012, at 3:35 PM, Lulie Tanett wrote:

On 30 Dec 2011, at 04:22 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Dec 29, 9:47 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 29, 2011, at 2:04 PM, Rami Rustom wrote:

From a follow up email, Rami writes:

I read somewhere that typically kids begin to question things critically at age 
10.

That is scientism (and false).

BoI has some criticism of scientism.

One way to see it's false is to consider that learning requires criticism (and 
that involves questioning stuff). So if people learn stuff, they must question 
and criticize.

It's uncontroversial that kids learn tons of stuff long before age 10. For 
example they learn to speak and walk. So the kind of thinking necessary for 
learning does not wait until age 10.

I should have said *very* critically or what ever word was used in
what I read. And I should have replaced typically with most. I'm
pretty sure that the 10 year old figure is based on sociology; the
bell curve. So that would mean that lets say the middle 75% of kids
think at this *very critical* level at age 10.

Most parents/adults have no idea wtf their children are even saying. It's as if 
they can't hear meaning of normal sentences when they're said by children. 
(And usually assume what the child is saying is wrong or meaningless.)



Would you give a few examples?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Deutsch's Coercion
Date: January 4, 2012 at 1:49 PM

On Jan 4, 12:43 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 4, 2012, at 6:35 AM, Rami Rustom wrote:

On Jul 20 2011, 1:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 20, 2011, at 11:11 AM, Lulie Tanett wrote:

It seems to be adding on unnecessary stuff again. If all the rival theories 
have problems, you believe the least-problematic one by default

No, that would be coercion (concept and term both due to David Deutsch, 
FYI).

http://fallibleideas.com/coercion

Well, actually, let's back up. This is ambiguous.

The word "problematic" is ambiguous between problems meaning *flaws* and 
problems meaning opportunities to learn and improve. All good theories are 
always problematic in the second sense. I take the first sense to be intended. 
I'll speak of "flawed" theories rather than "problematic" going forward.

So, if you think X (X = some idea) is the least flawed (but is flawed) and you 
*do anything with X*, then that's coercion. You believe you're causing 
something bad to happen (due to whatever the flaw(s) in X is) and you do it 
anyway.

You're doing something while having an active conflicting idea (about why it's 
a bad idea and won't work).

This is very interesting. I didn't realize that one could coerce
themselves.

Yes.

I thought coercion could only happen from one on to
another.

http://fallibleideas.com/coercion


So consider my method of problem solving that I described in the
thread named _Are over-analyze and over-think fallacious terms?_
http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

An excerpt from that thread:
You should only quit thinking once you’ve solved the problem and you no 
longer feel confused. Or, put a flag on that issue and move on; then later 
check that flag and reflect on that issue again and again with

the intention of eventually solving the problem and removing the
confusion.

So consider the *put a flag on that issue and move on* step. So
according to Deutsch's definition, my method would cause one to coerce
herself.

No.

Consider, "Coercion is the psychological state of enacting one idea or impulse 
while a conflicting impulse is still active in one's mind."

Note the word *active*. When you (correctly) flag an issue and move on, you're 
*making it inactive* (for now).

Ah. So Deutsch's *coercion* is a special case of my *confusion*. In my
*confusion*, the *flag and move on* situation doesn't remove the
*confusion* but it does remove the *coercion*.

--Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/th


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Trust (was: A people vs people)
Date: January 4, 2012 at 2:08 PM

On Jan 3, 2012, at 6:55 AM, Don Crimbchin wrote:

On Jan 2, 9:40 pm, Elliot Temple <c...@curi.us> wrote:

I don't think trust is a good basis for this kind of thing.

What is trust supposed to accomplish? Getting them (some individuals?) to 
participate in some projects of ours? It would be better if people did that after 
rational consideration of whether those projects are in their interest, not based 
on some generic trust or distrust.

One way this is different is if they make a judgement call, they can take 
responsibility for it. Whereas with trust, the usual thing is to *refuse 
responsibility* for whatever one is trusting about, and then if it goes badly to 
*hold the person/group you trusted responsible*. Such strategies for 
irresponsibility cause, rather than solve, problems.

-- Elliot Templehttp://beginningofinfinity.com/

"Trust" means a lot of different things, and you are correct that some
applications of the concept cause problems.

But our project might require us to ask others to rationally consider
whether we will act as we say we will in the future.  Without that
very minimal form of trust, I don't see how any political cooperation,
least of all war, is possible.

You do not need to trust people to make predictions about how they will act in the 
future, take responsibility for your predictions, and act according to them.

Businesses do this kind of thing routinely. Businesses pretty often do not trust 
each other but still work together. They protect themselves with mechanisms like 
contracts (plus enforcement mechanisms). But not only like that.

A big thing businesses consider when dealing with people they don't trust is:

http://beginningofinfinity.com/


1) is this other entity a big business that will try to act in its rational financial self 
interest?

2) can i predict that they will make lots of money by continuing our partnership, 
abiding by our contract, or whatever the relevant thing is?

If you can answer "yes" and "yes" then it's a lot safer. But if, say, you predict 
they'll be losing money, then you have to be a lot more cautious.

So there are ways to approach these kinds of things other than trust.

Governments are different than companies. As are societies. To predict stuff 
about them, one has to use somewhat different criteria, but sometimes one can 
make good predictions. There are aspects of the US Government (or military too), 
for example, that are pretty solid, reliable, predictable, routine, etc... And other 
parts and actions which are hard to predict and much less reliable.

Trust is often thought of in a very generic way. X trusts Y or distrusts Y. But even 
with people, let alone Governments, that is a serious mistake. Parts of the US 
Government are very reliable and trustworthy and predictable, and other parts are 
not. One needs to be discriminating depending on what the issue in question is, 
not generically trust the US (or US govt, or US military, or US society) or not trust 
it.

A US fan/supporter/truster would be foolish to "trust" us about everything. And a 
detractor would be foolish to "trust" us about nothing. They should make more 
rational predictions than that.

They could take responsibility for the decision to believe that I will
keep my word by promising to reward me if I keep it, or punish me if I
violate it, thus giving me an incentive to keep it.

That's not what I meant. I meant personal responsibility, not making threats.

For example, a company might make a deal and take responsibility for it. 
Imagine, unrealistically, that there is no contract, the company simply takes 



responsibility for what happens. If the other party screws them over then what 
does taking responsibility mean? They write it off as a loss and perhaps a poor 
business decision. Instead of complaining, whining, or going after the other party 
for compensation. If you're looking for compensation that is not taking 
responsibility yourself, it's holding the other party responsible, which is different 
(and certainly legitimate in some circumstances. but, for one thing, it's not always 
an available option. so if you aren't going to be able to hold the other party 
responsible, then the right thing to do is not trust or distrust, but *take 
responsibility yourself* and proceed, or not, on that basis).

Let's consider another example. I am going to meet my friend at the park to play 
frisbee, at 3pm on Tuesday.

He doesn't show up. Doh.

Should I flip a switch from trust to distrust? Nah.

Should I make him promise that next time he'll come? No.

Should I complain? Sure, some, but not a lot (clear communication of your 
opinion on the matter, once, is good, but nagging him isn't going to help anyone).

What I should do, if I still want to meet for frisbee again next week? Or if he 
invites me again?

Well, I should keep in mind that he might not show up again. That is possible. 
And if it happens, he isn't going to pay me for my wasted time. I'm not going to be 
able to hold him liable or responsible. I should not even try.

I should make my decision not based on whether I trust him to show up but 
whether I'm willing to take responsibility, myself, for the outcome. If I choose to 
agree to meet, and he doesn't show up, *I am responsible for that time I spent 
waiting*. If I'm willing to choose to risk that for the chance at frisbee, then that's 
fine, and if he doesn't show up then *I* took that risk and I will have no cause for 
complaint and will not bug him about it. And given that this is all my responsibility 
now, I ought to take steps for mitigating *my* risk, rather than take steps for 
blaming it on him. That means, e.g., bringing a book. And it means not agreeing 
to meet up if I would really mind waiting and going home.



The very first time the other guy doesn't show up, you haven't got any serious 
grievance since it was your first time meeting him, and you don't know much 
about him, so you shouldn't have strong expectations about him and should take 
responsibility yourself.

And the second time, well, it was your decision to go.

There is a saying, "Fool me once, shame on you. Fool me twice, shame on me." 
Live by it.

But not showing up to an initial meeting isn't that rare, so it should not fool you.

The only way to really get fooled is if your friend shows up the first 10 times, then 
not the 11th. Now you can be like, "Huh? He seemed reliable, but he fooled me." 
But now you know. Take responsibility going forward, don't just make him say, 
"I'm so sorry but I won't fail to show up again. Please trust me."

 If it turns out
that their belief in my my word is a mistake, in the future they will
know better and not take my word again.  Would you find that process
objectionable?

A larger problem is that if the goal is the spread of free
institutions, then the process of rational consideration is itself
what we are arguing for.  If something is important enough to kill
for, it must be important enough to put some effort into making our
position more understandable.  There are many people who lack
experience in seeking explanations and openly criticizing them, and
are stuck with less reliable heuristics like interpersonal trust.  We
are still morally compelled to at least try to appeal to such people
before we resort to bloodshed.

That sounds OK but a bit vague. What policy changes, or anything else, are you 
specifically proposing? The US has always made attempts at persuasion before 
bloodshed -- the real issue is how much to try, in what ways, and how much to let 



that interfere with military action, and so on.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: stephen.push@gmail.com
Subject: [BoI] Re: Biological Universality
Date: January 4, 2012 at 3:52 PM

On Jan 4, 11:52 am, Rami Rustom <ramir...@gmail.com> wrote:

I don't know what you mean by *must prevail*. Could you define that?

By prevail I mean pass genes into future generations.  Although the
overall trend in evolution has been more complex organisms evolving
from less complex, the opposite has happened from time to time.  But I
won't belabor this point unless you think it is still on topic.

Again I think we're talking past each other. You are talking about
gene loss due to extinction. I'm referring to gene loss in a specific
species; a species that doesn't go extinct.

That's a tricky question because of the ambiguity in trying to
identify different species over time.  Clearly some genes (alleles to
be more precise) are extinguished from populations.  But is the former
population the same species as the current one?  That's a somewhat
arbitrary determination, because the most common species concept, the
biological species concept, depends on whether two species
interbreed.  Again, I'll drop this line of discussion if you think
it's getting off topic.

Sure but that would be a completely different species; which is
irrelevant to my argument (another case of talking past each other). I
thought you were saying that an existing 4-base code multi-cell
organism could experience a selective pressure that would change its 4-
base code system to something else. This I disagree with because it
doesn't reconcile with Deutsch's universality principle.

I don't know if it violates the the universality principle, but it
seems like a physical impossibility.  Whether it's the best possible
code or not, all current life on Earth is irrevocably tied to this
code.

I don't' know what you mean. If a single-cell organism experienced a
selective pressure that caused its 4-base system to change, this would



also be a code that would be dictated by Deutsch's universality
principle. A non-universal code is not possible.

Not according to Deutsch.  He postulates non-universal codes that
arose early in the origin of life but didn't last.  Eventually,
according to Deutsch, at least one of these codes developed
"universality" and became the DNA/RNA code we have today.  Perhaps the
DNA/RNA code out-competed the other codes for limited resources.
That's an idea that could be tested in a laboratory or a computer
model.  (The experiment wouldn't indicate whether it actually happened
-- just whether it is possible.)

I don't know what you mean by *that seems like an empirical question*.
Could you rephrase?

The best way to determine the properties of the navigation and
communication systems of mormyrid fishes is through observation and
experimentation.  Applying a principle like universality will not
provide any reliable information -- although perhaps it could help
generate some interesting hypotheses to test.

So is there evidence that those gene pools didn't mix with African
gene pools?

Pure sub-Saharan African populations don't carry the Neanderthal genes
because the prehistoric migration was away from sub-Saharan Africa.
But that is changing now.  In the last few centuries, Europeans,
Asians, and other non-Africans have migrated to Africa, while people
of African descent can be found throughout the world today.  Mixed
race children will inherit some Neanderthal genes.  If the Neanderthal
genes persist, I would except them to be worldwide someday.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 4, 2012 at 5:26 PM

On Jan 4, 2:52 pm, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 4, 11:52 am, Rami Rustom <ramir...@gmail.com> wrote:

I don't know what you mean by *must prevail*. Could you define that?

By prevail I mean pass genes into future generations.  Although the
overall trend in evolution has been more complex organisms evolving
from less complex, the opposite has happened from time to time.  But I
won't belabor this point unless you think it is still on topic.

Hi Steve, I'm sorry if I've given the impression that your point was
not on topic. All I meant was that we were talking about 2 different
points. I think that both points are on topic and that we should
continue discussing them until we reach agreement. :)

Btw, I think all points are always on topic. All knowledge is
connected, either directly or indirectly. I don't like the idea of
separating fields of study, just like David and Elliot. Any tangent
could be interesting and for me, if we have disagreement, then its
interesting.

On another note, I think that its possible that all of the
disagreements that still exist in this thread are actually just one
disagreement. But since we can't know this yet, I'll continue to treat
each one separately.

So back to the subject, could you provide a criticism in the form of
an example of a case of devolution?

If you are talking about the fish example, can you tell me whether
that example involves going in the reverse direction from one emergent
stage to a previous emergent stage?
-- If not, then we're not talking about the same thing. So in this
case, maybe you are saying that devolution can occur within a stage?
If so, I agree on this because universality doesn't hold between stage



transitions.

Again I think we're talking past each other. You are talking about
gene loss due to extinction. I'm referring to gene loss in a specific
species; a species that doesn't go extinct.

That's a tricky question because of the ambiguity in trying to
identify different species over time.  Clearly some genes (alleles to
be more precise) are extinguished from populations.  But is the former
population the same species as the current one?  That's a somewhat
arbitrary determination, because the most common species concept, the
biological species concept, depends on whether two species
interbreed.  Again, I'll drop this line of discussion if you think
it's getting off topic.

Think of a line of species instead of just one species. A line of
species, which has reached a stage of universality, will not devolve
to the previous stage. This follows from the universality principle.

Sure but that would be a completely different species; which is
irrelevant to my argument (another case of talking past each other). I
thought you were saying that an existing 4-base code multi-cell
organism could experience a selective pressure that would change its 4-
base code system to something else. This I disagree with because it
doesn't reconcile with Deutsch's universality principle.

I don't know if it violates the the universality principle, but it
seems like a physical impossibility.  Whether it's the best possible
code or not, all current life on Earth is irrevocably tied to this
code.

On this point, it seems that the only possible way to move forward to
reach agreement is for you to reread the universality chapter in BoI
in order to form a criticism (since I created the conjecture).

What chapter was that?



I don't' know what you mean. If a single-cell organism experienced a
selective pressure that caused its 4-base system to change, this would
also be a code that would be dictated by Deutsch's universality
principle. A non-universal code is not possible.

Not according to Deutsch.  He postulates non-universal codes that
arose early in the origin of life but didn't last.  Eventually,
according to Deutsch, at least one of these codes developed
"universality" and became the DNA/RNA code we have today.  Perhaps the
DNA/RNA code out-competed the other codes for limited resources.
That's an idea that could be tested in a laboratory or a computer
model.  (The experiment wouldn't indicate whether it actually happened
-- just whether it is possible.)

Ah let me clarify. In my previous argument, I was assuming that
another stage of universality had been reached.

In your example, yes a non-universal code could exist while the
organism was sort of trying out new codes (very bad description I
know).

I don't know what you mean by *that seems like an empirical question*.
Could you rephrase?

The best way to determine the properties of the navigation and
communication systems of mormyrid fishes is through observation and
experimentation.  Applying a principle like universality will not
provide any reliable information -- although perhaps it could help
generate some interesting hypotheses to test.

Oh I see what you mean. But we don't need to do this just yet. The
above argument should suffice.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Trust (was: A people vs people)
Date: January 4, 2012 at 5:39 PM

On Jan 4, 1:08 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 3, 2012, at 6:55 AM, Don Crimbchin wrote:

On Jan 2, 9:40 pm, Elliot Temple <c...@curi.us> wrote:

I don't think trust is a good basis for this kind of thing.

What is trust supposed to accomplish? Getting them (some individuals?) to 
participate in some projects of ours? It would be better if people did that after 
rational consideration of whether those projects are in their interest, not 
based on some generic trust or distrust.

One way this is different is if they make a judgement call, they can take 
responsibility for it. Whereas with trust, the usual thing is to *refuse 
responsibility* for whatever one is trusting about, and then if it goes badly to 
*hold the person/group you trusted responsible*. Such strategies for 
irresponsibility cause, rather than solve, problems.

-- Elliot Templehttp://beginningofinfinity.com/

"Trust" means a lot of different things, and you are correct that some
applications of the concept cause problems.

But our project might require us to ask others to rationally consider
whether we will act as we say we will in the future.  Without that
very minimal form of trust, I don't see how any political cooperation,
least of all war, is possible.

You do not need to trust people to make predictions about how they will act in 
the future, take responsibility for your predictions, and act according to them.

Businesses do this kind of thing routinely. Businesses pretty often do not trust 
each other but still work together. They protect themselves with mechanisms 
like contracts (plus enforcement mechanisms). But not only like that.

A big thing businesses consider when dealing with people they don't trust is:

http://beginningofinfinity.com/


1) is this other entity a big business that will try to act in its rational financial self 
interest?

2) can i predict that they will make lots of money by continuing our partnership, 
abiding by our contract, or whatever the relevant thing is?

If you can answer "yes" and "yes" then it's a lot safer. But if, say, you predict 
they'll be losing money, then you have to be a lot more cautious.

So there are ways to approach these kinds of things other than trust.

Governments are different than companies. As are societies. To predict stuff 
about them, one has to use somewhat different criteria, but sometimes one can 
make good predictions. There are aspects of the US Government (or military 
too), for example, that are pretty solid, reliable, predictable, routine, etc... And 
other parts and actions which are hard to predict and much less reliable.

Trust is often thought of in a very generic way. X trusts Y or distrusts Y. But even 
with people, let alone Governments, that is a serious mistake. Parts of the US 
Government are very reliable and trustworthy and predictable, and other parts 
are not. One needs to be discriminating depending on what the issue in 
question is, not generically trust the US (or US govt, or US military, or US 
society) or not trust it.

This seems to suggest that when dealing with a person, there is only 1
entity to consider. But actually even the mind is composed of many
competing factions just like in governments, societies, and
businesses. David Eagleman, in _Incognito_, calls it the team-of-
rivals framework. Its fascinating!!!

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: A philosophical argument by a 3 year 4 month old
Date: January 4, 2012 at 5:44 PM

On Jan 4, 12:49 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 3, 2012, at 3:35 PM, Lulie Tanett wrote:

On 30 Dec 2011, at 04:22 AM, Rami Rustom <ramir...@gmail.com> wrote:

On Dec 29, 9:47 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 29, 2011, at 2:04 PM, Rami Rustom wrote:

From a follow up email, Rami writes:

I read somewhere that typically kids begin to question things critically at 
age 10.

That is scientism (and false).

BoI has some criticism of scientism.

One way to see it's false is to consider that learning requires criticism (and 
that involves questioning stuff). So if people learn stuff, they must question 
and criticize.

It's uncontroversial that kids learn tons of stuff long before age 10. For 
example they learn to speak and walk. So the kind of thinking necessary for 
learning does not wait until age 10.

I should have said *very* critically or what ever word was used in
what I read. And I should have replaced typically with most. I'm
pretty sure that the 10 year old figure is based on sociology; the
bell curve. So that would mean that lets say the middle 75% of kids
think at this *very critical* level at age 10.

Most parents/adults have no idea wtf their children are even saying. It's as if 
they can't hear meaning of normal sentences when they're said by children. 
(And usually assume what the child is saying is wrong or meaningless.)



Would you give a few examples?

I have one that might happen to others. While watching a national
geographic video, the camera was looking down to the earth and the
whole field of view was a plane of birds flying. The plane of birds
split in half and immediately my then 2 year old said, 'It tared!'  I
imagine that a parent might say, 'Psh... kids.' But what I did was ask
her questions and then explained the real term to use.

--Rami



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 4, 2012 at 9:36 PM

On Tue, Jan 3, 2012 at 5:25 PM, stephen.push@gmail.com
<stephen.push@gmail.com> wrote:

On Jan 3, 2:57 pm, Richard Fine <richard.f...@gmail.com> wrote:

I think perhaps you should interpret it more literally. Induction -
the process of generalising from observations to a broader theory with
no other inputs to the decisionmaking process - literally *does not
exist* - it cannot, because it is logically possible to reach a single
general theory without some other means, as we have discussed.

I believe that is a straw man argument.  Proponents of inductive
reasoning of which I am aware do *not* hold that there are "no other
inputs to the decisionmaking process."

Could you clarify what inputs to the decision making process are
inductive or compatible with induction, and which aren't?

If you want to claim they are all compatible, then what meaning does
induction have? And if some are incompatible and could refute your
view, what are they?

It sounds like you think that all reasoning is either inductive or
deductive, and there are no other possibilities. Is that accurate?

No, that is not accurate.  There are kinds of reasoning that are
neither inductive nor deductive.  But to the best of my knowledge, all
of the well-articulated theories concerning how scientific reasoning
is done invoke some kind of induction, deduction, or both.

But Popper's theory (as advocated also by Deutsch) is primarily neither.

Could you explain how Popper's conjecture-and-refutation approach is 
deductive?

In The Logic of Scientific Discovery, Popper wrote:  "To give a casual



explanation of an event means to deduce a statement which describes
it, using as premises of the deduction one or more universal laws,
together with certain singular statements, the initial
conditions."  (New York:  Basic Books, 1959, p.59)

You are quoting Popper discussing a narrow issue (giving a causal
explanation of an event) in an early book. What does that have to do
with his views on conjectures and refutations, and his approach to
learning scientific theories in general?

Note that interesting scientific theories are not causal explanations
of events: they are universal theories (or at least broad), rather
than theories to address singular events.

Stephen added:

I may have overstated my case when I said DD's view of scientific reasoning is 
*exclusively* deductive.  His view might involve some aspects that are neither 
deductive nor inductive.  Thus I will temper my statement by saying both 
Popper's and DD's views of scientific reasoning are *primarily* deductive.

I see little deduction. For example one does not deduce what to
conjecture. Nor can one deduce what criticisms to make or how to
evaluate them. Nor does one deduce which explanations are good and
which bad. Nor does deduction tell us what tests to do to test a
scientific theory.

What deduction are you seeing? Could you briefly outline Popper or
DD's views on how we create knowledge, and then point out every
instance of deduction? Or do something to explain where all the
deduction is that you see as the primary thing going on.

Note that neither Popper nor DD agrees with you about the character of
their views, so if you are correct then it is an instance where they
didn't fully understand their own views and the resulting epistemology
came about at least partly by accident. Popper and DD can both be
wrong about these issues, or any other, of course, but so far you
haven't shown a lot of awareness of what problems you are raising
(e.g. that you're strongly contradicting them about the nature of
their epistemology), let alone addressed those problems. Similarly,



you have not answered any of Popper or Deutsch's refutations of
induction -- if you had some serious insight into epistemology I would
expect answers like that and others.

What is your solution to the problem of justification or of induction?

Since you want to interpret DD's views in a way that we both agree
would make them false, I take it you also believe the intended
interpretation (which persuaded myself and others) is also false or in
some way worse, and that's why you shy away from it (that or you don't
know what it is?). So, what's wrong with the non-primarily-deductive
interpretations of DD and Popper?

It seems to me that what's going on is you aren't very familiar with
some ideas, and you're focussed on trying to argue with them prior to
actually understanding what they are (our take on how knowledge is
created simply does not revolve around deduction, and our solution to
the problem of induction is not to use more deduction).

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory. How do you think
that works? I ask this not out of ignorance, but because there are a
variety of different answers people give -- all false -- and I cannot
guess which you have in mind. If you try to present the method of
induction, we could point out issues, and then you could try to
improve it until you give up or persuade us that it's possible to
learn stuff in that way.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] The Danger of Industrialized Food (was: Vegetables and 
Children)
Date: January 4, 2012 at 9:51 PM

On Tue, Jan 3, 2012 at 6:35 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 3, 2:01 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Jan 1, 2012 at 7:26 PM, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 1, 9:19 pm, Anonymous Person <unattributedem...@gmail.com> 
wrote:

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir...@gmail.com> 
wrote:

They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

Why? Because of scientism?

Nope. Part of my own theories.

I disagree. Would you like to give an argument on the topic?

Natural does not mean good.

Usually it does. And industrialized food usually means bad.

Why?

Consider the way industrialized cows are processed:

Cows evolved over millions of years eating grass. The bacteria in
their digestive tracts also evolved with them; and they evolved in a
specific environment; with grass.

But now industrialized cows are fed corn; so the bacteria are now put
into a different environment.

This causes huge changes in ecology which increases populations of



some bacteria, decreases others, kills others, and probably creates
others. These changes are sometimes by many orders of magnitude. So
consider that E Coli is lets say 1,000 times more abundant in
industrialized cows vs organic cows.

Do you have any facts or statistics or anything? You basically say
that change changes stuff, and that could be worse. That is not in
line with BoI's pro-progress, pro-technology view on optimism and
(un)sustainability.

You praise organic food. Do you know anything about organic food? It
has dangers, and it uses modern technologies too. Why is it supposed
to be better? No good reason given. What does organic even mean? There
is no standard meaning adhered to be all the farmers (and, sometimes,
giant companies) sharing the "organic" label. Why is using one modern
chemical instead of another, not adhering to some of the safety
standards of big farming concerns using regular approaches, and
calling that organic, and raising the price 25%, an improvement?

The next worrisome point is that industrialized cows are bunched
together in small spaces which causes feces to accumulate on their
hides,

Yes, the modern world has new problems.

Problems are inevitable. But they also have solutions. For example cow
hides can be cleaned or not eaten.

which I'll discuss in the next point. But for now, consider
what these closed spaces cause to the cows; constant stress. What does
constant stress cause? Stress causes the body to produce a hormone
called Cortisone. We know that continuous cortisone levels has harmful
effects to the human body so it follows that it has harmful effects to
the cow. What sorts of changes are occurring to the cow's meat? I
don't know but it could be harmful for our consumption.

You don't know of any danger. But you scare your kids, and change and
control their diet (allowing "freedom" within some parameters you find



acceptable), anyway?

Why didn't you say that non-industrial cows are dangerous because at
any moment they may be eaten by wolves, which is stressful, causing
high levels of cortisone?

As long as we're making things up, we could just as easily say that
cow farms reduce stress and therefore solve, rather than cause, this
problem.

Or we could say that we know cortisone is good for the human body, so
it's probably good for cows too.

All of this stuff is easy to vary.

Now consider one more point. Do you think it is moral to bunch up cows
in small spaces and pump hormones in them so that they eat more and
gain weight? Is this a liberal view?

Cows are not moral entities.

They haven't got rights, preferences, ideas, etc.

Liberalism advocates things like persuasion as the right approach to
resolving conflicts. But you cannot persuade a cow of anything.

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: The Danger of Industrialized Food (was: Vegetables and 
Children)
Date: January 4, 2012 at 10:16 PM

On Jan 4, 8:51 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Tue, Jan 3, 2012 at 6:35 PM, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 3, 2:01 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Jan 1, 2012 at 7:26 PM, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 1, 9:19 pm, Anonymous Person <unattributedem...@gmail.com> 
wrote:

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir...@gmail.com> 
wrote:

They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

Why? Because of scientism?

Nope. Part of my own theories.

I disagree. Would you like to give an argument on the topic?

Natural does not mean good.

Usually it does. And industrialized food usually means bad.

Why?

Consider the way industrialized cows are processed:

Cows evolved over millions of years eating grass. The bacteria in
their digestive tracts also evolved with them; and they evolved in a
specific environment; with grass.

But now industrialized cows are fed corn; so the bacteria are now put
into a different environment.



This causes huge changes in ecology which increases populations of
some bacteria, decreases others, kills others, and probably creates
others. These changes are sometimes by many orders of magnitude. So
consider that E Coli is lets say 1,000 times more abundant in
industrialized cows vs organic cows.

Do you have any facts or statistics or anything? You basically say
that change changes stuff, and that could be worse. That is not in
line with BoI's pro-progress, pro-technology view on optimism and
(un)sustainability.

BoI says nothing about this. BoI only talks about the fact that
problems are soluble and that we can find solutions via knowledge
creation and thus technology. I absolutely agree.

But today, that technology does not yet exist. And so the danger is
still here.

I think that BoI's ideas of future problem solving is irrelevant to
this point. Although I'm only in chapter 7. :)

You praise organic food. Do you know anything about organic food? It
has dangers, and it uses modern technologies too. Why is it supposed
to be better? No good reason given. What does organic even mean? There
is no standard meaning adhered to be all the farmers (and, sometimes,
giant companies) sharing the "organic" label. Why is using one modern
chemical instead of another, not adhering to some of the safety
standards of big farming concerns using regular approaches, and
calling that organic, and raising the price 25%, an improvement?

I meant to say locally-grown. Organic is a label that is misused
often. Also the restrictions on what is organic is too strict.

Also, consider that naturally-grown and industrialized is a spectrum;
not a 1/0.

The next worrisome point is that industrialized cows are bunched



together in small spaces which causes feces to accumulate on their
hides,

Yes, the modern world has new problems.

Problems are inevitable. But they also have solutions. For example cow
hides can be cleaned or not eaten.

And many times they aren't cleaned. Because big companies are
interested in maximizing profit, not your health. To them, health is
an annoying thing that they must do to continue maximizing profits.

which I'll discuss in the next point. But for now, consider
what these closed spaces cause to the cows; constant stress. What does
constant stress cause? Stress causes the body to produce a hormone
called Cortisone. We know that continuous cortisone levels has harmful
effects to the human body so it follows that it has harmful effects to
the cow. What sorts of changes are occurring to the cow's meat? I
don't know but it could be harmful for our consumption.

You don't know of any danger.

Don't know the danger? I think you've taken this one point and
extrapolated it to the entire idea. This is an incorrect assumption.
My ideas came from facts. But I did not include them in my argument. I
was trying to make the post short and purely philosophical/
mathematical without resorting to facts. And it seems that you want me
to deviate from this. But if you don't mind, I rather keep the facts
out and stick to just hard-to-vary explanations.

But you scare your kids, and change and
control their diet (allowing "freedom" within some parameters you find
acceptable), anyway?

Scare? I don't like fear-mongering. This is an incorrect assumption.

I'm still learning the freedom idea of liberalism and TCS. These



things don't happen instantly as Deutsch says in a TCS article.

Why didn't you say that non-industrial cows are dangerous because at
any moment they may be eaten by wolves, which is stressful, causing
high levels of cortisone?

Because that would be false. Locally-grown cows aren't being eaten by
wolves.

And its about constant high levels, not just temporarily high levels.

As long as we're making things up, we could just as easily say that
cow farms reduce stress and therefore solve, rather than cause, this
problem.

Locally-grown cows do live in farms.

What exactly have I made up?

Or we could say that we know cortisone is good for the human body, so
it's probably good for cows too.

Cortisone is not bad. Constant cortisone is bad.

All of this stuff is easy to vary.

Tell me how it could vary.

Now consider one more point. Do you think it is moral to bunch up cows
in small spaces and pump hormones in them so that they eat more and
gain weight? Is this a liberal view?

Cows are not moral entities.



Btw, I'm new to the study of morality.

So what about dogs and cats? Are they moral entities?

They haven't got rights, preferences, ideas, etc.

Do dogs and cats have these? If not, then why do we treat dogs/cats
differently than cows?

Liberalism advocates things like persuasion as the right approach to
resolving conflicts. But you cannot persuade a cow of anything.

And dogs and cats?

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Induction
Date: January 4, 2012 at 10:44 PM

On Jan 3, 2012, at 1:12 AM, agass wrote:

Question:
Isn't induction sometimes used in science?
Answer:
Preliminary: The traditional question here is not of the possible use of
induction but of its validity (i.e., guarantee for the transmission of truth
from its premises to tis conclusion). And it is never valid except in
systems under the constraints that render its validity logically
demonstrable.
As to the question itself, the current situation is this.
The standard discussion of induction (in the philosophy-of-science
literature so-called) concerns generalizations of observation reports.
The convention established by the Royal Society of London at its foundation
about it is the only convention that is never, never under dispute in the
scientific community. It is this:
An observation counts if and only if it is reported at least twice by
independent sources and recognized in its generalized version. It is then
admitted until refuted, in which case, added Newton (Opticks, final Query),
it has to be reinstated with proper qualifications.
No room for induction thus far.
Induction  may possibly enter science through taxonomy (where it came from), 
particularly when classifications are supported by arguments from molecular 
biology.

What do you mean?

That is not the story I recall Popper telling about where induction came from.

He attributes it originally to Aristotle, who he says blamed it on Socrates, perhaps 
because of a guilty conscience (or, more literally, a recognition that it didn't work). 
I think this is in World of Parmenides.

And he talks about induction and Bacon, and reading the book of nature, and that 
stuff. I think that's in C&R.



Induction has roles to play quite apart from classification, such as supplying 
justification for ideas people couldn't deduce but wanted to claim were 
Knowledge. And trying to prop up empiricism and explain how to read the book of 
nature. And, well, Popper said it better, as I recall, and I think you're familiar, so 
can you explain to me what your point is?

 Thus far they are plainly unscientific. So, as far as I know, thus
far the answer is still in the negative.
See Abel Schejter and Joseph Agassi, "Molecular Phylogenetics", in Joseph
Agassi and Robert S. Cohen, Scientific Philosophy Today: Essays in Honor of
Mario Bunge, Boston Studies in the Philosophy of Science, 67, 1982. 333-356.
In conclusion, whether induction is sometimes used in science or not matters
not as long as its fruit is not privileged, namely, it is either ignored or
met with effort to test it.

Are you suggesting induction *can* be used? How does one do that?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Where do we go from here?
Date: January 4, 2012 at 10:45 PM

On Dec 31, 2011, at 11:45 PM, steve whitt wrote:

4) Showing how significant people are. Why does so much modern science
writing feel the need to tear down humans ("pond scum" and so on)?
We're amazing, and it's through science (not mysticism) that we learn
how amazing we are.

Some of those writers are modern, leftist atheists, who are playing a social game 
of not being religious (instead they are "rational", as defined by that subculture, 
partially correctly but partially incorrectly). Their identity is substantially tied up in 
rejecting concepts they deem religious, such as humans being special, morality, 
and the value of traditions they don't personally understand.

It is bad to focus one's energies primarily on opposing stuff instead of creating, 
learning, or progressing. One needs to do good things, not just oppose bad ones. 
Deutsch talks about this at the very start of The Fabric of Reality when he 
discusses writing the book to explore good ideas and not to defend them against 
bad ideas, nor to refute bad ideas. He says he refutes bad ideas when it's 
convenient to explaining the good ideas he's focussed on considering and 
exploring.

Things it's bad to be too focussed on opposing include religion, mysticism, 
pollution, Wallstreet, induction, evolution, creationism, homosexuality, Christmas 
and humans.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] The Danger of Industrialized Food (was: Vegetables and 
Children)
Date: January 4, 2012 at 11:45 PM

On Jan 4, 2012, at 10:16 PM, Rami Rustom wrote:

They haven't got rights, preferences, ideas, etc.

Do dogs and cats have these? If not, then why do we treat dogs/cats
differently than cows?

Part of it is the same reason that we treat dolls differently than chunks of 
industrial plastic.

~Woty

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: The Danger of Industrialized Food (was: Vegetables and 
Children)
Date: January 4, 2012 at 11:54 PM

On Jan 4, 10:45 pm, Woty Regan <wotyf...@gmail.com> wrote:
On Jan 4, 2012, at 10:16 PM, Rami Rustom wrote:

They haven't got rights, preferences, ideas, etc.

Do dogs and cats have these? If not, then why do we treat dogs/cats
differently than cows?

Part of it is the same reason that we treat dolls differently than chunks of 
industrial plastic.

I'm not sure what you mean. Are you saying that treating dogs and cows
differently is a rational meme or an irrational one? Keep in mind that
they are both sentient organisms, just as we are. Please note that I'm
only conjecturing. I really don't know one way or the other. But my
first inkling is to treat them the same because I think they have the
same level of sentience.

--Rami



From: stephen.push@gmail.com
Subject: [BoI] Re: Biological Universality
Date: January 5, 2012 at 1:06 AM

On Jan 4, 5:26 pm, Rami Rustom <ramir...@gmail.com> wrote:

So back to the subject, could you provide a criticism in the form of
an example of a case of devolution?

I don't like the term "devolution" because it implies that organisms
that lose some structures or functions are degenerate forms.  This
term arises from the teleological misconception that evolution always
progresses toward greater complexity or perfection.  In fact, all
species -- simple and complex -- are adapted to their respective
environments.

Some additional examples of evolution from complex to simple:

1)  Sexual reproduction was one of the major transitions in
evolution.  But some sexually reproducing species have reverted to
asexual reproduction.

2)  Various cave-dwelling species have lost their eyes.

3)  Dogs have lost many of the social and pup-rearing behaviors
displayed by their wolf ancestors.  This example fulfills your request
for a complex-to-simple change within the same species.  Since wolves
and dogs interbreed, they are the same species, according to the
biological species concept used by zoologists.

4)  Several species of frogs have lost the tadpole stage of their life
cycles.

5)  Some scientists believe that prokaryotes (organisms such as
bacteria with simple cells) may have evolved from eukaryotes
(organisms with complex cells like ours).  See
http://www.msnbc.msn.com/id/12853798/ns/technology_and_science-
science/t/can-evolution-make-things-less-complicated/#.TwU4LFYiFXt
(This article also mentions two other examples of complex-to-simple
evolution: the malaria parasite and baker's yeast.)

http://www.msnbc.msn.com/id/12853798/ns/technology_and_science-science/t/can-evolution-make-things-less-complicated/#.TwU4LFYiFXt


If you are talking about the fish example, can you tell me whether
that example involves going in the reverse direction from one emergent
stage to a previous emergent stage?

I'm not sure what you mean by an emergent stage.  But if you are
looking for major transitions in evolution, I would point you to the
sexual/asexual reproduction example (#1 above).  If the hypothesis in
number 5 above is correct, that would be another example, since the
eukaryote/prokaryote transition is also a major one.

Other than the DNA code, can you give me some examples of jumps to
universality (or emergent stages) in biological evolution?

On this point, it seems that the only possible way to move forward to
reach agreement is for you to reread the universality chapter in BoI
in order to form a criticism (since I created the conjecture).

What chapter was that?

Chapter 6.

Steve



From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 5, 2012 at 3:20 AM

On Jan 4, 9:36 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years old.
He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.  In the 1950s and 1960s, other researchers
found similar patterns of magnetism in lava flows in Iceland and
several areas of the seafloor.  Earth scientists now believe that the
earth's magnetic field has reversed many times over the last 200
million years.  (These facts are from Chapter 1 of Plate Tectonics: An
Insider's History of the Modern Theory of the Earth by Naomi Oreskes,
Cambridge, Mass.: Westview Press, 2003.)

Implicit in this field reversal hypothesis is the belief that all lava
flows and seafloors will show the same pattern of alternating magnetic
orientation throughout the world.  Any deviation from this pattern
that could not be explained by later processes, such a faulting, would
refute the hypothesis.  The belief in the universal pattern of
magnetic orientation could not have been deduced from the magnetic
reversal hypothesis, because the idea of magnetic reversals did not
occur to anyone until after the magnetic pattern had been observed.

I submit that the generalization that all lava floors and seafloors
display the same pattern of alternating magnetic orientations was
induced from the specific observations made in a few areas.

Steve



From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Re: Quantum algorithms for holographic wavefront patterns
Date: January 5, 2012 at 2:19 AM

On Jan 2, 1:06 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

What's the name of the classical algorithm?

There are two Wikipedia described, a Fourier Transform method, and
another calculating point holograms for each point in the image, which
seems to be at least twice as costly as normal ray tracing.

I read an article about holographic displays that may be available in
the near future, using MEMS to raise or lower reflecting surfaces, to
cause interference patterns on the fly.  Sounds awesome!  But if it is
twice as slow as ray tracing to generate images for these even with
the cheapest algorithm, then it would not be a feasible display for
some time in the future.  I think real time ray tracing is still a
little ways off...

.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: The Danger of Industrialized Food (was: Vegetables and 
Children)
Date: January 5, 2012 at 3:39 AM

On Wed, Jan 4, 2012 at 7:16 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 4, 8:51 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Tue, Jan 3, 2012 at 6:35 PM, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 3, 2:01 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Jan 1, 2012 at 7:26 PM, Rami Rustom <ramir...@gmail.com> 
wrote:

On Jan 1, 9:19 pm, Anonymous Person <unattributedem...@gmail.com> 
wrote:

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir...@gmail.com> 
wrote:

They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

Why? Because of scientism?

Nope. Part of my own theories.

I disagree. Would you like to give an argument on the topic?

Natural does not mean good.

Usually it does. And industrialized food usually means bad.

Why?

Consider the way industrialized cows are processed:

Cows evolved over millions of years eating grass. The bacteria in
their digestive tracts also evolved with them; and they evolved in a
specific environment; with grass.



But now industrialized cows are fed corn; so the bacteria are now put
into a different environment.

This causes huge changes in ecology which increases populations of
some bacteria, decreases others, kills others, and probably creates
others. These changes are sometimes by many orders of magnitude. So
consider that E Coli is lets say 1,000 times more abundant in
industrialized cows vs organic cows.

Do you have any facts or statistics or anything? You basically say
that change changes stuff, and that could be worse. That is not in
line with BoI's pro-progress, pro-technology view on optimism and
(un)sustainability.

BoI says nothing about this. BoI only talks about the fact that
problems are soluble and that we can find solutions via knowledge
creation and thus technology. I absolutely agree.

But today, that technology does not yet exist. And so the danger is
still here.

I think that BoI's ideas of future problem solving is irrelevant to
this point. Although I'm only in chapter 7. :)

So when you said, "BoI says nothing about this" you spoke about what's
in the whole book, but you only knew about the first 7 chapters.

I was directly referring to later chapters, in particular the chapters
on optimism and and unsustainability (9 and 17). I directly referenced
the chapter titles. BoI does say things about them.

You, without knowing enough about the book to notice references to the
table of contents page, told me I was mistaken about what topics the
book contains. That's your mistake.

I've read a lot of your posts and I did not find them to be full of
mistakes like this. So perhaps this issue -- the one you have been
coercing your kids over for years -- is special or different for you.

It's hard to talk to people about their blind spots. Especially if



they are not interested and would rather throw up ad hoc objections
(e.g. about BoI not covering some of its major topics, on the basis of
reading 7 chapters) than discuss it.

But don't (re)assure me of your interest. Note that actions speak
louder than words.

You praise organic food. Do you know anything about organic food? It
has dangers, and it uses modern technologies too. Why is it supposed
to be better? No good reason given. What does organic even mean? There
is no standard meaning adhered to be all the farmers (and, sometimes,
giant companies) sharing the "organic" label. Why is using one modern
chemical instead of another, not adhering to some of the safety
standards of big farming concerns using regular approaches, and
calling that organic, and raising the price 25%, an improvement?

I meant to say locally-grown. Organic is a label that is misused
often. Also the restrictions on what is organic is too strict.

Too strict? They are, at least sometimes, too lax.

But surely you did not really mean to say locally-grown, because cows
grown locally (or organically, by the way) can get feces on their
hides, can have cortisone, and so on.

Also, consider that naturally-grown and industrialized is a spectrum; not a 1/0.

That's a common, generic way to brush off criticism, but I don't see
what substantive and relevant claim you're making.

The next worrisome point is that industrialized cows are bunched
together in small spaces which causes feces to accumulate on their
hides,

Yes, the modern world has new problems.

Problems are inevitable. But they also have solutions. For example cow



hides can be cleaned or not eaten.

And many times they aren't cleaned. Because big companies are
interested in maximizing profit, not your health.  To them, health is
an annoying thing that they must do to continue maximizing profits.

This is a combination of a conspiracy theory and naive anti-capitalism.

The conspiracy theory aspect is addressed here:

http://www.settingtheworldtorights.com/node/202

which I'll discuss in the next point. But for now, consider
what these closed spaces cause to the cows; constant stress. What does
constant stress cause? Stress causes the body to produce a hormone
called Cortisone. We know that continuous cortisone levels has harmful
effects to the human body so it follows that it has harmful effects to
the cow. What sorts of changes are occurring to the cow's meat? I
don't know but it could be harmful for our consumption.

You don't know of any danger.

Don't know the danger? I think you've taken this one point and
extrapolated it to the entire idea. This is an incorrect assumption.
My ideas came from facts. But I did not include them in my argument.

You secretly knew facts about the part you said "I don't know" about?

I think not. You're making implausible ad hoc defensive claims. And
it's distracting: the discussion is no longer really about the topic
of scaring and manipulating children into eating more vegetables.

But you scare your kids, and change and
control their diet (allowing "freedom" within some parameters you find
acceptable), anyway?

Scare? I don't like fear-mongering. This is an incorrect assumption.

http://www.settingtheworldtorights.com/node/202


That is not an argument.

I'm still learning the freedom idea of liberalism and TCS. These
things don't happen instantly as Deutsch says in a TCS article.

That seems to be a concession that you did scare them, but you
shouldn't be blamed or hated because you're learning better. If that's
true, it contradicts your immediately prior denial of having done it.

Or we could say that we know cortisone is good for the human body, so
it's probably good for cows too.

Cortisone is not bad. Constant cortisone is bad.

That doesn't address my point; it's a distraction. It's arguing a
minor issue (cortisone duration) which I didn't say anything about one
way or another.

All of this stuff is easy to vary.

Tell me how it could vary.

I gave various examples. For example one could make up that cortisone
is good instead of bad. Or that various farm conditions are more or
less stressful than you made up. (Do cows even have stress?) One can
tell stories, much like the myths discussed in BoI chapter 1, to
account for, or conclude, all sorts of different agendas.

You can say that fences and crowding are stressful. But you can just
as well make up a story about how loneliness is stressful and farm
life is relaxed and socially fulfilling.

I admit you've made it a little difficult by rejecting my comparison
with cows before there were farms, and insisting on comparing with
"locally grown" cows which seem to be defined as cows which are
exactly the same as industrial cows except with everything you
consider bad removed (such as crowding and cortisone), and perhaps



there are some other differences in your mind that you didn't make
available for criticism.

Now consider one more point. Do you think it is moral to bunch up cows
in small spaces and pump hormones in them so that they eat more and
gain weight? Is this a liberal view?

Cows are not moral entities.

Btw, I'm new to the study of morality.

So what about dogs and cats? Are they moral entities?

No.

They haven't got rights, preferences, ideas, etc.

Do dogs and cats have these? If not, then why do we treat dogs/cats
differently than cows?

Liberalism advocates things like persuasion as the right approach to
resolving conflicts. But you cannot persuade a cow of anything.

And dogs and cats?

You cannot persuade dogs or cats of anything.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Biological Universality
Date: January 5, 2012 at 6:27 AM

On 5 Jan 2012, at 6:06am, stephen.push@gmail.com wrote:

I don't like the term "devolution" because it implies that organisms
that lose some structures or functions are degenerate forms.  This
term arises from the teleological misconception that evolution always
progresses toward greater complexity or perfection.

The term 'devolution' implies only that evolution *sometimes* produces greater 
'complexity or perfection' (or, more precisely, knowledge, or progress), and 
sometimes goes the other way.

 In fact, all
species -- simple and complex -- are adapted to their respective
environments.

All? Is a species that is about to go extinct adapted to its environment? Is a 
species that is rapidly evolving new adaptations, adapted to its environment? Is 
our species adapted to life in the Great Rift Valley? Evidently those species all 
have *some adaptations* to their environments, but to make your case that 
'devolution' is a misleading term, you would need to claim that all species are 
about *equally well* adapted to their environments.

-- David Deutsch



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: The Danger of Industrialized Food (was: Vegetables and 
Children)
Date: January 5, 2012 at 7:31 AM

On Jan 5, 2:39 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Jan 4, 2012 at 7:16 PM, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 4, 8:51 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Tue, Jan 3, 2012 at 6:35 PM, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 3, 2:01 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Jan 1, 2012 at 7:26 PM, Rami Rustom <ramir...@gmail.com> 
wrote:

On Jan 1, 9:19 pm, Anonymous Person <unattributedem...@gmail.com> 
wrote:

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir...@gmail.com> 
wrote:

They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

Why? Because of scientism?

Nope. Part of my own theories.

I disagree. Would you like to give an argument on the topic?

Natural does not mean good.

Usually it does. And industrialized food usually means bad.

Why?

Consider the way industrialized cows are processed:

Cows evolved over millions of years eating grass. The bacteria in
their digestive tracts also evolved with them; and they evolved in a



specific environment; with grass.

But now industrialized cows are fed corn; so the bacteria are now put
into a different environment.

This causes huge changes in ecology which increases populations of
some bacteria, decreases others, kills others, and probably creates
others. These changes are sometimes by many orders of magnitude. So
consider that E Coli is lets say 1,000 times more abundant in
industrialized cows vs organic cows.

Do you have any facts or statistics or anything? You basically say
that change changes stuff, and that could be worse. That is not in
line with BoI's pro-progress, pro-technology view on optimism and
(un)sustainability.

BoI says nothing about this. BoI only talks about the fact that
problems are soluble and that we can find solutions via knowledge
creation and thus technology. I absolutely agree.

But today, that technology does not yet exist. And so the danger is
still here.

I think that BoI's ideas of future problem solving is irrelevant to
this point. Although I'm only in chapter 7. :)

So when you said, "BoI says nothing about this" you spoke about what's
in the whole book, but you only knew about the first 7 chapters.

You're right. But I was guessing at what BoI is about. I conjecture
that BoI doesn't talk about 0th order knowledge, i.e. our current
situation. BoI is a book about 2nd order knowledge, i.e. logic.

I was directly referring to later chapters, in particular the chapters
on optimism and and unsustainability (9 and 17). I directly referenced
the chapter titles. BoI does say things about them.



I saw his video about the optimism, but I haven't been exposed to the
unsustainability idea. But I still maintain that BoI does not talk
about 0th order knowledge. And I still maintain that BoI does not help
us understand our current situation regarding the dangers of
industrialized food. This is my conjecture.

You, without knowing enough about the book to notice references to the
table of contents page, told me I was mistaken about what topics the
book contains. That's your mistake.

Ok I *might* be mistaken. But I am conjecturing that BoI does not help
us understand our specific situation right now, i.e. 0th order
knowledge.

I've read a lot of your posts and I did not find them to be full of
mistakes like this. So perhaps this issue -- the one you have been
coercing your kids over for years -- is special or different for you.

Yes our mistakes are sometimes focused in certain areas of our lives.
My parenting is definitely one of those areas. I'm a scientist turned
parent. :)

It's hard to talk to people about their blind spots.

I agree. And its because the conscious is blind to it, while the
unconscious is still producing the actions and words.

Especially if
they are not interested and would rather throw up ad hoc objections
(e.g. about BoI not covering some of its major topics, on the basis of
reading 7 chapters) than discuss it.

On the contrary. I am very interested in each one of our
disagreements. And I am very interested in discussing them until we
reach agreement. And the only reason that I have criticized your
criticisms by pointing out something about BoI is that your criticisms



themselves were referencing BoI. I think my method is rational.

But don't (re)assure me of your interest. Note that actions speak
louder than words.

Um. I don't know what to say. I don't believe that my words don't
reconcile with my actions, although it is of course possible. My
unconscious could have slipped actions by my conscious without my
conscious rationally considering those actions. But I doubt it. This
is my conjecture.

You praise organic food. Do you know anything about organic food? It
has dangers, and it uses modern technologies too. Why is it supposed
to be better? No good reason given. What does organic even mean? There
is no standard meaning adhered to be all the farmers (and, sometimes,
giant companies) sharing the "organic" label. Why is using one modern
chemical instead of another, not adhering to some of the safety
standards of big farming concerns using regular approaches, and
calling that organic, and raising the price 25%, an improvement?

I meant to say locally-grown. Organic is a label that is misused
often. Also the restrictions on what is organic is too strict.

Too strict? They are, at least sometimes, too lax.

But surely you did not really mean to say locally-grown, because cows
grown locally (or organically, by the way) can get feces on their
hides, can have cortisone, and so on.

Feces on hides happens way more when more cows are fit into smaller
spaces, and in the case of industrialized cows, its probably by more
than an order of magnitude, maybe even two. Hence, industrialized cows
are more dangerous because they have more feces on their hides.

Cortisol (not cortisone, oops) is a natural hormone. We all have it.
But what is harmful is constant high-levels of it. Hence,
industrialized cows are more dangerous because they have higher, and
more constant levels of cortisol.



Also, consider that naturally-grown and industrialized is a spectrum; not a 1/0.

That's a common, generic way to brush off criticism, but I don't see
what substantive and relevant claim you're making.

It was not meant to be a criticism. I was only adding a point that I
hadn't mentioned before so as to help bring understanding to the
subject.

The next worrisome point is that industrialized cows are bunched
together in small spaces which causes feces to accumulate on their
hides,

Yes, the modern world has new problems.

Problems are inevitable. But they also have solutions. For example cow
hides can be cleaned or not eaten.

And many times they aren't cleaned. Because big companies are
interested in maximizing profit, not your health.  To them, health is
an annoying thing that they must do to continue maximizing profits.

This is a combination of a conspiracy theory and naive anti-capitalism.

This is not a conspiracy. I think that a conspiracy is a mistaken 2nd
order knowledge (an explanation) drawn from correct 0th order
knowledge (events). My explanation is nothing like that. My
explanation is based on 1st order knowledge, i.e. the design of
corporations. I would love to start a thread about this. Do you? If
so, please start a new thread (separate from this one).

The conspiracy theory aspect is addressed here:

http://www.settingtheworldtorights.com/node/202

http://www.settingtheworldtorights.com/node/202


which I'll discuss in the next point. But for now, consider
what these closed spaces cause to the cows; constant stress. What does
constant stress cause? Stress causes the body to produce a hormone
called Cortisone. We know that continuous cortisone levels has harmful
effects to the human body so it follows that it has harmful effects to
the cow. What sorts of changes are occurring to the cow's meat? I
don't know but it could be harmful for our consumption.

You don't know of any danger.

Don't know the danger? I think you've taken this one point and
extrapolated it to the entire idea. This is an incorrect assumption.
My ideas came from facts. But I did not include them in my argument.

You secretly knew facts about the part you said "I don't know" about?

Oh I meant science facts (1st order knowledge) as opposed to empirical
evidence (0th order knowledge).

I did include 1st order facts in my argument. But I did not include
0th order facts.

I think not. You're making implausible ad hoc defensive claims. And
it's distracting: the discussion is no longer really about the topic
of scaring and manipulating children into eating more vegetables.

I'm confused. The subject changed to _The Dangers of Industrialized
Foods_. I provided a conjecture about this. You have provided some
criticisms by mentioning BoI. And I have criticized the criticisms by
mentioned BoI. Why is this distracting? If my mentioning BoI is
distracting, then I suggest that you don't use BoI as a criticism of
my conjectures so that I don't criticize your criticisms by using BoI.

But you scare your kids, and change and
control their diet (allowing "freedom" within some parameters you find
acceptable), anyway?



Scare? I don't like fear-mongering. This is an incorrect assumption.

That is not an argument.

Sir you haven't presented your argument. Please show me exactly which
part of my argument that eludes to the idea that I am employing scare
tactics, whether intentionally or unintentionally. I assure you won't
find it. In the very beginning, you clearly said, "I hear...", which I
think means that you were assuming. Am I mistaken?

If you would like to provide an argument about how you drew the
conclusion that I'm using scare tactics, please do so.

I'm still learning the freedom idea of liberalism and TCS. These
things don't happen instantly as Deutsch says in a TCS article.

That seems to be a concession that you did scare them, but you
shouldn't be blamed or hated because you're learning better. If that's
true, it contradicts your immediately prior denial of having done it.

Yes I *could* have inadvertently scared them. The conscious should
always be weary of the unconscious's mistakes. My mind is not one
thing, and instead it is composed of many factions. This is why we
must doubt our selves, doubt our thoughts, doubt our decisions, etc.

But in this specific case, I do not believe that I used scare tactics,
whether intentionally or unintentionally. So please tell me why you
think my actions do in fact scare them into not wanting the other
foods.

Or we could say that we know cortisone is good for the human body, so
it's probably good for cows too.

Cortisone is not bad. Constant cortisone is bad.

That doesn't address my point; it's a distraction. It's arguing a
minor issue (cortisone duration) which I didn't say anything about one



way or another.

I'm confused then. Please reword your criticism so that we may
continue this part of the conversation.

All of this stuff is easy to vary.

Tell me how it could vary.

I gave various examples. For example one could make up that cortisone
is good instead of bad. Or that various farm conditions are more or
less stressful than you made up. (Do cows even have stress?) One can
tell stories, much like the myths discussed in BoI chapter 1, to
account for, or conclude, all sorts of different agendas.

But all your examples are mistaken. And they are not good criticisms
to my conjectures. And I've already criticized those criticisms. So at
this point, the ball is in your court to provide good criticisms. That
means that you could provide empirical evidence as a criticism. So
please provide empirical evidence that shows that constant high-levels
of cortisol is good for humans.

You can say that fences and crowding are stressful.

Which I have and this is hard-to-vary.

But you can just
as well make up a story about how loneliness is stressful and farm
life is relaxed and socially fulfilling.

This is mistaken. Cows living in small farms is not lonely because
they are not alone. So your criticism does not show that my
explanation is easy-to-vary, which is what your criticism attempts to
do.



I admit you've made it a little difficult by rejecting my comparison
with cows before there were farms, and insisting on comparing with
"locally grown" cows which seem to be defined as cows which are
exactly the same as industrial cows except with everything you
consider bad removed (such as crowding and cortisone), and perhaps
there are some other differences in your mind that you didn't make
available for criticism.

I had no idea that you wanted me to consider cows before we put them
in farms. This was ambiguous. I was comparing naturally/locally-grown
to industrialized. I didn't know we were comparing a 3rd option. If
you would like, we can do this. But I don't see the point since it was
not part of my conjecture. But if you believe that this point can shed
light on the matter, then by all means please do so (provide another
criticism explicitly discussing the 3rd option).

Now consider one more point. Do you think it is moral to bunch up cows
in small spaces and pump hormones in them so that they eat more and
gain weight? Is this a liberal view?

Cows are not moral entities.

Btw, I'm new to the study of morality.

So what about dogs and cats? Are they moral entities?

No.

They haven't got rights, preferences, ideas, etc.

Do dogs and cats have these? If not, then why do we treat dogs/cats
differently than cows?

Liberalism advocates things like persuasion as the right approach to
resolving conflicts. But you cannot persuade a cow of anything.

And dogs and cats?



You cannot persuade dogs or cats of anything.

Ok so it seems I've used the wrong terms. So help me understand why we
have a meme that makes us protect dogs but not cows. Is this an
irrational meme or a rational one?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 5, 2012 at 8:16 AM

On Jan 5, 12:06 am, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 4, 5:26 pm, Rami Rustom <ramir...@gmail.com> wrote:

So back to the subject, could you provide a criticism in the form of
an example of a case of devolution?

I don't like the term "devolution" because it implies that organisms
that lose some structures or functions are degenerate forms.  This
term arises from the teleological misconception that evolution always
progresses toward greater complexity or perfection.  In fact, all
species -- simple and complex -- are adapted to their respective
environments.

Some additional examples of evolution from complex to simple:

1)  Sexual reproduction was one of the major transitions in
evolution.  But some sexually reproducing species have reverted to
asexual reproduction.

2)  Various cave-dwelling species have lost their eyes.

3)  Dogs have lost many of the social and pup-rearing behaviors
displayed by their wolf ancestors.  This example fulfills your request
for a complex-to-simple change within the same species.  Since wolves
and dogs interbreed, they are the same species, according to the
biological species concept used by zoologists.

4)  Several species of frogs have lost the tadpole stage of their life
cycles.

5)  Some scientists believe that prokaryotes (organisms such as
bacteria with simple cells) may have evolved from eukaryotes
(organisms with complex cells like ours).  
Seehttp://www.msnbc.msn.com/id/12853798/ns/technology_and_science-
scienc...

http://www.msnbc.msn.com/id/12853798/ns/technology_and_science-scienc


(This article also mentions two other examples of complex-to-simple
evolution: the malaria parasite and baker's yeast.)

If you are talking about the fish example, can you tell me whether
that example involves going in the reverse direction from one emergent
stage to a previous emergent stage?

I'm not sure what you mean by an emergent stage.  But if you are
looking for major transitions in evolution, I would point you to the
sexual/asexual reproduction example (#1 above).  If the hypothesis in
number 5 above is correct, that would be another example, since the
eukaryote/prokaryote transition is also a major one.

An *emergent stage* is one that has *emergent properties* that the
previous did not have. Deutsch defines *emergent properties* in BoI.

Your *major transition* is not equivalent to my *stage transition*.
Stage transitions only occur when a level of universality is reached.
And once that level is reached, the line of species can not devolve
back to a previous stage.

Other than the DNA code, can you give me some examples of jumps to
universality (or emergent stages) in biological evolution?

All of the stages I mentioned are examples. I'll include them:
i.  Single-celled organisms use 4-base code for biological knowledge
for DNA
replication.
ii. (many others stages)
iii. Sentient organisms...
1. Frogs learn (hardwired) implicit rules.
2. Monkeys do that plus they learn (softwired) implicit situations and
rules.
3. Pre-language Humans do that plus they learn (softwired) logics
implicitly.  (Sapience)
4. Post-language Humans do that plus they learn (softwired) logics
explicitly.



On this point, it seems that the only possible way to move forward to
reach agreement is for you to reread the universality chapter in BoI
in order to form a criticism (since I created the conjecture).

What chapter was that?

Chapter 6.

Ok so I did read that chapter before starting this thread. I wasn't
sure.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 5, 2012 at 8:19 AM

On Jan 5, 5:27 am, David Deutsch <david.deut...@qubit.org> wrote:
On 5 Jan 2012, at 6:06am, stephen.p...@gmail.com wrote:

I don't like the term "devolution" because it implies that organisms
that lose some structures or functions are degenerate forms.  This
term arises from the teleological misconception that evolution always
progresses toward greater complexity or perfection.

The term 'devolution' implies only that evolution *sometimes* produces greater 
'complexity or perfection' (or, more precisely, knowledge, or progress), and 
sometimes goes the other way.

 In fact, all
species -- simple and complex -- are adapted to their respective
environments.

All? Is a species that is about to go extinct adapted to its environment? Is a 
species that is rapidly evolving new adaptations, adapted to its environment? Is 
our species adapted to life in the Great Rift Valley? Evidently those species all 
have *some adaptations* to their environments, but to make your case that 
'devolution' is a misleading term, you would need to claim that all species are 
about *equally well* adapted to their environments.

One more thing to note is the definition of *complexity* provided in
the original post.

First I'll define *complex*.
*Frogs minds have *hardwired rules*; these are implicitly known.
*Monkey minds have that plus *softwired situations* and *softwired
rules*
*Human minds have that plus *softwired logics*; which can be
implicitly or explicitly learned.

So I was only speaking of the mind. All of your complexity examples
are not about the mind.



--Rami

//////////////

Hi David :)

I'm glad you chimed in because I was going to drop the devolution
term. It seems I give up to easily.

And the argument you provided clearly showed me that I didn't really
understand Steve's last post.

Ambiguity is so hard to notice, especially for a novice reader/writer.
And so many ideas are lost because of it.

Thanks :)

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Ideas vs Meta-ideas ?
Date: January 5, 2012 at 9:02 AM

On Jan 3, 7:52 pm, Rami Rustom <ramir...@gmail.com> wrote:
Lets define an idea and a meta-idea.

1. An idea exists in the physical space.
2. It can be elevated the status of conjectural knowledge.
3. But we can not know whether or not it is an objective truth.
4. Therefore an idea is always fallible.

1. A meta-idea exists in the meta-physical space.
2?
3?
4?

What do 2, 3, and 4 look like? There is no meta- version of objective
truth. If I'm right, then there can't exist a meta- version of
conjectural knowledge. If I'm right about this, then we can't say that
meta-ideas are fallible. Right?

Eureka!  My idea that art is objective truth, while still being
subjective, is an argument I can use here:

Objective truths (T) includes physics. And the
functionality of any two minds are different because their neural
pathways are different. Therefore the rules of aesthetics are
potentially different between any two minds. So T1 is not equal to T2.
This is why art can be considered subjective while still being
objective.
* T1 <> T2

So meta-ideas are ideas about knowledge in the mind, about knowledge
structure in the mind, about how the mind learns. But since each mind
is different, i.e. T1 <> T2, then it follows that each mind has its
own objective truths. Therefore,

For each mind,
1. A meta-idea exists in the meta-physical space (of that mind).



2. It can be elevated to the status of conjectural knowledge (of that
mind).
3. But one can not know whether or not it is an objective truth (of
that mind).
4. Therefore a meta-idea is always fallible.

This explains that meta-ideas are fallible. And that the objective
truths that the meta-ideas are associated with, are different for each
mind. This explains why one person can not know how another mind
learns (meta-ideas). This explains why TCS is necessary.

What do you think?

The art is objective truth thread is here:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/387e63472d7b95c8/ac79433977c0c0f7?
lnk=gst&q=art+expression#

--Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/387e63472d7b95c8/ac79433977c0c0f7?lnk=gst&q=art+expression


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: January 5, 2012 at 9:03 AM

On 5 Jan 2012, at 08:20, stephen.push@gmail.com wrote:

On Jan 4, 9:36 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years old.
He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.  In the 1950s and 1960s, other researchers
found similar patterns of magnetism in lava flows in Iceland and
several areas of the seafloor.  Earth scientists now believe that the
earth's magnetic field has reversed many times over the last 200
million years.  (These facts are from Chapter 1 of Plate Tectonics: An
Insider's History of the Modern Theory of the Earth by Naomi Oreskes,
Cambridge, Mass.: Westview Press, 2003.)

Implicit in this field reversal hypothesis is the belief that all lava
flows and seafloors will show the same pattern of alternating magnetic
orientation throughout the world.  Any deviation from this pattern
that could not be explained by later processes, such a faulting, would
refute the hypothesis.  The belief in the universal pattern of
magnetic orientation could not have been deduced from the magnetic
reversal hypothesis, because the idea of magnetic reversals did not
occur to anyone until after the magnetic pattern had been observed.

I submit that the generalization that all lava floors and seafloors
display the same pattern of alternating magnetic orientations was
induced from the specific observations made in a few areas.



I am a bit puzzled by this argument for two reasons.

(1) Even if I had no other information my guess about why Matuyama proposed 
that specific theory would go like this. He came up with the idea that the 
magnetisation of rocks might be a result of alignment with the Earth's magnetic 
field. One could also guess that the magnetic field varies from place to place, or 
that rocks don't align their magnetism with the Earth's magnetic field but instead 
do so purely as a result of some internal process, or the magnetisation might 
change over time. So then the question is how can we test those theories. Well, if 
the rocks align with the Earth's magnetic field and the field doesn't change then 
the rocks should have the same magnetism everywhere. But that theory is 
refuted by seeing that the magnetisation of the rocks is different in rocks of 
different ages. But we might then guess that the rocks align with the Earth's 
magnetic field and that the field sometimes flips. In that case the magnetisation 
would be the same in rocks of the same age. Matuyama had found that rocks of 
the same age have the same magnetisation so the theory that the rocks' 
magnetisation was determined by the Earth's field and that the field reverses was 
consistent with the evidence. The other theories require coincidences:  the fields 
at different rocks or the internal degrees of freedom of the rocks happened to 
have changed in exactly the same way at the same time in different places. So 
the other theories are worse explanations. Unfortunately it's difficult for me to 
check how Matuyama's argument actually went because his paper doesn't 
appear to be available online.

(2) I happen to own the book you cited. In the very same paragraph as the 
description of Matuyama's work, the author also tells us that a French physicist 
called Brunhes has suggested that the Earth had a magnetic field that sometimes 
reversed itself. In the notes, we learn that Brunhes' paper was published in 1906. 
Matuyama did his work in the 1920s so he could have heard of Brunhes' idea and 
decided to test it.

There is no reason to think that Matuyama did something logically impossible like 
generalising from patterns of magnetisation in rocks. He could just have proposed 
conjectures and looked to see if those conjectures explained the data, or he could 
have heard of conjectures proposed by other people and decided to test them.

Alan



From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Trust (was: A people vs people)
Date: January 5, 2012 at 10:05 AM

On Jan 4, 2:08 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 3, 2012, at 6:55 AM, Don Crimbchin wrote:

You do not need to trust people to make predictions about how they will act in 
the future, take responsibility for your predictions, and act according to them.

Businesses do this kind of thing routinely. Businesses pretty often do not trust 
each other but still work together. They protect themselves with mechanisms 
like contracts (plus enforcement mechanisms). But not only like that.

A big thing businesses consider when dealing with people they don't trust is:

1) is this other entity a big business that will try to act in its rational financial self 
interest?

2) can i predict that they will make lots of money by continuing our partnership, 
abiding by our contract, or whatever the relevant thing is?

If you can answer "yes" and "yes" then it's a lot safer. But if, say, you predict 
they'll be losing money, then you have to be a lot more cautious.

In some situations, vague issues of reputation might be relevant to
number 2.  It's certainly common for businesses providing services to
individuals to protect their reputation even when it means losing
money when dealing with some customers.  This can involve some attempt
to guess what the general public considers to be "fair" or
"trustworthy" customer service.  Customers might see that a business
has a "trustworthy" reputation and predict that they're more likely to
continue caring should some unexpected problem appear.

Reputation might not be so important when larger businesses are
dealing with each other--bigger amounts of money are at stake in each
individual transaction.  But if you're particularly interested in
this, you might want to take a look at Henry Farrell's work looking at
industrial districts--clusters of smaller firms cooperating in highly



integrated ways using informal institutions   (example:
http://www.henryfarrell.net/cps.pdf ).

It is not wise to generically trust X in all situations.  However, X's
beliefs and character are relevant to my prediction of how they will
act in the future.

That's not what I meant. I meant personal responsibility, not making threats.

For example, a company might make a deal and take responsibility for it. 
Imagine, unrealistically, that there is no contract, the company simply takes 
responsibility for what happens. If the other party screws them over then what 
does taking responsibility mean? They write it off as a loss and perhaps a poor 
business decision. Instead of complaining, whining, or going after the other 
party for compensation. If you're looking for compensation that is not taking 
responsibility yourself, it's holding the other party responsible, which is different 
(and certainly legitimate in some circumstances. but, for one thing, it's not 
always an available option. so if you aren't going to be able to hold the other 
party responsible, then the right thing to do is not trust or distrust, but *take 
responsibility yourself* and proceed, or not, on that basis).

The Farrell paper I linked above has examples of companies complaining/
whining to other companies as a strategic decision--to enforce or
alter local informal "rules" of behavior.

I agree that when you're evaluating your own decisions, it doesn't
make sense to say "I can't be blamed, I trusted X".  If you see
language like that in your shareholder report, dump that stock.

But a lot of the actions you associate with "trust"--including
threats, complaints, promises and apologies--can enable more reliable
cooperation in an uncertain world.

http://www.henryfarrell.net/cps.pdf


A larger problem is that if the goal is the spread of free
institutions, then the process of rational consideration is itself
what we are arguing for.  If something is important enough to kill
for, it must be important enough to put some effort into making our
position more understandable.  There are many people who lack
experience in seeking explanations and openly criticizing them, and
are stuck with less reliable heuristics like interpersonal trust.  We
are still morally compelled to at least try to appeal to such people
before we resort to bloodshed.

That sounds OK but a bit vague. What policy changes, or anything else, are you 
specifically proposing? The US has always made attempts at persuasion before 
bloodshed -- the real issue is how much to try, in what ways, and how much to 
let that interfere with military action, and so on.

Yes, it was vague--I was trying to solicit ideas for solutions from
others.  But we are a very wealthy country, and problems are soluble,
so shouldn't there be a way to solve this one?  I have ideas myself--
I'll get back to you on this.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Non-zero-sum (was: Rand's view of the average person)
Date: January 5, 2012 at 12:19 PM

On Jul 27 2011, 11:50 am, Elliot Temple <c...@curi.us> wrote:
On Jul 26, 2011, at 2:22 PM, Lulie Tanett wrote:

Is it true that Rand thought most people were barely sentient/worthless/sheep 
who never think for themselves?

No.

(To use her terminology, "second-handers, moochers and looters" -- except 
one can be those three things without being *entirely* like that, and here I do 
mean completely like that.)

Second-hander, moocher, and looter are not similar to "barely sentient".

A moocher or looter is someone who wants what he did not earn, at someone 
else's expense.

A second hander is a person whose value system focusses too much on other 
people, and too little himself. He is the kind of person who doesn't know what to 
do, or what to think, when he's alone.

And that most people are only as successful as they are because they get 
dragged up by the elite few who propel progress in society?

The best people are responsible for a great deal of progress.

One reason is that important new ideas often disagree with what (almost) 
everyone thinks they know. People who consider ideas contrary to common 
sense and social norms are outliers. And when they succeed, they are elite.

Now I'd like to consider an example about creating wealth. Creating wealth is an 
important kind of progress. Keep in mind that money isn't just pieces of paper. 
When people are paid it's because they created concrete and useful wealth, like 
corn, tools, clothing or refrigerators. Or they performed a service someone 



valued.

Consider a standard and simple job, with fairly low levels of responsibility and 
creativity required on an ongoing basis. If someone works at that job for an 
average of 50k/yr for 40 years then he will be paid $2 million. How much value 
has he created?

He creates more than $2 million in value for his employer, otherwise his 
employer would not want to hire him. Trade needs to involve mutual benefit.

His employer also brings value to the table. The employer takes on 
responsibilities such as figuring out what products or services are valuable, and 
how to sell them, and provides the employee with a relatively simple but 
productive role he can do. The employer also takes risk while shielding his 
employee from risk (if the company fails, the employee still got all his 
paychecks, but the employer loses out.)

What would the employee do without his employer? How much money could he 
make on his own? He would have to come up with a business idea and get it 
started, find customers, and so on. He might fail. He might find this very difficult 
and be bad at it. He might make a tenth of what he made at his job.

It's hard to estimate but we can use $2 million as a conservative ballpark figure, 
bearing in mind that the figure is only this high due to the developed state of the 
modern economy, the knowledge of modern entrepreneurs, modern technology, 
modern political knowledge to keep society peaceful, and so on.

Now compare that figure to how much wealth Steve Jobs and a small group of 
his associates (who he found, gave roles, gave training, etc..) created. Steve 
created many orders of magnitude more wealth by his work than most people 
do. Apple would not exist without Steve. How much value is that?

The current market cap for Apple is $374 billion. That is 187,000 times more 
than the $2 million we were discussing earlier. But the value Steve brought into 
the world is much more than that.

Every single time someone buys a Mac or iPhone they believe they are getting 
more value than the price they are paying. Often, far more. Apple engages in 
very little price discrimination and sells things at mass market prices. Many 
people who don't care much about computers or technology buy Apple products 



and believe they have benefitted.

So what about computer and technology enthusiasts? What about disabled 
persons who rely on Apple's world class accessibility features? What about 
young children, old people, and technologically illiterate people who require 
Apple's world class ease-of-use? What about professionals who use Macs for 
their job? Audio and video creators and editors, programmers, scientists, and 
even secretaries? Many of these people value Apple products ten or more times 
as much as the mass market consumer does.

When Apple introduced the Power Mac g4, it was the first super computer 
available to consumers. They just plain weren't available before that. The US 
military even told Apple they weren't allowed to sell it in some countries because 
that kind of power was too dangerous. The price of the Power Mac g4 does not 
do justice to how much value it provided.

When they announced it, Apple brought a scientist on stage to talk about how it 
was changing his work. It made a huge difference for him. He had a pile of g4s 
running a computation and it was going to finish in a month or two. Previously 
he wouldn't have been able to do it at all. And he talked about how expensive 
(sometimes a thousand dollars an hour) and inconvenient it was to buy super 
computer time in the few places some was available. Apple significantly helped 
the progress of science.

So how much more value exists because of Steve Jobs compared to our regular 
first world person who we credited with $2 million? Several million times more 
value? It's hard to say but it's way more; it's in a different category. Steve's 
initiative and mind dramatically improved the world.

Now let's consider the value a scientist can create. Margaret Thatcher estimated 
that the present value of the physicist Michael Faraday's discoveries exceeded 
the capitalisation of the London Stock Exchange:

http://www.margaretthatcher.org/document/107346

First, although basic science can have colossal economic rewards, they are 
totally unpredictable. And therefore the rewards cannot be judged by 
immediate results. Nevertheless the value of Faraday's work today must be 
higher than the capitalisation of all the shares on the Stock Exchange!

http://www.margaretthatcher.org/document/107346


Simple labor could never have created the value that scientific thinking has. And 
many big scientific breakthroughs have been made by one person or a small 
number of people.

Similarly in philosophy most major progress has been made by one person or a 
small number of people. Consider Karl Popper.  He did so much work of huge 
value. Meanwhile inductivist philosophers, language analysis philosophers, 
positivists, and so on, were kind of wasting their time.

One more relevant thing is the book The Mythical Man Month which explains 
how assigning more programmers to software projects has limited effectiveness 
at getting the projects completed faster, at at some each additional programmer 
starts yielding negative benefit. What's needed for effective software 
development is a small number of very skilled programmers, not a large number 
of mediocre ones. By the way, Steve Jobs read and understood this book and 
Apple as a company uses and applies its knowledge, and that is one of the 
reasons for Apple's success. World class ideas make a big difference!

This post explains how the world is non-zero-sum!!!

_Zero-sum vs Non-zero sum_:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/ef180239f7295416#

--Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/ef180239f7295416


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Zero-sum vs Non-zero-sum (was: Zero Sum)
Date: January 5, 2012 at 12:21 PM

On Jan 2, 5:31 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Dec 5 2011, 3:31 pm, Elliot Temple <c...@curi.us> wrote:

Get rid of him!

He's being completely reasonable so far.

That only makes him more dangerous!

How?

He's only *acting* reasonable because he thinks it will get him what he wants.

I don't think I follow, sir.

Can't you see it's a trick? He acts reasonable to lure you in. Then he'll spring 
the trap!

What trap?

He'll call it a "win/win" solution or a "trade for mutual benefit". But he doesn't 
care about us, he just wants to benefit himself. He wouldn't even do it if he 
didn't believe he was going to come out ahead.

Well this part is correct. He wouldn't do it if he didn't believe he
was gong to come out ahead [of what?].

Ahead [of the other guy] or ahead [of his original value before the
start of the negotiation]?

The former assumes a zero-sum situation while the latter assumes a non-
zero-sum situation.

Wouldn't we come out OK, too?



No, you fool! Life is zero sum.

If life was zero-sum, then the sum of all values for every person
alive at any given moment could not change over time. But clearly it
does.

How can you be sure?

I've lived by this creed my whole life, and I've never experienced a win/win 
outcome. It's definitive proof.

So he believes that repeated failure necessarily means that success
can not follow. Many people have this problem in general. They believe
that they are not capable simply because they've failed so many times
before.

So success, at least for these people, would prove to them that
success is possible.

So living in virtuality (games), because they are simpler than
reality, would help people learn that they are capable. Why? Because
success is more likely in virtuality than in reality. So games offer
real value in this sense, allowing people to practice and succeed in
many stages before being required to success in reality.

Maybe the future involves virtual reality worlds where people can
practice living in with less complexity so that successes are often.
I'm referring to this thread: _The future of economy and 
culture_http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

The world is non-zero-sum...
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/2c02870e25337b19/ea5ae1d8c08f6540#ea5ae1d8
c08f6540

--Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/th
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/2c02870e25337b19/ea5ae1d8c08f6540#ea5ae1d8c08f6540


From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 5, 2012 at 12:25 PM

On Jan 5, 9:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

He could just have proposed conjectures and looked to see if those conjectures 
explained the data, or he could have heard of conjectures proposed by other 
people and decided to test them.

If Matuyama got the idea from Brunhes and Mercanton, that fact would
just push the question back to how Brunhes and Mercanton came up with
the idea.  It was not the most parsimonious explanation given what was
known at the time.  Oreskes points out that most geologists thought
“the data were unstable.  Perhaps some minerals did not record the
surrounding field, but somehow reversed direction.  Or perhaps the
polarities were altered by later events.”  Oreskes also notes “the
origin of the earth’s field was then unknown; to postulate reversals
in a field of unknown origin was speculative in the extreme.”

Neither Brunhes and Mercanton nor Matuyama came up with this idea in a
vacuum.  They were responding to data.  Their insight was to reject
the idea that the data were unstable and reason that the data would be
consistent throughout the earth.  That is an instance of induction.

Your explanation puts the cart before the horse:  That these
scientists guessed that the earth’s field reverses, deduced that
evidence of such reverses would be recorded in rocks, and then look
for the data.  But the data came first, and there was no existing
theory of geomagnetism that could have led them logically to the
conclusion that the field reverses.

Of course, later scientists, armed with the reversal hypothesis, went
out and looked for *more* data to test the hypothesis.  That is
another instance of the effect of induction in the scientific method –
the belief that replication of earlier results increases the probable
truth of the hypothesis.

Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: January 5, 2012 at 1:51 PM

On 5 Jan 2012, at 17:25, stephen.push@gmail.com wrote:

On 5 Jan 2012, at 08:20, stephen.push@gmail.com wrote:

On Jan 4, 9:36 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years old.
He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.  In the 1950s and 1960s, other researchers
found similar patterns of magnetism in lava flows in Iceland and
several areas of the seafloor.  Earth scientists now believe that the
earth's magnetic field has reversed many times over the last 200
million years.  (These facts are from Chapter 1 of Plate Tectonics: An
Insider's History of the Modern Theory of the Earth by Naomi Oreskes,
Cambridge, Mass.: Westview Press, 2003.)

Implicit in this field reversal hypothesis is the belief that all lava
flows and seafloors will show the same pattern of alternating magnetic
orientation throughout the world.  Any deviation from this pattern
that could not be explained by later processes, such a faulting, would
refute the hypothesis.  The belief in the universal pattern of
magnetic orientation could not have been deduced from the magnetic
reversal hypothesis, because the idea of magnetic reversals did not
occur to anyone until after the magnetic pattern had been observed.

I submit that the generalization that all lava floors and seafloors
display the same pattern of alternating magnetic orientations was
induced from the specific observations made in a few areas.



I am a bit puzzled by this argument for two reasons.

(1) Even if I had no other information my guess about why Matuyama 
proposed that specific theory would go like this. He came up with the idea that 
the magnetisation of rocks might be a result of alignment with the Earth's 
magnetic field. One could also guess that the magnetic field varies from place 
to place, or that rocks don't align their magnetism with the Earth's magnetic 
field but instead do so purely as a result of some internal process, or the 
magnetisation might change over time. So then the question is how can we 
test those theories. Well, if the rocks align with the Earth's magnetic field and 
the field doesn't change then the rocks should have the same magnetism 
everywhere. But that theory is refuted by seeing that the magnetisation of the 
rocks is different in rocks of different ages. But we might then guess that the 
rocks align with the Earth's magnetic field and that the field sometimes flips. In 
that case the magnetisation would be the same in rocks of the same age. 
Matuyama had found that rocks of the same age have the same magnetisation 
so the theory that the rocks' magnetisation was determined by the Earth's field 
and that the field reverses was consistent with the evidence. The other 
theories require coincidences:  the fields at different rocks or the internal 
degrees of freedom of the rocks happened to have changed in exactly the 
same way at the same time in different places. So the other theories are worse 
explanations. Unfortunately it's difficult for me to check how Matuyama's 
argument actually went because his paper doesn't appear to be available 
online.

(2) I happen to own the book you cited. In the very same paragraph as the 
description of Matuyama's work, the author also tells us that a French physicist 
called Brunhes has suggested that the Earth had a magnetic field that 
sometimes reversed itself. In the notes, we learn that Brunhes' paper was 
published in 1906. Matuyama did his work in the 1920s so he could have 
heard of Brunhes' idea and decided to test it.

There is no reason to think that Matuyama did something logically impossible 
like generalising from patterns of magnetisation in rocks. He could just have 
proposed conjectures and looked to see if those conjectures explained the 
data, or he could have heard of conjectures proposed by other people and 
decided to test them.



If Matuyama got the idea from Brunhes and Mercanton, that fact would
just push the question back to how Brunhes and Mercanton came up with
the idea.

 It was not the most parsimonious explanation given what was
known at the time.  Oreskes points out that most geologists thought
“the data were unstable.  Perhaps some minerals did not record the
surrounding field, but somehow reversed direction.  Or perhaps the
polarities were altered by later events.”  Oreskes also notes “the
origin of the earth’s field was then unknown; to postulate reversals
in a field of unknown origin was speculative in the extreme.”

Neither Brunhes and Mercanton nor Matuyama came up with this idea in a
vacuum.  They were responding to data.  Their insight was to reject
the idea that the data were unstable and reason that the data would be
consistent throughout the earth.  That is an instance of induction.

Once again I am puzzled. In the first paragraph you say that the field flip 
explanation was not the most parsimonious explanation of the data. In the second 
you say those who proposed it were responding to the data. Your position is 
inconsistent.

Your explanation puts the cart before the horse:  That these
scientists guessed that the earth’s field reverses, deduced that
evidence of such reverses would be recorded in rocks, and then look
for the data.  But the data came first, and there was no existing
theory of geomagnetism that could have led them logically to the
conclusion that the field reverses.

It was a conjecture compatible with known physics. Other simpler conjectures 
were apparently ruled out by experimental data. The conjecture doesn't have to 
follow logically from the data to be a candidate for an explanation.

Of course, later scientists, armed with the reversal hypothesis, went
out and looked for *more* data to test the hypothesis.  That is
another instance of the effect of induction in the scientific method –
the belief that replication of earlier results increases the probable
truth of the hypothesis.



Data can't increase the probability of a hypothesis. Hypotheses don't follow from 
data. Data are examples of hypotheses - they are hypotheses about what 
happened in a particular place at a particular time, see BoI Chapter 2 and 
Chapter V of Logic of Scientific Discovery by Popper. As a result there is no 
sense in which the data can prove a hypothesis because they are themselves 
hypothetical.

Another problem is that there is no way to assign a probability to any hypothesis. 
Probability statements make sense only in the light of theories about physics, see 
BoI Chapter 8. As a result there can be no estimation of inductive probability 
because all probabilities are a result of a hypothesis about how the world works 
and are probabilities of events made in the light of theories, they are not 
probabilities of the theories themselves. For example, in quantum physics the 
probabilities refer to things like an atom decaying or whatever, they do not refer to 
the probability that quantum physics is true because they are made using that 
theory.

In addition, all attempts to create a probabilistic theory of induction have failed for 
other more technical reasons explained in Realism and the Aim of Science by 
Popper, Part I Chapter IV and Part II Chapter II.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: January 5, 2012 at 2:10 PM

On 5 Jan 2012, at 17:25, stephen.push@gmail.com wrote:

On Jan 5, 9:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

He could just have proposed conjectures and looked to see if those 
conjectures explained the data, or he could have heard of conjectures 
proposed by other people and decided to test them.

If Matuyama got the idea from Brunhes and Mercanton, that fact would
just push the question back to how Brunhes and Mercanton came up with
the idea.  It was not the most parsimonious explanation given what was
known at the time.  Oreskes points out that most geologists thought
“the data were unstable.  Perhaps some minerals did not record the
surrounding field, but somehow reversed direction.  Or perhaps the
polarities were altered by later events.”  Oreskes also notes “the
origin of the earth’s field was then unknown; to postulate reversals
in a field of unknown origin was speculative in the extreme.”

Neither Brunhes and Mercanton nor Matuyama came up with this idea in a
vacuum.  They were responding to data.  Their insight was to reject
the idea that the data were unstable and reason that the data would be
consistent throughout the earth.  That is an instance of induction.

Your explanation puts the cart before the horse:  That these
scientists guessed that the earth’s field reverses, deduced that
evidence of such reverses would be recorded in rocks, and then look
for the data.  But the data came first, and there was no existing
theory of geomagnetism that could have led them logically to the
conclusion that the field reverses.

Of course, later scientists, armed with the reversal hypothesis, went
out and looked for *more* data to test the hypothesis.  That is
another instance of the effect of induction in the scientific method –
the belief that replication of earlier results increases the probable
truth of the hypothesis.



Hello

You cut out a lot of my message and responded to it in a misleading way that 
didn't represent the points I made. When you cut content it becomes more difficult 
to follow the argument. In addition with bad cutting you may give the misleading 
impression that you have refuted arguments you have not understood, or, worse, 
that you are totally uninterested in honest critical discussion. It may also lead to 
me being less inclined to discuss stuff with you in the future.

Alan



From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 5, 2012 at 3:47 PM

On Jan 5, 2:10 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Hello

You cut out a lot of my message and responded to it in a misleading way that 
didn't represent the points I made. When you cut content it becomes more 
difficult to follow the argument. In addition with bad cutting you may give the 
misleading impression that you have refuted arguments you have not 
understood, or, worse, that you are totally uninterested in honest critical 
discussion. It may also lead to me being less inclined to discuss stuff with you in 
the future.

Alan,

I'm sorry if I overlooked any points you made that you feel are
germane to the discussion.  In discussions such as these, I find that
sentence-by-sentence responses sometimes devolve into off-topic
tangents.  I am endeavoring to respond fairly to your position.  If I
have misunderstood it, I hope you will be patient and point out where
my error lies.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] System Modularization (was: Cooperation)
Date: January 5, 2012 at 4:06 PM

On Aug 2 2011, 4:51 pm, Elliot Temple <c...@curi.us> wrote:
Why is cooperation valuable?

Effective cooperation creates mutual benefit.

The most important thing is not to fight with each other. Some cooperation is not 
worth some fights. If it's too hard or not working well then just don't do it. People 
going their separate ways is fine.

It's not good to add a mix of benefits and harm to one's life. But adding 
exclusively benefits is great.

One way cooperation creates mutual benefit is called comparative advantage.

The idea of comparative advantage is that if we each do what we're good at, 
and trade, then we'll get a better result than if we each have to do all tasks 
ourselves.

Cooperation also allows specialization. When people specialize at a particular 
task, they can do it better than non-specialists.

If Bob and Jane each want 100 widgets and 100 gadgets per month, and they 
each make their own, that will take a certain amount of work. But if Bob makes 
200 widgets, and Jane makes 200 gadgets, then they can each focus on getting 
really good at making that one type of thing and then trade.

A real world example is iPads. Instead of every person who wants an iPad 
building his own, Apple and its associates build all of them and then trade. 
Specialization allows for factories and mass production.

Another example is dairy farms. Instead of everyone owning their own cow, 
some specialists own lots of cows and sell the milk. This is way more 
convenient and allows for people to have milk who live in apartment buildings 
that can't accommodate cows.

Or imagine if coal mining wasn't left to specialists. Everyone takes their turn in 
the mine once a month. That would require most people get stronger and spend 



a lot of time learning new skills.

Or imagine if book writing wasn't left to specialists. If one wanted a book he'd 
have to write it himself. If we didn't cooperative with others, we'd never get to 
read a book without already knowing the ending.

Cooperation in the form of trade makes life much better for everyone involved. 
It's deeply integrated into our lifestyles. We rely on it. I don't know how to milk a 
cow or create an iPad, or build a home or car, and I don't need to learn those 
things.

What Elliot is describing is the logic of *system modularization*. It
works very well in economies, in businesses, and in governments.

It also works very well in software, in biology, and even in the human
mind.

Software is best designed when the software is separated into modules
whereby each module does one thing very good, leaving the other things
to the other more well-equipped modules. By well-equipped I mean for
example that a database can do data calculations more efficiently than
software languages because of the capacity of the database engine for
data manipulation whereas the language engines don't do data
manipulation as efficiently. If modularization is done poorly in
software, sometimes efficiently can be reduced by many orders of
magnitude.

In biology, our f-genes (factory genes) are well-equipped for making
things (proteins) while the m-genes (management genes) are well-
equipped for managing the f-genes. And there are many more instances
of modularization all over biology.

In the mind, as David Eagleman describes in _Incognito_, the brain is
setup in a team-of-rivals framework whereby processing tasks are
modularized.

So its clear that logic from one field can be applied to logic in
another field. Or rather that logic from one part of Universe's
knowledge network can be applied to that of another part of the
network.



All knowledge is connected, either directly or indirectly. All we have
to do is to try to see how they connect. Our unconscious already does
this automatically. And we can improve this process by having our
conscious help the unconscious do this.

So fascinating!!!

--Rami



From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 5, 2012 at 4:09 PM

On Jan 5, 2012, at 2:20 AM, "stephen.push@gmail.com" 
<stephen.push@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years old.

Here was a problem -- why were the polarities reversed? This didn't fit with 
current explanations.

He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field reversed. As Alan 
said in his response, there were other things he could have guessed, such as that 
polarization varies from place to place, or it changes due to an internal process 
not related to the earth's magnetic field. (He also said how these other guesses 
could be refuted.)

In the 1950s and 1960s, other researchers
found similar patterns of magnetism in lava flows in Iceland and
several areas of the seafloor.  Earth scientists now believe that the
earth's magnetic field has reversed many times over the last 200
million years.  (These facts are from Chapter 1 of Plate Tectonics: An
Insider's History of the Modern Theory of the Earth by Naomi Oreskes,
Cambridge, Mass.: Westview Press, 2003.)

Implicit in this field reversal hypothesis is the belief that all lava



flows and seafloors will show the same pattern of alternating magnetic
orientation throughout the world.  Any deviation from this pattern
that could not be explained by later processes, such a faulting, would
refute the hypothesis.

His guess could be tested (criticized) by looking at the polarization patterns in 
other parts of the world. If the pattern was not found elsewhere, and couldn't be 
explained by later processes, his guess would be refuted.

The belief in the universal pattern of
magnetic orientation could not have been deduced from the magnetic
reversal hypothesis, because the idea of magnetic reversals did not
occur to anyone until after the magnetic pattern had been observed.

A magnetic pattern, in one part of the world, had been observed. This pattern 
presented a problem. Matuyama came up with a theory to explain it. Subsequent 
observations have not refuted the explanation.

I submit that the generalization that all lava floors and seafloors
display the same pattern of alternating magnetic orientations was
induced from the specific observations made in a few areas.

Where is the induction? As I have described it, it is a process of conjectures and 
refutations -- when encountering a problem, make guesses about it, then criticize 
the guesses.  If refuted, drop them. Tentatively accept the guess that survives 
criticism.

-Kristen



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: The Danger of Industrialized Food (was: Vegetables and 
Children)
Date: January 5, 2012 at 4:38 PM

On Thu, Jan 5, 2012 at 4:31 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Jan 5, 2:39 am, Anonymous Person <unattributedem...@gmail.com> wrote:

On Wed, Jan 4, 2012 at 7:16 PM, Rami Rustom <ramir...@gmail.com> wrote:

But I still maintain that BoI does not talk
about 0th order knowledge.

I did not say, "BoI talks about 0th order knowledge".

And many times they aren't cleaned. Because big companies are
interested in maximizing profit, not your health.  To them, health is
an annoying thing that they must do to continue maximizing profits.

This is a combination of a conspiracy theory and naive anti-capitalism.

This is not a conspiracy. I think that a conspiracy is a mistaken 2nd
order knowledge (an explanation) drawn from correct 0th order
knowledge (events). My explanation is nothing like that. My
explanation is based on 1st order knowledge, i.e. the design of
corporations. I would love to start a thread about this. Do you? If
so, please start a new thread (separate from this one).

The conspiracy theory aspect is addressed here:

http://www.settingtheworldtorights.com/node/202

It involves a conspiracy because they have to do things like hide from
their employees (and the FDA, and their customers) that they are

http://www.settingtheworldtorights.com/node/202


hurting people's health a lot.

If you want to discuss it, read the link instead of just saying "This
is not a conspiracy" and then trying to provide your own meaning for
my claim, instead of discussing what I meant.

But in this specific case, I do not believe that I used scare tactics,
whether intentionally or unintentionally. So please tell me why you
think my actions do in fact scare them into not wanting the other
foods.

You wrote:

They [other adults] think that this way [letting kids eat foods they want] is as 
healthy as vegetables, or sufficiently as healthy. But its not even close. Its very 
very harmful.

When you say that it is "very very harmful" to do something, that is
scary to people who do it or want to do it. It's saying they will be
hurt, which they don't want, so they will be scared of it.

And you made it clear that you made sure not to let something like
that happen for your family: you controlled things to get a different
outcome you preferred.

So please provide empirical evidence that shows that constant high-levels of 
cortisol is good for humans.

Why do you make up that cortisol is bad for cows instead of good?
(High levels for long duration.)

Asking me for evidence is the wrong method. You are making a claim,
I'm just saying it's a story you made up. I'm not asserting anything
about cortisol, you are. You never gave any argument, you just told a
story that cortisol is bad because you say so or something. Using that
method of telling easy to vary stories, we could say it's good just as



easily as we could say it's bad.

And similarly industrial cows have lots of cortisol because of a story
you made up, which I reject, but then when I make up a story with the
opposite conclusion you miss the point -- I am not advocating my
story, just illustrating that stories can reach arbitrary conclusions.
The point is stories can go either way, and we need to do something
other than make up stories (for example if you're going to claim stuff
about cortisol levels in cows, that sounds like something we could
measure instead of judging by stories about stress).

But you can just
as well make up a story about how loneliness is stressful and farm
life is relaxed and socially fulfilling.

This is mistaken. Cows living in small farms is not lonely because
they are not alone. So your criticism does not show that my
explanation is easy-to-vary, which is what your criticism attempts to
do.

This is making things up.

The further apart cows are, the more lonely they could be. I can make
things up just as much as you can.

But that's not the point. The point is the method is wrong. You
shouldn't be saying the cows are lonely or stressed, or the reverse.
Both are just made up stories.

And dogs and cats?

You cannot persuade dogs or cats of anything.

Ok so it seems I've used the wrong terms. So help me understand why we
have a meme that makes us protect dogs but not cows. Is this an
irrational meme or a rational one?



We? Not me. And not many people in some countries.

It's rational to protect your pets (or dolls or computers). But it's a
mistake to anthropomorphize animals like some people do.



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Where do we go from here?
Date: January 5, 2012 at 5:30 PM

On Jan 4, 10:45 pm, Elliot Temple <c...@curi.us> wrote:

It is bad to focus one's energies primarily on opposing stuff instead of creating, 
learning, or progressing.

Thanks Elliot. I see what you mean - my first inclination often seems
to be to look for the things I disagree with. This is something I will
need to work on personally.

Steve Whitt



From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 5, 2012 at 7:54 PM

On Jan 5, 4:09 pm, Kristen Ely <kristene...@yahoo.com> wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

I submit that the generalization that all lava floors and seafloors
display the same pattern of alternating magnetic orientations was
induced from the specific observations made in a few areas.

Where is the induction? As I have described it, it is a process of conjectures and 
refutations -- when encountering a problem, make guesses about it, then 
criticize the guesses.  If refuted, drop them. Tentatively accept the guess that 
survives criticism.

Where did the guess come from?  There was at that time no existing
theory of geomagnetism that could have led them logically to the
conclusion that the field reverses.

From a few measurements, the geologists must have reasoned a general
rule about alternating bands of magnetized rock.  That is the only
assumption that suggests past reversals of the magnetic field.

But I'd like to ask another question to those who see role for
induction in science.  Do you also see no role for induction in
everyday life?

Steve



From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 5, 2012 at 8:16 PM

On Jan 5, 1:51 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Data can't increase the probability of a hypothesis. Hypotheses don't follow from 
data. Data are examples of hypotheses - they are hypotheses about what 
happened in a particular place at a particular time, see BoI Chapter 2 and 
Chapter V of Logic of Scientific Discovery by Popper. As a result there is no 
sense in which the data can prove a hypothesis because they are themselves 
hypothetical.

Another problem is that there is no way to assign a probability to any 
hypothesis. Probability statements make sense only in the light of theories about 
physics, see BoI Chapter 8. As a result there can be no estimation of inductive 
probability because all probabilities are a result of a hypothesis about how the 
world works and are probabilities of events made in the light of theories, they 
are not probabilities of the theories themselves. For example, in quantum 
physics the probabilities refer to things like an atom decaying or whatever, they 
do not refer to the probability that quantum physics is true because they are 
made using that theory.

In addition, all attempts to create a probabilistic theory of induction have failed 
for other more technical reasons explained in Realism and the Aim of Science 
by Popper, Part I Chapter IV and Part II Chapter II.

You have given me a big homework assignment, so I will take it one
bite at a time.  First, Chapter 2 of BOI.  I have read it twice now,
and I do not see the relevance to the current discussion.  It covers
such matters as instruments, theory-laden observations, how errors in
interpretation of observations are errors "in the explanation of
something," how the "growth of knowledge consist of correcting
misconceptions in our theories."  That all sounds pretty reasonable to
me.  Although DD dismissed induction in Chapter 1, I don't see
anything in Chapter 2 that supports his view of induction.  And I
don't think Chapter 2 of BOI supports your statement that data are
hypotheses.  *Observations* may be theory-laden and thus may cause us
to misinterpret or overlook data.  But the data are still



representations of the world, they are not hypotheses.

Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 5, 2012 at 8:46 PM

On 6 Jan 2012, at 00:54, stephen.push@gmail.com wrote:

On Jan 5, 4:09 pm, Kristen Ely <kristene...@yahoo.com> wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

I submit that the generalization that all lava floors and seafloors
display the same pattern of alternating magnetic orientations was
induced from the specific observations made in a few areas.

Where is the induction? As I have described it, it is a process of conjectures 
and refutations -- when encountering a problem, make guesses about it, then 
criticize the guesses.  If refuted, drop them. Tentatively accept the guess that 
survives criticism.

Where did the guess come from?  There was at that time no existing
theory of geomagnetism that could have led them logically to the
conclusion that the field reverses.

There doesn't have to be a theory of the core of the earth that leads to the notion 
that the field reverses. The way it goes is like this. I have a bunch of problems 
with my observational data. If the field reverses the problems would be solved. So 
let's go with the idea that the field reverses and see if it has flaws that rule it out.

It would be useful to have models of why the field reverses, but it's not necessary 
to have such a model for every test we might do. For example we might look for 
traces in rocks left by cosmic rays. Different kinds of cosmic rays in the rock 
might be affected differently when the field reverses so the traces they leave 
might be different in rocks that have different magnetisation.

When we do come up with a model of the Earth's core that implies reversals that 
will be helpful for a number of reasons. For example, it will make testing the field 
reversal theory easier since the model for the mechanism for the field reversal will 
make other testable predictions. For example, it might make predictions about 
seismic waves travelling through the Earth and so it might make predictions about 



earthquakes and we could look for traces of that in the geological record.

Now you don't just do this for the field reversal theory because other theories 
might explain the same patterns. So you propose other theories too and test 
them. For example, if you think that some rocks can retain magnetisation and 
others can't then you try to find a model of the rocks that explains this idea and is 
also compatible with the geological data.

From a few measurements, the geologists must have reasoned a general
rule about alternating bands of magnetized rock.  That is the only
assumption that suggests past reversals of the magnetic field.

That can't be the way it works. For one thing it is conceivable that the pattern of 
magnetisation in the rocks could be a result of chemistry. The rock could get all 
molten and flow in such a way that it forms bands that have the same chemical 
composition and so the same magnetisation. Or there could be some other 
mechanism that causes the magnetisation, e.g. - cosmic rays could change over 
time in such a way that they magnetise the rocks one way in one time period and 
a different way in another time period. So there are many possible explanations 
of that pattern and so the pattern can't lead to that theory.

But I'd like to ask another question to those who see role for
induction in science.  Do you also see no role for induction in
everyday life?

Induction is impossible, it never plays any role in any decision.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 5, 2012 at 9:02 PM

On 6 Jan 2012, at 01:16, stephen.push@gmail.com wrote:

On Jan 5, 1:51 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Data can't increase the probability of a hypothesis. Hypotheses don't follow 
from data. Data are examples of hypotheses - they are hypotheses about what 
happened in a particular place at a particular time, see BoI Chapter 2 and 
Chapter V of Logic of Scientific Discovery by Popper. As a result there is no 
sense in which the data can prove a hypothesis because they are themselves 
hypothetical.

Another problem is that there is no way to assign a probability to any 
hypothesis. Probability statements make sense only in the light of theories 
about physics, see BoI Chapter 8. As a result there can be no estimation of 
inductive probability because all probabilities are a result of a hypothesis about 
how the world works and are probabilities of events made in the light of 
theories, they are not probabilities of the theories themselves. For example, in 
quantum physics the probabilities refer to things like an atom decaying or 
whatever, they do not refer to the probability that quantum physics is true 
because they are made using that theory.

In addition, all attempts to create a probabilistic theory of induction have failed 
for other more technical reasons explained in Realism and the Aim of Science 
by Popper, Part I Chapter IV and Part II Chapter II.

You have given me a big homework assignment, so I will take it one bite at a 
time.  First, Chapter 2 of BOI.  I have read it twice now, and I do not see the 
relevance to the current discussion.  It covers such matters as instruments, 
theory-laden observations, how errors in interpretation of observations are 
errors "in the explanation of something," how the "growth of knowledge consist 
of correcting misconceptions in our theories."  That all sounds pretty reasonable 
to me.  Although DD dismissed induction in Chapter 1, I don't see anything in 
Chapter 2 that supports his view of induction.  And I don't think Chapter 2 of BOI 
supports your statement that data are hypotheses.  *Observations* may be 
theory-laden and thus may cause us to misinterpret or overlook data.  But the 



data are still representations of the world, they are not hypotheses.

Let's suppose that you do what you think is a measurement of the magnetic field 
of a piece of rock, but you do the measurement wrongly. So you've written down 
a load of numbers in a table and you've put "magnetic field in the rock" above 
those entries in the table. But the entries are not the magnetic field because 
you've done the measurement wrong. Your data in the "magnetic field in the rock" 
column are false conjectures about the magnetic field in the rock.

You can say "there is a pattern of ink on the paper of the logbook where I 
recorded the results" and you can call that data if you want, but it's not 
necessarily information about anything and it might be totally unfit to settle any 
controversy in physics or any other subject.

Alan



From: stephen.push@gmail.com
Subject: [BoI] Re: Biological Universality
Date: January 5, 2012 at 9:36 PM

On Jan 5, 6:27 am, David Deutsch <david.deut...@qubit.org> wrote:

The term 'devolution' implies only that evolution *sometimes* produces greater 
'complexity or perfection' (or, more precisely, knowledge, or progress), and 
sometimes goes the other way.

That’s what I don’t like about the term.  “Perfection” and “progress”
are teleological.

All? Is a species that is about to go extinct adapted to its environment? Is a 
species that is rapidly evolving new adaptations, adapted to its environment? Is 
our species adapted to life in the Great Rift Valley? Evidently those species all 
have *some adaptations* to their environments, but to make your case that 
'devolution' is a misleading term, you would need to claim that all species are 
about *equally well* adapted to their environments.

Actually, all species are about equally well-adapted to previous
generations’ environments.  When environments change, species are less
well-adapted and their less-fit genotypes decline while their more-fit
genotypes increase in frequency.  The species that is about to go
extinct was well-adapted to previous generations’ environments, but
it’s not devolving, it’s failing to evolve quickly enough to keep pace
with a rapidly changing environment. The species that is changing
rapidly may become more complex, less complex, or maintain the same
complexity – whatever it takes to adapt to the new environment.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: The Danger of Industrialized Food (was: Vegetables and 
Children)
Date: January 6, 2012 at 2:31 AM

On Jan 5, 3:38 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Jan 5, 2012 at 4:31 AM, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 5, 2:39 am, Anonymous Person <unattributedem...@gmail.com> 
wrote:

On Wed, Jan 4, 2012 at 7:16 PM, Rami Rustom <ramir...@gmail.com> wrote:
And many times they aren't cleaned. Because big companies are
interested in maximizing profit, not your health.  To them, health is
an annoying thing that they must do to continue maximizing profits.

This is a combination of a conspiracy theory and naive anti-capitalism.

This is not a conspiracy. I think that a conspiracy is a mistaken 2nd
order knowledge (an explanation) drawn from correct 0th order
knowledge (events). My explanation is nothing like that. My
explanation is based on 1st order knowledge, i.e. the design of
corporations. I would love to start a thread about this. Do you? If
so, please start a new thread (separate from this one).

The conspiracy theory aspect is addressed here:

http://www.settingtheworldtorights.com/node/202

It involves a conspiracy because they have to do things like hide from
their employees (and the FDA, and their customers) that they are
hurting people's health a lot.

If you want to discuss it, read the link instead of just saying "This
is not a conspiracy" and then trying to provide your own meaning for
my claim, instead of discussing what I meant.

A conspiracy theory is (according to the link):

* an explanation of observed events in current affairs and history …

http://www.settingtheworldtorights.com/node/202


which
-- explanation is 2nd order, events are 0th order. which is exactly
what I conjectured that a conspiracy theory is.

* alleges that those events were planned and caused in secret by
powerful (or allegedly powerful) conspirators, who thereby…
-- my explanation did not mention secrets. the things I've mentioned
are well-known among those individuals who have spent the energy to
learn them.

* benefit at the expense of others, and who therefore…
-- benefiting at the expense of others happens all the time whether
intentionally or unintentionally.

* lie, and suppress evidence, about their secret actions, and…
-- no secrets so no lies. Big corporations are telling the truth when
they say, *FDA Approved!*

* lie about the motives for their public actions.
-- Big corporations clearly say that they are profit driven. So no
lies here.

Therefore, my explanation is clearly not a conspiracy theory. To
recap, I haven't suggested that companies are *intentionally* hiding
anything. I'm simply saying that their primary goal is not our health.
Health is one of their least important goals. Their goal is profit,
and health is something they have to deal with at a minimum level
because the FDA *coerces* them to do it. And the FDA's policies don't
do very well at this.

But in this specific case, I do not believe that I used scare tactics,
whether intentionally or unintentionally. So please tell me why you
think my actions do in fact scare them into not wanting the other
foods.

You wrote:
They [other adults] think that this way [letting kids eat foods they want] is as 
healthy as vegetables, or sufficiently as healthy. But its not even close. Its very 
very harmful.



When you say that it is "very very harmful" to do something, that is
scary to people who do it or want to do it. It's saying they will be
hurt, which they don't want, so they will be scared of it.

And you made it clear that you made sure not to let something like
that happen for your family: you controlled things to get a different
outcome you preferred.

I see. You have assumed that I have explained these things to my
girls, but I haven't. They are far too young to understand such
things. So they can not possibly be scared of things that they don't
know about.

So please provide empirical evidence that shows that constant high-levels of 
cortisol is good for humans.

Why do you make up that cortisol is bad for cows instead of good?
(High levels for long duration.)

All universal explanations are *made up*. But would you tell David
Deutsch that he *makes things up*?  I don't think so. And in this
case, I think that you shouldn't say it to me either. Unless you have
a good reason. Do you have a good reason? Do you realize that it is
disrespectful? Do you realize that it clouds our discussion? Do you
realize that it has the potential to cause negative emotions and thus
could affect how well your counterparts are able to form rational
responses? I think what you said is a *cut down* and these things have
no place in philosophical discussions. Do you agree?

I employed a universal explanation that, since it is bad for humans,
it is also bad for cows. This is my conjecture. And it is a good one
since the biology of humans and cows, at least with respect to
hormones, is the same. But if you are asking, 'Why do you think
[constant high-levels of] cortisol is bad for cows [or for humans]
instead of good?' Then I'll present some 1st order knowledge:

Cortisol is an important hormone in the body, secreted by the adrenal
glands and involved in the following functions and more: Proper



glucose metabolism, Regulation of blood pressure, Insulin release for
blood sugar maintenance, Immune function, Inflammatory response.

Normally, it’s present in the [human] body at higher levels in the
morning, and at its lowest at night. Although stress isn’t the only
reason that cortisol is secreted into the bloodstream, it has been
termed “the stress hormone” because it’s also secreted in higher
levels during the body’s ‘fight or flight’ response to stress, and is
responsible for several stress-related changes in the body. Small
increases of cortisol have some positive effects: A quick burst of
energy for survival reasons, Heightened memory functions, A burst of
increased immunity, Lower sensitivity to pain, Helps maintain
homeostasis in the body.

While cortisol is an important and helpful part of the body’s response
to stress, it’s important that the body’s relaxation response to be
activated so the body’s functions can return to normal following a
stressful event. Unfortunately, in our current high-stress culture,
the body’s stress response is activated so often that the body doesn’t
always have a chance to return to normal, resulting in a state of
chronic stress. Higher and more prolonged levels of cortisol in the
bloodstream (like those associated with chronic stress) have been
shown to have negative effects, such as:
* Impaired cognitive performance
* Suppressed thyroid function
* Blood sugar imbalances such as hyperglycemia
* Decreased bone density
* Decrease in muscle tissue
* Higher blood pressure
* Lowered immunity and inflammatory responses in the body, slowed
wound healing, and other health consequences
* Increased abdominal fat, which is associated with a greater amount
of health problems than fat deposited in other areas of the body. Some
of the health problems associated with increased stomach fat are heart
attacks, strokes, the development of metabolic syndrome, higher levels
of “bad” cholesterol (LDL) and lower levels of “good” cholesterol
(HDL), which can lead to other health problems!



Asking me for evidence is the wrong method.

You are making a claim,

Yes, my conjecture.

I'm just saying it's a story you made up.

Yes, that is your criticism, a weak one that has issues in itself as
described above.

I'm not asserting anything
about cortisol, you are. You never gave any argument, you just told a
story that cortisol is bad because you say so or something.

Incorrect. What I gave *is* an argument and it is in the form of a
universal explanation.

Using that method of telling easy to vary stories, we could say it's good just as
easily as we could say it's bad.

I have shown that your example ideas, of how my explanation is easy-to-
vary, are illogical.

And similarly industrial cows have lots of cortisol because of a story
you made up,

Yes, my conjecture.

which I reject,

Yes, that is your criticism.

but then when I make up a story with the
opposite conclusion you miss the point -- I am not advocating my



story, just illustrating that stories can reach arbitrary conclusions.

I understood your criticism, which is that my explanation is easy-to-
vary and I've criticized that criticism by showing that those
criticisms are illogical, therefore my explanation has yet to be shown
that it is easy-to-vary. Do you have any more example ideas that could
show otherwise?

The point is stories can go either way, and we need to do something
other than make up stories (for example if you're going to claim stuff
about cortisol levels in cows, that sounds like something we could
measure instead of judging by stories about stress).

Its already been measured in humans, therefore, because of the reach
of universal explanations, cows experience the same problems.

But you can just
as well make up a story about how loneliness is stressful and farm
life is relaxed and socially fulfilling.

This is mistaken. Cows living in small farms is not lonely because
they are not alone. So your criticism does not show that my
explanation is easy-to-vary, which is what your criticism attempts to
do.

This is making things up.

I'm confused. How is this *made up*? Are you saying that cows living
in small farms *are* lonely? Do you know of any farms where only one
cow lives there?

The further apart cows are, the more lonely they could be. I can make
things up just as much as you can.



I see what you're saying now. What is important to consider is how
cows evolved. They evolved in herds grazing in grass fields. A small
farm does the same thing [but with a fence]. The new industrialized
method of cattle farming has deviated dramatically from this.

But that's not the point. The point is the method is wrong. You
shouldn't be saying the cows are lonely or stressed, or the reverse.
Both are just made up stories.

I didn't understand this one. Please rephrase if you want.

And dogs and cats?

You cannot persuade dogs or cats of anything.

Ok so it seems I've used the wrong terms. So help me understand why we
have a meme that makes us protect dogs but not cows. Is this an
irrational meme or a rational one?

We? Not me. And not many people in some countries.

It's rational to protect your pets (or dolls or computers). But it's a
mistake to anthropomorphize animals like some people do.

So are you saying that its rational to respect animal's rights if [and
only if] they are our pets? If so, I think that this is
anthropomorphic; our pets vs not our pets; your explanation centers on
humans while mine does not.

--Rami
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Krys Boyd: You're listening to Think on KERA 90.1. I'm Krys Boyd. Does
understanding the universe give us the power to control the universe?
Humans have sought to explain the workings of the natural world for
millennia and have used the methods of modern science with ever
greater effectiveness since the Enlightenment. We've learned to do
things that our ancestors could scarcely have imagined, from global
telecommunications to life-saving medical treatments to tracing the
history of the universe to within seconds of the Big Bang. And my
guest today will argue that while there was a beginning to humankind's
scientific achievement, there is no reason to believe our achievements
will someday reach an end point. Given what we know about ourselves,
he is hopeful that our acquisition and application of scientific
knowledge could last as long as the universe itself. David Deutsch is
a Fellow of the Royal Society and Professor of Physics at Oxford
University. His new book is called "The Beginning of Infinity:
Explanations that Transform the World". David, welcome to Think.

David Deutsch: Hi, Krys. Thanks for inviting me.

Boyd: You write that, "All progress comes from the human quest for
good explanations." How has our definition of a "good explanation"
evolved over the centuries?

Deutsch: One of the most noticeable changes that happened in the
history of our species was the scientific revolution, which made the
difference between making progress that was either absent or so slow
that no human ever noticed it in their lifetime, and what's happened
since then, which is that we've got used to change happening all the
time and being part of our lives. And because that change was so
noticeable, people wondered what caused it. Initially, they got all
sorts of wrong theories about what it was that made science
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successful, and some truths as well. For example, it was realized
almost immediately that rejecting authority was a necessary condition
for making progress. That is, authority in regard to knowledge, though
this spread to political authority as well. But then, in the positive
sense, what actually caused science, people got really confused and
thought that we kind of absorbed knowledge of nature by being open to
experience, and that experience somehow implanted true ideas about the
world in our minds. Now, this is completely untrue, and one of the
things I do in the book is trace how wrong that is and also how the
real explanation, which is that we seek hard-to-vary explanations,
applies not only in science, but in all sorts of other fields,
including art, morality, political philosophy, and so on.

Boyd: It's so interesting, David, to reflect on the idea that the
before the Enlightenment, many people, learned people, assumed that
everything worth knowing had already been revealed. Today, that lack
of curiosity strikes us as almost dangerous.

Deutsch: Yes. It's basically very implausible today, because we're all
hoping and expecting that improvements will be made. The whole of
politics is about who has the best idea for improvements and so on.
It's difficult to imagine, but if you try to imagine what it was like
during most of human history when nobody ever experienced an
improvement in anything, then, in regard to knowledge, it was sort of
common sense that there was this thing called knowledge. We knew that
the sun would rise every day, but there was nothing new to discover,
because all that was going to happen tomorrow was that the sun would
rise again just like it did today.

Boyd: What's the relationship between curiosity and intelligence?

Deutsch: Curiosity, I think, is a way of referring to the desire for
good explanations. It's a way of thinking that there's something here
that we don't know, or some problem, some puzzle, for which we would
like to have the explanation, that is, a statement about reality which
explains why the thing we are curious about is as it is.
Intelligence... Well, I shy away from that word, because it is laden
with this wrong idea of where knowledge comes from. The idea of
intelligence is that there is some ability that allows us to get good
knowledge. But in fact, knowledge comes from criticism, it comes from



conjecture about what might be better than the ideas we have. And
conjecture is fallible. So, curiosity is great. Intelligence, I think,
is a misleading term, and I'd rather refer to things like criticism
and creativity.

Boyd: I find it fascinating that many of the scientists we speak to on
this program have a similar philosophy about intelligence. They're the
last people to say that being a physicist is tantamount to being a
genius. And there are a lot of people in other fields who don't have
any problem at all feeling as if they are very intelligent.

Deutsch: I do think that it's a disservice to humankind to promote the
view that success in anything intellectual is due to something innate.
It's not due to an innate ability, because there is no such ability
possible. It is only due to a critical attitude, an open attitude, a
desire for truth, that sort of thing. And abilities are knowledge
themselves. They are things that we learn in the course of trying to
discover the truth.

Boyd: Can we trust ourselves to use our newly gained abilities for
good rather than evil?

Deutsch: This is part of the question of whether the spectacular
growth of knowledge that has happened in science can happen in other
fields as well, and the one you are asking about is morality. I think
that the answer must be, "Yes, there is such a thing as an objective
difference between right and wrong." And although it's easy to be
cynical and look around at all the evils there are in the world and
also at all the disagreements about right and wrong that there are in
the world, I think if you look more deeply and over a longer time
scale, you can easily see that there is progress and that it's not
just a matter of cultural prejudice or just a matter of definitions.
For example, there was a time, only a few hundred years ago, when
every reasonable person would have thought that slavery is a natural
state of some people, and that there is nothing inherently wrong with
it. Whereas now, you'll hardly find any thinking person who doesn't
agree that it is a great evil, and that steps could and should be made
to abolish it.

Boyd: Let's talk about some of the ways that we've physically changed



the world that we live in. For example, a lot of modern cities today
are shaped as much by human intervention as by geologic forces. Will
you talk about that a little bit?

Deutsch: A city is the obvious example of what I think is a general
truth. Remember, we're only at the beginning of infinity and always
will be and on Earth, we're only at the beginning of shaping it, but a
city is an example of the fact once knowledge is involved in physical
processes, it is the determining factor of the landscape. That is,
whereas other species, the ones that are incapable of generating
knowledge, are shaped by and adapted to their landscape, humans create
their own landscape and shape it and adapt it. So, for humans, there
is no such thing as a resource until some human has developed the
knowledge for making it a resource. I think that if we choose to do
the right thing and continue to use knowledge and to seek better
things and progress, then this will extend to anything and everything.
We'll move off the planet and improve things as we go. But, no doubt
many people will be thinking as I say this, cities and things haven't
always improved things; there's pollution and so on. But I think this
is a myth of a rosy past. It's no good thinking of a rosy past in
which the rivers were clean the air was pure, if people at that time
actually were plagued by cholera.

Boyd: I want to talk about something like global warming. You are
confident that we will be able to survive it given that in the past we
have used our technologies and our intellects to survive inhospitable
climates which occurred naturally all over the planet.

Deutsch: Yes. Global warming is one of the first global challenges
that we face as a result of technology or improving things. We've
improved a whole lot of things, and as a result, a slow worsening has
happened in part of our environment. Now, this has happened on a
smaller scale thousands of times. I'm old enough to remember when many
of the cities in England had smog, and the London fog was deemed to be
part of the London scene. It wasn't even thought of as a thing that
humans could undo. And yet, as technology improved, wealth increased,
and standards raised, the London fog became a thing of the past. And
just as the London fog can become a thing of the past, so can the
problems of global warming.



Boyd: So, we should strive not for sustainability of our current
existence, but for innovations to match our needs as they change?

Deutsch: Yes. The idea of "sustainability", I think, is a terrible
mistake. It is a hyper-optimistic view, ironically, of what humans are
and of what humans can do. It is the idea that we can find a way of
life which will not be dangerous and will not be threatening and will
not require any further creativity or progress. I take the opposite
view to that: I think that problems are inevitable, and that any kind
of stasis is bound to end in catastrophe, so the only thing that's
sustainable is actual progress. And what we need to do, in regard to
global warming, but even more in regard to the things that are coming
up that we don't yet know about, but which might be far more dangerous
for all we know, is to build up the scientific knowledge,
technological knowledge, and wealth to be able to deal with unforeseen
problems when we discover them and, alas, also to recover from
disasters that we fail to foresee.

Boyd: And, I guess, as challenging as it is to create new solutions
and innovations technologically, that's still easier than changing the
basic nature of human beings and what they want and how they act.

Deutsch: Well, it's more than that. If we somehow could succeed in
changing the nature of human beings so that they were not capable of
creating new knowledge, then the same thing would happen to our
species as happened to 99.9% of all species that have ever existed:
namely, we would go extinct. In fact, we would go extinct much faster
because our ecological niche depends on creating new knowledge. All
our sister species, our cousin species, whatever you want to call
them, went extinct. And they went extinct not because they created too
much knowledge and fell afoul of the unintended consequences of their
knowledge, but precisely because they lived a sustainable lifestyle to
which evolution had adapted them. And evolution played the same nasty
trick on them as it usually plays on species: it wiped them out for
doing so.

Boyd: Is it reasonable to imagine we could someday make ourselves
immortal?

Deutsch: Oh yes. It's obvious that the things that make humans die --



I'm talking about natural causes as opposed to accidents and wars and
so on -- are all just technological matters and we have already solved
them. We've increased human lifespan from its natural level of 20-
something up to 80-something or whatever it is now, and we know that
death is caused by certain organic processes in the body, which in
principle can be engineered away. So, while things like travelling to
intergalactic space will no doubt not happen for thousands of years,
it would be very surprising if death were not conquered in the next
few centuries.

Boyd: Well, if you think about it, ideas already have the potential to
outlast the brains and bodies that conceived them. Do we need human
bodies to be fully human or would preservation of the contents of our
brains be close enough?

Deutsch: There are several different strands of technology that might
eventually lead to the effective end of individual people's death,
such as uploading minds into computers and so on. I don't know which
of those will come first. They're all of similar levels of
technological difficulty, so the chances are that pretty soon after
one of them is invented, they will all be invented, and we will think
it just as ridiculous not to back up our minds into some back up
medium as we do today not to back up our life's work from a computer.

Boyd: What an interesting series of challenges we would have then,
deciding who deserves to be backed up, because surely there would be a
financial cost to it.

Deutsch: Well, there will no doubt be a transitional period during
which the technology will be too expensive to apply to everybody. That
is already the case. After all, there are medical treatments now that
can save some people's lives, but cannot save the lives of everybody
with that disease. We have institutions in place that can take care of
that situation. But it will only be temporary, because progress always
consists of alternating phases. First, a creative phase which solves
the fundamental problems, and then, what Thomas Edison called the
"perspiration" phase, where we optimize things. And the perspiration
phase can always be automated. Once something is automated, its cost
goes down to zero, because the only thing that ultimately costs
anything is human attention and creativity. So, soon after the



technology is available, it will become cheaper and eventually will
become just as much taken for granted as the supply of fresh drinking
water.

Boyd: Let's talk about the evolution of human knowledge and culture.
Rather than genes, in this case we talk about memes. And you explain
that some survive because they're good and rational, while others
survive specifically because they crowd out people's appetite for
seeking new ideas and new explanations.

Deutsch: The theory of memes was first thought up by Richard Dawkins
and then elaborated by Susan Blackmore and many others. And I think
it's fundamentally true that all the existing treatments of memes
missed the most important thing about them, which is this distinction
that you just mentioned between what I call rational and anti-rational
memes. The rational memes you characterized just about correctly. They
are the memes that are transmitted from person to person because the
recipient finds that having that knowledge or that behavior benefits
them. But then the anti-rational memes, it's not that they remove
interest, it's that they disable people from criticizing them. So
there are ideas that disable criticism of themselves. And of course
Richard Dawkins' favorite examples of this are certain religions. I
don't think it's true of all religions, but still, it's the archetypal
example that he cites. If you start believing that there's a god who
will punish you if you stop believing in him, then thoughts about that
get suppressed in your mind, and therefore that meme gets hard to
abandon. But I think that this kind of meme, which has an overt
content of saying, "Don't stop believing in me," is actually a rare
kind, and the more insidious kinds are the ones that we don't really
know why we're doing them, such as, well, you mentioned immortality a
while ago. I think that there is an irrational meme that makes people
suspicious of the idea of immortality. They don't mind lengthening
lifespan, but once you talk about lengthening lifespan without a
limit, they start imagining purely imaginary objections. And I don't
think that is rational.

Boyd: Yeah, it is funny that we have many religious traditions that
look forward to an afterlife, that it's something completely separate
and apart from what we have here. But if you look even at literature,
in the stories of human beings who somehow become immortal, they're



always miserable and desperate to end this thing.

Deutsch: Yes, this is an example of the irrationality I was thinking
of. And it is very ironic that religions take this view that having
real immortality would somehow cheat people of the imaginary
immortality that religions offer. By the way, it's also interesting
that the first mathematical theories of infinity were bitterly opposed
by the Church and religious people on the grounds that it was
inherently wrong for humans to try to usurp the functionality of God
in trying to understand the infinite.

Boyd: Let's speak with Ken on the phone in Fort Worth. Hi Ken.

Ken: Hello. Thank you for taking my call, ma'am. I love the show, and
I appreciate what the gentleman has been saying. My question is, if we
allow companies to use all the finite resources on the earth and not
go on in a sustainable way, how can we rely on technology to sustain
us?

Deutsch: The idea that the resources of the earth available to humans
are finite is a mistake. First of all, it's only knowledge that
converts something into a resource in the first place. Nobody knew
that pitch-blend uranium ore was a resource until Henri Becquerel
discovered radioactivity. Soon we will be mining the asteroids for
minerals that are extremely rare on earth. The universe is to all
intents and purposes unlimited and it is our home. To regard just the
resources that you know about today as being "the resources" will
always lead you into the error of thinking that, "they are finite, and
then, once we have used them up, what will we do then?" Unfortunately,
we have no choice, because even if we remained at the present level of
technology and sustained it forever, all that would do is postpone our
extinction. If we want to avoid our extinction, there is nothing
sustainable except the growth of knowledge.

Boyd: You're not arguing of course that we should want to only go out
and waste physical resources. That's not the point that you're making.

Deutsch: No, that's not the point. The question is whether there is an
inherent limit on our progress or not.



Boyd: You disagree with the notion made popular by Stephen Hawking and
others that free will is in fact a sort of illusion. Can you talk
about that?

Deutsch: This is the idea that because we are made of atoms and atoms
are subject to laws of motion that don't allow any wiggle room,
therefore everything we do also doesn't allow any wiggle room, and
therefore our free will must be an illusion. Now, I think that's
called reductionism, and it is simply a mistake. It's sort of assuming
that the laws of physics are a kind of a person, a kind of a
supernatural being that makes us do things. But it's not true. The
laws of physics are simply a description of what we do. So it's not
the laws of physics that make atoms move around. The laws of physics
are simply a description of what they do. And the thing that we see
about the world is that there are levels of description. There are
descriptions at the atomic level and descriptions at the molecular
level and the biological level. And then there are descriptions and
explanations at the level of human thought. And there's no reason to
expect that just because there's a low-level description, there isn't
also a high-level explanation and description. In the book I give some
arguments both due to me and due to people like Douglas Hofstadter
that the high-level description is sometimes the only reasonable
explanation of what is happening. For example, if you play a game of
chess against a computer, then it's not the silicon that has beaten
you. It's the program in the computer, and that program is an
abstraction. The program doesn't consist of atoms. The program is an
abstraction over the atoms, just like human thought is an abstraction
over our atoms, and it is the program that has beaten you. When I make
a decision, it's I who have made it, not my atoms, and not the laws of
physics.

Boyd: So we get really unnecessarily and detrimentally hung up on this
sense that we can get to the absolute foundation of anything.

Deutsch: That's true as well. The idea that there's an absolute
foundation is a formula for stagnation in science and for tyranny in
politics and so on. There will never be an absolute foundation for
knowledge, because there will always be the question, once we have got
a particular fundamental theory, of why it is that way and not some
other way.



Boyd: We have an email here from Paul in Farmer's Branch who says, "It
seems to me we will have many opportunities to go extinct regardless
of how creative we are. Nuclear annihilation, asteroid collisions,
solar mass ejection, uncontrollable disease... We may simply not have
enough time to prepare to survive."

Deutsch: I agree with everything in that except for the "regardless".
In all those cases, there is a way that we could make the wrong
decisions and be wiped out as a result, including refusing to make
decisions or shutting our eyes to problems, but there is also a thing
we could do to prevent that. And in all those cases, sufficient
knowledge would solve that problem.

Boyd: So if we were at a place where we could handle it, then we could
handle it.

Deutsch: Yes. And of course there is the possibility that it would
happen before we had that knowledge. For example, an asteroid strike
by something going too fast and too big for us to stop it right now.
The lesson of that is that not only do we need to make progress, we
need to make *rapid* progress, or we will be wiped out.

Boyd: Will knowledge continue to grow even if our brains and bodies
don't evolve in quite the same way they did when we were simply trying
to survive?

Deutsch: Yes. We have become universal computers, universal
explanation machines. And that means that the limits of our ability
are fixed only by the laws of physics, and not by our own
constitution. For example, humans without technology couldn't possibly
live in Oxford, where I live, because the winters in Oxford would kill
any human that wasn't protected by technology such as clothes and
weapons to hunt with. Even in the Great Rift Valley in Africa where
our species evolved, by the time we had evolved, we were already
absolutely dependent on technology to survive. Technology like fire
and clothing. So we're not dependent on our physical constitution,
because we can always adapt nature by using knowledge to compensate
for any physical defects that we may have, or, as we like to think of
it, any physical defects that our environment may have.



Boyd: Let's go back to the phones now. Our next caller is Adam in
Dallas. Hello, Adam.

Adam: If doctors really are able to offer immortality via science,
will that come with infinite use, so that we'll never age? Or will it
just be a constant state of near-death, kind of like living on a life
support machine?

Deutsch: It will be the former. The same argument that tells us that
death is merely a technological problem tells us that youth is also
merely a technological problem. The task of transforming an older body
into a younger body is ultimately just a task of engineering the cells
to be in a slightly different way, and that requires only knowledge.

Boyd: It would be impossible to argue that faith in an ultimate
solution, say, a cure for cancer, has not driven a great deal of
progress and spurred the acquisition of a great deal of knowledge over
time. You say, though, that absolute faith in an ultimate solution can
actually hinder progress after a certain point. Will you explain that?

Deutsch: Yes, certainly. This is, in philosophy, the debate about two
different meanings of the phrase that "humans are perfectible". In one
meaning of that, it means that there is a perfect state that we can
reach if we only do the right thing, like chant the right syllables or
whatever, or a utopia, a perfect society that we can reach if only we
kill the right people and so on. And that notion of perfectibility
leads to stagnation and tyranny. But the other notion of
perfectibility, which is that improvement is always possible, which in
some ways is equally optimistic but in other ways is much more
rational, is also true. And that's the sense of perfectibility that I
argue for, that problems are always soluble. Problems are also
inevitable, and that's why we have no choice but to embark on an open-
ended pursuit of knowledge and good explanations.

Boyd: There's always room for improvement.

Deutsch: Yes.

Boyd: It's interesting. Just this morning on the radio there was a



story about how the philosophy of thinking that people are either
auditory or visual learners has been disproven, at least in one large
study. And it's funny because, for a long time, we based our education
systems around this idea that we understood how people learn one way
or another and we could cater to that. Had we not continued to
question that, we wouldn't have gotten to the place where maybe we can
teach even better.

Deutsch: Yes. I hadn't heard of that study but it sounds extremely
plausible to me, and I would have expected that to be so. I would even
go further and say that even if it had been true that some people are
auditory and some people are visual, this is itself merely a problem
that people could overcome if they wanted to. An auditory person could
become visual if they were interested in doing so. The reason I think
that would have been true is that we are general-purpose knowledge
creating machines.

Boyd: Let's go back to the phones now. We have Sal on the line in
Richardson.

Sal: Your advocacy of Hugh Everett's interpretation of quantum
mechanics seems to be not amenable to the kind of scientific inquiry
dynamics that you talk about in your book, that is, conjecture,
criticism, and testability. Would you care to comment on that? It's so
dogmatic that it's almost bearing on a religious kind of belief.

Deutsch: Yes. It's a line of criticism that is often heard. The idea
that, "Quantum mechanics forces upon us the theory of parallel
universes as a sort of religious belief, because all that quantum
mechanics can actually tell us is the outcomes of experiments. It
can't actually prove that the mechanism by which these outcomes are
brought about is as the theory says. So maybe it isn't and maybe there
aren't these parallel universes." The trouble is that that is exactly
the line which would let you say that the observations of the planets
don't necessarily tell us that the sun is at the center of the solar
system. It could still be the Earth, and all that happens is the light
reaching the Earth is as if there were planets out there orbiting the
Sun. This is exactly the argument that the results of quantum
mechanics are just as if there were parallel universes producing them.
Or to give a rather notorious topical example, it's like the people



who say, “Fossils were put there exactly as if there had been
dinosaurs that gave rise to them. But nobody has ever seen a dinosaur,
nor will anybody ever see the dinosaurs that produced the fossil, and
therefore it's a matter of religion to believe in them.” But that is
to misconstrue what science is about. Science is not about just
predicting the outcomes of experiments. It is about understanding the
world.

Boyd: What's the value of the mistakes we have made and continue to
make over time in our pursuit of science?

Deutsch: The pursuit of science is, as my old boss John Wheeler used
to say, who was in Austin, Texas at the time when I worked with him,
our whole problem is to make the mistakes as fast as possible. And in
the book, I say that it might help people to understand better the
nature of the scientific process if we called scientific theories
"misconceptions" right from the outset, rather than only after we have
discovered what's wrong with them. If we are going to expect continual
improvement, we must expect that all our existing theories -- although
they contain a lot of truth -- contain misconceptions, and therefore,
in the final analysis, are misconceptions. We could talk about
Einstein’s misconception of gravity being a better misconception than
Newton's misconception of gravity. Error is the natural and ubiquitous
state of human minds. The only difference is whether we improve upon
our errors or don't, or refuse to. And if we want to improve upon
them, we have to do these specific things involving criticism, seeking
better explanations, seeking the truth, openness, tolerance, and so
on.

Boyd: Your way of thinking really appeals to me, because there are
people who would find our consistent and predictable fallibility as
time goes by really depressing, but it's a source of delight for you.

Deutsch: It is. It is the means of progress. You talked about
education just now; another thing that has held back education is the
idea that education is about finding ways of not making errors. But in
fact, progress only ever comes through making errors. Errors ought to
be encouraged! As I said, our whole problem is to make them as fast as
possible.



Boyd: Let's go next on the phone to Colleen in Dallas. Hello, Colleen.

Colleen: I've heard an argument, I think due to Descartes, that if you
can imagine an infinite being, then that is a proof of the existence
of God. But from what I understand, the idea of infinity is more of a
scientific idea, and that idea itself merely refers to a physical
reality. To apply that to something completely non-physical is kind of
a fallacy. So I was just wondering what your take on that was.

Deutsch: I almost agree. Certainly that purported proof, called the
ontological argument for the existence of God, is a fallacy. We can't
blame the early philosophers for making that statement, because
infinity wasn't properly understood until about the 19th century. But
infinity is meaningful not only in physics -- for example, that
there's an infinite number of points in a one-inch distance; we now
know how to make sense of statements like that -- it's also meaningful
in mathematics, and it has been found that we can reason validly about
infinity and deeply understand infinity in mathematics too.

Boyd: Is it possible that some other civilization somewhere in the
universe could arrive and explain all this to us, or will it only have
meaning if we as human beings find the answers we seek on our own?

Deutsch: Here's another education theory point. Whenever you
understand something, it is you who have created the idea in your
mind. It may feel as though somebody has poured it into you, like wine
into a glass, but that is an illusion. All knowledge arises by
conjecture and criticism. And when we listen to somebody speaking, we
don't download their theory into our brain. If we did, we wouldn't
understand it; it would be like learning it in a foreign language.
What we do is conjecture what it means, and then use what that person
is saying as a means of criticizing and improving our conjecture, and,
with luck, we then find a way of understanding what that person is
saying, and with even more luck, we find a way of improving on it.

Boyd: You have a fascinating chapter in the book, which might surprise
people, devoted to the question of why flowers are beautiful. And you
demonstrate that at least some things of beauty are in fact
objectively beautiful, or appear to be. Why do flowers fit that
description?



Deutsch: The conventional view of beauty is that it has no objective
basis, that it is purely subjective or else purely cultural. So when
we say, "it's a matter of taste," that's a way in everyday language of
saying there isn't any objective truth in it. But the thing about
flowers is that the evolution of flowers had to make a signal of
attractiveness that would be difficult to forge, but also easy to
recognize by someone else -- in this case, insects -- who knew the
code. And so the insect/flower co-evolution produced a standard, which
was an artistic standard, for what flowers should look like. Now,
here's my argument for why it hit on an objective standard. Tthere are
plenty of examples of signaling in nature, but most of them don't look
beautiful to humans. So the question is, why do flowers, which evolved
to look attractive to insects, also look attractive to humans? And I
make the argument in detail in the book that the only explanation for
this is that the most efficient way of solving this problem of inter-
species signaling was for both the insects and the flowers to evolve
towards a criterion of objective beauty, which then appealed to humans
as well, because humans are capable of understanding objective things.

Boyd: What is the best way to guard against our tendency to lose sight
of our own fallibility?

Deutsch: I think we have to look at whether the things we are saying
and doing meet the problem that they are purported to meet. So, if you
ask, "Why am I in this job?", and if the best explanation that you can
come up with is one that you would think was silly if someone else
said about their job, then that's prima facie evidence that you're in
an irrational pattern of thinking. By the way, like anything else,
this is not conclusive evidence, because it may be that you are in
fact in the right job, but don't actually know the reason. But in that
case, it would do you good to know the reason.

Boyd: Do you find it challenging to have these conversations with
people like me, or people in a general audience, or do you find that
discussing these ideas with regular people who haven't studied them in
depth actually helps to clarify your own thinking?

Deutsch: Definitely the latter. If anything, professionals are more
likely to be stuck in their ways than people who, if I can put it this



way, have real lives, and whose philosophical problems grow out of
real life problems. There's also the fact that, as you will have
noticed, I really like pontificating.

Boyd: Which makes you an excellent radio guest.

Deutsch: Well, thank you.

Boyd: David Deutsch is a Fellow of the Royal Society and Professor of
Physics at Oxford University. His new book is called, "The Beginning
of Infinity: Explanations that Transform the World". David, it's been
quite a pleasure. Thank you so much for spending this hour with us.

David: Thank you for having me on the program.

Boyd: My name is Krys Boyd. Thanks for listening, and have a great day.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 6, 2012 at 5:15 AM

On Jan 5, 8:36 pm, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 5, 6:27 am, David Deutsch <david.deut...@qubit.org> wrote:

The term 'devolution' implies only that evolution *sometimes* produces greater 
'complexity or perfection' (or, more precisely, knowledge, or progress), and 
sometimes goes the other way.

That’s what I don’t like about the term.  “Perfection” and “progress”
are teleological.

I don't think that my argument suggested "perfection".

All? Is a species that is about to go extinct adapted to its environment? Is a 
species that is rapidly evolving new adaptations, adapted to its environment? 
Is our species adapted to life in the Great Rift Valley? Evidently those species 
all have *some adaptations* to their environments, but to make your case that 
'devolution' is a misleading term, you would need to claim that all species are 
about *equally well* adapted to their environments.

Actually, all species are about equally well-adapted to previous
generations’ environments.  When environments change, species are less
well-adapted and their less-fit genotypes decline while their more-fit
genotypes increase in frequency.  The species that is about to go
extinct was well-adapted to previous generations’ environments, but
it’s not devolving, it’s failing to evolve quickly enough to keep pace
with a rapidly changing environment. The species that is changing
rapidly may become more complex, less complex, or maintain the same
complexity – whatever it takes to adapt to the new environment.

I agree.

But I think your conception of *complex* is different than mine, as
stated in my original post. I was referring to the mind (brain) not
the rest of biology.



So this begs the question: My explanation says that complexity in the
mind goes forward only. And your explanation says that complexity in
biology goes forward mostly but sometimes backwards too. So how do
these reconcile?

The answer is in the genes. Have you heard of some lines of species
that lost complexity, lets say eyes, and then gained them back later?
What could explain how complexity can be lost and then recovered later
in the same line of species?

Its because of the f-genes and m-genes. In the example above, f-genes
made the eyes. And then the m-genes were turned off in that line of
species. And then there were turned on again. And it was selective
pressures that caused both the off and then back on again state
transitions.

So we should define complexity more generally. Complexity is in the
genes, not the outward appearance, because some f-genes are hidden
when the m-genes are indefinitely turned off in a species.

Biology is so cool!

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] George Washington on Education
Date: January 6, 2012 at 5:48 AM

I know very little about GW. What I know is a short excerpt from his
autobiography that I read from _The Underground History of American
Education_, by John Taylor Gatto, which I read a in early 2011.

Regarding how to learn how to write, GW's meta-idea was this:
I thought the writing excellent and wished, if possible, to imitate it. With that in 
view I took some of the papers, and making short hints of the sentiment in each 
sentence, laid them by a few days, and then, without looking at the book, try’d to 
complete the papers again, by expressing each hinted sentiment at length, and 
as fully as it had been expressed before, in any suitable words that should come 
to hand. Then I compared my Spectator with the original, discovered some of 
my faults, and corrected them.

Regarding how to learn to make his writing more effective and
efficient by expanding his vocabulary, GW's meta-idea was this:

I found I wanted a stock of words...which I thought I should have acquired 
before that time if I had gone on making verses; since the continual occasion for 
words of the same import, but of different length, to suit the measure, or of 
different sound for the rhyme, would have laid me under a constant necessity of 
searching for variety, and also have tended to fix that variety in my mind and 
make me master of it.

Regarding how to learn how to think, GW's meta-idea was this:
I took some tales and turned them into verse; and after a time when I had pretty 
well forgotten the prose, turned them back again. I also sometimes jumbled my 
collection of hints [his outline] into confusions and after some weeks 
endeavored to reduce them into the best order, before I began to form the full 
sentences and complete the paper. This was to teach me method in the 
arrangement of thoughts. By comparing my work afterwards with the original I 
discovered many faults and amended them; but I sometimes thought... I had 
been lucky enough to improve the method or the language.

Regarding how to learn math, GW's meta-idea was this:
Being on some occasion made asham’d of my ignorance in figures, which I had 
twice failed in learning when at school, I took Crocker’s book of Arithmetick, and 
went through the whole by myself with great ease. I also read Seller’s and 



Shermy’s book of Navigation and became acquainted with the geometry they 
contain.

John Taylor Gatto wrote about GW:
This school dropout tells us he was also reading John Locke’s Essay 
Concerning Human Understanding, as well as studying the arts of rhetoric and 
logic, particularly the Socratic method of disputation, which so charmed and 
intrigued him that he abruptly dropped his former argumentative style, putting on 
the mask of "the humble inquirer and doubter":

Regarding how to debate, GW's wrote:
I found this method safest for myself and very embarrassing to those against 
whom I used it; therefore I took a delight in it, practis’d it continually, and grew 
very artful and expert in drawing people, even of superior knowledge, into 
concessions, the consequences of which they did not foresee, entangling them 
in difficulties out of which they could not extricate themselves, and so obtaining 
victories that neither myself nor my cause always deserved.

Btw, I had planned to apply these meta-ideas but I never got around to it.

On another note, as I understand it, GW was very important for America
because he set the European powers against each other whilst in each
American-European Country relationship, America gained and the
European power lost, but I can't remember if I read this from Gatto's
book or somewhere else. Is this true? Is this zero-sum or
non-zero-sum?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] The physical vs meta-physical spaces (was: Fallibility)
Date: January 6, 2012 at 7:15 AM

On Jan 2, 2:52 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 12:26 PM, Rami Rustom wrote:

On Jan 2, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 11:06 AM, Rami Rustom wrote:

On Jan 2, 11:48 am, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 8:26 AM, Rami Rustom wrote:

Objectivetruth(T) is absolutetruth, i.e. there is not error.

Conjectural knowledge (K) is not absolute because it contains error

May contain error. Or not. (In practice, it reliably does contain error.)

(∆EK) as compared toobjectivetruth. So...
* K <> T
* K = T +- ∆EK
* ∆EK > 0

It would help to define your terms and symbols.

(Also non-standard symbols like triangles may not show up for all readers 
with other fonts and software. Please stick to standard characters.)

I figure delta means change and <> is supposed to mean not equal, and E 
is error. Those I could guess but maybe other people wouldn't.

But then we read stuff like "change in error multiplied by knowledge"? 
what's that?

Maybe EK is supposed to mean more like E subscript K, that is the error 
for K? it's hard to tell.

it'd be improved by an english explanation of what it's supposed to mean, 
how it works, what the conclusion is, etc



Also the basic assumption that our conjectural knowledge is never 
theobjectivetruthis incorrect. There is nothing to prevent some of our 
guesses from being true (T). That can happen.

Some (or is it all?) mathematics is *knowledge* that are *objective
truths*.

No, all our ideas aboutmathare conjectural and fallible.

So that means that there is no error in these mathematics.

Definitely not.

Consider, as one of the issues, the argument from FoR that 
mathematicians use *physical processes* (e.g. they work out 
somemathusing paper and pen, not to mention their brains) and whether 
they have the mathematical conclusion right therefore depends on their 
understanding of physics (because if they misunderstand the physical 
properties of these tools, it invalidates their mathematical conclusions they 
reached using the tools).

Ok starting over then...

Conjectural knowledge (K) is not absolute because it may contain error
(EK) as compared toobjectivetruth. So...
* T isobjectivetruth
* K is conjectural knowledge
* K <> T             <> means *not equal to*
* K = T +- EK     K equals T plus or minus the error

You conceive of error as an amount and positive or negative? That assumes 
that error can be in two directions from thetruth. Actually it can be in many.

* EK > 0             EK (maybe) greater than 0

I don't understand that maybe.



It just saying that error exists in K.

Some mathematics and some philosophies are knowledge that are
*objectivetruths*, i.e. there is no error. Lets call this *absolute
knowledge*.

Are there any mathematics that areobjectivetruths?

There are, notionally, mathematical propositions which are objectively true. 
Also false ones. We only learn (aboutmathor anything else) by fallible, 
conjectural processes and we can't tell, infallibly, which ideas are which (true, 
false).

Ok this might be a dumb question but what about 0 = 0? I know this
sounds funny but in Linear Algebra we spent a day proving that 0 = 0
(but it wasn't in the real number space). It confused the crap out of
me. Is something like this an absolute knowledge?

How do you know if 0 = 0?

Presumably you do some process of checking what is on the left, what is on the 
right, and comparing.

How do you do that process? Well, you use physical tools such as pen and 
paper, or a computer screen.

A few days ago I read BoI chapter 5 titled _The Reality of
Abstractions_ which helped me figure out what happened in this thread.
But I didn't write anything until I ran across a thread titled _The
"Influences" Model_ which lead me to jumping to BoI chapter 13 titled
_Choices_. I skimmed until I read the part about that math is
fallible; which is what you have said in this thread.

In your explanation above, you've discussed both the physical and the
meta-physical spaces but I only meant to refer to the meta-physical
space. So as an example:

There is the pure abstraction about 1 + 1 = 2, and I think its
accurate to call this meta-physical, and then there is the physical



idea of 1 hole + 1 hole = 2 holes. I conjecture that the meta-physical
one is objective truth. And that the physical one is not; and an
example of how the physical can be false is if the holes are next to
each other thus making only 1 big hole. Hence 1 + 1 = 2 in the
physical space is fallible while 1 + 1 = 2 in the meta-physical space
is infallible.

So the example given in BoI chapter 13 is about math in politics and
Deutsch says that it is fallible. And *math in politics* has 2
components which exist in the physical and the meta-physical spaces.

1> the pure math, i.e. the pure abstraction, i.e. a meta-physical
objective truth, i.e. infallible, which exists in the meta-physical
space, and

2> the reason [and way] in which to apply the pure math to politics,
which exists in the physical space.

I think that #1 is meta-physical objective truth while #2 is physical
knowledge and thus is fallible.

#1 is theoretical math and applied math, and I think both are
infallible.

#2 is philosophy and methodology, and both are fallible.

So the theoretical math is 2nd order meta-physical. And the applied
math (formulas) is 1st order meta-physical.

And the reason(s) in which to apply the math is the *philosophy*,
which is 2nd order. The way in which to apply the math is the
*methodology*, which is 1st order.

And as I stated in the thread titled _What is intelligence?_:
I first employ philosophical logic before employing symbolic (math) logic. 
Philosophical logic provides the initial high-level aim while symbolic logic 
provides the zoom-in feature. Note that symbolic logic is less useful when 
viewing from far away, i.e. viewing a large portion of the knowledge network, 
and that philosophical logic is less useful when viewing from very close, i.e. 
viewing a small portion of the knowledge network. They must be wielded 



together like a sword and shield; the sword represents symbolic logic while the 
shield represents philosophical logic.

So my above paragraph involves the physical and the meta-physical
spaces.

The _What is intelligence?_ thread is here:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/2e16e9954697ab08/9ba2d4452f06b6dc?
lnk=gst&q=intelligence#9ba2d4452f06b6dc

---

On a related note, my original meta-idea that I should read BoI in
order by chapter was very wrong. Jumping around is way more useful for
me. And my new meta-idea makes more sense since it coincides with my
way of thinking as I described in the thread titled _Deutsch's way of
thinking IS methodical_:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/7434deca542ea6d7/c76577400231cf10?
lnk=gst&q=methodical#c76577400231cf10

The thread titled _Theory of Knowledge: How the mind learns_ is here:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/eabf985d78f17f47/d7ea28f15e01e1b9?
lnk=gst&q=how+the+mind+learns#d7ea28f15e01e1b9

All knowledge is connected!!!

Everything must reconcile!!!

--Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/2e16e9954697ab08/9ba2d4452f06b6dc?lnk=gst&q=intelligence#9ba2d4452f06b6dc
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/7434deca542ea6d7/c76577400231cf10?lnk=gst&q=methodical#c76577400231cf10
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/eabf985d78f17f47/d7ea28f15e01e1b9?lnk=gst&q=how+the+mind+learns#d7ea28f15e01e1b9


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Merging the two David's (was: The "Influences" Model)
Date: January 6, 2012 at 7:41 AM

On Aug 16 2011, 11:41 am, Elliot Temple <c...@curi.us> wrote:
The "Influences" Model of human thinking asserts that decisions are made in 
terms of many competing influences. The strongest influences gets the most 
say in the final choice, but not total control. Most decisions are compromises 
between many influences.

The influences model is an *assumption* in many people's thinking, which has 
never been noticed nor critically questioned. It's simply taken for granted.

Under the influences model, the concept of a genetic influence on intelligence is 
natural, even with no knowledge of biology, universality, memetics or 
epistemology. There are many influences. Why not throw in one more? How 
could that fundamentally be a big problem?

The influences model is false. It is refuted in the Choices chapter of BoI which 
explains how decisions are actually made.

If we take away the influences model, then in the statement "genetics influence 
thinking/intelligence/choices/personality/etc" the word "influence" has to be 
replaced with a different concept, since those things are not the sum of 
influences. A new way of thinking about the topic is required in order to make 
assertions similar to the old ones.

The genetic influences crowd has no replacement to offer. They're still stuck on 
the false influences concept. Consequently their arguments and claims are 
obsolete.

And there's no reason to expect they would create a replacement if they knew 
better. Maybe they'd change their minds. To assume they'd definitely stay on the 
same "side", even after learning new things on the topic, is to assume they are 
irrational partisans. I make no such assumption.

What about the BoI model? Never mind creating a new model, what can 
genetics do in the BoI model of choices?

They can offer explanatory knowledge to the mind, to the extent they have any 
(a very low extent), which can be judged in the usual way, and accepted or 



rejected. Genes have basically no role in the model. BoI offers a new way of 
looking at things, focussed on *ideas* and especially explanatory ideas, and 
also focussed on *being true*: BoI's positions have not been refuted by criticism, 
whereas their "rivals" have been refuted.

I think that the *Influences Model* is akin to Eagleman's *Team-of-
Rivals Framework*.

I imagine though that the *Influences Model* contains many errors. But
I think the general idea is correct.

And I think that Eagleman's explanation is hard-to-vary and its based
in Cognitive Neuroscience. And to be clear, Eagleman's explanations
are good philosophy and I think that his work is not scientism. I
think he is a great thinker.

I think David Eagleman has successfully presented a good hard-to-vary
explanation of the *Influences Model*, and I'm sure with many
corrections.

And I imagine that David Deutsch's explanation successfully criticizes
the *Influences Model*. But I'm not sure that it doesn't coincide with
the *Team-of-Rivals Framework*, although it might seem that way.

I think I have reconciled the explanations of the two David's :)

Eagleman says that:
* Genes cause hardwiring, which thus causes behaviors.

I think Deutsch says that:
* Universal explanatory knowledge controls behavior, not genes,
because knowledge is universal.

So it seems that these statements contradict each other. But I think
my explanation makes them reconcile:
* Genes cause hardwiring, which causes behaviors. But softwiring,
namely universal explanatory knowledge, can override the hardwiring,
thus making knowledge universal.

All knowledge is connected!!!



Everything must reconcile!!!

--Rami



From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 6, 2012 at 9:27 AM

On Jan 5, 8:46 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 6 Jan 2012, at 00:54, stephen.p...@gmail.com wrote:

But I'd like to ask another question to those who see [no] role for
induction in science.  Do you also see no role for induction in
everyday life?

Induction is impossible, it never plays any role in any decision.

Imagine you are camping with friends and come across a spring.
Several of your friends drink from the spring and die within minutes.
Would you drink from the spring?  Why?

Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: January 6, 2012 at 10:13 AM

On 6 Jan 2012, at 14:27, stephen.push@gmail.com wrote:

On Jan 5, 8:46 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 6 Jan 2012, at 00:54, stephen.p...@gmail.com wrote:

But I'd like to ask another question to those who see [no] role for
induction in science.  Do you also see no role for induction in
everyday life?

Induction is impossible, it never plays any role in any decision.

Imagine you are camping with friends and come across a spring.
Several of your friends drink from the spring and die within minutes.
Would you drink from the spring?  Why?

That would depend on my explanation for why they died.

Let's suppose, for example, that two of them have heart conditions and are 
excitable people and that the third has a nut allergy. Further suppose that we're in 
a forest where lots of nuts grow and my friend with the nut allergy drinks the 
water, which is contaminated with chemicals from the nuts, and that after he has 
had a drink my two other friends have a drink too. My friend with the nut allergy 
reacts shortly after my other two friends have drunk the water and he swells up 
and so on and dies as a result of his nut allergy. My two other friends, being 
panicky people with heart conditions conclude, wrongly, that the water is 
poisonous for them too and work themselves up into having a heart attack and 
die. Under such circumstances I might still choose to drink from the water, if, say, 
I was out of water and needed to drink. Why? The other courses of action have 
succumbed to criticism: I have an explanation that leads me to expect that the 
water will be safe for me to drink, and if I don't drink it I might die of thirst.

If, on the other hand, they all die in the same way because the water is 
contaminated I wouldn't drink the water. How would I know what is was 
contaminated with? Perhaps I have a chemistry set. Perhaps I hear my friends 



say that the water has a burning taste, which is not consistent with the water 
being pure and is consistent with it being contaminated with hydrogen or 
potassium cyanide.

If I didn't know why they had died I wouldn't drink the water because I would have 
a criticism of the course of action of drinking the water. Ordinarily I would expect 
that the water would be okay because I would have the conjecture that this clear 
liquid is water and that I need water to live, but if three people die after drinking it, 
one of the possible explanations is that there is some poison in the water and so 
it's not safe.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: [BoI] Empiricism and Induction (was: The "Influences" Model)
Date: January 6, 2012 at 1:33 PM

On Aug 18 2011, 1:34 am, Elliot Temple <c...@curi.us> wrote:
On Aug 16, 2011, at 3:00 PM, Sean Maden wrote:

Hi Sean,

I too am attracted to the induction idea.

Elliot wrote:
While I might change my mind if I learned more on the topic,
so might you, and so might any researcher. It's a mistake
to assume in advance what we would learn if we learned
more. We can't predict that. The whole point of learning is
to learn new things, not to reinforce one's current ideas.

The reason that Elliot says he might change his mind is that he knows
that all humans are fallible; including himself. Therefore, as soon as
a criticism is brought forth that itself is not successfully
criticized, then Elliot will change his mind. This is Poppers
Conjecture/Criticism Method of how knowledge is created; and this is
the only way, as all other methods of creating knowledge have been
successfully criticized, thus they are false. Note that the last 500
years of scientific knowledge creation has been following the same
method. It is only recently that Popper realized that this method
should be applied to all knowledge, not just scientific knowledge.

Sean wrote:
My own firm conviction on this point is due to my effective training as a 
practitioner of inductive reasoning.

As Elliot Temple has persuaded me, the type of reasoning that you
presented above is based on empiricism, which is false. I've used this
reasoning myself until I learned that empiricism is wrong, by way of
Elliot's persuasion. And I've given my own criticism in this thread
_Criticism of Empiricism_ found here:
http://groups.google.com/group/beginning-of-

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/ffc3f4932883fc87/0c402b00fcec659a?lnk=gst&q=criticism+of+empiricism#0c402b00fcec659a


infinity/browse_thread/thread/ffc3f4932883fc87/0c402b00fcec659a?
lnk=gst&q=criticism+of+empiricism#0c402b00fcec659a

And regarding inductive reasoning as a source of knowledge creation, I
think that in Popper's Conjecture/Criticism Method, the conjectures
can be inductively derived, but without the criticism step, the
inductive conjecture is futile. Why? Because the human is fallible and
could have mistakenly created the inductive conjecture. Therefore, the
second step of criticism is a necessary step as a process of error
correction which helps reveal mistakes.

David Deutsch has criticized inductive reasoning in BoI chapter 1.

And here is a new thread discussing inductive reasoning titled _BoI on
Induction_:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/1ffca03f0069bab3

Thanks,

--Rami

-- 

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/ffc3f4932883fc87/0c402b00fcec659a?lnk=gst&q=criticism+of+empiricism#0c402b00fcec659a
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/1ffca03f0069bab3


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Learning; Morality of Animals (was: The Danger of Industrialized 
Food (was: Vegetables and Children))
Date: January 6, 2012 at 1:34 PM

On Jan 5, 2012, at 11:31 PM, Rami Rustom wrote:

I see. You have assumed that I have explained these things to my
girls, but I haven't. They are far too young to understand such
things. So they can not possibly be scared of things that they don't
know about.

It is demeaning to children to think that they are unable to understand much. And 
it's incompatible with BoI because children are universal knowledge creators just 
the same as adults. Proposing limits beyond which children cannot understand 
has the same sort of flaws as proposing limits beyond which adults can't 
understand. Deutsch's argument applies to persons generally. (Note: a 3 month 
old fetus is not a person, but a 1 year old child certainly is!)

And it's false to think children don't know what adults don't tell them; they pick up 
on a lot.

Why are children so perceptive? First, because they have working minds just like 
adults. They do guesses and criticism and learn things. They are universal 
knowledge creators.

Second, because adults have power over them, so children have to figure out 
what social games are being played, and what the rules are, in order to cope with 
their lives. It's (basically always in our culture) very important to children to be 
perceptive about stuff like that which affects their lives a lot.

So are you saying that its rational to respect animal's rights if [and
only if] they are our pets? If so, I think that this is
anthropomorphic; our pets vs not our pets; your explanation centers on
humans while mine does not.

I think you mixed up anthropomorphic and anthropocentric.



If human possessions such as books and chairs should be protected, why 
wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be persuaded and make 
choices (in language you might not like, only persons have free will). Things 
without persuasion or choices, such as books, rocks, houses, etc, only have 
moral status via humans, but not on their own.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 6, 2012 at 1:45 PM

On Jan 6, 12:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 11:31 PM, Rami Rustom wrote:

I see. You have assumed that I have explained these things to my
girls, but I haven't. They are far too young to understand such
things. So they can not possibly be scared of things that they don't
know about.

It is demeaning to children to think that they are unable to understand much. 
And it's incompatible with BoI because children are universal knowledge 
creators just the same as adults. Proposing limits beyond which children cannot 
understand has the same sort of flaws as proposing limits beyond which adults 
can't understand. Deutsch's argument applies to persons generally. (Note: a 3 
month old fetus is not a person, but a 1 year old child certainly is!)

Yes I see that now. The concept of TCS, and liberalism in general, is
much bigger and harder than I originally, [and secondly, and thirdly,
and probably morely] thought.

And it's false to think children don't know what adults don't tell them; they pick 
up on a lot.

Yes I've experienced this myself too with my parents.

Why are children so perceptive? First, because they have working minds just 
like adults. They do guesses and criticism and learn things. They are universal 
knowledge creators.

Second, because adults have power over them, so children have to figure out 
what social games are being played, and what the rules are, in order to cope 
with their lives. It's (basically always in our culture) very important to children to 
be perceptive about stuff like that which affects their lives a lot.



So are you saying that its rational to respect animal's rights if [and
only if] they are our pets? If so, I think that this is
anthropomorphic; our pets vs not our pets; your explanation centers on
humans while mine does not.

I think you mixed up anthropomorphic and anthropocentric.

Yes I was and still am thoroughly confused. This same topic is what
confused me in BoI chapter 4 (I think) where Deutsch explains the
philosophical implications of the Multiverse. I understood the physics
no problem though. :)

If human possessions such as books and chairs should be protected, why 
wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be persuaded and make 
choices (in language you might not like, only persons have free will). Things 
without persuasion or choices, such as books, rocks, houses, etc, only have 
moral status via humans, but not on their own.

So how do I reconcile the idea that dog's rights are being protected
but cow's rights aren't. Or is this premise wrong?

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 6, 2012 at 1:59 PM

On Jan 6, 2012, at 10:45 AM, Rami Rustom wrote:

On Jan 6, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

If human possessions such as books and chairs should be protected, why 
wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be persuaded and make 
choices (in language you might not like, only persons have free will). Things 
without persuasion or choices, such as books, rocks, houses, etc, only have 
moral status via humans, but not on their own.

So how do I reconcile the idea that dog's rights are being protected
but cow's rights aren't. Or is this premise wrong?

You can't go brand, take or kill cows owned by farmers! Farmers' property is 
protected too.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Coercion, Liberalism/ARR, Error Correction, Knowledge Creation, 
The Socratic Method, GW
Date: January 6, 2012 at 5:28 PM

Hello All,

This morning I sent a post that I now regret and now I'd like to explain
myself. I recently learned the Socratic method (see below) and I was
inspired by George Washington's way of applying the method (see below).

And the reason that I regret my actions is that GW's use of the Socratic
method is not about knowledge creation; it is a political tool. These sorts
of tools are about manipulation, which is an aggressive form of coercion
(see below). Coercion clearly goes against the good traditions of
Liberalism, ARR, and TCS.

So I apologize to you Mr. Anonymous (I wish I knew your name so I could
properly apologize, feels weird to not know your name). I hope that you can
find it in your heart to forgive me. I did make a bad mistake but please
believe that I'm not a bad guy. And I also apologize to everyone else. I
hope you all can forgive me too. We are all fallible and I'm just asking
for a clean slate because we all deserve clean slates sometimes.

So what I realized is that a respectable philosophical discussion forum
like this one has no place for manipulation tools. This site is about
knowledge creation, no more and no less. Coercion is absolutely
unacceptable in this place of harmony. Tools like this serve to hinder
knowledge creation rather than promote it. In this sense, such tools are
very very bad.

I've been on this site for just over a month now and I've learned a lot
about how to apply Popper's conjecture/criticism method. And I've learned
that not everyone on this site follows this method. And David Deutsch and
Elliot Temple have told us that we are supposed to follow this method. We
are here to create knowledge so deviating from the conjecture/criticism
method makes creating knowledge inefficient, and in many very unfortunate
cases impossible.

So going forward, I'm going to try extra hard to pay attention to my
actions. I will be following these new rules that I've created for myself



and I request that everyone considers doing this with me. Note that the
second two rules are actually rules that I've had in my company for years,
rules that my employees and I must follow; these rules promote harmony.
They are rules that are part of our process of error correction.

So when writing a post, and before pressing send on the post:

* reread your post looking for any coercive phrases and change them to
persuasive ones so as to stay inline with the good traditions of Liberalism
and ARR, and to promote, instead of hinder knowledge creation.

* check your emotional state. If calm, then press send, else save the draft
and wait until a later time when you are calm, then review your entire post
including the previous post and correct the errors.

* reread your post and the previous post looking for assumptions that you
may have unconsciously made so as to correct the errors.

Thank you for listening. :)

--Rami

-------------------------------------------
The Socratic Method on wikipedia
http://en.wikipedia.org/wiki/Socratic_method

And the thread about GW titled _George Washington on Education_ is here
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/4e4bff53c1efd1c2

What is coercion?
http://fallibleideas.com/coercion

Avoiding coercion
http://fallibleideas.com/avoiding-coercion

Coercing one's self (thread is titled _Deutsch's Coercion)
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/bf34a740be5ce726/50e54d3a52cdff34?

http://en.wikipedia.org/wiki/Socratic_method
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/4e4bff53c1efd1c2
http://fallibleideas.com/coercion
http://fallibleideas.com/avoiding-coercion
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/bf34a740be5ce726/50e54d3a52cdff34?lnk=gst&q=coercion#50e54d3a52cdff34


lnk=gst&q=coercion#50e54d3a52cdff34

-- 

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/bf34a740be5ce726/50e54d3a52cdff34?lnk=gst&q=coercion#50e54d3a52cdff34


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] George Washington on Education
Date: January 6, 2012 at 5:54 PM

On 6 Jan 2012, at 10:48, Rami Rustom wrote:

I know very little about GW. What I know is a short excerpt from his
autobiography that I read from _The Underground History of American
Education_, by John Taylor Gatto, which I read a in early 2011.

Regarding how to learn how to write, GW's meta-idea was this:
I thought the writing excellent and wished, if possible, to imitate it. With that in 
view I took some of the papers, and making short hints of the sentiment in 
each sentence, laid them by a few days, and then, without looking at the book, 
try’d to complete the papers again, by expressing each hinted sentiment at 
length, and as fully as it had been expressed before, in any suitable words that 
should come to hand. Then I compared my Spectator with the original, 
discovered some of my faults, and corrected them.

As a way of learning some stuff this seems okay to me.

Regarding how to learn to make his writing more effective and
efficient by expanding his vocabulary, GW's meta-idea was this:

I found I wanted a stock of words...which I thought I should have acquired 
before that time if I had gone on making verses; since the continual occasion 
for words of the same import, but of different length, to suit the measure, or of 
different sound for the rhyme, would have laid me under a constant necessity 
of searching for variety, and also have tended to fix that variety in my mind and 
make me master of it.

That's okay too.

Regarding how to learn how to think, GW's meta-idea was this:
I took some tales and turned them into verse; and after a time when I had 
pretty well forgotten the prose, turned them back again. I also sometimes 
jumbled my collection of hints [his outline] into confusions and after some 
weeks endeavored to reduce them into the best order, before I began to form 
the full sentences and complete the paper. This was to teach me method in the 
arrangement of thoughts. By comparing my work afterwards with the original I 
discovered many faults and amended them; but I sometimes thought... I had 



been lucky enough to improve the method or the language.

Can't see much wrong with this.

Regarding how to learn math, GW's meta-idea was this:
Being on some occasion made asham’d of my ignorance in figures, which I 
had twice failed in learning when at school, I took Crocker’s book of 
Arithmetick, and went through the whole by myself with great ease. I also read 
Seller’s and Shermy’s book of Navigation and became acquainted with the 
geometry they contain.

Feeling ashamed is not good, but reading about stuff to learn sometimes works. 
When it doesn't you need to try other stuff.

John Taylor Gatto wrote about GW:
This school dropout tells us he was also reading John Locke’s Essay 
Concerning Human Understanding, as well as studying the arts of rhetoric and 
logic, particularly the Socratic method of disputation, which so charmed and 
intrigued him that he abruptly dropped his former argumentative style, putting 
on the mask of "the humble inquirer and doubter":

I think that "putting on the mask of humble enquirer and doubter" hints that it may 
just have been a show he was putting on. That's bad. Even when you think 
you've solved a problem you should be on the lookout for good objections, not 
just pretending that you're looking for them.

I would add that having a particular attitude like humility or doubt seems to me to 
be an idea that has been oversold since that's about your subjective feelings and 
not about what you actually do. A problem can arise when somebody feels so 
humble that he doesn't think he can understand better how the world works and 
doesn't try to do so. He may also try to undermine the attempts made by other 
people to understand the world better because he thinks they are too proud. In 
this case, the proud person may be right and the humble person may be wrong.

Regarding how to debate, GW's wrote:
I found this method safest for myself and very embarrassing to those against 
whom I used it; therefore I took a delight in it, practis’d it continually, and grew 
very artful and expert in drawing people, even of superior knowledge, into 
concessions, the consequences of which they did not foresee, entangling them 
in difficulties out of which they could not extricate themselves, and so obtaining 



victories that neither myself nor my cause always deserved.

I think this is bad. If you think a position is good you shouldn't be trying to 
undermine it. You should be trying to sort the good parts of the position from the 
bad parts and replace the bad parts with something better.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 6, 2012 at 5:55 PM

On Jan 6, 12:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:45 AM, Rami Rustom wrote:

On Jan 6, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

If human possessions such as books and chairs should be protected, why 
wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be persuaded and 
make choices (in language you might not like, only persons have free will). 
Things without persuasion or choices, such as books, rocks, houses, etc, 
only have moral status via humans, but not on their own.

So how do I reconcile the idea that dog's rights are being protected
but cow's rights aren't. Or is this premise wrong?

You can't go brand, take or kill cows owned by farmers! Farmers' property is 
protected too.

Ok I'll rephrase. Consider all non-human sentient organisms. Lets say
we put them on a 2-dimentional Cartesian graph. The X dimension is the
sentience quotient (see below) while the Y dimension is how animals
are treated in America, based on Animal rights laws or American
culture, and how this affects their suffering. Now lets put dogs,
small farm cows, and industrialized cows on the graph.

I think that dogs would be at the top/right, industrialized cows would
be middle/bottom, and small farm cows would be middle/middle. I
conjecture that this should have a barring on laws and memes.

So why are the laws different for them? Why are the memes different
for them? Is it just because dogs are pets and cows aren't? Is this
rational? I conjecture that it is irrational.



Sentience Quotient
http://en.wikipedia.org/wiki/Sentience_quotient

--Rami

http://en.wikipedia.org/wiki/Sentience_quotient


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 6, 2012 at 6:00 PM

On Jan 6, 2012, at 2:55 PM, Rami Rustom wrote:

On Jan 6, 12:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:45 AM, Rami Rustom wrote:

On Jan 6, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

If human possessions such as books and chairs should be protected, why 
wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be persuaded and 
make choices (in language you might not like, only persons have free will). 
Things without persuasion or choices, such as books, rocks, houses, etc, 
only have moral status via humans, but not on their own.

So how do I reconcile the idea that dog's rights are being protected
but cow's rights aren't. Or is this premise wrong?

You can't go brand, take or kill cows owned by farmers! Farmers' property is 
protected too.

Ok I'll rephrase. Consider all non-human sentient organisms.

What do you mean by "sentient"? Are there any non-human sentient organisms? 
Why do you think so? What attributes are you trying to say these organisms 
have?

Lets say
we put them on a 2-dimentional Cartesian graph. The X dimension is the
sentience quotient (see below) while the Y dimension is how animals
are treated in America, based on Animal rights laws or American
culture, and how this affects their suffering. Now lets put dogs,
small farm cows, and industrialized cows on the graph.



Let's try to get at the truth of the matter instead of cultural customs.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Food Fads
Date: January 6, 2012 at 6:07 PM

US culture (and others) endorse a variety of irrational ways of thinking about 
food. Every diet qualifies.

These fads are based on a variety of mistakes such as scientism, being trendy, 
popular social games, and concepts of sin and atonement. Many people only 
make some, not all, of those mistakes.

For simplicity, let's consider only the issue of weight, and not health/nutrition.

One of the basic concepts of many junk diets is that they tell you what to eat and 
what not to eat. Supposedly this can help with weight loss. That is false. Weight 
has to do with how many calories you eat, not what they are.

Another major concept is controlling one's appetite and not eating while hungry. 
This is unpleasant and leads to people quitting their diet or binging. Also because 
they are chronically hurting themselves by doing this, they create more 
irrationality and rationalizations and other problems.

There is only one diet that works well for combatting obesity: eat when hungry, 
and only when hungry.

Virtually no one does this. People have habits such as finishing their plate, often 
due to pressure from parents based on nonsense concepts like "wasting food" 
(and the idea that eating what you don't want somehow reduces waste. Even if 
we grant the food is wasted, which it isn't, we'd still have to admit that if you gain 
negative value by eating it anyway that isn't helping anything.)

Another habit people have is eating 3 meals a day. The problem is the meals are 
generally too large. While eating, after the first little while, it's often hard to tell if 
one is still hungry. The solution is to stop eating at that point and wait for hunger 
to return. If you're not actively hungry now, stop eating and eat again when you 
become hungry again. By continuing to eat while not feeling hungry people 
routinely overeat.

Irrational ideas about food cover more the issue of weight. They also cover 
concepts like nutrition, health, wellness, energy, and so on. The basic concept in 
all of these cases is that people should not eat they food they prefer, and instead 



should eat other food. In return, they gain vague material benefits and concrete 
*social* benefits (they can brag to their friends and talk about it) as well as 
concrete *spiritual* benefits (it gives them a reason/excuse to feel good about 
themselves, or to feel better than other people, or to feel in control of their life and 
health).

Food fads are routinely imposed on children with well known lines like "finish your 
plate", "eat your vegetables", and "dinner is ready" (the idea being to make the 
child eat now, instead of when he is hungry). After years of control and pressure, 
those children grow up to be irrational about food, to be fooled by fad diets and 
nutrition scientism, and to do the same things to their own children.

How can you tell if you are in the grips of food fads?

Do you ever:

- diet?
- think people should eat food to avoid wasting it?
- pressure people (yourself or others) to eat food they don't want to eat, such as, 
commonly, vegetables?
- feel good about yourself for eating "healthy"
- talk to your friends about the health foods you eat or your diets?
- approve of vegetarianism or veganism or gluten free diets?
- buy diet soda?
- avoid soda because you think it's bad?
- talk about food being "worth every calorie"
- believe stuff like that drinking red wine prevents cancer, or eating packaged 
foods causes it?
- eat when not hungry?
- not eat when hungry?
- eat only "breakfast foods" at breakfast time, lunch foods at lunch time, and 
dinner foods at dinner time?
- try to eat "complete, balanced meals"?
- are you scared of some common foods?
- have a false understanding of which foods are expensive? (The correct way is 
to divide the total number of calories by the price. The more calories for the same 
price, the cheaper it is, which is a good thing.)



Given that you are irrational about food, how can you avoid hurting your children?

It's not as simple as simply providing them the foods of their choice, and letting 
them control their own diet. Nor is it as simple as simply not saying out loud your 
bad ideas about food.

Here are some indirect ways parents control children's eating:

- they don't buy enough of something, say candy, so it runs out. then they don't 
buy more until the next trip to the grocery store (they shop once a week, say).

Note: if you do this at all, your children may notice and start considering candy 
scarce and eating less of it in order to ration it until the next grocery trip and 
avoiding having periods where none is available. If they do this, you may believe 
you are buying enough candy and never running out, even though that is false.

Further, this can happen without ever actually running out, simply by the attitudes 
the parent expresses to certain foods (e.g. that they should be eaten sparingly).

Also, once it happens with one single food, children can learn to see it coming 
with other foods and ration their eating without that food ever running out.

- by the parent's choice of what to cook for the child, e.g. what to make for dinner

- by the parent being less helpful and friendly when the child requests he cook (or 
buy) one food compared with another

- by the parent "suggesting" things, and therefore communicating about what he 
likes and dislikes, which is important to the child who is in the parent's power and 
therefore has strong incentives to please

- by the parent not speaking up but still caring what the child eats, and having 
preferences about it other than to simply be helpful and support the child's 
choices

- by the parent "arguing" his case by doing things like showing the child popular 
science (scientism) articles saying he should/shouldn't eat various things or else 
various good or bad consequences.



The parent may rationalize this as simply teaching his child about the topic, and 
having a rational discussion, and the child learning the right way to eat. What's 
actually going on is the child doesn't know how to argue with the authority of the 
article (even if it's false, and, usually, even if the child has some good ideas on 
the topic); the parent is using authority to impose his agenda (just instead of 
saying "because I said so" he finds an "expert" who says the same thing and then 
says the equivalent of "because this expert says so").

There's other stuff too. Would anyone like to add to this?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 6, 2012 at 6:08 PM

On Jan 6, 5:00 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 2:55 PM, Rami Rustom wrote:

On Jan 6, 12:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:45 AM, Rami Rustom wrote:

On Jan 6, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

If human possessions such as books and chairs should be protected, why 
wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be persuaded and 
make choices (in language you might not like, only persons have free will). 
Things without persuasion or choices, such as books, rocks, houses, etc, 
only have moral status via humans, but not on their own.

So how do I reconcile the idea that dog's rights are being protected
but cow's rights aren't. Or is this premise wrong?

You can't go brand, take or kill cows owned by farmers! Farmers' property is 
protected too.

Ok I'll rephrase. Consider all non-human sentient organisms.

What do you mean by "sentient"? Are there any non-human sentient 
organisms? Why do you think so? What attributes are you trying to say these 
organisms have?

As I understand it, humans exhibit sentience and sapience. Non-humans
exhibit only sentience.

Sentience according to wikipedia:
Sentience is the ability to feel, perceive or be conscious, or to have subjective 
experiences. Eighteenth century philosophers used the concept to distinguish 



the ability to think ("reason") from the ability to feel ("sentience"). In modern 
western philosophy, sentience is the ability to have sensations or experiences.

Sapience according to wikipedia:
Sapience is often defined as wisdom, or the ability of an organism or entity to 
act with appropriate judgment, a mental faculty which is a component of 
intelligence or alternatively may be considered an additional faculty, apart from 
intelligence, with its own properties.

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 6, 2012 at 6:21 PM

On Jan 6, 2012, at 3:08 PM, Rami Rustom wrote:

On Jan 6, 5:00 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 2:55 PM, Rami Rustom wrote:

On Jan 6, 12:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:45 AM, Rami Rustom wrote:

On Jan 6, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

If human possessions such as books and chairs should be protected, 
why wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be persuaded and 
make choices (in language you might not like, only persons have free 
will). Things without persuasion or choices, such as books, rocks, 
houses, etc, only have moral status via humans, but not on their own.

So how do I reconcile the idea that dog's rights are being protected
but cow's rights aren't. Or is this premise wrong?

You can't go brand, take or kill cows owned by farmers! Farmers' property is 
protected too.

Ok I'll rephrase. Consider all non-human sentient organisms.

What do you mean by "sentient"? Are there any non-human sentient 
organisms? Why do you think so? What attributes are you trying to say these 
organisms have?

As I understand it, humans exhibit sentience and sapience. Non-humans
exhibit only sentience.

Sentience according to wikipedia:



Sentience is the ability to feel, perceive or be conscious, or to have subjective 
experiences. Eighteenth century philosophers used the concept to distinguish 
the ability to think ("reason") from the ability to feel ("sentience"). In modern 
western philosophy, sentience is the ability to have sensations or experiences.

Sapience according to wikipedia:
Sapience is often defined as wisdom, or the ability of an organism or entity to 
act with appropriate judgment, a mental faculty which is a component of 
intelligence or alternatively may be considered an additional faculty, apart from 
intelligence, with its own properties.

OK so this is not a scientific idea. It's an old idea based on looking at animals and 
watching what they do, and guessing they are like humans in some ways not 
others. Why should we accept it and apply it to various animals (which?)?

Where do these "feelings", distinct from thinking/ideas/reason, fit into BoI's 
conception of how minds work?

Note that non-scientific animal watching is not very effective or reliable. In BoI, 
Deutsch presents research about apes which is not obvious to a casual observer, 
yet which offers more insight.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 6, 2012 at 6:42 PM

On Jan 6, 5:07 pm, Elliot Temple <c...@curi.us> wrote:
US culture (and others) endorse a variety of irrational ways of thinking about 
food. Every diet qualifies.

These fads are based on a variety of mistakes such as scientism, being trendy, 
popular social games, and concepts of sin and atonement. Many people only 
make some, not all, of those mistakes.

For simplicity, let's consider only the issue of weight, and not health/nutrition.

One of the basic concepts of many junk diets is that they tell you what to eat 
and what not to eat. Supposedly this can help with weight loss. That is false. 
Weight has to do with how many calories you eat, not what they are.

Another major concept is controlling one's appetite and not eating while hungry. 
This is unpleasant and leads to people quitting their diet or binging. Also 
because they are chronically hurting themselves by doing this, they create more 
irrationality and rationalizations and other problems.

This also has a very bad side physiological side effect of decreasing
the metabolic rate thereby working against the idea of the diet. Do
eat when hungry

There is only one diet that works well for combatting obesity: eat when hungry, 
and only when hungry.

And don't gorge because this englarges the stomach. This serves to
cause one to eat more next time before feeling satisfied.

Virtually no one does this. People have habits such as finishing their plate, often 
due to pressure from parents based on nonsense concepts like "wasting food" 
(and the idea that eating what you don't want somehow reduces waste. Even if 
we grant the food is wasted, which it isn't, we'd still have to admit that if you gain 
negative value by eating it anyway that isn't helping anything.)



Ah I misunderstood your earlier point. It already says not to gorge.

Another habit people have is eating 3 meals a day. The problem is the meals 
are generally too large. While eating, after the first little while, it's often hard to 
tell if one is still hungry. The solution is to stop eating at that point and wait for 
hunger to return. If you're not actively hungry now, stop eating and eat again 
when you become hungry again. By continuing to eat while not feeling hungry 
people routinely overeat.

I don't think its good to wait until hungry to eat. When one gets
hungry, a physiological change has occurred which causes one to crave
fats and carbohydrates over proteins.

Irrational ideas about food cover more the issue of weight. They also cover 
concepts like nutrition, health, wellness, energy, and so on. The basic concept in 
all of these cases is that people should not eat they food they prefer, and 
instead should eat other food. In return, they gain vague material benefits and 
concrete *social* benefits (they can brag to their friends and talk about it) as well 
as concrete *spiritual* benefits (it gives them a reason/excuse to feel good 
about themselves, or to feel better than other people, or to feel in control of their 
life and health).

Food fads are routinely imposed on children with well known lines like "finish 
your plate", "eat your vegetables", and "dinner is ready" (the idea being to make 
the child eat now, instead of when he is hungry). After years of control and 
pressure, those children grow up to be irrational about food, to be fooled by fad 
diets and nutrition scientism, and to do the same things to their own children.

How can you tell if you are in the grips of food fads?

Do you ever:

- diet?

No.

- think people should eat food to avoid wasting it?



No.

- pressure people (yourself or others) to eat food they don't want to eat, such as, 
commonly, vegetables?

No. Unless what I explained that I do is considered pressure.

- feel good about yourself for eating "healthy"

Yes. But I eat unhealthy too. Papa Johns pizza and wings last night.

- talk to your friends about the health foods you eat or your diets?

No.

- approve of vegetarianism or veganism or gluten free diets?

Well some people have a gluten problem so they need to eat gluten free
diets or they have major digestive problems.

- buy diet soda?

No.

- avoid soda because you think it's bad?

Yes. Too much sugar for me. Too much carbohydrates at one time that
have a high glycemic index causes the blood glucose level to rise
quickly. If it rises beyond a threshold, then the bodies insulin
system kicks in to take reduce the blood glucose level. I can't
remember what the process is but the final result is more fat
deposits; it has to go somewhere.

- talk about food being "worth every calorie"

No. What does that mean? That is it nutrient dense? I care about this.

- believe stuff like that drinking red wine prevents cancer,



No.

or eating packaged foods causes it?

Yes. Packaged foods are processed foods. Processed foods have more
toxins that non-processed foods. Toxins enter the body and many types
of toxins are not removed because the body does not have a method of
removing them. Toxins cause an increase in the rate at which DNA
replication mistakes occur. And if this rate surpasses the rate at
which the body corrects DNA errors, then eventually cancer occurs.
Deutsch talks about this in BoI.

- eat when not hungry?

I used to eat when bored, which was often. But since I joined this
forum I haven't been bored so no more eating too much. :)

I developed my eating problem, as all my brothers did, during our
childhoods because of the reasons you described above.

- not eat when hungry?

No unless I forgot to eat and can't find something to munch on.

- eat only "breakfast foods" at breakfast time, lunch foods at lunch time, and 
dinner foods at dinner time?

No.

- try to eat "complete, balanced meals"?

No.

- are you scared of some common foods?

Scared? Like fear? Could you rephrase? Like what common foods?

- have a false understanding of which foods are expensive? (The correct way is 



to divide the total number of calories by the price. The more calories for the 
same price, the cheaper it is, which is a good thing.)

I don't look at cost. But if I do its because of taste. I don't count
calories.

Given that you are irrational about food, how can you avoid hurting your 
children?

Irrational memes get passed down to kids. There is no escaping this
besides replacing irrational memes with rational ones simply by
thinking critically about all the ideas in this thread.

It's not as simple as simply providing them the foods of their choice, and letting 
them control their own diet. Nor is it as simple as simply not saying out loud your 
bad ideas about food.

Here are some indirect ways parents control children's eating:

- they don't buy enough of something, say candy, so it runs out. then they don't 
buy more until the next trip to the grocery store (they shop once a week, say).

I'm so forgetful that it happens because of forgetfulness alone. I go
3 or 4 times a week. I get chocolate often; 70% cocoa. Its really good
and cocoa has the highest amount of anti-oxidants as compared to any
other foods.

Note: if you do this at all, your children may notice and start considering candy 
scarce and eating less of it in order to ration it until the next grocery trip and 
avoiding having periods where none is available. If they do this, you may believe 
you are buying enough candy and never running out, even though that is false.

Further, this can happen without ever actually running out, simply by the 
attitudes the parent expresses to certain foods (e.g. that they should be eaten 
sparingly).

Also, once it happens with one single food, children can learn to see it coming 
with other foods and ration their eating without that food ever running out.

- by the parent's choice of what to cook for the child, e.g. what to make for 



dinner

My girls choose what they eat from what is available at home. And they
make requests that I pick up from the grocery store, like ice cream,
suckers, gum, etc.

- by the parent being less helpful and friendly when the child requests he cook 
(or buy) one food compared with another

- by the parent "suggesting" things, and therefore communicating about what he 
likes and dislikes, which is important to the child who is in the parent's power 
and therefore has strong incentives to please

I say what I like. And sometimes what I don't like; but only on the
basis of taste, not health.

- by the parent not speaking up but still caring what the child eats, and having 
preferences about it other than to simply be helpful and support the child's 
choices

I often ask them what they want from the grocery store. This helps
them practice making choices, which is important for neural
development.

- by the parent "arguing" his case by doing things like showing the child popular 
science (scientism) articles saying he should/shouldn't eat various things or else 
various good or bad consequences.

The parent may rationalize this as simply teaching his child about the topic, and 
having a rational discussion, and the child learning the right way to eat. What's 
actually going on is the child doesn't know how to argue with the authority of the 
article (even if it's false, and, usually, even if the child has some good ideas on 
the topic); the parent is using authority to impose his agenda (just instead of 
saying "because I said so" he finds an "expert" who says the same thing and 
then says the equivalent of "because this expert says so").

There's other stuff too. Would anyone like to add to this?

Please do provide some more info and questions. This will help us all
learn TCS.



--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 6, 2012 at 6:48 PM

On Jan 6, 5:21 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 3:08 PM, Rami Rustom wrote:

On Jan 6, 5:00 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 2:55 PM, Rami Rustom wrote:

On Jan 6, 12:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:45 AM, Rami Rustom wrote:

On Jan 6, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

If human possessions such as books and chairs should be protected, 
why wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be persuaded 
and make choices (in language you might not like, only persons have 
free will). Things without persuasion or choices, such as books, rocks, 
houses, etc, only have moral status via humans, but not on their own.

So how do I reconcile the idea that dog's rights are being protected
but cow's rights aren't. Or is this premise wrong?

You can't go brand, take or kill cows owned by farmers! Farmers' property 
is protected too.

Ok I'll rephrase. Consider all non-human sentient organisms.

What do you mean by "sentient"? Are there any non-human sentient 
organisms? Why do you think so? What attributes are you trying to say these 
organisms have?

As I understand it, humans exhibit sentience and sapience. Non-humans
exhibit only sentience.



Sentience according to wikipedia:
Sentience is the ability to feel, perceive or be conscious, or to have subjective 
experiences. Eighteenth century philosophers used the concept to distinguish 
the ability to think ("reason") from the ability to feel ("sentience"). In modern 
western philosophy, sentience is the ability to have sensations or 
experiences.

Sapience according to wikipedia:
Sapience is often defined as wisdom, or the ability of an organism or entity to 
act with appropriate judgment, a mental faculty which is a component of 
intelligence or alternatively may be considered an additional faculty, apart 
from intelligence, with its own properties.

OK so this is not a scientific idea. It's an old idea based on looking at animals 
and watching what they do, and guessing they are like humans in some ways 
not others. Why should we accept it and apply it to various animals (which?)?

Ok if we take this stance, then why do we have Animal rights laws for
dogs?

Where do these "feelings", distinct from thinking/ideas/reason, fit into BoI's 
conception of how minds work?

Don't know. What chapter?

Note that non-scientific animal watching is not very effective or reliable. In BoI, 
Deutsch presents research about apes which is not obvious to a casual 
observer, yet which offers more insight.

Can't wait to read it. What chapter? I did a search in the book for
apes and I browsed the chapter titles but to no avail.

--Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Food Fads
Date: January 6, 2012 at 7:19 PM

On 6 Jan 2012, at 23:07, Elliot Temple wrote:

US culture (and others) endorse a variety of irrational ways of thinking about 
food. Every diet qualifies.

These fads are based on a variety of mistakes such as scientism, being trendy, 
popular social games, and concepts of sin and atonement. Many people only 
make some, not all, of those mistakes.

For simplicity, let's consider only the issue of weight, and not health/nutrition.

One of the basic concepts of many junk diets is that they tell you what to eat 
and what not to eat. Supposedly this can help with weight loss. That is false. 
Weight has to do with how many calories you eat, not what they are.

Another major concept is controlling one's appetite and not eating while hungry. 
This is unpleasant and leads to people quitting their diet or binging. Also 
because they are chronically hurting themselves by doing this, they create more 
irrationality and rationalizations and other problems.

There is only one diet that works well for combatting obesity: eat when hungry, 
and only when hungry.

Virtually no one does this. People have habits such as finishing their plate, often 
due to pressure from parents based on nonsense concepts like "wasting food" 
(and the idea that eating what you don't want somehow reduces waste. Even if 
we grant the food is wasted, which it isn't, we'd still have to admit that if you gain 
negative value by eating it anyway that isn't helping anything.)

Another habit people have is eating 3 meals a day. The problem is the meals 
are generally too large. While eating, after the first little while, it's often hard to 
tell if one is still hungry. The solution is to stop eating at that point and wait for 
hunger to return. If you're not actively hungry now, stop eating and eat again 
when you become hungry again. By continuing to eat while not feeling hungry 
people routinely overeat.

Irrational ideas about food cover more the issue of weight. They also cover 



concepts like nutrition, health, wellness, energy, and so on. The basic concept in 
all of these cases is that people should not eat they food they prefer, and 
instead should eat other food. In return, they gain vague material benefits and 
concrete *social* benefits (they can brag to their friends and talk about it) as well 
as concrete *spiritual* benefits (it gives them a reason/excuse to feel good 
about themselves, or to feel better than other people, or to feel in control of their 
life and health).

Food fads are routinely imposed on children with well known lines like "finish 
your plate", "eat your vegetables", and "dinner is ready" (the idea being to make 
the child eat now, instead of when he is hungry). After years of control and 
pressure, those children grow up to be irrational about food, to be fooled by fad 
diets and nutrition scientism, and to do the same things to their own children.

One question: is there any good nutritional advice and how would one tell the 
difference between the good advice and the bad advice if there is any good 
advice?

How can you tell if you are in the grips of food fads?

Do you ever:

- diet?
- think people should eat food to avoid wasting it?
- pressure people (yourself or others) to eat food they don't want to eat, such as, 
commonly, vegetables?
- feel good about yourself for eating "healthy"
- talk to your friends about the health foods you eat or your diets?
- approve of vegetarianism or veganism or gluten free diets?
- buy diet soda?
- avoid soda because you think it's bad?
- talk about food being "worth every calorie"
- believe stuff like that drinking red wine prevents cancer, or eating packaged 
foods causes it?
- eat when not hungry?
- not eat when hungry?
- eat only "breakfast foods" at breakfast time, lunch foods at lunch time, and 
dinner foods at dinner time?
- try to eat "complete, balanced meals"?
- are you scared of some common foods?



- have a false understanding of which foods are expensive? (The correct way is 
to divide the total number of calories by the price. The more calories for the 
same price, the cheaper it is, which is a good thing.)

Given that you are irrational about food, how can you avoid hurting your 
children?

It's not as simple as simply providing them the foods of their choice, and letting 
them control their own diet. Nor is it as simple as simply not saying out loud your 
bad ideas about food.

Here are some indirect ways parents control children's eating:

- they don't buy enough of something, say candy, so it runs out. then they don't 
buy more until the next trip to the grocery store (they shop once a week, say).

Note: if you do this at all, your children may notice and start considering candy 
scarce and eating less of it in order to ration it until the next grocery trip and 
avoiding having periods where none is available. If they do this, you may believe 
you are buying enough candy and never running out, even though that is false.

Further, this can happen without ever actually running out, simply by the 
attitudes the parent expresses to certain foods (e.g. that they should be eaten 
sparingly).

Also, once it happens with one single food, children can learn to see it coming 
with other foods and ration their eating without that food ever running out.

- by the parent's choice of what to cook for the child, e.g. what to make for 
dinner

- by the parent being less helpful and friendly when the child requests he cook 
(or buy) one food compared with another

- by the parent "suggesting" things, and therefore communicating about what he 
likes and dislikes, which is important to the child who is in the parent's power 
and therefore has strong incentives to please

- by the parent not speaking up but still caring what the child eats, and having 



preferences about it other than to simply be helpful and support the child's 
choices

- by the parent "arguing" his case by doing things like showing the child popular 
science (scientism) articles saying he should/shouldn't eat various things or else 
various good or bad consequences.

The parent may rationalize this as simply teaching his child about the topic, and 
having a rational discussion, and the child learning the right way to eat. What's 
actually going on is the child doesn't know how to argue with the authority of the 
article (even if it's false, and, usually, even if the child has some good ideas on 
the topic); the parent is using authority to impose his agenda (just instead of 
saying "because I said so" he finds an "expert" who says the same thing and 
then says the equivalent of "because this expert says so").

There's other stuff too. Would anyone like to add to this?

Parents often put some kinds of food, e.g. - sweets, "out of reach" of the child. 
That is, the child has to use some creativity to get it the firs time and then can  eat 
it until it runs out.

One possible trap is this: you eat a particular kind of food because you don't want 
to put much creativity into choosing what to eat, then over time your taste 
changes so you don't like it and you end up 500 tins of soup you can't eat or 
something like that.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 6, 2012 at 7:27 PM

On Jan 6, 6:19 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 6 Jan 2012, at 23:07, Elliot Temple wrote:

US culture (and others) endorse a variety of irrational ways of thinking about 
food. Every diet qualifies.

These fads are based on a variety of mistakes such as scientism, being trendy, 
popular social games, and concepts of sin and atonement. Many people only 
make some, not all, of those mistakes.

For simplicity, let's consider only the issue of weight, and not health/nutrition.

One of the basic concepts of many junk diets is that they tell you what to eat 
and what not to eat. Supposedly this can help with weight loss. That is false. 
Weight has to do with how many calories you eat, not what they are.

Another major concept is controlling one's appetite and not eating while 
hungry. This is unpleasant and leads to people quitting their diet or binging. 
Also because they are chronically hurting themselves by doing this, they 
create more irrationality and rationalizations and other problems.

There is only one diet that works well for combatting obesity: eat when hungry, 
and only when hungry.

Virtually no one does this. People have habits such as finishing their plate, 
often due to pressure from parents based on nonsense concepts like "wasting 
food" (and the idea that eating what you don't want somehow reduces waste. 
Even if we grant the food is wasted, which it isn't, we'd still have to admit that if 
you gain negative value by eating it anyway that isn't helping anything.)

Another habit people have is eating 3 meals a day. The problem is the meals 
are generally too large. While eating, after the first little while, it's often hard to 
tell if one is still hungry. The solution is to stop eating at that point and wait for 
hunger to return. If you're not actively hungry now, stop eating and eat again 



when you become hungry again. By continuing to eat while not feeling hungry 
people routinely overeat.

Irrational ideas about food cover more the issue of weight. They also cover 
concepts like nutrition, health, wellness, energy, and so on. The basic concept 
in all of these cases is that people should not eat they food they prefer, and 
instead should eat other food. In return, they gain vague material benefits and 
concrete *social* benefits (they can brag to their friends and talk about it) as 
well as concrete *spiritual* benefits (it gives them a reason/excuse to feel good 
about themselves, or to feel better than other people, or to feel in control of 
their life and health).

Food fads are routinely imposed on children with well known lines like "finish 
your plate", "eat your vegetables", and "dinner is ready" (the idea being to 
make the child eat now, instead of when he is hungry). After years of control 
and pressure, those children grow up to be irrational about food, to be fooled 
by fad diets and nutrition scientism, and to do the same things to their own 
children.

One question: is there any good nutritional advice

Yes. Elliot said a lot already. I have a lot too. Maybe another thread
is in order. What questions do you have?

and how would one tell the difference between the good advice and the bad 
advice if there is any good advice?

Learn to spot a hard-to-vary universal explanation behind the
advice. ;)

Also learn to spot scientism.

How can you tell if you are in the grips of food fads?



Do you ever:

- diet?
- think people should eat food to avoid wasting it?
- pressure people (yourself or others) to eat food they don't want to eat, such 
as, commonly, vegetables?
- feel good about yourself for eating "healthy"
- talk to your friends about the health foods you eat or your diets?
- approve of vegetarianism or veganism or gluten free diets?
- buy diet soda?
- avoid soda because you think it's bad?
- talk about food being "worth every calorie"
- believe stuff like that drinking red wine prevents cancer, or eating packaged 
foods causes it?
- eat when not hungry?
- not eat when hungry?
- eat only "breakfast foods" at breakfast time, lunch foods at lunch time, and 
dinner foods at dinner time?
- try to eat "complete, balanced meals"?
- are you scared of some common foods?
- have a false understanding of which foods are expensive? (The correct way 
is to divide the total number of calories by the price. The more calories for the 
same price, the cheaper it is, which is a good thing.)

Given that you are irrational about food, how can you avoid hurting your 
children?

It's not as simple as simply providing them the foods of their choice, and letting 
them control their own diet. Nor is it as simple as simply not saying out loud 
your bad ideas about food.

Here are some indirect ways parents control children's eating:

- they don't buy enough of something, say candy, so it runs out. then they don't 
buy more until the next trip to the grocery store (they shop once a week, say).

Note: if you do this at all, your children may notice and start considering candy 
scarce and eating less of it in order to ration it until the next grocery trip and 
avoiding having periods where none is available. If they do this, you may 



believe you are buying enough candy and never running out, even though that 
is false.

Further, this can happen without ever actually running out, simply by the 
attitudes the parent expresses to certain foods (e.g. that they should be eaten 
sparingly).

Also, once it happens with one single food, children can learn to see it coming 
with other foods and ration their eating without that food ever running out.

- by the parent's choice of what to cook for the child, e.g. what to make for 
dinner

- by the parent being less helpful and friendly when the child requests he cook 
(or buy) one food compared with another

- by the parent "suggesting" things, and therefore communicating about what 
he likes and dislikes, which is important to the child who is in the parent's 
power and therefore has strong incentives to please

- by the parent not speaking up but still caring what the child eats, and having 
preferences about it other than to simply be helpful and support the child's 
choices

- by the parent "arguing" his case by doing things like showing the child 
popular science (scientism) articles saying he should/shouldn't eat various 
things or else various good or bad consequences.

The parent may rationalize this as simply teaching his child about the topic, 
and having a rational discussion, and the child learning the right way to eat. 
What's actually going on is the child doesn't know how to argue with the 
authority of the article (even if it's false, and, usually, even if the child has some 
good ideas on the topic); the parent is using authority to impose his agenda 
(just instead of saying "because I said so" he finds an "expert" who says the 
same thing and then says the equivalent of "because this expert says so").

There's other stuff too. Would anyone like to add to this?



Parents often put some kinds of food, e.g. - sweets, "out of reach" of the child. 
That is, the child has to use some creativity to get it the firs time and then can  
eat it until it runs out.

One possible trap is this: you eat a particular kind of food because you don't 
want to put much creativity into choosing what to eat, then over time your taste 
changes so you don't like it and you end up 500 tins of soup you can't eat or 
something like that.

I had this trouble. I don't think about food much and it caused me to
buy the same things and my girls to do the same. My mentor/nanny kept
reminding me that I'm doing this and finally my habit improved and now
its better. Also my girls are older now and they can speak up for what
they want.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 6, 2012 at 7:54 PM

On Jan 6, 6:27 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 6, 6:19 pm, Alan Forrester

One question: is there any good nutritional advice?

Here is a scary one. Mercury in fish. Mercury levels have risen in
oceans by a lot due to the Industrial Revolution.

So ocean fish have more mercury in them. And mercury is one of the
toxins that animal organisms are not capable of removing. And fish
that eat fish get more mercury. So the higher up on the chain, the
higher the mercury levels.

And mercury is known to cause brain development issues. But already
developed brains have less problems.

So I suggest:

* don't each fish on a regular basis, i.e. X times per week.

* eat fresh water fish instead of ocean fish.

* eat ocean fish at the bottom of the food chain.

Note that vaccines in America are made with mercury. And that this
method hasn't been changed or even really questioned since pre 1950.

And there exists a controversy about the idea that autism diagnosis
rates have increased dramatically due to an increase in vaccines being
given to children starting in the early 70's. But this could be
scientism. Autism diagnosis rates could also being going up because of
teachers.

--Rami

-- 



From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 6, 2012 at 8:18 PM

On Jan 6, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If I didn't know why they had died I wouldn't drink the water because I would 
have a criticism of the course of action of drinking the water. Ordinarily I would 
expect that the water would be okay because I would have the conjecture that 
this clear liquid is water and that I need water to live, but if three people die after 
drinking it, one of the possible explanations is that there is some poison in the 
water and so it's not safe.

That is an instance of induction.  According to OED definition 7a,
induction is the “process of inferring a general law or principle from
the observation of particular instances.”  The “particular instances”
in this case are the observations that several people died after
drinking from the spring.  The “general law or principle” in this case
is your “possible explanation” that the spring water may not be safe
to drink.

A general rule or principle inferred through inductive reasoning is
always subject to error.  Thus the general law or principle would be a
"conjecture" in your terminology and could be subjected to criticism
and refutation.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 6, 2012 at 8:22 PM

On Jan 6, 6:54 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 6, 6:27 pm, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 6, 6:19 pm, Alan Forrester

One question: is there any good nutritional advice?

Another scare one. The microwave oven. I learned that heating foods,
even the good old way with fire, causes a chemical change [finally I
get to talk chemistry :) ] in the food. And this change also occurs
with microwave heating except that it is more by 3 orders of
magnitude, i.e. 1000 times more. Could be scientism.

And these new chemicals are almost always toxins. The chemical change
occurs because of the electromagnetic radiation. Fire gives off
radiation in the range of infrared frequency, and microwave ovens, in
the range of microwave frequency. The radiation is lots of photons.
Some of these photons collide [not really collide because they don't
actually touch] into electrons of the chemical [covalent] bonds [and
other valence elections in electron lobes that aren't currently in
covalent bonds], thereby exciting the electron to the point of
leaving, i.e. breaking the bond [or in the case of the lobe, causing a
free radical which then causes the chemical react with another
chemical], thus changing the chemical structure of the chemical.

But my physics background is weak in this area. Maybe someone with a
stronger physics background could provide more info or criticism.

--Rami



From: stephen.push@gmail.com
Subject: [BoI] Re: Biological Universality
Date: January 6, 2012 at 9:04 PM

On Jan 6, 5:15 am, Rami Rustom <ramir...@gmail.com> wrote:

I don't think that my argument suggested "perfection".

I don't think you did either.  I was responding to David Deutsch's use
of the term "perfection."

But I think your conception of *complex* is different than mine, as
stated in my original post. I was referring to the mind (brain) not
the rest of biology.

I don't think the brain and mind are different in principle from other
organs and functions.  I'll do some research and see if I can find
additional examples of loss of complexity in the brain.

So this begs the question: My explanation says that complexity in the
mind goes forward only. And your explanation says that complexity in
biology goes forward mostly but sometimes backwards too. So how do
these reconcile?

The answer is in the genes. Have you heard of some lines of species
that lost complexity, lets say eyes, and then gained them back later?

Yes.  Wings, eyes, digits, larvae, and tadpoles have been lost and
later re-evolved.

What could explain how complexity can be lost and then recovered later
in the same line of species?

Its because of the f-genes and m-genes. In the example above, f-genes
made the eyes. And then the m-genes were turned off in that line of
species. And then there were turned on again. And it was selective
pressures that caused both the off and then back on again state
transitions.

What do you mean by f-genes and m-genes?  I'm not familiar with those



terms.

But yes, genes can be turned on and off.  It seems to me possible that
some traits could be lost by turning off certain genes and reacquired
by turning the same genes on again.

So we should define complexity more generally. Complexity is in the
genes, not the outward appearance, because some f-genes are hidden
when the m-genes are indefinitely turned off in a species.

Yes, it seems possible that complexity could be lost in the phenotype
but remain dormant in the genotype.  Is this just a hypothesis, or
have some studies provided evidence that this has happened?

Biology is so cool!

It sure is!

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 6, 2012 at 9:06 PM

On Jan 6, 7:22 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 6, 6:54 pm, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 6, 6:27 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 6, 6:19 pm, Alan Forrester

One question: is there any good nutritional advice?

Another scare one. The microwave oven. I learned that heating foods,
even the good old way with fire, causes a chemical change [finally I
get to talk chemistry :) ] in the food. And this change also occurs
with microwave heating except that it is more by 3 orders of
magnitude, i.e. 1000 times more. Could be scientism.

And these new chemicals are almost always toxins. The chemical change
occurs because of the electromagnetic radiation. Fire gives off
radiation in the range of infrared frequency, and microwave ovens, in
the range of microwave frequency. The radiation is lots of photons.
Some of these photons collide [not really collide because they don't
actually touch] into electrons of the chemical [covalent] bonds [and
other valence elections in electron lobes that aren't currently in
covalent bonds], thereby exciting the electron to the point of
leaving, i.e. breaking the bond [or in the case of the lobe, causing a
free radical which then causes the chemical react with another
chemical], thus changing the chemical structure of the chemical.

But my physics background is weak in this area. Maybe someone with a
stronger physics background could provide more info or criticism.

I forgot to give suggestions:

* try not to use the microwave as much

* heat with the traditional oven, stove, or convection oven

* eat foods that don't need heating, like uncooked vegetables



* remember that developing bodies [children] are far more susceptible
to harm than already developed bodies [adults]

-----

Another bad one. Trans fats in large amounts. Animal fats are trans
fats. A lot of red meat eating is bad. But this is not what most
people have a problem with.

Animal-based fats were once the only trans fats consumed, but by far
the largest amount of trans fat consumed today is created by the
processed food industry as a side effect of partially hydrogenating
unsaturated plant fats (generally vegetable oils). These partially
hydrogenated fats have displaced natural solid fats and liquid oils in
many areas, the most notable ones being in the fast food, snack food,
fried food, and baked goods industries. They can only be made by
cooking with a very high heat, beyond the temperatures possible in a
household kitchen.

The health side affects are many (some could be scientism):

* heart disease
* higher LDL [bad] cholesterol
* lowed HDL [good] cholesterol
* Alzheimer's Disease
* Cancer
* Diabetes
* Obesity
* Liver Dysfunction
* Infertility in women
* Depression

My suggestions:

* eat more fiber [because it makes the blood more viscous] thereby
helping remove LDL from the blood causing less arterial build up. I
eat celery with peanut butter.

* eat less of the stuff above; replace with home-cooked foods,



uncooked vegetables

* again these things are much worse for developing bodies than for
adults

* if you do eat a lot of the stuff above, check your blood numbers
like LDL/HDL. I just did and even with my pretty good eating habits my
LDL was a bit high and HDL low and these cause arterial buildup. more
fiber helps prevent this.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 6, 2012 at 9:19 PM

On Jan 6, 8:04 pm, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 6, 5:15 am, Rami Rustom <ramir...@gmail.com> wrote:

I don't think that my argument suggested "perfection".

I don't think you did either.  I was responding to David Deutsch's use
of the term "perfection."

But I think your conception of *complex* is different than mine, as
stated in my original post. I was referring to the mind (brain) not
the rest of biology.

I don't think the brain and mind are different in principle from other
organs and functions.  I'll do some research and see if I can find
additional examples of loss of complexity in the brain.

The brain is an organ. But the mind is a different beast. It is a
different level of emergence. The brain is biology. The mind is
consciousness. The emergent properties that exist in the mind do not
exist in the brain. And no other organ besides the brain has a higher
level of emergence resulting from it. So even in principle, the brain
is very different than the other organs.

So this begs the question: My explanation says that complexity in the
mind goes forward only. And your explanation says that complexity in
biology goes forward mostly but sometimes backwards too. So how do
these reconcile?

The answer is in thegenes. Have you heard of some lines of species
that lost complexity, lets say eyes, and then gained them back later?

Yes.  Wings, eyes, digits, larvae, and tadpoles have been lost and
later re-evolved.



What could explain how complexity can be lost and then recovered later
in the same line of species?

Its because of the f-genesand m-genes. In the example above, f-genes
made the eyes. And then the m-geneswere turned off in that line of
species. And then there were turned on again. And it was selective
pressures that caused both the off and then back on again state
transitions.

What do you mean by f-genesand m-genes?  I'm not familiar with those
terms.

I defined them in the beginning of this thread. But in the beginning
of the thread I called them genes and non-genes. Then we changed the
names to factory-genes and management-genes. The m-genes only turn on/
off the f-genes. The f-genes do the work of actually making things.

But yes,genescan be turned on and off.  It seems to me possible that
some traits could be lost by turning off certaingenesand reacquired
by turning the samegeneson again.

So we should define complexity more generally. Complexity is in the
genes, not the outward appearance, because some f-genesare hidden
when the m-genesare indefinitely turned off in a species.

Yes, it seems possible that complexity could be lost in the phenotype
but remain dormant in the genotype.  Is this just a hypothesis, or
have some studies provided evidence that this has happened?

Well it was conjectured in a documentary I saw. Don't remember the
name. Don't know any studies. If you find any though please post. :)

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Food Fads
Date: January 6, 2012 at 9:24 PM

On Jan 6, 2012, at 6:06 PM, Rami Rustom wrote:

On Jan 6, 7:22 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 6, 6:54 pm, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 6, 6:27 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 6, 6:19 pm, Alan Forrester

One question: is there any good nutritional advice?

Another scare one. The microwave oven. I learned that heating foods,
even the good old way with fire, causes a chemical change [finally I
get to talk chemistry :) ] in the food. And this change also occurs
with microwave heating except that it is more by 3 orders of
magnitude, i.e. 1000 times more. Could be scientism.

And these new chemicals are almost always toxins. The chemical change
occurs because of the electromagnetic radiation. Fire gives off
radiation in the range of infrared frequency, and microwave ovens, in
the range of microwave frequency. The radiation is lots of photons.
Some of these photons collide [not really collide because they don't
actually touch] into electrons of the chemical [covalent] bonds [and
other valence elections in electron lobes that aren't currently in
covalent bonds], thereby exciting the electron to the point of
leaving, i.e. breaking the bond [or in the case of the lobe, causing a
free radical which then causes the chemical react with another
chemical], thus changing the chemical structure of the chemical.

But my physics background is weak in this area. Maybe someone with a
stronger physics background could provide more info or criticism.

I forgot to give suggestions:

* try not to use the microwave as much

That is a food fad.



Microwaves and other modern technology are not bad. They are good.

* heat with the traditional oven, stove, or convection oven

That is also a food fad.

* eat foods that don't need heating, like uncooked vegetables

That is also a food fad.

* remember that developing bodies [children] are far more susceptible
to harm than already developed bodies [adults]

That is a scientistic excuse for imposing food fads on children in particular, which 
is bad.

Another bad one. Trans fats in large amounts. Animal fats are trans
fats. A lot of red meat eating is bad. But this is not what most
people have a problem with.

These are food fads.

Animal-based fats were once the only trans fats consumed, but by far
the largest amount of trans fat consumed today is created by the
processed food industry as a side effect of partially hydrogenating
unsaturated plant fats (generally vegetable oils). These partially
hydrogenated fats have displaced natural solid fats and liquid oils in
many areas, the most notable ones being in the fast food, snack food,
fried food, and baked goods industries. They can only be made by
cooking with a very high heat, beyond the temperatures possible in a
household kitchen.

The health side affects are many (some could be scientism):

Yes it is scientism.

* heart disease
* higher LDL [bad] cholesterol



* lowed HDL [good] cholesterol
* Alzheimer's Disease
* Cancer
* Diabetes
* Obesity
* Liver Dysfunction
* Infertility in women
* Depression

Making all these claims is a scare tactic.

My suggestions:

* eat more fiber [because it makes the blood more viscous] thereby
helping remove LDL from the blood causing less arterial build up. I
eat celery with peanut butter.

* eat less of the stuff above; replace with home-cooked foods,
uncooked vegetables

* again these things are much worse for developing bodies than for
adults

* if you do eat a lot of the stuff above, check your blood numbers
like LDL/HDL. I just did and even with my pretty good eating habits my
LDL was a bit high and HDL low and these cause arterial buildup. more
fiber helps prevent this.

More food fads.

The basic concepts of eating are:

1) everyone should eat what they want to
2) based on what they like
3) when they are hungry

It is *theoretically* possible for some deviations from this to be a good idea for, 
e.g., health reasons. But in practice all the popular dietary and nutrition advice is 



nothing but food fads that hurt people.

But in practice, everyone here is better off following the 3 guidelines just listed 
than listening to anything else. There *could be* some limited amount of good 
science on this topic, but A) there isn't really (there are limited things we know 
that matter like you need some iodine, which we've solved with iodized salt. and 
there's scurvy which we know how to avoid too. dealing with those takes very 
minimal effort and in practice takes no effort but ends up happening by 
unintentionally.  B) humans can eat quite a variety of diets and be fine

Note that food fads, in general, do far more (psychological) harm than the health 
problems they are supposed to prevent. So even if there was some scientific diet 
advice that was useful -- which there isn't -- it would still be a bad idea for almost 
all people to follow it because it would hurt them to do so. People who are 
irrational about food (virtually everyone) should focus on dealing with that 
irrationality instead of thinking about what diet rules to impose on themselves.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 6, 2012 at 9:56 PM

On Jan 6, 8:24 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 6:06 PM, Rami Rustom wrote:

On Jan 6, 7:22 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 6, 6:54 pm, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 6, 6:27 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 6, 6:19 pm, Alan Forrester

One question: is there any good nutritional advice?

Another scare one. The microwave oven. I learned that heating foods,
even the good old way with fire, causes a chemical change [finally I
get to talk chemistry :) ] in the food. And this change also occurs
with microwave heating except that it is more by 3 orders of
magnitude, i.e. 1000 times more. Could be scientism.

And these new chemicals are almost always toxins. The chemical change
occurs because of the electromagnetic radiation. Fire gives off
radiation in the range of infrared frequency, and microwave ovens, in
the range of microwave frequency. The radiation is lots of photons.
Some of these photons collide [not really collide because they don't
actually touch] into electrons of the chemical [covalent] bonds [and
other valence elections in electron lobes that aren't currently in
covalent bonds], thereby exciting the electron to the point of
leaving, i.e. breaking the bond [or in the case of the lobe, causing a
free radical which then causes the chemical react with another
chemical], thus changing the chemical structure of the chemical.

But my physics background is weak in this area. Maybe someone with a
stronger physics background could provide more info or criticism.

I forgot to give suggestions:

* try not to use the microwave as much



That is a food fad.

Microwaves and other modern technology are not bad. They are good.

Well thats why I said above, 'Could be scientism.' But how do we know?
It may or may not be bad. Right?

Consider the options:

1> Limit microwave. If its bad, then you prevented harm. If its not
bad, then nothing.

2> Don't limit microwave. If its bad, then you caused harm. If its not
bad, then nothing.

Which option would you choose? 1 or 2? If 2 and we find out that
microwaves are bad, you will have caused harm.

And since there is not sufficient empirical evidence, we should only
use hard-to-vary explanations. I gave a conjecture above but I'm not
willing to say that it is hard-to-vary. What it needs is answers to
these questions:

* What could explain how chemical changes could be affected by
microwaves as opposed to infrared waves? Could this explain an
increase of chemical changes by orders of magnitude?

* (can't think of anymore, can anyone think of anymore?)

Anybody know the answer?

* heat with the traditional oven, stove, or convection oven

That is also a food fad.

* eat foods that don't need heating, like uncooked vegetables

That is also a food fad.



* remember that developing bodies [children] are far more susceptible
to harm than already developed bodies [adults]

That is a scientistic excuse for imposing food fads on children in particular, 
which is bad.

I'll come back with the explanation of how things that hurt adults
hurt developing bodies more. And I'll try to generalize to *things*
instead of specific things. And I'll use biology and math. Be back
soon. :)

Another bad one. Trans fats in large amounts. Animal fats are trans
fats. A lot of red meat eating is bad. But this is not what most
people have a problem with.

These are food fads.

Animal-based fats were once the only trans fats consumed, but by far
the largest amount of trans fat consumed today is created by the
processed food industry as a side effect of partially hydrogenating
unsaturated plant fats (generally vegetable oils). These partially
hydrogenated fats have displaced natural solid fats and liquid oils in
many areas, the most notable ones being in the fast food, snack food,
fried food, and baked goods industries. They can only be made by
cooking with a very high heat, beyond the temperatures possible in a
household kitchen.

The health side affects are many (some could be scientism):

Yes it is scientism.

* heart disease
* higher LDL [bad] cholesterol
* lowed HDL [good] cholesterol
* Alzheimer's Disease
* Cancer
* Diabetes
* Obesity



* Liver Dysfunction
* Infertility in women
* Depression

Making all these claims is a scare tactic.

My suggestions:

* eat more fiber [because it makes the blood more viscous] thereby
helping remove LDL from the blood causing less arterial build up. I
eat celery with peanut butter.

* eat less of the stuff above; replace with home-cooked foods,
uncooked vegetables

* again these things are much worse for developing bodies than for
adults

* if you do eat a lot of the stuff above, check your blood numbers
like LDL/HDL. I just did and even with my pretty good eating habits my
LDL was a bit high and HDL low and these cause arterial buildup. more
fiber helps prevent this.

More food fads.

The basic concepts of eating are:

1) everyone should eat what they want to
2) based on what they like
3) when they are hungry



It is *theoretically* possible for some deviations from this to be a good idea for, 
e.g., health reasons. But in practice all the popular dietary and nutrition advice is 
nothing but food fads that hurt people.

Yes the popular stuff is horseshit. They are profit-driven.

But in practice, everyone here is better off following the 3 guidelines just listed 
than listening to anything else. There *could be* some limited amount of good 
science on this topic, but A) there isn't really (there are limited things we know 
that matter like you need some iodine, which we've solved with iodized salt. and 
there's scurvy which we know how to avoid too. dealing with those takes very 
minimal effort and in practice takes no effort but ends up happening by 
unintentionally.  B) humans can eat quite a variety of diets and be fine

I agree the empirical evidence is poor.

Note that food fads, in general, do far more (psychological) harm than the health 
problems they are supposed to prevent. So even if there was some scientific 
diet advice that was useful -- which there isn't -- it would still be a bad idea for 
almost all people to follow it because it would hurt them to do so. People who 
are irrational about food (virtually everyone) should focus on dealing with that 
irrationality instead of thinking about what diet rules to impose on themselves.

I never thought about it this way.

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Food Fads
Date: January 6, 2012 at 10:08 PM

On Jan 6, 2012, at 6:56 PM, Rami Rustom wrote:

On Jan 6, 8:24 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 6:06 PM, Rami Rustom wrote:

On Jan 6, 7:22 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 6, 6:54 pm, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 6, 6:27 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 6, 6:19 pm, Alan Forrester

One question: is there any good nutritional advice?

Another scare one. The microwave oven. I learned that heating foods,
even the good old way with fire, causes a chemical change [finally I
get to talk chemistry :) ] in the food. And this change also occurs
with microwave heating except that it is more by 3 orders of
magnitude, i.e. 1000 times more. Could be scientism.

And these new chemicals are almost always toxins. The chemical change
occurs because of the electromagnetic radiation. Fire gives off
radiation in the range of infrared frequency, and microwave ovens, in
the range of microwave frequency. The radiation is lots of photons.
Some of these photons collide [not really collide because they don't
actually touch] into electrons of the chemical [covalent] bonds [and
other valence elections in electron lobes that aren't currently in
covalent bonds], thereby exciting the electron to the point of
leaving, i.e. breaking the bond [or in the case of the lobe, causing a
free radical which then causes the chemical react with another
chemical], thus changing the chemical structure of the chemical.

But my physics background is weak in this area. Maybe someone with a
stronger physics background could provide more info or criticism.

I forgot to give suggestions:



* try not to use the microwave as much

That is a food fad.

Microwaves and other modern technology are not bad. They are good.

Well thats why I said above, 'Could be scientism.' But how do we know?
It may or may not be bad. Right?

Consider the options:

1> Limit microwave. If its bad, then you prevented harm. If its not
bad, then nothing.

2> Don't limit microwave. If its bad, then you caused harm. If its not
bad, then nothing.

Which option would you choose? 1 or 2? If 2 and we find out that
microwaves are bad, you will have caused harm.

This topic is covered in BoI and the correct answer is 2 not 1. What you're 
arguing is called the "precautionary principle" by Deutsch and you can find it in 
the index.

And it's simply not true that if you limit using microwaves, and you're wrong, then 
nothing happens. Microwaves do good (e.g. save time), and giving that up is bad.

Yes the popular stuff is horseshit. They are profit-driven.

That is called "trendy leftism" or "anti-capitalism" and it's false.

I've written some about capitalism here:

http://fallibleideas.com/

Or see http://www.settingtheworldtorights.com/ or the book _Liberalism_ by 

http://fallibleideas.com/
http://www.settingtheworldtorights.com/


Ludwig von Mises (also his other book The Anticapitalistic Mentality, but 
Liberalism first I think.)

If you want to discuss capitalism further, please provide some arguments which 
address the views of pro-capitalist people as explained at sources like these.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 6, 2012 at 10:16 PM

On Jan 6, 9:08 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 6:56 PM, Rami Rustom wrote:

On Jan 6, 8:24 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 6:06 PM, Rami Rustom wrote:

On Jan 6, 7:22 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 6, 6:54 pm, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 6, 6:27 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 6, 6:19 pm, Alan Forrester

One question: is there any good nutritional advice?

Another scare one. The microwave oven. I learned that heating foods,
even the good old way with fire, causes a chemical change [finally I
get to talk chemistry :) ] in the food. And this change also occurs
with microwave heating except that it is more by 3 orders of
magnitude, i.e. 1000 times more. Could be scientism.

And these new chemicals are almost always toxins. The chemical change
occurs because of the electromagnetic radiation. Fire gives off
radiation in the range of infrared frequency, and microwave ovens, in
the range of microwave frequency. The radiation is lots of photons.
Some of these photons collide [not really collide because they don't
actually touch] into electrons of the chemical [covalent] bonds [and
other valence elections in electron lobes that aren't currently in
covalent bonds], thereby exciting the electron to the point of
leaving, i.e. breaking the bond [or in the case of the lobe, causing a
free radical which then causes the chemical react with another
chemical], thus changing the chemical structure of the chemical.

But my physics background is weak in this area. Maybe someone with a
stronger physics background could provide more info or criticism.

I forgot to give suggestions:

* try not to use the microwave as much



That is a food fad.

Microwaves and other modern technology are not bad. They are good.

Well thats why I said above, 'Could be scientism.' But how do we know?
It may or may not be bad. Right?

Consider the options:

1> Limit microwave. If its bad, then you prevented harm. If its not
bad, then nothing.

2> Don't limit microwave. If its bad, then you caused harm. If its not
bad, then nothing.

Which option would you choose? 1 or 2? If 2 and we find out that
microwaves are bad, you will have caused harm.

This topic is covered in BoI and the correct answer is 2 not 1. What you're 
arguing is called the "precautionary principle" by Deutsch and you can find it in 
the index.

And it's simply not true that if you limit using microwaves, and you're wrong, 
then nothing happens. Microwaves do good (e.g. save time), and giving that up 
is bad.

Ah yes. Another instance of my situation being different than most. I
have nothing but time. I've modularized everything, i.e. given all my
jobs to other people (at work and home).

Btw, I'm not saying I don't use the microwave. I hate using the other
things. I use it to make my instant coffee. I reheat food with it all
the time. But I know that some people do it way more than I do.

Yes the popular stuff is horseshit. They are profit-driven.



That is called "trendy leftism" or "anti-capitalism" and it's false.

I've written some about capitalism here:

http://fallibleideas.com/

Or seehttp://www.settingtheworldtorights.com/or the book _Liberalism_ by 
Ludwig von Mises (also his other book The Anticapitalistic Mentality, but 
Liberalism first I think.)

If you want to discuss capitalism further, please provide some arguments which 
address the views of pro-capitalist people as explained at sources like these.

K I'll start a thread soon.

--Rami

http://fallibleideas.com/
http://www.settingtheworldtorights.com/or


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 6, 2012 at 11:36 PM

On Jan 6, 7:24 pm, Elliot Temple <c...@curi.us> wrote:
The basic concepts of eating are:

1) everyone should eat what they want to
2) based on what they like
3) when they are hungry

It is *theoretically* possible for some deviations from this to be a good idea for, 
e.g., health reasons. But in practice all the popular dietary and nutrition advice is 
nothing but food fads that hurt people.

But in practice, everyone here is better off following the 3 guidelines just listed 
than listening to anything else. There *could be* some limited amount of good 
science on this topic, but A) there isn't really (there are limited things we know 
that matter like you need some iodine, which we've solved with iodized salt. and 
there's scurvy which we know how to avoid too. dealing with those takes very 
minimal effort and in practice takes no effort but ends up happening by 
unintentionally.  B) humans can eat quite a variety of diets and be fine

Suppose that throughout his life, someone has abided by Elliot's 3
rules. And this person has always had normal weight and experienced no
significant health problems.

Several years ago based on routine blood work, this person's doctor
warned that the person's triglycerides were very high. She said this
person's high triglycerides could lead to heart disease. She actually
said something to the effect of, "You're the type of person who seems
perfectly healthy and then suddenly drops dead of a heart attack." Her
attribution of the cause of the high triglycerides was high
consumption of certain kinds of foods and drinks, which this person
did in fact consume relatively high quantities of. Nevertheless, even
the doctor's shocking statement didn't really convince the person to
change anything in his diet, other than to start getting blood work
done annually to "keep an eye on the problem."

Every year, the triglycerides kept going up, and eventually got to the



point where the lab could no longer even determine one of this
person's cholesterol numbers. Apparently if triglycerides get over a
certain level it is not possible to accurately measure cholesterol. At
this point the doctor started suggesting the need for the person to
take prescription drugs (with side effects) if the triglycerides were
not brought down with dietary changes.

So over the next year instead of taking the drugs, the person made a
deliberate and significant dietary change. As recommended by the
doctor, he stopped eating/drinking as much of certain things he really
likes. Two things happened:
(1) It was difficult in the beginning, but eventually he stopped
liking so much, the things that he used to eat/drink a lot of (taste
accommodation).
(2) The first year after implementing the recommended change, his
measured triglyceride levels dropped by half. Enough to convince the
doctor that drugs may not be necessary. The second year the levels
dropped a little more. They're still not in the "normal" range, but
the person didn't implement all of the doctor's recommended diet
changes either.

So now some questions:
- Granting the doctor's scare tactic was just that, was her
recommendation a "food fad", scientism, or sound science?
  - Are high triglycerides not a demonstrable cause of heart disease?
She said they are, and gave a convincing explanation that they are fat
in the blood which sticks to artery walls.
  - Are high triglycerides not caused by high consumption of some
types of foods? She said they are, and a convincing online article
explained how the types of foods in question get turned into
triglycerides in the body.
  - Is the measurement done by bloodwork not an accurate reflection of
one's true triglyceride level? I didn't ask about this or research it,
but would seem to be the job of a reputable lab to insure this.
- Would it be irrational and a "food fad" to implement more of the
doctor's recommendation, i.e. stop eating even more foods the person
likes, until a normal triglyceride level is obtained?

--Jason



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 7, 2012 at 1:53 AM

On Jan 6, 6:07 pm, Elliot Temple <c...@curi.us> wrote:
US culture (and others) endorse a variety of irrational ways of thinking about 
food. Every diet qualifies.

Since you wrote, "every diet", it seems to follow that it would be
irrational to go on a caloric restriction diet in order to lose fat,
but I don't see how this can be the case. It seems about as rational
as sticking to a budget in order to get out of debt.

These fads are based on a variety of mistakes such as scientism, being trendy, 
popular social games, and concepts of sin and atonement. Many people only 
make some, not all, of those mistakes.

For simplicity, let's consider only the issue of weight, and not health/nutrition.

One of the basic concepts of many junk diets is that they tell you what to eat 
and what not to eat. Supposedly this can help with weight loss. That is false.

I'm not sure it is. Suppose that eating certain foods makes you less
hungry than eating other foods that contain the same amount of energy.
Eating the first foods might help with fat loss by making it easier to
eat less.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Food Fads
Date: January 7, 2012 at 2:11 AM

On Jan 6, 2012, at 10:53 PM, Josh Jordan wrote:

On Jan 6, 6:07 pm, Elliot Temple <c...@curi.us> wrote:
US culture (and others) endorse a variety of irrational ways of thinking about 
food. Every diet qualifies.

Since you wrote, "every diet", it seems to follow that it would be
irrational to go on a caloric restriction diet in order to lose fat,
but I don't see how this can be the case. It seems about as rational
as sticking to a budget in order to get out of debt.

You can lose fat by not eating when not hungry without doing caloric restriction.

BTW losing a lot of fat quickly is, in my understanding which I have not 
researched but which I think is the consensus view by people who favor dieting to 
lose fat, actually a bad idea.

I don't know if you were intending to refer to the extreme caloric restriction that 
some anti-aging folks favor. There is no good argument for their claims. In my 
understanding, they figured out how long it extends lifespan in rats and then 
assumed it would extend lifespan in humans by the same *percentage* as it does 
in rats, but there is no good explanation for that.

These fads are based on a variety of mistakes such as scientism, being trendy, 
popular social games, and concepts of sin and atonement. Many people only 
make some, not all, of those mistakes.

For simplicity, let's consider only the issue of weight, and not health/nutrition.

One of the basic concepts of many junk diets is that they tell you what to eat 
and what not to eat. Supposedly this can help with weight loss. That is false.

I'm not sure it is. Suppose that eating certain foods makes you less
hungry than eating other foods that contain the same amount of energy.



Why would that happen?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 7, 2012 at 3:03 AM

On Jan 7, 2:11 am, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:53 PM, Josh Jordan wrote:

On Jan 6, 6:07 pm, Elliot Temple <c...@curi.us> wrote:
US culture (and others) endorse a variety of irrational ways of thinking
about food. Every diet qualifies.

Since you wrote, "every diet", it seems to follow that it would be
irrational to go on a caloric restriction diet in order to lose fat,
but I don't see how this can be the case. It seems about as rational
as sticking to a budget in order to get out of debt.

You can lose fat by not eating when not hungry without doing caloric restriction.

Even if that were the case, why would it necessarily be irrational to
follow a calorie restriction diet to lose fat?

Regarding your proposed fat loss method of eating only when hungry, I
don't see how this is helpful in general, because hunger isn't a
binary state. People experience varying degrees of hunger, and mild
hunger can be difficult to distinguish from mere appetite (a desire
for food that is unrelated to a biological need for food).

BTW losing a lot of fat quickly is, in my understanding which I have not 
researched but which I think is the consensus view by people who favor dieting 
to lose fat, actually a bad idea.

I agree. Alpert [1] found that a pound of fat provides at most 20-25
kcal of energy per day to the average sedentary human. He further
claims that, "a dietary restriction which exceeds the limited
capability of the fat store to compensate for the energy deficiency
results in an immediate decrease in the fat free mass."  This implies,
for example, that 1250 kcal would be a rough upper bound on the amount
by which a person whose body has 50 lbs of fat can safely under-eat.

[1] Alpert SS. A limit on the energy transfer rate from the human fat
store in hypophagia. J Theor Biol. 2005 Mar 7;233(1):1-13. Epub 2004



Dec 8. <http://www.ncbi.nlm.nih.gov/pubmed/15615615>

I don't know if you were intending to refer to the extreme
caloric restriction that some anti-aging folks favor.

As you suggested, for simplicity, I am discussing diets only as they
related to fat loss.

These fads are based on a variety of mistakes such as
scientism, being trendy, popular social games, and concepts
of sin and atonement. Many people only make some, not all,
of those mistakes. For simplicity, let's consider only the
issue of weight, and not health/nutrition. One of the basic
concepts of many junk diets is that they tell you what to eat
and what not to eat. Supposedly this can help with weight loss.
That is false.

I'm not sure it is. Suppose that eating certain foods makes you less
hungry than eating other foods that contain the same amount of energy.

Why would that happen?

I still want to understand your logic. When you wrote that a diet that
"tells you what to eat and what not to eat" cannot help with weight
loss, were you ruling out the possibility that certain foods can make
you less hungry than other foods that contain the same energy, or were
you implying that even if there are such foods, eating them wouldn't
help with weight loss?

Anyway, one possible explanation I've heard goes something like this:
To stay alive, the human body must maintain blood glucose within a
certain narrow range. Low blood glucose causes feelings of hunger.
Insulin is a hormone which, among other things, has the effect of
lowering blood glucose.  Eating foods that are rapidly converted to
glucose in the blood stream can cause a sudden spike in blood glucose,
tricking many people's bodies into releasing of more insulin than is
actually necessary. This causes too much glucose to be sucked out of
the blood stream, resulting in a feeling of hunger.

http://www.ncbi.nlm.nih.gov/pubmed/15615615


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Food Fads
Date: January 7, 2012 at 4:49 AM

On Jan 7, 2012, at 12:03 AM, Josh Jordan wrote:

On Jan 7, 2:11 am, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:53 PM, Josh Jordan wrote:

On Jan 6, 6:07 pm, Elliot Temple <c...@curi.us> wrote:
US culture (and others) endorse a variety of irrational ways of thinking
about food. Every diet qualifies.

Since you wrote, "every diet", it seems to follow that it would be
irrational to go on a caloric restriction diet in order to lose fat,
but I don't see how this can be the case. It seems about as rational
as sticking to a budget in order to get out of debt.

You can lose fat by not eating when not hungry without doing caloric 
restriction.

Even if that were the case, why would it necessarily be irrational to
follow a calorie restriction diet to lose fat?

Necessarily is a strong word. An actor might mess with his diet to further his 
career. But if the issue is what is a good lifestyle for dealing with food -- rather 
than one that messes up food in favor of something else like career -- then 
refusing to eat when hungry is no good. It hurts.

And you have to wonder: why do they have fat they want to get rid of?

They ate when they were not hungry. Maybe a lot.

So, going from eating when not hungry to not eating when hungry ... this is a 
mess, not a solution.

It's still centered around irrationality, social games, pressure, self-TCS-coercion, 
and that sort of thing.

The reason obese people change from eating when not hungry to not eating 



when hungry is because of the meaning food has in their lives. They were eating 
for a reason, and now they are not eating for a reason. The reason is, we agree, 
not about hunger. They ate because they were bored, or sad, or liked to socialize 
at large meals, or because eating was an excuse to be busy and not deal with 
other things, or as payback to their unsexy spouse, or whatever. And now they 
stop eating to try to get a new self-image, a new role in life, to be a different sort 
of person.

But playing games like that, while it may or may not work out socially or mentally, 
is not the proper way to eat. If the issue is how to eat well, it shouldn't be 
determined by the needs of those games or lifestyles. If, on the other hand, the 
issue is whether to eat badly in order to gain something else, then: I don't 
generally recommend it, but it can be a possibility.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Food Fads
Date: January 7, 2012 at 4:49 AM

On Jan 6, 2012, at 8:36 PM, Jason wrote:

On Jan 6, 7:24 pm, Elliot Temple <c...@curi.us> wrote:
The basic concepts of eating are:

1) everyone should eat what they want to
2) based on what they like
3) when they are hungry

It is *theoretically* possible for some deviations from this to be a good idea for, 
e.g., health reasons. But in practice all the popular dietary and nutrition advice 
is nothing but food fads that hurt people.

But in practice, everyone here is better off following the 3 guidelines just listed 
than listening to anything else. There *could be* some limited amount of good 
science on this topic, but A) there isn't really (there are limited things we know 
that matter like you need some iodine, which we've solved with iodized salt. 
and there's scurvy which we know how to avoid too. dealing with those takes 
very minimal effort and in practice takes no effort but ends up happening by 
unintentionally.  B) humans can eat quite a variety of diets and be fine

Suppose that throughout his life, someone has abided by Elliot's 3 rules.

That is very rare, but the rest of the story sounds commonplace. I think that's a bit 
of a mismatch. I think the rules (especially if followed for one's *entire* life, 
including childhood) do not normally lead to this story.

And this person has always had normal weight and experienced no
significant health problems.

Several years ago based on routine blood work, this person's doctor
warned that the person's triglycerides were very high. She said this
person's high triglycerides could lead to heart disease. She actually



said something to the effect of, "You're the type of person who seems
perfectly healthy and then suddenly drops dead of a heart attack." Her
attribution of the cause of the high triglycerides was high
consumption of certain kinds of foods and drinks, which this person
did in fact consume relatively high quantities of. Nevertheless, even
the doctor's shocking statement didn't really convince the person to
change anything in his diet, other than to start getting blood work
done annually to "keep an eye on the problem."

Every year, the triglycerides kept going up, and eventually got to the
point where the lab could no longer even determine one of this
person's cholesterol numbers. Apparently if triglycerides get over a
certain level it is not possible to accurately measure cholesterol. At
this point the doctor started suggesting the need for the person to
take prescription drugs (with side effects) if the triglycerides were
not brought down with dietary changes.

So over the next year instead of taking the drugs, the person made a
deliberate and significant dietary change. As recommended by the
doctor, he stopped eating/drinking as much of certain things he really
likes. Two things happened:
(1) It was difficult in the beginning, but eventually he stopped
liking so much, the things that he used to eat/drink a lot of (taste
accommodation).
(2) The first year after implementing the recommended change, his
measured triglyceride levels dropped by half. Enough to convince the
doctor that drugs may not be necessary. The second year the levels
dropped a little more. They're still not in the "normal" range, but
the person didn't implement all of the doctor's recommended diet
changes either.

So now some questions:
- Granting the doctor's scare tactic was just that, was her
recommendation a "food fad", scientism, or sound science?

Does she have any sources for us to read and evaluate?

I accept that people do have heart attacks (unlike having "low energy levels" from 
eating "too little fruit" or feeling "bloated" from eating one bag of cheetos). So I'd 
be willing to look at some more details.



I'd also add that when people's tastes/preference are focussed on eating the 
particular foods deemed to cause heart attacks, it is because of childhood TCS-
coercion regarding those foods (which were chosen because they are deemed to 
cause heart attacks or be unhealthy -- but the TCS-coercion regarding them often 
has the opposite effect of what was intended). Otherwise there would be less 
demand for those foods.

People think various "bad" foods are naturally tempting, but much of the 
temptation is culturally created, and in our culture there are social reasons for 
eating them.

 - Are high triglycerides not a demonstrable cause of heart disease?
She said they are, and gave a convincing explanation that they are fat
in the blood which sticks to artery walls.

I wouldn't consider that convincing without a lot more detail.

I do not think most dietary advice surrounding heart attacks is anything like the 
advice about scurvy or iodine. It may conceivably have some good points mixed 
in, but I think it also routinely has various food fads included. E.g. there often will 
be a bias to oppose certain foods with X instead of other foods also with X, 
possibly without serious consideration of how much X is in each, because some 
foods are deemed by our culture more healthy generally, so they get preferential 
treatment for dietary changes.

 - Are high triglycerides not caused by high consumption of some
types of foods? She said they are, and a convincing online article
explained how the types of foods in question get turned into
triglycerides in the body.
 - Is the measurement done by bloodwork not an accurate reflection of
one's true triglyceride level? I didn't ask about this or research it,
but would seem to be the job of a reputable lab to insure this.

Yes I imagine the lab results are ok.

The statements about the importance of attaining particular lab results is another 
matter. That should be a matter of the patient's preference, not the doctor's. The 
doctor should give advice but not try to play the role of making any decisions for 



the patient.

When doctors deviate from their role as advisors, helpers, and generally being 
the patient's agent who only does things to benefit the patient, and instead takes 
on roles such as the State's agent, the insurance agency's agent, or simply a 
meddling person who doesn't respect autonomy and wishes to impose his own 
health ideas on others, then his advice is very suspect.

Dentists make a good comparison. Do teeth decay? Do people get cavities? Are 
foods, tooth brushing and flossing relevant? Yes. But also dentists exaggerate a 
great deal, meddle, pressure people to brush their teeth, tell people they should 
brush more, etc... It does not follow from the factual stuff (which dentists routinely 
lie about in accordance with their agendas) that a particular person should brush 
his teeth more (he may have reasons not to), and it's not the dentist's choice, and 
dentists should stop trying to scare, manipulate, command and control their 
patients (note that they especially target children!). And when the dentists are 
acting like that, you can't believe much that they say.

And dentists favor culturally condoned things (e.g. brushing) over non-culturally-
condoned things (such as rubbing one's teeth with cloth). Their opinion in this 
matter is not scientific, it's not evidence based, it's just bias. It might happen to be 
true that brushing is better than rubbing with cloth or a mixed routine, but if it is 
most dentists don't know anything about that (plus it wouldn't necessarily be best 
for everyone just because it's best in terms of the benefits, narrowly considered, 
related to teeth). And just as dentists are normally biased products of their culture 
in some ways, so are doctors dispensing advice (or commands, or horror stories) 
about heart attacks and diet.

By the way, medical insurance companies prefer patients take fewer risks -- the 
right amount of risk for the patient is higher than what the insurance company 
would prefer. That is their monetary incentive and when they pay doctors 
(common) that is what they have an incentive to have their doctors get patients to 
do.

If you get the state involved -- which it often is -- then the incentives are even 
more messy.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 7, 2012 at 5:11 AM

On Jan 7, 1:11 am, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:53 PM, Josh Jordan wrote:

On Jan 6, 6:07 pm, Elliot Temple <c...@curi.us> wrote:
US culture (and others) endorse a variety of irrational ways of thinking about 
food. Every diet qualifies.

Since you wrote, "every diet", it seems to follow that it would be
irrational to go on a caloric restriction diet in order to lose fat,
but I don't see how this can be the case. It seems about as rational
as sticking to a budget in order to get out of debt.

You can lose fat by not eating when not hungry without doing caloric restriction.

Yes. I much better, simpler, and less stressful way to eat. I used to
count calories, but not to lose weight. It was to gain weight. I was
implementing this diet called the ABCDE program, Anabolic Burst
Cycling of Diet and Exercise, about 13 years ago. I read a 70 page
article written by a Physician explaining the hows and whys. This is
what I vaguely remember. And I only did this program once, which was
one whole month. I was too lazy to do it again.

2 week overeating phase:

Rule: Eat way more than normal. For me it was 4500 calories per day.
The types of foods didn't matter too much. I ate Burger King probably
too much though. Also during the weight lifting, do heavy-weight low-
rep lifting with no cardiovascular exercise.

Logic: The huge increase in calories causes the body to react with
changes in hormones that support muscle growth, i.e. anabolic
hormones. Of course fat deposits increase too but the ratio is heavily
on the muscle. I gained 13 lbs of muscle and 5 lbs of fat, as
expected.

2 week undereating phase:



Rule: Eat way less than normal. For me it was 1500 calories per day. I
messed up one of the days and ate 3000 calories. And during weight
lifting, do low-weight high-rep lifting with a lot of cardiovascular
exercise.

Logic: The huge decrease in calories causes the body to react with
changes in hormones that support fat loss. Of course muscle loss
occurs too but the ratio is heavily on the fat. I lossed 3 lbs of
muscle and 10 lbs of fat.

So over all I gained 10 lbs of muscle and lost 5 lbs of fat.

And the physician's explanation of why this wasn't unhealthy was that
humans ate like this before civilization. We would make a big kill and
eat well until the meat ran out. Then we would undereat until the next
kill. So if we evolved for this, then its not bad.

BTW losing a lot of fat quickly is, in my understanding which I have not 
researched but which I think is the consensus view by people who favor dieting 
to lose fat, actually a bad idea.

Yes losing weight fast is very bad because they only way to do it is
to starve excessively. This causes your body to *react* by slowing
metabolism which of course works against the purpose of the diet.

Although in the ABCDE program, the 2 week cycles don't cause trouble,
according to his research. So it seems only prolonged periods cause
problems.

I don't know if you were intending to refer to the extreme caloric restriction that 
some anti-aging folks favor. There is no good argument for their claims. In my 
understanding, they figured out how long it extends lifespan in rats and then 
assumed it would extend lifespan in humans by the same *percentage* as it 
does in rats, but there is no good explanation for that.

Yes I think their explanation is bad.



These fads are based on a variety of mistakes such as scientism, being 
trendy, popular social games, and concepts of sin and atonement. Many 
people only make some, not all, of those mistakes.

For simplicity, let's consider only the issue of weight, and not health/nutrition.

One of the basic concepts of many junk diets is that they tell you what to eat 
and what not to eat. Supposedly this can help with weight loss. That is false.

I'm not sure it is. Suppose that eating certain foods makes you less
hungry than eating other foods that contain the same amount of energy.

Why would that happen?

Some foods fill the stomach more than others because they are more
voluminous, thus suppressing the hunger feeling more than the other
foods.

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 7, 2012 at 5:19 AM

On Jan 7, 2:03 am, Josh Jordan <therealjoshjor...@gmail.com> wrote:
On Jan 7, 2:11 am, Elliot Temple <c...@curi.us> wrote:

On Jan 6, 2012, at 10:53 PM, Josh Jordan wrote:
On Jan 6, 6:07 pm, Elliot Temple <c...@curi.us> wrote:

US culture (and others) endorse a variety of irrational ways of thinking
about food. Every diet qualifies.

Since you wrote, "every diet", it seems to follow that it would be
irrational to go on a caloric restriction diet in order to lose fat,
but I don't see how this can be the case. It seems about as rational
as sticking to a budget in order to get out of debt.

You can lose fat by not eating when not hungry without doing caloric 
restriction.

Even if that were the case, why would it necessarily be irrational to
follow a calorie restriction diet to lose fat?

Well I think Elliot is talking about necessity. He's saying that
calorie restriction is not a necessity because the method of eating if
and only if hungry is a much better way to live. I think he's saying
that calorie restriction can cause psychological harm. I agree that
this is true for most people.

Regarding your proposed fat loss method of eating only when hungry, I
don't see how this is helpful in general, because hunger isn't a
binary state. People experience varying degrees of hunger, and mild
hunger can be difficult to distinguish from mere appetite (a desire
for food that is unrelated to a biological need for food).

I'll make a suggestion that I heard from a show and that is inline
with Elliots suggestion. If you are hungry, and if you don't think
that you are hungry enough to eat an apple, then thats not hungry
enough to eat.



BTW losing a lot of fat quickly is, in my understanding which I have not 
researched but which I think is the consensus view by people who favor dieting 
to lose fat, actually a bad idea.

I agree. Alpert [1] found that a pound of fat provides at most 20-25
kcal of energy per day to the average sedentary human. He further
claims that, "a dietary restriction which exceeds the limited
capability of the fat store to compensate for the energy deficiency
results in an immediate decrease in the fat free mass."  This implies,
for example, that 1250 kcal would be a rough upper bound on the amount
by which a person whose body has 50 lbs of fat can safely under-eat.

[1] Alpert SS. A limit on the energy transfer rate from the human fat
store in hypophagia. J Theor Biol. 2005 Mar 7;233(1):1-13. Epub 2004
Dec 8. <http://www.ncbi.nlm.nih.gov/pubmed/15615615>

I don't know if you were intending to refer to the extreme
caloric restriction that some anti-aging folks favor.

As you suggested, for simplicity, I am discussing diets only as they
related to fat loss.

These fads are based on a variety of mistakes such as
scientism, being trendy, popular social games, and concepts
of sin and atonement. Many people only make some, not all,
of those mistakes. For simplicity, let's consider only the
issue of weight, and not health/nutrition. One of the basic
concepts of many junk diets is that they tell you what to eat
and what not to eat. Supposedly this can help with weight loss.
That is false.

I'm not sure it is. Suppose that eating certain foods makes you less
hungry than eating other foods that contain the same amount of energy.

Why would that happen?

I still want to understand your logic. When you wrote that a diet that

http://www.ncbi.nlm.nih.gov/pubmed/15615615


"tells you what to eat and what not to eat" cannot help with weight
loss, were you ruling out the possibility that certain foods can make
you less hungry than other foods that contain the same energy, or were
you implying that even if there are such foods, eating them wouldn't
help with weight loss?

Anyway, one possible explanation I've heard goes something like this:
To stay alive, the human body must maintain blood glucose within a
certain narrow range. Low blood glucose causes feelings of hunger.
Insulin is a hormone which, among other things, has the effect of
lowering blood glucose.  Eating foods that are rapidly converted to
glucose in the blood stream can cause a sudden spike in blood glucose,
tricking many people's bodies into releasing of more insulin than is
actually necessary. This causes too much glucose to be sucked out of
the blood stream, resulting in a feeling of hunger.

Insulin, if constantly activated, does much more harm than that. If
the insulin system is overly activated, then eventually it will break.
This is just a conjecture though. But I think this is the case for all
our organs.

And if this is true, then overly activating your insulin system causes
diabetes.

But the narrow range you speak of, I think, is not so narrow. But of
course this is relative.

--Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 7, 2012 at 5:22 AM

On Jan 7, 4:49 am, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 12:03 AM, Josh Jordan wrote:

On Jan 7, 2:11 am, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:53 PM, Josh Jordan wrote:

On Jan 6, 6:07 pm, Elliot Temple <c...@curi.us> wrote:
US culture (and others) endorse a variety of irrational ways of thinking
about food. Every diet qualifies.

Since you wrote, "every diet", it seems to follow that it would be
irrational to go on a caloric restriction diet in order to lose fat,
but I don't see how this can be the case. It seems about as rational
as sticking to a budget in order to get out of debt.

You can lose fat by not eating when not hungry without doing caloric 
restriction.

Even if that were the case, why would it necessarily be irrational to
follow a calorie restriction diet to lose fat?

Necessarily is a strong word. An actor might mess with his diet
to further his career. But if the issue is what is a good lifestyle
for dealing with food -- rather than one that messes up food in
favor of something else like career -- then refusing to eat when
hungry is no good. It hurts.
And you have to wonder: why do they have fat they want to get rid of?
They ate when they were not hungry. Maybe a lot.
So, going from eating when not hungry to not eating when hungry ... this is a 
mess, not a solution.

You are still writing as if the experience of hunger can be treated as
binary for the purposes of deciding whether or not to eat, without
addressing my argument that it cannot be treated this way.

It's still centered around irrationality, social games, pressure, self-TCS-coercion, 
and that sort of thing.



Do I understand you correctly as saying that it is irrational to want
to be thinner as a means to, say, becoming more attractive? (Provided
your career or something similar doesn't depend on such things...)

The reason obese people change from eating when not hungry to not eating 
when hungry is because of the meaning food has in their lives. They were 
eating for a reason, and now they are not eating for a reason. The reason is, we 
agree, not about hunger. They ate because they were bored, or sad, or liked to 
socialize at large meals, or because eating was an excuse to be busy and not 
deal with other things, or as payback to their unsexy spouse, or whatever. And 
now they stop eating to try to get a new self-image, a new role in life, to be a 
different sort of person.

Both normal-weight and overweight people eat for a variety of reasons
besides hunger. One important reason that you didn't list is that some
food simply tastes good and eating it is a pleasant sensory
experience.

But playing games like that, while it may or may not work out socially or 
mentally, is not the proper way to eat. If the issue is how to eat well, it shouldn't 
be determined by the needs of those games or lifestyles.
If, on the other hand, the issue is whether to eat badly in order to gain 
something else, then: I don't generally recommend it, but it can be a possibility.

How is following a calorie restricted diet "eating badly"? I'm not
even sure it makes sense to define "eating badly" without considering
all of a person's relevant goals. To do so seems like optimizing one
subsystem without looking at how that affects the overall goals of the
system, which is a well-traveled path to failing to achieve those
goals.



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 7, 2012 at 5:32 AM

On Jan 7, 5:22 am, Josh Jordan <therealjoshjor...@gmail.com> wrote:
You are still writing as if the experience of hunger can be treated as
binary for the purposes of deciding whether or not to eat, without
addressing my argument that it cannot be treated this way.

Oops - rather than saying that hunger cannot be treated this way, I
should have said that you have not yet explained how it can.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 7, 2012 at 5:35 AM

On Jan 7, 3:49 am, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 8:36 PM, Jason wrote:

On Jan 6, 7:24 pm, Elliot Temple <c...@curi.us> wrote:
When doctors deviate from their role as advisors, helpers, and generally being 
the patient's agent who only does things to benefit the patient, and instead takes 
on roles such as the State's agent, the insurance agency's agent, or simply a 
meddling person who doesn't respect autonomy and wishes to impose his own 
health ideas on others, then his advice is very suspect.

Dentists make a good comparison. Do teeth decay? Do people get cavities? Are 
foods, tooth brushing and flossing relevant? Yes. But also dentists exaggerate a 
great deal, meddle, pressure people to brush their teeth, tell people they should 
brush more, etc... It does not follow from the factual stuff (which dentists 
routinely lie about in accordance with their agendas) that a particular person 
should brush his teeth more (he may have reasons not to), and it's not the 
dentist's choice, and dentists should stop trying to scare, manipulate, command 
and control their patients (note that they especially target children!). And when 
the dentists are acting like that, you can't believe much that they say.

Some [maybe most] dentists do muuuuch worse. They are sales people.
Trained in confidence art. I've seen it first hand. I know when a
sales person is selling to me because I know all their techniques. [--
side note-- its so funny watching a sales person try to sell me, I see
through all their techniques and point them out, and they get
embarrassed and flustered which of course gives me the negotiating
edge --] I know when a sales pitch is scripted vs unscripted. So who
trained these sales people? And why are our health professionals
trained to be sales people? This is not good for patients.

I'm sorry to sound like an anti-capitalist. I haven't read those links
yet. I will soon.

And dentists favor culturally condoned things (e.g. brushing) over non-culturally-
condoned things (such as rubbing one's teeth with cloth). Their opinion in this 
matter is not scientific, it's not evidence based, it's just bias. It might happen to 



be true that brushing is better than rubbing with cloth or a mixed routine, but if it 
is most dentists don't know anything about that (plus it wouldn't necessarily be 
best for everyone just because it's best in terms of the benefits, narrowly 
considered, related to teeth). And just as dentists are normally biased products 
of their culture in some ways, so are doctors dispensing advice (or commands, 
or horror stories) about heart attacks and diet.

Yes very very very few health professionals *know* the explanations
behind the scientism. They are propagating irrational memes from their
professional schools to their patients.

By the way, medical insurance companies prefer patients take fewer risks -- the 
right amount of risk for the patient is higher than what the insurance company 
would prefer. That is their monetary incentive and when they pay doctors 
(common) that is what they have an incentive to have their doctors get patients 
to do.

If you get the state involved -- which it often is -- then the incentives are even 
more messy.

I think that health insurance should not be involve profit because it
hinders health care. Real universal healthcare please!!!

--Rami



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] BoI on Induction
Date: January 7, 2012 at 5:48 AM

On 7 Jan 2012, at 01:18, stephen.push@gmail.com wrote:

On Jan 6, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If I didn't know why they had died I wouldn't drink the water because I would 
have a criticism of the course of action of drinking the water. Ordinarily I would 
expect that the water would be okay because I would have the conjecture that 
this clear liquid is water and that I need water to live, but if three people die 
after drinking it, one of the possible explanations is that there is some poison in 
the water and so it's not safe.

That is an instance of induction.  According to OED definition 7a,
induction is the “process of inferring a general law or principle from
the observation of particular instances.”  The “particular instances”
in this case are the observations that several people died after
drinking from the spring.  The “general law or principle” in this case
is your “possible explanation” that the spring water may not be safe
to drink.

The "from" in the OED's definition is ambiguous:

If it means "exclusively from" then Alan's reasoning is not induction, because his 
conclusion also made use of his prior theories (e.g. about water being generally 
safe to drink).

If it means "inclusively from," i.e. that observations of particular instances need 
not have been the *only* thing contributing to the conclusion, then it describes 
any process in which ideas about "specific instances" (whatever that means) are 
held before a general conclusion is held. I think that's vacuous.

Neither definition tells us which things can or can not be considered observations, 
nor which general laws of principles it is valid to conclude from the observations.

- Richard



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] How to lose weight? (forget Food Fads, they are bad)
Date: January 7, 2012 at 6:16 AM

First of all, forget the food fads that Elliot describes in _Food
Fads_:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/692ca3fa039152f1#

Second, ask yourself, 'Why do I want to lose weight?'  Is your answer
rational or irrational?

So if you want to lose weight because you have some extra fat on you,
then do it with more activity rather than less energy intake. By
activity, I mean physical exercise. So how does one exercise to get
the results one wants?

Well first of all, the most opportune time to exercise is immediately
after waking up before a meal. Your body has been starving for 8 hours
or so, which means that blood glucose levels are low. So during the
exercise, and if you depleted the blood glucose sufficiently, then
your body will respond by releasing glucose [converted from glycogen]
from the liver. And if you deplete even more and that begins to run
out, then your body will respond by converting from fat stores.

Well else can be done? What about making the metabolism inefficient? I
know that sounds weird. Efficiency is usually what we want. But with
food, because most people consume more energy than they need, we want
the metabolism to be inefficient so that more energy is depleting for
the same amount of work. So how can that be done?

Your body has two modes of metabolism; aerobic and anaerobic. Aero
means oxygen. Aerobic metabolism is the default mode. So the anaerobic
mode only kicks in when the body is very low on oxygen.

In both modes of metabolism, the mitochondria of the cells are taking
glucose molecules and making ATP molecules [actually more complicated
but I'm trying to make simpler]. ATP is like the cash of the body
while glucose is like the gold; cash is liquid and quickly accessible,
gold is non-liquid and not quickly accessible.

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/692ca3fa039152f1


The aerobic mode takes 1 glucose molecule and makes 36 ATP molecules.
This is what is called the Krebs Cycle.

The anaerobic mode takes 1 glucose molecule and makes 2 ATP molecules.
I don't remember the name of the cycle.

So anaerobic mode is 6% as efficient as aerobic mode. So now you know
why anaerobic exercise has become popular. But there is a problem.
Anaerobic mode employs a cycle that ends with Lactic Acid, which
builds up in the muscles causing pain. This is what makes you stop
when you've done 10 reps and there is so much pain that you can't
continue; lactic acid buildup. So what is the solution?

Do both modes alternately in the same workout. Do anaerobic until
failure, then aerobic while the body is replenishing oxygen stores,
then anaerobic until failure, and repeat.

So how does one know when oxygen stores have replenished enough to
switch back to anaerobic mode? When your breathing is back down to the
point where you can talk.

So here's a real example. I used to run up and down the inclined plane
under a bridge. Up as fast as I could, then down slowly, and repeat
until failure. Then jog or walk until replenish oxygen. Then repeat.

--Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] A meta-idea from the Classical Education
Date: January 7, 2012 at 8:44 AM

I'd like to point out a rational meme I learned from the Classical
Education. But first a quote from an interview that David did:

Interviewer said:
Your way of thinking really appeals to me, because there are
people who would find our consistent and predictable fallibility as
time goes by really depressing, but it's a source of delight for you.

David said:
It is. It is the means of progress. You talked about
education just now; another thing that has held back education is the
idea that education is about finding ways of not making errors. But in
fact, progress only ever comes through making errors. Errors ought to
be encouraged! As I said, our whole problem is to make them as fast as
possible.

I learned a long time ago that errors are learning tools. And then I
recently learned a meta-idea from the Classical Education that error
can be injected into things for children to find on their own.

So consider a children's book and its associated audio version. The
audio version contains an error as compared to the book. I can't
remember what book it was nor what the error was. But it was something
to the effect of this:

In the book version 'Character X does Y work.'

In the audio version 'Character X does Z work.'

The error is that Y <> Z, and the intent is for the child to notice it
and this will cause curiosity and thus learning.

So my daughter listens to the audio version on her own. And I had no
idea what was in it and at the time I didn't know about this error
injecting meta-idea.



So while I was reading the book to her, my daughter blurted out,
'What? But X does Z not Y!!!'

I said, 'What do you mean?' She repeated again and I realized that the
only other place she could have gotten that info is the audio version.
So I listened to it and noticed the error. Then I did some research
and found that it was intentional.

What a great meta-idea.

--Rami

-- 



From: stephen.push@gmail.com
Subject: [BoI] Re: Biological Universality
Date: January 7, 2012 at 9:00 AM

On Jan 6, 9:19 pm, Rami Rustom <ramir...@gmail.com> wrote:

Well it was conjectured in a documentary I saw. Don't remember the
name. Don't know any studies. If you find any though please post. :)

I found this review article about reverse evolution:

http://crandalllab.byu.edu/Portals/20/docs/publications/PorterTREE03.pdf

Let's discuss it if you think it's relevant.

Steve

http://crandalllab.byu.edu/Portals/20/docs/publications/PorterTREE03.pdf


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Biological Universality
Date: January 7, 2012 at 9:03 AM

On Jan 7, 8:00 am, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 6, 9:19 pm, Rami Rustom <ramir...@gmail.com> wrote:

Well it was conjectured in a documentary I saw. Don't remember the
name. Don't know any studies. If you find any though please post. :)

I found this review article about reverse evolution:

http://crandalllab.byu.edu/Portals/20/docs/publications/PorterTREE03.pdf

Let's discuss it if you think it's relevant.

Sure but can you quote something from the article. Looks long. I hate
to say this but I don't like reading. :)

--Rami

http://crandalllab.byu.edu/Portals/20/docs/publications/PorterTREE03.pdf


From: Rami Rustom <ramir.wx@gmail.com>
Cc: team@wirelessexpressonline.com, cish_co-op@lists.bigtent.com
Subject: [BoI] Why does speed reading work?
Date: January 7, 2012 at 10:14 AM

I've been meaning to post this for a while and I forgot. Elliot
mentioned something about speed reading in a thread. So I asked, 'Do
you do it? If so, please point me in the right direction.' He sent me
to http://www.spreeder.com/app.php.

FASCINATING STUFF!!!

Everyone should learn and practice this.

I've only spent maybe an hour total on the speed reading site. It
suggested to start at 300 wpm which is their beginner reader average.
I couldn't even do that. I had to start at 225 wmp. I think I'm slower
because of my tendency to look for ambiguity and because of my
university years trying to understand Quantum Mechanics from a book
whose author chose not to use any charts at all. Imagine trying to
learn that kind of stuff from just words. Fortunately my professor,
Dr. Early, was willing to draw pictures for us.

Anyway, even with the little practice I've done on the speed reading
site, I noticed my ability to speed read increased dramatically. I was
watching a movie, IP Man, and I accidentally got the version that
wasn't dubbed in English. I decided to watch it anyway, and I noticed
how easy it was for me to glance at the sentence and continue watching
the video with no trouble. I had a lot of trouble doing this before
because I didn't glance and instead I would read each word aloud in my
head. I was always pausing and now I didn't have to. And this is
exactly what the speed reaching technique helped me unlearn.

Now for the explanation of why this works. The mind has many
components but lets consider 2; the thought engine and the speech
engine. Note that when both are activated, they must go at the same
rate. So one of them is acting as the limiting factor. And which is
slower? The speech engine. Most people speak at about 250 wpm.

When we first learned to read, we read out loud because this made it
easier to understand. Actually I still do this now when the ideas are

http://www.spreeder.com/app.php


very complex. I think that the reason this works is that the ears act
as a feed-back loop to the system; this is error correction. This
improves understanding by decreasing ambiguity through error
correction.

So without reading out loud, the feed-back loop isn't being used. Or
is it? What I learned was that when we read, we are sub-vocalizing,
which means that our vocal system is making the movements but no noise
comes out; but the audio is actually being played in our heads. So the
feed-back loop is still being activated when we sub-vocalize. How do
we know this happens? NASA developed a system that watches our vocal
system and knows what we're reading.

Now the problem with this is that sub-vocalizing is limited in that
the rate at which one can sub-vocalize is equal to the rate of real
vocalizing. We can only speak at say 250 wpm so sub-vocalizing is
limited to the same rate. So when we read while sub-vocalizing, we can
only read at 250 wpm.

So if one could stop sub-vocalizing, then this limit would be removed
and then the remaining limiting factor would remain. What is that? The
thought engine. How fast can the thought engine read? Some people can
do this at 1000 wpm; depending on writing style.

Imagine reading material 5 times faster than you used to read. Read 5
times more material. Or watch more movies. Or play more games. So
cool!

And whats even cooler is that we don't have to *learn* the methods of
speed reading. The site does the method for us. You just read. You can
even do it for this post. Try it out!

--Rami

-- 



From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 7, 2012 at 10:48 AM

On Jan 7, 5:48 am, Richard Fine <richard.f...@gmail.com> wrote:

On 7 Jan 2012, at 01:18, stephen.p...@gmail.com wrote:

On Jan 6, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If I didn't know why they had died I wouldn't drink the water because I would 
have a criticism of the course of action of drinking the water. Ordinarily I 
would expect that the water would be okay because I would have the 
conjecture that this clear liquid is water and that I need water to live, but if 
three people die after drinking it, one of the possible explanations is that 
there is some poison in the water and so it's not safe.

That is an instance of induction.  According to OED definition 7a,
induction is the “process of inferring a general law or principle from
the observation of particular instances.”  The “particular instances”
in this case are the observations that several people died after
drinking from the spring.  The “general law or principle” in this case
is your “possible explanation” that the spring water may not be safe
to drink.

The "from" in the OED's definition is ambiguous:

If it means "exclusively from" then Alan's reasoning is not induction, because his 
conclusion also made use of his prior theories (e.g. about water being generally 
safe to drink).

If it means "inclusively from," i.e. that observations of particular instances need 
not have been the *only* thing contributing to the conclusion, then it describes 
any process in which ideas about "specific instances" (whatever that means) are 
held before a general conclusion is held. I think that's vacuous.

Let me elaborate on the example in the hope of making my reasoning
clearer.  I'll be the hiker this time.  Two friends and I enter a
wilderness area.  After a while we are running low on water.  We come



across a spring.  Being good hikers, we boil the water first or add
iodine tables before drinking it.  We drink some of the water, refill
our canteens, and move on.  Again we run out of water but soon come
across another spring.  We purify the water as before.  My two friends
drink some water, and both of them are dead within a few minutes.

Now when I reached the first stream, I would have no good reason to
refuse to drink the water.  Given the fact that I was in the
wilderness and my canteen was empty, I would have been foolish *not*
to drink the water.  But at the second spring, after my friends had
died, I would be foolish to drink the water.

Whenever we make decisions and formulate ideas, we do so with a
background of ideas about how the world works.  At both springs, I had
knowledge about water, thirst, the dangers of dehydration, and the
dangers of water contamination.  But the *only* inputs that were
different at the two springs were the two "specific instances" of
people dying after drinking the water from the second spring and the
"specific instance" of me not dying.

No, I didn't make the decision in an intellectual vacuum.  No one
every does, regardless of what decision-making process they use.  But
in this case, the *only* basis for me to decide that the spring water
would be dangerous to me was the specific instances.  That is why it
is an instance of inductive reasoning.

Neither definition tells us which things can or can not be considered 
observations, ...

In this case, I considered *all* of the observations that were unique
to the second spring.  If I later found out that the water was safe, I
would have to look harder to determine why my two friends died.  Maybe
they were both bitten by a poisonous spider.  In induction, even when
the premises are true, the conclusion might be false.  But at the time
I had to make the decision to drink or not drink, I was considering
*all* of the observations that I had made.

... nor which general laws of principles it is valid to conclude from the 
observations.



In this case, there were only two possible conclusions:  Either the
water is tainted, or it is not.  The evidence points toward tainted
water.  But of course, that conclusion could be wrong and is open to
refutation as new information becomes available.

Steve



From: stephen.push@gmail.com
Subject: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 7, 2012 at 11:47 AM

On Jan 6, 6:21 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 3:08 PM, Rami Rustom wrote:

On Jan 6, 5:00 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 2:55 PM, Rami Rustom wrote:

On Jan 6, 12:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:45 AM, Rami Rustom wrote:

On Jan 6, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

If human possessions such as books and chairs should be protected, 
why wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be persuaded 
and make choices (in language you might not like, only persons have 
free will). Things without persuasion or choices, such as books, rocks, 
houses, etc, only have moral status via humans, but not on their own.

So how do I reconcile the idea that dog's rights are being protected
but cow's rights aren't. Or is this premise wrong?

You can't go brand, take or kill cows owned by farmers! Farmers' property 
is protected too.

Ok I'll rephrase. Consider all non-human sentient organisms.



What do you mean by "sentient"? Are there any non-human sentient 
organisms? Why do you think so? What attributes are you trying to say these 
organisms have?

As I understand it, humans exhibit sentience and sapience. Non-humans
exhibit only sentience.

Sentience according to wikipedia:
Sentience is the ability to feel, perceive or be conscious, or to have subjective 
experiences. Eighteenth century philosophers used the concept to distinguish 
the ability to think ("reason") from the ability to feel ("sentience"). In modern 
western philosophy, sentience is the ability to have sensations or 
experiences.

Sapience according to wikipedia:
Sapience is often defined as wisdom, or the ability of an organism or entity to 
act with appropriate judgment, a mental faculty which is a component of 
intelligence or alternatively may be considered an additional faculty, apart 
from intelligence, with its own properties.

OK so this is not a scientific idea. It's an old idea based on looking at animals 
and watching what they do, and guessing they are like humans in some ways 
not others. Why should we accept it and apply it to various animals (which?)?

Where do these "feelings", distinct from thinking/ideas/reason, fit into BoI's 
conception of how minds work?

Note that non-scientific animal watching is not very effective or reliable. In BoI, 
Deutsch presents research about apes which is not obvious to a casual 
observer, yet which offers more insight.

It appears to me that Deutsch believes apes lack "explanatory
knowledge" or "understanding," but he doesn't seem to deny that they
can have simpler forms of knowledge or sentience.

The study of sentience (pleasure, pain) in animals is now well-
established scientifically.  It is based not only on observation of
animal behavior but also on neuroscience.



It's not clear which animals possess sentience.  We don't know exactly
when sentience evolved or whether it evolved more than once.  But it
is uncontroversial today to say that mammals, at least, can feel
pleasure and pain.  In fact, non-human mammals are used in pain
research -- to develop new analgesics, for example.  There would be
little point to this research if non-human mammals weren't capable of
feeling pain or the relief of pain.

Steve



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 7, 2012 at 11:51 AM

On 7 Jan 2012, at 4:47pm, stephen.push@gmail.com wrote:

In fact, non-human mammals are used in pain
research -- to develop new analgesics, for example.  There would be
little point to this research if non-human mammals weren't capable of
feeling pain or the relief of pain.

What is the difference between the logic of that argument and the logic of this 
argument?:

In fact, disembodied nerve fibres are used in pain research -- to develop new 
analgesics, for example.  There would be little point to this research if 
disembodied nerve fibres weren't capable of feeling pain or the relief of pain.

-- David Deutsch

-- 



From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 7, 2012 at 12:01 PM

On Jan 6, 2012, at 7:18 PM, "stephen.push@gmail.com" 
<stephen.push@gmail.com> wrote:

On Jan 6, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If I didn't know why they had died I wouldn't drink the water because I would 
have a criticism of the course of action of drinking the water. Ordinarily I would 
expect that the water would be okay because I would have the conjecture that 
this clear liquid is water and that I need water to live, but if three people die 
after drinking it, one of the possible explanations is that there is some poison in 
the water and so it's not safe.

That is an instance of induction.  According to OED definition 7a,
induction is the “process of inferring a general law or principle from
the observation of particular instances.”  The “particular instances”
in this case are the observations that several people died after
drinking from the spring.  The “general law or principle” in this case
is your “possible explanation” that the spring water may not be safe
to drink.

A general rule or principle inferred through inductive reasoning is
always subject to error.  Thus the general law or principle would be a
"conjecture" in your terminology and could be subjected to criticism
and refutation.

What is the difference, then, between guessing/conjecturing a possible solution to 
a problem situation, and inducing a possible solution to a problem situation?

In both cases, the person has encountered a problem and has come up with an 
explanation that seems to solve it. In both cases, the person takes into account 
the "particular instances" of the situation.

What does induction have that the conjectures and refutations process doesn't 
have?



-Kristen



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 7, 2012 at 12:09 PM

On Jan 7, 2012, at 8:47 AM, stephen.push@gmail.com wrote:

But it is uncontroversial today to say that mammals, at least, can feel pleasure 
and pain.

This use of "pain" is ambiguous.

Pain can mean at least two different things.

There are nerves in my hand which send signals to the brain under certain 
circumstances, such as my hand being burned or cut. Those signals are "pain". It 
is uncontroversial that various animals also have nerves which send signals, 
including, as with humans, the signals warning about bodily damage that we call 
"pain".

However, the association between those signals, and what we might call 
"psychological pain", is not total. Sometimes people like pain nerve signals. They 
can be interpreted in various ways. People receiving pain nerve signals do not 
always mentally suffer, do not always have a preference not to get those pain 
nerve signals, are not always unhappy about it (sometimes they are even happy), 
do not always pay attention to the pain nerve signals, and so on.

What happens, in human, from those pain nerve signals can be mental pain, or 
not. And the result depends on human thinking.

But animals do not have human thinking. So, for them, what happens? Can they 
have mental pain at all?

I agree that animals have physical pain nerve signals, but not mental pain like 
humans have.

How can they have mental pain if they don't have minds, preferences, mental 
interpretations of nerve signals, ideas about which things to pay attention to or 
not, ideas about what makes them happy or not, and so on?



Another thing animals cannot have is TCS-coercion[1] because animals don't 
have mental conflicts anymore than Deep Blue did (computer software to play 
chess).

[1] http://fallibleideas.com/coercion

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/coercion
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Food Fads
Date: January 7, 2012 at 12:27 PM

On Jan 7, 2012, at 2:22 AM, Josh Jordan wrote:

On Jan 7, 4:49 am, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 12:03 AM, Josh Jordan wrote:

On Jan 7, 2:11 am, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:53 PM, Josh Jordan wrote:

On Jan 6, 6:07 pm, Elliot Temple <c...@curi.us> wrote:
US culture (and others) endorse a variety of irrational ways of thinking
about food. Every diet qualifies.

Since you wrote, "every diet", it seems to follow that it would be
irrational to go on a caloric restriction diet in order to lose fat,
but I don't see how this can be the case. It seems about as rational
as sticking to a budget in order to get out of debt.

You can lose fat by not eating when not hungry without doing caloric 
restriction.

Even if that were the case, why would it necessarily be irrational to
follow a calorie restriction diet to lose fat?

Necessarily is a strong word. An actor might mess with his diet
to further his career. But if the issue is what is a good lifestyle
for dealing with food -- rather than one that messes up food in
favor of something else like career -- then refusing to eat when
hungry is no good. It hurts.
And you have to wonder: why do they have fat they want to get rid of?
They ate when they were not hungry. Maybe a lot.
So, going from eating when not hungry to not eating when hungry ... this is a 
mess, not a solution.

You are still writing as if the experience of hunger can be treated as
binary for the purposes of deciding whether or not to eat, without
addressing my argument that it cannot be treated this way.



I don't consider the detail of "how much hunger is hungry?" to be important to my 
point. In practice people do say, "I am hungry, let's go to Taco Bell" or "I am not 
hungry, so I will pass on your offer to go to Taco Bell". Most people already know 
how to evaluate hunger to a boolean decision about whether to eat when they 
think about it and don't fool themselves. That's not to say they do the evaluation 
perfectly, there may well be room for improvement there too, but it's a side issue.

It's still centered around irrationality, social games, pressure, self-TCS-
coercion, and that sort of thing.

Do I understand you correctly as saying that it is irrational to want
to be thinner as a means to, say, becoming more attractive? (Provided
your career or something similar doesn't depend on such things...)

No. I said one could consider eating badly to gain something else like that, but 
that is not good in terms of the right way to think about food. What I'm trying to 
talk about is the right way to eat, not the right way to intentionally screw up eating 
to get something else one wants more, which is usually but not always a bad 
idea.

The right way to live your life is a different topic than the right way to eat in 
isolation. As I said, considerations like an acting part can matter. All sorts of life 
considerations can matter. Similarly, the right way to live can involve hitting your 
prerelease iPad with a golf club without ever turning it on. But if the topic is how 
to use iPads, I'm not going to bring up golf clubs.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Tom Harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 7, 2012 at 12:30 PM

On 7 January 2012 16:51, David Deutsch <david.deutsch@qubit.org> wrote:
On 7 Jan 2012, at 4:47pm, stephen.push@gmail.com wrote:

In fact, non-human mammals are used in pain
research -- to develop new analgesics, for example.  There would be
little point to this research if non-human mammals weren't capable of
feeling pain or the relief of pain.

What is the difference between the logic of that argument and the logic of this 
argument?:

In fact, disembodied nerve fibres are used in pain research -- to develop new 
analgesics, for example.  There would be little point to this research if 
disembodied nerve fibres weren't capable of feeling pain or the relief of pain.

The logic is different because one thing experiences pain, the other
transmits signals to the organ of pain. The reason nerve fibres may be
used in pain research is therefore different from the reason whole
organisms are used.

Tom



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Spreading the rational memes in BoI (was 2011-08-29 David 
Deutsch radio interview on KERA's "Think" with Krys Boyd (transcript))
Date: January 7, 2012 at 12:26 PM

On Jan 6, 3:11 am, Josh Jordan <therealjoshjor...@gmail.com> wrote:
Deutsch: Here's another education theory point. Whenever you
understand something, it is you who have created the idea in your
mind. It may feel as though somebody has poured it into you, like wine
into a glass, but that is an illusion. All knowledge arises by
conjecture and criticism. And when we listen to somebody speaking, we
don't download their theory into our brain. If we did, we wouldn't
understand it; it would be like learning it in a foreign language.
What we do is conjecture what it means, and then use what that person
is saying as a means of criticizing and improving our conjecture, and,
with luck, we then find a way of understanding what that person is
saying, and with even more luck, we find a way of improving on it.

There are so many great things in this interview. I chose the above
quote because it relates so much to what I think is the next step in
this process. For those of us who have been affected by BoI, I think
Deutsch here is giving us sound advice about how to spread the
rational memes found there. I often find myself surrounded by people
committed to certain bad explanations (sustainability and particular
ideas about learning come to mind). I need to remember that I can't
simply replace those bad explanations with the good explanations
suggested by BoI. Instead, I need to be more clever. I need to find
ways to encourage others to construct their own explanations. That's a
lot harder.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Spreading the rational memes in BoI (was 2011-08-29 David 
Deutsch radio interview on KERA's "Think" with Krys Boyd (transcript))
Date: January 7, 2012 at 12:37 PM

On Sat, Jan 7, 2012 at 11:26 AM, steve whitt <smwhitt@gmail.com> wrote:

On Jan 6, 3:11 am, Josh Jordan <therealjoshjor...@gmail.com> wrote:
Deutsch: Here's another education theory point. Whenever you
understand something, it is you who have created the idea in your
mind. It may feel as though somebody has poured it into you, like wine
into a glass, but that is an illusion. All knowledge arises by
conjecture and criticism. And when we listen to somebody speaking, we
don't download their theory into our brain. If we did, we wouldn't
understand it; it would be like learning it in a foreign language.
What we do is conjecture what it means, and then use what that person
is saying as a means of criticizing and improving our conjecture, and,
with luck, we then find a way of understanding what that person is
saying, and with even more luck, we find a way of improving on it.

There are so many great things in this interview. I chose the above
quote because it relates so much to what I think is the next step in
this process. For those of us who have been affected by BoI, I think
Deutsch here is giving us sound advice about how to spread the
rational memes found there. I often find myself surrounded by people
committed to certain bad explanations (sustainability and particular
ideas about learning come to mind). I need to remember that I can't
simply replace those bad explanations with the good explanations
suggested by BoI. Instead, I need to be more clever. I need to find
ways to encourage others to construct their own explanations. That's a
lot harder.

How is it harder?

I can think of one way. I was afraid to conjecture on this site. Until
Elliot helped me learn that it was irrational. I was afraid to upset
thinking that they might think I'm guessing willy-nilly without
reading the book first. I was thinking about respecting David and
Elliot. And I thought that if I was to conjecture without first



reading, that I would be disrespecting them.

So make it short: Fear of rejection. Very irrational meme that I
probably learned from school.

What are some other ways?

--Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Why does speed reading work?
Date: January 7, 2012 at 12:42 PM

On Jan 7, 2012, at 7:14 AM, Rami Rustom wrote:

I've been meaning to post this for a while and I forgot. Elliot
mentioned something about speed reading in a thread. So I asked, 'Do
you do it? If so, please point me in the right direction.' He sent me
to http://www.spreeder.com/app.php.

FASCINATING STUFF!!!

Everyone should learn and practice this.

I've only spent maybe an hour total on the speed reading site. It
suggested to start at 300 wpm which is their beginner reader average.
I couldn't even do that. I had to start at 225 wmp. I think I'm slower
because of my tendency to look for ambiguity and because of my
university years trying to understand Quantum Mechanics from a book
whose author chose not to use any charts at all. Imagine trying to
learn that kind of stuff from just words. Fortunately my professor,
Dr. Early, was willing to draw pictures for us.

Anyway, even with the little practice I've done on the speed reading
site, I noticed my ability to speed read increased dramatically. I was
watching a movie, IP Man, and I accidentally got the version that
wasn't dubbed in English. I decided to watch it anyway, and I noticed
how easy it was for me to glance at the sentence and continue watching
the video with no trouble. I had a lot of trouble doing this before
because I didn't glance and instead I would read each word aloud in my
head. I was always pausing and now I didn't have to. And this is
exactly what the speed reaching technique helped me unlearn.

Now for the explanation of why this works. The mind has many
components but lets consider 2; the thought engine and the speech
engine. Note that when both are activated, they must go at the same
rate. So one of them is acting as the limiting factor. And which is
slower? The speech engine. Most people speak at about 250 wpm.

When we first learned to read, we read out loud because this made it

http://www.spreeder.com/app.php


easier to understand. Actually I still do this now when the ideas are
very complex. I think that the reason this works is that the ears act
as a feed-back loop to the system; this is error correction. This
improves understanding by decreasing ambiguity through error
correction.

So without reading out loud, the feed-back loop isn't being used. Or
is it? What I learned was that when we read, we are sub-vocalizing,
which means that our vocal system is making the movements but no noise
comes out; but the audio is actually being played in our heads. So the
feed-back loop is still being activated when we sub-vocalize. How do
we know this happens? NASA developed a system that watches our vocal
system and knows what we're reading.

Now the problem with this is that sub-vocalizing is limited in that
the rate at which one can sub-vocalize is equal to the rate of real
vocalizing. We can only speak at say 250 wpm so sub-vocalizing is
limited to the same rate. So when we read while sub-vocalizing, we can
only read at 250 wpm.

So if one could stop sub-vocalizing, then this limit would be removed
and then the remaining limiting factor would remain. What is that? The
thought engine. How fast can the thought engine read? Some people can
do this at 1000 wpm; depending on writing style.

Imagine reading material 5 times faster than you used to read. Read 5
times more material. Or watch more movies. Or play more games. So
cool!

And whats even cooler is that we don't have to *learn* the methods of
speed reading. The site does the method for us. You just read. You can
even do it for this post. Try it out!

This suggests one has to make a jump from sub-vocalizing to not sub-vocalizing. 
One will be stuck at reading 250 wpm (words per minute) and then when one flips 
the switch he can immediately get up to 500+.

I don't think it works that way. My experience with speed reading has been that 
one can learn to sub-vocalize faster and faster (there may be a limit, but it is not 
near 250 wpm). I can now sub-vocalize while reading at 500+ wpm -- much faster 



than I can speak.

And sometimes I sub-vocalize some words but not others because it's too fast to 
do them all. So that's another way one can make a partial, gradual change.

I don't think one should worry about sub-vocalizing too much. It can diminish 
gradually as one increases his reading speed.

By the way, how many wpm one can read depends a lot on what one is reading. 
Reading economics is slower than reading a novel. Thinking enough to 
understand the material can often be the bottleneck, especially as one gets one's 
wpm up a bit.

Also, a practical tip: the site starts you off with 1 word chunks (amount of words 
displayed at the same time). I found when I started, and still now, I could read 
more wpm using 2-4 word chunks instead of 1 word chunks. I do think 1 word 
chunks can be good for practicing though, and maybe some people get really 
good at them.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 7, 2012 at 12:48 PM

On Jan 7, 2012, at 9:30 AM, Tom Harrigan wrote:

On 7 January 2012 16:51, David Deutsch <david.deutsch@qubit.org> wrote:
On 7 Jan 2012, at 4:47pm, stephen.push@gmail.com wrote:

In fact, non-human mammals are used in pain
research -- to develop new analgesics, for example.  There would be
little point to this research if non-human mammals weren't capable of
feeling pain or the relief of pain.

What is the difference between the logic of that argument and the logic of this 
argument?:

In fact, disembodied nerve fibres are used in pain research -- to develop new 
analgesics, for example.  There would be little point to this research if 
disembodied nerve fibres weren't capable of feeling pain or the relief of pain.

The logic is different because one thing experiences pain, the other
transmits signals to the organ of pain. The reason nerve fibres may be
used in pain research is therefore different from the reason whole
organisms are used.

What we know about animals is their nerve fibers transmit signals to the brain, 
the brain does some computation, and the animal does some behavior.

You say the animal "experiences pain", but don't provide an argument for that 
(seemingly anthropomorphic) *interpretation*.

We could set up a computer and robot system with sensors which detect various 
types of damage, which send "pain" signals to the computer which does 
computation and then causes behavior in the robotic parts to stop or avoid the 
"pain" signals continuing. But that computer would not be experiencing pain in the 
human sense.



The view of animals as being like non-human software does not attribute 
experiencing pain to them, but does account for all observed facts and data.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How to lose weight? (forget Food Fads, they are bad)
Date: January 7, 2012 at 12:59 PM

On Jan 7, 2012, at 3:16 AM, Rami Rustom wrote:

First of all, forget the food fads that Elliot describes in _Food
Fads_:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/692ca3fa039152f1#

Second, ask yourself, 'Why do I want to lose weight?'  Is your answer
rational or irrational?

So if you want to lose weight because you have some extra fat on you,
then do it with more activity rather than less energy intake. By
activity, I mean physical exercise. So how does one exercise to get
the results one wants?

Exercise to lose wait is a food fad.

The amount of effort it takes to burn some calories by exercise, instead of just not 
eating them, is tremendous. If your purpose is to get rid of calories, exercise is a 
huge waste. It's very inefficient.

(Yes, if you are sufficiently irrational about eating, you might conceivably choose 
this very inefficient approach to circumvent those issues. But note that people are 
generally irrational about exercise too. And circumventing irrationality doesn't 
solve it. And solutions are possible.)

-- Elliot Temple
http://elliottemple.com/

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/692ca3fa039152f1
http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Why does speed reading work?
Date: January 7, 2012 at 1:00 PM

On Jan 7, 11:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 7:14 AM, Rami Rustom wrote:

I've been meaning to post this for a while and I forgot. Elliot
mentioned something about speed reading in a thread. So I asked, 'Do
you do it? If so, please point me in the right direction.' He sent me
tohttp://www.spreeder.com/app.php.

FASCINATING STUFF!!!

Everyone should learn and practice this.

I've only spent maybe an hour total on the speed reading site. It
suggested to start at 300 wpm which is their beginner reader average.
I couldn't even do that. I had to start at 225 wmp. I think I'm slower
because of my tendency to look for ambiguity and because of my
university years trying to understand Quantum Mechanics from a book
whose author chose not to use any charts at all. Imagine trying to
learn that kind of stuff from just words. Fortunately my professor,
Dr. Early, was willing to draw pictures for us.

Anyway, even with the little practice I've done on the speed reading
site, I noticed my ability to speed read increased dramatically. I was
watching a movie, IP Man, and I accidentally got the version that
wasn't dubbed in English. I decided to watch it anyway, and I noticed
how easy it was for me to glance at the sentence and continue watching
the video with no trouble. I had a lot of trouble doing this before
because I didn't glance and instead I would read each word aloud in my
head. I was always pausing and now I didn't have to. And this is
exactly what the speed reaching technique helped me unlearn.

Now for the explanation of why this works. The mind has many
components but lets consider 2; the thought engine and the speech
engine. Note that when both are activated, they must go at the same
rate. So one of them is acting as the limiting factor. And which is

http://www.spreeder.com/app.php


slower? The speech engine. Most people speak at about 250 wpm.

When we first learned to read, we read out loud because this made it
easier to understand. Actually I still do this now when the ideas are
very complex. I think that the reason this works is that the ears act
as a feed-back loop to the system; this is error correction. This
improves understanding by decreasing ambiguity through error
correction.

So without reading out loud, the feed-back loop isn't being used. Or
is it? What I learned was that when we read, we are sub-vocalizing,
which means that our vocal system is making the movements but no noise
comes out; but the audio is actually being played in our heads. So the
feed-back loop is still being activated when we sub-vocalize. How do
we know this happens? NASA developed a system that watches our vocal
system and knows what we're reading.

Now the problem with this is that sub-vocalizing is limited in that
the rate at which one can sub-vocalize is equal to the rate of real
vocalizing. We can only speak at say 250 wpm so sub-vocalizing is
limited to the same rate. So when we read while sub-vocalizing, we can
only read at 250 wpm.

So if one could stop sub-vocalizing, then this limit would be removed
and then the remaining limiting factor would remain. What is that? The
thought engine. How fast can the thought engine read? Some people can
do this at 1000 wpm; depending on writing style.

Imagine reading material 5 times faster than you used to read. Read 5
times more material. Or watch more movies. Or play more games. So
cool!

And whats even cooler is that we don't have to *learn* the methods of
speed reading. The site does the method for us. You just read. You can
even do it for this post. Try it out!

This suggests one has to make a jump from sub-vocalizing to not sub-
vocalizing. One will be stuck at reading 250 wpm (words per minute) and then 
when one flips the switch he can immediately get up to 500+.



I don't think it works that way. My experience with speed reading has been that 
one can learn to sub-vocalize faster and faster (there may be a limit, but it is not 
near 250 wpm). I can now sub-vocalize while reading at 500+ wpm -- much 
faster than I can speak.

Thats right. This is another case of my unintentionally using an
absolute.

And sometimes I sub-vocalize some words but not others because it's too fast to 
do them all. So that's another way one can make a partial, gradual change.

I don't think one should worry about sub-vocalizing too much. It can diminish 
gradually as one increases his reading speed.

Yes I think the practice helps one unconsciously learn not to sub-
vocalize. Conscious effort is not necessary. Thats what is great about
the site. No need to be conscious of the method or any other details.
Just read and understand the content.

By the way, how many wpm one can read depends a lot on what one is reading. 
Reading economics is slower than reading a novel. Thinking enough to 
understand the material can often be the bottleneck, especially as one gets 
one's wpm up a bit.

Also, a practical tip: the site starts you off with 1 word chunks (amount of words 
displayed at the same time). I found when I started, and still now, I could read 
more wpm using 2-4 word chunks instead of 1 word chunks. I do think 1 word 
chunks can be good for practicing though, and maybe some people get really 
good at them.

Just to play around, I set it to 4 word chunks and 1000 wpm. Can
people really read like that?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: How to lose weight? (forget Food Fads, they are bad)
Date: January 7, 2012 at 1:07 PM

On Jan 7, 11:59 am, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 3:16 AM, Rami Rustom wrote:

First of all, forget the food fads that Elliot describes in _Food
Fads_:
http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

Second, ask yourself, 'Why do I want to lose weight?'  Is your answer
rational or irrational?

So if you want to lose weight because you have some extra fat on you,
then do it with more activity rather than less energy intake. By
activity, I mean physical exercise. So how does one exercise to get
the results one wants?

Exercise to lose wait is a food fad.

The amount of effort it takes to burn some calories by exercise, instead of just 
not eating them, is tremendous. If your purpose is to get rid of calories, exercise 
is a huge waste. It's very inefficient.

Yes for sure.

So what if someone *wants* to eat more and then choose to exercise
more to balance it out. Good right?

And what if someone is 20 lbs overweight [because of past irrational
memes] and they *want* to lose weight quickly so they look good for a
beach vacation they are going to. Good right?

What if someone [me] was 20 lbs overweight [because of past irrational
memes] and they [I] *want* to test out an exercise theory. Good right?

--Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/th


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Spreading the rational memes in BoI (was 2011-08-29 David 
Deutsch radio interview on KERA's "Think" with Krys Boyd (transcript))
Date: January 7, 2012 at 2:53 PM

On Jan 7, 12:37 pm, Rami Rustom <ramir...@gmail.com> wrote:

How is it harder?

I can think of one way. I was afraid to conjecture on this site. Until
Elliot helped me learn that it was irrational. I was afraid to upset
thinking that they might think I'm guessing willy-nilly without
reading the book first. I was thinking about respecting David and
Elliot. And I thought that if I was to conjecture without first
reading, that I would be disrespecting them.

So make it short: Fear of rejection. Very irrational meme that I
probably learned from school.

What are some other ways?

--Rami

How is it harder? With the realization that knowledge is constructed
in a pre-existing mental environment, every person I encounter will
require a different approach. BoI probably affected me so deeply only
because I happened to be in the right place personally to be changed
by its message. Others might never get there, or might only get there
via a very different path. People are different, and I have to
remember that.

I think you point out one gigantic barrier, though there are certainly
many others. I was recently working with high school science teachers.
They are to a person so afraid of being "found out" as scientifically
illiterate that they simply refuse to take any intellectual risks.
Deutsch mentions this in the interview, where he says, "education is
about finding ways of not making errors. But in fact, progress only
ever comes through making errors. Errors ought to be encouraged! As I
said, our whole problem is to make them as fast as possible."



This is such a huge culture shift for educators. They feel that they
are supposed to know "the right answer." The entire field is obsessed
with the idea of avoiding misconceptions. I've said (even before
reading BoI, but I feel this even more so now) that we build our
concepts via misconceptions. Misconceptions are models of the world.
But to a traditionally-trained educator, misconceptions are the
cockroaches of education, to be stamped out instead of built upon.



From: Tom Harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 7, 2012 at 3:29 PM

On 7 January 2012 17:48, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2012, at 9:30 AM, Tom Harrigan wrote:

On 7 January 2012 16:51, David Deutsch <david.deutsch@qubit.org> wrote:
On 7 Jan 2012, at 4:47pm, stephen.push@gmail.com wrote:

In fact, non-human mammals are used in pain
research -- to develop new analgesics, for example.  There would be
little point to this research if non-human mammals weren't capable of
feeling pain or the relief of pain.

What is the difference between the logic of that argument and the logic of this 
argument?:

In fact, disembodied nerve fibres are used in pain research -- to develop new 
analgesics, for example.  There would be little point to this research if 
disembodied nerve fibres weren't capable of feeling pain or the relief of pain.

The logic is different because one thing experiences pain, the other
transmits signals to the organ of pain. The reason nerve fibres may be
used in pain research is therefore different from the reason whole
organisms are used.

What we know about animals is their nerve fibers transmit signals to the brain, 
the brain does some computation, and the animal does some behavior.

You are an animal. Animals have organs of pain.

You say the animal "experiences pain", but don't provide an argument for that 
(seemingly anthropomorphic) *interpretation*.



I know animals experience pain in exactly the same way as I know you
experience pain. We are all animals, and we know how we feel. To
describe it as "anthropomorphic" is simply a type of solipsism.

We could set up a computer and robot system with sensors which detect 
various types of damage, which send "pain" signals to the computer which does 
computation and then causes behavior in the robotic parts to stop or avoid the 
"pain" signals continuing. But that computer would not be experiencing pain in 
the human sense.

Do it then...

The view of animals as being like non-human software does not attribute 
experiencing pain to them, but does account for all observed facts and data.

When is something a "human"?



From: Tom Harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] Re: Spreading the rational memes in BoI (was 2011-08-29 
David Deutsch radio interview on KERA's "Think" with Krys Boyd (transcript))
Date: January 7, 2012 at 3:48 PM

On 7 January 2012 19:53, steve whitt <smwhitt@gmail.com> wrote:

On Jan 7, 12:37 pm, Rami Rustom <ramir...@gmail.com> wrote:

How is it harder?

I can think of one way. I was afraid to conjecture on this site. Until
Elliot helped me learn that it was irrational. I was afraid to upset
thinking that they might think I'm guessing willy-nilly without
reading the book first. I was thinking about respecting David and
Elliot. And I thought that if I was to conjecture without first
reading, that I would be disrespecting them.

So make it short: Fear of rejection. Very irrational meme that I
probably learned from school.

What are some other ways?

--Rami

How is it harder? With the realization that knowledge is constructed
in a pre-existing mental environment, every person I encounter will
require a different approach. BoI probably affected me so deeply only
because I happened to be in the right place personally to be changed
by its message. Others might never get there, or might only get there
via a very different path. People are different, and I have to
remember that.

I think you will find that everyone who has ever tried to explain
anything to anyone knows that each person constructs their knowledge
in their own intellectual framework. As pupils become more advanced,
than they take on more responsibility for their own learning. Prof.
Deutsch wrote one (well 2 if you include FOR) book for all of us! If



everyone required their own "approach" then progress is over!

I think you point out one gigantic barrier, though there are certainly
many others. I was recently working with high school science teachers.
They are to a person so afraid of being "found out" as scientifically
illiterate that they simply refuse to take any intellectual risks.
Deutsch mentions this in the interview, where he says, "education is
about finding ways of not making errors. But in fact, progress only
ever comes through making errors. Errors ought to be encouraged! As I
said, our whole problem is to make them as fast as possible."

You make it seem like we should aim for error! Best of luck getting
anywhere with that meme. Cultural and personal progress are different
things. Next time I get on a plane, I won't be hoping some
aeronautical engineer has made a mistake. I'll be hoping that all the
engineers have banished error in the particular theory that is keeping
me in the air!

This is such a huge culture shift for educators. They feel that they
are supposed to know "the right answer." The entire field is obsessed
with the idea of avoiding misconceptions. I've said (even before
reading BoI, but I feel this even more so now) that we build our
concepts via misconceptions. Misconceptions are models of the world.
But to a traditionally-trained educator, misconceptions are the
cockroaches of education, to be stamped out instead of built upon.

I would definitely prefer to go to a school where the educators "know
the right answer", and where misconceptions are avoided.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 7, 2012 at 3:49 PM

On Jan 7, 2012, at 12:29 PM, Tom Harrigan wrote:

On 7 January 2012 17:48, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2012, at 9:30 AM, Tom Harrigan wrote:

On 7 January 2012 16:51, David Deutsch <david.deutsch@qubit.org> wrote:
On 7 Jan 2012, at 4:47pm, stephen.push@gmail.com wrote:

In fact, non-human mammals are used in pain
research -- to develop new analgesics, for example.  There would be
little point to this research if non-human mammals weren't capable of
feeling pain or the relief of pain.

What is the difference between the logic of that argument and the logic of 
this argument?:

In fact, disembodied nerve fibres are used in pain research -- to develop 
new analgesics, for example.  There would be little point to this research if 
disembodied nerve fibres weren't capable of feeling pain or the relief of 
pain.

The logic is different because one thing experiences pain, the other
transmits signals to the organ of pain. The reason nerve fibres may be
used in pain research is therefore different from the reason whole
organisms are used.

What we know about animals is their nerve fibers transmit signals to the brain, 
the brain does some computation, and the animal does some behavior.

You are an animal. Animals have organs of pain.

You say the animal "experiences pain", but don't provide an argument for that 



(seemingly anthropomorphic) *interpretation*.

I know animals experience pain in exactly the same way as I know you
experience pain. We are all animals, and we know how we feel. To
describe it as "anthropomorphic" is simply a type of solipsism.

We know that humans and animals have many differences. So it's not safe to just 
assume that some specific things aren't different.

I know that other people have feelings because it's a good explanation: it helps 
me explain various statements they make and actions they take. I haven't got any 
criticism of this explanation or any good rivals. Plus I know about biological 
similarities between other people and myself.

With animals, none of that is true. There are substantial biological differences and 
I can and do explain all their behavior without reference to preferences, opinions, 
emotions, or other characteristics of persons like those. Rather, all animal 
behavior can be accounted for in terms of simpler concepts like computation 
(much like the behavior of units in computer games is accounted for by 
computations we call "game AI", without those units doing any human-type 
thinking).

We could set up a computer and robot system with sensors which detect 
various types of damage, which send "pain" signals to the computer which 
does computation and then causes behavior in the robotic parts to stop or 
avoid the "pain" signals continuing. But that computer would not be 
experiencing pain in the human sense.

Do it then...

Are you expressing skepticism that we can make robots with sensors and motion 
and computer controlled actions that depend on the sensor data?

Present technology is easily good enough to make, for example:

- a robotic arm that can move. with some wood on the end, or a bucket of ice 



water
- a heat sensor (like in digital thermometers)
- cords to attach the sensors and arms to a computer
- software that can process heat data and detect when it's above a threshold
- software that can label those signals about possible bodily damage "pain" and, 
say, play audio saying "i am in pain" or whatever you want. they are, as I said, 
"pain" signals from nerves/sensors regarding bodily damage, which is the same 
thing we agree animals have (you think animals have more, but there we don't 
agree, and you have not pointed out any facts, evidence or arguments for why 
animals must have more or that is incompatible with thinking they don't have 
more)
- software that can, when too much heat is detected, move the wooden arm 
away, and move the second arm to pour cold water on it (which could be 
anthropomorphized as pain aversion behavior by the robot due to dislike of pain, 
but actually it's just what the software designer chose to make happen, much like 
animal genes control animals to do various things)

Even lego mindstorms can do all this.

I do not have to personally build this for us all to agree it is easily within the 
bounds of present day technology.

The view of animals as being like non-human software does not attribute 
experiencing pain to them, but does account for all observed facts and data.

When is something a "human"?

When it's intelligent, when it's a universal knowledge creator.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Tom Harrigan <tom.harrigan@gmail.com>
Subject: Re: [BoI] Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 7, 2012 at 4:39 PM

On 7 January 2012 20:49, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2012, at 12:29 PM, Tom Harrigan wrote:

On 7 January 2012 17:48, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2012, at 9:30 AM, Tom Harrigan wrote:

On 7 January 2012 16:51, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 7 Jan 2012, at 4:47pm, stephen.push@gmail.com wrote:

In fact, non-human mammals are used in pain
research -- to develop new analgesics, for example.  There would be
little point to this research if non-human mammals weren't capable of
feeling pain or the relief of pain.

What is the difference between the logic of that argument and the logic of 
this argument?:

In fact, disembodied nerve fibres are used in pain research -- to develop 
new analgesics, for example.  There would be little point to this research if 
disembodied nerve fibres weren't capable of feeling pain or the relief of 
pain.

The logic is different because one thing experiences pain, the other
transmits signals to the organ of pain. The reason nerve fibres may be
used in pain research is therefore different from the reason whole
organisms are used.

What we know about animals is their nerve fibers transmit signals to the 
brain, the brain does some computation, and the animal does some behavior.



You are an animal. Animals have organs of pain.

You say the animal "experiences pain", but don't provide an argument for that 
(seemingly anthropomorphic) *interpretation*.

I know animals experience pain in exactly the same way as I know you
experience pain. We are all animals, and we know how we feel. To
describe it as "anthropomorphic" is simply a type of solipsism.

We know that humans and animals have many differences. So it's not safe to 
just assume that some specific things aren't different.

We know that humans and animals have many SIMILARITIES. So it's not
safe to just assume that some specific things aren't SIMILAR.

I know that other people have feelings because it's a good explanation: it helps 
me explain various statements they make and actions they take. I haven't got 
any criticism of this explanation or any good rivals. Plus I know about biological 
similarities between other people and myself.

I know that other ANIMALS have feelings because it's a good
explanation: it helps me explain various ... actions they take. I
haven't got any criticism of this explanation or any good rivals. Plus
I know about biological similarities between other ANIMALS and myself.

With animals, none of that is true. There are substantial biological differences 
and I can and do explain all their behavior without reference to preferences, 
opinions, emotions, or other characteristics of persons like those. Rather, all 
animal behavior can be accounted for in terms of simpler concepts like 
computation (much like the behavior of units in computer games is accounted 
for by computations we call "game AI", without those units doing any human-
type thinking).

So, we are discussing pain, then all of a sudden you pretend we are



discussing opinions that animals might have! Was that behaviour
algorithmic? I mean, changing the subject must be a simple thing to
program.

You make extremely rash claims. So, please tell me what are the
"substantial biological differences" that permit you to explain all
chimpanzee behaviour without reference to pain, and your behaviour
otherwise?

We could set up a computer and robot system with sensors which detect 
various types of damage, which send "pain" signals to the computer which 
does computation and then causes behavior in the robotic parts to stop or 
avoid the "pain" signals continuing. But that computer would not be 
experiencing pain in the human sense.

Do it then...

Are you expressing skepticism that we can make robots with sensors and 
motion and computer controlled actions that depend on the sensor data?

There you go, changing the subject again. You said you could send PAIN
signals, now you accuse me of being sceptical about signals. Send the
pain signals by all means, and collect your Nobel Prize while you're
at it. There is absolutely no evidence whatsoever that animals are
robots.

Present technology is easily good enough to make, for example:

- a robotic arm that can move. with some wood on the end, or a bucket of ice 
water
- a heat sensor (like in digital thermometers)
- cords to attach the sensors and arms to a computer
- software that can process heat data and detect when it's above a threshold
- software that can label those signals about possible bodily damage "pain" and, 
say, play audio saying "i am in pain" or whatever you want. they are, as I said, 
"pain" signals from nerves/sensors regarding bodily damage, which is the same 
thing we agree animals have (you think animals have more, but there we don't 



agree, and you have not pointed out any facts, evidence or arguments for why 
animals must have more or that is incompatible with thinking they don't have 
more)
- software that can, when too much heat is detected, move the wooden arm 
away, and move the second arm to pour cold water on it (which could be 
anthropomorphized as pain aversion behavior by the robot due to dislike of pain, 
but actually it's just what the software designer chose to make happen, much 
like animal genes control animals to do various things)

Even lego mindstorms can do all this.

This is breathtakingly arrogant and unrealistic. You must be
extraordinarily remote from any contact with any species to think that
lego mindstorms" experiences life the way animals (particularly higher
mammals) do. Can you tell the difference between a mindstorm and a
dog?

I do not have to personally build this for us all to agree it is easily within the 
bounds of present day technology.

The view of animals as being like non-human software does not attribute 
experiencing pain to them, but does account for all observed facts and data.

When is something a "human"?

When it's intelligent, when it's a universal knowledge creator.

I am metaphorically biting my tongue, and it hurts!



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 7, 2012 at 4:57 PM

On Jan 7, 2:49 am, Elliot Temple <c...@curi.us> wrote:
Suppose that throughout his life, someone has abided by Elliot's 3 rules.

That is very rare, but the rest of the story sounds commonplace. I think that's a 
bit of a mismatch.

Perhaps it is rare; perhaps not. I am generalizing - there are times
when one is hungry but the food one wants is not readily available. If
you intended your conclusions to apply only when someone elevates food
to such a level of importance as to assure that one always has exactly
the type and amount of whatever food one wants, then the story
wouldn't apply. But I question whether elevating food to that level of
importance would, itself, be rational.

The example was mainly about someone who had consciously rejected most
"food fads", diets, etc. and had maintained a healthy weight and good
health based on a general policy of eating what they want, when they
want, how much they want over at least a couple of decades.

I think the rules (especially if followed for one's *entire* life, including childhood) 
do not normally lead to this story.

Why do you think that?

<SNIP>
I'd also add that when people's tastes/preference are focussed on eating the 
particular foods deemed to cause heart attacks, it is because of childhood TCS-
coercion regarding those foods (which were chosen because they are deemed 
to cause heart attacks or be unhealthy -- but the TCS-coercion regarding them 
often has the opposite effect of what was intended). Otherwise there would be 
less demand for those foods.

People think various "bad" foods are naturally tempting, but much of the 
temptation is culturally created, and in our culture there are social reasons for 
eating them.

<SNIP>



While I think that childhood influences can play a role, the
explanations regarding the impact of that role seem both outsized and
subject to lots of variation -- they don't seem like very good
explanations. One adult eats a lot of sugar and another adult eats
very little sugar. Both outcomes could be "explained" by the presence
of coercion in childhood where the child's parents restricted sugar.
Desire for sugar consumption in adults seems to vary independently of
childhood coercion regarding sugar.

Regardless, the people reading this list are mostly/all adults. Their
childhood was whatever it was, and can't be changed. Does the advice
to eat what you want, when you want, as much as you want only apply to
adults who have never been coerced about food? If so, then it doesn't
sound like a very robust approach. It sounds like we would need one
approach for adults who were coerced and a different approach for
children (of what age? what if they were coerced some and are not now
being coerced? etc.) That doesn't seem quite right.

- Granting the doctor's scare tactic was just that, was her
recommendation a "food fad", scientism, or sound science?

Does she have any sources for us to read and evaluate?

I accept that people do have heart attacks (unlike having "low energy levels" 
from eating "too little fruit" or feeling "bloated" from eating one bag of cheetos). 
So I'd be willing to look at some more details.

<SNIP>
 - Are high triglycerides not a demonstrable cause of heart disease?
She said they are, and gave a convincing explanation that they are fat
in the blood which sticks to artery walls.

I wouldn't consider that convincing without a lot more detail.

I do not think most dietary advice surrounding heart attacks is anything like the 
advice about scurvy or iodine. It may conceivably have some good points mixed 
in, but I think it also routinely has various food fads included. E.g. there often will 
be a bias to oppose certain foods with X instead of other foods also with X, 
possibly without serious consideration of how much X is in each, because some 
foods are deemed by our culture more healthy generally, so they get preferential 



treatment for dietary changes.

True, the advice around deficiencies is very different from the advice
about things to reduce/eliminate. In this case the doctor did provide
a very large list of items that she said raise triglycerides. She
suggested that certain items on the list have greater impact on
triglyceride levels than others, and thus it is possible obtain a
greater result from reducing or eliminating those items rather than
other items.

The statements about the importance of attaining particular lab results is 
another matter. That should be a matter of the patient's preference, not the 
doctor's. The doctor should give advice but not try to play the role of making any 
decisions for the patient.

It is - the doctor never threatened forced medication or anything
remotely like that. However there is still a not-so-subtle line that
is crossed between a doctor saying it would be a good idea to reduce
your triglycerides, and a doctor saying that in my professional
opinion if the triglycerides don't come down you should go on
medication to prevent other serious medical problems from developing,
and especially statements like you're the type of patient who suddenly
drops dead of a heart attack. The patient is free to disregard the
doctor's advice in all cases, but in the case of disregarding a
professional opinion it seems irrational to do so unless the patient
does enough research to understand why the doctor is wrong, or finds
another doctor with the same or greater level of knowledge about the
issue and a divergent professional opinion.

When doctors deviate from their role as advisors, helpers, and generally being 
the patient's agent who only does things to benefit the patient, and instead takes 
on roles such as the State's agent, the insurance agency's agent, or simply a 
meddling person who doesn't respect autonomy and wishes to impose his own 
health ideas on others, then his advice is very suspect.

That's always a possibility, but I have no reason to suspect agency
problems were a factor in this case.

Dentists make a good comparison. Do teeth decay? Do people get cavities? Are 
foods, tooth brushing and flossing relevant? Yes. But also dentists exaggerate a 



great deal, meddle, pressure people to brush their teeth, tell people they should 
brush more, etc... It does not follow from the factual stuff (which dentists 
routinely lie about in accordance with their agendas) that a particular person 
should brush his teeth more (he may have reasons not to), and it's not the 
dentist's choice, and dentists should stop trying to scare, manipulate, command 
and control their patients (note that they especially target children!). And when 
the dentists are acting like that, you can't believe much that they say.

I'm not a big fan of dentists either, but such advice as they give
would seem to run counter to their own incentives. Why wouldn't they
tell people, especially children, not to worry too much about eating
candy, don't worry over much about brushing and flossing, if you run
into any tooth troubles just come to me and I'll fix everything? It
seems to me that dentists in particular have every incentive to be
less controlling about patients' out-of-office habits, rather than
more.

And dentists favor culturally condoned things (e.g. brushing) over non-culturally-
condoned things (such as rubbing one's teeth with cloth). Their opinion in this 
matter is not scientific, it's not evidence based, it's just bias. It might happen to 
be true that brushing is better than rubbing with cloth or a mixed routine, but if it 
is most dentists don't know anything about that (plus it wouldn't necessarily be 
best for everyone just because it's best in terms of the benefits, narrowly 
considered, related to teeth). And just as dentists are normally biased products 
of their culture in some ways, so are doctors dispensing advice (or commands, 
or horror stories) about heart attacks and diet.

By the way, medical insurance companies prefer patients take fewer risks -- the 
right amount of risk for the patient is higher than what the insurance company 
would prefer. That is their monetary incentive and when they pay doctors 
(common) that is what they have an incentive to have their doctors get patients 
to do.

This is true particularly in situations where the insurance company
pays a provider based on the number of patients in the pool rather
than the number and type of services performed. I recommend people
avoid that type of health insurance. I think it's relatively common in
regular health care, but not very common in dentistry.

If you get the state involved -- which it often is -- then the incentives are even 



more messy.

Yes, which is why I never recommend anyone have the state involved
with paying for their health care, nor HMOs if they can avoid it.

For the last several years I have had a high deductible major medical
plan coupled with a self-funded health savings account. I've never
gotten close to the deductible, so I just pay providers directly out
of the health savings account for all of my family's health and dental
care. It's all pre-tax money and tax free growth so it saves big on
taxes, without getting a third party payer involved. I highly
recommend it. Health Savings Accounts were one of the best things the
Republicans passed the last time they were in power, and Obama's only
managed to screw it up in a minor way so far by eliminating the
ability to buy over-the-counter drugs with funds from the account.

--Jason



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 7, 2012 at 5:11 PM

On Jan 7, 12:27 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 2:22 AM, Josh Jordan wrote:

On Jan 7, 4:49 am, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 12:03 AM, Josh Jordan wrote:

On Jan 7, 2:11 am, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:53 PM, Josh Jordan wrote:

On Jan 6, 6:07 pm, Elliot Temple <c...@curi.us> wrote:
US culture (and others) endorse a variety of irrational ways of thinking
about food. Every diet qualifies.

Since you wrote, "every diet", it seems to follow that it would be
irrational to go on a caloric restriction diet in order to lose fat,
but I don't see how this can be the case. It seems about as rational
as sticking to a budget in order to get out of debt.

You can lose fat by not eating when not hungry without doing caloric 
restriction.

Even if that were the case, why would it necessarily be irrational to
follow a calorie restriction diet to lose fat?

Necessarily is a strong word. An actor might mess with his diet
to further his career. But if the issue is what is a good lifestyle
for dealing with food -- rather than one that messes up food in
favor of something else like career -- then refusing to eat when
hungry is no good. It hurts.
And you have to wonder: why do they have fat they want to get rid of?
They ate when they were not hungry. Maybe a lot.
So, going from eating when not hungry to not eating when hungry ... this is a 
mess, not a solution.

You are still writing as if the experience of hunger can be treated as
binary for the purposes of deciding whether or not to eat, without
addressing my argument that it cannot be treated this way.



I don't consider the detail of "how much hunger is hungry?" to be important to 
my point. In practice people do say, "I am hungry, let's go to Taco Bell" or "I am 
not hungry, so I will pass on your offer to go to Taco Bell". Most people already 
know how to evaluate hunger to a boolean decision about whether to eat when 
they think about it and don't fool themselves. That's not to say they do the 
evaluation perfectly, there may well be room for improvement there too, but it's a 
side issue.

OK, I'll stipulate that people's intuitive understanding of hunger can
be used as the basis for a decision of whether or not to eat. I still
think this not enough for fat loss: *what* you eat also matters. For
an easy way to see this, consider the diet of lab rats. I presume you
would agree that rats, like all non-human animals, typically eat only
when hungry. In rat diet studies, even the control rats fed as much
"chow" as they want gain weight. But they gain much more weight than
usual when offered a "cafeteria" diet consisting of highly palatable,
energy dense human foods. [1]

Finally, even if we stipulate that eating only when hungry would be an
effective approach to weight loss for most people, I still don't see
why following a calorie restricted diet therefore qualifies as "eating
badly". Both approaches  ostensibly result in taking in less energy
than one expends, causing the difference to be drawn from fat stores.
Both involve willpower, since they require one to forgo eating under
circumstances when one might otherwise eat. They simply specify
different circumstances when we must refrain from eating.

[1] Sampey et al. Cafeteria Diet Is a Robust Model of Human Metabolic
Syndrome With Liver and Adipose Inflammation: Comparison to High-Fat
Diet. Obesity, 2011 June; 19(6): 1109–1117. 
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3130193/

It's still centered around irrationality, social games, pressure, self-TCS-
coercion, and that sort of thing.

Do I understand you correctly as saying that it is irrational to want
to be thinner as a means to, say, becoming more attractive? (Provided
your career or something similar doesn't depend on such things...)

No. I said one could consider eating badly to gain something else like that, but 

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3130193/


that is not good in terms of the right way to think about food. What I'm trying to 
talk about is the right way to eat, not the right way to intentionally screw up 
eating to get something else one wants more, which is usually but not always a 
bad idea.

The right way to live your life is a different topic than the right way to eat in 
isolation. As I said, considerations like an acting part can matter. All sorts of life 
considerations can matter. Similarly, the right way to live can involve hitting your 
prerelease iPad with a golf club without ever turning it on. But if the topic is how 
to use iPads, I'm not going to bring up golf clubs.

If you are saying that it can make sense to define things as "bad" in
isolation when the exceptions to that generalization are very rare,
then I see what you mean. It would indeed be an very unlikely scenario
in which it would be rational to hit an iPad with a golf club, so you
can safely ignore that possibility without undue risk of confusing
your audience. But the idea of someone following a calorie restricted
diet (say, in order to become more attractive) is not so far-fetched,
and I don't think it can be so easily dismissed, as you also did in
the first two sentences of this thread when you wrote that every diet
qualifies as an irrational way of thinking about food.



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Spreading the rational memes in BoI (was 2011-08-29 David 
Deutsch radio interview on KERA's "Think" with Krys Boyd (transcript))
Date: January 7, 2012 at 5:26 PM

On Jan 7, 3:48 pm, Tom Harrigan <tom.harri...@gmail.com> wrote:

I think you will find that everyone who has ever tried to explain
anything to anyone knows that each person constructs their knowledge
in their own intellectual framework.

Yes, this has been my experience.

You make it seem like we should aim for error!

No, we should aim for good explanations. But our explanations
(including our explanations about how airplanes work) will always be
imperfect.

I would definitely prefer to go to a school where the educators "know
the right answer", and where misconceptions are avoided.

Sadly, though the educators I work with do their best to hide it, many
(even the science teachers) are scientifically illiterate. But even if
they weren't, the learners would still build their knowledge through
misconceptions.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Food Fads
Date: January 7, 2012 at 5:34 PM

On Jan 7, 2012, at 2:11 PM, Josh Jordan wrote:

It's still centered around irrationality, social games, pressure, self-TCS-
coercion, and that sort of thing.

Do I understand you correctly as saying that it is irrational to want
to be thinner as a means to, say, becoming more attractive? (Provided
your career or something similar doesn't depend on such things...)

No. I said one could consider eating badly to gain something else like that, but 
that is not good in terms of the right way to think about food. What I'm trying to 
talk about is the right way to eat, not the right way to intentionally screw up 
eating to get something else one wants more, which is usually but not always a 
bad idea.

The right way to live your life is a different topic than the right way to eat in 
isolation. As I said, considerations like an acting part can matter. All sorts of life 
considerations can matter. Similarly, the right way to live can involve hitting 
your prerelease iPad with a golf club without ever turning it on. But if the topic 
is how to use iPads, I'm not going to bring up golf clubs.

If you are saying that it can make sense to define things as "bad" in
isolation when the exceptions to that generalization are very rare,
then I see what you mean. It would indeed be an very unlikely scenario
in which it would be rational to hit an iPad with a golf club, so you
can safely ignore that possibility without undue risk of confusing
your audience. But the idea of someone following a calorie restricted
diet (say, in order to become more attractive) is not so far-fetched,
and I don't think it can be so easily dismissed, as you also did in
the first two sentences of this thread when you wrote that every diet
qualifies as an irrational way of thinking about food.

Why do you think that is "far-fetched" or "very unlikely"?

http://tosh.comedycentral.com/blog/2010/02/09/daniel-tosh-destroys-an-ipad/

http://tosh.comedycentral.com/blog/2010/02/09/daniel-tosh-destroys-an-ipad/


I was giving it as a realistic and real example of how external considerations can 
change what you should do. It happens, and it can dramatically change what is 
best to do.

I am in no way denying that external considerations matter. (You asked, above, If 
I was saying that it's irrational to use external considerations when thinking about 
your diet. No, though it certainly can be.)

But despite external considerations being reasonably common, it still makes 
sense to talk about the right way to use an iPad without mentioning golf. We can 
look at iPad use approximately in isolation from these other considerations and at 
least get a good starting point or default way of using iPads.

Similarly, despite external dietary considerations, we can still talk about 
something like the best way to eat, ignoring those.

Just as external considerations can make it a good idea to break your iPad, they 
can also make it a good idea to, say, eat over 100 hot dogs in one day. But that 
doesn't mean my statements about food need to specify a hot dog eating contest 
exception.

Hot dog eating contests are a bad idea in terms of how to approach food well, but 
may be a good idea in terms of one's overall life. Ditto iPad golf and making 
heavy sacrifices in the pursuit of sex or marriage.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 7, 2012 at 5:50 PM

On Sat, Jan 7, 2012 at 5:34 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 7, 2012, at 2:11 PM, Josh Jordan wrote:

It's still centered around irrationality, social games, pressure, self-TCS-
coercion, and that sort of thing.

Do I understand you correctly as saying that it is irrational to want
to be thinner as a means to, say, becoming more attractive? (Provided
your career or something similar doesn't depend on such things...)

No. I said one could consider eating badly to gain something else like that, 
but that is not good in terms of the right way to think about food. What I'm 
trying to talk about is the right way to eat, not the right way to intentionally 
screw up eating to get something else one wants more, which is usually but 
not always a bad idea.

The right way to live your life is a different topic than the right way to eat in 
isolation. As I said, considerations like an acting part can matter. All sorts of 
life considerations can matter. Similarly, the right way to live can involve 
hitting your prerelease iPad with a golf club without ever turning it on. But if 
the topic is how to use iPads, I'm not going to bring up golf clubs.

If you are saying that it can make sense to define things as "bad" in
isolation when the exceptions to that generalization are very rare,
then I see what you mean. It would indeed be an very unlikely scenario
in which it would be rational to hit an iPad with a golf club, so you
can safely ignore that possibility without undue risk of confusing
your audience. But the idea of someone following a calorie restricted
diet (say, in order to become more attractive) is not so far-fetched,
and I don't think it can be so easily dismissed, as you also did in
the first two sentences of this thread when you wrote that every diet
qualifies as an irrational way of thinking about food.

Why do you think that is "far-fetched" or "very unlikely"?

Because such a miniscule fraction of all iPads sold are disposed of in



this way, the probability of it happening to any given iPad is small
enough to fall into the "very unlikely" category.

http://tosh.comedycentral.com/blog/2010/02/09/daniel-tosh-destroys-an-ipad/

I was giving it as a realistic and real example of how external considerations can 
change what you should do. It happens, and it can dramatically change what is 
best to do.

Sure, it happens, and people do similar things when they make episodes
of "Will it Blend" on YouTube. This is consistent with what I thought
you were saying, which is that one can generalize without risk of
confusing your audience when the exceptions to that generalization are
obviously very rare.

I am in no way denying that external considerations matter. (You asked, above, 
If I was saying that it's irrational to use external considerations when thinking 
about your diet. No, though it certainly can be.)

But despite external considerations being reasonably common, it still makes 
sense to talk about the right way to use an iPad without mentioning golf. We can 
look at iPad use approximately in isolation from these other considerations and 
at least get a good starting point or default way of using iPads.

Similarly, despite external dietary considerations, we can still talk about 
something like the best way to eat, ignoring those.

Just as external considerations can make it a good idea to break your iPad, they 
can also make it a good idea to, say, eat over 100 hot dogs in one day. But that 
doesn't mean my statements about food need to specify a hot dog eating 
contest exception.

Hot dog eating contests are a bad idea in terms of how to approach food well, 
but may be a good idea in terms of one's overall life. Ditto iPad golf and making 
heavy sacrifices in the pursuit of sex or marriage.

It obviously makes sense to talk about the right way to use an iPad
without mentioning golf clubs. But it's not as obvious that it makes
sense to talk about the right way to eat without also taking into
account one's fat loss goals and desires about what and when to eat.

http://tosh.comedycentral.com/blog/2010/02/09/daniel-tosh-destroys-an-ipad/


From: stephen.push@gmail.com
Subject: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 7, 2012 at 6:02 PM

On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 9:30 AM, Tom Harrigan wrote:

On 7 January 2012 16:51, David Deutsch <david.deut...@qubit.org> wrote:
On 7 Jan 2012, at 4:47pm, stephen.p...@gmail.com wrote:

In fact, non-human mammals are used in pain
research -- to develop new analgesics, for example.  There would be
little point to this research if non-human mammals weren't capable of
feeling pain or the relief of pain.

What is the difference between the logic of that argument and the logic of this 
argument?:

In fact, disembodied nerve fibres are used in pain research -- to develop new 
analgesics, for example.  There would be little point to this research if 
disembodied nerve fibres weren't capable of feeling pain or the relief of pain.

The logic is different because one thing experiences pain, the other
transmits signals to the organ of pain. The reason nerve fibres may be
used in pain research is therefore different from the reason whole
organisms are used.

What we know about animals is their nerve fibers transmit signals to the brain, 
the brain does some computation, and the animal does some behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)



You say the animal "experiences pain", but don't provide an argument for that 
(seemingly anthropomorphic) *interpretation*.

We could set up a computer and robot system with sensors which detect 
various types of damage, which send "pain" signals to the computer which does 
computation and then causes behavior in the robotic parts to stop or avoid the 
"pain" signals continuing. But that computer would not be experiencing pain in 
the human sense.

The view of animals as being like non-human software does not attribute 
experiencing pain to them, but does account for all observed facts and data.

I have no doubt someone could design a computerized robot that acted
as if it were in pain.  The difference is that the robot has no
structures that are homologous with humans’.

I sincerely hope you do not actually believe the position you are
taking.  If you saw an injured animal writhing would you not try to
alleviate its suffering?

Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 7, 2012 at 6:20 PM

On Jan 7, 2012, at 3:02 PM, stephen.push@gmail.com wrote:

On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 9:30 AM, Tom Harrigan wrote:

On 7 January 2012 16:51, David Deutsch <david.deut...@qubit.org> wrote:
On 7 Jan 2012, at 4:47pm, stephen.p...@gmail.com wrote:

In fact, non-human mammals are used in pain
research -- to develop new analgesics, for example.  There would be
little point to this research if non-human mammals weren't capable of
feeling pain or the relief of pain.

What is the difference between the logic of that argument and the logic of 
this argument?:

In fact, disembodied nerve fibres are used in pain research -- to develop 
new analgesics, for example.  There would be little point to this research if 
disembodied nerve fibres weren't capable of feeling pain or the relief of 
pain.

The logic is different because one thing experiences pain, the other
transmits signals to the organ of pain. The reason nerve fibres may be
used in pain research is therefore different from the reason whole
organisms are used.

What we know about animals is their nerve fibers transmit signals to the brain, 
the brain does some computation, and the animal does some behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been



inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive argument 
regarding animal pain?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: January 7, 2012 at 6:23 PM

On Jan 7, 2012, at 3:02 PM, stephen.push@gmail.com wrote:

On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 9:30 AM, Tom Harrigan wrote:

On 7 January 2012 16:51, David Deutsch <david.deut...@qubit.org> wrote:
On 7 Jan 2012, at 4:47pm, stephen.p...@gmail.com wrote:

In fact, non-human mammals are used in pain
research -- to develop new analgesics, for example.  There would be
little point to this research if non-human mammals weren't capable of
feeling pain or the relief of pain.

What is the difference between the logic of that argument and the logic of 
this argument?:

In fact, disembodied nerve fibres are used in pain research -- to develop 
new analgesics, for example.  There would be little point to this research if 
disembodied nerve fibres weren't capable of feeling pain or the relief of 
pain.

The logic is different because one thing experiences pain, the other
transmits signals to the organ of pain. The reason nerve fibres may be
used in pain research is therefore different from the reason whole
organisms are used.

What we know about animals is their nerve fibers transmit signals to the brain, 
the brain does some computation, and the animal does some behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous



structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

You say the animal "experiences pain", but don't provide an argument for that 
(seemingly anthropomorphic) *interpretation*.

We could set up a computer and robot system with sensors which detect 
various types of damage, which send "pain" signals to the computer which 
does computation and then causes behavior in the robotic parts to stop or 
avoid the "pain" signals continuing. But that computer would not be 
experiencing pain in the human sense.

The view of animals as being like non-human software does not attribute 
experiencing pain to them, but does account for all observed facts and data.

I have no doubt someone could design a computerized robot that acted
as if it were in pain.  The difference is that the robot has no
structures that are homologous with humans’.

I sincerely hope you do not actually believe the position you are
taking.  If you saw an injured animal writhing would you not try to
alleviate its suffering?

Steve

Depends on whether it will be delicious or not if i cook it.

-J



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 7, 2012 at 8:18 PM

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:
What we know about animals is their nerve fibers transmit signals to the 
brain, the brain does some computation, and the animal does some behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive argument 
regarding animal pain?

Elliott, I also would like to see your response to the comment &
question at the end of Stephen's post, which was not quoted in your
reply. For your convenience, I reproduce it here:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
I have no doubt someone could design a computerized robot that acted
as if it were in pain.  The difference is that the robot has no
structures that are homologous with humans’. [...]  If you
saw an injured animal writhing would you not try to
alleviate its suffering?



From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] Chapter 8 notes
Date: January 7, 2012 at 8:39 PM

Chapter 8 -- A Window on Infinity

The beginning of infinity depends on some other infinities:
-laws of nature that allow a finite set of rules using a finite set of symbols to refer 
to something infinite 
-universal explainers (people)

To  reject the infinite is to reject explanation and therefore progress
To be finite is to be parochial and anthropocentric -- limited to our own "direct 
experience"

Nothing is within our "direct experience", whether abstract or physical, finite or 
infinite. We don't have direct access to anything -- we understand it all by way of 
theory. Therefore finite or physical things are not privileged over infinite or 
abstract things. We can have knowledge of all of them.

Our growth of knowledge will always be at the beginning of infinity -- we'll never 
reach a point where we're close to the end, because there is no end

A measurement of an infinite set of universes will have different probabilities 
depending on the order in which one measures them. Probabilities can only be 
consistent, and therefore have meaning, if the set is a single physical entity 
whose parts interact with each other in some way -- such as the multiverse 
described in quantum theory.

Mathematical and physical infinities are different things.

Whether something is finite in nature or not depends on the laws of physics. 
       Example: Achilles passing through an infinite number of points to overtake 
the tortoise in Zeno's paradox. The points are mathematical, the space he passes 
through is physical. If the laws of physics say he will pass through those points, 
he will, no matter what the mathematics say about them.

Zeno's mistake -- "to confuse an abstract attribute [mathematical infinity] with a 
physical one of the same name [physical infinity]."  (p. 183, location 3270)
Whether or not a mathematical operation is computable depends on the laws of 



physics.

We can only understand the abstract through physical means -- we must 
physically model abstract entities. The laws of physics determine which 
abstractions can be modeled by physical objects.

Mathematics uses proofs.     \
   and                                          |   To rule out false explanations
Science uses experiments.   /

Both proofs and scientific experiments are physical processes.

The purpose of mathematics is to understand abstract entities

There is knowledge we can never have; undecidable questions in mathematics;  
we cannot travel faster than the speed of light; we can only create knowledge by 
conjecture and refutation, which is fallible. But none of this contradicts "problems 
are soluble".

This is because these limitations do not affect problems that are interesting -- "if 
the question is interesting, then the problem is soluble." p. 192, location 3441  (Is 
this because we can just move on to a different, more interesting problem?)

        For example: failing to solve a mathematical problem does not mean failing 
to create knowledge about it. We can learn that it is undecidable and create 
knowledge about why. We can create knowledge about why the approaches we 
have been using to try to solve the problem fail.

"If the question if interesting, then the problem is soluble." p. 192, location 3439

We can be mistaken about what is interesting, so:
-"inherently insoluble problems are inherently uninteresting" 
-what is interesting is objective
-*why* every interesting problem is soluble is a problem that is itself soluble (and 
therefore interesting)

-Kristen



From: stephen.push@gmail.com
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 7, 2012 at 9:55 PM

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 9:30 AM, Tom Harrigan wrote:

On 7 January 2012 16:51, David Deutsch <david.deut...@qubit.org> wrote:
On 7 Jan 2012, at 4:47pm, stephen.p...@gmail.com wrote:

In fact, non-human mammals are used in pain
research -- to develop new analgesics, for example.  There would be
little point to this research if non-human mammals weren't capable of
feeling pain or the relief of pain.

What is the difference between the logic of that argument and the logic of 
this argument?:

In fact, disembodied nerve fibres are used in pain research -- to develop 
new analgesics, for example.  There would be little point to this research if 
disembodied nerve fibres weren't capable of feeling pain or the relief of 
pain.

The logic is different because one thing experiences pain, the other
transmits signals to the organ of pain. The reason nerve fibres may be
used in pain research is therefore different from the reason whole



organisms are used.

What we know about animals is their nerve fibers transmit signals to the 
brain, the brain does some computation, and the animal does some behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive argument 
regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 7, 2012 at 11:03 PM

On Jan 7, 2012, at 5:18 PM, Josh Jordan wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:
What we know about animals is their nerve fibers transmit signals to the 
brain, the brain does some computation, and the animal does some 
behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive argument 
regarding animal pain?

Elliott, I also would like to see your response to the comment &
question at the end of Stephen's post, which was not quoted in your
reply. For your convenience, I reproduce it here:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
I have no doubt someone could design a computerized robot that acted
as if it were in pain.  The difference is that the robot has no
structures that are homologous with humans’. [...]  If you
saw an injured animal writhing would you not try to
alleviate its suffering?

Some animals have a nervous system similar to humans, have things we could 
reasonably call pain nerves and pain signals, and have brains.

That is enough similarity to say they "feel pain" in one sense.

But it does not mean they suffer, have a preference not to feel pain, don't want to 



"feel pain", want or don't want anything at all, think in the human sense, have an 
inner life in the human sense, can be sad or unhappy, etc...

Animals have large differences from humans (in particular, their brains run very 
different software which does not create knowledge, does not guess and 
criticize). This difference is highly relevant to issues like whether animals *mind* 
when their nerves send pain signals, or *want* or *prefer* not to have those nerve 
signals sent.

People often think animals "act like they mind" being in pain. This is often naive. 
The animals perform genetically coded behavior which is evolved according to 
selection pressure. In general this means doing actions to prevent or avoid pain 
nerve signals, because those nerve signals somewhat reliably correspond to poor 
survivability, having less offspring, etc.

If I am wrong about this, simply pointing at animals "writhing in pain", or 
performing other behaviors, does not demonstrate that I am wrong. The observed 
behavior is (at least prima facie, pending some sophisticated argument) 
compatible with the explanation that it's genetically coded and has nothing to do 
with animals having preferences, opinions, emotions, choices, etc...

There is an important distinction to draw between

1) having pain nerve signals
2) having a preference not to have them, and therefore suffering

The robot example is intended to clearly have (1) but not (2), and thus illustrate 
the point that (1) does not imply (2), and (1) cannot be used as an argument that 
animals have (2).

Maybe it's hard for people used to thinking of silicon as different from organic 
things (but organic just means it has carbon!). Animal brains, human brains, and 
silicon computers are all universal turing machines (running different software). In 
all cases what happens is information is sent to a universal classical computer. 
What makes it a pain signal is what function it serves, what computations are 
done on it, and, if applicable, perhaps what opinions about it one has.



There is also a difference between

1) a entity doing "pain aversion" behaviors like pouring water on a burned hand 
because it has an opinion that it dislikes its hand burning and wants to cool it 
down

2) a entity doing "pain aversion" behaviors like pouring water on a burned hand 
because it is controlled by  programming which determines that it do this (whether 
it's Objective-C, Java, or the stuff animal genes do).

Humans do (1) but my robot example does (2). The robot illustrates how 
something can look similar to (1) overtly (all the words are the same most for 
most of the sentence), but not be doing (1).

(2) isn't really pain aversion, as hopefully the robot case illustrates. The same 
overt behavior (pour water on burned thing that sends information about the 
damage) can have different internal causes and does not imply any of the stuff 
under debate.

I think many people are so used to thinking of animals as semi-human that they 
forget the bare facts we actually know are things like "information is sent from 
nerves to brain" or "animal moves limbs, in a way that seems designed to prevent 
further nerve signals, for some reason which we cannot actually observe". In 
other words, the actual observations of animals match the robot, but people 
strongly believe the internal mechanisms must be nothing like the robot, and 
further many people strongly believe they have *clearly observed*, 
uncontroversially, things like "an animal writhing in pain, and suffering and trying 
to get rid of hated pain". They may forget that that is a heavily *interpreted* 
observation, not what they actually observed. What they actually observed looks 
quite similar to what we could easily make a robot do.

Another thing people commonly forget, or don't know, or don't think about in this 
context, is that all *all data requires interpretation to have any meaning*.

(Physical) pain is just data (information) unless something thinks about it.

And it's only psychologically bad for that thing if that thing interprets it as bad, 



rather than good or neutral

Not all interpretations are equally good. Maybe some events are correctly 
interpreted as bad, unpleasant, distressing, suffering, etc... That's fine.

However, if something can't interpret -- if it doesn't think about the meaning of the 
information it has -- then this doesn't even apply.

Interpretation in this sense is done by guesses and criticism. It coincides with 
being a universal knowledge creator. Which animals aren't and humans are.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Food Fads
Date: January 7, 2012 at 11:03 PM

On Jan 7, 2012, at 2:50 PM, Josh Jordan wrote:

This is consistent with what I thought
you were saying, which is that one can generalize without risk of
confusing your audience when the exceptions to that generalization are
obviously very rare.

No. One can generalize without risk of confusing your audience even when the 
exceptions are common.

Everyone uses their computer or iPad somewhat differently. But you can still talk 
about the right and wrong ways to use computers. It's not a problem.

Hot dog eating contests are not rare, but it's still fine for one's general comments 
not to address those specifically.

I did address the issue of hot dog eating contests, as well as not eating as part of 
sex games (broadly), in my comments that one can sacrifice eating well to 
external considerations, which may or may not be the right decision, but which 
does not constitute eating well in the same sense that golf does not constitute 
using an iPad well.

It obviously makes sense to talk about the right way to use an iPad
without mentioning golf clubs. But it's not as obvious that it makes
sense to talk about the right way to eat without also taking into
account one's fat loss goals and desires about what and when to eat.

and previously

On Jan 7, 2012, at 2:22 AM, Josh Jordan wrote:

Do I understand you correctly as saying that it is irrational to want
to be thinner as a means to, say, becoming more attractive?



Since this is a common issue, I'll add a direct statement about it:

People playing those social-cultural games related to sex and looking attractive 
are hurting themselves and others. The whole thing is some of the most irrational 
memes we have (parenting is this worst, I think this stuff is second).

Messing up one's eating for the sake of that stuff is a way to lose twice.

Attractiveness games do not constitute a common, good, rational reason eat 
differently than I suggested. Anything but.

Further, the approach I suggested is in fact far superior to yo-yo dieting (for 
example) for looking good. When people try to directly control their weight by 
eating less, they routinely make things worse and end up accomplishing their 
goals less.

You may claim that eating fewer calories isn't yo-yo dieting. But it is! Yo-yo dieting 
comes from people pressuring themselves to meet rules like eating fewer 
calories, which are unpleasant, so then at some point they give up and, fed up 
with the whole thing, and tired of suffering, and perhaps even more irrational than 
when they started, they reject it wholesale and overeat.

Or maybe they use calorie restriction to manage to look thin for their two week 
holiday in Spain, or a pool party where they were a bikini, and then they overeat 
afterwards because their motivation is no longer strong enough. They would be 
wiser to find ways of life with longer term effectiveness.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: stephen.push@gmail.com
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 7, 2012 at 11:57 PM

On Jan 7, 11:03 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 5:18 PM, Josh Jordan wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:
What we know about animals is their nerve fibers transmit signals to the 
brain, the brain does some computation, and the animal does some 
behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive argument 
regarding animal pain?

Elliott, I also would like to see your response to the comment &
question at the end of Stephen's post, which was not quoted in your
reply. For your convenience, I reproduce it here:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
I have no doubt someone could design a computerized robot that acted
as if it were in pain.  The difference is that the robot has no



structures that are homologous with humans’. [...]  If you
saw an injured animal writhing would you not try to
alleviate its suffering?

Some animals have a nervous system similar to humans, have things we could 
reasonably call pain nerves and pain signals, and have brains.

That is enough similarity to say they "feel pain" in one sense.

But it does not mean they suffer, have a preference not to feel pain, don't want 
to "feel pain", want or don't want anything at all, think in the human sense, have 
an inner life in the human sense, can be sad or unhappy, etc...

Animals have large differences from humans (in particular, their brains run very 
different software which does not create knowledge, does not guess and 
criticize). This difference is highly relevant to issues like whether animals *mind* 
when their nerves send pain signals, or *want* or *prefer* not to have those 
nerve signals sent.

People often think animals "act like they mind" being in pain. This is often naive. 
The animals perform genetically coded behavior which is evolved according to 
selection pressure. In general this means doing actions to prevent or avoid pain 
nerve signals, because those nerve signals somewhat reliably correspond to 
poor survivability, having less offspring, etc.

If I am wrong about this, simply pointing at animals "writhing in pain", or 
performing other behaviors, does not demonstrate that I am wrong. The 
observed behavior is (at least prima facie, pending some sophisticated 
argument) compatible with the explanation that it's genetically coded and has 
nothing to do with animals having preferences, opinions, emotions, choices, 
etc...

There is an important distinction to draw between

1) having pain nerve signals
2) having a preference not to have them, and therefore suffering

The robot example is intended to clearly have (1) but not (2), and thus illustrate 
the point that (1) does not imply (2), and (1) cannot be used as an argument that 
animals have (2).



Maybe it's hard for people used to thinking of silicon as different from organic 
things (but organic just means it has carbon!). Animal brains, human brains, and 
silicon computers are all universal turing machines (running different software). 
In all cases what happens is information is sent to a universal classical 
computer. What makes it a pain signal is what function it serves, what 
computations are done on it, and, if applicable, perhaps what opinions about it 
one has.

There is also a difference between

1) a entity doing "pain aversion" behaviors like pouring water on a burned hand 
because it has an opinion that it dislikes its hand burning and wants to cool it 
down

2) a entity doing "pain aversion" behaviors like pouring water on a burned hand 
because it is controlled by  programming which determines that it do this 
(whether it's Objective-C, Java, or the stuff animal genes do).

Humans do (1) but my robot example does (2). The robot illustrates how 
something can look similar to (1) overtly (all the words are the same most for 
most of the sentence), but not be doing (1).

(2) isn't really pain aversion, as hopefully the robot case illustrates. The same 
overt behavior (pour water on burned thing that sends information about the 
damage) can have different internal causes and does not imply any of the stuff 
under debate.

I think many people are so used to thinking of animals as semi-human that they 
forget the bare facts we actually know are things like "information is sent from 
nerves to brain" or "animal moves limbs, in a way that seems designed to 
prevent further nerve signals, for some reason which we cannot actually 
observe". In other words, the actual observations of animals match the robot, 
but people strongly believe the internal mechanisms must be nothing like the 
robot, and further many people strongly believe they have *clearly observed*, 
uncontroversially, things like "an animal writhing in pain, and suffering and trying 
to get rid of hated pain". They may forget that that is a heavily *interpreted* 
observation, not what they actually observed. What they actually observed looks 
quite similar to what we could easily make a robot do.



Another thing people commonly forget, or don't know, or don't think about in this 
context, is that all *all data requires interpretation to have any meaning*.

(Physical) pain is just data (information) unless something thinks about it.

And it's only psychologically bad for that thing if that thing interprets it as bad, 
rather than good or neutral

Not all interpretations are equally good. Maybe some events are correctly 
interpreted as bad, unpleasant, distressing, suffering, etc... That's fine.

However, if something can't interpret -- if it doesn't think about the meaning of 
the information it has -- then this doesn't even apply.

Interpretation in this sense is done by guesses and criticism. It coincides with 
being a universal knowledge creator. Which animals aren't and humans are.

Animals need not possess the same level of intellectual ability that
humans do in order to feel pain.  Pain involves more primitive aspects
of the mammalian neuroendocrine system; more advanced functions, such
a language, involve structures that evolved much later in the hominid
lineage.

There is a lot of good information in the National Research Council
report I cited above.  For example, in experiments rats were able to
distinguish injections of aspirin from injections of saline.  In fact,
rats with arthritis learn this distinction more readily than control
rats.  The expert committee that prepared the report concluded: "Thus,
pain can serve as a discriminative stimulus, something the committee
does not believe could occur without awareness."

You still haven't answered my question: If you encountered a non-human
mammal acting as if it were in pain, what would you do?

Steve



From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 8, 2012 at 12:33 AM

On Jan 7, 12:01 pm, Kristen Ely <kristene...@yahoo.com> wrote:

On Jan 6, 2012, at 7:18 PM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 6, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If I didn't know why they had died I wouldn't drink the water because I would 
have a criticism of the course of action of drinking the water. Ordinarily I 
would expect that the water would be okay because I would have the 
conjecture that this clear liquid is water and that I need water to live, but if 
three people die after drinking it, one of the possible explanations is that 
there is some poison in the water and so it's not safe.

That is an instance of induction.  According to OED definition 7a,
induction is the “process of inferring a general law or principle from
the observation of particular instances.”  The “particular instances”
in this case are the observations that several people died after
drinking from the spring.  The “general law or principle” in this case
is your “possible explanation” that the spring water may not be safe
to drink.

A general rule or principle inferred through inductive reasoning is
always subject to error.  Thus the general law or principle would be a
"conjecture" in your terminology and could be subjected to criticism
and refutation.



What is the difference, then, between guessing/conjecturing a possible solution 
to a problem situation, and inducing a possible solution to a problem situation?

In both cases, the person has encountered a problem and has come up with an 
explanation that seems to solve it. In both cases, the person takes into account 
the "particular instances" of the situation.

What does induction have that the conjectures and refutations process doesn't 
have?

-Kristen

I don't think induction has anything that the conjectures and
refutations process doesn't have.  I think induction is part of the
C&R process -- at least sometimes.

In the case above, induction is the process by which I came up with
the conjecture.  Refutation is a separate step that I haven't
addressed yet.

Let's say that, but induction, I conclude that something in the water
is fatal to all humans within minutes of ingestion.  By deduction, I
conclude that if the water is fatal to all humans within minutes of
ingestion, and if I drink the water, then I will die within minutes.
I then drink the water, but an hour later I am still alive.  The
conjecture has been refuted.

Steve



From: stephen.push@gmail.com
Subject: [BoI] Re: Biological Universality
Date: January 8, 2012 at 12:55 AM

On Jan 7, 9:03 am, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 7, 8:00 am, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 6, 9:19 pm, Rami Rustom <ramir...@gmail.com> wrote:

Well it was conjectured in a documentary I saw. Don't remember the
name. Don't know any studies. If you find any though please post. :)

I found this review article about reverse evolution:

http://crandalllab.byu.edu/Portals/20/docs/publications/PorterTREE03.pdf

Let's discuss it if you think it's relevant.

Sure but can you quote something from the article. Looks long. I hate
to say this but I don't like reading. :)

At the risk of oversimplifying the article about reverse evolution,
I'll touch on a few of the themes:

In experiments, fruit flies that have evolved for 100 generations can
return to the original phenotype in 20 generations.

There are many cases of organisms losing traits, such as snakes losing
their limbs.

In some cases, lost traits can be regained, e.g., stick insects losing
and regaining wings.  If the regaining takes place after a short
period of time, it's possible the organism could regain its original
phenotype.  But it is also possible, especially if a lot time has
elapsed, that the regained trait only appears to be the same but it
based on a different genotype (i,e., convergent evolution).

http://crandalllab.byu.edu/Portals/20/docs/publications/PorterTREE03.pdf


There are also examples of organisms streamlining their genomes --
that is, eliminating or inactivation redundant genetic information.

Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 8, 2012 at 7:41 AM

On 8 Jan 2012, at 05:33, stephen.push@gmail.com wrote:

On Jan 7, 12:01 pm, Kristen Ely <kristene...@yahoo.com> wrote:

On Jan 6, 2012, at 7:18 PM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 6, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If I didn't know why they had died I wouldn't drink the water because I would 
have a criticism of the course of action of drinking the water. Ordinarily I 
would expect that the water would be okay because I would have the 
conjecture that this clear liquid is water and that I need water to live, but if 
three people die after drinking it, one of the possible explanations is that 
there is some poison in the water and so it's not safe.

That is an instance of induction.  According to OED definition 7a,
induction is the “process of inferring a general law or principle from
the observation of particular instances.”  The “particular instances”
in this case are the observations that several people died after
drinking from the spring.  The “general law or principle” in this case
is your “possible explanation” that the spring water may not be safe
to drink.

A general rule or principle inferred through inductive reasoning is
always subject to error.  Thus the general law or principle would be a
"conjecture" in your terminology and could be subjected to criticism



and refutation.

What is the difference, then, between guessing/conjecturing a possible solution 
to a problem situation, and inducing a possible solution to a problem situation?

In both cases, the person has encountered a problem and has come up with 
an explanation that seems to solve it. In both cases, the person takes into 
account the "particular instances" of the situation.

What does induction have that the conjectures and refutations process doesn't 
have?

-Kristen

I don't think induction has anything that the conjectures and
refutations process doesn't have.  I think induction is part of the
C&R process -- at least sometimes.

In the case above, induction is the process by which I came up with
the conjecture.  Refutation is a separate step that I haven't
addressed yet.

Let's say that, but induction, I conclude that something in the water
is fatal to all humans within minutes of ingestion.  By deduction, I
conclude that if the water is fatal to all humans within minutes of
ingestion, and if I drink the water, then I will die within minutes.
I then drink the water, but an hour later I am still alive.  The
conjecture has been refuted.

So is induction just arriving at a conjecture partly by an argument involving 
individual instances?

Is there anything more to induction, like saying that an idea has been confirmed 
or made more probable or something like that using individual instances?

If so, how do you respond to the criticisms to the effect that all such arguments 
are invalid?

If not, what is your disagreement with Popper and David?



Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Biological Universality
Date: January 8, 2012 at 8:36 AM

On Sat, Jan 7, 2012 at 11:55 PM, stephen.push@gmail.com
<stephen.push@gmail.com> wrote:

On Jan 7, 9:03 am, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 7, 8:00 am, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 6, 9:19 pm, Rami Rustom <ramir...@gmail.com> wrote:

Well it was conjectured in a documentary I saw. Don't remember the
name. Don't know any studies. If you find any though please post. :)

I found this review article about reverse evolution:

http://crandalllab.byu.edu/Portals/20/docs/publications/PorterTREE03.pdf

Let's discuss it if you think it's relevant.

Sure but can you quote something from the article. Looks long. I hate
to say this but I don't like reading. :)

At the risk of oversimplifying the article about reverse evolution,
I'll touch on a few of the themes:

So my devolution term is equivalent to *reverse evolution*. Cool.

In experiments, fruit flies that have evolved for 100 generations

Do you mean that the researchers presented the flies with selective
pressures and that the genotype changed causing a change in phenotype,
and that it took 100 generations to cause this change?

can return to the original phenotype in 20 generations.

http://crandalllab.byu.edu/Portals/20/docs/publications/PorterTREE03.pdf


If you answered yes to my above question, then yes this statement
makes sense. F-genes evolve slower. M-genes much faster.

There are many cases of organisms losing traits, such as snakes losing
their limbs.

Yes phenotype changes, i.e. erased, but the genotype still exists,
i.e. the f-genes are still there. And that snake line of species could
grow legs again with the proper selective pressures and some luck.

But this begs the question, do the f-genes last forever? No. And your
answer below explains why.

In some cases, lost traits can be regained, e.g., stick insects losing
and regaining wings.  If the regaining takes place after a short
period of time, it's possible the organism could regain its original
phenotype.  But it is also possible, especially if a lot time has
elapsed, that the regained trait only appears to be the same but it
based on a different genotype (i,e., convergent evolution).

Ah yes convergent evolution happens too. Fascinating!!!

There are also examples of organisms streamlining their genomes --
that is, eliminating or inactivation redundant genetic information.

Hmm. How does that work? Do they have an explanation? Or you maybe?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Spreading the rational memes in BoI (was 2011-08-29 
David Deutsch radio interview on KERA's "Think" with Krys Boyd (transcript))
Date: January 8, 2012 at 9:05 AM

On Jan 7, 2012 2:12 PM, "steve whitt" <smwhitt@gmail.com> wrote:

On Jan 7, 12:37 pm, Rami Rustom <ramir...@gmail.com> wrote:

How is it harder?

I can think of one way. I was afraid to conjecture on this site. Until
Elliot helped me learn that it was irrational. I was afraid to upset
thinking that they might think I'm guessing willy-nilly without
reading the book first. I was thinking about respecting David and
Elliot. And I thought that if I was to conjecture without first
reading, that I would be disrespecting them.

So make it short: Fear of rejection. Very irrational meme that I
probably learned from school.

What are some other ways?

--Rami

How is it harder? With the realization that knowledge is constructed
in a pre-existing mental environment, every person I encounter will
require a different approach.

My theory explains why each person needs a different approach and why
each person requires a different approach. Its because no two mind's
knowledge networks are the same. No one can *tell* me which of my
points, vectors, or superstructures are wrong so that I could correct
them. Why? Because no one knows where my points are, the place,
direction or length of my vectors, nor the structure of my
superstructures. Even I don't know these things because most of it is
implicit.



BoI probably affected me so deeply only
because I happened to be in the right place personally to be changed
by its message.

I'd like to define this *right place personally to be changed*.

Some definitions:
Will (W), Knowledge (K), Behavior (B), 1-way causal relationship (->),
2-way causal relationship (<->).

K <-> W -> B

So you learned (K) that BoI is important, i.e. you were in the right
place personally to be changed.
* K

So you knew you should read BoI
* K -> W

So you read BoI
* W -> B

Then you learned many things.
* K

Because of this new knowledge, now you know that you need to do other
new things...
* K -> W

One new thing you learned from BoI, is that you should learn more things.
* W -> B

And the cycle repeats.

Others might never get there, or might only get there
via a very different path. People are different, and I have to
remember that.



I think you point out one gigantic barrier, though there are certainly
many others. I was recently working with high school science teachers.
They are to a person so afraid of being "found out" as scientifically
illiterate that they simply refuse to take any intellectual risks.
Deutsch mentions this in the interview, where he says, "education is
about finding ways of not making errors. But in fact, progress only
ever comes through making errors. Errors ought to be encouraged! As I
said, our whole problem is to make them as fast as possible."

Errors are learning tools, not sources of distress, i.e. psychological hurt.

--Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 8, 2012 at 9:21 AM

On Jan 8, 7:41 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 8 Jan 2012, at 05:33, stephen.p...@gmail.com wrote:

On Jan 7, 12:01 pm, Kristen Ely <kristene...@yahoo.com> wrote:

On Jan 6, 2012, at 7:18 PM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 6, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If I didn't know why they had died I wouldn't drink the water because I 
would have a criticism of the course of action of drinking the water. 
Ordinarily I would expect that the water would be okay because I would 
have the conjecture that this clear liquid is water and that I need water to 
live, but if three people die after drinking it, one of the possible 
explanations is that there is some poison in the water and so it's not safe.

That is an instance of induction.  According to OED definition 7a,
induction is the “process of inferring a general law or principle from
the observation of particular instances.”  The “particular instances”
in this case are the observations that several people died after
drinking from the spring.  The “general law or principle” in this case
is your “possible explanation” that the spring water may not be safe
to drink.



A general rule or principle inferred through inductive reasoning is
always subject to error.  Thus the general law or principle would be a
"conjecture" in your terminology and could be subjected to criticism
and refutation.

What is the difference, then, between guessing/conjecturing a possible 
solution to a problem situation, and inducing a possible solution to a problem 
situation?

In both cases, the person has encountered a problem and has come up with 
an explanation that seems to solve it. In both cases, the person takes into 
account the "particular instances" of the situation.

What does induction have that the conjectures and refutations process 
doesn't have?

-Kristen

I don't think induction has anything that the conjectures and
refutations process doesn't have.  I think induction is part of the
C&R process -- at least sometimes.

In the case above, induction is the process by which I came up with
the conjecture.  Refutation is a separate step that I haven't
addressed yet.

Let's say that, but induction, I conclude that something in the water
is fatal to all humans within minutes of ingestion.  By deduction, I
conclude that if the water is fatal to all humans within minutes of
ingestion, and if I drink the water, then I will die within minutes.
I then drink the water, but an hour later I am still alive.  The
conjecture has been refuted.

So is induction just arriving at a conjecture partly by an argument involving 
individual instances?

That's my understanding.



Is there anything more to induction, like saying that an idea has been confirmed 
or made more probable or something like that using individual instances?

According to my understanding of statistical analysis, larger sample
sizes reduce the likelihood that the observations were the result of
chance alone.

If so, how do you respond to the criticisms to the effect that all such arguments 
are invalid?

I don't believe all such arguments are invalid.

If not, what is your disagreement with Popper and David?

It appears that the disagreement may be about definitions.  I object
to the dismissal of induction because I don't define induction as
"arriving at a conjecture *solely* by an argument involving individual
instances."

Do you believe that contemporary proponents of the use of induction is
science maintain that the inductive reasoning process occurs in the
absence of prior theories and knowledge?

Steve



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Food Fads
Date: January 8, 2012 at 10:24 AM

Heart attacks and triglycerides were just an example, the details of
which aren't that important. It was intended as an example of:
"Problems are inevitable."

TCS-Coercion seems to be a go-to explanation whenever people have
problems, which seems like a mistake. TCS-Coercion is quite often an
easy-to-vary explanation for easy-to-vary results. In that way, it
reminds me of religion, "all have sinned..." as an explanation for
every evil that people encounter.

I really do think Elliot's three rules are the right starting point
for eating. However, following those three rules problems are (still)
inevitable. Maybe a problem is encountered because of prior TCS-
coercion. Maybe because of biological predisposition to liking certain
foods that weren't available in large quantities until very recently.
Maybe because food prices or a person's available income to spend on
food changes. Maybe because the person has a disease or injury in a
particular organ. Maybe some other reason we haven't thought of.

Detecting and solving such problems are not necessarily "food fads,"
though that remains a possibility to guard against. There is always
the possibility to make errors in attempting to solve a problem that
are worse than the original problem, and this sometimes happens with
food, and sometimes it happens because of cultural memes.

That shouldn't stop one from trying to address the problem(s) one
encounters that are reasonably attributed to diet.

That shouldn't cause one to hold the three rules as necessarily
correct for all people at all times.

--Jason

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: January 8, 2012 at 10:42 AM

On 8 Jan 2012, at 14:21, Steve Push wrote:

What is the difference, then, between guessing/conjecturing a possible 
solution to a problem situation, and inducing a possible solution to a 
problem situation?

In both cases, the person has encountered a problem and has come up with 
an explanation that seems to solve it. In both cases, the person takes into 
account the "particular instances" of the situation.

What does induction have that the conjectures and refutations process 
doesn't have?

-Kristen

I don't think induction has anything that the conjectures and
refutations process doesn't have.  I think induction is part of the
C&R process -- at least sometimes.

In the case above, induction is the process by which I came up with
the conjecture.  Refutation is a separate step that I haven't
addressed yet.

Let's say that, but induction, I conclude that something in the water
is fatal to all humans within minutes of ingestion.  By deduction, I
conclude that if the water is fatal to all humans within minutes of
ingestion, and if I drink the water, then I will die within minutes.
I then drink the water, but an hour later I am still alive.  The
conjecture has been refuted.

So is induction just arriving at a conjecture partly by an argument involving 
individual instances?

That's my understanding.



Is there anything more to induction, like saying that an idea has been 
confirmed or made more probable or something like that using individual 
instances?

According to my understanding of statistical analysis, larger sample
sizes reduce the likelihood that the observations were the result of
chance alone.

This argument is either invalid to totally irrelevant to inductivism depending on 
how one interprets it.

If we take the space of all logically consistent theories, there is no single way of 
assigning numbers to that space that is picked out by any explanation.

Now, if you take some law of physics and you do a calculation of probabilities 
using it, you may get the result that it implies that there are some characteristics 
that occur with very low probability. For example, it could be the case that if you 
observe 10^23 radioactive atoms for one half life, the probability that they will all 
remain undecayed is 2^(-10^23). If you observed the atoms and they all remained 
undecayed then you might interpret that as a refutation of your theory about the 
half life of those atoms. Although doing observations that involve probability is a 
way of criticising a theory it does not follow at all that theories have a probability.

If so, how do you respond to the criticisms to the effect that all such arguments 
are invalid?

I don't believe all such arguments are invalid.

Why?

If not, what is your disagreement with Popper and David?

It appears that the disagreement may be about definitions.  I object
to the dismissal of induction because I don't define induction as
"arriving at a conjecture *solely* by an argument involving individual
instances."

The disagreement is not about terminology. David and Popper say that there are 
no arguments that make a theory more probable, or confirm a theory. This is a 



substantive disagreement, not a disagreement about what to call something.

Do you believe that contemporary proponents of the use of induction is
science maintain that the inductive reasoning process occurs in the
absence of prior theories and knowledge?

No. Why they reject Popper's theories isn't entirely clear because the arguments 
they present against Popper have all been refuted repeatedly.

Alan



From: Elliot Temple <curi@curi.us>
Subject: [curi] Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 8, 2012 at 11:46 AM

On Jan 7, 2012, at 6:55 PM, stephen.push@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive argument 
regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and "distress". 
Distress is a good word for what I have sometimes been calling terms like 
"suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but this 
does not imply they have distress.

The council correctly says, immediately, on page 1, that pain *can*, but *does not 
necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take issue with 
two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they don't 
actually consider this distinction important. I don't know yet.



2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: they are 
*assuming* pain is unpleasant (despite the fact that, e.g., masochist exist, a 
counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they say that 
distress is always bad, but pain only sometimes causes distress. If pain is always 
unpleasant by definition, how can that sometimes not be bad? Or if pain is always 
bad (contrary to what I quote next), how does it differ from distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is a 
measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, too, 
we see the idea that *failing to cope* with a problem is necessarily detrimental, 
but other stuff may not be.

It seems to me they have either contradicted themselves or they don't consider 
unpleasantness to be detrimental, which I would actually regard as kind of callous 
and insensitive, as well as false. Another possibility is bizarre, unstated 
terminology.

End of p 1 says:



the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because we're 
not interested in how to manage or avoid animal pain (and nor can we assume 
that is generically important to do), but rather we're discussing something more 
like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and that its 
alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific literature 
on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate animal 
pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they are 
attempting to cover.

So I have a question: why are they trying to avoid or mitigate *pain* rather than 
*distress*? They already said, basically, that not all pain is bad, but all distress is. 



So why are they focussing on the superset that includes non-bad things, instead 
of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.

p 3

The committee acknowledges that pain in animals is difficult to assess, mostly 
because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess pain 
in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL PAIN?

ok let's see what they say



p 11

The public expects animal experimentation to be not only scientifically justifiable 
and valid but also humane, meaning that it results in minimal or no pain, stress, 
distress, or other negative impact on the welfare of the animals involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims rely on 
it. And they assume animal pain is bad, contrary to the section heading implying 
they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically and 
legally.

So, after around 1.25 pages without any arguments, they are concluding what 
they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.



If there is any particular part which is relevant and persuasive, go ahead and 
point it out. Please also give a brief statement of what it's about and how it bears 
on our discussion.

-- Elliot Temple
http://fallibleideas.com/
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From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Popper's conjecture/criticism method
Date: January 8, 2012 at 1:24 PM

All people think (and thus learn) by the Popperian conjecture/criticism
method. Even children.

Below is a true story:

Two siblings of age 4 years and 2.5 years live in a western country. They
go on a trip to an Islamic country and they hear the call to prayer being
said loud on speakers (which doesn't happen where they live).

The older sibling is interested in this difference, this error, i.e. an
interesting problem.

The 4 year old conjectures:
I think god here is different than god there.

The 2.5 year old criticizes:
I think they are the same.

But they didn't find a good solution to the problem of god until 29 years
later.

Why did they take so long to find the solution?

They learned anti-rational memes.

What sorts of memes do you think those were?

--Rami

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] 2011-09-19 David Deutsch radio interview on "AirTalk" (Transcript)
Date: January 8, 2012 at 2:51 PM

Here is a lightly edited transcript of David Deutsch's appearance on
AirTalk with David Lazarus on September 19, 2011. The audio is
available at http://www.scpr.org/programs/airtalk/2011/09/19/20721/infinity-book

David Lazarus: You're listening to AirTalk on 89.3 KPCC, I'm David
Lazarus from the LA Times, sitting in for Larry Mantle. In just a
little bit, I'll be joined by my colleague Mary McNamara, who's the TV
critic for the paper. We'll be doing a little "Emmy recap" for you.
Right now, I want you all to be good doobies and put on your thinking
caps, because we're going to be talking about a new book called "The
Beginning of Infinity: Explanations that Transform the World." It's by
David Deutsch, who's also the author of "The Fabric of Reality", in
which he details his theory of everything. Yes, this is a man who
covers a lot of ground. David Deutsch, thank you very much for joining
us.

David Deutsch: Hi, David. Thanks for inviting me.

Lazarus: It's interesting when you look at the title of this book,
"The Beginning of Infinity." You might think it has some sort of
spatial or chronological meaning, but you're describing more a
journey. Tell us about that journey.

Deutsch: It's primarily the beginning of an infinity of knowledge.
That is to say, we're only just scratching the surface of what is
possible for thinking beings like ourselves to understand. And there's
an intimate link between understanding nature and controlling it. So,
in fact, among other things, there is a spatial implication. We are
going to spread out across space and throughout time, but the main
thing is that we're going to spread out across the space of ideas, and
the message of the book is that there is no fundamental limit to what
we can understand and explain.

Lazarus: One thing that's very interesting here is that you make a
very sharp distinction about saying that it is not so much that we are
pursuing truth or knowledge, but rather that we are pursuing
explanations, good explanations, for what's around us. What's the

http://www.scpr.org/programs/airtalk/2011/09/19/20721/infinity-book


difference?

Deutsch: The only reason that one might avoid the words "truth" and
"knowledge", which I don't, is that they have traditionally been given
very irrational meanings. Knowledge has been defined as "that which
you know for certain" and that sort of thing, and that's not
available. But if, like the philosopher Karl Popper (whom I sort of
follow in these matters), you define knowledge as just being true and
useful information, then we certainly can gain knowledge. But an
explanation, to me, is a statement about reality. And a good
explanation is a statement about reality that accounts for something
and is hard to vary while still accounting for it. And that, I think,
is the key difference between science and pre-scientific ways of
trying to understand the world, such as faith or myth.

Lazarus: I notice how artfully you just phrased that, of the "non-
scientific ways". And in your book, it's much the same: you do address
creationism briefly, you do address intelligent design briefly, but
you don't really get into the tension between faith and science. And
yet the undercurrent of your work seems to be a very cunning broadside
against religion, because that would seem to qualify as what you call
in your book a "bad explanation", or a bad philosophy. "Bad" only
insofar as it doesn't provide a good, rational, substantial
explanation for things.

Deutsch: Yes, well, I'm only interested in criticizing religion and
such-like things as explanations of, for example, the adaptations in
living things. Religion may have other uses, such as cultural ones,
which I have no real objection to. And as for "broadside", I think
that's not quite the right word, because I made a decision even before
I wrote my first book, that it's just going to take too much time to
address all the reasons why all the wrong theories are wrong, and I'd
rather make progress, because it's making progress that is really
convincing to people. You never really convince people of anything by
proving to them that their current ideas are wrong. They have to have
somewhere to jump to, somewhere which is better by their own lights
than their existing place. And therefore I want to show what I
consider to be the true situation of the universe and our place in it,
and let people decide for themselves how they will change from
mistaken views which have held us back.



Lazarus: Mr. Deutsch, I'm going to read a little excerpt from the New
York Times review of your book, in which David Albert writes, "It
hardly seems worth saying (to begin with) that the chutzpah of this
guy is almost beyond belief, and that any book with these sorts of
ambitions is necessarily, in some overall sense, a failure, or a
fraud, or a joke, or madness. But Deutsch (who is famous, among other
reasons, for his pioneering contributions to the field of quantum
computation) is so smart, and so strange, and so creative, and so
inexhaustibly curious, and so vividly intellectually alive, that it is
a distinct privilege, notwithstanding everything, to spend time in his
head." And yet that "notwithstanding everything" is a key phrase here,
because he goes on to shoot down some of the things you say.

Deutsch: Yes. David Albert and I have had many debates on these
issues, and I could almost use the same words about him. He's a great
iconoclast. One of the themes that he particularly disputes was the
many-universes interpretation of quantum mechanics, of which I'm a
proponent --

Lazarus: And just for everyone playing at home, that means there's an
infinite number of parallel universes out there, and things are
happening all the time.

Deutsch: That's right, and there are many instances of ourselves
having this conversation and slightly different conversations. Our
idea is that this follows inexorably from our deepest theory of
physics, namely quantum theory. But only a minority of physicists
believe this. The thing about David Albert is that he's the only
physicist I know who was once a proponent of this and has then changed
his mind.

Lazarus: What I don't understand is, you write in the book about the
importance of developing a good explanation for things, and yet, when
we talk about the multiverse and these parallel worlds and what-not, I
have no way of challenging you, nor do I have any way of challenging a
person of faith when they say that God created the world in seven
days.

Deutsch: Oh, the difference is quite profound. The thing is that the



parallel universes interpretation is really just the statement that
quantum theory is a description of reality, and isn't to be argued
away as some kind of illusion or just a description of how we perceive
the world. It's not a description of humans, human minds, human
experiences, but the equations literally describe the world. So, in
that sense, it is purely a scientific theory, and the objection to it
is purely a bit of bad philosophy. It's the same bad philosophy that
says that fossils are not evidence of dinosaurs, because no one has
ever seen dinosaurs. You might as well say that you couldn't challenge
a paleontologist, because he cannot prove that there ever were
dinosaurs and you can't prove that there weren't. The logic of the
denial that quantum theory is true is the same as the logic of the
denial that evolution is true. The psychological motivations may be
different, let me hasten to add, but the logic is the same.

Lazarus: But do we have the same record of proof that paleontologist
would be able to offer up for the theory of evolution (moreover that
there were brachiosauruses and what not tromping all over the place at
one time)? Because he can hold up the bones, he can hold up the
fossils, he can say, "There, in your face, dude."

Deutsch: Yes. You see, the thing he's holding up isn't dinosaurs, and
the thing that I'm holding up, namely interference phenomena, isn't
parallel universes. But in both cases, the dinosaurs and the parallel
universes, respectively, are the only known explanations of those bits
of evidence. When I say "explanations" I mean "accounts of reality".
That's the sense in which I mean the logic is the same.

Lazarus: Your questions or comments for David Deutsch, author of "The
Beginning of Infinity" are very welcome. Don, calling from Costa Mesa,
welcome to the program.

Don: Hi, good morning. I'm curious what your guest thinks about, I've
always wondered about, what is the ontological status of ideas?

Lazarus: Are you talking about creativity, Don?

Don: No. In what sense do ideas exist?

Deutsch: I argue in the book that all sorts of abstract entities, like



numbers and indeed ideas, do exist objectively. The argument for that
is that the causal effects of ideas are independent of the physical
substrate in which they're instantiated. For example, the ideas that
I'm telling you now begin as sort of electrical charges in neurons in
my brain, and then get translated into vibrations in air, and then
electrical vibrations in copper wires, and so on, but the effects that
they have have nothing to do with copper or air. You couldn't deduce
them from any amount of study of copper or air. The thing that is
having the causal effect and will make you now do one thing rather
than another, perhaps buy my book or whatever, is contained in the
information, in the knowledge, which is an abstraction. It isn't the
atoms that are making you do it. It's not the atoms that are now
hitting your ear that are having that effect, it's the information
that is embodied in them.

Lazarus: Back in college we used to get high and talk like this.
You're making a living out of it.

Deutsch: (Laughs) Yes, well, it's a matter of whether one is critical.
The ideas always come by an undirected variation of existing ideas,
and it could be that that's what getting high is. But what makes the
difference between making progress with it and not making progress is
the criticism afterwards.

Lazarus: You're also defining an almost organic process, this
generation of ideas, this perpetuation of progress, and you are indeed
a very optimistic person. In your book, you do write that problems are
inevitable, but you also write that problems are soluble. And yet, you
focus on the European Enlightenment as one of those signal moments in
mankind's history where things sort of kickstarted to a whole other
level. Why did we see that one moment? Why aren't we seeing a steady
progression of ideas as opposed to this one sudden flurry of ideas?

Deutsch: Perhaps I understated what the Enlightenment was. I think the
reason why the Enlightenment is a sort of one-off idea is that it is
the *beginning* of infinity. It's not that everything happened at that
time. In fact, scientific progress is happening much faster now than
it did at the height of what is called the Enlightenment in the 18th
century. But what changed between the 18th century and the whole of
human history before that, apart from a few attempted Enlightenments



that very tragically failed, is that they found a way of making
sustained progress and of having a tradition of criticism. For most of
human history, those are two opposing concepts. Tradition is usually
about preventing change and preventing criticism. But this magical
thing, a tradition of criticism, if it can be stabilized, and it only
has been stabilized once in history, at the time we call the
Enlightenment, is the beginning of an open-ended creation of
knowledge, exponentially growing, indefinitely.

Lazarus: Prior to the enlightenment, in the so-called Dark Ages, was
it a matter of us not having this criticism around us, or was it a
matter of something holding it back -- that something, more than
likely, the Church?

Deutsch: I think the external manifestations of repression which hold
back the growth of knowledge are only ever a secondary effect, a sort
of tidying-up effect, tidying up the few ideas which manage to get
through the primary effect, which is cultural. It's not that there
were all sorts of ideas bristling up like they are today, but that
were then being suppressed. For the most part, it's that people were
not having ideas. They did not think that problems were soluble. They
thought that the situation of the world as the saw it was inevitable
and unchangeable, and they thought that the only route to betterment
was a supernatural one, and couldn't happen on Earth anyway. So,
that's the difference.

Lazarus: Dave, calling from Costa Mesa, welcome to the program.

Dave: Back in ancient times, Indians thought, or some civilization
thought, that eclipses were caused by God, that that was the best
information they had. So, your theories don't necessarily mean that
they are true, because obviously you're working with the information
you have. So, do you agree that you may be way off if new information
comes up?

Deutsch: Not only do I agree, I insist on that. The whole point of the
beginning of infinity, in other words, that unlimited improvement is
possible, is that even things that we consider incontrovertibly true
today are eventually going to be improved upon. Not all of them; we
don't know which ones will and which ones won't, but there will be



things that we consider incontrovertible today that will be improved
upon tomorrow. In science, we have examples of this all the time.
Cosmology has recently discovered that the expansion of the universe
is accelerating, and only a few years ago, the debate was whether the
universe was going to re-collapse or expand forever without
accelerating. That it might accelerate was simply not in the cards. So
a whole new kind of explanation was needed, and that gives us a whole
new conception of cosmology.

Lazarus: We've only got about one minute left, but based on your
thinking that all problems are soluble, even if we don't see the
solution readily, does that mean that we will save the environment,
that we will save the planet, that we will harness alternative
energies, that we will fly to other planets?

Deutsch: Yes. It means that we can do this if we chose to (if we want
to), and if we do it the right way, which is to understand that such
improvements are caused by the growth of knowledge. We need to
maximize that at the expense of parochial details that might obsess us
in the moment.

Lazarus: Gosh, you make it sound so easy.

Deutsch: (Laughs) Very hard.

Lazarus: And in the multiverse, I assume there's a conversation just
like this going on in which I am actually showing my deep fluency in
quantum mechanics right now.

Deutsch: There is.

Lazarus: Fantastic. I knew I could do that somewhere. David Deutsch is
the author of "The Beginning of Infinity: Explanations that Transform
the World." He's also the author of "The Fabric of Reality." Mr.
Deutsch, thank you so much for joining us.

Deutsch: Well, thank you. It's been fun.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Food Fads
Date: January 8, 2012 at 4:05 PM

On Jan 8, 2012, at 7:24 AM, Jason wrote:

Heart attacks and triglycerides were just an example, the details of
which aren't that important. It was intended as an example of:
"Problems are inevitable."

Agreed so far.

TCS-Coercion seems to be a go-to explanation whenever people have
problems, which seems like a mistake. TCS-Coercion is quite often an
easy-to-vary explanation for easy-to-vary results. In that way, it
reminds me of religion, "all have sinned..." as an explanation for
every evil that people encounter.

There are specific things that parents in our culture very commonly heavily TCS-
coerce over. They include:

- tooth brushing
- playing with fire
- bed times
- food
- school attendance, homework and grades
- going to college, getting a "good job", marrying, making grand kids
- politeness
- leaving toy stores and other places when the parent wants to leave, but the child 
doesn't
- seat belts
- sharing
- gender roles
- various stuff related to sex
- money
- cleaning (e.g. one's room, being tidy, making the bed)
- chores



But they do not include everything!

If you pick one of these, say bed times, it is not the case that all parents TCS-
coerce over the issue in the same way. Nor do they get the same results.

Some parents leave their baby to "cry it out". Others try to get him to fall asleep 
by over-feeding with warm milk. Others leave the baby in the crib for too long 
after he wakes up and wants to go elsewhere.

Some parents enforce strict bed times like 8pm for many years (often gradually 
increasing as the child gets older). Others enforce strict wake up times. Others 
both. And there's curfews, too.

Some will "allow" the child a few days of "freedom" in order to "teach him a 
lesson" when, without any useful parental help, and given his first chance at 
controlling his sleeping, and perhaps aware this is highly temporary so he doesn't 
have time for gradual exploration ... the child messes up and the parent says "I 
told you so".

As much as parental coercion over sleeping varies, so do children's coping 
methods.

Some are compliant to avoid fighting with their parents. Some are rebellious to 
stand up for themselves. Some find the parentally imposed 
bedtimes/rules/whatever happen to work reasonably OK for. Others find the 
parentally imposed control works very badly for them. Often it's a mix.

There is nothing I can do to change the huge variability in bed time TCS-coercion 
that parents do, and bed time coping strategies, and in the results people get. Yet 
there remains a common theme that bed time coercion is commonplace, and it's 
commonplace that whatever the result is, it's irrational (meaning: not very open to 
error correction, entrenched, hard for the person to change later). And there is a 
common theme that, reliably, the children grow up to be parents who coerce their 
own children over bedtime (not necessarily in the same way, just in some way).

Do you still object?



Similarly, for example, TCS-coercion by parents regarding eating sugar is 
ubiquitous. The details vary, and the rationalizations vary, but there are some 
common themes which are consistent among a great many people, e.g. parents 
exercising control over children's eating of sugar, and this having a sufficiently 
lasting effect.

By the way, does it really have a lasting effect? Yes! These TCS-coerced children 
grow up to do the same things to their children. Effects normally last a lifetime. 
And the effects cover more than just their parenting behavior: it also affects their 
own behavior regarding eating and other things.

I really do think Elliot's three rules are the right starting point
for eating. However, following those three rules problems are (still)
inevitable. Maybe a problem is encountered because of prior TCS-
coercion. Maybe because of biological predisposition to liking certain
foods that weren't available in large quantities until very recently.
Maybe because food prices or a person's available income to spend on
food changes. Maybe because the person has a disease or injury in a
particular organ. Maybe some other reason we haven't thought of.

I agree with the principle here. I think it's a good point.

Detecting and solving such problems are not necessarily "food fads,"

But we weren't discussing rationally detecting and solving such problems. The 
topic was common cultural stuff.

For example, stuff like the Atkins diet, or "eat balanced meals", or Weight 
Watchers, or the hatred of sugar, or fear of microwaves, is not rational problem 
solving.

Our culture in general is not trying to rationally detect, address, or solve such 
problems. Instead, it creates food fads and other nonsense, and often backs 
them up with the authority of scientism, as well as, commonly, the authority of 
parents over children. (Also, e.g., the authority of Government -- acting largely on 
behalf of popular opinion, I think -- over public schools over what school lunches 



many children are allowed.)

though that remains a possibility to guard against. There is always
the possibility to make errors in attempting to solve a problem that
are worse than the original problem, and this sometimes happens with
food, and sometimes it happens because of cultural memes.

That shouldn't stop one from trying to address the problem(s) one
encounters that are reasonably attributed to diet.

That shouldn't cause one to hold the three rules as necessarily
correct for all people at all times.

Yes but I want to highlight the difference between:

1) trying to address such issues rationally, yourself.

2) listening to the nonsense advice on the topic, which is popular in our culture 
("food fads"), and thinking that is true

Note that (1) is rather hard if you're doing this way in advance of your culture 
(which is the situation today), so most people have no idea what you're talking 
about and the available information about the topic is largely useless. I wasn't 
speaking to how to do that, and I don't particularly recommend it (because I think 
that effort is better spent in other areas like parenting, relationships, or personal 
improvement along the lines of being more responsible and autonomous and 
better in control of one's life).

Also, most purported attempts to do (1) will actually be an excuse for deviating 
from my guidelines in favor of food fads.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 8, 2012 at 5:05 PM

On 1/8/2012 2:21 PM, Steve Push wrote:
On Jan 8, 7:41 am, Alan Forrester
<alanmichaelforres...@googlemail.com>  wrote:

So is induction just arriving at a conjecture partly by an argument involving 
individual instances? 

That's my understanding.

I think that this idea on its own - that a reasoning process may have some kind of 
"observe individual instances" step that precedes some kind of "make general 
statement" step - isn't problematic, but is not much more helpful than saying "we 
arrive at conclusions by thinking." It's really just a definition. Proponents of 
induction make additional claims, such as:

* Reasoning processes *must* include an "observe instances" step, else the truth 
of the conclusion is unknowable (or just false).
* Reasoning processes must *begin with* an "observe instances" step. 
Observations can be made ex nihilo, and so induction can lead to conclusions ex 
nihilo.
* Even though observations can't guarantee the truth of a conclusion, observing 
*more* instances causes the process to yield a true conclusion more frequently.
* Observations have inherent value; it is inherently worthwhile to make as many 
observations as possible.
* When deciding between two ideas, the one that observed more instances in the 
argument arriving at it should be preferred.
* Induction states which observations it is valid to make.
* Induction states which general conclusions it is valid to draw from observations, 
and/or defines a process for determining this.
* Induction states which observations do or do not support a particular 
conclusion, and/or defines a process for determining this.
* The probability of a theory is meaningful, because it is a function of the 
probability of the observations that led to it.

This isn't an exhaustive list, and some claims overlap. Add any claim you know 
(that you'd make, or that others have made) that has content beyond "induction is 
any process that involves observing individual instances prior to making a general 



statement."

If you don't agree with any of the claims on the list, then it would seem that this is 
indeed an issue of terminology. But if you do, then as Alan says, we have a more 
substantive disagreement, and we should focus on that.

Is there anything more to induction, like saying that an idea has been 
confirmed or made more probable or something like that using individual 
instances?

According to my understanding of statistical analysis, larger sample
sizes reduce the likelihood that the observations were the result of
chance alone.

I'm not sure whether I agree with that statement, but supposing it's true for now: 
Do you agree that while larger sample sizes may eliminate the role of 'chance,' 
they do not eliminate systemic error - that the observations may be of the wrong 
instances or wrong properties, due to the observer making a mistaken choice to 
observe them - and that the truth of the conclusion will depend on there being no 
errors of any sort, be they 'chance' or systemic?

Do you agree that there are an infinite number of ways the observer could make 
a systemic error?

(If you don't agree with either step, my followup question is: why not?)

As such, do you think that "the likelihood that the observations were the result of 
chance alone" has any bearing on the likelihood that the conclusion is true, and 
thus that the sample size has any bearing on the likelihood that the conclusion is 
true?

- Richard

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 8, 2012 at 6:21 PM

On Jan 8, 9:21 am, Steve Push <stephen.p...@gmail.com> wrote:
According to my understanding of statistical analysis, larger sample
sizes reduce the likelihood that the observations were the result of
chance alone.

In the absence of an underlying theory explaining why future
observations will be from the same sample space as the past
observations, I think this is just a more sophisticated version of the
inductivist view that the future will probably resemble the past.
After
all, as David points out on page 7 of BoI, before the year 2000, there
was a very large sample size of calendars displaying a year number
beginning with '19'.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Universal Healthcare
Date: January 9, 2012 at 12:58 AM

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

-- Logic: Morality?

(lets try not to bring in the idea of health insurance, unless
absolutely necessary.)

--Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universal Healthcare
Date: January 9, 2012 at 1:13 AM

On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; their wealth 
is taken against their will.

See Ayn Rand.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Popper's conjecture/criticism method
Date: January 9, 2012 at 1:35 AM

On Jan 8, 12:24 pm, Rami Rustom <ramir...@gmail.com> wrote:
All people think (and thus learn) by the Popperian conjecture/criticism
method. Even children.

Below is a true story:

Two siblings of age 4 years and 2.5 years live in a western country. They
go on a trip to an Islamic country and they hear the call to prayer being
said loud on speakers (which doesn't happen where they live).

The older sibling is interested in this difference, this error, i.e. an
interesting problem.

The 4 year old conjectures:

I think god here is different than god there.

The 2.5 year old criticizes:

I think they are the same.

So how does the mind do this conjecture/criticism method?

As David Deutsch eludes to in a TCS article regarding how he thinks,
conjectures should be very random. _Creativity and Untidiness_:
http://www.takingchildrenseriously.com/node/95

So the unconscious is responsible conjecturing a thought and in this
phase, irrationality is acceptable and unavoidable. This step is very
chaotic. This is good and very necessary.

-- Then the unconscious serves the thought up to the conscious.

The conscious is responsible for criticizing and in this phase
rationality is necessary. This step is more ordered, although its not
necessary to be extremely ordered. Why? Because other people will be

http://www.takingchildrenseriously.com/node/95


providing more criticisms. And it would be bad to try to be too
ordered because it might keep you from presenting your conjecture to
the world, in which case other people would not be able to provide
criticisms, which is bad. But why do we want criticisms? Because
criticisms reveal errors. But why do we want errors? Because errors
are learning tools, i.e they cause more learning.

Lets define it more clearly:

1. The unconscious is responsible for creating conjectures (which
includes conjectured-criticisms) and in this phase, irrationality is
acceptable and unavoidable. This step is very chaotic.

-- Then the unconscious serves the thought (a conjecture or a
conjectured-criticism) up to the conscious.

2. The conscious is responsible for criticizing the thought, and in
this phase, rationality is necessary. And if the thought is a...
* conjecture, then the conscious should not attempt to limit entropy.
This step is chaotic but [by its nature] is less chaotic than compared
to step 1.
* conjectured-criticism, then the conscious should attempt to limit
entropy [but not too much]. This step is more ordered.

So the conscious should maximize [as much as possible] the entropy in
2a and minimize [not too much] the entropy in 2b.

And about the term *phase*. It could be replaced with *step*, but
*step* seems to suggest that it is instantaneous, i.e. one connection,
i.e. one thought whereby *phase* allows for longer periods of time,
i.e. thought trains. I think *phase* is more accurate than *step*.

---

So this is the mind's method of learning [thinking], it is Popper's
conjecture/criticism method. And what we do on this site is the same
thing, just on a larger scale, i.e. with another level of emergence.

Within this site, we are in a bubble. Inside the bubble we are
creating knowledge using the same method that our own minds use. We



have 125 people here. Thats 125 minds conjecturing and criticizing in
unison. So this site is a mind, a *societal mind* whose power is equal
to 125 single minds.

But outside this bubble, not much is going on. 6,000,000,000 people
that are not working in unison. Not much knowledge is being created
outside this bubble.

So what if we could increase the power of our societal mind? What if
we had a societal mind whose power was equal to 1,000 minds, or
1,000,000 minds?

Any ideas on how to do that?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Joke evolution/creation!!!
Date: January 9, 2012 at 2:02 AM

Today I read the some of the Culture chapter of BoI and learned about
how jokes evolve.

And then I heard a new joke from my uncle and I knew how to explain
its evolution/creation by Deutsch's explanation.

So my uncle and I were talking about bad design in the google android
development sdk.

He said, its like reaching your right hand over your head to your left
ear and circling your head 3 times before... and then I was on the
floor laughing... I was so loud that he couldn't even finish the joke.

So when I finally stopped laughing, I explained the joke evolution/
creation thing and he said that he created the *3 times around the
head* part.

And this joke is so funny that I'm sure it will replicate. Here I am
doing it now.

I bet none of you will forget this joke until the day you die.

I wonder how many other people will learn this joke.

I guess it will continue to the end of the human race.

Hmm. Does the human race necessarily have to end?

Does our universe necessarily end with a Big Crunch?

--Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 9, 2012 at 3:18 AM

On Jan 7, 10:03 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 5:18 PM, Josh Jordan wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:
What we know about animals is their nerve fibers transmit signals to the 
brain, the brain does some computation, and the animal does some 
behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive argument 
regarding animal pain?

Elliott, I also would like to see your response to the comment &
question at the end of Stephen's post, which was not quoted in your
reply. For your convenience, I reproduce it here:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
I have no doubt someone could design a computerized robot that acted
as if it were in pain.  The difference is that the robot has no
structures that are homologous with humans’. [...]  If you
saw an injured animal writhing would you not try to
alleviate its suffering?

Some animals have a nervous system similar to humans, have things we could 
reasonably call pain nerves and pain signals, and have brains.

That is enough similarity to say they "feel pain" in one sense.



But it does not mean they suffer, have a preference not to feel pain, don't want 
to "feel pain", want or don't want anything at all, think in the human sense, have 
an inner life in the human sense, can be sad or unhappy, etc...

Animals have large differences from humans (in particular, their brains run very 
different software which does not create knowledge, does not guess and 
criticize). This difference is highly relevant to issues like whether animals *mind* 
when their nerves send pain signals, or *want* or *prefer* not to have those 
nerve signals sent.

People often think animals "act like they mind" being in pain. This is often naive. 
The animals perform genetically coded behavior which is evolved according to 
selection pressure. In general this means doing actions to prevent or avoid pain 
nerve signals, because those nerve signals somewhat reliably correspond to 
poor survivability, having less offspring, etc.

If I am wrong about this, simply pointing at animals "writhing in pain", or 
performing other behaviors, does not demonstrate that I am wrong. The 
observed behavior is (at least prima facie, pending some sophisticated 
argument) compatible with the explanation that it's genetically coded and has 
nothing to do with animals having preferences, opinions, emotions, choices, 
etc...

There is an important distinction to draw between

1) having pain nerve signals
2) having a preference not to have them, and therefore suffering

The robot example is intended to clearly have (1) but not (2), and thus illustrate 
the point that (1) does not imply (2), and (1) cannot be used as an argument that 
animals have (2).

Maybe it's hard for people used to thinking of silicon as different from organic 
things (but organic just means it has carbon!). Animal brains, human brains, and 
silicon computers are all universal turing machines (running different software). 
In all cases what happens is information is sent to a universal classical 
computer. What makes it a pain signal is what function it serves, what 
computations are done on it, and, if applicable, perhaps what opinions about it 
one has.



There is also a difference between

1) a entity doing "pain aversion" behaviors like pouring water on a burned hand 
because it has an opinion that it dislikes its hand burning and wants to cool it 
down

2) a entity doing "pain aversion" behaviors like pouring water on a burned hand 
because it is controlled by  programming which determines that it do this 
(whether it's Objective-C, Java, or the stuff animal genes do).

Humans do (1) but my robot example does (2). The robot illustrates how 
something can look similar to (1) overtly (all the words are the same most for 
most of the sentence), but not be doing (1).

(2) isn't really pain aversion, as hopefully the robot case illustrates. The same 
overt behavior (pour water on burned thing that sends information about the 
damage) can have different internal causes and does not imply any of the stuff 
under debate.

I think many people are so used to thinking of animals as semi-human that they 
forget the bare facts we actually know are things like "information is sent from 
nerves to brain" or "animal moves limbs, in a way that seems designed to 
prevent further nerve signals, for some reason which we cannot actually 
observe". In other words, the actual observations of animals match the robot, 
but people strongly believe the internal mechanisms must be nothing like the 
robot, and further many people strongly believe they have *clearly observed*, 
uncontroversially, things like "an animal writhing in pain, and suffering and trying 
to get rid of hated pain". They may forget that that is a heavily *interpreted* 
observation, not what they actually observed. What they actually observed looks 
quite similar to what we could easily make a robot do.

Another thing people commonly forget, or don't know, or don't think about in this 
context, is that all *all data requires interpretation to have any meaning*.

(Physical) pain is just data (information) unless something thinks about it.

And it's only psychologically bad for that thing if that thing interprets it as bad, 
rather than good or neutral

Not all interpretations are equally good. Maybe some events are correctly 



interpreted as bad, unpleasant, distressing, suffering, etc... That's fine.

However, if something can't interpret -- if it doesn't think about the meaning of 
the information it has -- then this doesn't even apply.

Interpretation in this sense is done by guesses and criticism. It coincides with 
being a universal knowledge creator. Which animals aren't and humans are.

I have an explanation about the difference between humans and non-
humans and why we can experience distress while they don't. Recapping
from before, pain is pain, while distress is pain plus a preference
for not having it, i.e. suffering.

Human minds have ideas that, if bad ones, can *haunt* us, and this
*is* distress. These ideas are stored in our harddrives, i.e. our
knowledge networks.

Our knowledge is of 3 types, situations, rules, and logics. This
knowledge is structured in a network, which is a mathematical
abstraction of our brains, i.e. a level of emergence above our brains.
So this mathematical abstraction is an N-dimensional space composed of
points, vectors, and superstructures; i.e. situations, rules, and
logics.

And non-humans have harddrives too. But their harddrives are setup as
unstructured knowledge sets. They have points and vectors, but no
superstructures. So their knowledge sets are not networked because the
vectors [rules of thumb] don't connect to each other.

Superstructures get processed in the mind over and over again. This
happens while we think, while we learn. Its happening because the mind
is applying the conjecture/criticism method.

Mind with unstructured knowledge sets don't process that way. They
don't process over and over again. They don't apply the conjecture/
criticism method.

Ideas are superstructures; these can cause distress. But points and
vectors can't cause distress. Why? Because they don't *haunt* the non-
human, i.e. the points/vectors don't get processed in the mind the way



superstructures do.

Superstructures get processed over and over again. If they are bad
[irrational] superstructures, then things like anxiety attacks can
happen because those ideas can cause downward spiral effects. But
points and vectors don't get processed over and over again in non-
humans [nor in humans]. If they are bad [incorrect] vectors, anxiety
attacks are not possible because they can't cause downward spiral
effects.

Therefore, distress is only possible within a mind whose knowledge
structure is a network. Distress is not possible within a mind whose
knowledge not networked and instead is a plane knowledge set.

So to recap, I'll ask some questions as criticisms. Humans have many
emergent properties that seem to result from ideas. So can non-humans
experience...

-- anxiety attacks?

-- love?

-- laughing?

--Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Improving BoI's Wikipedia entry
Date: January 9, 2012 at 3:39 AM

Errors are inevitable, and the Wikipedia entry on BoI [1] provides
several good illustrations of this.

For instance, it says, "Deutsch sees quantum superpositions as
evidence for his many worlds quantum multiverse..." But actually,
interference phenomena are the evidence. And the many-universes theory
isn't Deutsch's.

It also says, "Knowledge here consists of information with good
explanatory function that is resistant to falsifiability," (whatever
that means), without ever mentioning that a good explanation is hard
to vary.

It has been said that "error-correction is the beginning of
infinity." [2] In that spirit, we should feel free to improve this
article.

[1] Wikipedia (2012-01-08 13:45 UTC) The Beginning of Infinity
http://en.wikipedia.org/w/index.php?
title=The_Beginning_of_Infinity&oldid=470256382
[2] Deutsch, David (2011-07-21). The Beginning of Infinity:
Explanations That Transform the World (p. 140). Penguin Group. Kindle
Edition.

-- 

http://en.wikipedia.org/w/index.php?title=The_Beginning_of_Infinity&oldid=470256382


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Universal Healthcare
Date: January 9, 2012 at 6:29 AM

On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

-- David Deutsch

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Universal Healthcare
Date: January 9, 2012 at 8:04 AM

On Jan 9, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; their 
wealth is taken against their will.

But this implies that all taxes are wrong. Are they all wrong?

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Universal Healthcare
Date: January 9, 2012 at 8:08 AM

On Jan 9, 5:29 am, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

No we can pay for it too. My conjecture should have been:

I think everyone should have the option for free healthcare.

And that medical practices compete with each other for our business.
And the government pays for it.

--Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Universal Healthcare
Date: January 9, 2012 at 8:23 AM

On 9 Jan 2012, at 13:08, Rami Rustom wrote:

On Jan 9, 5:29 am, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

No we can pay for it too. My conjecture should have been:

I think everyone should have the option for free healthcare.

And that medical practices compete with each other for our business.
And the government pays for it.

What would they compete for?

Alan

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Universal Healthcare
Date: January 9, 2012 at 8:32 AM

On Mon, Jan 9, 2012 at 7:23 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 9 Jan 2012, at 13:08, Rami Rustom wrote:

On Jan 9, 5:29 am, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

No we can pay for it too. My conjecture should have been:

I think everyone should have the option for free healthcare.

And that medical practices compete with each other for our business.
And the government pays for it.

What would they compete for?

Well I was trying to explain that there would not be any assigned
situation like public school in America.

Anyone can go anywhere for healthcare. Or should there be a subset of
healthcare practices that except government money.

Hmm. Now I just remembered something from the other forum
(rational-politics-list@googlegroups.com). I'll paste it here:

----------------
On Jan 7, 2012 1:31 PM, "Elliot Temple" <curi@curi.us> wrote:



http://news.ycombinator.com/item?id=3437716

So coercion laws that circumvent voluntary action are bad because they cause:

-- *us vs them* situations rather than a *me vs you* situation. And
these are created by logic-of-situation knowledge. And then this
knowledge is replicated via memes.

-- *dependencies* which serve to throw off the equilibrium of an
individual's mind. A mind can not be rational when it is dependent.
-------------

So is my healthcare conjecture a coercion law? If so, does it cause an
*us vs them* situation?

--Rami

-- 

http://news.ycombinator.com/item?id=3437716


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Universal Healthcare
Date: January 9, 2012 at 8:34 AM

On 9 Jan 2012, at 1:08pm, Rami Rustom wrote:

On Jan 9, 5:29 am, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

No we can pay for it too. My conjecture should have been:

I think everyone should have the option for free healthcare.

So ... in the case of taxpayers, when they become sick and decide to take up 
their option to have free health care, the taxes they have paid towards health care 
would be refunded?

-- David Deutsch

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Universal Healthcare
Date: January 9, 2012 at 8:45 AM

On 9 Jan 2012, at 13:32, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 7:23 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 9 Jan 2012, at 13:08, Rami Rustom wrote:

On Jan 9, 5:29 am, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

No we can pay for it too. My conjecture should have been:

I think everyone should have the option for free healthcare.

And that medical practices compete with each other for our business.
And the government pays for it.

What would they compete for?

Well I was trying to explain that there would not be any assigned
situation like public school in America.

Anyone can go anywhere for healthcare. Or should there be a subset of
healthcare practices that except government money.

In order to provide healthcare, resources have to be used. If a person can decide 
what resources he will assign to his own healthcare then doctors could compete 
for those resources. If any resources are spent by the government then the 
healthcare provider will be competing at least in part to satisfy the government, 



not to satisfy the people being treated.

Hmm. Now I just remembered something from the other forum
(rational-politics-list@googlegroups.com). I'll paste it here:

----------------
On Jan 7, 2012 1:31 PM, "Elliot Temple" <curi@curi.us> wrote:

http://news.ycombinator.com/item?id=3437716

So coercion laws that circumvent voluntary action are bad because they cause:

-- *us vs them* situations rather than a *me vs you* situation. And
these are created by logic-of-situation knowledge. And then this
knowledge is replicated via memes.

-- *dependencies* which serve to throw off the equilibrium of an
individual's mind. A mind can not be rational when it is dependent.
-------------

So is my healthcare conjecture a coercion law? If so, does it cause an
*us vs them* situation?

That is one possible effect of a law mandating that the government should pay for 
healthcare through taxation.

Alan

http://news.ycombinator.com/item?id=3437716


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Universal Healthcare
Date: January 9, 2012 at 8:48 AM

On Mon, Jan 9, 2012 at 7:34 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 9 Jan 2012, at 1:08pm, Rami Rustom wrote:

On Jan 9, 5:29 am, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

No we can pay for it too. My conjecture should have been:

I think everyone should have the option for free healthcare.

So ... in the case of taxpayers, when they become sick and decide to take up 
their option to have free health care, the taxes they have paid towards health 
care would be refunded?

Refunds? I never thought about that cause it doesn't exist in tax law
now. But I like it yes. Refunds please.

And for the school portion of realestate taxes. (but lets not go here yet).

--Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Universal Healthcare
Date: January 9, 2012 at 8:57 AM

On Mon, Jan 9, 2012 at 7:45 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 9 Jan 2012, at 13:32, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 7:23 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 9 Jan 2012, at 13:08, Rami Rustom wrote:

On Jan 9, 5:29 am, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

No we can pay for it too. My conjecture should have been:

I think everyone should have the option for free healthcare.

And that medical practices compete with each other for our business.
And the government pays for it.

What would they compete for?

Well I was trying to explain that there would not be any assigned
situation like public school in America.

Anyone can go anywhere for healthcare. Or should there be a subset of
healthcare practices that except government money.

In order to provide healthcare, resources have to be used. If a person can 



decide what resources he will assign to his own healthcare then doctors could 
compete for those resources. If any resources are spent by the government 
then the healthcare provider will be competing at least in part to satisfy the 
government, not to satisfy the people being treated.

Let me reword what you are saying. There are two resources that
healthcare providers would be competing for:
1-- individuals money for individuals who chose to use their own resources.
2-- government money for individuals who chose not to use their own resources.

So what is wrong with that? Is it that the government will have extra
coercive laws for the government-paid care vs privately-paid care? If
so, this seems troubling. Extra coercive laws for one #2 but not for
#1. Is this what causes the *us vs them* situation? Can this be
ameliorated with an offset?

Hmm. Now I just remembered something from the other forum
(rational-politics-list@googlegroups.com). I'll paste it here:

----------------
On Jan 7, 2012 1:31 PM, "Elliot Temple" <curi@curi.us> wrote:

http://news.ycombinator.com/item?id=3437716

So coercion laws that circumvent voluntary action are bad because they 
cause:

-- *us vs them* situations rather than a *me vs you* situation. And
these are created by logic-of-situation knowledge. And then this
knowledge is replicated via memes.

-- *dependencies* which serve to throw off the equilibrium of an
individual's mind. A mind can not be rational when it is dependent.
-------------

So is my healthcare conjecture a coercion law? If so, does it cause an
*us vs them* situation?

That is one possible effect of a law mandating that the government should pay 

http://news.ycombinator.com/item?id=3437716


for healthcare through taxation.

Could this effect be ameliorated with some sort of offset?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Improving BoI's Wikipedia entry
Date: January 9, 2012 at 9:01 AM

On Jan 9, 2:39 am, Josh Jordan <therealjoshjor...@gmail.com> wrote:
Errors are inevitable, and the Wikipedia entry on BoI [1] provides
several good illustrations of this.

For instance, it says, "Deutsch sees quantum superpositions as
evidence for his many worlds quantum multiverse..." But actually,
interference phenomena are the evidence. And the many-universes theory
isn't Deutsch's.

It also says, "Knowledge here consists of information with good
explanatory function that is resistant to falsifiability," (whatever
that means), without ever mentioning that a good explanation is hard
to vary.

It has been said that "error-correction is the beginning of
infinity." [2] In that spirit, we should feel free to improve this
article.

[1] Wikipedia (2012-01-08 13:45 UTC) The Beginning of 
Infinityhttp://en.wikipedia.org/w/index.php?title=The_Beginning_of_Infinity&o...
[2] Deutsch, David (2011-07-21). The Beginning of Infinity:
Explanations That Transform the World (p. 140). Penguin Group. Kindle
Edition.

I just read on wikipedia that:
David Albert, a philosophy professor at Columbia University, has described the 
book in a New York Times review as exhilarating but flawed.[5] Doug Johnstone 
writes in The Independent that Deutsch's "examination of the multiverse theory 
of quantum physics is great. But when he tries to apply his ideas to aesthetics, 
cultural creativity and moral philosophy, he seems on shakier ground and is less 
commanding as a result."

I didn't see anything wrong with his aesthetics, cultural creativity,
nor moral philosophy. Has anybody read those reviews to see why they
think the explanations are flawed?

http://en.wikipedia.org/w/index.php?title=The_Beginning_of_Infinity&o


--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] No two minds are the same!!!
Date: January 9, 2012 at 11:01 AM

A 2.5 year old boy and his 1 year girl cousin spent a summer together.

The adults noticed that the boy is very skeptical. If someone asked
him to do something he would almost always say "NO!!!" and with so
much umph that his whole body jerked forward making his head jerk
forward even more. His mom had trouble with this but she figured out
that she had to convince him in order for him to do anything.

The adults also noticed that the girl loves to copy people, even as
early as 7 months old. She would emulate everyone around her. She
would even emulate the boy. But she couldn't make the proper sounds so
she would say, 'DA!!!" and with the same body and head jerk.

And the adults found these children's tendencies so funny that they
would often reproduce the behaviors. How?

They would ask the boy to do something which of course causes him to
say 'NO!!!' and that would cause the girl to say 'DA!!!'

And to this day, both the boy and the girl still have the same
tendencies.

So this is my conjecture:

These tendencies are a result of neural hardwiring. And this
hardwiring is a direct result of their genes.

What tendencies have you noticed in people that started at a very
early age?

--Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 9, 2012 at 11:17 AM

On Jan 9, 2012, at 8:01 AM, Rami Rustom wrote:

A 2.5 year old boy and his 1 year girl cousin spent a summer together.

A 5 year old boy and his identical twin spent a summer together.

They went to a meadow.

One looked left, and one looked right. They saw different things.

One looked left, and the other looked left too. They saw different information 
because they were not standing in the same exact place.

Two people with "the same childhood", raised "the same way" by the same 
parents, actually had different childhoods.

-- Paraphrase of William Godwin

So this is my conjecture:

These tendencies are a result of neural hardwiring. And this
hardwiring is a direct result of their genes.

THE CHARACTERS OF MEN ORIGINATE IN THEIR EXTERNAL 
CIRCUMSTANCES -- chapter by William Godwin

http://dwardmac.pitzer.edu/anarchist_archives/godwin/pj1/pjch4.html

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://dwardmac.pitzer.edu/anarchist_archives/godwin/pj1/pjch4.html
http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 9, 2012 at 12:09 PM

On Mon, Jan 9, 2012 at 10:17 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 8:01 AM, Rami Rustom wrote:

A 2.5 year old boy and his 1 year girl cousin spent a summer together.

A 5 year old boy and his identical twin spent a summer together.

They went to a meadow.

One looked left, and one looked right. They saw different things.

One looked left, and the other looked left too. They saw different information 
because they were not standing in the same exact place.

Two people with "the same childhood", raised "the same way" by the same 
parents, actually had different childhoods.

-- Paraphrase of William Godwin

So this is my conjecture:

These tendencies are a result of neural hardwiring. And this
hardwiring is a direct result of their genes.

THE CHARACTERS OF MEN ORIGINATE IN THEIR EXTERNAL 
CIRCUMSTANCES -- chapter by William Godwin

What about women? Was he a sexist?

The word *originate* seems to suggest that experiences define a person
before genes do. If this is what he meant, then I disagree. Genes come
before experiences. And yes experiences are a huge component of neural
wiring. There is hard-wiring [because of genes] and soft-wiring
[because of experiences]. But even in your example above, the
hard-wiring causes one to have different experiences. Thus even genes



causes experiences.

And to be clear, soft-wiring can lay on top of hard-wiring, thus overriding it.

--Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 9, 2012 at 12:16 PM

On Jan 9, 2012, at 9:09 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 10:17 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 8:01 AM, Rami Rustom wrote:

A 2.5 year old boy and his 1 year girl cousin spent a summer together.

A 5 year old boy and his identical twin spent a summer together.

They went to a meadow.

One looked left, and one looked right. They saw different things.

One looked left, and the other looked left too. They saw different information 
because they were not standing in the same exact place.

Two people with "the same childhood", raised "the same way" by the same 
parents, actually had different childhoods.

-- Paraphrase of William Godwin

So this is my conjecture:

These tendencies are a result of neural hardwiring. And this
hardwiring is a direct result of their genes.

THE CHARACTERS OF MEN ORIGINATE IN THEIR EXTERNAL 
CIRCUMSTANCES -- chapter by William Godwin

What about women? Was he a sexist?

Funny you should ask that. Here's his wife:

http://en.wikipedia.org/wiki/Mary_Wollstonecraft

http://en.wikipedia.org/wiki/Mary_Wollstonecraft


However, with the emergence of the feminist movement at the turn of the 
twentieth century, Wollstonecraft's advocacy of women's equality and critiques 
of conventional femininity became increasingly important. Today Wollstonecraft 
is regarded as one of the founding feminist philosophers, and feminists often 
cite both her life and work as important influences.

end quote

The word *originate* seems to suggest that experiences define a person
before genes do. If this is what he meant, then I disagree. Genes come
before experiences. And yes experiences are a huge component of neural
wiring. There is hard-wiring [because of genes] and soft-wiring
[because of experiences].

Do you have any comment on Godwin's arguments in the chapter?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universal Healthcare
Date: January 9, 2012 at 12:41 PM

On Jan 9, 2012, at 5:04 AM, Rami Rustom wrote:

On Jan 9, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; their 
wealth is taken against their will.

But this implies that all taxes are wrong. Are they all wrong?

Currently, the tax system is needed for the continued existence of our 
Government, which provides some important functions such as national defense 
and courts. And police and courts from local Government.

It's not wrong to continue with a system that has enabled the best civilization ever 
to exist.

But many reforms are possible.

Taxes for anything that isn't so necessary is a good place to begin reforms. 
Because those taxes are taking money from some, to give to or do with as others 
wish. It is wrong.

If spending X's money on Y was a good idea, he could be persuaded to do it 
voluntarily. If you can't persuade him spending the money on Y is best, maybe it's 



not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe in 
inherent conflicts of interest, and their resolution by force.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 9, 2012 at 1:01 PM

On 9 Jan 2012, at 17:09, Rami Rustom <ramir.wx@gmail.com> wrote:

And to be clear, soft-wiring can lay on top of hard-wiring, thus overriding it.

If the hard-wiring can be overridden, then what are you really saying
when you call it hard-wired? Is there any difference between this kind
of hard-wiring, and soft-wiring that is innate (present at birth)?

- Richard

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Independent review (was Re: [BoI] Improving BoI's Wikipedia entry)
Date: January 9, 2012 at 1:06 PM

On 9 Jan 2012, at 14:01, Rami Rustom wrote:

On Jan 9, 2:39 am, Josh Jordan <therealjoshjor...@gmail.com> wrote:
Errors are inevitable, and the Wikipedia entry on BoI [1] provides
several good illustrations of this.

For instance, it says, "Deutsch sees quantum superpositions as
evidence for his many worlds quantum multiverse..." But actually,
interference phenomena are the evidence. And the many-universes theory
isn't Deutsch's.

It also says, "Knowledge here consists of information with good
explanatory function that is resistant to falsifiability," (whatever
that means), without ever mentioning that a good explanation is hard
to vary.

It has been said that "error-correction is the beginning of
infinity." [2] In that spirit, we should feel free to improve this
article.

[1] Wikipedia (2012-01-08 13:45 UTC) The Beginning of 
Infinityhttp://en.wikipedia.org/w/index.php?title=The_Beginning_of_Infinity&o...
[2] Deutsch, David (2011-07-21). The Beginning of Infinity:
Explanations That Transform the World (p. 140). Penguin Group. Kindle
Edition.

I just read on wikipedia that:
David Albert, a philosophy professor at Columbia University, has described the 
book in a New York Times review as exhilarating but flawed.[5] Doug 
Johnstone writes in The Independent that Deutsch's "examination of the 
multiverse theory of quantum physics is great. But when he tries to apply his 
ideas to aesthetics, cultural creativity and moral philosophy, he seems on 
shakier ground and is less commanding as a result."

I didn't see anything wrong with his aesthetics, cultural creativity,
nor moral philosophy. Has anybody read those reviews to see why they

http://en.wikipedia.org/w/index.php?title=The_Beginning_of_Infinity&o


think the explanations are flawed?

The review in the Independent contained no substantive criticisms. I may criticise 
the NY Times review later.

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-of-
infinity-by-david-deutsch-2254066.html

David Deutsch is not short of self-confidence. In the bibliography of this
mind-stretching book on the philosophy of science, under the heading 
"Everyone
should read these", he's listed two of his own publications alongside the work
of Karl Popper and Richard Dawkins. Within 50 pages of The Beginning of
Infinity, he's taken issue with statements by Dawkins, Stephen Hawking, the
Nobel Prize-winning physicist Richard Feynman and the world's most famous
inventor, Thomas Edison. Towards the end of the book, he even has a pop at 
David
Attenborough, which is a bit like attacking a baby panda with a bread knife.
Intellectually speaking, that is.

There are no substantive arguments in this paragraph. The writer is obsessed
with social standing. Dawkins, Hawking, Feynman, Edison and Popper are 
ranked
above David, so David shouldn't say anything critical about them. David
Attenborough is ranked below David Deutsch and so shouldn't be attacked either.
Only people who are precisely equal in rank and ability may have their views
criticised.

To be fair to Deutsch, he is clearly a wide-ranging and deep thinker, but while
there are some real eye-opening arguments put forward, there are also long
passages of almost impenetrable waffle, and the author certainly doesn't 
possess
Hawking's or Dawkins's knack for clear and concise prose.

What passages?

Deutsch's task is made more onerous by the breadth of his subject matter. He is
a quantum physicist by trade, and uses his area of expertise as a jumping off
point to examine the nature of knowledge and explanations, as well as the

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-of-infinity-by-david-deutsch-2254066.html


implications of his conclusions for humankind, not only in terms of science and
mathematics but also culturally, morally and aesthetically.

This is inaccurate. Quantum physics doesn't get mentioned in the first chapter,
so in what sense is it the jumping off point?

It's a monumental undertaking that he doesn't pull off entirely convincingly,
but the central tenets of his arguments seem sound, at least to this layperson
with a PhD in nuclear physics. Deutsch argues that explanations of the physical
universe have a fundamental place within it, the upshot of which is that those
who seek explanations - sentient beings such as us humans - are the most
important entities in the universe.

Again, there are flaws, but what are the flaws? And once again we get status
games "[I'm] a PhD. in nuclear physics". His PhD. didn't teach him that ad
hominem arguments are fallacious.

On the surface, this seems an anthropic argument that gives us more 
importance
than we deserve in the cosmic scheme of things, but Deutsch is ultra-rationalist
in his approach, and not prone to lazy, human-centric modes of thought. 
Instead,
he argues that the extent of all possible knowledge is essentially unbounded
(thus the title of the book), and he makes a decent case for this being an
extremely optimistic state of affairs.

What does ultra-rationalist mean? Otherwise, this paragraph is a summary of one
of the points of the book, but contains no other arguments.

If it all sounds a trifle heavy going, well, it is at times.

Heavy going? This sounds like a confession: "I don't like thinking about
difficult and important subjects."

More accurate would be this: "BoI is a book where every page provides you with
something to think about." Some people would like the idea of a book like that
and will find the book exhilarating rather than say it is heavy going, others
would steer clear of it because they don't like thinking. Both groups would be
better served by a more accurate description.



Deutsch is clearly aware that it's a difficult topic, and each chapter comes
with an explanation of terminology used and a summary. But even so, he can 
still
lapse into the kind of language that reads like a spoof of philosophical
discourse. This from the summary of Chapter Five: "Abstract entities are real,
and can play a role in causing physical phenomena. Causation itself is such an
abstraction."

The critic doesn't even attempt to explain the argument or what's wrong with it.

In general, Deutsch is much better on his home turf of physics than in other
fields. His examination of the multiverse theory of quantum physics is great.
But when he tries to apply his ideas to aesthetics, cultural creativity and
moral philosophy, he seems on shakier ground and is less commanding as a 
result.

No specific criticisms.

Overall, this is not a good review. The reviewer manages to summarise some of
the points the book makes, and that's about as good as the review gets. He
complains that he doesn't like or even understand a book he chose to read, but
makes no substantive arguments. In addition, he wastes space on status based
nonsense, e.g. - the entire first paragraph has been completely wasted. If he
disagreed and made arguments, even bad ones, the review would be better, but
this is a very poor showing.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Independent review (was Re: [BoI] Improving BoI's Wikipedia entry)
Date: January 9, 2012 at 1:53 PM

On Mon, Jan 9, 2012 at 12:06 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 9 Jan 2012, at 14:01, Rami Rustom wrote:

On Jan 9, 2:39 am, Josh Jordan <therealjoshjor...@gmail.com> wrote:
Errors are inevitable, and the Wikipedia entry on BoI [1] provides
several good illustrations of this.

For instance, it says, "Deutsch sees quantum superpositions as
evidence for his many worlds quantum multiverse..." But actually,
interference phenomena are the evidence. And the many-universes theory
isn't Deutsch's.

It also says, "Knowledge here consists of information with good
explanatory function that is resistant to falsifiability," (whatever
that means), without ever mentioning that a good explanation is hard
to vary.

It has been said that "error-correction is the beginning of
infinity." [2] In that spirit, we should feel free to improve this
article.

[1] Wikipedia (2012-01-08 13:45 UTC) The Beginning of 
Infinityhttp://en.wikipedia.org/w/index.php?
title=The_Beginning_of_Infinity&o...
[2] Deutsch, David (2011-07-21). The Beginning of Infinity:
Explanations That Transform the World (p. 140). Penguin Group. Kindle
Edition.

I just read on wikipedia that:
David Albert, a philosophy professor at Columbia University, has described 
the book in a New York Times review as exhilarating but flawed.[5] Doug 
Johnstone writes in The Independent that Deutsch's "examination of the 
multiverse theory of quantum physics is great. But when he tries to apply his 
ideas to aesthetics, cultural creativity and moral philosophy, he seems on 

http://en.wikipedia.org/w/index.php?title=The_Beginning_of_Infinity&o


shakier ground and is less commanding as a result."

I didn't see anything wrong with his aesthetics, cultural creativity,
nor moral philosophy. Has anybody read those reviews to see why they
think the explanations are flawed?

The review in the Independent contained no substantive criticisms. I may 
criticise the NY Times review later.

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-
of-infinity-by-david-deutsch-2254066.html

David Deutsch is not short of self-confidence. In the bibliography of this
mind-stretching book on the philosophy of science, under the heading 
"Everyone
should read these", he's listed two of his own publications alongside the work
of Karl Popper and Richard Dawkins. Within 50 pages of The Beginning of
Infinity, he's taken issue with statements by Dawkins, Stephen Hawking, the
Nobel Prize-winning physicist Richard Feynman and the world's most famous
inventor, Thomas Edison. Towards the end of the book, he even has a pop at 
David
Attenborough, which is a bit like attacking a baby panda with a bread knife.
Intellectually speaking, that is.

There are no substantive arguments in this paragraph. The writer is obsessed
with social standing. Dawkins, Hawking, Feynman, Edison and Popper are 
ranked
above David, so David shouldn't say anything critical about them. David
Attenborough is ranked below David Deutsch and so shouldn't be attacked 
either.
Only people who are precisely equal in rank and ability may have their views
criticised.

To be fair to Deutsch, he is clearly a wide-ranging and deep thinker, but while
there are some real eye-opening arguments put forward, there are also long
passages of almost impenetrable waffle, and the author certainly doesn't 
possess
Hawking's or Dawkins's knack for clear and concise prose.

http://www.independent.co.uk/arts-entertainment/books/reviews/the-beginning-of-infinity-by-david-deutsch-2254066.html


What passages?

Deutsch's task is made more onerous by the breadth of his subject matter. He 
is
a quantum physicist by trade, and uses his area of expertise as a jumping off
point to examine the nature of knowledge and explanations, as well as the
implications of his conclusions for humankind, not only in terms of science and
mathematics but also culturally, morally and aesthetically.

This is inaccurate. Quantum physics doesn't get mentioned in the first chapter,
so in what sense is it the jumping off point?

I think Deutsch's jumping off point, if there is one, is Popper's
conjecture/criticism method alone. If there was a second jump, I think
it would be *pure logic*, i.e. mathematical abstractions.

So can we call Popper's conjecture/criticism method an objective
truth? [because it is a mathematical abstraction and this exists in
the meta-physical space?]

Also can we call *causation* an objective truth? [because it is a
mathematical abstraction and this exists in the meta-physical space?]

It's a monumental undertaking that he doesn't pull off entirely convincingly,
but the central tenets of his arguments seem sound, at least to this layperson
with a PhD in nuclear physics. Deutsch argues that explanations of the 
physical
universe have a fundamental place within it, the upshot of which is that those
who seek explanations - sentient beings such as us humans - are the most
important entities in the universe.

Again, there are flaws, but what are the flaws? And once again we get status
games "[I'm] a PhD. in nuclear physics". His PhD. didn't teach him that ad
hominem arguments are fallacious.

On the surface, this seems an anthropic argument that gives us more 
importance
than we deserve in the cosmic scheme of things, but Deutsch is ultra-
rationalist



in his approach, and not prone to lazy, human-centric modes of thought. 
Instead,
he argues that the extent of all possible knowledge is essentially unbounded
(thus the title of the book), and he makes a decent case for this being an
extremely optimistic state of affairs.

What does ultra-rationalist mean? Otherwise, this paragraph is a summary of 
one
of the points of the book, but contains no other arguments.

It doesn't mean anything. Rational vs anti-rational are 1/0
phenomenon. You are either seeking truth, or not seeking truth.
Putting the prefix of ultra- in front of it makes it not absolute, and
this is fallacious.

These are the kinds of words that confused the crap out of me while I
was trying to learn philosophy. When I read BoI's introduction on his
website, I was amazed that there were no meaningless words. That is
what made me join this discussion forum.

If it all sounds a trifle heavy going, well, it is at times.

Heavy going? This sounds like a confession: "I don't like thinking about
difficult and important subjects."

More meaningless words. I think he meant that it confused the crap out
of him. I too was confused when I read the philosophical implications
of the multiverse and something about anthropomorphic something or
other. But instead of saying, 'it was too much, or he goes too far, or
it was nonsense,' I said, 'wow I need to read this a few times before
I get it, but for now I'll flag this and get back to it later when my
skill in philosophy is stronger.'

More accurate would be this: "BoI is a book where every page provides you with
something to think about." Some people would like the idea of a book like that
and will find the book exhilarating rather than say it is heavy going, others
would steer clear of it because they don't like thinking. Both groups would be
better served by a more accurate description.



Deutsch is clearly aware that it's a difficult topic, and each chapter comes
with an explanation of terminology used and a summary. But even so, he can 
still
lapse into the kind of language that reads like a spoof of philosophical
discourse. This from the summary of Chapter Five: "Abstract entities are real,
and can play a role in causing physical phenomena. Causation itself is such an
abstraction."

The critic doesn't even attempt to explain the argument or what's wrong with it.

Conjectures and criticisms. The reviewer doesn't realize that he can't
make an argument that isn't a criticism. Somebody should expose him to
Popper's conjecture/criticism method.

In general, Deutsch is much better on his home turf of physics than in other
fields. His examination of the multiverse theory of quantum physics is great.
But when he tries to apply his ideas to aesthetics, cultural creativity and
moral philosophy, he seems on shakier ground and is less commanding as a 
result.

No specific criticisms.

Which means that its a waste of a few sentences.

Overall, this is not a good review. The reviewer manages to summarise some of
the points the book makes, and that's about as good as the review gets. He
complains that he doesn't like or even understand a book he chose to read, but
makes no substantive arguments. In addition, he wastes space on status based
nonsense, e.g. - the entire first paragraph has been completely wasted. If he
disagreed and made arguments, even bad ones, the review would be better, but
this is a very poor showing.

I think its a horrible review with absolutely no substance.

But your review of his review is great! It really helped me.



Thanks,

--Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 9, 2012 at 2:02 PM

On Jan 9, 2012 12:01 PM, "Richard Fine" <richard.fine@gmail.com> wrote:

On 9 Jan 2012, at 17:09, Rami Rustom <ramir.wx@gmail.com> wrote:

And to be clear, soft-wiring can lay on top of hard-wiring, thus overriding it.

If the hard-wiring can be overridden, then what are you really saying
when you call it hard-wired? Is there any difference between this kind
of hard-wiring, and soft-wiring that is innate (present at birth)?

Soft-wiring at birth? No that is hard-wiring. But wait... at birth
there has already been a bunch of brain development, i.e. wiring. So
now I'm changing the whole idea.

There is no hard-wiring because even from the very beginning of the
wiring, both genes and environment [womb] are affecting the wiring. So
all wiring is soft-wiring.

So this still contradicts Godwin when he said *originates* from
external circumstances [like the womb].

As soon as the first wire is laid down, genes and environment affected
its wiring.

Thanks for that question Richard. :)

--Rami

-- 



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Universal Healthcare
Date: January 9, 2012 at 2:09 PM

On Jan 9, 2012, at 9:41 AM, Elliot Temple wrote:

On Jan 9, 2012, at 5:04 AM, Rami Rustom wrote:

On Jan 9, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; their 
wealth is taken against their will.

But this implies that all taxes are wrong. Are they all wrong?

Currently, the tax system is needed for the continued existence of our 
Government, which provides some important functions such as national defense 
and courts. And police and courts from local Government.

It's not wrong to continue with a system that has enabled the best civilization 
ever to exist.

But many reforms are possible.

Taxes for anything that isn't so necessary is a good place to begin reforms. 
Because those taxes are taking money from some, to give to or do with as 
others wish. It is wrong.



If spending X's money on Y was a good idea, he could be persuaded to do it 
voluntarily. If you can't persuade him spending the money on Y is best, maybe 
it's not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe in 
inherent conflicts of interest, and their resolution by force.

-- Elliot Temple
http://curi.us/

I was writing this as a separate post but it's appropriate as a response here:

The issue of providing national defense through voluntary, non-coercive means is 
less an issue of knowing *how* to work the mechanics of it per se, and more 
about establishing a good effective tradition for doing it.

It is true that it is hard to figure out how to charge for defense, but a voluntary 
solution need not involve charging per se. There's different ways the problem 
could be solved.

One could have a voluntary system where everybody just donates some money 
to the military every year --  just a strong custom, like tipping.

But if we tried to suddenly switch to that today, it might not work very well 
because we don't have a cultural tradition in place to support that. It might not get 
enough funding, and then our enemies would kill us. Seems bad. So taxes, while 
not the best solution we can speculate as to, are the best solution we can 
implement right now (and are thus morally OK btw, for as long as they are the 
best solution).

Some people might say, "well if you justify taxpayers paying for the military like 
that, what's the argument against forcing everybody to pay for national 
healthcare?" (or Insert Socialist Thing X)

In healthcare, there's a market payment model, a huge amount of existing market 
activity people want to socialize, and the only argument for it is some leftie 
redistributionist nonsense. Also, the government sucks at running businesses.

http://curi.us/


With the military, there's no market payment model, not much existing market 
activity, and strong arguments for keeping our effective traditions in place. Also, 
our military's pretty darn good.

-J



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Universal Healthcare
Date: January 9, 2012 at 2:16 PM

On Jan 9, 2012 11:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 9, 2012, at 5:04 AM, Rami Rustom wrote:

On Jan 9, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; their 
wealth is taken against their will.

But this implies that all taxes are wrong. Are they all wrong?

Currently, the tax system is needed for the continued existence of our 
Government, which provides some important functions such as national defense 
and courts. And police and courts from local Government.

It's not wrong to continue with a system that has enabled the best civilization 
ever to exist.

But many reforms are possible.

Taxes for anything that isn't so necessary is a good place to begin reforms. 
Because those taxes are taking money from some, to give to or do with as 
others wish. It is wrong.



If spending X's money on Y was a good idea, he could be persuaded to do it 
voluntarily. If you can't persuade him spending the money on Y is best, maybe 
it's not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe in 
inherent conflicts of interest, and their resolution by force.

I get it now. Taxes for the benefit of the whole is fine, i.e every
single individual. Taxes for the benefit of some [which is taken from
others] is bad since it does things like cause the *us vs them*
phenomenon and *dependencies* as I mentioned before.

So what about the idea that deregulation has caused [or seems to have
caused] much of the trouble we've seen in our economy lately?

Hmm. I think I know the answer. You would say that we should have let
the weak companies fall. No bailouts to anyone or any company. Why?
Again an *us vs them* situation. But also because *two wrongs don't
make a right*.

Regulation is wrong. And bailouts to prop up companies is also wrong.

Deregulation is right. And letting the companies fall would have fixed it.

So its like genes and memes. Company strategies are memes. The
anti-rational memes would die out. The rational memes would replicate.
And bailouts serve to cause the anti-rational memes to replicate,
which is bad.

So this is economic evolution. And bailouts serve to prevent economic evolution.

What do you think?

-- Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 9, 2012 at 2:19 PM

On Mon, Jan 9, 2012 at 11:16 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 9:09 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 10:17 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 8:01 AM, Rami Rustom wrote:

A 2.5 year old boy and his 1 year girl cousin spent a summer together.

A 5 year old boy and his identical twin spent a summer together.

They went to a meadow.

One looked left, and one looked right. They saw different things.

One looked left, and the other looked left too. They saw different information 
because they were not standing in the same exact place.

Two people with "the same childhood", raised "the same way" by the same 
parents, actually had different childhoods.

-- Paraphrase of William Godwin

So this is my conjecture:

These tendencies are a result of neural hardwiring. And this
hardwiring is a direct result of their genes.

THE CHARACTERS OF MEN ORIGINATE IN THEIR EXTERNAL 
CIRCUMSTANCES -- chapter by William Godwin

What about women? Was he a sexist?

Funny you should ask that. Here's his wife:



Funny?  I conjecture that you *knew* I would ask. :)

http://en.wikipedia.org/wiki/Mary_Wollstonecraft

However, with the emergence of the feminist movement at the turn of the 
twentieth century, Wollstonecraft's advocacy of women's equality and critiques 
of conventional femininity became increasingly important. Today Wollstonecraft 
is regarded as one of the founding feminist philosophers, and feminists often 
cite both her life and work as important influences.

end quote

The word *originate* seems to suggest that experiences define a person
before genes do. If this is what he meant, then I disagree. Genes come
before experiences. And yes experiences are a huge component of neural
wiring. There is hard-wiring [because of genes] and soft-wiring
[because of experiences].

Do you have any comment on Godwin's arguments in the chapter?

Not yet. Does my correction to my original conjecture not reconcile
with Godwin [my reply to Richard]?

-- Rami

http://en.wikipedia.org/wiki/Mary_Wollstonecraft


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Deregulation (was: Universal Healthcare)
Date: January 9, 2012 at 2:24 PM

On Jan 9, 2012, at 11:16 AM, Rami Rustom wrote:

On Jan 9, 2012 11:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 9, 2012, at 5:04 AM, Rami Rustom wrote:

On Jan 9, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; their 
wealth is taken against their will.

But this implies that all taxes are wrong. Are they all wrong?

Currently, the tax system is needed for the continued existence of our 
Government, which provides some important functions such as national 
defense and courts. And police and courts from local Government.

It's not wrong to continue with a system that has enabled the best civilization 
ever to exist.

But many reforms are possible.

Taxes for anything that isn't so necessary is a good place to begin reforms. 
Because those taxes are taking money from some, to give to or do with as 



others wish. It is wrong.

If spending X's money on Y was a good idea, he could be persuaded to do it 
voluntarily. If you can't persuade him spending the money on Y is best, maybe 
it's not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe in 
inherent conflicts of interest, and their resolution by force.

I get it now. Taxes for the benefit of the whole is fine, i.e every
single individual. Taxes for the benefit of some [which is taken from
others] is bad since it does things like cause the *us vs them*
phenomenon and *dependencies* as I mentioned before.

So what about the idea that deregulation has caused [or seems to have
caused] much of the trouble we've seen in our economy lately?

What trouble has it caused?

Also you have to be careful because the Government still interferes in the market 
a lot. It could do things like deregulate a little bit, while still interfering and 
messing things up, and then say that proves capitalism is wrong.

For example, the Government has laws which help create monopolies in various 
sectors like cable.

So let's imagine a hypothetical Government that by law gives a company a 
monopoly -- it makes it illegal to compete with that company -- and then it also 
imposes price controls on the stuff that company sells.

One day, our hypothetical Government decides to try deregulation. It removes the 
price control regulations. But it leaves the laws creating the monopoly. So the 
company raises its prices and there are no competitors to beat them on price. So 
people complain and the regulation is reinstated and people talk about how you 
can't trust greedy capitalists and deregulation is bad.

-- Elliot Temple



http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] 3 archtypes of learning?
Date: January 9, 2012 at 3:29 PM

On another forum, somebody mentioned my 'How children learn article'.
Then I explained TCS. Then I explained how the mind learns by the
Popperian conjecture/criticism method. Then he criticized by saying
that it doesn't mention:

three of the primary methods of learning. Auditory, Visual, and Haptic learning.

Doesn't TCS deny all of that?

Or does TCS simply side step it all and say that the child will figure
it out on her own?

---
This what the full question:

A few things that are concerning that perhaps you could elaborate more on 
would be three of the primary methods of learning. Auditory, Visual, and Haptic 
learning. While you can describe the outcome scenario as ending in a logic 
statement such as "If the stove is on, don't touch." How a child actually learns 
this could be very different. The Auditory learner may hear the information 
differently than the Visual learner sees it and catalog it differently. A visual 
learner may never have to touch the stove if he sees someone else get hurt with 
it first. Does that visual learner learn the same logic through experience as the 
auditory learner? Or is the auditory learner getting a completely different set of 
information?

In the case of Autism, there are many instances of logic being both functional 
and broken at the same time. I know of a child where when a glass broke on the 
ground, he didnt associate the glass breaking with unpleasantness but, with a 
stim. He learned that "If I break the glass, I get a pleasant sound" whereas 
another student learned "If I break a glass, the teacher got mad at me" and 
another learned "I don't like that sound."

I would love to see more on how the different learning archtypes apply with your 
thoughts on logic and cognitive reasoning as I think there could be a great 
benefit to teachers and students. Or perhaps at least some examples of those 



styles being made in your article?

end quote

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Universal Healthcare
Date: January 9, 2012 at 3:35 PM

On 9 Jan 2012, at 1:48pm, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 7:34 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 9 Jan 2012, at 1:08pm, Rami Rustom wrote:

On Jan 9, 5:29 am, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

No we can pay for it too. My conjecture should have been:

I think everyone should have the option for free healthcare.

So ... in the case of taxpayers, when they become sick and decide to take up 
their option to have free health care, the taxes they have paid towards health 
care would be refunded?

Refunds? I never thought about that cause it doesn't exist in tax law
now. But I like it yes. Refunds please.

But if every taxpayer who takes up their option to have free health care receives a 
refund equal to the amount they have paid towards the cost of that care, that 
drastically reduces the amount available to fund the health care. Where would the 
funding come from?

-- David Deutsch



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] BoI NY Times Review
Date: January 9, 2012 at 3:42 PM

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infinity-by-
david-deutsch-book-review.html?_r=1&pagewanted=print

Explaining it All: How We Became the Center of the Universe
By DAVID ALBERT

David Deutsch’s “Beginning of Infinity” is a brilliant and exhilarating and 
profoundly eccentric book. It’s about everything: art, science, philosophy, history, 
politics, evil, death, the future, infinity, bugs, thumbs, what have you. And the 
business of giving it anything like the attention it deserves, in the small space 
allotted here, is out of the question. But I will do what I can.

Albert is aware that it is difficult to discuss a book seriously in a short book 
review. Let's see what he does with the small amount of space he has been 
alloted.

It hardly seems worth saying (to begin with) that the chutzpah of this guy is 
almost beyond belief, and that any book with these sorts of ambitions is 
necessarily, in some overall sense, a failure, or a fraud, or a joke, or madness. 
But Deutsch (who is famous, among other reasons, for his pioneering 
contributions to the field of quantum computation) is so smart, and so strange, 
and so creative, and so inexhaustibly curious, and so vividly intellectually alive, 
that it is a distinct privilege, notwithstanding everything, to spend time in his 
head. He writes as if what he is giving us amounts to a tight, grand, cumulative 
system of ideas — something of almost mathematical rigor — but the reader will 
do much better to approach this book with the assurance that nothing like that 
actually turns out to be the case. I like to think of it as more akin to great, wide, 
learned, meandering conversation — something that belongs to the genre of, 
say, Robert Burton’s “Anatomy of Melancholy” — never dull, often startling and 
fantastic and beautiful, often at odds with itself, sometimes distasteful, 
sometimes unintentionally hilarious, sometimes (even, maybe, secondarily) true.

Bit of a mystery here, he said in the first paragraph that he didn't have a lot of 
space, but the second paragraph is wasted on what seems to me largely to be a 
retread of the first that makes no substantive points, and is insulting to anybody 
ambitious.

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infinity-by-david-deutsch-book-review.html?_r=1&pagewanted=print


The thought to which Deutsch’s conversation most often returns is that the 
European Enlightenment of the 17th and 18th centuries, or something like it, 
may turn out to have been the pivotal event not merely of the history of the 
West, or of human beings, or of the earth, but (literally, physically) of the 
universe as a whole.

Here’s the sort of thing he has in mind: The topographical shape and the 
material constitution of the upper surface of the island of Manhattan, as it exists 
today, is much less a matter of geology than it is of economics and politics and 
human psychology. The effects of geological forces were trumped (you might 
say) by other forces — forces that proved themselves, in the fullness of time, 
physically stronger. Deutsch thinks the same thing must in the long run be true 
of the universe as a whole. Stuff like gravitation and dark energy are the sorts of 
things that determine the shape of the cosmos only in its earliest, and most 
parochial, and least interesting stages. The rest is going to be a matter of our 
own intentional doing, or at any rate it’s going to be a matter of the intentional 
doings of what Deutsch calls “people,” by which he means not only human 
beings, and not all human beings, but whatever creatures, from whatever 
planets, in whatever circumstances, may have managed to absorb the lessons 
of the Scientific Revolution.

There is a famous collection of arguments from the pioneering days of computer 
science to the effect that any device able to carry out every one of the entries on 
a certain relatively short list of elementary logical operations could, in some 
finite number of steps, calculate the value of any mathematical function that is 
calculable at all. Devices like that are called “universal computers.” And what 
interests Deutsch about these arguments is that they imply that there is a 
certain definite point, a certain definite moment, in the course of acquiring the 
capacity to perform more and more of the operations on that list, when such a 
machine will abruptly become as good a calculator as anything, in principle, can 
be.

Deutsch thinks that such “jumps to universality” must occur not only in the 
capacity to calculate things, but also in the capacity to understand things, and in 
the closely related capacity to make things happen. And he thinks that it was 
precisely such a threshold that was crossed with the invention of the scientific 
method. There were plenty of things we humans could do, of course, prior to the 
invention of that method: agriculture, or the domestication of animals, or the 
design of sundials, or the construction of pyramids. But all of a sudden, with the 



introduction of that particular habit of concocting and evaluating new 
hypotheses, there was a sense in which we could do anything. The capacities of 
a community that has mastered that method to survive, and to learn, and to 
remake the world according to its inclinations, are (in the long run) literally, 
mathematically, infinite. And Deutsch is convinced that the tendency of the world 
to give rise to such communities, more than, say, the force of gravitation, or the 
second law of thermodynamics, or even the phenomenon of death, is what 
ultimately gives the world its shape, and what constitutes the genuine essence 
of nature. “In all cases,” he writes, “the class of transformations that could 
happen spontaneously — in the absence of knowledge — is negligibly small 
compared with the class that could be effected artificially by intelligent beings 
who wanted those transformations to happen. So the explanations of almost all 
physically possible phenomena are about how knowledge would be applied to 
bring those phenomena about.” And there is a beautiful and almost mystical 
irony in all this: that it was precisely by means of the Scientific Revolution, it was 
precisely by means of accepting that we are not the center of the universe, that 
we became the center of the universe.

Okay, a reasonable summary.

This is all definitely incredibly cool. But I have no idea how one might go about 
investigating whether it is true or false. It seems more to the point to think of it 
as something emotive — as the expression of a mood. An incredibly cool mood. 
A mood that (maybe) no human being could ever have been in before right now. 
A mood informed by profound and imaginative reflection on the best and most 
advanced science we have. But not exactly, not even remotely, a live scientific 
hypothesis.

I don't think David said it was scientific. But it's not a mood either, it's a 
philosophical idea. If Albert has any criticism of this idea he doesn't explain it.

Anyway, it’s that mood, or conceit, or whatever it is, that gives “The Beginning of 
Infinity” its name. But a lot of the meat of this book is in its digressions. And of 
those (alas) I can only, hastily, randomly, mention a few.

I don't think that the book digresses. Rather, it explains stuff in more depth to 
counter potential criticisms, explain how the BoI worldview accounts for some 
problems and so on.

Deutsch is interested in neo-Darwinian accounts of the evolution of culture. 



Such accounts treat cultural items — languages, religions, values, ideas, 
traditions — in much the way that Darwinian theories of biological evolution treat 
genes. They are called “memes,” and are treated as evolving, just as genes do, 
by mutation and selection, with the most successful memes being those that are 
the most faithfully replicated. Deutsch writes with enormous clarity and insight 
about how the mechanisms of mutation and transmission and selection of 
memes are going to have to differ, in all sorts of ways, from those of genes.

He also provides an elegant analysis of two particular strategies for meme-‐
replication, one he calls “rational” and the other he calls “anti-rational.” Rational 
memes — the sort that Deutsch imagines will replicate themselves well in post-
Enlightenment societies — are simply good ideas: the kind that will survive 
rigorous scientific scrutiny, the kind that will somehow make life easier or safer 
or more rewarding because they tell us something useful about how the world 
actually works. Irrational memes — which are more interesting, and more 
diabolical, and which Deutsch thinks of as summing up the essential character 
of pre-Enlightenment societies — reproduce themselves by disabling the 
capacities of their hosts (by means of fear, or an anxiety to conform, or the 
appearance of naturalness and inevitability, or in any number of other ways) to 
evaluate or invent new ideas. And one particular subcategory of memes — 
about which Deutsch has very clever things to say — succeeds precisely by 
pretending not to tell the truth. So, for example: “Children who asked why they 
were required to enact onerous behaviors that did not seem functional would be 
told ‘because I say so,’ and in due course they would give their children the 
same reply to the same question, never realizing that they were giving the full 
explanation. (This is a curious type of meme whose explicit content is true even 
though its holders do not believe it.)”

More summary, fairly accurate.

Another chapter is devoted entirely to the evolution of creativity. At first glance, 
the ability to come up with new and better ways of doing things would appear to 
confer an obvious survival advantage. But if that’s how it worked — or so 
Deutsch argues — then the archaeological record ought to contain evidence of 
the accumulation of such better ways of doing things that are contemporaneous 
with the time when the human brain was actually in the process of evolving. And 
it doesn’t, which would seem to amount to a puzzle. Deutsch has a cute 
proposal for solving it. The thought is that the business of merely passing on 
complicated memes, without any thought of innovation, requires considerable 
creativity on the part of their recipients. Learning a language, for instance, is a 



matter of inferring, from a small number of examples, a collection of general 
rules, each with a potentially infinite number of applications, governing the uses 
of the words involved. In Deutsch’s view, the work of keeping such complex 
memes in place, from generation to generation, is no less a creative business 
than the work of improving them.

This paragraph seriously misstates the point of that chapter. Inferring general 
rules from a small number of samples: that would be inductivism, and it's not 
what is written in the book. What it written in the book is that to reproduce memes 
a person has to try to reproduce the meaning of that meme through conjectures 
and criticisms about the meaning of that meme.

This, as I said, is cute, and typical of the dexterity of Deutsch’s mind, but it’s 
hard to know how seriously to take it.

Albert takes it seriously enough to at least try to criticise it, so why does he say 
it's not serious?

Wouldn’t it be a reproductive advantage to have a heritable capacity to think on 
your feet, and outside the box, in a sticky situation, whether or not any particular 
thought you have ends up getting preserved, and passed down to your children, 
and enshrined in the practice of a whole society?

Why wasn't it used to do that, then? Why did so many societies torture people in 
such a way that they didn't think much?

And isn’t it possible that creativity was never selected for at all, but arose as a 
byproduct of the selection of something else?

No, it's not possible that creativity evolved as a byproduct of something else. One 
structure may be descended from another that originally evolved to serve a very 
different niche. Some people have suggested that insect wings evolved from 
structures originally designed to radiate heat. But to try to explain something that 
contains a lot of knowledge about X by saying it really evolved to do Y is a bad 
explanation.

As to the business of learning a language — well, gosh, haven’t linguists been 
thinking about these sorts of questions very hard, and very systematically, and 
along very different lines, for decades now? If Deutsch has reasons for thinking 
that all of that is somehow on the wrong track, he ought to tell us what those 



reasons are. As it is, none of that gets so much as a mention in his book.

Albert didn't state David's position accurately, or mention any linguists by name, 
so it's a bit difficult to know how to follow up this criticism.

And there are, in some places, explicit and outrageous falsehoods. Deutsch 
insists again and again, for example, that the only explanation we have for the 
observed behaviors of subatomic particles is a famous idea of Hugh Everett’s to 
the effect that the universe of our experience is one of an infinite and endlessly 
branching collection of similar universes — and that what resistance there is to 
this idea is attributable to the influence of this or that fancy, misguided 
philosophical critique of good, solid, old-fashioned realistic attitudes toward what 
scientific theories have to tell us about the world. This is simply, wildly, wrong. 
Most of the good, solid, old-fashioned scientific realists who take an interest in 
questions of the foundations of physics — like me, for example — are deeply 
skeptical of Everett’s picture. And that’s because there are good reasons to be 
worried that Everett’s picture cannot, in fact, explain those behaviors at all — 
and because there are other, much more reasonable-looking proposals on the 
table, that apparently can.

That's not what BoI says. Instead, there are a number of errors inherited from bad 
ideas like positivism that have helped to perpetuate the controversy over the 
"interpretation" of quantum mechanics. These include, for example, the idea that 
a theory and its interpretation can be regarded as separate and so that one can 
say that the equations of quantum mechanics can be interpreted in non-
Everettian ways. Most physicists take a sort of instrumentalist anti-realist line on 
quantum mechanics based on this supposed split. There are a few people, such 
as Albert, who favour alternatives to quantum theory, such as collapse theories. 
However, there is no criticism of Everett that they have proposed that would not 
also apply to their theories unless those theories are taken in an expressly anti-
realist way, which Albert denies. I will give one example. Albert has criticised the 
Everettian position on probability because he says that there is no unique 
measure of probability because all of the versions of an observer continue to exist 
after an observation. If we take a collapse theory, which is one option Albert 
suggests, what the theory implies is that the wave function is highly peaked on 
one universe. Using the standard formulae of quantum mechanics that implies 
this universe has high probability. The others don't have zero probability, so they 
all still exist, which means that Albert's criticism applies to his own theory. The 
other theory he seems okay with is the Bohm theory, which says there are 
particles that stay in one universe, but this theory just takes the multiverse and 



dumps particles on it that somehow magically stay in one universe, so it takes 
Everett's theory and adds an unexplained qualification. So Albert's position is 
untenable.

Deutsch’s enthusiasm for the scientific and technological transformation of the 
totality of existence naturally brings with it a radical impatience with the pieties 
of environmentalism, and cultural relativism, and even procedural democracy — 
and this is sometimes exhilarating and sometimes creepy.

David doesn't attack democracy. He attacks some bad ideas associated with it in 
Chapter 13 with the aim of preventing it from being damaged.

He attacks these pieties, with spectacular clarity and intelligence, as small-‐
minded and cowardly and boring. The metaphor of the earth as a spaceship or 
life-support system, he writes, “is quite perverse. . . . To the extent that we are 
on a ‘spaceship,’ we have never merely been its passengers, nor (as is often 
said) its stewards, nor even its maintenance crew: we are its designers and 
builders. Before the designs created by humans, it was not a vehicle, but only a 
heap of dangerous raw materials.” But it’s hard to get to the end of this book 
without feeling that Deutsch is too little moved by actual contemporary human 
suffering.

I'm not sure where Albert gets the idea that suffering isn't a matter of concern in 
the book. BoI doesn't wallow in the contemplation of suffering, but instead 
suggests in many places how it might be reduced by taking explanation and 
progress seriously, by curing death, helping people get past irrationalities that 
cause suffering and so on.

What moves him is the grand Darwinian competition among ideas. What he 
adores, what he is convinced contains the salvation of the world, is, in every 
sense of the word, The Market.

I don't remember the market being mentioned much in BoI. It doesn't appear in 
the index.

And there are moments when you just can’t imagine what the deal is with this 
guy. Deutsch — notwithstanding his open and anti-authoritarian and altogether 
admirable ideology of inquiry — is positively bubbling over with inviolable 
principles: that everything is explicable, that materialist interpretations of history 
are morally wrong, that “the only uniquely significant thing about humans . . . is 



our ability to create new explanations,” and on and on. And if the reader turns to 
Pages 64 and 65, she will find illustrations depicting two of them, literally, carved 
in stone. I swear.

So David Albert doesn't like the idea that some theories are right and others are 
wrong. Wasn't he saying that he's not an anti-realist and that it's unreasonable to 
attack people for anti-realism about quantum mechanics?

Never mind. He is exactly who he is, and he is well worth getting to know, and 
we are very lucky indeed to have him.

This review makes some arguments, which is good. The arguments are either 
wrong or impossible to follow up based on the information in the review, which is 
bad. There are some decent summaries of the content, which is good. The 
reviewer wastes some space on saying that the book, or David, is wonderfully 
eccentric and so on rather than discussing the content.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Universal Healthcare
Date: January 9, 2012 at 3:44 PM

On Mon, Jan 9, 2012 at 2:35 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 9 Jan 2012, at 1:48pm, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 7:34 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 9 Jan 2012, at 1:08pm, Rami Rustom wrote:

On Jan 9, 5:29 am, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

No we can pay for it too. My conjecture should have been:

I think everyone should have the option for free healthcare.

So ... in the case of taxpayers, when they become sick and decide to take up 
their option to have free health care, the taxes they have paid towards health 
care would be refunded?

Refunds? I never thought about that cause it doesn't exist in tax law
now. But I like it yes. Refunds please.

But if every taxpayer who takes up their option to have free health care receives 
a refund equal to the amount they have paid towards the cost of that care, that 
drastically reduces the amount available to fund the health care. Where would 
the funding come from?

Lol. So it was a trap. A way to inject error as a learning tool. Thanks :)



So I'll try again.

In the first idea [without the refunds], the givers give, and the takers take.
* So the mathematical abstraction is: 1 - 1 = 0   this is valid.

In the second idea [with refunds], the givers give and then get their
refunds back, and the takers take.
* So the mathematical abstraction is: 0 - 1 = -1   which is a fallacy.

So refunds don't work.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] 3 archtypes of learning?
Date: January 9, 2012 at 3:59 PM

On Jan 9, 2012, at 12:29 PM, Rami Rustom wrote:

On another forum, somebody mentioned my 'How children learn article'.
Then I explained TCS. Then I explained how the mind learns by the
Popperian conjecture/criticism method. Then he criticized by saying
that it doesn't mention:

three of the primary methods of learning. Auditory, Visual, and Haptic learning.

Doesn't TCS deny all of that?

Well it's pretty ambiguous.

Is that supposed to be a complete list? Then it's wrong because not all learning is 
so directly related to the senses.

What does Visual Learning mean? Is it induction? Or is it making guesses and 
using visual information to criticize them?

If the question is whether the standard ideas about learning are true or false, the 
answer is they are false on account of being non-Popperian.

Or does TCS simply side step it all and say that the child will figure
it out on her own?

---
This what the full question:

A few things that are concerning that perhaps you could elaborate more on 
would be three of the primary methods of learning. Auditory, Visual, and Haptic 
learning. While you can describe the outcome scenario as ending in a logic 
statement such as "If the stove is on, don't touch." How a child actually learns 
this could be very different. The Auditory learner may hear the information 



differently than the Visual learner sees it and catalog it differently.

Any person can do any type of learning.

Some people might prefer specific types. For example one might like instructional 
videos (with minimal audio, muted, with subtitles), while another reads plain text 
books, and another reads comic books. Those are all "visual" but different. Visual 
isn't necessarily a very good/useful category.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Deregulation (was: Universal Healthcare)
Date: January 9, 2012 at 4:15 PM

On Mon, Jan 9, 2012 at 1:24 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 11:16 AM, Rami Rustom wrote:

On Jan 9, 2012 11:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 9, 2012, at 5:04 AM, Rami Rustom wrote:

On Jan 9, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; their 
wealth is taken against their will.

But this implies that all taxes are wrong. Are they all wrong?

Currently, the tax system is needed for the continued existence of our 
Government, which provides some important functions such as national 
defense and courts. And police and courts from local Government.

It's not wrong to continue with a system that has enabled the best civilization 
ever to exist.

But many reforms are possible.



Taxes for anything that isn't so necessary is a good place to begin reforms. 
Because those taxes are taking money from some, to give to or do with as 
others wish. It is wrong.

If spending X's money on Y was a good idea, he could be persuaded to do it 
voluntarily. If you can't persuade him spending the money on Y is best, 
maybe it's not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe in 
inherent conflicts of interest, and their resolution by force.

I get it now. Taxes for the benefit of the whole is fine, i.e every
single individual. Taxes for the benefit of some [which is taken from
others] is bad since it does things like cause the *us vs them*
phenomenon and *dependencies* as I mentioned before.

So what about the idea that deregulation has caused [or seems to have
caused] much of the trouble we've seen in our economy lately?

What trouble has it caused?

Stuff like what Enron did to the state of California. I think my
source was a documentary. Can't remember.

Also you have to be careful because the Government still interferes in the 
market a lot. It could do things like deregulate a little bit, while still interfering 
and messing things up, and then say that proves capitalism is wrong.

Yes. So we would need a slow process of deregulation then?

For example, the Government has laws which help create monopolies in various 
sectors like cable.

This is bad right?



So let's imagine a hypothetical Government that by law gives a company a 
monopoly -- it makes it illegal to compete with that company -- and then it also 
imposes price controls on the stuff that company sells.

One day, our hypothetical Government decides to try deregulation. It removes 
the price control regulations. But it leaves the laws creating the monopoly. So 
the company raises its prices and there are no competitors to beat them on 
price. So people complain and the regulation is reinstated and people talk about 
how you can't trust greedy capitalists and deregulation is bad.

So in this situation, both the monopoly law and the price law should
be deregulated at the same time. Right?

What other types of deregulation should happen in sets like this?

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Deregulation (was: Universal Healthcare)
Date: January 9, 2012 at 4:23 PM

On Jan 9, 2012, at 1:15 PM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 1:24 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 11:16 AM, Rami Rustom wrote:

On Jan 9, 2012 11:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 9, 2012, at 5:04 AM, Rami Rustom wrote:

On Jan 9, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; 
their wealth is taken against their will.

But this implies that all taxes are wrong. Are they all wrong?

Currently, the tax system is needed for the continued existence of our 
Government, which provides some important functions such as national 
defense and courts. And police and courts from local Government.

It's not wrong to continue with a system that has enabled the best 
civilization ever to exist.



But many reforms are possible.

Taxes for anything that isn't so necessary is a good place to begin reforms. 
Because those taxes are taking money from some, to give to or do with as 
others wish. It is wrong.

If spending X's money on Y was a good idea, he could be persuaded to do it 
voluntarily. If you can't persuade him spending the money on Y is best, 
maybe it's not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe in 
inherent conflicts of interest, and their resolution by force.

I get it now. Taxes for the benefit of the whole is fine, i.e every
single individual. Taxes for the benefit of some [which is taken from
others] is bad since it does things like cause the *us vs them*
phenomenon and *dependencies* as I mentioned before.

So what about the idea that deregulation has caused [or seems to have
caused] much of the trouble we've seen in our economy lately?

What trouble has it caused?

Stuff like what Enron did to the state of California. I think my
source was a documentary. Can't remember.

That's too vague to criticize.

Also you have to be careful because the Government still interferes in the 
market a lot. It could do things like deregulate a little bit, while still interfering 
and messing things up, and then say that proves capitalism is wrong.

Yes. So we would need a slow process of deregulation then?

We need a rational process.

That generally means gradual, but sometimes two laws go together (e.g. 



monopoly power and price controls) and you might need to change them at the 
same time, or come up with a way to reform one that will work while the other still 
exists.

For example, the Government has laws which help create monopolies in 
various sectors like cable.

This is bad right?

yes

So let's imagine a hypothetical Government that by law gives a company a 
monopoly -- it makes it illegal to compete with that company -- and then it also 
imposes price controls on the stuff that company sells.

One day, our hypothetical Government decides to try deregulation. It removes 
the price control regulations. But it leaves the laws creating the monopoly. So 
the company raises its prices and there are no competitors to beat them on 
price. So people complain and the regulation is reinstated and people talk 
about how you can't trust greedy capitalists and deregulation is bad.

So in this situation, both the monopoly law and the price law should
be deregulated at the same time. Right?

That's one option. It may be possible to think of others.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Universal Healthcare
Date: January 9, 2012 at 4:24 PM

On Jan 9, 12:58 am, Rami Rustom <ramir...@gmail.com> wrote:
Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

-- Logic: Morality?

(lets try not to bring in the idea of health insurance, unless
absolutely necessary.)

--Rami

As you eventually realized, the claim you really want is that we
should force some (most?) people to pay so that some (most?) other
people have better access to healthcare without having to pay more
(other than taxes).

For a sufficiently stingy value of "healthcare", I think, even under
the minarchist assumptions some people are making here, the answer is
"yes".

Consider that some disease is contagious.  If someone can't or won't
pay for diagnosis and treatment of an infectious disease, that has
negative externalities for everyone else in society.  I consider it
morally obligatory to take reasonable steps to avoid that, but in that
case the cost of compliance should be publicly shared.

Admittedly, that justifies a far smaller program than most people
arguing for "universal healthcare" would desire.  We can justify a bit
more if we modify the question somewhat:

Would it be better to keep a system in which the government both
regulates and spends heavily to give healthcare to some but not all
people, or switch to one in which healthcare benefits are provided
more generally?



If we're talking about the U.S.A., for example, the government already
spends more per capita providing health care than most other
governments that provide universal care.  And most health insurance
that's provided privately is heavily regulated and subsidized by the
government--in particular, the tax deduction employers can take for
providing employees with health insurance.

Only a minority of Americans (including myself) actually purchase
health insurance on the individual market.  Though my insurance is
affordable, others with pre-existing conditions find themselves
completely unable to afford coverage unless their employee provides a
group-negotiated plan (so they can't be self-employed), or they
qualify for some government program.

The minarchist solution is to eliminate all of that.  But the politics
of the issue being what they are, that doesn't really seem like a live
option any time soon.  If we are stuck, for the moment, with big
government, should we keep a discriminatory status quo, especially
when it's one that discriminates against something we supposedly
approve of, small business?

There's yet another argument for universal coverage of some sort.
Unfortunately for Rami, you can't avoid the idea of health insurance
in this argument.  If it were not for health insurance--or more
broadly, the the highly variable cost of disease that health insurance
tries to protect you from--then nothing would distinguish health care
from food, shelter, and other human needs that most everyone is
perfectly willing to leave to the marketplace.

Some people have more serious and expensive diseases than others, even
from birth.  Some aspects of proposed health care reform--
specifically, community rating and guaranteed issue--are intended to
make those costs more equal, allowing everyone to buy health insurance
for the same price everyone else pays.  I would compare this to
government regulations insisting that public facilities be accessible
to the disabled, or even to regulations banning racially segregated
public facilities. Those regulations aren't universally supported
(minarchists would oppose them), but they tend to be more broadly
supported than "welfare" and redistributive taxation.  Rather than
equality of outcome, these regulations seek equality of opportunity.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Universal Healthcare
Date: January 9, 2012 at 4:49 PM

On Mon, Jan 9, 2012 at 3:24 PM, Don Crimbchin
<donald.crimbchin@gmail.com> wrote:

On Jan 9, 12:58 am, Rami Rustom <ramir...@gmail.com> wrote:
Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

-- Logic: Morality?

(lets try not to bring in the idea of health insurance, unless
absolutely necessary.)

--Rami

As you eventually realized, the claim you really want is that we
should force some (most?) people to pay so that some (most?) other
people have better access to healthcare without having to pay more
(other than taxes).

For a sufficiently stingy value of "healthcare", I think, even under
the minarchist assumptions some people are making here, the answer is
"yes".

Consider that some disease is contagious.  If someone can't or won't
pay for diagnosis and treatment of an infectious disease, that has
negative externalities for everyone else in society.  I consider it
morally obligatory to take reasonable steps to avoid that, but in that
case the cost of compliance should be publicly shared.

Admittedly, that justifies a far smaller program than most people
arguing for "universal healthcare" would desire.  We can justify a bit
more if we modify the question somewhat:

Would it be better to keep a system in which the government both
regulates and spends heavily to give healthcare to some but not all
people, or switch to one in which healthcare benefits are provided



more generally?

If we're talking about the U.S.A., for example, the government already
spends more per capita providing health care than most other
governments that provide universal care.  And most health insurance
that's provided privately is heavily regulated and subsidized by the
government--in particular, the tax deduction employers can take for
providing employees with health insurance.

Only a minority of Americans (including myself) actually purchase
health insurance on the individual market.  Though my insurance is
affordable, others with pre-existing conditions find themselves
completely unable to afford coverage unless their employee provides a
group-negotiated plan (so they can't be self-employed), or they
qualify for some government program.

The minarchist solution is to eliminate all of that.  But the politics
of the issue being what they are, that doesn't really seem like a live
option any time soon.  If we are stuck, for the moment, with big
government, should we keep a discriminatory status quo, especially
when it's one that discriminates against something we supposedly
approve of, small business?

There's yet another argument for universal coverage of some sort.
Unfortunately for Rami, you can't avoid the idea of health insurance
in this argument.  If it were not for health insurance--or more
broadly, the the highly variable cost of disease that health insurance
tries to protect you from--then nothing would distinguish health care
from food, shelter, and other human needs that most everyone is
perfectly willing to leave to the marketplace.

Some people have more serious and expensive diseases than others, even
from birth.  Some aspects of proposed health care reform--
specifically, community rating and guaranteed issue--are intended to
make those costs more equal, allowing everyone to buy health insurance
for the same price everyone else pays.  I would compare this to
government regulations insisting that public facilities be accessible
to the disabled, or even to regulations banning racially segregated
public facilities. Those regulations aren't universally supported
(minarchists would oppose them), but they tend to be more broadly



supported than "welfare" and redistributive taxation.  Rather than
equality of outcome, these regulations seek equality of opportunity.

Ok so no universal healthcare. And I think I understood you in saying
that even medicare and social security are bad.

So what about the problem of high healthcare costs and the fact that
the prices are still rising much faster than inflation. I realize that
the current bad situation is causing it.

But if it continues, won't it just break or something? It looks like a
downward spiral effect and these things don't end well.

What is causing the prices to skyrocket? What could be the first law
to abolish that would serve to stop it? And the 2nd law? And the rest?

-- Rami



From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Force is bad, war is good? (was: Universal Healthcare)
Date: January 9, 2012 at 4:51 PM

On Jan 9, 12:41 pm, Elliot Temple <c...@curi.us> wrote:

If spending X's money on Y was a good idea, he could be persuaded to do it 
voluntarily. If you can't persuade him spending the money on Y is best, maybe 
it's not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe in 
inherent conflicts of interest, and their resolution by force.

Okay, this leaves me very puzzled.  There are definitely people who
you have failed to persuade that spending the amount of money the U.S.
spends on the military and our various wars is best.

If you believe that these people can't be persuaded, that would seem
to be an inherent conflict of interest.  If you believe that this
spending is not only best, but necessary, then you believe the
inherent conflict of interest is even stronger.

But that's convenient enough, because it isn't clear to me why you
would even want a military or police if you don't believe in inherent
conflicts of interest that should be resolved by force.  I cannot
reconcile abhorrence of force and coercion with support for war and
property.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Force is bad, war is good? (was: Universal Healthcare)
Date: January 9, 2012 at 5:10 PM

On Jan 9, 2012, at 1:51 PM, Don Crimbchin wrote:

On Jan 9, 12:41 pm, Elliot Temple <c...@curi.us> wrote:

If spending X's money on Y was a good idea, he could be persuaded to do it 
voluntarily. If you can't persuade him spending the money on Y is best, maybe 
it's not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe in 
inherent conflicts of interest, and their resolution by force.

Okay, this leaves me very puzzled.  There are definitely people who
you have failed to persuade that spending the amount of money the U.S.
spends on the military and our various wars is best.

I have yet to persuade people, and I couldn't, are very different propositions.

If you believe that these people can't be persuaded, that would seem
to be an inherent conflict of interest.  If you believe that this
spending is not only best, but necessary, then you believe the
inherent conflict of interest is even stronger.

But that's convenient enough, because it isn't clear to me why you
would even want a military or police if you don't believe in inherent
conflicts of interest that should be resolved by force.

Military and police are important because people make mistakes.

 I cannot
reconcile abhorrence of force and coercion with support for war and
property.

Can you start by reconciling support for property with support for defensive force?



-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] 3 archtypes of learning?
Date: January 9, 2012 at 5:14 PM

On Monday, January 9, 2012, at 2:29 PM, Rami Rustom wrote:

On another forum, somebody mentioned my 'How children learn article'.
Then I explained TCS. Then I explained how the mind learns by the
Popperian conjecture/criticism method. Then he criticized by saying
that it doesn't mention:

 three of the primary methods of learning. Auditory, Visual, and Haptic
learning.

Doesn't TCS deny all of that?

Or does TCS simply side step it all and say that the child will figure
it out on her own?

Well, there's this, from the 2011-08-29 David Deutsch radio interview transcript 
posted earlier:

Boyd: It's interesting. Just this morning on the radio there was a
story about how the philosophy of thinking that people are either
auditory or visual learners has been disproven, at least in one large
study. And it's funny because, for a long time, we based our education
systems around this idea that we understood how people learn one way
or another and we could cater to that. Had we not continued to
question that, we wouldn't have gotten to the place where maybe we can
teach even better.

Deutsch: Yes. I hadn't heard of that study but it sounds extremely
plausible to me, and I would have expected that to be so. I would even
go further and say that even if it had been true that some people are
auditory and some people are visual, this is itself merely a problem
that people could overcome if they wanted to. An auditory person could
become visual if they were interested in doing so. The reason I think
that would have been true is that we are general-purpose knowledge
creating machines.



-Kristen

-- 



From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Universal Healthcare
Date: January 9, 2012 at 5:33 PM

On Jan 9, 2:09 pm, Justin Mallone <justin...@gmail.com> wrote:

Some people might say, "well if you justify taxpayers paying for the military like 
that, what's the argument against forcing everybody to pay for national 
healthcare?" (or Insert Socialist Thing X)

In healthcare, there's a market payment model, a huge amount of existing 
market activity people want to socialize, and the only argument for it is some 
leftie redistributionist nonsense. Also, the government sucks at running 
businesses.

With the military, there's no market payment model, not much existing market 
activity, and strong arguments for keeping our effective traditions in place. Also, 
our military's pretty darn good.

-J

In the current American health care system, most people not only avoid
paying retail cost for their care, they even avoid buying their
insurance as individuals.  Government provision and regulation is the
norm, the market payment model exists mainly at the fringes, and the
people stuck with it are the least satisfied.  (In some ways health
care reform would actually mean more markets and competitions--
individuals purchasing insurance in "exchanges" rather than employers
negotiating subsidized group plans). See one of my other posts on this
topic, but I made several arguments for government provision of health
care and none of them had redistributionist premises.

Private businesses provide both arms and armed services to the
military and other branches of the government--the government no more
"runs" these businesses than they do the companies providing health
care services.  If we wanted to switch to a military that collected
money voluntarily, we could start that gradually--by creating funds
for particular, less critical, missions on a trial basis.  I happen to
think our professional civilian bureaucracy is pretty darn good and
compares favorably with the military in terms of effectiveness.



I suspect that we're sufficiently far apart on so many issues that we
probably don't have time to discuss them all.  But my larger point
should be clear--if you want to argue that it's okay to tax for X but
not for Y, you'll have to get into the nitty-gritty of why X is a good
thing and Y is not.  Those arguments have been on going for some time,
so collecting taxes today, for either project, means force and
coercion.



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 9, 2012 at 5:59 PM

On Jan 8, 5:05 pm, Richard Fine <richard.f...@gmail.com> wrote:

On 1/8/2012 2:21 PM, Steve Push wrote:

On Jan 8, 7:41 am, Alan Forrester
<alanmichaelforres...@googlemail.com>  wrote:

So is induction just arriving at a conjecture partly by an argument
involving individual instances?

That's my understanding.

I think that this idea on its own - that a reasoning process may have
some kind of "observe individual instances" step that precedes some kind
of "make general statement" step - isn't problematic, but is not much
more helpful than saying "we arrive at conclusions by thinking." It's
really just a definition. Proponents of induction make additional
claims, such as:

* Reasoning processes *must* include an "observe instances" step, else
the truth of the conclusion is unknowable (or just false).
* Reasoning processes must *begin with* an "observe instances" step.
Observations can be made ex nihilo, and so induction can lead to
conclusions ex nihilo.

I disagree with the first three claims you attribute to inductivists.

* Even though observations can't guarantee the truth of a conclusion,
observing *more* instances causes the process to yield a true conclusion
more frequently.
* Observations have inherent value; it is inherently worthwhile to make
as many observations as possible.

In my opinion, the more observations the better.  In ethology, for
example, it’s a good idea to start by observing the animal species in
its natural habitat as long as possible.  Jane Goodall spent years



observing the chimpanzees in Gombe Stream National Park, and she made
a number of groundbreaking discoveries.

When testing a hypothesis, more observations generally improve the
reliability of the result.  Higher N values give greater statistical
power.  Replication studies can corroborate or refute a previous
conclusion.

* When deciding between two ideas, the one that observed more instances
in the argument arriving at it should be preferred.

I see no value in counting two different sets of observations.  If you
have two mutually exclusive hypotheses, you should design an
experiment that distinguishes the two.

* Induction states which observations it is valid to make.

All observations are valid, but some may be irrelevant to a particular
hypothesis.

* Induction states which general conclusions it is valid to draw from
observations, and/or defines a process for determining this.

Conclusions derived through induction are conjectures.  The
observations used to obtain such a conjecture cannot establish the
validity of the conjecture.

* Induction states which observations do or do not support a particular
conclusion, and/or defines a process for determining this.

I disagree.

* The probability of a theory is meaningful, because it is a function of
the probability of the observations that led to it.

No, that would be an invalid post hoc analysis.   The probability a
hypothesis is true is a function of the probability of the
observations made in testing it.  Such testing should occur *after*
the hypothesis has been developed.



This isn't an exhaustive list, and some claims overlap. Add any claim
you know (that you'd make, or that others have made) that has content
beyond "induction is any process that involves observing individual
instances prior to making a general statement."

If you don't agree with any of the claims on the list, then it would
seem that this is indeed an issue of terminology. But if you do, then as
Alan says, we have a more substantive disagreement, and we should focus
on that.

Is there anything more to induction, like saying that an idea has been 
confirmed or made more probable or something like that using individual 
instances?

According to my understanding of statistical analysis, larger sample
sizes reduce the likelihood that the observations were the result of
chance alone.

I'm not sure whether I agree with that statement, but supposing it's
true for now: Do you agree that while larger sample sizes may eliminate
the role of 'chance,' they do not eliminate systemic error - that the
observations may be of the wrong instances or wrong properties, due to
the observer making a mistaken choice to observe them - and that the
truth of the conclusion will depend on there being no errors of any
sort, be they 'chance' or systemic?

There are many sources of error in addition to statistical:
instrument problems, human error, bias, fraud.  Even when results are
reasonably reliable, the interpretation may be questionable.

Do you agree that there are an infinite number of ways the observer
could make a systemic error?

I don’t know if the ways are infinite, but I agree that scientific
conclusions are always subject to change.

(If you don't agree with either step, my followup question is: why not?)

As such, do you think that "the likelihood that the observations were



the result of chance alone" has any bearing on the likelihood that the
conclusion is true, and thus that the sample size has any bearing on the
likelihood that the conclusion is true?

Yes.  Statistical error could in principle be reduced to zero if your
sample size encompassed the entire universe.  But the other sources of
potential error would remain and conclusions would always be
provisional – unless they are refuted.

Steve



From: Jason <auvenj@gmail.com>
Subject: [BoI] TCS-Coercion as an explanation for adult problems (was Re: Food 
Fads)
Date: January 9, 2012 at 6:59 PM

On Jan 8, 2:05 pm, Elliot Temple <c...@curi.us> wrote:
There are specific things that parents in our culture very commonly heavily TCS-
coerce over. They include:

- tooth brushing
- playing with fire
- bed times
- food
- school attendance, homework and grades
- going to college, getting a "good job", marrying, making grand kids
- politeness
- leaving toy stores and other places when the parent wants to leave, but the 
child doesn't
- seat belts
- sharing
- gender roles
- various stuff related to sex
- money
- cleaning (e.g. one's room, being tidy, making the bed)
- chores

But they do not include everything!

If you pick one of these, say bed times, it is not the case that all parents TCS-
coerce over the issue in the same way. Nor do they get the same results.

Some parents leave their baby to "cry it out". Others try to get him to fall asleep 
by over-feeding with warm milk. Others leave the baby in the crib for too long 
after he wakes up and wants to go elsewhere.

Some parents enforce strict bed times like 8pm for many years (often gradually 
increasing as the child gets older). Others enforce strict wake up times. Others 
both. And there's curfews, too.

Some will "allow" the child a few days of "freedom" in order to "teach him a 
lesson" when, without any useful parental help, and given his first chance at 



controlling his sleeping, and perhaps aware this is highly temporary so he 
doesn't have time for gradual exploration ... the child messes up and the parent 
says "I told you so".

Yes - parents do lots of different things that can be classified as
TCS-Coercion. Parents also do lots of different things that religions
can classify as sin. Some religious sins involve TCS-Coercion, and
some religious sins are a lack of TCS-Coercion! So sin and TCS-
Coercion are different (in some cases diametrically opposed) yet both
can and are used to explain a wide variety of later problems
experienced by adults.

As much as parental coercion over sleeping varies, so do children's coping 
methods.

Some are compliant to avoid fighting with their parents. Some are rebellious to 
stand up for themselves. Some find the parentally imposed 
bedtimes/rules/whatever happen to work reasonably OK for. Others find the 
parentally imposed control works very badly for them. Often it's a mix.

Yes. As above, people whose parents sin also have a variety of
responses to that sin.

There is nothing I can do to change the huge variability in bed time TCS-
coercion that parents do, and bed time coping strategies, and in the results 
people get.

Of course there is nothing you can "do." The variability is as
described and cannot be changed after the fact. The question I was
asking regards whether or not generalized childhood TCS-coercion about
an issue is a good explanation for problems encountered in the same
general domain in adulthood.

Yet there remains a common theme that bed time coercion is commonplace, 
and it's commonplace that whatever the result is, it's irrational (meaning: not 
very open to error correction, entrenched, hard for the person to change later). 
And there is a common theme that, reliably, the children grow up to be parents 
who coerce their own children over bedtime (not necessarily in the same way, 
just in some way).



Do you still object?

I don't object to your description of the facts. Likewise, I would not
object to a Christian's list of ways that parents commonly sin, and
the themes around those sins, and that children of sinners grow up to
be sinners themselves. What I would object to in the case of bedtimes,
would be an assertion that TCS-Coercion (or sin) regarding bed times
in childhood explains most or all insomnia, oversleeping, narcolepsy,
morning/afternoon grogginess, or other sleep related problems
experienced in adults. That seems to be similar to your use of TCS-
Coercion as an explanation of most/all food related problems in
adults.

TCS-Coercion seems to be used much like "the gods did it." It explains
everything, so it explains nothing.

Similarly, for example, TCS-coercion by parents regarding eating sugar is 
ubiquitous. The details vary, and the rationalizations vary, but there are some 
common themes which are consistent among a great many people, e.g. parents 
exercising control over children's eating of sugar, and this having a sufficiently 
lasting effect.

By the way, does it really have a lasting effect? Yes! These TCS-coerced 
children grow up to do the same things to their children. Effects normally last a 
lifetime. And the effects cover more than just their parenting behavior: it also 
affects their own behavior regarding eating and other things.

Children of parents who sin grow up to sin themselves. That doesn't
mean that sin is a good explanation for problems that adults
encounter.

Maybe it would help if I gave an example of something involving food
and TCS-Coercion that I would consider a better explanation: Children
who are denied or restricted sugar on a regular basis, but permitted
to eat more or perhaps as much sugar as they want on "special
occasions" (holidays, visits to grandparents, etc.) at the same time
that they are given increased adult attention, toys and other gifts,
and greater freedom of choice about what to do, tend to associate the
taste of sugar with getting good things and the ability to exercise a
level of freedom they don't normally have. As they become adults and



obtain the freedom to eat whatever they want, the positive association
with sugar formed in childhood may persist and interfere with their
ability to rationally determine the correct amount of sugar to eat.

I don't know if the above explanation is true or not, but it may very
well be. It is harder to vary than a generic explanation about TCS-
Coercion of food choices. It wouldn't apply if sugar coercion
continues unabated during special occasions. It would apply in reverse
if sugar was more restricted on special occasions rather than less. It
would apply to some other food taste category (savory, salty, sour,
etc.) if that category was associated with relaxed restrictions on
special occasions rather than sugar. It is subject to criticism and
falsification in ways that "adults who eat high amounts of sugar do so
because they were TCS-Coerced about sugar as children" or "adults who
eat high amounts of sugar do so because their parents sinned in
determining their proper sugar intake" are not.

--Jason



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 9, 2012 at 10:07 PM

On Mon, Jan 9, 2012 at 2:18 AM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 7, 10:03 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 5:18 PM, Josh Jordan wrote:
On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:

What we know about animals is their nerve fibers transmit signals to the 
brain, the brain does some computation, and the animal does some 
behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

Elliott, I also would like to see your response to the comment &
question at the end of Stephen's post, which was not quoted in your
reply. For your convenience, I reproduce it here:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
I have no doubt someone could design a computerized robot that acted
as if it were in pain.  The difference is that the robot has no
structures that are homologous with humans’. [...]  If you
saw an injured animal writhing would you not try to
alleviate its suffering?

Some animals have a nervous system similar to humans, have things we could 
reasonably call pain nerves and pain signals, and have brains.

That is enough similarity to say they "feel pain" in one sense.



But it does not mean they suffer, have a preference not to feel pain, don't want 
to "feel pain", want or don't want anything at all, think in the human sense, 
have an inner life in the human sense, can be sad or unhappy, etc...

Animals have large differences from humans (in particular, their brains run very 
different software which does not create knowledge, does not guess and 
criticize). This difference is highly relevant to issues like whether animals 
*mind* when their nerves send pain signals, or *want* or *prefer* not to have 
those nerve signals sent.

People often think animals "act like they mind" being in pain. This is often 
naive. The animals perform genetically coded behavior which is evolved 
according to selection pressure. In general this means doing actions to prevent 
or avoid pain nerve signals, because those nerve signals somewhat reliably 
correspond to poor survivability, having less offspring, etc.

If I am wrong about this, simply pointing at animals "writhing in pain", or 
performing other behaviors, does not demonstrate that I am wrong. The 
observed behavior is (at least prima facie, pending some sophisticated 
argument) compatible with the explanation that it's genetically coded and has 
nothing to do with animals having preferences, opinions, emotions, choices, 
etc...

There is an important distinction to draw between

1) having pain nerve signals
2) having a preference not to have them, and therefore suffering

The robot example is intended to clearly have (1) but not (2), and thus illustrate 
the point that (1) does not imply (2), and (1) cannot be used as an argument 
that animals have (2).

Maybe it's hard for people used to thinking of silicon as different from organic 
things (but organic just means it has carbon!). Animal brains, human brains, 
and silicon computers are all universal turing machines (running different 
software). In all cases what happens is information is sent to a universal 
classical computer. What makes it a pain signal is what function it serves, what 
computations are done on it, and, if applicable, perhaps what opinions about it 
one has.



There is also a difference between

1) a entity doing "pain aversion" behaviors like pouring water on a burned hand 
because it has an opinion that it dislikes its hand burning and wants to cool it 
down

2) a entity doing "pain aversion" behaviors like pouring water on a burned hand 
because it is controlled by  programming which determines that it do this 
(whether it's Objective-C, Java, or the stuff animal genes do).

Humans do (1) but my robot example does (2). The robot illustrates how 
something can look similar to (1) overtly (all the words are the same most for 
most of the sentence), but not be doing (1).

(2) isn't really pain aversion, as hopefully the robot case illustrates. The same 
overt behavior (pour water on burned thing that sends information about the 
damage) can have different internal causes and does not imply any of the stuff 
under debate.

I think many people are so used to thinking of animals as semi-human that 
they forget the bare facts we actually know are things like "information is sent 
from nerves to brain" or "animal moves limbs, in a way that seems designed to 
prevent further nerve signals, for some reason which we cannot actually 
observe". In other words, the actual observations of animals match the robot, 
but people strongly believe the internal mechanisms must be nothing like the 
robot, and further many people strongly believe they have *clearly observed*, 
uncontroversially, things like "an animal writhing in pain, and suffering and 
trying to get rid of hated pain". They may forget that that is a heavily 
*interpreted* observation, not what they actually observed. What they actually 
observed looks quite similar to what we could easily make a robot do.

Another thing people commonly forget, or don't know, or don't think about in 
this context, is that all *all data requires interpretation to have any meaning*.

(Physical) pain is just data (information) unless something thinks about it.

And it's only psychologically bad for that thing if that thing interprets it as bad, 
rather than good or neutral



Not all interpretations are equally good. Maybe some events are correctly 
interpreted as bad, unpleasant, distressing, suffering, etc... That's fine.

However, if something can't interpret -- if it doesn't think about the meaning of 
the information it has -- then this doesn't even apply.

Interpretation in this sense is done by guesses and criticism. It coincides with 
being a universal knowledge creator. Which animals aren't and humans are.

I have an explanation about the difference between humans and non-
humans and why we can experience distress while they don't. Recapping
from before, pain is pain, while distress is pain plus a preference
for not having it, i.e. suffering.

Human minds have ideas that, if bad ones, can *haunt* us, and this
*is* distress. These ideas are stored in our harddrives, i.e. our
knowledge networks.

Our knowledge is of 3 types, situations, rules, and logics. This
knowledge is structured in a network, which is a mathematical
abstraction of our brains, i.e. a level of emergence above our brains.
So this mathematical abstraction is an N-dimensional space composed of
points, vectors, and superstructures; i.e. situations, rules, and
logics.

And non-humans have harddrives too. But their harddrives are setup as
unstructured knowledge sets. They have points and vectors, but no
superstructures. So their knowledge sets are not networked because the
vectors [rules of thumb] don't connect to each other.

Superstructures get processed in the mind over and over again. This
happens while we think, while we learn. Its happening because the mind
is applying the conjecture/criticism method.

Mind with unstructured knowledge sets don't process that way. They
don't process over and over again. They don't apply the conjecture/
criticism method.

Ideas are superstructures; these can cause distress. But points and
vectors can't cause distress. Why? Because they don't *haunt* the non-



human, i.e. the points/vectors don't get processed in the mind the way
superstructures do.

Superstructures get processed over and over again. If they are bad
[irrational] superstructures, then things like anxiety attacks can
happen because those ideas can cause downward spiral effects. But
points and vectors don't get processed over and over again in non-
humans [nor in humans]. If they are bad [incorrect] vectors, anxiety
attacks are not possible because they can't cause downward spiral
effects.

Therefore, distress is only possible within a mind whose knowledge
structure is a network. Distress is not possible within a mind whose
knowledge not networked and instead is a plane knowledge set.

So to recap, I'll ask some questions as criticisms. Humans have many
emergent properties that seem to result from ideas. So can non-humans
experience...

-- anxiety attacks?

-- love?

-- laughing?

A thought experiment. Lets say an alien race came to earth and used
humans as cattle.

A see's his brother get slaughtered in front of him. Then he see's his
whole family and many others get slaughtered right in front of him.
What happens in A's mind?

This stuff haunts A; he suffers immensely. He keeps playing this idea
in his mind and it causes distress. The distress is likely to be so
dramatic that depression occurs. A might even kill himself to end his
distress.

Now consider this same thought experiment but with one twist. Instead
of aliens doing this to humans, it is humans doing it to cows. So what
happens?



Does this stuff haunt A? Does A suffer? Does A keep playing this idea
in his mind? Can A be distressed and can this lead to depression?
Would A want to kill himself to end his distress?

-- Rami



From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Force is bad, war is good? (was: Universal Healthcare)
Date: January 9, 2012 at 10:20 PM

On Jan 9, 5:10 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 9, 2012, at 1:51 PM, Don Crimbchin wrote:

I have yet to persuade people, and I couldn't, are very different propositions.

True, but I don't see how that's more true for military/law
enforcement spending than any other kind of time-critical spending.
In all cases, one is willing to collect the tax (or worse, shoot the
bullet and drop the bomb) before one has finished all attempts at
persuasion.

But that's convenient enough, because it isn't clear to me why you
would even want a military or police if you don't believe in inherent
conflicts of interest that should be resolved by force.

Military and police are important because people make mistakes.

Our arms protect us from other people's mistakes, perhaps, but they
can also magnify the costs of our own mistakes.

More to the point, I don't see how this resolves anything. If you're
stuck in a violent conflict with someone, it doesn't matter if you
would be able to convince them given unlimited time if neither of you
is willing to wait that long.  Once you have resolved to kill someone,
if they wish to continue living then conflicts of interest don't get
much more inherent than that.

 I cannot
reconcile abhorrence of force and coercion with support for war and
property.



Can you start by reconciling support for property with support for defensive 
force?

Sure.  But nearly any claim could be reconciled with defensive force.
Any force can be said to be defending some claim.  The government
claims it has the right to collect taxes for nearly any purpose our
representatives select, and it defends that right with force.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Force is bad, war is good? (was: Universal Healthcare)
Date: January 10, 2012 at 12:15 AM

On Jan 9, 2012, at 7:20 PM, Don Crimbchin wrote:

On Jan 9, 5:10 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 9, 2012, at 1:51 PM, Don Crimbchin wrote:

I cannot
reconcile abhorrence of force and coercion with support for war and
property.

Can you start by reconciling support for property with support for defensive 
force?

Sure.  But nearly any claim could be reconciled with defensive force.
Any force can be said to be defending some claim.  The government
claims it has the right to collect taxes for nearly any purpose our
representatives select, and it defends that right with force.

OK, great.

Can you reconcile support for defensive force with general abhorrence of force 
and coercion?

One reason is: without defensive force, life would be *less peaceful*, not more.

Neither appeasement nor pacifism can achieve world peace. They make things 
worse.

Also, were you saying you are opposed to property? If so, what is your take on 
robbery?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 3:30 AM

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive argument 
regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling terms 
like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but this 
does not imply they have distress.

The council correctly says, immediately, on page 1, that pain *can*, but *does 
not necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take issue 
with two things so far:



1) the glossary omits the word "distress", so I'm concerned maybe they don't 
actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: they 
are *assuming* pain is unpleasant (despite the fact that, e.g., masochist exist, a 
counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they say 
that distress is always bad, but pain only sometimes causes distress. If pain is 
always unpleasant by definition, how can that sometimes not be bad? Or if pain 
is always bad (contrary to what I quote next), how does it differ from distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is a 
measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, too, 
we see the idea that *failing to cope* with a problem is necessarily detrimental, 
but other stuff may not be.

It seems to me they have either contradicted themselves or they don't consider 
unpleasantness to be detrimental, which I would actually regard as kind of 
callous and insensitive, as well as false. Another possibility is bizarre, unstated 
terminology.

End of p 1 says:

the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.



This suggests much of the report is irrelevant to our discussion, because we're 
not interested in how to manage or avoid animal pain (and nor can we assume 
that is generically important to do), but rather we're discussing something more 
like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and that its 
alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific literature 
on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate animal 
pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they are 
attempting to cover.

So I have a question: why are they trying to avoid or mitigate *pain* rather than 
*distress*? They already said, basically, that not all pain is bad, but all distress 
is. So why are they focussing on the superset that includes non-bad things, 
instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.

p 3

The committee acknowledges that pain in animals is difficult to assess, mostly 



because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess 
pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL PAIN?

ok let's see what they say

p 11

The public expects animal experimentation to be not only scientifically 
justifiable and valid but also humane, meaning that it results in minimal or no 
pain, stress, distress, or other negative impact on the welfare of the animals 
involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims rely on 
it. And they assume animal pain is bad, contrary to the section heading implying 
they would consider the question.



Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically and 
legally.

So, after around 1.25 pages without any arguments, they are concluding what 
they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead and 
point it out. Please also give a brief statement of what it's about and how it bears 
on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values



(e.g., place-preferences, see Bardo & Bevins, 2000), (ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004), and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 4:07 AM

On 10 Jan 2012, at 03:07, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 2:18 AM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 7, 10:03 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 5:18 PM, Josh Jordan wrote:
On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:

What we know about animals is their nerve fibers transmit signals to the 
brain, the brain does some computation, and the animal does some 
behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

Elliott, I also would like to see your response to the comment &
question at the end of Stephen's post, which was not quoted in your
reply. For your convenience, I reproduce it here:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
I have no doubt someone could design a computerized robot that acted
as if it were in pain.  The difference is that the robot has no
structures that are homologous with humans’. [...]  If you
saw an injured animal writhing would you not try to
alleviate its suffering?

Some animals have a nervous system similar to humans, have things we 
could reasonably call pain nerves and pain signals, and have brains.



That is enough similarity to say they "feel pain" in one sense.

But it does not mean they suffer, have a preference not to feel pain, don't 
want to "feel pain", want or don't want anything at all, think in the human 
sense, have an inner life in the human sense, can be sad or unhappy, etc...

Animals have large differences from humans (in particular, their brains run 
very different software which does not create knowledge, does not guess and 
criticize). This difference is highly relevant to issues like whether animals 
*mind* when their nerves send pain signals, or *want* or *prefer* not to have 
those nerve signals sent.

People often think animals "act like they mind" being in pain. This is often 
naive. The animals perform genetically coded behavior which is evolved 
according to selection pressure. In general this means doing actions to 
prevent or avoid pain nerve signals, because those nerve signals somewhat 
reliably correspond to poor survivability, having less offspring, etc.

If I am wrong about this, simply pointing at animals "writhing in pain", or 
performing other behaviors, does not demonstrate that I am wrong. The 
observed behavior is (at least prima facie, pending some sophisticated 
argument) compatible with the explanation that it's genetically coded and has 
nothing to do with animals having preferences, opinions, emotions, choices, 
etc...

There is an important distinction to draw between

1) having pain nerve signals
2) having a preference not to have them, and therefore suffering

The robot example is intended to clearly have (1) but not (2), and thus 
illustrate the point that (1) does not imply (2), and (1) cannot be used as an 
argument that animals have (2).

Maybe it's hard for people used to thinking of silicon as different from organic 
things (but organic just means it has carbon!). Animal brains, human brains, 
and silicon computers are all universal turing machines (running different 
software). In all cases what happens is information is sent to a universal 
classical computer. What makes it a pain signal is what function it serves, 



what computations are done on it, and, if applicable, perhaps what opinions 
about it one has.

There is also a difference between

1) a entity doing "pain aversion" behaviors like pouring water on a burned 
hand because it has an opinion that it dislikes its hand burning and wants to 
cool it down

2) a entity doing "pain aversion" behaviors like pouring water on a burned 
hand because it is controlled by  programming which determines that it do 
this (whether it's Objective-C, Java, or the stuff animal genes do).

Humans do (1) but my robot example does (2). The robot illustrates how 
something can look similar to (1) overtly (all the words are the same most for 
most of the sentence), but not be doing (1).

(2) isn't really pain aversion, as hopefully the robot case illustrates. The same 
overt behavior (pour water on burned thing that sends information about the 
damage) can have different internal causes and does not imply any of the 
stuff under debate.

I think many people are so used to thinking of animals as semi-human that 
they forget the bare facts we actually know are things like "information is sent 
from nerves to brain" or "animal moves limbs, in a way that seems designed 
to prevent further nerve signals, for some reason which we cannot actually 
observe". In other words, the actual observations of animals match the robot, 
but people strongly believe the internal mechanisms must be nothing like the 
robot, and further many people strongly believe they have *clearly observed*, 
uncontroversially, things like "an animal writhing in pain, and suffering and 
trying to get rid of hated pain". They may forget that that is a heavily 
*interpreted* observation, not what they actually observed. What they actually 
observed looks quite similar to what we could easily make a robot do.

Another thing people commonly forget, or don't know, or don't think about in 
this context, is that all *all data requires interpretation to have any meaning*.

(Physical) pain is just data (information) unless something thinks about it.

And it's only psychologically bad for that thing if that thing interprets it as bad, 



rather than good or neutral

Not all interpretations are equally good. Maybe some events are correctly 
interpreted as bad, unpleasant, distressing, suffering, etc... That's fine.

However, if something can't interpret -- if it doesn't think about the meaning of 
the information it has -- then this doesn't even apply.

Interpretation in this sense is done by guesses and criticism. It coincides with 
being a universal knowledge creator. Which animals aren't and humans are.

I have an explanation about the difference between humans and non-
humans and why we can experience distress while they don't. Recapping
from before, pain is pain, while distress is pain plus a preference
for not having it, i.e. suffering.

Human minds have ideas that, if bad ones, can *haunt* us, and this
*is* distress. These ideas are stored in our harddrives, i.e. our
knowledge networks.

Our knowledge is of 3 types, situations, rules, and logics. This
knowledge is structured in a network, which is a mathematical
abstraction of our brains, i.e. a level of emergence above our brains.
So this mathematical abstraction is an N-dimensional space composed of
points, vectors, and superstructures; i.e. situations, rules, and
logics.

And non-humans have harddrives too. But their harddrives are setup as
unstructured knowledge sets. They have points and vectors, but no
superstructures. So their knowledge sets are not networked because the
vectors [rules of thumb] don't connect to each other.

Superstructures get processed in the mind over and over again. This
happens while we think, while we learn. Its happening because the mind
is applying the conjecture/criticism method.

Mind with unstructured knowledge sets don't process that way. They
don't process over and over again. They don't apply the conjecture/
criticism method.



Ideas are superstructures; these can cause distress. But points and
vectors can't cause distress. Why? Because they don't *haunt* the non-
human, i.e. the points/vectors don't get processed in the mind the way
superstructures do.

Superstructures get processed over and over again. If they are bad
[irrational] superstructures, then things like anxiety attacks can
happen because those ideas can cause downward spiral effects. But
points and vectors don't get processed over and over again in non-
humans [nor in humans]. If they are bad [incorrect] vectors, anxiety
attacks are not possible because they can't cause downward spiral
effects.

Therefore, distress is only possible within a mind whose knowledge
structure is a network. Distress is not possible within a mind whose
knowledge not networked and instead is a plane knowledge set.

So to recap, I'll ask some questions as criticisms. Humans have many
emergent properties that seem to result from ideas. So can non-humans
experience...

-- anxiety attacks?

-- love?

-- laughing?

A thought experiment. Lets say an alien race came to earth and used
humans as cattle.

A see's his brother get slaughtered in front of him. Then he see's his
whole family and many others get slaughtered right in front of him.
What happens in A's mind?

This stuff haunts A; he suffers immensely. He keeps playing this idea
in his mind and it causes distress. The distress is likely to be so
dramatic that depression occurs. A might even kill himself to end his
distress.

Now consider this same thought experiment but with one twist. Instead



of aliens doing this to humans, it is humans doing it to cows. So what
happens?

Does this stuff haunt A? Does A suffer? Does A keep playing this idea
in his mind? Can A be distressed and can this lead to depression?
Would A want to kill himself to end his distress?

We've already tried treating humans like cattle - it was called slavery. There were 
some interesting consequences. Some people tried to teach slaves how to read 
and write and they succeeded. Some slaves became eloquent writers and 
speakers. We know what they thought about slavery because they told us.

If animals think anything about how they are treated they say nothing about it. Not 
a single word for thousands of years.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 4:19 AM

On 10 Jan 2012, at 08:30, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 
terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but 
this does not imply they have distress.

The council correctly says, immediately, on page 1, that pain *can*, but *does 
not necessarily*, result in distress.



However, while I think it's great that they draw this distinction, I do take issue 
with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they don't 
actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: they 
are *assuming* pain is unpleasant (despite the fact that, e.g., masochist exist, 
a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they say 
that distress is always bad, but pain only sometimes causes distress. If pain is 
always unpleasant by definition, how can that sometimes not be bad? Or if 
pain is always bad (contrary to what I quote next), how does it differ from 
distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is a 
measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, 
too, we see the idea that *failing to cope* with a problem is necessarily 
detrimental, but other stuff may not be.

It seems to me they have either contradicted themselves or they don't consider 
unpleasantness to be detrimental, which I would actually regard as kind of 
callous and insensitive, as well as false. Another possibility is bizarre, unstated 
terminology.

End of p 1 says:



the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because we're 
not interested in how to manage or avoid animal pain (and nor can we assume 
that is generically important to do), but rather we're discussing something more 
like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and that 
its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific literature 
on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate animal 
pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they are 
attempting to cover.

So I have a question: why are they trying to avoid or mitigate *pain* rather than 
*distress*? They already said, basically, that not all pain is bad, but all distress 
is. So why are they focussing on the superset that includes non-bad things, 
instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.



p 3

The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess 
pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL PAIN?

ok let's see what they say

p 11

The public expects animal experimentation to be not only scientifically 
justifiable and valid but also humane, meaning that it results in minimal or no 
pain, stress, distress, or other negative impact on the welfare of the animals 
involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims rely 



on it. And they assume animal pain is bad, contrary to the section heading 
implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding what 
they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead and 
point it out. Please also give a brief statement of what it's about and how it 
bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:



“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000), (ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004), and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

Let's suppose that you wanted to design a robot to preserve certain pieces of 
information. Some robots have some of this information in common. Internal 
mechanisms use the information to build, maintain and repair the robot. The robot 
will never be fixed by anybody but it is surrounded by dangers. It can fall down. 
Other robots trying to preserve their information may scavenge it for parts and so 
on.

One idea one might think about is that some pieces of the information you want 
are present in more than one robot. So if robot 1 wants to preserve its information 
and it has information that robot 2 has some of the same information one thing 
robot 1 might do is act in such a way as to preserve some of the information in 
robot 2. So let's say robot 1 is attacked and damaged. If robot 1 signals its 
damage to robot 2 then robot 2 might try to repair robot 1 so that the information 



they have in common will be preserved. And even if that can't be done it will 
make sense for robot 1 to signal to robot 2 that it is damaged because the thing 
that caused the damage might still be around and robot 2 might avoid it if it has 
information about how robot 1 was damaged.

I don't see any reason why any of this would require emotions or ideas similar to 
the ones we have about pain, e.g. - it is unpleasant and morally bad and so on. 
Given that animals are exactly robots that evolved to preserve the information in 
their genes and could be doing what I described above why would we think that 
they suffer in the same way as we do? It can't be because they have some stuff 
in common with us because there are lots of things that have stuff in common 
with us and act in complex ways and we don't think they feel pain, e.g. - 
amoebae. So what distinguishes the things that give out signals we should be 
interested in from the ones that don't?

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 4:25 AM

On Jan 10, 2012, at 12:30 AM, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 
terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but 
this does not imply they have distress.

The council correctly says, immediately, on page 1, that pain *can*, but *does 
not necessarily*, result in distress.



However, while I think it's great that they draw this distinction, I do take issue 
with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they don't 
actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: they 
are *assuming* pain is unpleasant (despite the fact that, e.g., masochist exist, 
a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they say 
that distress is always bad, but pain only sometimes causes distress. If pain is 
always unpleasant by definition, how can that sometimes not be bad? Or if 
pain is always bad (contrary to what I quote next), how does it differ from 
distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is a 
measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, 
too, we see the idea that *failing to cope* with a problem is necessarily 
detrimental, but other stuff may not be.

It seems to me they have either contradicted themselves or they don't consider 
unpleasantness to be detrimental, which I would actually regard as kind of 
callous and insensitive, as well as false. Another possibility is bizarre, unstated 
terminology.

End of p 1 says:



the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because we're 
not interested in how to manage or avoid animal pain (and nor can we assume 
that is generically important to do), but rather we're discussing something more 
like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and that 
its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific literature 
on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate animal 
pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they are 
attempting to cover.

So I have a question: why are they trying to avoid or mitigate *pain* rather than 
*distress*? They already said, basically, that not all pain is bad, but all distress 
is. So why are they focussing on the superset that includes non-bad things, 
instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.



p 3

The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess 
pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL PAIN?

ok let's see what they say

p 11

The public expects animal experimentation to be not only scientifically 
justifiable and valid but also humane, meaning that it results in minimal or no 
pain, stress, distress, or other negative impact on the welfare of the animals 
involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims rely 



on it. And they assume animal pain is bad, contrary to the section heading 
implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding what 
they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead and 
point it out. Please also give a brief statement of what it's about and how it 
bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

But of course it can serve as a discriminative stimulus. That simply means it is 
input information which can be used in the animal's computations. That has 
nothing to do with the issue; there is no disagreement about that.

As to whether they concluded that you are correct, I agree that they did. But that 
is no argument.



The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000),

All that argument demonstrates is that he is incompetent. He does not 
understand the issue.

Of course animals respond to those things. There is no disagreement about that. 
It's very similar to the point above.

Animals respond to pain. And, yes, the responses *avoid* it.

That is not evidence of emotions. They could simply be controlled by their genes 
to do that (much like we write programs to control computers, which of course 
can respond to information inputs), without having any thoughts, emotions, 
feelings, opinions, ideas, or preferences about it.

Response to stimuli does not argue for an emotional cause for that response.

(ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004),

"To the best of our knowledge, [my claim is true]" is not an argument.

He's also neglecting the arguments in BoI that explain that human brains *run 
different software* and *that* is why humans act so differently than animals in so 



many ways. Humans are universal knowledge creators and this is a *big 
difference*, and it's not about hardware details.

The assumption he is making is that if an animal has similar hardware, then it has 
similar thinking. That is simply false. It's like saying two intel chips are identical 
hardware and therefore must do similar things. Actually one runs a Mac and one 
runs Windows. Or one runs AI software and one runs World of Warcraft.

and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

This is the same issue as previously: yes animals respond to pain stimuli, but that 
simply does not demonstrate they have the same sort of thought processes 
behind their responses as humans do.

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

People interpret pain differently while on anesthesia? Of course.

Animals act differently while on anesthesia? Of course.

So what? This still isn't getting at the thinking behind the behavior.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.



It does not suggest that because it's 100% compatible with that being false. It 
could be that animals deem nothing unpleasant (and do not deem at all), but they 
have genetically programmed behavior that takes into account the information in 
signals such as pain signals.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 4:38 AM

On Jan 10, 3:30 am, Steve Push <stephen.p...@gmail.com> wrote:
On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:
On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 
terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but 
this does not imply they have distress.

The council correctly says, immediately, on page 1, that pain *can*, but *does 
not necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take issue 
with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they don't 
actually consider this distinction important. I don't know yet.



2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: they 
are *assuming* pain is unpleasant (despite the fact that, e.g., masochist exist, 
a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they say 
that distress is always bad, but pain only sometimes causes distress. If pain is 
always unpleasant by definition, how can that sometimes not be bad? Or if 
pain is always bad (contrary to what I quote next), how does it differ from 
distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is a 
measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, 
too, we see the idea that *failing to cope* with a problem is necessarily 
detrimental, but other stuff may not be.

It seems to me they have either contradicted themselves or they don't consider 
unpleasantness to be detrimental, which I would actually regard as kind of 
callous and insensitive, as well as false. Another possibility is bizarre, unstated 
terminology.

End of p 1 says:

the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.



This suggests much of the report is irrelevant to our discussion, because we're 
not interested in how to manage or avoid animal pain (and nor can we assume 
that is generically important to do), but rather we're discussing something more 
like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and that 
its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific literature 
on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate animal 
pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they are 
attempting to cover.

So I have a question: why are they trying to avoid or mitigate *pain* rather than 
*distress*? They already said, basically, that not all pain is bad, but all distress 
is. So why are they focussing on the superset that includes non-bad things, 
instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.

p 3



The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess 
pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL PAIN?

ok let's see what they say

p 11

The public expects animal experimentation to be not only scientifically 
justifiable and valid but also humane, meaning that it results in minimal or no 
pain, stress, distress, or other negative impact on the welfare of the animals 
involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.



They bring up utilitarianism, which is false, and acknowledge their claims rely 
on it. And they assume animal pain is bad, contrary to the section heading 
implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding what 
they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead and 
point it out. Please also give a brief statement of what it's about and how it 
bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

Steve, unless you think the first 12 pages of that paper are
irrelevant,
in which case it would have been nice of you to say so earlier, when



you provided the paper as a reading suggestion, it would be
interesting
to see your responses to Elliot's criticisms of that section (see
above).

Here's BoI's take on studies of whether stags suffer when hunted:
"This
form of explanationless science is just bad philosophy disguised as
science. Its effect is to suppress the philosophical debate about how
animals should be treated, by pretending that the issue has been
settled
scientifically. In reality, science has, and will have, no access to
this issue until explanatory knowledge about qualia has been
discovered." (p 321)

How do you respond to that, especially the last sentence?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 10, 2012 at 5:23 AM

On Mon, Jan 9, 2012 at 11:16 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 9:09 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 10:17 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 8:01 AM, Rami Rustom wrote:

A 2.5 year old boy and his 1 year girl cousin spent a summer together.

A 5 year old boy and his identical twin spent a summer together.

They went to a meadow.

One looked left, and one looked right. They saw different things.

One looked left, and the other looked left too. They saw different information 
because they were not standing in the same exact place.

Two people with "the same childhood", raised "the same way" by the same 
parents, actually had different childhoods.

-- Paraphrase of William Godwin

So this is my conjecture:

These tendencies are a result of neural hardwiring. And this
hardwiring is a direct result of their genes.

THE CHARACTERS OF MEN ORIGINATE IN THEIR EXTERNAL 
CIRCUMSTANCES -- chapter by William Godwin

What about women? Was he a sexist?

Funny you should ask that. Here's his wife:



http://en.wikipedia.org/wiki/Mary_Wollstonecraft

However, with the emergence of the feminist movement at the turn of the 
twentieth century, Wollstonecraft's advocacy of women's equality and critiques 
of conventional femininity became increasingly important. Today Wollstonecraft 
is regarded as one of the founding feminist philosophers, and feminists often 
cite both her life and work as important influences.

end quote

The word *originate* seems to suggest that experiences define a person
before genes do. If this is what he meant, then I disagree. Genes come
before experiences. And yes experiences are a huge component of neural
wiring. There is hard-wiring [because of genes] and soft-wiring
[because of experiences].

Do you have any comment on Godwin's arguments in the chapter?

Godwin says that what humankind thought was innate, was not; giving
many examples such as the automatic reaction of closing the eyes when
approached. Clearly infants don't do this so this is definitely
soft-wiring not hard-wiring [instincts].

But I think Godwin has said that there are no instincts at all. In my
earlier threads, I have equated instincts with hard-wiring, which I
learned from David Eagleman's _Incognito_. But in this thread I've
changed this idea because I realized that even when the very first
wire is installed, both genes and environment are involved. But Godwin
is saying that both genes and environment are not the direct cause of
installing a wire. He says that the mind makes an attempt to
understand a situation in order for a wire to be installed. The
attempt at understanding is what directly causes a wire to be
installed. And to be clear, the genes and environment are involved
[but indirectly] because they affect the mind's attempt at
understanding a situation.

But something still isn't reconciling. What about the infant's
feeling-behavior causal relationship of how the feeling of hunger
produces the behavior of crying. This is an instinct, right? And by

http://en.wikipedia.org/wiki/Mary_Wollstonecraft


instinct I'm referring to soft-wiring [I'm dropping the hard-wiring
idea altogether]. Did the infant have to make an attempt at
understanding in order to link the behavior of crying with the feeling
of hunger?

So btw, dropping the hard-wiring idea seems to reconcile with the fact
that justified true belief is false. It also changes  my idea of AI.

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Deregulation (was: Universal Healthcare)
Date: January 10, 2012 at 5:47 AM

On Mon, Jan 9, 2012 at 3:23 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 1:15 PM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 1:24 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 11:16 AM, Rami Rustom wrote:

On Jan 9, 2012 11:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 9, 2012, at 5:04 AM, Rami Rustom wrote:

On Jan 9, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; 
their wealth is taken against their will.

But this implies that all taxes are wrong. Are they all wrong?

Currently, the tax system is needed for the continued existence of our 
Government, which provides some important functions such as national 
defense and courts. And police and courts from local Government.

It's not wrong to continue with a system that has enabled the best 



civilization ever to exist.

But many reforms are possible.

Taxes for anything that isn't so necessary is a good place to begin reforms. 
Because those taxes are taking money from some, to give to or do with as 
others wish. It is wrong.

If spending X's money on Y was a good idea, he could be persuaded to do 
it voluntarily. If you can't persuade him spending the money on Y is best, 
maybe it's not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe in 
inherent conflicts of interest, and their resolution by force.

I get it now. Taxes for the benefit of the whole is fine, i.e every
single individual. Taxes for the benefit of some [which is taken from
others] is bad since it does things like cause the *us vs them*
phenomenon and *dependencies* as I mentioned before.

So what about the idea that deregulation has caused [or seems to have
caused] much of the trouble we've seen in our economy lately?

What trouble has it caused?

Stuff like what Enron did to the state of California. I think my
source was a documentary. Can't remember.

That's too vague to criticize.

I realized that the Enron/California situation is not a good example.

[A] Freddy and Fanny, which are government-backed private
corporations, relaxed their requirements on the mortgages they would
buy from the mortgage creators. This was one of the steps that created
a funnel that terminated with mortage-backed securities being
purchased all over the world. Of course the relaxed requirements on
the purchase of mortgages causes the mortgage creators to also relax



their requirements. So mortgages now had far too much risks. So the
house of cards finally fell. [B] And we bailed out the banks.

So B should not have happened. But many people say that we need B so
we don't lose our savings. But this is irrational.

What is rational is to never do B and never do A.

Also you have to be careful because the Government still interferes in the 
market a lot. It could do things like deregulate a little bit, while still interfering 
and messing things up, and then say that proves capitalism is wrong.

Yes. So we would need a slow process of deregulation then?

We need a rational process.

Is there a generalized rational process, or does each situation
require its own process?

That generally means gradual, but sometimes two laws go together (e.g. 
monopoly power and price controls) and you might need to change them at the 
same time, or come up with a way to reform one that will work while the other 
still exists.

So have you guys thought out all these things and have come up with
the rational processes to deregulate all [or most] of the situations
we're in?

For example, the Government has laws which help create monopolies in 
various sectors like cable.

This is bad right?



yes

So let's imagine a hypothetical Government that by law gives a company a 
monopoly -- it makes it illegal to compete with that company -- and then it 
also imposes price controls on the stuff that company sells.

One day, our hypothetical Government decides to try deregulation. It removes 
the price control regulations. But it leaves the laws creating the monopoly. So 
the company raises its prices and there are no competitors to beat them on 
price. So people complain and the regulation is reinstated and people talk 
about how you can't trust greedy capitalists and deregulation is bad.

So in this situation, both the monopoly law and the price law should
be deregulated at the same time. Right?

That's one option. It may be possible to think of others.

Like what?

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 6:03 AM

On Tue, Jan 10, 2012 at 3:25 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 12:30 AM, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 
terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but 
this does not imply they have distress.

The council correctly says, immediately, on page 1, that pain *can*, but *does 



not necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take issue 
with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they don't 
actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: they 
are *assuming* pain is unpleasant (despite the fact that, e.g., masochist 
exist, a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they say 
that distress is always bad, but pain only sometimes causes distress. If pain 
is always unpleasant by definition, how can that sometimes not be bad? Or if 
pain is always bad (contrary to what I quote next), how does it differ from 
distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is a 
measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, 
too, we see the idea that *failing to cope* with a problem is necessarily 
detrimental, but other stuff may not be.

It seems to me they have either contradicted themselves or they don't 
consider unpleasantness to be detrimental, which I would actually regard as 
kind of callous and insensitive, as well as false. Another possibility is bizarre, 
unstated terminology.



End of p 1 says:

the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because 
we're not interested in how to manage or avoid animal pain (and nor can we 
assume that is generically important to do), but rather we're discussing 
something more like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and that 
its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific 
literature on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate 
animal pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they 
are attempting to cover.

So I have a question: why are they trying to avoid or mitigate *pain* rather 
than *distress*? They already said, basically, that not all pain is bad, but all 
distress is. So why are they focussing on the superset that includes non-bad 
things, instead of the smaller set of just the bad ones?



I'll now begin skimming to look for any relevant arguments, research, etc.

p 3

The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess 
pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL PAIN?

ok let's see what they say

p 11

The public expects animal experimentation to be not only scientifically 
justifiable and valid but also humane, meaning that it results in minimal or 
no pain, stress, distress, or other negative impact on the welfare of the 
animals involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.



They bring up utilitarianism, which is false, and acknowledge their claims rely 
on it. And they assume animal pain is bad, contrary to the section heading 
implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding 
what they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead and 
point it out. Please also give a brief statement of what it's about and how it 
bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

But of course it can serve as a discriminative stimulus. That simply means it is 
input information which can be used in the animal's computations. That has 
nothing to do with the issue; there is no disagreement about that.



As to whether they concluded that you are correct, I agree that they did. But that 
is no argument.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000),

All that argument demonstrates is that he is incompetent. He does not 
understand the issue.

Of course animals respond to those things. There is no disagreement about 
that. It's very similar to the point above.

Animals respond to pain. And, yes, the responses *avoid* it.

That is not evidence of emotions. They could simply be controlled by their genes 
to do that (much like we write programs to control computers, which of course 
can respond to information inputs), without having any thoughts, emotions, 
feelings, opinions, ideas, or preferences about it.

Response to stimuli does not argue for an emotional cause for that response.

(ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004),

"To the best of our knowledge, [my claim is true]" is not an argument.



He's also neglecting the arguments in BoI that explain that human brains *run 
different software* and *that* is why humans act so differently than animals in so 
many ways. Humans are universal knowledge creators and this is a *big 
difference*, and it's not about hardware details.

The assumption he is making is that if an animal has similar hardware, then it 
has similar thinking. That is simply false. It's like saying two intel chips are 
identical hardware and therefore must do similar things. Actually one runs a Mac 
and one runs Windows. Or one runs AI software and one runs World of 
Warcraft.

and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

This is the same issue as previously: yes animals respond to pain stimuli, but 
that simply does not demonstrate they have the same sort of thought processes 
behind their responses as humans do.

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

People interpret pain differently while on anesthesia? Of course.

Animals act differently while on anesthesia? Of course.

So what? This still isn't getting at the thinking behind the behavior.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the



cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

It does not suggest that because it's 100% compatible with that being false. It 
could be that animals deem nothing unpleasant (and do not deem at all), but 
they have genetically programmed behavior that takes into account the 
information in signals such as pain signals.

So the report mentioned above is saying that *pain in animals* is the
same as *pain in humans*. But pain in animals is of only one type. And
pain in humans is of two types; the first is the same as animals, and
the second is distress [which only humans have]. I suggest that we no
longer equate *pain in humans* with *distress* because its ambiguous
and of course ambiguity can lead to confusion.

Also, I'd like to question something that might shed some light on the
idea of *pain in animals*, and whether this should lead us to
understanding that for example, cows should not be eaten because they
are alive like us and they feel pain like us, or that animals should
not be used in research, or whatever.

Lets think of which organisms feel pain and which don't. I think that
even a simple organism like a snail does feel pain. So if the animal
rights advocates think that animals should not be used in research,
then do they think that we should not do things to snails also? If you
don't like the snail example, then pick a more complex organism. Where
is the line drawn? And why do you draw the line there?

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Universal Healthcare
Date: January 10, 2012 at 7:31 AM

On Mon, Jan 9, 2012 at 7:34 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 9 Jan 2012, at 1:08pm, Rami Rustom wrote:

On Jan 9, 5:29 am, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

No we can pay for it too. My conjecture should have been:

I think everyone should have the option for free healthcare.

So ... in the case of taxpayers, when they become sick and decide to take up 
their option to have free health care, the taxes they have paid towards health 
care would be refunded?

David I just reread your question and realized I misunderstood. I
thought you were saying this:

So ... in the case of taxpayers, when they become sick and decide to
take up their option to *PAY* for their health care, the taxes they
have paid towards health care would be refunded?

So to your question: If the taxpayers paid in, and then they got sick,
and decided to take government money for their healthcare, then why
would the government refund their money?

-- Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Universal Healthcare
Date: January 10, 2012 at 7:40 AM

On Mon, Jan 9, 2012 at 11:41 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 5:04 AM, Rami Rustom wrote:

On Jan 9, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; their 
wealth is taken against their will.

But this implies that all taxes are wrong. Are they all wrong?

Currently, the tax system is needed for the continued existence of our 
Government, which provides some important functions such as national defense 
and courts. And police and courts from local Government.

It's not wrong to continue with a system that has enabled the best civilization 
ever to exist.

But many reforms are possible.

Taxes for anything that isn't so necessary is a good place to begin reforms. 
Because those taxes are taking money from some, to give to or do with as 
others wish. It is wrong.



If spending X's money on Y was a good idea, he could be persuaded to do it 
voluntarily. If you can't persuade him spending the money on Y is best, maybe 
it's not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe in 
inherent conflicts of interest, and their resolution by force.

Ah persuasion again. So my idea of thinking that *corporations should
be socially aware*, which I think you disagreed with, could be
reworded to *I will try to persuade corporations to be socially
aware*, i.e. because it will help them become more profitable. So the
idea of *corporations being socially aware* is a meme that is
replicating. I didn't create it; I learned it from other corporations.
Or maybe I did create it and it was logic-of-situation knowledge.
Cool!

-- Rami

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Universal Healthcare
Date: January 10, 2012 at 7:54 AM

On 10 Jan 2012, at 12:31pm, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 7:34 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 9 Jan 2012, at 1:08pm, Rami Rustom wrote:

On Jan 9, 5:29 am, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

No we can pay for it too. My conjecture should have been:

I think everyone should have the option for free healthcare.

So ... in the case of taxpayers, when they become sick and decide to take up 
their option to have free health care, the taxes they have paid towards health 
care would be refunded?

David I just reread your question and realized I misunderstood. I
thought you were saying this:

So ... in the case of taxpayers, when they become sick and decide to
take up their option to *PAY* for their health care, the taxes they
have paid towards health care would be refunded?

So to your question: If the taxpayers paid in, and then they got sick,
and decided to take government money for their healthcare, then why
would the government refund their money?

Because they have paid for their health care, and your revised conjecture was 



that everyone should have the option to receive health care *free*. 'Everyone' 
includes taxpayers. 'Free' means not paying. Being compelled by law to pay for a 
thing is not the same as getting it free.

-- David Deutsch



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Universal Healthcare
Date: January 10, 2012 at 8:03 AM

On Tue, Jan 10, 2012 at 6:54 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 10 Jan 2012, at 12:31pm, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 7:34 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 9 Jan 2012, at 1:08pm, Rami Rustom wrote:

On Jan 9, 5:29 am, David Deutsch <david.deut...@qubit.org> wrote:
On 9 Jan 2012, at 5:58am, Rami Rustom wrote:

Good or bad? And why?

Conjecture: I think everyone should have free healthcare.

So, taxpayers should be forbidden by law to have health care?

No we can pay for it too. My conjecture should have been:

I think everyone should have the option for free healthcare.

So ... in the case of taxpayers, when they become sick and decide to take up 
their option to have free health care, the taxes they have paid towards health 
care would be refunded?

David I just reread your question and realized I misunderstood. I
thought you were saying this:

So ... in the case of taxpayers, when they become sick and decide to
take up their option to *PAY* for their health care, the taxes they
have paid towards health care would be refunded?

So to your question: If the taxpayers paid in, and then they got sick,
and decided to take government money for their healthcare, then why
would the government refund their money?



Because they have paid for their health care, and your revised conjecture was 
that everyone should have the option to receive health care *free*. 'Everyone' 
includes taxpayers. 'Free' means not paying. Being compelled by law to pay for 
a thing is not the same as getting it free.

Lol. So my *free* idea was a fallacy to begin with. Thats what Elliot
pointed out from the beginning too.

So what about Don's idea that some sicknesses can cause the rest of us
to get sick? At least for these illnesses [like pandemic viruses], we
should do government paid healthcare right? Could this cause an *us vs
them* situation? Or do we accept this as inevitable and acceptable
because the benefit outweighs the cost?

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 8:10 AM

On Jan 10, 4:19 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 10 Jan 2012, at 08:30, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 
terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but 
this does not imply they have distress.



The council correctly says, immediately, on page 1, that pain *can*, but *does 
not necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take issue 
with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they don't 
actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: they 
are *assuming* pain is unpleasant (despite the fact that, e.g., masochist 
exist, a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they say 
that distress is always bad, but pain only sometimes causes distress. If pain 
is always unpleasant by definition, how can that sometimes not be bad? Or if 
pain is always bad (contrary to what I quote next), how does it differ from 
distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is a 
measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, 
too, we see the idea that *failing to cope* with a problem is necessarily 
detrimental, but other stuff may not be.



It seems to me they have either contradicted themselves or they don't 
consider unpleasantness to be detrimental, which I would actually regard as 
kind of callous and insensitive, as well as false. Another possibility is bizarre, 
unstated terminology.

End of p 1 says:

the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because 
we're not interested in how to manage or avoid animal pain (and nor can we 
assume that is generically important to do), but rather we're discussing 
something more like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and that 
its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific 
literature on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate 
animal pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they 
are attempting to cover.



So I have a question: why are they trying to avoid or mitigate *pain* rather 
than *distress*? They already said, basically, that not all pain is bad, but all 
distress is. So why are they focussing on the superset that includes non-bad 
things, instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.

p 3

The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess 
pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL PAIN?

ok let's see what they say

p 11



The public expects animal experimentation to be not only scientifically 
justifiable and valid but also humane, meaning that it results in minimal or 
no pain, stress, distress, or other negative impact on the welfare of the 
animals involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims rely 
on it. And they assume animal pain is bad, contrary to the section heading 
implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding 
what they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead and 
point it out. Please also give a brief statement of what it's about and how it 
bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an



aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000), (ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004), and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.



Let's suppose that you wanted to design a robot to preserve certain pieces of 
information. Some robots have some of this information in common. Internal 
mechanisms use the information to build, maintain and repair the robot. The 
robot will never be fixed by anybody but it is surrounded by dangers. It can fall 
down. Other robots trying to preserve their information may scavenge it for parts 
and so on.

One idea one might think about is that some pieces of the information you want 
are present in more than one robot. So if robot 1 wants to preserve its 
information and it has information that robot 2 has some of the same information 
one thing robot 1 might do is act in such a way as to preserve some of the 
information in robot 2. So let's say robot 1 is attacked and damaged. If robot 1 
signals its damage to robot 2 then robot 2 might try to repair robot 1 so that the 
information they have in common will be preserved. And even if that can't be 
done it will make sense for robot 1 to signal to robot 2 that it is damaged 
because the thing that caused the damage might still be around and robot 2 
might avoid it if it has information about how robot 1 was damaged.

I don't see any reason why any of this would require emotions or ideas similar to 
the ones we have about pain, e.g. - it is unpleasant and morally bad and so on. 
Given that animals are exactly robots that evolved to preserve the information in 
their genes and could be doing what I described above why would we think that 
they suffer in the same way as we do? It can't be because they have some stuff 
in common with us because there are lots of things that have stuff in common 
with us and act in complex ways and we don't think they feel pain, e.g. - 
amoebae. So what distinguishes the things that give out signals we should be 
interested in from the ones that don't?

Perhaps you are the only being that experiences pain and of us other
humans are automatons trying to signal you how to avoid damage to the
information we share with you.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 8:14 AM

On Jan 10, 4:19 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 10 Jan 2012, at 08:30, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 
terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but 
this does not imply they have distress.



The council correctly says, immediately, on page 1, that pain *can*, but *does 
not necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take issue 
with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they don't 
actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: they 
are *assuming* pain is unpleasant (despite the fact that, e.g., masochist 
exist, a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they say 
that distress is always bad, but pain only sometimes causes distress. If pain 
is always unpleasant by definition, how can that sometimes not be bad? Or if 
pain is always bad (contrary to what I quote next), how does it differ from 
distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is a 
measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, 
too, we see the idea that *failing to cope* with a problem is necessarily 
detrimental, but other stuff may not be.



It seems to me they have either contradicted themselves or they don't 
consider unpleasantness to be detrimental, which I would actually regard as 
kind of callous and insensitive, as well as false. Another possibility is bizarre, 
unstated terminology.

End of p 1 says:

the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because 
we're not interested in how to manage or avoid animal pain (and nor can we 
assume that is generically important to do), but rather we're discussing 
something more like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and that 
its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific 
literature on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate 
animal pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they 
are attempting to cover.



So I have a question: why are they trying to avoid or mitigate *pain* rather 
than *distress*? They already said, basically, that not all pain is bad, but all 
distress is. So why are they focussing on the superset that includes non-bad 
things, instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.

p 3

The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess 
pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL PAIN?

ok let's see what they say

p 11



The public expects animal experimentation to be not only scientifically 
justifiable and valid but also humane, meaning that it results in minimal or 
no pain, stress, distress, or other negative impact on the welfare of the 
animals involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims rely 
on it. And they assume animal pain is bad, contrary to the section heading 
implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding 
what they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead and 
point it out. Please also give a brief statement of what it's about and how it 
bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an



aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000), (ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004), and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.



Let's suppose that you wanted to design a robot to preserve certain pieces of 
information. Some robots have some of this information in common. Internal 
mechanisms use the information to build, maintain and repair the robot. The 
robot will never be fixed by anybody but it is surrounded by dangers. It can fall 
down. Other robots trying to preserve their information may scavenge it for parts 
and so on.

One idea one might think about is that some pieces of the information you want 
are present in more than one robot. So if robot 1 wants to preserve its 
information and it has information that robot 2 has some of the same information 
one thing robot 1 might do is act in such a way as to preserve some of the 
information in robot 2. So let's say robot 1 is attacked and damaged. If robot 1 
signals its damage to robot 2 then robot 2 might try to repair robot 1 so that the 
information they have in common will be preserved. And even if that can't be 
done it will make sense for robot 1 to signal to robot 2 that it is damaged 
because the thing that caused the damage might still be around and robot 2 
might avoid it if it has information about how robot 1 was damaged.

I don't see any reason why any of this would require emotions or ideas similar to 
the ones we have about pain, e.g. - it is unpleasant and morally bad and so on. 
Given that animals are exactly robots that evolved to preserve the information in 
their genes and could be doing what I described above why would we think that 
they suffer in the same way as we do? It can't be because they have some stuff 
in common with us because there are lots of things that have stuff in common 
with us and act in complex ways and we don't think they feel pain, e.g. - 
amoebae. So what distinguishes the things that give out signals we should be 
interested in from the ones that don't?

Perhaps you are the only being that experiences pain and all of us
other
humans are automatons trying to signal you how to avoid damage to the
information we share with you.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 8:34 AM

On Jan 10, 4:25 am, Elliot Temple <c...@curi.us> wrote:

On Jan 10, 2012, at 12:30 AM, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 
terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but 
this does not imply they have distress.



The council correctly says, immediately, on page 1, that pain *can*, but *does 
not necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take issue 
with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they don't 
actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: they 
are *assuming* pain is unpleasant (despite the fact that, e.g., masochist 
exist, a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they say 
that distress is always bad, but pain only sometimes causes distress. If pain 
is always unpleasant by definition, how can that sometimes not be bad? Or if 
pain is always bad (contrary to what I quote next), how does it differ from 
distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is a 
measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, 
too, we see the idea that *failing to cope* with a problem is necessarily 
detrimental, but other stuff may not be.

It seems to me they have either contradicted themselves or they don't 



consider unpleasantness to be detrimental, which I would actually regard as 
kind of callous and insensitive, as well as false. Another possibility is bizarre, 
unstated terminology.

End of p 1 says:

the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because 
we're not interested in how to manage or avoid animal pain (and nor can we 
assume that is generically important to do), but rather we're discussing 
something more like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and that 
its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific 
literature on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate 
animal pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they 
are attempting to cover.



So I have a question: why are they trying to avoid or mitigate *pain* rather 
than *distress*? They already said, basically, that not all pain is bad, but all 
distress is. So why are they focussing on the superset that includes non-bad 
things, instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.

p 3

The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess 
pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL PAIN?

ok let's see what they say

p 11

The public expects animal experimentation to be not only scientifically 



justifiable and valid but also humane, meaning that it results in minimal or 
no pain, stress, distress, or other negative impact on the welfare of the 
animals involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims rely 
on it. And they assume animal pain is bad, contrary to the section heading 
implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding 
what they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead and 
point it out. Please also give a brief statement of what it's about and how it 
bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”



In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

But of course it can serve as a discriminative stimulus. That simply means it is 
input information which can be used in the animal's computations. That has 
nothing to do with the issue; there is no disagreement about that.

As to whether they concluded that you are correct, I agree that they did. But that 
is no argument.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000),

All that argument demonstrates is that he is incompetent. He does not 
understand the issue.

Of course animals respond to those things. There is no disagreement about 
that. It's very similar to the point above.

Animals respond to pain. And, yes, the responses *avoid* it.

That is not evidence of emotions. They could simply be controlled by their genes 
to do that (much like we write programs to control computers, which of course 
can respond to information inputs), without having any thoughts, emotions, 
feelings, opinions, ideas, or preferences about it.

Response to stimuli does not argue for an emotional cause for that response.



(ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004),

"To the best of our knowledge, [my claim is true]" is not an argument.

All judgments are made "to the best of our knowledge."  If you want to
refute his arguments, you must provide evidence that contradicts it.
So far you have not.

He's also neglecting the arguments in BoI that explain that human brains *run 
different software* and *that* is why humans act so differently than animals in so 
many ways. Humans are universal knowledge creators and this is a *big 
difference*, and it's not about hardware details.

The assumption he is making is that if an animal has similar hardware, then it 
has similar thinking. That is simply false. It's like saying two intel chips are 
identical hardware and therefore must do similar things. Actually one runs a Mac 
and one runs Windows. Or one runs AI software and one runs World of 
Warcraft.

This may be an interesting metaphor, but in fact brains to do not run
software.  But pretending for the moment that they did, what evidence
do you have that human software is different from, say, chimp software
in a way relevant to the ability to experience pain?

and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

This is the same issue as previously: yes animals respond to pain stimuli, but 
that simply does not demonstrate they have the same sort of thought processes 
behind their responses as humans do.

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.



et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

People interpret pain differently while on anesthesia? Of course.

Animals act differently while on anesthesia? Of course.

So what? This still isn't getting at the thinking behind the behavior.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

It does not suggest that because it's 100% compatible with that being false. It 
could be that animals deem nothing unpleasant (and do not deem at all), but 
they have genetically programmed behavior that takes into account the 
information in signals such as pain signals.

You have missed the point of the experiment.  On ketamine, the pain
signals remain, but they are interpreted differently.  If animals were
like your hypothetical robots, ketamine would have no effect on their
behavior.

By the way, using the term "genetically programmed behavior" is not
meaningful in this discussion.  Human behavior is genetically
programmed in the same sense that animal behavior is.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 8:36 AM

On Jan 10, 4:25 am, Elliot Temple <c...@curi.us> wrote:

On Jan 10, 2012, at 12:30 AM, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 
terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but 
this does not imply they have distress.



The council correctly says, immediately, on page 1, that pain *can*, but *does 
not necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take issue 
with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they don't 
actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: they 
are *assuming* pain is unpleasant (despite the fact that, e.g., masochist 
exist, a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they say 
that distress is always bad, but pain only sometimes causes distress. If pain 
is always unpleasant by definition, how can that sometimes not be bad? Or if 
pain is always bad (contrary to what I quote next), how does it differ from 
distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is a 
measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, 
too, we see the idea that *failing to cope* with a problem is necessarily 
detrimental, but other stuff may not be.

It seems to me they have either contradicted themselves or they don't 



consider unpleasantness to be detrimental, which I would actually regard as 
kind of callous and insensitive, as well as false. Another possibility is bizarre, 
unstated terminology.

End of p 1 says:

the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because 
we're not interested in how to manage or avoid animal pain (and nor can we 
assume that is generically important to do), but rather we're discussing 
something more like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and that 
its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific 
literature on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate 
animal pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they 
are attempting to cover.



So I have a question: why are they trying to avoid or mitigate *pain* rather 
than *distress*? They already said, basically, that not all pain is bad, but all 
distress is. So why are they focussing on the superset that includes non-bad 
things, instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.

p 3

The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess 
pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL PAIN?

ok let's see what they say

p 11

The public expects animal experimentation to be not only scientifically 



justifiable and valid but also humane, meaning that it results in minimal or 
no pain, stress, distress, or other negative impact on the welfare of the 
animals involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims rely 
on it. And they assume animal pain is bad, contrary to the section heading 
implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding 
what they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead and 
point it out. Please also give a brief statement of what it's about and how it 
bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”



In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

But of course it can serve as a discriminative stimulus. That simply means it is 
input information which can be used in the animal's computations. That has 
nothing to do with the issue; there is no disagreement about that.

As to whether they concluded that you are correct, I agree that they did. But that 
is no argument.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000),

All that argument demonstrates is that he is incompetent. He does not 
understand the issue.

Of course animals respond to those things. There is no disagreement about 
that. It's very similar to the point above.

Animals respond to pain. And, yes, the responses *avoid* it.

That is not evidence of emotions. They could simply be controlled by their genes 
to do that (much like we write programs to control computers, which of course 
can respond to information inputs), without having any thoughts, emotions, 
feelings, opinions, ideas, or preferences about it.

Response to stimuli does not argue for an emotional cause for that response.



(ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004),

"To the best of our knowledge, [my claim is true]" is not an argument.

He's also neglecting the arguments in BoI that explain that human brains *run 
different software* and *that* is why humans act so differently than animals in so 
many ways. Humans are universal knowledge creators and this is a *big 
difference*, and it's not about hardware details.

The assumption he is making is that if an animal has similar hardware, then it 
has similar thinking. That is simply false. It's like saying two intel chips are 
identical hardware and therefore must do similar things. Actually one runs a Mac 
and one runs Windows. Or one runs AI software and one runs World of 
Warcraft.

and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

This is the same issue as previously: yes animals respond to pain stimuli, but 
that simply does not demonstrate they have the same sort of thought processes 
behind their responses as humans do.

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

People interpret pain differently while on anesthesia? Of course.

Animals act differently while on anesthesia? Of course.



So what? This still isn't getting at the thinking behind the behavior.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

It does not suggest that because it's 100% compatible with that being false. It 
could be that animals deem nothing unpleasant (and do not deem at all), but 
they have genetically programmed behavior that takes into account the 
information in signals such as pain signals.

Why don't you want to answer my question about how you would treat an
animal that appears to be in pain?

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 8:40 AM

On Tue, Jan 10, 2012 at 7:34 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 10, 4:25 am, Elliot Temple <c...@curi.us> wrote:

On Jan 10, 2012, at 12:30 AM, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  
(Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 
terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but 



this does not imply they have distress.

The council correctly says, immediately, on page 1, that pain *can*, but 
*does not necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take 
issue with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they 
don't actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: 
they are *assuming* pain is unpleasant (despite the fact that, e.g., 
masochist exist, a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they 
say that distress is always bad, but pain only sometimes causes distress. If 
pain is always unpleasant by definition, how can that sometimes not be 
bad? Or if pain is always bad (contrary to what I quote next), how does it 
differ from distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is 
a measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, 
too, we see the idea that *failing to cope* with a problem is necessarily 
detrimental, but other stuff may not be.



It seems to me they have either contradicted themselves or they don't 
consider unpleasantness to be detrimental, which I would actually regard as 
kind of callous and insensitive, as well as false. Another possibility is 
bizarre, unstated terminology.

End of p 1 says:

the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because 
we're not interested in how to manage or avoid animal pain (and nor can we 
assume that is generically important to do), but rather we're discussing 
something more like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and 
that its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific 
literature on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate 
animal pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they 



are attempting to cover.

So I have a question: why are they trying to avoid or mitigate *pain* rather 
than *distress*? They already said, basically, that not all pain is bad, but all 
distress is. So why are they focussing on the superset that includes non-bad 
things, instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.

p 3

The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess 
pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL 
PAIN?

ok let's see what they say



p 11

The public expects animal experimentation to be not only scientifically 
justifiable and valid but also humane, meaning that it results in minimal or 
no pain, stress, distress, or other negative impact on the welfare of the 
animals involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims 
rely on it. And they assume animal pain is bad, contrary to the section 
heading implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding 
what they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead 
and point it out. Please also give a brief statement of what it's about and 
how it bears on our discussion.



The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

But of course it can serve as a discriminative stimulus. That simply means it is 
input information which can be used in the animal's computations. That has 
nothing to do with the issue; there is no disagreement about that.

As to whether they concluded that you are correct, I agree that they did. But 
that is no argument.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000),

All that argument demonstrates is that he is incompetent. He does not 
understand the issue.

Of course animals respond to those things. There is no disagreement about 
that. It's very similar to the point above.

Animals respond to pain. And, yes, the responses *avoid* it.

That is not evidence of emotions. They could simply be controlled by their 
genes to do that (much like we write programs to control computers, which of 



course can respond to information inputs), without having any thoughts, 
emotions, feelings, opinions, ideas, or preferences about it.

Response to stimuli does not argue for an emotional cause for that response.

(ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004),

"To the best of our knowledge, [my claim is true]" is not an argument.

All judgments are made "to the best of our knowledge."  If you want to
refute his arguments, you must provide evidence that contradicts it.
So far you have not.

He's also neglecting the arguments in BoI that explain that human brains *run 
different software* and *that* is why humans act so differently than animals in 
so many ways. Humans are universal knowledge creators and this is a *big 
difference*, and it's not about hardware details.

The assumption he is making is that if an animal has similar hardware, then it 
has similar thinking. That is simply false. It's like saying two intel chips are 
identical hardware and therefore must do similar things. Actually one runs a 
Mac and one runs Windows. Or one runs AI software and one runs World of 
Warcraft.

This may be an interesting metaphor, but in fact brains to do not run
software.  But pretending for the moment that they did, what evidence
do you have that human software is different from, say, chimp software
in a way relevant to the ability to experience pain?

and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

This is the same issue as previously: yes animals respond to pain stimuli, but 
that simply does not demonstrate they have the same sort of thought 



processes behind their responses as humans do.

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

People interpret pain differently while on anesthesia? Of course.

Animals act differently while on anesthesia? Of course.

So what? This still isn't getting at the thinking behind the behavior.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

It does not suggest that because it's 100% compatible with that being false. It 
could be that animals deem nothing unpleasant (and do not deem at all), but 
they have genetically programmed behavior that takes into account the 
information in signals such as pain signals.

You have missed the point of the experiment.  On ketamine, the pain
signals remain, but they are interpreted differently.  If animals were
like your hypothetical robots, ketamine would have no effect on their
behavior.

By the way, using the term "genetically programmed behavior" is not
meaningful in this discussion.  Human behavior is genetically
programmed in the same sense that animal behavior is.

I have an explanation about how human mind process differently than
non-human minds.

We experience distress while they don't. Recapping from before, pain



is pain, while distress is pain plus a preference
for not having it, i.e. suffering.

Human minds have ideas that, if bad ones, can *haunt* us, and this
*is* distress. These ideas are stored in our harddrives, i.e. our
knowledge networks.

Our knowledge is of 3 types, situations, rules, and logics. This
knowledge is structured in a network, which is a mathematical
abstraction of our brains, i.e. a level of emergence above our brains.
So this mathematical abstraction is an N-dimensional space composed of
points, vectors, and superstructures; i.e. situations, rules, and
logics.

And non-humans have harddrives too. But their harddrives are setup as
unstructured knowledge sets. They have points and vectors, but no
superstructures. So their knowledge sets are not networked because the
vectors [Deutsch's rules of thumb] don't connect to each other.

Superstructures get processed in the mind over and over again. This
happens while we think, while we learn. Its happening because the mind
is applying the conjecture/criticism method.

Minds with unstructured knowledge sets [non-human minds] don't process
that way. They don't process over and over again. They don't process
with the conjecture/criticism method.

Ideas are superstructures; these can cause distress. But points and
vectors can't cause distress. Why? Because they don't *haunt* the
non-human, i.e. the points/vectors don't get processed in the mind the
way superstructures do.

Superstructures get processed over and over again. If they are bad
[irrational] superstructures, then things like anxiety attacks can
happen because those ideas can cause downward spiral effects. But
points and vectors don't get processed over and over again in
non-humans [nor in humans]. If they are bad [incorrect] vectors,
anxiety attacks are not possible because they can't cause downward
spiral effects.



Therefore, distress is only possible within a mind whose knowledge
structure is a network. Distress is not possible within a mind whose
knowledge not networked and instead is a plane knowledge set.

So to recap, I'll ask some questions as criticisms. Humans have many
emergent properties that seem to result from ideas. So can non-humans
experience...

* anxiety attacks?

* love?

* laughing?

* depression?

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Pulling the plug...
Date: January 10, 2012 at 8:55 AM

So a liberal view says that suicide is ok, because someone who is
experiencing great distress, should have the choice to end that
distress in which ever way she chooses [so long as she does not
infringe upon anothers' rights]. Another reason is that a person did
not choose to come into existence, so that person should have the
choice to reverse this decision that was made for them.

And this idea intersects with the idea of healthcare. And I think a
liberal view says that healthcare should not be paid for by government
at all [including for the old and young]. For now I'll hold on the
idea of the young until we've resolved the matter of the old.

The old are getting older and the healthcare costs are rising
dramatically. Keeping somebody alive at 100 y.o. costs considerably
more than at 90, which costs considerably more than at 80, and so on.
And the way it stands now, the middle aged are paying for it. But the
ratio of non-working vs working is quickly getting larger. So this
seems like another spiral effect situation. And spiral effects don't
end well. So what is the solution?

Consider this thought experiment. A 90 year old has an accident and
almost dies; she slips into a coma. She is hooked up to machines that
keep her alive. Her family hopes that she recovers. Time passes. She's
still hooked up to machines because her family hopes that she
recovers. If she were conscious she might ask to be unplugged; but we
have no way of knowing. More time passes. Her family still hopes. More
time passes. They still hope. Where does this end? When her body
finally fails? Is this the right solution? Now lets add the idea that
the entire hospital stay was paid for by taxpayers. Is this
acceptable? What if this went on for 20 years? What if this scenario
happens 100 years from now when our technology is better and people
can be kept alive indefinitely, i.e. their body does not fail. Is it
right to keep her body alive for hundreds of years or for ever while
taxpayers are footing the bill?

Absolutely not. So the question is, where does the line get drawn? I
think its simple. There is no line to be drawn. Either an old person



pays for their healthcare to stay alive or she doesn't and dies. This
seems cold, but if you disagree with me, then consider the above
thought experiment; where would you draw the line? And if you choose a
position on this scale to draw this line, what will you do when the
scale changes [as it necessarily will as older technology gets cheaper
and new technology arises]? Will you try to move the line with the
scale? How would you choose that? What rational process would you use
to make such choices?

And I'm not suggesting that old people should die. Their children
could pay for them. And if they don't want to, why should I have to
pay for someone else's old parents? I have the choice to pay for my
parents when they are old. And I want to retain the option to not pay
for somebody else's old parents.

What do you think?

This is the healthcare debate that I mentioned above:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/b5dd29e69970ac7e

-- Rami

-- 

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/b5dd29e69970ac7e


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 10:05 AM

On Jan 10, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:
On Tue, Jan 10, 2012 at 7:34 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 10, 4:25 am, Elliot Temple <c...@curi.us> wrote:

On Jan 10, 2012, at 12:30 AM, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about 
the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  
(Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 



terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, 
but this does not imply they have distress.

The council correctly says, immediately, on page 1, that pain *can*, but 
*does not necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take 
issue with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they 
don't actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual 
or potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: 
they are *assuming* pain is unpleasant (despite the fact that, e.g., 
masochist exist, a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they 
say that distress is always bad, but pain only sometimes causes distress. If 
pain is always unpleasant by definition, how can that sometimes not be 
bad? Or if pain is always bad (contrary to what I quote next), how does it 
differ from distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it 
is a measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-



coercion, there is an unresolved conflict and *a failure to cope with it*. 
Here, too, we see the idea that *failing to cope* with a problem is 
necessarily detrimental, but other stuff may not be.

It seems to me they have either contradicted themselves or they don't 
consider unpleasantness to be detrimental, which I would actually regard 
as kind of callous and insensitive, as well as false. Another possibility is 
bizarre, unstated terminology.

End of p 1 says:

the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because 
we're not interested in how to manage or avoid animal pain (and nor can 
we assume that is generically important to do), but rather we're discussing 
something more like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and 
that its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific 
literature on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate 
animal pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 



considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they 
are attempting to cover.

So I have a question: why are they trying to avoid or mitigate *pain* rather 
than *distress*? They already said, basically, that not all pain is bad, but all 
distress is. So why are they focussing on the superset that includes non-
bad things, instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.

p 3

The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure 
it.

ok

p 3

careful extrapolation from the human experience should be used to 
assess pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL 



PAIN?

ok let's see what they say

p 11

The public expects animal experimentation to be not only scientifically 
justifiable and valid but also humane, meaning that it results in minimal or 
no pain, stress, distress, or other negative impact on the welfare of the 
animals involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims 
rely on it. And they assume animal pain is bad, contrary to the section 
heading implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding 
what they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.



If there is any particular part which is relevant and persuasive, go ahead 
and point it out. Please also give a brief statement of what it's about and 
how it bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

But of course it can serve as a discriminative stimulus. That simply means it 
is input information which can be used in the animal's computations. That has 
nothing to do with the issue; there is no disagreement about that.

As to whether they concluded that you are correct, I agree that they did. But 
that is no argument.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000),

All that argument demonstrates is that he is incompetent. He does not 
understand the issue.

Of course animals respond to those things. There is no disagreement about 
that. It's very similar to the point above.

Animals respond to pain. And, yes, the responses *avoid* it.



That is not evidence of emotions. They could simply be controlled by their 
genes to do that (much like we write programs to control computers, which of 
course can respond to information inputs), without having any thoughts, 
emotions, feelings, opinions, ideas, or preferences about it.

Response to stimuli does not argue for an emotional cause for that response.

(ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004),

"To the best of our knowledge, [my claim is true]" is not an argument.

All judgments are made "to the best of our knowledge."  If you want to
refute his arguments, you must provide evidence that contradicts it.
So far you have not.

He's also neglecting the arguments in BoI that explain that human brains *run 
different software* and *that* is why humans act so differently than animals in 
so many ways. Humans are universal knowledge creators and this is a *big 
difference*, and it's not about hardware details.

The assumption he is making is that if an animal has similar hardware, then it 
has similar thinking. That is simply false. It's like saying two intel chips are 
identical hardware and therefore must do similar things. Actually one runs a 
Mac and one runs Windows. Or one runs AI software and one runs World of 
Warcraft.

This may be an interesting metaphor, but in fact brains to do not run
software.  But pretending for the moment that they did, what evidence
do you have that human software is different from, say, chimp software
in a way relevant to the ability to experience pain?

and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance



measures (Panksepp, 1998a).”

This is the same issue as previously: yes animals respond to pain stimuli, but 
that simply does not demonstrate they have the same sort of thought 
processes behind their responses as humans do.

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

People interpret pain differently while on anesthesia? Of course.

Animals act differently while on anesthesia? Of course.

So what? This still isn't getting at the thinking behind the behavior.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

It does not suggest that because it's 100% compatible with that being false. It 
could be that animals deem nothing unpleasant (and do not deem at all), but 
they have genetically programmed behavior that takes into account the 
information in signals such as pain signals.

You have missed the point of the experiment.  On ketamine, the pain
signals remain, but they are interpreted differently.  If animals were
like your hypothetical robots, ketamine would have no effect on their
behavior.

By the way, using the term "genetically programmed behavior" is not
meaningful in this discussion.  Human behavior is genetically



programmed in the same sense that animal behavior is.

I have an explanation about how human mind process differently than
non-human minds.

We experience distress while they don't. Recapping from before, pain
is pain, while distress is pain plus a preference
for not having it, i.e. suffering.

Human minds have ideas that, if bad ones, can *haunt* us, and this
*is* distress. These ideas are stored in our harddrives, i.e. our
knowledge networks.

Our knowledge is of 3 types, situations, rules, and logics. This
knowledge is structured in a network, which is a mathematical
abstraction of our brains, i.e. a level of emergence above our brains.
So this mathematical abstraction is an N-dimensional space composed of
points, vectors, and superstructures; i.e. situations, rules, and
logics.

And non-humans have harddrives too. But their harddrives are setup as
unstructured knowledge sets. They have points and vectors, but no
superstructures. So their knowledge sets are not networked because the
vectors [Deutsch's rules of thumb] don't connect to each other.

Superstructures get processed in the mind over and over again. This
happens while we think, while we learn. Its happening because the mind
is applying the conjecture/criticism method.

Minds with unstructured knowledge sets [non-human minds] don't process
that way. They don't process over and over again. They don't process
with the conjecture/criticism method.

Ideas are superstructures; these can cause distress. But points and
vectors can't cause distress. Why? Because they don't *haunt* the
non-human, i.e. the points/vectors don't get processed in the mind the
way superstructures do.

Superstructures get processed over and over again. If they are bad
[irrational] superstructures, then things like anxiety attacks can



happen because those ideas can cause downward spiral effects. But
points and vectors don't get processed over and over again in
non-humans [nor in humans]. If they are bad [incorrect] vectors,
anxiety attacks are not possible because they can't cause downward
spiral effects.

Therefore, distress is only possible within a mind whose knowledge
structure is a network. Distress is not possible within a mind whose
knowledge not networked and instead is a plane knowledge set.

Look at the references I have posted already.  The current scientific
consensus is that animals experience pain *and* distress.

So to recap, I'll ask some questions as criticisms. Humans have many
emergent properties that seem to result from ideas. So can non-humans
experience...

* anxiety attacks?

Yes.  My wife and I rescued a dog that suffers from "separation
anxiety," a condition that has been well-studied in several mammalian
species and may occur in some birds as well.

* love?

I wouldn't use the word "love" to describe non-human behavior.  But
non-human animals appear to have feelings associated with attachment
-- to mothers, others of their own species, an sometimes even other
species (e.g., dogs and humans).  Separation from the individual to
which the animal is attached can lead to the separation anxiety
syndrome mentioned above.

* laughing?

Laughing may be uniquely human.  But some non-human animals probably
experience emotions similar to joy and sorrow.

* depression?



Yes.  And dogs, for instance, respond to the same anti-depressant
drugs used in people.

Steve



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 10:18 AM

On Jan 10, 2012, at 5:34 AM, Steve Push wrote:

On Jan 10, 4:25 am, Elliot Temple <c...@curi.us> wrote:

On Jan 10, 2012, at 12:30 AM, Steve Push wrote:

But of course it can serve as a discriminative stimulus. That simply means it is 
input information which can be used in the animal's computations. That has 
nothing to do with the issue; there is no disagreement about that.

As to whether they concluded that you are correct, I agree that they did. But 
that is no argument.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000),

All that argument demonstrates is that he is incompetent. He does not 
understand the issue.

Of course animals respond to those things. There is no disagreement about 
that. It's very similar to the point above.

Animals respond to pain. And, yes, the responses *avoid* it.

That is not evidence of emotions. They could simply be controlled by their 



genes to do that (much like we write programs to control computers, which of 
course can respond to information inputs), without having any thoughts, 
emotions, feelings, opinions, ideas, or preferences about it.

Response to stimuli does not argue for an emotional cause for that response.

(ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004),

"To the best of our knowledge, [my claim is true]" is not an argument.

All judgments are made "to the best of our knowledge."  If you want to
refute his arguments, you must provide evidence that contradicts it.
So far you have not.

What you've cited is a bare assertion, not an argument. Do you recognize the 
difference?

He's also neglecting the arguments in BoI that explain that human brains *run 
different software* and *that* is why humans act so differently than animals in 
so many ways. Humans are universal knowledge creators and this is a *big 
difference*, and it's not about hardware details.

The assumption he is making is that if an animal has similar hardware, then it 
has similar thinking. That is simply false. It's like saying two intel chips are 
identical hardware and therefore must do similar things. Actually one runs a 
Mac and one runs Windows. Or one runs AI software and one runs World of 
Warcraft.

This may be an interesting metaphor, but in fact brains to do not run
software.

Now this is a very interesting statement. As is:

By the way, using the term "genetically programmed behavior" is not
meaningful in this discussion.  Human behavior is genetically



programmed in the same sense that animal behavior is.

Do you mean by these statements to say that all human behavior is genetically 
determined and memes are irrelevant?
If so, I wonder what your criticisms are of BoI.

-J



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 10:21 AM

On Jan 10, 2012, at 5:14 AM, Steve Push wrote:

On Jan 10, 4:19 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 10 Jan 2012, at 08:30, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead 
and point it out. Please also give a brief statement of what it's about and 
how it bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the



same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000), (ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004), and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

Let's suppose that you wanted to design a robot to preserve certain pieces of 
information. Some robots have some of this information in common. Internal 
mechanisms use the information to build, maintain and repair the robot. The 
robot will never be fixed by anybody but it is surrounded by dangers. It can fall 
down. Other robots trying to preserve their information may scavenge it for 
parts and so on.

One idea one might think about is that some pieces of the information you 
want are present in more than one robot. So if robot 1 wants to preserve its 
information and it has information that robot 2 has some of the same 
information one thing robot 1 might do is act in such a way as to preserve 
some of the information in robot 2. So let's say robot 1 is attacked and 
damaged. If robot 1 signals its damage to robot 2 then robot 2 might try to 
repair robot 1 so that the information they have in common will be preserved. 
And even if that can't be done it will make sense for robot 1 to signal to robot 2 



that it is damaged because the thing that caused the damage might still be 
around and robot 2 might avoid it if it has information about how robot 1 was 
damaged.

I don't see any reason why any of this would require emotions or ideas similar 
to the ones we have about pain, e.g. - it is unpleasant and morally bad and so 
on. Given that animals are exactly robots that evolved to preserve the 
information in their genes and could be doing what I described above why 
would we think that they suffer in the same way as we do? It can't be because 
they have some stuff in common with us because there are lots of things that 
have stuff in common with us and act in complex ways and we don't think they 
feel pain, e.g. - amoebae. So what distinguishes the things that give out 
signals we should be interested in from the ones that don't?

Perhaps you are the only being that experiences pain and all of us
other
humans are automatons trying to signal you how to avoid damage to the
information we share with you.

Steve

That's basically solipsism, which DD refutes in I believe FoR. (check the index)

-JM



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 10:36 AM

On Tue, Jan 10, 2012 at 9:05 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 10, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:

I have an explanation about how human mind process differently than
non-human minds.

We experience distress while they don't. Recapping from before, pain
is pain, while distress is pain plus a preference
for not having it, i.e. suffering.

Human minds have ideas that, if bad ones, can *haunt* us, and this
*is* distress. These ideas are stored in our harddrives, i.e. our
knowledge networks.

Our knowledge is of 3 types, situations, rules, and logics. This
knowledge is structured in a network, which is a mathematical
abstraction of our brains, i.e. a level of emergence above our brains.
So this mathematical abstraction is an N-dimensional space composed of
points, vectors, and superstructures; i.e. situations, rules, and
logics.

And non-humans have harddrives too. But their harddrives are setup as
unstructured knowledge sets. They have points and vectors, but no
superstructures. So their knowledge sets are not networked because the
vectors [Deutsch's rules of thumb] don't connect to each other.

Superstructures get processed in the mind over and over again. This
happens while we think, while we learn. Its happening because the mind
is applying the conjecture/criticism method.

Minds with unstructured knowledge sets [non-human minds] don't process
that way. They don't process over and over again. They don't process
with the conjecture/criticism method.

Ideas are superstructures; these can cause distress. But points and
vectors can't cause distress. Why? Because they don't *haunt* the



non-human, i.e. the points/vectors don't get processed in the mind the
way superstructures do.

Superstructures get processed over and over again. If they are bad
[irrational] superstructures, then things like anxiety attacks can
happen because those ideas can cause downward spiral effects. But
points and vectors don't get processed over and over again in
non-humans [nor in humans]. If they are bad [incorrect] vectors,
anxiety attacks are not possible because they can't cause downward
spiral effects.

Therefore, distress is only possible within a mind whose knowledge
structure is a network. Distress is not possible within a mind whose
knowledge not networked and instead is a plane knowledge set.

Look at the references I have posted already.  The current scientific
consensus is that animals experience pain *and* distress.

So to recap, I'll ask some questions as criticisms. Humans have many
emergent properties that seem to result from ideas. So can non-humans
experience...

* anxiety attacks?

Yes.  My wife and I rescued a dog that suffers from "separation
anxiety," a condition that has been well-studied in several mammalian
species and may occur in some birds as well.

Hmm. I had a discussion with my mom about this today. And since I
don't know the details in your example, lets consider a thought
experiment. Lets say a dog and his owner have had a relationship for 5
years. And lets say the dog's owner dies. And then immediately that
dog gets a new owner. Does the dog experience separation anxiety or
depression? Or does the dog become slave to his new master?

* love?

I wouldn't use the word "love" to describe non-human behavior.  But
non-human animals appear to have feelings associated with attachment



-- to mothers, others of their own species, an sometimes even other
species (e.g., dogs and humans).

All of these phenomenon can be explained by soft-wiring in their
brains that cause them to have certain behaviors that evolved for
their environment. The genes that cause this wiring replicated because
of the selective pressures that those species were presented with. But
this soft-wiring is 1st order knowledge, i.e. rules [behaviors]. Human
soft-wiring includes 2nd order knowledge, i.e. logics [ideas].

Separation from the individual to
which the animal is attached can lead to the separation anxiety
syndrome mentioned above.

This I'd like to know more about. Is it in the document above? Would
you please get a quote from it to help me understand the context of
that phenomenon and how it was measured, etc?

This separation anxiety thing could crumble my explanation.

* laughing?

Laughing may be uniquely human.  But some non-human animals probably
experience emotions similar to joy and sorrow.

Well *similar* is probably true. But that necessarily means
*different* too. And my explanation says that that *difference* is in
the way the human mind processes ideas and how the non-human animals
can't process ideas. And it is this processing of ideas that leads to
*distress*.

So it might be that your definition of distress is different than
mine. I think the separation anxiety discussion could reveal the
difference in our definitions.

* depression?



Yes.

How do you mean that dogs experience depression? Btw, is depression
akin to separation anxiety?

And dogs, for instance, respond to the same anti-depressant
drugs used in people.

If you are saying that if non-animals respond to anti-depressants then
that means that they experience depression like we do, then I
disagree. Anti-depressants work on a neurotransmitter level. And yes
both humans and non-human animals have neurotransmitters. Thats why we
both respond to anti-depressants. But the difference between us is in
a level of emergence that only humans have, i.e. the ability to have
ideas, i.e. 2nd order knowledge in our minds. Your assertion is based
in reductionism, which is false.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 10:52 AM

On Jan 10, 10:21 am, Justin Mallone <justin...@gmail.com> wrote:
On Jan 10, 2012, at 5:14 AM, Steve Push wrote:

On Jan 10, 4:19 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 10 Jan 2012, at 08:30, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead 
and point it out. Please also give a brief statement of what it's about and 
how it bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.



The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000), (ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004), and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

Let's suppose that you wanted to design a robot to preserve certain pieces of 
information. Some robots have some of this information in common. Internal 
mechanisms use the information to build, maintain and repair the robot. The 
robot will never be fixed by anybody but it is surrounded by dangers. It can 
fall down. Other robots trying to preserve their information may scavenge it 
for parts and so on.



One idea one might think about is that some pieces of the information you 
want are present in more than one robot. So if robot 1 wants to preserve its 
information and it has information that robot 2 has some of the same 
information one thing robot 1 might do is act in such a way as to preserve 
some of the information in robot 2. So let's say robot 1 is attacked and 
damaged. If robot 1 signals its damage to robot 2 then robot 2 might try to 
repair robot 1 so that the information they have in common will be preserved. 
And even if that can't be done it will make sense for robot 1 to signal to robot 
2 that it is damaged because the thing that caused the damage might still be 
around and robot 2 might avoid it if it has information about how robot 1 was 
damaged.

I don't see any reason why any of this would require emotions or ideas similar 
to the ones we have about pain, e.g. - it is unpleasant and morally bad and 
so on. Given that animals are exactly robots that evolved to preserve the 
information in their genes and could be doing what I described above why 
would we think that they suffer in the same way as we do? It can't be 
because they have some stuff in common with us because there are lots of 
things that have stuff in common with us and act in complex ways and we 
don't think they feel pain, e.g. - amoebae. So what distinguishes the things 
that give out signals we should be interested in from the ones that don't?

Perhaps you are the only being that experiences pain and all of us
other
humans are automatons trying to signal you how to avoid damage to the
information we share with you.

Steve

That's basically solipsism, which DD refutes in I believe FoR. (check the index)

That is the point I was trying to make.  The view that all non-human
animals are automatons is a form of solipsism.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 11:26 AM

On Jan 10, 4:38 am, Josh Jordan <therealjoshjor...@gmail.com> wrote:
On Jan 10, 3:30 am, Steve Push <stephen.p...@gmail.com> wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 
terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but 



this does not imply they have distress.

The council correctly says, immediately, on page 1, that pain *can*, but *does 
not necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take issue 
with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they don't 
actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: they 
are *assuming* pain is unpleasant (despite the fact that, e.g., masochist 
exist, a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they say 
that distress is always bad, but pain only sometimes causes distress. If pain 
is always unpleasant by definition, how can that sometimes not be bad? Or if 
pain is always bad (contrary to what I quote next), how does it differ from 
distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is a 
measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, 
too, we see the idea that *failing to cope* with a problem is necessarily 
detrimental, but other stuff may not be.



It seems to me they have either contradicted themselves or they don't 
consider unpleasantness to be detrimental, which I would actually regard as 
kind of callous and insensitive, as well as false. Another possibility is bizarre, 
unstated terminology.

End of p 1 says:

the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because 
we're not interested in how to manage or avoid animal pain (and nor can we 
assume that is generically important to do), but rather we're discussing 
something more like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and that 
its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific 
literature on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate 
animal pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they 



are attempting to cover.

So I have a question: why are they trying to avoid or mitigate *pain* rather 
than *distress*? They already said, basically, that not all pain is bad, but all 
distress is. So why are they focussing on the superset that includes non-bad 
things, instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.

p 3

The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess 
pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL PAIN?

ok let's see what they say

p 11



The public expects animal experimentation to be not only scientifically 
justifiable and valid but also humane, meaning that it results in minimal or 
no pain, stress, distress, or other negative impact on the welfare of the 
animals involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims rely 
on it. And they assume animal pain is bad, contrary to the section heading 
implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding 
what they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead and 
point it out. Please also give a brief statement of what it's about and how it 
bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the



committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

Steve, unless you think the first 12 pages of that paper are
irrelevant,
in which case it would have been nice of you to say so earlier, when
you provided the paper as a reading suggestion, it would be
interesting
to see your responses to Elliot's criticisms of that section (see
above).

See my reply above to Elliot's post.

Here's BoI's take on studies of whether stags suffer when hunted:
"This
form of explanationless science is just bad philosophy disguised as
science. Its effect is to suppress the philosophical debate about how
animals should be treated, by pretending that the issue has been
settled
scientifically. In reality, science has, and will have, no access to
this issue until explanatory knowledge about qualia has been
discovered." (p 321)

How do you respond to that, especially the last sentence?

I haven't read the stag study, so I won't comment on the science. But
the fact that the study was undertaken suggests bad public policy to
me.  Was this study used in an attempt to outlaw or restrict hunting?
Is the pain suffered by the stags when hunted any greater than other
forms of mortality, such as starvation, predation, or being hit by a
car?

As for the quote from BoI, I don't believe science is helpless just
because we don't have explanatory knowledge of qualia.  We don't have
explanatory knowledge of qualia in humans either, but that needn't
stop us from using the relief of pain as an endpoint in scientific



studies.

I take a position similar to that expressed in the NRC report:

1)  The weight of the scientific evidence suggests that mammals at
least can experience pain and distress.  Furthermore, other
vertebrates probably also have such experiences.  And it's possible
that even some invertebrates may have such experiences.

2)  The moral hazard of treating animals as if they don't feel pain or
distress when they do is much greater than the moral hazard of
treating them as if the do feel pain and distress when they don't.
Thus I choose to give animals the benefit of the doubt.

Regardless of how you feel about point 1 above, you could still adopt
point 2.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 11:33 AM

On Jan 10, 10:18 am, Justin Mallone <justin...@gmail.com> wrote:
On Jan 10, 2012, at 5:34 AM, Steve Push wrote:

On Jan 10, 4:25 am, Elliot Temple <c...@curi.us> wrote:

On Jan 10, 2012, at 12:30 AM, Steve Push wrote:

But of course it can serve as a discriminative stimulus. That simply means it 
is input information which can be used in the animal's computations. That has 
nothing to do with the issue; there is no disagreement about that.

As to whether they concluded that you are correct, I agree that they did. But 
that is no argument.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000),

All that argument demonstrates is that he is incompetent. He does not 



understand the issue.

Of course animals respond to those things. There is no disagreement about 
that. It's very similar to the point above.

Animals respond to pain. And, yes, the responses *avoid* it.

That is not evidence of emotions. They could simply be controlled by their 
genes to do that (much like we write programs to control computers, which of 
course can respond to information inputs), without having any thoughts, 
emotions, feelings, opinions, ideas, or preferences about it.

Response to stimuli does not argue for an emotional cause for that response.

(ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004),

"To the best of our knowledge, [my claim is true]" is not an argument.

All judgments are made "to the best of our knowledge."  If you want to
refute his arguments, you must provide evidence that contradicts it.
So far you have not.

What you've cited is a bare assertion, not an argument. Do you recognize the 
difference?

He's also neglecting the arguments in BoI that explain that human brains *run 
different software* and *that* is why humans act so differently than animals in 
so many ways. Humans are universal knowledge creators and this is a *big 
difference*, and it's not about hardware details.

The assumption he is making is that if an animal has similar hardware, then it 
has similar thinking. That is simply false. It's like saying two intel chips are 
identical hardware and therefore must do similar things. Actually one runs a 
Mac and one runs Windows. Or one runs AI software and one runs World of 



Warcraft.

This may be an interesting metaphor, but in fact brains to do not run
software.

Now this is a very interesting statement. As is:

By the way, using the term "genetically programmed behavior" is not
meaningful in this discussion.  Human behavior is genetically
programmed in the same sense that animal behavior is.

Do you mean by these statements to say that all human behavior is genetically 
determined and memes are irrelevant?
If so, I wonder what your criticisms are of BoI.

Memes are not irrelevant.  They are an expression of the human genetic
endowment, just as other behaviors are.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 12:07 PM

On Jan 10, 10:36 am, Rami Rustom <ramir...@gmail.com> wrote:
On Tue, Jan 10, 2012 at 9:05 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 10, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:

I have an explanation about how human mind process differently than
non-human minds.

We experience distress while they don't. Recapping from before, pain
is pain, while distress is pain plus a preference
for not having it, i.e. suffering.

Human minds have ideas that, if bad ones, can *haunt* us, and this
*is* distress. These ideas are stored in our harddrives, i.e. our
knowledge networks.

Our knowledge is of 3 types, situations, rules, and logics. This
knowledge is structured in a network, which is a mathematical
abstraction of our brains, i.e. a level of emergence above our brains.
So this mathematical abstraction is an N-dimensional space composed of
points, vectors, and superstructures; i.e. situations, rules, and
logics.

And non-humans have harddrives too. But their harddrives are setup as
unstructured knowledge sets. They have points and vectors, but no
superstructures. So their knowledge sets are not networked because the
vectors [Deutsch's rules of thumb] don't connect to each other.

Superstructures get processed in the mind over and over again. This
happens while we think, while we learn. Its happening because the mind
is applying the conjecture/criticism method.

Minds with unstructured knowledge sets [non-human minds] don't process
that way. They don't process over and over again. They don't process
with the conjecture/criticism method.



Ideas are superstructures; these can cause distress. But points and
vectors can't cause distress. Why? Because they don't *haunt* the
non-human, i.e. the points/vectors don't get processed in the mind the
way superstructures do.

Superstructures get processed over and over again. If they are bad
[irrational] superstructures, then things like anxiety attacks can
happen because those ideas can cause downward spiral effects. But
points and vectors don't get processed over and over again in
non-humans [nor in humans]. If they are bad [incorrect] vectors,
anxiety attacks are not possible because they can't cause downward
spiral effects.

Therefore, distress is only possible within a mind whose knowledge
structure is a network. Distress is not possible within a mind whose
knowledge not networked and instead is a plane knowledge set.

Look at the references I have posted already.  The current scientific
consensus is that animals experience pain *and* distress.

So to recap, I'll ask some questions as criticisms. Humans have many
emergent properties that seem to result from ideas. So can non-humans
experience...

* anxiety attacks?

Yes.  My wife and I rescued a dog that suffers from "separation
anxiety," a condition that has been well-studied in several mammalian
species and may occur in some birds as well.

Hmm. I had a discussion with my mom about this today. And since I
don't know the details in your example, lets consider a thought
experiment. Lets say a dog and his owner have had a relationship for 5
years. And lets say the dog's owner dies. And then immediately that
dog gets a new owner. Does the dog experience separation anxiety or
depression? Or does the dog become slave to his new master?

In my experience, dogs are depressed after the death of an owner, but



they are capable for forming new attachments.

* love?

I wouldn't use the word "love" to describe non-human behavior.  But
non-human animals appear to have feelings associated with attachment
-- to mothers, others of their own species, an sometimes even other
species (e.g., dogs and humans).

All of these phenomenon can be explained by soft-wiring in their
brains that cause them to have certain behaviors that evolved for
their environment. The genes that cause this wiring replicated because
of the selective pressures that those species were presented with. But
this soft-wiring is 1st order knowledge, i.e. rules [behaviors]. Human
soft-wiring includes 2nd order knowledge, i.e. logics [ideas].

I doubt that human experiences of primitive emotions like distress
have much to do with logic.

Separation from the individual to
which the animal is attached can lead to the separation anxiety
syndrome mentioned above.

This I'd like to know more about. Is it in the document above? Would
you please get a quote from it to help me understand the context of
that phenomenon and how it was measured, etc?

It is covered in a number of animal behavior books.  I'd take the time
to find some citations for you, but you said you don't read them much.

This separation anxiety thing could crumble my explanation.

* laughing?

Laughing may be uniquely human.  But some non-human animals probably
experience emotions similar to joy and sorrow.



Well *similar* is probably true. But that necessarily means
*different* too. And my explanation says that that *difference* is in
the way the human mind processes ideas and how the non-human animals
can't process ideas. And it is this processing of ideas that leads to
*distress*.

Human appear to be capable of higher-order types of distress.  For
example, humans can contemplate their own death.  But simpler kinds of
distress -- e.g., in response to an inability to escape painful
stimuli -- appers to be shared by humans and non-human mammals.

So it might be that your definition of distress is different than
mine. I think the separation anxiety discussion could reveal the
difference in our definitions.

* depression?

Yes.

How do you mean that dogs experience depression? Btw, is depression
akin to separation anxiety?

Anxiety is distress accompanied by heightened activity.  Depression is
distress accompanied by reduced activity.

And dogs, for instance, respond to the same anti-depressant
drugs used in people.

If you are saying that if non-animals respond to anti-depressants then
that means that they experience depression like we do, then I
disagree. Anti-depressants work on a neurotransmitter level. And yes
both humans and non-human animals have neurotransmitters. Thats why we
both respond to anti-depressants. But the difference between us is in
a level of emergence that only humans have, i.e. the ability to have
ideas, i.e. 2nd order knowledge in our minds. Your assertion is based
in reductionism, which is false.

Response to drugs is not definitive evidence by itself.  I'm not sure



there is any definitive evidence with regard to depression in
animals.  You asked my opinion about various emotional states and I
gave it.

The stronger scientific case, which I have tried to make in several
posts here, can be made for pain and distress.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 1:18 PM

On Tue, Jan 10, 2012 at 11:07 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 10, 10:36 am, Rami Rustom <ramir...@gmail.com> wrote:
On Tue, Jan 10, 2012 at 9:05 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 10, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:

I have an explanation about how human mind process differently than
non-human minds.

We experience distress while they don't. Recapping from before, pain
is pain, while distress is pain plus a preference
for not having it, i.e. suffering.

Human minds have ideas that, if bad ones, can *haunt* us, and this
*is* distress. These ideas are stored in our harddrives, i.e. our
knowledge networks.

Our knowledge is of 3 types, situations, rules, and logics. This
knowledge is structured in a network, which is a mathematical
abstraction of our brains, i.e. a level of emergence above our brains.
So this mathematical abstraction is an N-dimensional space composed of
points, vectors, and superstructures; i.e. situations, rules, and
logics.

And non-humans have harddrives too. But their harddrives are setup as
unstructured knowledge sets. They have points and vectors, but no
superstructures. So their knowledge sets are not networked because the
vectors [Deutsch's rules of thumb] don't connect to each other.

Superstructures get processed in the mind over and over again. This
happens while we think, while we learn. Its happening because the mind
is applying the conjecture/criticism method.



Minds with unstructured knowledge sets [non-human minds] don't process
that way. They don't process over and over again. They don't process
with the conjecture/criticism method.

Ideas are superstructures; these can cause distress. But points and
vectors can't cause distress. Why? Because they don't *haunt* the
non-human, i.e. the points/vectors don't get processed in the mind the
way superstructures do.

Superstructures get processed over and over again. If they are bad
[irrational] superstructures, then things like anxiety attacks can
happen because those ideas can cause downward spiral effects. But
points and vectors don't get processed over and over again in
non-humans [nor in humans]. If they are bad [incorrect] vectors,
anxiety attacks are not possible because they can't cause downward
spiral effects.

Therefore, distress is only possible within a mind whose knowledge
structure is a network. Distress is not possible within a mind whose
knowledge not networked and instead is a plane knowledge set.

Look at the references I have posted already.  The current scientific
consensus is that animals experience pain *and* distress.

So to recap, I'll ask some questions as criticisms. Humans have many
emergent properties that seem to result from ideas. So can non-humans
experience...

* anxiety attacks?

Yes.  My wife and I rescued a dog that suffers from "separation
anxiety," a condition that has been well-studied in several mammalian
species and may occur in some birds as well.

Hmm. I had a discussion with my mom about this today. And since I
don't know the details in your example, lets consider a thought
experiment. Lets say a dog and his owner have had a relationship for 5
years. And lets say the dog's owner dies. And then immediately that



dog gets a new owner. Does the dog experience separation anxiety or
depression? Or does the dog become slave to his new master?

In my experience, dogs are depressed after the death of an owner, but
they are capable for forming new attachments.

Well we can't *create knowledge* by *your experience* or anyone else's
experience for that matter. This is empiricism, which is false;
experience is fallible because humans are fallible. What is needed is
a hard-to-very explanation which BoI has provided and my explanation
does too. And to debunk these explanations, we need criticisms of
these explanations. And empirical evidence could act as this
criticism. But the paper you presented is fallacious in many ways
because of its philosophical mistakes and it has been successfully
criticized by Elliot and others. So the hard-to-very explanations are
still valid until good criticisms are presented.

I still want to continue on the dog separation idea because I think
its very interesting and we might be able to find a good criticism
from it. So what we need is to identify what is meant by the dog is
*depressed* so we can compare it to how humans get depressed.

I'm also interested in how long it takes for the dog to form new
attachments [at least in your experience, because I don't have much
any experience with pets]. Does this depend on how long the dog was
with the previous master? Does it depend on how well the previous
master treated the dog? Does it depend on how well the new master
treats the dog?

* love?

I wouldn't use the word "love" to describe non-human behavior.  But
non-human animals appear to have feelings associated with attachment
-- to mothers, others of their own species, an sometimes even other
species (e.g., dogs and humans).

All of these phenomenon can be explained by soft-wiring in their



brains that cause them to have certain behaviors that evolved for
their environment. The genes that cause this wiring replicated because
of the selective pressures that those species were presented with. But
this soft-wiring is 1st order knowledge, i.e. rules [behaviors]. Human
soft-wiring includes 2nd order knowledge, i.e. logics [ideas].

I doubt that human experiences of primitive emotions like distress
have much to do with logic.

Oh I'm sorry my *logic* term is misleading. My use of the term logic
is different than the way it is used anywhere else. I'm just talking
about *ideas*, which only human minds have. Dog mind's have
soft-wiring that is memories and behavior patterns. But only human
mind's have soft-wiring that is ideas.

And you said *primitive emotions*. But *distress* is not a result of
primitive emotions, and instead it is a result of how our minds
process our ideas. I think that we are still using different
definitions for *distress* [although below you made a distinction of
it].

Separation from the individual to
which the animal is attached can lead to the separation anxiety
syndrome mentioned above.

This I'd like to know more about. Is it in the document above? Would
you please get a quote from it to help me understand the context of
that phenomenon and how it was measured, etc?

It is covered in a number of animal behavior books.  I'd take the time
to find some citations for you, but you said you don't read them much.

Well could you quote them?

I do read but I have to be very interested in the subject to be able
to keep attention. My reading comprehension is weak compared to the
others on this forum so its easy for them to sift through documents



and figure out what is right and wrong. Its much harder for me cause
I'm new to real philosophical thinking. That might sound weird so I'll
explain.

Before coming to this site, I was a pretty good thinker, but not
really. I used to make thinking mistakes like employing empiricism,
reductionism, anthropomorphism, justified true belief, etc. And while
I was making these thinking mistakes I had no idea that I was doing
this of course, so many [maybe most] of the conclusions that I would
draw were wrong. And since I've been on this site I've learned what
these things are and so now I don't make these thinking mistakes as
much. And I can also notice them in other people's arguments, although
this is still very limited too. The other people on this site are
still finding my thinking mistakes. And each time that they reveal one
of my thinking errors, I learn that thing even more, and so my
thinking skill improves.

This separation anxiety thing could crumble my explanation.

* laughing?

Laughing may be uniquely human.  But some non-human animals probably
experience emotions similar to joy and sorrow.

Well *similar* is probably true. But that necessarily means
*different* too. And my explanation says that that *difference* is in
the way the human mind processes ideas and how the non-human animals
can't process ideas. And it is this processing of ideas that leads to
*distress*.

Human appear to be capable of higher-order types of distress.  For
example, humans can contemplate their own death.  But simpler kinds of
distress -- e.g., in response to an inability to escape painful
stimuli -- appers to be shared by humans and non-human mammals.

Yes those are behavior patterns which all animals share. And without
those behavior patterns, all animals would die. So these animals have



evolved with soft-wiring in the minds that cause these behavior
patterns. And these soft-wiring were a result of genes. And it is
these genes that have been replicating themselves because of the
selective pressures of the environment.

So these simpler types of distress that you speak of are actually
*pain*, not *distress*. And the behaviors that happen as a result of
those pain stimuli are there only as survival tools. What we humans go
through is very different. When we have depression for example, its
not a survival tool, and actually it can act as the opposite; many
people have killed themselves because of depression.

So it might be that your definition of distress is different than
mine. I think the separation anxiety discussion could reveal the
difference in our definitions.

* depression?

Yes.

How do you mean that dogs experience depression? Btw, is depression
akin to separation anxiety?

Anxiety is distress accompanied by heightened activity.  Depression is
distress accompanied by reduced activity.

Hmm. I've had anxiety before but I don't think my activity was
heightened. But maybe you are talking about prolonged anxiety. Mine
was only instantaneous.

And dogs, for instance, respond to the same anti-depressant
drugs used in people.

If you are saying that if non-animals respond to anti-depressants then
that means that they experience depression like we do, then I



disagree. Anti-depressants work on a neurotransmitter level. And yes
both humans and non-human animals have neurotransmitters. Thats why we
both respond to anti-depressants. But the difference between us is in
a level of emergence that only humans have, i.e. the ability to have
ideas, i.e. 2nd order knowledge in our minds. Your assertion is based
in reductionism, which is false.

Response to drugs is not definitive evidence by itself.  I'm not sure
there is any definitive evidence with regard to depression in
animals.  You asked my opinion about various emotional states and I
gave it.

Well the response to drugs is not evidence at all because it means
reductionism, which is false.
-- Drugs affects the brain, which is why they affect humans and dogs.
-- Ideas affect the mind, which is why they only affect humans [since
dog mind's don't have ideas].

And it is only ideas that can cause *distress*.

The stronger scientific case, which I have tried to make in several
posts here, can be made for pain and distress.

Well the scientific paper you presented has many philosophical flaws
that renders its validity null and void. Those scientists made
thinking mistakes just like I described that I did [earlier in this
post]. Those thinking mistakes made those scientists design bad
experiments and made them draw wrong conclusions.

And about the pain and distress terms, does the paper use the word
distress or only pain? And exactly are the definitions that they
provide for pain and distress [please copy and paste here]?

-- Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 4:18 PM

On 10 Jan 2012, at 13:14, Steve Push wrote:

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000), (ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004), and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.



Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

Let's suppose that you wanted to design a robot to preserve certain pieces of 
information. Some robots have some of this information in common. Internal 
mechanisms use the information to build, maintain and repair the robot. The 
robot will never be fixed by anybody but it is surrounded by dangers. It can fall 
down. Other robots trying to preserve their information may scavenge it for 
parts and so on.

One idea one might think about is that some pieces of the information you 
want are present in more than one robot. So if robot 1 wants to preserve its 
information and it has information that robot 2 has some of the same 
information one thing robot 1 might do is act in such a way as to preserve 
some of the information in robot 2. So let's say robot 1 is attacked and 
damaged. If robot 1 signals its damage to robot 2 then robot 2 might try to 
repair robot 1 so that the information they have in common will be preserved. 
And even if that can't be done it will make sense for robot 1 to signal to robot 2 
that it is damaged because the thing that caused the damage might still be 
around and robot 2 might avoid it if it has information about how robot 1 was 
damaged.

I don't see any reason why any of this would require emotions or ideas similar 
to the ones we have about pain, e.g. - it is unpleasant and morally bad and so 
on. Given that animals are exactly robots that evolved to preserve the 
information in their genes and could be doing what I described above why 
would we think that they suffer in the same way as we do? It can't be because 
they have some stuff in common with us because there are lots of things that 
have stuff in common with us and act in complex ways and we don't think they 
feel pain, e.g. - amoebae. So what distinguishes the things that give out 
signals we should be interested in from the ones that don't?

Perhaps you are the only being that experiences pain and all of us other 
humans are automatons trying to signal you how to avoid damage to the 
information we share with you.



If you consider animals, each member of the same breed has similar 
characteristics and doesn't create any new knowledge. If one labrador gets hurt 
you can replace it with another and train the new labrador to do the same as the 
old one.

A human being has a large body of knowledge he creates after birth, you can't 
predict how it will grow and different people create different knowledge. So each 
person is different and each person could do something interesting and 
unexpected. As a result of the humana capacity to create new explanatory 
knowledge, a human being can explain their interpretation of the pain she is 
feeling. So if I postulated that humans don't feel pain I wouldn't be able to explain 
what they're saying. Pain can prevent some people from creating interesting new 
knowledge, other people like pain and find it helps them to do things they find 
interesting. So it makes sense for person A to pay attention to person B's pain 
under some circumstances, and it makes sense for A help B to reduce his pain or 
to experience the kind of pain he finds satisfying.

Animals are similar to human beings in some respects. Some parts of their brains 
are similar to some parts of our brains and they act similar to human beings in 
some respects when they are injured in particular ways, but that doesn't imply 
that they feel pain in any interesting sense. Some parts of an amoeba are similar 
to some parts of me, they move away from some things and toward others, 
perhaps they emit chemical signals when damaged and so on. Do amoebae feel 
pain in some interesting sense? What about plants? What particular similarities 
and differences between human beings and animals and amoebae and plants are 
relevant and why?

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Deregulation (was: Universal Healthcare)
Date: January 10, 2012 at 5:01 PM

On 10 Jan 2012, at 10:47, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 3:23 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 1:15 PM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 1:24 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 11:16 AM, Rami Rustom wrote:

On Jan 9, 2012 11:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 9, 2012, at 5:04 AM, Rami Rustom wrote:

On Jan 9, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; 
their wealth is taken against their will.

But this implies that all taxes are wrong. Are they all wrong?

Currently, the tax system is needed for the continued existence of our 
Government, which provides some important functions such as national 
defense and courts. And police and courts from local Government.



It's not wrong to continue with a system that has enabled the best 
civilization ever to exist.

But many reforms are possible.

Taxes for anything that isn't so necessary is a good place to begin 
reforms. Because those taxes are taking money from some, to give to or 
do with as others wish. It is wrong.

If spending X's money on Y was a good idea, he could be persuaded to 
do it voluntarily. If you can't persuade him spending the money on Y is 
best, maybe it's not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe 
in inherent conflicts of interest, and their resolution by force.

I get it now. Taxes for the benefit of the whole is fine, i.e every
single individual. Taxes for the benefit of some [which is taken from
others] is bad since it does things like cause the *us vs them*
phenomenon and *dependencies* as I mentioned before.

So what about the idea that deregulation has caused [or seems to have
caused] much of the trouble we've seen in our economy lately?

What trouble has it caused?

Stuff like what Enron did to the state of California. I think my
source was a documentary. Can't remember.

That's too vague to criticize.

I realized that the Enron/California situation is not a good example.

[A] Freddy and Fanny, which are government-backed private
corporations, relaxed their requirements on the mortgages they would
buy from the mortgage creators. This was one of the steps that created
a funnel that terminated with mortage-backed securities being



purchased all over the world. Of course the relaxed requirements on
the purchase of mortgages causes the mortgage creators to also relax
their requirements. So mortgages now had far too much risks. So the
house of cards finally fell. [B] And we bailed out the banks.

So B should not have happened. But many people say that we need B so
we don't lose our savings. But this is irrational.

What is rational is to never do B and never do A.

This is a slightly unfortunate way to put the issue because given that A has 
happened, it's not much good to say that it shouldn't have happened. We 
shouldn't do A again, but we need to deal with the fact that it did happen.

B isn't a rational way to solve the problems caused by A because it doesn't allow 
for corrections of the errors caused by A.

Also you have to be careful because the Government still interferes in the 
market a lot. It could do things like deregulate a little bit, while still interfering 
and messing things up, and then say that proves capitalism is wrong.

Yes. So we would need a slow process of deregulation then?

We need a rational process.

Is there a generalized rational process, or does each situation
require its own process?

That generally means gradual, but sometimes two laws go together (e.g. 
monopoly power and price controls) and you might need to change them at the 
same time, or come up with a way to reform one that will work while the other 
still exists.

So have you guys thought out all these things and have come up with
the rational processes to deregulate all [or most] of the situations
we're in?

Whatever policy anybody comes up with won't solve all of the problems that will 
arise as a result of the deregulation. So the most important thing is to have ways 



for people to correct errors. That doesn't mean undoing deregulation, but it might 
mean changing some ideas we have about the order in which things should be 
deregulated or whatever when we find that we have made a mistake.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems (was Re: 
Food Fads)
Date: January 10, 2012 at 5:02 PM

On Jan 9, 2012, at 3:59 PM, Jason wrote:

On Jan 8, 2:05 pm, Elliot Temple <c...@curi.us> wrote:
There are specific things that parents in our culture very commonly heavily 
TCS-coerce over. They include:

- tooth brushing
- playing with fire
- bed times
- food
- school attendance, homework and grades
- going to college, getting a "good job", marrying, making grand kids
- politeness
- leaving toy stores and other places when the parent wants to leave, but the 
child doesn't
- seat belts
- sharing
- gender roles
- various stuff related to sex
- money
- cleaning (e.g. one's room, being tidy, making the bed)
- chores

But they do not include everything!

If you pick one of these, say bed times, it is not the case that all parents TCS-
coerce over the issue in the same way. Nor do they get the same results.

Some parents leave their baby to "cry it out". Others try to get him to fall asleep 
by over-feeding with warm milk. Others leave the baby in the crib for too long 
after he wakes up and wants to go elsewhere.

Some parents enforce strict bed times like 8pm for many years (often gradually 
increasing as the child gets older). Others enforce strict wake up times. Others 



both. And there's curfews, too.

Some will "allow" the child a few days of "freedom" in order to "teach him a 
lesson" when, without any useful parental help, and given his first chance at 
controlling his sleeping, and perhaps aware this is highly temporary so he 
doesn't have time for gradual exploration ... the child messes up and the 
parent says "I told you so".

Yes - parents do lots of different things that can be classified as
TCS-Coercion. Parents also do lots of different things that religions
can classify as sin. Some religious sins involve TCS-Coercion, and
some religious sins are a lack of TCS-Coercion! So sin and TCS-
Coercion are different (in some cases diametrically opposed) yet both
can and are used to explain a wide variety of later problems
experienced by adults.

You seem to be objecting to ideas with reach, on principle..?

Sin is not a bad idea because it has broad use. That isn't what's wrong with it.

You also seem to have taken "it was TCS-coercion" as something like the final 
word on the matter, when it's simply one important (and true) thing to know about 
the issue, but does not tell you everything you might want to know.

As much as parental coercion over sleeping varies, so do children's coping 
methods.

Some are compliant to avoid fighting with their parents. Some are rebellious to 
stand up for themselves. Some find the parentally imposed 
bedtimes/rules/whatever happen to work reasonably OK for. Others find the 
parentally imposed control works very badly for them. Often it's a mix.

Yes. As above, people whose parents sin also have a variety of
responses to that sin.

There is nothing I can do to change the huge variability in bed time TCS-
coercion that parents do, and bed time coping strategies, and in the results 
people get.



Of course there is nothing you can "do." The variability is as
described and cannot be changed after the fact. The question I was
asking regards whether or not generalized childhood TCS-coercion about
an issue is a good explanation for problems encountered in the same
general domain in adulthood.

It basically is the cause for many (but not all) dietary and other irrationalities. But 
whether it's a "good explanation" (for you) depends on what problem you are 
trying to solve.

If you want to understand human behavior broadly, it is useful.

If you want to know what area of human life to reform to have the most impact on 
how much irrationality there is in 100 years, then it's useful.

If you want to solve your personal problems, it's mildly useful -- better to know 
this truth than to believe some mistake -- but you're also going to need some 
explanations relating to the specific details of your life.

And you sometimes don't even need to know much if anything about the initial 
causes of problems in order to solve them.

Yet there remains a common theme that bed time coercion is commonplace, 
and it's commonplace that whatever the result is, it's irrational (meaning: not 
very open to error correction, entrenched, hard for the person to change later). 
And there is a common theme that, reliably, the children grow up to be parents 
who coerce their own children over bedtime (not necessarily in the same way, 
just in some way).

Do you still object?

I don't object to your description of the facts. Likewise, I would not
object to a Christian's list of ways that parents commonly sin, and
the themes around those sins, and that children of sinners grow up to
be sinners themselves. What I would object to in the case of bedtimes,
would be an assertion that TCS-Coercion (or sin) regarding bed times
in childhood explains most or all insomnia, oversleeping, narcolepsy,
morning/afternoon grogginess, or other sleep related problems
experienced in adults. That seems to be similar to your use of TCS-



Coercion as an explanation of most/all food related problems in
adults.

If there were no TCS-coercion, people would still have problems. Lots of 
problems. Including problems regarding sleep, food, and all the rest of their lives.

However, because TCS-coercion causes so many problems, and such large 
ones, it overshadows some of the more usual problems that come simply from, 
generically, people thinking about how to solve their problems and making 
mistakes.

Do you doubt that the way people are treated for the first 20 years of their life has 
a dramatic effect on the rest of their life? And that, in particular, the ways they are 
hurt by the people with power over them matters a lot?

TCS-Coercion seems to be used much like "the gods did it." It explains
everything, so it explains nothing.

There are powerful, pervasive forces in the world behind many things. You seem 
to be rejecting this on principle.

Do you disagree with any of BoI's content on static memes?

Static memes are spread, most of all, by parenting behaviors. Including, 
importantly, TCS-coercive parenting behaviors.

Memes are powerful and apply to many areas of life (because *ideas* are a 
dominant part of all areas of life). They are not Gods, yet they are relevant to 
many questions (certainly not all).

Perhaps what you're having a problem with is the flexibility and adaptability of 
some memes: that the same meme can manifest in a variety of different ways 
that are, superficially, very different. Is that the issue?

The short answer to that is that highly evolved memes have *lots of knowledge*. 
Knowledge is powerful. Consider our immune systems for example. It displays 
quite a variety of behaviors -- including, sometimes, killing us. Yet the range of 



behaviors is all controlled by the same knowledge. There is evolved knowledge 
behind our immune system and, essentially, nothing else behind it.

Old memes may well have *far more knowledge* than our immune systems 
because memes evolve much more rapidly than genes.

Things with knowledge exhibit "apparent design/purpose" or, in other words, 
seem to act intelligent as long as they are only in context where their knowledge 
applies well (but if a sufficiently unexpected situation comes up, then new 
knowledge creation is needed to seem intelligent). That is why some memes can 
be so flexible and powerful across a range of situations.

Similarly, for example, TCS-coercion by parents regarding eating sugar is 
ubiquitous. The details vary, and the rationalizations vary, but there are some 
common themes which are consistent among a great many people, e.g. 
parents exercising control over children's eating of sugar, and this having a 
sufficiently lasting effect.

By the way, does it really have a lasting effect? Yes! These TCS-coerced 
children grow up to do the same things to their children. Effects normally last a 
lifetime. And the effects cover more than just their parenting behavior: it also 
affects their own behavior regarding eating and other things.

Children of parents who sin grow up to sin themselves. That doesn't
mean that sin is a good explanation for problems that adults
encounter.

Maybe it would help if I gave an example of something involving food
and TCS-Coercion that I would consider a better explanation: Children
who are denied or restricted sugar on a regular basis, but permitted
to eat more or perhaps as much sugar as they want on "special
occasions" (holidays, visits to grandparents, etc.) at the same time
that they are given increased adult attention, toys and other gifts,
and greater freedom of choice about what to do, tend to associate the
taste of sugar with getting good things and the ability to exercise a
level of freedom they don't normally have. As they become adults and
obtain the freedom to eat whatever they want, the positive association
with sugar formed in childhood may persist and interfere with their



ability to rationally determine the correct amount of sugar to eat.

This is an attempt to solve a different problem than the one that meme theory, in 
its general form, solves.

This is geared towards directly helping people address and understand their 
personal problems in a personally relevant way.

It's more like a self-help book than a philosophy book.

I think it is, essentially, compatible with the things I've been saying. Do you see a 
contradiction? It looks to me like something of an attempt to explain how some 
memes work.

(My more specific opinion is that this has some truth to it, but I think it's got a bit 
too much pop psychology and isn't all true, especially not in *all* cases that it 
seems to fit or apply to.)

There is a gap between understanding abstract philosophy and applying it to 
solve one's personal problems. In the case of old static memes that we don't 
understand terribly well, it's a pretty big gap. That doesn't make meme theory 
false.

Self-help in general attempts to (among other things) provide pretty directly 
usable ideas.

This is not to say philosophers cannot provide more directly usable ideas. I 
provided some direct advice about food, for example.

Direct advice about what to do about static memes is much harder. There is no 
"one size fits all" solution. People have different lives, different problems, different 
resources, and different preferences and interests.

Even for food, I certainly cannot tell someone how to eat if they are using ways of 
eating as part of their approach to some other problems or aspects of their life. 
Once you throw in constraints and prioritize something else other than eating, the 
details start getting highly relevant and it's hard to say much about how to eat 



since the general logic of eating isn't the only major factor.

I don't know if the above explanation is true or not, but it may very
well be. It is harder to vary than a generic explanation about TCS-
Coercion of food choices.

Why do you see them as competing rivals? The explanation you gave involved 
parental TCS-coercion and provided some specific details which don't seem to 
contradict any of my main points.

It wouldn't apply if sugar coercion
continues unabated during special occasions.

Yes but actually the main substance has more reach than that. It's not too hard to 
generalize it a bit more: if sugar coercion varies at all, then people could 
associate sugar with whatever the variation varies by. And continue from there 
similarly to above.

It would apply in reverse
if sugar was more restricted on special occasions rather than less. It
would apply to some other food taste category (savory, salty, sour,
etc.) if that category was associated with relaxed restrictions on
special occasions rather than sugar. It is subject to criticism and
falsification in ways that "adults who eat high amounts of sugar do so
because they were TCS-Coerced about sugar as children" or "adults who
eat high amounts of sugar do so because their parents sinned in
determining their proper sugar intake" are not.

Meme theory is subject to falsification in the same way other abstract philosophy 
is. But meme theory itself cannot be falsified just because our understanding of a 
particular meme turns out to be wrong. Meme theory itself is a separate thing 
from our guesses at how particular memes work.

Meme theory is discussed in BoI and I think it's useful (for some, not all, 
purposes). There is a logic to how memes do and don't work that can help us 
learn some things about them (though it certainly doesn't make it easy to know 
everything we might want to know or solve all our personal problems).

-- Elliot Temple
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 5:39 PM

On Jan 10, 2012, at 8:26 AM, Steve Push wrote:

I take a position similar to that expressed in the NRC report:

1)  The weight of the scientific evidence suggests that mammals at
least can experience pain and distress.

But the approach of the weight of the evidence is refuted in BoI. In particular, in 
the Choices chapter; rational choices are not made by weighing. Do you have 
any comment on that, such as a criticism of Deutsch's argument?

-- Elliot Temple
http://fallibleideas.com/

-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 5:40 PM

On Jan 10, 2012, at 5:34 AM, Steve Push wrote:

On Jan 10, 4:25 am, Elliot Temple <c...@curi.us> wrote:

On Jan 10, 2012, at 12:30 AM, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  
(Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 
terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, but 



this does not imply they have distress.

The council correctly says, immediately, on page 1, that pain *can*, but 
*does not necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take 
issue with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they 
don't actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual or 
potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: 
they are *assuming* pain is unpleasant (despite the fact that, e.g., 
masochist exist, a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they 
say that distress is always bad, but pain only sometimes causes distress. If 
pain is always unpleasant by definition, how can that sometimes not be 
bad? Or if pain is always bad (contrary to what I quote next), how does it 
differ from distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it is 
a measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-
coercion, there is an unresolved conflict and *a failure to cope with it*. Here, 
too, we see the idea that *failing to cope* with a problem is necessarily 
detrimental, but other stuff may not be.



It seems to me they have either contradicted themselves or they don't 
consider unpleasantness to be detrimental, which I would actually regard as 
kind of callous and insensitive, as well as false. Another possibility is 
bizarre, unstated terminology.

End of p 1 says:

the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because 
we're not interested in how to manage or avoid animal pain (and nor can we 
assume that is generically important to do), but rather we're discussing 
something more like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and 
that its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific 
literature on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate 
animal pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 
considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they 



are attempting to cover.

So I have a question: why are they trying to avoid or mitigate *pain* rather 
than *distress*? They already said, basically, that not all pain is bad, but all 
distress is. So why are they focussing on the superset that includes non-bad 
things, instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.

p 3

The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure it.

ok

p 3

careful extrapolation from the human experience should be used to assess 
pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL 
PAIN?

ok let's see what they say



p 11

The public expects animal experimentation to be not only scientifically 
justifiable and valid but also humane, meaning that it results in minimal or 
no pain, stress, distress, or other negative impact on the welfare of the 
animals involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims 
rely on it. And they assume animal pain is bad, contrary to the section 
heading implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding 
what they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.

If there is any particular part which is relevant and persuasive, go ahead 
and point it out. Please also give a brief statement of what it's about and 
how it bears on our discussion.



The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

But of course it can serve as a discriminative stimulus. That simply means it is 
input information which can be used in the animal's computations. That has 
nothing to do with the issue; there is no disagreement about that.

As to whether they concluded that you are correct, I agree that they did. But 
that is no argument.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000),

All that argument demonstrates is that he is incompetent. He does not 
understand the issue.

Of course animals respond to those things. There is no disagreement about 
that. It's very similar to the point above.

Animals respond to pain. And, yes, the responses *avoid* it.

That is not evidence of emotions. They could simply be controlled by their 
genes to do that (much like we write programs to control computers, which of 



course can respond to information inputs), without having any thoughts, 
emotions, feelings, opinions, ideas, or preferences about it.

Response to stimuli does not argue for an emotional cause for that response.

(ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004),

"To the best of our knowledge, [my claim is true]" is not an argument.

All judgments are made "to the best of our knowledge."  If you want to
refute his arguments, you must provide evidence that contradicts it.
So far you have not.

"It's only to the best of our knowledge" is not a counter-argument or criticism.

My criticism is that he has made an *assertion* here, but it is not an *argument* 
to say "I am right, to the best of our knowledge". He's not making any substantive 
argument here.

It would be just the same as if I said, "To the best of our knowledge, animals don't 
suffer or have distress." That would be an assertion -- a statement of position -- 
but not an argument that my position is true.

He's also neglecting the arguments in BoI that explain that human brains *run 
different software* and *that* is why humans act so differently than animals in 
so many ways. Humans are universal knowledge creators and this is a *big 
difference*, and it's not about hardware details.

The assumption he is making is that if an animal has similar hardware, then it 
has similar thinking. That is simply false. It's like saying two intel chips are 
identical hardware and therefore must do similar things. Actually one runs a 
Mac and one runs Windows. Or one runs AI software and one runs World of 
Warcraft.

This may be an interesting metaphor, but in fact brains to do not run



software.

It's not a metaphor. Brains are *literally* computers that *literally* run software 
(programs/code to control what computations are done).

 But pretending for the moment that they did, what evidence
do you have that human software is different from, say, chimp software
in a way relevant to the ability to experience pain?

This is primarily about philosophy not evidence.

The relevant evidence to my case is stuff you will not dispute, e.g. that humans 
build spaceships, write books, and discuss philosophy, while cows do not.

The intermediate conclusion, as argued for in BoI, is that humans are *universal 
knowledge creators*, while cows are not.

The relevance of *that* to "experiencing pain" is not based on evidence but 
philosophy: it's something we have to think about and have a critical discussion 
about, not measure.

One of the starting points of such a philosophical discussion is to think a bit about 
what pain is. And in particular, to differentiate between what we might call "pain" 
and "distress".

As I've discussed in multiple posts previously, the word "pain" is ambiguous. 
Animals do have pain in one sense, but that doesn't mean they get upset about 
having it, don't want to have it, have a negative opinion about it, etc...

Animals have pain nerves which send pain signals and then their behavior varies 
based on those signals. They react to pain.

But that's different from claiming they think about the pain, don't like the pain, get 
emotional about it, etc...

So the question is not whether animals feel pain but whether they suffer for it, 
whether they dislike it (or dislike anything).



Claiming that animals dislike pain, or have opinions, or suffer, *does not solve any 
problem*. There is no good reason to believe it. Meanwhile, it is a problematic 
idea: although it solves no problems, it *creates some problems*.

You may disagree with some of this. If so, one way to continue might be to say 
what problems you see your position as addressing/solving, which you believe 
are not solved without your assertions.

And you might comment on problems that your position raises. However, some of 
those are hard to understand because first one has to understand the Popperian 
epistemology in BoI. So we might be better served with focussing on what 
problems your assertions are intended to solve than what problems they 
themselves raise.

By the way, using the term "genetically programmed behavior" is not
meaningful in this discussion.  Human behavior is genetically
programmed in the same sense that animal behavior is.

A difference is that human genes code for *general intelligence* (universal 
knowledge creation), and then humans act based on their *intelligent thought*.

But animal genes *directly* program their behavior. Maybe you'll deny that for 
dogs, but I think you'll accept it for bacteria or plants. If you accept it for anything 
then I think we can agree it's a meaningful distinction that, e.g., differentiates 
plants or bacteria from humans.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 5:40 PM

On Jan 10, 2012, at 5:36 AM, Steve Push wrote:

Why don't you want to answer my question about how you would treat an
animal that appears to be in pain?

Because my personal lifestyle is completely irrelevant to the philosophical issues 
in question.

Also because it's a loaded question: it *assumes* that when an animal behaves in 
certain ways it "appears to be in pain" rather than, e.g., "appears to be behaving 
as its genes dictate".

It's also an ambiguous question: the word "pain" in the question is ambiguous as 
I've discussed in several posts.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: TCS-Coercion as an explanation for adult problems (was Re: 
Food Fads)
Date: January 10, 2012 at 6:04 PM

On Jan 10, 5:02 pm, Elliot Temple <c...@curi.us> wrote:
Even for food, I certainly cannot tell someone how to eat if they are using ways 
of eating as part of their approach to some other problems or aspects of their 
life. Once you throw in constraints and prioritize something else other than 
eating, the details start getting highly relevant and it's hard to say much about 
how to eat since the general logic of eating isn't the only major factor.

Actually, if fat loss is the factor being prioritized, as it is for
many people, it's not hard to say quite a bit that's useful. Among
other things, we have good explanations for how an energy deficit
causes fat loss and how certain foods can cause hunger, thereby making
it more difficult to maintain an energy deficit. We also know, from
experiments, the approximate maximum energy deficit and minimum
protein intake required to avoid the loss of lean body mass.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems (was Re: 
Food Fads)
Date: January 10, 2012 at 6:17 PM

On Jan 10, 2012, at 3:04 PM, Josh Jordan wrote:

On Jan 10, 5:02 pm, Elliot Temple <c...@curi.us> wrote:
Even for food, I certainly cannot tell someone how to eat if they are using ways 
of eating as part of their approach to some other problems or aspects of their 
life. Once you throw in constraints and prioritize something else other than 
eating, the details start getting highly relevant and it's hard to say much about 
how to eat since the general logic of eating isn't the only major factor.

Actually, if fat loss is the factor being prioritized, as it is for
many people, it's not hard to say quite a bit that's useful. Among
other things, we have good explanations for how an energy deficit
causes fat loss and how certain foods can cause hunger, thereby making
it more difficult to maintain an energy deficit. We also know, from
experiments, the approximate maximum energy deficit and minimum
protein intake required to avoid the loss of lean body mass.

So, what are you saying I could tell them?

I might say, "Don't do that!" but I don't know the details, maybe in their particular 
situation they have some good reason. Or maybe they are irrational but I don't 
know the details about their lives relevant to deciding on a coping strategy, so I 
can't comment specifically.

What I can safely say is something much more vague like, "Carefully consider it 
before messing up your eating in pursuit of things that most people in our culture 
are irrational about."

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems (was Re: 
Food Fads)
Date: January 10, 2012 at 6:42 PM

On Tue, Jan 10, 2012 at 5:17 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 3:04 PM, Josh Jordan wrote:

On Jan 10, 5:02 pm, Elliot Temple <c...@curi.us> wrote:
Even for food, I certainly cannot tell someone how to eat if they are using 
ways of eating as part of their approach to some other problems or aspects of 
their life. Once you throw in constraints and prioritize something else other 
than eating, the details start getting highly relevant and it's hard to say much 
about how to eat since the general logic of eating isn't the only major factor.

Actually, if fat loss is the factor being prioritized, as it is for
many people, it's not hard to say quite a bit that's useful. Among
other things, we have good explanations for how an energy deficit
causes fat loss and how certain foods can cause hunger, thereby making
it more difficult to maintain an energy deficit. We also know, from
experiments, the approximate maximum energy deficit and minimum
protein intake required to avoid the loss of lean body mass.

So, what are you saying I could tell them?

I might say, "Don't do that!" but I don't know the details, maybe in their particular 
situation they have some good reason. Or maybe they are irrational but I don't 
know the details about their lives relevant to deciding on a coping strategy, so I 
can't comment specifically.

What I can safely say is something much more vague like, "Carefully consider it 
before messing up your eating in pursuit of things that most people in our 
culture are irrational about."

Now that is more like what I was thinking.

In general though, you have said, and I agree, that its best to stick
with a few very simple ideas about food, and then build on those as



one learns new knowledge about food, and while learning this new
knowledge, one should do it rationally.

The food fads thread explains some very simple rational and irrational
ideas about food. So first of all one should forget absolutely
everything they think they know about food. By forget I mean realize
that everything you know about food is probably wrong. So now that
we've cleaned the slate, lets consider what to replace that those
irrational ideas with:

#1 *Only eat when hungry*. This should be the first idea that anyone
learns about food. This could be considered the jumping off point.

#2 *Don't make goals that terminate on a certain date.* Such goals
cause rebounds because there is nothing there to replace the old goal.
Instead, make goals that last forever.

Note that goals that terminate on a certain date don't have reach,
i.e. they are *situations*. And that goals that last forever do have
reach, i.e. they are *rules*.

Make sure that every rule that you add to your list, is created
rationally, i.e. in a truth-seeking way. How do you do that? By
applying the Popperian conjecture/criticism method in your mind and on
this email list. When your conjecture becomes conjectural knowledge,
i.e. it hasn't been successfully criticized, then you can add that as
a rule to your list.

What do you think?

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: TCS-Coercion as an explanation for adult problems (was Re: 
Food Fads)
Date: January 10, 2012 at 6:49 PM

On Jan 10, 6:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 3:04 PM, Josh Jordan wrote:

On Jan 10, 5:02 pm, Elliot Temple <c...@curi.us> wrote:
Even for food, I certainly cannot tell someone how to eat if they are using 
ways of eating as part of their approach to some other problems or aspects of 
their life. Once you throw in constraints and prioritize something else other 
than eating, the details start getting highly relevant and it's hard to say much 
about how to eat since the general logic of eating isn't the only major factor.

Actually, if fat loss is the factor being prioritized, as it is for
many people, it's not hard to say quite a bit that's useful. Among
other things, we have good explanations for how an energy deficit
causes fat loss and how certain foods can cause hunger, thereby making
it more difficult to maintain an energy deficit. We also know, from
experiments, the approximate maximum energy deficit and minimum
protein intake required to avoid the loss of lean body mass.

So, what are you saying I could tell them?

I might say, "Don't do that!" but I don't know the details, maybe in their particular 
situation they have some good reason. Or maybe they are irrational but I don't 
know the details about their lives relevant to deciding on a coping strategy, so I 
can't comment specifically.

What I can safely say is something much more vague like, "Carefully consider it 
before messing up your eating in pursuit of things that most people in our 
culture are irrational about."

If a person wants to lose fat, you could tell them: "Even if you are
sedentary, by following a calorie-restricted diet that includes
sufficient protein, you will lose around X lbs of fat per month (*)
while losing little, if any, lean body mass. Although it is not
strictly necessary, you may wish to limit your consumption of foods
that are high in glucose and fructose as these tend to leave you



hungry. As you approach your goal body fat percentage, you should
gradually increase your energy intake until you are in a state of
energy balance. If you continue to follow eat like this, you will
never get fat again."

(*) X = D/3500, where D is the size of the calorie deficit.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: TCS-Coercion as an explanation for adult problems (was 
Re: Food Fads)
Date: January 10, 2012 at 6:52 PM

On Tue, Jan 10, 2012 at 5:49 PM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Jan 10, 6:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 3:04 PM, Josh Jordan wrote:

On Jan 10, 5:02 pm, Elliot Temple <c...@curi.us> wrote:
Even for food, I certainly cannot tell someone how to eat if they are using 
ways of eating as part of their approach to some other problems or aspects 
of their life. Once you throw in constraints and prioritize something else 
other than eating, the details start getting highly relevant and it's hard to say 
much about how to eat since the general logic of eating isn't the only major 
factor.

Actually, if fat loss is the factor being prioritized, as it is for
many people, it's not hard to say quite a bit that's useful. Among
other things, we have good explanations for how an energy deficit
causes fat loss and how certain foods can cause hunger, thereby making
it more difficult to maintain an energy deficit. We also know, from
experiments, the approximate maximum energy deficit and minimum
protein intake required to avoid the loss of lean body mass.

So, what are you saying I could tell them?

I might say, "Don't do that!" but I don't know the details, maybe in their 
particular situation they have some good reason. Or maybe they are irrational 
but I don't know the details about their lives relevant to deciding on a coping 
strategy, so I can't comment specifically.

What I can safely say is something much more vague like, "Carefully consider 
it before messing up your eating in pursuit of things that most people in our 
culture are irrational about."

If a person wants to lose fat, you could tell them: "Even if you are
sedentary, by following a calorie-restricted diet that includes
sufficient protein, you will lose around X lbs of fat per month (*)



while losing little, if any, lean body mass. Although it is not
strictly necessary, you may wish to limit your consumption of foods
that are high in glucose and fructose as these tend to leave you
hungry. As you approach your goal body fat percentage, you should
gradually increase your energy intake until you are in a state of
energy balance. If you continue to follow eat like this, you will
never get fat again."

(*) X = D/3500, where D is the size of the calorie deficit.

But there is a problem with this. Its confusing. Its hard to follow.
It would cause *distress*. And if someone messed up a little bit by
deviating from this plan, they would experience more *distress*. This
could cause them to quit altogether because they would feel like
failures.

In short, the benefits don't outweigh the costs.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: TCS-Coercion as an explanation for adult problems (was 
Re: Food Fads)
Date: January 10, 2012 at 7:01 PM

On Jan 10, 2012, at 3:49 PM, Josh Jordan wrote:

On Jan 10, 6:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 3:04 PM, Josh Jordan wrote:

On Jan 10, 5:02 pm, Elliot Temple <c...@curi.us> wrote:
Even for food, I certainly cannot tell someone how to eat if they are using 
ways of eating as part of their approach to some other problems or aspects 
of their life. Once you throw in constraints and prioritize something else 
other than eating, the details start getting highly relevant and it's hard to say 
much about how to eat since the general logic of eating isn't the only major 
factor.

Actually, if fat loss is the factor being prioritized, as it is for
many people, it's not hard to say quite a bit that's useful. Among
other things, we have good explanations for how an energy deficit
causes fat loss and how certain foods can cause hunger, thereby making
it more difficult to maintain an energy deficit. We also know, from
experiments, the approximate maximum energy deficit and minimum
protein intake required to avoid the loss of lean body mass.

So, what are you saying I could tell them?

I might say, "Don't do that!" but I don't know the details, maybe in their 
particular situation they have some good reason. Or maybe they are irrational 
but I don't know the details about their lives relevant to deciding on a coping 
strategy, so I can't comment specifically.

What I can safely say is something much more vague like, "Carefully consider 
it before messing up your eating in pursuit of things that most people in our 
culture are irrational about."

If a person wants to lose fat, you could tell them: "Even if you are
sedentary, by following a calorie-restricted diet that includes
sufficient protein, you will lose around X lbs of fat per month (*)



while losing little, if any, lean body mass. Although it is not
strictly necessary, you may wish to limit your consumption of foods
that are high in glucose and fructose as these tend to leave you
hungry. As you approach your goal body fat percentage, you should
gradually increase your energy intake until you are in a state of
energy balance. If you continue to follow eat like this, you will
never get fat again."

(*) X = D/3500, where D is the size of the calorie deficit.

That is not the same type of statement as the ones I was making. My focus was 
on *how people should live*. This is about, "assume a particular way of life is 
good. how do we accomplish it?"

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems (was Re: 
Food Fads)
Date: January 10, 2012 at 7:01 PM

On Jan 10, 2012, at 3:42 PM, Rami Rustom wrote:

On Tue, Jan 10, 2012 at 5:17 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 3:04 PM, Josh Jordan wrote:

On Jan 10, 5:02 pm, Elliot Temple <c...@curi.us> wrote:
Even for food, I certainly cannot tell someone how to eat if they are using 
ways of eating as part of their approach to some other problems or aspects 
of their life. Once you throw in constraints and prioritize something else 
other than eating, the details start getting highly relevant and it's hard to say 
much about how to eat since the general logic of eating isn't the only major 
factor.

Actually, if fat loss is the factor being prioritized, as it is for
many people, it's not hard to say quite a bit that's useful. Among
other things, we have good explanations for how an energy deficit
causes fat loss and how certain foods can cause hunger, thereby making
it more difficult to maintain an energy deficit. We also know, from
experiments, the approximate maximum energy deficit and minimum
protein intake required to avoid the loss of lean body mass.

So, what are you saying I could tell them?

I might say, "Don't do that!" but I don't know the details, maybe in their 
particular situation they have some good reason. Or maybe they are irrational 
but I don't know the details about their lives relevant to deciding on a coping 
strategy, so I can't comment specifically.

What I can safely say is something much more vague like, "Carefully consider 
it before messing up your eating in pursuit of things that most people in our 
culture are irrational about."

Now that is more like what I was thinking.



In general though, you have said, and I agree, that its best to stick
with a few very simple ideas about food, and then build on those as
one learns new knowledge about food, and while learning this new
knowledge, one should do it rationally.

The food fads thread explains some very simple rational and irrational
ideas about food. So first of all one should forget absolutely
everything they think they know about food. By forget I mean realize
that everything you know about food is probably wrong. So now that
we've cleaned the slate, lets consider what to replace that those
irrational ideas with:

#1 *Only eat when hungry*. This should be the first idea that anyone
learns about food. This could be considered the jumping off point.

#2 *Don't make goals that terminate on a certain date.*

But what if you're playing a person of a particular weight in a movie? Then your 
goal will terminate when filming ends.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems (was Re: 
Food Fads)
Date: January 10, 2012 at 7:05 PM

On Tue, Jan 10, 2012 at 6:01 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 3:42 PM, Rami Rustom wrote:

On Tue, Jan 10, 2012 at 5:17 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 3:04 PM, Josh Jordan wrote:

On Jan 10, 5:02 pm, Elliot Temple <c...@curi.us> wrote:
Even for food, I certainly cannot tell someone how to eat if they are using 
ways of eating as part of their approach to some other problems or 
aspects of their life. Once you throw in constraints and prioritize something 
else other than eating, the details start getting highly relevant and it's hard 
to say much about how to eat since the general logic of eating isn't the 
only major factor.

Actually, if fat loss is the factor being prioritized, as it is for
many people, it's not hard to say quite a bit that's useful. Among
other things, we have good explanations for how an energy deficit
causes fat loss and how certain foods can cause hunger, thereby making
it more difficult to maintain an energy deficit. We also know, from
experiments, the approximate maximum energy deficit and minimum
protein intake required to avoid the loss of lean body mass.

So, what are you saying I could tell them?

I might say, "Don't do that!" but I don't know the details, maybe in their 
particular situation they have some good reason. Or maybe they are irrational 
but I don't know the details about their lives relevant to deciding on a coping 
strategy, so I can't comment specifically.

What I can safely say is something much more vague like, "Carefully 
consider it before messing up your eating in pursuit of things that most 
people in our culture are irrational about."



Now that is more like what I was thinking.

In general though, you have said, and I agree, that its best to stick
with a few very simple ideas about food, and then build on those as
one learns new knowledge about food, and while learning this new
knowledge, one should do it rationally.

The food fads thread explains some very simple rational and irrational
ideas about food. So first of all one should forget absolutely
everything they think they know about food. By forget I mean realize
that everything you know about food is probably wrong. So now that
we've cleaned the slate, lets consider what to replace that those
irrational ideas with:

#1 *Only eat when hungry*. This should be the first idea that anyone
learns about food. This could be considered the jumping off point.

#2 *Don't make goals that terminate on a certain date.*

But what if you're playing a person of a particular weight in a movie? Then your 
goal will terminate when filming ends.

So let me try again:

#i *If you have a particular goal like losing weight for a movie, then
thats ok, Else follow the below rules.*

#1 *Only eat when hungry*. This should be the first idea that anyone
learns about food. This could be considered the jumping off point.

#2 *Don't make goals that terminate on a certain date.*

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems (was Re: 
Food Fads)
Date: January 10, 2012 at 7:13 PM

On Jan 10, 2012, at 4:05 PM, Rami Rustom wrote:

On Tue, Jan 10, 2012 at 6:01 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 3:42 PM, Rami Rustom wrote:

On Tue, Jan 10, 2012 at 5:17 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 3:04 PM, Josh Jordan wrote:

On Jan 10, 5:02 pm, Elliot Temple <c...@curi.us> wrote:
Even for food, I certainly cannot tell someone how to eat if they are using 
ways of eating as part of their approach to some other problems or 
aspects of their life. Once you throw in constraints and prioritize 
something else other than eating, the details start getting highly relevant 
and it's hard to say much about how to eat since the general logic of 
eating isn't the only major factor.

Actually, if fat loss is the factor being prioritized, as it is for
many people, it's not hard to say quite a bit that's useful. Among
other things, we have good explanations for how an energy deficit
causes fat loss and how certain foods can cause hunger, thereby making
it more difficult to maintain an energy deficit. We also know, from
experiments, the approximate maximum energy deficit and minimum
protein intake required to avoid the loss of lean body mass.

So, what are you saying I could tell them?

I might say, "Don't do that!" but I don't know the details, maybe in their 
particular situation they have some good reason. Or maybe they are 
irrational but I don't know the details about their lives relevant to deciding on 
a coping strategy, so I can't comment specifically.

What I can safely say is something much more vague like, "Carefully 



consider it before messing up your eating in pursuit of things that most 
people in our culture are irrational about."

Now that is more like what I was thinking.

In general though, you have said, and I agree, that its best to stick
with a few very simple ideas about food, and then build on those as
one learns new knowledge about food, and while learning this new
knowledge, one should do it rationally.

The food fads thread explains some very simple rational and irrational
ideas about food. So first of all one should forget absolutely
everything they think they know about food. By forget I mean realize
that everything you know about food is probably wrong. So now that
we've cleaned the slate, lets consider what to replace that those
irrational ideas with:

#1 *Only eat when hungry*. This should be the first idea that anyone
learns about food. This could be considered the jumping off point.

#2 *Don't make goals that terminate on a certain date.*

But what if you're playing a person of a particular weight in a movie? Then your 
goal will terminate when filming ends.

So let me try again:

#i *If you have a particular goal like losing weight for a movie, then
thats ok, Else follow the below rules.*

But most exceptions of that sort are a bad idea, not ok.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems (was Re: 
Food Fads)
Date: January 10, 2012 at 7:16 PM

On Tue, Jan 10, 2012 at 6:13 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 4:05 PM, Rami Rustom wrote:

On Tue, Jan 10, 2012 at 6:01 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 3:42 PM, Rami Rustom wrote:

On Tue, Jan 10, 2012 at 5:17 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 3:04 PM, Josh Jordan wrote:

On Jan 10, 5:02 pm, Elliot Temple <c...@curi.us> wrote:
Even for food, I certainly cannot tell someone how to eat if they are 
using ways of eating as part of their approach to some other problems 
or aspects of their life. Once you throw in constraints and prioritize 
something else other than eating, the details start getting highly relevant 
and it's hard to say much about how to eat since the general logic of 
eating isn't the only major factor.

Actually, if fat loss is the factor being prioritized, as it is for
many people, it's not hard to say quite a bit that's useful. Among
other things, we have good explanations for how an energy deficit
causes fat loss and how certain foods can cause hunger, thereby making
it more difficult to maintain an energy deficit. We also know, from
experiments, the approximate maximum energy deficit and minimum
protein intake required to avoid the loss of lean body mass.

So, what are you saying I could tell them?

I might say, "Don't do that!" but I don't know the details, maybe in their 
particular situation they have some good reason. Or maybe they are 
irrational but I don't know the details about their lives relevant to deciding 
on a coping strategy, so I can't comment specifically.



What I can safely say is something much more vague like, "Carefully 
consider it before messing up your eating in pursuit of things that most 
people in our culture are irrational about."

Now that is more like what I was thinking.

In general though, you have said, and I agree, that its best to stick
with a few very simple ideas about food, and then build on those as
one learns new knowledge about food, and while learning this new
knowledge, one should do it rationally.

The food fads thread explains some very simple rational and irrational
ideas about food. So first of all one should forget absolutely
everything they think they know about food. By forget I mean realize
that everything you know about food is probably wrong. So now that
we've cleaned the slate, lets consider what to replace that those
irrational ideas with:

#1 *Only eat when hungry*. This should be the first idea that anyone
learns about food. This could be considered the jumping off point.

#2 *Don't make goals that terminate on a certain date.*

But what if you're playing a person of a particular weight in a movie? Then 
your goal will terminate when filming ends.

So let me try again:

#i *If you have a particular goal like losing weight for a movie, then
thats ok, Else follow the below rules.*

But most exceptions of that sort are a bad idea, not ok.

Uh then I'm confused. I thought you brought it up because its ok. Were
injecting error as a learning tool? If so, I'm still confused. Are you
saying that if an actor chose to lose weight [or gain weight] for a
movie, that this is irrational?



-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems (was Re: 
Food Fads)
Date: January 10, 2012 at 7:19 PM

On Jan 10, 2012, at 4:16 PM, Rami Rustom wrote:

On Tue, Jan 10, 2012 at 6:13 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 4:05 PM, Rami Rustom wrote:

On Tue, Jan 10, 2012 at 6:01 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 3:42 PM, Rami Rustom wrote:

On Tue, Jan 10, 2012 at 5:17 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 3:04 PM, Josh Jordan wrote:

On Jan 10, 5:02 pm, Elliot Temple <c...@curi.us> wrote:
Even for food, I certainly cannot tell someone how to eat if they are 
using ways of eating as part of their approach to some other problems 
or aspects of their life. Once you throw in constraints and prioritize 
something else other than eating, the details start getting highly 
relevant and it's hard to say much about how to eat since the general 
logic of eating isn't the only major factor.

Actually, if fat loss is the factor being prioritized, as it is for
many people, it's not hard to say quite a bit that's useful. Among
other things, we have good explanations for how an energy deficit
causes fat loss and how certain foods can cause hunger, thereby 
making
it more difficult to maintain an energy deficit. We also know, from
experiments, the approximate maximum energy deficit and minimum
protein intake required to avoid the loss of lean body mass.

So, what are you saying I could tell them?

I might say, "Don't do that!" but I don't know the details, maybe in their 



particular situation they have some good reason. Or maybe they are 
irrational but I don't know the details about their lives relevant to deciding 
on a coping strategy, so I can't comment specifically.

What I can safely say is something much more vague like, "Carefully 
consider it before messing up your eating in pursuit of things that most 
people in our culture are irrational about."

Now that is more like what I was thinking.

In general though, you have said, and I agree, that its best to stick
with a few very simple ideas about food, and then build on those as
one learns new knowledge about food, and while learning this new
knowledge, one should do it rationally.

The food fads thread explains some very simple rational and irrational
ideas about food. So first of all one should forget absolutely
everything they think they know about food. By forget I mean realize
that everything you know about food is probably wrong. So now that
we've cleaned the slate, lets consider what to replace that those
irrational ideas with:

#1 *Only eat when hungry*. This should be the first idea that anyone
learns about food. This could be considered the jumping off point.

#2 *Don't make goals that terminate on a certain date.*

But what if you're playing a person of a particular weight in a movie? Then 
your goal will terminate when filming ends.

So let me try again:

#i *If you have a particular goal like losing weight for a movie, then
thats ok, Else follow the below rules.*

But most exceptions of that sort are a bad idea, not ok.

Uh then I'm confused. I thought you brought it up because its ok. Were
injecting error as a learning tool? If so, I'm still confused. Are you



saying that if an actor chose to lose weight [or gain weight] for a
movie, that this is irrational?

I think that most exceptions for "a particular goal" are a bad idea, but acting 
happens to be an example of one that may well be a good idea.

I chose it because you said "don't..." and it can be a counter example.

But then you changed to saying all exceptions for particular goals are OK, when 
most aren't.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Deregulation (was: Universal Healthcare)
Date: January 10, 2012 at 7:26 PM

On Jan 10, 4:01 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 10 Jan 2012, at 10:47, Rami Rustom wrote:
On Mon, Jan 9, 2012 at 3:23 PM, Elliot Temple <c...@curi.us> wrote:

On Jan 9, 2012, at 1:15 PM, Rami Rustom wrote:
On Mon, Jan 9, 2012 at 1:24 PM, Elliot Temple <c...@curi.us> wrote:

On Jan 9, 2012, at 11:16 AM, Rami Rustom wrote:

So what about the idea that deregulation has caused [or seems to have
caused] much of the trouble we've seen in our economy lately?

What trouble has it caused?

[A] Freddy and Fanny, which are government-backed private
corporations, relaxed their requirements on the mortgages they would
buy from the mortgage creators. This was one of the steps that created
a funnel that terminated with mortage-backed securities being
purchased all over the world. Of course the relaxed requirements on
the purchase of mortgages causes the mortgage creators to also relax
their requirements. So mortgages now had far too much risks. So the
house of cards finally fell. [B] And we bailed out the banks.

So B should not have happened. But many people say that we need B so
we don't lose our savings. But this is irrational.

What is rational is to never do B and never do A.

This is a slightly unfortunate way to put the issue because given that A has 
happened, it's not much good to say that it shouldn't have happened. We 
shouldn't do A again, but we need to deal with the fact that it did happen.

Yes, I'm thinking about the past instead of the future:

So B is bad. But many people say that we need B so we don't lose our
savings. But this is irrational because it supports the replication of



irrational memes [corporation practices].

What is rational is to never do B again, and not do A to fix the fact
that B already is in existence.

So what is the rational way to fix A [the government-backed private
corporations named Freddy and Fannie]?

Whatever policy anybody comes up with won't solve all of the problems that will 
arise as a result of the deregulation. So the most important thing is to have ways 
for people to correct errors. That doesn't mean undoing deregulation, but it 
might mean changing some ideas we have about the order in which things 
should be deregulated or whatever when we find that we have made a mistake.

An example of how to fix A? I'm at a loss.

-- Rami



From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Force is bad, war is good? (was: Universal Healthcare)
Date: January 10, 2012 at 7:37 PM

On Jan 10, 12:15 am, Elliot Temple <c...@curi.us> wrote:

Can you reconcile support for defensive force with general abhorrence of force 
and coercion?

Not in any useful way.  In any violent conflict of significant size,
both sides claim to be defending some claim.  Not very many armies
literally march under a banner of destruction and entropy.  (There are
exceptions... http://www.youtube.com/watch?v=FsNLbK8_rBY  )

One reason is: without defensive force, life would be *less peaceful*, not more.

Neither appeasement nor pacifism can achieve world peace. They make things 
worse.

That's fair enough--you permit those acts of force, violence, and
coercion without which there would be *more* force, violence and
coercion.  So you forcibly collect money to pay for an army to deter
violent aggressors.

That's pretty close to my point of view, except I would additionally
note that deterrence is not the only, or even the best, way to avoid
armed conflict.  If it is acceptable to forcibly collect money for
deterrence, it is also okay to forcibly collect money for other means
of avoiding conflict.

For example, several of the governments that the USA is in tension
with depend upon oil revenue to keep their economies afloat and their
regimes in power.  If we developed a viable alternative to oil for
storing energy in vehicles, they might have to diversify their
economies, which might force them to liberalize.  Or at least they'd
find it harder to afford weapons to harass us with.

http://www.youtube.com/watch?v=FsNLbK8_rBY


Or, we could develop and deploy a censorship-bypassing wireless mesh
network, so that all governments everywhere would be open to
criticism.  The American government does have a few people working on
things like that scattered here and there but I think it's unfortunate
that such efforts take a back seat to deterrence as the focus of our
national security efforts.

Given that our society has, for the most part, adapted to openness,
while most of our rivals have closed societies, then building and
sharing any technology that opens the world further would tend to work
to our advantage.

Also, were you saying you are opposed to property? If so, what is your take on 
robbery?

I say that property is a form of coercion, but that doesn't mean I'm
opposed to it.  Some forms of force and coercion are acceptable to
me.  All I ask is that when we deploy force and coercion that we
recognize them as such.  The institution of property gives exclusive
claim to resources that, sometimes, were once held in commons.  Force
is required to deter other people from using those resources.  This is
an institution that offers many utilitarian benefits and is roughly
compatible with our ideas of justice most of the time.  But it's not a
perfect institution, it shouldn't be seen as sacred, and it doesn't
necessarily involve less force or coercion than other, competing
institutions.

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems (was Re: 
Food Fads)
Date: January 10, 2012 at 7:53 PM

On Tue, Jan 10, 2012 at 6:19 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 4:16 PM, Rami Rustom wrote:

On Tue, Jan 10, 2012 at 6:13 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 4:05 PM, Rami Rustom wrote:

On Tue, Jan 10, 2012 at 6:01 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 3:42 PM, Rami Rustom wrote:

On Tue, Jan 10, 2012 at 5:17 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 3:04 PM, Josh Jordan wrote:

On Jan 10, 5:02 pm, Elliot Temple <c...@curi.us> wrote:
Even for food, I certainly cannot tell someone how to eat if they are 
using ways of eating as part of their approach to some other 
problems or aspects of their life. Once you throw in constraints and 
prioritize something else other than eating, the details start getting 
highly relevant and it's hard to say much about how to eat since the 
general logic of eating isn't the only major factor.

Actually, if fat loss is the factor being prioritized, as it is for
many people, it's not hard to say quite a bit that's useful. Among
other things, we have good explanations for how an energy deficit
causes fat loss and how certain foods can cause hunger, thereby 
making
it more difficult to maintain an energy deficit. We also know, from
experiments, the approximate maximum energy deficit and minimum
protein intake required to avoid the loss of lean body mass.

So, what are you saying I could tell them?



I might say, "Don't do that!" but I don't know the details, maybe in their 
particular situation they have some good reason. Or maybe they are 
irrational but I don't know the details about their lives relevant to 
deciding on a coping strategy, so I can't comment specifically.

What I can safely say is something much more vague like, "Carefully 
consider it before messing up your eating in pursuit of things that most 
people in our culture are irrational about."

Now that is more like what I was thinking.

In general though, you have said, and I agree, that its best to stick
with a few very simple ideas about food, and then build on those as
one learns new knowledge about food, and while learning this new
knowledge, one should do it rationally.

The food fads thread explains some very simple rational and irrational
ideas about food. So first of all one should forget absolutely
everything they think they know about food. By forget I mean realize
that everything you know about food is probably wrong. So now that
we've cleaned the slate, lets consider what to replace that those
irrational ideas with:

#1 *Only eat when hungry*. This should be the first idea that anyone
learns about food. This could be considered the jumping off point.

#2 *Don't make goals that terminate on a certain date.*

But what if you're playing a person of a particular weight in a movie? Then 
your goal will terminate when filming ends.

So let me try again:

#i *If you have a particular goal like losing weight for a movie, then
thats ok, Else follow the below rules.*

But most exceptions of that sort are a bad idea, not ok.



Uh then I'm confused. I thought you brought it up because its ok. Were
injecting error as a learning tool? If so, I'm still confused. Are you
saying that if an actor chose to lose weight [or gain weight] for a
movie, that this is irrational?

I think that most exceptions for "a particular goal" are a bad idea, but acting 
happens to be an example of one that may well be a good idea.

I chose it because you said "don't..." and it can be a counter example.

But then you changed to saying all exceptions for particular goals are OK, when 
most aren't.

Got it!

---
*Rules*:
#1 *Only eat when hungry*.

*Logics*:
#1: Make sure that every rule that you add to your list, is created
rationally, i.e. in a truth-seeking way. How do you do that? By
applying the Popperian conjecture/criticism method in your mind and on
this email list. When your conjecture becomes conjectural knowledge,
i.e. it hasn't been successfully criticized, then you can add that as
a rule to your list.

#2: Goals that terminate on a certain date don't have reach, i.e. they
are *situations*. Such goals tend to cause rebounds because there is
nothing there to replace the old goal. Instead, make rules that last
forever. These goals have reach, i.e. they are *rules*.

#3: Exceptions to your rules are ok so long as those exceptions are
created rationally as described in Logic #1.

-- Rami



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Pulling the plug...
Date: January 10, 2012 at 9:07 PM

On Jan 10, 8:55 am, Rami Rustom <ramir...@gmail.com> wrote:
So a liberal view says that suicide is ok, because someone who is
experiencing great distress, should have the choice to end that
distress in which ever way she chooses [so long as she does not
infringe upon anothers' rights]. Another reason is that a person did
not choose to come into existence, so that person should have the
choice to reverse this decision that was made for them.

I'm a liberal and I don't agree with this. Human brains are funny
things. Suicide is a irrecoverable mistake. I want to live in a
society in which, if something goes wrong with my brain and I suddenly
want to kill myself, someone will try to stop me.

And this idea intersects with the idea of healthcare. And I think a
liberal view says that healthcare should not be paid for by government
at all [including for the old and young]. For now I'll hold on the
idea of the young until we've resolved the matter of the old.

I'm a liberal and I don't agree with this, either. Human bodies are
funny things. Bad things happen. I want to live in a society in which,
if something goes wrong with my body, somebody will help me.

Yes, that's right. I believe in universal health care paid for by
taxes. Release the hounds!

The old are getting older and the healthcare costs are rising
dramatically. Keeping somebody alive at 100 y.o. costs considerably
more than at 90, which costs considerably more than at 80, and so on.
And the way it stands now, the middle aged are paying for it. But the
ratio of non-working vs working is quickly getting larger. So this
seems like another spiral effect situation. And spiral effects don't
end well. So what is the solution?

I don't know. But I don't want grandma to have to make this choice.
She deserves better.



Consider this thought experiment. A 90 year old has an accident and
almost dies; she slips into a coma. She is hooked up to machines that
keep her alive. Her family hopes that she recovers. Time passes. She's
still hooked up to machines because her family hopes that she
recovers. If she were conscious she might ask to be unplugged; but we
have no way of knowing. More time passes. Her family still hopes. More
time passes. They still hope. Where does this end? When her body
finally fails? Is this the right solution? Now lets add the idea that
the entire hospital stay was paid for by taxpayers. Is this
acceptable? What if this went on for 20 years? What if this scenario
happens 100 years from now when our technology is better and people
can be kept alive indefinitely, i.e. their body does not fail. Is it
right to keep her body alive for hundreds of years or for ever while
taxpayers are footing the bill?

Absolutely not. So the question is, where does the line get drawn? I
think its simple. There is no line to be drawn. Either an old person
pays for their healthcare to stay alive or she doesn't and dies.

I'm glad I don't live in this sort of society. I'm also glad that were
you to vote for such a thing I will always be around to neutralize
your vote. Democracy is pretty cool that way, don't you think?
Consider your vote neutralized. Forever. By me.

This
seems cold, but if you disagree with me, then consider the above
thought experiment; where would you draw the line? And if you choose a
position on this scale to draw this line, what will you do when the
scale changes [as it necessarily will as older technology gets cheaper
and new technology arises]? Will you try to move the line with the
scale? How would you choose that? What rational process would you use
to make such choices?

And I'm not suggesting that old people should die. Their children
could pay for them. And if they don't want to, why should I have to
pay for someone else's old parents? I have the choice to pay for my
parents when they are old. And I want to retain the option to not pay
for somebody else's old parents.

What do you think?



I think that I don't belong here anymore. BoI is a great book, but it
spawns some pretty horrible ideas. Goodbye.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Pulling the plug...
Date: January 10, 2012 at 9:29 PM

On Jan 10, 2012 8:07 PM, "steve whitt" <smwhitt@gmail.com> wrote:
On Jan 10, 8:55 am, Rami Rustom <ramir...@gmail.com> wrote:

So a liberal view says that suicide is ok, because someone who is
experiencing great distress, should have the choice to end that
distress in which ever way she chooses [so long as she does not
infringe upon anothers' rights]. Another reason is that a person did
not choose to come into existence, so that person should have the
choice to reverse this decision that was made for them.

I'm a liberal and I don't agree with this. Human brains are funny
things. Suicide is a irrecoverable mistake. I want to live in a
society in which, if something goes wrong with my brain and I suddenly
want to kill myself, someone will try to stop me.

Someone can try to stop you. Your friends and your family would be
persuading you. But the government shouldn't stop you by force, i.e
coercion. Dr. Kevorkian was in jail for 7 years because he helped a
bunch of people and their lives. Was he wrong for helping them? Were
they wrong for wanted to end their suffering?

And this idea intersects with the idea of healthcare. And I think a
liberal view says that healthcare should not be paid for by government
at all [including for the old and young]. For now I'll hold on the
idea of the young until we've resolved the matter of the old.

I'm a liberal and I don't agree with this, either. Human bodies are
funny things. Bad things happen. I want to live in a society in which,
if something goes wrong with my body, somebody will help me.

Yes, that's right. I believe in universal health care paid for by
taxes. Release the hounds!

The old are getting older and the healthcare costs are rising
dramatically. Keeping somebody alive at 100 y.o. costs considerably
more than at 90, which costs considerably more than at 80, and so on.



And the way it stands now, the middle aged are paying for it. But the
ratio of non-working vs working is quickly getting larger. So this
seems like another spiral effect situation. And spiral effects don't
end well. So what is the solution?

I don't know. But I don't want grandma to have to make this choice.
She deserves better.

Consider my thought experiment below in which the old person is in a
coma and can't make a choice. Then what?

Consider this thought experiment. A 90 year old has an accident and
almost dies; she slips into a coma. She is hooked up to machines that
keep her alive. Her family hopes that she recovers. Time passes. She's
still hooked up to machines because her family hopes that she
recovers. If she were conscious she might ask to be unplugged; but we
have no way of knowing. More time passes. Her family still hopes. More
time passes. They still hope. Where does this end? When her body
finally fails? Is this the right solution? Now lets add the idea that
the entire hospital stay was paid for by taxpayers. Is this
acceptable? What if this went on for 20 years? What if this scenario
happens 100 years from now when our technology is better and people
can be kept alive indefinitely, i.e. their body does not fail. Is it
right to keep her body alive for hundreds of years or for ever while
taxpayers are footing the bill?

Absolutely not. So the question is, where does the line get drawn? I
think its simple. There is no line to be drawn. Either an old person
pays for their healthcare to stay alive or she doesn't and dies.

I'm glad I don't live in this sort of society. I'm also glad that were
you to vote for such a thing I will always be around to neutralize
your vote. Democracy is pretty cool that way, don't you think?
Consider your vote neutralized. Forever. By me.

Actually I don't understand this stuff well enough to make a vote.
What we need is a lot more deliberation. And btw, voting is not very
useful without deliberation, without finding common preferences. First
we should deliberate, and then deliberate some where, and when no one



has any more objections [criticisms], then we vote.

This
seems cold, but if you disagree with me, then consider the above
thought experiment; where would you draw the line? And if you choose a
position on this scale to draw this line, what will you do when the
scale changes [as it necessarily will as older technology gets cheaper
and new technology arises]? Will you try to move the line with the
scale? How would you choose that? What rational process would you use
to make such choices?

And I'm not suggesting that old people should die. Their children
could pay for them. And if they don't want to, why should I have to
pay for someone else's old parents? I have the choice to pay for my
parents when they are old. And I want to retain the option to not pay
for somebody else's old parents.

What do you think?

I think that I don't belong here anymore. BoI is a great book, but it
spawns some pretty horrible ideas. Goodbye.

I've only read through chapter 6. Some of chapter 7. And a little bit
of chapter 15.

These ideas are mine. They did not spawn from BoI.

Is there a chapter about healthcare? Or liberalism?

And I'm not saying that I even like the idea I created. It was just a
jumping off point to get conversation going.

I don't want you to leave. I want you to stay so that your criticisms
[which are on the side of wanting universal healthcare] would help
offset the criticisms of the rest. If you leave, then who would be
advocating the universal healthcare side?

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 10:22 PM

On Sat, Jan 7, 2012 at 7:18 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:
What we know about animals is their nerve fibers transmit signals to the 
brain, the brain does some computation, and the animal does some 
behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive argument 
regarding animal pain?

Elliott, I also would like to see your response to the comment &
question at the end of Stephen's post, which was not quoted in your
reply. For your convenience, I reproduce it here:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
I have no doubt someone could design a computerized robot that acted
as if it were in pain.  The difference is that the robot has no
structures that are homologous with humans’. [...]  If you
saw an injured animal writhing would you not try to
alleviate its suffering?

I'd like to shed some more light on this matter. This idea of a robot
that acted as if it were in pain, and that this robot is different
than animals that have pain, is a bit misleading.

Consider a robot with AI. And lets say that its intelligence is
dramatically more than existing AI's. And lets go so far as to say



that these AI's have ideas. They are universal knowledge creators.
Just like HI's [human intelligences].

Therefore an AI [just like humans] can have a preference for not
wanting pain [or wanting pain]. It can experience *distress* because
it has ideas just like humans. So humans and AI's are moral entities,
i.e they should have equal rights.

But non-humans and computerized robots that acted as if they were in
pain, can not experience *distress* because they don't have ideas. So
they are not moral entities, i.e. they should not have rights like
humans and AI's.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 10, 2012 at 10:54 PM

On Jan 10, 5:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 8:26 AM, Steve Push wrote:

I take a position similar to that expressed in the NRC report:

1)  The weight of the scientific evidence suggests that mammals at
least can experience pain and distress.

But the approach of the weight of the evidence is refuted in BoI. In particular, in 
the Choices chapter; rational choices are not made by weighing. Do you have 
any comment on that, such as a criticism of Deutsch's argument?

I have no criticism of Deutsch’s argument in the Choices chapter.  It
is a very interesting and convincing argument about the benefit of
plurality political systems.  Much of it is irrelevant to the topic of
this thread, but the brief passages that are relevant appear to
support my point of view on animal pain.

I assume you referred to this chapter because my comment about the
“weight of the evidence” reminded you of Deutsch’s comments about the
misconception that problems can be solved by “weighing.”  I was not
advocating weighing in the sense used by Deutsch.  I maintain that the
idea that animals can feel pain is a “good explanation” and is
irreconcilable with the position that animals cannot feel pain.  Thus
we cannot resolve this problem by, as Deutsch points out, “creating a
weighted average of [our] proposals.”  Tests of these competing ideas,
such as the ketamine research I mentioned earlier, support the animals-
can-feel-pain explanation.

One passage from this chapter that *is* relevant to this thread is
Deutsch’s description of how scientists “gradually come into near
unanimous agreement.”  This is the type of agreement recorded in the
NRC report, which notes that “there is general agreement that pain is
an aversive state experienced by mammals and probably all
vertebrates.”



Steve



From: Elliot Temple <curi@curi.us>
Cc: steve whitt <smwhitt@gmail.com>
Subject: Re: [BoI] Pulling the plug...
Date: January 11, 2012 at 2:51 AM

On Jan 10, 2012, at 6:07 PM, steve whitt wrote:

On Jan 10, 8:55 am, Rami Rustom <ramir...@gmail.com> wrote:
So a liberal view says that suicide is ok, because someone who is
experiencing great distress, should have the choice to end that
distress in which ever way she chooses [so long as she does not
infringe upon anothers' rights]. Another reason is that a person did
not choose to come into existence, so that person should have the
choice to reverse this decision that was made for them.

I'm a liberal and I don't agree with this.

I think you guys are using the word in different ways.

One meaning of "liberal", especially in the USA, is "left wing".

But here's a different meaning from the OED:

Supporting or advocating individual rights, civil liberties, and political and social 
reform tending towards individual freedom or democracy with little state 
intervention.

And another:

Favouring or characterized by unrestricted trade.

end quote

Human brains are funny
things. Suicide is a irrecoverable mistake. I want to live in a



society in which, if something goes wrong with my brain and I suddenly
want to kill myself, someone will try to stop me.

Do you want a society where that is done to everyone, not just you? Even if they 
don't want it?

Even if they write documents, in advance, stating they do not want to be stopped 
should it ever come up?

Even if it's not sudden? Even if they have what they regard as good, rational 
reasons?

One of the nice things about freedom is you can have it your way, and I can have 
it my way. I don't mind if, for example, you want to use a service, for yourself, that 
you call "suicide prevention".

But I do care, quite a lot, if you use a service to prevent *my* suicide, rather than 
your own.

We don't have to live in a society that treats us all the same way. We can, to 
some extent, each be free to be treated how we want to. We can tolerate 
diversity.

Do we have any common ground here?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Pulling the plug...
Date: January 11, 2012 at 2:52 AM

On Jan 10, 2012, at 6:29 PM, Rami Rustom wrote:

Dr. Kevorkian was in jail for 7 years because he helped a
bunch of people and their lives. Was he wrong for helping them?

http://www.szasz.com/iol7.html

http://www.szasz.com/detroitfreepress.html

-- Elliot Temple
http://curi.us/

-- 

http://www.szasz.com/iol7.html
http://www.szasz.com/detroitfreepress.html
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Weighing Evidence (was: Animal Pain)
Date: January 11, 2012 at 3:05 AM

On Jan 10, 2012, at 7:54 PM, Steve Push wrote:

On Jan 10, 5:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 8:26 AM, Steve Push wrote:

I take a position similar to that expressed in the NRC report:

1)  The weight of the scientific evidence suggests that mammals at
least can experience pain and distress.

But the approach of the weight of the evidence is refuted in BoI. In particular, in 
the Choices chapter; rational choices are not made by weighing. Do you have 
any comment on that, such as a criticism of Deutsch's argument?

I have no criticism of Deutsch’s argument in the Choices chapter.  It
is a very interesting and convincing argument about the benefit of
plurality political systems.  Much of it is irrelevant to the topic of
this thread, but the brief passages that are relevant appear to
support my point of view on animal pain.

The chapter argues that rational choices are not made by weighing (evidence or 
anything else). That is not how you figure out what is best. You state that you 
agree with Deutsch, yet you made an argument in terms of the weight of 
evidence. That is disagreement with the chapter, not agreement.

I assume you referred to this chapter because my comment about the
“weight of the evidence” reminded you of Deutsch’s comments about the
misconception that problems can be solved by “weighing.”  I was not
advocating weighing in the sense used by Deutsch.



No, he discussed, criticized and rejected the type of weighing you brought up: 
weighing evidence.

 I maintain that the
idea that animals can feel pain is a “good explanation” and is
irreconcilable with the position that animals cannot feel pain.  Thus
we cannot resolve this problem by, as Deutsch points out, “creating a
weighted average of [our] proposals.”

Right, you didn't say that. You wanted to use weighing for something else: to 
judge that some evidence outweighs its rivals.

It was the use of weighing you brought up, not the one that hadn't come up, that I 
objected to.

Let's take a look at what BoI says:

rational thinking does not consist of weighing the justifications of rival theories, 
but of using conjecture and criticism to seek the best explanation

When you talk about the weight of evidence, that is exactly the thing he is 
criticizing.

Here's another passage:

To choose an option, rationally, is to choose the associated explanation. 
Therefore, rational decision-making consists not of weighing evidence but of 
explaining it, in the course of explaining the world. One judges arguments as 
explanations, not justifications, and one does this creatively, using conjecture, 
tempered by every kind of criticism.

Notice how Deutsch explicitly criticizes "weighing evidence".

So how can you claim he was criticizing some other type of weighing, not the one 
you were talking about?

Here is another passage where he explicitly brings up weighing evidence in 
particular:



Consider that supposed weighing process. Each piece of evidence, including 
each feeling, prejudice, value, axiom, argument and so on, depending on what 
‘weight’ it had in that person’s mind, would contribute that amount to that 
person’s ‘preferences’ between various explanations.

Note the word "supposed": if you read the context you'll find he disagrees with 
this idea.

And here again is Deutsch being very explicit:

Common sense says that one ‘weighs’ them – or weighs the evidence that their 
arguments present. This is an ancient metaphor. Statues of Justice have carried 
scales since antiquity. More recently, inductivism has cast scientific thinking in 
the same mould, saying that scientific theories are chosen, justified and 
believed – and somehow even formed in the first place – according to the 
‘weight of evidence’ in their favor.

Here he brings up "weight of evidence" as well as "weighs the evidence". He then 
goes on to criticize and reject this.

Did you miss all these passages? I don't understand your claim that Deutsch was 
criticizing some other type of weighing but not evidence weighing.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Weighing Evidence (was: Animal Pain)
Date: January 11, 2012 at 8:33 AM

On Jan 11, 3:05 am, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 7:54 PM, Steve Push wrote:

On Jan 10, 5:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 8:26 AM, Steve Push wrote:

I take a position similar to that expressed in the NRC report:

1)  The weight of the scientific evidence suggests that mammals at
least can experience pain and distress.

But the approach of the weight of the evidence is refuted in BoI. In particular, 
in the Choices chapter; rational choices are not made by weighing. Do you 
have any comment on that, such as a criticism of Deutsch's argument?

I have no criticism of Deutsch’s argument in the Choices chapter.  It
is a very interesting and convincing argument about the benefit of
plurality political systems.  Much of it is irrelevant to the topic of
this thread, but the brief passages that are relevant appear to
support my point of view on animal pain.

The chapter argues that rational choices are not made by weighing (evidence or 
anything else). That is not how you figure out what is best. You state that you 
agree with Deutsch, yet you made an argument in terms of the weight of 
evidence. That is disagreement with the chapter, not agreement.



I assume you referred to this chapter because my comment about the
“weight of the evidence” reminded you of Deutsch’s comments about the
misconception that problems can be solved by “weighing.”  I was not
advocating weighing in the sense used by Deutsch.

No, he discussed, criticized and rejected the type of weighing you brought up: 
weighing evidence.

 I maintain that the
idea that animals can feel pain is a “good explanation” and is
irreconcilable with the position that animals cannot feel pain.  Thus
we cannot resolve this problem by, as Deutsch points out, “creating a
weighted average of [our] proposals.”

Right, you didn't say that. You wanted to use weighing for something else: to 
judge that some evidence outweighs its rivals.

It was the use of weighing you brought up, not the one that hadn't come up, that 
I objected to.

Let's take a look at what BoI says:

rational thinking does not consist of weighing the justifications of rival theories, 
but of using conjecture and criticism to seek the best explanation

When you talk about the weight of evidence, that is exactly the thing he is 
criticizing.

Here's another passage:

To choose an option, rationally, is to choose the associated explanation. 
Therefore, rational decision-making consists not of weighing evidence but of 
explaining it, in the course of explaining the world. One judges arguments as 
explanations, not justifications, and one does this creatively, using conjecture, 
tempered by every kind of criticism.

Notice how Deutsch explicitly criticizes "weighing evidence".

So how can you claim he was criticizing some other type of weighing, not the 



one you were talking about?

Here is another passage where he explicitly brings up weighing evidence in 
particular:

Consider that supposed weighing process. Each piece of evidence, including 
each feeling, prejudice, value, axiom, argument and so on, depending on what 
‘weight’ it had in that person’s mind, would contribute that amount to that 
person’s ‘preferences’ between various explanations.

Note the word "supposed": if you read the context you'll find he disagrees with 
this idea.

And here again is Deutsch being very explicit:

Common sense says that one ‘weighs’ them – or weighs the evidence that 
their arguments present. This is an ancient metaphor. Statues of Justice have 
carried scales since antiquity. More recently, inductivism has cast scientific 
thinking in the same mould, saying that scientific theories are chosen, justified 
and believed – and somehow even formed in the first place – according to the 
‘weight of evidence’ in their favor.

Here he brings up "weight of evidence" as well as "weighs the evidence". He 
then goes on to criticize and reject this.

Did you miss all these passages? I don't understand your claim that Deutsch 
was criticizing some other type of weighing but not evidence weighing.

That's not how I interpreted what Deutsch wrote.  I am assuming that
he is *not* implying that evidence doesn't count.  I agree that, if
you have evidence both for an against a proposition, you can't "weigh"
the evidence to determine whether the proposition is true.  Since the
proposition "non-human mammals can feel pain" cannot be both true and
false, there cannot be *good* evidence on both sides.  In the end, one
side or the other must have no reliable evidence at all.

When I used the "weight" metaphor, I meant evaluating the veracity of
the evidence, not putting it on a scale.  In hindsight, it was a
poorly chosen metaphor, because it caused confusion rather then
understanding.  I don't think Deutsch would object to evaluating



evidence, but if he did, I would disagree with that position.

There is lots of good evidence for the proposition that animals can
feel pain.  There is *no* good evidence for the proposition that
animals cannot feel pain.  I'm not rejecting your proposition because
your evidence doesn't "weigh" enough; I'm rejecting it because you
have *no* evidence.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Weighing Evidence (was: Animal Pain)
Date: January 11, 2012 at 8:40 AM

On Wed, Jan 11, 2012 at 7:33 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 11, 3:05 am, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 7:54 PM, Steve Push wrote:

On Jan 10, 5:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 8:26 AM, Steve Push wrote:

I take a position similar to that expressed in the NRC report:

1)  The weight of the scientific evidence suggests that mammals at
least can experience pain and distress.

But the approach of the weight of the evidence is refuted in BoI. In 
particular, in the Choices chapter; rational choices are not made by 
weighing. Do you have any comment on that, such as a criticism of 
Deutsch's argument?

I have no criticism of Deutsch’s argument in the Choices chapter.  It
is a very interesting and convincing argument about the benefit of
plurality political systems.  Much of it is irrelevant to the topic of
this thread, but the brief passages that are relevant appear to
support my point of view on animal pain.

The chapter argues that rational choices are not made by weighing (evidence 
or anything else). That is not how you figure out what is best. You state that 
you agree with Deutsch, yet you made an argument in terms of the weight of 
evidence. That is disagreement with the chapter, not agreement.

I assume you referred to this chapter because my comment about the
“weight of the evidence” reminded you of Deutsch’s comments about the
misconception that problems can be solved by “weighing.”  I was not
advocating weighing in the sense used by Deutsch.

No, he discussed, criticized and rejected the type of weighing you brought up: 
weighing evidence.



 I maintain that the
idea that animals can feel pain is a “good explanation” and is
irreconcilable with the position that animals cannot feel pain.  Thus
we cannot resolve this problem by, as Deutsch points out, “creating a
weighted average of [our] proposals.”

Right, you didn't say that. You wanted to use weighing for something else: to 
judge that some evidence outweighs its rivals.

It was the use of weighing you brought up, not the one that hadn't come up, 
that I objected to.

Let's take a look at what BoI says:

rational thinking does not consist of weighing the justifications of rival 
theories, but of using conjecture and criticism to seek the best explanation

When you talk about the weight of evidence, that is exactly the thing he is 
criticizing.

Here's another passage:

To choose an option, rationally, is to choose the associated explanation. 
Therefore, rational decision-making consists not of weighing evidence but of 
explaining it, in the course of explaining the world. One judges arguments as 
explanations, not justifications, and one does this creatively, using conjecture, 
tempered by every kind of criticism.

Notice how Deutsch explicitly criticizes "weighing evidence".

So how can you claim he was criticizing some other type of weighing, not the 
one you were talking about?

Here is another passage where he explicitly brings up weighing evidence in 
particular:

Consider that supposed weighing process. Each piece of evidence, including 
each feeling, prejudice, value, axiom, argument and so on, depending on 
what ‘weight’ it had in that person’s mind, would contribute that amount to 



that person’s ‘preferences’ between various explanations.

Note the word "supposed": if you read the context you'll find he disagrees with 
this idea.

And here again is Deutsch being very explicit:

Common sense says that one ‘weighs’ them – or weighs the evidence that 
their arguments present. This is an ancient metaphor. Statues of Justice have 
carried scales since antiquity. More recently, inductivism has cast scientific 
thinking in the same mould, saying that scientific theories are chosen, 
justified and believed – and somehow even formed in the first place – 
according to the ‘weight of evidence’ in their favor.

Here he brings up "weight of evidence" as well as "weighs the evidence". He 
then goes on to criticize and reject this.

Did you miss all these passages? I don't understand your claim that Deutsch 
was criticizing some other type of weighing but not evidence weighing.

That's not how I interpreted what Deutsch wrote.  I am assuming that
he is *not* implying that evidence doesn't count.  I agree that, if
you have evidence both for an against a proposition, you can't "weigh"
the evidence to determine whether the proposition is true.  Since the
proposition "non-human mammals can feel pain" cannot be both true and
false, there cannot be *good* evidence on both sides.  In the end, one
side or the other must have no reliable evidence at all.

When I used the "weight" metaphor, I meant evaluating the veracity of
the evidence, not putting it on a scale.  In hindsight, it was a
poorly chosen metaphor, because it caused confusion rather then
understanding.  I don't think Deutsch would object to evaluating
evidence, but if he did, I would disagree with that position.

There is lots of good evidence for the proposition that animals can
feel pain.  There is *no* good evidence for the proposition that
animals cannot feel pain.  I'm not rejecting your proposition because
your evidence doesn't "weigh" enough; I'm rejecting it because you
have *no* evidence.



But none of us has said that non-humans don't experience *pain*. In
fact we have said the opposite; that they do experience *pain*. And
that only humans experience *distress*, i.e. suffering because of the
mental processing of ideas.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 8:54 AM

On Jan 10, 5:40 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 5:36 AM, Steve Push wrote:

Why don't you want to answer my question about how you would treat an
animal that appears to be in pain?

Because my personal lifestyle is completely irrelevant to the philosophical 
issues in question.

Also because it's a loaded question: it *assumes* that when an animal behaves 
in certain ways it "appears to be in pain" rather than, e.g., "appears to be 
behaving as its genes dictate".

Here is why I think you will not answer the question:

1)  If you admit that you would act with compassion is such a
situation, you undercut the argument you are trying to make in this
thread.

2)  If you say that you would ignore the animal's condition, you will
be exposing the ethical repugnance of your position.

It's also an ambiguous question: the word "pain" in the question is ambiguous as 
I've discussed in several posts.

The word "pain" is not ambiguous.  We have been using it in the sense
of the OED's definition 3c:  "The state or condition of consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is nothing
ambiguous about it.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Weighing Evidence (was: Animal Pain)
Date: January 11, 2012 at 9:28 AM

On Jan 11, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:
On Wed, Jan 11, 2012 at 7:33 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 11, 3:05 am, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 7:54 PM, Steve Push wrote:

On Jan 10, 5:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 8:26 AM, Steve Push wrote:

I take a position similar to that expressed in the NRC report:

1)  The weight of the scientific evidence suggests that mammals at
least can experience pain and distress.

But the approach of the weight of the evidence is refuted in BoI. In 
particular, in the Choices chapter; rational choices are not made by 
weighing. Do you have any comment on that, such as a criticism of 
Deutsch's argument?

I have no criticism of Deutsch’s argument in the Choices chapter.  It
is a very interesting and convincing argument about the benefit of
plurality political systems.  Much of it is irrelevant to the topic of
this thread, but the brief passages that are relevant appear to
support my point of view on animal pain.

The chapter argues that rational choices are not made by weighing (evidence 
or anything else). That is not how you figure out what is best. You state that 
you agree with Deutsch, yet you made an argument in terms of the weight of 
evidence. That is disagreement with the chapter, not agreement.

I assume you referred to this chapter because my comment about the
“weight of the evidence” reminded you of Deutsch’s comments about the
misconception that problems can be solved by “weighing.”  I was not
advocating weighing in the sense used by Deutsch.

No, he discussed, criticized and rejected the type of weighing you brought up: 



weighing evidence.

 I maintain that the
idea that animals can feel pain is a “good explanation” and is
irreconcilable with the position that animals cannot feel pain.  Thus
we cannot resolve this problem by, as Deutsch points out, “creating a
weighted average of [our] proposals.”

Right, you didn't say that. You wanted to use weighing for something else: to 
judge that some evidence outweighs its rivals.

It was the use of weighing you brought up, not the one that hadn't come up, 
that I objected to.

Let's take a look at what BoI says:

rational thinking does not consist of weighing the justifications of rival 
theories, but of using conjecture and criticism to seek the best explanation

When you talk about the weight of evidence, that is exactly the thing he is 
criticizing.

Here's another passage:

To choose an option, rationally, is to choose the associated explanation. 
Therefore, rational decision-making consists not of weighing evidence but of 
explaining it, in the course of explaining the world. One judges arguments 
as explanations, not justifications, and one does this creatively, using 
conjecture, tempered by every kind of criticism.

Notice how Deutsch explicitly criticizes "weighing evidence".

So how can you claim he was criticizing some other type of weighing, not the 
one you were talking about?

Here is another passage where he explicitly brings up weighing evidence in 
particular:



Consider that supposed weighing process. Each piece of evidence, 
including each feeling, prejudice, value, axiom, argument and so on, 
depending on what ‘weight’ it had in that person’s mind, would contribute 
that amount to that person’s ‘preferences’ between various explanations.

Note the word "supposed": if you read the context you'll find he disagrees 
with this idea.

And here again is Deutsch being very explicit:

Common sense says that one ‘weighs’ them – or weighs the evidence that 
their arguments present. This is an ancient metaphor. Statues of Justice 
have carried scales since antiquity. More recently, inductivism has cast 
scientific thinking in the same mould, saying that scientific theories are 
chosen, justified and believed – and somehow even formed in the first place 
– according to the ‘weight of evidence’ in their favor.

Here he brings up "weight of evidence" as well as "weighs the evidence". He 
then goes on to criticize and reject this.

Did you miss all these passages? I don't understand your claim that Deutsch 
was criticizing some other type of weighing but not evidence weighing.

That's not how I interpreted what Deutsch wrote.  I am assuming that
he is *not* implying that evidence doesn't count.  I agree that, if
you have evidence both for an against a proposition, you can't "weigh"
the evidence to determine whether the proposition is true.  Since the
proposition "non-human mammals can feel pain" cannot be both true and
false, there cannot be *good* evidence on both sides.  In the end, one
side or the other must have no reliable evidence at all.

When I used the "weight" metaphor, I meant evaluating the veracity of
the evidence, not putting it on a scale.  In hindsight, it was a
poorly chosen metaphor, because it caused confusion rather then
understanding.  I don't think Deutsch would object to evaluating
evidence, but if he did, I would disagree with that position.

There is lots of good evidence for the proposition that animals can
feel pain.  There is *no* good evidence for the proposition that



animals cannot feel pain.  I'm not rejecting your proposition because
your evidence doesn't "weigh" enough; I'm rejecting it because you
have *no* evidence.

But none of us has said that non-humans don't experience *pain*. In
fact we have said the opposite; that they do experience *pain*. And
that only humans experience *distress*, i.e. suffering because of the
mental processing of ideas.

That may be *your* position.  If so, our differences may be semantic.

But others here have been opposing the the idea that animals can feel
pain, distress, or any other subjective experience.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Liberal view of abortion...
Date: January 11, 2012 at 9:33 AM

What is the liberal view of abortion?

People can do what they want as long as they don't infringe upon the
rights of other people.

So a women can abort her pregnancy up until the fetus is considered a
person, because that person now has rights that should not be
infringed upon.

So the question is, when is a fetus elevated to the status of person?

Is it when the fetus's mind gains the capacity to experience *pain*?
-- If yes, when does that happen during the pregnancy?
-- If no, then what stage of brain development do we draw the line?

No matter where we draw the line, there is another issue. When a
person comes into existence, it was not of his choosing. So consider
this thought experiment.

A mother made a rational decision to continue her pregnancy. Then time
passed and the line [drawn above] was crossed. Then the mother's
situation changed and she is now presented with an awful dilemma; let
the child be born with an awful situation that is likely to cause
great distress to that child, or abort thus preventing that potential
great distress. Lets assume also that the mother is thinking very
rationally about the situation and her decision.

What sorts of situations would lead this mother to realize that her
child is likely to experience great distress? I'll start with some
examples:

^ The fetus is found to have a genetic defect that causes mental
retardation that our current technology can't solve.

^  The mother was planning to be a stay-at-home mom and was going to
apply the philosophy of TCS, she has no wealth-generating skills, and
the father of the child just died in a car crash.



^ other ideas?

-- Rami

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 11:18 AM

On Jan 10, 4:18 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 10 Jan 2012, at 13:14, Steve Push wrote:

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000), (ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004), and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and



disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

Let's suppose that you wanted to design a robot to preserve certain pieces of 
information. Some robots have some of this information in common. Internal 
mechanisms use the information to build, maintain and repair the robot. The 
robot will never be fixed by anybody but it is surrounded by dangers. It can 
fall down. Other robots trying to preserve their information may scavenge it 
for parts and so on.

One idea one might think about is that some pieces of the information you 
want are present in more than one robot. So if robot 1 wants to preserve its 
information and it has information that robot 2 has some of the same 
information one thing robot 1 might do is act in such a way as to preserve 
some of the information in robot 2. So let's say robot 1 is attacked and 
damaged. If robot 1 signals its damage to robot 2 then robot 2 might try to 
repair robot 1 so that the information they have in common will be preserved. 
And even if that can't be done it will make sense for robot 1 to signal to robot 
2 that it is damaged because the thing that caused the damage might still be 
around and robot 2 might avoid it if it has information about how robot 1 was 
damaged.

I don't see any reason why any of this would require emotions or ideas similar 
to the ones we have about pain, e.g. - it is unpleasant and morally bad and 
so on. Given that animals are exactly robots that evolved to preserve the 



information in their genes and could be doing what I described above why 
would we think that they suffer in the same way as we do? It can't be 
because they have some stuff in common with us because there are lots of 
things that have stuff in common with us and act in complex ways and we 
don't think they feel pain, e.g. - amoebae. So what distinguishes the things 
that give out signals we should be interested in from the ones that don't?

Perhaps you are the only being that experiences pain and all of us other 
humans are automatons trying to signal you how to avoid damage to the 
information we share with you.

If you consider animals, each member of the same breed has similar 
characteristics and doesn't create any new knowledge. If one labrador gets hurt 
you can replace it with another and train the new labrador to do the same as the 
old one.

I have had six Labradors, and I can tell you that they are not
interchangeable.  Each has its own personality, skills, and habits.
They can all be trained, but each responds to training differently.
They all do things that are interesting and unexpected.

A human being has a large body of knowledge he creates after birth, you can't 
predict how it will grow and different people create different knowledge. So each 
person is different and each person could do something interesting and 
unexpected. As a result of the humana capacity to create new explanatory 
knowledge, a human being can explain their interpretation of the pain she is 
feeling. So if I postulated that humans don't feel pain I wouldn't be able to 
explain what they're saying. Pain can prevent some people from creating 
interesting new knowledge, other people like pain and find it helps them to do 
things they find interesting. So it makes sense for person A to pay attention to 
person B's pain under some circumstances, and it makes sense for A help B to 
reduce his pain or to experience the kind of pain he finds satisfying.

I agree that people can communicate with other people better than
people can communicate with dogs.  Nevertheless, people and dogs can
communicate with each other.  In fact, in some ways human-dog
communication is more reliable, because dogs are not as adept at
deceit as humans are.

If you are going to take the skeptical position that human-dog



communication says nothing about the emotion state of the dog, I can
equally well take the position that human-human communication says
nothing about the emotional states of the humans.  If one form of
communication is an illusion, the other can be too.

Animals are similar to human beings in some respects. Some parts of their 
brains are similar to some parts of our brains and they act similar to human 
beings in some respects when they are injured in particular ways, but that 
doesn't imply that they feel pain in any interesting sense. Some parts of an 
amoeba are similar to some parts of me, they move away from some things and 
toward others, perhaps they emit chemical signals when damaged and so on. 
Do amoebae feel pain in some interesting sense? What about plants? What 
particular similarities and differences between human beings and animals and 
amoebae and plants are relevant and why?

The relevant structures include the central nervous system (especially
the cerebral cortex) and the endocrine system, which all mammals
possess but amoebas lack.

Steve



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 12:23 PM

On Jan 11, 8:54 am, Steve Push <stephen.p...@gmail.com> wrote:
On Jan 10, 5:40 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 10, 2012, at 5:36 AM, Steve Push wrote:

Why don't you want to answer my question about how you would treat an
animal that appears to be in pain?

Because my personal lifestyle is completely irrelevant to the philosophical 
issues in question.

Also because it's a loaded question: it *assumes* that when an animal 
behaves in certain ways it "appears to be in pain" rather than, e.g., "appears to 
be behaving as its genes dictate".

Here is why I think you will not answer the question:

1)  If you admit that you would act with compassion is such a
situation, you undercut the argument you are trying to make in this
thread.

2)  If you say that you would ignore the animal's condition, you will
be exposing the ethical repugnance of your position.

Not true on both counts. As Elliot said above, his behavior is
irrelevant to the issue of what nonhuman animals feel. To paraphrase
Deutsch (BoI p 22), if we adopt a theory based on what Elliot says he
personally would do, that means that we would also have accepted a
range of different theories on that basis.



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 12:23 PM

On Jan 10, 5:40 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 5:34 AM, Steve Push wrote:

On Jan 10, 4:25 am, Elliot Temple <c...@curi.us> wrote:

On Jan 10, 2012, at 12:30 AM, Steve Push wrote:

On Jan 8, 11:46 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 6:55 PM, stephen.p...@gmail.com wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

We actually know a great deal more than that.  We know a lot about 
the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  
(Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

National Research Council, Recognition and Alleviation of Pain in
Laboratory Animals, Washington, D.C.: National Academies Press, 2009.

Thanks. I got the full text. It's a 200 page pdf. Let's start at the start.

The first thing the council does (p 1) is differentiate between "pain" and 
"distress". Distress is a good word for what I have sometimes been calling 



terms like "suffering" or "mental pain" or "psychological pain".

So, using their terminology we can say: animals have pain, like humans, 
but this does not imply they have distress.

The council correctly says, immediately, on page 1, that pain *can*, but 
*does not necessarily*, result in distress.

However, while I think it's great that they draw this distinction, I do take 
issue with two things so far:

1) the glossary omits the word "distress", so I'm concerned maybe they 
don't actually consider this distinction important. I don't know yet.

2) They define pain as follows:

An unpleasant sensory and emotional experience associated with actual 
or potential tissue damage, or described in terms of such damage.

By putting the word "unpleasant" in there they are begging the question: 
they are *assuming* pain is unpleasant (despite the fact that, e.g., 
masochist exist, a counter-point which they fail to address).

Similarly by using the word "emotional" they are assuming animals have 
emotions. Not arguing or even discussing the point, just assuming it.

This seems to me to be in some contrast with their distinction where they 
say that distress is always bad, but pain only sometimes causes distress. If 
pain is always unpleasant by definition, how can that sometimes not be 
bad? Or if pain is always bad (contrary to what I quote next), how does it 
differ from distress?

Key quote, p 1

While pain can be detrimental to animal welfare, distress always is, as it 
is a measure of the animal’s inability to cope with a stressor.

Their definition of distress is similar to the TCS-coercion concept. In TCS-



coercion, there is an unresolved conflict and *a failure to cope with it*. 
Here, too, we see the idea that *failing to cope* with a problem is 
necessarily detrimental, but other stuff may not be.

It seems to me they have either contradicted themselves or they don't 
consider unpleasantness to be detrimental, which I would actually regard 
as kind of callous and insensitive, as well as false. Another possibility is 
bizarre, unstated terminology.

End of p 1 says:

the committee that prepared this report focused on the management and 
avoidance of pain wherever scientifically possible.

This suggests much of the report is irrelevant to our discussion, because 
we're not interested in how to manage or avoid animal pain (and nor can 
we assume that is generically important to do), but rather we're discussing 
something more like the nature and meaning of animal pain.

p 2

the current committee embraced the idea that in most experimental and 
husbandry situations laboratory animals need not experience pain, and 
that its alleviation and prevention are an ethical and moral imperative

and then from their statement of their task:

The . . . report will update information based on the current scientific 
literature on recognizing and alleviating pain in laboratory animals.

So their very task is to *assume* that we should recognize and alleviate 
animal pain, and then to figure out how to do that better.

So, this is assuming the very things we are interested in.

p 2

the under-lying premise of this report is that all vertebrates should be 



considered capable of experiencing the aversive state of pain.

So, the thing we are debating is one of their premises, not something they 
are attempting to cover.

So I have a question: why are they trying to avoid or mitigate *pain* rather 
than *distress*? They already said, basically, that not all pain is bad, but all 
distress is. So why are they focussing on the superset that includes non-
bad things, instead of the smaller set of just the bad ones?

I'll now begin skimming to look for any relevant arguments, research, etc.

p 3

The committee acknowledges that pain in animals is difficult to assess, 
mostly because of a lack of methods to validate and objectively measure 
it.

ok

p 3

careful extrapolation from the human experience should be used to 
assess pain in research animals

ummmmm

p 4

Knowledge about pain in nonmammalian species is incomplete and in the 
absence of evidence...

ok

p 11 heading

WHY IS IT IMPORTANT TO RECOGNIZE AND ALLEVIATE ANIMAL 



PAIN?

ok let's see what they say

p 11

The public expects animal experimentation to be not only scientifically 
justifiable and valid but also humane, meaning that it results in minimal or 
no pain, stress, distress, or other negative impact on the welfare of the 
animals involved.

Because public opinion?

Let's keep looking to see if they have any real arguments below.

They bring up utilitarianism, which is false, and acknowledge their claims 
rely on it. And they assume animal pain is bad, contrary to the section 
heading implying they would consider the question.

Seriously, they just assume it in passing:

p 11

the costs to experimental animals in the form of pain, distress, and 
euthanasia

So it's a cost because they listed it as one.

p 12

Minimizing animal pain whenever possible is thus important both ethically 
and legally.

So, after around 1.25 pages without any arguments, they are concluding 
what they all assumed long before they got this assignment.

Skimmed to page 40. OK, I am now bored of this.



If there is any particular part which is relevant and persuasive, go ahead 
and point it out. Please also give a brief statement of what it's about and 
how it bears on our discussion.

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

But of course it can serve as a discriminative stimulus. That simply means it 
is input information which can be used in the animal's computations. That has 
nothing to do with the issue; there is no disagreement about that.

As to whether they concluded that you are correct, I agree that they did. But 
that is no argument.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000),

All that argument demonstrates is that he is incompetent. He does not 
understand the issue.

Of course animals respond to those things. There is no disagreement about 
that. It's very similar to the point above.

Animals respond to pain. And, yes, the responses *avoid* it.



That is not evidence of emotions. They could simply be controlled by their 
genes to do that (much like we write programs to control computers, which of 
course can respond to information inputs), without having any thoughts, 
emotions, feelings, opinions, ideas, or preferences about it.

Response to stimuli does not argue for an emotional cause for that response.

(ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004),

"To the best of our knowledge, [my claim is true]" is not an argument.

All judgments are made "to the best of our knowledge."  If you want to
refute his arguments, you must provide evidence that contradicts it.
So far you have not.

"It's only to the best of our knowledge" is not a counter-argument or criticism.

My criticism is that he has made an *assertion* here, but it is not an *argument* 
to say "I am right, to the best of our knowledge". He's not making any 
substantive argument here.

It would be just the same as if I said, "To the best of our knowledge, animals 
don't suffer or have distress." That would be an assertion -- a statement of 
position -- but not an argument that my position is true.

If that's what you think, you ether haven't read or haven't understood
his paper.  He presents a well-reasoned argument backed up with lots
of evidence.

Any statement that you make, and that you believe it true, is made "to
the best of your knowledge."  It is not a sign of weakness to
acknowledge that *any* statement, conjecture, theory, hypothesis,
idea, proposition, etc. could be wrong.  None of us is infallible.



He's also neglecting the arguments in BoI that explain that human brains *run 
different software* and *that* is why humans act so differently than animals in 
so many ways. Humans are universal knowledge creators and this is a *big 
difference*, and it's not about hardware details.

The assumption he is making is that if an animal has similar hardware, then it 
has similar thinking. That is simply false. It's like saying two intel chips are 
identical hardware and therefore must do similar things. Actually one runs a 
Mac and one runs Windows. Or one runs AI software and one runs World of 
Warcraft.

This may be an interesting metaphor, but in fact brains to do not run
software.

It's not a metaphor. Brains are *literally* computers that *literally* run software 
(programs/code to control what computations are done).

 But pretending for the moment that they did, what evidence
do you have that human software is different from, say, chimp software
in a way relevant to the ability to experience pain?

This is primarily about philosophy not evidence.

The relevant evidence to my case is stuff you will not dispute, e.g. that humans 
build spaceships, write books, and discuss philosophy, while cows do not.

The intermediate conclusion, as argued for in BoI, is that humans are *universal 
knowledge creators*, while cows are not.

The relevance of *that* to "experiencing pain" is not based on evidence but 
philosophy: it's something we have to think about and have a critical discussion 
about, not measure.

One of the starting points of such a philosophical discussion is to think a bit 
about what pain is. And in particular, to differentiate between what we might call 
"pain" and "distress".

As I've discussed in multiple posts previously, the word "pain" is ambiguous. 
Animals do have pain in one sense, but that doesn't mean they get upset about 
having it, don't want to have it, have a negative opinion about it, etc...



Animals have pain nerves which send pain signals and then their behavior 
varies based on those signals. They react to pain.

But that's different from claiming they think about the pain, don't like the pain, 
get emotional about it, etc...

So the question is not whether animals feel pain but whether they suffer for it, 
whether they dislike it (or dislike anything).

Claiming that animals dislike pain, or have opinions, or suffer, *does not solve 
any problem*. There is no good reason to believe it. Meanwhile, it is a 
problematic idea: although it solves no problems, it *creates some problems*.

You may disagree with some of this. If so, one way to continue might be to say 
what problems you see your position as addressing/solving, which you believe 
are not solved without your assertions.

And you might comment on problems that your position raises. However, some 
of those are hard to understand because first one has to understand the 
Popperian epistemology in BoI. So we might be better served with focussing on 
what problems your assertions are intended to solve than what problems they 
themselves raise.

You are dodging my question.  You have made a proposition about how
the world works.  You have said that brains are computers running
software, that animal software is different from human software, and
that therefore we cannot say that animals experience pain (or
distress, or whatever you want to call it).

You cannot make a proposition about how the world works and then get
off the hook by denying that you need evidence to test your claim or
by saying it’s about philosophy, not science.

So I ask again:  For the sake of argument, let's assume that brains
are computers running software.  How do you know that non-human
mammalian software is different from human software is any way
relevant to the ability to experience pain?

As for the problem my position solves, it gives us a basis for



discussing how we should treat sentient animals.  There would be no
point in discussing, for example, whether analgesics should be
administered to animals if they were not capable of feeling pain.

Does that raise new problems?  You bet it does.  Which animals feel
pain?  Under what conditions?  The questions go on and on.  That’s a
good thing – lots of new questions we can tackle to increase our
knowledge.

By the way, using the term "genetically programmed behavior" is not
meaningful in this discussion.  Human behavior is genetically
programmed in the same sense that animal behavior is.

A difference is that human genes code for *general intelligence* (universal 
knowledge creation), and then humans act based on their *intelligent thought*.

But animal genes *directly* program their behavior. Maybe you'll deny that for 
dogs, but I think you'll accept it for bacteria or plants. If you accept it for anything 
then I think we can agree it's a meaningful distinction that, e.g., differentiates 
plants or bacteria from humans.

All mammals, including humans, have “instincts” and “reflexes.”  And
all mammals, including humans, have behavioral plasticity.

That humans have unique intellectual abilities is not in question.
And those abilities can lead to species-specific forms of pain, such a
distress about the fear of death.  But those unique abilities have no
bearing on the question of whether non-human mammals can feel simpler
forms of pain, such as that caused by physical injury.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 12:58 PM

On Jan 11, 12:23 pm, Josh Jordan <therealjoshjor...@gmail.com> wrote:
On Jan 11, 8:54 am, Steve Push <stephen.p...@gmail.com> wrote:

On Jan 10, 5:40 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 10, 2012, at 5:36 AM, Steve Push wrote:

Why don't you want to answer my question about how you would treat an
animal that appears to be in pain?

Because my personal lifestyle is completely irrelevant to the philosophical 
issues in question.

Also because it's a loaded question: it *assumes* that when an animal 
behaves in certain ways it "appears to be in pain" rather than, e.g., "appears 
to be behaving as its genes dictate".

Here is why I think you will not answer the question:

1)  If you admit that you would act with compassion is such a
situation, you undercut the argument you are trying to make in this
thread.

2)  If you say that you would ignore the animal's condition, you will
be exposing the ethical repugnance of your position.

Not true on both counts. As Elliot said above, his behavior is



irrelevant to the issue of what nonhuman animals feel. To paraphrase
Deutsch (BoI p 22), if we adopt a theory based on what Elliot says he
personally would do, that means that we would also have accepted a
range of different theories on that basis.

I have no intention of adopting a theory based on what Elliot says he
would do.  It's a question of credibility.  How seriously should we
take an argument that he himself does not believe?

Steve



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 1:02 PM

On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

On Jan 10, 5:40 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 5:36 AM, Steve Push wrote:

Why don't you want to answer my question about how you would treat an
animal that appears to be in pain?

Because my personal lifestyle is completely irrelevant to the philosophical 
issues in question.

Also because it's a loaded question: it *assumes* that when an animal 
behaves in certain ways it "appears to be in pain" rather than, e.g., "appears to 
be behaving as its genes dictate".

Here is why I think you will not answer the question:

1)  If you admit that you would act with compassion is such a
situation, you undercut the argument you are trying to make in this
thread.

That's false. You can admit you might act irrationally due to bad ideas.

Example: you can say being afraid of heights is silly, and admit that based on 
your current ideas, you might get very nervous on top of a high building. To do so 
doesn't concede the point about a fear of heights being silly.

2)  If you say that you would ignore the animal's condition, you will
be exposing the ethical repugnance of your position.

How could a statement that one would ignore animal pain-signal-reactions (i.e. 
act consistently with the theory that animals don't meaningfully suffer in some 
situation) be "exposing" anything when the possibility of animal suffering is 
precisely what's being argued about?



-J



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 1:09 PM

On Jan 11, 2012, at 8:18 AM, Steve Push wrote:

On Jan 10, 4:18 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If you consider animals, each member of the same breed has similar 
characteristics and doesn't create any new knowledge. If one labrador gets 
hurt you can replace it with another and train the new labrador to do the same 
as the old one.

I have had six Labradors, and I can tell you that they are not
interchangeable.  Each has its own personality, skills, and habits.
They can all be trained, but each responds to training differently.
They all do things that are interesting and unexpected.

My Sims have their own personality, skills, and habits.
They do things that are interesting and unexpected.

-J



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Source of Ideas (was: Animal Pain)
Date: January 11, 2012 at 1:11 PM

On Jan 11, 2012, at 9:58 AM, Steve Push wrote:

I have no intention of adopting a theory based on what Elliot says he
would do.  It's a question of credibility.  How seriously should we
take an argument that he himself does not believe?

What does my hypocrisy, or not, or "credibility" (a type of authority), or not, have 
to do with your evaluation of philosophical explanations that have nothing to do 
with me?

One of the ideas around here is we judge ideas on their merits not their source. 
Do you have a problem with that?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 1:18 PM

On Jan 10, 10:22 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Sat, Jan 7, 2012 at 7:18 PM, Josh Jordan <therealjoshjor...@gmail.com> 
wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:
What we know about animals is their nerve fibers transmit signals to the 
brain, the brain does some computation, and the animal does some 
behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive argument 
regarding animal pain?

Elliott, I also would like to see your response to the comment &
question at the end of Stephen's post, which was not quoted in your
reply. For your convenience, I reproduce it here:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
I have no doubt someone could design a computerized robot that acted
as if it were in pain.  The difference is that the robot has no
structures that are homologous with humans’. [...]  If you
saw an injured animal writhing would you not try to
alleviate its suffering?

I'd like to shed some more light on this matter. This idea of a robot
that acted as if it were in pain, and that this robot is different
than animals that have pain, is a bit misleading.



Consider a robot with AI. And lets say that its intelligence is
dramatically more than existing AI's. And lets go so far as to say
that these AI's have ideas. They are universal knowledge creators.
Just like HI's [human intelligences].

Therefore an AI [just like humans] can have a preference for not
wanting pain [or wanting pain]. It can experience *distress* because
it has ideas just like humans. So humans and AI's are moral entities,
i.e they should have equal rights.

But non-humans and computerized robots that acted as if they were in
pain, can not experience *distress* because they don't have ideas. So
they are not moral entities, i.e. they should not have rights like
humans and AI's.

Ideas are neither necessary nor sufficient for an entity to experience
pain or distress.

Getting back to separation anxiety/distress:  There is a lot of
literature on this topic.  If you can be more specific about what you
are looking for, I'll post some info.  Are you interested in
diagnosis?  Treatment?  Neurological basis?

Steve



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 1:24 PM

On Jan 11, 12:58 pm, Steve Push <stephen.p...@gmail.com> wrote:
On Jan 11, 12:23 pm, Josh Jordan <therealjoshjor...@gmail.com> wrote:

On Jan 11, 8:54 am, Steve Push <stephen.p...@gmail.com> wrote:

On Jan 10, 5:40 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 10, 2012, at 5:36 AM, Steve Push wrote:

Why don't you want to answer my question about how you would treat an
animal that appears to be in pain?

Because my personal lifestyle is completely irrelevant to the philosophical 
issues in question.

Also because it's a loaded question: it *assumes* that when an animal 
behaves in certain ways it "appears to be in pain" rather than, e.g., "appears 
to be behaving as its genes dictate".

Here is why I think you will not answer the question:

1)  If you admit that you would act with compassion is such a
situation, you undercut the argument you are trying to make in this
thread.

2)  If you say that you would ignore the animal's condition, you will
be exposing the ethical repugnance of your position.

Not true on both counts. As Elliot said above, his behavior is
irrelevant to the issue of what nonhuman animals feel. To paraphrase
Deutsch (BoI p 22), if we adopt a theory based on what Elliot says he
personally would do, that means that we would also have accepted a
range of different theories on that basis.



I have no intention of adopting a theory based on what Elliot says he
would do.  It's a question of credibility.  How seriously should we
take an argument that he himself does not believe?

Arguments should be evaluated on their merits, not the beliefs of
their proponents. Whether or not a particular person goes slightly out
of their way to avoid walking through a graveyard at night has no
bearing on the issue of whether ghosts exist.



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Source of Ideas (was: Animal Pain)
Date: January 11, 2012 at 1:25 PM

On Jan 11, 1:11 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 9:58 AM, Steve Push wrote:

I have no intention of adopting a theory based on what Elliot says he
would do.  It's a question of credibility.  How seriously should we
take an argument that he himself does not believe?

What does my hypocrisy, or not, or "credibility" (a type of authority), or not, have 
to do with your evaluation of philosophical explanations that have nothing to do 
with me?

One of the ideas around here is we judge ideas on their merits not their source. 
Do you have a problem with that?

Not at all.  I believe I have engaged your ideas on their merits.  I'm
just wondering if you're pulling my leg.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 1:33 PM

On Jan 11, 1:09 pm, Justin Mallone <justin...@gmail.com> wrote:
On Jan 11, 2012, at 8:18 AM, Steve Push wrote:

On Jan 10, 4:18 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If you consider animals, each member of the same breed has similar 
characteristics and doesn't create any new knowledge. If one labrador gets 
hurt you can replace it with another and train the new labrador to do the 
same as the old one.

I have had six Labradors, and I can tell you that they are not
interchangeable.  Each has its own personality, skills, and habits.
They can all be trained, but each responds to training differently.
They all do things that are interesting and unexpected.

My Sims have their own personality, skills, and habits.
They do things that are interesting and unexpected.

Good!  They're not interchangeable.  Now if they only had a brain ...

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 1:33 PM

On Jan 11, 1:02 pm, Justin Mallone <justin...@gmail.com> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

On Jan 10, 5:40 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 5:36 AM, Steve Push wrote:

Why don't you want to answer my question about how you would treat an
animal that appears to be in pain?

Because my personal lifestyle is completely irrelevant to the philosophical 
issues in question.

Also because it's a loaded question: it *assumes* that when an animal 
behaves in certain ways it "appears to be in pain" rather than, e.g., "appears 
to be behaving as its genes dictate".

Here is why I think you will not answer the question:

1)  If you admit that you would act with compassion is such a
situation, you undercut the argument you are trying to make in this
thread.

That's false. You can admit you might act irrationally due to bad ideas.

Example: you can say being afraid of heights is silly, and admit that based on 



your current ideas, you might get very nervous on top of a high building. To do 
so doesn't concede the point about a fear of heights being silly.

Point well taken.  If that's the case, I'd like to know whether Elliot
is compassionate toward animals but thinks his compassion is silly.

2)  If you say that you would ignore the animal's condition, you will
be exposing the ethical repugnance of your position.

How could a statement that one would ignore animal pain-signal-reactions (i.e. 
act consistently with the theory that animals don't meaningfully suffer in some 
situation) be "exposing" anything when the possibility of animal suffering is 
precisely what's being argued about?

If he wouldn't be exposing anything, why not answer the question?

Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] This Is An Impersonal, Philosophy List (was: Animal Pain)
Date: January 11, 2012 at 1:39 PM

On Jan 11, 2012, at 10:33 AM, Steve Push wrote:

If he wouldn't be exposing anything, why not answer the question?

Because I think privacy is good and I think encouraging discussion of irrelevant 
things is bad.

My personal life is out of bounds here. If you ask a personal question once, and I 
don't answer it, that's not too big a deal. But stop repeatedly asking a personal 
question I do not want to answer. It's unacceptable to exert pressure on anyone 
here to discuss any personal topics.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 1:39 PM

On Jan 11, 1:24 pm, Josh Jordan <therealjoshjor...@gmail.com> wrote:
On Jan 11, 12:58 pm, Steve Push <stephen.p...@gmail.com> wrote:

On Jan 11, 12:23 pm, Josh Jordan <therealjoshjor...@gmail.com> wrote:

On Jan 11, 8:54 am, Steve Push <stephen.p...@gmail.com> wrote:

On Jan 10, 5:40 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 10, 2012, at 5:36 AM, Steve Push wrote:

Why don't you want to answer my question about how you would treat an
animal that appears to be in pain?

Because my personal lifestyle is completely irrelevant to the philosophical 
issues in question.

Also because it's a loaded question: it *assumes* that when an animal 
behaves in certain ways it "appears to be in pain" rather than, e.g., 
"appears to be behaving as its genes dictate".

Here is why I think you will not answer the question:

1)  If you admit that you would act with compassion is such a
situation, you undercut the argument you are trying to make in this
thread.



2)  If you say that you would ignore the animal's condition, you will
be exposing the ethical repugnance of your position.

Not true on both counts. As Elliot said above, his behavior is
irrelevant to the issue of what nonhuman animals feel. To paraphrase
Deutsch (BoI p 22), if we adopt a theory based on what Elliot says he
personally would do, that means that we would also have accepted a
range of different theories on that basis.

I have no intention of adopting a theory based on what Elliot says he
would do.  It's a question of credibility.  How seriously should we
take an argument that he himself does not believe?

Arguments should be evaluated on their merits, not the beliefs of
their proponents. Whether or not a particular person goes slightly out
of their way to avoid walking through a graveyard at night has no
bearing on the issue of whether ghosts exist.

Behavior is sometimes more revealing than talk.  I'd like to know
whether Elliot really believes what he is saying or whether we might
just as well be discussing how many angels can dance of the head of a
pin?

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: This Is An Impersonal, Philosophy List (was: Animal Pain)
Date: January 11, 2012 at 1:42 PM

On Jan 11, 1:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 10:33 AM, Steve Push wrote:

If he wouldn't be exposing anything, why not answer the question?

Because I think privacy is good and I think encouraging discussion of irrelevant 
things is bad.

My personal life is out of bounds here. If you ask a personal question once, and 
I don't answer it, that's not too big a deal. But stop repeatedly asking a personal 
question I do not want to answer. It's unacceptable to exert pressure on anyone 
here to discuss any personal topics.

Let's move on.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 2:29 PM

On Wed, Jan 11, 2012 at 12:18 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 10, 10:22 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Sat, Jan 7, 2012 at 7:18 PM, Josh Jordan <therealjoshjor...@gmail.com> 
wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:
What we know about animals is their nerve fibers transmit signals to the 
brain, the brain does some computation, and the animal does some 
behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

Elliott, I also would like to see your response to the comment &
question at the end of Stephen's post, which was not quoted in your
reply. For your convenience, I reproduce it here:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
I have no doubt someone could design a computerized robot that acted
as if it were in pain.  The difference is that the robot has no
structures that are homologous with humans’. [...]  If you
saw an injured animal writhing would you not try to
alleviate its suffering?



I'd like to shed some more light on this matter. This idea of a robot
that acted as if it were in pain, and that this robot is different
than animals that have pain, is a bit misleading.

Consider a robot with AI. And lets say that its intelligence is
dramatically more than existing AI's. And lets go so far as to say
that these AI's have ideas. They are universal knowledge creators.
Just like HI's [human intelligences].

Therefore an AI [just like humans] can have a preference for not
wanting pain [or wanting pain]. It can experience *distress* because
it has ideas just like humans. So humans and AI's are moral entities,
i.e they should have equal rights.

But non-humans and computerized robots that acted as if they were in
pain, can not experience *distress* because they don't have ideas. So
they are not moral entities, i.e. they should not have rights like
humans and AI's.

Ideas are neither necessary nor sufficient for an entity to experience
pain or distress.

Getting back to separation anxiety/distress:  There is a lot of
literature on this topic.  If you can be more specific about what you
are looking for, I'll post some info.  Are you interested in
diagnosis?  Treatment?  Neurological basis?

I'm interested in resolving the distinction between the terms pain and
distress, because without this distinction, there exists ambiguity.
Could you provide a definition of each term?

^ Pain: ?

^ Distress: ?

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 3:31 PM

On Jan 11, 2:29 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Wed, Jan 11, 2012 at 12:18 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 10, 10:22 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Sat, Jan 7, 2012 at 7:18 PM, Josh Jordan <therealjoshjor...@gmail.com> 
wrote:

On Jan 7, 6:20 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:

On Jan 7, 12:48 pm, Elliot Temple <c...@curi.us> wrote:
What we know about animals is their nerve fibers transmit signals to the 
brain, the brain does some computation, and the animal does some 
behavior.

We actually know a great deal more than that.  We know a lot about the
parts of the human brain involved in pain, how those parts function
during pain, and the structural and functional similarities between
these parts and homologous structures in other mammals.  (Homologous
structures are ones that are present in all mammals and have been
inherited from a common ancestor.)

Got a scientific source covering this stuff and making a persuasive 
argument regarding animal pain?

Elliott, I also would like to see your response to the comment &
question at the end of Stephen's post, which was not quoted in your
reply. For your convenience, I reproduce it here:

On Jan 7, 2012, at 3:02 PM, stephen.p...@gmail.com wrote:
I have no doubt someone could design a computerized robot that acted
as if it were in pain.  The difference is that the robot has no
structures that are homologous with humans’. [...]  If you
saw an injured animal writhing would you not try to
alleviate its suffering?



I'd like to shed some more light on this matter. This idea of a robot
that acted as if it were in pain, and that this robot is different
than animals that have pain, is a bit misleading.

Consider a robot with AI. And lets say that its intelligence is
dramatically more than existing AI's. And lets go so far as to say
that these AI's have ideas. They are universal knowledge creators.
Just like HI's [human intelligences].

Therefore an AI [just like humans] can have a preference for not
wanting pain [or wanting pain]. It can experience *distress* because
it has ideas just like humans. So humans and AI's are moral entities,
i.e they should have equal rights.

But non-humans and computerized robots that acted as if they were in
pain, can not experience *distress* because they don't have ideas. So
they are not moral entities, i.e. they should not have rights like
humans and AI's.

Ideas are neither necessary nor sufficient for an entity to experience
pain or distress.

Getting back to separation anxiety/distress:  There is a lot of
literature on this topic.  If you can be more specific about what you
are looking for, I'll post some info.  Are you interested in
diagnosis?  Treatment?  Neurological basis?

I'm interested in resolving the distinction between the terms pain and
distress, because without this distinction, there exists ambiguity.
Could you provide a definition of each term?

^ Pain: ?

The NRC committee used the following definition of pain:  "an
unpleasant sensory and emotional experience associated with actual or
potential tissue damage, or described in terms of such damage."

^ Distress: ?



The committee defined distress as "a measure of the animal's inability
to cope with a stressor."  The OED defines "stressor" as a "single
condition or agent that constitutes a stress for an organism."

Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 3:42 PM

On 11 Jan 2012, at 16:18, Steve Push wrote:

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences [i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000), (ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004), and (iii) artificial activations of
the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.



Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

Let's suppose that you wanted to design a robot to preserve certain pieces 
of information. Some robots have some of this information in common. 
Internal mechanisms use the information to build, maintain and repair the 
robot. The robot will never be fixed by anybody but it is surrounded by 
dangers. It can fall down. Other robots trying to preserve their information 
may scavenge it for parts and so on.

One idea one might think about is that some pieces of the information you 
want are present in more than one robot. So if robot 1 wants to preserve its 
information and it has information that robot 2 has some of the same 
information one thing robot 1 might do is act in such a way as to preserve 
some of the information in robot 2. So let's say robot 1 is attacked and 
damaged. If robot 1 signals its damage to robot 2 then robot 2 might try to 
repair robot 1 so that the information they have in common will be 
preserved. And even if that can't be done it will make sense for robot 1 to 
signal to robot 2 that it is damaged because the thing that caused the 
damage might still be around and robot 2 might avoid it if it has information 
about how robot 1 was damaged.

I don't see any reason why any of this would require emotions or ideas 
similar to the ones we have about pain, e.g. - it is unpleasant and morally 
bad and so on. Given that animals are exactly robots that evolved to 
preserve the information in their genes and could be doing what I described 
above why would we think that they suffer in the same way as we do? It 
can't be because they have some stuff in common with us because there 
are lots of things that have stuff in common with us and act in complex ways 
and we don't think they feel pain, e.g. - amoebae. So what distinguishes the 
things that give out signals we should be interested in from the ones that 
don't?

Perhaps you are the only being that experiences pain and all of us other 
humans are automatons trying to signal you how to avoid damage to the 
information we share with you.



If you consider animals, each member of the same breed has similar 
characteristics and doesn't create any new knowledge. If one labrador gets 
hurt you can replace it with another and train the new labrador to do the same 
as the old one.

I have had six Labradors, and I can tell you that they are not
interchangeable.  Each has its own personality, skills, and habits.
They can all be trained, but each responds to training differently.
They all do things that are interesting and unexpected.

But they all do things that dogs do, right? They fetch sticks, they lick people, they 
bark and so on. None of them have written a symphony.

A human being has a large body of knowledge he creates after birth, you can't 
predict how it will grow and different people create different knowledge. So 
each person is different and each person could do something interesting and 
unexpected. As a result of the humana capacity to create new explanatory 
knowledge, a human being can explain their interpretation of the pain she is 
feeling. So if I postulated that humans don't feel pain I wouldn't be able to 
explain what they're saying. Pain can prevent some people from creating 
interesting new knowledge, other people like pain and find it helps them to do 
things they find interesting. So it makes sense for person A to pay attention to 
person B's pain under some circumstances, and it makes sense for A help B to 
reduce his pain or to experience the kind of pain he finds satisfying.

I agree that people can communicate with other people better than
people can communicate with dogs.  Nevertheless, people and dogs can
communicate with each other.  In fact, in some ways human-dog
communication is more reliable, because dogs are not as adept at
deceit as humans are.

If you are going to take the skeptical position that human-dog
communication says nothing about the emotion state of the dog, I can
equally well take the position that human-human communication says
nothing about the emotional states of the humans.  If one form of
communication is an illusion, the other can be too.

I don't think that dogs interpret pain. A dog will either try to get away from a 
person who is hitting them, or it will attack the person who is hitting him. A dog 



won't ask you to, say, hit its testicles, some humans apparently like having people 
hit their testicles. I think that if an interpretation can't be changed it's a bit 
problematic to say that there is such an interpretation. Why? Because nothing 
ever looks at the interpretation, so there's no real difference between that 
interpretation and a programmed response.

A missile might move about to hit a plane, but it doesn't say "Yes, I hit the plane!" 
Why? Because there's nothing in it that looks at that goal, there's just a 
mechanism that tends to make the missile successful at hitting its target.

Animals are similar to human beings in some respects. Some parts of their 
brains are similar to some parts of our brains and they act similar to human 
beings in some respects when they are injured in particular ways, but that 
doesn't imply that they feel pain in any interesting sense. Some parts of an 
amoeba are similar to some parts of me, they move away from some things 
and toward others, perhaps they emit chemical signals when damaged and so 
on. Do amoebae feel pain in some interesting sense? What about plants? 
What particular similarities and differences between human beings and 
animals and amoebae and plants are relevant and why?

The relevant structures include the central nervous system (especially
the cerebral cortex) and the endocrine system, which all mammals
possess but amoebas lack.

That's a statement of the similarities you consider relevant. It's not an explanation 
of why they're relevant.

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 7:20 PM

On Jan 11, 3:42 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Jan 2012, at 16:18, Steve Push wrote:

The relevant part of the NRC report is in Chapter 1, in which the
committee concluded “there is general agreement that pain is an
aversive state experienced by mammals and probably all vertebrates….”
In Box 1.4 they discuss the evidence, including the studies I outlined
in an earlier post showing that pain can serve as a “discriminative
stimulus” in rats.  The committee concluded that these studies
indicate “awareness” of pain in rats.

The NRC report also cites a review paper by a neuroscientist.
[Panksepp, J. 2005.  Affective consciousness: Core emotional feelings
in animals and humans.  *Consciousness and Cognition* 14(1):30-80.]
Panksepp concludes “Other mammals do have affective experiences 
[i.e.,
emotions].”  He outlines the evidence in the following passage:

“The existence of affective feelings is premised largely on behavioral
neuroscience evidence that: (i) other mammals are attracted to the
same environmental rewards and drugs of abuse as we humans, as
monitored by a large number of measures including conditioned values
(e.g., place-preferences, see Bardo & Bevins, 2000), (ii) to the best
of our knowledge, our human emotional feelings are dependent on very
similar subcortical brain systems situated in deep brain regions where
evolutionarily homologous 'instinctual' neural systems exist (Damasio,
1999; Liotti & Panksepp, 2004), and (iii) artificial activations of



the deep brain systems that promote emotional actions are liked and
disliked by animals, as measured by a host of approach and avoidance
measures (Panksepp, 1998a).”

A friend recently called my attention to an interesting study of
“dissociative anesthesia” using a drug called ketamine.  [Sprenger, T.
et al.  2006.  Imaging pain modulation by subanesthetic S-(+)-
ketamine.  *Anesthesia & Analgesia* 103(3):729-37.]  Ketamine
disconnects the cortical response to pain inputs.  People on ketamine
still feel the pain, but they do not interpret it as being as
unpleasant as it is when they do not receive ketamine.

Ketamine is often used in animals undergoing surgery because there is
less risk of respiratory inhibition compared to other anesthetics.
The fact that ketamine works in non-human mammals suggests that the
cortices of these mammals interpret pain signals as unpleasant, much
as the human cortex does.

Let's suppose that you wanted to design a robot to preserve certain pieces 
of information. Some robots have some of this information in common. 
Internal mechanisms use the information to build, maintain and repair the 
robot. The robot will never be fixed by anybody but it is surrounded by 
dangers. It can fall down. Other robots trying to preserve their information 
may scavenge it for parts and so on.

One idea one might think about is that some pieces of the information you 
want are present in more than one robot. So if robot 1 wants to preserve 
its information and it has information that robot 2 has some of the same 
information one thing robot 1 might do is act in such a way as to preserve 
some of the information in robot 2. So let's say robot 1 is attacked and 
damaged. If robot 1 signals its damage to robot 2 then robot 2 might try to 
repair robot 1 so that the information they have in common will be 
preserved. And even if that can't be done it will make sense for robot 1 to 
signal to robot 2 that it is damaged because the thing that caused the 
damage might still be around and robot 2 might avoid it if it has information 
about how robot 1 was damaged.

I don't see any reason why any of this would require emotions or ideas 
similar to the ones we have about pain, e.g. - it is unpleasant and morally 



bad and so on. Given that animals are exactly robots that evolved to 
preserve the information in their genes and could be doing what I 
described above why would we think that they suffer in the same way as 
we do? It can't be because they have some stuff in common with us 
because there are lots of things that have stuff in common with us and act 
in complex ways and we don't think they feel pain, e.g. - amoebae. So 
what distinguishes the things that give out signals we should be interested 
in from the ones that don't?

Perhaps you are the only being that experiences pain and all of us other 
humans are automatons trying to signal you how to avoid damage to the 
information we share with you.

If you consider animals, each member of the same breed has similar 
characteristics and doesn't create any new knowledge. If one labrador gets 
hurt you can replace it with another and train the new labrador to do the 
same as the old one.

I have had six Labradors, and I can tell you that they are not
interchangeable.  Each has its own personality, skills, and habits.
They can all be trained, but each responds to training differently.
They all do things that are interesting and unexpected.

But they all do things that dogs do, right? They fetch sticks, they lick people, 
they bark and so on. None of them have written a symphony.

You haven't heard them howling together. :-)

A human being has a large body of knowledge he creates after birth, you 
can't predict how it will grow and different people create different knowledge. 
So each person is different and each person could do something interesting 
and unexpected. As a result of the humana capacity to create new 
explanatory knowledge, a human being can explain their interpretation of the 
pain she is feeling. So if I postulated that humans don't feel pain I wouldn't be 
able to explain what they're saying. Pain can prevent some people from 
creating interesting new knowledge, other people like pain and find it helps 
them to do things they find interesting. So it makes sense for person A to pay 
attention to person B's pain under some circumstances, and it makes sense 
for A help B to reduce his pain or to experience the kind of pain he finds 



satisfying.

I agree that people can communicate with other people better than
people can communicate with dogs.  Nevertheless, people and dogs can
communicate with each other.  In fact, in some ways human-dog
communication is more reliable, because dogs are not as adept at
deceit as humans are.

If you are going to take the skeptical position that human-dog
communication says nothing about the emotion state of the dog, I can
equally well take the position that human-human communication says
nothing about the emotional states of the humans.  If one form of
communication is an illusion, the other can be too.

I don't think that dogs interpret pain. A dog will either try to get away from a 
person who is hitting them, or it will attack the person who is hitting him. A dog 
won't ask you to, say, hit its testicles, some humans apparently like having 
people hit their testicles.

So I guess dogs are smarter than people. :-)

I think that if an interpretation can't be changed it's a bit problematic to say that 
there is such an interpretation. Why? Because nothing ever looks at the 
interpretation, so there's no real difference between that interpretation and a 
programmed response.

A missile might move about to hit a plane, but it doesn't say "Yes, I hit the 
plane!" Why? Because there's nothing in it that looks at that goal, there's just a 
mechanism that tends to make the missile successful at hitting its target.

I agree with respect to missiles, but not with respect to mammals.

Animals are similar to human beings in some respects. Some parts of their 
brains are similar to some parts of our brains and they act similar to human 
beings in some respects when they are injured in particular ways, but that 
doesn't imply that they feel pain in any interesting sense. Some parts of an 
amoeba are similar to some parts of me, they move away from some things 
and toward others, perhaps they emit chemical signals when damaged and 
so on. Do amoebae feel pain in some interesting sense? What about plants? 



What particular similarities and differences between human beings and 
animals and amoebae and plants are relevant and why?

The relevant structures include the central nervous system (especially
the cerebral cortex) and the endocrine system, which all mammals
possess but amoebas lack.

That's a statement of the similarities you consider relevant. It's not an 
explanation of why they're relevant.

They are relevant because, in both humans and other mammals, they
mediate response to pain and give rise to consciousness.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 7:32 PM

On Jan 11, 2012, at 9:23 AM, Steve Push wrote:

As for the problem my position solves, it gives us a basis for
discussing how we should treat sentient animals.  There would be no
point in discussing, for example, whether analgesics should be
administered to animals if they were not capable of feeling pain.

So you're proposing that animals have pain in order to solve the problem of too 
few discussions about giving analgesics to animals?

I don't think so.

That is not the problem you're trying to solve.

So, what is it?

Are you trying to account for something you observed? Are you trying to make 
your position on animals compatible with some idea you have? What is to be 
gained by adding this idea -- that animals suffer -- to one's worldview? What 
problem does it solve?

We already have a basis for discussing how to treat animals without the suffering 
idea. We can treat them as property or as wild animals. That is not, prima facie, a 
problem. We know how to do that. It's easy.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ambiguity of the word pain (as: Animal Pain)
Date: January 11, 2012 at 7:50 PM

On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it in the sense
of the OED's definition 3c:  "The state or condition of consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is nothing
ambiguous about it.

Let's define 2 new words. Foo and baz. They won't have any pre-existing 
associations.

They will be different words, with a difference I regard as important.

Foo will be defined as: physical pain, meaning stimulation of (pain) nerves which 
send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo, or anything else), failing 
to cope, and therefore suffering or we might call it "being distressed".

The word "pain" is ambiguous because it is used to refer to both foo and baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together" then I will deny that 
animals have "pain" because I deny they have baz. But they do have foo.

One of the issues with the ambiguity is that most of the arguments for animal 
suffering argue that they have foo, and don't address whether they have baz. 
Which is a problem because foo isn't suffering.



-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 8:31 PM

On Jan 11, 7:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 9:23 AM, Steve Push wrote:

As for the problem my position solves, it gives us a basis for
discussing how we should treat sentient animals.  There would be no
point in discussing, for example, whether analgesics should be
administered to animals if they were not capable of feeling pain.

So you're proposing that animals have pain in order to solve the problem of too 
few discussions about giving analgesics to animals?

I am proposing that an understanding of pain and distress in animals
would provide a good basis for tending to the welfare of animals.

I don't think so.

That is not the problem you're trying to solve.

So, what is it?

Are you trying to account for something you observed? Are you trying to make 
your position on animals compatible with some idea you have? What is to be 
gained by adding this idea -- that animals suffer -- to one's worldview? What 
problem does it solve?

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?

We already have a basis for discussing how to treat animals without the 
suffering idea. We can treat them as property or as wild animals. That is not, 
prima facie, a problem. We know how to do that. It's easy.

You are a good example of the problem.  Yours would be a reasonable
position to take in the Middle Ages, when most people had little
regard for the suffering of animals -- or for the suffering of many
humans, for that matter.  But in modern Western society, it is immoral



to cause avoidable animal suffering or to fail to mitigate unavoidable
animal suffering.

There is something terribly wrong with a philosophy that ignores
scientific evidence and clings to an intellectually and morally
bankrupt attitude toward animals.

You seem to think highly of Deutsch, but you apparently don't share
his respect for the values of the Enlightenment.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 11, 2012 at 8:42 PM

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it in the sense
of the OED's definition 3c:  "The state or condition of consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is nothing
ambiguous about it.

Let's define 2 new words. Foo and baz. They won't have any pre-existing 
associations.

They will be different words, with a difference I regard as important.

Foo will be defined as: physical pain, meaning stimulation of (pain) nerves which 
send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo, or anything else), failing 
to cope, and therefore suffering or we might call it "being distressed".

The word "pain" is ambiguous because it is used to refer to both foo and baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together" then I will deny that 
animals have "pain" because I deny they have baz. But they do have foo.

One of the issues with the ambiguity is that most of the arguments for animal 
suffering argue that they have foo, and don't address whether they have baz. 
Which is a problem because foo isn't suffering.

What you call "foo" is what the NRC report calls "nociception" -- the
peripheral and central nervous system processing of noxious stimuli.



According to the NRC report, nociception can occur in animals that are
incapable of experiencing pain.

Pain requires awareness but, according to the NRC, is not always
injurious to animal welfare.  But the report says that, when an animal
cannot cope with pain, it experiences distress, which is always
harmful to animal welfare.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 8:44 PM

On Jan 11, 2012, at 5:31 PM, Steve Push wrote:

On Jan 11, 7:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 9:23 AM, Steve Push wrote:

As for the problem my position solves, it gives us a basis for
discussing how we should treat sentient animals.  There would be no
point in discussing, for example, whether analgesics should be
administered to animals if they were not capable of feeling pain.

So you're proposing that animals have pain in order to solve the problem of too 
few discussions about giving analgesics to animals?

I am proposing that an understanding of pain and distress in animals
would provide a good basis for tending to the welfare of animals.

If the problem you're trying to solve is 'tending to the welfare of animals' then 
you're already assuming some of the things we're trying to debate/discuss.

I don't think so.

That is not the problem you're trying to solve.

So, what is it?

Are you trying to account for something you observed? Are you trying to make 
your position on animals compatible with some idea you have? What is to be 
gained by adding this idea -- that animals suffer -- to one's worldview? What 
problem does it solve?

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?



If we add to our worldview a bunch of ideas that don't solve any problems, then 
we're going to have a lot of extra junk getting in the way or at least being useless.

Further, this particular idea could cause some trouble for activities such as eating 
steaks. Or it could confuse us when we have to choose between saving a human 
or 1,000 cats.

And the more extra ideas we have floating around, which serve no positive 
purpose, the more work we have to do when integrating new ideas into our 
worldview and checking them for contradicts with existing ideas.

So we Popperians have a policy: ideas should solve problems. If they don't solve 
any problem, forget about them. Don't keep around ideas for no reason. Good 
ideas address problem(s). If an idea doesn't do that, we criticize it, regard it as a 
bad idea, and do not believe it.

We like to evaluate ideas by (as one major criterion) how well they solve the 
problem(s) they purport to solve. If they aren't even trying, they just fail.

But in modern Western society, it is immoral
to cause avoidable animal suffering or to fail to mitigate unavoidable
animal suffering.

That doesn't address the issue of whether animals do suffer or not.

There is something terribly wrong with a philosophy that ignores scientific 
evidence

I criticized your evidence as well as your paper. By and large, you did not 
comment on my criticisms.

What evidence do you believe compels us to believe that animals can suffer? If 
there was such evidence, then believing animals can suffer would solve the 
problem of making our beliefs compatible with our evidence. That is an example 
of a problem we might wish to solve. But I hold that all our observational evidence 



can be explained without proposing that animals can mentally suffer ("baz") in 
their minds (which they don't have).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Ambiguity of the word pain (as: Animal Pain)
Date: January 11, 2012 at 8:48 PM

On Jan 11, 2012, at 5:42 PM, Steve Push wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it in the sense
of the OED's definition 3c:  "The state or condition of consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is nothing
ambiguous about it.

Let's define 2 new words. Foo and baz. They won't have any pre-existing 
associations.

They will be different words, with a difference I regard as important.

Foo will be defined as: physical pain, meaning stimulation of (pain) nerves 
which send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo, or anything else), 
failing to cope, and therefore suffering or we might call it "being distressed".

The word "pain" is ambiguous because it is used to refer to both foo and baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together" then I will deny that 
animals have "pain" because I deny they have baz. But they do have foo.

One of the issues with the ambiguity is that most of the arguments for animal 
suffering argue that they have foo, and don't address whether they have baz. 



Which is a problem because foo isn't suffering.

What you call "foo" is what the NRC report calls "nociception" -- the
peripheral and central nervous system processing of noxious stimuli.
According to the NRC report, nociception can occur in animals that are
incapable of experiencing pain.

Pain requires awareness but, according to the NRC, is not always
injurious to animal welfare.  But the report says that, when an animal
cannot cope with pain, it experiences distress, which is always
harmful to animal welfare.

So what is the observational evidence that, to be explained, requires that cows 
have something (what?) beyond nocieption?

Do you assert that cows have baz?

Can you say what you mean by "pain" in a way that specifies if it involves foo 
and/or baz?

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 9:05 PM

On Jan 11, 3:42 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

I don't think that dogs interpret pain. A dog will either try to get away from a 
person who is hitting them, or it will attack the person who is hitting him. A dog 
won't ask you to, say, hit its testicles, some humans apparently like having 
people hit their testicles. I think that if an interpretation can't be changed it's a bit 
problematic to say that there is such an interpretation. Why? Because nothing 
ever looks at the interpretation, so there's no real difference between that 
interpretation and a programmed response.

An animal's response to stimuli can be changed by conditioning.  A dog
might salivate when it hears a bell ring.  Most pet dogs I know enjoy
riding in automobiles, but one dog I know trembles with dread if he's
put in the car.  I've never heard of a masochistic dog, but if you
could figure out a reward large enough (electrodes to pleasure
centers?) you could probably make one.

I suppose humans tend to find more complicated, higher-order
interpretations then "oh boy, this bell means I'm going to get FOOD!"
You could argue this means humans have more qualia and suffering than
dogs, but it wouldn't mean that they have none.

I also suppose some humans can become good at consciously choosing re-
interpretations to reduce their distress.  But this is not a widely
shared skill among humans  (many humans would even dispute that it's
even a desirable one).  I can tell you that at some times in my life I
was better at this skill than at others, but I didn't feel I was more
"aware" or "conscious" at those times.  I certainly didn't feel my
pain or suffering was more real when I could re-interpret it--quite
the opposite, actually.

For most humans, interpretations in which pain is an unfortunate
state, and thus to be in pain is to suffer, seem not only to be the



default, but to be irresistible.  Torture successfully produces
suffering in most people.  Human beings with mental capacity much
smaller than average seem to experience suffering much as the rest of
us do--feebly trying to avoid it, calling out for aid.

It's been more than a month since I read BoI and unfortunately I don't
have it in front of me (I know!  Unforgivable!)  but I think it argued
that objective aesthetics could explain aspects of the relationship
between bees and flowers, and hinted that the explanations for
objective aesthetics and qualia could be linked.  If qualia were
strictly limited to humans, I'm not sure what reason there would be to
suspect such a link--"objective aesthetics" would just end up being
something like resource-bounded Kolmogorov complexity, logical depth,
or crypticity.  Mathematically interesting, philosophically boring.

It is the human capacity to find new explanations and interpretations
that distinguishes us from other animals.  On this I agree.  But
qualia seem to be precisely those parts of human experience that
correspond *least* to explanations and verbalized interpretations.
Those who believe in qualia insist that there is knowledge about
seeing the color red that cannot be learned by studying observed
physiological facts about eyes and visual processing.  This knowledge
seems to *precede* whatever explanations of color we might find,
though some interpretations can *deny* it (e.g. those who claim there
is no such knowledge, that physiological facts about color are the
only facts about color.)

For these reasons, I don't believe that the human capacity to
reinterpret events is necessary to feel suffering.  It is incompatible
with my experience of both other people (with varying degrees of
explanatory capability) and animals (which would have to be considered
something like "philosophical zombies" given the complex sets of
preferences they communicate to the people taking care of them).  It
doesn't match my subjective experience or my broader ideas about
qualia.

It's true that some human have interpretations that avoid suffering.
But through hypnosis or very intense concentration, some human beings
can anesthetize themselves to the point that they aren't aware of
basic physical pain at all--which is definitely present in the brains



of mammals.

Given humanity's immense ignorance on this topic, all of our
explanations are easy-to-vary.  So perhaps finding better explanations
should be a higher priority than maximizing happiness/pleasure and
minimizing suffering/pain for currently living creatures--even if we
concluded that animals do have suffering, we wouldn't know *how much*
suffering they have.  Not to mention stranger questions about
simulated suffering, averaging utility across the multiverse, or
whether duplicate simulations have twice the suffering, etc.

On the other hand, our ignorance will *always* be immense.  If we
answer these questions in the distant future, that will only open up
even bigger (better) questions and problems.  If we are always waiting
for better explanations, we will never have the chance to act
ethically according to whatever incomplete information we have at any
given moment.

Well, for what it's worth (not much), I think the interpretation-
causes-suffering view has to be "varied harder" than the suffering-
precedes-interpretation view, and thus I'm provisionally guessing that
animals feel suffering to some extent.



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 11, 2012 at 10:51 PM

On Jan 11, 8:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:42 PM, Steve Push wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it in the sense
of the OED's definition 3c:  "The state or condition of consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is nothing
ambiguous about it.

Let's define 2 new words. Foo and baz. They won't have any pre-existing 
associations.

They will be different words, with a difference I regard as important.

Foo will be defined as: physical pain, meaning stimulation of (pain) nerves 
which send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo, or anything else), 
failing to cope, and therefore suffering or we might call it "being distressed".



The word "pain" is ambiguous because it is used to refer to both foo and baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together" then I will deny that 
animals have "pain" because I deny they have baz. But they do have foo.

One of the issues with the ambiguity is that most of the arguments for animal 
suffering argue that they have foo, and don't address whether they have baz. 
Which is a problem because foo isn't suffering.

What you call "foo" is what the NRC report calls "nociception" -- the
peripheral and central nervous system processing of noxious stimuli.
According to the NRC report, nociception can occur in animals that are
incapable of experiencing pain.

Pain requires awareness but, according to the NRC, is not always
injurious to animal welfare.  But the report says that, when an animal
cannot cope with pain, it experiences distress, which is always
harmful to animal welfare.

So what is the observational evidence that, to be explained, requires that cows 
have something (what?) beyond nocieption?

In humans, the anesthetic ketamine inhibits pain (baz) but not
nociception (foo), because it does not activate opioid receptors.  In
cows, ketamine is an effective anesthetic with a low risk of
inhibiting respiration, because it does not activate opioid receptors.

Do you assert that cows have baz?

That is the best explanation of the evidence, including the evidence I
have outlined above.

Can you say what you mean by "pain" in a way that specifies if it involves foo 
and/or baz?



Pain is conscious suffering (baz) in response to nociception (foo).

Steve

-- 



From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 11, 2012 at 11:16 PM

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:

Foo will be defined as: physical pain, meaning stimulation of (pain) nerves which 
send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo, or anything else), failing 
to cope, and therefore suffering or we might call it "being distressed".

Animals clearly have foo.  Some also clearly have something I'll call
baz-prime: when faced with foo, they enter a state of physiological
stress.  They will try to avoid or evade foo--but if they cannot, they
will become anxious (shaking, cowering, panicked) or depressed
(learned helplessness).  Simply put, they're frustrated.

It is true, as some here have argued, that human beings can experience
foo without experiencing baz.  However, those human beings who have
avoided baz *also* tend to avoid baz-prime.  For example, a human who
enjoys hot, spicy food will experience a minor pain, but it won't make
them anxious or cause them to avoid the pain--in fact, they're seeking
it out.  But a human who experiences a serious chemical burn will most
likely seek some kind of treatment to relieve the pain--and if they
can't find any, they'll probably experience frustration.

More to the point, a human displaying signs of baz-prime is probably
experiencing baz--unless they're some kind of actor who is
intentionally mimicking baz-prime.

If you want to deny animals have baz, you have to explain the presence
of baz-prime.  Why do animals without suffering act like humans with
suffering?  Or conversely, if suffering is something only humans feel,
why does it cause us to behave like animals?   If suffering is a
consequence of our higher-self awareness, why does it push us towards
animalistic fight-or-flight responses even in situations when those
aren't helpful?



-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Ambiguity of the word pain (as: Animal Pain)
Date: January 11, 2012 at 11:18 PM

On Jan 11, 2012, at 7:51 PM, Steve Push wrote:

On Jan 11, 8:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:42 PM, Steve Push wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it in the sense
of the OED's definition 3c:  "The state or condition of consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is nothing
ambiguous about it.

Let's define 2 new words. Foo and baz. They won't have any pre-existing 
associations.

They will be different words, with a difference I regard as important.

Foo will be defined as: physical pain, meaning stimulation of (pain) nerves 
which send (pain) signals to the brain.



Baz will be defined as: disliking something (such as foo, or anything else), 
failing to cope, and therefore suffering or we might call it "being distressed".

The word "pain" is ambiguous because it is used to refer to both foo and 
baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together" then I will deny that 
animals have "pain" because I deny they have baz. But they do have foo.

One of the issues with the ambiguity is that most of the arguments for 
animal suffering argue that they have foo, and don't address whether they 
have baz. Which is a problem because foo isn't suffering.

What you call "foo" is what the NRC report calls "nociception" -- the
peripheral and central nervous system processing of noxious stimuli.
According to the NRC report, nociception can occur in animals that are
incapable of experiencing pain.

Pain requires awareness but, according to the NRC, is not always
injurious to animal welfare.  But the report says that, when an animal
cannot cope with pain, it experiences distress, which is always
harmful to animal welfare.

So what is the observational evidence that, to be explained, requires that cows 
have something (what?) beyond nocieption?

In humans, the anesthetic ketamine inhibits pain (baz) but not nociception (foo)

OK, let's consider this assertion.

Why do you think this is true?

And what does it mean for something to inhibit baz?

For example, if you claimed that chemicalimine inhibits having a negative opinion 



of socialists, do you think that would be a reasonable claim? How can drugs 
shape our opinions or preferences?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 11, 2012 at 11:24 PM

On Jan 11, 2012, at 8:16 PM, Don Crimbchin wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:

Foo will be defined as: physical pain, meaning stimulation of (pain) nerves 
which send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo, or anything else), 
failing to cope, and therefore suffering or we might call it "being distressed".

Animals clearly have foo.  Some also clearly have something I'll call
baz-prime: when faced with foo, they enter a state of physiological
stress.  They will try to avoid or evade foo--but if they cannot, they
will become anxious (shaking, cowering, panicked) or depressed
(learned helplessness).  Simply put, they're frustrated.

This is full of anthropomorphic assumptions.

In order to discuss and understand this issue, it's crucial to spot the different 
between anthropomorphic assumptions and evidence or arguments.

When you say animals shake in some circumstances, that is a factual type 
statement.

When you equate shaking with being anxious (a human emotion), that is an 
anthropomorphic assumption.

The logic goes like this:

When a human shakes, that body language indicates he is anxious.

When an animal shakes, that proves he is anxious.

This is false.



Do you see why?

Similarly the claims about depression, helplessness and frustration are not things 
you directly observed, but things you inferred by reading by language that, *in 
humans*, would indicate those things.

But it's a big jump to assume that when an animal's body language looks similar 
to a human's, it must have the same underlying reason or cause.

It is true, as some here have argued, that human beings can experience
foo without experiencing baz.  However, those human beings who have
avoided baz *also* tend to avoid baz-prime.  For example, a human who
enjoys hot, spicy food will experience a minor pain, but it won't make
them anxious or cause them to avoid the pain--in fact, they're seeking
it out.  But a human who experiences a serious chemical burn will most
likely seek some kind of treatment to relieve the pain--and if they
can't find any, they'll probably experience frustration.

More to the point, a human displaying signs of baz-prime is probably
experiencing baz--unless they're some kind of actor who is
intentionally mimicking baz-prime.

If you want to deny animals have baz, you have to explain the presence
of baz-prime.  Why do animals without suffering act like humans with
suffering?

Because it has survival value for their genes.

How could it possibly exist if that wasn't the reason?

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 11:32 PM

On Jan 11, 8:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:31 PM, Steve Push wrote:

On Jan 11, 7:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 9:23 AM, Steve Push wrote:

As for the problem my position solves, it gives us a basis for
discussing how we should treat sentient animals.  There would be no
point in discussing, for example, whether analgesics should be
administered to animals if they were not capable of feeling pain.

So you're proposing that animals have pain in order to solve the problem of 
too few discussions about giving analgesics to animals?

I am proposing that an understanding of pain and distress in animals
would provide a good basis for tending to the welfare of animals.

If the problem you're trying to solve is 'tending to the welfare of animals' then 
you're already assuming some of the things we're trying to debate/discuss.

I'm not making such an assumption.  If you could make a good case for
your point of view, the answer to the problem of animal welfare would
be to protect our unfeeling animal property from physical damage.

I don't think so.

That is not the problem you're trying to solve.

So, what is it?

Are you trying to account for something you observed? Are you trying to 
make your position on animals compatible with some idea you have? What is 
to be gained by adding this idea -- that animals suffer -- to one's worldview? 



What problem does it solve?

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?

If we add to our worldview a bunch of ideas that don't solve any problems, then 
we're going to have a lot of extra junk getting in the way or at least being 
useless.

Further, this particular idea could cause some trouble for activities such as 
eating steaks. Or it could confuse us when we have to choose between saving a 
human or 1,000 cats.

Whether a proposition is true has nothing to do with whether you find
it inconvenient.

And the more extra ideas we have floating around, which serve no positive 
purpose, the more work we have to do when integrating new ideas into our 
worldview and checking them for contradicts with existing ideas.

So we Popperians have a policy: ideas should solve problems. If they don't 
solve any problem, forget about them. Don't keep around ideas for no reason. 
Good ideas address problem(s). If an idea doesn't do that, we criticize it, regard 
it as a bad idea, and do not believe it.

We like to evaluate ideas by (as one major criterion) how well they solve the 
problem(s) they purport to solve. If they aren't even trying, they just fail.

That's a good principle to follow.  But you are ignoring the problem,
not solving it.

But in modern Western society, it is immoral
to cause avoidable animal suffering or to fail to mitigate unavoidable
animal suffering.

That doesn't address the issue of whether animals do suffer or not.

It is a consequence of knowledge that animals can suffer.



There is something terribly wrong with a philosophy that ignores scientific 
evidence

I criticized your evidence as well as your paper. By and large, you did not 
comment on my criticisms.

There is nothing on which to comment.  You dismissed the evidence, but
you made no substantive criticisms.

What evidence do you believe compels us to believe that animals can suffer? If 
there was such evidence, then believing animals can suffer would solve the 
problem of making our beliefs compatible with our evidence. That is an example 
of a problem we might wish to solve. But I hold that all our observational 
evidence can be explained without proposing that animals can mentally suffer 
("baz") in their minds (which they don't have).

How do you explain the ketamine research?

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 11, 2012 at 11:40 PM

On Jan 11, 2012, at 8:32 PM, Steve Push wrote:

On Jan 11, 8:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:31 PM, Steve Push wrote:

On Jan 11, 7:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 9:23 AM, Steve Push wrote:

As for the problem my position solves, it gives us a basis for
discussing how we should treat sentient animals.  There would be no
point in discussing, for example, whether analgesics should be
administered to animals if they were not capable of feeling pain.

So you're proposing that animals have pain in order to solve the problem of 
too few discussions about giving analgesics to animals?

I am proposing that an understanding of pain and distress in animals
would provide a good basis for tending to the welfare of animals.

If the problem you're trying to solve is 'tending to the welfare of animals' then 
you're already assuming some of the things we're trying to debate/discuss.

I'm not making such an assumption.  If you could make a good case for
your point of view, the answer to the problem of animal welfare would
be to protect our unfeeling animal property from physical damage.

I don't think so.

That is not the problem you're trying to solve.

So, what is it?



Are you trying to account for something you observed? Are you trying to 
make your position on animals compatible with some idea you have? What 
is to be gained by adding this idea -- that animals suffer -- to one's 
worldview? What problem does it solve?

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?

If we add to our worldview a bunch of ideas that don't solve any problems, then 
we're going to have a lot of extra junk getting in the way or at least being 
useless.

Further, this particular idea could cause some trouble for activities such as 
eating steaks. Or it could confuse us when we have to choose between saving 
a human or 1,000 cats.

Whether a proposition is true has nothing to do with whether you find
it inconvenient.

You asked the question of what is to be gained by not believing it.

Since believing it causes inconveniences and problems, then there is something 
to be gained by not believing it.

So I answered your question.

Now you criticize my answer for not being an argument about which idea is true. 
But the question I was addressing is the one you asked: what benefits are there 
for not having the "animals baz" idea?

Do you see how your response is irrelevant? And it further implies that I judge 
truth by personal convenience. That is a very unfair remark that has nothing to do 
with what I said. Will you retract it and refrain from making further personal 
comments about me?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 11, 2012 at 11:52 PM

On Jan 11, 11:24 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 8:16 PM, Don Crimbchin wrote:

Animals clearly have foo.  Some also clearly have something I'll call
baz-prime: when faced with foo, they enter a state of physiological
stress.  They will try to avoid or evade foo--but if they cannot, they
will become anxious (shaking, cowering, panicked) or depressed
(learned helplessness).  Simply put, they're frustrated.

This is full of anthropomorphic assumptions.

In order to discuss and understand this issue, it's crucial to spot the different 
between anthropomorphic assumptions and evidence or arguments.

When you say animals shake in some circumstances, that is a factual type 
statement.

When you equate shaking with being anxious (a human emotion), that is an 
anthropomorphic assumption.

No, I was defining anxiousness as the sorts of behaviors I put in
parentheses--shaking, cowering, panic. Similarly for depression.
(Yes, "learned helplessness" describes behavior, look it up.)   At
that point I was making no claim about the subjective mental state or
awareness of the animal, I was only describing the set of behaviors I
call "baz-prime".  If you didn't know what I meant before, you should
know now.

If you want to deny animals have baz, you have to explain the presence
of baz-prime.  Why do animals without suffering act like humans with
suffering?

Because it has survival value for their genes.



How could it possibly exist if that wasn't the reason?

That complicates the other questions I asked.

"...if suffering is something only humans feel, why does it cause us
to behave like animals?   If suffering is a consequence of our higher-
self awareness, why does it push us towards animalistic fight-or-
flight responses even in situations when those aren't helpful?"

I would say that suffering itself, baz, tends to have survival value
for mammalian genes--basically that the set of behaviors I call baz-
prime are most easily performed if baz is present.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 12:02 AM

On Jan 11, 2012, at 8:52 PM, Don Crimbchin wrote:

On Jan 11, 11:24 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 8:16 PM, Don Crimbchin wrote:

Animals clearly have foo.  Some also clearly have something I'll call
baz-prime: when faced with foo, they enter a state of physiological
stress.  They will try to avoid or evade foo--but if they cannot, they
will become anxious (shaking, cowering, panicked) or depressed
(learned helplessness).  Simply put, they're frustrated.

This is full of anthropomorphic assumptions.

In order to discuss and understand this issue, it's crucial to spot the different 
between anthropomorphic assumptions and evidence or arguments.

When you say animals shake in some circumstances, that is a factual type 
statement.

When you equate shaking with being anxious (a human emotion), that is an 
anthropomorphic assumption.

No, I was defining anxiousness as the sorts of behaviors I put in
parentheses--shaking, cowering, panic.

Are you aware that the word anxious already has a different definition?

When you want to define a new word, could you use one that isn't taken, or at 
least one that doesn't have any meaning relevant to the discussion that might 
confuse people?

Also, I now read your paragraph as saying that animals become argle, dargle or 
fargle. What's your point?



That animals argle, dargle and fargle does not imply they are anxious, frustrated 
or depressed, nor that they suffer.

If you want to deny animals have baz, you have to explain the presence
of baz-prime.  Why do animals without suffering act like humans with
suffering?

Because it has survival value for their genes.

How could it possibly exist if that wasn't the reason?

That complicates the other questions I asked.

"...if suffering is something only humans feel, why does it cause us
to behave like animals?   If suffering is a consequence of our higher-
self awareness, why does it push us towards animalistic fight-or-
flight responses even in situations when those aren't helpful?"

I would say that suffering itself, baz, tends to have survival value
for mammalian genes--basically that the set of behaviors I call baz-
prime are most easily performed if baz is present.

You asked a question: how can we explain animal behavior without suffering?

I gave an answer.

You have not said that my answer is wrong, or give a reason it would be wrong. 
So do you agree with me that we can explain animal behavior without claiming 
they suffer?

If you agree, great, but that wasn't clear.

If you disagree, then what do you think we can't explain without saying they 
suffer?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


-- 



From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 12:33 AM

On Jan 12, 12:02 am, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 8:52 PM, Don Crimbchin wrote:

Are you aware that the word anxious already has a different definition?

Are *you* aware that anxiety has both psychological and physiological
meaning?  I'm sorry that our language isn't designed to accommodate
your view that animals are philosophical zombies, acting in ways
parallel to humans with subjective experience but not having any of
their own.

That animals argle, dargle and fargle does not imply they are anxious, frustrated 
or depressed, nor that they suffer.

The key point is that humans ALSO argle, dargle and fargle.  In humans
those are associated with anxiety, frustration, and depression.   I am
not saying that this necessarily implies that animals have those
emotions, but I *am* saying that that any claim that they *don't* have
those emotions must explain *both* why animals have *rgle and why
humans have both *rgle and closely associated emotions that animals,
you claim, do not.

You asked a question: how can we explain animal behavior without suffering?

I gave an answer.

You have not said that my answer is wrong, or give a reason it would be wrong.

Like I said, the answer you gave to that question makes the other



questions harder to answer.

I'll try to restate it.  You claim that baz, subjective suffering, is
something that only humans feel---that other animals, lacking the
capability to explain and interpret their stimuli, do not experience
baz.

You also claim that baz-prime, AKA *rgle, is simply the result of
genes increasing their survival value in animals.

So why does baz make humans more likely to engage in baz-prime
behaviors?

Why would this higher-order, subjective experience available only to
humans push us to behave in pre-programmed, animalistic ways?

Why do many humans have difficulty overriding this instinct, when when
their reasoning capability tells them it's unhelpful for the situation
they find themselves in?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 1:00 AM

On Jan 11, 2012, at 9:33 PM, Don Crimbchin wrote:

On Jan 12, 12:02 am, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 8:52 PM, Don Crimbchin wrote:

Are you aware that the word anxious already has a different definition?

Are *you* aware that anxiety has both psychological and physiological
meaning?

I looked up 'anxious' in the OED and I couldn't find any meaning like you claim 
exists. (E.g. panic, shaking and cowering are not mentioned at all.) Which 
meaning do you regard as physiological?

Further, you said you were "defining" the word anxious. Now you say it was 
already defined in the way you used it. Those claims are incompatible, so which 
is it?

I'm sorry that our language isn't designed to accommodate your view

You state that you are sorry, but you are not sorry. You do not believe the English 
language should be designed in the way you imagine would accommodate my 
views that you deem false. You don't want that and you are *glad* (not sorry) that, 
as you see it, it isn't.

This sort of sarcasm reduces clarity by making false statements and leaving it to 
the reader to read between the lines to figure out what you meant, because you 
didn't say what you meant. It works better in truth-seeking discussion to try to 
make true statements and explain yourself. If you are unwilling to say something 
clearly, then you shouldn't say it at all.

You asked a question: how can we explain animal behavior without suffering?



I gave an answer.

You have not said that my answer is wrong, or give a reason it would be 
wrong.

Like I said, the answer you gave to that question makes the other
questions harder to answer.

I'll try to restate it.  You claim that baz, subjective suffering, is
something that only humans feel---that other animals, lacking the
capability to explain and interpret their stimuli, do not experience
baz.

You also claim that baz-prime, AKA *rgle, is simply the result of
genes increasing their survival value in animals.

So why does baz make humans more likely to engage in baz-prime
behaviors?

It doesn't. Why did you assume it did as a premise?

People suffer (baz) frequently without any baz-prime such as shaking or 
cowering.

For example, a man might hate his wife and suffer when he thinks about it, but 
never let it show by actions like shaking, cowering, or panicking.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 1:25 AM

On Jan 11, 11:18 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 7:51 PM, Steve Push wrote:

On Jan 11, 8:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:42 PM, Steve Push wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it in the sense
of the OED's definition 3c:  "The state or condition of consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is nothing
ambiguous about it.

Let's define 2 new words. Foo and baz. They won't have any pre-existing 
associations.

They will be different words, with a difference I regard as important.

Foo will be defined as: physical pain, meaning stimulation of (pain) nerves 
which send (pain) signals to the brain.



Baz will be defined as: disliking something (such as foo, or anything else), 
failing to cope, and therefore suffering or we might call it "being 
distressed".

The word "pain" is ambiguous because it is used to refer to both foo and 
baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together" then I will deny that 
animals have "pain" because I deny they have baz. But they do have foo.

One of the issues with the ambiguity is that most of the arguments for 
animal suffering argue that they have foo, and don't address whether they 
have baz. Which is a problem because foo isn't suffering.

What you call "foo" is what the NRC report calls "nociception" -- the
peripheral and central nervous system processing of noxious stimuli.
According to the NRC report, nociception can occur in animals that are
incapable of experiencing pain.

Pain requires awareness but, according to the NRC, is not always
injurious to animal welfare.  But the report says that, when an animal
cannot cope with pain, it experiences distress, which is always
harmful to animal welfare.

So what is the observational evidence that, to be explained, requires that 
cows have something (what?) beyond nocieption?

In humans, the anesthetic ketamine inhibits pain (baz) but not nociception (foo)

OK, let's consider this assertion.

Why do you think this is true?

And what does it mean for something to inhibit baz?



According to the paper I cited, electrophysiological studies have
shown that ketamine does not prevent input from pain receptors (foo)
from reaching the cerebral cortex but rather depresses pain processing
in the cortex.

In the study described in the paper, the researchers applied painful
heat stimuli to volunteers while they received low but increasing
doses of ketamine and while they received a placebo.  During the
study, the investigators determined which areas of the brain were
activated using functional magnetic resonance imaging.  They also
asked the volunteers to rate the intensity and unpleasantness of the
pain on a numerical scale.

Pain unpleasantness declined as ketamine dosage was increased. Pain
intensity ratings also decreased with increasing ketamine dosage but
to a lesser extent. During placebo administration, a typical pain
activation network involving various brain areas was found.  Decreased
pain perception with ketamine, however, was associated with reduced
activation of areas of the cerebral cortex associated with the
emotional response to painful stimuli (baz).

For example, if you claimed that chemicalimine inhibits having a negative 
opinion of socialists, do you think that would be a reasonable claim? How can 
drugs shape our opinions or preferences?

Ketamine reduces pain in humans by decreasing the emotional response
to painful stimuli.  It does not block pain signals from reaching the
cortex, as other anesthetics and analgesics do.  And it is effective
in animals.  If animals were incapable of having subjective feelings
of pain, ketamine should not work on them.

Steve

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 1:43 AM

On Jan 11, 2012, at 10:25 PM, Steve Push wrote:

On Jan 11, 11:18 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 7:51 PM, Steve Push wrote:

On Jan 11, 8:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:42 PM, Steve Push wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it in the sense
of the OED's definition 3c:  "The state or condition of consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is nothing
ambiguous about it.

Let's define 2 new words. Foo and baz. They won't have any pre-existing 
associations.

They will be different words, with a difference I regard as important.

Foo will be defined as: physical pain, meaning stimulation of (pain) 
nerves which send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo, or anything 
else), failing to cope, and therefore suffering or we might call it "being 
distressed".

The word "pain" is ambiguous because it is used to refer to both foo and 



baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together" then I will deny that 
animals have "pain" because I deny they have baz. But they do have foo.

One of the issues with the ambiguity is that most of the arguments for 
animal suffering argue that they have foo, and don't address whether 
they have baz. Which is a problem because foo isn't suffering.

What you call "foo" is what the NRC report calls "nociception" -- the
peripheral and central nervous system processing of noxious stimuli.
According to the NRC report, nociception can occur in animals that are
incapable of experiencing pain.

Pain requires awareness but, according to the NRC, is not always
injurious to animal welfare.  But the report says that, when an animal
cannot cope with pain, it experiences distress, which is always
harmful to animal welfare.

So what is the observational evidence that, to be explained, requires that 
cows have something (what?) beyond nocieption?

In humans, the anesthetic ketamine inhibits pain (baz) but not nociception 
(foo)

OK, let's consider this assertion.

Why do you think this is true?

And what does it mean for something to inhibit baz?

According to the paper I cited, electrophysiological studies have
shown that ketamine does not prevent input from pain receptors (foo)
from reaching the cerebral cortex but rather depresses pain processing
in the cortex.



In the study described in the paper, the researchers applied painful
heat stimuli to volunteers while they received low but increasing
doses of ketamine and while they received a placebo.  During the
study, the investigators determined which areas of the brain were
activated using functional magnetic resonance imaging.  They also
asked the volunteers to rate the intensity and unpleasantness of the
pain on a numerical scale.

Since this was not a double blind study, why should we accept the results? Did 
they provide an explanation of why their study didn't need to be double blind?

The reason it's not double blind is that the volunteers can tell which group they 
are in. It's kind of like if you did a study about the effects of LSD. Since LSD and 
ketamine have *noticeable effects* (e.g. hallucinations) which differ from placebo, 
some people can tell which group they are in.

Pain unpleasantness declined as ketamine dosage was increased. Pain 
intensity ratings also decreased with [...]

A quote from BoI, as a reminder:

But intensities of preferences, and especially the differences in intensities 
among different people, or between the same person at different times, are 
notoriously difficult to define, let alone measure – like happiness.

BoI's arguments on this topic apply just as well to unhappiness or 
unpleasantness as they do to happiness.

Does the study include a refutation of BoI's arguments? Does it solve the 
problems BoI points out? How? If the study doesn't address BoI's criticisms, can 
we consider it refuted?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 12, 2012 at 2:17 AM

On Jan 11, 11:40 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 8:32 PM, Steve Push wrote:

On Jan 11, 8:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:31 PM, Steve Push wrote:

On Jan 11, 7:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 9:23 AM, Steve Push wrote:

As for the problem my position solves, it gives us a basis for
discussing how we should treat sentient animals.  There would be no
point in discussing, for example, whether analgesics should be
administered to animals if they were not capable of feeling pain.

So you're proposing that animals have pain in order to solve the problem 
of too few discussions about giving analgesics to animals?

I am proposing that an understanding of pain and distress in animals
would provide a good basis for tending to the welfare of animals.

If the problem you're trying to solve is 'tending to the welfare of animals' then 
you're already assuming some of the things we're trying to debate/discuss.

I'm not making such an assumption.  If you could make a good case for
your point of view, the answer to the problem of animal welfare would



be to protect our unfeeling animal property from physical damage.

I don't think so.

That is not the problem you're trying to solve.

So, what is it?

Are you trying to account for something you observed? Are you trying to 
make your position on animals compatible with some idea you have? What 
is to be gained by adding this idea -- that animals suffer -- to one's 
worldview? What problem does it solve?

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?

If we add to our worldview a bunch of ideas that don't solve any problems, 
then we're going to have a lot of extra junk getting in the way or at least being 
useless.

Further, this particular idea could cause some trouble for activities such as 
eating steaks. Or it could confuse us when we have to choose between 
saving a human or 1,000 cats.

Whether a proposition is true has nothing to do with whether you find
it inconvenient.

You asked the question of what is to be gained by not believing it.

Since believing it causes inconveniences and problems, then there is something 
to be gained by not believing it.

So I answered your question.

Now you criticize my answer for not being an argument about which idea is true. 
But the question I was addressing is the one you asked: what benefits are there 
for not having the "animals baz" idea?



Do you see how your response is irrelevant? And it further implies that I judge 
truth by personal convenience. That is a very unfair remark that has nothing to 
do with what I said. Will you retract it and refrain from making further personal 
comments about me?

I don't agree that my response it irrelevant.  Have you not stated
that you reject the idea that animals can feel pain?  Have you not
also said that a benefit of rejecting that idea is that doing so makes
it easier to justify eating meat and using animals in research?

I will, however, depersonalize the statement by changing it to,
"Whether a proposition is true has nothing to do with whether *one*
finds it inconvenient."

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 3:13 AM

On Jan 12, 1:43 am, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 10:25 PM, Steve Push wrote:

On Jan 11, 11:18 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 7:51 PM, Steve Push wrote:

On Jan 11, 8:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:42 PM, Steve Push wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it in the sense
of the OED's definition 3c:  "The state or condition of consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is nothing
ambiguous about it.

Let's define 2 new words. Foo and baz. They won't have any pre-
existing associations.

They will be different words, with a difference I regard as important.



Foo will be defined as: physical pain, meaning stimulation of (pain) 
nerves which send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo, or anything 
else), failing to cope, and therefore suffering or we might call it "being 
distressed".

The word "pain" is ambiguous because it is used to refer to both foo and 
baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together" then I will deny 
that animals have "pain" because I deny they have baz. But they do 
have foo.

One of the issues with the ambiguity is that most of the arguments for 
animal suffering argue that they have foo, and don't address whether 
they have baz. Which is a problem because foo isn't suffering.

What you call "foo" is what the NRC report calls "nociception" -- the
peripheral and central nervous system processing of noxious stimuli.
According to the NRC report, nociception can occur in animals that are
incapable of experiencing pain.

Pain requires awareness but, according to the NRC, is not always
injurious to animal welfare.  But the report says that, when an animal
cannot cope with pain, it experiences distress, which is always
harmful to animal welfare.

So what is the observational evidence that, to be explained, requires that 
cows have something (what?) beyond nocieption?

In humans, the anesthetic ketamine inhibits pain (baz) but not nociception 
(foo)

OK, let's consider this assertion.



Why do you think this is true?

And what does it mean for something to inhibit baz?

According to the paper I cited, electrophysiological studies have
shown that ketamine does not prevent input from pain receptors (foo)
from reaching the cerebral cortex but rather depresses pain processing
in the cortex.

In the study described in the paper, the researchers applied painful
heat stimuli to volunteers while they received low but increasing
doses of ketamine and while they received a placebo.  During the
study, the investigators determined which areas of the brain were
activated using functional magnetic resonance imaging.  They also
asked the volunteers to rate the intensity and unpleasantness of the
pain on a numerical scale.

Since this was not a double blind study, why should we accept the results? Did 
they provide an explanation of why their study didn't need to be double blind?

The reason it's not double blind is that the volunteers can tell which group they 
are in. It's kind of like if you did a study about the effects of LSD. Since LSD and 
ketamine have *noticeable effects* (e.g. hallucinations) which differ from 
placebo, some people can tell which group they are in.

The volunteers were blinded to the order of administration of the
various drug dosages and the placebo.  They were also blinded to the
intensity of the stimulus.  A pilot study was conducted to arrive at
ketamine dosages that were low enough to minimize psychomimetic
effects but produce reproducible analgesic effects.

Pain unpleasantness declined as ketamine dosage was increased. Pain 
intensity ratings also decreased with [...]

A quote from BoI, as a reminder:

But intensities of preferences, and especially the differences in intensities 
among different people, or between the same person at different times, are 



notoriously difficult to define, let alone measure – like happiness.

BoI's arguments on this topic apply just as well to unhappiness or 
unpleasantness as they do to happiness.

Does the study include a refutation of BoI's arguments? Does it solve the 
problems BoI points out? How? If the study doesn't address BoI's criticisms, can 
we consider it refuted?

The argument in BoI is not relevant to this study.  BoI criticized
comparisons *between* individuals to try to establish a link between
happiness and genes where there is no explanatory theory connecting
genes to happiness.  The ketamine study compared *within* individuals
(i.e., placebo vs. various ketamine doasges), and the investigators
provide a good explanatory link between stimulus and response (i.e.,
through electrophysiological studies and fMRI).

The reliability and validity of the rating scales were established in
a previous study (reference 17 in the paper).

But even if you didn't believe the reports of pain intensity and
unpleasantness from this studied, you are still left with the well-
established analgesic effect of ketamine in animals and humans and the
electrophysiological and fMRI results (which show that pain stimuli
are transmitted to the brain but that activation of emotion centers of
the cortex is decreased in a dose-dependent manner by ketamine).

Steve



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Ketamine experiment (Was: Ambiguity of the word pain)
Date: January 12, 2012 at 6:19 AM

On 12 Jan 2012, at 6:25am, Steve Push wrote:

Ketamine reduces pain in humans by decreasing the emotional response
to painful stimuli.  It does not block pain signals from reaching the
cortex, as other anesthetics and analgesics do.  And it is effective
in animals.  If animals were incapable of having subjective feelings
of pain, ketamine should not work on them.

What should we expect the experimental results to be if the information flow in 
brains receiving input from pain receptors were something like this:

(1) Sensory nerves -->
(2) Unconscious processing, deciding what sort of stimulus this is and where in 
the body etc -->
(3) Unconscious processing, translating that input according to a genetically fixed 
algorithm into output suitable for causing motor and other systems to engage 
fight/flight/evasion/signalling etc -->

(3+) [In humans only: A process that receives inputs from the outputs of (2) and 
(3), and engages in human-type conscious and unconscious thought, including 
interpreting them as qualia, creating explanations and interpretations of them, 
and choosing to do anything from passing the inputs on unchanged to replacing 
them completely.] -->

(4) Signals sent to motor and other systems, to cause behaviour.

and if the effect of ketamine was to prevent the output of process (3) from being 
forwarded anywhere, while the effect of pain killers was to prevent the output of 
stage (1) and/or (2) from being forwarded anywhere?

-- David Deutsch



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: How to lose weight? (forget Food Fads, they are bad)
Date: January 12, 2012 at 9:00 AM

On Sat, Jan 7, 2012 at 12:07 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 7, 11:59 am, Elliot Temple <c...@curi.us> wrote:

On Jan 7, 2012, at 3:16 AM, Rami Rustom wrote:

First of all, forget the food fads that Elliot describes in _Food
Fads_:
http://groups.google.com/group/beginning-of-infinity/browse_thread/th...

Second, ask yourself, 'Why do I want to lose weight?'  Is your answer
rational or irrational?

So if you want to lose weight because you have some extra fat on you,
then do it with more activity rather than less energy intake. By
activity, I mean physical exercise. So how does one exercise to get
the results one wants?

Exercise to lose wait is a food fad.

The amount of effort it takes to burn some calories by exercise, instead of just 
not eating them, is tremendous. If your purpose is to get rid of calories, 
exercise is a huge waste. It's very inefficient.

Yes for sure.

So what if someone *wants* to eat more and then choose to exercise
more to balance it out. Good right?

Wanting to eat more is irrational. So this idea is bad.

And what if someone is 20 lbs overweight [because of past irrational
memes] and they *want* to lose weight quickly so they look good for a
beach vacation they are going to. Good right?

Looking good for a beach vacation means social/sexual games, which are

http://groups.google.com/group/beginning-of-infinity/browse_thread/th


irrational. So this idea is bad.

What if someone [me] was 20 lbs overweight [because of past irrational
memes] and they [I] *want* to test out an exercise theory. Good right?

I was rereading this thread and realized that this last one is a
rationalization. This is explained by Cognitive Dissonance theory. My
unconscious experienced a conflict of ideas; namely that my idea of
losing weight through this cool ABCDE program was good and Elliot's
explanation that the ABCDE program is irrational. So my unconscious
experienced dissonance [a conflict of ideas] and it produced a thought
that served to relieve the dissonance, i.e. creating a completely new
reason for why I did the ABCDE program. And my conscious told my
fingers to type this new reason instead of first rationally checking
it for truth.

The mind is so tricky!

-- Rami



From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 9:26 AM

On Jan 12, 1:00 am, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 9:33 PM, Don Crimbchin wrote:

Are *you* aware that anxiety has both psychological and physiological
meaning?

I looked up 'anxious' in the OED and I couldn't find any meaning like you claim 
exists. (E.g. panic, shaking and cowering are not mentioned at all.) Which 
meaning do you regard as physiological?

I only have the Oxford Dictionary and Thesaurus, American Edition at
hand, but it includes "a nervous disorder characterized by a state of
excessive unease" as a definition of anxiety.  The Wikipedia article
for anxiety begins "Anxiety (also called angst or worry) is a
psychological and physiological state characterized by somatic,
emotional, cognitive, and behavioral components."

 It works better in truth-seeking discussion to try to make true statements and 
explain yourself. If you are unwilling to say something clearly, then you shouldn't 
say it at all.

I am rapidly losing faith that this is actually a truth-seeking
discussion the longer you persist in meta discussion.

So why does baz make humans more likely to engage in baz-prime
behaviors?

It doesn't. Why did you assume it did as a premise?



People suffer (baz) frequently without any baz-prime such as shaking or 
cowering.

For example, a man might hate his wife and suffer when he thinks about it, but 
never let it show by actions like shaking, cowering, or panicking.

"more likely" doesn't mean "always".  People with baz can choose, with
effort, to suppress baz-prime (which includes depression as well as
anxiety), but people with baz-prime will tend to either have baz or be
intentionally mimicking baz.

I think most people suppressing hatred of their spouse would tend to
behave in a more withdrawn or irritable manner, similar to a dog going
along with something it's owner is insisting upon but it doesn't
really like.  David Deutsch's recent post actually doesn't contain
enough steps--assuming there is no 3+ in animals, you need some kind
of 3* as an alternative--in which environmental conditioning causes an
animal to suppress the simpler genetically-predetermined responses.

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 10:13 AM

On 12 Jan 2012, at 2:26pm, Don Crimbchin wrote:

David Deutsch's recent post actually doesn't contain
enough steps--assuming there is no 3+ in animals, you need some kind
of 3* as an alternative--in which environmental conditioning causes an
animal to suppress the simpler genetically-predetermined responses.

No it doesn't have to be an alternative to stage 3+. It can be considered part of 
stage 2 for the purpose of making the point I was making in that post. (And 
likewise, in non-human species that have memes, animal-type memic processing 
can also be considered part of stage 2.)

-- David Deutsch



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Ketamine experiment (Was: Ambiguity of the word pain)
Date: January 12, 2012 at 12:05 PM

On Jan 12, 6:19 am, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 6:25am, Steve Push wrote:

Ketamine reduces pain in humans by decreasing the emotional response
to painful stimuli.  It does not block pain signals from reaching the
cortex, as other anesthetics and analgesics do.  And it is effective
in animals.  If animals were incapable of having subjective feelings
of pain, ketamine should not work on them.

What should we expect the experimental results to be if the information flow in 
brains receiving input from pain receptors were something like this:

(1) Sensory nerves -->
(2) Unconscious processing, deciding what sort of stimulus this is and where in 
the body etc -->
(3) Unconscious processing, translating that input according to a genetically 
fixed algorithm into output suitable for causing motor and other systems to 
engage fight/flight/evasion/signalling etc -->

(3+) [In humans only: A process that receives inputs from the outputs of (2) and 
(3), and engages in human-type conscious and unconscious thought, including 
interpreting them as qualia, creating explanations and interpretations of them, 
and choosing to do anything from passing the inputs on unchanged to replacing 
them completely.] -->

(4) Signals sent to motor and other systems, to cause behaviour.

and if the effect of ketamine was to prevent the output of process (3) from being 
forwarded anywhere, while the effect of pain killers was to prevent the output of 
stage (1) and/or (2) from being forwarded anywhere?

In your hypothetical situation, I would expect that neither humans nor
animals on ketamine would have any signs, symptoms, or awareness of
pain.  But that’s not how ketamine works.  It selectively affects
brain areas involved in consciousness, emotion, and the interpretation
of pain.  In human studies, ketamine causes greater reduction in the



unpleasantness of pain than in the intensity of pain.  People still
feel the pain, it just doesn't bother them.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal Pain (was: Learning; Morality of Animals)
Date: January 12, 2012 at 12:20 PM

On Jan 11, 2012, at 11:17 PM, Steve Push wrote:

On Jan 11, 11:40 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 8:32 PM, Steve Push wrote:

On Jan 11, 8:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:31 PM, Steve Push wrote:

On Jan 11, 7:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 9:23 AM, Steve Push wrote:

As for the problem my position solves, it gives us a basis for
discussing how we should treat sentient animals.  There would be no
point in discussing, for example, whether analgesics should be
administered to animals if they were not capable of feeling pain.

So you're proposing that animals have pain in order to solve the problem 
of too few discussions about giving analgesics to animals?

I am proposing that an understanding of pain and distress in animals
would provide a good basis for tending to the welfare of animals.

If the problem you're trying to solve is 'tending to the welfare of animals' 



then you're already assuming some of the things we're trying to 
debate/discuss.

I'm not making such an assumption.  If you could make a good case for
your point of view, the answer to the problem of animal welfare would
be to protect our unfeeling animal property from physical damage.

I don't think so.

That is not the problem you're trying to solve.

So, what is it?

Are you trying to account for something you observed? Are you trying to 
make your position on animals compatible with some idea you have? 
What is to be gained by adding this idea -- that animals suffer -- to one's 
worldview? What problem does it solve?

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?

If we add to our worldview a bunch of ideas that don't solve any problems, 
then we're going to have a lot of extra junk getting in the way or at least 
being useless.

Further, this particular idea could cause some trouble for activities such as 
eating steaks. Or it could confuse us when we have to choose between 
saving a human or 1,000 cats.

Whether a proposition is true has nothing to do with whether you find
it inconvenient.

You asked the question of what is to be gained by not believing it.

Since believing it causes inconveniences and problems, then there is 
something to be gained by not believing it.

So I answered your question.



Now you criticize my answer for not being an argument about which idea is 
true. But the question I was addressing is the one you asked: what benefits are 
there for not having the "animals baz" idea?

Do you see how your response is irrelevant? And it further implies that I judge 
truth by personal convenience. That is a very unfair remark that has nothing to 
do with what I said. Will you retract it and refrain from making further personal 
comments about me?

I don't agree that my response it irrelevant.  Have you not stated
that you reject the idea that animals can feel pain?  Have you not
also said that a benefit of rejecting that idea is that doing so makes
it easier to justify eating meat and using animals in research?

I will, however, depersonalize the statement by changing it to,
"Whether a proposition is true has nothing to do with whether *one*
finds it inconvenient."

You asked the question

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?

to which I replied.

Now you complain that I haven't successfully other questions.

Do you agree that I successfully answered your question which I was answering?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 12:26 PM

On Jan 12, 2012, at 12:13 AM, Steve Push wrote:

On Jan 12, 1:43 am, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 10:25 PM, Steve Push wrote:

On Jan 11, 11:18 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 7:51 PM, Steve Push wrote:

On Jan 11, 8:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:42 PM, Steve Push wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it in the 
sense
of the OED's definition 3c:  "The state or condition of consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is nothing
ambiguous about it.



Let's define 2 new words. Foo and baz. They won't have any pre-
existing associations.

They will be different words, with a difference I regard as important.

Foo will be defined as: physical pain, meaning stimulation of (pain) 
nerves which send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo, or anything 
else), failing to cope, and therefore suffering or we might call it "being 
distressed".

The word "pain" is ambiguous because it is used to refer to both foo 
and baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together" then I will deny 
that animals have "pain" because I deny they have baz. But they do 
have foo.

One of the issues with the ambiguity is that most of the arguments for 
animal suffering argue that they have foo, and don't address whether 
they have baz. Which is a problem because foo isn't suffering.

What you call "foo" is what the NRC report calls "nociception" -- the
peripheral and central nervous system processing of noxious stimuli.
According to the NRC report, nociception can occur in animals that are
incapable of experiencing pain.

Pain requires awareness but, according to the NRC, is not always
injurious to animal welfare.  But the report says that, when an animal
cannot cope with pain, it experiences distress, which is always
harmful to animal welfare.

So what is the observational evidence that, to be explained, requires that 
cows have something (what?) beyond nocieption?



In humans, the anesthetic ketamine inhibits pain (baz) but not nociception 
(foo)

OK, let's consider this assertion.

Why do you think this is true?

And what does it mean for something to inhibit baz?

According to the paper I cited, electrophysiological studies have
shown that ketamine does not prevent input from pain receptors (foo)
from reaching the cerebral cortex but rather depresses pain processing
in the cortex.

In the study described in the paper, the researchers applied painful
heat stimuli to volunteers while they received low but increasing
doses of ketamine and while they received a placebo.  During the
study, the investigators determined which areas of the brain were
activated using functional magnetic resonance imaging.  They also
asked the volunteers to rate the intensity and unpleasantness of the
pain on a numerical scale.

Since this was not a double blind study, why should we accept the results? Did 
they provide an explanation of why their study didn't need to be double blind?

The reason it's not double blind is that the volunteers can tell which group they 
are in. It's kind of like if you did a study about the effects of LSD. Since LSD 
and ketamine have *noticeable effects* (e.g. hallucinations) which differ from 
placebo, some people can tell which group they are in.

The volunteers were blinded to the order of administration of the
various drug dosages and the placebo.  They were also blinded to the
intensity of the stimulus.  A pilot study was conducted to arrive at
ketamine dosages that were low enough to minimize psychomimetic
effects but produce reproducible analgesic effects.

So you're claiming that people being subjected to pain can't tell whether they've 
been given pain relievers or not? So the study is double blind.



But at the same time, they also *can* tell, as demonstrated by the results asking 
them how much pain they felt and demonstrating that it *is* a pain reliever? So 
the study is not double blind.

Which is it?

Pain unpleasantness declined as ketamine dosage was increased. Pain 
intensity ratings also decreased with [...]

A quote from BoI, as a reminder:

But intensities of preferences, and especially the differences in intensities 
among different people, or between the same person at different times, are 
notoriously difficult to define, let alone measure – like happiness.

BoI's arguments on this topic apply just as well to unhappiness or 
unpleasantness as they do to happiness.

Does the study include a refutation of BoI's arguments? Does it solve the 
problems BoI points out? How? If the study doesn't address BoI's criticisms, 
can we consider it refuted?

The argument in BoI is not relevant to this study.  BoI criticized
comparisons *between* individuals to try to establish a link between
happiness and genes where there is no explanatory theory connecting
genes to happiness.  The ketamine study compared *within* individuals

Note the part where Deutsch says "or between the same person at different 
times".

Since the study compared the same person at different times, BoI's argument is 
relevant. Right?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 12:32 PM

On Jan 12, 2012, at 6:26 AM, Don Crimbchin wrote:

On Jan 12, 1:00 am, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 9:33 PM, Don Crimbchin wrote:

So why does baz make humans more likely to engage in baz-prime
behaviors?

It doesn't. Why did you assume it did as a premise?

People suffer (baz) frequently without any baz-prime such as shaking or 
cowering.

For example, a man might hate his wife and suffer when he thinks about it, but 
never let it show by actions like shaking, cowering, or panicking.

"more likely" doesn't mean "always".  People with baz can choose, with
effort, to suppress baz-prime (which includes depression as well as
anxiety), but people with baz-prime will tend to either have baz or be
intentionally mimicking baz.

How did you determine it's more likely?

Kids at school routinely suffer of boredom without shaking, cowering, or 
panicking.

Add all that up, you get a *huge* amount of suffering.

So you're estimating there are other categories of suffering that, added together, 
dwarf this one and all the others without shaking/etc? What categories did you 
come up with for both sides and how'd you do the estimate?

Also what do you say the BoI's argument that it's a mistake to say things are a 
matter of probability when actually they are a matter of human choice?



-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 12, 2012 at 2:05 PM

On 12 Jan 2012, at 02:05 AM, Don Crimbchin <donald.crimbchin@gmail.com> 
wrote:

It is the human capacity to find new explanations and interpretations
that distinguishes us from other animals.  On this I agree.  But
qualia seem to be precisely those parts of human experience that
correspond *least* to explanations and verbalized interpretations.
Those who believe in qualia insist that there is knowledge about
seeing the color red that cannot be learned by studying observed
physiological facts about eyes and visual processing.  This knowledge
seems to *precede* whatever explanations of color we might find,

No, even colour perception qualia are highly theory-laden and based on 
interpretation:

http://youtube.com/watch?v=4b71rT9fU-I

Another way we change our colour perception and qualia of the colour is a thing 
called 'colour constancy' which is where we consider things under shadow or a 
different light as being the same colour as the same thing in normal light, even 
though one may be significantly darker or a different hue.

For example, the two arrows in this picture are actually pointing at exactly the 
same colour (which in reality is grey -- cut two holes in some paper and hold it up 
to block out the surrounding colours to prove this):

http://blogs.scientificamerican.com/streams-of-consciousness/files/2011/12/Color-
Constancy_sm.jpg

This is is caused by interpretations that happen *before* the qualia. And the 
interpretations are based on knowledge.

--
Lulie Tanett

http://youtube.com/watch?v=4b71rT9fU-I
http://blogs.scientificamerican.com/streams-of-consciousness/files/2011/12/Color-Constancy_sm.jpg


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 3:02 PM

On Jan 12, 12:26 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 12, 2012, at 12:13 AM, Steve Push wrote:

On Jan 12, 1:43 am, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 10:25 PM, Steve Push wrote:

On Jan 11, 11:18 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 7:51 PM, Steve Push wrote:

On Jan 11, 8:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:42 PM, Steve Push wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it in the 
sense
of the OED's definition 3c:  "The state or condition of consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is nothing
ambiguous about it.



Let's define 2 new words. Foo and baz. They won't have any pre-
existing associations.

They will be different words, with a difference I regard as important.

Foo will be defined as: physical pain, meaning stimulation of (pain) 
nerves which send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo, or anything 
else), failing to cope, and therefore suffering or we might call it "being 
distressed".

The word "pain" is ambiguous because it is used to refer to both foo 
and baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together" then I will deny 
that animals have "pain" because I deny they have baz. But they do 
have foo.

One of the issues with the ambiguity is that most of the arguments for 
animal suffering argue that they have foo, and don't address whether 
they have baz. Which is a problem because foo isn't suffering.

What you call "foo" is what the NRC report calls "nociception" -- the
peripheral and central nervous system processing of noxious stimuli.
According to the NRC report, nociception can occur in animals that are
incapable of experiencing pain.

Pain requires awareness but, according to the NRC, is not always
injurious to animal welfare.  But the report says that, when an animal
cannot cope with pain, it experiences distress, which is always
harmful to animal welfare.

So what is the observational evidence that, to be explained, requires 
that cows have something (what?) beyond nocieption?



In humans, the anesthetic ketamine inhibits pain (baz) but not 
nociception (foo)

OK, let's consider this assertion.

Why do you think this is true?

And what does it mean for something to inhibit baz?

According to the paper I cited, electrophysiological studies have
shown that ketamine does not prevent input from pain receptors (foo)
from reaching the cerebral cortex but rather depresses pain processing
in the cortex.

In the study described in the paper, the researchers applied painful
heat stimuli to volunteers while they received low but increasing
doses of ketamine and while they received a placebo.  During the
study, the investigators determined which areas of the brain were
activated using functional magnetic resonance imaging.  They also
asked the volunteers to rate the intensity and unpleasantness of the
pain on a numerical scale.

Since this was not a double blind study, why should we accept the results? 
Did they provide an explanation of why their study didn't need to be double 
blind?

The reason it's not double blind is that the volunteers can tell which group 
they are in. It's kind of like if you did a study about the effects of LSD. Since 
LSD and ketamine have *noticeable effects* (e.g. hallucinations) which differ 
from placebo, some people can tell which group they are in.

The volunteers were blinded to the order of administration of the
various drug dosages and the placebo.  They were also blinded to the
intensity of the stimulus.  A pilot study was conducted to arrive at
ketamine dosages that were low enough to minimize psychomimetic
effects but produce reproducible analgesic effects.

So you're claiming that people being subjected to pain can't tell whether they've 



been given pain relievers or not? So the study is double blind.

But at the same time, they also *can* tell, as demonstrated by the results asking 
them how much pain they felt and demonstrating that it *is* a pain reliever? So 
the study is not double blind.

Which is it?

The study describes the controls, including blinding, used by the
investigators.  Here is the link:

http://www.anesthesia-analgesia.org/content/103/3/729.full.pdf+html

Pain unpleasantness declined as ketamine dosage was increased. Pain 
intensity ratings also decreased with [...]

A quote from BoI, as a reminder:

But intensities of preferences, and especially the differences in intensities 
among different people, or between the same person at different times, are 
notoriously difficult to define, let alone measure – like happiness.

BoI's arguments on this topic apply just as well to unhappiness or 
unpleasantness as they do to happiness.

Does the study include a refutation of BoI's arguments? Does it solve the 
problems BoI points out? How? If the study doesn't address BoI's criticisms, 
can we consider it refuted?

The argument in BoI is not relevant to this study.  BoI criticized
comparisons *between* individuals to try to establish a link between
happiness and genes where there is no explanatory theory connecting
genes to happiness.  The ketamine study compared *within* individuals

Note the part where Deutsch says "or between the same person at different 
times".

http://www.anesthesia-analgesia.org/content/103/3/729.full.pdf+html


Since the study compared the same person at different times, BoI's argument is 
relevant. Right?

What did Deutsch mean by different times?  A day?  A week?  A year?

The tests in this study were done within minutes of each other.  It's
not likely that a person's subjective assessment of pain is going to
change much in that period of time. But even if it did, the order of
presenting the placebo and the different dosages varied, so any time
effect would not have biased the results.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 12, 2012 at 3:05 PM

On Jan 12, 12:20 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 11:17 PM, Steve Push wrote:

On Jan 11, 11:40 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 8:32 PM, Steve Push wrote:

On Jan 11, 8:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:31 PM, Steve Push wrote:

On Jan 11, 7:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 9:23 AM, Steve Push wrote:

As for the problem my position solves, it gives us a basis for
discussing how we should treat sentient animals.  There would be no
point in discussing, for example, whether analgesics should be
administered to animals if they were not capable of feeling pain.

So you're proposing that animals have pain in order to solve the 
problem of too few discussions about giving analgesics to animals?

I am proposing that an understanding of pain and distress in animals
would provide a good basis for tending to the welfare of animals.

If the problem you're trying to solve is 'tending to the welfare of animals' 
then you're already assuming some of the things we're trying to 



debate/discuss.

I'm not making such an assumption.  If you could make a good case for
your point of view, the answer to the problem of animal welfare would
be to protect our unfeeling animal property from physical damage.

I don't think so.

That is not the problem you're trying to solve.

So, what is it?

Are you trying to account for something you observed? Are you trying to 
make your position on animals compatible with some idea you have? 
What is to be gained by adding this idea -- that animals suffer -- to one's 
worldview? What problem does it solve?

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?

If we add to our worldview a bunch of ideas that don't solve any problems, 
then we're going to have a lot of extra junk getting in the way or at least 
being useless.

Further, this particular idea could cause some trouble for activities such as 
eating steaks. Or it could confuse us when we have to choose between 
saving a human or 1,000 cats.

Whether a proposition is true has nothing to do with whether you find
it inconvenient.

You asked the question of what is to be gained by not believing it.

Since believing it causes inconveniences and problems, then there is 
something to be gained by not believing it.

So I answered your question.



Now you criticize my answer for not being an argument about which idea is 
true. But the question I was addressing is the one you asked: what benefits 
are there for not having the "animals baz" idea?

Do you see how your response is irrelevant? And it further implies that I 
judge truth by personal convenience. That is a very unfair remark that has 
nothing to do with what I said. Will you retract it and refrain from making 
further personal comments about me?

I don't agree that my response it irrelevant.  Have you not stated
that you reject the idea that animals can feel pain?  Have you not
also said that a benefit of rejecting that idea is that doing so makes
it easier to justify eating meat and using animals in research?

I will, however, depersonalize the statement by changing it to,
"Whether a proposition is true has nothing to do with whether *one*
finds it inconvenient."

You asked the question

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?

to which I replied.

Now you complain that I haven't successfully other questions.

Do you agree that I successfully answered your question which I was 
answering?

I don't know what your standard of success is, but I agree that you
answered the question that I asked.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 3:07 PM

On Jan 12, 2012, at 12:02 PM, Steve Push wrote:

On Jan 12, 12:26 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 12, 2012, at 12:13 AM, Steve Push wrote:

On Jan 12, 1:43 am, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 10:25 PM, Steve Push wrote:

On Jan 11, 11:18 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 7:51 PM, Steve Push wrote:

On Jan 11, 8:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:42 PM, Steve Push wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it in the 
sense
of the OED's definition 3c:  "The state or condition of 
consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."



Anyone who has experienced intense pain knows there is nothing
ambiguous about it.

Let's define 2 new words. Foo and baz. They won't have any pre-
existing associations.

They will be different words, with a difference I regard as important.

Foo will be defined as: physical pain, meaning stimulation of (pain) 
nerves which send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo, or anything 
else), failing to cope, and therefore suffering or we might call it 
"being distressed".

The word "pain" is ambiguous because it is used to refer to both foo 
and baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together" then I will 
deny that animals have "pain" because I deny they have baz. But 
they do have foo.

One of the issues with the ambiguity is that most of the arguments 
for animal suffering argue that they have foo, and don't address 
whether they have baz. Which is a problem because foo isn't 
suffering.

What you call "foo" is what the NRC report calls "nociception" -- the
peripheral and central nervous system processing of noxious stimuli.
According to the NRC report, nociception can occur in animals that 
are
incapable of experiencing pain.

Pain requires awareness but, according to the NRC, is not always
injurious to animal welfare.  But the report says that, when an animal



cannot cope with pain, it experiences distress, which is always
harmful to animal welfare.

So what is the observational evidence that, to be explained, requires 
that cows have something (what?) beyond nocieption?

In humans, the anesthetic ketamine inhibits pain (baz) but not 
nociception (foo)

OK, let's consider this assertion.

Why do you think this is true?

And what does it mean for something to inhibit baz?

According to the paper I cited, electrophysiological studies have
shown that ketamine does not prevent input from pain receptors (foo)
from reaching the cerebral cortex but rather depresses pain processing
in the cortex.

In the study described in the paper, the researchers applied painful
heat stimuli to volunteers while they received low but increasing
doses of ketamine and while they received a placebo.  During the
study, the investigators determined which areas of the brain were
activated using functional magnetic resonance imaging.  They also
asked the volunteers to rate the intensity and unpleasantness of the
pain on a numerical scale.

Since this was not a double blind study, why should we accept the results? 
Did they provide an explanation of why their study didn't need to be double 
blind?

The reason it's not double blind is that the volunteers can tell which group 
they are in. It's kind of like if you did a study about the effects of LSD. Since 
LSD and ketamine have *noticeable effects* (e.g. hallucinations) which 
differ from placebo, some people can tell which group they are in.

The volunteers were blinded to the order of administration of the



various drug dosages and the placebo.  They were also blinded to the
intensity of the stimulus.  A pilot study was conducted to arrive at
ketamine dosages that were low enough to minimize psychomimetic
effects but produce reproducible analgesic effects.

So you're claiming that people being subjected to pain can't tell whether 
they've been given pain relievers or not? So the study is double blind.

But at the same time, they also *can* tell, as demonstrated by the results 
asking them how much pain they felt and demonstrating that it *is* a pain 
reliever? So the study is not double blind.

Which is it?

The study describes the controls, including blinding, used by the
investigators.  Here is the link:

http://www.anesthesia-analgesia.org/content/103/3/729.full.pdf+html

So are you claiming it is double blind or not double blind?

And searching the paper hasn't turned up an answer to my criticism. If it's 
answered, please paste a quote.

Pain unpleasantness declined as ketamine dosage was increased. Pain 
intensity ratings also decreased with [...]

A quote from BoI, as a reminder:

But intensities of preferences, and especially the differences in intensities 
among different people, or between the same person at different times, are 
notoriously difficult to define, let alone measure – like happiness.

BoI's arguments on this topic apply just as well to unhappiness or 
unpleasantness as they do to happiness.

http://www.anesthesia-analgesia.org/content/103/3/729.full.pdf+html


Does the study include a refutation of BoI's arguments? Does it solve the 
problems BoI points out? How? If the study doesn't address BoI's criticisms, 
can we consider it refuted?

The argument in BoI is not relevant to this study.  BoI criticized
comparisons *between* individuals to try to establish a link between
happiness and genes where there is no explanatory theory connecting
genes to happiness.  The ketamine study compared *within* individuals

Note the part where Deutsch says "or between the same person at different 
times".

Since the study compared the same person at different times, BoI's argument 
is relevant. Right?

What did Deutsch mean by different times?  A day?  A week?  A year?

He meant different times. Period. As he said.

His arguments apply across any different times, so there is no reason to restrict it. 
There is nothing in the logic of his argument that makes it only apply to things a 
year apart. (Or is there? Point it out.)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 12, 2012 at 3:11 PM

On Jan 12, 2012, at 12:05 PM, Steve Push wrote:

On Jan 12, 12:20 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 11:17 PM, Steve Push wrote:

On Jan 11, 11:40 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 8:32 PM, Steve Push wrote:

On Jan 11, 8:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:31 PM, Steve Push wrote:

On Jan 11, 7:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 9:23 AM, Steve Push wrote:

As for the problem my position solves, it gives us a basis for
discussing how we should treat sentient animals.  There would be no
point in discussing, for example, whether analgesics should be
administered to animals if they were not capable of feeling pain.

So you're proposing that animals have pain in order to solve the 
problem of too few discussions about giving analgesics to animals?

I am proposing that an understanding of pain and distress in animals
would provide a good basis for tending to the welfare of animals.

If the problem you're trying to solve is 'tending to the welfare of animals' 
then you're already assuming some of the things we're trying to 
debate/discuss.

I'm not making such an assumption.  If you could make a good case for
your point of view, the answer to the problem of animal welfare would
be to protect our unfeeling animal property from physical damage.



I don't think so.

That is not the problem you're trying to solve.

So, what is it?

Are you trying to account for something you observed? Are you trying 
to make your position on animals compatible with some idea you 
have? What is to be gained by adding this idea -- that animals suffer -- 
to one's worldview? What problem does it solve?

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?

If we add to our worldview a bunch of ideas that don't solve any 
problems, then we're going to have a lot of extra junk getting in the way 
or at least being useless.

Further, this particular idea could cause some trouble for activities such 
as eating steaks. Or it could confuse us when we have to choose 
between saving a human or 1,000 cats.

Whether a proposition is true has nothing to do with whether you find
it inconvenient.

You asked the question of what is to be gained by not believing it.

Since believing it causes inconveniences and problems, then there is 
something to be gained by not believing it.

So I answered your question.

Now you criticize my answer for not being an argument about which idea is 
true. But the question I was addressing is the one you asked: what benefits 
are there for not having the "animals baz" idea?

Do you see how your response is irrelevant? And it further implies that I 
judge truth by personal convenience. That is a very unfair remark that has 



nothing to do with what I said. Will you retract it and refrain from making 
further personal comments about me?

I don't agree that my response it irrelevant.  Have you not stated
that you reject the idea that animals can feel pain?  Have you not
also said that a benefit of rejecting that idea is that doing so makes
it easier to justify eating meat and using animals in research?

I will, however, depersonalize the statement by changing it to,
"Whether a proposition is true has nothing to do with whether *one*
finds it inconvenient."

You asked the question

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?

to which I replied.

Now you complain that I haven't successfully other questions.

Do you agree that I successfully answered your question which I was 
answering?

I don't know what your standard of success is, but I agree that you
answered the question that I asked.

Great. Can we continue that discussion?

You seem to be trying to change the topic, and evaluate whether my answer to 
that question answers a different question to which I have, at other times, given a 
different answer. I don't understand what that has to do with any of the topics 
we're discussing.

What I'd be more interested in is: why did you ask this question, which we agree I 
answered? Did you have a followup in mind? Was it a step towards making some 
point? If we keep at a continuous discussion going across multiple posts, maybe 
we'll get somewhere.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 3:46 PM

On Jan 12, 3:07 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 12, 2012, at 12:02 PM, Steve Push wrote:

On Jan 12, 12:26 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 12, 2012, at 12:13 AM, Steve Push wrote:

On Jan 12, 1:43 am, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 10:25 PM, Steve Push wrote:

On Jan 11, 11:18 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 7:51 PM, Steve Push wrote:

On Jan 11, 8:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:42 PM, Steve Push wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it in the 
sense
of the OED's definition 3c:  "The state or condition of 
consciousness
arising from mental or physical suffering (opposed to pleasure);
distress; (occas.) an instance of this. Freq. with in. Also in pl. in
same sense."



Anyone who has experienced intense pain knows there is 
nothing
ambiguous about it.

Let's define 2 new words. Foo and baz. They won't have any pre-
existing associations.

They will be different words, with a difference I regard as 
important.

Foo will be defined as: physical pain, meaning stimulation of (pain) 
nerves which send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo, or 
anything else), failing to cope, and therefore suffering or we might 
call it "being distressed".

The word "pain" is ambiguous because it is used to refer to both 
foo and baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together" then I will 
deny that animals have "pain" because I deny they have baz. But 
they do have foo.

One of the issues with the ambiguity is that most of the arguments 
for animal suffering argue that they have foo, and don't address 
whether they have baz. Which is a problem because foo isn't 
suffering.

What you call "foo" is what the NRC report calls "nociception" -- the
peripheral and central nervous system processing of noxious 
stimuli.
According to the NRC report, nociception can occur in animals that 
are
incapable of experiencing pain.



Pain requires awareness but, according to the NRC, is not always
injurious to animal welfare.  But the report says that, when an 
animal
cannot cope with pain, it experiences distress, which is always
harmful to animal welfare.

So what is the observational evidence that, to be explained, requires 
that cows have something (what?) beyond nocieption?

In humans, the anesthetic ketamine inhibits pain (baz) but not 
nociception (foo)

OK, let's consider this assertion.

Why do you think this is true?

And what does it mean for something to inhibit baz?

According to the paper I cited, electrophysiological studies have
shown that ketamine does not prevent input from pain receptors (foo)
from reaching the cerebral cortex but rather depresses pain processing
in the cortex.

In the study described in the paper, the researchers applied painful
heat stimuli to volunteers while they received low but increasing
doses of ketamine and while they received a placebo.  During the
study, the investigators determined which areas of the brain were
activated using functional magnetic resonance imaging.  They also
asked the volunteers to rate the intensity and unpleasantness of the
pain on a numerical scale.

Since this was not a double blind study, why should we accept the results? 
Did they provide an explanation of why their study didn't need to be double 
blind?

The reason it's not double blind is that the volunteers can tell which group 
they are in. It's kind of like if you did a study about the effects of LSD. 



Since LSD and ketamine have *noticeable effects* (e.g. hallucinations) 
which differ from placebo, some people can tell which group they are in.

The volunteers were blinded to the order of administration of the
various drug dosages and the placebo.  They were also blinded to the
intensity of the stimulus.  A pilot study was conducted to arrive at
ketamine dosages that were low enough to minimize psychomimetic
effects but produce reproducible analgesic effects.

So you're claiming that people being subjected to pain can't tell whether 
they've been given pain relievers or not? So the study is double blind.

But at the same time, they also *can* tell, as demonstrated by the results 
asking them how much pain they felt and demonstrating that it *is* a pain 
reliever? So the study is not double blind.

Which is it?

The study describes the controls, including blinding, used by the
investigators.  Here is the link:

http://www.anesthesia-analgesia.org/content/103/3/729.full.pdf+html

So are you claiming it is double blind or not double blind?

And searching the paper hasn't turned up an answer to my criticism. If it's 
answered, please paste a quote.

Pain unpleasantness declined as ketamine dosage was increased. Pain 
intensity ratings also decreased with [...]

http://www.anesthesia-analgesia.org/content/103/3/729.full.pdf+html


A quote from BoI, as a reminder:

But intensities of preferences, and especially the differences in intensities 
among different people, or between the same person at different times, 
are notoriously difficult to define, let alone measure – like happiness.

BoI's arguments on this topic apply just as well to unhappiness or 
unpleasantness as they do to happiness.

Does the study include a refutation of BoI's arguments? Does it solve the 
problems BoI points out? How? If the study doesn't address BoI's 
criticisms, can we consider it refuted?

The argument in BoI is not relevant to this study.  BoI criticized
comparisons *between* individuals to try to establish a link between
happiness and genes where there is no explanatory theory connecting
genes to happiness.  The ketamine study compared *within* individuals

Note the part where Deutsch says "or between the same person at different 
times".

Since the study compared the same person at different times, BoI's argument 
is relevant. Right?

What did Deutsch mean by different times?  A day?  A week?  A year?

He meant different times. Period. As he said.

His arguments apply across any different times, so there is no reason to restrict 
it. There is nothing in the logic of his argument that makes it only apply to things 
a year apart. (Or is there? Point it out.)

I have already answered your questions and provided the complete
study.  If you want to dismiss the study, that's your business.

Steve



From: Christopher Collins <ccollins@glebe.bromley.sch.uk> <beginning-of-
infinity@googlegroups.com>
Subject: Re: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 12, 2012 at 4:10 PM

On 12 Jan 2012, at 20:08, "Elliot Temple" <curi@curi.us> wrote:

On Jan 12, 2012, at 12:02 PM, Steve Push wrote:

On Jan 12, 12:26 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 12, 2012, at 12:13 AM, Steve Push wrote:

On Jan 12, 1:43 am, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 10:25 PM, Steve Push wrote:

On Jan 11, 11:18 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 7:51 PM, Steve Push wrote:

On Jan 11, 8:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:42 PM, Steve Push wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it
in the sense
of the OED's definition 3c:  "The state or condition of



consciousness
arising from mental or physical suffering (opposed to
pleasure);
distress; (occas.) an instance of this. Freq. with in.
Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is
nothing
ambiguous about it.

Let's define 2 new words. Foo and baz. They won't have any
pre-existing associations.

They will be different words, with a difference I regard
as important.

Foo will be defined as: physical pain, meaning stimulation
of (pain) nerves which send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo,
or anything else), failing to cope, and therefore
suffering or we might call it "being distressed".

The word "pain" is ambiguous because it is used to refer
to both foo and baz.

I agree that animals have foo, but not baz.

If you want to define "pain" as "foo and baz, together"
then I will deny that animals have "pain" because I deny
they have baz. But they do have foo.

One of the issues with the ambiguity is that most of the
arguments for animal suffering argue that they have foo,
and don't address whether they have baz. Which is a
problem because foo isn't suffering.



What you call "foo" is what the NRC report calls
"nociception" -- the
peripheral and central nervous system processing of noxious
stimuli.
According to the NRC report, nociception can occur in
animals that are
incapable of experiencing pain.

Pain requires awareness but, according to the NRC, is not
always
injurious to animal welfare.  But the report says that,
when an animal
cannot cope with pain, it experiences distress, which is
always
harmful to animal welfare.

So what is the observational evidence that, to be explained,
requires that cows have something (what?) beyond nocieption?

In humans, the anesthetic ketamine inhibits pain (baz) but
not nociception (foo)

OK, let's consider this assertion.

Why do you think this is true?

And what does it mean for something to inhibit baz?

According to the paper I cited, electrophysiological studies have
shown that ketamine does not prevent input from pain receptors
(foo)
from reaching the cerebral cortex but rather depresses pain
processing
in the cortex.

In the study described in the paper, the researchers applied
painful
heat stimuli to volunteers while they received low but increasing
doses of ketamine and while they received a placebo.  During the



study, the investigators determined which areas of the brain were
activated using functional magnetic resonance imaging.  They also
asked the volunteers to rate the intensity and unpleasantness
of the
pain on a numerical scale.

Since this was not a double blind study, why should we accept
the results? Did they provide an explanation of why their study
didn't need to be double blind?

The reason it's not double blind is that the volunteers can tell
which group they are in. It's kind of like if you did a study
about the effects of LSD. Since LSD and ketamine have
*noticeable effects* (e.g. hallucinations) which differ from
placebo, some people can tell which group they are in.

The volunteers were blinded to the order of administration of the
various drug dosages and the placebo.  They were also blinded to
the
intensity of the stimulus.  A pilot study was conducted to arrive
at
ketamine dosages that were low enough to minimize psychomimetic
effects but produce reproducible analgesic effects.

So you're claiming that people being subjected to pain can't tell
whether they've been given pain relievers or not? So the study is
double blind.

But at the same time, they also *can* tell, as demonstrated by the
results asking them how much pain they felt and demonstrating that
it *is* a pain reliever? So the study is not double blind.

Which is it?

The study describes the controls, including blinding, used by the
investigators.  Here is the link:

http://www.anesthesia-analgesia.org/content/103/3/729.full.pdf+html

http://www.anesthesia-analgesia.org/content/103/3/729.full.pdf+html


So are you claiming it is double blind or not double blind?

And searching the paper hasn't turned up an answer to my criticism.
If it's answered, please paste a quote.

Pain unpleasantness declined as ketamine dosage was increased.
Pain intensity ratings also decreased with [...]

A quote from BoI, as a reminder:

But intensities of preferences, and especially the differences
in intensities among different people, or between the same
person at different times, are notoriously difficult to define,
let alone measure – like happiness.

BoI's arguments on this topic apply just as well to unhappiness
or unpleasantness as they do to happiness.

Does the study include a refutation of BoI's arguments? Does it
solve the problems BoI points out? How? If the study doesn't
address BoI's criticisms, can we consider it refuted?

The argument in BoI is not relevant to this study.  BoI criticized
comparisons *between* individuals to try to establish a link
between
happiness and genes where there is no explanatory theory connecting
genes to happiness.  The ketamine study compared *within*
individuals

Note the part where Deutsch says "or between the same person at
different times".

Since the study compared the same person at different times, BoI's
argument is relevant. Right?

What did Deutsch mean by different times?  A day?  A week?  A year?



He meant different times. Period. As he said.

His arguments apply across any different times, so there is no
reason to restrict it. There is nothing in the logic of his argument
that makes it only apply to things a year apart. (Or is there? Point
it out.

IMO: i.e conjecture:
  No Elliot, this is not rational according to the framework that you
espouse as I understand it (and I broadly agree with).
Time is inherently integrated with the evolution of ideas.
Consciousness is at the leading edge of understanding and therefore
ideas. The subjective experience of pain and suffering (however you
define them) can only happen with consciousness. This process of being
conscious (a theory, as all objective knowledge has to be, i.e all
knowledge is theory led) is accumulated at all time scales, micro
seconds to generations. Time is not a concept that easily translates
to rationality, and cannot be used to fine grain discussions about the
subjective experience of pain and suffering.
/end conjecture.

In human terms: your extrapolating here beyond what's reasonable. The
onus here is for you to make your point not for others defend what's
seems reasonable.
Chris

-- Elliot Temple
http://beginningofinfinity.com/

--

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 12, 2012 at 4:12 PM

On Jan 12, 3:11 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 12, 2012, at 12:05 PM, Steve Push wrote:

On Jan 12, 12:20 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 11:17 PM, Steve Push wrote:

On Jan 11, 11:40 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 8:32 PM, Steve Push wrote:

On Jan 11, 8:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:31 PM, Steve Push wrote:

On Jan 11, 7:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 9:23 AM, Steve Push wrote:

As for the problem my position solves, it gives us a basis for
discussing how we should treat sentient animals.  There would be 
no
point in discussing, for example, whether analgesics should be
administered to animals if they were not capable of feeling pain.

So you're proposing that animals have pain in order to solve the 
problem of too few discussions about giving analgesics to animals?

I am proposing that an understanding of pain and distress in animals



would provide a good basis for tending to the welfare of animals.

If the problem you're trying to solve is 'tending to the welfare of animals' 
then you're already assuming some of the things we're trying to 
debate/discuss.

I'm not making such an assumption.  If you could make a good case for
your point of view, the answer to the problem of animal welfare would
be to protect our unfeeling animal property from physical damage.

I don't think so.

That is not the problem you're trying to solve.

So, what is it?

Are you trying to account for something you observed? Are you trying 
to make your position on animals compatible with some idea you 
have? What is to be gained by adding this idea -- that animals suffer -
- to one's worldview? What problem does it solve?

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?

If we add to our worldview a bunch of ideas that don't solve any 
problems, then we're going to have a lot of extra junk getting in the way 
or at least being useless.

Further, this particular idea could cause some trouble for activities such 
as eating steaks. Or it could confuse us when we have to choose 
between saving a human or 1,000 cats.

Whether a proposition is true has nothing to do with whether you find
it inconvenient.

You asked the question of what is to be gained by not believing it.

Since believing it causes inconveniences and problems, then there is 



something to be gained by not believing it.

So I answered your question.

Now you criticize my answer for not being an argument about which idea is 
true. But the question I was addressing is the one you asked: what 
benefits are there for not having the "animals baz" idea?

Do you see how your response is irrelevant? And it further implies that I 
judge truth by personal convenience. That is a very unfair remark that has 
nothing to do with what I said. Will you retract it and refrain from making 
further personal comments about me?

I don't agree that my response it irrelevant.  Have you not stated
that you reject the idea that animals can feel pain?  Have you not
also said that a benefit of rejecting that idea is that doing so makes
it easier to justify eating meat and using animals in research?

I will, however, depersonalize the statement by changing it to,
"Whether a proposition is true has nothing to do with whether *one*
finds it inconvenient."

You asked the question

What is to be gained by subtracting this idea -- that animals suffer
-- from one's worldview?

to which I replied.

Now you complain that I haven't successfully other questions.

Do you agree that I successfully answered your question which I was 
answering?

I don't know what your standard of success is, but I agree that you
answered the question that I asked.

Great. Can we continue that discussion?



You seem to be trying to change the topic, and evaluate whether my answer to 
that question answers a different question to which I have, at other times, given 
a different answer. I don't understand what that has to do with any of the topics 
we're discussing.

What I'd be more interested in is: why did you ask this question, which we agree 
I answered? Did you have a followup in mind? Was it a step towards making 
some point? If we keep at a continuous discussion going across multiple posts, 
maybe we'll get somewhere.

You asked, Why add the idea of animal suffering?  Your question seems
to me to assume that your position enjoys a privileged status as the
default position.  So I turned the question around:  Why subtract the
idea of animal suffering?

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Animal Pain
Date: January 12, 2012 at 4:21 PM

On Jan 12, 2012, at 1:12 PM, Steve Push wrote:

You asked, Why add the idea of animal suffering?  Your question seems
to me to assume that your position enjoys a privileged status as the
default position.  So I turned the question around:  Why subtract the
idea of animal suffering?

Newton's ideas about physics addressed the problem of understanding how 
objects move.

They didn't need any kind of status as a default position. People used them not 
because they are the default but because they were useful to solving problems 
people had.

Default status is not the right way to decide our disagreement.

Instead, we should judge each idea on its merits, not its defaultness. That means 
we consider things like:

- What problem does it address? (e.g. Newton's Laws address the problem of 
predicting motion of objects)

- How does it address it? (e.g., among other things, Newton provided information 
about how to do mathematical some mathematical calculations)

- What is an explanation of why it will work, why it's correct, why it makes any 
sense? (Newton explained this a lot. One topic he talked about was friction and 
inertia.)

- Do we have any criticisms? (e.g. that it predicts some experiments incorrectly 
because it leaves out Einstein's relativistic correction)

Let's consider: how does the animal suffering idea stack up here?

Can anyone lay out why it's a good idea using this procedure?



-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Christopher Collins <ccollins@glebe.bromley.sch.uk> <beginning-of-
infinity@googlegroups.com>
Subject: Re: [BoI] Re: Animal Pain
Date: January 12, 2012 at 4:34 PM

On 12 Jan 2012, at 21:21, "Elliot Temple" <curi@curi.us> wrote:

On Jan 12, 2012, at 1:12 PM, Steve Push wrote:

You asked, Why add the idea of animal suffering?  Your question seems
to me to assume that your position enjoys a privileged status as the
default position.  So I turned the question around:  Why subtract the
idea of animal suffering?

Newton's ideas about physics addressed the problem of understanding
how objects move.

They didn't need any kind of status as a default position. People
used them not because they are the default but because they were
useful to solving problems people had.

Default status is not the right way to decide our disagreement.

Instead, we should judge each idea on its merits, not its
defaultness. That means we consider things like:

- What problem does it address? (e.g. Newton's Laws address the
problem of predicting motion of objects)

- How does it address it? (e.g., among other things, Newton provided
information about how to do mathematical some mathematical
calculations)

- What is an explanation of why it will work, why it's correct, why
it makes any sense? (Newton explained this a lot. One topic he
talked about was friction and inertia.)

- Do we have any criticisms? (e.g. that it predicts some experiments
incorrectly because it leaves out Einstein's relativistic correction)



Let's consider: how does the animal suffering idea stack up here?

Can anyone lay out why it's a good idea using this procedure?

This is becoming decoherent. Please ignore me if I'm missing the issue
here, but I don't understand the relevance of a Newtonian (empirical)
case study whilst exploring a philosophical rational evolutionary
based hegemony. In short, can you please answer your own question?
Chris

-- Elliot Temple
http://fallibleideas.com/

-- 

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Animal Pain
Date: January 12, 2012 at 4:43 PM

On Jan 12, 2012, at 1:34 PM, Christopher Collins wrote:

On 12 Jan 2012, at 21:21, "Elliot Temple" <curi@curi.us> wrote:

On Jan 12, 2012, at 1:12 PM, Steve Push wrote:

You asked, Why add the idea of animal suffering?  Your question seems
to me to assume that your position enjoys a privileged status as the
default position.  So I turned the question around:  Why subtract the
idea of animal suffering?

Newton's ideas about physics addressed the problem of understanding
how objects move.

They didn't need any kind of status as a default position. People
used them not because they are the default but because they were
useful to solving problems people had.

Default status is not the right way to decide our disagreement.

Instead, we should judge each idea on its merits, not its
defaultness. That means we consider things like:

- What problem does it address? (e.g. Newton's Laws address the
problem of predicting motion of objects)

- How does it address it? (e.g., among other things, Newton provided
information about how to do mathematical some mathematical
calculations)



- What is an explanation of why it will work, why it's correct, why
it makes any sense? (Newton explained this a lot. One topic he
talked about was friction and inertia.)

- Do we have any criticisms? (e.g. that it predicts some experiments
incorrectly because it leaves out Einstein's relativistic correction)

Let's consider: how does the animal suffering idea stack up here?

Can anyone lay out why it's a good idea using this procedure?

This is becoming decoherent. Please ignore me if I'm missing the issue
here, but I don't understand the relevance of a Newtonian (empirical)
case study whilst exploring a philosophical rational evolutionary
based hegemony. In short, can you please answer your own question?

Ideas should solve problems.

If they don't, then we have a criticism of them: they don't solve any problem.

That refutes them.

Newton's law was simply an example of a theory and a problem it addressed, to 
demonstrate the Popperian problem-based way of evaluating ideas.

It could just as well have been some other idea, say property.

One of the problems property solves is to provide a dispute resolution 
mechanism. If two people want to read the same hardback book, at the same 
time, they can resolve their dispute by considering who the owner is. So it solves 
that problem by providing an answer that both parties can agree on. One of the 
reasons it works is we only assign one owner to each piece of property. I don't 
have any criticisms.

The point here is an illustration of how to think about and evaluate ideas.

We shouldn't consider ideas by default status, privilege, authority, weight of 
evidence, justification, etc. Instead, we should judge them in the Popperian, 
problem-based way.



I'm unclear if you were asking me what problem the Popperian problem-based 
way of consider ideas solves itself. I'll answer.

It solves the problem of helping us figure out which ideas are good or bad. It does 
this by providing criteria we can use. These are effective because they focus us 
on important issues like judging whether an idea actually solves the problem it 
purports to solve (which involves considering what problem that is). It also 
reminds us to think critically (it is not unique in that). I don't have any criticisms.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: TCS-Coercion as an explanation for adult problems
Date: January 12, 2012 at 4:43 PM

On Jan 10, 3:02 pm, Elliot Temple <c...@curi.us> wrote:
You seem to be objecting to ideas with reach, on principle..?

No.

Sin is not a bad idea because it has broad use. That isn't what's wrong with it.

Correct. Sin is a bad idea because among other reasons, it purports to
explain things it doesn't actually explain.

You also seem to have taken "it was TCS-coercion" as something like the final 
word on the matter, when it's simply one important (and true) thing to know 
about the issue, but does not tell you everything you might want to know.

My objection wasn't that TCS-coercion was your final word on the
matter. It was that there are other explanations for some food
problems and solutions than TCS-coercion.

Remember you started this thread with a categorical statement about
diets: "US culture (and others) endorse a variety of irrational ways
of thinking about food. Every diet qualifies."  I have no objection to
the first sentence; it's the last one that I criticize.

It basically is the cause for many (but not all) dietary and other irrationalities.

Here you equivocate on your original statement a bit, which is good
but I don't think your qualification goes far enough. Here are the
qualifications I think are true:
(1) Not all diets are irrational (though many are).
(2) Not all irrational diets can be explained by some form of TCS-
coercion (though many can be).

But whether it's a "good explanation" (for you) depends on what problem you 
are trying to solve.

If you want to understand human behavior broadly, it is useful.



If you want to know what area of human life to reform to have the most impact 
on how much irrationality there is in 100 years, then it's useful.

Interesting assertion. I don't have much of an opinion on that at
present.

If you want to solve your personal problems, it's mildly useful -- better to know 
this truth than to believe some mistake -- but you're also going to need some 
explanations relating to the specific details of your life.

And you sometimes don't even need to know much if anything about the initial 
causes of problems in order to solve them.

Correct, but a misunderstanding of the cause can hamper the formation
of an effective solution. Some time ago we discussed the use of
philosophy as a means to achieve smoking cessation. I remain
unconvinced that reading Popper and Rand would help many people quit
smoking, not because I find anything wrong with Popper or Rand's
philosophy as applied to smoking per se, but because it's an approach
that misapprehends the cause of people continuing to smoke despite a
stated desire to quit.

However, because TCS-coercion causes so many problems, and such large 
ones, it overshadows some of the more usual problems that come simply from, 
generically, people thinking about how to solve their problems and making 
mistakes.

I am not convinced that TCS-coercion (as distinct from traditionally
defined coercion and also the mere presence of irrational ideas)
actually does cause so many problems and such large ones. I'm not
saying that it can't or doesn't cause problems, just not so many /
such large problems as your statement implies.

Do you doubt that the way people are treated for the first 20 years of their life 
has a dramatic effect on the rest of their life? And that, in particular, the ways 
they are hurt by the people with power over them matters a lot?

No I don't doubt that. What I doubt is the TCS-coercion centered model
of "hurt," just as I doubt the sin-centered model of "hurt". Both



models do describe quite a few things that are, indeed, hurt. But I
think they also describe some things that are not hurt, fail to
describe some things that are hurt, and sometimes place too much or
too little emphasis on an area even when they get the "hurt/not hurt"
question about that area right.

There are powerful, pervasive forces in the world behind many things. You seem 
to be rejecting this on principle.

No, I'm not.

Do you disagree with any of BoI's content on static memes?

No. Though I have read Ch 15 I haven't yet studied it in depth. So
it's possible I'm disagreeing with something in BoI I didn't notice.

Static memes are spread, most of all, by parenting behaviors. Including, 
importantly, TCS-coercive parenting behaviors.

Memes are powerful and apply to many areas of life (because *ideas* are a 
dominant part of all areas of life). They are not Gods, yet they are relevant to 
many questions (certainly not all).

Perhaps what you're having a problem with is the flexibility and adaptability of 
some memes: that the same meme can manifest in a variety of different ways 
that are, superficially, very different. Is that the issue?

No. It is the (seemingly) knee-jerk assumption that whenever we see
irrational behavior it must have been caused by TCS-coercion.

This is an attempt to solve a different problem than the one that meme theory, in 
its general form, solves.

This is geared towards directly helping people address and understand their 
personal problems in a personally relevant way.

It's more like a self-help book than a philosophy book.

True. But your initial statement that all diets are irrational,
impacts upon personally relevant scenarios which is why I brought it



up. With the qualifications I proposed we could safely confine our
discussion to philosophy. But if we assert, as you did, that all diets
are irrational then we can't avoid dealing with the impact of that
assertion upon specific personal situations because by definition it
applies to all of them.

I think it is, essentially, compatible with the things I've been saying. Do you see 
a contradiction? It looks to me like something of an attempt to explain how some 
memes work.

The contradiction is in terms of scope, rather than the specific
outcome within the scope of my (narrower) proposal.

I don't know if the above explanation is true or not, but it may very
well be. It is harder to vary than a generic explanation about TCS-
Coercion of food choices.

Why do you see them as competing rivals? The explanation you gave involved 
parental TCS-coercion and provided some specific details which don't seem to 
contradict any of my main points.

They are competing rivals in terms of scope. Mine only claims to
explain some behavior (excess sugar consumption) in some
circumstances, but it does so in a way that's specifically
understandable. Yours claims to explain all irrational food-related
behavior, but it does so in a way that's non-specific and not causally
understandable.

It wouldn't apply if sugar coercion
continues unabated during special occasions.

Yes but actually the main substance has more reach than that. It's not too hard 
to generalize it a bit more: if sugar coercion varies at all, then people could 
associate sugar with whatever the variation varies by. And continue from there 
similarly to above.

You've missed the key difference I was attempting to convey. If sugar
coercion does not vary, then my proposed explanation would not predict
irrational sugar consumption later on. The generic TCS-coercion



explanation would predict irrational sugar consuption later on
regardless of the presence or type of variation in sugar coercion,
*but it offers no specific explanation for why this should be so*.
Perhaps you can easily propose such an explanation - but as soon as
you do, then you've gone beyond the simple "TCS-coercion" causal
explanation that I am criticizing for its vagueness. And, I suspect
such a proposal would also leave some "holes" - possibilities for
irrational food consumption to occur that are not explained by your
description.

Meme theory is subject to falsification in the same way other abstract 
philosophy is. But meme theory itself cannot be falsified just because our 
understanding of a particular meme turns out to be wrong. Meme theory itself is 
a separate thing from our guesses at how particular memes work.

Meme theory is discussed in BoI and I think it's useful (for some, not all, 
purposes). There is a logic to how memes do and don't work that can help us 
learn some things about them (though it certainly doesn't make it easy to know 
everything we might want to know or solve all our personal problems).

Yes, but TCS-coercion is not interchangeable with meme theory. Memes
that cause irrational eating habits may not, themselves, have been
caused by TCS-coercion. And per my qualification statements above, not
all diets are themselves the result of irrational memes.

Our lack of knowledge in an area does not constitute a license to
accept a generic statement of causality regarding that area. That's
like the religious people who claim that because we don't have an
explanation for how something or other happened without God, God must
have done it. I agree there's a lot about food related static memes we
don't know, but it seems to me that we have to actually do the work of
learning about those things before we could make blanket statements of
the form that you made regarding causality.

--Jason



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] A child does something seemingly bad. What to do?
Date: January 12, 2012 at 5:01 PM

So lets say that a child does something seemingly bad. But the parent can't
be sure that the child did it intentionally, because the parent is
fallible. So the parent decides to ask the child a question to find out
whether it was intentional or not. Which is the most effective question? If
you like, rank the questions by potential effectiveness and explain your
reasons.

^ Why did you do X?

^ What were you feeling when X happened?

^ What were you feeling when you did X?

^ What were you thinking when you did X?

-- Rami

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Ketamine experiment (Was: Ambiguity of the word pain)
Date: January 12, 2012 at 5:05 PM

On 12 Jan 2012, at 5:05pm, Steve Push wrote:

On Jan 12, 6:19 am, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 6:25am, Steve Push wrote:

Ketamine reduces pain in humans by decreasing the emotional response
to painful stimuli.  It does not block pain signals from reaching the
cortex, as other anesthetics and analgesics do.  And it is effective
in animals.  If animals were incapable of having subjective feelings
of pain, ketamine should not work on them.

What should we expect the experimental results to be if the information flow in 
brains receiving input from pain receptors were something like this:

(1) Sensory nerves -->
(2) Unconscious processing, deciding what sort of stimulus this is and where in 
the body etc -->
(3) Unconscious processing, translating that input according to a genetically 
fixed algorithm into output suitable for causing motor and other systems to 
engage fight/flight/evasion/signalling etc -->

(3+) [In humans only: A process that receives inputs from the outputs of (2) 
and (3), and engages in human-type conscious and unconscious thought, 
including interpreting them as qualia, creating explanations and interpretations 
of them, and choosing to do anything from passing the inputs on unchanged to 
replacing them completely.] -->

(4) Signals sent to motor and other systems, to cause behaviour.

and if the effect of ketamine was to prevent the output of process (3) from 
being forwarded anywhere, while the effect of pain killers was to prevent the 
output of stage (1) and/or (2) from being forwarded anywhere?

In your hypothetical situation, I would expect that neither humans nor
animals on ketamine would have any signs, symptoms, or awareness of
pain.



Why is it impossible that stage 3+, in the presence of ketamine, would include 
qualia associated with awareness that pain is present (from the output of stage 2, 
which is unaffected by the ketamine) but lack the qualia associated with wanting 
to avoid the pain (such qualia being the usual consequence of receiving the 
output of stage 3, which is suppressed by ketamine)?

-- David Deutsch



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] A child does something seemingly bad. What to do?
Date: January 12, 2012 at 7:20 PM

On 1/12/2012 10:01 PM, Rami Rustom wrote:
So lets say that a child does something seemingly bad. But the parent can't be
sure that the child did it intentionally, because the parent is fallible.

The parent also can't be sure that the thing is actually bad.

So the parent decides to ask the child a question to find out whether it was
intentional or not.

That seems kinda odd to me: if the parent thinks the action is bad, then they must 
have some criticism of it; and if they have some criticism of it, then the child will 
want to avoid making the same mistake again regardless of whether it was 
intentional. The child is better served - and the parent reaches a faster 
understanding - by starting with the criticism.

However, some criticisms - like "what you're doing will stop you achieving X 
because..." - might be unhelpful if the parent is mistaken about what the child is 
actually trying to achieve. So it's often good for the parent to check that they've 
assessed the child's intentions correctly, but "what are you aiming to do?" is a 
better question than "are you aiming to do X?" because if the answer to the latter 
question is "no" then the parent will just have to ask the former question anyway.

- Richard

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] A child does something seemingly bad. What to do?
Date: January 12, 2012 at 7:59 PM

On Jan 12, 2012 6:20 PM, "Richard Fine" <richard.fine@gmail.com> wrote:

On 1/12/2012 10:01 PM, Rami Rustom wrote:

So lets say that a child does something seemingly bad. But the parent can't be
sure that the child did it intentionally, because the parent is fallible.

The parent also can't be sure that the thing is actually bad.

And you mean in all situations, right? Fallibility of the judge. This
is like the idea of innocent until proven guilty.

So the parent decides to ask the child a question to find out whether it was
intentional or not.

That seems kinda odd to me: if the parent thinks the action is bad, then they 
must have some criticism of it; and if they have some criticism of it, then the 
child will want to avoid making the same mistake again regardless of whether it 
was intentional. The child is better served - and the parent reaches a faster 
understanding - by starting with the criticism.

However, some criticisms - like "what you're doing will stop you achieving X 
because..." - might be unhelpful if the parent is mistaken about what the child is 
actually trying to achieve. So it's often good for the parent to check that they've 
assessed the child's intentions correctly, but "what are you aiming to do?" is a 
better question than "are you aiming to do X?" because if the answer to the 
latter question is "no" then the parent will just have to ask the former question 
anyway.

So here's another try: Lets say that a child does something seemingly
bad. But the you can't be sure that the action was in fact bad, and
even if it was bad, whether the child did it intentionally or not.



X is the seemingly bad act.
Y is the child's goal.

First attempt to learn Y by asking:

"Can I help? ... What are you aiming to do?"
If she doesn't answer or her answer isn't productive, Then ask:
"When X happened, what were you aiming to do?

Once you've learned Y, Then:
^ If Y is good, Then say: "What you're doing [X] will stop you
achieving Y because..."  Then drop the subject, right?
^ If Y is bad, Then say: "This is why I think this goal is bad. yadda
yadda yadda. What do you think?" [which is like saying, 'Do you have
any criticisms?']

What do you think?

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Pulling the plug...
Date: January 12, 2012 at 8:24 PM

On Jan 10, 2012, at 5:55 AM, Rami Rustom wrote:

So a liberal view says that suicide is ok, because someone who is
experiencing great distress, should have the choice to end that
distress in which ever way she chooses [so long as she does not
infringe upon anothers' rights]. Another reason is that a person did
not choose to come into existence, so that person should have the
choice to reverse this decision that was made for them.

Another reason is that people own themselves, and should have freedom.

If anyone is interested in the topic of suicide, as well as physician assisted 
suicide, I strongly recommend Szasz's _Fatal Freedom_.

And this idea intersects with the idea of healthcare. And I think a
liberal view says that healthcare should not be paid for by government
at all [including for the old and young]. For now I'll hold on the
idea of the young until we've resolved the matter of the old.

The old are getting older and the healthcare costs are rising
dramatically. Keeping somebody alive at 100 y.o. costs considerably
more than at 90, which costs considerably more than at 80, and so on.
And the way it stands now, the middle aged are paying for it. But the
ratio of non-working vs working is quickly getting larger. So this
seems like another spiral effect situation. And spiral effects don't
end well. So what is the solution?

That people provide for themselves.

Or *persuade* others to do it (such as family members or charities).

Consider this thought experiment. A 90 year old has an accident and
almost dies; she slips into a coma. She is hooked up to machines that
keep her alive. Her family hopes that she recovers. Time passes. She's



still hooked up to machines because her family hopes that she
recovers. If she were conscious she might ask to be unplugged; but we
have no way of knowing. More time passes. Her family still hopes. More
time passes. They still hope. Where does this end? When her body
finally fails? Is this the right solution?

If she didn't leave a DNR or some other document expressing her wishes, then 
there are rules about who is in charge when she can't speak for herself. Unless 
she specified otherwise, I think it will be her husband (if alive) and next her 
parents (if alive) and next her children. The exact details of who comes first isn't 
too important. We've got a procedure. Whoever is in charge can decide what to 
do (and pay for it, with her money or his own, or the money of anyone else who is 
persuaded to pay).

Now lets add the idea that
the entire hospital stay was paid for by taxpayers. Is this
acceptable? What if this went on for 20 years? What if this scenario
happens 100 years from now when our technology is better and people
can be kept alive indefinitely, i.e. their body does not fail. Is it
right to keep her body alive for hundreds of years or for ever while
taxpayers are footing the bill?

I don't want to pay for other people to do that. I think there are better uses of the 
money and I'll spend it on that.

Absolutely not. So the question is, where does the line get drawn? I
think its simple. There is no line to be drawn. Either an old person
pays for their healthcare to stay alive or she doesn't and dies. This
seems cold, but if you disagree with me, then consider the above
thought experiment; where would you draw the line? And if you choose a
position on this scale to draw this line, what will you do when the
scale changes [as it necessarily will as older technology gets cheaper
and new technology arises]? Will you try to move the line with the
scale? How would you choose that? What rational process would you use
to make such choices?

And I'm not suggesting that old people should die. Their children
could pay for them. And if they don't want to, why should I have to



pay for someone else's old parents? I have the choice to pay for my
parents when they are old. And I want to retain the option to not pay
for somebody else's old parents.

What do you think?

I think voluntary action is good.

And also you have to be careful taking away Government handouts which people 
had good reason to expect and reasonably planned to use in the future.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Pulling the plug...
Date: January 12, 2012 at 8:49 PM

On Thu, Jan 12, 2012 at 7:24 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 5:55 AM, Rami Rustom wrote:

So a liberal view says that suicide is ok, because someone who is
experiencing great distress, should have the choice to end that
distress in which ever way she chooses [so long as she does not
infringe upon anothers' rights]. Another reason is that a person did
not choose to come into existence, so that person should have the
choice to reverse this decision that was made for them.

Another reason is that people own themselves, and should have freedom.

If anyone is interested in the topic of suicide, as well as physician assisted 
suicide, I strongly recommend Szasz's _Fatal Freedom_.

And this idea intersects with the idea of healthcare. And I think a
liberal view says that healthcare should not be paid for by government
at all [including for the old and young]. For now I'll hold on the
idea of the young until we've resolved the matter of the old.

The old are getting older and the healthcare costs are rising
dramatically. Keeping somebody alive at 100 y.o. costs considerably
more than at 90, which costs considerably more than at 80, and so on.
And the way it stands now, the middle aged are paying for it. But the
ratio of non-working vs working is quickly getting larger. So this
seems like another spiral effect situation. And spiral effects don't
end well. So what is the solution?

That people provide for themselves.

Or *persuade* others to do it (such as family members or charities).

I think that there already exists a good idea for this. At the point
of sale at many grocery stores, the clerk asks if you would like to



donate $1 to some specific charity. I'd like to take this further and
offer a variety of amounts to a variety of charities including
specific people in need who live nearby. For the local persons in
need, showing on the front-facing screen is a picture of the person,
the amount needed to cover the healthcare, the amount already donated,
and contact information so that the customer could donate a lot of
money directly to the person in need. The local persons in need should
have an easy way to include themselves in this network of
point-of-sale systems, lets say an internet site.

Businesses that are socially aware, would make sure to install
point-of-sale systems that offer this service. This would be a good
meme that would replicate because customers might be more likely to
buy from them as opposed to businesses that don't do this.

Businesses can take it even further by donating 10% of the customer's
donation out of their pockets. In this way, the business is driving
donations. Again a good meme that would replicate.

With today's technology, all of this is very easy to accomplish. :)

Consider this thought experiment. A 90 year old has an accident and
almost dies; she slips into a coma. She is hooked up to machines that
keep her alive. Her family hopes that she recovers. Time passes. She's
still hooked up to machines because her family hopes that she
recovers. If she were conscious she might ask to be unplugged; but we
have no way of knowing. More time passes. Her family still hopes. More
time passes. They still hope. Where does this end? When her body
finally fails? Is this the right solution?

If she didn't leave a DNR or some other document expressing her wishes, then 
there are rules about who is in charge when she can't speak for herself. Unless 
she specified otherwise, I think it will be her husband (if alive) and next her 
parents (if alive) and next her children. The exact details of who comes first isn't 
too important. We've got a procedure. Whoever is in charge can decide what to 
do (and pay for it, with her money or his own, or the money of anyone else who 
is persuaded to pay).



Now lets add the idea that
the entire hospital stay was paid for by taxpayers. Is this
acceptable? What if this went on for 20 years? What if this scenario
happens 100 years from now when our technology is better and people
can be kept alive indefinitely, i.e. their body does not fail. Is it
right to keep her body alive for hundreds of years or for ever while
taxpayers are footing the bill?

I don't want to pay for other people to do that. I think there are better uses of the 
money and I'll spend it on that.

Absolutely not. So the question is, where does the line get drawn? I
think its simple. There is no line to be drawn. Either an old person
pays for their healthcare to stay alive or she doesn't and dies. This
seems cold, but if you disagree with me, then consider the above
thought experiment; where would you draw the line? And if you choose a
position on this scale to draw this line, what will you do when the
scale changes [as it necessarily will as older technology gets cheaper
and new technology arises]? Will you try to move the line with the
scale? How would you choose that? What rational process would you use
to make such choices?

And I'm not suggesting that old people should die. Their children
could pay for them. And if they don't want to, why should I have to
pay for someone else's old parents? I have the choice to pay for my
parents when they are old. And I want to retain the option to not pay
for somebody else's old parents.

What do you think?

I think voluntary action is good.

And also you have to be careful taking away Government handouts which 
people had good reason to expect and reasonably planned to use in the future.

So we could make a change to the system for newborns while still
honoring the old system for the living.



-- Rami



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] A child does something seemingly bad. What to do?
Date: January 12, 2012 at 9:01 PM

On Thu, Jan 12, 2012 at 2:01 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
So lets say that a child does something seemingly bad. But the parent can't
be sure that the child did it intentionally, because the parent is fallible.
So the parent decides to ask the child a question to find out whether it was
intentional or not. Which is the most effective question? If you like, rank
the questions by potential effectiveness and explain your reasons.

^ Why did you do X?

^ What were you feeling when X happened?

^ What were you feeling when you did X?

^ What were you thinking when you did X?

All of these, in the context of a normal parent/child relationship,
prompt the child to lie and invade his privacy.

A better question to find out if he did X intentionally is, "Did you
do X intentionally or unintentionally?"

Or perhaps, "When you were doing Y, I think one of the consequences
was X. We're you intending X?"

The above questions were all indirect. This is direct.

A better focus would be on helping the child rather than trying to
diagnose how bad he is.

Suppose you have a job as an assistant. Your boss does something
seemingly bad. What do you say?

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] A child does something seemingly bad. What to do?
Date: January 12, 2012 at 10:27 PM

On Jan 12, 2012 8:01 PM, "Anonymous Person" <unattributedemail@gmail.com> 
wrote:

On Thu, Jan 12, 2012 at 2:01 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
So lets say that a child does something seemingly bad. But the parent can't
be sure that the child did it intentionally, because the parent is fallible.
So the parent decides to ask the child a question to find out whether it was
intentional or not. Which is the most effective question? If you like, rank
the questions by potential effectiveness and explain your reasons.

^ Why did you do X?

^ What were you feeling when X happened?

^ What were you feeling when you did X?

^ What were you thinking when you did X?

All of these, in the context of a normal parent/child relationship,
prompt the child to lie and invade his privacy.

I think all but 1 of them might have the effect you mentioned because
they seem to *point* at the child rather than at X. I think that "What
were you feeling when X happened?" doesn't do this and so wouldn't
prompt lying.

I'm confused by the invade privacy thing. What if the child is really
young and doesn't know how to think about cause and effect. Doesn't my
question help with this?

A better question to find out if he did X intentionally is, "Did you
do X intentionally or unintentionally?"

Rewording for a really young child, "Did you do X on purpose or was it
an accident?"  But this seems as though the parent is assuming the



first thing. So how about "Was this an accident?" But then the child
might take the easy way out by saying, "Yes, it was an accident." So
then what?

Or perhaps, "When you were doing Y, I think one of the consequences
was X. We're you intending X?"

Rewording for a really young child, "When you were doing Y, I think
that caused X. Is that what you wanted?"  But this seems to point at
the child. So how about: "When Y happened, I think it caused X. Is
that what you wanted?"

The above questions were all indirect. This is direct.

A better focus would be on helping the child rather than trying to
diagnose how bad he is.

Yes a better focus.

Suppose you have a job as an assistant. Your boss does something
seemingly bad. What do you say?

Not sure. Don't have any experience with the reverse role setup. What
are your ideas on this?

I'll answer a different one where the boss notices something that a
manager does seemingly bad. Note that the boss is not to undermine the
manager. And the manager knows more about the situation than the boss.
The boss only helps with direction and mentoring. The manager does the
managing.

"I think there might be a problem with X and I think it might have
been caused by Y. What do you think?"

-- Rami



-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems
Date: January 12, 2012 at 11:42 PM

On Jan 12, 2012, at 1:43 PM, Jason wrote:

On Jan 10, 3:02 pm, Elliot Temple <c...@curi.us> wrote:
You seem to be objecting to ideas with reach, on principle..?

No.

OK. Cool.

Sin is not a bad idea because it has broad use. That isn't what's wrong with it.

Correct. Sin is a bad idea because among other reasons, it purports to
explain things it doesn't actually explain.

OK, I'll agree that's one flaw it has.

You also seem to have taken "it was TCS-coercion" as something like the final 
word on the matter, when it's simply one important (and true) thing to know 
about the issue, but does not tell you everything you might want to know.

My objection wasn't that TCS-coercion was your final word on the
matter. It was that there are other explanations for some food
problems and solutions than TCS-coercion.

Remember you started this thread with a categorical statement about
diets: "US culture (and others) endorse a variety of irrational ways
of thinking about food. Every diet qualifies."  I have no objection to
the first sentence; it's the last one that I criticize.

It basically is the cause for many (but not all) dietary and other irrationalities.

Here you equivocate on your original statement a bit, which is good



but I don't think your qualification goes far enough. Here are the
qualifications I think are true:
(1) Not all diets are irrational (though many are).

Not all *possible* diets are irrational. But all the mainstream ones are. Can you 
give a counter example?

Let me add that it's possible you're reading the word "diet" differently than 
intended. Some people are allergic to shrimp. Or allergic to bees. Or susceptible 
to arsenic. So they don't eat those. I don't consider that a "diet" and it isn't the 
kind of thing I was referring to.

(2) Not all irrational diets can be explained by some form of TCS-
coercion (though many can be).

What do you mean "explained by"? Fully explained? No. Can the appeal of all 
irrational diets be partially explained by and traced back to TCS-coercion? Yes. 
There is, every single time, some TCS-coercion involved.

That does not mean that if all TCS-coercion ceased there would be no irrationality 
or no irrational diets. But that is not the situation today.

But whether it's a "good explanation" (for you) depends on what problem you 
are trying to solve.

If you want to understand human behavior broadly, it is useful.

If you want to know what area of human life to reform to have the most impact 
on how much irrationality there is in 100 years, then it's useful.

Interesting assertion. I don't have much of an opinion on that at
present.

If you want to solve your personal problems, it's mildly useful -- better to know 
this truth than to believe some mistake -- but you're also going to need some 
explanations relating to the specific details of your life.

And you sometimes don't even need to know much if anything about the initial 
causes of problems in order to solve them.



Correct, but a misunderstanding of the cause can hamper the formation
of an effective solution.

Your "can" statement does not contradict my "sometimes" statement.

Some time ago we discussed the use of
philosophy as a means to achieve smoking cessation. I remain
unconvinced that reading Popper and Rand would help many people quit
smoking, not because I find anything wrong with Popper or Rand's
philosophy as applied to smoking per se, but because it's an approach
that misapprehends the cause of people continuing to smoke despite a
stated desire to quit.

The cause of that is, broadly, bad thinking. (You disagree? What is it, then?)

Getting better at thinking is a step in the right direction.

It's not the only path to a solution, but it is meaningful progress that could lead to 
a solution.

However, because TCS-coercion causes so many problems, and such large 
ones, it overshadows some of the more usual problems that come simply from, 
generically, people thinking about how to solve their problems and making 
mistakes.

I am not convinced that TCS-coercion (as distinct from traditionally
defined coercion and also the mere presence of irrational ideas)

I think you must have misunderstood something about our view.

TCS-coercion is not distinct. You can't separate it like that.

Traditionally defined coercion causes TCS-coercion with pretty high reliability.

actually does cause so many problems and such large ones. I'm not
saying that it can't or doesn't cause problems, just not so many /
such large problems as your statement implies.



Do you doubt that the way people are treated for the first 20 years of their life 
has a dramatic effect on the rest of their life? And that, in particular, the ways 
they are hurt by the people with power over them matters a lot?

No I don't doubt that. What I doubt is the TCS-coercion centered model
of "hurt," just as I doubt the sin-centered model of "hurt". Both
models do describe quite a few things that are, indeed, hurt. But I
think they also describe some things that are not hurt,

Example?

fail to
describe some things that are hurt,

Example?

and sometimes place too much or
too little emphasis on an area even when they get the "hurt/not hurt"
question about that area right.

Example?

There are powerful, pervasive forces in the world behind many things. You 
seem to be rejecting this on principle.

No, I'm not.

OK, great.

Do you disagree with any of BoI's content on static memes?

No. Though I have read Ch 15 I haven't yet studied it in depth. So
it's possible I'm disagreeing with something in BoI I didn't notice.

OK. I'll point it out if I think there's a disagreement.



Static memes are spread, most of all, by parenting behaviors. Including, 
importantly, TCS-coercive parenting behaviors.

Memes are powerful and apply to many areas of life (because *ideas* are a 
dominant part of all areas of life). They are not Gods, yet they are relevant to 
many questions (certainly not all).

Perhaps what you're having a problem with is the flexibility and adaptability of 
some memes: that the same meme can manifest in a variety of different ways 
that are, superficially, very different. Is that the issue?

No. It is the (seemingly) knee-jerk assumption that whenever we see
irrational behavior it must have been caused by TCS-coercion.

There is no such assumption for *all* irrational behavior.

There's a big difference between:

1) unique, individual irrational behavior

2) common irrational behavior, across many people and multiple generations

Then within category (2) we can differentiate between whether it's memetic or 
logic-of-the-situation.

So now we're considering only the common, memetic irrationalities. How are 
static memes passed down? It involves the disabling of critical faculties in at least 
a narrow area. How is that done? It involves TCS-coercion.

Every single time? I don't know. Most times? Yes. And if you pick a common case 
like diet, then I am familiar with common ways parents TCS-coerce over food 
(and you are familiar with it too), so that makes it easy to judge if there is TCS-
coercion involved in the meme.

This is an attempt to solve a different problem than the one that meme theory, 
in its general form, solves.



This is geared towards directly helping people address and understand their 
personal problems in a personally relevant way.

It's more like a self-help book than a philosophy book.

True. But your initial statement that all diets are irrational,
impacts upon personally relevant scenarios which is why I brought it
up. With the qualifications I proposed we could safely confine our
discussion to philosophy. But if we assert, as you did, that all diets
are irrational then we can't avoid dealing with the impact of that
assertion upon specific personal situations because by definition it
applies to all of them.

Right. My position on food fads is more like a self-help book, with some 
philosophy too. My broad position on the presence of TCS-coercion in passing on 
irrational memes is more philosophical.

I think it is, essentially, compatible with the things I've been saying. Do you see 
a contradiction? It looks to me like something of an attempt to explain how 
some memes work.

The contradiction is in terms of scope, rather than the specific
outcome within the scope of my (narrower) proposal.

I don't think I follow. Could you clarify the contradiction?

I don't know if the above explanation is true or not, but it may very
well be. It is harder to vary than a generic explanation about TCS-
Coercion of food choices.

Why do you see them as competing rivals? The explanation you gave involved 
parental TCS-coercion and provided some specific details which don't seem to 
contradict any of my main points.

They are competing rivals in terms of scope. Mine only claims to



explain some behavior (excess sugar consumption) in some
circumstances, but it does so in a way that's specifically
understandable. Yours claims to explain all irrational food-related
behavior, but it does so in a way that's non-specific and not causally
understandable.

How does that make for a contradiction?

Are you using "contradiction" loosely to refer to ideas which themselves do not 
contradict, but are offered (you believe) by differing or contradictory 
methodologies or worldviews?

It wouldn't apply if sugar coercion
continues unabated during special occasions.

Yes but actually the main substance has more reach than that. It's not too hard 
to generalize it a bit more: if sugar coercion varies at all, then people could 
associate sugar with whatever the variation varies by. And continue from there 
similarly to above.

You've missed the key difference I was attempting to convey. If sugar
coercion does not vary, then my proposed explanation would not predict
irrational sugar consumption later on.

So you're saying if you keep a constant level of sugar coercion -- e.g. 100%, no 
sugar ever -- then you believe the child is going to grow up, gain the freedom to 
eat sugar, and definitely be rational about it?

I find that implausible.

The generic TCS-coercion
explanation would predict irrational sugar consuption later on
regardless of the presence or type of variation in sugar coercion,
*but it offers no specific explanation for why this should be so*.

TCS-coercing children (hurting them, making them suffer) can be categorized into 
two groups:



1) non-traditional, which causes unpredictable harm

2) traditional, which is part of the process of passing on memes. The explanation 
of why this type of TCS-coercion has predictable effects is the memes have 
evolved knowledge of how to cause those effects. The explanation of why the 
type and intensity of TCS-coercion varies is that the memes have evolved 
knowledge of how to be flexible and tune parental behavior to the individual child. 
These memes have knowledge that is more refined than one-size-fits-all.

Perhaps you can easily propose such an explanation - but as soon as
you do, then you've gone beyond the simple "TCS-coercion" causal
explanation that I am criticizing for its vagueness. And, I suspect
such a proposal would also leave some "holes" - possibilities for
irrational food consumption to occur that are not explained by your
description.

What do you mean "explained by"? I never claimed to be giving a complete 
explanation. But if on the other hand you're claiming that the TCS-coercion 
regarding food, in service of static memes, was irrelevant, then I disagree. By 
what process would it become completely irrelevant to the person's later eating?

Meme theory is subject to falsification in the same way other abstract 
philosophy is. But meme theory itself cannot be falsified just because our 
understanding of a particular meme turns out to be wrong. Meme theory itself 
is a separate thing from our guesses at how particular memes work.

Meme theory is discussed in BoI and I think it's useful (for some, not all, 
purposes). There is a logic to how memes do and don't work that can help us 
learn some things about them (though it certainly doesn't make it easy to know 
everything we might want to know or solve all our personal problems).

Yes, but TCS-coercion is not interchangeable with meme theory.

They are major connections, as discussed above.

Memes that cause irrational eating habits may not, themselves, have been 
caused by TCS-coercion.



Example?

And per my qualification statements above, not
all diets are themselves the result of irrational memes.

Our lack of knowledge in an area does not constitute a license to
accept a generic statement of causality regarding that area. That's
like the religious people who claim that because we don't have an
explanation for how something or other happened without God, God must
have done it. I agree there's a lot about food related static memes we
don't know, but it seems to me that we have to actually do the work of
learning about those things before we could make blanket statements of
the form that you made regarding causality.

Popper's philosophy of science applies to microbiology.

Can I say that, and can it mean anything useful, without my first learning the 
specifics of microbiology?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 13, 2012 at 2:16 AM

On Thu, Jan 5, 2012 at 12:20 AM, stephen.push@gmail.com
<stephen.push@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years old.
He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.  In the 1950s and 1960s, other researchers
found similar patterns of magnetism in lava flows in Iceland and
several areas of the seafloor.  Earth scientists now believe that the
earth's magnetic field has reversed many times over the last 200
million years.  (These facts are from Chapter 1 of Plate Tectonics: An
Insider's History of the Modern Theory of the Earth by Naomi Oreskes,
Cambridge, Mass.: Westview Press, 2003.)

Implicit in this field reversal hypothesis is the belief that all lava
flows and seafloors will show the same pattern of alternating magnetic
orientation throughout the world.  Any deviation from this pattern
that could not be explained by later processes, such a faulting, would
refute the hypothesis.  The belief in the universal pattern of
magnetic orientation could not have been deduced from the magnetic
reversal hypothesis, because the idea of magnetic reversals did not
occur to anyone until after the magnetic pattern had been observed.

I submit that the generalization that all lava floors and seafloors
display the same pattern of alternating magnetic orientations was
induced from the specific observations made in a few areas.

This walks us through some parts of the process. But there is a



specific part, called "inducing" (or "generalizing") which it doesn't
walk us through. How does that part work?

In particular:

You have a set of observation data.

This set is logically consistent with infinitely many generalizations.

But you "induce" one generalization, and not the others.

So inducing must be, at least in some abstract way, a method of
choosing one idea out of this infinite set. (Or perhaps a small number
of ideas rather than just one.)

How is that done? Why is one logically possible idea the result of
inducing, and another isn't? What differentiates them?



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 13, 2012 at 2:29 AM

On Thu, Jan 5, 2012 at 9:25 AM, stephen.push@gmail.com
<stephen.push@gmail.com> wrote:

On Jan 5, 9:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

He could just have proposed conjectures and looked to see if those 
conjectures explained the data, or he could have heard of conjectures 
proposed by other people and decided to test them.

If Matuyama got the idea from Brunhes and Mercanton, that fact would
just push the question back to how Brunhes and Mercanton came up with
the idea.  It was not the most parsimonious explanation given what was
known at the time.  Oreskes points out that most geologists thought
“the data were unstable.  Perhaps some minerals did not record the
surrounding field, but somehow reversed direction.  Or perhaps the
polarities were altered by later events.”  Oreskes also notes “the
origin of the earth’s field was then unknown; to postulate reversals
in a field of unknown origin was speculative in the extreme.”

Neither Brunhes and Mercanton nor Matuyama came up with this idea in a
vacuum.  They were responding to data.  Their insight was to reject
the idea that the data were unstable and reason that the data would be
consistent throughout the earth.  That is an instance of induction.

This says they were "responding to the data". But so were the people
who they disagreed with.

The data did not guide their colleagues to the same response that
Brunhes et al. decided on.

So the data must have been ambiguous or unclear, right? There is some
key part of this story other than the data.

Both groups had the data and paid attention to it -- that part is the
same -- but there is some other part which is different, and which is
crucial to explaining what happened.



It took an imaginative, speculative conjecture to make the break
through, not merely "responding to data".

How does one explain this thing that is not responding to the data in
an inductivist worldview? What was it and how does it work?

In the Popperian view, rather than responding to *data*, people
respond to *problems*: they use imagination and creativity to try to
come up with ideas which address the *problems* (not data) which they
are thinking about. (Some problems, of course, do reference or involve
some data.) And they criticize their ideas by how well they solve the
problems and other ways (including whether they are refuted by data,
or not).

replication of earlier results increases the probable
truth of the hypothesis.

How much?

Can anyone give a worked example with numbers?



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 13, 2012 at 2:48 AM

On Sat, Jan 7, 2012 at 7:48 AM, stephen.push@gmail.com
<stephen.push@gmail.com> wrote:

On Jan 7, 5:48 am, Richard Fine <richard.f...@gmail.com> wrote:

On 7 Jan 2012, at 01:18, stephen.p...@gmail.com wrote:

On Jan 6, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If I didn't know why they had died I wouldn't drink the water because I would 
have a criticism of the course of action of drinking the water. Ordinarily I 
would expect that the water would be okay because I would have the 
conjecture that this clear liquid is water and that I need water to live, but if 
three people die after drinking it, one of the possible explanations is that 
there is some poison in the water and so it's not safe.

That is an instance of induction.  According to OED definition 7a,
induction is the “process of inferring a general law or principle from
the observation of particular instances.”  The “particular instances”
in this case are the observations that several people died after
drinking from the spring.  The “general law or principle” in this case
is your “possible explanation” that the spring water may not be safe
to drink.

The "from" in the OED's definition is ambiguous:

If it means "exclusively from" then Alan's reasoning is not induction, because 
his conclusion also made use of his prior theories (e.g. about water being 
generally safe to drink).

If it means "inclusively from," i.e. that observations of particular instances need 
not have been the *only* thing contributing to the conclusion, then it describes 
any process in which ideas about "specific instances" (whatever that means) 
are held before a general conclusion is held. I think that's vacuous.

Let me elaborate on the example in the hope of making my reasoning



clearer.  I'll be the hiker this time.  Two friends and I enter a
wilderness area.  After a while we are running low on water.  We come
across a spring.  Being good hikers, we boil the water first or add
iodine tables before drinking it.  We drink some of the water, refill
our canteens, and move on.  Again we run out of water but soon come
across another spring.  We purify the water as before.  My two friends
drink some water, and both of them are dead within a few minutes.

Now when I reached the first stream, I would have no good reason to
refuse to drink the water.  Given the fact that I was in the
wilderness and my canteen was empty, I would have been foolish *not*
to drink the water.  But at the second spring, after my friends had
died, I would be foolish to drink the water.

Whenever we make decisions and formulate ideas, we do so with a
background of ideas about how the world works.  At both springs, I had
knowledge about water, thirst, the dangers of dehydration, and the
dangers of water contamination.  But the *only* inputs that were
different at the two springs were the two "specific instances" of
people dying after drinking the water from the second spring and the
"specific instance" of me not dying.

No, I didn't make the decision in an intellectual vacuum.  No one
every does, regardless of what decision-making process they use.  But
in this case, the *only* basis for me to decide that the spring water
would be dangerous to me was the specific instances.  That is why it
is an instance of inductive reasoning.

Neither definition tells us which things can or can not be considered 
observations, ...

In this case, I considered *all* of the observations that were unique
to the second spring.  If I later found out that the water was safe, I
would have to look harder to determine why my two friends died.  Maybe
they were both bitten by a poisonous spider.  In induction, even when
the premises are true, the conclusion might be false.  But at the time
I had to make the decision to drink or not drink, I was considering
*all* of the observations that I had made.

So why "induce" poisoned water instead of poisonous spider? Or a



poisonous alien. Or a helpful alien who left fake corpses behind while
consensually taking your friends to his planet.

A common answer from inductivists is, "Occam's razor". BoI criticizes
Occam's razor on page 25.

I'll comment on its use in this particular context in a different way:

I want to make my argument more general purpose. Besides applying to
Occam's razor it could also apply to some other answers, e.g. other
ways of choosing between ideas besides Occam's way.

So I'll call it X. They use X to choose the poison water idea over the
other ideas, where X could be Occam's razor or some other method.

So, induction advises us to look at the data and use it somehow. But
it fails to tell us how to pick between various options like the
spider or the different varieties of alien. Those options all account
for the data. The data refutes none of them, and cannot help us
differentiate between them.

So we need something else to supplement induction. X. So we do
induction and then X, and then we have an answer.

Now I want to consider: how big a role did induction play in reaching
our answer, and how big a role did X play?

We can *deduce* all ideas logically consistent with our data. And we
can use *X* to choose between them.

So what did induction do? It looks to me like induction had no useful
role in the process. Deduction and X did everything.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: A child does something seemingly bad. What to do?
Date: January 13, 2012 at 6:52 AM

On Jan 12, 9:27 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 12, 2012 8:01 PM, "Anonymous Person" 
<unattributedem...@gmail.com> wrote:

On Thu, Jan 12, 2012 at 2:01 PM, Rami Rustom <ramir...@gmail.com> wrote:
So lets say that a child does something seemingly bad. But the parent can't
be sure that the child did it intentionally, because the parent is fallible.
So the parent decides to ask the child a question to find out whether it was
intentional or not. Which is the most effective question? If you like, rank
the questions by potential effectiveness and explain your reasons.

^ Why did you do X?

^ What were you feeling when X happened?

^ What were you feeling when you did X?

^ What were you thinking when you did X?

All of these, in the context of a normal parent/child relationship,
prompt the child to lie and invade his privacy.

I think all but 1 of them might have the effect you mentioned because
they seem to *point* at the child rather than at X. I think that "What
were you feeling when X happened?" doesn't do this and so wouldn't
prompt lying.

I'm confused by the invade privacy thing. What if the child is really
young and doesn't know how to think about cause and effect. Doesn't my
question help with this?

A better question to find out if he did X intentionally is, "Did you
do X intentionally or unintentionally?"

Rewording for a really young child, "Did you do X on purpose or was it
an accident?"  But this seems as though the parent is assuming the



first thing. So how about "Was this an accident?" But then the child
might take the easy way out by saying, "Yes, it was an accident." So
then what?

Or perhaps, "When you were doing Y, I think one of the consequences
was X. We're you intending X?"

Rewording for a really young child, "When you were doing Y, I think
that caused X. Is that what you wanted?"  But this seems to point at
the child. So how about: "When Y happened, I think it caused X. Is
that what you wanted?"

The above questions were all indirect. This is direct.

A better focus would be on helping the child rather than trying to
diagnose how bad he is.

Yes a better focus.

I'd like to shed some more light on this. People are not bad. But
sometimes their actions are bad. So a person should never say to
another:

'You are bad [because you did X].'

...and instead one could say:

'Action X is bad. And if one has a goal of Y, then good actions to
meet that goal might be A, B, C, etc. What do you think?'

Btw, am I right in thinking that people are not bad? I've heard people
say that some people are evil. But I don't agree with this. I think no
one is evil. What do you think?

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Error correction in American politics
Date: January 13, 2012 at 8:05 AM

On Dec 14 2011, 2:48 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 14, 2011, at 6:38 AM, Rami Rustom wrote:

Capitalism explains that human ingenuity thrives through competition.

No. For example you don't mention freedom or voluntary action.

Understood. Capitalism is about voluntary action in trades.

Liberalism explains that all humans are equal and they have certain
inalienable rights.

No. Again no mention of freedom or voluntary action (among other things).

I know of two other things:

^ An individuals rights are those that allow near absolute freedom.
The only restrictions are that her rights:

^^ can not infringe on the rights of another.

^^ can not cause harm to the collective [society], such as the right
not to take a vaccine that protects against a pandemic virus.

What what does "all humans are equal" mean? That is ambiguous.

Liberalism advocates equality under the law, a special type of equality.

Understood.

And our government exists to enact, interpret, and enforce laws to allow
capitalism and liberalism, among other things.



So government exists to constrain the competitors' interactions with
society so that certain groups of individuals do not take advantage of
other groups.

No. It exists (or should exist) to prevent force (including threat of force, fraud, 
etc).

Understood.

The issue is force, not something as nebulous as taking advantage.

Understood. *Taking advantage* can be understood a thousand different
ways, i.e. ambiguous, while *coercion* is simple and absolute.

But laws are fallible. Therefore there exists error in the philosophy, in
the methodology, and in the application of these laws.

That error results in the alienation of some groups onto others.

What does that mean? Why do the errors result in that particular thing?

I'm not sure what you mean. So I'll rephrase:

But laws are fallible because humans created them and humans are
fallible. Therefore there *could* exist error in the philosophy, in
the methodology, and in the application of any law. Cool?

So there must exist a process of error correction to minimize the
alienation. This process of error correction must be incorporated in
the government's process of enacting, interpreting, and enforcing of
laws. And The Constitution does provide a process of error correction,
which is what has allowed our government to mold to society since the
birth of our country.

But the current process of error correction is very weak. This is



evident in the slow progress and reverse progress of late.

There is no reverse. This is yet another myth about the "good old days" which 
whitewashes the past.

By reverse I meant things like the recent recession. So I was speaking
of a situation, i.e. 0th order. Our situation is definitely worse now
than in 2007.

I think you are speaking of political philosophy, i.e. 2nd order. Our
logic of politics is definitely as good now as it ever has been. So
yes this has not gone in the reverse. But there is much room for
improvement.

David Deutsch says that the best [not sure what word he used] way to
improve error correction in politics is to change the system to allow
for easy ousting of politicians. I'd like to include supreme court
judges in with the politicians. David says that this would put fear in
them to do better.

So how do we improve the error correction?

Well for starters, we need better ideas. And where are those ideas? They
are in us.

What? Lots of them have yet to be thought of, they are not in anyone's minds 
now.

Yes thats what I meant.

So why aren't those ideas already being voiced to the right
places? Or rather, why aren't our representatives already hearing our
voices?

Its because it was not designed so that representatives would hear our
voices.



Incorrect; that was one of the design goals.

Yes. But the design was very poor. A much better design was created by
James Fishkin as he wrote in _When the People Speak: Deliberative
Democracy and Public Consultation_. He got the idea from the
Athenians. He calls them Deliberative Polls. This is a real example of
how Deliberative Polls are done:

On June 24-26, 2011 a scientifically selected random sample of 412 registered 
voters from throughout California participated in the first ever statewide 
Deliberative Poll on governance reform, in Torrance, CA.  They convened for an 
open and honest discussion of a wide range of reforms to the state’s legislature, 
initiative process, local government and tax and fiscal policy.

A total of 30 proposals were considered in these four areas. The
participants explored their ideas in moderated small group discussions
that covered the critical pros and cons.  The participants also posed
questions to experts from across the ideological spectrum.  Over the
course of the weekend’s deliberations participants became more
informed and in many cases changed their views significantly. What did
they think should be done to fix the state?

Legislative reform: Participants overwhelmingly supported steps to
improve public oversight and increase accountability, including
requiring the legislature to establish and track performance goals,
perform economic impact analysis of major legislation, and publish
long-term projections prior to budget votes. [This is better error
correction.]

Initiative reform:  Participants strongly supported changes to help
voters better understand the consequences of initiatives, and they had
little interest in permitting the legislature to affect initiatives’
content in any way. [This is better error correction.]

State-local restructuring: Participants wanted to give cities and
counties greater control over financing of their programs, in return
for establishment and tracking of performance goals.  At the same
time, slightly more participants after deliberation thought the state
should be responsible for the most important policy decisions,
although they were evenly split on how much taxation authority should



be authorized to the state versus the cities and counties.

Tax and fiscal policy:  Participants indicated strong support for
fiscal transparency and accountability, but preferences for tax policy
remained split.

To learn more about the results, visit the website of the _Center for
Deliberative Democracy at Stanford University_:
http://cdd.stanford.edu/polls/california/#results

Or listen to this podcast from Jim Fishkin (http://cdd.stanford.edu/mm/
2011/nextca/), one of the organizers of the California Deliberative
Poll.

end quote

I'll add some of more details about Deliberative Polls. The voters
first read a document to learn the issues. The document was drawn up
by many parties including experts from many fields. The opposing
parties all had to agree on the document so as to ensure that it was
not biased. In one Poll, it took 16 iterations before the document was
finalized.

Voters deliberated in groups of 15 to 20. 1 person from each group was
chosen to speak to the entire 500. Experts spoke to the entire 500
also. And moderators were there to keep the peace and to ensure that
experts didn't lie, employ fallacies, or make personal attacks.

The entire process and the results are televised. So that means that
other voters learned what those 500 voters believed in. So truckers
saw other truckers speaking on the subject and laborers saw other
laborers speaking on the subject. Truckers and laborers trust people
like themselves over politicians and experts.

If this process was done nationwide for big issues, then the people
would know what others like them want. People would no longer need to
resort to only trusting politicians and experts.

Furthermore, politicians would actually have a *real* way of knowing
what the people want. Right now, they don't. The people have no

http://cdd.stanford.edu/polls/california/#results
http://cdd.stanford.edu/mm/


*effective* voice.

It was designed with the idea that not all people are capable of
self-governance.

Sort of, which is why there are representatives to listen (and then add in their 
own judgment. they are supposed to hear us but not necessarily agree).

Yes this is good. But it needs an additional component in order to
drive the *listening* part. And Deliberative Polls does this. The
Polls are televised. So politicians can actually listen to our
opinions. And since our opinions were created in a structured and
deliberative manner, they are a good set of opinions, i.e a fully
formed public opinion, which is absolutely necessary. This I learned
from John Dewey who asserted that a complete democracy was to be
obtained not just by extending voting rights but also by ensuring that
there exists a fully formed public opinion, accomplished by effective
communication among citizens, experts, and politicians, with the
latter being accountable for the policies they adopt.

What do you think?

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: TCS-Coercion as an explanation for adult problems
Date: January 13, 2012 at 9:06 AM

On Jan 12, 11:42 pm, Elliot Temple <c...@curi.us> wrote:
Not all *possible* diets are irrational. But all the mainstream ones are. Can you 
give a counter example?

Yes. http://en.wikipedia.org/wiki/Dieting#Calorie_Counting

http://en.wikipedia.org/wiki/Dieting#Calorie_Counting


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems
Date: January 13, 2012 at 12:54 PM

On Jan 13, 2012, at 6:06 AM, Josh Jordan wrote:

On Jan 12, 11:42 pm, Elliot Temple <c...@curi.us> wrote:
Not all *possible* diets are irrational. But all the mainstream ones are. Can you 
give a counter example?

Yes. http://en.wikipedia.org/wiki/Dieting#Calorie_Counting

I'm not convinced:

Each pound of body fat is maintained by less than one extra calorie per hour. In 
general, obesity is not a condition maintained by overeating; obesity is a 
condition brought about and maintained by eating a few too many calories, 
consistently.

What is overeating if not eating extra calories?

And do you agree with them that overeating is *not* an important cause of 
obesity, in general?

As a practical example, eating twenty-five hamburgers a year that are Burger 
King Whoppers rather than twenty-five McDonald Quarter Pounders can cause 
a weight gain of more than one and one-half pounds in that year. Twenty-five 
hamburgers represent 2% of yearly allotment of three meals a day. Making 
comparable choices at every meal for one year could yield an eighty-two-pound 
difference in body weight.[6]

So it says to *change which foods you eat* (e.g. by visiting a different restaurant), 
rather than *eat less of the ones you like*. Why? What does that have to do with 
calorie counting?

If the goal is just to eat fewer calories you need not change your choice of 
restaurants and foods. It seems like they have some other agenda, e.g. to keep 
people eating 3 meals a day with standard food items culturally appropriate to 
which meal it is, and finishing their plate.

http://en.wikipedia.org/wiki/Dieting#Calorie_Counting


-- Elliot Temple
http://curi.us/

http://curi.us/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems
Date: January 13, 2012 at 1:02 PM

On Jan 13, 2012, at 9:54 AM, Elliot Temple wrote:

On Jan 13, 2012, at 6:06 AM, Josh Jordan wrote:

On Jan 12, 11:42 pm, Elliot Temple <c...@curi.us> wrote:
Not all *possible* diets are irrational. But all the mainstream ones are. Can 
you give a counter example?

Yes. http://en.wikipedia.org/wiki/Dieting#Calorie_Counting

I'm not convinced:

Each pound of body fat is maintained by less than one extra calorie per hour. 
In general, obesity is not a condition maintained by overeating; obesity is a 
condition brought about and maintained by eating a few too many calories, 
consistently.

What is overeating if not eating extra calories?

And do you agree with them that overeating is *not* an important cause of 
obesity, in general?

As a practical example, eating twenty-five hamburgers a year that are Burger 
King Whoppers rather than twenty-five McDonald Quarter Pounders can cause 
a weight gain of more than one and one-half pounds in that year. Twenty-five 
hamburgers represent 2% of yearly allotment of three meals a day. Making 
comparable choices at every meal for one year could yield an eighty-two-
pound difference in body weight.[6]

So it says to *change which foods you eat* (e.g. by visiting a different 
restaurant), rather than *eat less of the ones you like*. Why? What does that 
have to do with calorie counting?

If the goal is just to eat fewer calories you need not change your choice of 
restaurants and foods. It seems like they have some other agenda, e.g. to keep 

http://en.wikipedia.org/wiki/Dieting#Calorie_Counting


people eating 3 meals a day with standard food items culturally appropriate to 
which meal it is, and finishing their plate.

-- Elliot Temple
http://curi.us/

What's amazing is people will argue the point that you can eat anything as long 
as you control calories and you will lose weight.

And if you point out counter-examples, they'll do some hand-waving about how 
"people's bodies are different" or "oh there's always outliers."

But their theory has been devastatingly critiqued and they have no rebuttals or 
explanations for the exceptions. That's not an outlier issue. That's a "your theory 
is wrong yet you are desperately ignoring that in order to cling to convention" 
issue.

And of course, these bad theories are the source of much coercion, both of self 
and of e.g. children...

-JM

http://curi.us/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: TCS-Coercion as an explanation for adult problems
Date: January 13, 2012 at 1:21 PM

On Jan 13, 12:54 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 6:06 AM, Josh Jordan wrote:

On Jan 12, 11:42 pm, Elliot Temple <c...@curi.us> wrote:
Not all *possible* diets are irrational. But all the mainstream ones are. Can 
you give a counter example?

Yes.http://en.wikipedia.org/wiki/Dieting#Calorie_Counting

I'm not convinced:

Each pound of body fat is maintained by less than one extra calorie per hour. 
In general, obesity is not a condition maintained by overeating; obesity is a 
condition brought about and maintained by eating a few too many calories, 
consistently.

What is overeating if not eating extra calories?

That's a typical poorly-worded sentence on Wikipedia. I'd guess they
mean that people don't get fat by eating an extra thousand or so
calories every meal, rather, it comes about gradually by overeating a
little bit every meal on average.

And do you agree with them that overeating is *not* an important cause of 
obesity, in general?

Yes, if you replace "overeating" with "overeating by a large amount
each meal". That's the only interpretation I can think of (for the
sentence you quoted) that makes sense.

As a practical example, eating twenty-five hamburgers a year that are Burger 
King Whoppers rather than twenty-five McDonald Quarter Pounders can cause 
a weight gain of more than one and one-half pounds in that year. Twenty-five 
hamburgers represent 2% of yearly allotment of three meals a day. Making 
comparable choices at every meal for one year could yield an eighty-two-

http://en.wikipedia.org/wiki/Dieting#Calorie_Counting


pound difference in body weight.[6]

So it says to *change which foods you eat* (e.g. by visiting a different 
restaurant), rather than *eat less of the ones you like*. Why? What does that 
have to do with calorie counting?
If the goal is just to eat fewer calories you need not change your choice of 
restaurants and foods. It seems like they have some other agenda, e.g. to keep 
people eating 3 meals a day with standard food items culturally appropriate to 
which meal it is, and finishing their plate.

If you read it again, you'll see that was just an example. Obviously,
they could just have easily given a different example where you eat
fewer Whoppers; the underlying logic of calorie counting is such that
it doesn't matter which you do, as long as you control your calorie
intake.



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: TCS-Coercion as an explanation for adult problems
Date: January 13, 2012 at 1:30 PM

On Jan 13, 1:02 pm, Justin Mallone <justin...@gmail.com> wrote:
What's amazing is people will argue the point that you can eat anything as long 
as you control calories and you will lose weight.

Indeed, I would argue that point.

And if you point out counter-examples, they'll do some hand-waving about how 
"people's bodies are different" or "oh there's always outliers."
But their theory has been devastatingly critiqued and they have no rebuttals or 
explanations for the exceptions. That's not an outlier issue. That's a "your theory 
is wrong yet you are desperately ignoring that in order to cling to convention" 
issue.

And of course, these bad theories are the source of much coercion, both of self 
and of e.g. children...

I would suggest that biochemistry and thermodynamics, are, on the
whole, good theories. As Haynes points out,
"No violation of any law of thermodynamics is known to have occurred
in over 200 years of research in this area." [1]

[1] Hayne. Biological Thermodynamics, p 22



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Re: TCS-Coercion as an explanation for adult problems
Date: January 13, 2012 at 1:37 PM

On Jan 13, 2012, at 10:30 AM, Josh Jordan wrote:

On Jan 13, 1:02 pm, Justin Mallone <justin...@gmail.com> wrote:
What's amazing is people will argue the point that you can eat anything as long 
as you control calories and you will lose weight.

Indeed, I would argue that point.

To be clear, I *agree* with the idea that you can eat anything as long as you 
control calories and you will lose weight, and meant that it is amazing people will 
argue *against* that notion.

-J



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Calorie Counting (was: TCS-Coercion as an explanation for adult 
problems)
Date: January 13, 2012 at 1:50 PM

On Jan 13, 2012, at 10:21 AM, Josh Jordan wrote:

On Jan 13, 12:54 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 6:06 AM, Josh Jordan wrote:

On Jan 12, 11:42 pm, Elliot Temple <c...@curi.us> wrote:
Not all *possible* diets are irrational. But all the mainstream ones are. Can 
you give a counter example?

Yes.http://en.wikipedia.org/wiki/Dieting#Calorie_Counting

I'm not convinced:

Each pound of body fat is maintained by less than one extra calorie per hour. 
In general, obesity is not a condition maintained by overeating; obesity is a 
condition brought about and maintained by eating a few too many calories, 
consistently.

What is overeating if not eating extra calories?

That's a typical poorly-worded sentence on Wikipedia.

Please don't link us to things you consider to be poor quality. Find a high quality 
source (in your opinion) or write your own. That way criticism will matter.

As a practical example, eating twenty-five hamburgers a year that are Burger 
King Whoppers rather than twenty-five McDonald Quarter Pounders can 
cause a weight gain of more than one and one-half pounds in that year. 
Twenty-five hamburgers represent 2% of yearly allotment of three meals a 
day. Making comparable choices at every meal for one year could yield an 
eighty-two-pound difference in body weight.[6]

So it says to *change which foods you eat* (e.g. by visiting a different 
restaurant), rather than *eat less of the ones you like*. Why? What does that 

http://en.wikipedia.org/wiki/Dieting#Calorie_Counting


have to do with calorie counting?
If the goal is just to eat fewer calories you need not change your choice of 
restaurants and foods. It seems like they have some other agenda, e.g. to 
keep people eating 3 meals a day with standard food items culturally 
appropriate to which meal it is, and finishing their plate.

If you read it again, you'll see that was just an example. Obviously,
they could just have easily given a different example where you eat
fewer Whoppers; the underlying logic of calorie counting is such that
it doesn't matter which you do, as long as you control your calorie
intake.

OK, I agree it's hard to tell how it actually works from just one example. The one 
example can be interpreted in multiple ways. We need more information.

Wikipedia has this book as a source:

http://www.amazon.com/Margo-Feidens-Calorie-Factor-
Companion/dp/0671618008

But there's only one review.

So here's what I propose:

Post some further information on the topic, such as a book you endorse with a lot 
of amazon reviews, or some forum threads (both of these examples are intended 
to include regular people who try the diet and talk about what it's like). Then we'll 
have more examples and content to discuss and to be able to look for irrationality 
in.

-- Elliot Temple
http://elliottemple.com/

http://www.amazon.com/Margo-Feidens-Calorie-Factor-Companion/dp/0671618008
http://elliottemple.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation for 
adult problems)
Date: January 13, 2012 at 2:14 PM

On Jan 13, 1:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 10:21 AM, Josh Jordan wrote:

On Jan 13, 12:54 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 6:06 AM, Josh Jordan wrote:

On Jan 12, 11:42 pm, Elliot Temple <c...@curi.us> wrote:
Not all *possible* diets are irrational. But all the mainstream ones are. Can 
you give a counter example?

Yes.http://en.wikipedia.org/wiki/Dieting#Calorie_Counting

I'm not convinced:

Each pound of body fat is maintained by less than one extra calorie per 
hour. In general, obesity is not a condition maintained by overeating; obesity 
is a condition brought about and maintained by eating a few too many 
calories, consistently.

What is overeating if not eating extra calories?

That's a typical poorly-worded sentence on Wikipedia.

Please don't link us to things you consider to be poor quality. Find a high quality 
source (in your opinion) or write your own. That way criticism will matter.

As a practical example, eating twenty-five hamburgers a year that are 
Burger King Whoppers rather than twenty-five McDonald Quarter Pounders 
can cause a weight gain of more than one and one-half pounds in that year. 
Twenty-five hamburgers represent 2% of yearly allotment of three meals a 
day. Making comparable choices at every meal for one year could yield an 
eighty-two-pound difference in body weight.[6]

So it says to *change which foods you eat* (e.g. by visiting a different 

http://en.wikipedia.org/wiki/Dieting#Calorie_Counting


restaurant), rather than *eat less of the ones you like*. Why? What does that 
have to do with calorie counting?
If the goal is just to eat fewer calories you need not change your choice of 
restaurants and foods. It seems like they have some other agenda, e.g. to 
keep people eating 3 meals a day with standard food items culturally 
appropriate to which meal it is, and finishing their plate.

If you read it again, you'll see that was just an example. Obviously,
they could just have easily given a different example where you eat
fewer Whoppers; the underlying logic of calorie counting is such that
it doesn't matter which you do, as long as you control your calorie
intake.

OK, I agree it's hard to tell how it actually works from just one example. The one 
example can be interpreted in multiple ways. We need more information.

Wikipedia has this book as a source:

http://www.amazon.com/Margo-Feidens-Calorie-Factor-Companion/dp/06716...

But there's only one review.

So here's what I propose:

Post some further information on the topic, such as a book you endorse with a 
lot of amazon reviews, or some forum threads (both of these examples are 
intended to include regular people who try the diet and talk about what it's like). 
Then we'll have more examples and content to discuss and to be able to look for 
irrationality in.

The Hacker's Diet (4th ed.) by John Walker is a great book on how to
lose fat by counting calories. Available free online at
http://www.fourmilab.ch/hackdiet/

http://www.amazon.com/Margo-Feidens-Calorie-Factor-Companion/dp/06716
http://www.fourmilab.ch/hackdiet/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation 
for adult problems)
Date: January 13, 2012 at 2:29 PM

On Jan 13, 2012, at 11:14 AM, Josh Jordan wrote:

On Jan 13, 1:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 10:21 AM, Josh Jordan wrote:

On Jan 13, 12:54 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 6:06 AM, Josh Jordan wrote:

On Jan 12, 11:42 pm, Elliot Temple <c...@curi.us> wrote:
Not all *possible* diets are irrational. But all the mainstream ones are. 
Can you give a counter example?

Yes.http://en.wikipedia.org/wiki/Dieting#Calorie_Counting

I'm not convinced:

Each pound of body fat is maintained by less than one extra calorie per 
hour. In general, obesity is not a condition maintained by overeating; 
obesity is a condition brought about and maintained by eating a few too 
many calories, consistently.

What is overeating if not eating extra calories?

That's a typical poorly-worded sentence on Wikipedia.

Please don't link us to things you consider to be poor quality. Find a high 
quality source (in your opinion) or write your own. That way criticism will 
matter.

As a practical example, eating twenty-five hamburgers a year that are 
Burger King Whoppers rather than twenty-five McDonald Quarter 
Pounders can cause a weight gain of more than one and one-half pounds 
in that year. Twenty-five hamburgers represent 2% of yearly allotment of 
three meals a day. Making comparable choices at every meal for one year 

http://en.wikipedia.org/wiki/Dieting#Calorie_Counting


could yield an eighty-two-pound difference in body weight.[6]

So it says to *change which foods you eat* (e.g. by visiting a different 
restaurant), rather than *eat less of the ones you like*. Why? What does that 
have to do with calorie counting?
If the goal is just to eat fewer calories you need not change your choice of 
restaurants and foods. It seems like they have some other agenda, e.g. to 
keep people eating 3 meals a day with standard food items culturally 
appropriate to which meal it is, and finishing their plate.

If you read it again, you'll see that was just an example. Obviously,
they could just have easily given a different example where you eat
fewer Whoppers; the underlying logic of calorie counting is such that
it doesn't matter which you do, as long as you control your calorie
intake.

OK, I agree it's hard to tell how it actually works from just one example. The 
one example can be interpreted in multiple ways. We need more information.

Wikipedia has this book as a source:

http://www.amazon.com/Margo-Feidens-Calorie-Factor-
Companion/dp/06716...

But there's only one review.

So here's what I propose:

Post some further information on the topic, such as a book you endorse with a 
lot of amazon reviews, or some forum threads (both of these examples are 
intended to include regular people who try the diet and talk about what it's like). 
Then we'll have more examples and content to discuss and to be able to look 
for irrationality in.

The Hacker's Diet (4th ed.) by John Walker is a great book on how to
lose fat by counting calories. Available free online at
http://www.fourmilab.ch/hackdiet/

And where can I find the reader comments or discussion?

http://www.amazon.com/Margo-Feidens-Calorie-Factor-Companion/dp/06716
http://www.fourmilab.ch/hackdiet/


The first thing I read in the book was:

http://www.fourmilab.ch/hackdiet/e4/

The goal of meal planning is a predictable and reliable daily calorie intake. We 
can't really wear an eat watch to tell us when to stop eating, but we can 
accomplish the same objective with a little paperwork in advance. By planning 
meals then sticking to the plan, you're not only guaranteed to achieve your goal, 
you eliminate the uncertainty about meals and the need for on-the-fly 
judgements about what, when, and how much to eat that are a prime contributor 
to weight gain in people living stressful, chaotic lives.

There are several problems here.

Do you see any issues here, as with wikipedia, or shall I point them out? (Or does 
anyone else want to?)

-- Elliot Temple
http://fallibleideas.com/

http://www.fourmilab.ch/hackdiet/e4/
http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation 
for adult problems)
Date: January 13, 2012 at 2:40 PM

On Fri, Jan 13, 2012 at 1:29 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 13, 2012, at 11:14 AM, Josh Jordan wrote:

On Jan 13, 1:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 10:21 AM, Josh Jordan wrote:

On Jan 13, 12:54 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 6:06 AM, Josh Jordan wrote:

On Jan 12, 11:42 pm, Elliot Temple <c...@curi.us> wrote:
Not all *possible* diets are irrational. But all the mainstream ones are. 
Can you give a counter example?

Yes.http://en.wikipedia.org/wiki/Dieting#Calorie_Counting

I'm not convinced:

Each pound of body fat is maintained by less than one extra calorie per 
hour. In general, obesity is not a condition maintained by overeating; 
obesity is a condition brought about and maintained by eating a few too 
many calories, consistently.

What is overeating if not eating extra calories?

That's a typical poorly-worded sentence on Wikipedia.

Please don't link us to things you consider to be poor quality. Find a high 
quality source (in your opinion) or write your own. That way criticism will 
matter.

As a practical example, eating twenty-five hamburgers a year that are 
Burger King Whoppers rather than twenty-five McDonald Quarter 
Pounders can cause a weight gain of more than one and one-half pounds 

http://en.wikipedia.org/wiki/Dieting#Calorie_Counting


in that year. Twenty-five hamburgers represent 2% of yearly allotment of 
three meals a day. Making comparable choices at every meal for one 
year could yield an eighty-two-pound difference in body weight.[6]

So it says to *change which foods you eat* (e.g. by visiting a different 
restaurant), rather than *eat less of the ones you like*. Why? What does 
that have to do with calorie counting?
If the goal is just to eat fewer calories you need not change your choice of 
restaurants and foods. It seems like they have some other agenda, e.g. to 
keep people eating 3 meals a day with standard food items culturally 
appropriate to which meal it is, and finishing their plate.

If you read it again, you'll see that was just an example. Obviously,
they could just have easily given a different example where you eat
fewer Whoppers; the underlying logic of calorie counting is such that
it doesn't matter which you do, as long as you control your calorie
intake.

OK, I agree it's hard to tell how it actually works from just one example. The 
one example can be interpreted in multiple ways. We need more information.

Wikipedia has this book as a source:

http://www.amazon.com/Margo-Feidens-Calorie-Factor-
Companion/dp/06716...

But there's only one review.

So here's what I propose:

Post some further information on the topic, such as a book you endorse with 
a lot of amazon reviews, or some forum threads (both of these examples are 
intended to include regular people who try the diet and talk about what it's 
like). Then we'll have more examples and content to discuss and to be able 
to look for irrationality in.

The Hacker's Diet (4th ed.) by John Walker is a great book on how to
lose fat by counting calories. Available free online at
http://www.fourmilab.ch/hackdiet/

http://www.amazon.com/Margo-Feidens-Calorie-Factor-Companion/dp/06716
http://www.fourmilab.ch/hackdiet/


And where can I find the reader comments or discussion?

The first thing I read in the book was:

http://www.fourmilab.ch/hackdiet/e4/

The goal of meal planning is a predictable and reliable daily calorie intake. We 
can't really wear an eat watch to tell us when to stop eating, but we can 
accomplish the same objective with a little paperwork in advance. By planning 
meals then sticking to the plan, you're not only guaranteed to achieve your 
goal, you eliminate the uncertainty about meals and the need for on-the-fly 
judgements about what, when, and how much to eat that are a prime 
contributor to weight gain in people living stressful, chaotic lives.

There are several problems here.

Do you see any issues here, as with wikipedia, or shall I point them out? (Or 
does anyone else want to?)

^ The plan is too hard to follow for most people, which means its
likely to cause failure. The failure causes distress. So the potential
loss is worse than the potential gain.

^ We *can* in fact wear an eat watch to tell us when to stop eating.
Its called the hunger feeling. When the feeling is there you eat. When
the feeling is gone, you stop eating.

^ Planning meals is no good because you can't know what you're going
to crave later. So its very easy to deviate from this a meal plan. I
bet the person that created this book is a pretty anal person that is
very good at planning and following plans. Most people are not good
with this. So they are likely to fail. The author assumes that
everyone will be able to do what he does. This is an incorrect
assumption.

-- Rami

http://www.fourmilab.ch/hackdiet/e4/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: TCS, ARR, and How To Learn
Date: January 13, 2012 at 3:03 PM

On Dec 20 2011, 1:03 am, Elliot Temple <c...@curi.us> wrote:
On Dec 12, 2011, at 7:10 PM, Rami Rustom wrote:

On Nov 21, 11:31 am, Elliot Temple <c...@curi.us> wrote:
http://curi.us/1540-taking-children-seriously

I agree. I've been following this philosophy for a long time. When my
almost 5 year old asks for something, and if I say no, she will ask me
a question in hopes of convincing me. If I answer successfully, she
asks another question or she stops because she can't come up with any
more questions. But occasionally shes ask me a question that I can't
answer, and thus I must give in. I love it when this happens. This is
clear evidence that she is autonomous. She is becoming a great
negotiator.

Do you suggest questions, criticisms and arguments for his side? Do you help 
him get what he wants, or find ways to modify it a little (for the better) and then 
get it?

There shouldn't really be sides. When you "lose" you should not "give in" -- 
rather you should have changed your mind and so you're now doing what both 
of you consider best.

Similarly, if he runs out of questions but is still not satisfied by your proposal, 
then your proposal is not good enough and should be modified to satisfy him.

Now I'll be honest. When she asks me a question about something she is
interested to know about, and if I'm really tired or I know that this
conversation will be longer than I want to deal with right now, I'll
answer her with something too complex for her to understand.

Why not tell the truth about tiredness?

This
serves two purposes. First, because the complexity is too great for
her, she moves on to the next idea in her mind, which probably doesn't
involve me. This satisfies my intention of ending the conversation

http://curi.us/1540-taking-children-seriously


quickly. Second, I've given her an explanation that involved new words
and/or concepts that she has never been exposed to previously and this
is a way of learning. Even though she didn't completely understand,
she is most definitely picking up something from my explanation. Most
parents don't bother and say things like, 'But she's so young, she
won't understand that.' To which I say, 'So what? If I say this to her
1000 times, she will understand it and since I've just said it once,
and I've got 999 more to go.'

To be clear, I never NOT answer a question. Why? Because this is the
way to kill curiosity.

One could say, "I'm tired, I'll tell you an answer tomorrow morning" and then give 
a better answer at that time.

If a child gets accustomed to asking a question
and not receiving an answer, then they will be less likely to ask
questions in the future. If a child no longer asks questions, then
their natural curiosity has been squashed. Learning can not happen
without curiosity.

http://curi.us/1539-autonomy-respecting-relationships

I agree. Tradition is not necessarily correct. Traditions are
assumptions. Assumptions should be checked for correctness.

Traditions are not assumptions. They are different concepts. Traditions are long-
term existing knowledge which has been checked for correctness by many 
people in the past (at least in somewhat open or dynamic societies where 
people question ideas). It could still be mistaken but this error checking provides 
value.

People can assume some traditions are true, but they can also do otherwise. 
That otherwise doesn't necessarily mean actively questioning it. They might 
have something else to do, and only actively investigate traditions that seem 
problematic while still using ones that they don't see any problems with (without 
assuming they are true, but also without actively questioning or checking them).

http://curi.us/1539-autonomy-respecting-relationships


http://curi.us/1541-how-to-create-knowledge

Isn't 'How to Create Knowledge' just the Socratic Method? If so, why
not use the term?

The Socratic Method refers to asking (critical) questions. It's not a general 
purpose epistemology. It's a much smaller thing, and it can be advocated (for 
example) by inductivists and justificationists -- it doesn't say enough to be 
incompatible with some common mistaken ideas about how knowledge is 
created.

There's a lot more to Popperian epistemology than asking (critical) questions. 
For example the stuff about good explanations discussed in BoI. Or the stuff in 
chapter 10 about how knowledge comes from persuasion.

I believe we should because that might get people to
go study Socrates. It did for me. I've found that falling in love with
an author, even if s/he is dead, makes learning their work fun. And it
allows us to have better role models. Most of my role models are dead.

Yeah. Popper, Godwin, Burke, Xenophanes, Feynman, Rand, Mises -- all dead.

But Szasz and Deutsch are alive :-)

What about John Dewey? Was he a great thinker?

-- Rami

http://curi.us/1541-how-to-create-knowledge


From: Elliot Temple <curi@curi.us>
Subject: [BoI] John Dewey (was: TCS, ARR, and How To Learn)
Date: January 13, 2012 at 3:08 PM

On Jan 13, 2012, at 12:03 PM, Rami Rustom wrote:

What about John Dewey? Was he a great thinker?

http://plato.stanford.edu/entries/dewey-political/

The replacement of liberal laissez-faire policies with what Dewey called 
intelligent social control or social action is presented as a requirement of 
positive liberty or individuality, in modern industrial conditions.

Social control instead of liberalism?

The page also explains some idea he has, something like: people have no value 
outside the social group context.

Values, Dewey suggested, can be viewed as constructs to solve practical 
problems.

So he's anti-morality.

It also says he's anti classical liberalism.

So if the article is accurate, I'm going with "no".

-- Elliot Temple
http://elliottemple.com/

-- 

http://plato.stanford.edu/entries/dewey-political/
http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] John Dewey (was: TCS, ARR, and How To Learn)
Date: January 13, 2012 at 3:21 PM

On Fri, Jan 13, 2012 at 2:08 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 13, 2012, at 12:03 PM, Rami Rustom wrote:

What about John Dewey? Was he a great thinker?

http://plato.stanford.edu/entries/dewey-political/

The replacement of liberal laissez-faire policies with what Dewey called 
intelligent social control or social action is presented as a requirement of 
positive liberty or individuality, in modern industrial conditions.

Very bad. This sounds like Marxism, which means that he thinks the
government should practice socially engineering. Right?

Social control instead of liberalism?

Eew. Maybe Dewey is one of the ones that started the hijacking of
liberalism and gave it to the leftists.

The page also explains some idea he has, something like: people have no value 
outside the social group context.

Very bad. This seems against individualism.

Values, Dewey suggested, can be viewed as constructs to solve practical 
problems.

So he's anti-morality.

Sounds like Marxism again.

http://plato.stanford.edu/entries/dewey-political/


It also says he's anti classical liberalism.

So if he is anti-classical liberalism, and that he is new liberalism,
then he is leftist. Right?

So if the article is accurate, I'm going with "no".

Somebody should tell the huuuuuge following he has; and its worldwide.
I guess this means that leftism is huge.

Have you studied him and where he got his ideas from? Did he start
leftism? Or did grab the baton from somebody else?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] John Dewey (was: TCS, ARR, and How To Learn)
Date: January 13, 2012 at 3:32 PM

On Jan 13, 2012, at 12:21 PM, Rami Rustom wrote:

On Fri, Jan 13, 2012 at 2:08 PM, Elliot Temple <curi@curi.us> wrote:

So if the article is accurate, I'm going with "no".

Somebody should tell the huuuuuge following he has; and its worldwide.

I'm sure if they wanted to know this, they would know it. Perhaps many of them 
do know it and approve.

Many of them must have read this article. It's on a well known site.

Did he start leftism?

No, it's older than the French Revolution.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation for 
adult problems)
Date: January 13, 2012 at 4:11 PM

On Jan 13, 2:29 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 11:14 AM, Josh Jordan wrote:

The Hacker's Diet (4th ed.) by John Walker is a great book on how to
lose fat by counting calories. Available free online at
http://www.fourmilab.ch/hackdiet/

And where can I find the reader comments or discussion?

Here are about 77 posts referencing it on a weight-loss sub-forum at
reddit:

https://www.google.com/search?
q=%22hacker%27s+diet%22+site:reddit.com+inurl:loseit

The first thing I read in the book was:

http://www.fourmilab.ch/hackdiet/e4/

The goal of meal planning is a predictable and reliable daily calorie intake. We 
can't really wear an eat watch to tell us when to stop eating, but we can 
accomplish the same objective with a little paperwork in advance. By planning 
meals then sticking to the plan, you're not only guaranteed to achieve your 
goal, you eliminate the uncertainty about meals and the need for on-the-fly 
judgements about what, when, and how much to eat that are a prime 
contributor to weight gain in people living stressful, chaotic lives.

There are several problems here.

Do you see any issues here, as with wikipedia, or shall I point them out? (Or 
does anyone else want to?)

Every sentence in the paragraph you quoted looks quite plausible to
me. I would be interested to learn what the issues are.

http://www.fourmilab.ch/hackdiet/
https://www.google.com/search?q=%22hacker%27s+diet%22+site:reddit.com+inurl:loseit
http://www.fourmilab.ch/hackdiet/e4/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 13, 2012 at 4:20 PM

On Wed, Jan 11, 2012 at 6:05 PM, Don Crimbchin
<donald.crimbchin@gmail.com> wrote:

On Jan 11, 3:42 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

I don't think that dogs interpret pain. A dog will either try to get away from a 
person who is hitting them, or it will attack the person who is hitting him. A dog 
won't ask you to, say, hit its testicles, some humans apparently like having 
people hit their testicles. I think that if an interpretation can't be changed it's a 
bit problematic to say that there is such an interpretation. Why? Because 
nothing ever looks at the interpretation, so there's no real difference between 
that interpretation and a programmed response.

An animal's response to stimuli can be changed by conditioning.  A dog
might salivate when it hears a bell ring.  Most pet dogs I know enjoy
riding in automobiles, but one dog I know trembles with dread if he's
put in the car.

"Trembles" is an observation.

"with dread" is an interpretation that was not observed.

Asserting interpretations such as this, in the context of a debate
about whether they are true, is begging the question. It's assuming
the conclusion and using it within one's argument.

"put in the car" is also an interpretation of what aspects of the
situation are important or not important. It's picking out a
particular factor and declaring it the trigger, without argument, when
perhaps the trembling trigger was something else.

When observing and interpreting animal behavior, it's valuable to keep
track of what is what.



 I've never heard of a masochistic dog, but if you
could figure out a reward large enough (electrodes to pleasure
centers?) you could probably make one.

I suppose humans tend to find more complicated, higher-order
interpretations then "oh boy, this bell means I'm going to get FOOD!"
You could argue this means humans have more qualia and suffering than
dogs, but it wouldn't mean that they have none.

I also suppose some humans can become good at consciously choosing re-
interpretations to reduce their distress.  But this is not a widely
shared skill among humans  (many humans would even dispute that it's
even a desirable one).  I can tell you that at some times in my life I
was better at this skill than at others, but I didn't feel I was more
"aware" or "conscious" at those times.  I certainly didn't feel my
pain or suffering was more real when I could re-interpret it--quite
the opposite, actually.

For most humans, interpretations in which pain is an unfortunate
state, and thus to be in pain is to suffer, seem not only to be the
default, but to be irresistible.  Torture successfully produces
suffering in most people.  Human beings with mental capacity much
smaller than average seem to experience suffering much as the rest of
us do--feebly trying to avoid it, calling out for aid.

It's interesting that you bring up torture.

The most effective tortures are not the ones that cause the largest
amount of physical pain. Why is that?



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Hacker Diet
Date: January 13, 2012 at 4:21 PM

Found some discussion. These are not average, representative people on this 
site, but it still goes something like this:

http://news.ycombinator.com/item?id=496675

Giving up alcohol for two months

I thought you could eat whatever you wanted as long as you counted calories?

Doing the fitness regime to boost metabolic rate

I thought it was about counting calories and eating fewer of them?

The hacker's diet is a perfect example of a watched metric improving just by 
being watched.

When I needed to lose weight recently, I watched what I eat (in a google docs 
spreadsheet) and weighed myself every day, and lost 10kg in about 10 weeks.

No mention of controlling number of calories eaten here either.

Seconded. When my weight starts ticking up and I can't bring it under control, 
my "nuclear option" is to record my weight every morning and write down 
everything I eat. At the end of the day I put everything on a blog. Even though 
the blog doesn't bear my name, doesn't have any readers, and can't be 
connected to me in any way, it hurts like hell when I have to record a bad food 
day. It hurts even worse than eating right. It's my bogeyman.

"hurts like hell"

and "eating right" hurts too.

see the irrationality?

http://news.ycombinator.com/item?id=496675


Has anyone tried the Shangri-La Diet? Seems too simple not to try it. From 
wikipedia:

"The diet itself consists of taking 100–400 calories in the form of extra-light (not 
extra-virgin) olive oil or sugar water per day, either all at once or spanned 
throughout the day. This must be consumed in a flavorless window, which is at 
least one hour after flavors have been consumed, and at least one hour before 
flavors will be consumed.[4] The consumption of these flavorless calories 
supposedly lowers the set point, and therefore, lowers weight."

Ummmmm

No, but I've tried the Get Off Your Ass and Don't Eat More Than 2000 Calories 
Per Day diet, and it works really well.

Notice how he links eating fewer calories with exercise.

And by 2000, I presume you mean 1500 or less.

Ummmmmmmm. he goes on to suggest that people who want to lose weight 
should eat about 1000 calories per day. this is calorie counting and control, but do 
you think it's rational?

If you have the dedication to run, or do some other cardio exercise, for hours a 
day you can lose fat quickly.

not calorie counting.

I'm having poor google-fu at the moment, but I recall hearing about a study 
which suggested that weight training was 7 times more effective than aerobics, 
so just do 20 minutes of weights a day and skip most of that cardio.



scientism, appeal to authority.

Also you need to eat vitamins

Since when did "vitamins" replace "fruit and vegetables"?

more stuff about which foods to eat, rather than how many calories

The main beef I have with his "hack your weight" approach is that he's strictly 
counting calories, and not the kind of calories.

Yes, it'll "work," but if you use McDonald's calories instead of Trader Joe's 
calories (you get the general idea), your body will be much worse off with the 
junk food, even if your weight is down.

heh

This Diet is way [too] complicated. A better way is simply: * Don't drink alcohol.  
... Cut back on carbs.  ...  Eat your veggies. Eat at minimum one pound per day. 
It is a must.

sigh

I followed this diet 3 years ago and it did have great results. I think that the 
exercise had the biggest effect on me

it's about exercise, not calories, eh?

I stopped drinking a 6 weeks ago and I've lost 15 pounds.

type of calories, again

Beer and the soda sugar (added to liquors) have a lot of calories and carbs.



again

Well that's the end of the comments. This does not strike me as a rational 
approach inspiring people to be rational on the subject.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Christopher Collins <ccollins@glebe.bromley.sch.uk> <beginning-of-
infinity@googlegroups.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 13, 2012 at 4:21 PM

On 12 Jan 2012, at 21:11, "Christopher Collins" <ccollins@glebe.bromley.sch.uk
wrote:

On 12 Jan 2012, at 20:08, "Elliot Temple" <curi@curi.us> wrote:

On Jan 12, 2012, at 12:02 PM, Steve Push wrote:

On Jan 12, 12:26 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 12, 2012, at 12:13 AM, Steve Push wrote:

On Jan 12, 1:43 am, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 10:25 PM, Steve Push wrote:

On Jan 11, 11:18 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 7:51 PM, Steve Push wrote:



On Jan 11, 8:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:42 PM, Steve Push wrote:

On Jan 11, 7:50 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 5:54 AM, Steve Push wrote:

The word "pain" is not ambiguous.  We have been using it
in the sense
of the OED's definition 3c:  "The state or condition of
consciousness
arising from mental or physical suffering (opposed to
pleasure);
distress; (occas.) an instance of this. Freq. with in.
Also in pl. in
same sense."

Anyone who has experienced intense pain knows there is
nothing
ambiguous about it.

Let's define 2 new words. Foo and baz. They won't have any
pre-existing associations.

They will be different words, with a difference I regard
as important.

Foo will be defined as: physical pain, meaning stimulation
of (pain) nerves which send (pain) signals to the brain.

Baz will be defined as: disliking something (such as foo,
or anything else), failing to cope, and therefore
suffering or we might call it "being distressed".

The word "pain" is ambiguous because it is used to refer
to both foo and baz.

I agree that animals have foo, but not baz.



If you want to define "pain" as "foo and baz, together"
then I will deny that animals have "pain" because I deny
they have baz. But they do have foo.

One of the issues with the ambiguity is that most of the
arguments for animal suffering argue that they have foo,
and don't address whether they have baz. Which is a
problem because foo isn't suffering.

What you call "foo" is what the NRC report calls
"nociception" -- the
peripheral and central nervous system processing of noxious
stimuli.
According to the NRC report, nociception can occur in
animals that are
incapable of experiencing pain.

Pain requires awareness but, according to the NRC, is not
always
injurious to animal welfare.  But the report says that,
when an animal
cannot cope with pain, it experiences distress, which is
always
harmful to animal welfare.

So what is the observational evidence that, to be explained,
requires that cows have something (what?) beyond nocieption?

In humans, the anesthetic ketamine inhibits pain (baz) but
not nociception (foo)

OK, let's consider this assertion.

Why do you think this is true?

And what does it mean for something to inhibit baz?

According to the paper I cited, electrophysiological studies



have
shown that ketamine does not prevent input from pain receptors
(foo)
from reaching the cerebral cortex but rather depresses pain
processing
in the cortex.

In the study described in the paper, the researchers applied
painful
heat stimuli to volunteers while they received low but
increasing
doses of ketamine and while they received a placebo.  During the
study, the investigators determined which areas of the brain
were
activated using functional magnetic resonance imaging.  They
also
asked the volunteers to rate the intensity and unpleasantness
of the
pain on a numerical scale.

Since this was not a double blind study, why should we accept
the results? Did they provide an explanation of why their study
didn't need to be double blind?

The reason it's not double blind is that the volunteers can tell
which group they are in. It's kind of like if you did a study
about the effects of LSD. Since LSD and ketamine have
*noticeable effects* (e.g. hallucinations) which differ from
placebo, some people can tell which group they are in.

The volunteers were blinded to the order of administration of the
various drug dosages and the placebo.  They were also blinded to
the
intensity of the stimulus.  A pilot study was conducted to arrive
at
ketamine dosages that were low enough to minimize psychomimetic
effects but produce reproducible analgesic effects.

So you're claiming that people being subjected to pain can't tell



whether they've been given pain relievers or not? So the study is
double blind.

But at the same time, they also *can* tell, as demonstrated by the
results asking them how much pain they felt and demonstrating that
it *is* a pain reliever? So the study is not double blind.

Which is it?

The study describes the controls, including blinding, used by the
investigators.  Here is the link:

http://www.anesthesia-analgesia.org/content/103/3/729.full.pdf+html

So are you claiming it is double blind or not double blind?

And searching the paper hasn't turned up an answer to my criticism.
If it's answered, please paste a quote.

Pain unpleasantness declined as ketamine dosage was increased.
Pain intensity ratings also decreased with [...]

A quote from BoI, as a reminder:

But intensities of preferences, and especially the differences
in intensities among different people, or between the same
person at different times, are notoriously difficult to define,
let alone measure – like happiness.

BoI's arguments on this topic apply just as well to unhappiness
or unpleasantness as they do to happiness.

Does the study include a refutation of BoI's arguments? Does it
solve the problems BoI points out? How? If the study doesn't
address BoI's criticisms, can we consider it refuted?

http://www.anesthesia-analgesia.org/content/103/3/729.full.pdf+html


The argument in BoI is not relevant to this study.  BoI criticized
comparisons *between* individuals to try to establish a link
between
happiness and genes where there is no explanatory theory
connecting
genes to happiness.  The ketamine study compared *within*
individuals

Note the part where Deutsch says "or between the same person at
different times".

Since the study compared the same person at different times, BoI's
argument is relevant. Right?

What did Deutsch mean by different times?  A day?  A week?  A year?

He meant different times. Period. As he said.

His arguments apply across any different times, so there is no
reason to restrict it. There is nothing in the logic of his argument
that makes it only apply to things a year apart. (Or is there? Point
it out.

IMO: i.e conjecture:
 No Elliot, this is not rational according to the framework that you
espouse as I understand it (and I broadly agree with).
Time is inherently integrated with the evolution of ideas.
Consciousness is at the leading edge of understanding and therefore
ideas. The subjective experience of pain and suffering (however you
define them) can only happen with consciousness. This process of being
conscious (a theory, as all objective knowledge has to be, i.e all
knowledge is theory led) is accumulated at all time scales, micro
seconds to generations. Time is not a concept that easily translates
to rationality, and cannot be used to fine grain discussions about the
subjective experience of pain and suffering.
/end conjecture.

In human terms: your extrapolating here beyond what's reasonable. The
onus here is for you to make your point not for others defend what's
seems reasonable.



Chris
Any response to my conjecture here? Any ideas very welcome, the
silence is deafening...

-- Elliot Temple
http://beginningofinfinity.com/

--

--

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation 
for adult problems)
Date: January 13, 2012 at 4:34 PM

On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

On Jan 13, 2:29 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 11:14 AM, Josh Jordan wrote:

The Hacker's Diet (4th ed.) by John Walker is a great book on how to
lose fat by counting calories. Available free online at
http://www.fourmilab.ch/hackdiet/

And where can I find the reader comments or discussion?

Here are about 77 posts referencing it on a weight-loss sub-forum at
reddit:

https://www.google.com/search?
q=%22hacker%27s+diet%22+site:reddit.com+inurl:loseit

Scattered comments are not discussion of the diet. If there's anything useful, 
could you link to it directly?

And I clicked one of the links, searched the page for the string "hack", and it 
wasn't there. This way of googling doesn't work very reliably for some reason.

Has the hacker diet, or any other diet, spawned any rational discussion that you 
know of? You don't actually want to defend/endorse all the individual mentions of 
the Hacker Diet by people from the weight loss reddit, do you?

Here's a sample comment from reddit

http://www.reddit.com/r/loseit/comments/o757e/im_a_17_year_old_male_and_i_c
ould_use_your_help/

 1. Cut out anything "Unnecessary in your diet" - Meaning Soda, sugar snacks, 
white bread, things that can be replaced by water, protein, fruit and wheat/grain 
bread. Go cold turkey man, just don't eat them if you can't find a substitute for 

http://www.fourmilab.ch/hackdiet/
https://www.google.com/search?q=%22hacker%27s+diet%22+site:reddit.com+inurl:loseit
http://www.reddit.com/r/loseit/comments/o757e/im_a_17_year_old_male_and_i_could_use_your_help/


them  ... 4. RESIST SNACKING - do this and your golden.

Being hungry is ok, you'll be hungry since your body has to adapt to your new 
eating habits, but it will work out in the end _^

The unstated meaning is it's going to suck, and you're going to suffer, and you 
should do it anyway. This comment doesn't tell you how to *like* doing these 
things, it just means to do them even though you don't like it. You'll hate it now but 
you'll be glad later. It's irrational and harmful.

The first thing I read in the book was:

http://www.fourmilab.ch/hackdiet/e4/

The goal of meal planning is a predictable and reliable daily calorie intake. 
We can't really wear an eat watch to tell us when to stop eating, but we can 
accomplish the same objective with a little paperwork in advance. By 
planning meals then sticking to the plan, you're not only guaranteed to 
achieve your goal, you eliminate the uncertainty about meals and the need 
for on-the-fly judgements about what, when, and how much to eat that are a 
prime contributor to weight gain in people living stressful, chaotic lives.

There are several problems here.

Do you see any issues here, as with wikipedia, or shall I point them out? (Or 
does anyone else want to?)

Every sentence in the paragraph you quoted looks quite plausible to
me. I would be interested to learn what the issues are.

It offers a guarantee. Life doesn't have guarantees.

Planning meals then sticking to the plan means: even if you don't want to. So the 
diet involves sometimes hurting yourself. So it's irrational and harmful.

The approach to planning is (intentionally) inflexible which is bad because often 
you can't predict the future very well.

http://www.fourmilab.ch/hackdiet/e4/


It wants to eliminate "on-the-fly judgments". This is anti-thinking.

It claims judgments (thinking) is a major contributor to weight gain.

Part of its message is: do not trust your mind, your mind will betray you and make 
you gain weight, you must overrule it with paperwork and planning and then, 
when there seems to be a problem, proceed anyway and don't listen to your own 
judgment/thinking.

BTW here is what it says next after that quote:

Planning meals in advance may seem foreign; an act that stamps out some of 
the precious spontaneity that makes life enjoyable. I think you'll see the reality 
isn't that bad

In other words: it may seem to suck, but it doesn't hurt *too* much, so put up with 
it.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Hacker Diet
Date: January 13, 2012 at 4:55 PM

On Jan 13, 4:21 pm, Elliot Temple <c...@curi.us> wrote:
Found some discussion. These are not average, representative people on this 
site, but it still goes something like this:

http://news.ycombinator.com/item?id=496675

Giving up alcohol for two months

I thought you could eat whatever you wanted as long as you counted calories?

You can. Are you suggesting that reducing your calorie intake is
incompatible with giving up a particular food for a period of time?

Doing the fitness regime to boost metabolic rate

I thought it was about counting calories and eating fewer of them?

It is. It would seem that this person missed the point. The "What, Me
Exercise?" chapter of the Hacker's Diet says, "don't exercise to try
to burn off calories and lose weight."

The hacker's diet is a perfect example of a watched metric improving just by 
being watched.

When I needed to lose weight recently, I watched what I eat (in a google docs 
spreadsheet) and weighed myself every day, and lost 10kg in about 10 weeks.

No mention of controlling number of calories eaten here either.

Yes, I don't remember anything about this from the book. Perhaps this
person is contributing additional data points to the subject.

Seconded. When my weight starts ticking up and I can't bring it under control, 
my "nuclear option" is to record my weight every morning and write down 
everything I eat. At the end of the day I put everything on a blog. Even though 

http://news.ycombinator.com/item?id=496675


the blog doesn't bear my name, doesn't have any readers, and can't be 
connected to me in any way, it hurts like hell when I have to record a bad food 
day. It hurts even worse than eating right. It's my bogeyman.

"hurts like hell"

and "eating right" hurts too.

see the irrationality?

Not everyone finds it that difficult, but here I don't see the
irrationality. Not everything worth doing is easy.

Has anyone tried the Shangri-La Diet? Seems too simple not to try it. From 
wikipedia:

"The diet itself consists of taking 100–400 calories in the form of extra-light (not 
extra-virgin) olive oil or sugar water per day, either all at once or spanned 
throughout the day. This must be consumed in a flavorless window, which is at 
least one hour after flavors have been consumed, and at least one hour before 
flavors will be consumed.[4] The consumption of these flavorless calories 
supposedly lowers the set point, and therefore, lowers weight."

Ummmmm

Not sure why you quoted this. People are allowed to wander slightly
off topic on most message boards. What does this have to do with the
Hacker's Diet?

No, but I've tried the Get Off Your Ass and Don't Eat More Than 2000 Calories 
Per Day diet, and it works really well.

Notice how he links eating fewer calories with exercise.

Yes, but it would seem that this person too is talking about a diet
other than the Hacker's Diet.

And by 2000, I presume you mean 1500 or less.



Ummmmmmmm. he goes on to suggest that people who want to lose weight 
should eat about 1000 calories per day. this is calorie counting and control, but 
do you think it's rational?

No; it's strange that he would suggest a flat number as if it was
right for everyone. The Hacker's Diet explains how to use an initial
estimate and a feedback loop to come up with an average daily calorie
limit.

If you have the dedication to run, or do some other cardio exercise, for hours a 
day you can lose fat quickly.

not calorie counting.

Yes, I believe I covered this category of objection above.

I'm having poor google-fu at the moment, but I recall hearing about a study 
which suggested that weight training was 7 times more effective than aerobics, 
so just do 20 minutes of weights a day and skip most of that cardio.

scientism, appeal to authority.

Agreed.

Also you need to eat vitamins

Since when did "vitamins" replace "fruit and vegetables"?

more stuff about which foods to eat, rather than how many calories

Yes.

The main beef I have with his "hack your weight" approach is that he's strictly 
counting calories, and not the kind of calories.

Yes, it'll "work," but if you use McDonald's calories instead of Trader Joe's 
calories (you get the general idea), your body will be much worse off with the 
junk food, even if your weight is down.



It's not clear that this is true. I think the subject of the n=1
"twinkie diet" subject might well have been better off at the end of
the experiment. 
http://www.cnn.com/2010/HEALTH/11/08/twinkie.diet.professor/index.html

This Diet is way [too] complicated. A better way is simply: * Don't drink alcohol.  
... Cut back on carbs.  ...  Eat your veggies. Eat at minimum one pound per 
day. It is a must.

sigh

I don't endorse this person's approach either.

I followed this diet 3 years ago and it did have great results. I think that the 
exercise had the biggest effect on me

it's about exercise, not calories, eh?

Apparently so, for this person.

I stopped drinking a 6 weeks ago and I've lost 15 pounds.

type of calories, again

Cutting out a single food can be a way to limit calories, provided you
don't replace it with something else.

Beer and the soda sugar (added to liquors) have a lot of calories and carbs.

again

Yes, the same comment applies here, again.

Well that's the end of the comments. This does not strike me as a rational 
approach inspiring people to be rational on the subject.

http://www.cnn.com/2010/HEALTH/11/08/twinkie.diet.professor/index.html


Well look, if, instead of "every diet qualifies as an irrational way
of thinking about food", you had said, "every diet discussion forum
contains some errors and off-topic comments", I probably would have
agreed with you.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Hacker Diet
Date: January 13, 2012 at 5:10 PM

On Jan 13, 2012, at 1:55 PM, Josh Jordan wrote:

Elliot wrote:

"hurts like hell"

and "eating right" hurts too.

see the irrationality?

Not everyone finds it that difficult, but here I don't see the
irrationality. Not everything worth doing is easy.

I object to equating "hurts like hell" with "not easy". Make sense?

There's a huge difference between "hard" and "hurts".

Doing hard things doesn't have to hurt.

Well look, if, instead of "every diet qualifies as an irrational way
of thinking about food", you had said, "every diet discussion forum
contains some errors and off-topic comments", I probably would have
agreed with you.

Go ahead an provide a single diet discussion forum, for any diet, with any 
significant amount of rational discussion and comments.

It's not that I cherry picked out the bad comments from the discussion. It's that 
there weren't really any good ones at all, and no sign of anyone using the diet 
rationally.

The comments I chose were representative. Where is any good thinking about 
this?



Where are the people thinking rationally about diets? Find some if you think it 
exists.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Christopher Smith <cwsmith85@gmail.com>
Subject: Re: [BoI] Hacker Diet
Date: January 13, 2012 at 5:15 PM

On Jan 13, 2012, at 4:10 PM, Elliot Temple wrote:

Where are the people thinking rationally about diets? Find some if you think it 
exists.

If a diet means simply "the sum of things you eat," (which is one very basic use of 
the word), then what you are saying is that there is no such thing as rational way 
to eat.  What do you eat? (i.e., what is your "diet"?)  And, why do you eat that 
way?  Presumably you have some rational answer.  But the way your question is 
formulated, you seem to be suggesting no one ever eats rationally.

--Chris



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Error correction in American politics
Date: January 14, 2012 at 4:44 AM

On Jan 13, 7:05 am, Rami Rustom <ramir...@gmail.com> wrote:
On Dec 14 2011, 2:48 pm, Elliot Temple <c...@curi.us> wrote:

On Dec 14, 2011, at 6:38 AM, Rami Rustom wrote:

Capitalism explains that human ingenuity thrives through competition.

No. For example you don't mention freedom or voluntary action.

Understood. Capitalism is about voluntary action in trades.

Liberalism explains that all humans are equal and they have certain
inalienable rights.

No. Again no mention of freedom or voluntary action (among other things).

I know of two other things:

^ An individuals rights are those that allow near absolute freedom.
The only restrictions are that her rights:

^^ can not infringe on the rights of another.

^^ can not cause harm to the collective [society], such as the right
not to take a vaccine that protects against a pandemic virus.

What what does "all humans are equal" mean? That is ambiguous.

Liberalism advocates equality under the law, a special type of equality.

Understood.

And our government exists to enact, interpret, and enforce laws to allow
capitalism and liberalism, among other things.

So government exists to constrain the competitors' interactions with



society so that certain groups of individuals do not take advantage of
other groups.

No. It exists (or should exist) to prevent force (including threat of force, fraud, 
etc).

Understood.

The issue is force, not something as nebulous as taking advantage.

Understood. *Taking advantage* can be understood a thousand different
ways, i.e. ambiguous, while *coercion* is simple and absolute.

But laws are fallible. Therefore there exists error in the philosophy, in
the methodology, and in the application of these laws.

That error results in the alienation of some groups onto others.

What does that mean? Why do the errors result in that particular thing?

Oh. Yes that part is wrong. That was an anti-capitalist/leftist
understanding, which is irrational.

So scratch that sentence about alienation.

So there must exist a process of error correction to minimize the
alienation. This process of error correction must be incorporated in
the government's process of enacting, interpreting, and enforcing of
laws. And The Constitution does provide a process of error correction,
which is what has allowed our government to mold to society since the
birth of our country.

There is the alienation word again. And I don't like that I've only
mentioned the Constitution in the error correction. So scratch this
whole sentence.

But the current process of error correction is very weak. This is



evident in the slow progress and reverse progress of late.

There is no reverse. This is yet another myth about the "good old days" which 
whitewashes the past.

By reverse I meant things like the recent recession. So I was speaking
of a situation, i.e. 0th order. Our situation is definitely worse now
than in 2007.

I think you are speaking of political philosophy, i.e. 2nd order. Our
logic of politics is definitely as good now as it ever has been. So
yes this has not gone in the reverse. But there is much room for
improvement.

David Deutsch says that the best [not sure what word he used] way to
improve error correction in politics is to change the system to allow
for easy ousting of politicians. I'd like to include supreme court
judges in with the politicians. David says that this would put fear in
them to do better.

So how do we improve the error correction?

Well for starters, we need better ideas. And where are those ideas? They
are in us.

What? Lots of them have yet to be thought of, they are not in anyone's minds 
now.

Yes thats what I meant.

So why aren't those ideas already being voiced to the right
places? Or rather, why aren't our representatives already hearing our
voices?

Its because it was not designed so that representatives would hear our
voices.

Incorrect; that was one of the design goals.



Yes. But the design was very poor. A much better design was created by
James Fishkin as he wrote in _When the People Speak: Deliberative
Democracy and Public Consultation_. He got the idea from the
Athenians. He calls them Deliberative Polls. This is a real example of
how Deliberative Polls are done:

On June 24-26, 2011 a scientifically selected random sample of 412 registered 
voters from throughout California participated in the first ever statewide 
Deliberative Poll on governance reform, in Torrance, CA.  They convened for 
an open and honest discussion of a wide range of reforms to the state’s 
legislature, initiative process, local government and tax and fiscal policy.

A total of 30 proposals were considered in these four areas. The
participants explored their ideas in moderated small group discussions
that covered the critical pros and cons.  The participants also posed
questions to experts from across the ideological spectrum.  Over the
course of the weekend’s deliberations participants became more
informed and in many cases changed their views significantly. What did
they think should be done to fix the state?

Legislative reform: Participants overwhelmingly supported steps to
improve public oversight and increase accountability, including
requiring the legislature to establish and track performance goals,
perform economic impact analysis of major legislation, and publish
long-term projections prior to budget votes. [This is better error
correction.]

Initiative reform:  Participants strongly supported changes to help
voters better understand the consequences of initiatives, and they had
little interest in permitting the legislature to affect initiatives’
content in any way. [This is better error correction.]

State-local restructuring: Participants wanted to give cities and
counties greater control over financing of their programs, in return
for establishment and tracking of performance goals.  At the same
time, slightly more participants after deliberation thought the state
should be responsible for the most important policy decisions,
although they were evenly split on how much taxation authority should
be authorized to the state versus the cities and counties.



Tax and fiscal policy:  Participants indicated strong support for
fiscal transparency and accountability, but preferences for tax policy
remained split.

To learn more about the results, visit the website of the _Center for
Deliberative Democracy at Stanford 
University_:http://cdd.stanford.edu/polls/california/#results

Or listen to this podcast from Jim Fishkin (http://cdd.stanford.edu/mm/
2011/nextca/), one of the organizers of the California Deliberative
Poll.

end quote

I'll add some of more details about Deliberative Polls. The voters
first read a document to learn the issues. The document was drawn up
by many parties including experts from many fields. The opposing
parties all had to agree on the document so as to ensure that it was
not biased. In one Poll, it took 16 iterations before the document was
finalized.

Voters deliberated in groups of 15 to 20. 1 person from each group was
chosen to speak to the entire 500. Experts spoke to the entire 500
also. And moderators were there to keep the peace and to ensure that
experts didn't lie, employ fallacies, or make personal attacks.

The entire process and the results are televised. So that means that
other voters learned what those 500 voters believed in. So truckers
saw other truckers speaking on the subject and laborers saw other
laborers speaking on the subject. Truckers and laborers trust people
like themselves over politicians and experts.

If this process was done nationwide for big issues, then the people
would know what others like them want. People would no longer need to
resort to only trusting politicians and experts.

Furthermore, politicians would actually have a *real* way of knowing
what the people want. Right now, they don't. The people have no
*effective* voice.

http://cdd.stanford.edu/polls/california/#results
http://cdd.stanford.edu/mm/


It was designed with the idea that not all people are capable of
self-governance.

Sort of, which is why there are representatives to listen (and then add in their 
own judgment. they are supposed to hear us but not necessarily agree).

Yes this is good. But it needs an additional component in order to
drive the *listening* part. And Deliberative Polls does this. The
Polls are televised. So politicians can actually listen to our
opinions. And since our opinions were created in a structured and
deliberative manner, they are a good set of opinions, i.e a fully
formed public opinion, which is absolutely necessary. This I learned
from John Dewey who asserted that a complete democracy was to be
obtained not just by extending voting rights but also by ensuring that
there exists a fully formed public opinion, accomplished by effective
communication among citizens, experts, and politicians, with the
latter being accountable for the policies they adopt.

What do you think?

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Hacker Diet
Date: January 14, 2012 at 5:27 AM

On Jan 13, 4:15 pm, Christopher Smith <cwsmit...@gmail.com> wrote:
On Jan 13, 2012, at 4:10 PM, Elliot Temple wrote:

Where are the people thinking rationally about diets? Find some if you think it 
exists.

If a diet means simply "the sum of things you eat," (which is one very basic use 
of the word), then what you are saying is that there is no such thing as rational 
way to eat.

I didn't find that meaning of the term diet. According to the OED,
diet means:

1) the kinds of food that a person, animal, or community habitually
eats.

2) a special course of food to which a person restricts themselves to
lose weight or for medical reasons.

I think that Elliot spoke of the 2nd meaning. And he's referring to
the popular diets as being irrational. And he has said also that if a
person has rational reasons for applying a certain diet, e.g. medical
reasons or a movie to gain for, then this is good. But otherwise,
popular diets are bad because they are being applied for irrational
reasons. So according to meaning #1, he doesn't follow a diet.

If we consider the 1st meaning, we can't say that he chooses foods
habitually. He eats what he likes and that can change at anytime
because he could be introduced to a new type of food thereby changing
what he eats. This is not habit. So according to meaning #2, he
doesn't follow a diet.

What do you eat? (i.e., what is your "diet"?)  But the way your question is 
formulated, you seem to be suggesting no one ever eats rationally.



He has said that he eats *what he likes* *when and only when he's
hungry*.

And, why do you eat that way?  Presumably you have some rational answer.

Because its relatively healthy, easy to follow, and pleasant to the
tongue thereby causing happiness and preventing distress in many ways.

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Force is bad, war is good? (was: Universal Healthcare)
Date: January 14, 2012 at 5:39 AM

On Tue, Jan 10, 2012 at 6:37 PM, Don Crimbchin
<donald.crimbchin@gmail.com> wrote:

That's pretty close to my point of view, except I would additionally
note that deterrence is not the only, or even the best, way to avoid
armed conflict.  If it is acceptable to forcibly collect money for
deterrence, it is also okay to forcibly collect money for other means
of avoiding conflict.

For example, several of the governments that the USA is in tension
with depend upon oil revenue to keep their economies afloat and their
regimes in power.  If we developed a viable alternative to oil for
storing energy in vehicles, they might have to diversify their
economies, which might force them to liberalize.  Or at least they'd
find it harder to afford weapons to harass us with.

So what would be the least coercive way for the government to drive
green energy knowledge creation?

Or, we could develop and deploy a censorship-bypassing wireless mesh
network, so that all governments everywhere would be open to
criticism.  The American government does have a few people working on
things like that scattered here and there but I think it's unfortunate
that such efforts take a back seat to deterrence as the focus of our
national security efforts.

What is a censorship-bypassing wireless mesh network? And how exactly
could it help the collective? And what could be the least coercive way
that the government could drive this?

Given that our society has, for the most part, adapted to openness,
while most of our rivals have closed societies, then building and
sharing any technology that opens the world further would tend to work
to our advantage.



Interesting. What technologies should be shared? Is it the thing above
or something else? And who owns these technologies? And how could the
government coerce those companies to share those technologies?

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Ketamine experiment (Was: Ambiguity of the word pain)
Date: January 14, 2012 at 5:50 AM

On Jan 12, 5:05 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 5:05pm, Steve Push wrote:

On Jan 12, 6:19 am, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 6:25am, Steve Push wrote:

Ketamine reduces pain in humans by decreasing the emotional response
to painful stimuli.  It does not block pain signals from reaching the
cortex, as other anesthetics and analgesics do.  And it is effective
in animals.  If animals were incapable of having subjective feelings
of pain, ketamine should not work on them.

What should we expect the experimental results to be if the information flow 
in brains receiving input from pain receptors were something like this:

(1) Sensory nerves -->
(2) Unconscious processing, deciding what sort of stimulus this is and where 
in the body etc -->
(3) Unconscious processing, translating that input according to a genetically 
fixed algorithm into output suitable for causing motor and other systems to 
engage fight/flight/evasion/signalling etc -->

(3+) [In humans only: A process that receives inputs from the outputs of (2) 
and (3), and engages in human-type conscious and unconscious thought, 
including interpreting them as qualia, creating explanations and 
interpretations of them, and choosing to do anything from passing the inputs 
on unchanged to replacing them completely.] -->



(4) Signals sent to motor and other systems, to cause behaviour.

and if the effect of ketamine was to prevent the output of process (3) from 
being forwarded anywhere, while the effect of pain killers was to prevent the 
output of stage (1) and/or (2) from being forwarded anywhere?

In your hypothetical situation, I would expect that neither humans nor
animals on ketamine would have any signs, symptoms, or awareness of
pain.

Why is it impossible that stage 3+, in the presence of ketamine, would include 
qualia associated with awareness that pain is present (from the output of stage 
2, which is unaffected by the ketamine) but lack the qualia associated with 
wanting to avoid the pain (such qualia being the usual consequence of receiving 
the output of stage 3, which is suppressed by ketamine)?

Your model assumes that ketamine does not directly affect 3+ (the only
part of the model involved in conscious processing) and that the drug
blocks output from 3 to 4 (a part with no conscious processing).  Thus
your model does not seem to explain the study results that show
ketamine decreased activation preferentially in brain areas associated
with consciousness.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 14, 2012 at 6:11 AM

On Thu, Jan 12, 2012 at 3:10 PM, Christopher Collins
<ccollins@glebe.bromley.sch.uk> wrote:

On 12 Jan 2012, at 20:08, "Elliot Temple" <curi@curi.us> wrote:
On Jan 12, 2012, at 12:02 PM, Steve Push wrote:

On Jan 12, 12:26 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 12, 2012, at 12:13 AM, Steve Push wrote:

On Jan 12, 1:43 am, Elliot Temple <c...@curi.us> wrote:
On Jan 11, 2012, at 10:25 PM, Steve Push wrote:

Pain unpleasantness declined as ketamine dosage was increased.
Pain intensity ratings also decreased with [...]

A quote from BoI, as a reminder:

But intensities of preferences, and especially the differences
in intensities among different people, or between the same
person at different times, are notoriously difficult to define,
let alone measure – like happiness.

BoI's arguments on this topic apply just as well to unhappiness
or unpleasantness as they do to happiness.

Does the study include a refutation of BoI's arguments? Does it
solve the problems BoI points out? How? If the study doesn't
address BoI's criticisms, can we consider it refuted?

The argument in BoI is not relevant to this study.  BoI criticized
comparisons *between* individuals to try to establish a link
between
happiness and genes where there is no explanatory theory connecting
genes to happiness.  The ketamine study compared *within*
individuals

Note the part where Deutsch says "or between the same person at
different times".



Since the study compared the same person at different times, BoI's
argument is relevant. Right?

What did Deutsch mean by different times?  A day?  A week?  A year?

He meant different times. Period. As he said.

His arguments apply across any different times, so there is no
reason to restrict it. There is nothing in the logic of his argument
that makes it only apply to things a year apart. (Or is there? Point
it out.

IMO: i.e conjecture:
 No Elliot, this is not rational according to the framework that you
espouse as I understand it (and I broadly agree with).
Time is inherently integrated with the evolution of ideas.
Consciousness is at the leading edge of understanding and therefore
ideas. The subjective experience of pain and suffering (however you
define them) can only happen with consciousness. This process of being
conscious (a theory, as all objective knowledge has to be, i.e all
knowledge is theory led) is accumulated at all time scales, micro
seconds to generations. Time is not a concept that easily translates
to rationality, and cannot be used to fine grain discussions about the
subjective experience of pain and suffering.
/end conjecture.

I think I have a good criticism. It is an explanation of BoI's phrase
*between the same person at different times* and it shows that the
phrase does apply on all times scales, almost. The only limitation I
see is the time scale of the firing of a neural pathway in the brain,
which I think is microseconds. Does anybody know?

The firing of a neural pathway [in the brain, i.e. biology] is
manifested as a thought [in the mind, i.e consciousness]. So a neural
pathway [in the brain] correlates with a piece of knowledge, e.g. an
idea [in the mind].

Consider the state of a mind, i.e. consciousness, before and after a
new neural pathway is created.



^ C1 is the consciousness before the new piece of knowledge was learned.
^ C2 is the consciousness after the new piece of knowledge was learned.

C1 does not equal C2 and they are only microseconds apart in time.

What do you think?

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Ketamine experiment (Was: Ambiguity of the word pain)
Date: January 14, 2012 at 6:29 AM

On Sat, Jan 14, 2012 at 4:50 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 12, 5:05 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 5:05pm, Steve Push wrote:

On Jan 12, 6:19 am, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 6:25am, Steve Push wrote:

Ketamine reduces pain in humans by decreasing the emotional response
to painful stimuli.  It does not block pain signals from reaching the
cortex, as other anesthetics and analgesics do.  And it is effective
in animals.  If animals were incapable of having subjective feelings
of pain, ketamine should not work on them.

What should we expect the experimental results to be if the information flow 
in brains receiving input from pain receptors were something like this:

(1) Sensory nerves -->
(2) Unconscious processing, deciding what sort of stimulus this is and 
where in the body etc -->
(3) Unconscious processing, translating that input according to a genetically 
fixed algorithm into output suitable for causing motor and other systems to 
engage fight/flight/evasion/signalling etc -->

(3+) [In humans only: A process that receives inputs from the outputs of (2) 
and (3), and engages in human-type conscious and unconscious thought, 
including interpreting them as qualia, creating explanations and 
interpretations of them, and choosing to do anything from passing the inputs 
on unchanged to replacing them completely.] -->

(4) Signals sent to motor and other systems, to cause behaviour.

and if the effect of ketamine was to prevent the output of process (3) from 
being forwarded anywhere, while the effect of pain killers was to prevent the 
output of stage (1) and/or (2) from being forwarded anywhere?



In your hypothetical situation, I would expect that neither humans nor
animals on ketamine would have any signs, symptoms, or awareness of
pain.

Why is it impossible that stage 3+, in the presence of ketamine, would include 
qualia associated with awareness that pain is present (from the output of stage 
2, which is unaffected by the ketamine) but lack the qualia associated with 
wanting to avoid the pain (such qualia being the usual consequence of 
receiving the output of stage 3, which is suppressed by ketamine)?

Your model assumes that ketamine does not directly affect 3+ (the only
part of the model involved in conscious processing) and that the drug
blocks output from 3 to 4 (a part with no conscious processing).  Thus
your model does not seem to explain the study results that show
ketamine decreased activation preferentially in brain areas associated
with consciousness.

But his model does do that. There are 4 scenarios to consider. Humans
[H] and non-humans [N] both normally [Hn and Nn] and with ketamin [Hk
and Nk]. The symbol "/" means blocked.

In humans ... without ketamin, the flow is:
Hn) 1 -> 2 -> 3 -> 3+ -> 4

... but with ketamin, the flow is:
Hk) 1 -> 2 -> 3 /

In non-human animals ... without ketamin, the flow is:
Nn) 1 -> 2 -> 3 -> 4

... but with ketamin, the flow is:
Nk) 1 -> 2 -> 3 /

So his model does explain why the ketamine research results decreased
activation preferentially in both humans and non-human animals, i.e.
Hk and Nk both block step 4.

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Ketamine experiment (Was: Ambiguity of the word pain)
Date: January 14, 2012 at 6:32 AM

On 14 Jan 2012, at 10:50am, Steve Push wrote:
On Jan 12, 5:05 pm, David Deutsch <david.deut...@qubit.org> wrote:

On 12 Jan 2012, at 5:05pm, Steve Push wrote:
On Jan 12, 6:19 am, David Deutsch <david.deut...@qubit.org> wrote:

On 12 Jan 2012, at 6:25am, Steve Push wrote:

Ketamine reduces pain in humans by decreasing the emotional response
to painful stimuli.  It does not block pain signals from reaching the
cortex, as other anesthetics and analgesics do.  And it is effective
in animals.  If animals were incapable of having subjective feelings
of pain, ketamine should not work on them.

What should we expect the experimental results to be if the information flow 
in brains receiving input from pain receptors were something like this:

(1) Sensory nerves -->
(2) Unconscious processing, deciding what sort of stimulus this is and 
where in the body etc -->
(3) Unconscious processing, translating that input according to a genetically 
fixed algorithm into output suitable for causing motor and other systems to 
engage fight/flight/evasion/signalling etc -->

(3+) [In humans only: A process that receives inputs from the outputs of (2) 
and (3), and engages in human-type conscious and unconscious thought, 
including interpreting them as qualia, creating explanations and 
interpretations of them, and choosing to do anything from passing the inputs 
on unchanged to replacing them completely.] -->

(4) Signals sent to motor and other systems, to cause behaviour.

and if the effect of ketamine was to prevent the output of process (3) from 
being forwarded anywhere, while the effect of pain killers was to prevent the 
output of stage (1) and/or (2) from being forwarded anywhere?

In your hypothetical situation, I would expect that neither humans nor



animals on ketamine would have any signs, symptoms, or awareness of
pain.

Why is it impossible that stage 3+, in the presence of ketamine, would include 
qualia associated with awareness that pain is present (from the output of stage 
2, which is unaffected by the ketamine) but lack the qualia associated with 
wanting to avoid the pain (such qualia being the usual consequence of 
receiving the output of stage 3, which is suppressed by ketamine)?

Your model assumes that ketamine does not directly affect 3+ (the only
part of the model involved in conscious processing) and that the drug
blocks output from 3 to 4 (a part with no conscious processing).  Thus
your model does not seem to explain the study results that show
ketamine decreased activation preferentially in brain areas associated
with consciousness.

Why is it impossible that the process 3+, when it receives inputs from only 
process 2, would require less oxygen to perform its processing than it would 
when having to process inputs from both 2 and 3? Especially in situations where 
it decides that a process-2 input doesn't require much attention while the 
process-3 inputs, if it received them, would require heavy computation?

-- David Deutsch



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] John Dewey (was: TCS, ARR, and How To Learn)
Date: January 14, 2012 at 7:19 AM

On Fri, Jan 13, 2012 at 2:32 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 13, 2012, at 12:21 PM, Rami Rustom wrote:

On Fri, Jan 13, 2012 at 2:08 PM, Elliot Temple <curi@curi.us> wrote:

So if the article is accurate, I'm going with "no".

Somebody should tell the huuuuuge following he has; and its worldwide.

I'm sure if they wanted to know this, they would know it. Perhaps many of them 
do know it and approve.

Many of them must have read this article. It's on a well known site.

Did he start leftism?

No, it's older than the French Revolution.

When did liberalism start? When did it become mainstream? And leftism?

Were/are there other competing philosophies?

Even better, could you show us a penetration vs time graph of these?
So the Y axis scale starts at 0% penetration [before creation] to 100%
penetration [one day maybe we'll have 100% penetration?].

Something like at time T1 dude(tt) D1 created philosophy P1
[liberalism/leftism/other] and revealed it in book B1. And at T2, D2
created B2 and penetration changed to roughly N2%. The more points the
better. :)

-- Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: TCS-Coercion as an explanation for adult problems
Date: January 14, 2012 at 7:24 AM

On Fri, Jan 13, 2012 at 12:37 PM, Justin Mallone <justinceo@gmail.com> wrote:

On Jan 13, 2012, at 10:30 AM, Josh Jordan wrote:

On Jan 13, 1:02 pm, Justin Mallone <justin...@gmail.com> wrote:
What's amazing is people will argue the point that you can eat anything as 
long as you control calories and you will lose weight.

Indeed, I would argue that point.

To be clear, I *agree* with the idea that you can eat anything as long as you 
control calories and you will lose weight, and meant that it is amazing people will 
argue *against* that notion.

What about people with thyroid malfunction?

What about if you ate all your daily calorie intake in just one meal a
day just minutes before your nightly 8 hours of sleep [assuming this
is your typical sleep pattern]?

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 14, 2012 at 8:03 AM

On 11 Jan 2012, at 00:37, Don Crimbchin wrote:

Also, were you saying you are opposed to property? If so, what is your take on 
robbery?

I say that property is a form of coercion, but that doesn't mean I'm
opposed to it.  Some forms of force and coercion are acceptable to
me.  All I ask is that when we deploy force and coercion that we
recognize them as such.  The institution of property gives exclusive
claim to resources that, sometimes, were once held in commons.  Force
is required to deter other people from using those resources.  This is
an institution that offers many utilitarian benefits and is roughly
compatible with our ideas of justice most of the time.  But it's not a
perfect institution, it shouldn't be seen as sacred, and it doesn't
necessarily involve less force or coercion than other, competing
institutions.

Let's suppose that Bob is a farmer. Bob ploughs a field and sows some wheat. A 
few weeks go by, Bob comes along and sees that somebody has messed up his 
ploughing, taken all the wheat, and planted a load of begonia seeds in the field. 
Why would somebody do this? They think begonias are needed more than wheat. 
If Bob can't control the field there's no point in him planting because anybody can 
come along rip up what he planted.

If there are no means of resolving disputes between people who claim the same 
property, then coercion will occur. If there are good ways of resolving disputes 
then people will be satisfied with the way the disputes are resolved and will not be 
coerced.

Private property does not necessarily involve coercion. A person, Jill, say, doesn't 
have to look at Bob's field and think "I want that field right now and I will take it 
from bob without his consent." She can also recognise that although she may 
think she has a better idea about how to use Bob's field or whatever, so far she 
has not persuaded people to part with the resources necessary for her to use 



Bob's field.

Public property does necessarily involve coercion: it means there cannot be any 
dispute resolution institutions since that would mean deciding in favour of one 
claim or another rather than everyone having an equal claim. In any case it 
doesn't really make sense to weigh claims and say whether they are equal. 
Choices can't be made by weighing as described in BoI chapter 13 and that's no 
what happens when there are good ways of resolving disagreements over 
property. Rather, the disagreements are settled in such a way that everybody 
involved agrees that they were settled in the right way.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Top Thinkers
Date: January 14, 2012 at 8:08 AM

On Wed, Dec 28, 2011 at 6:29 PM, Elliot Temple <curi@curi.us> wrote:
On Dec 28, 2011, at 12:01 PM, Rami Rustom wrote:

On Dec 28, 9:02 am, Richard Fine <richard.f...@gmail.com> wrote:
On 12/28/2011 1:38 PM, Rami Rustom wrote:

Universities are
businesses and their primary goal is not education, but profit. The
more students they churn, the more profit they earn. Education is only
a secondary goal that must be achieved on some minimum level in order
to *earn* more customers (students). And whats worse is the way that
*education* is currently measured which is by psuedoscientific methods
like tests and class credits.

You say that the way education is measured is "worse," implying that you
think the fact that universities are primarily seeking profit is bad.
Why is that?

I guess I said *worse* because I am inclined to think that University
should be free.

You mean paid for entirely by charity?

No I meant taxes. But I see this is wrong now. And I know why you
mentioned charity; because charity is voluntary action, which requires
persuasion. Paid for by taxes is coercion.

Coercion causes dependencies while persuasion causes the mind to think
autonomously.

I don't think that's a very good idea. For example, I might want lessons from a 
particular person. But he has other stuff to do and doesn't want to work for low 
pay at a charity organization. But by paying him (more than my share of the 
charitable donations would allow) and having a commercial transaction, I could 
perhaps get my lessons. So we'd both benefit, whereas if we were limited to 
using charity then I would not get my lessons.



Understood. Education should be like capitalism, i.e. there should
exist competition between the educators [people and organizations].

Of course you're welcome to persuade anyone who wants to to donate their 
money to charity to give free education to whoever. There is some place for that 
but I don't think it should be the standard or only model for university.

I like the idea of letting schools compete with each other for
students. The government would pay on behalf of the student, but the
student could choose any school they wanted.

What if I don't want to give the Government my money to pay for John Doe's 
schooling?

You shouldn't have to. Voluntary action is the default mode. Coercion
should only be applied when it is necessary for the collective, e.g.
military or vaccines of pandemic viruses.

I think it's true that people are generally bad at judging the value of
education to themselves. There are a lot of hangups and coercion in this
area (lots of kids get pressured to go to University by their parents,
peers, intellectual culture, etc). It doesn't help that a University
education is a very large and time-consuming thing that requires people
to make a big commitment, so people get freaked out about it and don't
look at it like they would if they were just buying a book on the topic.

Maybe a solution would be to remove the certification and degrees.
Keep the education, but get rid of the stupid paper that supposedly
proves that sufficient learning occurred.

Schools shouldn't do certification (which is at odds with educating),

I presume that you include diplomas and degrees in with certification.

So are you saying that schools are necessary? I think you also said
that a TCS school is a fallacy.



So how do we combine these?

I think you're saying that we could make schools follow TCS philosophy
as close as possible. But that their very nature prevents them from
following TCS absolutely.

If I'm right, consider another question. Isn't every human being, by
their very nature, prevented from following TCS absolutely?

I do realize though that a stay-at-home parent can educate his
children in line with TCS more closely than a school can. So I think
its accurate to make this statement:

Parents should have children with the aim of not sending them to
school and instead applying TCS at home [society]; and for these same
parents that had this aim, if their situation changes dramatically
causing them to not do above, they could resort to school but that
school should follow TCS as much as possible.

but I think it's legitimate for independent companies to offer testing/certification 
services. I'm not sure how useful that is, but I don't want to rule it out. If it's a 
bad idea, people should simply not use such services.

Yes because there is not a utilitarian reason to coerce them into not
doing it. Coercing them without a rational utilitarian reason is
anti-capitalistic.

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Altruism (was: Deutsch's way of thinking IS methodical)
Date: January 14, 2012 at 8:49 AM

On Tue, Jan 3, 2012 at 6:45 PM, Kristen Ely <kristeneely@yahoo.com> wrote:
On Dec 28, 2011, at 1:04 PM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Dec 28, 10:41 am, Elliot Temple <c...@curi.us> wrote:
On Dec 21, 2011, at 8:55 AM, Tanya Davison wrote:

I think people aim for a plan and admire the
person who stays focused on that plan for a few reasons. People tend to
admire having long term goals, I guess to do with how important people
think it is to secure your future over enjoying now. Related its
admirable
to be focused, to work hard even if you don't enjoy it.

Why is hurting oneself admirable?

Who is gaining anything from such actions? Others are benefitting? That
would be altruism, which is bad.

Oh. I thought altruism is good.

No, altruism is bad. It means putting others ahead of yourself. Altruism is
sacrificing yourself for other people and not getting what you want. That
means giving up parts of your life, parts of yourself. Also, altruistic
people often hope to at least benefit from the gratitude and appreciation of
the people they sacrifice for, and if they don't get it, they are losing out
twice -- they're not getting the things they'd like for themselves, and
they're not getting the gratitude and appreciation they want from others.

I'd like to add some more here. Acting selfishly causes happiness and
prevents distress as you explained. And this is an individualistic
view.

But there is also a utilitarian view. If each individual acted
selfishly in order to cause their own happiness, then that happiness
will have a positive effect on the collective. This is liberalism.



And if each individual acted altruistically in order to cause other's
happiness, which most times causes distress in themselves, then that
distress will have a negative effect on the collective. Which explains
why liberalism is better.

-- Rami

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Ketamine experiment (Was: Ambiguity of the word pain)
Date: January 14, 2012 at 9:29 AM

On Jan 14, 6:32 am, David Deutsch <david.deut...@qubit.org> wrote:
On 14 Jan 2012, at 10:50am, Steve Push wrote:

On Jan 12, 5:05 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 5:05pm, Steve Push wrote:

On Jan 12, 6:19 am, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 6:25am, Steve Push wrote:

Ketamine reduces pain in humans by decreasing the emotional response
to painful stimuli.  It does not block pain signals from reaching the
cortex, as other anesthetics and analgesics do.  And it is effective
in animals.  If animals were incapable of having subjective feelings
of pain, ketamine should not work on them.

What should we expect the experimental results to be if the information 
flow in brains receiving input from pain receptors were something like this:

(1) Sensory nerves -->
(2) Unconscious processing, deciding what sort of stimulus this is and 
where in the body etc -->
(3) Unconscious processing, translating that input according to a 
genetically fixed algorithm into output suitable for causing motor and other 
systems to engage fight/flight/evasion/signalling etc -->

(3+) [In humans only: A process that receives inputs from the outputs of (2) 
and (3), and engages in human-type conscious and unconscious thought, 
including interpreting them as qualia, creating explanations and 
interpretations of them, and choosing to do anything from passing the 



inputs on unchanged to replacing them completely.] -->

(4) Signals sent to motor and other systems, to cause behaviour.

and if the effect of ketamine was to prevent the output of process (3) from 
being forwarded anywhere, while the effect of pain killers was to prevent 
the output of stage (1) and/or (2) from being forwarded anywhere?

In your hypothetical situation, I would expect that neither humans nor
animals on ketamine would have any signs, symptoms, or awareness of
pain.

Why is it impossible that stage 3+, in the presence of ketamine, would include 
qualia associated with awareness that pain is present (from the output of 
stage 2, which is unaffected by the ketamine) but lack the qualia associated 
with wanting to avoid the pain (such qualia being the usual consequence of 
receiving the output of stage 3, which is suppressed by ketamine)?

Your model assumes that ketamine does not directly affect 3+ (the only
part of the model involved in conscious processing) and that the drug
blocks output from 3 to 4 (a part with no conscious processing).  Thus
your model does not seem to explain the study results that show
ketamine decreased activation preferentially in brain areas associated
with consciousness.

Why is it impossible that the process 3+, when it receives inputs from only 
process 2, would require less oxygen to perform its processing than it would 
when having to process inputs from both 2 and 3? Especially in situations where 
it decides that a process-2 input doesn't require much attention while the 
process-3 inputs, if it received them, would require heavy computation?

That is possible. But wouldn't you also expect ketamine to cause
decreased activation of 4, which would be receiving no input from 3
and reduced input from 3+?

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Reverse Evolution (Was: Biological Universality)
Date: January 14, 2012 at 12:23 PM

On Jan 8, 8:36 am, Rami Rustom <ramir...@gmail.com> wrote:
On Sat, Jan 7, 2012 at 11:55 PM, stephen.p...@gmail.com

<stephen.p...@gmail.com> wrote:
On Jan 7, 9:03 am, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 7, 8:00 am, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 6, 9:19 pm, Rami Rustom <ramir...@gmail.com> wrote:

Well it was conjectured in a documentary I saw. Don't remember the
name. Don't know any studies. If you find any though please post. :)

I found this review article about reverse evolution:

http://crandalllab.byu.edu/Portals/20/docs/publications/PorterTREE03.pdf

Let's discuss it if you think it's relevant.

Sure but can you quote something from the article. Looks long. I hate
to say this but I don't like reading. :)

At the risk of oversimplifying the article about reverse evolution,
I'll touch on a few of the themes:

So my devolution term is equivalent to *reverse evolution*. Cool.

http://crandalllab.byu.edu/Portals/20/docs/publications/PorterTREE03.pdf


I thought of you when I saw this article in Science magazine:  Certain
ants carry a genotype for "supersoldiers."  The supersoldier phenotype
often has not been expressed but has reappeared repeatedly.  The
supersoldier genotype has been preserved for 30 million years.  As you
said, even when the phenotype reverses the genetic information may
continue indefinitely.

Steve



From: Christopher Smith <cwsmith85@gmail.com>
Cc: Beginning of Infinity <beginning-of-infinity@googlegroups.com>
Subject: Re: [BoI] Re: Hacker Diet
Date: January 14, 2012 at 12:32 PM

On Jan 14, 2012, at 4:27 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Jan 13, 4:15 pm, Christopher Smith <cwsmit...@gmail.com> wrote:
On Jan 13, 2012, at 4:10 PM, Elliot Temple wrote:

Where are the people thinking rationally about diets? Find some if you think it 
exists.

If a diet means simply "the sum of things you eat," (which is one very basic use 
of the word), then what you are saying is that there is no such thing as rational 
way to eat.

I didn't find that meaning of the term diet. According to the OED,
diet means:

1) the kinds of food that a person, animal, or community habitually
eats.

2) a special course of food to which a person restricts themselves to
lose weight or for medical reasons.

I think that Elliot spoke of the 2nd meaning. And he's referring to
the popular diets as being irrational. And he has said also that if a
person has rational reasons for applying a certain diet, e.g. medical
reasons or a movie to gain for, then this is good. But otherwise,
popular diets are bad because they are being applied for irrational
reasons. So according to meaning #1, he doesn't follow a diet.

If we consider the 1st meaning, we can't say that he chooses foods
habitually. He eats what he likes and that can change at anytime
because he could be introduced to a new type of food thereby changing
what he eats. This is not habit. So according to meaning #2, he
doesn't follow a diet.



What do you eat? (i.e., what is your "diet"?)  But the way your question is 
formulated, you seem to be suggesting no one ever eats rationally.

He has said that he eats *what he likes* *when and only when he's
hungry*.

And, why do you eat that way?  Presumably you have some rational answer.

Because its relatively healthy, easy to follow, and pleasant to the
tongue thereby causing happiness and preventing distress in many ways.

I think that your use of the definitions makes a distinction without a difference.  
And must it be the OED? Or is that just an appeal to authority?

The word "diet" stems from a word meaning "'manner of living."

 We all have diets--regular or habitual methods of eating.  My definition and your 
first one are compatible.

More importantly--if Eliot's "diet" is simply to eat what he likes, as you represent 
his diet to be, then that's not necessarily rational if he likes ice cream and freeze 
dried fried chicken only.  Or if he likes foods laden with bht and hydrogenated oils.  
Or . . . you see the point.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Hacker Diet
Date: January 14, 2012 at 1:02 PM

On Sat, Jan 14, 2012 at 11:32 AM, Christopher Smith <cwsmith85@gmail.com> 
wrote:

On Jan 14, 2012, at 4:27 AM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 13, 4:15 pm, Christopher Smith <cwsmit...@gmail.com> wrote:

On Jan 13, 2012, at 4:10 PM, Elliot Temple wrote:

Where are the people thinking rationally about diets? Find some if you think 
it exists.

If a diet means simply "the sum of things you eat," (which is one very basic 
use of the word), then what you are saying is that there is no such thing as 
rational way to eat.

I didn't find that meaning of the term diet. According to the OED,
diet means:

1) the kinds of food that a person, animal, or community habitually
eats.

2) a special course of food to which a person restricts themselves to
lose weight or for medical reasons.

I think that Elliot spoke of the 2nd meaning. And he's referring to
the popular diets as being irrational. And he has said also that if a
person has rational reasons for applying a certain diet, e.g. medical
reasons or a movie to gain for, then this is good. But otherwise,
popular diets are bad because they are being applied for irrational
reasons. So according to meaning #1, he doesn't follow a diet.

If we consider the 1st meaning, we can't say that he chooses foods
habitually. He eats what he likes and that can change at anytime
because he could be introduced to a new type of food thereby changing
what he eats. This is not habit. So according to meaning #2, he
doesn't follow a diet.



What do you eat? (i.e., what is your "diet"?)  But the way your question is 
formulated, you seem to be suggesting no one ever eats rationally.

He has said that he eats *what he likes* *when and only when he's
hungry*.

And, why do you eat that way?  Presumably you have some rational answer.

Because its relatively healthy, easy to follow, and pleasant to the
tongue thereby causing happiness and preventing distress in many ways.

I think that your use of the definitions makes a distinction without a difference.  
And must it be the OED? Or is that just an appeal to authority?

No I don't care about authority either. It is wrong. I can work with
your definition which is like *how one eats*. So with that definition,
everyone has a diet. Btw, by *sum* I assume you mean not just
kilocalories.

The word "diet" stems from a word meaning "'manner of living."

 We all have diets--regular or habitual methods of eating.  My definition and your 
first one are compatible.

More importantly--if Elliot's "diet" is simply to eat what he likes, as you represent 
his diet to be, then that's not necessarily rational if he likes ice cream and freeze 
dried fried chicken only.  Or if he likes foods laden with bht and hydrogenated 
oils.  Or . . . you see the point.

Yes I see your point. But I don't know that the *eat what one likes
when and only when one is hungry* diet is irrational though. Consider
these diets:
1) a diet of eating what one likes, and what one likes is ice cream
and freeze dried fried chicken only
2) a diet composed of that stuff and healthy stuff



Which diet has more potential for distress? I think #2 (as explained
earlier in this thread)

Which causes a shorter life? I think #1 (as explained before, i.e.
toxins cause cancer)

And I'm not suggesting that keeping to a simple diet that includes
healthy foods is necessarily distressing. It isn't for me. But it is
for most people because they get lost in the maze of misinformation
out there in the popular diet world.

So if you are lost in the maze, whats better? Living with lifestyle A or B?
A) Living with distress from diet #1 for 70 years?
B) Living without distress from diet #2 for 100 years?

What do you think?



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Reverse Evolution (Was: Biological Universality)
Date: January 14, 2012 at 1:19 PM

On Jan 14, 2012 11:23 AM, "Steve Push" <stephen.push@gmail.com> wrote:
On Jan 8, 8:36 am, Rami Rustom <ramir...@gmail.com> wrote:

On Sat, Jan 7, 2012 at 11:55 PM, stephen.p...@gmail.com
<stephen.p...@gmail.com> wrote:

On Jan 7, 9:03 am, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 7, 8:00 am, "stephen.p...@gmail.com" <stephen.p...@gmail.com>
wrote:

On Jan 6, 9:19 pm, Rami Rustom <ramir...@gmail.com> wrote:

Well it was conjectured in a documentary I saw. Don't remember the
name. Don't know any studies. If you find any though please post. :)

I found this review article about reverse evolution:

http://crandalllab.byu.edu/Portals/20/docs/publications/PorterTREE03.pdf

Let's discuss it if you think it's relevant.

Sure but can you quote something from the article. Looks long. I hate
to say this but I don't like reading. :)

At the risk of oversimplifying the article about reverse evolution,
I'll touch on a few of the themes:

So my devolution term is equivalent to *reverse evolution*. Cool.

I thought of you when I saw this article in Science magazine:  Certain
ants carry a genotype for "supersoldiers."  The supersoldier phenotype
often has not been expressed but has reappeared repeatedly.  The
supersoldier genotype has been preserved for 30 million years.  As you
said, even when the phenotype reverses the genetic information may
continue indefinitely.

http://crandalllab.byu.edu/Portals/20/docs/publications/PorterTREE03.pdf


WOW 30 million years!?!?!  I guess for the ant line of species thats
not a long time. 1,100 sub species that all of that same genotype. And
currently in nature, only 6 of those 1,100 show the phenotype. I
wonder what the natural selective pressures are that turn on and off
the m-genes that cause the phenotype changes.

So the researchers used the hormone from the subspecies that already
show the phenotype to induce the m-genes to turn on in the other
subspecies.

And the researchers provided a conjecture for why the genotype wasn't lost:
The process that produces the supersoldiers is an exaggeration of the one that 
produces the normal soldiers. It involves the same hormone, so it may have 
been impossible for the ants to get rid of the supersoldier programme entirely, 
without losing soldiers completely.

And the researchers also said that the induced phenotypes aren't
exactly the same as the natural ones:

The ancestral potential has been locked in place for 35-60 million years, but 
when it comes back, it comes back really raw. The supersoldiers in 
P.obtusospinosa aren’t like the ones in P.rhea. There are differences in their 
behaviour and the way they’re used. It’s an interesting mix of retention and 
novelty. In the paper, we emphasise the sameness, but it’s actually a creative 
force too.

And the researchers provided a conjecture as to what selective
pressures turn on the m-genes:

It also seems the dormant supersoldier programme spontaneously reactivates in 
Pheidole species from time to time. Indeed, that’s how this study started – 
Abouheif was studying a familiar species of ants (P.morrisi) when he suddenly 
found these monstrous soldiers that he had never seen before. From past 
experiments, we know that Pheidole sometimes produce supersoldiers if they 
are particularly well-nourished. “When these ancestral potentials are locked in 
place, there are mutations that release them at low frequencies. When natural 
selection needs them, it takes hold of it.

Thanks for the info. Please if you find more things like this, keep it
coming. :)



-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] What is ambiguity?
Date: January 14, 2012 at 2:02 PM

On Sun, Dec 11, 2011 at 9:55 AM, Rami Rustom <ramir.wx@gmail.com> wrote:
(A friend of mine jokingly said (but he was serious), 'So your theory
reduces the ambiguity of the term ambiguity.' I said, 'Yes thats
right. I didn't think of it that way.' A few weeks later I got around
to thinking about it again; which prompted me to write this.)

What is ambiguity?

Or rather, how can one be conscious of ambiguity so as to prevent it
from slowing down the educative process? Some dictionaries do not
define ambiguity appropriately. They define it as ‘uncertainty in
interpretation.’ The problem with this definition is that it does not
express the quantitative nature of the term. A more appropriate
definition which some dictionaries give is the ‘ability to express
more than one interpretation.’ This definition is more accurate
because it clearly expresses the quantitative aspect of the term with
the phrase, ‘more than one.’ So lets further define the term ambiguity
qualitatively so as to further reduce the ambiguity of the term
ambiguity. Lets first employ philosophical logic then we’ll convert
the philosophical statements into symbolic form.

Consider a situation in which a teacher teaches a subject matter to
her student; this is a communication between two people, a
transaction. A transaction has multiple events that occur against it.
In this situation, the first event occurs when the teacher chooses an
area in her knowledge network to teach. Note that some of the points
and vectors in this area of her knowledge network are likely to be
somewhat misaligned as compared to the Universe’s knowledge network;
this difference is what Mathematicians call error. The next event
occurs when the teacher translates her idea into words; and since no
human is perfect, there is error here too and this is what we call
ambiguity. Then the teacher speaks her idea to the student; and since
no human is perfect, there is error here on the part of the teacher
and on the student. This error is of many types; the teacher’s
slurring of her words, the student’s lack of concentration, etc. Then
the student attempts to make sense of the teacher’s statements and
converts them to an idea; his version of her idea. There is error here



too. At this point, the teacher must work towards decreasing this
error. She asks the student a line of Socratic questions whose answers
will provide the teacher with evidence as to what degree the student
understood her idea. The questions serve to decrease the error in
understanding by cyclically chipping away at the error through
measurement. The students answers are the measurements while the
teachers questions are the measuring devices. Lets now employ symbolic
logic to define the objects in this transaction:

X = Teacher (female).
Y = Her student (male).
A = X’s idea. This is represented by a very small localized area of
X’s knowledge network.
B = The Universe’s version of A.
C = X’s translation of A to English.
D = Y’s understanding of C.
∆E = The error between D and A, i.e. this is his misunderstanding of
A. (∆ is pronounced delta and it means difference which in our case
means error.)
Note that error can not be completely eliminated; it can only be
minimized through the use of Numerical Methods. This is an axiom I
learned from the field of Chaos Theory, a branch of Numerical Methods.
This means that ∆E > 0.

Q = X’s questions to Y in order to determine D
P = Y’s answers to Q

What is the object of the end goal of this transaction? It is D; the
student’s understanding of A, the teacher’s idea. What is the end
goal? We expect D to be as close to A as possible. So what is D’s
relationship to A?

D = A +- ∆E. This means that the student’s understanding of the
teacher’s idea is equal to the teachers idea plus or minus the error
of the transaction.

D and A are trivial. That leaves only ∆E which is the error of the
whole transaction. Since the transaction is composed of many events,
the transaction error is the sum of the error from the events. Lets
define the events and some attributes of the objects:



1. X thinks of A to teach to Y.
∆A = The error in X’s understanding of B. This is one of the terms
that make up ∆E.

2. X converts A into its English language equivalent dubbed C.
∆C = The error in X’s translation of A to C. This is the ambiguity.
This is a 2nd term that makes up ∆E.

3. X speaks C to Y.
∆S = The error in X’s speech to Y, as in the slurring of her words.
This is a 3rd term that makes up ∆E.
∆H = The error in Y’s hearing of X, due to the lack of concentration.
This is a 4th term that makes up ∆E.

4. Until ∆E ≃ 0, (The symbol ≃ means almost equal to.)

i. X asks Q to Y in order to determine D.
∆Q = The error in Y’s understanding of Q.
Note that this is a sub-transaction in that it could contain more than
one event and so each event comes with it another error term.

ii. Y answers X with A.
∆P = The error in X’s understanding of P.

So now lets use all the error terms we’ve just defined to determine
∆E.
∆E = ∆A + ∆C + ∆S + ∆H

Lets consider these error terms. Which of the 4 types of error do we
as teachers have direct control over? Only ∆C and ∆S. But ∆S is
trivial; the simple rule is to enunciate your words. This leaves us
with only ∆C. Note that when the teacher translates her idea into
words, she must realize the fact that the student’s knowledge network
is quite different than hers. This means that any word in his
vocabulary, which is part of his knowledge network, could have a
slightly different meaning than the same word in her vocabulary, which
is part of her knowledge network. Thus any one of her statements can
be misunderstood by him. Lets dig deeper. Lets define some objects and
their attributes of the event that results in ∆C:



Ci = A statement from C.
n = The number of statements in C.

As an example, if n = 3, then C = (C1, C2, C3)
Cij = one possibility that Ci can mean.
m = The number of possibilities that Ci could mean.
If m > 1, then Ci is dubbed ambiguous, meaning the statement could be
interpreted in more than one way.

As an example, if n = 1 and m = 4, then C1 = (C11, C12, C13, C14)
Ui = Y’s version of Ci.

Lets assume, for simplicity, that the student only considered one of
the many interpretations, i.e. he made an unconscious assumption, i.e.
an assumption in which he was not aware that he was assuming because
he could not imagine the other possibilities.
∆Ui = The error in Ui as compared to Ci. His misunderstanding of Ci
due to the ambiguity of the teachers statement. To reiterate, this
error is irrespective of the other types of error, ∆A, ∆S, and ∆H.

Therefore Ui = Ci - ∆Ui

So the total ambiguity error of the transaction, ∆C, is the sum of the
ambiguity error of each event in the transaction, i.e. each statement
in the communication:
∆C = ∆U1 + ∆U2 + ∆U3 … + ∆Un

So how do we decrease ∆C, the ambiguity error of her entire argument?
It seems that we should decrease m, the number of possible
interpretations of a Ci, the teacher’s statement. Or rather, we should
decrease the average m across all the statements of a communication;
lets dub this mAve. What happens if we decrease mAve to almost 1? Then
we will have practically removed all error in ambiguity of the
teachers’ argument, ∆C. But what if mAve is large enough to cause a
large ∆C? Lets consider a statement in which m = 2. The teacher asks a
Socratic question with the intention of revealing the difference
between the 2 possibilities, i.e. the error, thereby removing all
error in ambiguity of the teacher’s statement, ∆Ci. How far can this
be taken? Or rather, how high can mAve reach while the teacher still
retains the ability to use a Socratic line of questions in order to



reduce the ambiguity to practically zero? Well that depends on how
powerful the Socratic line of questions is.

What is assumption?

Continuing with the same situation, can the student be trained such
that he does not assume thereby causing him to ask questions himself
rather than relying on the teacher to expose the misunderstanding?
Remember that Ui is Y’s version of Ci and that we assumed for
simplicity, that the student only considered one of the many
interpretations, i.e. he made an unconscious assumption, one in which
he was not aware that he was assuming because he could not imagine the
other possibilities. Why doesn't a student imagine the other
possibilities? It is because he has not yet learned the logic of
assumption. Lets create a similar situation mimicking the previous one
but with one change; the student does not assume and instead realizes
the other possibilities. At this point, the student is to ask the
questions while the teacher answers in such a way to reveal ∆E, the
difference between D and A. Note that the teacher does not necessary
need to answer the questions with answers. Instead she can use
questions as the answers, thereby allowing the student to derive the
answers himself, and since the student knows better than the teacher
about what he understands, he is more likely to produce more
appropriate questions to more accurately reveal the difference between
D and A. Therefore the student’s line of Socratic questions to
decrease ∆E would be a shorter list of questions as compared to the
teacher’s line of Socratic questions. In other words, once the student
learns the logic of assumption, then the entropy of the educative
process is further decreased and thus learning occurs faster. So how
does the teacher teach the child the logic of assumption? (finish
later)

This morning I woke up with a eureka moment.

At the end of the article above, I wrote *finish later* which really
means *flag until later because I have no clue*. This was my confusion
as I defined in my theory of knowledge. This confusion is the problem.

The problem: How do we learn to minimize assumptions?



The solution: Learn *philosophy* by reading and discussion.

I wrote this in another thread a few days ago:
Before coming to this site, I was a pretty good thinker, but not really. I used to 
make thinking mistakes like employing empiricism, reductionism, 
anthropomorphism, justified true belief, etc. And while I was making these 
thinking mistakes I had no idea that I was doing this of course, so many [maybe 
most] of the conclusions that I would draw were wrong [and many of these were 
incorrect assumptions]. And since I've been on this site I've learned what these 
things are and so now I don't make these thinking mistakes as much. And I can 
also notice them in other people's arguments, although this is still very limited 
too. The other people on this site are still finding my thinking mistakes. And 
each time that they reveal one of my thinking errors, I learn that thing even 
more, and so my thinking skill improves.

end quote

So now I know what philosophy is. Its the practice of thinking without
thinking mistakes.

What do you think?



From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] 84 qubit quantum computer
Date: January 13, 2012 at 3:12 AM

Hi all,

I know this group is not intended for "press releases" or such, but
just reading this, it is very exciting, and while I posted to
Facebook, I know most people there won't be as excited as I was, while
more of you good and erudite people here may be likely to.  So, if you
haven't seen it, check this out:

http://www.technologyreview.com/blog/arxiv/27483/?p1=blogs

DWave seems like maybe they are really moving toward building an
actual usable quantum computer.  The dream is coming true!!  Can't
wait to see where it will go in the next 20 years.  I know prophecy is
impossible, but I have a strong overwhelming intuition that it will be
wonderful.

Jon

-- 

http://www.technologyreview.com/blog/arxiv/27483/?p1=blogs


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: TCS-Coercion as an explanation for adult problems
Date: January 14, 2012 at 2:40 PM

On Jan 12, 9:42 pm, Elliot Temple <c...@curi.us> wrote:
Not all *possible* diets are irrational. But all the mainstream ones are. Can you 
give a counter example?

When a doctor advises her patient to stop eating as much as they want
of certain kind(s) of food, offers an explanation of why those kinds
of food are causing a medical problem not presently felt by the
patient, conducts tests and receives results which are consistent with
that explanation, and when those kind(s) of food are reduced
subsequent tests show a measurable improvement, I think it's rational
to continue to eat less of those kind(s) of food. This is true even if
the doctor's advice is relatively "mainstream".

Note that it may also be rational to seek another opinion, do more
research on one's own, etc. if one has the time and inclination.
Depending on the results of such investigation, it may be rational to
disregard the doctor's advice. The doctor is not an authority, merely
a source of knowledge that it is rational to consider in opposition to
one's tastes and cravings regarding food.

What do you mean "explained by"? Fully explained? No.

I mean explained in a way that the causal chain is understandable,
rather than vague.

Can the appeal of all irrational diets be partially explained by and traced back to 
TCS-coercion? Yes. There is, every single time, some TCS-coercion involved.

Just as there is, every single time, some sin involved. The presence
("involvement") of something does not make it causally relevant.

There is a symmetry here with the example of high triglycerides, but
an apparent assymmetry in your responses. We agree that the fact that
high triglycerides are present in many patients who have heart attacks
does not itself mean that high triglycerides cause heart attacks. If
one were to make an assertion of the same form as your TCS-coercion



assertion, i.e. "all heart attacks can be at least partially explained
by and traced back to high triglycerides" you would expect a quite
solid body of research and explanation before you'd accept it,
wouldn't you?

You wanted to examine more research than I had the time/inclination to
look at even regarding a far less bold assertion made by a doctor,
"high triglycerides are a causal factor in at least some heart
attacks" - the equivalent of which I readily acceded to in regard to
TCS-coercion and diets: "TCS-coercion is a causal factor in at least
some irrational diets."

It seems that you hold TCS-coercion to a far lower explanatory
standard than you hold other asserted explanations.

Some time ago we discussed the use of
philosophy as a means to achieve smoking cessation. I remain
unconvinced that reading Popper and Rand would help many people quit
smoking, not because I find anything wrong with Popper or Rand's
philosophy as applied to smoking per se, but because it's an approach
that misapprehends the cause of people continuing to smoke despite a
stated desire to quit.

The cause of that is, broadly, bad thinking. (You disagree? What is it, then?)

Yes, but I suspect you and I differ in our defintions of thinking in a
way that is relevant to things like smoking. We've discussed some of
these before and probably need not go into them again at this point -
things like hardwired instincts, the affect of chemicals, multiple
layers of evolved brain structures, etc.

Getting better at thinking is a step in the right direction.

It's not the only path to a solution, but it is meaningful progress that could lead to 
a solution.

It's not a path that will lead many smokers to a solution. Other paths
are more likely to be effective, and in a shorter time. That's highly
relevant because every day that a smoker continues to smoke,
additional damage is being done.



However, because TCS-coercion causes so many problems, and such large 
ones, it overshadows some of the more usual problems that come simply 
from, generically, people thinking about how to solve their problems and 
making mistakes.

I am not convinced that TCS-coercion (as distinct from traditionally
defined coercion and also the mere presence of irrational ideas)

I think you must have misunderstood something about our view.

TCS-coercion is not distinct. You can't separate it like that.

Traditionally defined coercion causes TCS-coercion with pretty high reliability.

But the reverse is not true: TCS-coercion does not cause traditionally
defined coercion with pretty high reliability. That's what makes them
separate and distinct. I've objected to blurring that distinction
before and I'll continue to do so unless there's some explanation for
why I'm grossly mistaken about there being TCS-coercion in all sorts
of situations where traditionally defined coercion is not present.

No I don't doubt that. What I doubt is the TCS-coercion centered model
of "hurt," just as I doubt the sin-centered model of "hurt". Both
models do describe quite a few things that are, indeed, hurt. But I
think they also describe some things that are not hurt,

Example?

I was TCS-coerced into brushing my teeth as a child. In my best
current judgement - conjecture subjected to the best criticisms I have
- I don't think that the TCS-coercion about tooth brushing hurt me. It
helped me. I have had much less problems of pain & suffering and
expense related to teeth than people I know of my age who were not TCS-
coerced (or who were TCS-coerced less) with regard to tooth brushing.
My life is better because I was TCS-coerced about tooth brushing.

fail to
describe some things that are hurt,



Example?

Pedophilia - An adult with a young teenager who is interested in sex.
The teen consents - is not TCS-coerced - to having sex with the adult.
But the act still hurts the teenager; the teenager was not mature
enough to know that it would hurt beforehand.

and sometimes place too much or
too little emphasis on an area even when they get the "hurt/not hurt"
question about that area right.

Example?

I was TCS-coerced to go to public school. Unlike tooth brushing, in my
best current judgement this actually did hurt me (which is why I
arranged my life so that I wouldn't have to make my children go to
public school). However, I think the hurt caused by TCS-coercion with
regard to public school was really minor in the context of more
important considerations in my parent's situation. They both had to
work (else they wouldn't have been able to pay the rent).
Homeschooling was essentially illegal and virtually unknown at the
time. There was no internet bringing the knowledge of the world into
the home like there is today. What were my parents supposed to have
done? Every scenario I can think of where they didn't send me to
public school would have very likely resulted in me having a worse
life than I have turned out to have. Looking at my parents' decision
to send me to public school through the lens of TCS-coercion gives the
right answer to the hurt/not hurt question (it hurt) but the wrong
answer as to whether they should have done it (it was the best
alternative available to them).

No. It is the (seemingly) knee-jerk assumption that whenever we see
irrational behavior it must have been caused by TCS-coercion.

There is no such assumption for *all* irrational behavior.

There's a big difference between:

1) unique, individual irrational behavior



2) common irrational behavior, across many people and multiple generations

Then within category (2) we can differentiate between whether it's memetic or 
logic-of-the-situation.

So now we're considering only the common, memetic irrationalities. How are 
static memes passed down? It involves the disabling of critical faculties in at 
least a narrow area. How is that done? It involves TCS-coercion.

This is an important narrowing of scope that was not clear in your
original statement...more below...

I think it is, essentially, compatible with the things I've been saying. Do you 
see a contradiction? It looks to me like something of an attempt to explain 
how some memes work.

The contradiction is in terms of scope, rather than the specific
outcome within the scope of my (narrower) proposal.

I don't think I follow. Could you clarify the contradiction?

I don't know if the above explanation is true or not, but it may very
well be. It is harder to vary than a generic explanation about TCS-
Coercion of food choices.

Why do you see them as competing rivals? The explanation you gave 
involved parental TCS-coercion and provided some specific details which 
don't seem to contradict any of my main points.

They are competing rivals in terms of scope. Mine only claims to
explain some behavior (excess sugar consumption) in some
circumstances, but it does so in a way that's specifically
understandable. Yours claims to explain all irrational food-related
behavior, but it does so in a way that's non-specific and not causally
understandable.



How does that make for a contradiction?

Are you using "contradiction" loosely to refer to ideas which themselves do not 
contradict, but are offered (you believe) by differing or contradictory 
methodologies or worldviews?

With regard to scope I think you narrowed your scope in a way that the
contradiction largely disappears (subject to examples like the one
I'll give below). You've allowed for cases where an individual has
irrational sugar consumption that's caused by something other than TCS-
coercion. So now it's not so much of a contradiction.

TCS-coercion, however, is still not a good explanation for generalized
widespread, memetic, irrational sugar consumption. It gives the same
answer as my proposal, but without a clear causal chain which can be
analyzed and criticized.

You've missed the key difference I was attempting to convey. If sugar
coercion does not vary, then my proposed explanation would not predict
irrational sugar consumption later on.

So you're saying if you keep a constant level of sugar coercion -- e.g. 100%, no 
sugar ever -- then you believe the child is going to grow up, gain the freedom to 
eat sugar, and definitely be rational about it?

No. I'm saying if the adult who had a constant level of sugar TCS-
coercion is irrational about sugar there must be some other
explanation than the one I proposed. Maybe some other TCS-coercion.
Maybe something that's not TCS-coercion.

The generic TCS-coercion
explanation would predict irrational sugar consuption later on
regardless of the presence or type of variation in sugar coercion,
*but it offers no specific explanation for why this should be so*.

TCS-coercing children (hurting them, making them suffer) can be categorized 
into two groups:

1) non-traditional, which causes unpredictable harm



2) traditional, which is part of the process of passing on memes. The 
explanation of why this type of TCS-coercion has predictable effects is the 
memes have evolved knowledge of how to cause those effects. The explanation 
of why the type and intensity of TCS-coercion varies is that the memes have 
evolved knowledge of how to be flexible and tune parental behavior to the 
individual child. These memes have knowledge that is more refined than one-
size-fits-all.

Perhaps you can easily propose such an explanation - but as soon as
you do, then you've gone beyond the simple "TCS-coercion" causal
explanation that I am criticizing for its vagueness. And, I suspect
such a proposal would also leave some "holes" - possibilities for
irrational food consumption to occur that are not explained by your
description.

What do you mean "explained by"? I never claimed to be giving a complete 
explanation. But if on the other hand you're claiming that the TCS-coercion 
regarding food, in service of static memes, was irrelevant, then I disagree. By 
what process would it become completely irrelevant to the person's later eating?

It might become irrelevant if the person was not TCS-coerced about
food but was TCS-coerced about other things, or not TCS-coerced about
the type of food they're being irrational about, or if they got over
their past TCS-coercion and then picked up some other irrational meme
about the type of food they're being irrational about now.

Memes that cause irrational eating habits may not, themselves, have been 
caused by TCS-coercion.

Example?

Rami mentioned avoiding foods that have been microwaved. That sounds
to me like a meme that's caused by scientism, fear of technology,
precautionary principle, or something similar. Those are bad ideas it
seems to me that some adults adopt, completely outside of a TCS-
coercive context. It's something that seems to happen to some people
as they get older, and at least anecdotally is relatively common past
middle age.

Perhaps you would suggest that a 60-year-old who develops an



irrational fear of microwaves (which he happily used at age 50) is
doing so because of something TCS-coercive that was said to him as a
child, when microwaves hadn't even been invented. Though it's
possible, I doubt it, and at any rate such a suggestion is akin to the
suggestion that the irrational fear develops because of some sin
committed when he was a child: there's no understandable (and hence
criticizable) causal chain, just a vague assertion that "TCS-coercion
did it".

And per my qualification statements above, not
all diets are themselves the result of irrational memes.

Our lack of knowledge in an area does not constitute a license to
accept a generic statement of causality regarding that area. That's
like the religious people who claim that because we don't have an
explanation for how something or other happened without God, God must
have done it. I agree there's a lot about food related static memes we
don't know, but it seems to me that we have to actually do the work of
learning about those things before we could make blanket statements of
the form that you made regarding causality.

Popper's philosophy of science applies to microbiology.

Can I say that, and can it mean anything useful, without my first learning the 
specifics of microbiology?

Yes. You're not saying that Popper's philosophy *explains* all of
microbiology including, for example, cell division.

The equivalent statement regarding TCS-coercion and diets would seem
to be:
TCS-coercion applies to diets

Which, I think, it does. That doesn't mean that all diets are
irrational, or all irrational diets are caused by TCS-coercion.

--Jason



From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 13, 2012 at 12:09 PM

On Jan 12, 2:05 pm, Lulie Tanett <lul...@gmail.com> wrote:

No, even colour perception qualia are highly theory-laden and based on 
interpretation:

http://youtube.com/watch?v=4b71rT9fU-I

Another way we change our colour perception and qualia of the colour is a thing 
called 'colour constancy' which is where we consider things under shadow or a 
different light as being the same colour as the same thing in normal light, even 
though one may be significantly darker or a different hue.

For example, the two arrows in this picture are actually pointing at exactly the 
same colour (which in reality is grey -- cut two holes in some paper and hold it 
up to block out the surrounding colours to prove this):

http://blogs.scientificamerican.com/streams-of-consciousness/files/20...

This is is caused by interpretations that happen *before* the qualia. And the 
interpretations are based on knowledge.

That is truly fascinating stuff.  I need to rethink some things.

For me, though, the most intriguing aspect of some of these optical
illusions is their tendency to persist even after I'm aware that they
exist.  If I clip a piece from one of those cubes and drag it back and
forth between the two images, I can see that the colors at the arrows
match (or at least are very close)  Yet I still see two different
colors when I look at the cubes as a whole.  I'm unable to unsee
colors that my knowledge tells me are wrong.  They are not cubes in
colored light, they are pixels on a screen casting light or splotches
of ink on a page in approximately the same light.  But no matter how
many times I tell myself "This is not a pipe", I cannot escape the
treachery of images.

http://youtube.com/watch?v=4b71rT9fU-I
http://blogs.scientificamerican.com/streams-of-consciousness/files/20


From: Don Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 13, 2012 at 10:07 AM

On Jan 12, 12:32 pm, Elliot Temple <c...@curi.us> wrote:

Kids at school routinely suffer of boredom without shaking, cowering, or 
panicking.

I said that some non-human animals would demonstrate anxious or
depressed behavior when trapped in a painful situation they can't or
won't escape.  I don't think that's so unlike bored kids.

So you're estimating there are other categories of suffering that, added together, 
dwarf this one and all the others without shaking/etc? What categories did you 
come up with for both sides and how'd you do the estimate?

I should have been more clear about this.  A human displaying signs of
baz-prime is probably experiencing baz.

To put this in conditional probability notation, what I mean is that
P(baz|baz-prime) is high. I did not mean that P(baz-prime|baz) is
high.  Your examples are of baz without baz-prime, but that's
unrelated to my claim about about P(baz|baz-prime)

Also what do you say the BoI's argument that it's a mistake to say things are a 
matter of probability when actually they are a matter of human choice?

Although choices affect suffering, and people can choose to suffer, I
don't think that suffering is always chosen.  So I'm not sure that



that argument is relevant.

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Animal Pain (was: Learning; Morality of Animals)
Date: January 14, 2012 at 2:59 PM

On Fri, Jan 13, 2012 at 11:09 AM, Don Crimbchin
<donald.crimbchin@gmail.com> wrote:

On Jan 12, 2:05 pm, Lulie Tanett <lul...@gmail.com> wrote:

No, even colour perception qualia are highly theory-laden and based on 
interpretation:

http://youtube.com/watch?v=4b71rT9fU-I

Another way we change our colour perception and qualia of the colour is a 
thing called 'colour constancy' which is where we consider things under 
shadow or a different light as being the same colour as the same thing in 
normal light, even though one may be significantly darker or a different hue.

For example, the two arrows in this picture are actually pointing at exactly the 
same colour (which in reality is grey -- cut two holes in some paper and hold it 
up to block out the surrounding colours to prove this):

http://blogs.scientificamerican.com/streams-of-consciousness/files/20...

This is is caused by interpretations that happen *before* the qualia. And the 
interpretations are based on knowledge.

That is truly fascinating stuff.  I need to rethink some things.

For me, though, the most intriguing aspect of some of these optical
illusions is their tendency to persist even after I'm aware that they
exist.  If I clip a piece from one of those cubes and drag it back and
forth between the two images, I can see that the colors at the arrows
match (or at least are very close)  Yet I still see two different
colors when I look at the cubes as a whole.  I'm unable to unsee
colors that my knowledge tells me are wrong.  They are not cubes in
colored light, they are pixels on a screen casting light or splotches
of ink on a page in approximately the same light.  But no matter how
many times I tell myself "This is not a pipe", I cannot escape the

http://youtube.com/watch?v=4b71rT9fU-I
http://blogs.scientificamerican.com/streams-of-consciousness/files/20


treachery of images.

Hey Don, David Eagleman explains this phenomenon and many others in
_Incognito: The Secret Lives of the Brain_.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems
Date: January 14, 2012 at 3:06 PM

On Jan 14, 2012, at 11:40 AM, Jason wrote:

On Jan 12, 9:42 pm, Elliot Temple <c...@curi.us> wrote:
Not all *possible* diets are irrational. But all the mainstream ones are. Can you 
give a counter example?

When a doctor advises her patient to stop eating as much as they want
of certain kind(s) of food, offers an explanation of why those kinds
of food are causing a medical problem not presently felt by the
patient, conducts tests and receives results which are consistent with
that explanation, and when those kind(s) of food are reduced
subsequent tests show a measurable improvement, I think it's rational
to continue to eat less of those kind(s) of food. This is true even if
the doctor's advice is relatively "mainstream".

Can you provide criticizable details about a specific real-life diet in this category?

Note that it may also be rational to seek another opinion, do more
research on one's own, etc. if one has the time and inclination.
Depending on the results of such investigation, it may be rational to
disregard the doctor's advice. The doctor is not an authority, merely
a source of knowledge that it is rational to consider in opposition to
one's tastes and cravings regarding food.

What do you mean "explained by"? Fully explained? No.

I mean explained in a way that the causal chain is understandable,
rather than vague.

Do you mean:

- explains the full causal chain

- explains part of the causal chain



?

Can the appeal of all irrational diets be partially explained by and traced back 
to TCS-coercion? Yes. There is, every single time, some TCS-coercion 
involved.

Just as there is, every single time, some sin involved. The presence
("involvement") of something does not make it causally relevant.

I was saying the TCS-coercion is causally relevant.

Some time ago we discussed the use of
philosophy as a means to achieve smoking cessation. I remain
unconvinced that reading Popper and Rand would help many people quit
smoking, not because I find anything wrong with Popper or Rand's
philosophy as applied to smoking per se, but because it's an approach
that misapprehends the cause of people continuing to smoke despite a
stated desire to quit.

The cause of that is, broadly, bad thinking. (You disagree? What is it, then?)

Yes, but I suspect you and I differ in our defintions of thinking in a
way that is relevant to things like smoking. We've discussed some of
these before and probably need not go into them again at this point -
things like hardwired instincts, the affect of chemicals, multiple
layers of evolved brain structures, etc.

Getting better at thinking is a step in the right direction.

It's not the only path to a solution, but it is meaningful progress that could lead 
to a solution.

It's not a path that will lead many smokers to a solution. Other paths
are more likely to be effective, and in a shorter time. That's highly
relevant because every day that a smoker continues to smoke,
additional damage is being done.



The problem with shortcuts involving less thinking is you might make a mistake. 
You can't really tell if you're making an improvement or not when you cut out 
sufficient thinking (including sufficient skill to be able to think well enough to be 
able to judge such things).

However, because TCS-coercion causes so many problems, and such large 
ones, it overshadows some of the more usual problems that come simply 
from, generically, people thinking about how to solve their problems and 
making mistakes.

I am not convinced that TCS-coercion (as distinct from traditionally
defined coercion and also the mere presence of irrational ideas)

I think you must have misunderstood something about our view.

TCS-coercion is not distinct. You can't separate it like that.

Traditionally defined coercion causes TCS-coercion with pretty high reliability.

But the reverse is not true: TCS-coercion does not cause traditionally
defined coercion with pretty high reliability.

right

my point is that you can't look at only the TCS-coercion that is not regular 
coercion, when judging the effects of TCS-coercion on children. you have to look 
at all the TCS-coercion when judging my claims about TCS-coercion, and that will 
include all the regular coercion.

That's what makes them
separate and distinct. I've objected to blurring that distinction
before and I'll continue to do so unless there's some explanation for
why I'm grossly mistaken about there being TCS-coercion in all sorts
of situations where traditionally defined coercion is not present.

No I don't doubt that. What I doubt is the TCS-coercion centered model
of "hurt," just as I doubt the sin-centered model of "hurt". Both
models do describe quite a few things that are, indeed, hurt. But I



think they also describe some things that are not hurt,

Example?

I was TCS-coerced into brushing my teeth as a child. In my best
current judgement - conjecture subjected to the best criticisms I have
- I don't think that the TCS-coercion about tooth brushing hurt me.

do you mean it didn't hurt you in a lasting way, or it didn't hurt you, at all, ever?

It
helped me. I have had much less problems of pain & suffering and
expense related to teeth than people I know of my age who were not TCS-
coerced (or who were TCS-coerced less) with regard to tooth brushing.
My life is better because I was TCS-coerced about tooth brushing.

it sounds like you're now saying it did and does hurt you, but you believe the 
alternatives hurt more. and you call that not being hurt.

fail to
describe some things that are hurt,

Example?

Pedophilia - An adult with a young teenager who is interested in sex.
The teen consents - is not TCS-coerced - to having sex with the adult.
But the act still hurts the teenager; the teenager was not mature
enough to know that it would hurt beforehand.

so the part where "the act still hurts the teenager" -- which wasn't predicted in 
advance -- is not TCS-coercion because why?

and sometimes place too much or
too little emphasis on an area even when they get the "hurt/not hurt"
question about that area right.



Example?

I was TCS-coerced to go to public school. Unlike tooth brushing, in my
best current judgement this actually did hurt me (which is why I
arranged my life so that I wouldn't have to make my children go to
public school). However, I think the hurt caused by TCS-coercion with
regard to public school was really minor in the context of more
important considerations in my parent's situation. They both had to
work (else they wouldn't have been able to pay the rent).
Homeschooling was essentially illegal and virtually unknown at the
time. There was no internet bringing the knowledge of the world into
the home like there is today. What were my parents supposed to have
done?

are you implying that lack of better alternatives makes things not count as hurt?

for example, suppose i'm falling. and i have a choice of ways to land. i choose the 
best one, and i'm hurt the least. but that broken leg is still hurt!

the question of, "What else was I supposed to have done?" doesn't bear on the 
question of whether the broken leg hurts.

Every scenario I can think of where they didn't send me to
public school would have very likely resulted in me having a worse
life than I have turned out to have. Looking at my parents' decision
to send me to public school through the lens of TCS-coercion gives the
right answer to the hurt/not hurt question (it hurt) but the wrong
answer as to whether they should have done it (it was the best
alternative available to them).

according to not just TCS but also BoI, *problems are soluble*.

what is a solution?

- it addresses the problem
- without hurting
- it's best for everyone involved

Being TCS-coerced is not a solution, it's a problem. A problem which could have 
been solved, but wasn't.



defeatism, and believing problems don't have solutions, is one of the reasons 
problems don't get solved.

but they can be solved. BoI explains this. do you have a criticism?

No. It is the (seemingly) knee-jerk assumption that whenever we see
irrational behavior it must have been caused by TCS-coercion.

There is no such assumption for *all* irrational behavior.

There's a big difference between:

1) unique, individual irrational behavior

2) common irrational behavior, across many people and multiple generations

Then within category (2) we can differentiate between whether it's memetic or 
logic-of-the-situation.

So now we're considering only the common, memetic irrationalities. How are 
static memes passed down? It involves the disabling of critical faculties in at 
least a narrow area. How is that done? It involves TCS-coercion.

This is an important narrowing of scope that was not clear in your
original statement...more below...

which statement?

I never said "all irrational behavior is caused by TCS-coercion" -- that was your 
interpretation which I repeatedly denied.

I think it is, essentially, compatible with the things I've been saying. Do you 
see a contradiction? It looks to me like something of an attempt to explain 
how some memes work.

The contradiction is in terms of scope, rather than the specific



outcome within the scope of my (narrower) proposal.

I don't think I follow. Could you clarify the contradiction?

I don't know if the above explanation is true or not, but it may very
well be. It is harder to vary than a generic explanation about TCS-
Coercion of food choices.

Why do you see them as competing rivals? The explanation you gave 
involved parental TCS-coercion and provided some specific details which 
don't seem to contradict any of my main points.

They are competing rivals in terms of scope. Mine only claims to
explain some behavior (excess sugar consumption) in some
circumstances, but it does so in a way that's specifically
understandable. Yours claims to explain all irrational food-related
behavior, but it does so in a way that's non-specific and not causally
understandable.

How does that make for a contradiction?

Are you using "contradiction" loosely to refer to ideas which themselves do not 
contradict, but are offered (you believe) by differing or contradictory 
methodologies or worldviews?

With regard to scope I think you narrowed your scope in a way that the
contradiction largely disappears (subject to examples like the one
I'll give below). You've allowed for cases where an individual has
irrational sugar consumption that's caused by something other than TCS-
coercion. So now it's not so much of a contradiction.

TCS-coercion, however, is still not a good explanation for generalized
widespread, memetic, irrational sugar consumption. It gives the same
answer as my proposal, but without a clear causal chain which can be
analyzed and criticized.

how do you think the meme spreads? can you give any story of how it spreads 



that is TCS-coercion-free?

You've missed the key difference I was attempting to convey. If sugar
coercion does not vary, then my proposed explanation would not predict
irrational sugar consumption later on.

So you're saying if you keep a constant level of sugar coercion -- e.g. 100%, 
no sugar ever -- then you believe the child is going to grow up, gain the 
freedom to eat sugar, and definitely be rational about it?

No. I'm saying if the adult who had a constant level of sugar TCS-
coercion is irrational about sugar there must be some other
explanation than the one I proposed. Maybe some other TCS-coercion.
Maybe something that's not TCS-coercion.

ok, so it's not *you* who is saying it, but *the theory you posted* says it. but my 
point that it's implausible still stands, right?

The generic TCS-coercion
explanation would predict irrational sugar consuption later on
regardless of the presence or type of variation in sugar coercion,
*but it offers no specific explanation for why this should be so*.

TCS-coercing children (hurting them, making them suffer) can be categorized 
into two groups:

1) non-traditional, which causes unpredictable harm

2) traditional, which is part of the process of passing on memes. The 
explanation of why this type of TCS-coercion has predictable effects is the 
memes have evolved knowledge of how to cause those effects. The 
explanation of why the type and intensity of TCS-coercion varies is that the 
memes have evolved knowledge of how to be flexible and tune parental 
behavior to the individual child. These memes have knowledge that is more 
refined than one-size-fits-all.



Perhaps you can easily propose such an explanation - but as soon as
you do, then you've gone beyond the simple "TCS-coercion" causal
explanation that I am criticizing for its vagueness. And, I suspect
such a proposal would also leave some "holes" - possibilities for
irrational food consumption to occur that are not explained by your
description.

What do you mean "explained by"? I never claimed to be giving a complete 
explanation. But if on the other hand you're claiming that the TCS-coercion 
regarding food, in service of static memes, was irrelevant, then I disagree. By 
what process would it become completely irrelevant to the person's later 
eating?

It might become irrelevant if the person was not TCS-coerced about
food but was TCS-coerced about other things,

but that doesn't happen

or not TCS-coerced about
the type of food they're being irrational about, or if they got over
their past TCS-coercion

who has done that and how?

and then picked up some other irrational meme
about the type of food they're being irrational about now.

Memes that cause irrational eating habits may not, themselves, have been 
caused by TCS-coercion.

Example?

Rami mentioned avoiding foods that have been microwaved. That sounds
to me like a meme that's caused by scientism, fear of technology,
precautionary principle, or something similar. Those are bad ideas it
seems to me that some adults adopt, completely outside of a TCS-
coercive context.

ideas like that haven't got merits and are not adopted on their merits. why do you 



think people adopt them?

one reason is as part of their social role. and their ideas about that are irrationally 
entrenched in childhood by a process involving TCS-coercion.

It's something that seems to happen to some people
as they get older, and at least anecdotally is relatively common past
middle age.

Perhaps you would suggest that a 60-year-old who develops an
irrational fear of microwaves (which he happily used at age 50) is
doing so because of something TCS-coercive that was said to him as a
child, when microwaves hadn't even been invented. Though it's
possible, I doubt it, and at any rate such a suggestion is akin to the
suggestion that the irrational fear develops because of some sin
committed when he was a child: there's no understandable (and hence
criticizable) causal chain, just a vague assertion that "TCS-coercion
did it".

there is a direct causal chain, you just don't know what it is.

if you focus on any particular example we can go over what the chain is.

we could begin by you providing a hypothetical with enough detail to be able to 
say much about it. or perhaps the real life case of a public figure.

And per my qualification statements above, not
all diets are themselves the result of irrational memes.

Our lack of knowledge in an area does not constitute a license to
accept a generic statement of causality regarding that area. That's
like the religious people who claim that because we don't have an
explanation for how something or other happened without God, God must
have done it. I agree there's a lot about food related static memes we
don't know, but it seems to me that we have to actually do the work of
learning about those things before we could make blanket statements of



the form that you made regarding causality.

Popper's philosophy of science applies to microbiology.

Can I say that, and can it mean anything useful, without my first learning the 
specifics of microbiology?

Yes. You're not saying that Popper's philosophy *explains* all of
microbiology including, for example, cell division.

The equivalent statement regarding TCS-coercion and diets would seem
to be:
TCS-coercion applies to diets

Which, I think, it does. That doesn't mean that all diets are
irrational, or all irrational diets are caused by TCS-coercion.

all diets are irrational b/c you can check every single mainstream one and find 
they are all irrational and never find a counter example.

to begin, will you concede this point regarding only weight loss diets? can i say it 
about those? if so, then you agree on the principle that i can make such 
statements.

all irrational diets, in principle, need not be related to TCS-coercion. but all 
mainstream food fads play on commonalities in our culture. they make use of 
stuff that over 99% of people have in common, including TCS-coercion regarding 
food.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: IBM smashes Moore's Law, cuts bit size to 12 atoms (was: [BoI] 84 qubit 
quantum computer)
Date: January 14, 2012 at 3:12 PM

On Jan 14, 2012 1:40 PM, "Jon Burchel" <jonburchel@gmail.com> wrote:

Hi all,

I know this group is not intended for "press releases" or such, but
just reading this, it is very exciting, and while I posted to
Facebook, I know most people there won't be as excited as I was, while
more of you good and erudite people here may be likely to.  So, if you
haven't seen it, check this out:

http://www.technologyreview.com/blog/arxiv/27483/?p1=blogs

DWave seems like maybe they are really moving toward building an
actual usable quantum computer.  The dream is coming true!!  Can't
wait to see where it will go in the next 20 years.  I know prophecy is
impossible, but I have a strong overwhelming intuition that it will be
wonderful.

And this seems important here too.

_IBM smashes Moore's Law, cuts bit size to 12 atoms_:
http://www.computerworld.com/s/article/9223396/IBM_smashes_Moore_s_Law_c
uts_bit_size_to_12_atoms

Which is at least 100 times denser than today's technology.

100 TB drives here we come. :-)

-- Rami

http://www.technologyreview.com/blog/arxiv/27483/?p1=blogs
http://www.computerworld.com/s/article/9223396/IBM_smashes_Moore_s_Law_cuts_bit_size_to_12_atoms


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Free vs Paid model (was: Copyright and Public Goods)
Date: January 14, 2012 at 3:29 PM

On Aug 18 2011, 4:12 pm, Elliot Temple <c...@curi.us> wrote:
Somecopyrightholders get offended when people get stuff for free. They want to 
be paid. They don't want to provide apublicgood.

They uncritically assume that every time someone uses their stuff they deserve 
to get paid.

Actually, allgoodsanyone ever sells to the mass marketpublicare *mixed 
bundles* in the following sense: they consist of multiple parts, some of which 
are given away for free and some of which are charged for.

Allgoodsare partially "publicgoods" and partially not.

It's not possible (or desirable) to avoid giving away anything for free. It's actually 
a good thing that there is always free benefit being provided to people because 
it helps people.

To make money, what you have to do is find some limited number of things to 
charge for. You do not need to, and cannot, charge for everything. Why should 
you be able to sell at a high price what is so cheap to create?

You should focus on making money with the things you do charge for, and not 
worry about the free benefit that non-customers get. It's good that they get it, it's 
not hurting anyone, and you may gain good will and future customers.

What sorts of things are routinely given away for free?

Consider for example a person who might need a particular type of computer 
cable on short notice in the future. You might think he'd therefore have to buy 
and store one, just in case. However if there is a nearby store which sells them 
then he doesn't have to buy one now. He can, for example, put that money in a 
bank instead and receive interest payments. The store has, for free, solved his 
problem of wanting to have one available on short notice. He also makes use of 
their shelf space rather than his own, for free.

Consider a restaurant. It gives away for free the option to get certain foods. This 
has concrete monetary value. When a good restaurant opens it raises the value 



of nearby housing. The owners of those houses just got free benefit even if they 
never visit the restaurant.

Consider Apple. At their Apple stores they give away free wifi and free use of 
demo devices. Getting to try using a Mac or iPad is a valuable and fun 
experience which Apple provides for free. Apple also provides various 
documentation for free, some software for free, various video presentations for 
free, various software updates for free, and many other things.

All these free things are "publicgoods": free benefits given to thepublicat large 
with no way to be selective about who gets it and no way to prevent free riders: 
people who gain the benefit and do not pay for it.

What do companies do about this? They pick some things to charge for, and 
make money. The rest is not a problem for them. If people are getting free 
benefits that doesn't mean they are making less money from what they do sell.

Giving awaypublicgoodsdoes not harm you and does help people. It's not a bad 
thing and it does not mean you are owed anything. If you want money then what 
you have to do is figure out how to sell something, and focus on doing that 
without getting upset about the *positive* side effects.

For more information aboutpublicgoods, see:

http://fallibleideas.com/public-goods

There is a good business model built around this idea. Smartphone app
developers provide a free version of their paid apps. This creates a
user base of potential paid customers. The app developers are happy to
convert as little as 0.1% of the free base to the paid base. The sore
of free apps and market penetration is a testament to this.

-- Rami

http://fallibleideas.com/public-goods


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] (was: Intellectual Property is Not Property)
Date: January 14, 2012 at 3:32 PM

On Aug 18 2011, 4:15 pm, Elliot Temple <c...@curi.us> wrote:
On Aug 18, 2011, at 12:30 AM, Abraham Lewis wrote:

I am generally a libertarian in my philosophy of government, but I'd like to
argue here against the idea of intellectual property, that it is a just and
good idea. I am not wholly convinced that the strong position I'm taking
here is right position, but I find it hard to justify middle-ground
positions on consistent principles. I would like to point out that I am not
suggesting that the people creating "IP" don't necessarily "deserve"
anything for their work--just that they don't in the same sense people
deserve control of their physical property. Specifically, I don't think
coercion should be used to enforce their claim. (Similarly, I would argue
that frequently the poor should be financially helped, but that nobody
should ever be coerced to help them in that way.) Anyhow, my arguments:

The concept of "intellectual property" seems to me to be based on a false
analogy to physical property. Furthermore, I would suggest that the concept
of common law, if taken seriously, invalidates it, at least in its current
form.

It seems to me that ownership is an important concept for physical objects,
because typically only one person can make use of them at a time, and work
invested in that physical object stays with that object. Therefore to
deprive people of physical property is basically to deprive them of any
benefit of their own time and effort toward that object. In contrast, most
ideas and information can be used by multiple people without depriving
anyone else of the ability to use that idea or information. Pro-IP people
would say, "If the information is shared freely, that's depriving the
original author (inventor, etc.) of the right to sell the information," but
the author has no such right unless the validity of IP can be established,
so to use that as justification for IP is just circular.

The rest of the arguments seem to be appeals to the counter-factual,
ends-justify-means type thinking, and subjective claims of personal value,
all of which I generally reject as sound ways of arriving at coercive
policy.



I think this is an interesting position and would like to say two things about it.

The first is an argument which I think makes it more compelling position by 
answering a possible objection.

Suppose I write a book. If you remove IP, that means anyone can print and sell 
copies of my book. So that might sound bad, and people might object. I'm going 
to explain why that may not be bad.

A quick aside. Abe wrote:

WITHOUT THE CONCEPT OF IP, THERE WOULD BE NO INCENTIVE TO 
INNOVATE.

This is not true, an incentive still remains. If information is valuable
enough to be sold, that means that it is considered desirable to have for
some reason other than the ability to sell it, which means people have
incentive to create it just so they will possess it.

I don't find that very compelling. I think being able to sell things in a market for a 
profit is an important incentive to creating them. I think there is a better answer 
to be given about how they can still be sold without IP.

OK, so what's my answer? First of all, wait a second. Can people sell copies of 
my book? First they'd need to get a copy. They cannot do that until after I sell it 
to the public. Before that, they have no access to the manuscript, and of course 
stealing a copy of the data off my computer would be a crime.

So, I get to sell it first. They can start selling it afterwards.

You might think I'm now going to talk about first-mover advantage, and consider 
how long it takes them to set up their competing version of the book. I think that 
issue matters some but it's not what I want to discuss.

What I want to point out is this: if I am selling a book already, why would anyone 
else want to go into the business of selling that same book?

They shouldn't expect that to be a good business opportunity unless they can do 
something better than me. If they make a copycat product with *zero 



advantages of any kind* then they shouldn't expect this to be an efficient use of 
their time and capital.

So, basically, the only reason anyone would sell copies of my book is if I was 
selling it inefficiently in some way. So, why should they be stopped from 
providing a better product to some customers? Why do I deserve to be paid by 
those potential customers who I'm not offering an efficient product to?

All I have to do to protect my investment of writing the book is to sell it in an 
efficient way, and then no one will rationally wish to compete with me over the 
customers I'm serving efficiently. So what do I have to complain about if there is 
no IP?

Now you may be thinking, "OK, but what if someone isn't interested in 
competing with me to sell it and simply gives away a pdf of the book for free?" 
Or what if they sell it for 3 cents? What if PDFs are so cheap to distribute that 
basically any price I might try to sell it for is overpriced?"

So, the above is not a complete answer. It applies to selling paper books before 
computers. And it applies to selling anything which we don't know how to make 
millions of copies of at a cost of pennies. For a modern example it does apply to 
clothing designers. But it does not fully apply to everything.

A further answer is that you can sell things which are not so easy to copy, such 
as moral sanction for supporting something one values. And ... many other 
things. With creativity people can find scarce and valuable things to sell.

I think this topic could use some more thought. I think an answer along these 
lines is needed. I think selling things in the market is important and not just 
being able to create them for personal use. That doesn't mean everything has to 
be able to be sold, thoug

Now for the second thing I'd like to say.

I do not think the law should be changed to match an abstract theory. I think it 
should be reformed step by step to deal with concrete and immediate problems. 
I do not care if a law is "justified" by philosophical principles. I only care if there 
are flaws/criticisms or not.

I think that abolishing IP would be a terrible idea even if no one has a 



compelling argument for why IP is a great idea, and even if there are seemingly 
rational arguments about why abolishing it would be wonderful.

Revolutionary changes don't work. They always create unforeseen problems. 
And they always break things that were important and working well which 
people had come to take for granted and didn't realize were non-trivial.

What we should do is fix some problems and see where that leads us. Maybe 
we'll eventually end up with no IP. That wouldn't surprise me too much. But I 
don't pretend that I can foresee the content of future knowledge. It's important 
that as we start to make some changes to the IP system we *learn new things* 
and then our future decisions should take into account those new things we 
learned. That makes the future unpredictable.

What about books? I want to write a book. How could piracy or a free
version or whatever help me make more money?

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] (was: Intellectual Property is Not Property)
Date: January 14, 2012 at 4:22 PM

On Jan 14, 2012, at 12:32 PM, Rami Rustom wrote:

What about books? I want to write a book. How could piracy or a free
version or whatever help me make more money?

The far larger danger for an author than people reading his book without paying is 
no one reading his book.

A free version, or piracy, can get you more attention and readers. From that 
bigger audience, you can get more paying people.

Brandon Sanderson is a high profile, high selling author. He gave away one of his 
recent books for free (Warbreaker). He posted drafts of it as he wrote it and now 
there is a free pdf of the published version. That doesn't stop some people buying 
a paper copy.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] (was: Intellectual Property is Not Property)
Date: January 14, 2012 at 4:26 PM

On Sat, Jan 14, 2012 at 3:22 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 14, 2012, at 12:32 PM, Rami Rustom wrote:

What about books? I want to write a book. How could piracy or a free
version or whatever help me make more money?

The far larger danger for an author than people reading his book without paying 
is no one reading his book.

A free version, or piracy, can get you more attention and readers. From that 
bigger audience, you can get more paying people.

Brandon Sanderson is a high profile, high selling author. He gave away one of 
his recent books for free (Warbreaker). He posted drafts of it as he wrote it and 
now there is a free pdf of the published version. That doesn't stop some people 
buying a paper copy.

Ah. Thats like the idea that BoI's introduction chapter is free on the site.

Cool!

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Ketamine experiment (Was: Ambiguity of the word pain)
Date: January 14, 2012 at 8:25 PM

On 14 Jan 2012, at 2:29pm, Steve Push wrote:

On Jan 14, 6:32 am, David Deutsch <david.deut...@qubit.org> wrote:
On 14 Jan 2012, at 10:50am, Steve Push wrote:

On Jan 12, 5:05 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 5:05pm, Steve Push wrote:

On Jan 12, 6:19 am, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 6:25am, Steve Push wrote:

Ketamine reduces pain in humans by decreasing the emotional 
response
to painful stimuli.  It does not block pain signals from reaching the
cortex, as other anesthetics and analgesics do.  And it is effective
in animals.  If animals were incapable of having subjective feelings
of pain, ketamine should not work on them.

What should we expect the experimental results to be if the information 
flow in brains receiving input from pain receptors were something like 
this:

(1) Sensory nerves -->
(2) Unconscious processing, deciding what sort of stimulus this is and 
where in the body etc -->
(3) Unconscious processing, translating that input according to a 
genetically fixed algorithm into output suitable for causing motor and 
other systems to engage fight/flight/evasion/signalling etc -->

(3+) [In humans only: A process that receives inputs from the outputs of 
(2) and (3), and engages in human-type conscious and unconscious 
thought, including interpreting them as qualia, creating explanations and 
interpretations of them, and choosing to do anything from passing the 
inputs on unchanged to replacing them completely.] -->

(4) Signals sent to motor and other systems, to cause behaviour.



and if the effect of ketamine was to prevent the output of process (3) from 
being forwarded anywhere, while the effect of pain killers was to prevent 
the output of stage (1) and/or (2) from being forwarded anywhere?

In your hypothetical situation, I would expect that neither humans nor
animals on ketamine would have any signs, symptoms, or awareness of
pain.

Why is it impossible that stage 3+, in the presence of ketamine, would 
include qualia associated with awareness that pain is present (from the 
output of stage 2, which is unaffected by the ketamine) but lack the qualia 
associated with wanting to avoid the pain (such qualia being the usual 
consequence of receiving the output of stage 3, which is suppressed by 
ketamine)?

Your model assumes that ketamine does not directly affect 3+ (the only
part of the model involved in conscious processing) and that the drug
blocks output from 3 to 4 (a part with no conscious processing).  Thus
your model does not seem to explain the study results that show
ketamine decreased activation preferentially in brain areas associated
with consciousness.

Why is it impossible that the process 3+, when it receives inputs from only 
process 2, would require less oxygen to perform its processing than it would 
when having to process inputs from both 2 and 3? Especially in situations 
where it decides that a process-2 input doesn't require much attention while 
the process-3 inputs, if it received them, would require heavy computation?

That is possible. But wouldn't you also expect ketamine to cause
decreased activation of 4, which would be receiving no input from 3
and reduced input from 3+?

Well, actually the output of 3+ is not a simple function of its input. For instance, in 
some situations, a human might be galvanised into violent action merely by 
knowing, intellectually, that there was a certain type of pain signal. And there 
might or might not be increased activity of the 3+ kind, because in some cases it 
would involve simply transmitting the information on from 3 to 4 unchanged.



But apart from such more complicated cases, yes you're right: If the information 
flow were indeed as I outlined above, we should expect ketamine to decrease the 
activation of fight/flight/evasion/signalling etc behaviours in both animals and 
humans, and also to reduce activity of the uniquely human '3+' type. Correct?

-- David Deutsch



From: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 14, 2012 at 10:10 PM

On Jan 14, 8:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If there are no means of resolving disputes between people who claim the same 
property, then coercion will occur. If there are good ways of resolving disputes 
then people will be satisfied with the way the disputes are resolved and will not 
be coerced.

But people have disputes over the way disputes are resolved.  That's
what we're having right now.  I would never be satisfied with private
property as the sole means of resolving disputes--I would insist on
having democratically chosen institutions with broad taxation and
regulatory authority.  People who believe that private property should
be absolutely free from interference are free to persuade voters that
this should be the law.

Private property does not necessarily involve coercion. A person, Jill, say, 
doesn't have to look at Bob's field and think "I want that field right now and I will 
take it from bob without his consent." She can also recognize that although she 
may think she has a better idea about how to use Bob's field or whatever, so far 
she has not persuaded people to part with the resources necessary for her to 
use Bob's field.

I don't think I understand what you mean by "doesn't have to".  Bob
doesn't have to look at that field and think "I want to Jill to leave
and take her begonia seeds with her.  If she does not comply, I will
use force or summon someone to use force for me."   I think that's a
reasonable thing for Bob to think, but it's still coercive.

Public property does necessarily involve coercion: it means there cannot be any 
dispute resolution institutions since that would mean deciding in favour of one 



claim or another rather than everyone having an equal claim. In any case it 
doesn't really make sense to weigh claims and say whether they are equal. 
Choices can't be made by weighing as described in BoI chapter 13 and that's no 
what happens when there are good ways of resolving disagreements over 
property. Rather, the disagreements are settled in such a way that everybody 
involved agrees that they were settled in the right way.

My takeaway from that chapter was that weighing claims equally is
neither possible nor desirable--what is desirable is to recover from
mistakes as quickly as possible.

You cannot make a system that everyone will agree is the right way to
resolve disagreements.



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation for 
adult problems)
Date: January 14, 2012 at 11:29 PM

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

On Jan 13, 2:29 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 11:14 AM, Josh Jordan wrote:

The Hacker's Diet (4th ed.) by John Walker is a great book on how to
lose fat by counting calories. Available free online at
http://www.fourmilab.ch/hackdiet/

And where can I find the reader comments or discussion?

Here are about 77 posts referencing it on a weight-loss sub-forum at
reddit:

https://www.google.com/search?
q=%22hacker%27s+diet%22+site:reddit.com...

Scattered comments are not discussion of the diet. If there's anything useful, 
could you link to it directly?

The idea of looking at reader comments to evaluate whether a diet is
rational is completely foreign to me. I tried to give you the info you
asked for so I could see where you were going with it, but I really
have no idea what you would consider useful here.

And I clicked one of the links, searched the page for the string "hack", and it 
wasn't there. This way of googling doesn't work very reliably for some reason.

Has the hacker diet, or any other diet, spawned any rational discussion that you 
know of? You don't actually want to defend/endorse all the individual mentions 
of the Hacker Diet by people from the weight loss reddit, do you?

No, I don't. That's one reason why it didn't make sense to me when you
asked for that information: I don't see the relevance to the statement

http://www.fourmilab.ch/hackdiet/
https://www.google.com/search?q=%22hacker%27s+diet%22+site:reddit.com


we are discussing, namely, "every diet qualifies as an irrational way
of thinking about food."

Here's a sample comment from reddit

http://www.reddit.com/r/loseit/comments/o757e/im_a_17_year_old_male_a...

 1. Cut out anything "Unnecessary in your diet" - Meaning Soda, sugar snacks, 
white bread, things that can be replaced by water, protein, fruit and 
wheat/grain bread. Go cold turkey man, just don't eat them if you can't find a 
substitute for them  ... 4. RESIST SNACKING - do this and your golden.

Yes, this comment is clearly not discussing the Hacker's Diet.

Being hungry is ok, you'll be hungry since your body has to adapt to your new 
eating habits, but it will work out in the end _^

The unstated meaning is it's going to suck, and you're going to suffer, and you 
should do it anyway. This comment doesn't tell you how to *like* doing these 
things, it just means to do them even though you don't like it. You'll hate it now 
but you'll be glad later. It's irrational and harmful.

I agree with everything you wrote here except the last sentence about
it being "irrational" and "harmful".  I'm probably not saying this
exactly right, but it seems to me that if the best option you know of,
sucks, but it sucks less than the alternatives (that you know of),
then it makes sense and is helpful to proceed with that course of
action until you learn of a better way.

The first thing I read in the book was:

http://www.fourmilab.ch/hackdiet/e4/

The goal of meal planning is a predictable and reliable daily calorie intake. 
We can't really wear an eat watch to tell us when to stop eating, but we can 
accomplish the same objective with a little paperwork in advance. By 
planning meals then sticking to the plan, you're not only guaranteed to 
achieve your goal, you eliminate the uncertainty about meals and the need 
for on-the-fly judgements about what, when, and how much to eat that are a 

http://www.reddit.com/r/loseit/comments/o757e/im_a_17_year_old_male_a
http://www.fourmilab.ch/hackdiet/e4/


prime contributor to weight gain in people living stressful, chaotic lives.

There are several problems here.

Do you see any issues here, as with wikipedia, or shall I point them out? (Or 
does anyone else want to?)

Every sentence in the paragraph you quoted looks quite plausible to
me. I would be interested to learn what the issues are.

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat.

Planning meals then sticking to the plan means: even if you don't want to. So 
the diet involves sometimes hurting yourself. So it's irrational and harmful.

I don't see why that's bad. Same issue as above.

The approach to planning is (intentionally) inflexible which is bad because often 
you can't predict the future very well.

I don't see why. Limiting your flexibility in this case amounts to
deciding to act according to principle. For instance, many people
follow the inflexible principle to avoid stealing, which I expect we
would consider to be a good kind of inflexibility. I also consider
sticking to a diet plan if you want to lose weight to be a good thing.

It wants to eliminate "on-the-fly judgments". This is anti-thinking.

I don't see why a carefully considered decision to act a certain way
in the future constitues "anti-thinking"; it actually strikes me more
like deep thinking. Again, it seems to be a matter of deciding to act
according to principle.

It claims judgments (thinking) is a major contributor to weight
gain.



Yes. Impulsive thinking ("mm, that donut looks tasty") is a
contributor to obesity, but decisions made more deliberately in
advance, in accordance with our long-term interest, can help cure
obesity.

Part of its message is: do not trust your mind, your mind will betray you and 
make you gain weight, you must overrule it with paperwork and planning and 
then, when there seems to be a problem, proceed anyway and don't listen to 
your own judgment/thinking.

I agree with this sentence, and yet you seem to be implying that it's
wrong.

BTW here is what it says next after that quote:

Planning meals in advance may seem foreign; an act that stamps out some of 
the precious spontaneity that makes life enjoyable. I think you'll see the reality 
isn't that bad

In other words: it may seem to suck, but it doesn't hurt *too* much, so put up 
with it.

I agree with both the sentence you quoted and with your restatement. I
don't see a problem with either of them.



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Hacker Diet
Date: January 14, 2012 at 11:38 PM

On Jan 13, 5:10 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:55 PM, Josh Jordan wrote:

Elliot wrote:
"hurts like hell"

and "eating right" hurts too.

see the irrationality?

Not everyone finds it that difficult, but here I don't see the
irrationality. Not everything worth doing is easy.

I object to equating "hurts like hell" with "not easy". Make sense?

There's a huge difference between "hard" and "hurts".

I see what you mean. Perhaps I should have written, "Not everything
worth doing is discomfort-free."

Doing hard things doesn't have to hurt.

It does if you don't have the relevant knowledge and/or wealth. For
instance, in the future there may be a safe pill that eliminates the
unpleasant bodily feelings sometimes associated with maintaining a
caloric deficit. But if you can't afford that pill or don't know about
it or it doesn't exist yet, then it still makes sense to put up with
the discomfort if you value the reward more than you mind the
discomfort.

Well look, if, instead of "every diet qualifies as an irrational way
of thinking about food", you had said, "every diet discussion forum
contains some errors and off-topic comments", I probably would have
agreed with you.



Go ahead an provide a single diet discussion forum, for any diet, with any 
significant amount of rational discussion and comments.

It's not that I cherry picked out the bad comments from the discussion. It's that 
there weren't really any good ones at all, and no sign of anyone using the diet 
rationally.

The comments I chose were representative. Where is any good thinking about 
this?

Where are the people thinking rationally about diets? Find some if you think it 
exists.

I know you disagree, but based on the text of the Hacker's Diet, I
maintain that the author is, for the most part, thinking rationally
about the subject.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation 
for adult problems)
Date: January 14, 2012 at 11:58 PM

On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

On Jan 13, 2:29 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 11:14 AM, Josh Jordan wrote:

The Hacker's Diet (4th ed.) by John Walker is a great book on how to
lose fat by counting calories. Available free online at
http://www.fourmilab.ch/hackdiet/

And where can I find the reader comments or discussion?

Here are about 77 posts referencing it on a weight-loss sub-forum at
reddit:

https://www.google.com/search?
q=%22hacker%27s+diet%22+site:reddit.com...

Scattered comments are not discussion of the diet. If there's anything useful, 
could you link to it directly?

The idea of looking at reader comments to evaluate whether a diet is
rational is completely foreign to me.

Rational ideas spawn some rational use of those ideas. I take the non-exisetence 
of any rational diet discussion, rational use of any diet, etc, as evidence the diets 
themselves are not rational.

If there was some rational diet that could be used by people to approach food in a 
rational way, then we'd be able to look at the ideas of its proponents and see it.

The first thing I read in the book was:

http://www.fourmilab.ch/hackdiet/
https://www.google.com/search?q=%22hacker%27s+diet%22+site:reddit.com


http://www.fourmilab.ch/hackdiet/e4/

The goal of meal planning is a predictable and reliable daily calorie intake. 
We can't really wear an eat watch to tell us when to stop eating, but we 
can accomplish the same objective with a little paperwork in advance. By 
planning meals then sticking to the plan, you're not only guaranteed to 
achieve your goal, you eliminate the uncertainty about meals and the need 
for on-the-fly judgements about what, when, and how much to eat that are 
a prime contributor to weight gain in people living stressful, chaotic lives.

There are several problems here.

Do you see any issues here, as with wikipedia, or shall I point them out? (Or 
does anyone else want to?)

Every sentence in the paragraph you quoted looks quite plausible to
me. I would be interested to learn what the issues are.

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat.

You're trying to violate fallibility but such things never work.

Planning meals then sticking to the plan means: even if you don't want to. So 
the diet involves sometimes hurting yourself. So it's irrational and harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is harm?

It's an unresolved, un-coped-with, unsolved self-conflict.

David Deutsch calls that an instance of "coercion" (or you can specify TCS-
coercion).  (http://fallibleideas.com/coercion)

http://www.fourmilab.ch/hackdiet/e4/
http://fallibleideas.com/coercion


It's irrational because "you don't want to eat X" constitutes a flaw in the plan to 
eat X. So you've found a mistake in the plan, a flaw, an error, and you've criticized 
it ... but then you just go through with the mistake anyway, despite the criticism 
and flaw, instead of correcting the mistake. This refusal to error correct is 
irrational (irrationality, in the Popperian worldview, is stuff that doesn't correct 
errors, or prevents correcting errors, or makes it harder). And it hurts because 
your preferences are violated, you have a life you don't want.

The approach to planning is (intentionally) inflexible which is bad because 
often you can't predict the future very well.

I don't see why. Limiting your flexibility in this case amounts to
deciding to act according to principle.

That is not what it said. It doesn't allow deviations. That includes deviations which 
maintain the principle of eating fewer than N calories.

It wasn't saying "no deviations from this principle" but "no deviations".

For instance, many people
follow the inflexible principle to avoid stealing, which I expect we
would consider to be a good kind of inflexibility.

No, they ought to learn rationally why stealing is bad instead of avoid stealing out 
of blind obedience, inflexibility, lack of thinking, habit, deference to authority, etc...

Doing it for reasons other than rational judgment is an irrational lifestyle. (If you 
aren't actually thinking about it, that means if it's a mistake there's no way to 
correct the mistake. So that is irrational.)

I also consider
sticking to a diet plan if you want to lose weight to be a good thing.

It wants to eliminate "on-the-fly judgments". This is anti-thinking.

I don't see why a carefully considered decision to act a certain way
in the future constitues "anti-thinking"; it actually strikes me more



like deep thinking. Again, it seems to be a matter of deciding to act
according to principle.

It claims judgments (thinking) is a major contributor to weight
gain.

Yes. Impulsive thinking ("mm, that donut looks tasty") is a
contributor to obesity, but decisions made more deliberately in
advance, in accordance with our long-term interest, can help cure
obesity.

Part of its message is: do not trust your mind, your mind will betray you and 
make you gain weight, you must overrule it with paperwork and planning and 
then, when there seems to be a problem, proceed anyway and don't listen to 
your own judgment/thinking.

I agree with this sentence, and yet you seem to be implying that it's
wrong.

Yes, it's pretty much the definition of irrationality to distrust your mind and any 
criticism it may have, in favor of rigidly sticking to ideas which, in your current 
opinion, have turned out to be mistaken.

Irrationality is all about not correcting errors, and refusing to think, or pay 
attention to criticisms you think of (criticisms are explanations of mistakes), is one 
of the best ways to make sure no errors get corrected.

This is all about: plan in advance, then if there seems to be an error, *stick to the 
plan anyway*.

For example you plan to eat broccoli and anchovies for dinner. But then dinner 
comes and you go, "you know i've been at the ocean all day, i was even a little 
seasick feeling, i really don't feel like eating something salty or fishy". So a 
rational thing to do would be to correct the error: instead, eat your guacamole and 
potatoes. But the Hacker Diet books says: do not make make any fixes or 
adjustments on the fly, do not correct any errors you encounter, just irrationally 
stick to the plan (meaning: go through with mistakes even after you see the 
problem!).



Not all calorie-limiting type diets have to be irrational in this way. It isn't necessary 
to the principle of limiting calories. The Hacker Diet wanted to be this way, chose 
to be. Because -- in my impression -- it doesn't trust the minds of its readers, and 
thinks irrational adherence to a harmful rule will still be better for them than what 
they would do with autonomy.

BTW here is what it says next after that quote:

Planning meals in advance may seem foreign; an act that stamps out some 
of the precious spontaneity that makes life enjoyable. I think you'll see the 
reality isn't that bad

In other words: it may seem to suck, but it doesn't hurt *too* much, so put up 
with it.

I agree with both the sentence you quoted and with your restatement. I
don't see a problem with either of them.

Above, you didn't see the harm. But now you do? It hurts. People know it hurts.

The idea of doing something that hurts is irrational because it means you know 
that it's not a solution but you do it anyway. Problems are soluble (a BoI mantra, 
with arguments too -- got any criticism?), and simply giving up on the idea of 
solving them, and accepting non-solutions, is one of the surest ways to make 
sure problems are not solved.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Hacker Diet
Date: January 14, 2012 at 11:59 PM

On Jan 14, 2012, at 8:38 PM, Josh Jordan wrote:

On Jan 13, 5:10 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:55 PM, Josh Jordan wrote:

Elliot wrote:
"hurts like hell"

and "eating right" hurts too.

see the irrationality?

Not everyone finds it that difficult, but here I don't see the
irrationality. Not everything worth doing is easy.

I object to equating "hurts like hell" with "not easy". Make sense?

There's a huge difference between "hard" and "hurts".

I see what you mean. Perhaps I should have written, "Not everything
worth doing is discomfort-free."

Doing hard things doesn't have to hurt.

It does if you don't have the relevant knowledge and/or wealth.

No.

This is an assertion that some problems don't have solutions.

But all problems do have solutions.

Do you agree about this framing of our positions? Do you still want to assert it?

-- Elliot Temple



http://elliottemple.com/

-- 

http://elliottemple.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 15, 2012 at 12:13 AM

On Sat, Jan 14, 2012 at 7:10 PM, Donald Crimbchin <
donald.crimbchin@gmail.com> wrote:

On Jan 14, 8:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Public property does necessarily involve coercion: it means there cannot
be any dispute resolution institutions since that would mean deciding in
favour of one claim or another rather than everyone having an equal claim.
In any case it doesn't really make sense to weigh claims and say whether
they are equal. Choices can't be made by weighing as described in BoI
chapter 13 and that's no what happens when there are good ways of resolving
disagreements over property. Rather, the disagreements are settled in such
a way that everybody involved agrees that they were settled in the right
way.

My takeaway from that chapter was that weighing claims equally is
neither possible nor desirable--what is desirable is to recover from
mistakes as quickly as possible.

You cannot make a system that everyone will agree is the right way to
resolve disagreements.

why not?



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Hacker Diet
Date: January 15, 2012 at 12:50 AM

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:38 PM, Josh Jordan wrote:

On Jan 13, 5:10 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:55 PM, Josh Jordan wrote:

Elliot wrote:
"hurts like hell"

and "eating right" hurts too.

see the irrationality?

Not everyone finds it that difficult, but here I don't see the
irrationality. Not everything worth doing is easy.

I object to equating "hurts like hell" with "not easy". Make sense?

There's a huge difference between "hard" and "hurts".

I see what you mean. Perhaps I should have written, "Not everything
worth doing is discomfort-free."

Doing hard things doesn't have to hurt.

It does if you don't have the relevant knowledge and/or wealth.

No.

This is an assertion that some problems don't have solutions.

No, it is an assertion that although solutions exist, we may not find
them in time.  As Deutsch writes, "To expect that problems will always
be solved in time to avert disasters would be the same [prophetic]



fallacy." (BoI p 435)

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Do you agree about this framing of our positions? Do you still want to assert it?



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Ketamine experiment (Was: Ambiguity of the word pain)
Date: January 15, 2012 at 12:59 AM

On Jan 14, 8:25 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 14 Jan 2012, at 2:29pm, Steve Push wrote:

On Jan 14, 6:32 am, David Deutsch <david.deut...@qubit.org> wrote:
On 14 Jan 2012, at 10:50am, Steve Push wrote:

On Jan 12, 5:05 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 5:05pm, Steve Push wrote:

On Jan 12, 6:19 am, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 6:25am, Steve Push wrote:

Ketamine reduces pain in humans by decreasing the emotional 
response
to painful stimuli.  It does not block pain signals from reaching the
cortex, as other anesthetics and analgesics do.  And it is effective
in animals.  If animals were incapable of having subjective feelings
of pain, ketamine should not work on them.

What should we expect the experimental results to be if the information 
flow in brains receiving input from pain receptors were something like 
this:

(1) Sensory nerves -->
(2) Unconscious processing, deciding what sort of stimulus this is and 
where in the body etc -->
(3) Unconscious processing, translating that input according to a 
genetically fixed algorithm into output suitable for causing motor and 
other systems to engage fight/flight/evasion/signalling etc -->



(3+) [In humans only: A process that receives inputs from the outputs of 
(2) and (3), and engages in human-type conscious and unconscious 
thought, including interpreting them as qualia, creating explanations and 
interpretations of them, and choosing to do anything from passing the 
inputs on unchanged to replacing them completely.] -->

(4) Signals sent to motor and other systems, to cause behaviour.

and if the effect of ketamine was to prevent the output of process (3) 
from being forwarded anywhere, while the effect of pain killers was to 
prevent the output of stage (1) and/or (2) from being forwarded 
anywhere?

In your hypothetical situation, I would expect that neither humans nor
animals on ketamine would have any signs, symptoms, or awareness of
pain.

Why is it impossible that stage 3+, in the presence of ketamine, would 
include qualia associated with awareness that pain is present (from the 
output of stage 2, which is unaffected by the ketamine) but lack the qualia 
associated with wanting to avoid the pain (such qualia being the usual 
consequence of receiving the output of stage 3, which is suppressed by 
ketamine)?

Your model assumes that ketamine does not directly affect 3+ (the only
part of the model involved in conscious processing) and that the drug
blocks output from 3 to 4 (a part with no conscious processing).  Thus
your model does not seem to explain the study results that show
ketamine decreased activation preferentially in brain areas associated
with consciousness.

Why is it impossible that the process 3+, when it receives inputs from only 
process 2, would require less oxygen to perform its processing than it would 
when having to process inputs from both 2 and 3? Especially in situations 
where it decides that a process-2 input doesn't require much attention while 
the process-3 inputs, if it received them, would require heavy computation?

That is possible. But wouldn't you also expect ketamine to cause



decreased activation of 4, which would be receiving no input from 3
and reduced input from 3+?

Well, actually the output of 3+ is not a simple function of its input. For instance, 
in some situations, a human might be galvanised into violent action merely by 
knowing, intellectually, that there was a certain type of pain signal. And there 
might or might not be increased activity of the 3+ kind, because in some cases it 
would involve simply transmitting the information on from 3 to 4 unchanged.

But apart from such more complicated cases, yes you're right: If the information 
flow were indeed as I outlined above, we should expect ketamine to decrease 
the activation of fight/flight/evasion/signalling etc behaviours in both animals and 
humans, and also to reduce activity of the uniquely human '3+' type. Correct?

Sprenger et al. appear to have used relatively mild pain stimuli in
humans who knew they were in no real danger.  Thus there were no fight/
flight/evasion/signalling etc. behaviors, even in the placebo
condition.  Despite the absence of such behaviors, it is still
possible that activation changes in motor areas could be detected
using fMRI.

In the study, activation increased significantly in the cerebellum
when pain stimuli were applied in the placebo condition.  But when
ketamine was administered, significant decreases in activation
occurred only in the secondary somatosensory cortex (S2), insula, and
anterior cingulate cortex.  Since the cerebellum is a motor area, it
appears to me that, in this study at least, ketamine decreased
activation in 3+ but not in 4.

I’m not a neuroscientist, and perhaps I’ve misunderstood the study.
But it seems to me that the results are inconsistent with your model.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Hacker Diet
Date: January 15, 2012 at 1:12 AM

On Jan 14, 2012, at 9:50 PM, Josh Jordan wrote:

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:38 PM, Josh Jordan wrote:

On Jan 13, 5:10 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:55 PM, Josh Jordan wrote:

Elliot wrote:
"hurts like hell"

and "eating right" hurts too.

see the irrationality?

Not everyone finds it that difficult, but here I don't see the
irrationality. Not everything worth doing is easy.

I object to equating "hurts like hell" with "not easy". Make sense?

There's a huge difference between "hard" and "hurts".

I see what you mean. Perhaps I should have written, "Not everything
worth doing is discomfort-free."

Doing hard things doesn't have to hurt.

It does if you don't have the relevant knowledge and/or wealth.

No.

This is an assertion that some problems don't have solutions.

No, it is an assertion that although solutions exist, we may not find



them in time.  As Deutsch writes, "To expect that problems will always
be solved in time to avert disasters would be the same [prophetic]
fallacy." (BoI p 435)

This quotes Deutsch talking about whether problems "will ... be solved" which is 
not the same as the issue of whether they have solutions or in other words 
*could* be solved.

People make mistakes. They fail to do things they could have done. But that's a 
separate issue from solubility.

The statement, "It [doing hard things not having to hurt] does [have to hurt] if..." 
refers to solubility, and things *having to* hurt, not just to people making 
mistakes.

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Deutsch says all problems are soluble.

Not all problems are soluble by date D.

But some have to be, or they aren't soluble at all. Consider, for example, the 
problem of getting a car by Friday. Getting a car on Saturday, or next century, 
would be a solution to "getting a car" (time insensitive problem) but not to "getting 
a car by Friday" (time sensitive problem).

Or consider the problem of living my life without being hurt. ("Hurt" here refers to 
TCS-coercion/suffering/mental-hurt, not mere physical pain that doesn't bother 
me.)

A solution *later*, after I die (or even after I'm hurt once), wouldn't be a solution, 
at all, to that problem.

Since not being hurt during one's life doesn't violate the laws of physics, it's a 
soluble problem. Not just for future people who have more knowledge, but *for 



me*.

But you disagree.

Is this framing of the problem clearer now?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation for 
adult problems)
Date: January 15, 2012 at 1:26 AM

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

On Jan 13, 2:29 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 11:14 AM, Josh Jordan wrote:

The Hacker's Diet (4th ed.) by John Walker is a great book on how to
lose fat by counting calories. Available free online at
http://www.fourmilab.ch/hackdiet/

And where can I find the reader comments or discussion?

Here are about 77 posts referencing it on a weight-loss sub-forum at
reddit:

https://www.google.com/search?
q=%22hacker%27s+diet%22+site:reddit.com...

Scattered comments are not discussion of the diet. If there's anything useful, 
could you link to it directly?

The idea of looking at reader comments to evaluate whether a diet is
rational is completely foreign to me.

Rational ideas spawn some rational use of those ideas. I take the non-
exisetence of any rational diet discussion, rational use of any diet, etc, as 
evidence the diets themselves are not rational.

If there was some rational diet that could be used by people to approach food in 
a rational way, then we'd be able to look at the ideas of its proponents and see 
it.

http://www.fourmilab.ch/hackdiet/
https://www.google.com/search?q=%22hacker%27s+diet%22+site:reddit.com


The following web page is what I would consider a rational comment
from someone who tried the Hacker's Diet:

http://geekgirlgetsfit.com/geek-girl-on-the-hackers-diet/

Does that help?

The first thing I read in the book was:

http://www.fourmilab.ch/hackdiet/e4/

The goal of meal planning is a predictable and reliable daily calorie 
intake. We can't really wear an eat watch to tell us when to stop eating, 
but we can accomplish the same objective with a little paperwork in 
advance. By planning meals then sticking to the plan, you're not only 
guaranteed to achieve your goal, you eliminate the uncertainty about 
meals and the need for on-the-fly judgements about what, when, and 
how much to eat that are a prime contributor to weight gain in people 
living stressful, chaotic lives.

There are several problems here.

Do you see any issues here, as with wikipedia, or shall I point them out? 
(Or does anyone else want to?)

Every sentence in the paragraph you quoted looks quite plausible to
me. I would be interested to learn what the issues are.

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat.

You're trying to violate fallibility but such things never work.

And yet what I said is true according to the best explanations I have
for how the human body processes food and energy.  As Haynes points

http://geekgirlgetsfit.com/geek-girl-on-the-hackers-diet/
http://www.fourmilab.ch/hackdiet/e4/


out in [1], "No violation of any law of thermodynamics is known to
have occurred in over 200 years of research in this area."

[1] Haynes. Biological Thermodynamics, p 22

Planning meals then sticking to the plan means: even if you don't want to. So 
the diet involves sometimes hurting yourself. So it's irrational and harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is harm?

No, but I do see it as an unsolved problem.

It's an unresolved, un-coped-with, unsolved self-conflict.

Yes.

David Deutsch calls that an instance of "coercion" (or you can specify TCS-
coercion).  (http://fallibleideas.com/coercion)

I take it he doesn't mention this in BoI, because a search for that
word in my Kindle turned up no results.

It's irrational because "you don't want to eat X" constitutes a flaw in the plan to 
eat X. So you've found a mistake in the plan, a flaw, an error, and you've 
criticized it ... but then you just go through with the mistake anyway, despite the 
criticism and flaw, instead of correcting the mistake. This refusal to error correct 
is irrational (irrationality, in the Popperian worldview, is stuff that doesn't correct 
errors, or prevents correcting errors, or makes it harder). And it hurts because 
your preferences are violated, you have a life you don't want.

I think it makes sense to proceed according to the best plan you have,
even if you know of flaws in it. This doesn't preclude searching for
solutions if you have the time and energy. If your plan works out,
you'll have a life that's better than the alternatives you knew of.
That's an improvement, so you'll have a life that's *more* of what you
want, even if you're not yet getting everything you want.

http://fallibleideas.com/coercion


The approach to planning is (intentionally) inflexible which is bad because 
often you can't predict the future very well.

I don't see why. Limiting your flexibility in this case amounts to
deciding to act according to principle.

That is not what it said. It doesn't allow deviations. That includes deviations 
which maintain the principle of eating fewer than N calories.

It wasn't saying "no deviations from this principle" but "no deviations".

As you suggested below, Walker acknowledges that deviations can still
work; he just thinks it reduces your chances of success. According to
a later passage in the same section you quoted from ("Meal Planning"):

"By trying to “wing it” with regard to what you eat, to balance your
long term calorie intake meal by meal, making every decision on the
spur of the moment, you're placing something even more precious than
your money, your own health, in the hands of a process you know
inevitably leads to serious trouble.... Just because some people
manage without planning their meals doesn't mean it'll work for you or
me. We must, like most managers in business, supplement our unreliable
instincts with numbers that chart our goal and guide us there."

For instance, many people
follow the inflexible principle to avoid stealing, which I expect we
would consider to be a good kind of inflexibility.

No, they ought to learn rationally why stealing is bad instead of avoid stealing 
out of blind obedience, inflexibility, lack of thinking, habit, deference to authority, 
etc...

I agree, but I don't see how that contradicts what I wrote.

Doing it for reasons other than rational judgment is an irrational lifestyle. (If you 
aren't actually thinking about it, that means if it's a mistake there's no way to 
correct the mistake. So that is irrational.)



I was suggesting that, based on a rational understanding of why
stealing is bad, people adopt the principle to avoid it, so it usually
doesn't even come up as an option under consideration.

I also consider
sticking to a diet plan if you want to lose weight to be a good thing.

It wants to eliminate "on-the-fly judgments". This is anti-thinking.

I don't see why a carefully considered decision to act a certain way
in the future constitues "anti-thinking"; it actually strikes me more
like deep thinking. Again, it seems to be a matter of deciding to act
according to principle.

It claims judgments (thinking) is a major contributor to weight
gain.

Yes. Impulsive thinking ("mm, that donut looks tasty") is a
contributor to obesity, but decisions made more deliberately in
advance, in accordance with our long-term interest, can help cure
obesity.

Part of its message is: do not trust your mind, your mind will betray you and 
make you gain weight, you must overrule it with paperwork and planning and 
then, when there seems to be a problem, proceed anyway and don't listen to 
your own judgment/thinking.

I agree with this sentence, and yet you seem to be implying that it's
wrong.

Yes, it's pretty much the definition of irrationality to distrust your mind and any 
criticism it may have, in favor of rigidly sticking to ideas which, in your current 
opinion, have turned out to be mistaken.

Irrationality is all about not correcting errors, and refusing to think, or pay 
attention to criticisms you think of (criticisms are explanations of mistakes), is 
one of the best ways to make sure no errors get corrected.



I'm not sure if this is explicitly mentioned in the Hacker's Diet, so
what you are saying may be a valid criticism of the book, but to my
mind, error correction can be incorporated by checking periodically to
see how following a particular principle is working out. If, upon
reflection, you determine that it's hurting more than it helps, then,
by all means, stop following that principle.

This is all about: plan in advance, then if there seems to be an error, *stick to the 
plan anyway*.

Yes, try it for a period of time, even if there does seem to be a
minor error, and see how it works out.

For example you plan to eat broccoli and anchovies for dinner. But then dinner 
comes and you go, "you know i've been at the ocean all day, i was even a little 
seasick feeling, i really don't feel like eating something salty or fishy". So a 
rational thing to do would be to correct the error: instead, eat your guacamole 
and potatoes. But the Hacker Diet books says: do not make make any fixes or 
adjustments on the fly, do not correct any errors you encounter, just irrationally 
stick to the plan (meaning: go through with mistakes even after you see the 
problem!).

I agree that this is a problem, but I think, for most people inspired
to go on a diet, the price of occasionally eating something that
doesn't agree with them would be a small price to pay for reaching
their target body fat percentage. This problem will eventually be
soluble for people with enough wealth and knowledge, but until then,
people have to do the best they can, which may mean putting up with
some discomfort.

Not all calorie-limiting type diets have to be irrational in this way. It isn't 
necessary to the principle of limiting calories. The Hacker Diet wanted to be this 
way, chose to be. Because -- in my impression -- it doesn't trust the minds of its 
readers, and thinks irrational adherence to a harmful rule will still be better for 
them than what they would do with autonomy.

I agree with this, but again, you say it as if there's something wrong



with it.

BTW here is what it says next after that quote:

Planning meals in advance may seem foreign; an act that stamps out some 
of the precious spontaneity that makes life enjoyable. I think you'll see the 
reality isn't that bad

In other words: it may seem to suck, but it doesn't hurt *too* much, so put up 
with it.

I agree with both the sentence you quoted and with your restatement. I
don't see a problem with either of them.

Above, you didn't see the harm. But now you do? It hurts. People know it hurts.

No, I still don't see the harm, but we may be able to address this
issue more directly in the "problems are soluble" section of the
discussion of the other post.

The idea of doing something that hurts is irrational because it means you know 
that it's not a solution but you do it anyway. Problems are soluble (a BoI mantra, 
with arguments too -- got any criticism?), and simply giving up on the idea of 
solving them, and accepting non-solutions, is one of the surest ways to make 
sure problems are not solved.



From: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 15, 2012 at 12:42 AM

On Jan 15, 12:13 am, Justin Mallone <justin...@gmail.com> wrote:
On Sat, Jan 14, 2012 at 7:10 PM, Donald Crimbchin <

You cannot make a system that everyone will agree is the right way to
resolve disagreements.

why not?

People will keep proposing new ones that they think are better.



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Hacker Diet
Date: January 15, 2012 at 1:33 AM

On Jan 15, 1:12 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 9:50 PM, Josh Jordan wrote:

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:38 PM, Josh Jordan wrote:

On Jan 13, 5:10 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:55 PM, Josh Jordan wrote:

Elliot wrote:
"hurts like hell"

and "eating right" hurts too.

see the irrationality?

Not everyone finds it that difficult, but here I don't see the
irrationality. Not everything worth doing is easy.

I object to equating "hurts like hell" with "not easy". Make sense?

There's a huge difference between "hard" and "hurts".

I see what you mean. Perhaps I should have written, "Not everything
worth doing is discomfort-free."

Doing hard things doesn't have to hurt.

It does if you don't have the relevant knowledge and/or wealth.

No.

This is an assertion that some problems don't have solutions.



No, it is an assertion that although solutions exist, we may not find
them in time.  As Deutsch writes, "To expect that problems will always
be solved in time to avert disasters would be the same [prophetic]
fallacy." (BoI p 435)

This quotes Deutsch talking about whether problems "will ... be solved" which is 
not the same as the issue of whether they have solutions or in other words 
*could* be solved.

People make mistakes. They fail to do things they could have done. But that's a 
separate issue from solubility.

The statement, "It [doing hard things not having to hurt] does [have to hurt] if..." 
refers to solubility, and things *having to* hurt, not just to people making 
mistakes.

It's not a matter of mistakes, it's a matter lack of knowledge and
wealth. There is often a gap between the time when we first identify
some situation as a problem and the time when we solve that problem.

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Deutsch says all problems are soluble.

Not all problems are soluble by date D.

But some have to be, or they aren't soluble at all. Consider, for example, the 
problem of getting a car by Friday. Getting a car on Saturday, or next century, 
would be a solution to "getting a car" (time insensitive problem) but not to 
"getting a car by Friday" (time sensitive problem).

Or consider the problem of living my life without being hurt. ("Hurt" here refers to 
TCS-coercion/suffering/mental-hurt, not mere physical pain that doesn't bother 
me.)

A solution *later*, after I die (or even after I'm hurt once), wouldn't be a solution, 
at all, to that problem.



Since not being hurt during one's life doesn't violate the laws of physics, it's a 
soluble problem. Not just for future people who have more knowledge, but *for 
me*.

But you disagree.

Yes, it's soluble, but it hasn't yet been solved. You may even live to
see the solution, but until that time, you have to do the best you can
without it, which will involve some hurt.

Is this framing of the problem clearer now?

The framing of the problem is as clear as it was earlier. I still
don't understand your position on it, though.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation 
for adult problems)
Date: January 15, 2012 at 1:42 AM

On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

On Jan 13, 2:29 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 11:14 AM, Josh Jordan wrote:

The Hacker's Diet (4th ed.) by John Walker is a great book on how to
lose fat by counting calories. Available free online at
http://www.fourmilab.ch/hackdiet/

And where can I find the reader comments or discussion?

Here are about 77 posts referencing it on a weight-loss sub-forum at
reddit:

https://www.google.com/search?
q=%22hacker%27s+diet%22+site:reddit.com...

Scattered comments are not discussion of the diet. If there's anything 
useful, could you link to it directly?

The idea of looking at reader comments to evaluate whether a diet is
rational is completely foreign to me.

Rational ideas spawn some rational use of those ideas. I take the non-
exisetence of any rational diet discussion, rational use of any diet, etc, as 
evidence the diets themselves are not rational.

If there was some rational diet that could be used by people to approach food 
in a rational way, then we'd be able to look at the ideas of its proponents and 

http://www.fourmilab.ch/hackdiet/
https://www.google.com/search?q=%22hacker%27s+diet%22+site:reddit.com


see it.

The following web page is what I would consider a rational comment
from someone who tried the Hacker's Diet:

http://geekgirlgetsfit.com/geek-girl-on-the-hackers-diet/

Does that help?

The first thing I read in the book was:

http://www.fourmilab.ch/hackdiet/e4/

The goal of meal planning is a predictable and reliable daily calorie 
intake. We can't really wear an eat watch to tell us when to stop eating, 
but we can accomplish the same objective with a little paperwork in 
advance. By planning meals then sticking to the plan, you're not only 
guaranteed to achieve your goal, you eliminate the uncertainty about 
meals and the need for on-the-fly judgements about what, when, and 
how much to eat that are a prime contributor to weight gain in people 
living stressful, chaotic lives.

There are several problems here.

Do you see any issues here, as with wikipedia, or shall I point them out? 
(Or does anyone else want to?)

Every sentence in the paragraph you quoted looks quite plausible to
me. I would be interested to learn what the issues are.

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat.

You're trying to violate fallibility but such things never work.

http://geekgirlgetsfit.com/geek-girl-on-the-hackers-diet/
http://www.fourmilab.ch/hackdiet/e4/


And yet what I said is true according to the best explanations I have
for how the human body processes food and energy.  As Haynes points
out in [1], "No violation of any law of thermodynamics is known to
have occurred in over 200 years of research in this area."

[1] Haynes. Biological Thermodynamics, p 22

Saying stuff according to one's best explanations is a good approach but *does 
not offer any guarantee*. (And doesn't need to offer any guarantee: guarantees 
are a mistake, the wrong thing to seek.)

Planning meals then sticking to the plan means: even if you don't want to. 
So the diet involves sometimes hurting yourself. So it's irrational and 
harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is harm?

No, but I do see it as an unsolved problem.

It's not just an unsolved problem, like a puzzle one ponders. It's urgent. Actually 
it's *too late*: stuff is already going wrong.

It's the state of having an unsolved problem and *acting according to a non-
solution*. Acting in some way that, by one's own standards, doesn't work. It's not 
just having a problem about how to live but actually living in an unwanted way.

It's an unresolved, un-coped-with, unsolved self-conflict.

Yes.

David Deutsch calls that an instance of "coercion" (or you can specify TCS-
coercion).  (http://fallibleideas.com/coercion)

I take it he doesn't mention this in BoI, because a search for that
word in my Kindle turned up no results.

http://fallibleideas.com/coercion


Right.

It's irrational because "you don't want to eat X" constitutes a flaw in the plan to 
eat X. So you've found a mistake in the plan, a flaw, an error, and you've 
criticized it ... but then you just go through with the mistake anyway, despite the 
criticism and flaw, instead of correcting the mistake. This refusal to error 
correct is irrational (irrationality, in the Popperian worldview, is stuff that doesn't 
correct errors, or prevents correcting errors, or makes it harder). And it hurts 
because your preferences are violated, you have a life you don't want.

I think it makes sense to proceed according to the best plan you have,
even if you know of flaws in it. This doesn't preclude searching for
solutions if you have the time and energy. If your plan works out,
you'll have a life that's better than the alternatives you knew of.
That's an improvement, so you'll have a life that's *more* of what you
want, even if you're not yet getting everything you want.

I think this part is important. I'm going to transplant this section to the other thread 
at some point, or otherwise reply later.

The approach to planning is (intentionally) inflexible which is bad because 
often you can't predict the future very well.

I don't see why. Limiting your flexibility in this case amounts to
deciding to act according to principle.

That is not what it said. It doesn't allow deviations. That includes deviations 
which maintain the principle of eating fewer than N calories.

It wasn't saying "no deviations from this principle" but "no deviations".

As you suggested below, Walker acknowledges that deviations can still
work; he just thinks it reduces your chances of success. According to
a later passage in the same section you quoted from ("Meal Planning"):

"By trying to “wing it” with regard to what you eat, to balance your



long term calorie intake meal by meal, making every decision on the
spur of the moment,

This is a massive straw man by Walker.

The options are not "rigid plan" or "making **every** decision on the spur of the 
moment".

you're placing something even more precious than
your money, your own health, in the hands of a process you know
inevitably leads to serious trouble.... Just because some people
manage without planning their meals doesn't mean it'll work for you or
me. We must, like most managers in business, supplement our unreliable
instincts with numbers that chart our goal and guide us there."

For instance, many people
follow the inflexible principle to avoid stealing, which I expect we
would consider to be a good kind of inflexibility.

No, they ought to learn rationally why stealing is bad instead of avoid stealing 
out of blind obedience, inflexibility, lack of thinking, habit, deference to 
authority, etc...

I agree, but I don't see how that contradicts what I wrote.

If you understand it, then you will understand the reach of the idea of non-
stealing, and be able to recognize situations where it's a mistake. You won't 
rigidly follow the principle even when you're better judgment says to do otherwise. 
Since you understand how the principle works and when/why it's good, you can 
rationally judge exceptions when the general principle is a bad idea.

Doing it for reasons other than rational judgment is an irrational lifestyle. (If you 
aren't actually thinking about it, that means if it's a mistake there's no way to 
correct the mistake. So that is irrational.)

I was suggesting that, based on a rational understanding of why
stealing is bad, people adopt the principle to avoid it, so it usually



doesn't even come up as an option under consideration.

I also consider
sticking to a diet plan if you want to lose weight to be a good thing.

It wants to eliminate "on-the-fly judgments". This is anti-thinking.

I don't see why a carefully considered decision to act a certain way
in the future constitues "anti-thinking"; it actually strikes me more
like deep thinking. Again, it seems to be a matter of deciding to act
according to principle.

It claims judgments (thinking) is a major contributor to weight
gain.

Yes. Impulsive thinking ("mm, that donut looks tasty") is a
contributor to obesity, but decisions made more deliberately in
advance, in accordance with our long-term interest, can help cure
obesity.

Part of its message is: do not trust your mind, your mind will betray you and 
make you gain weight, you must overrule it with paperwork and planning 
and then, when there seems to be a problem, proceed anyway and don't 
listen to your own judgment/thinking.

I agree with this sentence, and yet you seem to be implying that it's
wrong.

Yes, it's pretty much the definition of irrationality to distrust your mind and any 
criticism it may have, in favor of rigidly sticking to ideas which, in your current 
opinion, have turned out to be mistaken.

Irrationality is all about not correcting errors, and refusing to think, or pay 
attention to criticisms you think of (criticisms are explanations of mistakes), is 
one of the best ways to make sure no errors get corrected.



I'm not sure if this is explicitly mentioned in the Hacker's Diet, so
what you are saying may be a valid criticism of the book, but to my
mind, error correction can be incorporated by checking periodically to
see how following a particular principle is working out. If, upon
reflection, you determine that it's hurting more than it helps, then,
by all means, stop following that principle.

This is all about: plan in advance, then if there seems to be an error, *stick to 
the plan anyway*.

Yes, try it for a period of time, even if there does seem to be a
minor error, and see how it works out.

For example you plan to eat broccoli and anchovies for dinner. But then dinner 
comes and you go, "you know i've been at the ocean all day, i was even a little 
seasick feeling, i really don't feel like eating something salty or fishy". So a 
rational thing to do would be to correct the error: instead, eat your guacamole 
and potatoes. But the Hacker Diet books says: do not make make any fixes or 
adjustments on the fly, do not correct any errors you encounter, just irrationally 
stick to the plan (meaning: go through with mistakes even after you see the 
problem!).

I agree that this is a problem, but I think, for most people inspired
to go on a diet, the price of occasionally eating something that
doesn't agree with them would be a small price to pay

That's what I mean by irrational and harmful:

This is explicitly accepting some harm.

So that's half my case.

And second, it's intentionally going ahead with something despite known 
flaws/criticisms. It's acting against the knowledge/judgment/thinking of one's 
mind, and failing to correct errors *that one successfully found* (according to 
one's best, fallible judgment, which is the best thing to go on). That's irrational. It's 
deviation from error correction.

for reaching



their target body fat percentage. This problem will eventually be
soluble for people with enough wealth and knowledge, but until then,
people have to do the best they can, which may mean putting up with
some discomfort.

Not all calorie-limiting type diets have to be irrational in this way. It isn't 
necessary to the principle of limiting calories. The Hacker Diet wanted to be 
this way, chose to be. Because -- in my impression -- it doesn't trust the minds 
of its readers, and thinks irrational adherence to a harmful rule will still be 
better for them than what they would do with autonomy.

I agree with this, but again, you say it as if there's something wrong
with it.

BTW here is what it says next after that quote:

Planning meals in advance may seem foreign; an act that stamps out 
some of the precious spontaneity that makes life enjoyable. I think you'll 
see the reality isn't that bad

In other words: it may seem to suck, but it doesn't hurt *too* much, so put 
up with it.

I agree with both the sentence you quoted and with your restatement. I
don't see a problem with either of them.

Above, you didn't see the harm. But now you do? It hurts. People know it hurts.

No, I still don't see the harm,

I'm confused because I said it hurts some (not too much = some, more than zero) 
and you said you agreed with my restatement. But now you don't see the harm 
(claim it's zero).

but we may be able to address this
issue more directly in the "problems are soluble" section of the
discussion of the other post.



Agreed.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Problems Are Soluble (was: Hacker Diet)
Date: January 15, 2012 at 2:01 AM

On Jan 14, 2012, at 10:33 PM, Josh Jordan wrote:

On Jan 15, 1:12 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 9:50 PM, Josh Jordan wrote:

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Deutsch says all problems are soluble.

Not all problems are soluble by date D.

But some have to be, or they aren't soluble at all. Consider, for example, the 
problem of getting a car by Friday. Getting a car on Saturday, or next century, 
would be a solution to "getting a car" (time insensitive problem) but not to 
"getting a car by Friday" (time sensitive problem).

Or consider the problem of living my life without being hurt. ("Hurt" here refers 
to TCS-coercion/suffering/mental-hurt, not mere physical pain that doesn't 
bother me.)

A solution *later*, after I die (or even after I'm hurt once), wouldn't be a 
solution, at all, to that problem.

Since not being hurt during one's life doesn't violate the laws of physics, it's a 
soluble problem. Not just for future people who have more knowledge, but *for 
me*.

But you disagree.

Yes, it's soluble, but it hasn't yet been solved. You may even live to
see the solution, but until that time, you have to do the best you can



without it, which will involve some hurt.

Do you think time-sensitive problems, like I've brought up, are covered under 
Deutsch's "all problems are soluble" or do you think that's a massive exception 
that Deutsch forgot to mention, or mistakenly didn't know about?

You can't just say, "You may even live to see the solution" because if the problem 
was "get a car by Friday" then seeing someone get a car on Saturday, or getting 
one yourself on Saturday, *is no solution*. That's solving a different problem of 
getting a car more generally, but it is not solving the problem I raised of me 
getting one by Friday.

If the "car by Friday" problem is soluble at all, it *must* be soluble *by Friday*, not 
later.

I'd like to get it clear that you are denying that all problems are soluble, while I'm 
defending it.

That wouldn't imply that I'm necessarily right, but it would clarify some matters 
and, perhaps, raise questions like whether BoI's argument is incomplete or has 
some other flaw.

Is this framing of the problem clearer now?

The framing of the problem is as clear as it was earlier. I still
don't understand your position on it, though.

My position is that all problems are soluble. For real, without exception.

I want to go one step at a time, not just try to explain my whole position 
immediately. Let's not immediately focus on the various criticisms that could 
easily be leveled at that two sentence summary. It relies on some nuances which 
are not simple to explain, and without those I know it looks false. Instead, let's 
draw out some elaborations by continuing the discussion above.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation for 
adult problems)
Date: January 15, 2012 at 2:20 AM

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

On Jan 13, 2:29 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 11:14 AM, Josh Jordan wrote:

The Hacker's Diet (4th ed.) by John Walker is a great book on how to
lose fat by counting calories. Available free online at
http://www.fourmilab.ch/hackdiet/

And where can I find the reader comments or discussion?

Here are about 77 posts referencing it on a weight-loss sub-forum at
reddit:

https://www.google.com/search?
q=%22hacker%27s+diet%22+site:reddit.com...

Scattered comments are not discussion of the diet. If there's anything 
useful, could you link to it directly?

The idea of looking at reader comments to evaluate whether a diet is
rational is completely foreign to me.

Rational ideas spawn some rational use of those ideas. I take the non-
exisetence of any rational diet discussion, rational use of any diet, etc, as 
evidence the diets themselves are not rational.

If there was some rational diet that could be used by people to approach food 

http://www.fourmilab.ch/hackdiet/
https://www.google.com/search?q=%22hacker%27s+diet%22+site:reddit.com


in a rational way, then we'd be able to look at the ideas of its proponents and 
see it.

The following web page is what I would consider a rational comment
from someone who tried the Hacker's Diet:

http://geekgirlgetsfit.com/geek-girl-on-the-hackers-diet/

Does that help?

The first thing I read in the book was:

http://www.fourmilab.ch/hackdiet/e4/

The goal of meal planning is a predictable and reliable daily calorie 
intake. We can't really wear an eat watch to tell us when to stop 
eating, but we can accomplish the same objective with a little 
paperwork in advance. By planning meals then sticking to the plan, 
you're not only guaranteed to achieve your goal, you eliminate the 
uncertainty about meals and the need for on-the-fly judgements about 
what, when, and how much to eat that are a prime contributor to 
weight gain in people living stressful, chaotic lives.

There are several problems here.

Do you see any issues here, as with wikipedia, or shall I point them out? 
(Or does anyone else want to?)

Every sentence in the paragraph you quoted looks quite plausible to
me. I would be interested to learn what the issues are.

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat.

You're trying to violate fallibility but such things never work.

http://geekgirlgetsfit.com/geek-girl-on-the-hackers-diet/
http://www.fourmilab.ch/hackdiet/e4/


And yet what I said is true according to the best explanations I have
for how the human body processes food and energy.  As Haynes points
out in [1], "No violation of any law of thermodynamics is known to
have occurred in over 200 years of research in this area."

[1] Haynes. Biological Thermodynamics, p 22

Saying stuff according to one's best explanations is a good approach but *does 
not offer any guarantee*. (And doesn't need to offer any guarantee: guarantees 
are a mistake, the wrong thing to seek.)

I don't know see to make progress on this disagreement about what I
wrote, namely "I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat." There are some exceptions: if you
die before the day is over, you may not lose fat, or if you contract
some disease that makes you incapable of burning fat for some reason,
then you won't lose fat. Is that what you mean?

Planning meals then sticking to the plan means: even if you don't want to. 
So the diet involves sometimes hurting yourself. So it's irrational and 
harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is harm?

No, but I do see it as an unsolved problem.

It's not just an unsolved problem, like a puzzle one ponders. It's urgent. Actually 
it's *too late*: stuff is already going wrong.

Yes.

It's the state of having an unsolved problem and *acting according to a non-
solution*. Acting in some way that, by one's own standards, doesn't work. It's 
not just having a problem about how to live but actually living in an unwanted 
way.



I agree. People face a number of unsolved problems at any given point
in time, each with different degrees of urgency.

It's an unresolved, un-coped-with, unsolved self-conflict.

Yes.

David Deutsch calls that an instance of "coercion" (or you can specify TCS-
coercion).  (http://fallibleideas.com/coercion)

I take it he doesn't mention this in BoI, because a search for that
word in my Kindle turned up no results.

Right.

It's irrational because "you don't want to eat X" constitutes a flaw in the plan 
to eat X. So you've found a mistake in the plan, a flaw, an error, and you've 
criticized it ... but then you just go through with the mistake anyway, despite 
the criticism and flaw, instead of correcting the mistake. This refusal to error 
correct is irrational (irrationality, in the Popperian worldview, is stuff that 
doesn't correct errors, or prevents correcting errors, or makes it harder). And 
it hurts because your preferences are violated, you have a life you don't want.

I think it makes sense to proceed according to the best plan you have,
even if you know of flaws in it. This doesn't preclude searching for
solutions if you have the time and energy. If your plan works out,
you'll have a life that's better than the alternatives you knew of.
That's an improvement, so you'll have a life that's *more* of what you
want, even if you're not yet getting everything you want.

I think this part is important. I'm going to transplant this section to the other 
thread at some point, or otherwise reply later.

The approach to planning is (intentionally) inflexible which is bad because 
often you can't predict the future very well.

I don't see why. Limiting your flexibility in this case amounts to

http://fallibleideas.com/coercion


deciding to act according to principle.

That is not what it said. It doesn't allow deviations. That includes deviations 
which maintain the principle of eating fewer than N calories.

It wasn't saying "no deviations from this principle" but "no deviations".

As you suggested below, Walker acknowledges that deviations can still
work; he just thinks it reduces your chances of success. According to
a later passage in the same section you quoted from ("Meal Planning"):

"By trying to “wing it” with regard to what you eat, to balance your
long term calorie intake meal by meal, making every decision on the
spur of the moment,

This is a massive straw man by Walker.

The options are not "rigid plan" or "making **every** decision on the spur of the 
moment".

Yes, I don't endorse that logic in support of the idea of meal
planning.  I quoted that section not for its logic, but to show that
meal planning in advance only a suggestion he thinks will be helpful.
If he said the diet will fail for everyone unless they do this, then I
would agree that that part of the diet doesn't make sense. But he
explicitly says some people can do fine that way, leaving it up to the
reader to judge for themselves whether they fall into that group.

you're placing something even more precious than
your money, your own health, in the hands of a process you know
inevitably leads to serious trouble.... Just because some people
manage without planning their meals doesn't mean it'll work for you or
me. We must, like most managers in business, supplement our unreliable
instincts with numbers that chart our goal and guide us there."

For instance, many people
follow the inflexible principle to avoid stealing, which I expect we
would consider to be a good kind of inflexibility.



No, they ought to learn rationally why stealing is bad instead of avoid stealing 
out of blind obedience, inflexibility, lack of thinking, habit, deference to 
authority, etc...

I agree, but I don't see how that contradicts what I wrote.

If you understand it, then you will understand the reach of the idea of non-
stealing, and be able to recognize situations where it's a mistake. You won't 
rigidly follow the principle even when you're better judgment says to do 
otherwise. Since you understand how the principle works and when/why it's 
good, you can rationally judge exceptions when the general principle is a bad 
idea.

Yes, I think I see what you mean. Thanks for the explanation. I'll
have to think about this.

Doing it for reasons other than rational judgment is an irrational lifestyle. (If 
you aren't actually thinking about it, that means if it's a mistake there's no way 
to correct the mistake. So that is irrational.)

I was suggesting that, based on a rational understanding of why
stealing is bad, people adopt the principle to avoid it, so it usually
doesn't even come up as an option under consideration.

I also consider
sticking to a diet plan if you want to lose weight to be a good thing.

It wants to eliminate "on-the-fly judgments". This is anti-thinking.

I don't see why a carefully considered decision to act a certain way
in the future constitues "anti-thinking"; it actually strikes me more
like deep thinking. Again, it seems to be a matter of deciding to act
according to principle.

It claims judgments (thinking) is a major contributor to weight
gain.

Yes. Impulsive thinking ("mm, that donut looks tasty") is a



contributor to obesity, but decisions made more deliberately in
advance, in accordance with our long-term interest, can help cure
obesity.

Part of its message is: do not trust your mind, your mind will betray you 
and make you gain weight, you must overrule it with paperwork and 
planning and then, when there seems to be a problem, proceed anyway 
and don't listen to your own judgment/thinking.

I agree with this sentence, and yet you seem to be implying that it's
wrong.

Yes, it's pretty much the definition of irrationality to distrust your mind and any 
criticism it may have, in favor of rigidly sticking to ideas which, in your current 
opinion, have turned out to be mistaken.

Irrationality is all about not correcting errors, and refusing to think, or pay 
attention to criticisms you think of (criticisms are explanations of mistakes), is 
one of the best ways to make sure no errors get corrected.

I'm not sure if this is explicitly mentioned in the Hacker's Diet, so
what you are saying may be a valid criticism of the book, but to my
mind, error correction can be incorporated by checking periodically to
see how following a particular principle is working out. If, upon
reflection, you determine that it's hurting more than it helps, then,
by all means, stop following that principle.

This is all about: plan in advance, then if there seems to be an error, *stick to 
the plan anyway*.

Yes, try it for a period of time, even if there does seem to be a
minor error, and see how it works out.

For example you plan to eat broccoli and anchovies for dinner. But then 
dinner comes and you go, "you know i've been at the ocean all day, i was 
even a little seasick feeling, i really don't feel like eating something salty or 
fishy". So a rational thing to do would be to correct the error: instead, eat your 
guacamole and potatoes. But the Hacker Diet books says: do not make make 
any fixes or adjustments on the fly, do not correct any errors you encounter, 



just irrationally stick to the plan (meaning: go through with mistakes even 
after you see the problem!).

I agree that this is a problem, but I think, for most people inspired
to go on a diet, the price of occasionally eating something that
doesn't agree with them would be a small price to pay

That's what I mean by irrational and harmful:

This is explicitly accepting some harm.

So that's half my case.

And second, it's intentionally going ahead with something despite known 
flaws/criticisms. It's acting against the knowledge/judgment/thinking of one's 
mind, and failing to correct errors *that one successfully found* (according to 
one's best, fallible judgment, which is the best thing to go on). That's irrational. 
It's deviation from error correction.

I agree with that, except the last two sentences. Our judgments are
fallible, and I have found my judgment in the spur of the moment to
often be even more fallible than my judgment upon reflection. I'm open
to ways helping my "impulse judgment" improve, but, until it does, it
seems perfectly rational to accept the more deliberate judgments as
binding for a period of time and live with the occasional error that
isn't corrected until later, when I have time to reflect again.

for reaching
their target body fat percentage. This problem will eventually be
soluble for people with enough wealth and knowledge, but until then,
people have to do the best they can, which may mean putting up with
some discomfort.

Not all calorie-limiting type diets have to be irrational in this way. It isn't 
necessary to the principle of limiting calories. The Hacker Diet wanted to be 
this way, chose to be. Because -- in my impression -- it doesn't trust the 
minds of its readers, and thinks irrational adherence to a harmful rule will still 
be better for them than what they would do with autonomy.



I agree with this, but again, you say it as if there's something wrong
with it.

BTW here is what it says next after that quote:

Planning meals in advance may seem foreign; an act that stamps out 
some of the precious spontaneity that makes life enjoyable. I think you'll 
see the reality isn't that bad

In other words: it may seem to suck, but it doesn't hurt *too* much, so put 
up with it.

I agree with both the sentence you quoted and with your restatement. I
don't see a problem with either of them.

Above, you didn't see the harm. But now you do? It hurts. People know it 
hurts.

No, I still don't see the harm,

I'm confused because I said it hurts some (not too much = some, more than 
zero) and you said you agreed with my restatement. But now you don't see the 
harm (claim it's zero).

I do see the harm now, in the sense that all discomfort is a kind of
harm. I still don't see the irrationality, though.

but we may be able to address this
issue more directly in the "problems are soluble" section of the
discussion of the other post.

Agreed.



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Problems Are Soluble (was: Hacker Diet)
Date: January 15, 2012 at 2:49 AM

On Jan 15, 2:01 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:33 PM, Josh Jordan wrote:

On Jan 15, 1:12 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 9:50 PM, Josh Jordan wrote:

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Deutsch says all problems are soluble.

Not all problems are soluble by date D.

But some have to be, or they aren't soluble at all. Consider, for example, the 
problem of getting a car by Friday. Getting a car on Saturday, or next century, 
would be a solution to "getting a car" (time insensitive problem) but not to 
"getting a car by Friday" (time sensitive problem).

Or consider the problem of living my life without being hurt. ("Hurt" here refers 
to TCS-coercion/suffering/mental-hurt, not mere physical pain that doesn't 
bother me.)

A solution *later*, after I die (or even after I'm hurt once), wouldn't be a 
solution, at all, to that problem.

Since not being hurt during one's life doesn't violate the laws of physics, it's a 
soluble problem. Not just for future people who have more knowledge, but 
*for me*.

But you disagree.



Yes, it's soluble, but it hasn't yet been solved. You may even live to
see the solution, but until that time, you have to do the best you can
without it, which will involve some hurt.

Do you think time-sensitive problems, like I've brought up, are covered under 
Deutsch's "all problems are soluble" or do you think that's a massive exception 
that Deutsch forgot to mention, or mistakenly didn't know about?

I took him to mean that problems are soluble, given the right
knowledge and wealth.

As he writes, "By ‘soluble’ I mean that the right knowledge would
solve them. It is not, of course, that we can possess knowledge just
by wishing for it; but it is in principle accessible to us." (p 65)

Consider the case of an old person living in ancient times. I don't
expect that there was a process of knowledge and wealth creation upon
which he could have embarked in order to develop the technology to
prevent himself from dying.

You can't just say, "You may even live to see the solution" because if the 
problem was "get a car by Friday" then seeing someone get a car on Saturday, 
or getting one yourself on Saturday, *is no solution*. That's solving a different 
problem of getting a car more generally, but it is not solving the problem I raised 
of me getting one by Friday.

If the "car by Friday" problem is soluble at all, it *must* be soluble *by Friday*, 
not later.

I'd like to get it clear that you are denying that all problems are soluble, while I'm 
defending it.

That wouldn't imply that I'm necessarily right, but it would clarify some matters 
and, perhaps, raise questions like whether BoI's argument is incomplete or has 
some other flaw.

Is this framing of the problem clearer now?

The framing of the problem is as clear as it was earlier. I still



don't understand your position on it, though.

My position is that all problems are soluble. For real, without exception.

Yes, I am denying that all problems are soluble in the way you seem to
mean it.

I want to go one step at a time, not just try to explain my whole position 
immediately. Let's not immediately focus on the various criticisms that could 
easily be leveled at that two sentence summary. It relies on some nuances 
which are not simple to explain, and without those I know it looks false. Instead, 
let's draw out some elaborations by continuing the discussion above.

Sounds great!



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Problems Are Soluble (was: Hacker Diet)
Date: January 15, 2012 at 3:27 AM

On Jan 14, 2012, at 11:49 PM, Josh Jordan wrote:

On Jan 15, 2:01 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:33 PM, Josh Jordan wrote:

On Jan 15, 1:12 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 9:50 PM, Josh Jordan wrote:

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Deutsch says all problems are soluble.

Not all problems are soluble by date D.

But some have to be, or they aren't soluble at all. Consider, for example, the 
problem of getting a car by Friday. Getting a car on Saturday, or next 
century, would be a solution to "getting a car" (time insensitive problem) but 
not to "getting a car by Friday" (time sensitive problem).

Or consider the problem of living my life without being hurt. ("Hurt" here 
refers to TCS-coercion/suffering/mental-hurt, not mere physical pain that 
doesn't bother me.)

A solution *later*, after I die (or even after I'm hurt once), wouldn't be a 
solution, at all, to that problem.

Since not being hurt during one's life doesn't violate the laws of physics, it's 
a soluble problem. Not just for future people who have more knowledge, but 
*for me*.



But you disagree.

Yes, it's soluble, but it hasn't yet been solved. You may even live to
see the solution, but until that time, you have to do the best you can
without it, which will involve some hurt.

Do you think time-sensitive problems, like I've brought up, are covered under 
Deutsch's "all problems are soluble" or do you think that's a massive exception 
that Deutsch forgot to mention, or mistakenly didn't know about?

I took him to mean that problems are soluble, given the right
knowledge and wealth.

As he writes, "By ‘soluble’ I mean that the right knowledge would
solve them. It is not, of course, that we can possess knowledge just
by wishing for it; but it is in principle accessible to us." (p 65)

Consider the case of an old person living in ancient times. I don't
expect that there was a process of knowledge and wealth creation upon
which he could have embarked in order to develop the technology to
prevent himself from dying.

I think this interpretation of the principle makes it pretty vacuous.

E.g. whenever any person has any problem, you can say it might not have a 
solution in his lifetime, due to insufficient knowledge. The principle lacks 
relevance to anyone's life in this way.

What do you see as the impact or importance of your version of the principle?

Sure, in this view, we can still create ever more knowledge and solve ever more 
problems. But arbitrarily many problems may stick around indefinitely. And we 
gain an ever increasing pile of time-sensitive problems that were not solved and 
never can be.

With a problem like building a spaceship, you can build up knowledge, work 
towards it, and eventually solve it. It's soluble by a knowledge creating process 
and the whole process is making progress with benefits with reach. But with a 



problem like getting a car by Friday, such an approach doesn't work. You can't 
just embark on open ended truth seeking and build up knowledge until you solve 
the problem. The problem isn't impossible due to laws of physics, yet the open 
ended knowledge creation approach may not solve it, ever.

Many problems are time sensitive. That's a huge category. A concept like "if the 
laws of physics don't forbid solving this problem, then all it's going to take to solve 
it is creating knowledge until we find a solution" does not work on those.

You can't just say, "You may even live to see the solution" because if the 
problem was "get a car by Friday" then seeing someone get a car on Saturday, 
or getting one yourself on Saturday, *is no solution*. That's solving a different 
problem of getting a car more generally, but it is not solving the problem I 
raised of me getting one by Friday.

If the "car by Friday" problem is soluble at all, it *must* be soluble *by Friday*, 
not later.

I'd like to get it clear that you are denying that all problems are soluble, while 
I'm defending it.

That wouldn't imply that I'm necessarily right, but it would clarify some matters 
and, perhaps, raise questions like whether BoI's argument is incomplete or has 
some other flaw.

Is this framing of the problem clearer now?

The framing of the problem is as clear as it was earlier. I still
don't understand your position on it, though.

My position is that all problems are soluble. For real, without exception.

Yes, I am denying that all problems are soluble in the way you seem to
mean it.

OK.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Harm (was: Calorie Counting)
Date: January 15, 2012 at 3:31 AM

On Jan 14, 2012, at 11:20 PM, Josh Jordan wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat.

You're trying to violate fallibility but such things never work.

And yet what I said is true according to the best explanations I have
for how the human body processes food and energy.  As Haynes points
out in [1], "No violation of any law of thermodynamics is known to
have occurred in over 200 years of research in this area."

[1] Haynes. Biological Thermodynamics, p 22

Saying stuff according to one's best explanations is a good approach but *does 
not offer any guarantee*. (And doesn't need to offer any guarantee: 
guarantees are a mistake, the wrong thing to seek.)

I don't know see to make progress on this disagreement about what I
wrote, namely "I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat." There are some exceptions: if you
die before the day is over, you may not lose fat, or if you contract
some disease that makes you incapable of burning fat for some reason,
then you won't lose fat. Is that what you mean?



Whether you or I know any exceptions or counter-arguments is irrelevant to my 
point.

You are fallible. Your ideas are fallible. They do not guarantee anything. 
Guarantees are 100%, fallibility isn't.

Planning meals then sticking to the plan means: even if you don't want to. 
So the diet involves sometimes hurting yourself. So it's irrational and 
harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is harm?

No, but I do see it as an unsolved problem.

It's not just an unsolved problem, like a puzzle one ponders. It's urgent. 
Actually it's *too late*: stuff is already going wrong.

Yes.

It's the state of having an unsolved problem and *acting according to a non-
solution*. Acting in some way that, by one's own standards, doesn't work. It's 
not just having a problem about how to live but actually living in an unwanted 
way.

I agree. People face a number of unsolved problems at any given point
in time, each with different degrees of urgency.

But you disagree that this -- living an unwanted way, contrary to your preferences 
-- is harm?

I would suggest this as a loose definition of harm. It's not perfect but it's the right 
general idea for what harm is. But you think it's not even an example of harm?

What do you think harm is?



(Note: the word "harm" has more than one meaning. There's also physical harm 
which is different. The type of harm I've been pointing out is more like 
psychological or mental harm. Or consider the harm if one's car is stolen. There's 
lots of ways to be harmed without being physically hurt. And note the car being 
stolen is only harm *if one doesn't want it to be stolen*, but it could be helpful if 
one preferred not to have it.)

For example you plan to eat broccoli and anchovies for dinner. But then 
dinner comes and you go, "you know i've been at the ocean all day, i was 
even a little seasick feeling, i really don't feel like eating something salty or 
fishy". So a rational thing to do would be to correct the error: instead, eat 
your guacamole and potatoes. But the Hacker Diet books says: do not make 
make any fixes or adjustments on the fly, do not correct any errors you 
encounter, just irrationally stick to the plan (meaning: go through with 
mistakes even after you see the problem!).

I agree that this is a problem, but I think, for most people inspired
to go on a diet, the price of occasionally eating something that
doesn't agree with them would be a small price to pay

That's what I mean by irrational and harmful:

This is explicitly accepting some harm.

So that's half my case.

And second, it's intentionally going ahead with something despite known 
flaws/criticisms. It's acting against the knowledge/judgment/thinking of one's 
mind, and failing to correct errors *that one successfully found* (according to 
one's best, fallible judgment, which is the best thing to go on). That's irrational. 
It's deviation from error correction.

I agree with that, except the last two sentences. Our judgments are
fallible, and I have found my judgment in the spur of the moment to
often be even more fallible than my judgment upon reflection. I'm open
to ways helping my "impulse judgment" improve, but, until it does, it
seems perfectly rational to accept the more deliberate judgments as
binding for a period of time and live with the occasional error that



isn't corrected until later, when I have time to reflect again.

Premise: there is an available option that one doesn't have a criticism of (and it 
can be figured out fast enough even in time pressure) [1]

Will you agree that, given this premise, it's irrational to act on ideas one has a 
criticism of? It's accepting mistakes but that's unnecessary.

If we can always act on non-criticized ideas, then acting on criticized ideas is 
irrational because it's not using error correction that is available.

In another email today Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, even if 
you know of flaws in it.

Same reply applies.

(Back to current email.)

I do see the harm now, in the sense that all discomfort is a kind of
harm. I still don't see the irrationality, though.

It's irrational to accept being hurt because such acceptance hampers correcting 
the error.

[1] We need a very mild qualification. Suppose one has a 30 second time limit for 
something. And there is an available option and enough time to figure it out. No 
problem so far. But now let's suppose the person wastes 29.99999999 seconds. 
Now you might claim the deadline isn't past yet so everything should still be fine. 
But there literally isn't enough time to think left. The *real* deadline was to start a 
problem-solving/thinking process enough seconds ahead of the apparent 
deadline that it could complete. Maybe that requires 5 seconds. So by wasting 
over 29 seconds one has actually missed the real deadline.



We have to be careful because I do not want to say, "You messed up for the last 
year, so now the next hour to the apparent deadline isn't enough, the real 
deadline is missed". If we allow that the claim becomes pretty vacuous. An hour 
is plenty for everything but the most convoluted hypothetical. A minute is basically 
always fine, though let's try not to worry about really high time pressure edge 
cases.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation 
for adult problems)
Date: January 15, 2012 at 8:40 AM

On Sat, Jan 14, 2012 at 10:58 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

On Jan 13, 2:29 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 11:14 AM, Josh Jordan wrote:

The Hacker's Diet (4th ed.) by John Walker is a great book on how to
lose fat by counting calories. Available free online at
http://www.fourmilab.ch/hackdiet/

And where can I find the reader comments or discussion?

Here are about 77 posts referencing it on a weight-loss sub-forum at
reddit:

https://www.google.com/search?
q=%22hacker%27s+diet%22+site:reddit.com...

Scattered comments are not discussion of the diet. If there's anything useful, 
could you link to it directly?

The idea of looking at reader comments to evaluate whether a diet is
rational is completely foreign to me.

Rational ideas spawn some rational use of those ideas. I take the non-
exisetence of any rational diet discussion, rational use of any diet, etc, as 
evidence the diets themselves are not rational.

If there was some rational diet that could be used by people to approach food in 
a rational way, then we'd be able to look at the ideas of its proponents and see 
it.

The first thing I read in the book was:

http://www.fourmilab.ch/hackdiet/
https://www.google.com/search?q=%22hacker%27s+diet%22+site:reddit.com


http://www.fourmilab.ch/hackdiet/e4/

The goal of meal planning is a predictable and reliable daily calorie 
intake. We can't really wear an eat watch to tell us when to stop eating, 
but we can accomplish the same objective with a little paperwork in 
advance. By planning meals then sticking to the plan, you're not only 
guaranteed to achieve your goal, you eliminate the uncertainty about 
meals and the need for on-the-fly judgements about what, when, and 
how much to eat that are a prime contributor to weight gain in people 
living stressful, chaotic lives.

There are several problems here.

Do you see any issues here, as with wikipedia, or shall I point them out? 
(Or does anyone else want to?)

Every sentence in the paragraph you quoted looks quite plausible to
me. I would be interested to learn what the issues are.

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat.

Its not that simple. I think you are assuming that your metabolic rate
is constant over time. But it isn't. During sleep, your metabolic rate
is at its lowest. So imagine yourself consuming *all* your daily
calories minutes before you sleep. Btw, there are people that do this.

Your body has min and max thresholds for blood glucose level. Shortly
after that before-you-sleep meal, your blood glucose level rises above
the threshold. Why? Because it was a large amount of calories and
because your body didn't metabolize that energy fast enough. And when
that max threshold is met, your insulin system kicks in which does
many things including kick starting the fat storage system. This
brings the glucose level below the max threshold.

And during the day, when your metabolic rate is higher, and because

http://www.fourmilab.ch/hackdiet/e4/


you haven't eaten, your blood glucose level drops below the min
threshold. One of the systems that gets activated decreases the
metabolic rate in order to conserve energy. That means less calories
burned per day. Another system induces cravings for high-glycemic
index nutrients like carbs and calorie dense nutrients like fat. Both
of these systems work to bring the glucose level above the min
threshold.

Glycemic index refers to the speed at which the macronutrients are
converted into glucose and put into the blood stream. The
macronutrients are fats [9 cal/g] and proteins and carbs [both 4
cal/g].

Note that prolonged activation of the insulin system causes diabetes.
I conjecture that this is true for all organs. If an organ is
activated more than that organ evolved for, then that organ will fail
sooner than evolution intended.

Consider the *eat what you want when and only when you're hungry*
diet. Note that the *...when and only when you're hungry...* part
keeps the blood glucose level in between the min and max thresholds.

-- Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 15, 2012 at 9:20 AM

On 15 Jan 2012, at 03:10, Donald Crimbchin wrote:

On Jan 14, 8:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If there are no means of resolving disputes between people who claim the 
same property, then coercion will occur. If there are good ways of resolving 
disputes then people will be satisfied with the way the disputes are resolved 
and will not be coerced.

But people have disputes over the way disputes are resolved.  That's
what we're having right now.  I would never be satisfied with private
property as the sole means of resolving disputes--I would insist on
having democratically chosen institutions with broad taxation and
regulatory authority.  People who believe that private property should
be absolutely free from interference are free to persuade voters that
this should be the law.

I think that the current system is better than tyranny, but it leaves many problems 
unsolved.

So let's suppose that Jim decide he doesn't want to pay tax to sponsor X. Jim 
doesn't manage to persuade voters to get the government to stop doing X, so his 
money will be taken to sponsor X despite the fact that he thinks X is bad. So Jim 
has a problem with X that has not been resolved. If Jack is willing to do Y instead 
of X, he can't enter into an arrangement to do Y instead of X for Jim. So it is 
possible that Y would solve a problem that X wouldn't solve and that the obstacle 
to doing Y is the fact that the government won't allow it.

Private property does not necessarily involve coercion. A person, Jill, say, 
doesn't have to look at Bob's field and think "I want that field right now and I 
will take it from bob without his consent." She can also recognize that although 
she may think she has a better idea about how to use Bob's field or whatever, 
so far she has not persuaded people to part with the resources necessary for 



her to use Bob's field.

I don't think I understand what you mean by "doesn't have to".  Bob
doesn't have to look at that field and think "I want to Jill to leave
and take her begonia seeds with her.  If she does not comply, I will
use force or summon someone to use force for me."   I think that's a
reasonable thing for Bob to think, but it's still coercive.

Jill wants to plant begonia seeds on Bob's plot. Bob doesn't want this. If Bob and 
Jill agree that the plot will only change hands by a consentual arrangement then 
they will both be happy with the result. If Jill doesn't agree to this and decides to 
plant begonia seeds without Bob's consent, then the dispute will not be resolved 
consentually. So Jill has decided that she doesn't want to deal with other people 
with their consent. No method of solving problems works with people who have 
decided not to use it.

Your argument seems to me to analogous to saying the following. Alice and Peter 
are at a night club. Peter decides he wants to have sex with Alice regardless of 
whether she consents or not. Peter doesn't consent to Alice refusing her consent 
to sex, so the practise of requiring that people actually consent to sex is not 
consentual. This is false. Peter's preferences are not consentual, the idea that 
people should only have sex if they consent to do so is consentual.

Public property does necessarily involve coercion: it means there cannot be 
any dispute resolution institutions since that would mean deciding in favour of 
one claim or another rather than everyone having an equal claim. In any case 
it doesn't really make sense to weigh claims and say whether they are equal. 
Choices can't be made by weighing as described in BoI chapter 13 and that's 
no what happens when there are good ways of resolving disagreements over 
property. Rather, the disagreements are settled in such a way that everybody 
involved agrees that they were settled in the right way.

My takeaway from that chapter was that weighing claims equally is neither 
possible nor desirable--what is desirable is to recover from mistakes as quickly 
as possible.

I was not clear. BoI Chapter 13 doesn't mention property.

What it does say is (p. 364):



"A rational analysis [of social choice problems] must concentrate … on how the 
rules and institutions contribute to the removal of bad policies and the creation of 
new options."

In a democracy in order to remove a bad policy I have to convince millions of 
other people to do it or the government will take my money for that policy whether 
I consent or not. If the government did not provide that particular service then I 
would be able to change the policy I sponsor by not buying it. I would also be able 
more easily to offer a new policy because people would be forced to pay for the 
government's policy in addition to my new policy.

You cannot make a system that everyone will agree is the right way to resolve 
disagreements.

People who do not value consent do not value resolving disagreements. There is 
no way of settling disagreements that will satisfy those people.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation 
for adult problems)
Date: January 15, 2012 at 9:50 AM

On Sun, Jan 15, 2012 at 1:20 AM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:

For example you plan to eat broccoli and anchovies for dinner. But then 
dinner comes and you go, "you know i've been at the ocean all day, i was 
even a little seasick feeling, i really don't feel like eating something salty or 
fishy". So a rational thing to do would be to correct the error: instead, eat 
your guacamole and potatoes. But the Hacker Diet books says: do not make 
make any fixes or adjustments on the fly, do not correct any errors you 
encounter, just irrationally stick to the plan (meaning: go through with 
mistakes even after you see the problem!).

I agree that this is a problem, but I think, for most people inspired
to go on a diet, the price of occasionally eating something that
doesn't agree with them would be a small price to pay

That's what I mean by irrational and harmful:

This is explicitly accepting some harm.

So that's half my case.

And second, it's intentionally going ahead with something despite known 
flaws/criticisms. It's acting against the knowledge/judgment/thinking of one's 
mind, and failing to correct errors *that one successfully found* (according to 
one's best, fallible judgment, which is the best thing to go on). That's irrational. 
It's deviation from error correction.

I agree with that, except the last two sentences. Our judgments are
fallible, and I have found my judgment in the spur of the moment to
often be even more fallible than my judgment upon reflection. I'm open



to ways helping my "impulse judgment" improve, but, until it does, it
seems perfectly rational to accept the more deliberate judgments as
binding for a period of time and live with the occasional error that
isn't corrected until later, when I have time to reflect again.

David Eagleman's Team-of-Rivals Framework explains this. One part of
the brain does the *impulse* processing and another part does the
*long-term consequences* processing. The former is something that all
animals have. The latter only humans have. And since the more complex
one [long-term consequences] requires more brain development, young
children make more of their decisions based on impulse rather than
long-term consequences. A great question that Eagleman's posed was:
"How do we develop the long-term consequences part of the brain so
that we can *control* our impulses?" He has hypothesized that we can
create a prefrontal workout; the prefrontal lobe is the part of the
brain that does the *long-term consequence processing. So basically
you put a hat on your head. The hat measures activity in the
prefrontal lobe. The activity is shown on a screen as a marker on a
1-dimentional scale. And what you do is concentrate on making the line
go up. Thats it. Sounds crazy huh? Supposedly he's working on making
the system now.

I think this prefrontal workout is something that rational people do
all the time. We practice thinking rationally [which includes
processing of long-term consequences] before acting [impulsively].

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Harm (was: Calorie Counting)
Date: January 15, 2012 at 10:10 AM

On Jan 15, 3:31 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:20 PM, Josh Jordan wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat.

You're trying to violate fallibility but such things never work.

And yet what I said is true according to the best explanations I have
for how the human body processes food and energy.  As Haynes points
out in [1], "No violation of any law of thermodynamics is known to
have occurred in over 200 years of research in this area."

[1] Haynes. Biological Thermodynamics, p 22

Saying stuff according to one's best explanations is a good approach but 
*does not offer any guarantee*. (And doesn't need to offer any guarantee: 
guarantees are a mistake, the wrong thing to seek.)

I don't know see to make progress on this disagreement about what I
wrote, namely "I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat." There are some exceptions: if you
die before the day is over, you may not lose fat, or if you contract



some disease that makes you incapable of burning fat for some reason,
then you won't lose fat. Is that what you mean?

Whether you or I know any exceptions or counter-arguments is irrelevant to my 
point.

You are fallible. Your ideas are fallible. They do not guarantee anything. 
Guarantees are 100%, fallibility isn't.

Does that objection apply to a purported guarantee you cannot exceed
the speed of light?

Planning meals then sticking to the plan means: even if you don't want 
to. So the diet involves sometimes hurting yourself. So it's irrational and 
harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is harm?

No, but I do see it as an unsolved problem.

It's not just an unsolved problem, like a puzzle one ponders. It's urgent. 
Actually it's *too late*: stuff is already going wrong.

Yes.

It's the state of having an unsolved problem and *acting according to a non-
solution*. Acting in some way that, by one's own standards, doesn't work. It's 
not just having a problem about how to live but actually living in an unwanted 
way.

I agree. People face a number of unsolved problems at any given point
in time, each with different degrees of urgency.

But you disagree that this -- living an unwanted way, contrary to your 
preferences -- is harm?



After reading your other post, I agree now that it's harm, in the
sense that any discomfort could be said to be harm.

I would suggest this as a loose definition of harm. It's not perfect but it's the right 
general idea for what harm is. But you think it's not even an example of harm?

What do you think harm is?

(Note: the word "harm" has more than one meaning. There's also physical harm 
which is different. The type of harm I've been pointing out is more like 
psychological or mental harm. Or consider the harm if one's car is stolen. 
There's lots of ways to be harmed without being physically hurt. And note the 
car being stolen is only harm *if one doesn't want it to be stolen*, but it could be 
helpful if one preferred not to have it.)

For example you plan to eat broccoli and anchovies for dinner. But then 
dinner comes and you go, "you know i've been at the ocean all day, i was 
even a little seasick feeling, i really don't feel like eating something salty or 
fishy". So a rational thing to do would be to correct the error: instead, eat 
your guacamole and potatoes. But the Hacker Diet books says: do not 
make make any fixes or adjustments on the fly, do not correct any errors 
you encounter, just irrationally stick to the plan (meaning: go through with 
mistakes even after you see the problem!).

I agree that this is a problem, but I think, for most people inspired
to go on a diet, the price of occasionally eating something that
doesn't agree with them would be a small price to pay

That's what I mean by irrational and harmful:

This is explicitly accepting some harm.



So that's half my case.

And second, it's intentionally going ahead with something despite known 
flaws/criticisms. It's acting against the knowledge/judgment/thinking of one's 
mind, and failing to correct errors *that one successfully found* (according to 
one's best, fallible judgment, which is the best thing to go on). That's 
irrational. It's deviation from error correction.

I agree with that, except the last two sentences. Our judgments are
fallible, and I have found my judgment in the spur of the moment to
often be even more fallible than my judgment upon reflection. I'm open
to ways helping my "impulse judgment" improve, but, until it does, it
seems perfectly rational to accept the more deliberate judgments as
binding for a period of time and live with the occasional error that
isn't corrected until later, when I have time to reflect again.

Premise: there is an available option that one doesn't have a criticism of (and it 
can be figured out fast enough even in time pressure) [1]

Will you agree that, given this premise, it's irrational to act on ideas one has a 
criticism of?

Yes.

It's accepting mistakes but that's unnecessary.

If we can always act on non-criticized ideas, then acting on criticized ideas is 
irrational because it's not using error correction that is available.

In another email today Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, even if 
you know of flaws in it.

Same reply applies.

The trouble is, I don't accept the premise.



It takes time and energy to figure out a way to improve things, and
you may or may not succeed even if you try. People face a number of
problems at any point in time, and the best we can do is triage:
roughly figure out which is the most important and most likely to
benefit from an attempt at improvement, and direct our time and energy
accordingly. I agree that this does entail accepting some degree of
discomfort or "harm" from unsolved problems.

(Back to current email.)

I do see the harm now, in the sense that all discomfort is a kind of
harm. I still don't see the irrationality, though.

It's irrational to accept being hurt because such acceptance hampers correcting 
the error.

[1] We need a very mild qualification. Suppose one has a 30 second time limit 
for something. And there is an available option and enough time to figure it out. 
No problem so far. But now let's suppose the person wastes 29.99999999 
seconds. Now you might claim the deadline isn't past yet so everything should 
still be fine. But there literally isn't enough time to think left. The *real* deadline 
was to start a problem-solving/thinking process enough seconds ahead of the 
apparent deadline that it could complete. Maybe that requires 5 seconds. So by 
wasting over 29 seconds one has actually missed the real deadline.

We have to be careful because I do not want to say, "You messed up for the last 
year, so now the next hour to the apparent deadline isn't enough, the real 
deadline is missed". If we allow that the claim becomes pretty vacuous. An hour 
is plenty for everything but the most convoluted hypothetical. A minute is 
basically always fine, though let's try not to worry about really high time pressure 
edge cases.

-- Elliot Templehttp://curi.us/

http://curi.us/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Problems Are Soluble (was: Hacker Diet)
Date: January 15, 2012 at 10:20 AM

On Jan 15, 3:27 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:49 PM, Josh Jordan wrote:

On Jan 15, 2:01 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:33 PM, Josh Jordan wrote:

On Jan 15, 1:12 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 9:50 PM, Josh Jordan wrote:

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Deutsch says all problems are soluble.

Not all problems are soluble by date D.

But some have to be, or they aren't soluble at all. Consider, for example, 
the problem of getting a car by Friday. Getting a car on Saturday, or next 
century, would be a solution to "getting a car" (time insensitive problem) 
but not to "getting a car by Friday" (time sensitive problem).

Or consider the problem of living my life without being hurt. ("Hurt" here 
refers to TCS-coercion/suffering/mental-hurt, not mere physical pain that 
doesn't bother me.)

A solution *later*, after I die (or even after I'm hurt once), wouldn't be a 
solution, at all, to that problem.

Since not being hurt during one's life doesn't violate the laws of physics, 
it's a soluble problem. Not just for future people who have more 



knowledge, but *for me*.

But you disagree.

Yes, it's soluble, but it hasn't yet been solved. You may even live to
see the solution, but until that time, you have to do the best you can
without it, which will involve some hurt.

Do you think time-sensitive problems, like I've brought up, are covered under 
Deutsch's "all problems are soluble" or do you think that's a massive 
exception that Deutsch forgot to mention, or mistakenly didn't know about?

I took him to mean that problems are soluble, given the right
knowledge and wealth.

As he writes, "By ‘soluble’ I mean that the right knowledge would
solve them. It is not, of course, that we can possess knowledge just
by wishing for it; but it is in principle accessible to us." (p 65)

Consider the case of an old person living in ancient times. I don't
expect that there was a process of knowledge and wealth creation upon
which he could have embarked in order to develop the technology to
prevent himself from dying.

I think this interpretation of the principle makes it pretty vacuous.

I wouldn't say it's vacuous, since our knowledge and wealth can
increase, making the antecedent relevant. I would say it's a
tautology, in the same sense that any physical transformation is
either possible, given the right knowledge and wealth, or prohibited
by the laws of nature.

E.g. whenever any person has any problem, you can say it might not have a 
solution in his lifetime, due to insufficient knowledge. The principle lacks 
relevance to anyone's life in this way.

What do you see as the impact or importance of your version of the principle?



The principle implies that people can and should embark on research
projects to bring us closer to solving problems that are worth
solving. We don't have to accept death as inevitable, for example.

Sure, in this view, we can still create ever more knowledge and solve ever more 
problems. But arbitrarily many problems may stick around indefinitely. And we 
gain an ever increasing pile of time-sensitive problems that were not solved and 
never can be.

I agree with this. Not all time-sensitive problems can be solved in
time. But you say it as if it's something depressing. On the contrary,
it's rational to prefer a future situation with more wealth and
knowledge, even if that means you've discovered other time-sensitive
problems on the way which weren't solved in time.

With a problem like building a spaceship, you can build up knowledge, work 
towards it, and eventually solve it. It's soluble by a knowledge creating process 
and the whole process is making progress with benefits with reach. But with a 
problem like getting a car by Friday, such an approach doesn't work. You can't 
just embark on open ended truth seeking and build up knowledge until you solve 
the problem. The problem isn't impossible due to laws of physics, yet the open 
ended knowledge creation approach may not solve it, ever.

Many problems are time sensitive. That's a huge category. A concept like "if the 
laws of physics don't forbid solving this problem, then all it's going to take to 
solve it is creating knowledge until we find a solution" does not work on those.

I agree.

You can't just say, "You may even live to see the solution" because if the 
problem was "get a car by Friday" then seeing someone get a car on 
Saturday, or getting one yourself on Saturday, *is no solution*. That's solving 
a different problem of getting a car more generally, but it is not solving the 
problem I raised of me getting one by Friday.

If the "car by Friday" problem is soluble at all, it *must* be soluble *by Friday*, 
not later.

I'd like to get it clear that you are denying that all problems are soluble, while 



I'm defending it.

That wouldn't imply that I'm necessarily right, but it would clarify some 
matters and, perhaps, raise questions like whether BoI's argument is 
incomplete or has some other flaw.

Is this framing of the problem clearer now?

The framing of the problem is as clear as it was earlier. I still
don't understand your position on it, though.

My position is that all problems are soluble. For real, without exception.

Yes, I am denying that all problems are soluble in the way you seem to
mean it.

OK.

-- Elliot Templehttp://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Calorie Counting (was: TCS-Coercion as an explanation for 
adult problems)
Date: January 15, 2012 at 12:41 PM

On Jan 15, 2012, at 6:50 AM, Rami Rustom wrote:

On Sun, Jan 15, 2012 at 1:20 AM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:

For example you plan to eat broccoli and anchovies for dinner. But then 
dinner comes and you go, "you know i've been at the ocean all day, i was 
even a little seasick feeling, i really don't feel like eating something salty or 
fishy". So a rational thing to do would be to correct the error: instead, eat 
your guacamole and potatoes. But the Hacker Diet books says: do not 
make make any fixes or adjustments on the fly, do not correct any errors 
you encounter, just irrationally stick to the plan (meaning: go through with 
mistakes even after you see the problem!).

I agree that this is a problem, but I think, for most people inspired
to go on a diet, the price of occasionally eating something that
doesn't agree with them would be a small price to pay

That's what I mean by irrational and harmful:

This is explicitly accepting some harm.

So that's half my case.

And second, it's intentionally going ahead with something despite known 
flaws/criticisms. It's acting against the knowledge/judgment/thinking of one's 
mind, and failing to correct errors *that one successfully found* (according to 
one's best, fallible judgment, which is the best thing to go on). That's 
irrational. It's deviation from error correction.

I agree with that, except the last two sentences. Our judgments are



fallible, and I have found my judgment in the spur of the moment to
often be even more fallible than my judgment upon reflection. I'm open
to ways helping my "impulse judgment" improve, but, until it does, it
seems perfectly rational to accept the more deliberate judgments as
binding for a period of time and live with the occasional error that
isn't corrected until later, when I have time to reflect again.

David Eagleman's Team-of-Rivals Framework explains this. One part of
the brain does the *impulse* processing and another part does the
*long-term consequences* processing.

This kind of model is incompatible with BoI's explanations about universality.

There is one universal mind, which can do all kinds of thinking, not separate parts 
of the brain doing different types of thinking.

Do you have a criticism?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation for 
adult problems)
Date: January 15, 2012 at 1:02 PM

On Jan 15, 12:41 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 6:50 AM, Rami Rustom wrote:

David Eagleman's Team-of-Rivals Framework explains this. One part of
the brain does the *impulse* processing and another part does the
*long-term consequences* processing.

This kind of model is incompatible with BoI's explanations about universality.

There is one universal mind, which can do all kinds of thinking, not separate 
parts of the brain doing different types of thinking.

Do you have a criticism?

Yes.

I take BoI's position to be something like this: Just as a Turing
machine can compute any computable function, so the mind of a person
can potentially understand, and thereby control, anything in the
universe (provided doing so doesn't violate a universal law of
nature).

However, this is compatible with the kind of model Rami mentioned,
because processing time matters. It remains true that the human mind
can do all kinds of thinking, but it can't, without training or
augmentation, do them all equally quickly. Perhaps we can train our
impulses to align better with our long-term judgment, and perhaps
technology will someday be available that will help with this, but in
the meantime, it makes sense to do the best we can with what we have.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Harm (was: Calorie Counting)
Date: January 15, 2012 at 1:08 PM

On Jan 15, 2012, at 7:10 AM, Josh Jordan wrote:

On Jan 15, 3:31 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:20 PM, Josh Jordan wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat.

You're trying to violate fallibility but such things never work.

And yet what I said is true according to the best explanations I have
for how the human body processes food and energy.  As Haynes points
out in [1], "No violation of any law of thermodynamics is known to
have occurred in over 200 years of research in this area."

[1] Haynes. Biological Thermodynamics, p 22

Saying stuff according to one's best explanations is a good approach but 
*does not offer any guarantee*. (And doesn't need to offer any guarantee: 
guarantees are a mistake, the wrong thing to seek.)

I don't know see to make progress on this disagreement about what I
wrote, namely "I guarantee that if you consume slightly fewer calories



than you expend, you will lose fat." There are some exceptions: if you
die before the day is over, you may not lose fat, or if you contract
some disease that makes you incapable of burning fat for some reason,
then you won't lose fat. Is that what you mean?

Whether you or I know any exceptions or counter-arguments is irrelevant to my 
point.

You are fallible. Your ideas are fallible. They do not guarantee anything. 
Guarantees are 100%, fallibility isn't.

Does that objection apply to a purported guarantee you cannot exceed
the speed of light?

Yes. We shouldn't be saying, "I guarantee that [my current understanding is true]" 
on any topic.

Planning meals then sticking to the plan means: even if you don't want 
to. So the diet involves sometimes hurting yourself. So it's irrational 
and harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is harm?

No, but I do see it as an unsolved problem.

It's not just an unsolved problem, like a puzzle one ponders. It's urgent. 
Actually it's *too late*: stuff is already going wrong.

Yes.

It's the state of having an unsolved problem and *acting according to a non-
solution*. Acting in some way that, by one's own standards, doesn't work. 
It's not just having a problem about how to live but actually living in an 
unwanted way.



I agree. People face a number of unsolved problems at any given point
in time, each with different degrees of urgency.

But you disagree that this -- living an unwanted way, contrary to your 
preferences -- is harm?

After reading your other post, I agree now that it's harm, in the
sense that any discomfort could be said to be harm.

OK, as long as we're careful.

Sometimes people complain about mild discomfort, but were not harmed. They 
didn't really mind, they just like to complain (for fun, for something to do, to break 
a silence, to gain sympathy, whatever).

What'd normally be referred to as "mild discomfort" usually isn't harm. Usually 
people cope with it. People can cope with a lot, and sometimes do, and in the 
particularly mild cases the success rate is high.

The scenario we were discussing had built into it that they didn't cope, there was 
harm. But when someone speaks of discomfort, it's usually referring to a 
somewhat different situation which we might call "potential harm" but with still a 
possibility of problem solving.

I would suggest this as a loose definition of harm. It's not perfect but it's the 
right general idea for what harm is. But you think it's not even an example of 
harm?

What do you think harm is?

(Note: the word "harm" has more than one meaning. There's also physical 
harm which is different. The type of harm I've been pointing out is more like 
psychological or mental harm. Or consider the harm if one's car is stolen. 



There's lots of ways to be harmed without being physically hurt. And note the 
car being stolen is only harm *if one doesn't want it to be stolen*, but it could 
be helpful if one preferred not to have it.)

For example you plan to eat broccoli and anchovies for dinner. But then 
dinner comes and you go, "you know i've been at the ocean all day, i was 
even a little seasick feeling, i really don't feel like eating something salty 
or fishy". So a rational thing to do would be to correct the error: instead, 
eat your guacamole and potatoes. But the Hacker Diet books says: do 
not make make any fixes or adjustments on the fly, do not correct any 
errors you encounter, just irrationally stick to the plan (meaning: go 
through with mistakes even after you see the problem!).

I agree that this is a problem, but I think, for most people inspired
to go on a diet, the price of occasionally eating something that
doesn't agree with them would be a small price to pay

That's what I mean by irrational and harmful:

This is explicitly accepting some harm.

So that's half my case.

And second, it's intentionally going ahead with something despite known 
flaws/criticisms. It's acting against the knowledge/judgment/thinking of one's 
mind, and failing to correct errors *that one successfully found* (according 
to one's best, fallible judgment, which is the best thing to go on). That's 
irrational. It's deviation from error correction.

I agree with that, except the last two sentences. Our judgments are
fallible, and I have found my judgment in the spur of the moment to



often be even more fallible than my judgment upon reflection. I'm open
to ways helping my "impulse judgment" improve, but, until it does, it
seems perfectly rational to accept the more deliberate judgments as
binding for a period of time and live with the occasional error that
isn't corrected until later, when I have time to reflect again.

Premise: there is an available option that one doesn't have a criticism of (and it 
can be figured out fast enough even in time pressure) [1]

Will you agree that, given this premise, it's irrational to act on ideas one has a 
criticism of?

Yes.

It's accepting mistakes but that's unnecessary.

If we can always act on non-criticized ideas, then acting on criticized ideas is 
irrational because it's not using error correction that is available.

In another email today Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, even if 
you know of flaws in it.

Same reply applies.

The trouble is, I don't accept the premise.

Yes I know you don't accept it. But that's no trouble.

It takes time and energy to figure out a way to improve things,

yes. i'm taking "improve things" to refer to creating substantive new knowledge.

and you may or may not succeed even if you try.

in finite time, with finite effort. yes.

People face a number of



problems at any point in time,

yes

and the best we can do is triage:
roughly figure out which is the most important and most likely to
benefit from an attempt at improvement, and direct our time and energy
accordingly. I agree that this does entail accepting some degree of
discomfort or "harm" from unsolved problems.

i don't think that's the best we can do.

ok so consider:

Premise: there is an available option that one doesn't have a criticism of (and it 
can be figured out fast enough even in time pressure)

Do you see some equivalence between this idea and "all problems are soluble" 
(strong version)?

There are various nuances, but the very short story is if we accept this premise 
we'll accept that all problems are soluble. And if not, not.

The premise relates to a way of approaching problems by getting and using 
better options.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Harm (was: Calorie Counting)
Date: January 15, 2012 at 1:19 PM

On Jan 15, 1:08 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 7:10 AM, Josh Jordan wrote:

On Jan 15, 3:31 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:20 PM, Josh Jordan wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat.

You're trying to violate fallibility but such things never work.

And yet what I said is true according to the best explanations I have
for how the human body processes food and energy.  As Haynes points
out in [1], "No violation of any law of thermodynamics is known to
have occurred in over 200 years of research in this area."

[1] Haynes. Biological Thermodynamics, p 22

Saying stuff according to one's best explanations is a good approach but 
*does not offer any guarantee*. (And doesn't need to offer any guarantee: 
guarantees are a mistake, the wrong thing to seek.)

I don't know see to make progress on this disagreement about what I



wrote, namely "I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat." There are some exceptions: if you
die before the day is over, you may not lose fat, or if you contract
some disease that makes you incapable of burning fat for some reason,
then you won't lose fat. Is that what you mean?

Whether you or I know any exceptions or counter-arguments is irrelevant to 
my point.

You are fallible. Your ideas are fallible. They do not guarantee anything. 
Guarantees are 100%, fallibility isn't.

Does that objection apply to a purported guarantee you cannot exceed
the speed of light?

Yes. We shouldn't be saying, "I guarantee that [my current understanding is 
true]" on any topic.

I consider "X" and "I guarantee X" to mean the same thing. But if you
see them as different, consider me to have removed the first three
words from my statement saying, "I guarantee that if you consume
slightly fewer calories than you expend, you will lose fat."

Planning meals then sticking to the plan means: even if you don't 
want to. So the diet involves sometimes hurting yourself. So it's 
irrational and harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is harm?

No, but I do see it as an unsolved problem.

It's not just an unsolved problem, like a puzzle one ponders. It's urgent. 
Actually it's *too late*: stuff is already going wrong.

Yes.



It's the state of having an unsolved problem and *acting according to a 
non-solution*. Acting in some way that, by one's own standards, doesn't 
work. It's not just having a problem about how to live but actually living in 
an unwanted way.

I agree. People face a number of unsolved problems at any given point
in time, each with different degrees of urgency.

But you disagree that this -- living an unwanted way, contrary to your 
preferences -- is harm?

After reading your other post, I agree now that it's harm, in the
sense that any discomfort could be said to be harm.

OK, as long as we're careful.

Sometimes people complain about mild discomfort, but were not harmed. They 
didn't really mind, they just like to complain (for fun, for something to do, to 
break a silence, to gain sympathy, whatever).

What'd normally be referred to as "mild discomfort" usually isn't harm. Usually 
people cope with it. People can cope with a lot, and sometimes do, and in the 
particularly mild cases the success rate is high.

The scenario we were discussing had built into it that they didn't cope, there was 
harm. But when someone speaks of discomfort, it's usually referring to a 
somewhat different situation which we might call "potential harm" but with still a 
possibility of problem solving.

As I recall, the scenario had to do with making a meal plan and
sticking to it, even if you didn't feel like it. To me that sounds
less like "harm" as you define it here, and more like a kind of mild
discomfort that you can cope with. Yes, it's sub-optimal to have that
discomfort, and ideally we would like to avoid it, but in the scheme
of things, it makes sense to put up with it if it's the best way you
know to get closer to your goal.

I would suggest this as a loose definition of harm. It's not perfect but it's the 



right general idea for what harm is. But you think it's not even an example of 
harm?

What do you think harm is?

(Note: the word "harm" has more than one meaning. There's also physical 
harm which is different. The type of harm I've been pointing out is more like 
psychological or mental harm. Or consider the harm if one's car is stolen. 
There's lots of ways to be harmed without being physically hurt. And note the 
car being stolen is only harm *if one doesn't want it to be stolen*, but it could 
be helpful if one preferred not to have it.)

For example you plan to eat broccoli and anchovies for dinner. But then 
dinner comes and you go, "you know i've been at the ocean all day, i 
was even a little seasick feeling, i really don't feel like eating something 
salty or fishy". So a rational thing to do would be to correct the error: 
instead, eat your guacamole and potatoes. But the Hacker Diet books 
says: do not make make any fixes or adjustments on the fly, do not 
correct any errors you encounter, just irrationally stick to the plan 
(meaning: go through with mistakes even after you see the problem!).

I agree that this is a problem, but I think, for most people inspired
to go on a diet, the price of occasionally eating something that
doesn't agree with them would be a small price to pay

That's what I mean by irrational and harmful:

This is explicitly accepting some harm.

So that's half my case.

And second, it's intentionally going ahead with something despite known 
flaws/criticisms. It's acting against the knowledge/judgment/thinking of 
one's mind, and failing to correct errors *that one successfully found* 
(according to one's best, fallible judgment, which is the best thing to go 
on). That's irrational. It's deviation from error correction.

I agree with that, except the last two sentences. Our judgments are



fallible, and I have found my judgment in the spur of the moment to
often be even more fallible than my judgment upon reflection. I'm open
to ways helping my "impulse judgment" improve, but, until it does, it
seems perfectly rational to accept the more deliberate judgments as
binding for a period of time and live with the occasional error that
isn't corrected until later, when I have time to reflect again.

Premise: there is an available option that one doesn't have a criticism of (and 
it can be figured out fast enough even in time pressure) [1]

Will you agree that, given this premise, it's irrational to act on ideas one has a 
criticism of?

Yes.

It's accepting mistakes but that's unnecessary.

If we can always act on non-criticized ideas, then acting on criticized ideas is 
irrational because it's not using error correction that is available.

In another email today Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, even 
if you know of flaws in it.

Same reply applies.

The trouble is, I don't accept the premise.

Yes I know you don't accept it. But that's no trouble.

It takes time and energy to figure out a way to improve things,

yes. i'm taking "improve things" to refer to creating substantive new knowledge.

It could also involve creating wealth.

and you may or may not succeed even if you try.



in finite time, with finite effort. yes.

Right.

People face a number of
problems at any point in time,

yes

and the best we can do is triage:
roughly figure out which is the most important and most likely to
benefit from an attempt at improvement, and direct our time and energy
accordingly. I agree that this does entail accepting some degree of
discomfort or "harm" from unsolved problems.

i don't think that's the best we can do.

ok so consider:

Premise: there is an available option that one doesn't have a criticism of (and 
it can be figured out fast enough even in time pressure)

Do you see some equivalence between this idea and "all problems are soluble" 
(strong version)?

Yes.

There are various nuances, but the very short story is if we accept this premise 
we'll accept that all problems are soluble. And if not, not.

The premise relates to a way of approaching problems by getting and using 
better options.

OK.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problems Are Soluble (was: Hacker Diet)
Date: January 15, 2012 at 1:19 PM

On Jan 15, 2012, at 7:20 AM, Josh Jordan wrote:

On Jan 15, 3:27 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:49 PM, Josh Jordan wrote:

On Jan 15, 2:01 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:33 PM, Josh Jordan wrote:

On Jan 15, 1:12 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 9:50 PM, Josh Jordan wrote:

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Deutsch says all problems are soluble.

Not all problems are soluble by date D.

But some have to be, or they aren't soluble at all. Consider, for example, 
the problem of getting a car by Friday. Getting a car on Saturday, or next 
century, would be a solution to "getting a car" (time insensitive problem) 
but not to "getting a car by Friday" (time sensitive problem).

Or consider the problem of living my life without being hurt. ("Hurt" here 
refers to TCS-coercion/suffering/mental-hurt, not mere physical pain that 
doesn't bother me.)

A solution *later*, after I die (or even after I'm hurt once), wouldn't be a 
solution, at all, to that problem.



Since not being hurt during one's life doesn't violate the laws of physics, 
it's a soluble problem. Not just for future people who have more 
knowledge, but *for me*.

But you disagree.

Yes, it's soluble, but it hasn't yet been solved. You may even live to
see the solution, but until that time, you have to do the best you can
without it, which will involve some hurt.

Do you think time-sensitive problems, like I've brought up, are covered 
under Deutsch's "all problems are soluble" or do you think that's a massive 
exception that Deutsch forgot to mention, or mistakenly didn't know about?

I took him to mean that problems are soluble, given the right
knowledge and wealth.

As he writes, "By ‘soluble’ I mean that the right knowledge would
solve them. It is not, of course, that we can possess knowledge just
by wishing for it; but it is in principle accessible to us." (p 65)

Consider the case of an old person living in ancient times. I don't
expect that there was a process of knowledge and wealth creation upon
which he could have embarked in order to develop the technology to
prevent himself from dying.

I think this interpretation of the principle makes it pretty vacuous.

I wouldn't say it's vacuous, since our knowledge and wealth can
increase, making the antecedent relevant.

But no matter how much our knowledge increases, that (according to this 
interpretation) never tells us any particular problems are soluble yet or soon.

I would say it's a tautology,

Tautologies are commonly considered kind of vacuous.



(There is some confusion because, e.g., choosing a particular tautology, and 
pointing out its relevance to a particular context by bringing it up, actually goes 
beyond just asserting a tautology.)

in the same sense that any physical transformation is
either possible, given the right knowledge and wealth, or prohibited
by the laws of nature.

E.g. whenever any person has any problem, you can say it might not have a 
solution in his lifetime, due to insufficient knowledge. The principle lacks 
relevance to anyone's life in this way.

What do you see as the impact or importance of your version of the principle?

The principle implies that people can and should embark on research
projects to bring us closer to solving problems that are worth
solving. We don't have to accept death as inevitable, for example.

It does not imply we should start an anti-death research project. Maybe that 
requires 99999999 knowledge and we're so far away that the very distant payoff 
is a terrible return on investment. Maybe we shouldn't start that research project 
until we have better methods of research and better asteroid protection. The 
principle doesn't tell us.

The claim that the research projects will "bring us closer" is sort of meaningless. 
All the principle says is that infinite knowledge is enough. It doesn't say anything 
about how much we actually need, what is close, when we're in research project 
distance, etc...

Sure, in this view, we can still create ever more knowledge and solve ever 
more problems. But arbitrarily many problems may stick around indefinitely. 
And we gain an ever increasing pile of time-sensitive problems that were not 
solved and never can be.

I agree with this. Not all time-sensitive problems can be solved in
time. But you say it as if it's something depressing.

Yes.



On the contrary,
it's rational to prefer a future situation with more wealth and
knowledge, even if that means you've discovered other time-sensitive
problems on the way which weren't solved in time.

I'm not objecting to *noticing* such problems.

It's negative to say there is and will always be an ever increasing list of unsolved 
problems that never will be solved, *compared to* the strong version of "all 
problems are soluble" which doesn't require this infinity of suffering (some of 
those problems affect people).

Hopefully this clarifies some objections to "problems are soluble" (weak tautology 
interpretation)

BTW, for comparison, some people take fallibility as something a little like a 
tautology. As a very simple and inescapable fact, with little meaning to real life. It 
applies to everything, you can't beat it in an argument, but all it means is don't 
say things like "guarantee", "certain truth", "prove", etc...

This is not how Deutsch and Popper think of fallibility. They are not so interested 
in it as a logical point that can win arguments, and which must be accepted but 
has minimal meaning. They are more interest in what we might call the "spirit of 
fallibility" (like "spirit of the law" vs "letter of the law") -- the fallibilist *attitude*. 
They think fallibility is more than a logical principle, but it's also an important idea 
with broad applicability far beyond the small, pretty indisputable part of it. They do 
not make a big deal out of it, or emphasize it just because it's a truth that's really 
hard to argue with. They care about it because fallibility (understood correctly) is 
a deep philosophical idea with lots of value, use, reach, breadth, etc...

For example fallibility has connections to liberalism: tyranny is a bad idea 
because Kings are fallible so we need error correction not authority.

When they say this kind of thing, they do not merely mean "Kings, like everyone, 
could possibly make mistakes". They mean more like, "Kings, like everyone, 
commonly make mistakes. People are fallible in the sense not just that errors are 
possible but that errors happen all the time."  (Similarly when Deutsch says 



"problems are inevitable" he doesn't mean once a millennium).

I think "problems are soluble", like fallibility, is more than a strict logical point with 
little reach or use. Deutsch is interested in saying more than just a strict logical 
point.

With a problem like building a spaceship, you can build up knowledge, work 
towards it, and eventually solve it. It's soluble by a knowledge creating process 
and the whole process is making progress with benefits with reach. But with a 
problem like getting a car by Friday, such an approach doesn't work. You can't 
just embark on open ended truth seeking and build up knowledge until you 
solve the problem. The problem isn't impossible due to laws of physics, yet the 
open ended knowledge creation approach may not solve it, ever.

Many problems are time sensitive. That's a huge category. A concept like "if 
the laws of physics don't forbid solving this problem, then all it's going to take 
to solve it is creating knowledge until we find a solution" does not work on 
those.

I agree.

If there's no objections to the above, I'll continue on next.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Harm (was: Calorie Counting)
Date: January 15, 2012 at 1:31 PM

On Jan 15, 2012, at 10:19 AM, Josh Jordan wrote:

On Jan 15, 1:08 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 7:10 AM, Josh Jordan wrote:

On Jan 15, 3:31 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:20 PM, Josh Jordan wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat.

You're trying to violate fallibility but such things never work.

And yet what I said is true according to the best explanations I have
for how the human body processes food and energy.  As Haynes points
out in [1], "No violation of any law of thermodynamics is known to
have occurred in over 200 years of research in this area."

[1] Haynes. Biological Thermodynamics, p 22

Saying stuff according to one's best explanations is a good approach but 
*does not offer any guarantee*. (And doesn't need to offer any guarantee: 
guarantees are a mistake, the wrong thing to seek.)



I don't know see to make progress on this disagreement about what I
wrote, namely "I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat." There are some exceptions: if you
die before the day is over, you may not lose fat, or if you contract
some disease that makes you incapable of burning fat for some reason,
then you won't lose fat. Is that what you mean?

Whether you or I know any exceptions or counter-arguments is irrelevant to 
my point.

You are fallible. Your ideas are fallible. They do not guarantee anything. 
Guarantees are 100%, fallibility isn't.

Does that objection apply to a purported guarantee you cannot exceed
the speed of light?

Yes. We shouldn't be saying, "I guarantee that [my current understanding is 
true]" on any topic.

I consider "X" and "I guarantee X" to mean the same thing. But if you
see them as different, consider me to have removed the first three
words from my statement saying, "I guarantee that if you consume
slightly fewer calories than you expend, you will lose fat."

Planning meals then sticking to the plan means: even if you don't 
want to. So the diet involves sometimes hurting yourself. So it's 
irrational and harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is harm?

No, but I do see it as an unsolved problem.

It's not just an unsolved problem, like a puzzle one ponders. It's urgent. 
Actually it's *too late*: stuff is already going wrong.



Yes.

It's the state of having an unsolved problem and *acting according to a 
non-solution*. Acting in some way that, by one's own standards, doesn't 
work. It's not just having a problem about how to live but actually living in 
an unwanted way.

I agree. People face a number of unsolved problems at any given point
in time, each with different degrees of urgency.

But you disagree that this -- living an unwanted way, contrary to your 
preferences -- is harm?

After reading your other post, I agree now that it's harm, in the
sense that any discomfort could be said to be harm.

OK, as long as we're careful.

Sometimes people complain about mild discomfort, but were not harmed. They 
didn't really mind, they just like to complain (for fun, for something to do, to 
break a silence, to gain sympathy, whatever).

What'd normally be referred to as "mild discomfort" usually isn't harm. Usually 
people cope with it. People can cope with a lot, and sometimes do, and in the 
particularly mild cases the success rate is high.

The scenario we were discussing had built into it that they didn't cope, there 
was harm. But when someone speaks of discomfort, it's usually referring to a 
somewhat different situation which we might call "potential harm" but with still a 
possibility of problem solving.

As I recall, the scenario had to do with making a meal plan and
sticking to it, even if you didn't feel like it. To me that sounds
less like "harm" as you define it here, and more like a kind of mild
discomfort that you can cope with. Yes, it's sub-optimal to have that
discomfort, and ideally we would like to avoid it, but in the scheme
of things, it makes sense to put up with it if it's the best way you
know to get closer to your goal.



"Stick to it, even if you don't want to" means "stick to it even if it would be harm".

Not every time someone sticks to the planned meal (after initially pondering that 
maybe they'd rather not) will it be harm (they might change that initial idea), but 
sometimes it will be harm (they don't find a way to cope with sticking to the plan), 
and it says to always stick to the plan regardless.

I would suggest this as a loose definition of harm. It's not perfect but it's the 
right general idea for what harm is. But you think it's not even an example of 
harm?

What do you think harm is?

(Note: the word "harm" has more than one meaning. There's also physical 
harm which is different. The type of harm I've been pointing out is more like 
psychological or mental harm. Or consider the harm if one's car is stolen. 
There's lots of ways to be harmed without being physically hurt. And note 
the car being stolen is only harm *if one doesn't want it to be stolen*, but it 
could be helpful if one preferred not to have it.)

For example you plan to eat broccoli and anchovies for dinner. But 
then dinner comes and you go, "you know i've been at the ocean all 
day, i was even a little seasick feeling, i really don't feel like eating 
something salty or fishy". So a rational thing to do would be to correct 
the error: instead, eat your guacamole and potatoes. But the Hacker 
Diet books says: do not make make any fixes or adjustments on the 
fly, do not correct any errors you encounter, just irrationally stick to the 
plan (meaning: go through with mistakes even after you see the 
problem!).

I agree that this is a problem, but I think, for most people inspired
to go on a diet, the price of occasionally eating something that
doesn't agree with them would be a small price to pay

That's what I mean by irrational and harmful:



This is explicitly accepting some harm.

So that's half my case.

And second, it's intentionally going ahead with something despite known 
flaws/criticisms. It's acting against the knowledge/judgment/thinking of 
one's mind, and failing to correct errors *that one successfully found* 
(according to one's best, fallible judgment, which is the best thing to go 
on). That's irrational. It's deviation from error correction.

I agree with that, except the last two sentences. Our judgments are
fallible, and I have found my judgment in the spur of the moment to
often be even more fallible than my judgment upon reflection. I'm open
to ways helping my "impulse judgment" improve, but, until it does, it
seems perfectly rational to accept the more deliberate judgments as
binding for a period of time and live with the occasional error that
isn't corrected until later, when I have time to reflect again.

Premise: there is an available option that one doesn't have a criticism of 
(and it can be figured out fast enough even in time pressure) [1]

Will you agree that, given this premise, it's irrational to act on ideas one has 
a criticism of?

Yes.

It's accepting mistakes but that's unnecessary.

If we can always act on non-criticized ideas, then acting on criticized ideas 
is irrational because it's not using error correction that is available.

In another email today Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, 
even if you know of flaws in it.

Same reply applies.



The trouble is, I don't accept the premise.

Yes I know you don't accept it. But that's no trouble.

It takes time and energy to figure out a way to improve things,

yes. i'm taking "improve things" to refer to creating substantive new 
knowledge.

It could also involve creating wealth.

BoI: "More generally, what they lacked was a certain combination of abstract 
knowledge and knowledge embodied in technological artefacts, namely sufficient 
wealth."

and "Wealth [terminology]: The repertoire of physical transformations that one is 
capable of causing."

The first statement says wealth is a kind of knowledge, and the second also 
equates wealth with knowledge implicitly unless perhaps you are interested in 
time-sensitive transformations which I don't think should normally be included in 
constructor theory discussion.

I don't see any need to specify wealth as an extra category besides knowledge.

Premise: there is an available option that one doesn't have a criticism of 
(and it can be figured out fast enough even in time pressure)

Do you see some equivalence between this idea and "all problems are 
soluble" (strong version)?

Yes.

ok this will come up again later.



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Problems Are Soluble (was: Hacker Diet)
Date: January 15, 2012 at 1:49 PM

On Jan 15, 1:19 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 7:20 AM, Josh Jordan wrote:

On Jan 15, 3:27 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:49 PM, Josh Jordan wrote:

On Jan 15, 2:01 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:33 PM, Josh Jordan wrote:

On Jan 15, 1:12 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 9:50 PM, Josh Jordan wrote:

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Deutsch says all problems are soluble.

Not all problems are soluble by date D.

But some have to be, or they aren't soluble at all. Consider, for example, 
the problem of getting a car by Friday. Getting a car on Saturday, or 
next century, would be a solution to "getting a car" (time insensitive 
problem) but not to "getting a car by Friday" (time sensitive problem).

Or consider the problem of living my life without being hurt. ("Hurt" here 
refers to TCS-coercion/suffering/mental-hurt, not mere physical pain 
that doesn't bother me.)

A solution *later*, after I die (or even after I'm hurt once), wouldn't be a 
solution, at all, to that problem.



Since not being hurt during one's life doesn't violate the laws of physics, 
it's a soluble problem. Not just for future people who have more 
knowledge, but *for me*.

But you disagree.

Yes, it's soluble, but it hasn't yet been solved. You may even live to
see the solution, but until that time, you have to do the best you can
without it, which will involve some hurt.

Do you think time-sensitive problems, like I've brought up, are covered 
under Deutsch's "all problems are soluble" or do you think that's a massive 
exception that Deutsch forgot to mention, or mistakenly didn't know about?

I took him to mean that problems are soluble, given the right
knowledge and wealth.

As he writes, "By ‘soluble’ I mean that the right knowledge would
solve them. It is not, of course, that we can possess knowledge just
by wishing for it; but it is in principle accessible to us." (p 65)

Consider the case of an old person living in ancient times. I don't
expect that there was a process of knowledge and wealth creation upon
which he could have embarked in order to develop the technology to
prevent himself from dying.

I think this interpretation of the principle makes it pretty vacuous.

I wouldn't say it's vacuous, since our knowledge and wealth can
increase, making the antecedent relevant.

But no matter how much our knowledge increases, that (according to this 
interpretation) never tells us any particular problems are soluble yet or soon.

I would say it's a tautology,

Tautologies are commonly considered kind of vacuous.



I think there's a useful distinction between a tautology and a vacuous
statement. A vacuous statement, at least in mathematics, is an
implication with a false antecedent. That is, a statement such as "if
[false statement], then [conclusion" is vacuously true.

A tautology, on the other hand, is essentially a statement that is
true "by definition", that is, from the laws of propositional logic.
Something like, "If it's raining outside, then it's either raining
outside or it's sunny." or "either 2+2=4 or 2+2!=4".

(There is some confusion because, e.g., choosing a particular tautology, and 
pointing out its relevance to a particular context by bringing it up, actually goes 
beyond just asserting a tautology.)

in the same sense that any physical transformation is
either possible, given the right knowledge and wealth, or prohibited
by the laws of nature.

E.g. whenever any person has any problem, you can say it might not have a 
solution in his lifetime, due to insufficient knowledge. The principle lacks 
relevance to anyone's life in this way.

What do you see as the impact or importance of your version of the principle?

The principle implies that people can and should embark on research
projects to bring us closer to solving problems that are worth
solving. We don't have to accept death as inevitable, for example.

It does not imply we should start an anti-death research project. Maybe that 
requires 99999999 knowledge and we're so far away that the very distant payoff 
is a terrible return on investment. Maybe we shouldn't start that research project 
until we have better methods of research and better asteroid protection. The 
principle doesn't tell us.

I agree. Do you see a contradiction between what you wrote and what
you were responding to?



The claim that the research projects will "bring us closer" is sort of meaningless.

I don't see how it's meaningless. As our knowledge and wealth grow,
the range of scenarios we can cope with grows. Suppose we increased
the average human life expectancy from 30 to 80 years. Even if it's
not yet 100 years, that still makes it possible for more people to
live forever. This is one sense in which a program of gradual
improvement brings us closer to a goal.

All the principle says is that infinite knowledge is enough.

I agree that infinite knowledge is enough, but it's not clear to me
that this is all that "problems are soluble" says. Do you have a
reference from BoI? I couldn't find the phrase "infinite knowledge"
and it wasn't clear to me what else I should search for.

It doesn't say anything about how much we actually need, what is close, when 
we're in research project distance, etc...

Agreed.

Sure, in this view, we can still create ever more knowledge and solve ever 
more problems. But arbitrarily many problems may stick around indefinitely. 
And we gain an ever increasing pile of time-sensitive problems that were not 
solved and never can be.

I agree with this. Not all time-sensitive problems can be solved in
time. But you say it as if it's something depressing.

Yes.

On the contrary,
it's rational to prefer a future situation with more wealth and
knowledge, even if that means you've discovered other time-sensitive
problems on the way which weren't solved in time.

I'm not objecting to *noticing* such problems.

It's negative to say there is and will always be an ever increasing list of unsolved 



problems that never will be solved, *compared to* the strong version of "all 
problems are soluble" which doesn't require this infinity of suffering (some of 
those problems affect people).

OK, I agree.

Hopefully this clarifies some objections to "problems are soluble" (weak 
tautology interpretation)

Not really...

BTW, for comparison, some people take fallibility as something a little like a 
tautology.

That's how I understand it.

As a very simple and inescapable fact,

yes

with little meaning to real life.

No. With lots of application to real life. I think the tautological
sense of fallibility is important, given how many people claim to find
infallible knowledge in, say, old books.

It applies to everything, you can't beat it in an argument, but all it means is don't 
say things like "guarantee", "certain truth", "prove", etc...

I don't think fallibility means not merely to say those things, but to
understand that you might be wrong if you think such things. As I
wrote elsewhere, I take "X" and "I guarantee X" to be the same thing.
So when people who understand the fallibility tautology say things
like, for example, "There are the direct limitations imposed by the
universal laws of physics – we cannot exceed the speed of light, and
so on." (BoI p 192), they don't need to explicitly qualify it with,
"of course this could be wrong, but, according to our best
knowledge...".



This is not how Deutsch and Popper think of fallibility. They are not so interested 
in it as a logical point that can win arguments, and which must be accepted but 
has minimal meaning. They are more interest in what we might call the "spirit of 
fallibility" (like "spirit of the law" vs "letter of the law") -- the fallibilist *attitude*. 
They think fallibility is more than a logical principle, but it's also an important 
idea with broad applicability far beyond the small, pretty indisputable part of it. 
They do not make a big deal out of it, or emphasize it just because it's a truth 
that's really hard to argue with. They care about it because fallibility (understood 
correctly) is a deep philosophical idea with lots of value, use, reach, breadth, 
etc...

For example fallibility has connections to liberalism: tyranny is a bad idea 
because Kings are fallible so we need error correction not authority.

I actually think benevolent dictatorship is superior to democracy, but
perhaps we'd better resolve our more basic differences before getting
into that.

When they say this kind of thing, they do not merely mean "Kings, like everyone, 
could possibly make mistakes". They mean more like, "Kings, like everyone, 
commonly make mistakes. People are fallible in the sense not just that errors 
are possible but that errors happen all the time."  (Similarly when Deutsch says 
"problems are inevitable" he doesn't mean once a millennium).

Agreed.

I think "problems are soluble", like fallibility, is more than a strict logical point 
with little reach or use. Deutsch is interested in saying more than just a strict 
logical point.

Yes. Even a logical tautology can have broad implications for how you
think and act.

With a problem like building a spaceship, you can build up
knowledge, work towards it, and eventually solve it. It's soluble by a
knowledge creating process and the whole process is making progress
with benefits with reach. But with a problem like getting a car by
Friday, such an approach doesn't work. You can't just embark on open
ended truth seeking and build up knowledge until you solve the
problem. The problem isn't impossible due to laws of physics, yet the



open ended knowledge creation approach may not solve it, ever.

Many problems are time sensitive. That's a huge category. A concept like "if 
the laws of physics don't forbid solving this problem, then all it's going to take 
to solve it is creating knowledge until we find a solution" does not work on 
those.

I agree.

If there's no objections to the above, I'll continue on next.

I'm looking forward to seeing where you're going with this, but I'm
not sure I'm following you this far yet.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Calorie Counting (was: TCS-Coercion as an explanation for 
adult problems)
Date: January 15, 2012 at 2:06 PM

On Jan 15, 2012 11:41 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 15, 2012, at 6:50 AM, Rami Rustom wrote:

On Sun, Jan 15, 2012 at 1:20 AM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:

For example you plan to eat broccoli and anchovies for dinner. But then 
dinner comes and you go, "you know i've been at the ocean all day, i was 
even a little seasick feeling, i really don't feel like eating something salty 
or fishy". So a rational thing to do would be to correct the error: instead, 
eat your guacamole and potatoes. But the Hacker Diet books says: do 
not make make any fixes or adjustments on the fly, do not correct any 
errors you encounter, just irrationally stick to the plan (meaning: go 
through with mistakes even after you see the problem!).

I agree that this is a problem, but I think, for most people inspired
to go on a diet, the price of occasionally eating something that
doesn't agree with them would be a small price to pay

That's what I mean by irrational and harmful:

This is explicitly accepting some harm.

So that's half my case.

And second, it's intentionally going ahead with something despite known 
flaws/criticisms. It's acting against the knowledge/judgment/thinking of one's 
mind, and failing to correct errors *that one successfully found* (according 
to one's best, fallible judgment, which is the best thing to go on). That's 
irrational. It's deviation from error correction.

I agree with that, except the last two sentences. Our judgments are



fallible, and I have found my judgment in the spur of the moment to
often be even more fallible than my judgment upon reflection. I'm open
to ways helping my "impulse judgment" improve, but, until it does, it
seems perfectly rational to accept the more deliberate judgments as
binding for a period of time and live with the occasional error that
isn't corrected until later, when I have time to reflect again.

David Eagleman's Team-of-Rivals Framework explains this. One part of
the brain does the *impulse* processing and another part does the
*long-term consequences* processing.

This kind of model is incompatible with BoI's explanations about universality.

There is one universal mind, which can do all kinds of thinking, not separate 
parts of the brain doing different types of thinking.

Do you have a criticism?

No, a criticism is not necessary. What I need is a change to my
explanation. David's explanation of how the mind works is already
compatible with his universality principle.

(1) Sensory nerves -->
(2) Unconscious processing, deciding what sort of stimulus this is and
where in the body etc -->
(3) Unconscious processing, translating that input according to a
genetically fixed algorithm into output suitable for causing motor and
other systems to engage fight/flight/evasion/signalling etc -->

---------- level of emergence, hence universality ----------
(3+) [In humans only: A process that receives inputs from the outputs
of (2) and (3), and engages in human-type conscious and unconscious
thought, including interpreting them as qualia, creating explanations
and interpretations of them, and choosing to do anything from passing
the inputs on unchanged to replacing them completely.] -->
---------- level of emergence, hence universality ----------

(4) Signals sent to motor and other systems, to cause behavior.

So Eagleman's Team-of-Rivals Framework applies to non-human animals



exactly the way he described it; all of which exists in step (3). And
his framework needs an adjustment in order to explain humans. The
processing of *long-term consequences* exists in a part of the brain
that causes step (3+).

So in my earlier explanations I was saying *override* when I should
have been saying *interpret*.

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Harm (was: Calorie Counting)
Date: January 15, 2012 at 2:06 PM

On Jan 15, 1:31 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 10:19 AM, Josh Jordan wrote:

On Jan 15, 1:08 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 7:10 AM, Josh Jordan wrote:

On Jan 15, 3:31 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:20 PM, Josh Jordan wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat.

You're trying to violate fallibility but such things never work.

And yet what I said is true according to the best explanations I have
for how the human body processes food and energy.  As Haynes 
points
out in [1], "No violation of any law of thermodynamics is known to
have occurred in over 200 years of research in this area."

[1] Haynes. Biological Thermodynamics, p 22

Saying stuff according to one's best explanations is a good approach 



but *does not offer any guarantee*. (And doesn't need to offer any 
guarantee: guarantees are a mistake, the wrong thing to seek.)

I don't know see to make progress on this disagreement about what I
wrote, namely "I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat." There are some exceptions: if you
die before the day is over, you may not lose fat, or if you contract
some disease that makes you incapable of burning fat for some reason,
then you won't lose fat. Is that what you mean?

Whether you or I know any exceptions or counter-arguments is irrelevant 
to my point.

You are fallible. Your ideas are fallible. They do not guarantee anything. 
Guarantees are 100%, fallibility isn't.

Does that objection apply to a purported guarantee you cannot exceed
the speed of light?

Yes. We shouldn't be saying, "I guarantee that [my current understanding is 
true]" on any topic.

I consider "X" and "I guarantee X" to mean the same thing. But if you
see them as different, consider me to have removed the first three
words from my statement saying, "I guarantee that if you consume
slightly fewer calories than you expend, you will lose fat."

Planning meals then sticking to the plan means: even if you don't 
want to. So the diet involves sometimes hurting yourself. So it's 
irrational and harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is harm?

No, but I do see it as an unsolved problem.

It's not just an unsolved problem, like a puzzle one ponders. It's urgent. 



Actually it's *too late*: stuff is already going wrong.

Yes.

It's the state of having an unsolved problem and *acting according to a 
non-solution*. Acting in some way that, by one's own standards, doesn't 
work. It's not just having a problem about how to live but actually living 
in an unwanted way.

I agree. People face a number of unsolved problems at any given point
in time, each with different degrees of urgency.

But you disagree that this -- living an unwanted way, contrary to your 
preferences -- is harm?

After reading your other post, I agree now that it's harm, in the
sense that any discomfort could be said to be harm.

OK, as long as we're careful.

Sometimes people complain about mild discomfort, but were not harmed. 
They didn't really mind, they just like to complain (for fun, for something to do, 
to break a silence, to gain sympathy, whatever).

What'd normally be referred to as "mild discomfort" usually isn't harm. Usually 
people cope with it. People can cope with a lot, and sometimes do, and in the 
particularly mild cases the success rate is high.

The scenario we were discussing had built into it that they didn't cope, there 
was harm. But when someone speaks of discomfort, it's usually referring to a 
somewhat different situation which we might call "potential harm" but with still 
a possibility of problem solving.

As I recall, the scenario had to do with making a meal plan and
sticking to it, even if you didn't feel like it. To me that sounds
less like "harm" as you define it here, and more like a kind of mild
discomfort that you can cope with. Yes, it's sub-optimal to have that
discomfort, and ideally we would like to avoid it, but in the scheme



of things, it makes sense to put up with it if it's the best way you
know to get closer to your goal.

"Stick to it, even if you don't want to" means "stick to it even if it would be harm".

I don't think those are the same thing. The thought process I have in
mind goes something like, "Man, I really wish I could have that donut.
But (as far as I can tell) I need to stick to my plan to have the best
chance of succeeding with my diet. Oh well, I'll put up with the
discomfort of not having the donut."

Not every time someone sticks to the planned meal (after initially pondering that 
maybe they'd rather not) will it be harm (they might change that initial idea), but 
sometimes it will be harm (they don't find a way to cope with sticking to the 
plan), and it says to always stick to the plan regardless.

If it's a matter of life and death, or if the hunger or distress is so
bad that you just can't cope with it, then sure, you should re-
evaluate the plan. I don't think this is what they're talking about,
though: sticking to a diet doesn't usually result in such extreme
situations.

I would suggest this as a loose definition of harm. It's not perfect but it's 
the right general idea for what harm is. But you think it's not even an 
example of harm?

What do you think harm is?

(Note: the word "harm" has more than one meaning. There's also physical 
harm which is different. The type of harm I've been pointing out is more 
like psychological or mental harm. Or consider the harm if one's car is 
stolen. There's lots of ways to be harmed without being physically hurt. 
And note the car being stolen is only harm *if one doesn't want it to be 
stolen*, but it could be helpful if one preferred not to have it.)

For example you plan to eat broccoli and anchovies for dinner. But 
then dinner comes and you go, "you know i've been at the ocean all 
day, i was even a little seasick feeling, i really don't feel like eating 
something salty or fishy". So a rational thing to do would be to correct 



the error: instead, eat your guacamole and potatoes. But the Hacker 
Diet books says: do not make make any fixes or adjustments on the 
fly, do not correct any errors you encounter, just irrationally stick to 
the plan (meaning: go through with mistakes even after you see the 
problem!).

I agree that this is a problem, but I think, for most people inspired
to go on a diet, the price of occasionally eating something that
doesn't agree with them would be a small price to pay

That's what I mean by irrational and harmful:

This is explicitly accepting some harm.

So that's half my case.

And second, it's intentionally going ahead with something despite 
known flaws/criticisms. It's acting against the 
knowledge/judgment/thinking of one's mind, and failing to correct errors 
*that one successfully found* (according to one's best, fallible judgment, 
which is the best thing to go on). That's irrational. It's deviation from 
error correction.

I agree with that, except the last two sentences. Our judgments are
fallible, and I have found my judgment in the spur of the moment to
often be even more fallible than my judgment upon reflection. I'm open
to ways helping my "impulse judgment" improve, but, until it does, it
seems perfectly rational to accept the more deliberate judgments as
binding for a period of time and live with the occasional error that
isn't corrected until later, when I have time to reflect again.

Premise: there is an available option that one doesn't have a criticism of 
(and it can be figured out fast enough even in time pressure) [1]

Will you agree that, given this premise, it's irrational to act on ideas one 
has a criticism of?

Yes.



It's accepting mistakes but that's unnecessary.

If we can always act on non-criticized ideas, then acting on criticized ideas 
is irrational because it's not using error correction that is available.

In another email today Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, 
even if you know of flaws in it.

Same reply applies.

The trouble is, I don't accept the premise.

Yes I know you don't accept it. But that's no trouble.

It takes time and energy to figure out a way to improve things,

yes. i'm taking "improve things" to refer to creating substantive new 
knowledge.

It could also involve creating wealth.

BoI: "More generally, what they lacked was a certain combination of abstract 
knowledge and knowledge embodied in technological artefacts, namely 
sufficient wealth."

Yes.

and "Wealth [terminology]: The repertoire of physical transformations that one is 
capable of causing."

Yes.

The first statement says wealth is a kind of knowledge and the second also 
equates wealth with knowledge implicitly unless perhaps you are interested in 
time-sensitive transformations which I don't think should normally be included in 



constructor theory discussion.

I don't know what should or shouldn't be included in the discussion,
but I do think if you take time out of the picture then many of the
objections I've been raising go away.

I don't see any need to specify wealth as an extra category besides knowledge.

I agree that it's only necessary if you're talking about time-
sensitive problems or transformations.

Premise: there is an available option that one doesn't have a criticism of 
(and it can be figured out fast enough even in time pressure)

Do you see some equivalence between this idea and "all problems are 
soluble" (strong version)?

Yes.

ok this will come up again later.

-- Elliot Templehttp://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Problems Are Soluble (was: Hacker Diet)
Date: January 15, 2012 at 2:11 PM

On Jan 15, 2012, at 10:49 AM, Josh Jordan wrote:

On Jan 15, 1:19 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 7:20 AM, Josh Jordan wrote:

On Jan 15, 3:27 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:49 PM, Josh Jordan wrote:

On Jan 15, 2:01 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:33 PM, Josh Jordan wrote:

On Jan 15, 1:12 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 9:50 PM, Josh Jordan wrote:

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Deutsch says all problems are soluble.

Not all problems are soluble by date D.

But some have to be, or they aren't soluble at all. Consider, for 
example, the problem of getting a car by Friday. Getting a car on 
Saturday, or next century, would be a solution to "getting a car" (time 
insensitive problem) but not to "getting a car by Friday" (time sensitive 
problem).

Or consider the problem of living my life without being hurt. ("Hurt" 
here refers to TCS-coercion/suffering/mental-hurt, not mere physical 
pain that doesn't bother me.)



A solution *later*, after I die (or even after I'm hurt once), wouldn't be a 
solution, at all, to that problem.

Since not being hurt during one's life doesn't violate the laws of 
physics, it's a soluble problem. Not just for future people who have 
more knowledge, but *for me*.

But you disagree.

Yes, it's soluble, but it hasn't yet been solved. You may even live to
see the solution, but until that time, you have to do the best you can
without it, which will involve some hurt.

Do you think time-sensitive problems, like I've brought up, are covered 
under Deutsch's "all problems are soluble" or do you think that's a 
massive exception that Deutsch forgot to mention, or mistakenly didn't 
know about?

I took him to mean that problems are soluble, given the right
knowledge and wealth.

As he writes, "By ‘soluble’ I mean that the right knowledge would
solve them. It is not, of course, that we can possess knowledge just
by wishing for it; but it is in principle accessible to us." (p 65)

Consider the case of an old person living in ancient times. I don't
expect that there was a process of knowledge and wealth creation upon
which he could have embarked in order to develop the technology to
prevent himself from dying.

I think this interpretation of the principle makes it pretty vacuous.

I wouldn't say it's vacuous, since our knowledge and wealth can
increase, making the antecedent relevant.

But no matter how much our knowledge increases, that (according to this 
interpretation) never tells us any particular problems are soluble yet or soon.



I would say it's a tautology,

Tautologies are commonly considered kind of vacuous.

I think there's a useful distinction between a tautology and a vacuous
statement. A vacuous statement, at least in mathematics, is an
implication with a false antecedent. That is, a statement such as "if
[false statement], then [conclusion" is vacuously true.

A tautology, on the other hand, is essentially a statement that is
true "by definition", that is, from the laws of propositional logic.
Something like, "If it's raining outside, then it's either raining
outside or it's sunny." or "either 2+2=4 or 2+2!=4".

(There is some confusion because, e.g., choosing a particular tautology, and 
pointing out its relevance to a particular context by bringing it up, actually goes 
beyond just asserting a tautology.)

in the same sense that any physical transformation is
either possible, given the right knowledge and wealth, or prohibited
by the laws of nature.

E.g. whenever any person has any problem, you can say it might not have a 
solution in his lifetime, due to insufficient knowledge. The principle lacks 
relevance to anyone's life in this way.

What do you see as the impact or importance of your version of the 
principle?

The principle implies that people can and should embark on research
projects to bring us closer to solving problems that are worth
solving. We don't have to accept death as inevitable, for example.

It does not imply we should start an anti-death research project. Maybe that 
requires 99999999 knowledge and we're so far away that the very distant 
payoff is a terrible return on investment. Maybe we shouldn't start that 
research project until we have better methods of research and better asteroid 



protection. The principle doesn't tell us.

I agree. Do you see a contradiction between what you wrote and what
you were responding to?

Yes I was contradicting "The principle implies that people **can and should** 
embark on..."

Unless you meant to define "research project" as anything whatsoever that could 
possibly create any knowledge, then the principle doesn't imply we should 
embark on any research projects now or in any finite timeframe.

The claim that the research projects will "bring us closer" is sort of 
meaningless.

I don't see how it's meaningless. As our knowledge and wealth grow,
the range of scenarios we can cope with grows.

But all the scenarios we care about might require another 9999999999999999 
knowledge to address. The weak version of the principle doesn't say that creating 
knowledge will accomplish anything useful within the next billion years.

Suppose we increased
the average human life expectancy from 30 to 80 years. Even if it's
not yet 100 years, that still makes it possible for more people to
live forever. This is one sense in which a program of gradual
improvement brings us closer to a goal.

All the principle says is that infinite knowledge is enough.

I agree that infinite knowledge is enough, but it's not clear to me
that this is all that "problems are soluble" says. Do you have a
reference from BoI?

No! We're discussing *your interpretation*, and I'm criticizing it!

I am in favor of the "strong interpretation", but you argued for this weak 



interpretation.

I couldn't find the phrase "infinite knowledge"
and it wasn't clear to me what else I should search for.

It doesn't say anything about how much we actually need, what is close, when 
we're in research project distance, etc...

Agreed.

Sure, in this view, we can still create ever more knowledge and solve ever 
more problems. But arbitrarily many problems may stick around indefinitely. 
And we gain an ever increasing pile of time-sensitive problems that were not 
solved and never can be.

I agree with this. Not all time-sensitive problems can be solved in
time. But you say it as if it's something depressing.

Yes.

On the contrary,
it's rational to prefer a future situation with more wealth and
knowledge, even if that means you've discovered other time-sensitive
problems on the way which weren't solved in time.

I'm not objecting to *noticing* such problems.

It's negative to say there is and will always be an ever increasing list of 
unsolved problems that never will be solved, *compared to* the strong version 
of "all problems are soluble" which doesn't require this infinity of suffering 
(some of those problems affect people).

OK, I agree.

Hopefully this clarifies some objections to "problems are soluble" (weak 
tautology interpretation)

Not really...



BTW, for comparison, some people take fallibility as something a little like a 
tautology.

That's how I understand it.

As a very simple and inescapable fact,

yes

with little meaning to real life.

No. With lots of application to real life. I think the tautological
sense of fallibility is important, given how many people claim to find
infallible knowledge in, say, old books.

It applies to everything, you can't beat it in an argument, but all it means is 
don't say things like "guarantee", "certain truth", "prove", etc...

I don't think fallibility means not merely to say those things, but to
understand that you might be wrong if you think such things.

Or think anything else.

And not just "might be wrong" but "being wrong is common".

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Harm (was: Calorie Counting)
Date: January 15, 2012 at 2:14 PM

On Jan 15, 2012, at 11:06 AM, Josh Jordan wrote:

On Jan 15, 1:31 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 10:19 AM, Josh Jordan wrote:

On Jan 15, 1:08 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 7:10 AM, Josh Jordan wrote:

On Jan 15, 3:31 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:20 PM, Josh Jordan wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

It offers a guarantee. Life doesn't have guarantees.

Sure it does. I guarantee that if you consume slightly fewer 
calories
than you expend, you will lose fat.

You're trying to violate fallibility but such things never work.

And yet what I said is true according to the best explanations I have
for how the human body processes food and energy.  As Haynes 
points
out in [1], "No violation of any law of thermodynamics is known to
have occurred in over 200 years of research in this area."

[1] Haynes. Biological Thermodynamics, p 22



Saying stuff according to one's best explanations is a good approach 
but *does not offer any guarantee*. (And doesn't need to offer any 
guarantee: guarantees are a mistake, the wrong thing to seek.)

I don't know see to make progress on this disagreement about what I
wrote, namely "I guarantee that if you consume slightly fewer calories
than you expend, you will lose fat." There are some exceptions: if you
die before the day is over, you may not lose fat, or if you contract
some disease that makes you incapable of burning fat for some reason,
then you won't lose fat. Is that what you mean?

Whether you or I know any exceptions or counter-arguments is irrelevant 
to my point.

You are fallible. Your ideas are fallible. They do not guarantee anything. 
Guarantees are 100%, fallibility isn't.

Does that objection apply to a purported guarantee you cannot exceed
the speed of light?

Yes. We shouldn't be saying, "I guarantee that [my current understanding is 
true]" on any topic.

I consider "X" and "I guarantee X" to mean the same thing. But if you
see them as different, consider me to have removed the first three
words from my statement saying, "I guarantee that if you consume
slightly fewer calories than you expend, you will lose fat."

Planning meals then sticking to the plan means: even if you don't 
want to. So the diet involves sometimes hurting yourself. So it's 
irrational and harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is harm?

No, but I do see it as an unsolved problem.



It's not just an unsolved problem, like a puzzle one ponders. It's 
urgent. Actually it's *too late*: stuff is already going wrong.

Yes.

It's the state of having an unsolved problem and *acting according to a 
non-solution*. Acting in some way that, by one's own standards, 
doesn't work. It's not just having a problem about how to live but 
actually living in an unwanted way.

I agree. People face a number of unsolved problems at any given point
in time, each with different degrees of urgency.

But you disagree that this -- living an unwanted way, contrary to your 
preferences -- is harm?

After reading your other post, I agree now that it's harm, in the
sense that any discomfort could be said to be harm.

OK, as long as we're careful.

Sometimes people complain about mild discomfort, but were not harmed. 
They didn't really mind, they just like to complain (for fun, for something to 
do, to break a silence, to gain sympathy, whatever).

What'd normally be referred to as "mild discomfort" usually isn't harm. 
Usually people cope with it. People can cope with a lot, and sometimes do, 
and in the particularly mild cases the success rate is high.

The scenario we were discussing had built into it that they didn't cope, there 
was harm. But when someone speaks of discomfort, it's usually referring to 
a somewhat different situation which we might call "potential harm" but with 
still a possibility of problem solving.

As I recall, the scenario had to do with making a meal plan and
sticking to it, even if you didn't feel like it. To me that sounds
less like "harm" as you define it here, and more like a kind of mild



discomfort that you can cope with. Yes, it's sub-optimal to have that
discomfort, and ideally we would like to avoid it, but in the scheme
of things, it makes sense to put up with it if it's the best way you
know to get closer to your goal.

"Stick to it, even if you don't want to" means "stick to it even if it would be 
harm".

I don't think those are the same thing. The thought process I have in
mind goes something like, "Man, I really wish I could have that donut.
But (as far as I can tell) I need to stick to my plan to have the best
chance of succeeding with my diet. Oh well, I'll put up with the
discomfort of not having the donut."

Not every time someone sticks to the planned meal (after initially pondering 
that maybe they'd rather not) will it be harm (they might change that initial 
idea), but sometimes it will be harm (they don't find a way to cope with sticking 
to the plan), and it says to always stick to the plan regardless.

If it's a matter of life and death, or if the hunger or distress is so
bad that you just can't cope with it, then sure, you should re-
evaluate the plan. I don't think this is what they're talking about,
though: sticking to a diet doesn't usually result in such extreme
situations.

Small harm isn't an extreme situation. People get used to it after it happens 
thousands of times. Yet it's still harm. I agree he wasn't suggesting to stick to the 
plan in an emergency, but most harm isn't at that level.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Harm (was: Calorie Counting)
Date: January 15, 2012 at 2:30 PM

On Jan 15, 2:14 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 11:06 AM, Josh Jordan wrote:

On Jan 15, 1:31 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 10:19 AM, Josh Jordan wrote:

On Jan 15, 1:08 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 7:10 AM, Josh Jordan wrote:

On Jan 15, 3:31 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:20 PM, Josh Jordan wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:
Planning meals then sticking to the plan means: even if you 
don't want to. So the diet involves sometimes hurting yourself. 
So it's irrational and harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is harm?

No, but I do see it as an unsolved problem.

It's not just an unsolved problem, like a puzzle one ponders. It's 
urgent. Actually it's *too late*: stuff is already going wrong.

Yes.



It's the state of having an unsolved problem and *acting according to 
a non-solution*. Acting in some way that, by one's own standards, 
doesn't work. It's not just having a problem about how to live but 
actually living in an unwanted way.

I agree. People face a number of unsolved problems at any given 
point
in time, each with different degrees of urgency.

But you disagree that this -- living an unwanted way, contrary to your 
preferences -- is harm?

After reading your other post, I agree now that it's harm, in the
sense that any discomfort could be said to be harm.

OK, as long as we're careful.

Sometimes people complain about mild discomfort, but were not harmed. 
They didn't really mind, they just like to complain (for fun, for something to 
do, to break a silence, to gain sympathy, whatever).

What'd normally be referred to as "mild discomfort" usually isn't harm. 
Usually people cope with it. People can cope with a lot, and sometimes do, 
and in the particularly mild cases the success rate is high.

The scenario we were discussing had built into it that they didn't cope, 
there was harm. But when someone speaks of discomfort, it's usually 
referring to a somewhat different situation which we might call "potential 
harm" but with still a possibility of problem solving.

As I recall, the scenario had to do with making a meal plan and
sticking to it, even if you didn't feel like it. To me that sounds
less like "harm" as you define it here, and more like a kind of mild
discomfort that you can cope with. Yes, it's sub-optimal to have that
discomfort, and ideally we would like to avoid it, but in the scheme
of things, it makes sense to put up with it if it's the best way you
know to get closer to your goal.



"Stick to it, even if you don't want to" means "stick to it even if it would be 
harm".

I don't think those are the same thing. The thought process I have in
mind goes something like, "Man, I really wish I could have that donut.
But (as far as I can tell) I need to stick to my plan to have the best
chance of succeeding with my diet. Oh well, I'll put up with the
discomfort of not having the donut."

Not every time someone sticks to the planned meal (after initially pondering 
that maybe they'd rather not) will it be harm (they might change that initial 
idea), but sometimes it will be harm (they don't find a way to cope with 
sticking to the plan), and it says to always stick to the plan regardless.

If it's a matter of life and death, or if the hunger or distress is so
bad that you just can't cope with it, then sure, you should re-
evaluate the plan. I don't think this is what they're talking about,
though: sticking to a diet doesn't usually result in such extreme
situations.

Small harm isn't an extreme situation. People get used to it after it happens 
thousands of times. Yet it's still harm. I agree he wasn't suggesting to stick to the 
plan in an emergency, but most harm isn't at that level.

You seem to be using the word "harm" an idiosyncratic or technical
sense. Do you associate a different meaning with the word than the
average person? It appears a few times in BoI, but it isn't defined it
in any of the end-of-chapter glossaries, so I assume it is being used
there in its conventional sense.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Calorie Counting (was: TCS-Coercion as an explanation 
for adult problems)
Date: January 15, 2012 at 2:30 PM

On Sun, Jan 15, 2012 at 7:40 AM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

If you consume slightly fewer calories than you expend, you will lose fat.

Its not that simple. I think you are assuming that your metabolic rate
is constant over time. But it isn't. During sleep, your metabolic rate
is at its lowest. So imagine yourself consuming *all* your daily
calories minutes before you sleep. Btw, there are people that do this.

Your body has min and max thresholds for blood glucose level. Shortly
after that before-you-sleep meal, your blood glucose level rises above
the threshold. Why? Because it was a large amount of calories and
because your body didn't metabolize that energy fast enough. And when
that max threshold is met, your insulin system kicks in which does
many things including kick starting the fat storage system. This
brings the glucose level below the max threshold.

And during the day, when your metabolic rate is higher, and because
you haven't eaten, your blood glucose level drops below the min
threshold. One of the systems that gets activated decreases the
metabolic rate in order to conserve energy. That means less calories
burned per day. Another system induces cravings for high-glycemic
index nutrients like carbs and calorie dense nutrients like fat. Both
of these systems work to bring the glucose level above the min
threshold.

Glycemic index refers to the speed at which the macronutrients are
converted into glucose and put into the blood stream. The
macronutrients are fats [9 cal/g] and proteins and carbs [both 4
cal/g].

Note that prolonged activation of the insulin system causes diabetes.
I conjecture that this is true for all organs. If an organ is
activated more than that organ evolved for, then that organ will fail



sooner than evolution intended.

Consider the *eat what you want when and only when you're hungry*
diet. Note that the *...when and only when you're hungry...* part
keeps the blood glucose level in between the min and max thresholds.

So my above criticism is based in physiology. But this is not
necessary. A simpler and far more general criticism is based in
philosophy. And this is more effective considering the fact that it
was available long before the physiology knowledge was created.

You wrote:
If you consume slightly fewer calories than you expend, you will lose fat.

So a philosophical criticism is this. Your view is one that employs
bad reductionism, which is wrong. Your explanation depends on the idea
that thermodynamics [physics] can be applied to physiology [biology]
in a straightforward manner. Popper calls this bad reductionism. The
problem with this lies in the idea that a level of emergence exists
between physics and biology. This means that biology has properties
that emerge from chemistry; properties that don't exist in chemistry,
hence the term emergent property. The emergent properties make
straightforward explanations impossible, hence bad reductionism.

Now this is not to suggest that all reductionism is wrong. Popper
identifies good reductionism as:

'Good' or 'scientific' reduction is a process in which we learn much that is of 
great importance: we learn to understand and to explain the theories about the 
field to be reduced [in this case chemistry] and we learn a great deal about the 
power of the reducing theories [in this case physics].

So my previous physiological explanation applies *good reductionism*.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Harm (was: Calorie Counting)
Date: January 15, 2012 at 2:43 PM

On Jan 15, 2012, at 11:30 AM, Josh Jordan wrote:

On Jan 15, 2:14 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 11:06 AM, Josh Jordan wrote:

On Jan 15, 1:31 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 10:19 AM, Josh Jordan wrote:

On Jan 15, 1:08 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 7:10 AM, Josh Jordan wrote:

On Jan 15, 3:31 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:20 PM, Josh Jordan wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:
Planning meals then sticking to the plan means: even if you 
don't want to. So the diet involves sometimes hurting yourself. 
So it's irrational and harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is 
harm?

No, but I do see it as an unsolved problem.

It's not just an unsolved problem, like a puzzle one ponders. It's 
urgent. Actually it's *too late*: stuff is already going wrong.



Yes.

It's the state of having an unsolved problem and *acting according 
to a non-solution*. Acting in some way that, by one's own 
standards, doesn't work. It's not just having a problem about how to 
live but actually living in an unwanted way.

I agree. People face a number of unsolved problems at any given 
point
in time, each with different degrees of urgency.

But you disagree that this -- living an unwanted way, contrary to your 
preferences -- is harm?

After reading your other post, I agree now that it's harm, in the
sense that any discomfort could be said to be harm.

OK, as long as we're careful.

Sometimes people complain about mild discomfort, but were not harmed. 
They didn't really mind, they just like to complain (for fun, for something 
to do, to break a silence, to gain sympathy, whatever).

What'd normally be referred to as "mild discomfort" usually isn't harm. 
Usually people cope with it. People can cope with a lot, and sometimes 
do, and in the particularly mild cases the success rate is high.

The scenario we were discussing had built into it that they didn't cope, 
there was harm. But when someone speaks of discomfort, it's usually 
referring to a somewhat different situation which we might call "potential 
harm" but with still a possibility of problem solving.

As I recall, the scenario had to do with making a meal plan and
sticking to it, even if you didn't feel like it. To me that sounds
less like "harm" as you define it here, and more like a kind of mild
discomfort that you can cope with. Yes, it's sub-optimal to have that
discomfort, and ideally we would like to avoid it, but in the scheme



of things, it makes sense to put up with it if it's the best way you
know to get closer to your goal.

"Stick to it, even if you don't want to" means "stick to it even if it would be 
harm".

I don't think those are the same thing. The thought process I have in
mind goes something like, "Man, I really wish I could have that donut.
But (as far as I can tell) I need to stick to my plan to have the best
chance of succeeding with my diet. Oh well, I'll put up with the
discomfort of not having the donut."

Not every time someone sticks to the planned meal (after initially pondering 
that maybe they'd rather not) will it be harm (they might change that initial 
idea), but sometimes it will be harm (they don't find a way to cope with 
sticking to the plan), and it says to always stick to the plan regardless.

If it's a matter of life and death, or if the hunger or distress is so
bad that you just can't cope with it, then sure, you should re-
evaluate the plan. I don't think this is what they're talking about,
though: sticking to a diet doesn't usually result in such extreme
situations.

Small harm isn't an extreme situation. People get used to it after it happens 
thousands of times. Yet it's still harm. I agree he wasn't suggesting to stick to 
the plan in an emergency, but most harm isn't at that level.

You seem to be using the word "harm" an idiosyncratic or technical
sense. Do you associate a different meaning with the word than the
average person? It appears a few times in BoI, but it isn't defined it
in any of the end-of-chapter glossaries, so I assume it is being used
there in its conventional sense.

I don't think my use is unusual. But people rationalize a lot of harm.

For example, everyone knows broken hearts are harm. But people deny or 
downplay this in various ways. e.g. saying it's part of life (part of a good lifestyle), 
inevitable, not really that bad, worth it, isn't lasting harm, etc...



My dictionary gives "have an adverse effect on". How people interpret this can 
vary greatly by what they think is good or bad (adverse or not), but they can be 
agreeing on how to use the word "harm" at the same time as they disagree about 
which things are harm.

Marixists think being offered jobs on a voluntary basis at market wages is 
"exploitation" (an adverse thing. harm). I think living a life you don't want is 
adverse (harm).

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Problems Are Soluble (was: Hacker Diet)
Date: January 15, 2012 at 2:49 PM

On Jan 15, 2:11 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 10:49 AM, Josh Jordan wrote:

On Jan 15, 1:19 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 7:20 AM, Josh Jordan wrote:

On Jan 15, 3:27 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:49 PM, Josh Jordan wrote:

On Jan 15, 2:01 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:33 PM, Josh Jordan wrote:

On Jan 15, 1:12 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 9:50 PM, Josh Jordan wrote:

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Deutsch says all problems are soluble.

Not all problems are soluble by date D.

But some have to be, or they aren't soluble at all. Consider, for 
example, the problem of getting a car by Friday. Getting a car on 
Saturday, or next century, would be a solution to "getting a car" (time 
insensitive problem) but not to "getting a car by Friday" (time 
sensitive problem).

Or consider the problem of living my life without being hurt. ("Hurt" 
here refers to TCS-coercion/suffering/mental-hurt, not mere physical 



pain that doesn't bother me.)

A solution *later*, after I die (or even after I'm hurt once), wouldn't be 
a solution, at all, to that problem.

Since not being hurt during one's life doesn't violate the laws of 
physics, it's a soluble problem. Not just for future people who have 
more knowledge, but *for me*.

But you disagree.

Yes, it's soluble, but it hasn't yet been solved. You may even live to
see the solution, but until that time, you have to do the best you can
without it, which will involve some hurt.

Do you think time-sensitive problems, like I've brought up, are covered 
under Deutsch's "all problems are soluble" or do you think that's a 
massive exception that Deutsch forgot to mention, or mistakenly didn't 
know about?

I took him to mean that problems are soluble, given the right
knowledge and wealth.

As he writes, "By ‘soluble’ I mean that the right knowledge would
solve them. It is not, of course, that we can possess knowledge just
by wishing for it; but it is in principle accessible to us." (p 65)

Consider the case of an old person living in ancient times. I don't
expect that there was a process of knowledge and wealth creation upon
which he could have embarked in order to develop the technology to
prevent himself from dying.

I think this interpretation of the principle makes it pretty vacuous.

I wouldn't say it's vacuous, since our knowledge and wealth can
increase, making the antecedent relevant.

But no matter how much our knowledge increases, that (according to this 



interpretation) never tells us any particular problems are soluble yet or soon.

I would say it's a tautology,

Tautologies are commonly considered kind of vacuous.

I think there's a useful distinction between a tautology and a vacuous
statement. A vacuous statement, at least in mathematics, is an
implication with a false antecedent. That is, a statement such as "if
[false statement], then [conclusion" is vacuously true.

A tautology, on the other hand, is essentially a statement that is
true "by definition", that is, from the laws of propositional logic.
Something like, "If it's raining outside, then it's either raining
outside or it's sunny." or "either 2+2=4 or 2+2!=4".

(There is some confusion because, e.g., choosing a particular tautology, and 
pointing out its relevance to a particular context by bringing it up, actually 
goes beyond just asserting a tautology.)

in the same sense that any physical transformation is
either possible, given the right knowledge and wealth, or prohibited
by the laws of nature.

E.g. whenever any person has any problem, you can say it might not have 
a solution in his lifetime, due to insufficient knowledge. The principle lacks 
relevance to anyone's life in this way.

What do you see as the impact or importance of your version of the 
principle?

The principle implies that people can and should embark on research
projects to bring us closer to solving problems that are worth
solving. We don't have to accept death as inevitable, for example.

It does not imply we should start an anti-death research project. Maybe that 
requires 99999999 knowledge and we're so far away that the very distant 
payoff is a terrible return on investment. Maybe we shouldn't start that 



research project until we have better methods of research and better asteroid 
protection. The principle doesn't tell us.

I agree. Do you see a contradiction between what you wrote and what
you were responding to?

Yes I was contradicting "The principle implies that people **can and should** 
embark on..."

Unless you meant to define "research project" as anything whatsoever that 
could possibly create any knowledge, then the principle doesn't imply we should 
embark on any research projects now or in any finite timeframe.

I agree that the *can and should* isn't contained within "problems are
soluble".  But you asked for the implications of that principle. The
implication I gave follows from it, together with the assumptions that
we can't solve particular problems without the relevant knowledge and
wealth, and the best means we have of acquiring those things is
through progress in science and technology.

The claim that the research projects will "bring us closer" is sort of 
meaningless.

I don't see how it's meaningless. As our knowledge and wealth grow,
the range of scenarios we can cope with grows.

But all the scenarios we care about might require another 9999999999999999 
knowledge to address. The weak version of the principle doesn't say that 
creating knowledge will accomplish anything useful within the next billion years.

I agree that this is the case. And I agree that this is not as
optimistic as what you are calling the strong version of "problems are
soluble".

Suppose we increased
the average human life expectancy from 30 to 80 years. Even if it's
not yet 100 years, that still makes it possible for more people to
live forever. This is one sense in which a program of gradual
improvement brings us closer to a goal.



All the principle says is that infinite knowledge is enough.

I agree that infinite knowledge is enough, but it's not clear to me
that this is all that "problems are soluble" says. Do you have a
reference from BoI?

No! We're discussing *your interpretation*, and I'm criticizing it!

Well, earlier you referred to ``Deutsch's "all problems are
soluble"'', so I thought you were saying that my interpretation was
somehow in conflict with BoI.

I am in favor of the "strong interpretation", but you argued for this weak 
interpretation.

Yes.

I couldn't find the phrase "infinite knowledge"
and it wasn't clear to me what else I should search for.

It doesn't say anything about how much we actually need, what is close, 
when we're in research project distance, etc...

Agreed.

Sure, in this view, we can still create ever more knowledge and solve ever 
more problems. But arbitrarily many problems may stick around 
indefinitely. And we gain an ever increasing pile of time-sensitive problems 
that were not solved and never can be.

I agree with this. Not all time-sensitive problems can be solved in
time. But you say it as if it's something depressing.

Yes.

On the contrary,
it's rational to prefer a future situation with more wealth and



knowledge, even if that means you've discovered other time-sensitive
problems on the way which weren't solved in time.

I'm not objecting to *noticing* such problems.

It's negative to say there is and will always be an ever increasing list of 
unsolved problems that never will be solved, *compared to* the strong 
version of "all problems are soluble" which doesn't require this infinity of 
suffering (some of those problems affect people).

OK, I agree.

Hopefully this clarifies some objections to "problems are soluble" (weak 
tautology interpretation)

Not really...

BTW, for comparison, some people take fallibility as something a little like a 
tautology.

That's how I understand it.

As a very simple and inescapable fact,

yes

with little meaning to real life.

No. With lots of application to real life. I think the tautological
sense of fallibility is important, given how many people claim to find
infallible knowledge in, say, old books.

It applies to everything, you can't beat it in an argument, but all it means is 
don't say things like "guarantee", "certain truth", "prove", etc...

I don't think fallibility means not merely to say those things, but to
understand that you might be wrong if you think such things.



Or think anything else.

And not just "might be wrong" but "being wrong is common".

Yes, thank you for the correction.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Problems Are Soluble (was: Hacker Diet)
Date: January 15, 2012 at 2:56 PM

On Jan 15, 2012, at 11:49 AM, Josh Jordan wrote:

On Jan 15, 2:11 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 10:49 AM, Josh Jordan wrote:

On Jan 15, 1:19 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 7:20 AM, Josh Jordan wrote:

On Jan 15, 3:27 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:49 PM, Josh Jordan wrote:

On Jan 15, 2:01 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:33 PM, Josh Jordan wrote:

On Jan 15, 1:12 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 9:50 PM, Josh Jordan wrote:

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Deutsch says all problems are soluble.

Not all problems are soluble by date D.

But some have to be, or they aren't soluble at all. Consider, for 
example, the problem of getting a car by Friday. Getting a car on 
Saturday, or next century, would be a solution to "getting a car" 
(time insensitive problem) but not to "getting a car by Friday" (time 
sensitive problem).



Or consider the problem of living my life without being hurt. ("Hurt" 
here refers to TCS-coercion/suffering/mental-hurt, not mere 
physical pain that doesn't bother me.)

A solution *later*, after I die (or even after I'm hurt once), wouldn't 
be a solution, at all, to that problem.

Since not being hurt during one's life doesn't violate the laws of 
physics, it's a soluble problem. Not just for future people who have 
more knowledge, but *for me*.

But you disagree.

Yes, it's soluble, but it hasn't yet been solved. You may even live to
see the solution, but until that time, you have to do the best you can
without it, which will involve some hurt.

Do you think time-sensitive problems, like I've brought up, are covered 
under Deutsch's "all problems are soluble" or do you think that's a 
massive exception that Deutsch forgot to mention, or mistakenly didn't 
know about?

I took him to mean that problems are soluble, given the right
knowledge and wealth.

As he writes, "By ‘soluble’ I mean that the right knowledge would
solve them. It is not, of course, that we can possess knowledge just
by wishing for it; but it is in principle accessible to us." (p 65)

Consider the case of an old person living in ancient times. I don't
expect that there was a process of knowledge and wealth creation upon
which he could have embarked in order to develop the technology to
prevent himself from dying.

I think this interpretation of the principle makes it pretty vacuous.

I wouldn't say it's vacuous, since our knowledge and wealth can
increase, making the antecedent relevant.



But no matter how much our knowledge increases, that (according to this 
interpretation) never tells us any particular problems are soluble yet or soon.

I would say it's a tautology,

Tautologies are commonly considered kind of vacuous.

I think there's a useful distinction between a tautology and a vacuous
statement. A vacuous statement, at least in mathematics, is an
implication with a false antecedent. That is, a statement such as "if
[false statement], then [conclusion" is vacuously true.

A tautology, on the other hand, is essentially a statement that is
true "by definition", that is, from the laws of propositional logic.
Something like, "If it's raining outside, then it's either raining
outside or it's sunny." or "either 2+2=4 or 2+2!=4".

(There is some confusion because, e.g., choosing a particular tautology, 
and pointing out its relevance to a particular context by bringing it up, 
actually goes beyond just asserting a tautology.)

in the same sense that any physical transformation is
either possible, given the right knowledge and wealth, or prohibited
by the laws of nature.

E.g. whenever any person has any problem, you can say it might not 
have a solution in his lifetime, due to insufficient knowledge. The principle 
lacks relevance to anyone's life in this way.

What do you see as the impact or importance of your version of the 
principle?

The principle implies that people can and should embark on research
projects to bring us closer to solving problems that are worth
solving. We don't have to accept death as inevitable, for example.

It does not imply we should start an anti-death research project. Maybe that 



requires 99999999 knowledge and we're so far away that the very distant 
payoff is a terrible return on investment. Maybe we shouldn't start that 
research project until we have better methods of research and better 
asteroid protection. The principle doesn't tell us.

I agree. Do you see a contradiction between what you wrote and what
you were responding to?

Yes I was contradicting "The principle implies that people **can and should** 
embark on..."

Unless you meant to define "research project" as anything whatsoever that 
could possibly create any knowledge, then the principle doesn't imply we 
should embark on any research projects now or in any finite timeframe.

I agree that the *can and should* isn't contained within "problems are
soluble".  But you asked for the implications of that principle. The
implication I gave follows from it,

The implication that we should embark on research projects does not follow from 
"some amount of knowledge can solve all problems that physics allows to be 
solved".

Just because there is various knowledge that would be helpful in various ways 
does not imply research projects are a good idea. It doesn't imply much of 
anything.

The *spirit* of the "problems are soluble" idea, as explained in the book, does 
imply things like research projects. But the weak interpretation that you've been 
arguing, I think, differs from that spirit.

together with the assumptions that
we can't solve particular problems without the relevant knowledge and
wealth, and the best means we have of acquiring those things is
through progress in science and technology.

The claim that the research projects will "bring us closer" is sort of 
meaningless.



I don't see how it's meaningless. As our knowledge and wealth grow,
the range of scenarios we can cope with grows.

But all the scenarios we care about might require another 9999999999999999 
knowledge to address. The weak version of the principle doesn't say that 
creating knowledge will accomplish anything useful within the next billion 
years.

I agree that this is the case. And I agree that this is not as
optimistic as what you are calling the strong version of "problems are
soluble".

Suppose we increased
the average human life expectancy from 30 to 80 years. Even if it's
not yet 100 years, that still makes it possible for more people to
live forever. This is one sense in which a program of gradual
improvement brings us closer to a goal.

All the principle says is that infinite knowledge is enough.

I agree that infinite knowledge is enough, but it's not clear to me
that this is all that "problems are soluble" says. Do you have a
reference from BoI?

No! We're discussing *your interpretation*, and I'm criticizing it!

Well, earlier you referred to ``Deutsch's "all problems are
soluble"'', so I thought you were saying that my interpretation was
somehow in conflict with BoI.

Yes I think there is a conflict between your interpretation and BoI.

The BoI worldview works best with the strong interpretation. And I do not think 
Deutsch intended an interpretation as weak as you favor (parallel to fallibility: he 
didn't intend a weak interpretation of fallibility).

It seems to me you don't really favor a really weak interpretation thought. You 
keep trying to use the principle to go beyond the weak, tautological-type 
interpretation. When I point out the weak version doesn't imply any of that stuff 



(much like weak fallibility doesn't imply most of what Deutsch and Popper use 
fallibility for), you reject or resist that.

What's going on? The weak very is easier to argue, the full strength version 
seems false to you, and you want something like a medium version sufficient to fit 
with the spirit of the book and Deutsch's use of the idea, and which you don't 
think is false, but also which you can't easily do anything like prove.

Why is this important? Because it's not so easy to come up with a viable medium 
interpretation, and I thought that some of your statements implied or required the 
weak interpretation (which is what I've been criticizing, by pointing out how little it 
means).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Harm (was: Calorie Counting)
Date: January 15, 2012 at 3:01 PM

On Sun, Jan 15, 2012 at 1:43 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 15, 2012, at 11:30 AM, Josh Jordan wrote:

On Jan 15, 2:14 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 11:06 AM, Josh Jordan wrote:

On Jan 15, 1:31 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 10:19 AM, Josh Jordan wrote:

On Jan 15, 1:08 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 7:10 AM, Josh Jordan wrote:

On Jan 15, 3:31 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:20 PM, Josh Jordan wrote:

On Jan 15, 1:42 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:
Planning meals then sticking to the plan means: even if you 
don't want to. So the diet involves sometimes hurting 
yourself. So it's irrational and harmful.

I don't see why that's bad. Same issue as above.

Do you see that *doing something, while not wanting to*, is 
harm?

No, but I do see it as an unsolved problem.



It's not just an unsolved problem, like a puzzle one ponders. It's 
urgent. Actually it's *too late*: stuff is already going wrong.

Yes.

It's the state of having an unsolved problem and *acting according 
to a non-solution*. Acting in some way that, by one's own 
standards, doesn't work. It's not just having a problem about how 
to live but actually living in an unwanted way.

I agree. People face a number of unsolved problems at any given 
point
in time, each with different degrees of urgency.

But you disagree that this -- living an unwanted way, contrary to your 
preferences -- is harm?

After reading your other post, I agree now that it's harm, in the
sense that any discomfort could be said to be harm.

OK, as long as we're careful.

Sometimes people complain about mild discomfort, but were not 
harmed. They didn't really mind, they just like to complain (for fun, for 
something to do, to break a silence, to gain sympathy, whatever).

What'd normally be referred to as "mild discomfort" usually isn't harm. 
Usually people cope with it. People can cope with a lot, and sometimes 
do, and in the particularly mild cases the success rate is high.

The scenario we were discussing had built into it that they didn't cope, 
there was harm. But when someone speaks of discomfort, it's usually 
referring to a somewhat different situation which we might call "potential 
harm" but with still a possibility of problem solving.

As I recall, the scenario had to do with making a meal plan and
sticking to it, even if you didn't feel like it. To me that sounds
less like "harm" as you define it here, and more like a kind of mild



discomfort that you can cope with. Yes, it's sub-optimal to have that
discomfort, and ideally we would like to avoid it, but in the scheme
of things, it makes sense to put up with it if it's the best way you
know to get closer to your goal.

"Stick to it, even if you don't want to" means "stick to it even if it would be 
harm".

I don't think those are the same thing. The thought process I have in
mind goes something like, "Man, I really wish I could have that donut.
But (as far as I can tell) I need to stick to my plan to have the best
chance of succeeding with my diet. Oh well, I'll put up with the
discomfort of not having the donut."

Not every time someone sticks to the planned meal (after initially 
pondering that maybe they'd rather not) will it be harm (they might change 
that initial idea), but sometimes it will be harm (they don't find a way to 
cope with sticking to the plan), and it says to always stick to the plan 
regardless.

If it's a matter of life and death, or if the hunger or distress is so
bad that you just can't cope with it, then sure, you should re-
evaluate the plan. I don't think this is what they're talking about,
though: sticking to a diet doesn't usually result in such extreme
situations.

Small harm isn't an extreme situation. People get used to it after it happens 
thousands of times. Yet it's still harm. I agree he wasn't suggesting to stick to 
the plan in an emergency, but most harm isn't at that level.

You seem to be using the word "harm" an idiosyncratic or technical
sense. Do you associate a different meaning with the word than the
average person? It appears a few times in BoI, but it isn't defined it
in any of the end-of-chapter glossaries, so I assume it is being used
there in its conventional sense.

I don't think my use is unusual. But people rationalize a lot of harm.

For example, everyone knows broken hearts are harm. But people deny or 



downplay this in various ways. e.g. saying it's part of life (part of a good 
lifestyle), inevitable, not really that bad, worth it, isn't lasting harm, etc...

My dictionary gives "have an adverse effect on". How people interpret this can 
vary greatly by what they think is good or bad (adverse or not), but they can be 
agreeing on how to use the word "harm" at the same time as they disagree 
about which things are harm.

Marixists think being offered jobs on a voluntary basis at market wages is 
"exploitation" (an adverse thing. harm). I think living a life you don't want is 
adverse (harm).

I think David did define harm, although it might not be in BoI. Harm
is the result of coercion. And since coercion is absolute, so is harm.
And we should avoid all harm, hence avoid all coercion. This is
explained in Elliot's site (http://fallibleideas.com/coercion):

When people's minds are hurt it's [caused by] coercion. It's psychological pain. 
These three equivalent statements make it more precise:
^ Coercion is the psychological state of enacting one idea or impulse while a 
conflicting impulse is still active in one's mind.
^ Coercion is the state of two or more personality strands being expressed in 
different options of a single choice such that one cannot see a way to choose 
without forsaking some part of his personality.
^ A state of coercion is one in which a person has two active theories that 
conflict, and is being forced to enact one prior to resolving the conflict.

-- Rami

http://fallibleideas.com/coercion


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Problems Are Soluble (was: Hacker Diet)
Date: January 15, 2012 at 3:14 PM

On Jan 15, 2:56 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 11:49 AM, Josh Jordan wrote:

On Jan 15, 2:11 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 10:49 AM, Josh Jordan wrote:

On Jan 15, 1:19 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 7:20 AM, Josh Jordan wrote:

On Jan 15, 3:27 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:49 PM, Josh Jordan wrote:

On Jan 15, 2:01 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 10:33 PM, Josh Jordan wrote:

On Jan 15, 1:12 am, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 9:50 PM, Josh Jordan wrote:

On Jan 14, 11:59 pm, Elliot Temple <c...@curi.us> wrote:

But all problems do have solutions.

Yes, but the fact that a particular problem is soluble doesn't help
the people faced with the problem before it is solved.

Deutsch says all problems are soluble.

Not all problems are soluble by date D.

But some have to be, or they aren't soluble at all. Consider, for 
example, the problem of getting a car by Friday. Getting a car on 
Saturday, or next century, would be a solution to "getting a car" 
(time insensitive problem) but not to "getting a car by Friday" (time 
sensitive problem).



Or consider the problem of living my life without being hurt. ("Hurt" 
here refers to TCS-coercion/suffering/mental-hurt, not mere 
physical pain that doesn't bother me.)

A solution *later*, after I die (or even after I'm hurt once), wouldn't 
be a solution, at all, to that problem.

Since not being hurt during one's life doesn't violate the laws of 
physics, it's a soluble problem. Not just for future people who have 
more knowledge, but *for me*.

But you disagree.

Yes, it's soluble, but it hasn't yet been solved. You may even live to
see the solution, but until that time, you have to do the best you can
without it, which will involve some hurt.

Do you think time-sensitive problems, like I've brought up, are 
covered under Deutsch's "all problems are soluble" or do you think 
that's a massive exception that Deutsch forgot to mention, or 
mistakenly didn't know about?

I took him to mean that problems are soluble, given the right
knowledge and wealth.

As he writes, "By ‘soluble’ I mean that the right knowledge would
solve them. It is not, of course, that we can possess knowledge just
by wishing for it; but it is in principle accessible to us." (p 65)

Consider the case of an old person living in ancient times. I don't
expect that there was a process of knowledge and wealth creation 
upon
which he could have embarked in order to develop the technology to
prevent himself from dying.

I think this interpretation of the principle makes it pretty vacuous.



I wouldn't say it's vacuous, since our knowledge and wealth can
increase, making the antecedent relevant.

But no matter how much our knowledge increases, that (according to this 
interpretation) never tells us any particular problems are soluble yet or 
soon.

I would say it's a tautology,

Tautologies are commonly considered kind of vacuous.

I think there's a useful distinction between a tautology and a vacuous
statement. A vacuous statement, at least in mathematics, is an
implication with a false antecedent. That is, a statement such as "if
[false statement], then [conclusion" is vacuously true.

A tautology, on the other hand, is essentially a statement that is
true "by definition", that is, from the laws of propositional logic.
Something like, "If it's raining outside, then it's either raining
outside or it's sunny." or "either 2+2=4 or 2+2!=4".

(There is some confusion because, e.g., choosing a particular tautology, 
and pointing out its relevance to a particular context by bringing it up, 
actually goes beyond just asserting a tautology.)

in the same sense that any physical transformation is
either possible, given the right knowledge and wealth, or prohibited
by the laws of nature.

E.g. whenever any person has any problem, you can say it might not 
have a solution in his lifetime, due to insufficient knowledge. The 
principle lacks relevance to anyone's life in this way.

What do you see as the impact or importance of your version of the 
principle?

The principle implies that people can and should embark on research
projects to bring us closer to solving problems that are worth



solving. We don't have to accept death as inevitable, for example.

It does not imply we should start an anti-death research project. Maybe 
that requires 99999999 knowledge and we're so far away that the very 
distant payoff is a terrible return on investment. Maybe we shouldn't start 
that research project until we have better methods of research and better 
asteroid protection. The principle doesn't tell us.

I agree. Do you see a contradiction between what you wrote and what
you were responding to?

Yes I was contradicting "The principle implies that people **can and should** 
embark on..."

Unless you meant to define "research project" as anything whatsoever that 
could possibly create any knowledge, then the principle doesn't imply we 
should embark on any research projects now or in any finite timeframe.

I agree that the *can and should* isn't contained within "problems are
soluble".  But you asked for the implications of that principle. The
implication I gave follows from it,

The implication that we should embark on research projects does not follow 
from "some amount of knowledge can solve all problems that physics allows to 
be solved".

I agree. As I said, it follows from that together with the other two -
presumably uncontroversial - assumptions I listed.

Just because there is various knowledge that would be helpful in various ways 
does not imply research projects are a good idea. It doesn't imply much of 
anything.

The *spirit* of the "problems are soluble" idea, as explained in the book, does 
imply things like research projects. But the weak interpretation that you've been 
arguing, I think, differs from that spirit.

I'm arguing that research projects are implied from my weak
interpretation together with some basic facts about what people want



and what we know about how to make progress.

together with the assumptions that
we can't solve particular problems without the relevant knowledge and
wealth, and the best means we have of acquiring those things is
through progress in science and technology.

The claim that the research projects will "bring us closer" is sort of 
meaningless.

I don't see how it's meaningless. As our knowledge and wealth grow,
the range of scenarios we can cope with grows.

But all the scenarios we care about might require another 
9999999999999999 knowledge to address. The weak version of the principle 
doesn't say that creating knowledge will accomplish anything useful within the 
next billion years.

I agree that this is the case. And I agree that this is not as
optimistic as what you are calling the strong version of "problems are
soluble".

Suppose we increased
the average human life expectancy from 30 to 80 years. Even if it's
not yet 100 years, that still makes it possible for more people to
live forever. This is one sense in which a program of gradual
improvement brings us closer to a goal.

All the principle says is that infinite knowledge is enough.

I agree that infinite knowledge is enough, but it's not clear to me
that this is all that "problems are soluble" says. Do you have a
reference from BoI?

No! We're discussing *your interpretation*, and I'm criticizing it!

Well, earlier you referred to ``Deutsch's "all problems are
soluble"'', so I thought you were saying that my interpretation was



somehow in conflict with BoI.

Yes I think there is a conflict between your interpretation and BoI.

The BoI worldview works best with the strong interpretation. And I do not think 
Deutsch intended an interpretation as weak as you favor (parallel to fallibility: he 
didn't intend a weak interpretation of fallibility).

If you have a citation for the conflict, I would appreciate it. I'm
only on my third time through the book, but I haven't yet noticed
anything conflicting with my interpretation.

It seems to me you don't really favor a really weak interpretation thought. You 
keep trying to use the principle to go beyond the weak, tautological-type 
interpretation. When I point out the weak version doesn't imply any of that stuff 
(much like weak fallibility doesn't imply most of what Deutsch and Popper use 
fallibility for), you reject or resist that.

What's going on? The weak very is easier to argue, the full strength version 
seems false to you, and you want something like a medium version sufficient to 
fit with the spirit of the book and Deutsch's use of the idea, and which you don't 
think is false, but also which you can't easily do anything like prove.

Why is this important? Because it's not so easy to come up with a viable 
medium interpretation, and I thought that some of your statements implied or 
required the weak interpretation (which is what I've been criticizing, by pointing 
out how little it means).

Yes, I don't want a "medium" version of the "problems are soluble"
principle. The "weak" version is enough for me.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Problems Are Soluble (was: Hacker Diet)
Date: January 15, 2012 at 3:18 PM

On Jan 15, 2012, at 12:14 PM, Josh Jordan wrote:

Yes, I don't want a "medium" version of the "problems are soluble"
principle. The "weak" version is enough for me.

Let's back up then.

Can you list the complete set of premises which you think imply research 
projects?

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] (was: Intellectual Property is Not Property)
Date: January 15, 2012 at 4:00 PM

On Sat, Jan 14, 2012 at 3:26 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Sat, Jan 14, 2012 at 3:22 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 14, 2012, at 12:32 PM, Rami Rustom wrote:

What about books? I want to write a book. How could piracy or a free
version or whatever help me make more money?

The far larger danger for an author than people reading his book without 
paying is no one reading his book.

A free version, or piracy, can get you more attention and readers. From that 
bigger audience, you can get more paying people.

Brandon Sanderson is a high profile, high selling author. He gave away one of 
his recent books for free (Warbreaker). He posted drafts of it as he wrote it and 
now there is a free pdf of the published version. That doesn't stop some people 
buying a paper copy.

Ah. Thats like the idea that BoI's introduction chapter is free on the site.

Cool!

So I know what to do with my book now:
(1) Offer the introduction free on a website that markets the book
(just like BoI does) and on wikipedia.
(2) Offer the whole book free as a pdf and on wikipedia.
(3a) Sell the digital version of the book on kindle and barnes &
nobles and similar systems for $9.99. This generates $7 profit.
(3b) Sell the paper version of the book for $19.99. This generates $7 profit.

Step (1) gives people worldwide a way to find my book via internet
search and read the introduction thereby possibly sparking interest to
take step (2).

Step (2) gives people who took step (1) a way to read a lot more of
the content of the book thereby possibly sparking enough interest to



take step (3), which is to spend money to have a nicer way to read the
book.

Step (3a) doesn't require any capital expenditure.

Step (3b) does require some capital expenditure so I won't do that
step until step (3a) produced enough profit to pay for it.

Some questions for you:
(X) = How many people might do step (1)?
(Y) = Of those, how many people might do step (2)?
(Z) = Of those, how many people might do step (3)?

So the profit calculation is:
P = Z * $7

Consider X, Y, Z, and P during the first year, the first decade, and
the first 5 decades.

Can this book produce income for my girls after I'm dead? What about
their children? How far can this go (legally)?

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Problems Are Soluble (was: Hacker Diet)
Date: January 15, 2012 at 7:53 PM

On Jan 15, 3:18 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 15, 2012, at 12:14 PM, Josh Jordan wrote:

Yes, I don't want a "medium" version of the "problems are soluble"
principle. The "weak" version is enough for me.

Let's back up then.

Can you list the complete set of premises which you think imply research 
projects?

In general, a person acts in a certain way because he expects to value
the resulting state of affairs more highly than any alternative use of
his time and resources.

A research project is by definition speculative, so its value consists
of the potential benefits of the research together with the estimated
chance that it will succeed, offset by the time and resources it is
expected to require. So a person will embark on a research project
just when its estimated value is higher than that of any other action
under consideration at that time.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] All Problems are Soluble
Date: January 15, 2012 at 8:55 PM

To consider whether all problems are soluble (strong version), it's important to 
consider:

- what is a problem?
- what is a solution?

Notice that I did not include the qualifier, "unless it violates the laws of physics" 
anymore than one about time limits or having enough knowledge. Why not?

Consider the problem of an asteroid going twice as fast as a photon. How can 
that be solved?

Answer: It is not a problem. Asteroids do not have problems.

Only persons have problems.

Here is what my dictionary has for problem: "a matter or situation regarded as 
unwelcome or harmful and needing to be dealt with and overcome". Notice that 
"regarded as" implies a mind doing some thinking.

Situations like an asteroid moving at speed S slower than a photon are not 
inherently problematic. Whether they are a problem or not is a matter of 
interpretation (how it's regarded). That requires a person to interpret.

Note: the word "problem" is routinely used in more than one way. For example we 
will say, "Yesterday I worked on a fun math problem. I haven't solved it yet." The 
"math problem" is *welcome*, not unwelcome, but is called a "problem". With this 
use of the word problem, *no solution is even needed* since no one minds the 
problem. My dictionary tries to cover this use with "a thing that is difficult to 
achieve or accomplish" which is decent but I think imperfect.

This type of problem is not the one we're talking about with "all problems are 
soluble". But these can turn into the other kind of problem -- the type regarded as 
unwelcome -- and if that happens then we are talking about it.



So, problem 2: a *person* wants to make an asteroid move at twice as fast as the 
speed of light.

How can he solve that? Doesn't solving it violate the laws of physics?

(Note: we could actually turn out to be mistaken about the laws of physics, but 
that's not important to our discussion.)

To solve this one, we need a more nuanced conception of what a solution is. Not 
all problems are solved in the straightforward way.

This problem can be solved by the person changing his preference. If he no 
longer wants to make the asteroid go twice as fast as the speed of light, it will no 
longer be "regarded as unwelcome", and so there is no more problem.

Next, you may be wondering: can we solve all problems by changing our 
preferences? Wouldn't that be vacuous? Or does this technique have limits?

Any objections or criticisms of this?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] All Problems are Soluble
Date: January 15, 2012 at 9:08 PM

On Jan 15, 2012 7:55 PM, "Elliot Temple" <curi@curi.us> wrote:

To consider whether all problems are soluble (strong version), it's
important to consider:

- what is a problem?
- what is a solution?

Notice that I did not include the qualifier, "unless it violates the laws
of physics" anymore than one about time limits or having enough knowledge.
Why not?

Consider the problem of an asteroid going twice as fast as a photon. How
can that be solved?

Answer: It is not a problem. Asteroids do not have problems.

Only persons have problems.

Here is what my dictionary has for problem: "a matter or situation
regarded as unwelcome or harmful and needing to be dealt with and
overcome". Notice that "regarded as" implies a mind doing some thinking.

Situations like an asteroid moving at speed S slower than a photon are
not inherently problematic. Whether they are a problem or not is a matter
of interpretation (how it's regarded). That requires a person to interpret.

Note: the word "problem" is routinely used in more than one way. For
example we will say, "Yesterday I worked on a fun math problem. I haven't
solved it yet." The "math problem" is *welcome*, not unwelcome, but is
called a "problem". With this use of the word problem, *no solution is even
needed* since no one minds the problem. My dictionary tries to cover this



use with "a thing that is difficult to achieve or accomplish" which is
decent but I think imperfect.

This type of problem is not the one we're talking about with "all
problems are soluble". But these can turn into the other kind of problem --
the type regarded as unwelcome -- and if that happens then we are talking
about it.

So, problem 2: a *person* wants to make an asteroid move at twice as fast
as the speed of light.

How can he solve that? Doesn't solving it violate the laws of physics?

(Note: we could actually turn out to be mistaken about the laws of
physics, but that's not important to our discussion.)

To solve this one, we need a more nuanced conception of what a solution
is. Not all problems are solved in the straightforward way.

This problem can be solved by the person changing his preference. If he
no longer wants to make the asteroid go twice as fast as the speed of
light, it will no longer be "regarded as unwelcome", and so there is no
more problem.

Next, you may be wondering: can we solve all problems by changing our
preferences? Wouldn't that be vacuous? Or does this technique have limits?

Yes all problems can be solved this way; it has no limits. But this method
is not usually necessary.

Either (A) we are playing a non-zero-sum game, or (B) I'm no longer
interested in playing.



-- Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: TCS-Coercion as an explanation for adult problems
Date: January 15, 2012 at 10:50 PM

On Sat, Jan 14, 2012 at 1:40 PM, Jason <auvenj@gmail.com> wrote:
On Jan 12, 9:42 pm, Elliot Temple <c...@curi.us> wrote:

On Sat, Jan 14, 2012 at 1:40 PM, Jason <auvenj@gmail.com> wrote:

Memes that cause irrational eating habits may not, themselves, have been 
caused by TCS-coercion.

Example?

Rami mentioned avoiding foods that have been microwaved. That sounds
to me like a meme that's caused by scientism, fear of technology,
precautionary principle, or something similar. Those are bad ideas it
seems to me that some adults adopt, completely outside of a TCS-
coercive context. It's something that seems to happen to some people
as they get older, and at least anecdotally is relatively common past
middle age.

Perhaps you would suggest that a 60-year-old who develops an
irrational fear of microwaves (which he happily used at age 50) is
doing so because of something TCS-coercive that was said to him as a
child, when microwaves hadn't even been invented. Though it's
possible, I doubt it, and at any rate such a suggestion is akin to the
suggestion that the irrational fear develops because of some sin
committed when he was a child: there's no understandable (and hence
criticizable) causal chain, just a vague assertion that "TCS-coercion
did it".

TCS-coercion causes dependency in thinking. A 60-year-old who develops
an irrational fear of microwaves did so because he is dependent on
other people's thinking. He is dependent because he was TCS-coerced as
a child. Had he not been TCS-coerced, then he would be thinking
autonomously, and thus rationally, hence he would not develop an
irrational fear of anything.

And in my case, I was TCS-coerced as a child. And that caused me to
think irrationally about many areas of my life. I was not thinking



autonomously. I was dependent on *experts*. And while I was dependent
on experts, I was learning irrational memes. Those memes eventually
led to having an irrational fear of microwaves.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Problems Soluble -- Good?
Date: January 15, 2012 at 11:00 PM

Suppose my position regarding problems being soluble is true.

Would that be good?

Any concerns or worries? Any downsides or negative aspects? Any reason to 
regret it being true, or prefer something else?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] TCS-coercion, Common Preferences, Problems
Date: January 15, 2012 at 11:17 PM

David Deutsch is a founder of the parenting/educational philosophy Taking 
Children Seriously, started around 1990.

http://www.takingchildrenseriously.com/node/87

[TCS's] most distinctive feature is the idea that it is both possible and desirable 
to bring up children entirely without doing things to them against their will, or 
making them do things against their will, and that they are entitled to the same 
rights, respect and control over their lives as adults.

http://www.takingchildrenseriously.com/node/50

(FYI this TCS glossary is maybe 15 years old.)

It gives "coercion" (aka TCS-coercion) as

the psychological state of enacting one idea or impulse while a conflicting 
impulse is still active in one's mind

(I use TCS-coercion because this definition of "coercion" deviates substantially 
from the dictionary and the tradition of the word.)

TCS-coercion is basically the TCS conception of suffering or harm.

The page also has:

A common preference is a solution to a problem, or resolution of a 
disagreement, that all parties prefer to their prima facie positions, and to all 
other candidate solutions they can think of. It is the solution that pleases 
everyone involved in the disagreement.

(Note: I think this wording is slightly unfortunate. A common preference is allowed 
to be one of the party's initial positions. So when it says "prefer to" their initial 
positions, read that as greater-than-or-equal not greater-than. But also note: a 
common preference should be preferred *whole* heartedly; compromises don't 
qualify even if, on balance, they are deemed better than the initial idea, because 

http://www.takingchildrenseriously.com/node/87
http://www.takingchildrenseriously.com/node/50


they involve some stuff one doesn't prefer.)

Also notable are some statements about problems:

Hence a problem is a situation in which a person wants to improve his state of 
mind.

All problems in human minds are conflicts between theories.

Problem solving: One solves a problem when one succeeds in finding a 
preferable state of mind.

So, problem solving = finding a common preference (btw the concept applies 
within one mind too, the "parties" need not be persons, they can be ideas). And 
how is that done? By finding something non-TCS-coercive. All solutions are non-
TCS-coercive common preferences and all non-solutions are TCS-coercive and 
are not common preferences.

See also Fallible Ideas, e.g. http://fallibleideas.com/coercion

Would anyone like to point out connections between this material and the current 
discussion about problems being soluble?

-- Elliot Temple
http://beginningofinfinity.com/

http://fallibleideas.com/coercion
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] An Old Argument
Date: January 15, 2012 at 11:27 PM

The idea that common preferences are always possible is part of the 
*explanation* of the fact that the common preference has been as possible as 
we have already observed it to be. [Common preferences are frequently 
possible.]

...

If the universe were such that only 53% of problems can be solved, that would 
leave unexplained why it is 53% and not some other proportion. In other words, 
there would then be much more to explain. *Why is it possible to solve the 
problems that can be solved?*, and *Why are there no common preferences 
possible for the rest?*

Does anyone have any criticism of this argument?

Does anyone see connections between this argument and ideas in BoI?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Problems Soluble -- Good?
Date: January 15, 2012 at 11:34 PM

On Jan 15, 11:00 pm, Elliot Temple <c...@curi.us> wrote:
Suppose my position regarding problems being soluble is true.

Would that be good?

Yes.

Any concerns or worries? Any downsides or negative aspects? Any reason to 
regret it being true, or prefer something else?

Nothing comes to mind. It just makes good things possible that
wouldn't be possible otherwise.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: TCS-Coercion as an explanation for adult problems
Date: January 15, 2012 at 11:59 PM

On Sun, Jan 15, 2012 at 9:50 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Sat, Jan 14, 2012 at 1:40 PM, Jason <auvenj@gmail.com> wrote:

On Jan 12, 9:42 pm, Elliot Temple <c...@curi.us> wrote:
On Sat, Jan 14, 2012 at 1:40 PM, Jason <auvenj@gmail.com> wrote:

Memes that cause irrational eating habits may not, themselves, have been 
caused by TCS-coercion.

Example?

Rami mentioned avoiding foods that have been microwaved. That sounds
to me like a meme that's caused by scientism, fear of technology,
precautionary principle, or something similar. Those are bad ideas it
seems to me that some adults adopt, completely outside of a TCS-
coercive context. It's something that seems to happen to some people
as they get older, and at least anecdotally is relatively common past
middle age.

Perhaps you would suggest that a 60-year-old who develops an
irrational fear of microwaves (which he happily used at age 50) is
doing so because of something TCS-coercive that was said to him as a
child, when microwaves hadn't even been invented. Though it's
possible, I doubt it, and at any rate such a suggestion is akin to the
suggestion that the irrational fear develops because of some sin
committed when he was a child: there's no understandable (and hence
criticizable) causal chain, just a vague assertion that "TCS-coercion
did it".

TCS-coercion causes dependency in thinking. A 60-year-old who develops
an irrational fear of microwaves did so because he is dependent on
other people's thinking. He is dependent because he was TCS-coerced as
a child. Had he not been TCS-coerced, then he would be thinking
autonomously, and thus rationally, hence he would not develop an
irrational fear of anything.

And in my case, I was TCS-coerced as a child. And that caused me to



think irrationally about many areas of my life. I was not thinking
autonomously. I was dependent on *experts*. And while I was dependent
on experts, I was learning irrational memes. Those memes eventually
led to having an irrational fear of microwaves.

I need to make a correction to this post. I said that TCS-coercion
caused me to think *irrationally* in many areas of my life. This is
true but its not relevant to the point I was making. Instead I should
have said that TCS-coercion caused me to think *anti-rationally* in
many areas of my life. Trusting experts is an anti-rational meme
because it causes one to not think for themselves.

Having an *irrational* meme M1 will cause an irrational behavior B1.
Alternatively, having an *anti-rational* meme M2 will cause the
learning of *irrational* memes M3, M4, M5, etc., which then cause
irrational behaviors B2, B3, B4, B5, etc.

So TCS-coercion causes anti-rational memes. But without TCS-coercion,
anti-rational memes are impossible.

And with or without TCS-coercion, irrational memes will be learned.
But without TCS-coercion, irrational memes are dramatically decreased,
probably by orders of magnitude.

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: TCS-coercion, Common Preferences, Problems
Date: January 16, 2012 at 12:18 AM

On Jan 15, 11:17 pm, Elliot Temple <c...@curi.us> wrote:
David Deutsch is a founder of the parenting/educational philosophy Taking 
Children Seriously, started around 1990.

http://www.takingchildrenseriously.com/node/87

[TCS's] most distinctive feature is the idea that it is both possible and desirable 
to bring up children entirely without doing things to them against their will, or 
making them do things against their will, and that they are entitled to the same 
rights, respect and control over their lives as adults.

http://www.takingchildrenseriously.com/node/50

(FYI this TCS glossary is maybe 15 years old.)

It gives "coercion" (aka TCS-coercion) as

the psychological state of enacting one idea or impulse while a conflicting 
impulse is still active in one's mind

(I use TCS-coercion because this definition of "coercion" deviates substantially 
from the dictionary and the tradition of the word.)

TCS-coercion is basically the TCS conception of suffering or harm.

The page also has:

A common preference is a solution to a problem, or resolution of a 
disagreement, that all parties prefer to their prima facie positions, and to all 
other candidate solutions they can think of. It is the solution that pleases 
everyone involved in the disagreement.

(Note: I think this wording is slightly unfortunate. A common preference is 
allowed to be one of the party's initial positions. So when it says "prefer to" their 
initial positions, read that as greater-than-or-equal not greater-than. But also 
note: a common preference should be preferred *whole* heartedly; 

http://www.takingchildrenseriously.com/node/87
http://www.takingchildrenseriously.com/node/50


compromises don't qualify even if, on balance, they are deemed better than the 
initial idea, because they involve some stuff one doesn't prefer.)

Yes.

Also notable are some statements about problems:

Hence a problem is a situation in which a person wants to improve his state of 
mind.
All problems in human minds are conflicts between theories.
Problem solving: One solves a problem when one succeeds in finding a 
preferable state of mind.

For concreteness, I'm trying to apply the above definitions to my
earlier example of a person living in ancient times who wants to avoid
dying.  Putting myself in his shoes, I don't think he would consider
changing his preferences to be a solution. Furthermore, although the
problem of death is soluble, in principle, there seems to be no way
for him to solve the problem in time to avoid dying that doesn't
involve magically creating sufficient knowledge and wealth.

So, problem solving = finding a common preference (btw the concept applies 
within one mind too, the "parties" need not be persons, they can be ideas). And 
how is that done? By finding something non-TCS-coercive. All solutions are 
non-TCS-coercive common preferences and all non-solutions are TCS-coercive 
and are not common preferences.

Makes sense.

See also Fallible Ideas, e.g.http://fallibleideas.com/coercion

Would anyone like to point out connections between this material and the 
current discussion about problems being soluble?

-- Elliot Templehttp://beginningofinfinity.com/

http://fallibleideas.com/coercion
http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: TCS-Coercion as an explanation for adult problems
Date: January 16, 2012 at 1:00 AM

On Jan 14, 1:06 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:40 AM, Jason wrote:

When a doctor advises her patient to stop eating as much as they want
of certain kind(s) of food, offers an explanation of why those kinds
of food are causing a medical problem not presently felt by the
patient, conducts tests and receives results which are consistent with
that explanation, and when those kind(s) of food are reduced
subsequent tests show a measurable improvement, I think it's rational
to continue to eat less of those kind(s) of food. This is true even if
the doctor's advice is relatively "mainstream".

Can you provide criticizable details about a specific real-life diet in this 
category?

I already did - the high triglyceride example. The only part I left
out was the specific kinds of foods/drinks the doctor advised to
reduce: basically high glycemic index carbohydrates - refined sugar,
white flour, white rice, potatos, as well as alcohol.

I typically drank a soda or some other sweet drink with lunch and a
sweet drink or a glass of wine with dinner. I decided to try just
cutting out the sweet drinks (switched to water in those cases) and
made no other changes to what I was eating. After a year of that my
triglyceride reading dropped by half.

Was I irrational to stop drinking sweet drinks and see what happened
to my triglyceride reading? Was my decision to try that caused by TCS-
coercion in my childhood? Don't think so - it was just a means for me
to detect if I had an error in what I was consuming.
Was I irrational to keep off of the sweet drinks once I saw that doing
so actually had a positive effect on my triglyceride reading? Don't
think so - this was a rational response to the outcome of my
experiment.
Am I irrational to try reducing something else on the list, since I
got a good (but insufficient) result from just one item? Don't think
so - this is another attempt at error correction.



Was my initial habit of drinking soda and sweet drinks with lunch and
dinner irrational? Was it caused by TCS-coercion in my childhood?
Don't know. Foods & drinks weren't entirely unrestricted when I was a
kid but they weren't a big deal either. The biggest thing I remember
was general pressure to eat vegetables that I didn't like the taste
of, but paradoxically specific instructions to "at least finish the
meat" if I was getting full with lots of food still on my plate. It
would be a leap to say definitively one way or the other. The short
answer is I drank sweet drinks because I liked the taste, & I couldn't
tell you for sure why I liked the taste any more than I could tell you
why I don't like the taste of brussels sprouts.

What do you mean "explained by"? Fully explained? No.

I mean explained in a way that the causal chain is understandable,
rather than vague.

Do you mean:

- explains the full causal chain

- explains part of the causal chain

Explains either all or part of the causal chain, but in a way that is
understandable and hard to vary rather than vague and easy to vary.

Can the appeal of all irrational diets be partially explained by and traced back 
to TCS-coercion? Yes. There is, every single time, some TCS-coercion 
involved.

Just as there is, every single time, some sin involved. The presence
("involvement") of something does not make it causally relevant.

I was saying the TCS-coercion is causally relevant.

Causally relevant "every single time"? If so that's what I object to.

It's not a path that will lead many smokers to a solution. Other paths



are more likely to be effective, and in a shorter time. That's highly
relevant because every day that a smoker continues to smoke,
additional damage is being done.

The problem with shortcuts involving less thinking is you might make a mistake. 
You can't really tell if you're making an improvement or not when you cut out 
sufficient thinking (including sufficient skill to be able to think well enough to be 
able to judge such things).

Problems are inevitable. Not taking shortcuts you might also make a
mistake. One possible mistake is that you die of smoking related
causes you wouldn't have died from if you'd taken the shortcut. The
shortcut is, itself, based upon thinking.

But the reverse is not true: TCS-coercion does not cause traditionally
defined coercion with pretty high reliability.

right

my point is that you can't look at only the TCS-coercion that is not regular 
coercion, when judging the effects of TCS-coercion on children. you have to 
look at all the TCS-coercion when judging my claims about TCS-coercion, and 
that will include all the regular coercion.

This is a major point of disagreement because I think the assymmetry
requires us to be clear about criticisms for one vs. the other.

For ease of discussion suppose we call acts of traditional coercion
"beatings" and acts of TCS-coercion that are not also acts of
traditional coercion "naggings".

It is true that TCS-coercion includes both beatings and naggings. So
if the claim is "TCS-coercion always causes problems" then that claim
would include people who had been beaten and nagged, people who had
only been beaten (not really likely but included for completeness),
and people who had only been nagged.

However, one may criticize the claim by criticizing only the purported
effects of nagging. One need not consider people who have been beaten
at all in order to falsify the claim. If we can describe a person who



had only been nagged not beaten, and see that no problems were caused
by said nagging, then the claim is falsified and it makes no sense to
bring up the matter of what happens to people when they are beaten. If
you feel you must discuss beatings, then your claim really is
"traditional coercion always causes problems."

No I don't doubt that. What I doubt is the TCS-coercion centered model
of "hurt," just as I doubt the sin-centered model of "hurt". Both
models do describe quite a few things that are, indeed, hurt. But I
think they also describe some things that are not hurt,

Example?

I was TCS-coerced into brushing my teeth as a child. In my best
current judgement - conjecture subjected to the best criticisms I have
- I don't think that the TCS-coercion about tooth brushing hurt me.

do you mean it didn't hurt you in a lasting way, or it didn't hurt you, at all, ever?

I mean it made my life better, rather than worse.

It
helped me. I have had much less problems of pain & suffering and
expense related to teeth than people I know of my age who were not TCS-
coerced (or who were TCS-coerced less) with regard to tooth brushing.
My life is better because I was TCS-coerced about tooth brushing.

it sounds like you're now saying it did and does hurt you, but you believe the 
alternatives hurt more. and you call that not being hurt.

I think we've discussed this before. There's one, narrow level of
"hurt" where paying for an iPad "hurts", getting vaccinated "hurts",
and brushing one's teeth "hurts". Meaning: if there was some way
around it, that would be preferrable. But in the broader context,
wherein not paying for an iPad has bad economic consequences, not
getting vaccinated has bad medical consequences, and not brushing
one's teeth has bad dental consequences, and such things are the best
available alternative - they are not "hurt".



We can split linguistic hairs about these two senses of the word
"hurt", but I suspect we're going to end up right back at the
discussion of "problems are soluble" you're having in another thread.
It's interesting...and I'm watching, but not participating right now.

Pedophilia - An adult with a young teenager who is interested in sex.
The teen consents - is not TCS-coerced - to having sex with the adult.
But the act still hurts the teenager; the teenager was not mature
enough to know that it would hurt beforehand.

so the part where "the act still hurts the teenager" -- which wasn't predicted in 
advance -- is not TCS-coercion because why?

Because the teenager consented.

I was TCS-coerced to go to public school. Unlike tooth brushing, in my
best current judgement this actually did hurt me (which is why I
arranged my life so that I wouldn't have to make my children go to
public school). However, I think the hurt caused by TCS-coercion with
regard to public school was really minor in the context of more
important considerations in my parent's situation. They both had to
work (else they wouldn't have been able to pay the rent).
Homeschooling was essentially illegal and virtually unknown at the
time. There was no internet bringing the knowledge of the world into
the home like there is today. What were my parents supposed to have
done?

are you implying that lack of better alternatives makes things not count as hurt?

In the broad sense, yes. In the narrow sense, no.

for example, suppose i'm falling. and i have a choice of ways to land. i choose 
the best one, and i'm hurt the least. but that broken leg is still hurt!

the question of, "What else was I supposed to have done?" doesn't bear on the 
question of whether the broken leg hurts.

Correct, but we don't usually say "I broke my leg because I chose to
land this particular way". We say, "I broke my leg because I fell".



Meaning: the hurt is attributed to the broad context of the situation
(the fall), not to the narrow and presumably best choice that was made
under the circumstances unless we're responding to some specific
question like, "Why did you break your legs instead of your arms?".

Every scenario I can think of where they didn't send me to
public school would have very likely resulted in me having a worse
life than I have turned out to have. Looking at my parents' decision
to send me to public school through the lens of TCS-coercion gives the
right answer to the hurt/not hurt question (it hurt) but the wrong
answer as to whether they should have done it (it was the best
alternative available to them).

according to not just TCS but also BoI, *problems are soluble*.

what is a solution?

- it addresses the problem
- without hurting
- it's best for everyone involved

Being TCS-coerced is not a solution, it's a problem. A problem which could have 
been solved, but wasn't.

defeatism, and believing problems don't have solutions, is one of the reasons 
problems don't get solved.

but they can be solved. BoI explains this. do you have a criticism?

Yes, I think I do have a criticism but I don't have time to properly
discuss it right now. I'll see how the parallel thread you have going
on that topic plays out.

No. It is the (seemingly) knee-jerk assumption that whenever we see
irrational behavior it must have been caused by TCS-coercion.

There is no such assumption for *all* irrational behavior.

There's a big difference between:



1) unique, individual irrational behavior

2) common irrational behavior, across many people and multiple generations

Then within category (2) we can differentiate between whether it's memetic or 
logic-of-the-situation.

So now we're considering only the common, memetic irrationalities. How are 
static memes passed down? It involves the disabling of critical faculties in at 
least a narrow area. How is that done? It involves TCS-coercion.

This is an important narrowing of scope that was not clear in your
original statement...more below...

which statement?

I never said "all irrational behavior is caused by TCS-coercion" -- that was your 
interpretation which I repeatedly denied.

I was referring to this statement: "when people's tastes/preference
are focussed on eating the particular foods deemed to cause heart
attacks, it is because of childhood TCS-coercion regarding those foods
(which were chosen because they are deemed to cause heart attacks or
be unhealthy -- but the TCS-coercion regarding them often has the
opposite effect of what was intended). Otherwise there would be less
demand for those foods."

That did not include the scope narrowing statement that it applies
only to common behavior (not unique individual behavior) which is
memetic. In fact, it rather suggests the opposite: that even in unique
individual situations the cause is always childhood TCS-coercion.

TCS-coercion, however, is still not a good explanation for generalized
widespread, memetic, irrational sugar consumption. It gives the same
answer as my proposal, but without a clear causal chain which can be
analyzed and criticized.

how do you think the meme spreads? can you give any story of how it spreads 



that is TCS-coercion-free?

First it helps to define the meme in the example. I propose the
following meme: sweet things were relatively rare in our evolutionary
environment but when sweet foods were found they had a big caloric
payoff in an environment characterized by persistent caloric deficits.
Because of this, humans evolved to want to eat as much sweet things as
they could get their hands on without evolving the biological
mechanisms to properly deal with the consumption of a lot of sweet
things. Because of modern agricultural and distribution technology,
sweet things are now readily available in as large a quantity as
humans want. Because it's so available and we've evolved to find it
desirable, humans will eat more sugar than their bodies are prepared
to handle - which is to say, they will eat more sugar than they
should.

For purposes of this discussion let's agree to consider the above
meme, taken as a whole, FALSE.

Returning to your question of how such a meme would spread: with the
above definition, it should be clear that it could easily spread by
being written down in a magazine article as is typical with scientism
of this sort. Once someone reads the article and believes that they're
going to want to eat more sugar than they should, they may indeed
start to eat more sugar than they should, reinforcing the meme in
themselves. They may tell the meme to others, using the meme as an
explanation for why they weigh more than others weigh. At some point a
parent may hear the meme and use it TCS-coercively on a child, *but
that is not required for the meme to spread*.

So you're saying if you keep a constant level of sugar coercion -- e.g. 100%, 
no sugar ever -- then you believe the child is going to grow up, gain the 
freedom to eat sugar, and definitely be rational about it?

No. I'm saying if the adult who had a constant level of sugar TCS-
coercion is irrational about sugar there must be some other
explanation than the one I proposed. Maybe some other TCS-coercion.
Maybe something that's not TCS-coercion.

ok, so it's not *you* who is saying it, but *the theory you posted* says it. but my 



point that it's implausible still stands, right?

I don't know whether it stands or not. I think it's implausible that a
child would receive a truly constant amount of TCS-coercion regarding
sugar. That would require a level of control & supervision that would
have far-ranging impacts way beyond sugar consumption.

What do you mean "explained by"? I never claimed to be giving a complete 
explanation. But if on the other hand you're claiming that the TCS-coercion 
regarding food, in service of static memes, was irrelevant, then I disagree. By 
what process would it become completely irrelevant to the person's later 
eating?

It might become irrelevant if the person was not TCS-coerced about
food but was TCS-coerced about other things,

but that doesn't happen

Generally not, but it's not prohibited by the laws of physics.

or not TCS-coerced about
the type of food they're being irrational about, or if they got over
their past TCS-coercion

who has done that and how?

Are you now saying problems *aren't* soluble? :-)

I'm sure there are people who have gone to therapy for eating
disorders and been successful (perhaps in spite of rather than because
of the therapy...but that's another topic). I'm not saying everyone,
just that it's possible for some.

Rami mentioned avoiding foods that have been microwaved. That sounds
to me like a meme that's caused by scientism, fear of technology,
precautionary principle, or something similar. Those are bad ideas it
seems to me that some adults adopt, completely outside of a TCS-
coercive context.



ideas like that haven't got merits and are not adopted on their merits. why do 
you think people adopt them?

Because they don't understand science and how to judge an idea on its
scientific merits.

one reason is as part of their social role. and their ideas about that are 
irrationally entrenched in childhood by a process involving TCS-coercion.

What social role says to be afraid of microwaves?

It's something that seems to happen to some people
as they get older, and at least anecdotally is relatively common past
middle age.

Perhaps you would suggest that a 60-year-old who develops an
irrational fear of microwaves (which he happily used at age 50) is
doing so because of something TCS-coercive that was said to him as a
child, when microwaves hadn't even been invented. Though it's
possible, I doubt it, and at any rate such a suggestion is akin to the
suggestion that the irrational fear develops because of some sin
committed when he was a child: there's no understandable (and hence
criticizable) causal chain, just a vague assertion that "TCS-coercion
did it".

there is a direct causal chain, you just don't know what it is.

if you focus on any particular example we can go over what the chain is.

we could begin by you providing a hypothetical with enough detail to be able to 
say much about it. or perhaps the real life case of a public figure.

Don't know a public figure but I have a grandmother who developed an
irrational fear of microwaves. This is the same woman who said if a
doctor ever told her she needed a heart transplant she'd refuse
because it would turn her into a different person. No scientific
literacy whatsoever. Like most people of her age she's seen a lot of
friends and family die of cancer. She reads some article in some
magazine saying microwaves cause cancer. Could have been a supermarket



tabloid. And wow...you know what, all her friends & family who died of
cancer also...(wait for it...) HAD MICROWAVES! So now she thinks the
article must be true, & doesn't want to eat microwaved food.

The equivalent statement regarding TCS-coercion and diets would seem
to be:
TCS-coercion applies to diets

Which, I think, it does. That doesn't mean that all diets are
irrational, or all irrational diets are caused by TCS-coercion.

all diets are irrational b/c you can check every single mainstream one and find 
they are all irrational and never find a counter example.

Example above, about high glycemic-index foods. Relatively mainstream
but near as I can tell, not irrational for someone with measured high
triglyceride levels.

to begin, will you concede this point regarding only weight loss diets? can i say it 
about those? if so, then you agree on the principle that i can make such 
statements.

I have never had a weight problem & am honestly not that familiar with
weight loss diets. I will concede that every weight loss diet I've
heard about sounds irrational to me. But I'd not agree to saying
they're all irrational without a lot more information.

all irrational diets, in principle, need not be related to TCS-coercion. but all 
mainstream food fads play on commonalities in our culture. they make use of 
stuff that over 99% of people have in common, including TCS-coercion 
regarding food.

Perhaps we differ on what is meant by "mainstream". Weird Al Yankovic
made a song about the "Grapefruit Diet," which means probably a lot of
people have heard about it but I wouldn't consider it mainstream.
Ditto for liquid diets, paleo diet, Atkins... They're well known and
some are even widely practice (and as I said, all irrational from what
I know of them) but I'd characterize them as radical rather than
mainstream. On the other hand recommendations to substitute more whole



grains instead of white grains, reduce simple carbs and saturated
fats, and reduce the other things on my doctor's list are less well
known for being a specific "diet" but are also less radical and more
"mainstream" in the sense of being minor tweaks rather than throwing
out most or all of what you're already eating.

--Jason



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: TCS-Coercion as an explanation for adult problems
Date: January 16, 2012 at 6:20 AM

On Jan 16, 2012 12:00 AM, "Jason" <auvenj@gmail.com> wrote:
On Jan 14, 1:06 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 14, 2012, at 11:40 AM, Jason wrote:

TCS-coercion, however, is still not a good explanation for generalized
widespread, memetic, irrational sugar consumption. It gives the same
answer as my proposal, but without a clear causal chain which can be
analyzed and criticized.

how do you think the meme spreads? can you give any story of how it spreads 
that is TCS-coercion-free?

First it helps to define the meme in the example. I propose the
following meme: sweet things were relatively rare in our evolutionary
environment but when sweet foods were found they had a big caloric
payoff in an environment characterized by persistent caloric deficits.
Because of this, humans evolved to want to eat as much sweet things as
they could get their hands on without evolving the biological
mechanisms to properly deal with the consumption of a lot of sweet
things. Because of modern agricultural and distribution technology,
sweet things are now readily available in as large a quantity as
humans want. Because it's so available and we've evolved to find it
desirable, humans will eat more sugar than their bodies are prepared
to handle - which is to say, they will eat more sugar than they
should.

But your example is logic-of-situation knowledge not memetic
knowledge. The situation is that all humans like the taste of sweet
things, and most of them grew up with sweet things having been tasted,
and so they develop a habit of eating sweet things a lot. But now that
I've written this, its confusing.

Situation [set of]: All humans like the taste of sweet things, and
most of them grew up with sweet things having been tasted.

Rule: Those humans presented with the situation above develop a habit



of eating sweet things more than evolution intended.

Logic: But what is the logic?

Rami mentioned avoiding foods that have been microwaved. That sounds
to me like a meme that's caused by scientism, fear of technology,
precautionary principle, or something similar. Those are bad ideas it
seems to me that some adults adopt, completely outside of a TCS-
coercive context.

ideas like that haven't got merits and are not adopted on their merits. why do 
you think people adopt them?

Because they don't understand science and how to judge an idea on its
scientific merits.

And why don't they understand how to judge an idea on its scientific
merits? I think this is the same question as: Why don't they think
rationally about the supposedly good science that they read? I think
the answer lies in the anti-rational memes learned by TCS-coercion.
These memes cause people to not think for themselves and instead to
trust experts. And then that anti-rational meme causes one to learn an
irrational meme like the microwave-is-bad one.

-- Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] An Old Argument
Date: January 16, 2012 at 8:15 AM

On 16 January 2012 04:27, Elliot Temple <curi@curi.us> wrote:
(1) The idea that common preferences are always possible is part of the 
*explanation* of the fact that the common preference has been as possible as 
we have already observed it to be. [Common preferences are frequently 
possible.]

...

(2) If the universe were such that only 53% of problems can be solved, that 
would leave unexplained why it is 53% and not some other proportion. In other 
words, there would then be much more to explain. *Why is it possible to solve 
the problems that can be solved?*, and *Why are there no common 
preferences possible for the rest?*

Does anyone have any criticism of this argument?

Does anyone see connections between this argument and ideas in BoI?

There's a connection between (1) and (2) and the idea that we can
understand anything about how the world works because we would be
unable to explain how we have understood what we have understood thus
far. And since the incomprehensible part of the world would influence
the comprehensible part really we would not understand the
comprehensible part either. See pp. 52-54.

Alan



From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Fwd: Are common preferences always possible?
Date: January 16, 2012 at 11:35 AM

Begin forwarded message:

From: David Deutsch <david.deutsch@QUBIT.ORG>
Subject: Re: Are common preferences always possible?
Date: February 11, 2001 9:54:14 PM PST
To: TCS@LISTSERV.AOL.COM

Demosthenes <demosthenes@UNBOUNDED.COM> wrote on 10/2/01 5:16 
am:

On  Tue, 16 Jan 2001 11:09:21 +0100, Sarah Lawrence <sl@TCS.AC> wrote:

On  Thu, 6 Feb 1997 at 10:32:03 -0700, ramirez@frii.com (Susan Ramirez)
asked:

Why do you believe that it is always possible to create a common 
preference?

This question is important because it is the same as

- Are there some problems which in principle cannot be solved?

Or, when applied to human affairs:

- Is coercion (or even force, or the threat of force) an objectively
inevitable feature of certain situations, or is it always the result of a
failure to find the solution which, in principle, exists?

I think that both Sarah and Demosthenes (below) somewhat oversimplify when
they identify 'avoiding coercion' with 'problem-solving'. For instance,
Sarah says "This question ... Is *the same* as[:] Are there some problems

Let's watch out for different uses of the word "problem".

which in principle cannot be solved?" Well, in a sense it is the same issue.



But due to the imprecision of everyday language, this also gives the
impression that avoiding coercion depends on everyone adopting the same
theory (the solution, the common preference) about whatever was at issue. In
fact, that is seldom literally the case, because the parties' conceptions of
what is 'at issue' typically change quite radically during common-preference
finding. All that is necessary is that the participants change to states of
mind which (1) they prefer to their previous states, and (2) no longer cause
them to hurt each other.

In other words, common preferences can often be much narrower than it may first 
appear. You needn't agree about everything, or even everything relevant, but only 
enough to proceed without hurting (TCS-coercing) each other (or oneself in the 
case of self-conflicts).

I agree that this question is important, though I would offer instead the
following two elucidating questions:

In the sphere of human affairs:

1. Are there any problems that would remain unavoidably insoluble even if they
could be worked on without any time and resource limits?

2. Are there any problems that are unavoidably insoluble within the time and
resource limits of the real life situations in which they arise?

The word "problem" in both of these is ambiguous.

Problem-1: (we might call it "human problem"): "a matter or situation regarded as 
unwelcome or harmful and needing to be dealt with and overcome"

Problem-2: (we might call it an "abstract problem"): "a thing that is difficult to 
achieve or accomplish"

There are problems, notionally, like going to the moon. But no one gets hurt 
unless a person has the problem of going to the moon. Problem-1 involves 
*preferences*, and the possibility of *harm* and *TCS-coercion*. And it is the type 
of problem which is solved by common preferences.

Problem-2, inherently, *does not time or resource limits*, because the universe is 



not in a hurry, only people are.

So, are there any problems which are insoluble with the time and resource limits 
of real life situations? Not problem-2 type, because those do not arise in people's 
life situations, and they do not have time or resource limits.

And as for problem-1 type problems, those are always soluble (within 
time/resource constraints), possibly involving *changing preferences*. (BTW, as a 
general rule of thumb, in non-trivial common preference finding, all parties always 
change their initial preferences.)

An example:

problem-2: adding 2+2 (there is no time limit, no resource limit -- btw time is a 
type of resource)

problem-1: adding 2+2 within the next hour for this math test (now there are 
resource issues, preferences are involved)

Another way to make the distinction is:

problem-1: any problem which could TCS-coerce (hurt) someone

problen-2: any problem which could not possibly ever TCS-coerce (hurt) anyone

problem-2s are not bad. Not even potentially. Problem-1s are bad if and only if 
they TCS-coerce anyone. A problem like 2+2=? cannot TCS-coerce anyone, 
ever. There's just no way. It takes a different problem like, "A person asked me 
what 2+2 is, and I wanted to answer" to have the potential for TCS-coercion.

Notice solving this different problem does not necessarily require figuring out 
what 2+2 is. Solving problem-1s never *requires* solving any associated 
problem-2s, though that is often a good approach. But it's not necessary. So the 
fact that various problem-2s won't be solved this year need not hurt anyone or 
cause any problem-1s -- with their time limits and potential for harm -- to go 
unsolved.



I believe that the answer to question (1) is, no -- there are no human
problems that are intrinsically insoluble, given unbounded resources.

This repeated proviso "given unbounded resources" indicates a misconception,
I think. The answer to (2) is, uncontroversially, yes. Of course there exist
disagreements -- both between people and within a person -- that take time
to resolve, and many will not be resolved in any of our lifetimes.

I think this unclear about the two types problems. While it agrees with me in 
substance, it defers to ambiguous terminology that basically uses unsolved 
problem-2s to say there are insoluble problems and try to imply it's now talking 
about problem-1s.

There is a mix up regarding failure to solve an abstract problem like figuring out 
the right theory of physics (which two friends might disagree about) with failure to 
solve human problems, like the type that make those friends hurt each other.

It's harmless to have some disagreements that you "agree to disagree" about, for 
example. But if you can't agree to disagree, then the problem is more dangerous 
and urgent.

It's uncontroversial that people have unsolved abstract problems for long periods 
of time, e.g. they might be working on a hard math problem and not find the 
answer for a decade. And their friend might disagree with them about the best 
area to look for a solution.

But so what?

Human problems are things like, "I want to solve the problem this week" (maybe 
you should change your preference?) or "I want to work on the math problem and 
find good states of mind in regard to it, and enjoy making progress" (this human 
problem can easily be solved while not solving the harmless abstract problem).

But that has nothing to do with the question being discussed here.

Right because of the confusion over different meanings of "problem".

The fact that
after 25 years of almost daily attention to the conflict between quantum
theory and general relativity I have failed to discover a theory that I



prefer to both (or indeed to either), does not indicate that I have "failed
to find a common preference"

Right. Common preferences do not even apply to problem-2s, only problem-1s.

either within myself, or with other proponents
of those theories, in the sense that interested Susan Ramirez. I have not
found a preferred theory *of physics*, but I have found successively better
states of mind in regard to that problem, each the result of successive
failures to solve it.

However this view is only available to those of us who believe that for all
moral problems there exists, in principle, a unique, objectively right
solution. If you are any kind of moral relativist, or a moral pluralist (as
many people seem to be) then you can have no grounds for arguing that all
human disputes are in principle soluble.

It is only in spheres where the objective truth of the matter exists and is in
principle discoverable, that the possibility of converging on the truth
guarantees that all problems are, in principle, soluble.

I agree that for all moral problems

No clear statement of which meaning of problem this refers to.

there exists an objectively right
solution, and that this is why consensual relationships -- and indeed all
liberal institutions of human cooperation, including science -- can work.
The mistake is to suppose that if one does not believe this, it will cease
to be true. For people to be able to reach agreement, it suffices that, for
whatever reason, they seek agreement in a way that conforms to the canons of
rationality and are, as a matter of fact, converging on a truth. Admittedly
it is a great impediment if they think that agreement is not possible, and
very helpful if they think that it is, but that is certainly not essential:
many a cease-fire has evolved into a peace without a further shot being
fired. It is also helpful if they see themselves as cooperating in
discovering an objective truth, and not merely an agreement amongst
themselves, but that too is far from essential: plenty of moral relativists
have done enormous good, and made enormous moral progress -- for instance
towards creating institutions and traditions of tolerance -- without ever



seeking an objective truth, or realising that they were finding one. In fact
many did not realise that they were creating agreement at all, merely a
tolerance of disagreement. And incidentally, they were *increasing* the
number of unsolved problems in society by promoting dissent and diversity.

Increasing the number of unsolved problem-2s, but decreasing the number of 
unsolved problem-1s.

What we need to avoid, both in society and in our own minds, is not unsolved
problems,

Ambiguous between problem-1s and problem-2s.

not even insoluble problems,

Ambiguous between problem-1s and problem-2s.

Also doesn't seem to be counting preference changing as a solution, contrary to 
the standard TCS attitude which regards preference changing as a normal part of 
common preference finding, and part of problem solving.

but a state in which our problems are
not being solved

But this time it means problem-1s.

-- where thinking is occurring but none of our theories are changing.

I believe that the answer to question (2) is yes -- human problems that cannot
be solved even in principle, given the prevailing time and resource
constraint, are legion. Albeit, nowhere near as legion as non-TCS believers
would have it. My main argument in support of this thesis is based on
introspection: Let him or her who is without ongoing inner conflict proffer
the first refutation.

This is a bit like saying, at the time of the Renaissance, that science is
impossible because "let him who is without superstition proffer the first
refutation". The whole point about reason is that it does not require



everything to be right before it can work. That is just another version of
the "who should rule?" error in politics. The important thing is not to
start out right, but to try to set things up in such a way that what is
wrong can be altered. The object of the exercise is not to create a
chimerical (and highly undesirable!) problem-free state,

A problem-2-free state is bad. As in, not having any problems we might like to 
work on. This is bad because it creates a very hard problem-1: the problem of 
boredom (having no problem-2s to work on, while wanting some will cause TCS-
coercion).

A problem-1-free state is ... well there is another ambiguity. Problem-1s are fine if 
one is rationally coping with them. It's not bad to have human problems and deal 
with them. What's bad is failure to cope with them, i.e. TCS-coercion.

How can we tell which/when problem-1s get bad? When they do harm (TCS-
coercion).

To put it another way: problem-1s are bad when one acts on an idea while having 
a criticism of it. But if it's just the *potential* for such a thing in the future, that's 
part of normal life and fine.

but simply to
embark upon actually solving problems rather than being stuck not solving
any (or not solving one's own, anyway). Happiness is solving one's problems,
not 'being without problems'.

"one's problems" refers only to problem-1s, but "being without problems" and 
"actually solving problems" are ambiguous.

In other words, I suggest that there isn't a person alive whose creativity is
not diminished in some significant way by the existence of inner conflict. Or
rather dozens, if not hundreds or thousands, of inner conflicts.

Yes. But having *diminished* creativity (compared to what is maximally
possible, presumably) is and always will be the human condition. Minds are
fallible. Fortunately, it is not one's distance from the ideal state that
makes one unhappy, but an inability to move towards it.



And if you cannot find a common preference for all the problems that arise
within your own mind, it is a logical absurdity to expect to be able always to
find a common preference with another, equally conflicted, mind.

Just as well, really. If you found a common preference for all the problems
within your own mind, you'd be dead. If you found a common preference for
all the problems you have with another person with whom you interact
closely, you'd be the same person.

[SNIP]

However, and it is an important however, to approach this goal we must dare 
to
face the inescapable facts that, in practice, it is by no means always
possible to find a common preference; that therefore it is not always possible
to avoid coercion;

This does not follow, or at least, not in any useful sense. Demosthenes
could just as well have make the identical comments about science:

[Demosthenes could have written:]

In the sphere of science:

1. Are there any problems that would remain unavoidably insoluble even if they
could be worked on without any time and resource limits?

2. Are there any problems that are unavoidably insoluble within the time and
resource limits of the real life situations in which they arise?

I believe that the answer to question (1) is, no -- there are no scientific
problems that are intrinsically insoluble, given unbounded resources.

Right. And why should it follow from this that a certain minimum of
superstition is unavoidable in any scientific enterprise, and that people
who try to reject superstition on principle will undergo "intellectual and
moral corrosion" if, as is inevitable, they fail to achieve this perfectly
-- or even if they fail completely?



As Bronowski stressed and illustrated in so many ways, doing science depends
on adopting a certain morality: a desire for truth, a tolerance, an openness
to change, an awareness of one's own fallibility and the fallibility of
authority, yet also a respect and understanding for tradition ... (It's the
same morality as TCS depends on.) And yes, no scientist has ever been
entirely free from irrationality, superstition, dogma and all the things
that the canons of rationality say are supposed to be absent from a true
scientist's mind. Yet none of that provides the slightest argument that a
person entering upon a life of science is likely to become unhappy

Tangent: this is a misuse of probability. Whether that happens depends on human 
choices not chance.

in their
work, is likely to find their enterprise ruined either because they
encounter a scientific problem that they never solve, or because they fail
to rid their own minds of certain superstitions that prevent them from
solving anything.

The thing is, all these sweeping statements about insoluble problems

Ambiguous.

and
unlimited resources, though true (some of them trivially, some because of
fallibilism) are irrelevant to the issue here, of whether a lifestyle that
rejects coercion is possible and practical in the here and now. A TCS family
can and should reject coercion in exactly the same sense, and by the same
means, and for the same reason, as a scientist can and should reject
superstition. And to the same extent: utterly. In neither case can the
objective ever be achieved perfectly, with finite resources. In neither case
can any guarantee be given about what the outcome will be. Will they be
happier than if they become astrologers instead? Who knows? And certainly
good intentions alone can guarantee nothing. In neither case can the
enterprise be without setbacks and failures, perhaps disasters. And in
neither case is any of this important, because ... well, whatever goes
wrong, however badly, superstition is going to make it worse.

-- David Deutsch
http://www.qubit.org/people/david/David.html

http://www.qubit.org/people/david/David.html


Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, even if 
you know of flaws in it.

What if those flaws are superstition? Or TCS-coercion?

Whatever happens, acting against one's best judgment -- e.g. by disregarding 
criticisms of flaws one knows -- is only going to make things worse.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fwd: Are common preferences always possible? (was Re: 
Unfamiliar terms)
Date: January 16, 2012 at 3:33 PM

As with the old Deutsch email, I want to provide some context for the current 
discussion. Some of the issues have been discussed already.

Begin forwarded message:

From: Sarah Lawrence <sl@enterprise.net>
Subject: Are common preferences always possible? (was Re: Unfamiliar terms)
Date: February 13, 1997 10:22:39 AM PST
To: TCS@listserv.aol.com

On  Thu, 6 Feb 1997 at 10:32:03 -0700, ramirez@frii.com (Susan Ramirez) 
asked:

Why do you believe that it is always possible to create a common
preference?

This question is important because it is the same as

- Are there some problems which in principle cannot be solved?

The word "problem" here is ambiguous, as it often is. I won't comment on this 
issue further below.

Or, when applied to human affairs:

- Is coercion (or even force, or the threat of force) an objectively
 inevitable feature of certain situations, or is it always the
 result of a failure to find the solution which, in principle,
 exists?

To be clear, by "coercion" she means TCS-coercion.



One could view the whole of critical rationalism as a general methodology
for what one should do in the face of conflicting theories.

Yes. This comment is wise.

And it works not only with critical rationalism (another name for Popperian 
epistemology, the same epistemology in BoI) but also with liberalism. Liberalism 
is primarily about what to do in the face of conflicting ideas. (Only when they are 
in different people though, for liberalism without modification.)

But one could
also regard critical rationalism as a substantive theory of the physical
world -- the theory that the world is such that certain types of processes
solve problems, while others don't.

Right. An interesting point with relevance to BoI and physics.

Just to set the scene, bear in mind that a huge amount of problem-solving
(that is, finding common preferences) has already happened in the world,
and often, when a problem has been solved, it has been solved in the face
of doubt that a common preference was possible. As Janet Reiland
<MomReil@AOL.COM> wrote:

I have found that the more we try to find common preferences, the
better able we are to find them, and therefore find them in
situations we would have not thought possible before (and certainly
in situations that most parents would never even think to try to
find them.).

People who try making their interactions non-coercive often report that
they have been surprised when a common preference has been found -- that
they had thought it wouldn't be possible for such-and-such a problem, but
that when they tried, it was easy. Of course it doesn't always work that
way, but the fact that it *often* works that way shows that the mere
conviction that finding a common preference will not be possible is no
guide to whether it actually is possible.

The idea that common preferences are always possible is part of the
*explanation* of the fact that the common preference has been as possible
as we have already observed it to be.



(This is not to say that the vast number of existing confirmations of the
idea that common preferences are possible inductively justifies the idea
that they always will be. It doesn't. The point is that we want to
*explain* what kind of a universe we are in, that has that property.)

If the universe were such that only 53% of problems can be solved, that
would leave unexplained why it is 53% and not some other proportion. In
other words, there would then be much more to explain. *Why is it possible
to solve the problems that can be solved?*, and *Why are there no common
preferences possible for the rest?*

So, we have solved many problems. Even when people didn't think problem 
solving would work. Is there a limit on this? What limit and why?

If this explanatory theory (that common preferences are always possible)
were false, that would mean that although people can settle some problems
by finding a common preference, in other cases a problem will arise where
one person wants one thing and the other person wants something else and
there just *isn't* anything that they would both prefer to their initial
wishes. In such situations, there would be an inherent conflict of interest.

Right.

Further, how can there be an inherent conflict of interest? That's either saying:

1) there is no objective true

2) the objective truth is that people should fight, rationality doesn't work 
universally, conflicts of ideas cannot all be solved with truth seeking

And there are other good arguments on this topic, e.g. Ayn Rand's in The Virtue 
of Selfishness.

That conflict-of-interest theory is itself a commonly-held explanation of
some observed facts, namely that people often *fail* to reach common
preferences. We explain this differently: the people are either not trying
to find common preferences, or have hang-ups and irrationalities that are



impeding their thinking and cooperation.

Or they merely make mistakes.

But according to this
conflict-of-interest theory, the reason people fail to reach common
preferences is usually that common preferences do not exist for those
problems.

A person who believes that theory will always be puzzled if he finds a
situation that looks like an inherent conflict of interest but turns out
not to be, as commonly happens when people try TCS.

As Janet suggested, it is very easy to look at a situation, and analyse it,
and determine that a common preference isn't possible when in fact it is.
And in fact, not only is it possible, but once one makes a relatively
simple change of attitude, one finds that common preferences are actually
quite easy to find.

Such experiences raise a severe problem for people who believe that in some
situations there are inherent conflicts of interest:

- HOW CAN WE TELL WHICH SITUATIONS THOSE ARE?

Similarly, for people who believe not all problems can be solved (strong 
interpretation), they face the question: which ones can't? How can we tell when 
we're facing one of those?

Also:

- How is it that common preferences have in fact been found in cases
 that looked exactly like conflict-of-interest situations and are
 commonly explained as such?

How is it that solutions have often been found when it looked like there was an 
insoluble problem?

And:



- Given that it is so easy to be misled as to *whether* common
 preferences are possible in a given situation or not,
 how should we react to conflicts between theories? WHEN SHOULD
 WE RESORT TO COERCION OR FORCE?

And when should we resort to pessimism about our problems? When should we 
give up? When should we act on ideas we have criticisms of?

One has to take into account the fact that coercion prevents the formation
of common preferences.

Similarly, believing there is no solution to be found, and not trying, hampers 
problem solving.

Consider this proposed policy: "when I have devoted a certain amount of
time or a certain amount of attention to the problem of finding a common
preference, but have failed, then I shall use force". The trouble is that
that policy in itself amounts to a threat made the *beginning* of the
process, and so it prevents finding common preferences.

I think that these and other difficulties (with conflict-of-interest
theories, and hence with doubting that a common preference is always
possible) are insuperable. They are also unnecessary, since experience is
perfectly consistent with the view that common preferences are always
possible. You don't have to tie yourself up in knots postulating all these
grim, unexplained features of reality. So we don't.

Hope this helps.

Sarah Lawrence
Taking Children Seriously journal
Ask me about the selective "Taste of TCS" digest option!

So, first, many of these arguments can be stated in terms of problem solving and 
solutions with minor changes.

Second, no such change is needed. Common preference finding is problem 
solving (problem-1 type). TCS-coercion is failure and anything without TCS-



coercion is success. So it's all directly relevant.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: All Problems are Soluble
Date: January 16, 2012 at 3:36 PM

On Jan 15, 2012, at 5:55 PM, Elliot Temple wrote:

To consider whether all problems are soluble (strong version), it's important to 
consider:

- what is a problem?
- what is a solution?

Notice that I did not include the qualifier, "unless it violates the laws of physics" 
anymore than one about time limits or having enough knowledge. Why not?

Consider the problem of an asteroid going twice as fast as a photon. How can 
that be solved?

Answer: It is not a problem. Asteroids do not have problems.

Only persons have problems.

Here is what my dictionary has for problem: "a matter or situation regarded as 
unwelcome or harmful and needing to be dealt with and overcome". Notice that 
"regarded as" implies a mind doing some thinking.

Situations like an asteroid moving at speed S slower than a photon are not 
inherently problematic. Whether they are a problem or not is a matter of 
interpretation (how it's regarded). That requires a person to interpret.

Note: the word "problem" is routinely used in more than one way. For example 
we will say, "Yesterday I worked on a fun math problem. I haven't solved it yet." 
The "math problem" is *welcome*, not unwelcome, but is called a "problem". 
With this use of the word problem, *no solution is even needed* since no one 
minds the problem. My dictionary tries to cover this use with "a thing that is 
difficult to achieve or accomplish" which is decent but I think imperfect.

This type of problem is not the one we're talking about with "all problems are 



soluble". But these can turn into the other kind of problem -- the type regarded 
as unwelcome -- and if that happens then we are talking about it.

So, problem 2: a *person* wants to make an asteroid move at twice as fast as 
the speed of light.

How can he solve that? Doesn't solving it violate the laws of physics?

(Note: we could actually turn out to be mistaken about the laws of physics, but 
that's not important to our discussion.)

To solve this one, we need a more nuanced conception of what a solution is. 
Not all problems are solved in the straightforward way.

This problem can be solved by the person changing his preference. If he no 
longer wants to make the asteroid go twice as fast as the speed of light, it will no 
longer be "regarded as unwelcome", and so there is no more problem.

Next, you may be wondering: can we solve all problems by changing our 
preferences? Wouldn't that be vacuous? Or does this technique have limits?

There are objective truths about which preferences are good or bad.

Bad is stuff like: unobtainable, counter productive, doesn't solve the problem it 
intends to solve, or aimed at a bad problem.

People cannot arbitrarily change their preferences by an act of will. They can only 
change them, in short, when they are persuaded that the new preference is 
better. This limits preference changing only to better preferences.

This allows for changing preferences as a solution (or part of a solution) to the 
extent it's needed -- because bad preferences themselves cause problems -- but 



limits it from being used for everything.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Ketamine experiment (Was: Ambiguity of the word pain)
Date: January 16, 2012 at 5:21 PM

On Jan 15, 12:59 am, Steve Push <stephen.p...@gmail.com> wrote:
On Jan 14, 8:25 pm, David Deutsch <david.deut...@qubit.org> wrote:

On 14 Jan 2012, at 2:29pm, Steve Push wrote:

On Jan 14, 6:32 am, David Deutsch <david.deut...@qubit.org> wrote:
On 14 Jan 2012, at 10:50am, Steve Push wrote:

On Jan 12, 5:05 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 5:05pm, Steve Push wrote:

On Jan 12, 6:19 am, David Deutsch <david.deut...@qubit.org> wrote:
On 12 Jan 2012, at 6:25am, Steve Push wrote:

Ketamine reduces pain in humans by decreasing the emotional 
response
to painful stimuli.  It does not block pain signals from reaching the
cortex, as other anesthetics and analgesics do.  And it is effective
in animals.  If animals were incapable of having subjective feelings
of pain, ketamine should not work on them.

What should we expect the experimental results to be if the 
information flow in brains receiving input from pain receptors were 
something like this:

(1) Sensory nerves -->
(2) Unconscious processing, deciding what sort of stimulus this is and 
where in the body etc -->



(3) Unconscious processing, translating that input according to a 
genetically fixed algorithm into output suitable for causing motor and 
other systems to engage fight/flight/evasion/signalling etc -->

(3+) [In humans only: A process that receives inputs from the outputs 
of (2) and (3), and engages in human-type conscious and unconscious 
thought, including interpreting them as qualia, creating explanations 
and interpretations of them, and choosing to do anything from passing 
the inputs on unchanged to replacing them completely.] -->

(4) Signals sent to motor and other systems, to cause behaviour.

and if the effect of ketamine was to prevent the output of process (3) 
from being forwarded anywhere, while the effect of pain killers was to 
prevent the output of stage (1) and/or (2) from being forwarded 
anywhere?

In your hypothetical situation, I would expect that neither humans nor
animals on ketamine would have any signs, symptoms, or awareness of
pain.

Why is it impossible that stage 3+, in the presence of ketamine, would 
include qualia associated with awareness that pain is present (from the 
output of stage 2, which is unaffected by the ketamine) but lack the qualia 
associated with wanting to avoid the pain (such qualia being the usual 
consequence of receiving the output of stage 3, which is suppressed by 
ketamine)?

Your model assumes that ketamine does not directly affect 3+ (the only
part of the model involved in conscious processing) and that the drug
blocks output from 3 to 4 (a part with no conscious processing).  Thus
your model does not seem to explain the study results that show
ketamine decreased activation preferentially in brain areas associated
with consciousness.

Why is it impossible that the process 3+, when it receives inputs from only 
process 2, would require less oxygen to perform its processing than it would 
when having to process inputs from both 2 and 3? Especially in situations 
where it decides that a process-2 input doesn't require much attention while 



the process-3 inputs, if it received them, would require heavy computation?

That is possible. But wouldn't you also expect ketamine to cause
decreased activation of 4, which would be receiving no input from 3
and reduced input from 3+?

Well, actually the output of 3+ is not a simple function of its input. For instance, 
in some situations, a human might be galvanised into violent action merely by 
knowing, intellectually, that there was a certain type of pain signal. And there 
might or might not be increased activity of the 3+ kind, because in some cases 
it would involve simply transmitting the information on from 3 to 4 unchanged.

But apart from such more complicated cases, yes you're right: If the 
information flow were indeed as I outlined above, we should expect ketamine 
to decrease the activation of fight/flight/evasion/signalling etc behaviours in 
both animals and humans, and also to reduce activity of the uniquely human 
'3+' type. Correct?

Sprenger et al. appear to have used relatively mild pain stimuli in
humans who knew they were in no real danger.  Thus there were no fight/
flight/evasion/signalling etc. behaviors, even in the placebo
condition.  Despite the absence of such behaviors, it is still
possible that activation changes in motor areas could be detected
using fMRI.

In the study, activation increased significantly in the cerebellum
when pain stimuli were applied in the placebo condition.  But when
ketamine was administered, significant decreases in activation
occurred only in the secondary somatosensory cortex (S2), insula, and
anterior cingulate cortex.  Since the cerebellum is a motor area, it
appears to me that, in this study at least, ketamine decreased
activation in 3+ but not in 4.

I’m not a neuroscientist, and perhaps I’ve misunderstood the study.
But it seems to me that the results are inconsistent with your model.

I would like to modify Prof. Deutsch’s model as follows:

(1) Sensory nerves -->



(2) Unconscious processing, deciding what sort of stimulus this is and
where in the body etc. -->

(3) Unconscious processing that receives input from (2), translating
that input into output suitable for causing involuntary behavioral
responses. -->

(3+) [In brain areas/pathways humans share with other mammals] A
process that receives inputs from the outputs of (2) and (3) and
engages in conscious processing, including interpreting them as qualia
of pain. -->

(3++) [In uniquely human brain areas/pathways] A process that receives
inputs from the outputs of (2), (3), and (3+), and engages in
conscious processing creating explanations and interpretations of
them. -->

(4) Signals sent to motor and other systems to cause behavior.

The main effect of ketamine would be to decrease the activation of
(3+).   At low dosages of ketamine, pain qualia would be altered but
motor areas would show increased activation primarily because of input
from (3).  At higher dosages, motor areas would be deactivated both
directly because of input from (3+) and indirectly as (3+) affects (3)
and (3++), which in turn affect (4).

I believe this model is consistent with the results of the Sprenger et
al. study.  This model would be refuted if experiments showed that
ketamine works by a different mechanism in animals than in humans,
that is, if the drug either does not affect (3+) in animals or if the
drug must affect (3++) areas in humans to be effective.  But if
ketamine works by affecting (3+) in both animals and humans, and if
the drug does not affect (3++) in humans, I would conclude that
animals experience pain qualia.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] The physical vs meta-physical spaces (was: Fallibility)
Date: January 16, 2012 at 9:12 PM

On Fri, Jan 6, 2012 at 6:15 AM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 2, 2:52 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 2, 2012, at 12:26 PM, Rami Rustom wrote:
On Jan 2, 1:48 pm, Elliot Temple <c...@curi.us> wrote:

On Jan 2, 2012, at 11:06 AM, Rami Rustom wrote:

Conjectural knowledge (K) is not absolute because it may contain error
(EK) as compared toobjectivetruth. So...
* T isobjectivetruth
* K is conjectural knowledge
* K <> T             <> means *not equal to*
* K = T +- EK     K equals T plus or minus the error

You conceive of error as an amount and positive or negative? That assumes 
that error can be in two directions from thetruth. Actually it can be in many.

* EK > 0             EK (maybe) greater than 0

I don't understand that maybe.

It just saying that error exists in K.

Some mathematics and some philosophies are knowledge that are
*objectivetruths*, i.e. there is no error. Lets call this *absolute
knowledge*.

Are there any mathematics that areobjectivetruths?

There are, notionally, mathematical propositions which are objectively true. 
Also false ones. We only learn (aboutmathor anything else) by fallible, 
conjectural processes and we can't tell, infallibly, which ideas are which 
(true, false).

Ok this might be a dumb question but what about 0 = 0? I know this
sounds funny but in Linear Algebra we spent a day proving that 0 = 0



(but it wasn't in the real number space). It confused the crap out of
me. Is something like this an absolute knowledge?

How do you know if 0 = 0?

Presumably you do some process of checking what is on the left, what is on 
the right, and comparing.

How do you do that process? Well, you use physical tools such as pen and 
paper, or a computer screen.

A few days ago I read BoI chapter 5 titled _The Reality of
Abstractions_ which helped me figure out what happened in this thread.
But I didn't write anything until I ran across a thread titled _The
"Influences" Model_ which lead me to jumping to BoI chapter 13 titled
_Choices_. I skimmed until I read the part about that math is
fallible; which is what you have said in this thread.

In your explanation above, you've discussed both the physical and the
meta-physical spaces but I only meant to refer to the meta-physical
space. So as an example:

There is the pure abstraction about 1 + 1 = 2, and I think its
accurate to call this meta-physical, and then there is the physical
idea of 1 hole + 1 hole = 2 holes. I conjecture that the meta-physical
one is objective truth. And that the physical one is not; and an
example of how the physical can be false is if the holes are next to
each other thus making only 1 big hole. Hence 1 + 1 = 2 in the
physical space is fallible while 1 + 1 = 2 in the meta-physical space
is infallible.

So the example given in BoI chapter 13 is about math in politics and
Deutsch says that it is fallible. And *math in politics* has 2
components which exist in the physical and the meta-physical spaces.

1> the pure math, i.e. the pure abstraction, i.e. a meta-physical
objective truth, i.e. infallible, which exists in the meta-physical
space, and

2> the reason [and way] in which to apply the pure math to politics,



which exists in the physical space.

I think that #1 is meta-physical objective truth while #2 is physical
knowledge and thus is fallible.

#1 is theoretical math and applied math, and I think both are
infallible.

#2 is philosophy and methodology, and both are fallible.

So the theoretical math is 2nd order meta-physical. And the applied
math (formulas) is 1st order meta-physical.

And the reason(s) in which to apply the math is the *philosophy*,
which is 2nd order. The way in which to apply the math is the
*methodology*, which is 1st order.

So I'm trying to reconcile my explanation of the physical and
meta-physical spaces with Poppers 3 worlds.
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/ecbbc63480485f7d/c5435e35659a672f?
lnk=gst&q=art+objective+truth#c5435e35659a672f

And I'm not really sure how to. Can anyone help me?

I read this thread and didn't find the name Popper's work to go read.
And somebody said that he wrote about his 3 worlds many times.

Which of his works should I read to learn about his 3 worlds?

-- Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/ecbbc63480485f7d/c5435e35659a672f?lnk=gst&q=art+objective+truth#c5435e35659a672f


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Art = science, philosophy, or other?
Date: January 17, 2012 at 5:29 AM

On Mon, Jan 2, 2012 at 2:00 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 2, 9:34 am, Lulie Tanett <lul...@gmail.com> wrote:

On 2 Jan 2012, at 02:20 AM, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 1, 11:56 am, Lulie Tanett <w...@lulie.org> wrote:

On 1 Jan 2012, at 16:43, Rami Rustom wrote:
On Jan 1, 5:31 am, Lulie Tanett <w...@lulie.org> wrote:

Popper was known for saying "I am not a belief philosopher". That means 
he doesn't think belief is relevant for  something to count as knowledge. If 
art/beauty has any objectivity, that means people can be mistaken about 
their ideas about it, including mistaken about what feelings they should 
have.

Aesthetics is part of objective truth. But since no two minds are
alike, the rules of aesthetics are potentially different between any
two minds (art creator and art viewer). Hence, subjectivity.

If aesthetics are part of objective truth, two minds can be *mistaken* about 
what the rules of aesthetics actually are.

Sure. But the objective truths (T) includes physics. And the
functionality of any two minds are different because their neural
pathways are different.

(btw why does it matter why two minds are different? Could we substitute 
'neural pathways' with 'ideas'? When people use neurology to talk about ideas, 
scientism often slips in, so it's worth trying to avoid that where possible.)

Neural pathways are not equal to ideas. Think of DD's concept of
*emergent properties*.

Talking about the relationship between an entity in one field and how
it interacts the next higher-level field is something that we do all
the time. Its everywhere in BoI; this is not scientism.



Therefore the rules of aesthetics are
potentially different between any two minds.

That argument would mean that because scientists have different neutral 
pathways, the rules (laws) of physics are subjective.

No. You have equated neural pathways (which affect aesthetics) with
ideas (of physical laws, which do not affect physics).

So T1 is not equal to T2.
This is why art can be considered subjective while still being
objective.
* T1 <> T2

Generally it's never useful to consider physics as being subjective while still 
being objective, so why do that with art?

This is reductionism. Which is false.

It isn't *art* that's subejctive, it's *people's understanding of it* that is.

You are discussing the conscious aspect (understanding) of the way
aesthetics affects feelings. What about the unconscious aspect?

Same with physics: the laws of physics stay the same no matter what people 
believe, but our *knowledge* of the laws of physics changes, and differs 
between people.

You are discussing the conscious aspect (believe) of the way
aesthetics affects feelings. What about the unconscious aspect?

And yes each mind can be mistaken about these objective truths. This
idea follows from the fact that all our knowledge is conjectural
knowledge (K). K is not equal to T.
* K <> T



* K = T +- ∆E

ya.

It seems to me like this argument is confusing our *our thoughts about art* with 
art itself. What's inside our brains about art is a different thing than the actual 
subject. What we know about it is about us, our minds, our feelings, neural 
pathways and so on. Art itself is about composition, light, colour, shapes and 
so on.

I'm only referring to *art expression*. Art itself is a matter I don't
know how to tackle.

Hi Lulie,

So I realized why I don't know how to tackle *art*. Its because art
has absolutely no meaning outside the context of the mind. We can not
speak of objective truth in art without consideration of the human
mind. So outside of the human mind, art has no meaning. Thats why I
was talking about art expression, rather than art.

-- Rami



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Re: Art = science, philosophy, or other?
Date: January 17, 2012 at 5:39 AM

On 17 Jan 2012, at 10:29 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Mon, Jan 2, 2012 at 2:00 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 2, 9:34 am, Lulie Tanett <lul...@gmail.com> wrote:

On 2 Jan 2012, at 02:20 AM, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 1, 11:56 am, Lulie Tanett <w...@lulie.org> wrote:

On 1 Jan 2012, at 16:43, Rami Rustom wrote:
On Jan 1, 5:31 am, Lulie Tanett <w...@lulie.org> wrote:

Popper was known for saying "I am not a belief philosopher". That 
means he doesn't think belief is relevant for  something to count as 
knowledge. If art/beauty has any objectivity, that means people can be 
mistaken about their ideas about it, including mistaken about what 
feelings they should have.

Aesthetics is part of objective truth. But since no two minds are
alike, the rules of aesthetics are potentially different between any
two minds (art creator and art viewer). Hence, subjectivity.

If aesthetics are part of objective truth, two minds can be *mistaken* about 
what the rules of aesthetics actually are.

Sure. But the objective truths (T) includes physics. And the
functionality of any two minds are different because their neural
pathways are different.

(btw why does it matter why two minds are different? Could we substitute 
'neural pathways' with 'ideas'? When people use neurology to talk about 
ideas, scientism often slips in, so it's worth trying to avoid that where 
possible.)

Neural pathways are not equal to ideas. Think of DD's concept of
*emergent properties*.

Talking about the relationship between an entity in one field and how
it interacts the next higher-level field is something that we do all



the time. Its everywhere in BoI; this is not scientism.

Therefore the rules of aesthetics are
potentially different between any two minds.

That argument would mean that because scientists have different neutral 
pathways, the rules (laws) of physics are subjective.

No. You have equated neural pathways (which affect aesthetics) with
ideas (of physical laws, which do not affect physics).

So T1 is not equal to T2.
This is why art can be considered subjective while still being
objective.
* T1 <> T2

Generally it's never useful to consider physics as being subjective while still 
being objective, so why do that with art?

This is reductionism. Which is false.

It isn't *art* that's subejctive, it's *people's understanding of it* that is.

You are discussing the conscious aspect (understanding) of the way
aesthetics affects feelings. What about the unconscious aspect?

Same with physics: the laws of physics stay the same no matter what people 
believe, but our *knowledge* of the laws of physics changes, and differs 
between people.

You are discussing the conscious aspect (believe) of the way
aesthetics affects feelings. What about the unconscious aspect?

And yes each mind can be mistaken about these objective truths. This



idea follows from the fact that all our knowledge is conjectural
knowledge (K). K is not equal to T.
* K <> T
* K = T +- ∆E

ya.

It seems to me like this argument is confusing our *our thoughts about art* 
with art itself. What's inside our brains about art is a different thing than the 
actual subject. What we know about it is about us, our minds, our feelings, 
neural pathways and so on. Art itself is about composition, light, colour, 
shapes and so on.

I'm only referring to *art expression*. Art itself is a matter I don't
know how to tackle.

Hi Lulie,

So I realized why I don't know how to tackle *art*. Its because art
has absolutely no meaning outside the context of the mind. We can not
speak of objective truth in art without consideration of the human
mind. So outside of the human mind, art has no meaning. Thats why I
was talking about art expression, rather than art.

Why would it have no meaning outside the mind? Does morality have no meaning 
outside the mind too? If not, why are these two things different?

Also it presumably wouldn't be objective if it only existed in minds, right? Because 
that's like the definition of subjective.

Have you read the Flowers chapter in BoI? Do you have any criticisms of the idea 
that art is objective that he talks about there?

--
Lulie Tanett



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Art = science, philosophy, or other?
Date: January 17, 2012 at 6:27 AM

On Tue, Jan 17, 2012 at 4:39 AM, Lulie Tanett <luliet@gmail.com> wrote:
On 17 Jan 2012, at 10:29 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Mon, Jan 2, 2012 at 2:00 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 2, 9:34 am, Lulie Tanett <lul...@gmail.com> wrote:

On 2 Jan 2012, at 02:20 AM, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 1, 11:56 am, Lulie Tanett <w...@lulie.org> wrote:

On 1 Jan 2012, at 16:43, Rami Rustom wrote:
On Jan 1, 5:31 am, Lulie Tanett <w...@lulie.org> wrote:

Popper was known for saying "I am not a belief philosopher". That 
means he doesn't think belief is relevant for  something to count as 
knowledge. If art/beauty has any objectivity, that means people can be 
mistaken about their ideas about it, including mistaken about what 
feelings they should have.

Aesthetics is part of objective truth. But since no two minds are
alike, the rules of aesthetics are potentially different between any
two minds (art creator and art viewer). Hence, subjectivity.

If aesthetics are part of objective truth, two minds can be *mistaken* 
about what the rules of aesthetics actually are.

Sure. But the objective truths (T) includes physics. And the
functionality of any two minds are different because their neural
pathways are different.

(btw why does it matter why two minds are different? Could we substitute 
'neural pathways' with 'ideas'? When people use neurology to talk about 
ideas, scientism often slips in, so it's worth trying to avoid that where 
possible.)

Neural pathways are not equal to ideas. Think of DD's concept of
*emergent properties*.

Talking about the relationship between an entity in one field and how
it interacts the next higher-level field is something that we do all



the time. Its everywhere in BoI; this is not scientism.

Therefore the rules of aesthetics are
potentially different between any two minds.

That argument would mean that because scientists have different neutral 
pathways, the rules (laws) of physics are subjective.

No. You have equated neural pathways (which affect aesthetics) with
ideas (of physical laws, which do not affect physics).

So T1 is not equal to T2.
This is why art can be considered subjective while still being
objective.
* T1 <> T2

Generally it's never useful to consider physics as being subjective while still 
being objective, so why do that with art?

This is reductionism. Which is false.

It isn't *art* that's subejctive, it's *people's understanding of it* that is.

You are discussing the conscious aspect (understanding) of the way
aesthetics affects feelings. What about the unconscious aspect?

Same with physics: the laws of physics stay the same no matter what 
people believe, but our *knowledge* of the laws of physics changes, and 
differs between people.

You are discussing the conscious aspect (believe) of the way
aesthetics affects feelings. What about the unconscious aspect?

And yes each mind can be mistaken about these objective truths. This



idea follows from the fact that all our knowledge is conjectural
knowledge (K). K is not equal to T.
* K <> T
* K = T +- ∆E

ya.

It seems to me like this argument is confusing our *our thoughts about art* 
with art itself. What's inside our brains about art is a different thing than the 
actual subject. What we know about it is about us, our minds, our feelings, 
neural pathways and so on. Art itself is about composition, light, colour, 
shapes and so on.

I'm only referring to *art expression*. Art itself is a matter I don't
know how to tackle.

Hi Lulie,

So I realized why I don't know how to tackle *art*. Its because art
has absolutely no meaning outside the context of the mind. We can not
speak of objective truth in art without consideration of the human
mind. So outside of the human mind, art has no meaning. Thats why I
was talking about art expression, rather than art.

Why would it have no meaning outside the mind? Does morality have no 
meaning outside the mind too? If not, why are these two things different?

Morality *is* morality because of the human mind; so morality does not
exist outside the context of the human mind. Human minds interpret
their sense data creating explanations of their environments and thus
making complex decisions based on those explanations while non-human
animals do not; hence we are moral entities while they are not.

Also it presumably wouldn't be objective if it only existed in minds, right? 
Because that's like the definition of subjective.

The brain is part of the physical space and the entire physical space
is the complete set of objective truths; hence objectivity.



And the mind is an emergent level resulting from the brain. And the
mind is part of the meta-physical space. And each mind's meta-physical
space is different; hence subjectivity.

Have you read the Flowers chapter in BoI? Do you have any criticisms of the 
idea that art is objective that he talks about there?

I haven't read it yet but I think I know what its about. Beauty is
objective in that it is a direct result of the physical space. And the
entire physical space is the complete set of objective truths. And
brains are part of the physical space. And all animal brains are alike
in many ways so this means that they share a set of objective truths.

But human brains are very different from each other. No two brains
have the same set of neural pathways. So each brain has its own set of
objective truths apart from the set of objective truths that it shares
with all other brains. Now this is still classified as objectivity
because we're still talking about the brain, not the mind.

When we consider the mind, we're talking about subjectivity. Each
human mind interprets its sense data vastly differently than any other
human mind. This results in vastly different explanations of their
environments and thus vastly different knowledge networks; hence
subjectivity.

-- Rami



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Art = science, philosophy, or other?
Date: January 17, 2012 at 6:37 AM

On 8/28/2011 4:40 AM, Lulie Tanett wrote:
"Painting is a science, and should be pursued as an inquiry into the laws of 
nature. Why, then, may not landscape painting be considered a branch of 
natural philosophy, of which pictures are but the experiments?" -- Constable, 
19th century landscape painter.

Why indeed?

How come art isn't considered as a type of science, where you can test different 
theories by, say, drawing them and seeing which drawing works out?

If it is possible that some drawings would 'work out' better than other drawings, 
then it must be that there is some problem(s) that the drawings attempt to solve - 
aesthetic problems. A drawing that "works out better" is one that solves the 
problems better.

Here is two different definitions of 'problem' from a recent post of Elliot's to this 
list:

Problem-1: (we might call it "human problem"): "a matter or situation regarded 
as unwelcome or harmful and needing to be dealt with and overcome"

Problem-2: (we might call it an "abstract problem"): "a thing that is difficult to 
achieve or accomplish"

Are aesthetic problems problem-1s or problem-2s? I think both are present; the 
problem of how to paint a photorealistic image is a problem-2, but "I want to paint 
a photorealistic image and I don't know how" is a problem-1.

When we describe art entirely in terms of "the artist expressing their feelings," 
and so on, we're focusing on the problem-1s and ignoring the problem-2s. We 
restrict the problems that we're considering to those that happen to be 
encountered by artists, as opposed to all the possible problems we can think of; 
and we start from a very parochial position, which is good because it ensures 
we're solving a problem that is actually faced by people, but bad because we 
(usually) fail to generalize.



When we describe art entirely in terms of the techniques used, we're focusing on 
the problem-2s, and ignoring the problem-1s. We aren't restricting the problems 
we're considering to those specifically encountered by artists; we might look at 
some element in a painting, and develop ideas about it, when in truth the artist 
never cared about that particular aspect. We start from a less parochial position 
in that we are considering technique in a generalized manner, and while we risk 
solving problems that nobody is ever actually going to face, we are able to 
develop deeper theories that will impact a wider range of problem-situations (and 
so the chances that someone will find it useful *somehow* improve). We're no 
longer directly addressing problem-1s, but many solutions to problem-1s include 
the solutions to problem-2s: the solution to the problem-1 "I want to paint a 
photorealistic picture and I don't know how" encodes the solution to the problem-
2 "how to paint a photorealistic picture."

- Richard



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Art = science, philosophy, or other?
Date: January 17, 2012 at 6:44 AM

On Tue, Jan 17, 2012 at 5:37 AM, Richard Fine <richard.fine@gmail.com> wrote:
On 8/28/2011 4:40 AM, Lulie Tanett wrote:

"Painting is a science, and should be pursued as an inquiry into the laws
of nature. Why, then, may not landscape painting be considered a branch of
natural philosophy, of which pictures are but the experiments?" --
Constable, 19th century landscape painter.

Why indeed?

How come art isn't considered as a type of science, where you can test
different theories by, say, drawing them and seeing which drawing works out?

If it is possible that some drawings would 'work out' better than other
drawings, then it must be that there is some problem(s) that the drawings
attempt to solve - aesthetic problems. A drawing that "works out better" is
one that solves the problems better.

Here is two different definitions of 'problem' from a recent post of
Elliot's to this list:

Problem-1: (we might call it "human problem"): "a matter or situation
regarded as unwelcome or harmful and needing to be dealt with and 
overcome"

Problem-2: (we might call it an "abstract problem"): "a thing that is
difficult to achieve or accomplish"

Are aesthetic problems problem-1s or problem-2s? I think both are present;
the problem of how to paint a photorealistic image is a problem-2, but "I
want to paint a photorealistic image and I don't know how" is a problem-1.

Well an aesthetic problem is a problem-2. The second thing you mention



is not an aesthetic problem.

The problem-2 you mention is part of the meta-physical space.

The problem-1 you mention is part of the physical space.

When we describe art entirely in terms of "the artist expressing their
feelings," and so on, we're focusing on the problem-1s and ignoring the
problem-2s. We restrict the problems that we're considering to those that
happen to be encountered by artists, as opposed to all the possible problems
we can think of; and we start from a very parochial position, which is good
because it ensures we're solving a problem that is actually faced by people,
but bad because we (usually) fail to generalize.

Yes that makes sense.

When we describe art entirely in terms of the techniques used, we're
focusing on the problem-2s, and ignoring the problem-1s. We aren't
restricting the problems we're considering to those specifically encountered
by artists; we might look at some element in a painting, and develop ideas
about it, when in truth the artist never cared about that particular aspect.
We start from a less parochial position in that we are considering technique
in a generalized manner, and while we risk solving problems that nobody is
ever actually going to face, we are able to develop deeper theories that
will impact a wider range of problem-situations (and so the chances that
someone will find it useful *somehow* improve). We're no longer directly
addressing problem-1s, but many solutions to problem-1s include the
solutions to problem-2s: the solution to the problem-1 "I want to paint a
photorealistic picture and I don't know how" encodes the solution to the
problem-2 "how to paint a photorealistic picture."

Perfect.

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: Re: [BoI] Fwd: Are common preferences always possible?
Date: January 17, 2012 at 7:18 AM

On Mon, Jan 16, 2012 at 10:35 AM, Elliot Temple <curi@curi.us> wrote:
Begin forwarded message:

From: David Deutsch <david.deutsch@QUBIT.ORG>
Subject: Re: Are common preferences always possible?
Date: February 11, 2001 9:54:14 PM PST
To: TCS@LISTSERV.AOL.COM
Demosthenes <demosthenes@UNBOUNDED.COM> wrote on 10/2/01 5:16 
am:

On  Tue, 16 Jan 2001 11:09:21 +0100, Sarah Lawrence <sl@TCS.AC> 
wrote:

On  Thu, 6 Feb 1997 at 10:32:03 -0700, ramirez@frii.com (Susan Ramirez)
asked:

Why do you believe that it is always possible to create a common 
preference?

This question is important because it is the same as

- Are there some problems which in principle cannot be solved?

Or, when applied to human affairs:

- Is coercion (or even force, or the threat of force) an objectively
inevitable feature of certain situations, or is it always the result of a
failure to find the solution which, in principle, exists?

I think that both Sarah and Demosthenes (below) somewhat oversimplify when
they identify 'avoiding coercion' with 'problem-solving'. For instance,
Sarah says "This question ... Is *the same* as[:] Are there some problems

Let's watch out for different uses of the word "problem".

which in principle cannot be solved?" Well, in a sense it is the same issue.
But due to the imprecision of everyday language, this also gives the
impression that avoiding coercion depends on everyone adopting the same



theory (the solution, the common preference) about whatever was at issue. In
fact, that is seldom literally the case, because the parties' conceptions of
what is 'at issue' typically change quite radically during common-preference
finding. All that is necessary is that the participants change to states of
mind which (1) they prefer to their previous states, and (2) no longer cause
them to hurt each other.

In other words, common preferences can often be much narrower than it may 
first appear. You needn't agree about everything, or even everything relevant, 
but only enough to proceed without hurting (TCS-coercing) each other (or 
oneself in the case of self-conflicts).

I agree that this question is important, though I would offer instead the
following two elucidating questions:

In the sphere of human affairs:

1. Are there any problems that would remain unavoidably insoluble even if 
they
could be worked on without any time and resource limits?

2. Are there any problems that are unavoidably insoluble within the time and
resource limits of the real life situations in which they arise?

The word "problem" in both of these is ambiguous.

Problem-1: (we might call it "human problem"): "a matter or situation regarded 
as unwelcome or harmful and needing to be dealt with and overcome"

Problem-1s refer to the physical space.

Problem-2: (we might call it an "abstract problem"): "a thing that is difficult to 
achieve or accomplish"

Problem-2s refer to the meta-physical space.

There are problems, notionally, like going to the moon. But no one gets hurt 



unless a person has the problem of going to the moon. Problem-1 involves 
*preferences*, and the possibility of *harm* and *TCS-coercion*. And it is the 
type of problem which is solved by common preferences.

Problem-2, inherently, *does not time or resource limits*, because the universe 
is not in a hurry, only people are.

So, are there any problems which are insoluble with the time and resource limits 
of real life situations? Not problem-2 type, because those do not arise in 
people's life situations, and they do not have time or resource limits.

And as for problem-1 type problems, those are always soluble (within 
time/resource constraints), possibly involving *changing preferences*. (BTW, as 
a general rule of thumb, in non-trivial common preference finding, all parties 
always change their initial preferences.)

An example:

problem-2: adding 2+2 (there is no time limit, no resource limit -- btw time is a 
type of resource)

problem-1: adding 2+2 within the next hour for this math test (now there are 
resource issues, preferences are involved)

So can we say that this example is a composite problem? One that is
composed of a problem-1 and a problem-2? Richard used this composite
idea in this thread titled _Art = science, philosophy, or other?_:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/387e63472d7b95c8/6015251efa44d65e?
lnk=gst&q=Art+%3D+science%2C+philosophy%2C+or+other#6015251efa44d65
e

Another way to make the distinction is:

problem-1: any problem which could TCS-coerce (hurt) someone

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/387e63472d7b95c8/6015251efa44d65e?lnk=gst&q=Art+%3D+science%2C+philosophy%2C+or+other#6015251efa44d65e


problen-2: any problem which could not possibly ever TCS-coerce (hurt) anyone

And in my theory, both problem types cause *confusion*. And this is
how one *knows* that a problem exists.

problem-2s are not bad. Not even potentially. Problem-1s are bad if and only if 
they TCS-coerce anyone. A problem like 2+2=? cannot TCS-coerce anyone, 
ever. There's just no way. It takes a different problem like, "A person asked me 
what 2+2 is, and I wanted to answer" to have the potential for TCS-coercion.

I would go so far as to say that problem-2s are fun! Life would be
utterly boring without them.

Notice solving this different problem does not necessarily require figuring out 
what 2+2 is. Solving problem-1s never *requires* solving any associated 
problem-2s, though that is often a good approach. But it's not necessary. So the 
fact that various problem-2s won't be solved this year need not hurt anyone or 
cause any problem-1s -- with their time limits and potential for harm -- to go 
unsolved.

Note that *resources* only exist in the *physical space*, so if
resources are involved, we're talking about problem-1s.

I believe that the answer to question (1) is, no -- there are no human
problems that are intrinsically insoluble, given unbounded resources.

This repeated proviso "given unbounded resources" indicates a 
misconception,
I think. The answer to (2) is, uncontroversially, yes. Of course there exist
disagreements -- both between people and within a person -- that take time
to resolve, and many will not be resolved in any of our lifetimes.

I think this unclear about the two types problems. While it agrees with me in 
substance, it defers to ambiguous terminology that basically uses unsolved 
problem-2s to say there are insoluble problems and try to imply it's now talking 
about problem-1s.



There is a mix up regarding failure to solve an abstract problem like figuring out 
the right theory of physics (which two friends might disagree about) with failure 
to solve human problems, like the type that make those friends hurt each other.

Ah you've already renamed the problem-1s to *human problems*
[referring to the physical space] and problem-2s to *abstract
problems* [referring to the meta-physical space]. Cool.

Btw, I do like this naming convention but I'd like to add that
problems have no meaning outside of the context of the human mind.
Without the human mind, there are no problems.

-- Rami



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Art = science, philosophy, or other?
Date: January 17, 2012 at 7:53 AM

On 17 Jan 2012, at 11:37, Richard Fine <richard.fine@gmail.com> wrote:

Are aesthetic problems problem-1s or problem-2s? I think both are present; the 
problem of how to paint a photorealistic image is a problem-2, but "I want to 
paint a photorealistic image and I don't know how" is a problem-1.

That's not a very good example of a problem-1, because it's not clear
that the problem is aesthetic. A better example is something like "I
don't like how unrealistic my painting looks."

We're no longer directly addressing problem-1s, but many solutions to problem-
1s include the solutions to problem-2s: the solution to the problem-1 "I want to 
paint a photorealistic picture and I don't know how" encodes the solution to the 
problem-2 "how to paint a photorealistic picture."

There's a mistake here: only some of the solutions to the problem-1 "I
want to paint a realistic picture and I don't know how" encode
solutions to the problem-2 "how to paint a realistic picture."

For example, there are some solutions to the problem-1 that involve
changing your wants, so that you don't want to paint a realistic
picture any more. Those solutions don't encode any information about
how to paint realistic pictures.

This is a problem with only considering art from a technique point of
view: it does not address non-art solutions to problem-1s faced by
artists. For example, what one should paint in the first place.

- Richard



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Art = science, philosophy, or other?
Date: January 17, 2012 at 8:00 AM

On Tue, Jan 17, 2012 at 6:53 AM, Richard Fine <richard.fine@gmail.com> wrote:
On 17 Jan 2012, at 11:37, Richard Fine <richard.fine@gmail.com> wrote:

Are aesthetic problems problem-1s or problem-2s? I think both are present; 
the problem of how to paint a photorealistic image is a problem-2, but "I want 
to paint a photorealistic image and I don't know how" is a problem-1.

That's not a very good example of a problem-1, because it's not clear
that the problem is aesthetic. A better example is something like "I
don't like how unrealistic my painting looks."

We're no longer directly addressing problem-1s, but many solutions to 
problem-1s include the solutions to problem-2s: the solution to the problem-1 "I 
want to paint a photorealistic picture and I don't know how" encodes the 
solution to the problem-2 "how to paint a photorealistic picture."

There's a mistake here: only some of the solutions to the problem-1 "I
want to paint a realistic picture and I don't know how" encode
solutions to the problem-2 "how to paint a realistic picture."

For example, there are some solutions to the problem-1 that involve
changing your wants, so that you don't want to paint a realistic
picture any more. Those solutions don't encode any information about
how to paint realistic pictures.

This is a problem with only considering art from a technique point of
view: it does not address non-art solutions to problem-1s faced by
artists. For example, what one should paint in the first place.

So solutions to problem-1s can dissolve problem-2s. I think this is
equivalent to the idea that one of the ways of resolving a problem-2
is to change your preferences.

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] A piece of knowledge is not one neural pathway; its many.
Date: January 17, 2012 at 12:28 PM

So I've been saying that a piece of knowledge [in the mind] is a
neural pathway [in the brain].

But I think this is wrong. Instead, a piece of knowledge [in the mind]
is a set of neural pathways [in the brain] that start from one pathway
and fork into many pathways. This is a akin to a set of dominoes that
start as one pathway and then there is a fork in that pathway, and
then two or more pathways are going.

So a set of neural pathways fits the superstructure concept of my
theory of knowledge.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] we can always act on non-criticized ideas
Date: January 17, 2012 at 2:18 PM

Consider situations in the general form:

X disagrees with (conflicts with) Y about Z.

X and Y could be people. (Really: ideas in people.)

Or they could be ideas within one person.

One or both could be criticisms (explanations of mistakes, rather than positive 
ideas about what's good).

Z, by the way, might be more than one thing. X and Y can also be multi-part.

Let's consider a more specific example.

X is some idea, e.g. that I'll have pizza for dinner.

Y is a criticism of X, e.g. that I haven't got enough money to afford pizza.

So, what happens? I use an option that I have no criticism of. I get a dinner I can 
afford.

Now we'll add more detail to make it harder. This time, X also includes criticism of 
all non-X dinner plans, e.g. that they won't taste like pizza which is good.

Now I can't simply choose some other dinner which I can afford, because I have a 
criticism of that.

To solve this, I could refute the second part of X and change my preferences, e.g. 
by figuring out that something else besides pizza is good too. Or I could acquire 
some more money. Or adjust my budget.



There's always many ways forward that I would potentially not have any criticism 
of.

What if I get stuck? I want pizza, because it's delicious, but I also don't want 
pizza, because I'm too poor. Whatever I do I have a criticism of it. I try to think of 
ideas like adjusting my budget, or eating something else, but I don't see how to 
make them work.

There is a simple, generalized approach. I don't have to think haphazardly and 
hope I find an answer.

All conflicts, as we've been discussing, always raise new problems. In particular:

X disagrees with (conflicts with) Y about Z.

If we don't solve this directly, it raises the problem:

Given X disagrees with (conflicts with) Y about Z, then what should I do?

This is a new problem. And it has several positive features:

1) This technique can be repeated unlimited times. If I use the technique once 
then get stuck again, I can use the technique again to get unstuck.

2) In general, any solutions we think of for this new problem will not be criticized 
by any of the criticisms we already had in mind. This makes it relatively easy to 
come up with a solution we don't have any criticism of. All those criticisms we 
were having a hard time with are not directly relevant.

3) Every application of this technique provides an *easier problem* than we had 
before. So we don't just get a new problem, but also an easier one. This, 
combined with the ability to use the technique repeatedly, lets us make our 
problem situation as easy as we like.

Why do the problems get progressively easier? Because they are progressively 



less ambitious. They accept various things, for the moment, and ask what to do 
anyway, instead of trying to deal with them directly.

The new problems are also longer more targeted to dealing with the specific 
issue of finding a way to move forward. This additional focus, instead of just on 
figuring stuff out generally, makes it easier. It tends towards a minimal solution.

In the context of disagreements between persons, the problems this technique 
generates progressively tend towards less cooperation, which is easier. In the 
context of ideas within a person, it's basically the same thing but a little harder to 
understand.

So, that's why this is true, by Elliot:

Premise: there is an available option that one doesn't have a criticism of (and it 
can be figured out fast enough even in time pressure)

Because we can get past any sticking points, in a simple way, while also reducing 
our problem(s) to easier problem(s) as much as necessary. (It only works the 
purpose of figuring out an option for how to proceed. But we only have time limits 
in that context.)

See also: http://fallibleideas.com/avoiding-coercion

-- Elliot Temple
http://elliottemple.com/

http://fallibleideas.com/avoiding-coercion
http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] we can always act on non-criticized ideas
Date: January 17, 2012 at 4:41 PM

On Jan 17, 2012 1:18 PM, "Elliot Temple" <curi@curi.us> wrote:

Consider situations in the general form:

X disagrees with (conflicts with) Y about Z.

X and Y could be people. (Really: ideas in people.)

Or they could be ideas within one person.

One or both could be criticisms (explanations of mistakes, rather than positive 
ideas about what's good).

Z, by the way, might be more than one thing. X and Y can also be multi-part.

Let's consider a more specific example.

X is some idea, e.g. that I'll have pizza for dinner.

Y is a criticism of X, e.g. that I haven't got enough money to afford pizza.

So, what happens? I use an option that I have no criticism of. I get a dinner I 
can afford.

Now we'll add more detail to make it harder. This time, X also includes criticism 
of all non-X dinner plans, e.g. that they won't taste like pizza which is good.

Now I can't simply choose some other dinner which I can afford, because I have 
a criticism of that.

To solve this, I could refute the second part of X and change my preferences, 
e.g. by figuring out that something else besides pizza is good too. Or I could 
acquire some more money. Or adjust my budget.



There's always many ways forward that I would potentially not have any 
criticism of.

What if I get stuck? I want pizza, because it's delicious, but I also don't want 
pizza, because I'm too poor. Whatever I do I have a criticism of it. I try to think of 
ideas like adjusting my budget, or eating something else, but I don't see how to 
make them work.

There is a simple, generalized approach. I don't have to think haphazardly and 
hope I find an answer.

All conflicts, as we've been discussing, always raise new problems. In particular:

X disagrees with (conflicts with) Y about Z.

If we don't solve this directly, it raises the problem:

Given X disagrees with (conflicts with) Y about Z, then what should I do?

This is a new problem. And it has several positive features:

1) This technique can be repeated unlimited times. If I use the technique once 
then get stuck again, I can use the technique again to get unstuck.

2) In general, any solutions we think of for this new problem will not be criticized 
by any of the criticisms we already had in mind. This makes it relatively easy to 
come up with a solution we don't have any criticism of. All those criticisms we 
were having a hard time with are not directly relevant.

3) Every application of this technique provides an *easier problem* than we had 
before. So we don't just get a new problem, but also an easier one. This, 
combined with the ability to use the technique repeatedly, lets us make our 
problem situation as easy as we like.



Why do the problems get progressively easier? Because they are progressively 
less ambitious. They accept various things, for the moment, and ask what to do 
anyway, instead of trying to deal with them directly.

The new problems are also longer more targeted to dealing with the specific 
issue of finding a way to move forward. This additional focus, instead of just on 
figuring stuff out generally, makes it easier. It tends towards a minimal solution.

In the context of disagreements between persons, the problems this technique 
generates progressively tend towards less cooperation, which is easier. In the 
context of ideas within a person, it's basically the same thing but a little harder to 
understand.

So, that's why this is true, by Elliot:

Premise: there is an available option that one doesn't have a criticism of (and it 
can be figured out fast enough even in time pressure)

Because we can get past any sticking points, in a simple way, while also 
reducing our problem(s) to easier problem(s) as much as necessary. (It only 
works the purpose of figuring out an option for how to proceed. But we only 
have time limits in that context.)

See also: http://fallibleideas.com/avoiding-coercion

What you've described is the Socratic method. But in way simpler terms.

-- Rami

http://fallibleideas.com/avoiding-coercion


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] we can always act on non-criticized ideas
Date: January 17, 2012 at 4:46 PM

On Jan 17, 2012, at 1:41 PM, Rami Rustom wrote:

On Jan 17, 2012 1:18 PM, "Elliot Temple" <curi@curi.us> wrote:

Consider situations in the general form:

X disagrees with (conflicts with) Y about Z.

X and Y could be people. (Really: ideas in people.)

Or they could be ideas within one person.

One or both could be criticisms (explanations of mistakes, rather than positive 
ideas about what's good).

Z, by the way, might be more than one thing. X and Y can also be multi-part.

Let's consider a more specific example.

X is some idea, e.g. that I'll have pizza for dinner.

Y is a criticism of X, e.g. that I haven't got enough money to afford pizza.

So, what happens? I use an option that I have no criticism of. I get a dinner I 
can afford.

Now we'll add more detail to make it harder. This time, X also includes criticism 
of all non-X dinner plans, e.g. that they won't taste like pizza which is good.

Now I can't simply choose some other dinner which I can afford, because I 
have a criticism of that.

To solve this, I could refute the second part of X and change my preferences, 



e.g. by figuring out that something else besides pizza is good too. Or I could 
acquire some more money. Or adjust my budget.

There's always many ways forward that I would potentially not have any 
criticism of.

What if I get stuck? I want pizza, because it's delicious, but I also don't want 
pizza, because I'm too poor. Whatever I do I have a criticism of it. I try to think 
of ideas like adjusting my budget, or eating something else, but I don't see how 
to make them work.

There is a simple, generalized approach. I don't have to think haphazardly and 
hope I find an answer.

All conflicts, as we've been discussing, always raise new problems. In 
particular:

X disagrees with (conflicts with) Y about Z.

If we don't solve this directly, it raises the problem:

Given X disagrees with (conflicts with) Y about Z, then what should I do?

This is a new problem. And it has several positive features:

1) This technique can be repeated unlimited times. If I use the technique once 
then get stuck again, I can use the technique again to get unstuck.

2) In general, any solutions we think of for this new problem will not be 
criticized by any of the criticisms we already had in mind. This makes it 
relatively easy to come up with a solution we don't have any criticism of. All 
those criticisms we were having a hard time with are not directly relevant.

3) Every application of this technique provides an *easier problem* than we 
had before. So we don't just get a new problem, but also an easier one. This, 



combined with the ability to use the technique repeatedly, lets us make our 
problem situation as easy as we like.

Why do the problems get progressively easier? Because they are 
progressively less ambitious. They accept various things, for the moment, and 
ask what to do anyway, instead of trying to deal with them directly.

The new problems are also longer more targeted to dealing with the specific 
issue of finding a way to move forward. This additional focus, instead of just on 
figuring stuff out generally, makes it easier. It tends towards a minimal solution.

In the context of disagreements between persons, the problems this technique 
generates progressively tend towards less cooperation, which is easier. In the 
context of ideas within a person, it's basically the same thing but a little harder 
to understand.

So, that's why this is true, by Elliot:

Premise: there is an available option that one doesn't have a criticism of (and 
it can be figured out fast enough even in time pressure)

Because we can get past any sticking points, in a simple way, while also 
reducing our problem(s) to easier problem(s) as much as necessary. (It only 
works the purpose of figuring out an option for how to proceed. But we only 
have time limits in that context.)

See also: http://fallibleideas.com/avoiding-coercion

What you've described is the Socratic method. But in way simpler terms.

I don't think so. I think this is largely original (to me, Deutsch, or other people 
involved with TCS. Mostly me for the specific stuff in this email). Can you point 
out any description of the Socratic method, or essay by any Socratic advocate, 
which understands/covers this stuff, just more complicated?

-- Elliot Temple

http://fallibleideas.com/avoiding-coercion


http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] we can always act on non-criticized ideas
Date: January 17, 2012 at 6:03 PM

On Tue, Jan 17, 2012 at 3:46 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 17, 2012, at 1:41 PM, Rami Rustom wrote:

On Jan 17, 2012 1:18 PM, "Elliot Temple" <curi@curi.us> wrote:

Consider situations in the general form:

X disagrees with (conflicts with) Y about Z.

X and Y could be people. (Really: ideas in people.)

Or they could be ideas within one person.

One or both could be criticisms (explanations of mistakes, rather than positive 
ideas about what's good).

Z, by the way, might be more than one thing. X and Y can also be multi-part.

Let's consider a more specific example.

X is some idea, e.g. that I'll have pizza for dinner.

Y is a criticism of X, e.g. that I haven't got enough money to afford pizza.

So, what happens? I use an option that I have no criticism of. I get a dinner I 
can afford.

Now we'll add more detail to make it harder. This time, X also includes 
criticism of all non-X dinner plans, e.g. that they won't taste like pizza which is 
good.

Now I can't simply choose some other dinner which I can afford, because I 
have a criticism of that.



To solve this, I could refute the second part of X and change my preferences, 
e.g. by figuring out that something else besides pizza is good too. Or I could 
acquire some more money. Or adjust my budget.

There's always many ways forward that I would potentially not have any 
criticism of.

What if I get stuck? I want pizza, because it's delicious, but I also don't want 
pizza, because I'm too poor. Whatever I do I have a criticism of it. I try to think 
of ideas like adjusting my budget, or eating something else, but I don't see 
how to make them work.

There is a simple, generalized approach. I don't have to think haphazardly 
and hope I find an answer.

All conflicts, as we've been discussing, always raise new problems. In 
particular:

X disagrees with (conflicts with) Y about Z.

If we don't solve this directly, it raises the problem:

Given X disagrees with (conflicts with) Y about Z, then what should I do?

This is a new problem. And it has several positive features:

1) This technique can be repeated unlimited times. If I use the technique 
once then get stuck again, I can use the technique again to get unstuck.

2) In general, any solutions we think of for this new problem will not be 
criticized by any of the criticisms we already had in mind. This makes it 
relatively easy to come up with a solution we don't have any criticism of. All 
those criticisms we were having a hard time with are not directly relevant.

3) Every application of this technique provides an *easier problem* than we 



had before. So we don't just get a new problem, but also an easier one. This, 
combined with the ability to use the technique repeatedly, lets us make our 
problem situation as easy as we like.

Why do the problems get progressively easier? Because they are 
progressively less ambitious. They accept various things, for the moment, 
and ask what to do anyway, instead of trying to deal with them directly.

The new problems are also longer more targeted to dealing with the specific 
issue of finding a way to move forward. This additional focus, instead of just 
on figuring stuff out generally, makes it easier. It tends towards a minimal 
solution.

In the context of disagreements between persons, the problems this 
technique generates progressively tend towards less cooperation, which is 
easier. In the context of ideas within a person, it's basically the same thing 
but a little harder to understand.

So, that's why this is true, by Elliot:

Premise: there is an available option that one doesn't have a criticism of 
(and it can be figured out fast enough even in time pressure)

Because we can get past any sticking points, in a simple way, while also 
reducing our problem(s) to easier problem(s) as much as necessary. (It only 
works the purpose of figuring out an option for how to proceed. But we only 
have time limits in that context.)

See also: http://fallibleideas.com/avoiding-coercion

What you've described is the Socratic method. But in way simpler terms.

I don't think so. I think this is largely original (to me, Deutsch, or other people 
involved with TCS. Mostly me for the specific stuff in this email). Can you point 
out any description of the Socratic method, or essay by any Socratic advocate, 
which understands/covers this stuff, just more complicated?

http://fallibleideas.com/avoiding-coercion


Just one part of it. Breaking problems down into smaller parts. Each
child part is easier to tackle than its parent part.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] we can always act on non-criticized ideas
Date: January 17, 2012 at 6:12 PM

On Jan 17, 2012, at 3:03 PM, Rami Rustom wrote:

On Tue, Jan 17, 2012 at 3:46 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 17, 2012, at 1:41 PM, Rami Rustom wrote:

On Jan 17, 2012 1:18 PM, "Elliot Temple" <curi@curi.us> wrote:

Consider situations in the general form:

X disagrees with (conflicts with) Y about Z.

X and Y could be people. (Really: ideas in people.)

Or they could be ideas within one person.

One or both could be criticisms (explanations of mistakes, rather than 
positive ideas about what's good).

Z, by the way, might be more than one thing. X and Y can also be multi-part.

Let's consider a more specific example.

X is some idea, e.g. that I'll have pizza for dinner.

Y is a criticism of X, e.g. that I haven't got enough money to afford pizza.

So, what happens? I use an option that I have no criticism of. I get a dinner I 
can afford.

Now we'll add more detail to make it harder. This time, X also includes 
criticism of all non-X dinner plans, e.g. that they won't taste like pizza which 
is good.

Now I can't simply choose some other dinner which I can afford, because I 



have a criticism of that.

To solve this, I could refute the second part of X and change my 
preferences, e.g. by figuring out that something else besides pizza is good 
too. Or I could acquire some more money. Or adjust my budget.

There's always many ways forward that I would potentially not have any 
criticism of.

What if I get stuck? I want pizza, because it's delicious, but I also don't want 
pizza, because I'm too poor. Whatever I do I have a criticism of it. I try to 
think of ideas like adjusting my budget, or eating something else, but I don't 
see how to make them work.

There is a simple, generalized approach. I don't have to think haphazardly 
and hope I find an answer.

All conflicts, as we've been discussing, always raise new problems. In 
particular:

X disagrees with (conflicts with) Y about Z.

If we don't solve this directly, it raises the problem:

Given X disagrees with (conflicts with) Y about Z, then what should I do?

This is a new problem. And it has several positive features:

1) This technique can be repeated unlimited times. If I use the technique 
once then get stuck again, I can use the technique again to get unstuck.

2) In general, any solutions we think of for this new problem will not be 
criticized by any of the criticisms we already had in mind. This makes it 
relatively easy to come up with a solution we don't have any criticism of. All 
those criticisms we were having a hard time with are not directly relevant.



3) Every application of this technique provides an *easier problem* than we 
had before. So we don't just get a new problem, but also an easier one. 
This, combined with the ability to use the technique repeatedly, lets us make 
our problem situation as easy as we like.

Why do the problems get progressively easier? Because they are 
progressively less ambitious. They accept various things, for the moment, 
and ask what to do anyway, instead of trying to deal with them directly.

The new problems are also longer more targeted to dealing with the specific 
issue of finding a way to move forward. This additional focus, instead of just 
on figuring stuff out generally, makes it easier. It tends towards a minimal 
solution.

In the context of disagreements between persons, the problems this 
technique generates progressively tend towards less cooperation, which is 
easier. In the context of ideas within a person, it's basically the same thing 
but a little harder to understand.

So, that's why this is true, by Elliot:

Premise: there is an available option that one doesn't have a criticism of 
(and it can be figured out fast enough even in time pressure)

Because we can get past any sticking points, in a simple way, while also 
reducing our problem(s) to easier problem(s) as much as necessary. (It only 
works the purpose of figuring out an option for how to proceed. But we only 
have time limits in that context.)

See also: http://fallibleideas.com/avoiding-coercion

What you've described is the Socratic method. But in way simpler terms.

I don't think so. I think this is largely original (to me, Deutsch, or other people 
involved with TCS. Mostly me for the specific stuff in this email). Can you point 

http://fallibleideas.com/avoiding-coercion


out any description of the Socratic method, or essay by any Socratic advocate, 
which understands/covers this stuff, just more complicated?

Just one part of it. Breaking problems down into smaller parts. Each
child part is easier to tackle than its parent part.

I don't think this is very similar to the general concept of breaking problems into 
smaller parts. It's not a part of the original problem, it's a new problem.

And with the normal concept of breaking problems into parts, you transform one 
problem into two or more problems. This turns one problem into one problem. It's 
a different mapping.

And with breaking into parts, your goal is to solve the original problem. With this, 
it is not.

And with breaking into parts, you would then go through at deal with every part, 
one by one. But this doesn't work that way.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] we can always act on non-criticized ideas
Date: January 17, 2012 at 6:18 PM

On Tue, Jan 17, 2012 at 5:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 17, 2012, at 3:03 PM, Rami Rustom wrote:

On Tue, Jan 17, 2012 at 3:46 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 17, 2012, at 1:41 PM, Rami Rustom wrote:

On Jan 17, 2012 1:18 PM, "Elliot Temple" <curi@curi.us> wrote:

Consider situations in the general form:

X disagrees with (conflicts with) Y about Z.

X and Y could be people. (Really: ideas in people.)

Or they could be ideas within one person.

One or both could be criticisms (explanations of mistakes, rather than 
positive ideas about what's good).

Z, by the way, might be more than one thing. X and Y can also be multi-
part.

Let's consider a more specific example.

X is some idea, e.g. that I'll have pizza for dinner.

Y is a criticism of X, e.g. that I haven't got enough money to afford pizza.

So, what happens? I use an option that I have no criticism of. I get a dinner 
I can afford.

Now we'll add more detail to make it harder. This time, X also includes 
criticism of all non-X dinner plans, e.g. that they won't taste like pizza 
which is good.



Now I can't simply choose some other dinner which I can afford, because I 
have a criticism of that.

To solve this, I could refute the second part of X and change my 
preferences, e.g. by figuring out that something else besides pizza is good 
too. Or I could acquire some more money. Or adjust my budget.

There's always many ways forward that I would potentially not have any 
criticism of.

What if I get stuck? I want pizza, because it's delicious, but I also don't 
want pizza, because I'm too poor. Whatever I do I have a criticism of it. I try 
to think of ideas like adjusting my budget, or eating something else, but I 
don't see how to make them work.

There is a simple, generalized approach. I don't have to think haphazardly 
and hope I find an answer.

All conflicts, as we've been discussing, always raise new problems. In 
particular:

X disagrees with (conflicts with) Y about Z.

If we don't solve this directly, it raises the problem:

Given X disagrees with (conflicts with) Y about Z, then what should I do?

This is a new problem. And it has several positive features:

1) This technique can be repeated unlimited times. If I use the technique 
once then get stuck again, I can use the technique again to get unstuck.

2) In general, any solutions we think of for this new problem will not be 
criticized by any of the criticisms we already had in mind. This makes it 
relatively easy to come up with a solution we don't have any criticism of. 



All those criticisms we were having a hard time with are not directly 
relevant.

3) Every application of this technique provides an *easier problem* than 
we had before. So we don't just get a new problem, but also an easier one. 
This, combined with the ability to use the technique repeatedly, lets us 
make our problem situation as easy as we like.

Why do the problems get progressively easier? Because they are 
progressively less ambitious. They accept various things, for the moment, 
and ask what to do anyway, instead of trying to deal with them directly.

The new problems are also longer more targeted to dealing with the 
specific issue of finding a way to move forward. This additional focus, 
instead of just on figuring stuff out generally, makes it easier. It tends 
towards a minimal solution.

In the context of disagreements between persons, the problems this 
technique generates progressively tend towards less cooperation, which is 
easier. In the context of ideas within a person, it's basically the same thing 
but a little harder to understand.

So, that's why this is true, by Elliot:

Premise: there is an available option that one doesn't have a criticism of 
(and it can be figured out fast enough even in time pressure)

Because we can get past any sticking points, in a simple way, while also 
reducing our problem(s) to easier problem(s) as much as necessary. (It 
only works the purpose of figuring out an option for how to proceed. But 
we only have time limits in that context.)

See also: http://fallibleideas.com/avoiding-coercion

What you've described is the Socratic method. But in way simpler terms.

http://fallibleideas.com/avoiding-coercion


I don't think so. I think this is largely original (to me, Deutsch, or other people 
involved with TCS. Mostly me for the specific stuff in this email). Can you 
point out any description of the Socratic method, or essay by any Socratic 
advocate, which understands/covers this stuff, just more complicated?

Just one part of it. Breaking problems down into smaller parts. Each
child part is easier to tackle than its parent part.

I don't think this is very similar to the general concept of breaking problems into 
smaller parts. It's not a part of the original problem, it's a new problem.

I think that means the same thing.

And with the normal concept of breaking problems into parts, you transform one 
problem into two or more problems. This turns one problem into one problem. 
It's a different mapping.

Yes thats what I meant.

And with breaking into parts, your goal is to solve the original problem. With this, 
it is not.

Yes thats different.

And with breaking into parts, you would then go through at deal with every part, 
one by one. But this doesn't work that way.

Yes thats new too.

-- Rami



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Problems Soluble -- Good?
Date: January 17, 2012 at 7:25 PM

On 16 Jan 2012, at 04:00, Elliot Temple <curi@curi.us> wrote:

Suppose my position regarding problems being soluble is true.

Would that be good?

Any concerns or worries? Any downsides or negative aspects? Any reason to 
regret it being true, or prefer something else?

Sometimes there are people who wish me harm (like terrorists), but are
prevented from causing me harm by some problem - like it being
difficult to build a bomb, or it being difficult to evade the police.

Isn't it bad that the problems they face are soluble? No matter what
measures I might take to defend myself, this position holds that they
will always find some way to circumvent my defences.

Not all the solutions to their problem would involve doing me harm.
Others, for example, would involve changing their preferences so that
they don't wish to do me harm any more. If their solution doesn't harm
me, then it's good that they solved their problem, because then they
can begin directing their creativity towards better problems.

At the same time, the position isn't that problems are soluble
specifically /for them/ - it applies to me too, so the fact that their
solution will harm me is itself a problem, and so is also soluble. No
matter what measures they might take to attack me, there will always
be some solution for me.

But not all the solutions to my problem involve avoiding being harmed.
Some involve changing my preferences to not want to not be harmed...

I'm not convinced that that's a good state of affairs. As much as I
might learn to enjoy being blown up and dying, it doesn't seem like
that'd be good for the growth of knowledge in general.



- Richard

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Problems Are Soluble (was: Hacker Diet)
Date: January 17, 2012 at 8:31 PM

On Jan 15, 3:14 pm, Josh Jordan <therealjoshjor...@gmail.com> wrote:
On Jan 15, 2:56 pm, Elliot Temple <c...@curi.us> wrote:

Yes I think there is a conflict between your interpretation and BoI.

The BoI worldview works best with the strong interpretation. And I do not think 
Deutsch intended an interpretation as weak as you favor (parallel to fallibility: 
he didn't intend a weak interpretation of fallibility).

If you have a citation for the conflict, I would appreciate it. I'm
only on my third time through the book, but I haven't yet noticed
anything conflicting with my interpretation.

I found something that suggests that Deutsch intended the weak
interpretation of "problems are soluble". On p. 208 of BoI, he
writes,  "Should any of those catastrophes (*) loom, we now have at
least a chance of creating the knowledge required to survive, in
time." The word "now" implies that at some point in the past we did
NOT have a chance of creating the knowledge required to survive in
time.

(*) asteroid, mini ice age, super-volcano, plague



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Ambiguity of the word pain (as: Animal Pain)
Date: January 17, 2012 at 9:41 PM

On Jan 14, 2012 1:41 PM, "Don Crimbchin" <donald.crimbchin@gmail.com> 
wrote:

On Jan 12, 12:32 pm, Elliot Temple <c...@curi.us> wrote:

Kids at school routinely suffer of boredom without shaking, cowering, or 
panicking.

I said that some non-human animals would demonstrate anxious or
depressed behavior when trapped in a painful situation they can't or
won't escape.  I don't think that's so unlike bored kids.

So you're estimating there are other categories of suffering that, added 
together, dwarf this one and all the others without shaking/etc? What 
categories did you come up with for both sides and how'd you do the estimate?

I should have been more clear about this.  A human displaying signs of
baz-prime is probably experiencing baz.

To put this in conditional probability notation, what I mean is that
P(baz|baz-prime) is high. I did not mean that P(baz-prime|baz) is
high.  Your examples are of baz without baz-prime, but that's
unrelated to my claim about about P(baz|baz-prime)

Also what do you say the BoI's argument that it's a mistake to say things are a 
matter of probability when actually they are a matter of human choice?



Although choices affect suffering, and people can choose to suffer, I
don't think that suffering is always chosen.  So I'm not sure that
that argument is relevant.

I'm not sure this is relevant either, but not all things are
controlled by human choice. When a person is hungry and they see their
favorite food, they salivate. This was not a choice.

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Re: Problems Are Soluble (was: Hacker Diet)
Date: January 17, 2012 at 9:51 PM

On Jan 17, 7:31 pm, Josh Jordan <therealjoshjor...@gmail.com> wrote:
On Jan 15, 3:14 pm, Josh Jordan <therealjoshjor...@gmail.com> wrote:

On Jan 15, 2:56 pm, Elliot Temple <c...@curi.us> wrote:
Yes I think there is a conflict between your interpretation and BoI.

The BoI worldview works best with the strong interpretation. And I do not 
think Deutsch intended an interpretation as weak as you favor (parallel to 
fallibility: he didn't intend a weak interpretation of fallibility).

If you have a citation for the conflict, I would appreciate it. I'm
only on my third time through the book, but I haven't yet noticed
anything conflicting with my interpretation.

I found something that suggests that Deutsch intended the weak
interpretation of "problems are soluble". On p. 208 of BoI, he
writes,  "Should any of those catastrophes (*) loom, we now have at
least a chance of creating the knowledge required to survive, in
time." The word "now" implies that at some point in the past we did
NOT have a chance of creating the knowledge required to survive in
time.

(*) asteroid, mini ice age, super-volcano, plague

I've been following this discussion hoping that I would eventually
understand what you guys mean between weak and strong interpretation
of *problems are soluble*, but to no avail.

Can someone define them?



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Problems Soluble -- Good?
Date: January 17, 2012 at 11:08 PM

On 18 Jan 2012, at 12:25am, Richard Fine wrote:

On 16 Jan 2012, at 04:00, Elliot Temple <curi@curi.us> wrote:

Suppose my position regarding problems being soluble is true.

Would that be good?

Any concerns or worries? Any downsides or negative aspects? Any reason to 
regret it being true, or prefer something else?

Sometimes there are people who wish me harm (like terrorists), but are
prevented from causing me harm by some problem - like it being
difficult to build a bomb, or it being difficult to evade the police.

Isn't it bad that the problems they face are soluble? No matter what
measures I might take to defend myself, this position holds that they
will always find some way to circumvent my defences.

Not all the solutions to their problem would involve doing me harm.
Others, for example, would involve changing their preferences so that
they don't wish to do me harm any more. If their solution doesn't harm
me, then it's good that they solved their problem, because then they
can begin directing their creativity towards better problems.

At the same time, the position isn't that problems are soluble
specifically /for them/ - it applies to me too, so the fact that their
solution will harm me is itself a problem, and so is also soluble. No
matter what measures they might take to attack me, there will always
be some solution for me.

But not all the solutions to my problem involve avoiding being harmed.
Some involve changing my preferences to not want to not be harmed...

I'm not convinced that that's a good state of affairs. As much as I
might learn to enjoy being blown up and dying, it doesn't seem like



that'd be good for the growth of knowledge in general.

The terrorists' problem would be solved by turning good.

Conflicts such as the one you outline are basically why the principle of optimism 
is "all evils are due to lack of knowledge" rather than "all things that could 
happen, will happen when we have enough knowledge".

-- David Deutsch

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Problems Soluble -- Good?
Date: January 17, 2012 at 11:08 PM

On Tue, Jan 17, 2012 at 4:25 PM, Richard Fine <richard.fine@gmail.com> wrote:
On 16 Jan 2012, at 04:00, Elliot Temple <curi@curi.us> wrote:

Suppose my position regarding problems being soluble is true.

Would that be good?

Any concerns or worries? Any downsides or negative aspects? Any reason to 
regret it being true, or prefer something else?

Sometimes there are people who wish me harm (like terrorists), but are
prevented from causing me harm by some problem - like it being
difficult to build a bomb, or it being difficult to evade the police.

Isn't it bad that the problems they face are soluble? No matter what
measures I might take to defend myself, this position holds that they
will always find some way to circumvent my defences.

Not all the solutions to their problem would involve doing me harm.
Others, for example, would involve changing their preferences so that
they don't wish to do me harm any more. If their solution doesn't harm
me, then it's good that they solved their problem, because then they
can begin directing their creativity towards better problems.

At the same time, the position isn't that problems are soluble
specifically /for them/ - it applies to me too, so the fact that their
solution will harm me is itself a problem, and so is also soluble. No
matter what measures they might take to attack me, there will always
be some solution for me.

But not all the solutions to my problem involve avoiding being harmed.
Some involve changing my preferences to not want to not be harmed...

No, because that's an objectively bad preference.

Your analysis of the conflict neglects the objective truth of which



way of resolving it is best. And is, generally, the same mistake as
the "inherent conflicts of interest" idea, refuted by Rand, Godwin and
others.

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Breaking a problem into parts (Was: we can always act on non-
criticized ideas)
Date: January 17, 2012 at 11:12 PM

On 17 Jan 2012, at 11:03pm, Rami Rustom wrote:

Breaking problems down into smaller parts. Each
child part is easier to tackle than its parent part.

Just for the record: that is just one of many patterns of problem solving. 
Sometimes a problem is better solved by aggregating smaller problems into a 
larger one. This especially happens at jumps to universality, but it's common on 
every scale.

-- David Deutsch

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Fwd: Are common preferences always possible?
Date: January 17, 2012 at 11:53 PM

On Jan 16, 11:35 am, Elliot Temple <c...@curi.us> wrote:
Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, even if 
you know of flaws in it.

What if those flaws are superstition? Or TCS-coercion?

If it's really the best plan, then it makes sense to act on it, even
if the flaws are superstition or the the result "TCS-coercion."  If a
plan entails aggressive violence towards innocents, however, I think
both the potential damage to others and our own potential for
fallibility are so great that it's hard to imagine situations when
that would be the *best* plan.

Whatever happens, acting against one's best judgment -- e.g. by disregarding 
criticisms of flaws one knows -- is only going to make things worse.

You don't have to disregard those criticisms, but coming up with a
better explanation can take time. It's possible to move ahead with the
best theory you currently have while actively searching for that
better explanation, or at least remaining open to learning one.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Are common preferences always possible?
Date: January 18, 2012 at 12:05 AM

On Jan 17, 2012, at 8:53 PM, Josh Jordan wrote:

On Jan 16, 11:35 am, Elliot Temple <c...@curi.us> wrote:
Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, even if 
you know of flaws in it.

What if those flaws are superstition? Or TCS-coercion?

If it's really the best plan,

Well, OK, that's a sneaky premise.

My basic point is that if you know a criticism of it, then it's *not* the best plan 
available to you.

Flaws/mistakes don't help anything.

then it makes sense to act on it, even
if the flaws are superstition or the the result "TCS-coercion."  If a
plan entails aggressive violence towards innocents, however, I think
both the potential damage to others and our own potential for
fallibility are so great that it's hard to imagine situations when
that would be the *best* plan.

Whatever happens, acting against one's best judgment -- e.g. by disregarding 
criticisms of flaws one knows -- is only going to make things worse.

You don't have to disregard those criticisms, but coming up with a
better explanation can take time.

But the relevant sort of criticism of a plan is criticism for its use *right now*. So if 
you use it right now, you are disregarding those criticisms.

If the criticism is just "could be better with more work, but is best plan available 



now" then that *is simply not a criticism of the plan to use it for now*.

It's possible to move ahead with the
best theory you currently have while actively searching for that
better explanation, or at least remaining open to learning one.

If you have a plan/explanation like, "I should go ahead with X, while also 
spending some time searching for improvements" then:

A) criticisms of X are not criticisms of this plan

B) i'm guessing you have no criticisms, at all, of this plan

C) if you do have criticisms of this plan, then you shouldn't go ahead with it.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Are common preferences always possible?
Date: January 18, 2012 at 12:17 AM

On Wed, Jan 18, 2012 at 12:05 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 17, 2012, at 8:53 PM, Josh Jordan wrote:

On Jan 16, 11:35 am, Elliot Temple <c...@curi.us> wrote:
Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, even 
if you know of flaws in it.

What if those flaws are superstition? Or TCS-coercion?

If it's really the best plan,

Well, OK, that's a sneaky premise.

My basic point is that if you know a criticism of it, then it's *not* the best plan 
available to you.

I'm not sure that's true. It's possible to know of flaws in your best
plan, but still not know of anything better. And creating something
better often takes time.

Flaws/mistakes don't help anything.

then it makes sense to act on it, even
if the flaws are superstition or the the result "TCS-coercion."  If a
plan entails aggressive violence towards innocents, however, I think
both the potential damage to others and our own potential for
fallibility are so great that it's hard to imagine situations when
that would be the *best* plan.

Whatever happens, acting against one's best judgment -- e.g. by disregarding 
criticisms of flaws one knows -- is only going to make things worse.

You don't have to disregard those criticisms, but coming up with a



better explanation can take time.

But the relevant sort of criticism of a plan is criticism for its use *right now*. So if 
you use it right now, you are disregarding those criticisms.

If the criticism is just "could be better with more work, but is best plan available 
now" then that *is simply not a criticism of the plan to use it for now*.

It's possible to move ahead with the
best theory you currently have while actively searching for that
better explanation, or at least remaining open to learning one.

If you have a plan/explanation like, "I should go ahead with X, while also 
spending some time searching for improvements" then:

A) criticisms of X are not criticisms of this plan

B) i'm guessing you have no criticisms, at all, of this plan

C) if you do have criticisms of this plan, then you shouldn't go ahead with it.

(C) doesn't seem right, unless criticisms of a plan automatically
equate to knowledge of a better plan.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Are common preferences always possible?
Date: January 18, 2012 at 12:24 AM

On Jan 17, 2012, at 9:17 PM, Josh Jordan wrote:

On Wed, Jan 18, 2012 at 12:05 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 17, 2012, at 8:53 PM, Josh Jordan wrote:

On Jan 16, 11:35 am, Elliot Temple <c...@curi.us> wrote:
Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, 
even if you know of flaws in it.

What if those flaws are superstition? Or TCS-coercion?

If it's really the best plan,

Well, OK, that's a sneaky premise.

My basic point is that if you know a criticism of it, then it's *not* the best plan 
available to you.

I'm not sure that's true. It's possible to know of flaws in your best
plan, but still not know of anything better. And creating something
better often takes time.

Example?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Are common preferences always possible?
Date: January 18, 2012 at 2:06 AM

On Wed, Jan 18, 2012 at 12:24 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 17, 2012, at 9:17 PM, Josh Jordan wrote:

On Wed, Jan 18, 2012 at 12:05 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 17, 2012, at 8:53 PM, Josh Jordan wrote:

On Jan 16, 11:35 am, Elliot Temple <c...@curi.us> wrote:
Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, 
even if you know of flaws in it.

What if those flaws are superstition? Or TCS-coercion?

If it's really the best plan,

Well, OK, that's a sneaky premise.

My basic point is that if you know a criticism of it, then it's *not* the best plan 
available to you.

I'm not sure that's true. It's possible to know of flaws in your best
plan, but still not know of anything better. And creating something
better often takes time.

Example?

Bob has received last-minute tickets for a concert in New York and he
just now leaving his home in Boston to drive there in his car. He
plans to follow the directions given by his GPS.  The thing he wants
most is to arrive in time for the concert without breaking any laws of
the road, but, since he doesn't like driving, he also wants to spend
as little time as possible behind the wheel. It says the drive will
take 4.5 hours following the posted speed limits, which will get him



there just in time for the concert. However, Bob also remembers that
last week, when he rode to New York with his friend Jane around the
same time of day, she didn't speed, and the trip took only 3.5 hours.
Unfortunately, he doesn't remember the route she took, and he
misplaced his cell phone. So, even though he knows he could do better,
following the GPS right now is still the best plan he can think of.

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Are common preferences always possible?
Date: January 18, 2012 at 2:37 AM

On Jan 18, 2:06 am, Josh Jordan <j...@joshjordan.name> wrote:
On Wed, Jan 18, 2012 at 12:24 AM, Elliot Temple <c...@curi.us> wrote:

On Jan 17, 2012, at 9:17 PM, Josh Jordan wrote:

On Wed, Jan 18, 2012 at 12:05 AM, Elliot Temple <c...@curi.us> wrote:

On Jan 17, 2012, at 8:53 PM, Josh Jordan wrote:

On Jan 16, 11:35 am, Elliot Temple <c...@curi.us> wrote:
Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, 
even if you know of flaws in it.

What if those flaws are superstition? Or TCS-coercion?

If it's really the best plan,

Well, OK, that's a sneaky premise.

My basic point is that if you know a criticism of it, then it's *not* the best plan 
available to you.

I'm not sure that's true. It's possible to know of flaws in your best
plan, but still not know of anything better. And creating something
better often takes time.

Example?

Bob has received last-minute tickets for a concert in New York and he
just now leaving his home in Boston to drive there in his car. He
plans to follow the directions given by his GPS.  The thing he wants
most is to arrive in time for the concert without breaking any laws of
the road, but, since he doesn't like driving, he also wants to spend



as little time as possible behind the wheel. It says the drive will
take 4.5 hours following the posted speed limits, which will get him
there just in time for the concert. However, Bob also remembers that
last week, when he rode to New York with his friend Jane around the
same time of day, she didn't speed, and the trip took only 3.5 hours.
Unfortunately, he doesn't remember the route she took, and he
misplaced his cell phone. So, even though he knows he could do better,
following the GPS right now is still the best plan he can think of.

To clarify that last sentence, he knows he could do better with more
wealth (a better GPS navigator, for example) or knowledge, but he
doesn't have a better plan. What he does have is a criticism of his
current plan, in the sense that he knows that a much shorter route
exists.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Problems Soluble -- Good?
Date: January 18, 2012 at 4:58 AM

On 18 Jan 2012, at 04:08, David Deutsch <david.deutsch@qubit.org> wrote:

On 18 Jan 2012, at 12:25am, Richard Fine wrote:

On 16 Jan 2012, at 04:00, Elliot Temple <curi@curi.us> wrote:

Suppose my position regarding problems being soluble is true.

Would that be good?

Any concerns or worries? Any downsides or negative aspects? Any reason to 
regret it being true, or prefer something else?

Sometimes there are people who wish me harm (like terrorists), but are
prevented from causing me harm by some problem - like it being
difficult to build a bomb, or it being difficult to evade the police.

Isn't it bad that the problems they face are soluble? No matter what
measures I might take to defend myself, this position holds that they
will always find some way to circumvent my defences.

Not all the solutions to their problem would involve doing me harm.
Others, for example, would involve changing their preferences so that
they don't wish to do me harm any more. If their solution doesn't harm
me, then it's good that they solved their problem, because then they
can begin directing their creativity towards better problems.

At the same time, the position isn't that problems are soluble
specifically /for them/ - it applies to me too, so the fact that their
solution will harm me is itself a problem, and so is also soluble. No
matter what measures they might take to attack me, there will always
be some solution for me.

But not all the solutions to my problem involve avoiding being harmed.
Some involve changing my preferences to not want to not be harmed...



I'm not convinced that that's a good state of affairs. As much as I
might learn to enjoy being blown up and dying, it doesn't seem like
that'd be good for the growth of knowledge in general.

The terrorists' problem would be solved by turning good.

Indeed, but isn't it only one of the possible solutions? And doesn't
the position "problems are soluble" just mean that *some* solution
exists, not that *this* solution exists?

Ah, but "turning good" is addressing a deeper problem, isn't it? It's
not that "I want to build a bomb but it's difficult" is solved by
"stop wanting to build bombs, and turn good" - turning good is an
unnecessary addition to that solution, because they could stop wanting
to build bombs and build guns instead and that'd solve their bomb
problem.

"Turn good" is actually the solution to a problem that is motivating
their bomb-building (via several layers of indirection) - the problem
of how to improve their lives. For that problem, there are no other
solutions that we don't have criticisms of.

Their entire bomb-building pursuit - successful or not - is in error,
because they think they have solved the problem of how to improve
their lives, but in fact their solution is mistaken.

Conflicts such as the one you outline are basically why the principle of optimism 
is "all evils are due to lack of knowledge" rather than "all things that could 
happen, will happen when we have enough knowledge".

Right; the evil in this case is happening because the terrorists don't
know why being terrorists is bad, not because they don't know how to
be effective terrorists...

- Richard

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: [BoI] Citing objective truths
Date: January 18, 2012 at 5:04 AM

On 18 Jan 2012, at 04:08, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Tue, Jan 17, 2012 at 4:25 PM, Richard Fine <richard.fine@gmail.com> 
wrote:

But not all the solutions to my problem involve avoiding being harmed.
Some involve changing my preferences to not want to not be harmed...

No, because that's an objectively bad preference.

Your analysis of the conflict neglects the objective truth of which
way of resolving it is best.

I understand how it is that we can have methods of growing knowledge
that progress towards objective truth - that there is a truth of the
matter in things like which preferences to have.

But I do not understand how it is possible to claim that particular
things are objectively true. We know that's where we're going but we
don't know when we've got there.

Does it just mean "objectively true, to the best of our knowledge" -
i.e. our current best theory? And is equivalent to "we have unrefuted
criticisms/no unrefuted criticisms of the idea?"

- Richard

-- 



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Re: Art = science, philosophy, or other?
Date: January 18, 2012 at 7:22 AM

On 17 Jan 2012, at 11:27 AM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Tue, Jan 17, 2012 at 4:39 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 17 Jan 2012, at 10:29 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

So I realized why I don't know how to tackle *art*. Its because art
has absolutely no meaning outside the context of the mind. We can not
speak of objective truth in art without consideration of the human
mind. So outside of the human mind, art has no meaning. Thats why I
was talking about art expression, rather than art.

Why would it have no meaning outside the mind? Does morality have no 
meaning outside the mind too? If not, why are these two things different?

Morality *is* morality because of the human mind; so morality does not
exist outside the context of the human mind. Human minds interpret
their sense data creating explanations of their environments and thus
making complex decisions based on those explanations while non-human
animals do not; hence we are moral entities while they are not.

Also it presumably wouldn't be objective if it only existed in minds, right? 
Because that's like the definition of subjective.

The brain is part of the physical space and the entire physical space
is the complete set of objective truths; hence objectivity.

And the mind is an emergent level resulting from the brain. And the
mind is part of the meta-physical space. And each mind's meta-physical
space is different; hence subjectivity.

So are you saying it's objective in the sense that there is objective truth for any 
one person, but between people it's subjective?

Isn't this a different use of 'objective' from what the rest of us/BoI is talking about? 
I.e. we think it's objective *across people*.



Have you read the Flowers chapter in BoI? Do you have any criticisms of the 
idea that art is objective that he talks about there?

I haven't read it yet but I think I know what its about.

FWIW I don't think I've seen the arguments mentioned here, and they're not 
obvious/trivial, so I'd be surprised if you knew before reading it or seeing his talk 
on it. (I didn't.)

Beauty is
objective in that it is a direct result of the physical space. And the
entire physical space is the complete set of objective truths.

No, BoI argues against this strongly. It says there are ABSTRACT truths, which 
are true despite not being physical. (The full argument for this is in a different 
chapter -- the Reality of Abstractions -- rather than the beauty one. There are 
different arguments in the beauty one.)

Beauty is in the set of abstract truths.

And
brains are part of the physical space. And all animal brains are alike
in many ways so this means that they share a set of objective truths.

But human brains are very different from each other. No two brains
have the same set of neural pathways. So each brain has its own set of
objective truths apart from the set of objective truths that it shares
with all other brains. Now this is still classified as objectivity
because we're still talking about the brain, not the mind.

When we consider the mind, we're talking about subjectivity. Each
human mind interprets its sense data vastly differently than any other
human mind. This results in vastly different explanations of their
environments and thus vastly different knowledge networks; hence
subjectivity.

So there are some different words here



- true vs neither true nor false

- objective vs subjective

And there are some different things these could apply to

- neural pathways in brains

- ideas in brains (aka minds)

- reality / what ideas in brains are referring to

- abstract reality

- physical reality

I think you are confusing truthness with objectiveness.  You're using the word 
'objective', when the rest of us use the word 'true'.

Subjective/object is not a property of ideas/brains (e.g. 'god exists', 'it's wrong to 
hurt people', etc.). It's a property of fields (e.g. aesthetics, morality, theology, 
physics, etc.).

Either objective truth is possible in those fields, or it's impossible in which case 
that means they're subjective fields. (So religion is an example of a subjective 
field, whereas physics is an objective field.)

Whether a particular brain thinks a particular thing or not is an objective, physical 
fact. But because people can be mistaken, the *theory that it thinks is true* may 
not be true. It may differ from the objective fact of what that theory is about.

Subjectivity is not the difference between the mind and the brain. The distinction 
about subjective or objective is an opinon about whether the field being referred 
to in theories really exists, or not. When people say 'morality is subjective', that 
doesn't mean 'morality is something thought about by minds', they mean 'there is 
no objective truth of the matter, so when minds think about it they're not thinking 
about anything real'.



One can have a false idea about something that is true/objective/exists. So 
maybe you have a false idea about electrons -- this isn't subjective, it's just a 
mistaken idea about the properties of an objective thing namely electrons.

Here's a truth table of what I think the distinctions are:
http://db.tt/ZSHQVRLq

--
Lulie Tanett

http://db.tt/ZSHQVRLq


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Art = science, philosophy, or other?
Date: January 18, 2012 at 7:56 AM

On 17 Jan 2012, at 11:37 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 8/28/2011 4:40 AM, Lulie Tanett wrote:
"Painting is a science, and should be pursued as an inquiry into the laws of 
nature. Why, then, may not landscape painting be considered a branch of 
natural philosophy, of which pictures are but the experiments?" -- Constable, 
19th century landscape painter.

Why indeed?

How come art isn't considered as a type of science, where you can test 
different theories by, say, drawing them and seeing which drawing works out?

If it is possible that some drawings would 'work out' better than other drawings, 
then it must be that there is some problem(s) that the drawings attempt to solve 
- aesthetic problems.

Yes.

A drawing that "works out better" is one that solves the problems better.

Here is two different definitions of 'problem' from a recent post of Elliot's to this 
list:

Problem-1: (we might call it "human problem"): "a matter or situation regarded 
as unwelcome or harmful and needing to be dealt with and overcome"

Problem-2: (we might call it an "abstract problem"): "a thing that is difficult to 
achieve or accomplish"

Are aesthetic problems problem-1s or problem-2s? I think both are present; the 
problem of how to paint a photorealistic image is a problem-2, but "I want to 
paint a photorealistic image and I don't know how" is a problem-1.

Note that aesthetics itself doesn't refer to people (or else it would be a subjective 
field). It's only our trying to understand it that's of p-1 or p-2.



When we describe art entirely in terms of "the artist expressing their feelings," 
and so on, we're focusing on the problem-1s and ignoring the problem-2s.

No, I don't think they're even necessarily doing that. Sometimes they're perfectly 
happy, but would enjoy throwing paint around even more. This isn't a 
harmful/unwelcome thing, it's just a thing they could do.

In addition, throwing paint around may not even solve their problem of expressing 
feelings. Some artists get frustrated that the picture doesn't come out how they 
want, including artists who think it doesn't express their feelings enough.

So it could be one or the other or both or neither. With modern artists it's usually 
neither. Very rarely if ever would it be just p-1, unless there was like a deadline or 
something.

We restrict the problems that we're considering to those that happen to be 
encountered by artists, as opposed to all the possible problems we can think of; 
and we start from a very parochial position, which is good because it ensures 
we're solving a problem that is actually faced by people, but bad because we 
(usually) fail to generalize.

There is nothing inherently wrong about starting from a parochial position -- 
usually we must. Failing to generalise has nothing to do with where you start from 
(even if you start from somewhere parochial), it has to do with whether you're 
trying to generalise and understand something in depth or not.

When we describe art entirely in terms of the techniques used, we're focusing 
on the problem-2s, and ignoring the problem-1s.

I guess, although note in real life p-1 can come up even when the artist is 
otherwise technique-focused (e.g. the deadlines example).

We aren't restricting the problems we're considering to those specifically 
encountered by artists; we might look at some element in a painting, and 
develop ideas about it, when in truth the artist never cared about that particular 
aspect.

You mean when we're looking at a painting? Sure I guess. But so what?



We start from a less parochial position in that we are considering technique in a 
generalized manner [so] we are able to develop deeper theories that will impact 
a wider range of problem-situations (and so the chances that someone will find 
it useful *somehow* improve).

You mean viewers or artists? Artists can look at their paintings like viewers.

Why would one or the other be not able to do either parochial or general? Or 
what are you actually saying?

We're no longer directly addressing problem-1s, but many solutions to problem-
1s include the solutions to problem-2s:

That's true.

the solution to the problem-1 "I want to paint a photorealistic picture and I don't 
know how" encodes the solution to the problem-2 "how to paint a photorealistic 
picture."

Sure.

What does this post have to do with my original question you quoted, about why 
art isn't considered a science?

--
Lulie Tanett



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Art = science, philosophy, or other?
Date: January 18, 2012 at 7:58 AM

On 17 Jan 2012, at 11:44 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Tue, Jan 17, 2012 at 5:37 AM, Richard Fine <richard.fine@gmail.com> 
wrote:

On 8/28/2011 4:40 AM, Lulie Tanett wrote:

"Painting is a science, and should be pursued as an inquiry into the laws
of nature. Why, then, may not landscape painting be considered a branch of
natural philosophy, of which pictures are but the experiments?" --
Constable, 19th century landscape painter.

Why indeed?

How come art isn't considered as a type of science, where you can test
different theories by, say, drawing them and seeing which drawing works out?

If it is possible that some drawings would 'work out' better than other
drawings, then it must be that there is some problem(s) that the drawings
attempt to solve - aesthetic problems. A drawing that "works out better" is
one that solves the problems better.

Here is two different definitions of 'problem' from a recent post of
Elliot's to this list:

Problem-1: (we might call it "human problem"): "a matter or situation
regarded as unwelcome or harmful and needing to be dealt with and 
overcome"

Problem-2: (we might call it an "abstract problem"): "a thing that is
difficult to achieve or accomplish"

Are aesthetic problems problem-1s or problem-2s? I think both are present;
the problem of how to paint a photorealistic image is a problem-2, but "I



want to paint a photorealistic image and I don't know how" is a problem-1.

Well an aesthetic problem is a problem-2. The second thing you mention
is not an aesthetic problem.

Yes exactly. Forgot to mention this in my post.

--
Lulie Tanett

-- 



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Art = science, philosophy, or other?
Date: January 18, 2012 at 8:04 AM

On 17 Jan 2012, at 12:53 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 17 Jan 2012, at 11:37, Richard Fine <richard.fine@gmail.com> wrote:

Are aesthetic problems problem-1s or problem-2s? I think both are present; 
the problem of how to paint a photorealistic image is a problem-2, but "I want 
to paint a photorealistic image and I don't know how" is a problem-1.

That's not a very good example of a problem-1, because it's not clear
that the problem is aesthetic. A better example is something like "I
don't like how unrealistic my painting looks."

That's a better example of how it's p-1, but it's still not necessarily an aesthetic 
problem, because of what you say below:

We're no longer directly addressing problem-1s, but many solutions to 
problem-1s include the solutions to problem-2s: the solution to the problem-1 "I 
want to paint a photorealistic picture and I don't know how" encodes the 
solution to the problem-2 "how to paint a photorealistic picture."

There's a mistake here: only some of the solutions to the problem-1 "I
want to paint a realistic picture and I don't know how" encode
solutions to the problem-2 "how to paint a realistic picture."

For example, there are some solutions to the problem-1 that involve
changing your wants, so that you don't want to paint a realistic
picture any more. Those solutions don't encode any information about
how to paint realistic pictures.

Yes, so that's why it's not an aesthetic problem. (In solving it you might use 
aesthetic solutions, but as you say not necessarily.)

This is a problem with only considering art from a technique point of
view: it does not address non-art solutions to problem-1s faced by
artists. For example, what one should paint in the first place.



This is not a problem, because *as you said* that's referring to *non*-art issues. 
Everyone faces issues like this ("I don't have X skill but I want to"), not just artists. 
Problems of aesthetics is not defined by "problems artists have". What to paint in 
the first place may well involve non-aesthetic criteria, like what would be fun or 
what would promote your ideology or whatever.

--
Lulie Tanett



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Objectivity vs Subjectivity (was: [BoI] Re: Art = science, philosophy, or 
other?)
Date: January 18, 2012 at 8:06 AM

On Wed, Jan 18, 2012 at 6:22 AM, Lulie Tanett <luliet@gmail.com> wrote:
On 17 Jan 2012, at 11:27 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Tue, Jan 17, 2012 at 4:39 AM, Lulie Tanett <luliet@gmail.com> wrote:
On 17 Jan 2012, at 10:29 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

So I realized why I don't know how to tackle *art*. Its because art
has absolutely no meaning outside the context of the mind. We can not
speak of objective truth in art without consideration of the human
mind. So outside of the human mind, art has no meaning. Thats why I
was talking about art expression, rather than art.

Why would it have no meaning outside the mind? Does morality have no 
meaning outside the mind too? If not, why are these two things different?

Morality *is* morality because of the human mind; so morality does not
exist outside the context of the human mind. Human minds interpret
their sense data creating explanations of their environments and thus
making complex decisions based on those explanations while non-human
animals do not; hence we are moral entities while they are not.

Also it presumably wouldn't be objective if it only existed in minds, right? 
Because that's like the definition of subjective.

The brain is part of the physical space and the entire physical space
is the complete set of objective truths; hence objectivity.

And the mind is an emergent level resulting from the brain. And the
mind is part of the meta-physical space. And each mind's meta-physical
space is different; hence subjectivity.

So are you saying it's objective in the sense that there is objective truth for any 
one person, but between people it's subjective?



Objective when we're talking about the brain; the brain is tangible,
as in it is part of the physical space.

Subjective when we're talking about the mind; the mind is intangible,
as in it is part of the meta-physical space.

Isn't this a different use of 'objective' from what the rest of us/BoI is talking 
about? I.e. we think it's objective *across people*.

I don't think so. I looked up the words objective and subjective.
Subjective is mind-dependent while objective is mind-independent.

Have you read the Flowers chapter in BoI? Do you have any criticisms of the 
idea that art is objective that he talks about there?

I haven't read it yet but I think I know what its about.

FWIW I don't think I've seen the arguments mentioned here, and they're not 
obvious/trivial, so I'd be surprised if you knew before reading it or seeing his talk 
on it. (I didn't.)

I don't think that BoI deviates from Popper's understanding of
objective truths. And I learned that from discussion with Elliot. So
you could say that I read the Flowers chapter indirectly through
discussions with Elliot.

Beauty is
objective in that it is a direct result of the physical space. And the
entire physical space is the complete set of objective truths.

No, BoI argues against this strongly. It says there are ABSTRACT truths, which 
are true despite not being physical. (The full argument for this is in a different 
chapter -- the Reality of Abstractions -- rather than the beauty one. There are 
different arguments in the beauty one.)

Beauty is in the set of abstract truths.



Yes there are objective truths in the meta-physical space too. I also
argued for that in this thread _The physical vs meta-physical spaces_,
see the last two posts:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/803fcfe8b6ab3183/8b8c711bdc5bc515?
lnk=gst&q=meta-physical#8b8c711bdc5bc515

I also argued for that same thing in the art thread. It is the
objective truths (math) in the meta-physical space that cause our
feelings to be affected by chaos/order in a painting.

And
brains are part of the physical space. And all animal brains are alike
in many ways so this means that they share a set of objective truths.

But human brains are very different from each other. No two brains
have the same set of neural pathways. So each brain has its own set of
objective truths apart from the set of objective truths that it shares
with all other brains. Now this is still classified as objectivity
because we're still talking about the brain, not the mind.

When we consider the mind, we're talking about subjectivity. Each
human mind interprets its sense data vastly differently than any other
human mind. This results in vastly different explanations of their
environments and thus vastly different knowledge networks; hence
subjectivity.

So there are some different words here

- true vs neither true nor false

- objective vs subjective

And there are some different things these could apply to

- neural pathways in brains

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/803fcfe8b6ab3183/8b8c711bdc5bc515?lnk=gst&q=meta-physical#8b8c711bdc5bc515


Objective.

- ideas in brains (aka minds)

Subjective.

Lets not interchange brains with minds. This is a mistake.

- reality / what ideas in brains are referring to

The mind's representation of the physical space. This representation
is part of the meta-physical space.

But there are no ideas in brains. Ideas only exist in the mind.

Note that there exists a huuuuuuuge jump in emergence between the
brain and the mind.

- abstract reality

The meta-physical space.

- physical reality

The physical space.

I think you are confusing truthness with objectiveness.  You're using the word 
'objective', when the rest of us use the word 'true'.

Well I learned about *objective truth* from discussions with Elliot
and as I understand it, the definition I learned is one that Popper
defined.



But yesterday I read the Socrates chapter and David uses a definition
of objective truth that confused me; meaning his definition didn't
reconcile with what I understood objective truth to mean.

So maybe I don't understand it. This is what I understood:

Objective truth is absolute truth. There is no error in it. And when
humans learn, we are discovering conjectural knowledge; which could
and most likely does have error in it. And by error I mean the
difference between the conjectural knowledge and its associated
objective truth. So a piece of conjectural knowledge may or may not be
an objective truth. We will never know. All conjectural knowledge is
fallible.

Subjective/object is not a property of ideas/brains (e.g. 'god exists', 'it's wrong to 
hurt people', etc.). It's a property of fields (e.g. aesthetics, morality, theology, 
physics, etc.).

Either objective truth is possible in those fields, or it's impossible in which case 
that means they're subjective fields. (So religion is an example of a subjective 
field, whereas physics is an objective field.)

Yes if a field involves the mind, then it is subjective. But if the
field does not involve the mind, then it is objective.

Whether a particular brain thinks a particular thing or not is an objective, 
physical fact.

Brains don't think; minds do.

I'm not sure what you mean.

But because people can be mistaken, the *theory that it thinks is true* may not 
be true.

Yes this is called conjectural knowledge.



It may differ from the objective fact of what that theory is about.

Yes the difference is the error of that theory. And that error
represents the difference between the conjectural knowledge and its
associated objective truth.

Subjectivity is not the difference between the mind and the brain. The distinction 
about subjective or objective is an opinion about whether the field being referred 
to in theories really exists, or not.

I'm confused by that. But I think I explained it above.

When people say 'morality is subjective', that doesn't mean 'morality is 
something thought about by minds', they mean 'there is no objective truth of the 
matter, so when minds think about it they're not thinking about anything real'.

But morality does have objective truths. For example, no two human
minds are alike. They have vastly different knowledge networks. This
is an objective truth.

And so it is moral for humans to respect each others autonomy; hence
liberalism, ARR, and TCS.

One can have a false idea about something that is true/objective/exists. So 
maybe you have a false idea about electrons -- this isn't subjective, it's just a 
mistaken idea about the properties of an objective thing namely electrons.

Thats right. Its conjectural knowledge that happens to be incorrect,
meaning it has error with respect to its associated objective truth.

Here's a truth table of what I think the distinctions are:
http://db.tt/ZSHQVRLq

I didn't mean to suggest that there are no objective truths in the

http://db.tt/ZSHQVRLq


meta-physical space. All of math exists in the meta-physical space.
And a lot of that is objective truth. I've been arguing for this in
the other thread I mentioned.

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Breaking a problem into parts (Was: we can always act on non-
criticized ideas)
Date: January 18, 2012 at 8:21 AM

On Jan 17, 2012 10:12 PM, "David Deutsch" <david.deutsch@qubit.org> wrote:
On 17 Jan 2012, at 11:03pm, Rami Rustom wrote:

Breaking problems down into smaller parts. Each
child part is easier to tackle than its parent part.

Just for the record: that is just one of many patterns of problem solving. 
Sometimes a problem is better solved by aggregating smaller problems into a 
larger one.

That makes sense but I can't come up with an example.

This especially happens at jumps to universality,

I read this 3 times on 3 different occasions. But still confused. What
do you mean?

-- Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Are common preferences always possible?
Date: January 18, 2012 at 8:32 AM

On Tue, Jan 17, 2012 at 11:05 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 17, 2012, at 8:53 PM, Josh Jordan wrote:

On Jan 16, 11:35 am, Elliot Temple <c...@curi.us> wrote:
Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, even 
if you know of flaws in it.

What if those flaws are superstition? Or TCS-coercion?

If it's really the best plan,

Well, OK, that's a sneaky premise.

My basic point is that if you know a criticism of it, then it's *not* the best plan 
available to you.

Flaws/mistakes don't help anything.

then it makes sense to act on it, even
if the flaws are superstition or the the result "TCS-coercion."  If a
plan entails aggressive violence towards innocents, however, I think
both the potential damage to others and our own potential for
fallibility are so great that it's hard to imagine situations when
that would be the *best* plan.

Whatever happens, acting against one's best judgment -- e.g. by disregarding 
criticisms of flaws one knows -- is only going to make things worse.

You don't have to disregard those criticisms, but coming up with a
better explanation can take time.

But the relevant sort of criticism of a plan is criticism for its use *right now*. So if 
you use it right now, you are disregarding those criticisms.

If the criticism is just "could be better with more work, but is best plan available 



now" then that *is simply not a criticism of the plan to use it for now*.

It's possible to move ahead with the
best theory you currently have while actively searching for that
better explanation, or at least remaining open to learning one.

If you have a plan/explanation like, "I should go ahead with X, while also 
spending some time searching for improvements" then:

A) criticisms of X are not criticisms of this plan

B) i'm guessing you have no criticisms, at all, of this plan

C) if you do have criticisms of this plan, then you shouldn't go ahead with it.

This is like my flagging idea that I wrote about in _Are over-analyze
and over-think fallacious terms?_
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/fd0e42ef17dde2c9/b34b12a39f23fa85?
lnk=gst&q=over+think#b34b12a39f23fa85

And what flagging does is remove the self-coercion, which removes the distress.

-- Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/fd0e42ef17dde2c9/b34b12a39f23fa85?lnk=gst&q=over+think#b34b12a39f23fa85


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Art = science, philosophy, or other?
Date: January 18, 2012 at 8:33 AM

On Wed, Jan 18, 2012 at 1:04 PM, Lulie Tanett <luliet@gmail.com> wrote:
On 17 Jan 2012, at 12:53 PM, Richard Fine <richard.fine@gmail.com> wrote:

There's a mistake here: only some of the solutions to the problem-1 "I
want to paint a realistic picture and I don't know how" encode
solutions to the problem-2 "how to paint a realistic picture."

For example, there are some solutions to the problem-1 that involve
changing your wants, so that you don't want to paint a realistic
picture any more. Those solutions don't encode any information about
how to paint realistic pictures.

Yes, so that's why it's not an aesthetic problem. (In solving it you might use 
aesthetic solutions, but as you say not necessarily.)

So, any problem that doesn't *have* to be solved by aesthetic
solutions, is not an aesthetic problem?

This means that all aesthetic problems must be problem-2s, because
problem-1s can always be solved by changing preferences. So all
aesthetic problems are abstract, and it is not possible for a person
to be coerced by an aesthetic problem.

This is not a problem, because *as you said* that's referring to *non*-art issues. 
Everyone faces issues like this ("I don't have X skill but I want to"), not just 
artists. Problems of aesthetics is not defined by "problems artists have". What to 
paint in the first place may well involve non-aesthetic criteria, like what would be 
fun or what would promote your ideology or whatever.

OK, I think this agrees with what I said above. I have a better
understanding of what you mean by "aesthetic problem" now.

A lot of the people involved in the study of art focus on the problems
faced by the artist; this is a mistake, in the sense that they're not
actually studying art at that point, but something else.



- Richard



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 18, 2012 at 8:40 AM

On Jan 13, 2:29 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Jan 5, 2012 at 9:25 AM, stephen.p...@gmail.com

<stephen.p...@gmail.com> wrote:
On Jan 5, 9:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

He could just have proposed conjectures and looked to see if those 
conjectures explained the data, or he could have heard of conjectures 
proposed by other people and decided to test them.

If Matuyama got the idea from Brunhes and Mercanton, that fact would
just push the question back to how Brunhes and Mercanton came up with
the idea.  It was not the most parsimonious explanation given what was
known at the time.  Oreskes points out that most geologists thought
“the data were unstable.  Perhaps some minerals did not record the
surrounding field, but somehow reversed direction.  Or perhaps the
polarities were altered by later events.”  Oreskes also notes “the
origin of the earth’s field was then unknown; to postulate reversals
in a field of unknown origin was speculative in the extreme.”

Neither Brunhes and Mercanton nor Matuyama came up with this idea in a
vacuum.  They were responding to data.  Their insight was to reject
the idea that the data were unstable and reason that the data would be
consistent throughout the earth.  That is an instance of induction.

This says they were "responding to the data". But so were the people



who they disagreed with.

The data did not guide their colleagues to the same response that
Brunhes et al. decided on.

So the data must have been ambiguous or unclear, right? There is some
key part of this story other than the data.

Both groups had the data and paid attention to it -- that part is the
same -- but there is some other part which is different, and which is
crucial to explaining what happened.

It took an imaginative, speculative conjecture to make the break
through, not merely "responding to data".

How does one explain this thing that is not responding to the data in
an inductivist worldview? What was it and how does it work?

In the Popperian view, rather than responding to *data*, people
respond to *problems*: they use imagination and creativity to try to
come up with ideas which address the *problems* (not data) which they
are thinking about. (Some problems, of course, do reference or involve
some data.) And they criticize their ideas by how well they solve the
problems and other ways (including whether they are refuted by data,
or not).

I realize that some scientists are theoreticians.  But sooner or later
doesn’t all science involve data?

I’ve started reading Popper’s Conjectures and Refutations.  If I
understand him correctly, he acknowledges that data-and-hypothesis is
a chicken-and-egg question but that the regression is not infinite.
It terminates with inborn hypotheses that are not logically valid a
priori.

One such inborn hypothesis is the idea that, when event A has
repeatedly occurred in conjunction with event B, it will continue to
do so.  In fact, we assume there must be some causal relationship
between the two.  But I don’t think anyone has yet shown why that
belief is logically valid.



In my opinion, both Popperians and inductive scientists accept
causality . . . but maybe for different reasons.  Perhaps they believe
they have solved the problem of induction; perhaps they accept
causality uncritically; perhaps they believe it is logically valid a
priori; perhaps they accept it for pragmatic reasons.

For all practical purposes, this appears to be a distinction without a
difference.

replication of earlier results increases the probable
truth of the hypothesis.

How much?

Can anyone give a worked example with numbers?

Please see the following article about the link between blood pressure
and cardiovascular risk:

http://www.sciencedirect.com/science/article/pii/S0140673602119118

Prior to conducting this meta-analysis, there appeared to be a
threshold between systolic blood pressure (SBP) of 140 and 160
(depending on age) below which there was no elevated cardiovascular
risk.  That was because there were so few cardiovascular events at
those lower blood pressures that individual studies didn’t show
statistically significant results.  After the meta-analysis of 61
studies involving one million participants, the investigators
concluded that the risk for people with SBP of 140 is double the risk
of those with SBP of 120.

While neither conclusion is certainly true, isn’t the second
conclusion more probably true?

Steve

http://www.sciencedirect.com/science/article/pii/S0140673602119118


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Art = science, philosophy, or other?
Date: January 18, 2012 at 8:45 AM

On 18 Jan 2012, at 01:33 PM, Richard Fine <richard.fine@gmail.com> wrote:
On Wed, Jan 18, 2012 at 1:04 PM, Lulie Tanett <luliet@gmail.com> wrote:

On 17 Jan 2012, at 12:53 PM, Richard Fine <richard.fine@gmail.com> wrote:

There's a mistake here: only some of the solutions to the problem-1 "I
want to paint a realistic picture and I don't know how" encode
solutions to the problem-2 "how to paint a realistic picture."

For example, there are some solutions to the problem-1 that involve
changing your wants, so that you don't want to paint a realistic
picture any more. Those solutions don't encode any information about
how to paint realistic pictures.

Yes, so that's why it's not an aesthetic problem. (In solving it you might use 
aesthetic solutions, but as you say not necessarily.)

So, any problem that doesn't *have* to be solved by aesthetic
solutions, is not an aesthetic problem?

Yes.

This means that all aesthetic problems must be problem-2s, because
problem-1s can always be solved by changing preferences.

Yeah.

So all
aesthetic problems are abstract,

I don't see how that follows.

All aethetic problems are abstract for a different reason. (Also btw many aesthetic 
problems are solved by ideas about the physical reality, e.g. how light gets 
absorbed.)



and it is not possible for a person
to be coerced by an aesthetic problem.

Not any more than a person could be coerced by a math problem. The coercion 
is happening at a different (non-aesthetic/mathematical) level.

This is not a problem, because *as you said* that's referring to *non*-art 
issues. Everyone faces issues like this ("I don't have X skill but I want to"), not 
just artists. Problems of aesthetics is not defined by "problems artists have". 
What to paint in the first place may well involve non-aesthetic criteria, like what 
would be fun or what would promote your ideology or whatever.

OK, I think this agrees with what I said above. I have a better
understanding of what you mean by "aesthetic problem" now.

A lot of the people involved in the study of art focus on the problems
faced by the artist; this is a mistake, in the sense that they're not
actually studying art at that point, but something else.

It's not a mistake for individuals to focus on them if they have those problems.

It's a mistake to think those problems are aesthetic problems. But do you have 
any examples of where people actually mistake those two things for each other?

--
Lulie Tanett



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Breaking a problem into parts (Was: we can always act on non-
criticized ideas)
Date: January 18, 2012 at 12:00 PM

On 18 January 2012 13:21, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 17, 2012 10:12 PM, "David Deutsch" <david.deutsch@qubit.org> wrote:

On 17 Jan 2012, at 11:03pm, Rami Rustom wrote:

Breaking problems down into smaller parts. Each
child part is easier to tackle than its parent part.

Just for the record: that is just one of many patterns of problem solving. 
Sometimes a problem is better solved by aggregating smaller problems into a 
larger one.

That makes sense but I can't come up with an example.

This especially happens at jumps to universality,

I read this 3 times on 3 different occasions. But still confused. What
do you mean?

Universality is when a particular solution solves all of the problems
in a given domain. So, for example, the Arabic numeral system is
universal for doing addition, subtraction and multiplication with
positive integers. By contrast, tally marks are useless for doing
those things except for very small numbers. So the jump to
universality as a result of the adoption of Arabic numerals solved the
problem of how to do all of addition, subtraction and multiplication
at the same time. So it's easier to take those problems, that look
very different when expressed in terms of tally marks and invent a way
to solve them all with Arabic numerals than it is to solve them
separately.

Alan

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 18, 2012 at 12:23 PM

On Wed, Jan 18, 2012 at 5:40 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 13, 2:29 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Jan 5, 2012 at 9:25 AM, stephen.p...@gmail.com

replication of earlier results increases the probable
truth of the hypothesis.

How much?

Can anyone give a worked example with numbers?

Please see the following article about the link between blood pressure
and cardiovascular risk:

http://www.sciencedirect.com/science/article/pii/S0140673602119118

Prior to conducting this meta-analysis, there appeared to be a
threshold between systolic blood pressure (SBP) of 140 and 160
(depending on age) below which there was no elevated cardiovascular
risk.  That was because there were so few cardiovascular events at
those lower blood pressures that individual studies didn’t show
statistically significant results.  After the meta-analysis of 61
studies involving one million participants, the investigators
concluded that the risk for people with SBP of 140 is double the risk
of those with SBP of 120.

While neither conclusion is certainly true, isn’t the second
conclusion more probably true?

No. This mixes up:

1) probability of truth of the hypothesis

http://www.sciencedirect.com/science/article/pii/S0140673602119118


2) what probabilities each hypothesis assigns to events

The meta-analysis helped us come up with a new hypothesis (theory,
idea) which did (2) differently.

And the new hypothesis is, further, better than the old one (because
we now have a criticism of the old one, but not the new one. Which is
not a probabilistic distinction).

At no point does this kind of analysis assign probabilities to the
truth of any hypothesis. When it says "double the risk" it's talking
about the probabilities of events (like heart attack), not the
probability of any particular theory of heart attacks being true.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Breaking a problem into parts (Was: we can always act on non-
criticized ideas)
Date: January 18, 2012 at 12:28 PM

On Wed, Jan 18, 2012 at 11:00 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 18 January 2012 13:21, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 17, 2012 10:12 PM, "David Deutsch" <david.deutsch@qubit.org> 
wrote:

On 17 Jan 2012, at 11:03pm, Rami Rustom wrote:

Breaking problems down into smaller parts. Each
child part is easier to tackle than its parent part.

Just for the record: that is just one of many patterns of problem solving. 
Sometimes a problem is better solved by aggregating smaller problems into a 
larger one.

That makes sense but I can't come up with an example.

This especially happens at jumps to universality,

I read this 3 times on 3 different occasions. But still confused. What
do you mean?

Universality is when a particular solution solves all of the problems
in a given domain. So, for example, the Arabic numeral system is
universal for doing addition, subtraction and multiplication with
positive integers. By contrast, tally marks are useless for doing
those things except for very small numbers. So the jump to
universality as a result of the adoption of Arabic numerals solved the
problem of how to do all of addition, subtraction and multiplication
at the same time. So it's easier to take those problems, that look
very different when expressed in terms of tally marks and invent a way
to solve them all with Arabic numerals than it is to solve them
separately.



Ok. But how is that an example of *Sometimes a problem is better
solved by aggregating smaller problems into a larger one*?

-- Rami

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Citing objective truths
Date: January 18, 2012 at 12:29 PM

On Wed, Jan 18, 2012 at 2:04 AM, Richard Fine <richard.fine@gmail.com> 
wrote:

On 18 Jan 2012, at 04:08, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Tue, Jan 17, 2012 at 4:25 PM, Richard Fine <richard.fine@gmail.com> 
wrote:

But not all the solutions to my problem involve avoiding being harmed.
Some involve changing my preferences to not want to not be harmed...

No, because that's an objectively bad preference.

Your analysis of the conflict neglects the objective truth of which
way of resolving it is best.

I understand how it is that we can have methods of growing knowledge
that progress towards objective truth - that there is a truth of the
matter in things like which preferences to have.

But I do not understand how it is possible to claim that particular
things are objectively true. We know that's where we're going but we
don't know when we've got there.

Does it just mean "objectively true, to the best of our knowledge" -
i.e. our current best theory? And is equivalent to "we have unrefuted
criticisms/no unrefuted criticisms of the idea?"

If the objective truth turns out to be something else, it will (as
always) have a reason that satisfies you. You'll be glad and consider
that *even better*.

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Problems Soluble -- Good?
Date: January 18, 2012 at 12:35 PM

On Wed, Jan 18, 2012 at 1:58 AM, Richard Fine <richard.fine@gmail.com> 
wrote:

On 18 Jan 2012, at 04:08, David Deutsch <david.deutsch@qubit.org> wrote:

On 18 Jan 2012, at 12:25am, Richard Fine wrote:

On 16 Jan 2012, at 04:00, Elliot Temple <curi@curi.us> wrote:

Suppose my position regarding problems being soluble is true.

Would that be good?

Any concerns or worries? Any downsides or negative aspects? Any reason 
to regret it being true, or prefer something else?

Sometimes there are people who wish me harm (like terrorists), but are
prevented from causing me harm by some problem - like it being
difficult to build a bomb, or it being difficult to evade the police.

Isn't it bad that the problems they face are soluble? No matter what
measures I might take to defend myself, this position holds that they
will always find some way to circumvent my defences.

Not all the solutions to their problem would involve doing me harm.
Others, for example, would involve changing their preferences so that
they don't wish to do me harm any more. If their solution doesn't harm
me, then it's good that they solved their problem, because then they
can begin directing their creativity towards better problems.

At the same time, the position isn't that problems are soluble
specifically /for them/ - it applies to me too, so the fact that their
solution will harm me is itself a problem, and so is also soluble. No
matter what measures they might take to attack me, there will always
be some solution for me.



But not all the solutions to my problem involve avoiding being harmed.
Some involve changing my preferences to not want to not be harmed...

I'm not convinced that that's a good state of affairs. As much as I
might learn to enjoy being blown up and dying, it doesn't seem like
that'd be good for the growth of knowledge in general.

The terrorists' problem would be solved by turning good.

Indeed, but isn't it only one of the possible solutions? And doesn't
the position "problems are soluble" just mean that *some* solution
exists, not that *this* solution exists?

Whatever the other solution(s) might be, you'll like them *at least as
much* as this idea. You'll have no cause for complaint or it's not a
solution.

-- 



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Breaking a problem into parts (Was: we can always act on non-
criticized ideas)
Date: January 18, 2012 at 12:26 PM

On Jan 18, 6:00 pm, Alan Forrester <alanmichaelforres...@googlemail.com>
wrote:

On 18 January 2012 13:21, Rami Rustom
<ramir...@gmail.com> wrote:

On Jan 17, 2012 10:12 PM, "David Deutsch"
<david.deut...@qubit.org> wrote:

On 17 Jan 2012, at 11:03pm, Rami Rustom wrote:

Breaking problems down into smaller parts. Each
child part is easier to tackle than its parent part.

Just for the record: that is just one of many patterns of problem
solving. Sometimes a problem is better solved by aggregating
smaller problems into a larger one.

That makes sense but I can't come up with an example.

This especially happens at jumps to universality,

I read this 3 times on 3 different occasions. But still confused.

What do you mean?

Universality is when a particular solution solves all of the
problems
in a given domain. So, for example, the Arabic numeral system is
universal for doing addition, subtraction and multiplication with
positive integers. By contrast, tally marks are useless for doing
those things except for very small numbers.

But you can do multiplication, addition and subtraction between positive
integers with tally marks.



When you add you concatenate the two strings together, when you subtract
you shorten the first string by the length of the second, and when you
multiply you concatenate one copy of the first string for each tally mark
in the second.

There is no reason why you can't do this (in principle) with arbitrary
large integers.

It is true that the Arabic system is way more efficient but even it becomes
useless for sufficiently large integers.

So I'm not 100% clear what exactly is the domain where the Arabic system is
universal and the tally mark system isn't.

-- 
Matjaž Leonardis



From: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 18, 2012 at 12:58 PM

On Jan 15, 9:20 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

I think that the current system is better than tyranny, but it leaves many 
problems unsolved.

As every system must.  Problems are inevitable.

So let's suppose that Jim decide he doesn't want to pay tax to sponsor X. Jim 
doesn't manage to persuade voters to get the government to stop doing X, so 
his money will be taken to sponsor X despite the fact that he thinks X is bad. So 
Jim has a problem with X that has not been resolved. If Jack is willing to do Y 
instead of X, he can't enter into an arrangement to do Y instead of X for Jim. So 
it is possible that Y would solve a problem that X wouldn't solve and that the 
obstacle to doing Y is the fact that the government won't allow it.

Capitalism also leaves problems unsolved.  For example, X might be a
public good.

Or there could be a tragedy of the commons.  If there are many
fisherman on a body of water, each of them owning their own boat but
no one owning the water body, each fisherman has an incentive to over-
fish, which makes all of the fishermen worse off.  They might try to
agree not to do that--but all it takes is one fisherman to refuse to
cooperate and the deal is worthless (or even if those fishermen agree,
nothing stops someone else from building a boat and taking all the
fish.)

This problem is soluble like all others--here, many solutions exist.
Some regulatory authority could limit the number of fish a fisherman
can catch per day.  They can only issue a number of licenses to fish



that body.  There are even property-like solutions--you could auction
off rights to catch a certain amount of fish per day, or even
privatize the entire body of water.

But note that all of these solutions involve state intervention.  Even
the last one--no one of those fishermen has the authority to step up
and proclaim himself the owner of the water and begin selling permits
to fish.  Creating a new, better system of property requires
coercion.  That's true even if you obtain the consent of every single
fisherman on the lake--because other people, perhaps yet unborn, might
prefer to use the lake differently.

Instead of a lake, consider an island that a shipwrecked sailor has
reached.  The island already has a few inhabitants, and those
inhabitants have previously agreed to divide the island solely amongst
themselves as property.  Each of the inhabitants refuses to permit the
sailor to use any of the islands resources--though the sailor would
need to do so in order to either survive or escape.  The sailor is
thus coerced by an agreement he or she was not party to.

Jill wants to plant begonia seeds on Bob's plot. Bob doesn't want this. If Bob 
and Jill agree that the plot will only change hands by a consentual arrangement 
then they will both be happy with the result.

But people who have agreed to any of the forms of government and
dispute resolution currently existing in the western world have *not*
agreed to this.  Note that it is the form of dispute resolution that
*creates* Bob's claim to that field--Bob and Jill do not necessarily
agree that it was Bob's field in the first place.  To say it only
changes hands consensually ignores that the initial holding was not
consensual.

"A rational analysis [of social choice problems] must concentrate … on how the 



rules and institutions contribute to the removal of bad policies and the creation 
of new options."

In a democracy in order to remove a bad policy I have to convince millions of 
other people to do it or the government will take my money for that policy 
whether I consent or not.

It's easier to convince majority of millions of people than it is to
convince the entirety of millions of people, which some problems
(tragedies of the commons, public goods) would make necessary.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Breaking a problem into parts (Was: we can always act on non-
criticized ideas)
Date: January 18, 2012 at 1:28 PM

On 18 Jan 2012, at 17:26, Matjaž Leonardis wrote:

On Jan 18, 6:00 pm, Alan Forrester <alanmichaelforres...@googlemail.com> 
wrote:

On 18 January 2012 13:21, Rami Rustom
<ramir...@gmail.com> wrote:

On Jan 17, 2012 10:12 PM, "David Deutsch"
<david.deut...@qubit.org> wrote:

On 17 Jan 2012, at 11:03pm, Rami Rustom wrote:

Breaking problems down into smaller parts. Each
child part is easier to tackle than its parent part.

Just for the record: that is just one of many patterns of problem
solving. Sometimes a problem is better solved by aggregating
smaller problems into a larger one.

That makes sense but I can't come up with an example.

This especially happens at jumps to universality,

I read this 3 times on 3 different occasions. But still confused.

What do you mean?

Universality is when a particular solution solves all of the
problems
in a given domain. So, for example, the Arabic numeral system is
universal for doing addition, subtraction and multiplication with
positive integers. By contrast, tally marks are useless for doing
those things except for very small numbers.

But you can do multiplication, addition and subtraction between positive integers 



with tally marks.

When you add you concatenate the two strings together, when you subtract you 
shorten the first string by the length of the second, and when you multiply you 
concatenate one copy of the first string for each tally mark in the second.

There is no reason why you can't do this (in principle) with arbitrary large 
integers.

It is true that the Arabic system is way more efficient but even it becomes 
useless for sufficiently large integers.

So I'm not 100% clear what exactly is the domain where the Arabic system is 
universal and the tally mark system isn't.

This is explained in BoI pp. 128-129.

Using tally marks is basically the same as counting objects. Doing arithmetic with 
Arabic numerals doesn't involve counting. So you can understand the properties 
of those operations without thinking of them in terms of counting.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Breaking a problem into parts (Was: we can always act on non-
criticized ideas)
Date: January 18, 2012 at 1:30 PM

On 18 Jan 2012, at 17:28, Rami Rustom wrote:

On Wed, Jan 18, 2012 at 11:00 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 18 January 2012 13:21, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 17, 2012 10:12 PM, "David Deutsch" <david.deutsch@qubit.org> 
wrote:

On 17 Jan 2012, at 11:03pm, Rami Rustom wrote:

Breaking problems down into smaller parts. Each
child part is easier to tackle than its parent part.

Just for the record: that is just one of many patterns of problem solving. 
Sometimes a problem is better solved by aggregating smaller problems into 
a larger one.

That makes sense but I can't come up with an example.

This especially happens at jumps to universality,

I read this 3 times on 3 different occasions. But still confused. What
do you mean?

Universality is when a particular solution solves all of the problems
in a given domain. So, for example, the Arabic numeral system is
universal for doing addition, subtraction and multiplication with
positive integers. By contrast, tally marks are useless for doing
those things except for very small numbers. So the jump to
universality as a result of the adoption of Arabic numerals solved the
problem of how to do all of addition, subtraction and multiplication
at the same time. So it's easier to take those problems, that look
very different when expressed in terms of tally marks and invent a way
to solve them all with Arabic numerals than it is to solve them
separately.



Ok. But how is that an example of *Sometimes a problem is better
solved by aggregating smaller problems into a larger one*?

The problem is something like: how do I write down numbers in such a way as to 
make it easy to read and manipulate them? Addition, multiplication and so on are 
just examples of operations that are easier as a result of the numbers having that 
property.

Alan

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Breaking a problem into parts (Was: we can always act on non-
criticized ideas)
Date: January 18, 2012 at 1:53 PM

On Wed, Jan 18, 2012 at 12:30 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 18 Jan 2012, at 17:28, Rami Rustom wrote:

On Wed, Jan 18, 2012 at 11:00 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 18 January 2012 13:21, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 17, 2012 10:12 PM, "David Deutsch" <david.deutsch@qubit.org> 
wrote:

On 17 Jan 2012, at 11:03pm, Rami Rustom wrote:

Breaking problems down into smaller parts. Each
child part is easier to tackle than its parent part.

Just for the record: that is just one of many patterns of problem solving. 
Sometimes a problem is better solved by aggregating smaller problems 
into a larger one.

That makes sense but I can't come up with an example.

This especially happens at jumps to universality,

I read this 3 times on 3 different occasions. But still confused. What
do you mean?

Universality is when a particular solution solves all of the problems
in a given domain. So, for example, the Arabic numeral system is
universal for doing addition, subtraction and multiplication with
positive integers. By contrast, tally marks are useless for doing
those things except for very small numbers. So the jump to
universality as a result of the adoption of Arabic numerals solved the
problem of how to do all of addition, subtraction and multiplication
at the same time. So it's easier to take those problems, that look



very different when expressed in terms of tally marks and invent a way
to solve them all with Arabic numerals than it is to solve them
separately.

Ok. But how is that an example of *Sometimes a problem is better
solved by aggregating smaller problems into a larger one*?

The problem is something like: how do I write down numbers in such a way as 
to make it easy to read and manipulate them? Addition, multiplication and so on 
are just examples of operations that are easier as a result of the numbers 
having that property.

Lets see if I understand. Every time that we realize that there exists
a level of emergence, this is an example of *a problem is better
solved by aggregating smaller problems*. Is that right?

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Breaking a problem into parts (Was: we can always act on non-
criticized ideas)
Date: January 18, 2012 at 2:30 PM

On 18 Jan 2012, at 18:53, Rami Rustom wrote:

On Wed, Jan 18, 2012 at 12:30 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 18 Jan 2012, at 17:28, Rami Rustom wrote:

On Wed, Jan 18, 2012 at 11:00 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 18 January 2012 13:21, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 17, 2012 10:12 PM, "David Deutsch" <david.deutsch@qubit.org> 
wrote:

On 17 Jan 2012, at 11:03pm, Rami Rustom wrote:

Breaking problems down into smaller parts. Each
child part is easier to tackle than its parent part.

Just for the record: that is just one of many patterns of problem solving. 
Sometimes a problem is better solved by aggregating smaller problems 
into a larger one.

That makes sense but I can't come up with an example.

This especially happens at jumps to universality,

I read this 3 times on 3 different occasions. But still confused. What
do you mean?

Universality is when a particular solution solves all of the problems
in a given domain. So, for example, the Arabic numeral system is
universal for doing addition, subtraction and multiplication with
positive integers. By contrast, tally marks are useless for doing
those things except for very small numbers. So the jump to
universality as a result of the adoption of Arabic numerals solved the



problem of how to do all of addition, subtraction and multiplication
at the same time. So it's easier to take those problems, that look
very different when expressed in terms of tally marks and invent a way
to solve them all with Arabic numerals than it is to solve them
separately.

Ok. But how is that an example of *Sometimes a problem is better
solved by aggregating smaller problems into a larger one*?

The problem is something like: how do I write down numbers in such a way as 
to make it easy to read and manipulate them? Addition, multiplication and so 
on are just examples of operations that are easier as a result of the numbers 
having that property.

Lets see if I understand. Every time that we realize that there exists
a level of emergence, this is an example of *a problem is better
solved by aggregating smaller problems*. Is that right?

No. As described in pp. 108-111 of BoI, in emergence we may not be interested 
in the details of what the emergent behaviour emerges from. For example, when 
you boil a kettle you're not interested in the details of what all the water molecules 
are doing. You're not trying to solve the smaller problem at all so to say that 
you're aggregating the smaller problems is wrong.

A better example might go like this. Suppose that you want to work out how long 
it takes a ball to roll down an inclined plane, and you also want to work out how 
long it takes a brick to slide down an inclined plane, but you think of them as 
completely separate problems. Both of those problems might be interesting in 
their own right, and they can both be solved using Newtonian mechanics. So 
trying to solve a larger problem that contains those two problems as a special 
case, allows both of them to be solved.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 18, 2012 at 2:57 PM

On 18 Jan 2012, at 17:58, Donald Crimbchin wrote:

On Jan 15, 9:20 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

I think that the current system is better than tyranny, but it leaves many 
problems unsolved.

As every system must.  Problems are inevitable.

So let's suppose that Jim decide he doesn't want to pay tax to sponsor X. Jim 
doesn't manage to persuade voters to get the government to stop doing X, so 
his money will be taken to sponsor X despite the fact that he thinks X is bad. 
So Jim has a problem with X that has not been resolved. If Jack is willing to do 
Y instead of X, he can't enter into an arrangement to do Y instead of X for Jim. 
So it is possible that Y would solve a problem that X wouldn't solve and that 
the obstacle to doing Y is the fact that the government won't allow it.

Capitalism also leaves problems unsolved.  For example, X might be a
public good.

Solved:

http://fallibleideas.com/public-goods

Or there could be a tragedy of the commons.  If there are many
fisherman on a body of water, each of them owning their own boat but
no one owning the water body, each fisherman has an incentive to over-
fish, which makes all of the fishermen worse off.  They might try to
agree not to do that--but all it takes is one fisherman to refuse to
cooperate and the deal is worthless (or even if those fishermen agree,
nothing stops someone else from building a boat and taking all the
fish.)

http://fallibleideas.com/public-goods


This problem is soluble like all others--here, many solutions exist.
Some regulatory authority could limit the number of fish a fisherman
can catch per day.  They can only issue a number of licenses to fish
that body.  There are even property-like solutions--you could auction
off rights to catch a certain amount of fish per day, or even
privatize the entire body of water.

But note that all of these solutions involve state intervention.  Even
the last one--no one of those fishermen has the authority to step up
and proclaim himself the owner of the water and begin selling permits
to fish.

Why should he need any authority to do that? All that's needed is a way of 
notifying people that a particular body of water is now the property of Joe.

Creating a new, better system of property requires coercion.  That's true even if 
you obtain the consent of every single fisherman on the lake--because other 
people, perhaps yet unborn, might prefer to use the lake differently.

If those other people would like to use the lake then they can do so by getting the 
consent of the property owner. If they're falliblists they will accept that they might 
be wrong about the way they want to use the lake and if they fail to secure the 
rights they could be okay with that.

Instead of a lake, consider an island that a shipwrecked sailor has
reached.  The island already has a few inhabitants, and those
inhabitants have previously agreed to divide the island solely amongst
themselves as property.  Each of the inhabitants refuses to permit the
sailor to use any of the islands resources--though the sailor would
need to do so in order to either survive or escape.  The sailor is
thus coerced by an agreement he or she was not party to.

The sailor could decide to find another island and not be coerced.

Also the islanders did not put the sailor in a position of being dependent, he put 
himself in that position. So if he feels coerced they did not deliberately put him in 
that position: they did not coerce him.

If the government imprisons a man for not paying his taxes they do that in order 
to coerce him.



Jill wants to plant begonia seeds on Bob's plot. Bob doesn't want this. If Bob 
and Jill agree that the plot will only change hands by a consentual 
arrangement then they will both be happy with the result.

But people who have agreed to any of the forms of government and
dispute resolution currently existing in the western world have *not*
agreed to this.  Note that it is the form of dispute resolution that
*creates* Bob's claim to that field--Bob and Jill do not necessarily
agree that it was Bob's field in the first place.  To say it only
changes hands consensually ignores that the initial holding was not
consensual.

It should change hands consentually because this allows better error correction. If 
Bob had the field because the government did something wrong, then that error 
may be corrected by capitalism.

"A rational analysis [of social choice problems] must concentrate … on how the 
rules and institutions contribute to the removal of bad policies and the creation 
of new options."

In a democracy in order to remove a bad policy I have to convince millions of 
other people to do it or the government will take my money for that policy 
whether I consent or not.

It's easier to convince majority of millions of people than it is to
convince the entirety of millions of people, which some problems
(tragedies of the commons, public goods) would make necessary.

Not true, see above.

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 18, 2012 at 4:13 PM

On Jan 18, 12:23 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Jan 18, 2012 at 5:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 13, 2:29 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Jan 5, 2012 at 9:25 AM, stephen.p...@gmail.com

replication of earlier results increases the probable
truth of the hypothesis.

How much?

Can anyone give a worked example with numbers?

Please see the following article about the link between blood pressure
and cardiovascular risk:

http://www.sciencedirect.com/science/article/pii/S0140673602119118

Prior to conducting this meta-analysis, there appeared to be a
threshold between systolic blood pressure (SBP) of 140 and 160
(depending on age) below which there was no elevated cardiovascular
risk.  That was because there were so few cardiovascular events at
those lower blood pressures that individual studies didn’t show
statistically significant results.  After the meta-analysis of 61
studies involving one million participants, the investigators
concluded that the risk for people with SBP of 140 is double the risk
of those with SBP of 120.

While neither conclusion is certainly true, isn’t the second
conclusion more probably true?

No. This mixes up:

http://www.sciencedirect.com/science/article/pii/S0140673602119118


1) probability of truth of the hypothesis

2) what probabilities each hypothesis assigns to events

The meta-analysis helped us come up with a new hypothesis (theory,
idea) which did (2) differently.

And the new hypothesis is, further, better than the old one (because
we now have a criticism of the old one, but not the new one. Which is
not a probabilistic distinction).

At no point does this kind of analysis assign probabilities to the
truth of any hypothesis. When it says "double the risk" it's talking
about the probabilities of events (like heart attack), not the
probability of any particular theory of heart attacks being true.

Okay, that makes sense.  But suppose the meta-analysis resulted in the
same conclusion as earlier studies -- that there is a threshold
between SBP 140 and 160.  Would you say the meta-analysis rendered the
conclusion more probably true?

Steve



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 18, 2012 at 4:37 PM

On Wed, Jan 18, 2012 at 1:13 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 18, 12:23 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Jan 18, 2012 at 5:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 13, 2:29 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Jan 5, 2012 at 9:25 AM, stephen.p...@gmail.com

replication of earlier results increases the probable
truth of the hypothesis.

How much?

Can anyone give a worked example with numbers?

Please see the following article about the link between blood pressure
and cardiovascular risk:

http://www.sciencedirect.com/science/article/pii/S0140673602119118

Prior to conducting this meta-analysis, there appeared to be a
threshold between systolic blood pressure (SBP) of 140 and 160
(depending on age) below which there was no elevated cardiovascular
risk.  That was because there were so few cardiovascular events at
those lower blood pressures that individual studies didn’t show
statistically significant results.  After the meta-analysis of 61
studies involving one million participants, the investigators
concluded that the risk for people with SBP of 140 is double the risk
of those with SBP of 120.

http://www.sciencedirect.com/science/article/pii/S0140673602119118


While neither conclusion is certainly true, isn’t the second
conclusion more probably true?

No. This mixes up:

1) probability of truth of the hypothesis

2) what probabilities each hypothesis assigns to events

The meta-analysis helped us come up with a new hypothesis (theory,
idea) which did (2) differently.

And the new hypothesis is, further, better than the old one (because
we now have a criticism of the old one, but not the new one. Which is
not a probabilistic distinction).

At no point does this kind of analysis assign probabilities to the
truth of any hypothesis. When it says "double the risk" it's talking
about the probabilities of events (like heart attack), not the
probability of any particular theory of heart attacks being true.

Okay, that makes sense.  But suppose the meta-analysis resulted in the
same conclusion as earlier studies -- that there is a threshold
between SBP 140 and 160.  Would you say the meta-analysis rendered the
conclusion more probably true?

No. In that case, the meta-analysis has rendered it more difficult to
think of rival theories. It does that by providing us with ready-made
criticisms for new ideas in some categories. That leaves us in a
situation where:

1) we have, strictly, no way to know if the theory is true (we do have
some understanding that it has some truth to it because we find it's
useful and solves some problems and stands up to some criticism -- it
has knowledge -- but there's no way to say how close to the final
perfect truth it is, or, similarly, whether it is the final truth.)

so, for example, when we had Newton's theories we had no way to say
the probability that ideas like Einstein's would be possible.



2) maybe we'll one day think of a rival theory with some unexpected
properties (either not in the category of theories the meta-analysis
was targeting and ruling out, or including some criticism of the
meta-analysis), which is compatible with the meta-analysis (either in
the straightforward way or by providing a criticism, as infinitely
many logically possible contradictory rival theories can do). if that
happens, we'll have to use philosophical criticism (e.g. for bad
explanations) or come up with some new experimental test that can
differentiate them.

3) the idea of it being more difficult to think of rival theories is a
*loose* idea -- which helps explain what's going on -- but it's not a
formal, quantifiable thing.

If you wanted to somehow quantify it, I'm skeptical that you could,
but in any case you'd have to deal with infinities so probability
theory would be the wrong tool. And one other reason I think it'd be
very hard to quantify is that there's no way to count ideas to say
what is 2 ideas vs 1 larger idea. And I don't think there are good,
objective *context-insensitive* criteria for that -- I think it
depends what problem you're trying to solve.

4) what good would a probability of truth do for us?

here are some problems it might be trying to address:

A) is this a good area to do further research? we can figure that out
by guesses and criticism. e.g. we can guess that it's a good area for
further research, and then see if we have any criticisms of that (e.g.
that no explanation was given. or once one is added, then we might or
might not have a criticism of the reasons it gives).

B) is this theory good or bad? or maybe more specifically, better or
worse than some rival? if we try to decide between theories by which
has a higher probability of truth number assigned, that is a mistake.
it's weighing theories as criticized in BoI, and it's also accepting
and rejecting theories in a way other than whether we have criticism
of them which is bad.

this can be confusing because in general the reason we give a theory a



lower number is that we do have a criticism of it. but in that case
the number shouldn't be low, it should be zero. if it's criticized,
then it's not the right answer. on the other hand if we cannot
translate the reason we're giving something a low number into any
actual criticism, then it's a bad reason.

that, too, can be confusing. why? because zero doesn't mean to stop
thinking about the theory. it's wrong but a new theory, with one tiny
change, might be right.

whether we can rescue a theory by changing it to no longer be refuted
by a criticism is important to figure out. we need to figure out what
the change is, or if there is any change. and it's not a matter of
probability whether we find a working change

C) justification: probability of truth is sometimes used as a synonym
for amount of justification. (also known as amount of authority,
support, confirmation, verification, inductive support). this is a bad
problem.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 18, 2012 at 4:53 PM

On Wed, Jan 18, 2012 at 5:40 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 13, 2:29 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Jan 5, 2012 at 9:25 AM, stephen.p...@gmail.com

<stephen.p...@gmail.com> wrote:
On Jan 5, 9:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

He could just have proposed conjectures and looked to see if those 
conjectures explained the data, or he could have heard of conjectures 
proposed by other people and decided to test them.

If Matuyama got the idea from Brunhes and Mercanton, that fact would
just push the question back to how Brunhes and Mercanton came up with
the idea.  It was not the most parsimonious explanation given what was
known at the time.  Oreskes points out that most geologists thought
“the data were unstable.  Perhaps some minerals did not record the
surrounding field, but somehow reversed direction.  Or perhaps the
polarities were altered by later events.”  Oreskes also notes “the
origin of the earth’s field was then unknown; to postulate reversals
in a field of unknown origin was speculative in the extreme.”

Neither Brunhes and Mercanton nor Matuyama came up with this idea in a
vacuum.  They were responding to data.  Their insight was to reject
the idea that the data were unstable and reason that the data would be
consistent throughout the earth.  That is an instance of induction.

This says they were "responding to the data". But so were the people
who they disagreed with.

The data did not guide their colleagues to the same response that



Brunhes et al. decided on.

So the data must have been ambiguous or unclear, right? There is some
key part of this story other than the data.

Both groups had the data and paid attention to it -- that part is the
same -- but there is some other part which is different, and which is
crucial to explaining what happened.

It took an imaginative, speculative conjecture to make the break
through, not merely "responding to data".

How does one explain this thing that is not responding to the data in
an inductivist worldview? What was it and how does it work?

In the Popperian view, rather than responding to *data*, people
respond to *problems*: they use imagination and creativity to try to
come up with ideas which address the *problems* (not data) which they
are thinking about. (Some problems, of course, do reference or involve
some data.) And they criticize their ideas by how well they solve the
problems and other ways (including whether they are refuted by data,
or not).

I realize that some scientists are theoreticians.  But sooner or later
doesn’t all science involve data?

yes, by Popper's criterion of science (reasonably widely adopted),
which is knowledge creation where data is relevant.

but not all knowledge creation is science. some is philosophy (aka
"metaphysics").

a good epistemology can handle all types of knowledge creation.

an epistemology that can only handle some types has to be supplemented
by a second epistemology to cover other cases. and if that second
epistemology is general purpose, then we might wonder what the point
of the first one is.

I’ve started reading Popper’s Conjectures and Refutations.  If I



understand him correctly, he acknowledges that data-and-hypothesis is
a chicken-and-egg question but that the regression is not infinite.
It terminates with inborn hypotheses that are not logically valid a
priori.

Right. We're born with some ideas to get started. These contain plenty
of mistakes, but also some knowledge, and in any case we can and do
change them as we go along (besides changing them, another thing we do
is put layers of interpretation or changes on top of them, so they are
*effectively* changed while still being there).

One such inborn hypothesis is the idea that, when event A has
repeatedly occurred in conjunction with event B, it will continue to
do so.  In fact, we assume there must be some causal relationship
between the two.  But I don’t think anyone has yet shown why that
belief is logically valid.

It isn't logically valid. Actually it's just a mistake.

There are many examples of this being false. I think you know some, right?

This is pretty much the "correlation implies causation" mistake.

We'd be better off using a different hypothesis which isn't wrong so frequently.

What we can do is this:

When A and B are correlated, then any conjecture which separates them
can be criticized if it fails to explain the apparent connection. Thus
all our conjectures which survive criticism will either:  A) explain
the connection   or  B) explain the correlation, while also saying the
real cause and what circumstances/contexts it will and will not
continue in

No correlations from regular human life are actually true universally.
They are contextual. To understand when they will continue, or not,
you have to understand the mechanism behind them so you can figure out
what contexts they will happen in or not. That's crucial for



predicting the future and when/why it might change. And it's even more
important if you want to intervene: e.g. make them stop being
correlated, or change one with or without losing the connection.

In my opinion, both Popperians and inductive scientists accept
causality

Causality isn't the issue. Correlation doesn't imply causality.

. . . but maybe for different reasons.  Perhaps they believe
they have solved the problem of induction;

Yes. Popper said he solved it.

But he didn't solve it in the way people wanted. He said it was a bad
problem, and he solved it by replacing it with a different and better
problem, and a different and better approach to epistemology. But he
never came up with a solution that works *in the mistaken inductivist
context* -- as far as that goes he, instead, explained why there
cannot be one of those.

Popper's new problem isn't how to establish the epistemological value
of ideas -- as induction tries to do, and Popper considers a mistaken
approach -- but instead how to make progress. How to learn, create
more knowledge, and correct some of our errors.

perhaps they accept
causality uncritically; perhaps they believe it is logically valid a
priori; perhaps they accept it for pragmatic reasons.

No it's none of those. Popperians explain things and use criticism to
make the explanations conform to any relevant facts, data,
correlations, and anything else. And the criticisms are themselves
always open to criticism. This is important because, e.g. the
criticism, "that idea seems to contradict the correlation I thought i
observed", while correct in some contexts, can be refuted in other
contexts. we can figure out which is which with the critical method.



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 18, 2012 at 5:53 PM

On Jan 18, 4:53 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Jan 18, 2012 at 5:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 13, 2:29 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Jan 5, 2012 at 9:25 AM, stephen.p...@gmail.com

<stephen.p...@gmail.com> wrote:
On Jan 5, 9:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

He could just have proposed conjectures and looked to see if those 
conjectures explained the data, or he could have heard of conjectures 
proposed by other people and decided to test them.

If Matuyama got the idea from Brunhes and Mercanton, that fact would
just push the question back to how Brunhes and Mercanton came up with
the idea.  It was not the most parsimonious explanation given what was
known at the time.  Oreskes points out that most geologists thought
“the data were unstable.  Perhaps some minerals did not record the
surrounding field, but somehow reversed direction.  Or perhaps the
polarities were altered by later events.”  Oreskes also notes “the
origin of the earth’s field was then unknown; to postulate reversals
in a field of unknown origin was speculative in the extreme.”

Neither Brunhes and Mercanton nor Matuyama came up with this idea in a
vacuum.  They were responding to data.  Their insight was to reject
the idea that the data were unstable and reason that the data would be
consistent throughout the earth.  That is an instance of induction.

This says they were "responding to the data". But so were the people
who they disagreed with.



The data did not guide their colleagues to the same response that
Brunhes et al. decided on.

So the data must have been ambiguous or unclear, right? There is some
key part of this story other than the data.

Both groups had the data and paid attention to it -- that part is the
same -- but there is some other part which is different, and which is
crucial to explaining what happened.

It took an imaginative, speculative conjecture to make the break
through, not merely "responding to data".

How does one explain this thing that is not responding to the data in
an inductivist worldview? What was it and how does it work?

In the Popperian view, rather than responding to *data*, people
respond to *problems*: they use imagination and creativity to try to
come up with ideas which address the *problems* (not data) which they
are thinking about. (Some problems, of course, do reference or involve
some data.) And they criticize their ideas by how well they solve the
problems and other ways (including whether they are refuted by data,
or not).

I realize that some scientists are theoreticians.  But sooner or later
doesn’t all science involve data?

yes, by Popper's criterion of science (reasonably widely adopted),
which is knowledge creation where data is relevant.

but not all knowledge creation is science. some is philosophy (aka
"metaphysics").

a good epistemology can handle all types of knowledge creation.

an epistemology that can only handle some types has to be supplemented
by a second epistemology to cover other cases. and if that second
epistemology is general purpose, then we might wonder what the point
of the first one is.



I’ve started reading Popper’s Conjectures and Refutations.  If I
understand him correctly, he acknowledges that data-and-hypothesis is
a chicken-and-egg question but that the regression is not infinite.
It terminates with inborn hypotheses that are not logically valid a
priori.

Right. We're born with some ideas to get started. These contain plenty
of mistakes, but also some knowledge, and in any case we can and do
change them as we go along (besides changing them, another thing we do
is put layers of interpretation or changes on top of them, so they are
*effectively* changed while still being there).

One such inborn hypothesis is the idea that, when event A has
repeatedly occurred in conjunction with event B, it will continue to
do so.  In fact, we assume there must be some causal relationship
between the two.  But I don’t think anyone has yet shown why that
belief is logically valid.

It isn't logically valid. Actually it's just a mistake.

There are many examples of this being false. I think you know some, right?

This is pretty much the "correlation implies causation" mistake.

We'd be better off using a different hypothesis which isn't wrong so frequently.

What we can do is this:

When A and B are correlated, then any conjecture which separates them
can be criticized if it fails to explain the apparent connection. Thus
all our conjectures which survive criticism will either:  A) explain
the connection   or  B) explain the correlation, while also saying the
real cause and what circumstances/contexts it will and will not
continue in

No correlations from regular human life are actually true universally.
They are contextual. To understand when they will continue, or not,
you have to understand the mechanism behind them so you can figure out
what contexts they will happen in or not. That's crucial for



predicting the future and when/why it might change. And it's even more
important if you want to intervene: e.g. make them stop being
correlated, or change one with or without losing the connection.

In my opinion, both Popperians and inductive scientists accept
causality

Causality isn't the issue. Correlation doesn't imply causality.

. . . but maybe for different reasons.  Perhaps they believe
they have solved the problem of induction;

Yes. Popper said he solved it.

But he didn't solve it in the way people wanted. He said it was a bad
problem, and he solved it by replacing it with a different and better
problem, and a different and better approach to epistemology. But he
never came up with a solution that works *in the mistaken inductivist
context* -- as far as that goes he, instead, explained why there
cannot be one of those.

Popper's new problem isn't how to establish the epistemological value
of ideas -- as induction tries to do, and Popper considers a mistaken
approach -- but instead how to make progress. How to learn, create
more knowledge, and correct some of our errors.

perhaps they accept
causality uncritically; perhaps they believe it is logically valid a
priori; perhaps they accept it for pragmatic reasons.

No it's none of those. Popperians explain things and use criticism to
make the explanations conform to any relevant facts, data,
correlations, and anything else. And the criticisms are themselves
always open to criticism. This is important because, e.g. the
criticism, "that idea seems to contradict the correlation I thought i
observed", while correct in some contexts, can be refuted in other
contexts. we can figure out which is which with the critical method.

That's a very lucid explanation.  Thank you.



What is your take on the following example of induction in science
(from Peter Godfrey-Smith's Theory and Reality: An Introduction to the
Philosophy of Science. University of Chicago Press, 2003, pp. 43-44)?

Chargaff's Rule, formulated in 1947, said that in DNA the amounts of
Cs and Gs were always roughly the same and the amounts of As and Ts
were always roughly the same. We now have an explanation for this
phenomenon, but Godfrey-Smith says, "In 1947 Chargaff's claim rested
on an induction from a small number of cases (in just eight different
kinds of organisms)."

Steve



From: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: An Old Argument
Date: January 18, 2012 at 2:16 PM

On Jan 15, 11:27 pm, Elliot Temple <c...@curi.us> wrote:
The idea that common preferences are always possible is part of the 
*explanation* of the fact that the common preference has been as possible as 
we have already observed it to be. [Common preferences are frequently 
possible.]

...

If the universe were such that only 53% of problems can be solved, that would 
leave unexplained why it is 53% and not some other proportion. In other 
words, there would then be much more to explain. *Why is it possible to solve 
the problems that can be solved?*, and *Why are there no common 
preferences possible for the rest?*

"All problems are soluble given sufficient knowledge" would seem to
explain it.   Problems involving conflicts between people are soluble
by finding a common preference, but finding that common preference
would take time.  Some conflicts don't offer that luxury--one party or
the other refuses to take the time to make that search.

And note that "all problems are soluble" would have to apply to both
parties as individuals--if one party is refusing to consider any
change in preferences then a solution is still possible for the other
party.  And such a solution exists--with sufficient knowledge.

Removing the suffix "with sufficient knowledge" leaves much more to
explain.  Why did well-intentioned, really smart people leave the 47%
of problems that were really important to them unsolved?



From: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 18, 2012 at 3:37 PM

On Jan 18, 2:57 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 18 Jan 2012, at 17:58, Donald Crimbchin wrote:

Capitalism also leaves problems unsolved.  For example, X might be a
public good.

Solved:

http://fallibleideas.com/public-goods

Note that this argument works just as well when the public good is
national defense as it is anything else.  I think in situations
involving finite time the argument has problems--but I think it's a
problem that's widespread here, so there isn't much use discussing a
particular manifestation of it.

However, for this narrower argument on property, I don't need to argue
this--assume away public goods as a problem, and the tragedy of the
commons remains.

Or there could be a tragedy of the commons.  If there are many
fisherman on a body of water, each of them owning their own boat but
no one owning the water body, each fisherman has an incentive to over-
fish, which makes all of the fishermen worse off.  They might try to
agree not to do that--but all it takes is one fisherman to refuse to
cooperate and the deal is worthless (or even if those fishermen agree,
nothing stops someone else from building a boat and taking all the
fish.)

http://fallibleideas.com/public-goods


This problem is soluble like all others--here, many solutions exist.
Some regulatory authority could limit the number of fish a fisherman
can catch per day.  They can only issue a number of licenses to fish
that body.  There are even property-like solutions--you could auction
off rights to catch a certain amount of fish per day, or even
privatize the entire body of water.

But note that all of these solutions involve state intervention.  Even
the last one--no one of those fishermen has the authority to step up
and proclaim himself the owner of the water and begin selling permits
to fish.

Why should he need any authority to do that? All that's needed is a way of 
notifying people that a particular body of water is now the property of Joe.

Because Joe is now making claims against the other fisherman.  What
obligates them to respect those claims?  What stops another fisherman
from making the same claim?  Or claiming ownership of the air, and
demanding access to water and fish as a condition for the right to
keep breathing?

If those other people would like to use the lake then they can do so by getting 
the consent of the property owner. If they're falliblists they will accept that they 
might be wrong about the way they want to use the lake and if they fail to secure 
the rights they could be okay with that.

No, this would apply just as much to Joe or any other fisherman who
wants to restrain other fisherman.

The sailor could decide to find another island and not be coerced.



The ship is sunk.  It may have been sunk due to no fault of his own,
e.g. pirate attack.  This decision is not an option.

Also the islanders did not put the sailor in a position of being dependent, he put 
himself in that position. So if he feels coerced they did not deliberately put him in 
that position: they did not coerce him.

The sailor is dependent on the physical resources on the island that
pre-existed any inhabitant.  He is *not* dependent on the islanders--
he would be better off if these particular islanders weren't there or
stayed out of his way.  The islanders are not only coercing him, they
are *murdering* him.

But people who have agreed to any of the forms of government and
dispute resolution currently existing in the western world have *not*
agreed to this.  Note that it is the form of dispute resolution that
*creates* Bob's claim to that field--Bob and Jill do not necessarily
agree that it was Bob's field in the first place.  To say it only
changes hands consensually ignores that the initial holding was not
consensual.

It should change hands consentually because this allows better error correction. 
If Bob had the field because the government did something wrong, then that 
error may be corrected by capitalism.

The property created by my particular government, the USA, is issued
under the condition that it is subject to the taxes and regulations
that said government may enact at any later date.  To deny the
validity of those conditions is to deny the validity of property.

It's easier to convince majority of millions of people than it is to



convince the entirety of millions of people, which some problems
(tragedies of the commons, public goods) would make necessary.

Not true, see above.

True in both cases, but even assuming away the public goods problem
leaves you with the tragedy of the commons.  Also, the larger point is
inarguable--in any situation in which you've convinced the entirely of
a set of people, you've also convinced the majority.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: An Old Argument
Date: January 18, 2012 at 7:39 PM

On Jan 18, 2012, at 11:16 AM, Donald Crimbchin wrote:

On Jan 15, 11:27 pm, Elliot Temple <c...@curi.us> wrote:
The idea that common preferences are always possible is part of the 
*explanation* of the fact that the common preference has been as possible 
as we have already observed it to be. [Common preferences are frequently 
possible.]

...

If the universe were such that only 53% of problems can be solved, that 
would leave unexplained why it is 53% and not some other proportion. In 
other words, there would then be much more to explain. *Why is it possible to 
solve the problems that can be solved?*, and *Why are there no common 
preferences possible for the rest?*

"All problems are soluble given sufficient knowledge" would seem to
explain it.   Problems involving conflicts between people are soluble
by finding a common preference, but finding that common preference
would take time.

No. As I've been explaining, there is always a common preference they could find 
*now*, without it taking time.

All sticking points can be passed, *now*, not with indefinite 
time/knowledge/resources.

And the less time there is available, the less ambitious a (temporary) common 
preference they can find. So even one minute can work just fine.

Some conflicts don't offer that luxury--one party or
the other refuses to take the time to make that search.

People can choose not to solve problems, but that has nothing to do with whether 



they *could* solve them.

And note that "all problems are soluble" would have to apply to both
parties as individuals--if one party is refusing to consider any
change in preferences then a solution is still possible for the other
party.  And such a solution exists--with sufficient knowledge.

Removing the suffix "with sufficient knowledge" leaves much more to
explain.  Why did well-intentioned, really smart people leave the 47%
of problems that were really important to them unsolved?

Ah, but that's easy. Because they aren't familiar with BoI, TCS, Popper, reason, 
etc...

There is a finite amount of knowledge one needs to use these methods I've been 
talking about (e.g. one needs to know what they are). Without that -- without 
knowing a minimal amount of knowledge about problem solving -- all sorts of stuff 
goes wrong.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Are common preferences always possible?
Date: January 18, 2012 at 7:45 PM

On Jan 17, 2012, at 11:06 PM, Josh Jordan wrote:

On Wed, Jan 18, 2012 at 12:24 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 17, 2012, at 9:17 PM, Josh Jordan wrote:

On Wed, Jan 18, 2012 at 12:05 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 17, 2012, at 8:53 PM, Josh Jordan wrote:

On Jan 16, 11:35 am, Elliot Temple <c...@curi.us> wrote:
Josh Jordan wrote:

I think it makes sense to proceed according to the best plan you have, 
even if you know of flaws in it.

What if those flaws are superstition? Or TCS-coercion?

If it's really the best plan,

Well, OK, that's a sneaky premise.

My basic point is that if you know a criticism of it, then it's *not* the best plan 
available to you.

I'm not sure that's true. It's possible to know of flaws in your best
plan, but still not know of anything better. And creating something
better often takes time.

Example?

Bob has received last-minute tickets for a concert in New York and he
just now leaving his home in Boston to drive there in his car. He
plans to follow the directions given by his GPS.  The thing he wants
most is to arrive in time for the concert without breaking any laws of
the road, but, since he doesn't like driving, he also wants to spend



as little time as possible behind the wheel. It says the drive will
take 4.5 hours following the posted speed limits, which will get him
there just in time for the concert. However, Bob also remembers that
last week, when he rode to New York with his friend Jane around the
same time of day, she didn't speed, and the trip took only 3.5 hours.
Unfortunately, he doesn't remember the route she took, and he
misplaced his cell phone. So, even though he knows he could do better,
following the GPS right now is still the best plan he can think of.

and Josh added:

To clarify that last sentence, he knows he could do better with more
wealth (a better GPS navigator, for example) or knowledge, but he
doesn't have a better plan. What he does have is a criticism of his
current plan, in the sense that he knows that a much shorter route
exists.

His problem is to get there within 4.5 hours. He has no criticism of his plan, with 
regard to the only relevant thing: whether it will solve his problem. That is exactly 
the reason he *is* going ahead with it: because it will solve the problem, and he 
has no criticism of that.

What he has criticisms of are different things like:

- the code for his GPS navigator (relevant to problem situations like designing 
and selling GPS navigators, or choosing which one to buy, or possibly even 
considering replacing his current one)

- whether the route he's taking is the shortest route  (so if his problem situation 
was that he wanted to take the shortest possible route, e.g. to win a contest -- a 
problem that this criticism is relevant to -- then he absolutely would not go ahead 
with the 4.5 hour route)

But he has no criticism of his current plan as a plan to solve the problem of 
getting there within 4.5 hours (which is the problem he cares about solving).

Criticism is contextual. The "same idea" as far as explicit content and the words 
it's expressed in, can have a different status (criticized, or not) depending on the 
context, because the idea might successfully solve one problem but 
unsuccessfully solve some other problem. So it's criticized in its capacity to solve 



that second problem, but not the first. This kind of thing is ubiquitous.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 18, 2012 at 10:00 PM

On Wed, Jan 18, 2012 at 2:53 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 18, 4:53 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Jan 18, 2012 at 5:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 13, 2:29 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Jan 5, 2012 at 9:25 AM, stephen.p...@gmail.com

<stephen.p...@gmail.com> wrote:
On Jan 5, 9:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

He could just have proposed conjectures and looked to see if those 
conjectures explained the data, or he could have heard of conjectures 
proposed by other people and decided to test them.

If Matuyama got the idea from Brunhes and Mercanton, that fact would
just push the question back to how Brunhes and Mercanton came up with
the idea.  It was not the most parsimonious explanation given what was
known at the time.  Oreskes points out that most geologists thought
“the data were unstable.  Perhaps some minerals did not record the
surrounding field, but somehow reversed direction.  Or perhaps the
polarities were altered by later events.”  Oreskes also notes “the
origin of the earth’s field was then unknown; to postulate reversals
in a field of unknown origin was speculative in the extreme.”

Neither Brunhes and Mercanton nor Matuyama came up with this idea in a
vacuum.  They were responding to data.  Their insight was to reject
the idea that the data were unstable and reason that the data would be
consistent throughout the earth.  That is an instance of induction.



This says they were "responding to the data". But so were the people
who they disagreed with.

The data did not guide their colleagues to the same response that
Brunhes et al. decided on.

So the data must have been ambiguous or unclear, right? There is some
key part of this story other than the data.

Both groups had the data and paid attention to it -- that part is the
same -- but there is some other part which is different, and which is
crucial to explaining what happened.

It took an imaginative, speculative conjecture to make the break
through, not merely "responding to data".

How does one explain this thing that is not responding to the data in
an inductivist worldview? What was it and how does it work?

In the Popperian view, rather than responding to *data*, people
respond to *problems*: they use imagination and creativity to try to
come up with ideas which address the *problems* (not data) which they
are thinking about. (Some problems, of course, do reference or involve
some data.) And they criticize their ideas by how well they solve the
problems and other ways (including whether they are refuted by data,
or not).

I realize that some scientists are theoreticians.  But sooner or later
doesn’t all science involve data?

yes, by Popper's criterion of science (reasonably widely adopted),
which is knowledge creation where data is relevant.

but not all knowledge creation is science. some is philosophy (aka
"metaphysics").

a good epistemology can handle all types of knowledge creation.



an epistemology that can only handle some types has to be supplemented
by a second epistemology to cover other cases. and if that second
epistemology is general purpose, then we might wonder what the point
of the first one is.

I’ve started reading Popper’s Conjectures and Refutations.  If I
understand him correctly, he acknowledges that data-and-hypothesis is
a chicken-and-egg question but that the regression is not infinite.
It terminates with inborn hypotheses that are not logically valid a
priori.

Right. We're born with some ideas to get started. These contain plenty
of mistakes, but also some knowledge, and in any case we can and do
change them as we go along (besides changing them, another thing we do
is put layers of interpretation or changes on top of them, so they are
*effectively* changed while still being there).

One such inborn hypothesis is the idea that, when event A has
repeatedly occurred in conjunction with event B, it will continue to
do so.  In fact, we assume there must be some causal relationship
between the two.  But I don’t think anyone has yet shown why that
belief is logically valid.

It isn't logically valid. Actually it's just a mistake.

There are many examples of this being false. I think you know some, right?

This is pretty much the "correlation implies causation" mistake.

We'd be better off using a different hypothesis which isn't wrong so frequently.

What we can do is this:

When A and B are correlated, then any conjecture which separates them
can be criticized if it fails to explain the apparent connection. Thus
all our conjectures which survive criticism will either:  A) explain
the connection   or  B) explain the correlation, while also saying the
real cause and what circumstances/contexts it will and will not
continue in



No correlations from regular human life are actually true universally.
They are contextual. To understand when they will continue, or not,
you have to understand the mechanism behind them so you can figure out
what contexts they will happen in or not. That's crucial for
predicting the future and when/why it might change. And it's even more
important if you want to intervene: e.g. make them stop being
correlated, or change one with or without losing the connection.

In my opinion, both Popperians and inductive scientists accept
causality

Causality isn't the issue. Correlation doesn't imply causality.

. . . but maybe for different reasons.  Perhaps they believe
they have solved the problem of induction;

Yes. Popper said he solved it.

But he didn't solve it in the way people wanted. He said it was a bad
problem, and he solved it by replacing it with a different and better
problem, and a different and better approach to epistemology. But he
never came up with a solution that works *in the mistaken inductivist
context* -- as far as that goes he, instead, explained why there
cannot be one of those.

Popper's new problem isn't how to establish the epistemological value
of ideas -- as induction tries to do, and Popper considers a mistaken
approach -- but instead how to make progress. How to learn, create
more knowledge, and correct some of our errors.

perhaps they accept
causality uncritically; perhaps they believe it is logically valid a
priori; perhaps they accept it for pragmatic reasons.

No it's none of those. Popperians explain things and use criticism to
make the explanations conform to any relevant facts, data,
correlations, and anything else. And the criticisms are themselves
always open to criticism. This is important because, e.g. the
criticism, "that idea seems to contradict the correlation I thought i
observed", while correct in some contexts, can be refuted in other



contexts. we can figure out which is which with the critical method.

That's a very lucid explanation.  Thank you.

What is your take on the following example of induction in science
(from Peter Godfrey-Smith's Theory and Reality: An Introduction to the
Philosophy of Science. University of Chicago Press, 2003, pp. 43-44)?

Chargaff's Rule, formulated in 1947, said that in DNA the amounts of
Cs and Gs were always roughly the same and the amounts of As and Ts
were always roughly the same. We now have an explanation for this
phenomenon, but Godfrey-Smith says, "In 1947 Chargaff's claim rested
on an induction from a small number of cases (in just eight different
kinds of organisms)."

First, that's nonsense. Why? Because those eight data points are
compatible with infinitely many possibilities in which the conjecture
(equal A/T and C/G counts) is false. But they said it's true not
false. The reason they said that isn't based on the data (the
contradictory possibilities are compatible with the same exact data),
there has to be some *other reason* that isn't coming from the data.

Induction does not offer any way to pick their conjecture, nor any
support for it.

What could have happened is they came up with their conjecture through
imagination, creativity, loose extrapolation that is not actually
based on the data but partly a matter of intuition, wild random
guesses, dreaming, myths, or whatever else.

By this process, they not only came up with this conjecture but also
many others. Which they criticized.

Many were only thought of unconsciously and refuted so fast they never
received conscious attention.

Others got a little conscious attention but then were quickly rejected.

A few got more thought. And this one was favored because:



1) there was no criticism of it (including: it fit with all the data points)

2) they didn't have a better idea. they found stuff wrong with its rivals.

3) it had some other merits which are more subtle, e.g. it's pretty
short and simple rather than be convoluted.

4) they may well have had in mind some potential explanations, or even
just partial explanations. for example they might have thought that,
in various ways, molecules can be used together in whole number
ratios. like they are in many other things. and kind of like atoms are
used together in whole number ratios, e.g. in H2O.

(BTW these are basically all just special cases of 1.)

Also bear in mind they could have turned out to be wrong. Conjectures
like this often turn out wrong.

One of the mistakes induction makes is focussing too much on where
ideas come from (mostly so they can judge the idea's
status/justification by the source's status/authority.  e.g. if the
source is "induction" that's deemed better than "wild guesses").
Popperians say, instead, that the source of ideas is not important at
all, and focus much more on what to do with our ideas (criticize them,
correct errors).



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 19, 2012 at 3:29 AM

On 18 Jan 2012, at 20:37, Donald Crimbchin wrote:

Or there could be a tragedy of the commons.  If there are many
fisherman on a body of water, each of them owning their own boat but
no one owning the water body, each fisherman has an incentive to over-
fish, which makes all of the fishermen worse off.  They might try to
agree not to do that--but all it takes is one fisherman to refuse to
cooperate and the deal is worthless (or even if those fishermen agree,
nothing stops someone else from building a boat and taking all the
fish.)

This problem is soluble like all others--here, many solutions exist.
Some regulatory authority could limit the number of fish a fisherman
can catch per day.  They can only issue a number of licenses to fish
that body.  There are even property-like solutions--you could auction
off rights to catch a certain amount of fish per day, or even
privatize the entire body of water.

But note that all of these solutions involve state intervention.  Even
the last one--no one of those fishermen has the authority to step up
and proclaim himself the owner of the water and begin selling permits
to fish.

Why should he need any authority to do that? All that's needed is a way of 
notifying people that a particular body of water is now the property of Joe.

Because Joe is now making claims against the other fisherman.  What
obligates them to respect those claims?  What stops another fisherman
from making the same claim?  Or claiming ownership of the air, and
demanding access to water and fish as a condition for the right to
keep breathing?

Why would the fishermen want property rights in the water? So that the amount of 
fish can be managed to keep their business profitable. If people have to pay for 



access to the water then only people who are good at fishing and selling fish will 
be able to do it. How could this work? They are all signed up for insurance 
against theft, fraud and so on, different people with different companies. The 
companies will have deals with one another to arbitrate disputes in particular 
ways and deals about how to deal with people who refuse to abide by their 
contracts and so on. Why will people sign up for such deals? Because it is in their 
interests to have property rights and contracts respected.

Joe goes to an insurance company with a plan for property rights in the water. 
Either they flag up the issue of who gets to breathe, or there is a presumption that 
the people who go on the water have a right to breathe just as people walking 
down the street have that right, i.e. - buying property rights in the water or the 
street gives property rights to the air above it needed to breathe too. Or the 
dispute gets arbitrated and they reach some solution they all prefer to their 
original position.

If those other people would like to use the lake then they can do so by getting 
the consent of the property owner. If they're falliblists they will accept that they 
might be wrong about the way they want to use the lake and if they fail to 
secure the rights they could be okay with that.

No, this would apply just as much to Joe or any other fisherman who
wants to restrain other fisherman.

The sailor could decide to find another island and not be coerced.

The ship is sunk.  It may have been sunk due to no fault of his own,
e.g. pirate attack.  This decision is not an option.

He decided to go to sea. Boats sometimes sink, so his decision entailed taking 
that risk.

Also the islanders did not put the sailor in a position of being dependent, he 
put himself in that position. So if he feels coerced they did not deliberately put 
him in that position: they did not coerce him.



The sailor is dependent on the physical resources on the island that
pre-existed any inhabitant.  He is *not* dependent on the islanders--
he would be better off if these particular islanders weren't there or
stayed out of his way.  The islanders are not only coercing him, they
are *murdering* him.

No they're not. They're just not sharing their property with him. By your logic 
every time you refuse to sell all your stuff to feed starving people you're 
committing murder.

But people who have agreed to any of the forms of government and
dispute resolution currently existing in the western world have *not*
agreed to this.  Note that it is the form of dispute resolution that
*creates* Bob's claim to that field--Bob and Jill do not necessarily
agree that it was Bob's field in the first place.  To say it only
changes hands consensually ignores that the initial holding was not
consensual.

It should change hands consentually because this allows better error 
correction. If Bob had the field because the government did something wrong, 
then that error may be corrected by capitalism.

The property created by my particular government, the USA, is issued
under the condition that it is subject to the taxes and regulations
that said government may enact at any later date.  To deny the
validity of those conditions is to deny the validity of property.

No it's not. The government sometimes enforces property rights. But any 
institution that could resolve disputes over property rights could do the same.

It's easier to convince majority of millions of people than it is to
convince the entirety of millions of people, which some problems
(tragedies of the commons, public goods) would make necessary.

Not true, see above.



True in both cases, but even assuming away the public goods problem
leaves you with the tragedy of the commons.  Also, the larger point is
inarguable--in any situation in which you've convinced the entirely of
a set of people, you've also convinced the majority.

There is no tragedy of the commons, only a tragedy of badly thought out property 
rights, which can be solved.

Alan



From: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 19, 2012 at 8:13 AM

On Jan 19, 3:29 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

They are all signed up for insurance against theft, fraud and so on, different 
people with different companies. The companies will have deals with one 
another to arbitrate disputes in particular ways and deals about how to deal with 
people who refuse to abide by their contracts and so on. Why will people sign 
up for such deals? Because it is in their interests to have property rights and 
contracts respected.

If the companies do not resort to coercion, it is in my interest to
not sign any deal.  Thus the tragedy of the commons is real.

Because the tragedy of the commons is real, absolute property rights,
without democratic institutions with that can impose taxation and
regulation for the common good, are not in our collective interest
either.  You are trying to impose something on me that is neither in
my individual interest nor in the collective interest.  You are the
aggressor, I am defending myself.

He decided to go to sea. Boats sometimes sink, so his decision entailed taking 
that risk.

Well, what of it?  The islanders still have no right to coerce him,
and he has the right to defend himself.

No they're not. They're just not sharing their property with him.

It's not theirs to refuse to share.  They didn't create it.



By your logic every time you refuse to sell all your stuff to feed starving people 
you're committing murder.

No, I'm not obligated to positively act to feed them, but I have no
right to stop them from taking natural resources to feed themselves
unless I'm prepared to provide them another means of obtaining food.
My property claims are only valid as long as "there is enough, and as
good, left in common for others".

No it's not. The government sometimes enforces property rights. But any 
institution that could resolve disputes over property rights could do the same.

The government *creates* property rights.  Any other institution would
create *different* property, by coercing people in a different way.

There is no tragedy of the commons, only a tragedy of badly thought out 
property rights, which can be solved.

Problems are inevitable, so all systems of property rights will have
some badly thought out components.  Some of these problems will
require either coercion, or the convincing of the entirety of a
population of millions or billions of people.



From: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Re: An Old Argument
Date: January 19, 2012 at 9:03 AM

On Jan 18, 7:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 18, 2012, at 11:16 AM, Donald Crimbchin wrote:

On Jan 15, 11:27 pm, Elliot Temple <c...@curi.us> wrote:
The idea that common preferences are always possible is part of the 
*explanation* of the fact that the common preference has been as possible 
as we have already observed it to be. [Common preferences are frequently 
possible.]

...

If the universe were such that only 53% of problems can be solved, that 
would leave unexplained why it is 53% and not some other proportion. In 
other words, there would then be much more to explain. *Why is it possible 
to solve the problems that can be solved?*, and *Why are there no common 
preferences possible for the rest?*

"All problems are soluble given sufficient knowledge" would seem to
explain it.   Problems involving conflicts between people are soluble
by finding a common preference, but finding that common preference
would take time.

No. As I've been explaining, there is always a common preference they could 
find *now*, without it taking time.

All sticking points can be passed, *now*, not with indefinite 
time/knowledge/resources.

Well, then I'm probably just not understanding what you're saying
(Honestly, I have back log of things I don't understand about your
recent explanations).  When you wrote "This technique can be repeated
unlimited times", I was picturing a process that, while finite, could
not be limited in time (for any time T some application of the process
takes longer than T).



Nonetheless, while my criticism of your approach may not hold, I don't
see how the 47% is a problem for "soluble given sufficient
knowledge".  I suppose figuring out why it's 47% rather than 46% or
48% is a problem, but it's the good kind of problem.

And the less time there is available, the less ambitious a (temporary) common 
preference they can find. So even one minute can work just fine.

Well, okay, but in some cases this is going to be *much* less
ambitious.  Any time the result of my action depends on your inaction
represents an act of cooperation.

Some conflicts don't offer that luxury--one party or
the other refuses to take the time to make that search.

People can choose not to solve problems, but that has nothing to do with 
whether they *could* solve them.

I'm not sure I entirely understand what "people choose not to solve
problems" means.  That includes situations where one person chooses to
and the other doesn't?  Or when two people would like to but decide
they don't have enough time?



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 19, 2012 at 10:10 AM

On Jan 18, 10:00 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Jan 18, 2012 at 2:53 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 18, 4:53 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Jan 18, 2012 at 5:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 13, 2:29 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Jan 5, 2012 at 9:25 AM, stephen.p...@gmail.com

<stephen.p...@gmail.com> wrote:
On Jan 5, 9:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

He could just have proposed conjectures and looked to see if those 
conjectures explained the data, or he could have heard of conjectures 
proposed by other people and decided to test them.

If Matuyama got the idea from Brunhes and Mercanton, that fact would
just push the question back to how Brunhes and Mercanton came up with
the idea.  It was not the most parsimonious explanation given what was
known at the time.  Oreskes points out that most geologists thought
“the data were unstable.  Perhaps some minerals did not record the
surrounding field, but somehow reversed direction.  Or perhaps the
polarities were altered by later events.”  Oreskes also notes “the
origin of the earth’s field was then unknown; to postulate reversals
in a field of unknown origin was speculative in the extreme.”

Neither Brunhes and Mercanton nor Matuyama came up with this idea in 
a
vacuum.  They were responding to data.  Their insight was to reject



the idea that the data were unstable and reason that the data would be
consistent throughout the earth.  That is an instance of induction.

This says they were "responding to the data". But so were the people
who they disagreed with.

The data did not guide their colleagues to the same response that
Brunhes et al. decided on.

So the data must have been ambiguous or unclear, right? There is some
key part of this story other than the data.

Both groups had the data and paid attention to it -- that part is the
same -- but there is some other part which is different, and which is
crucial to explaining what happened.

It took an imaginative, speculative conjecture to make the break
through, not merely "responding to data".

How does one explain this thing that is not responding to the data in
an inductivist worldview? What was it and how does it work?

In the Popperian view, rather than responding to *data*, people
respond to *problems*: they use imagination and creativity to try to
come up with ideas which address the *problems* (not data) which they
are thinking about. (Some problems, of course, do reference or involve
some data.) And they criticize their ideas by how well they solve the
problems and other ways (including whether they are refuted by data,
or not).

I realize that some scientists are theoreticians.  But sooner or later
doesn’t all science involve data?

yes, by Popper's criterion of science (reasonably widely adopted),
which is knowledge creation where data is relevant.

but not all knowledge creation is science. some is philosophy (aka
"metaphysics").



a good epistemology can handle all types of knowledge creation.

an epistemology that can only handle some types has to be supplemented
by a second epistemology to cover other cases. and if that second
epistemology is general purpose, then we might wonder what the point
of the first one is.

I’ve started reading Popper’s Conjectures and Refutations.  If I
understand him correctly, he acknowledges that data-and-hypothesis is
a chicken-and-egg question but that the regression is not infinite.
It terminates with inborn hypotheses that are not logically valid a
priori.

Right. We're born with some ideas to get started. These contain plenty
of mistakes, but also some knowledge, and in any case we can and do
change them as we go along (besides changing them, another thing we do
is put layers of interpretation or changes on top of them, so they are
*effectively* changed while still being there).

One such inborn hypothesis is the idea that, when event A has
repeatedly occurred in conjunction with event B, it will continue to
do so.  In fact, we assume there must be some causal relationship
between the two.  But I don’t think anyone has yet shown why that
belief is logically valid.

It isn't logically valid. Actually it's just a mistake.

There are many examples of this being false. I think you know some, right?

This is pretty much the "correlation implies causation" mistake.

We'd be better off using a different hypothesis which isn't wrong so frequently.

What we can do is this:

When A and B are correlated, then any conjecture which separates them
can be criticized if it fails to explain the apparent connection. Thus



all our conjectures which survive criticism will either:  A) explain
the connection   or  B) explain the correlation, while also saying the
real cause and what circumstances/contexts it will and will not
continue in

No correlations from regular human life are actually true universally.
They are contextual. To understand when they will continue, or not,
you have to understand the mechanism behind them so you can figure out
what contexts they will happen in or not. That's crucial for
predicting the future and when/why it might change. And it's even more
important if you want to intervene: e.g. make them stop being
correlated, or change one with or without losing the connection.

In my opinion, both Popperians and inductive scientists accept
causality

Causality isn't the issue. Correlation doesn't imply causality.

. . . but maybe for different reasons.  Perhaps they believe
they have solved the problem of induction;

Yes. Popper said he solved it.

But he didn't solve it in the way people wanted. He said it was a bad
problem, and he solved it by replacing it with a different and better
problem, and a different and better approach to epistemology. But he
never came up with a solution that works *in the mistaken inductivist
context* -- as far as that goes he, instead, explained why there
cannot be one of those.

Popper's new problem isn't how to establish the epistemological value
of ideas -- as induction tries to do, and Popper considers a mistaken
approach -- but instead how to make progress. How to learn, create
more knowledge, and correct some of our errors.

perhaps they accept
causality uncritically; perhaps they believe it is logically valid a
priori; perhaps they accept it for pragmatic reasons.



No it's none of those. Popperians explain things and use criticism to
make the explanations conform to any relevant facts, data,
correlations, and anything else. And the criticisms are themselves
always open to criticism. This is important because, e.g. the
criticism, "that idea seems to contradict the correlation I thought i
observed", while correct in some contexts, can be refuted in other
contexts. we can figure out which is which with the critical method.

That's a very lucid explanation.  Thank you.

What is your take on the following example of induction in science
(from Peter Godfrey-Smith's Theory and Reality: An Introduction to the
Philosophy of Science. University of Chicago Press, 2003, pp. 43-44)?

Chargaff's Rule, formulated in 1947, said that in DNA the amounts of
Cs and Gs were always roughly the same and the amounts of As and Ts
were always roughly the same. We now have an explanation for this
phenomenon, but Godfrey-Smith says, "In 1947 Chargaff's claim rested
on an induction from a small number of cases (in just eight different
kinds of organisms)."

First, that's nonsense. Why? Because those eight data points are
compatible with infinitely many possibilities in which the conjecture
(equal A/T and C/G counts) is false. But they said it's true not
false. The reason they said that isn't based on the data (the
contradictory possibilities are compatible with the same exact data),
there has to be some *other reason* that isn't coming from the data.

Induction does not offer any way to pick their conjecture, nor any
support for it.

What could have happened is they came up with their conjecture through
imagination, creativity, loose extrapolation that is not actually
based on the data but partly a matter of intuition, wild random
guesses, dreaming, myths, or whatever else.

By this process, they not only came up with this conjecture but also
many others. Which they criticized.



Many were only thought of unconsciously and refuted so fast they never
received conscious attention.

Others got a little conscious attention but then were quickly rejected.

A few got more thought. And this one was favored because:

1) there was no criticism of it (including: it fit with all the data points)

2) they didn't have a better idea. they found stuff wrong with its rivals.

3) it had some other merits which are more subtle, e.g. it's pretty
short and simple rather than be convoluted.

4) they may well have had in mind some potential explanations, or even
just partial explanations. for example they might have thought that,
in various ways, molecules can be used together in whole number
ratios. like they are in many other things. and kind of like atoms are
used together in whole number ratios, e.g. in H2O.

(BTW these are basically all just special cases of 1.)

Also bear in mind they could have turned out to be wrong. Conjectures
like this often turn out wrong.

One of the mistakes induction makes is focussing too much on where
ideas come from (mostly so they can judge the idea's
status/justification by the source's status/authority.  e.g. if the
source is "induction" that's deemed better than "wild guesses").
Popperians say, instead, that the source of ideas is not important at
all, and focus much more on what to do with our ideas (criticize them,
correct errors).

It's true that Chargaff was correcting an error.  He did not accept
the tetranucleotide hypothesis, which was based on the erroneous
belief that the bases A, C, G, and T were present in equal amounts in
DNA.  Chargaff discovered the correct ratios, thus refuting the
tetranucleotide hypothesis.  But he had no explanation for why C and G
should be in equal amounts or why A and T should be in equal amounts.
He was not testing the double helix hypothesis, because it did not



exist yet.  Until the double helix was proposed, the only source of
Chargaff's rule was to generalize from the data he had collected.

Steve



From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Subject: [TCS] Re: practical TCS questioin
Date: January 19, 2012 at 1:39 PM

On Jan 19, 2012, at 9:55 AM, hibbsa wrote:

I've got a friend whose kid isn't taking crossing the road very
seriously. She looks both ways, but doesn't remember every time.
Sometimes she becomes distrated while crossing seeming to forget she's
crossing a dangerous road. What is the TCS advice for this situation? Is
it the same as the advice given to Rami in BoI for when his kid isn't
taking care on the stairs, or are roads that much more dangerous than
stairs that the advice is different?

*Some* roads are more dangerous than stairs, no doubt about it. I wonder which 
type of road this person supposedly doesn't pay enough attention at. Some roads 
rarely have cars and you can hear them coming without looking. At other roads 
you need to look.

From the description, it's possible the parent is irrational about roads, or is 
incorrectly judging where the kid looks (e.g. maybe the parent expects a larger 
head turn than the kid uses).

But in any case, the basic thing is: the more the parent is completely 100% right, 
the *easier* persuasion is. If it's *still* not working then we have to wonder: why?

The description above doesn't contain the reason why persuasion isn't working.

What does the kid say to parent's arguments about roads, if anything? Does he 
disagree or just claim to be forgetful? Do the parent and kid have good ideas 
about memory? Did the parent discuss or just order? Did the parent get 
emotional? etc etc

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Sarah Fitz-Claridge <sarah@takingchildrenseriously.com>
Subject: [BoI] Discomfort is not necessarily coercion
Date: January 19, 2012 at 2:19 PM

In the discussion about food, Elliot appears to be arguing that the
rational way to eat is to eat what you want when hungry and not to eat
otherwise. Whilst I agree that this is the best way to eat for most people
most of the time, it isn't best in all cases all the time.

Hunger is not only a theory in the mind, and it certainly isn't an
infallible guide to whether or not one should eat. It is a sensation which
is then interpreted. It may or may not be distressing, depending upon our
interpretation of it. Once a person realises that hunger is just a
sensation that may be a poor guide to whether or not it is a good idea to
eat, and to what to eat, that can completely change the person's
experience, such that the person can be not acting against his or her will
when not eating when hungry.

Elliot's contention that it is irrational not to eat when hungry is a
mistake. It is like saying that it would be irrational not to have sex
every time one has the urge. Elliot is mistaking a mere sensation or animal
urge for an opinion. The two can go together but don't necessarily, and
certainly don't always go together. When you undergo certain medical
procedures requiring fasting and even drinking nothing for some hours
beforehand, you may experience hunger and thirst but that discomfort is not
necessarily distressing or coercive. You don't actually *want* to eat or
drink despite your hunger and thirst, because that could adversely affect
the procedure.

When you learn to ski, you experience discomfort, but again, there need be
nothing harmful, distressing, coercive or irrational about it. When you do
bungee jumping skydiving, base jumping or anything else involving extreme
heights, you have to overcome inborn fear of heights. Those who do so are
not acting irrationally, against their will, harming themselves by engaging
in these activities. Not everyone is a slave to hunger any more than they
are enslaved by the inborn fear of heights. It all depends how you
interpret these things.

All sorts of valuable things involve discomfort that are not, or not
necessarily, acting against one's own will.



Paradoxically, understanding that hunger is just a sensation not an
infallible guide to whether or not it is a good idea to eat can make all
the difference for those trying to become less fat. Obviously if it is in
fact distressing to feel hungry and not eat that cream bun, then that is
indeed harmful, as Elliot said. (Though note that the fat person feeling
compelled to eat but wanting to lose weight too is in a state of coercion
-- distressed, acting against their own will -- whatever they do, unless
they can change their preferences, such as can happen when a person
realises that hunger is a rather poor guide to what and when to eat, and
that the sensation of hunger doesn't actually mean that anything bad will
happen if they don't eat every time they experience a hunger pang.)

If you know that hunger is just a sensation not an infallible guide, and
instead of being enslaved by animal urges and mere sensations or minor
discomfort you engage your rational human mind in deciding what and when to
eat, it is totally possible to experience no distress whatsoever in
connection with hunger, and this makes it easy to lose the fat.

I had a quick look through The Hacker's Diet and what I think would be very
useful for a fat person trying to lose weight is that the author points out
that people trying to lose weight should ignore day-to-day fluctuations in
weight because such fluctuations are just water fluctuations. Instead, he
says, monitor the 10-day moving average, which shows the downward trend.
This is helpful because people trying to lose weight can become easily
discouraged when the scales say they have put on 3lbs overnight despite
having been eating a calorie deficit for a week. The Hacker's Diet provides
Excel tools that can help a person not be misled by water weight
fluctuations. Apparently there is now an iPhone app that makes similar
calculations and graphs progress.

Other diet books have other helpful ideas (in amongst the bad ones!). For
example, in The 4-Hour Body, Tim Ferriss suggests forgetting the idea of
weighing oneself and instead getting an accurate measure of one's
percentage of fat, or taking measurements of arms, legs, waist and so on,
on the basis that muscle weighs more than fat, and one can be becoming a
lot more muscular and less fat without one's weight changing that much.
Another helpful idea he has is that if you want to lose fat, a method that
is less efficient but that is easy and pleasant psychologically is better
than trying to use the most efficient method if that is unpleasant
psychologically.



Not all fat people have eaten when not hungry. Fat people feel greater
hunger when they smell foods they like than thin people. People can also
feel hungry as a conditioned response to all sorts of things that have
nothing to do with whether or not they actually need to eat. It is not that
they think, I'm sad, I'm going to comfort eat. They *feel hungry* so they
eat! They smell a cream bun and experience hunger, so they eat. There are
also differences in insulin responses that make fat people more hungry than
thin people. There are cultural differences about how much to eat, that
mean that people in a fatter culture feel more hungry than people in
thinner cultures.

Because we are fallible human beings, we can't know for sure which feelings
of hunger truly mean we should eat and which are caused by feeling
upset/stressed/sad/sick/deprived, or indeed hunger caused by medications
(some do cause hunger), hormonal and other changes caused by pregnancy,
etc. But what we can do is to stop thinking of hunger as infallible guide,
or necessarily distressing, or as something that won't go away unless we
eat that cream bun.

Or rather, *to the extent that we can do that*, not eating when hungry is
not necessarily irrational and harmful, any more than it would be
irrational and harmful not to have sex every time we experience a sexual
urge. We are humans, not animals, and we can *think* and make decisions on
the basis of thought. We can change our preferences. We are not the slaves
of our inborn urges, instincts or sensations. But if you think you ARE,
then yes, not eating when you feel hungry, or not having sex when the urge
strikes, would indeed be coercive and thus harmful, as Elliot says.

-- 

Sarah Fitz-Claridge
Founder, Taking Children Seriously:
http://www.takingchildrenseriously.com/

-- 

http://www.takingchildrenseriously.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 19, 2012 at 2:20 PM

On 19 Jan 2012, at 13:13, Donald Crimbchin wrote:

On Jan 19, 3:29 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

They are all signed up for insurance against theft, fraud and so on, different 
people with different companies. The companies will have deals with one 
another to arbitrate disputes in particular ways and deals about how to deal 
with people who refuse to abide by their contracts and so on. Why will people 
sign up for such deals? Because it is in their interests to have property rights 
and contracts respected.

If the companies do not resort to coercion, it is in my interest to
not sign any deal.  Thus the tragedy of the commons is real.

It is in your interest not to have any protection for your property?

Is it also in your interest to be totally incapable of undertaking any contract?

If the answer to either of those questions is no then it is in your interest to sign a 
contract to have property and contract rights administered and protected. The 
deal isn't that if you refuse to sign up, you get stuff for free. The deal is if you 
refuse to sign with anybody, you are signalling that you intend to commit crimes 
and don't want to be bound by a contract not to steal, commit murder, assault or 
rape.

Because the tragedy of the commons is real, absolute property rights,
without democratic institutions with that can impose taxation and
regulation for the common good, are not in our collective interest
either.  You are trying to impose something on me that is neither in
my individual interest nor in the collective interest.  You are the
aggressor, I am defending myself.

You haven't provided any examples of the tragedy of the commons that have not 



been resolved.

He decided to go to sea. Boats sometimes sink, so his decision entailed taking 
that risk.

Well, what of it?  The islanders still have no right to coerce him,
and he has the right to defend himself.

The islanders are not responsible for him being in that position.

No they're not. They're just not sharing their property with him.

It's not theirs to refuse to share.  They didn't create it.

You seem to be stuck on trying to justify the property people have. But no idea 
about how things should be can be justified because justification is impossible 
since every source of information is fallible. Any idea about how the world should 
be arranged can only be error corrected. So if you can point out an error, then 
you could explain that error to the islanders and they might reconsider the 
assignment of property rights.

The islanders have lots of reasons to reconsider their decision to ban the man in 
the sea from their island such as comparative advantage.

By your logic every time you refuse to sell all your stuff to feed starving people 
you're committing murder.

No, I'm not obligated to positively act to feed them, but I have no
right to stop them from taking natural resources to feed themselves
unless I'm prepared to provide them another means of obtaining food.
My property claims are only valid as long as "there is enough, and as
good, left in common for others".

Nature doesn't provide resources. Anything that we use a resource counts as a 
resource only because of knowledge encoded in our brains or in our genes. For 
example, only plants that we can digest are useful as food, so only those plants 
are a resource that can be used to relieve hunger, and what we can digest is a 
result of knowledge encoded in our genes. All of the plant varieties people 
commonly eat have been manipulated by artificial selection to make them 



produce more food. Your argument depends on a spurious distinction.

No it's not. The government sometimes enforces property rights. But any 
institution that could resolve disputes over property rights could do the same.

The government *creates* property rights.  Any other institution would create 
*different* property, by coercing people in a different way.

You could have institutions that strive to create knowledge about how to avoid 
coercing people who don't try to coerce others. Why would any institution do 
that? To get more profit. Every instance of coercion in response to a non-coercive 
situation is a situation in which some people have failed to make gains they could 
have made. So people should be willing to pay more because they'll get more of 
what they want.

There is no tragedy of the commons, only a tragedy of badly thought out 
property rights, which can be solved.

Problems are inevitable, so all systems of property rights will have some badly 
thought out components.

Yes.

 Some of these problems will require either coercion, or the convincing of the 
entirety of a population of millions or billions of people.

That doesn't follow. Let's suppose that person A thinks that X is his property and 
person B thinks it isn't. Then A and B can have a critical discussion about this 
issue and come up with a solution that they both prefer to their original position.

If you were required to convince everybody of your property rights to everybody 
every time you acquired anything you would never do anything else. Rather, what 
happens is that people only discuss who owns a piece of property when they both 
want it. So problems with any particular regime of property rights can be solved 
piecemeal as the relevant issues arise.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: January 19, 2012 at 2:38 PM

On 19 Jan 2012, at 15:10, Steve Push wrote:

On Jan 18, 10:00 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Jan 18, 2012 at 2:53 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 18, 4:53 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Jan 18, 2012 at 5:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 13, 2:29 am, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Jan 5, 2012 at 9:25 AM, stephen.p...@gmail.com

<stephen.p...@gmail.com> wrote:
On Jan 5, 9:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

He could just have proposed conjectures and looked to see if those 
conjectures explained the data, or he could have heard of conjectures 
proposed by other people and decided to test them.

If Matuyama got the idea from Brunhes and Mercanton, that fact would
just push the question back to how Brunhes and Mercanton came up 
with
the idea.  It was not the most parsimonious explanation given what was
known at the time.  Oreskes points out that most geologists thought
“the data were unstable.  Perhaps some minerals did not record the
surrounding field, but somehow reversed direction.  Or perhaps the
polarities were altered by later events.”  Oreskes also notes “the
origin of the earth’s field was then unknown; to postulate reversals
in a field of unknown origin was speculative in the extreme.”



Neither Brunhes and Mercanton nor Matuyama came up with this idea 
in a
vacuum.  They were responding to data.  Their insight was to reject
the idea that the data were unstable and reason that the data would be
consistent throughout the earth.  That is an instance of induction.

This says they were "responding to the data". But so were the people
who they disagreed with.

The data did not guide their colleagues to the same response that
Brunhes et al. decided on.

So the data must have been ambiguous or unclear, right? There is some
key part of this story other than the data.

Both groups had the data and paid attention to it -- that part is the
same -- but there is some other part which is different, and which is
crucial to explaining what happened.

It took an imaginative, speculative conjecture to make the break
through, not merely "responding to data".

How does one explain this thing that is not responding to the data in
an inductivist worldview? What was it and how does it work?

In the Popperian view, rather than responding to *data*, people
respond to *problems*: they use imagination and creativity to try to
come up with ideas which address the *problems* (not data) which they
are thinking about. (Some problems, of course, do reference or involve
some data.) And they criticize their ideas by how well they solve the
problems and other ways (including whether they are refuted by data,
or not).

I realize that some scientists are theoreticians.  But sooner or later
doesn’t all science involve data?

yes, by Popper's criterion of science (reasonably widely adopted),



which is knowledge creation where data is relevant.

but not all knowledge creation is science. some is philosophy (aka
"metaphysics").

a good epistemology can handle all types of knowledge creation.

an epistemology that can only handle some types has to be supplemented
by a second epistemology to cover other cases. and if that second
epistemology is general purpose, then we might wonder what the point
of the first one is.

I’ve started reading Popper’s Conjectures and Refutations.  If I
understand him correctly, he acknowledges that data-and-hypothesis is
a chicken-and-egg question but that the regression is not infinite.
It terminates with inborn hypotheses that are not logically valid a
priori.

Right. We're born with some ideas to get started. These contain plenty
of mistakes, but also some knowledge, and in any case we can and do
change them as we go along (besides changing them, another thing we do
is put layers of interpretation or changes on top of them, so they are
*effectively* changed while still being there).

One such inborn hypothesis is the idea that, when event A has
repeatedly occurred in conjunction with event B, it will continue to
do so.  In fact, we assume there must be some causal relationship
between the two.  But I don’t think anyone has yet shown why that
belief is logically valid.

It isn't logically valid. Actually it's just a mistake.

There are many examples of this being false. I think you know some, right?

This is pretty much the "correlation implies causation" mistake.

We'd be better off using a different hypothesis which isn't wrong so 
frequently.



What we can do is this:

When A and B are correlated, then any conjecture which separates them
can be criticized if it fails to explain the apparent connection. Thus
all our conjectures which survive criticism will either:  A) explain
the connection   or  B) explain the correlation, while also saying the
real cause and what circumstances/contexts it will and will not
continue in

No correlations from regular human life are actually true universally.
They are contextual. To understand when they will continue, or not,
you have to understand the mechanism behind them so you can figure out
what contexts they will happen in or not. That's crucial for
predicting the future and when/why it might change. And it's even more
important if you want to intervene: e.g. make them stop being
correlated, or change one with or without losing the connection.

In my opinion, both Popperians and inductive scientists accept
causality

Causality isn't the issue. Correlation doesn't imply causality.

. . . but maybe for different reasons.  Perhaps they believe
they have solved the problem of induction;

Yes. Popper said he solved it.

But he didn't solve it in the way people wanted. He said it was a bad
problem, and he solved it by replacing it with a different and better
problem, and a different and better approach to epistemology. But he
never came up with a solution that works *in the mistaken inductivist
context* -- as far as that goes he, instead, explained why there
cannot be one of those.

Popper's new problem isn't how to establish the epistemological value
of ideas -- as induction tries to do, and Popper considers a mistaken
approach -- but instead how to make progress. How to learn, create
more knowledge, and correct some of our errors.



perhaps they accept
causality uncritically; perhaps they believe it is logically valid a
priori; perhaps they accept it for pragmatic reasons.

No it's none of those. Popperians explain things and use criticism to
make the explanations conform to any relevant facts, data,
correlations, and anything else. And the criticisms are themselves
always open to criticism. This is important because, e.g. the
criticism, "that idea seems to contradict the correlation I thought i
observed", while correct in some contexts, can be refuted in other
contexts. we can figure out which is which with the critical method.

That's a very lucid explanation.  Thank you.

What is your take on the following example of induction in science
(from Peter Godfrey-Smith's Theory and Reality: An Introduction to the
Philosophy of Science. University of Chicago Press, 2003, pp. 43-44)?

Chargaff's Rule, formulated in 1947, said that in DNA the amounts of
Cs and Gs were always roughly the same and the amounts of As and Ts
were always roughly the same. We now have an explanation for this
phenomenon, but Godfrey-Smith says, "In 1947 Chargaff's claim rested
on an induction from a small number of cases (in just eight different
kinds of organisms)."

First, that's nonsense. Why? Because those eight data points are
compatible with infinitely many possibilities in which the conjecture
(equal A/T and C/G counts) is false. But they said it's true not
false. The reason they said that isn't based on the data (the
contradictory possibilities are compatible with the same exact data),
there has to be some *other reason* that isn't coming from the data.

Induction does not offer any way to pick their conjecture, nor any
support for it.

What could have happened is they came up with their conjecture through
imagination, creativity, loose extrapolation that is not actually
based on the data but partly a matter of intuition, wild random



guesses, dreaming, myths, or whatever else.

By this process, they not only came up with this conjecture but also
many others. Which they criticized.

Many were only thought of unconsciously and refuted so fast they never
received conscious attention.

Others got a little conscious attention but then were quickly rejected.

A few got more thought. And this one was favored because:

1) there was no criticism of it (including: it fit with all the data points)

2) they didn't have a better idea. they found stuff wrong with its rivals.

3) it had some other merits which are more subtle, e.g. it's pretty
short and simple rather than be convoluted.

4) they may well have had in mind some potential explanations, or even
just partial explanations. for example they might have thought that,
in various ways, molecules can be used together in whole number
ratios. like they are in many other things. and kind of like atoms are
used together in whole number ratios, e.g. in H2O.

(BTW these are basically all just special cases of 1.)

Also bear in mind they could have turned out to be wrong. Conjectures
like this often turn out wrong.

One of the mistakes induction makes is focussing too much on where
ideas come from (mostly so they can judge the idea's
status/justification by the source's status/authority.  e.g. if the
source is "induction" that's deemed better than "wild guesses").
Popperians say, instead, that the source of ideas is not important at
all, and focus much more on what to do with our ideas (criticize them,
correct errors).

It's true that Chargaff was correcting an error.  He did not accept
the tetranucleotide hypothesis, which was based on the erroneous



belief that the bases A, C, G, and T were present in equal amounts in
DNA.  Chargaff discovered the correct ratios, thus refuting the
tetranucleotide hypothesis.  But he had no explanation for why C and G
should be in equal amounts or why A and T should be in equal amounts.
He was not testing the double helix hypothesis, because it did not
exist yet.  Until the double helix was proposed, the only source of
Chargaff's rule was to generalize from the data he had collected.

He could just have been guessing that the bases interact chemically in some 
manner, possibly indirectly, because it is difficult to imagine how they could 
convert information otherwise. If they didn't interact at all then presumably the 
only way they could convey information would be for the cell to detect the relative 
amounts or something like that. If they did interact then there might be 
correlations between A and T being present and between C and G being present, 
or some other combination. So Chargaff's guess could just have been that some 
such correlation exists. This is not a generalisation from data, it is a guess about 
what is happening in the real world.

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 19, 2012 at 4:37 PM

On Jan 19, 2:38 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 19 Jan 2012, at 15:10, Steve Push wrote:

On Jan 18, 10:00 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Jan 18, 2012 at 2:53 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 18, 4:53 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Jan 18, 2012 at 5:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 13, 2:29 am, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

On Thu, Jan 5, 2012 at 9:25 AM, stephen.p...@gmail.com

<stephen.p...@gmail.com> wrote:
On Jan 5, 9:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

He could just have proposed conjectures and looked to see if those 
conjectures explained the data, or he could have heard of 
conjectures proposed by other people and decided to test them.

If Matuyama got the idea from Brunhes and Mercanton, that fact would
just push the question back to how Brunhes and Mercanton came up 
with
the idea.  It was not the most parsimonious explanation given what 
was
known at the time.  Oreskes points out that most geologists thought



“the data were unstable.  Perhaps some minerals did not record the
surrounding field, but somehow reversed direction.  Or perhaps the
polarities were altered by later events.”  Oreskes also notes “the
origin of the earth’s field was then unknown; to postulate reversals
in a field of unknown origin was speculative in the extreme.”

Neither Brunhes and Mercanton nor Matuyama came up with this idea 
in a
vacuum.  They were responding to data.  Their insight was to reject
the idea that the data were unstable and reason that the data would be
consistent throughout the earth.  That is an instance of induction.

This says they were "responding to the data". But so were the people
who they disagreed with.

The data did not guide their colleagues to the same response that
Brunhes et al. decided on.

So the data must have been ambiguous or unclear, right? There is 
some
key part of this story other than the data.

Both groups had the data and paid attention to it -- that part is the
same -- but there is some other part which is different, and which is
crucial to explaining what happened.

It took an imaginative, speculative conjecture to make the break
through, not merely "responding to data".

How does one explain this thing that is not responding to the data in
an inductivist worldview? What was it and how does it work?

In the Popperian view, rather than responding to *data*, people
respond to *problems*: they use imagination and creativity to try to
come up with ideas which address the *problems* (not data) which they
are thinking about. (Some problems, of course, do reference or involve
some data.) And they criticize their ideas by how well they solve the
problems and other ways (including whether they are refuted by data,
or not).



I realize that some scientists are theoreticians.  But sooner or later
doesn’t all science involve data?

yes, by Popper's criterion of science (reasonably widely adopted),
which is knowledge creation where data is relevant.

but not all knowledge creation is science. some is philosophy (aka
"metaphysics").

a good epistemology can handle all types of knowledge creation.

an epistemology that can only handle some types has to be supplemented
by a second epistemology to cover other cases. and if that second
epistemology is general purpose, then we might wonder what the point
of the first one is.

I’ve started reading Popper’s Conjectures and Refutations.  If I
understand him correctly, he acknowledges that data-and-hypothesis is
a chicken-and-egg question but that the regression is not infinite.
It terminates with inborn hypotheses that are not logically valid a
priori.

Right. We're born with some ideas to get started. These contain plenty
of mistakes, but also some knowledge, and in any case we can and do
change them as we go along (besides changing them, another thing we do
is put layers of interpretation or changes on top of them, so they are
*effectively* changed while still being there).

One such inborn hypothesis is the idea that, when event A has
repeatedly occurred in conjunction with event B, it will continue to
do so.  In fact, we assume there must be some causal relationship
between the two.  But I don’t think anyone has yet shown why that
belief is logically valid.

It isn't logically valid. Actually it's just a mistake.

There are many examples of this being false. I think you know some, 



right?

This is pretty much the "correlation implies causation" mistake.

We'd be better off using a different hypothesis which isn't wrong so 
frequently.

What we can do is this:

When A and B are correlated, then any conjecture which separates them
can be criticized if it fails to explain the apparent connection. Thus
all our conjectures which survive criticism will either:  A) explain
the connection   or  B) explain the correlation, while also saying the
real cause and what circumstances/contexts it will and will not
continue in

No correlations from regular human life are actually true universally.
They are contextual. To understand when they will continue, or not,
you have to understand the mechanism behind them so you can figure out
what contexts they will happen in or not. That's crucial for
predicting the future and when/why it might change. And it's even more
important if you want to intervene: e.g. make them stop being
correlated, or change one with or without losing the connection.

In my opinion, both Popperians and inductive scientists accept
causality

Causality isn't the issue. Correlation doesn't imply causality.

. . . but maybe for different reasons.  Perhaps they believe
they have solved the problem of induction;

Yes. Popper said he solved it.

But he didn't solve it in the way people wanted. He said it was a bad
problem, and he solved it by replacing it with a different and better
problem, and a different and better approach to epistemology. But he
never came up with a solution that works *in the mistaken inductivist



context* -- as far as that goes he, instead, explained why there
cannot be one of those.

Popper's new problem isn't how to establish the epistemological value
of ideas -- as induction tries to do, and Popper considers a mistaken
approach -- but instead how to make progress. How to learn, create
more knowledge, and correct some of our errors.

perhaps they accept
causality uncritically; perhaps they believe it is logically valid a
priori; perhaps they accept it for pragmatic reasons.

No it's none of those. Popperians explain things and use criticism to
make the explanations conform to any relevant facts, data,
correlations, and anything else. And the criticisms are themselves
always open to criticism. This is important because, e.g. the
criticism, "that idea seems to contradict the correlation I thought i
observed", while correct in some contexts, can be refuted in other
contexts. we can figure out which is which with the critical method.

That's a very lucid explanation.  Thank you.

What is your take on the following example of induction in science
(from Peter Godfrey-Smith's Theory and Reality: An Introduction to the
Philosophy of Science. University of Chicago Press, 2003, pp. 43-44)?

Chargaff's Rule, formulated in 1947, said that in DNA the amounts of
Cs and Gs were always roughly the same and the amounts of As and Ts
were always roughly the same. We now have an explanation for this
phenomenon, but Godfrey-Smith says, "In 1947 Chargaff's claim rested
on an induction from a small number of cases (in just eight different
kinds of organisms)."

First, that's nonsense. Why? Because those eight data points are
compatible with infinitely many possibilities in which the conjecture
(equal A/T and C/G counts) is false. But they said it's true not
false. The reason they said that isn't based on the data (the
contradictory possibilities are compatible with the same exact data),
there has to be some *other reason* that isn't coming from the data.



Induction does not offer any way to pick their conjecture, nor any
support for it.

What could have happened is they came up with their conjecture through
imagination, creativity, loose extrapolation that is not actually
based on the data but partly a matter of intuition, wild random
guesses, dreaming, myths, or whatever else.

By this process, they not only came up with this conjecture but also
many others. Which they criticized.

Many were only thought of unconsciously and refuted so fast they never
received conscious attention.

Others got a little conscious attention but then were quickly rejected.

A few got more thought. And this one was favored because:

1) there was no criticism of it (including: it fit with all the data points)

2) they didn't have a better idea. they found stuff wrong with its rivals.

3) it had some other merits which are more subtle, e.g. it's pretty
short and simple rather than be convoluted.

4) they may well have had in mind some potential explanations, or even
just partial explanations. for example they might have thought that,
in various ways, molecules can be used together in whole number
ratios. like they are in many other things. and kind of like atoms are
used together in whole number ratios, e.g. in H2O.

(BTW these are basically all just special cases of 1.)

Also bear in mind they could have turned out to be wrong. Conjectures
like this often turn out wrong.

One of the mistakes induction makes is focussing too much on where



ideas come from (mostly so they can judge the idea's
status/justification by the source's status/authority.  e.g. if the
source is "induction" that's deemed better than "wild guesses").
Popperians say, instead, that the source of ideas is not important at
all, and focus much more on what to do with our ideas (criticize them,
correct errors).

It's true that Chargaff was correcting an error.  He did not accept
the tetranucleotide hypothesis, which was based on the erroneous
belief that the bases A, C, G, and T were present in equal amounts in
DNA.  Chargaff discovered the correct ratios, thus refuting the
tetranucleotide hypothesis.  But he had no explanation for why C and G
should be in equal amounts or why A and T should be in equal amounts.
He was not testing the double helix hypothesis, because it did not
exist yet.  Until the double helix was proposed, the only source of
Chargaff's rule was to generalize from the data he had collected.

He could just have been guessing that the bases interact chemically in some 
manner, possibly indirectly, because it is difficult to imagine how they could 
convert information otherwise. If they didn't interact at all then presumably the 
only way they could convey information would be for the cell to detect the 
relative amounts or something like that. If they did interact then there might be 
correlations between A and T being present and between C and G being 
present, or some other combination. So Chargaff's guess could just have been 
that some such correlation exists. This is not a generalisation from data, it is a 
guess about what is happening in the real world.

I've read some of Chargaff's pre-1953 papers, which can be found
online.  In the papers I read, he gave no indication that he made such
a guess.  He dismissed as speculation others' idea that DNA might be
involved in genetics.  All Chargaff would assert is that DNA appeared
to be an important biochemical whose function was not understood.  He
felt it was important to know what the constituents of DNA are and
what their relative abundances are.  As far as I can tell, the C-G and
A-T equivalencies were discovered empirically, and he had no reason to
expect that result.  It was Chargaff's observations that helped Watson
and Crick come up with the conjecture, not the other way around.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Math applied to politics is fallible; But math is not fallible.
Date: January 19, 2012 at 5:23 PM

I just read through most of the culture chapter.

David wrote:
Sometimes politicians have been so perplexed by the sheer perverseness of 
apportionment paradoxes that they have been reduced to denouncing 
mathematics itself. Representative Roger Q. Mills of Texas complained in 1882, 
‘I thought…that mathematics was a divine science. I thought that mathematics 
was the only science that spoke to inspiration and was infallible in its utterances 
[but] here is a new system of mathematics that demonstrates the truth to be 
false.’

This is weird. Numerical Methods proved this already. Isaac Newton
founded Numerical Methods in the 17th century. This math introduced
the concept of continuity vs quantization of numbers. Systems that use
numbers that are continuous can apply math without error in
computation. But systems that are quantized can't [congressional seats
are quantized numbers]. Compare today's computers with the human mind.

The mind can understand the number 1/3. But the computer knows this as
0.333333 with more 3's until the computer runs out of memory. And
these numbers are not equal. There exists error between them. That
error is very problematic, hence the field of Numerical Methods. The
purpose of these methods is to reduce the error. Imagine doing
trillions of calculations with small amounts of error with each
calculation. Some calculations are additive while others are
multiplicative. Additive computations cause the total error to rise in
direct proportion to the number of calculations. But multiplicative
computations cause the total error to rise geometrically with the
number of calculations. And Numerical Methods is concerned [I think
mostly] with this latter type because it is far more problematic.

So Roger Mills was apparently not aware of Numerical Methods because
if he was he would know that there are no mathematical methods that
can eradicate error in a system that uses quantized numbers
[congressional seats are quantized numbers].



So why was he surprised? And why did those mathematicians need no-go
theorems to prove that math in politics is fallible?

These things were already proven.

Or maybe I'm giving too much credit to Isaac Newton. Maybe what I
learned was something that came much later and I learned it from my
Numerical Methods class.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Discomfort is not necessarily coercion
Date: January 19, 2012 at 6:26 PM

On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

In the discussion about food, Elliot appears to be arguing that the
rational way to eat is to eat what you want when hungry and not to eat
otherwise. Whilst I agree that this is the best way to eat for most people
most of the time, it isn't best in all cases all the time.

For most people most of the time is what I said. For example I gave the exception 
of an actor trying to get to a specific weight for an acting part.

And, I said, most people who intentionally deviate, thinking they are improving on 
it, are doing much worse. Especially if their reason for deviating has to do with 
food fads (mainstream ideas in our culture about diet, nutrition, weight loss, 
attractiveness, health, etc).

Hunger is not only a theory in the mind, and it certainly isn't an
infallible guide

Agreed.

to whether or not one should eat. It is a sensation which
is then interpreted. It may or may not be distressing, depending upon our
interpretation of it. Once a person realises that hunger is just a
sensation that may be a poor guide to whether or not it is a good idea to
eat,

What do you mean by a poor guide? Why is it a poor guide?

and to what to eat, that can completely change the person's
experience, such that the person can be not acting against his or her will
when not eating when hungry.

Elliot's contention that it is irrational not to eat when hungry is a
mistake.



I did not say that.

Irrationality is not a matter of which ideas you have, but how you have them (are 
you willing to change your mind?)

The same idea (as far as the primary content) can be held rationally or 
irrationally.

It is like saying that it would be irrational not to have sex
every time one has the urge. Elliot is mistaking a mere sensation or animal
urge for an opinion.

No. You need to eat sometimes or you die. You also get milder problems before 
that like low blood sugar causing shaking, sweating, tingling etc... Hunger is a 
good guide for when to eat without being an opinion (it is not an opinion).

The two can go together but don't necessarily, and
certainly don't always go together. When you undergo certain medical
procedures requiring fasting and even drinking nothing for some hours
beforehand, you may experience hunger and thirst but that discomfort is not
necessarily distressing or coercive.

Right. That's like my example of an actor changing his weight for a movie part. 
There are various other examples. These exceptions have little to do with the 
issue of food fads.

You don't actually *want* to eat or
drink despite your hunger and thirst, because that could adversely affect
the procedure.

When you learn to ski, you experience discomfort, but again, there need be
nothing harmful, distressing, coercive or irrational about it. When you do
bungee jumping skydiving, base jumping or anything else involving extreme
heights, you have to overcome inborn fear of heights. Those who do so are
not acting irrationally, against their will, harming themselves by engaging
in these activities. Not everyone is a slave to hunger any more than they
are enslaved by the inborn fear of heights. It all depends how you
interpret these things.

All sorts of valuable things involve discomfort that are not, or not



necessarily, acting against one's own will.

Yes of course. Have you been reading Fabric of Reality list lately? I've been 
arguing at great length that sports players are, frequently, not TCS-coerced by 
their sports injuries (sometimes they are proud, or don't care, or many things).

There is a big gap between physical pain, or other sensations, and human 
interpretation.

(Consequently, animals which have physical pain and other sensations, but no 
interpretation due to no mind, cannot suffer in the way humans do.)

Paradoxically, understanding that hunger is just a sensation not an
infallible guide to whether or not it is a good idea to eat can make all
the difference for those trying to become less fat.

This sounds like it might be suggesting that if you realize hunger isn't super 
important then you can better starve yourself to lose weight for a fad diet. Which 
is a *very very bad* idea.

Obviously if it is in
fact distressing to feel hungry and not eat that cream bun, then that is
indeed harmful, as Elliot said. (Though note that the fat person feeling
compelled to eat but wanting to lose weight too is in a state of coercion
-- distressed, acting against their own will -- whatever they do, unless
they can change their preferences,

Right. And this TCS-coercion is due to their irrational attitude to food fads, diets, 
etc... That's the problem behind it.

such as can happen when a person
realises that hunger is a rather poor guide to what and when to eat, and
that the sensation of hunger doesn't actually mean that anything bad will
happen if they don't eat every time they experience a hunger pang.)

If you know that hunger is just a sensation not an infallible guide, and
instead of being enslaved by animal urges and mere sensations or minor
discomfort you engage your rational human mind in deciding what and when to
eat, it is totally possible to experience no distress whatsoever in



connection with hunger, and this makes it easy to lose the fat.

I had a quick look through The Hacker's Diet and what I think would be very
useful for a fat person trying to lose weight is that the author points out
that people trying to lose weight should ignore day-to-day fluctuations in
weight because such fluctuations are just water fluctuations. Instead, he
says, monitor the 10-day moving average, which shows the downward trend.

Yes various specific points it makes are correct. But it *also* advocates and 
endorses gross irrationality like food fads (as I pointed out), which is dangerous!

This is helpful because people trying to lose weight can become easily
discouraged when the scales say they have put on 3lbs overnight despite
having been eating a calorie deficit for a week.

You seem to be agreeing with me that the people using the diet are irrational 
about food.

Why would they be discouraged if they were eating in a way that wasn't TCS-
coercive? It would have zero downsides, be a common preference. So there'd be 
no reason to be discouraged even if they never lost any weight. It'd just be a 
good part of their life that they are happy with.

The Hacker's Diet provides
Excel tools that can help a person not be misled by water weight
fluctuations. Apparently there is now an iPhone app that makes similar
calculations and graphs progress.

Other diet books have other helpful ideas (in amongst the bad ones!). For
example, in The 4-Hour Body, Tim Ferriss suggests forgetting the idea of
weighing oneself and instead getting an accurate measure of one's
percentage of fat, or taking measurements of arms, legs, waist and so on,
on the basis that muscle weighs more than fat, and one can be becoming a
lot more muscular and less fat without one's weight changing that much.

But conforming to that kind of sexual-social game is

A) reliably due to anti-rational memes

B) bad



The point of my dietary suggestions was to avoid being hurt, not as a different 
way to participate in games that reliably hurt most people a lot.

Another helpful idea he has is that if you want to lose fat, a method that
is less efficient but that is easy and pleasant psychologically is better
than trying to use the most efficient method if that is unpleasant
psychologically.

Not all fat people have eaten when not hungry.

Apart from rare medical conditions, they all have.

Actually, 99.999% of everyone in our culture has, whether they are fat or not. 
(Sometimes with good reason, sometimes not.)

Fat people feel greater
hunger when they smell foods they like than thin people.

Or perhaps: fat people cling to such excuses more than thin people.

Or put another way: people who cling to such excuses, instead of being 
responsible, *become fat* much more.

People can also
feel hungry as a conditioned response to all sorts of things that have
nothing to do with whether or not they actually need to eat. It is not that
they think, I'm sad, I'm going to comfort eat. They *feel hungry* so they
eat! They smell a cream bun and experience hunger, so they eat. There are
also differences in insulin responses that make fat people more hungry than
thin people. There are cultural differences about how much to eat, that
mean that people in a fatter culture feel more hungry than people in
thinner cultures.

Because we are fallible human beings, we can't know for sure which feelings
of hunger truly mean we should eat and which are caused by feeling
upset/stressed/sad/sick/deprived, or indeed hunger caused by medications
(some do cause hunger), hormonal and other changes caused by pregnancy,



etc. But what we can do is to stop thinking of hunger as infallible guide,
or necessarily distressing, or as something that won't go away unless we
eat that cream bun.

Or rather, *to the extent that we can do that*, not eating when hungry is
not necessarily irrational and harmful, any more than it would be
irrational and harmful not to have sex every time we experience a sexual
urge.

Actually, sexual urges are part of one's mind (and culture!), not part of one's 
biology.

We are humans, not animals, and we can *think* and make decisions on
the basis of thought. We can change our preferences. We are not the slaves
of our inborn urges, instincts or sensations. But if you think you ARE,
then yes, not eating when you feel hungry, or not having sex when the urge
strikes, would indeed be coercive and thus harmful, as Elliot says.

I wasn't saying people are animals. At all. What I was saying is that people are 
irrational about food and fall for food fads, scientism, etc... Almost everyone in our 
culture has been fooled by such nonsense, and is hurt by  it sometimes.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Sexual urges (was: [BoI] Discomfort is not necessarily coercion)
Date: January 19, 2012 at 6:43 PM

On Thu, Jan 19, 2012 at 5:26 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

Or rather, *to the extent that we can do that*, not eating when hungry is
not necessarily irrational and harmful, any more than it would be
irrational and harmful not to have sex every time we experience a sexual
urge.

Actually, sexual urges are part of one's mind (and culture!), not part of one's 
biology.

This seems wrong. We share the same sexual biology as other primates.
But the difference is in our minds. Human mind interpret their sense
data thus possibly wildly changing the way their urges function. So a
man who has had very bad experiences with sex, could end up hating sex
so much that when he sees otherwise sexual things [like breasts] he is
not aroused.

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Sight -> Interpret [Choice?] -> Salivate (was: [BoI] Re: Ambiguity of the 
word pain)
Date: January 19, 2012 at 8:12 PM

On Tue, Jan 17, 2012 at 8:41 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 14, 2012 1:41 PM, "Don Crimbchin" <donald.crimbchin@gmail.com> 
wrote:

On Jan 12, 12:32 pm, Elliot Temple <c...@curi.us> wrote:

Also what do you say the BoI's argument that it's a mistake to say things are 
a matter of probability when actually they are a matter of human choice?

Although choices affect suffering, and people can choose to suffer, I
don't think that suffering is always chosen.  So I'm not sure that
that argument is relevant.

I'm not sure this is relevant either, but not all things are
controlled by human choice. When a person is hungry and they see their
favorite food, they salivate. This was not a choice.

Hmm. This is confusing. There is an interpretation involved after
seeing the food and before salivating. Does the interpretation involve
a choice?



From: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 19, 2012 at 9:20 PM

On Jan 19, 2:20 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

The deal is if you refuse to sign with anybody, you are signalling that you intend 
to commit crimes and don't want to be bound by a contract not to steal, commit 
murder, assault or rape.

Hang on.  You raised some other interesting points, and I wrote a
message responding to them, but if anyone else wants to see that they
can email me off list.  I don't plan to read anything else from you.

You just offered me a contract in which I recognize your property
claim in exchange for you not raping me.

I would suggest that someone who flings around rape analogies as
casually as you have in previous posts should exercise more caution in
how you interpret other people's "signals".

For Infinity's sake, there is, categorically, absolutely, no such
thing as a signal to rape.

Also, Alan?  Look around you.  Most people support the same democracy
I support.  Tossing around threats of assault, rape and murder for
those who don't go along with your wish to throw it away is unwise.  I
think you would discover, to your regret, that my response to you is
relatively restrained.

Take care,
Don

-- 



From: Josh Jordan <josh@joshjordan.name>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 19, 2012 at 9:30 PM

On Thu, Jan 19, 2012 at 9:20 PM, Donald Crimbchin
<donald.crimbchin@gmail.com> wrote:

On Jan 19, 2:20 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

The deal is if you refuse to sign with anybody, you are signalling that you 
intend to commit crimes and don't want to be bound by a contract not to steal, 
commit murder, assault or rape.

Hang on.  You raised some other interesting points, and I wrote a
message responding to them, but if anyone else wants to see that they
can email me off list.  I don't plan to read anything else from you.

You just offered me a contract in which I recognize your property
claim in exchange for you not raping me.

I read that as, "people who don't sign this contract are indicating
that they don't wish to be bound by it, and therefore may be regarded
with suspicion as possibly intending to commit the crimes it
prohibits." Not as, "anyone who doesn't sign it is a fair target for
those crimes."

I would suggest that someone who flings around rape analogies as
casually as you have in previous posts should exercise more caution in
how you interpret other people's "signals".

For Infinity's sake, there is, categorically, absolutely, no such
thing as a signal to rape.

Also, Alan?  Look around you.  Most people support the same democracy
I support.  Tossing around threats of assault, rape and murder for
those who don't go along with your wish to throw it away is unwise.  I
think you would discover, to your regret, that my response to you is
relatively restrained.



Rather than stating their case so bluntly, anarcho-capitalists in
general could be better at building intellectual bridges for people to
gradually make their way over to the light side of the force. David
does this kind of thing quite often in BoI in regard to other issues,
but I've only seen a few people do it consistently on this list.



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Discomfort is not necessarily coercion
Date: January 19, 2012 at 9:58 PM

On Jan 19, 2012, at 3:26 PM, Elliot Temple wrote:

On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

In the discussion about food, Elliot appears to be arguing that the
rational way to eat is to eat what you want when hungry and not to eat
otherwise. Whilst I agree that this is the best way to eat for most people
most of the time, it isn't best in all cases all the time.

For most people most of the time is what I said. For example I gave the 
exception of an actor trying to get to a specific weight for an acting part.

And, I said, most people who intentionally deviate, thinking they are improving 
on it, are doing much worse. Especially if their reason for deviating has to do 
with food fads (mainstream ideas in our culture about diet, nutrition, weight loss, 
attractiveness, health, etc).

It seems that the argument for eating when hungry is that hunger is a good 
generally reliable signal on when to eat. Your body has a pretty good system for 
informing you when you should have some food. It would be silly to ignore that.

Of course sometimes it'll be wrong -- like say, if you ignore the "eat when hungry" 
advice in the first place, and then eat so much you get up to 800lbs, and then 
need to lose weight quickly to reduce the chance of a heart attack. But that's a 
special case. And once you get back down you should start following the advice.

"Avoid severe pain" is generally a pretty good rule too. Of course, if you're 
hanging by a ledge, and hanging on hurts a lot, one should ignore that because 
dealing with that pain is worse than dying. Also sports, and being a performer 
who walks on hot coals or something, are other situations where ignoring severe 
pain can make some amount of sense. But that doesn't mean that avoiding 
severe pain is bad advice. It's often a sign something bad is going on!



From: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 19, 2012 at 10:17 PM

On Jan 19, 9:30 pm, Josh Jordan <j...@joshjordan.name> wrote:

I read that as, "people who don't sign this contract are indicating
that they don't wish to be bound by it, and therefore may be regarded
with suspicion as possibly intending to commit the crimes it
prohibits." Not as, "anyone who doesn't sign it is a fair target for
those crimes."

That's not a whole lot better.  He's going to interpret my
disagreement over the allocation of private property where just
recently there was a commons as "signalling that [I] intend to commit
crimes and don't want to be bound by a contract not to steal, commit
murder, assault or rape".

The consequences of this "signalling" are, at best, left to the
imagination.



From: Josh Jordan <josh@joshjordan.name>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 19, 2012 at 10:22 PM

On Thu, Jan 19, 2012 at 10:17 PM, Donald Crimbchin
<donald.crimbchin@gmail.com> wrote:

On Jan 19, 9:30 pm, Josh Jordan <j...@joshjordan.name> wrote:

I read that as, "people who don't sign this contract are indicating
that they don't wish to be bound by it, and therefore may be regarded
with suspicion as possibly intending to commit the crimes it
prohibits." Not as, "anyone who doesn't sign it is a fair target for
those crimes."

That's not a whole lot better.  He's going to interpret my
disagreement over the allocation of private property where just
recently there was a commons as "signalling that [I] intend to commit
crimes and don't want to be bound by a contract not to steal, commit
murder, assault or rape".

The consequences of this "signalling" are, at best, left to the
imagination.

Well, we might be able to make each clause in the contract separable,
so you could agree to points (2), (3), and (4) without agreeing to
(1). But I think the overall point is that there are a lot of creative
ideas to explore around how private property rights might be be
protected without the existence of an entity that we would today call
a "state" or "government".



From: Elliot Temple <curi@curi.us>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 19, 2012 at 11:16 PM

On Jan 19, 2012, at 6:30 PM, Josh Jordan wrote:

On Thu, Jan 19, 2012 at 9:20 PM, Donald Crimbchin
<donald.crimbchin@gmail.com> wrote:

On Jan 19, 2:20 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

The deal is if you refuse to sign with anybody, you are signalling that you 
intend to commit crimes and don't want to be bound by a contract not to steal, 
commit murder, assault or rape.

Hang on.  You raised some other interesting points, and I wrote a
message responding to them, but if anyone else wants to see that they
can email me off list.  I don't plan to read anything else from you.

You just offered me a contract in which I recognize your property
claim in exchange for you not raping me.

I read that as, "people who don't sign this contract are indicating
that they don't wish to be bound by it, and therefore may be regarded
with suspicion as possibly intending to commit the crimes it
prohibits." Not as, "anyone who doesn't sign it is a fair target for
those crimes."

I concur with that reading.

I would suggest that someone who flings around rape analogies as
casually as you have in previous posts should exercise more caution in
how you interpret other people's "signals".

For Infinity's sake, there is, categorically, absolutely, no such
thing as a signal to rape.



Also, Alan?  Look around you.  Most people support the same democracy
I support.  Tossing around threats of assault, rape and murder for
those who don't go along with your wish to throw it away is unwise.  I
think you would discover, to your regret, that my response to you is
relatively restrained.

Rather than stating their case so bluntly, anarcho-capitalists in
general could be better at building intellectual bridges for people to
gradually make their way over to the light side of the force. David
does this kind of thing quite often in BoI in regard to other issues,
but I've only seen a few people do it consistently on this list.

Which gap would you like to see bridged?

I think for most people the bigger problem is accepting liberalism consistently. If 
one does that, AnCap is easy and natural.

There are many reasons people reject liberalism, or, perhaps more commonly, 
make some large exceptions (which they sometimes regard as small exceptions). 
People are welcome to bring up any of these issues.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems
Date: January 20, 2012 at 4:16 AM

On 13 Jan 2012, at 04:42 AM, Elliot Temple <curi@curi.us> wrote:

TCS-coercing children (hurting them, making them suffer) can be categorized 
into two groups:

1) non-traditional, which causes unpredictable harm

2) traditional, which is part of the process of passing on memes. The 
explanation of why this type of TCS-coercion has predictable effects is the 
memes have evolved knowledge of how to cause those effects. The explanation 
of why the type and intensity of TCS-coercion varies is that the memes have 
evolved knowledge of how to be flexible and tune parental behavior to the 
individual child. These memes have knowledge that is more refined than one-
size-fits-all.

When adults complain about being screwed up by their parents, are they usually 
talking about the non-traditional, unpredictable harm? Because if it were the 
traditional harm it would have done its job in making the adult think it was 
good/necessary/normal/whatever?

Or is it sometimes the traditional harm, because culture is gradually realising that 
these things aren't cool?

--
Lulie Tanett



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Discomfort is not necessarily coercion
Date: January 20, 2012 at 5:21 AM

On 19 Jan 2012, at 23:26, Elliot Temple wrote:
On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

Another helpful idea he has is that if you want to lose fat, a method that
is less efficient but that is easy and pleasant psychologically is better
than trying to use the most efficient method if that is unpleasant
psychologically.

Not all fat people have eaten when not hungry.

Apart from rare medical conditions, they all have.

Actually, 99.999% of everyone in our culture has, whether they are fat or not. 
(Sometimes with good reason, sometimes not.)

Fat people feel greater
hunger when they smell foods they like than thin people.

Or perhaps: fat people cling to such excuses more than thin people.

Or put another way: people who cling to such excuses, instead of being 
responsible, *become fat* much more.

Is it not the case that fat people have changed (psychologically or something) 
when they feel hungry? So they *think* they feel hungry more often than thin 
people? And they often can't even tell if they feel hungry or not, because they've 
messed with the inborn interpretations?

I mean, they may *also* eat when they're not hungry, but why is the basic point 
that you can change what you feel hungry in response to (and therefore mess up 
your eating if you're irrational about it) wrong?

--
Lulie Tanett



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] Discomfort is not necessarily coercion
Date: January 20, 2012 at 5:27 AM

On 20 Jan 2012, at 02:58, Justin Mallone wrote:

On Jan 19, 2012, at 3:26 PM, Elliot Temple wrote:

On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

In the discussion about food, Elliot appears to be arguing that the
rational way to eat is to eat what you want when hungry and not to eat
otherwise. Whilst I agree that this is the best way to eat for most people
most of the time, it isn't best in all cases all the time.

For most people most of the time is what I said. For example I gave the 
exception of an actor trying to get to a specific weight for an acting part.

And, I said, most people who intentionally deviate, thinking they are improving 
on it, are doing much worse. Especially if their reason for deviating has to do 
with food fads (mainstream ideas in our culture about diet, nutrition, weight 
loss, attractiveness, health, etc).

It seems that the argument for eating when hungry is that hunger is a good 
generally reliable signal on when to eat. Your body has a pretty good system for 
informing you when you should have some food. It would be silly to ignore that.

It evolved ages ago when we had less good access to food and lifestyles were 
different and so on, right? So why should we expect it to be a fairly good/reliable 
system nowadays? (If it is indeed just a biological signal. If it isn't, and it's idea-
based/psychological, why isn't it possible to mess it up and feel hunger for 
reasons unrelated to hunger?)

--
Lulie Tanett



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 20, 2012 at 5:49 AM

On 20 January 2012 02:20, Donald Crimbchin <donald.crimbchin@gmail.com> 
wrote:

On Jan 19, 2:20 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

The deal is if you refuse to sign with anybody, you are signalling that you 
intend to commit crimes and don't want to be bound by a contract not to steal, 
commit murder, assault or rape.

Hang on.  You raised some other interesting points, and I wrote a
message responding to them, but if anyone else wants to see that they
can email me off list.  I don't plan to read anything else from you.

You just offered me a contract in which I recognize your property
claim in exchange for you not raping me.

I would suggest that someone who flings around rape analogies as
casually as you have in previous posts should exercise more caution in
how you interpret other people's "signals".

For Infinity's sake, there is, categorically, absolutely, no such
thing as a signal to rape.

Also, Alan?  Look around you.  Most people support the same democracy
I support.  Tossing around threats of assault, rape and murder for
those who don't go along with your wish to throw it away is unwise.  I
think you would discover, to your regret, that my response to you is
relatively restrained.

No. What I said was that I will not agree to have an obligation to
protect you if you will not even extend me the minimum courtesy of
agreeing not to rape, murder or rob me. I didn't say I would do
anything at all to you.



Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 20, 2012 at 5:55 AM

On 20 January 2012 03:17, Donald Crimbchin <donald.crimbchin@gmail.com> 
wrote:

On Jan 19, 9:30 pm, Josh Jordan <j...@joshjordan.name> wrote:

I read that as, "people who don't sign this contract are indicating
that they don't wish to be bound by it, and therefore may be regarded
with suspicion as possibly intending to commit the crimes it
prohibits." Not as, "anyone who doesn't sign it is a fair target for
those crimes."

That's not a whole lot better.  He's going to interpret my
disagreement over the allocation of private property where just
recently there was a commons as "signalling that [I] intend to commit
crimes and don't want to be bound by a contract not to steal, commit
murder, assault or rape".

This is also a misreading of my position. What I am interested in is
not the specific property rights regime, but having institutions to
correct such regimes more easily. So what could happen is that where
there is a disagreement, the disagreement would be discussed and
settled in such a way that everybody involved prefers their position
after the agreement to their position before. If you totally refuse to
sign up to any agreement to arbitrate such disagreements, or
disagreements over things like assault, rape or murder, then how do
you expect other people to interpret that?

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 20, 2012 at 5:58 AM

On 20 January 2012 02:20, Donald Crimbchin <donald.crimbchin@gmail.com> 
wrote:

On Jan 19, 2:20 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

The deal is if you refuse to sign with anybody, you are signalling that you 
intend to commit crimes and don't want to be bound by a contract not to steal, 
commit murder, assault or rape.

Hang on.  You raised some other interesting points, and I wrote a
message responding to them, but if anyone else wants to see that they
can email me off list.  I don't plan to read anything else from you.

You just offered me a contract in which I recognize your property
claim in exchange for you not raping me.

I would suggest that someone who flings around rape analogies as
casually as you have in previous posts should exercise more caution in
how you interpret other people's "signals".

For Infinity's sake, there is, categorically, absolutely, no such
thing as a signal to rape.

Also, Alan?  Look around you.  Most people support the same democracy
I support.  Tossing around threats of assault, rape and murder for
those who don't go along with your wish to throw it away is unwise.  I
think you would discover, to your regret, that my response to you is
relatively restrained.

Also, it's not that I 'don't support democracy'. It is greatly
superior to tyranny, but I think it is possible to improve on it.

Alan



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems
Date: January 20, 2012 at 6:26 AM

On 20 Jan 2012, at 9:16am, Lulie Tanett wrote:

On 13 Jan 2012, at 04:42 AM, Elliot Temple <curi@curi.us> wrote:

TCS-coercing children (hurting them, making them suffer) can be categorized 
into two groups:

1) non-traditional, which causes unpredictable harm

2) traditional, which is part of the process of passing on memes. The 
explanation of why this type of TCS-coercion has predictable effects is the 
memes have evolved knowledge of how to cause those effects. The 
explanation of why the type and intensity of TCS-coercion varies is that the 
memes have evolved knowledge of how to be flexible and tune parental 
behavior to the individual child. These memes have knowledge that is more 
refined than one-size-fits-all.

When adults complain about being screwed up by their parents, are they usually 
talking about the non-traditional, unpredictable harm? Because if it were the 
traditional harm it would have done its job in making the adult think it was 
good/necessary/normal/whatever?

Not necessarily, for two reasons. One is that sometimes it clashes with newer 
values in our culture, as you say here:

Or is it sometimes the traditional harm, because culture is gradually realising 
that these things aren't cool?

And the other is, unfortunately, that some of the behaviour of traditional anti-
rational memes includes that of complaining and rebelling against those very 
memes at a certain stage. Memes are complicated but a simple example of the 
logic of this is that a rebellion with the liberating theme "now I am of age, I no 
longer defer to anyone" has the same logic as the tyrannical "because I say so".

-- David Deutsch



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Exceptions to Liberalism (was: Property (was Re: [BoI] Force is bad, war 
is good? (was: Universal Healthcare)))
Date: January 20, 2012 at 6:54 AM

On Jan 19, 2012 10:16 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 19, 2012, at 6:30 PM, Josh Jordan wrote:

On Thu, Jan 19, 2012 at 9:20 PM, Donald Crimbchin
<donald.crimbchin@gmail.com> wrote:

On Jan 19, 2:20 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

The deal is if you refuse to sign with anybody, you are signalling that you 
intend to commit crimes and don't want to be bound by a contract not to 
steal, commit murder, assault or rape.

Hang on.  You raised some other interesting points, and I wrote a
message responding to them, but if anyone else wants to see that they
can email me off list.  I don't plan to read anything else from you.

You just offered me a contract in which I recognize your property
claim in exchange for you not raping me.

I read that as, "people who don't sign this contract are indicating
that they don't wish to be bound by it, and therefore may be regarded
with suspicion as possibly intending to commit the crimes it
prohibits." Not as, "anyone who doesn't sign it is a fair target for
those crimes."

I concur with that reading.

I would suggest that someone who flings around rape analogies as
casually as you have in previous posts should exercise more caution in
how you interpret other people's "signals".

For Infinity's sake, there is, categorically, absolutely, no such
thing as a signal to rape.



Also, Alan?  Look around you.  Most people support the same democracy
I support.  Tossing around threats of assault, rape and murder for
those who don't go along with your wish to throw it away is unwise.  I
think you would discover, to your regret, that my response to you is
relatively restrained.

Rather than stating their case so bluntly, anarcho-capitalists in
general could be better at building intellectual bridges for people to
gradually make their way over to the light side of the force. David
does this kind of thing quite often in BoI in regard to other issues,
but I've only seen a few people do it consistently on this list.

Which gap would you like to see bridged?

I think for most people the bigger problem is accepting liberalism consistently. If 
one does that, AnCap is easy and natural.

There are many reasons people reject liberalism, or, perhaps more commonly, 
make some large exceptions (which they sometimes regard as small 
exceptions). People are welcome to bring up any of these issues.

I think there are 2 classifications of exceptions: (1) those that
benefit all individuals, i.e. utilitarianism, and (2) those that
benefit certain groups of individuals. Class (1) seem straightforward.
The exceptions for class (2) tend to create dependencies and *us vs
them* situations. Both of these are negative side effects that result
in downward spiral effects, i.e. dependencies keep getting worse and
the *us vs them* situations keep getting more divided. And these
consequences do not reconcile with the concept of liberalism. So our
default method should be to consider all exceptions to liberalism
wrong. Then we deliberate rationally about each conjectured exception
until we can criticize them no more, and what is left uncriticized is
considered an acceptable exception to liberalism because its positive
effects provide more good than its negative effects provide bad.

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Discomfort is not necessarily coercion
Date: January 20, 2012 at 7:35 AM

On Jan 19, 2012 8:58 PM, "Justin Mallone" <justinceo@gmail.com> wrote:
On Jan 19, 2012, at 3:26 PM, Elliot Temple wrote:

On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

In the discussion about food, Elliot appears to be arguing that the
rational way to eat is to eat what you want when hungry and not to eat
otherwise. Whilst I agree that this is the best way to eat for most people
most of the time, it isn't best in all cases all the time.

For most people most of the time is what I said. For example I gave the 
exception of an actor trying to get to a specific weight for an acting part.

And, I said, most people who intentionally deviate, thinking they are improving 
on it, are doing much worse. Especially if their reason for deviating has to do 
with food fads (mainstream ideas in our culture about diet, nutrition, weight 
loss, attractiveness, health, etc).

It seems that the argument for eating when hungry is that hunger is a good 
generally reliable signal on when to eat. Your body has a pretty good system for 
informing you when you should have some food. It would be silly to ignore that.

Of course sometimes it'll be wrong -- like say, if you ignore the "eat when 
hungry" advice in the first place, and then eat so much you get up to 800lbs, and 
then need to lose weight quickly to reduce the chance of a heart attack. But 
that's a special case. And once you get back down you should start following the 
advice.

Also, the hunger mechanism doesn't work properly when you've been
gorging. Gorging increased the size of the stomach which has a direct
effect on the hunger feeling.

"Avoid severe pain" is generally a pretty good rule too. Of course, if you're 
hanging by a ledge, and hanging on hurts a lot, one should ignore that because 
dealing with that pain is worse than dying. Also sports, and being a performer 
who walks on hot coals or something, are other situations where ignoring severe 



pain can make some amount of sense. But that doesn't mean that avoiding 
severe pain is bad advice. It's often a sign something bad is going on!

Unless your intention was to commit suicide. So you're hanging there
baring the pain just long enough for the boat to get out of your way.

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Discomfort is not necessarily coercion
Date: January 20, 2012 at 7:47 AM

.

On Jan 20, 2012 4:21 AM, "Lulie Tanett" <www@lulie.org> wrote:

On 19 Jan 2012, at 23:26, Elliot Temple wrote:
On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

Another helpful idea he has is that if you want to lose fat, a method that
is less efficient but that is easy and pleasant psychologically is better
than trying to use the most efficient method if that is unpleasant
psychologically.

Not all fat people have eaten when not hungry.

Apart from rare medical conditions, they all have.

Actually, 99.999% of everyone in our culture has, whether they are fat or not. 
(Sometimes with good reason, sometimes not.)

Fat people feel greater
hunger when they smell foods they like than thin people.

Or perhaps: fat people cling to such excuses more than thin people.

Or put another way: people who cling to such excuses, instead of being 
responsible, *become fat* much more.

Is it not the case that fat people have changed (psychologically or something) 
when they feel hungry? So they *think* they feel hungry more often than thin 
people?

Yes. There interpretation of their sense data caused a change to their
hunger urge. But this interpretation can be changed by rationally
thinking about food. For example, when I used to eat KFC, I would eat



2 plates. Last week I was helping a friend move furniture. I was
starving and he brought loads of KFC for everyone. I ate one plate and
before getting my second plate I thought "A second plate would be
irrational," and I didn't get a second plate. Most people don't even
think about their actions. Or if they do they aren't thinking
rationally.

And they often can't even tell if they feel hungry or not, because they've messed 
with the inborn interpretations?

What is an inborn interpretation? Inborn suggests instincts. But
interpretations are not instincts.

I mean, they may *also* eat when they're not hungry, but why is the basic point 
that you can change what you feel hungry in response to (and therefore mess 
up your eating if you're irrational about it) wrong?

Huh?

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Discomfort is not necessarily coercion
Date: January 20, 2012 at 7:48 AM

On Jan 20, 2012 4:27 AM, "Lulie Tanett" <www@lulie.org> wrote:
On 20 Jan 2012, at 02:58, Justin Mallone wrote:

On Jan 19, 2012, at 3:26 PM, Elliot Temple wrote:
On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

In the discussion about food, Elliot appears to be arguing that the
rational way to eat is to eat what you want when hungry and not to eat
otherwise. Whilst I agree that this is the best way to eat for most people
most of the time, it isn't best in all cases all the time.

For most people most of the time is what I said. For example I gave the 
exception of an actor trying to get to a specific weight for an acting part.

And, I said, most people who intentionally deviate, thinking they are 
improving on it, are doing much worse. Especially if their reason for deviating 
has to do with food fads (mainstream ideas in our culture about diet, nutrition, 
weight loss, attractiveness, health, etc).

It seems that the argument for eating when hungry is that hunger is a good 
generally reliable signal on when to eat. Your body has a pretty good system 
for informing you when you should have some food. It would be silly to ignore 
that.

It evolved ages ago when we had less good access to food and lifestyles were 
different and so on, right? So why should we expect it to be a fairly good/reliable 
system nowadays? (If it is indeed just a biological signal. If it isn't, and it's idea-
based/psychological, why isn't it possible to mess it up and feel hunger for 
reasons unrelated to hunger?)

Yes. Irrational reasons that cause bad interpretations. Rational
reasons cause good interpretations.



From: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 20, 2012 at 10:10 AM

On Jan 20, 5:49 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

No. What I said was that I will not agree to have an obligation to
protect you if you will not even extend me the minimum courtesy of
agreeing not to rape, murder or rob me. I didn't say I would do
anything at all to you.

No, Alan, you absolutely did not say that.  You said nothing about any
"obligation to protect" anyone.

Here is what you said:

"The deal is if you refuse to sign with anybody, you are signalling
that you intend to commit crimes and don't want to be bound by a
contract not to steal, commit murder, assault or rape."

At best, you called me a would-be rapist.  More likely, you were
giving the "An Cap" version of "nice place you got here.  shame if
something happened to it".

On Jan 20, 5:55 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 20 January 2012 03:17, Donald Crimbchin <donald.crimbc...@gmail.com> 
wrote:

On Jan 19, 9:30 pm, Josh Jordan <j...@joshjordan.name> wrote:

 What I am interested in is
not the specific property rights regime, but having institutions to
correct such regimes more easily.

These are equivalent--the allocation of property determines which set
of institutions we use.   Who owns the lake?  They choose the



institution.  If two people claim to own the lake, they'll use two
different institutions.

So what could happen is that where
there is a disagreement, the disagreement would be discussed and
settled in such a way that everybody involved prefers their position
after the agreement to their position before.

My chosen institution and your chosen institution are unable to find
such an agreement.

Note that "my position before the agreement" is determined by *my*
chosen institution, *not* yours.

If you totally refuse to
sign up to any agreement to arbitrate such disagreements, or
disagreements over things like assault, rape or murder, then how do
you expect other people to interpret that?

You refuse to sign up for my institution, I refuse to sign up for
yours.  You refuse my arbitration systems, I refuse yours.  So we both
label each other as intending to assault, rape, or murder.  *Not*
merely as unworthy of protection from assault, rape or murder, but as
*intending* to assault, rape, or murder.  Consequences of said
labelling left unspecified.

In the circumstances we were discussing, there were already existing
agreements that fishermen could fish as they wanted, and no one was
permitted to rape, murder, assault, steal boats, etc.  You're
proposing a new agreement, and you insist that anyone who doesn't go
along with the new agreement is no longer protected by *any* of the
old agreements.  You're reneging on a deal, and to add insult to
probable injury, you're calling me a would-be criminal for wanting to
live under the old agreement.

How it is that refusal to accept your chosen institution with regards
to property *also* implies that that I refuse *all* institutions
dealing with assault, rape, or murder; or why murder, rape and assault
had to be mentioned at all; or how it is that I am accused of theft



when it is *you* who are appropriating something that wasn't yours, is
all completely beyond me.

Play whatever dishonest game you want without me.  Beginning of
Infinity is the most amazing book I ever read, but this list is
completely down the rabbit hole.  Bye.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: Sexual urges (was: [BoI] Discomfort is not necessarily coercion)
Date: January 20, 2012 at 3:35 AM

On 19 Jan 2012, at 23:43, Rami Rustom wrote:

On Thu, Jan 19, 2012 at 5:26 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

Or rather, *to the extent that we can do that*, not eating when hungry is
not necessarily irrational and harmful, any more than it would be
irrational and harmful not to have sex every time we experience a sexual
urge.

Actually, sexual urges are part of one's mind (and culture!), not part of one's 
biology.

This seems wrong. We share the same sexual biology as other primates.
But the difference is in our minds. Human mind interpret their sense
data thus possibly wildly changing the way their urges function. So a
man who has had very bad experiences with sex, could end up hating sex
so much that when he sees otherwise sexual things [like breasts] he is
not aroused.

Animals don't have sexual urges, and this includes primates. Rather, there is a 
program that moves the animal's body so that it has sex under some 
circumstances.

Human beings can look at some of the input from their sense organs and change 
their interpretation of that input. Many people interpret this input as nice or 
worthwhile or something like that when they see somebody who they would 
describe as sexy and have sex. They can think about the input and interpret it in 
different ways and so on. A person can interpret it as good in which case he will 
have an urge to have sex on some occasions. Animals have no such 
interpretations, and , therefore, no urges.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Sexual urges (was: [BoI] Discomfort is not necessarily coercion)
Date: January 20, 2012 at 12:47 PM

On Jan 20, 2012 11:20 AM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 19 Jan 2012, at 23:43, Rami Rustom wrote:
On Thu, Jan 19, 2012 at 5:26 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

Or rather, *to the extent that we can do that*, not eating when hungry is
not necessarily irrational and harmful, any more than it would be
irrational and harmful not to have sex every time we experience a sexual
urge.

Actually, sexual urges are part of one's mind (and culture!), not part of one's 
biology.

This seems wrong. We share the same sexual biology as other primates.
But the difference is in our minds. Human mind interpret their sense
data thus possibly wildly changing the way their urges function. So a
man who has had very bad experiences with sex, could end up hating sex
so much that when he sees otherwise sexual things [like breasts] he is
not aroused.

Animals don't have sexual urges, and this includes primates. Rather, there is a 
program that moves the animal's body so that it has sex under some 
circumstances.

Human beings can look at some of the input from their sense organs and 
change their interpretation of that input. Many people interpret this input as nice 
or worthwhile or something like that when they see somebody who they would 
describe as sexy and have sex. They can think about the input and interpret it in 
different ways and so on. A person can interpret it as good in which case he will 
have an urge to have sex on some occasions. Animals have no such 
interpretations, and , therefore, no urges.

I see so when we say that cats are in heat, that is what I meant by
sexual urge. But as you said, urge only has meaning for humans. So
*being in heat* is what non-human animals do.



-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: Exceptions to Liberalism (was: Property (was Re: [BoI] Force is bad, 
war is good? (was: Universal Healthcare)))
Date: January 20, 2012 at 1:50 PM

On Jan 20, 2012, at 3:54 AM, Rami Rustom wrote:

On Jan 19, 2012 10:16 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 19, 2012, at 6:30 PM, Josh Jordan wrote:

On Thu, Jan 19, 2012 at 9:20 PM, Donald Crimbchin
<donald.crimbchin@gmail.com> wrote:

On Jan 19, 2:20 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

The deal is if you refuse to sign with anybody, you are signalling that you 
intend to commit crimes and don't want to be bound by a contract not to 
steal, commit murder, assault or rape.

Hang on.  You raised some other interesting points, and I wrote a
message responding to them, but if anyone else wants to see that they
can email me off list.  I don't plan to read anything else from you.

You just offered me a contract in which I recognize your property
claim in exchange for you not raping me.

I read that as, "people who don't sign this contract are indicating
that they don't wish to be bound by it, and therefore may be regarded
with suspicion as possibly intending to commit the crimes it
prohibits." Not as, "anyone who doesn't sign it is a fair target for
those crimes."

I concur with that reading.

I would suggest that someone who flings around rape analogies as
casually as you have in previous posts should exercise more caution in
how you interpret other people's "signals".

For Infinity's sake, there is, categorically, absolutely, no such



thing as a signal to rape.

Also, Alan?  Look around you.  Most people support the same democracy
I support.  Tossing around threats of assault, rape and murder for
those who don't go along with your wish to throw it away is unwise.  I
think you would discover, to your regret, that my response to you is
relatively restrained.

Rather than stating their case so bluntly, anarcho-capitalists in
general could be better at building intellectual bridges for people to
gradually make their way over to the light side of the force. David
does this kind of thing quite often in BoI in regard to other issues,
but I've only seen a few people do it consistently on this list.

Which gap would you like to see bridged?

I think for most people the bigger problem is accepting liberalism consistently. 
If one does that, AnCap is easy and natural.

There are many reasons people reject liberalism, or, perhaps more commonly, 
make some large exceptions (which they sometimes regard as small 
exceptions). People are welcome to bring up any of these issues.

I think there are 2 classifications of exceptions: (1) those that
benefit all individuals, i.e. utilitarianism, and (2) those that
benefit certain groups of individuals. Class (1) seem straightforward.

Many people don't consider them straightforward. Can you clarify for us?

I'm unclear if you're advocating or rejecting them.

I don't think any exceptions to liberalism benefit everyone.

The exceptions for class (2) tend to create dependencies and *us vs
them* situations. Both of these are negative side effects that result
in downward spiral effects, i.e. dependencies keep getting worse and
the *us vs them* situations keep getting more divided. And these
consequences do not reconcile with the concept of liberalism. So our
default method should be to consider all exceptions to liberalism
wrong. Then we deliberate rationally about each conjectured exception



until we can criticize them no more, and what is left uncriticized is
considered an acceptable exception to liberalism because its positive
effects provide more good than its negative effects provide bad.

I don't agree with that idea that some people being hurt is OK if the benefits to 
someone else (or himself!?) supposedly outweigh it. Why should anyone be hurt 
at all? Why do you think there is a conflict of interest, or any necessity to have 
anything bad?

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Discomfort is not necessarily coercion
Date: January 20, 2012 at 1:53 PM

On Jan 20, 2012, at 2:21 AM, Lulie Tanett wrote:

On 19 Jan 2012, at 23:26, Elliot Temple wrote:
On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

Another helpful idea he has is that if you want to lose fat, a method that
is less efficient but that is easy and pleasant psychologically is better
than trying to use the most efficient method if that is unpleasant
psychologically.

Not all fat people have eaten when not hungry.

Apart from rare medical conditions, they all have.

Actually, 99.999% of everyone in our culture has, whether they are fat or not. 
(Sometimes with good reason, sometimes not.)

Fat people feel greater
hunger when they smell foods they like than thin people.

Or perhaps: fat people cling to such excuses more than thin people.

Or put another way: people who cling to such excuses, instead of being 
responsible, *become fat* much more.

Is it not the case that fat people have changed (psychologically or something) 
when they feel hungry? So they *think* they feel hungry more often than thin 
people? And they often can't even tell if they feel hungry or not, because they've 
messed with the inborn interpretations?

I mean, they may *also* eat when they're not hungry, but why is the basic point 
that you can change what you feel hungry in response to (and therefore mess 
up your eating if you're irrational about it) wrong?



If they've messed up their understanding of hunger, then in order to eat when 
hungry well (per my suggestion) they'd have to regain some understanding of 
their hunger.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Rationality (was: Discomfort is not necessarily coercion)
Date: January 20, 2012 at 1:57 PM

On Jan 20, 2012, at 4:48 AM, Rami Rustom wrote:

On Jan 20, 2012 4:27 AM, "Lulie Tanett" <www@lulie.org> wrote:
On 20 Jan 2012, at 02:58, Justin Mallone wrote:

On Jan 19, 2012, at 3:26 PM, Elliot Temple wrote:
On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

In the discussion about food, Elliot appears to be arguing that the
rational way to eat is to eat what you want when hungry and not to eat
otherwise. Whilst I agree that this is the best way to eat for most people
most of the time, it isn't best in all cases all the time.

For most people most of the time is what I said. For example I gave the 
exception of an actor trying to get to a specific weight for an acting part.

And, I said, most people who intentionally deviate, thinking they are 
improving on it, are doing much worse. Especially if their reason for 
deviating has to do with food fads (mainstream ideas in our culture about 
diet, nutrition, weight loss, attractiveness, health, etc).

It seems that the argument for eating when hungry is that hunger is a good 
generally reliable signal on when to eat. Your body has a pretty good system 
for informing you when you should have some food. It would be silly to ignore 
that.

It evolved ages ago when we had less good access to food and lifestyles were 
different and so on, right? So why should we expect it to be a fairly 
good/reliable system nowadays? (If it is indeed just a biological signal. If it isn't, 
and it's idea-based/psychological, why isn't it possible to mess it up and feel 
hunger for reasons unrelated to hunger?)

Yes. Irrational reasons that cause bad interpretations. Rational
reasons cause good interpretations.

No. This is the standard authoritarian conception of rationality which equates 



rational with good/true/etc...

Rationality is actually about ability to fix mistakes. It's about how one makes 
changes. Rationality is absolutely no guarantee of success or having the right 
ideas. What it causes is a trend of progress over time.

The very phrase "rational reason" doesn't strictly make much sense. It's not the 
reasons that are rational or irrational, but one's attitude towards changing them.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: Property (was Re: [BoI] Force is bad, war is good? (was: Universal 
Healthcare))
Date: January 20, 2012 at 2:01 PM

On 20 Jan 2012, at 15:10, Donald Crimbchin wrote:

On Jan 20, 5:49 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

No. What I said was that I will not agree to have an obligation to
protect you if you will not even extend me the minimum courtesy of
agreeing not to rape, murder or rob me. I didn't say I would do
anything at all to you.

No, Alan, you absolutely did not say that.  You said nothing about any
"obligation to protect" anyone.

Here is what you said:

"The deal is if you refuse to sign with anybody, you are signalling
that you intend to commit crimes and don't want to be bound by a
contract not to steal, commit murder, assault or rape."

At best, you called me a would-be rapist.  More likely, you were
giving the "An Cap" version of "nice place you got here.  shame if
something happened to it".

Possibly there's a misunderstanding here. I'm talking about whether it is possible 
in principle for ancap to work. I recognise that you and many other people would 
not be willing to sign such a contract now because you think that it would not 
work.

So the problem should be put like this. A person under uncap has a range of 
choices of what protection company he wants to sign up to. Some might 
specialise in insuring against theft of computers, others might specialise in 
preventing you from getting mugged if you go to bad neighbourhoods, and there 
would be other reasons for making choices between different companies such as 
cost and so on. So what happens if that person refuses to sign up to any 



company? Then no company will not be under a legal obligation to protect that 
person. So why it would it be in the person's interest to do this?

On Jan 20, 5:55 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 20 January 2012 03:17, Donald Crimbchin <donald.crimbc...@gmail.com> 
wrote:

On Jan 19, 9:30 pm, Josh Jordan <j...@joshjordan.name> wrote:

What I am interested in is
not the specific property rights regime, but having institutions to
correct such regimes more easily.

These are equivalent--the allocation of property determines which set
of institutions we use.   Who owns the lake?  They choose the
institution.  If two people claim to own the lake, they'll use two
different institutions.

No they're not. The current distribution of property is who currently has the right 
to dispose of a particular piece of property. The institutions for securing property 
rights are the institutions that resolve disputes about changes in who owns 
property.

So what could happen is that where
there is a disagreement, the disagreement would be discussed and
settled in such a way that everybody involved prefers their position
after the agreement to their position before.

My chosen institution and your chosen institution are unable to find
such an agreement.

Why would they be unable to find such an agreement? All problems are soluble.

Note that "my position before the agreement" is determined by *my*
chosen institution, *not* yours.

Right, but that's irrelevant. What's relevant is what happens to deals made from 
then on. Good laws passed now also say things about how the law will be phased 



in so that people will not be held liable for decisions made before the law was 
passed.

If you totally refuse to
sign up to any agreement to arbitrate such disagreements, or
disagreements over things like assault, rape or murder, then how do
you expect other people to interpret that?

You refuse to sign up for my institution, I refuse to sign up for
yours.  You refuse my arbitration systems, I refuse yours.  So we both
label each other as intending to assault, rape, or murder.  *Not*
merely as unworthy of protection from assault, rape or murder, but as
*intending* to assault, rape, or murder.  Consequences of said
labelling left unspecified.

No we don't. We just have different problems and have hired different groups of 
people to take care of those problems. For example, a supermarket will be 
interested in trying to get protection from shoplifters. Most people will not need 
the same kind of protection for stuff in their own house because anybody who 
isn't invited into the house is there for nefarious reasons anyway. Now, what 
happens if a homeowner shoplifts? His contract will stipulate that he has to pay 
compensation, or go to arbitration if he maintains his innocence.

In the circumstances we were discussing, there were already existing
agreements that fishermen could fish as they wanted, and no one was
permitted to rape, murder, assault, steal boats, etc.  You're
proposing a new agreement, and you insist that anyone who doesn't go
along with the new agreement is no longer protected by *any* of the
old agreements.  You're reneging on a deal, and to add insult to
probable injury, you're calling me a would-be criminal for wanting to
live under the old agreement.

So, to get this clear, the hypothetical scenario is that before things change 
fishermen were allowed to go out and fish as much as they wanted. This 
produces an overfishing problem. The ancap companies want to change the 
property rights regime. They might suggest that some particular change would be 
a good idea. If their customers agree they make the change, otherwise they won't 
change. What if come companies change and others don't? If there is a dispute 
between the companies they may get the dispute arbitrated.



You might ask what happens if they don't want to have the dispute arbitrated. 
That seems rather unlikely, unless one of them is explicitly in favour of totally 
overturning things like property rights and the idea that rape, murder and so on 
are undesirable, i.e. - one of the groups is a bunch of criminals, terrorists, or 
tyrants. So disputes wouldn't lead to fighting except in cases where somebody 
wants to fight.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Exceptions to Liberalism (was: Property (was Re: [BoI] Force is bad, 
war is good? (was: Universal Healthcare)))
Date: January 20, 2012 at 2:12 PM

On Fri, Jan 20, 2012 at 12:50 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 20, 2012, at 3:54 AM, Rami Rustom wrote:

On Jan 19, 2012 10:16 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 19, 2012, at 6:30 PM, Josh Jordan wrote:

On Thu, Jan 19, 2012 at 9:20 PM, Donald Crimbchin
<donald.crimbchin@gmail.com> wrote:

On Jan 19, 2:20 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

The deal is if you refuse to sign with anybody, you are signalling that you 
intend to commit crimes and don't want to be bound by a contract not to 
steal, commit murder, assault or rape.

Hang on.  You raised some other interesting points, and I wrote a
message responding to them, but if anyone else wants to see that they
can email me off list.  I don't plan to read anything else from you.

You just offered me a contract in which I recognize your property
claim in exchange for you not raping me.

I read that as, "people who don't sign this contract are indicating
that they don't wish to be bound by it, and therefore may be regarded
with suspicion as possibly intending to commit the crimes it
prohibits." Not as, "anyone who doesn't sign it is a fair target for
those crimes."

I concur with that reading.

I would suggest that someone who flings around rape analogies as
casually as you have in previous posts should exercise more caution in
how you interpret other people's "signals".

For Infinity's sake, there is, categorically, absolutely, no such



thing as a signal to rape.

Also, Alan?  Look around you.  Most people support the same democracy
I support.  Tossing around threats of assault, rape and murder for
those who don't go along with your wish to throw it away is unwise.  I
think you would discover, to your regret, that my response to you is
relatively restrained.

Rather than stating their case so bluntly, anarcho-capitalists in
general could be better at building intellectual bridges for people to
gradually make their way over to the light side of the force. David
does this kind of thing quite often in BoI in regard to other issues,
but I've only seen a few people do it consistently on this list.

Which gap would you like to see bridged?

I think for most people the bigger problem is accepting liberalism consistently. 
If one does that, AnCap is easy and natural.

There are many reasons people reject liberalism, or, perhaps more 
commonly, make some large exceptions (which they sometimes regard as 
small exceptions). People are welcome to bring up any of these issues.

I think there are 2 classifications of exceptions: (1) those that
benefit all individuals, i.e. utilitarianism, and (2) those that
benefit certain groups of individuals. Class (1) seem straightforward.

Many people don't consider them straightforward. Can you clarify for us?

The utilitarian idea of maintaining a military to protect all of us
from harm. And the idea of protecting us from pandemic viruses. These
are coercive laws. And coercion goes against the idea of liberalism.
But pure liberalism is not yet possible. And so some exceptions are
necessary.

I'm unclear if you're advocating or rejecting them.

I'm advocating some exceptions to the liberal idea that we should not



coerce people.

I don't think any exceptions to liberalism benefit everyone.

The utilitarian idea of coercing us to pay taxes to support our
military does benefit everyone of us.

The exceptions for class (2) tend to create dependencies and *us vs
them* situations. Both of these are negative side effects that result
in downward spiral effects, i.e. dependencies keep getting worse and
the *us vs them* situations keep getting more divided. And these
consequences do not reconcile with the concept of liberalism. So our
default method should be to consider all exceptions to liberalism
wrong. Then we deliberate rationally about each conjectured exception
until we can criticize them no more, and what is left uncriticized is
considered an acceptable exception to liberalism because its positive
effects provide more good than its negative effects provide bad.

I don't agree with that idea that some people being hurt is OK if the benefits to 
someone else (or himself!?) supposedly outweigh it. Why should anyone be hurt 
at all? Why do you think there is a conflict of interest, or any necessity to have 
anything bad?

I think you are saying that the *negative effects* in my argument is
what causes hurt. But by negative effects I meant things like paying
taxes to support the military. This doesn't necessarily cause hurt.
Each one of us, after we've been persuaded to accept said exceptions,
have interpreted the exception as good rather than bad and so we do
not experience hurt [as in the hurt caused by self-TCS-coercion]. I
meant to include the word persuasion in my original argument, thus
necessarily excluding coercion.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Signaling and Protection (was: Property)
Date: January 20, 2012 at 2:15 PM

On Jan 19, 2012, at 11:20 AM, Alan Forrester wrote:

On 19 Jan 2012, at 13:13, Donald Crimbchin wrote:

On Jan 19, 3:29 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

They are all signed up for insurance against theft, fraud and so on, different 
people with different companies. The companies will have deals with one 
another to arbitrate disputes in particular ways and deals about how to deal 
with people who refuse to abide by their contracts and so on. Why will people 
sign up for such deals? Because it is in their interests to have property rights 
and contracts respected.

If the companies do not resort to coercion, it is in my interest to
not sign any deal.  Thus the tragedy of the commons is real.

It is in your interest not to have any protection for your property?

Is it also in your interest to be totally incapable of undertaking any contract?

If the answer to either of those questions is no then it is in your interest to sign a 
contract to have property and contract rights administered and protected. The 
deal isn't that if you refuse to sign up, you get stuff for free. The deal is if you 
refuse to sign with anybody, you are signalling that you intend to commit crimes 
and don't want to be bound by a contract not to steal, commit murder, assault or 
rape.

I don't agree that it signals that.

One might be, for example, poor and stupid (or even dirt poor and calculating, or 
perhaps well armed and macho), and wish to save money by taking on the risk of 
being robbed without having police to help.

Some people don't buy health insurance. Some would skimp on protection 



services too (this would fade to zero as everyone got richer, I guess).

Maybe some company can come up with a way for people to sign up in a minimal 
way for free *and get something in return* (seems like it could provide some 
value to their paying customers, but that could be hard to capture in actual fees). 
But I haven't seen an explanation of how that would work, and even if it can work 
it might not be implemented for a while. So as long as it costs money to sign, 
failure to sign need not signal much of anything except a desire to buy something 
else instead.

I also don't agree with Donald that it's in people's interest not to sign up. In the 
vast, vast majority of cases, police services are worth paying for, and you will get 
far more value than the cost you pay (there's a lot of mutual benefit to go around 
in these trades, the companies and clients can both come out way ahead). And in 
the vast majority of cases, people will have enough money to pay for it (if the 
Government isn't providing police services, it also won't be collecting taxes to pay 
for them, so people could put the same money towards purchasing the services 
that they already pay via taxes).

But even though it is in people's interest to sign up, and they could do so, some 
won't. They'll be tempted by buying more beer and make a mistake. Or come up 
with a dumb plan to spend the money on guns instead of the service. Or make 
some other mistake. There are many ways to be mistaken.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Rationality (was: Discomfort is not necessarily coercion)
Date: January 20, 2012 at 2:15 PM

On Fri, Jan 20, 2012 at 12:57 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 20, 2012, at 4:48 AM, Rami Rustom wrote:

On Jan 20, 2012 4:27 AM, "Lulie Tanett" <www@lulie.org> wrote:
On 20 Jan 2012, at 02:58, Justin Mallone wrote:

On Jan 19, 2012, at 3:26 PM, Elliot Temple wrote:
On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

In the discussion about food, Elliot appears to be arguing that the
rational way to eat is to eat what you want when hungry and not to eat
otherwise. Whilst I agree that this is the best way to eat for most people
most of the time, it isn't best in all cases all the time.

For most people most of the time is what I said. For example I gave the 
exception of an actor trying to get to a specific weight for an acting part.

And, I said, most people who intentionally deviate, thinking they are 
improving on it, are doing much worse. Especially if their reason for 
deviating has to do with food fads (mainstream ideas in our culture about 
diet, nutrition, weight loss, attractiveness, health, etc).

It seems that the argument for eating when hungry is that hunger is a good 
generally reliable signal on when to eat. Your body has a pretty good 
system for informing you when you should have some food. It would be silly 
to ignore that.

It evolved ages ago when we had less good access to food and lifestyles 
were different and so on, right? So why should we expect it to be a fairly 
good/reliable system nowadays? (If it is indeed just a biological signal. If it 
isn't, and it's idea-based/psychological, why isn't it possible to mess it up and 
feel hunger for reasons unrelated to hunger?)

Yes. Irrational reasons that cause bad interpretations. Rational
reasons cause good interpretations.

No. This is the standard authoritarian conception of rationality which equates 



rational with good/true/etc...

Rationality is actually about ability to fix mistakes. It's about how one makes 
changes. Rationality is absolutely no guarantee of success or having the right 
ideas. What it causes is a trend of progress over time.

The very phrase "rational reason" doesn't strictly make much sense. It's not the 
reasons that are rational or irrational, but one's attitude towards changing them.

Ok reasons can't be rational or irrational. Its our approach [our way
of thinking] that can be rational or irrational. So I should have
said:

Irrational thinking is likely to lead to bad interpretations of hunger
while rational thinking is likely to cause good interpretations of
hunger.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Rationality (was: Discomfort is not necessarily coercion)
Date: January 20, 2012 at 2:25 PM

On Jan 20, 2012, at 11:15 AM, Rami Rustom wrote:

On Fri, Jan 20, 2012 at 12:57 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 20, 2012, at 4:48 AM, Rami Rustom wrote:

On Jan 20, 2012 4:27 AM, "Lulie Tanett" <www@lulie.org> wrote:
On 20 Jan 2012, at 02:58, Justin Mallone wrote:

On Jan 19, 2012, at 3:26 PM, Elliot Temple wrote:
On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

In the discussion about food, Elliot appears to be arguing that the
rational way to eat is to eat what you want when hungry and not to eat
otherwise. Whilst I agree that this is the best way to eat for most people
most of the time, it isn't best in all cases all the time.

For most people most of the time is what I said. For example I gave the 
exception of an actor trying to get to a specific weight for an acting part.

And, I said, most people who intentionally deviate, thinking they are 
improving on it, are doing much worse. Especially if their reason for 
deviating has to do with food fads (mainstream ideas in our culture about 
diet, nutrition, weight loss, attractiveness, health, etc).

It seems that the argument for eating when hungry is that hunger is a good 
generally reliable signal on when to eat. Your body has a pretty good 
system for informing you when you should have some food. It would be 
silly to ignore that.

It evolved ages ago when we had less good access to food and lifestyles 
were different and so on, right? So why should we expect it to be a fairly 
good/reliable system nowadays? (If it is indeed just a biological signal. If it 
isn't, and it's idea-based/psychological, why isn't it possible to mess it up 
and feel hunger for reasons unrelated to hunger?)

Yes. Irrational reasons that cause bad interpretations. Rational
reasons cause good interpretations.



No. This is the standard authoritarian conception of rationality which equates 
rational with good/true/etc...

Rationality is actually about ability to fix mistakes. It's about how one makes 
changes. Rationality is absolutely no guarantee of success or having the right 
ideas. What it causes is a trend of progress over time.

The very phrase "rational reason" doesn't strictly make much sense. It's not the 
reasons that are rational or irrational, but one's attitude towards changing 
them.

Ok reasons can't be rational or irrational. Its our approach [our way
of thinking] that can be rational or irrational. So I should have
said:

Irrational thinking is likely to lead to bad interpretations of hunger
while rational thinking is likely to cause good interpretations of
hunger.

I disagree.

It isn't a matter of likeliness what results people get. It's a matter of human 
choices.

And rational thinking reliably causes good interpretations *within very long 
timeframes*.

But you could easily have a person who thinks irrationally, but is knowledgeable 
(say, your average dumb adult), and another who thinks rationally but doesn't 
have a lot of knowledge (say, your average smart 5 year old). And when they 
disagree (about how to interpret something, or anything else) the irrational person 
frequently is right.

And further, that rational child may well be highly irrational 10 years later. His 
rationality won't necessarily lead to good thinking later.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: Exceptions to Liberalism (was: Property (was Re: [BoI] Force is bad, 
war is good? (was: Universal Healthcare)))
Date: January 20, 2012 at 2:29 PM

On Jan 20, 2012, at 11:12 AM, Rami Rustom wrote:

On Fri, Jan 20, 2012 at 12:50 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 20, 2012, at 3:54 AM, Rami Rustom wrote:

On Jan 19, 2012 10:16 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 19, 2012, at 6:30 PM, Josh Jordan wrote:

On Thu, Jan 19, 2012 at 9:20 PM, Donald Crimbchin
<donald.crimbchin@gmail.com> wrote:

On Jan 19, 2:20 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

The deal is if you refuse to sign with anybody, you are signalling that 
you intend to commit crimes and don't want to be bound by a contract 
not to steal, commit murder, assault or rape.

Hang on.  You raised some other interesting points, and I wrote a
message responding to them, but if anyone else wants to see that they
can email me off list.  I don't plan to read anything else from you.

You just offered me a contract in which I recognize your property
claim in exchange for you not raping me.

I read that as, "people who don't sign this contract are indicating
that they don't wish to be bound by it, and therefore may be regarded
with suspicion as possibly intending to commit the crimes it
prohibits." Not as, "anyone who doesn't sign it is a fair target for
those crimes."

I concur with that reading.

I would suggest that someone who flings around rape analogies as
casually as you have in previous posts should exercise more caution in
how you interpret other people's "signals".



For Infinity's sake, there is, categorically, absolutely, no such
thing as a signal to rape.

Also, Alan?  Look around you.  Most people support the same democracy
I support.  Tossing around threats of assault, rape and murder for
those who don't go along with your wish to throw it away is unwise.  I
think you would discover, to your regret, that my response to you is
relatively restrained.

Rather than stating their case so bluntly, anarcho-capitalists in
general could be better at building intellectual bridges for people to
gradually make their way over to the light side of the force. David
does this kind of thing quite often in BoI in regard to other issues,
but I've only seen a few people do it consistently on this list.

Which gap would you like to see bridged?

I think for most people the bigger problem is accepting liberalism 
consistently. If one does that, AnCap is easy and natural.

There are many reasons people reject liberalism, or, perhaps more 
commonly, make some large exceptions (which they sometimes regard as 
small exceptions). People are welcome to bring up any of these issues.

I think there are 2 classifications of exceptions: (1) those that
benefit all individuals, i.e. utilitarianism, and (2) those that
benefit certain groups of individuals. Class (1) seem straightforward.

Many people don't consider them straightforward. Can you clarify for us?

The utilitarian idea of maintaining a military to protect all of us
from harm. And the idea of protecting us from pandemic viruses. These
are coercive laws. And coercion goes against the idea of liberalism.
But pure liberalism is not yet possible. And so some exceptions are
necessary.

I don't see any connection to utilitarianism.



Nor any problem for a rational, gradualist (as opposed to radical, revolutionary) 
liberal. Liberalism does not mean "pure" liberalism in the sense of utopianism. 
Liberalism, correctly understood, is not utopian.

Calling anything but utopia non-liberal would be like calling all current science 
non-science since no scientists perfectly follow the scientific method.

I'm unclear if you're advocating or rejecting them.

I'm advocating some exceptions to the liberal idea that we should not
coerce people.

That is not a liberal idea.

The liberal idea has always been not to do *aggressive* force, but absolutely to 
do *defensive* force or coercion.

I don't think any exceptions to liberalism benefit everyone.

The utilitarian idea of coercing us to pay taxes to support our
military does benefit everyone of us.

Utilitarianism is about benefiting many people while sacrificing others. If 
something benefits *everyone* there is no need to invoke utilitarianism.

The exceptions for class (2) tend to create dependencies and *us vs
them* situations. Both of these are negative side effects that result
in downward spiral effects, i.e. dependencies keep getting worse and
the *us vs them* situations keep getting more divided. And these
consequences do not reconcile with the concept of liberalism. So our
default method should be to consider all exceptions to liberalism
wrong. Then we deliberate rationally about each conjectured exception
until we can criticize them no more, and what is left uncriticized is
considered an acceptable exception to liberalism because its positive
effects provide more good than its negative effects provide bad.



I don't agree with that idea that some people being hurt is OK if the benefits to 
someone else (or himself!?) supposedly outweigh it. Why should anyone be 
hurt at all? Why do you think there is a conflict of interest, or any necessity to 
have anything bad?

I think you are saying that the *negative effects* in my argument is
what causes hurt. But by negative effects I meant things like paying
taxes to support the military. This doesn't necessarily cause hurt.

Then what's negative about it if it's not hurting anyone?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Signaling and Protection (was: Property)
Date: January 20, 2012 at 2:41 PM

On 20 Jan 2012, at 19:15, Elliot Temple wrote:

On Jan 19, 2012, at 11:20 AM, Alan Forrester wrote:

On 19 Jan 2012, at 13:13, Donald Crimbchin wrote:

On Jan 19, 3:29 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

They are all signed up for insurance against theft, fraud and so on, different 
people with different companies. The companies will have deals with one 
another to arbitrate disputes in particular ways and deals about how to deal 
with people who refuse to abide by their contracts and so on. Why will 
people sign up for such deals? Because it is in their interests to have 
property rights and contracts respected.

If the companies do not resort to coercion, it is in my interest to
not sign any deal.  Thus the tragedy of the commons is real.

It is in your interest not to have any protection for your property?

Is it also in your interest to be totally incapable of undertaking any contract?

If the answer to either of those questions is no then it is in your interest to sign 
a contract to have property and contract rights administered and protected. 
The deal isn't that if you refuse to sign up, you get stuff for free. The deal is if 
you refuse to sign with anybody, you are signalling that you intend to commit 
crimes and don't want to be bound by a contract not to steal, commit murder, 
assault or rape.

I don't agree that it signals that.

One might be, for example, poor and stupid (or even dirt poor and calculating, or 
perhaps well armed and macho), and wish to save money by taking on the risk 



of being robbed without having police to help.

Some people don't buy health insurance. Some would skimp on protection 
services too (this would fade to zero as everyone got richer, I guess).

Maybe some company can come up with a way for people to sign up in a 
minimal way for free *and get something in return* (seems like it could provide 
some value to their paying customers, but that could be hard to capture in actual 
fees). But I haven't seen an explanation of how that would work, and even if it 
can work it might not be implemented for a while. So as long as it costs money 
to sign, failure to sign need not signal much of anything except a desire to buy 
something else instead.

You're right.

In addition, there would presumably be ways for them to take out insurance on 
specific deals or transactions, so they could have protection for a specific 
transaction, but not necessarily for walking down the street.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Exceptions to Liberalism (was: Property (was Re: [BoI] Force is bad, 
war is good? (was: Universal Healthcare)))
Date: January 20, 2012 at 2:43 PM

On Fri, Jan 20, 2012 at 1:29 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 20, 2012, at 11:12 AM, Rami Rustom wrote:

On Fri, Jan 20, 2012 at 12:50 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 20, 2012, at 3:54 AM, Rami Rustom wrote:

On Jan 19, 2012 10:16 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 19, 2012, at 6:30 PM, Josh Jordan wrote:

On Thu, Jan 19, 2012 at 9:20 PM, Donald Crimbchin
<donald.crimbchin@gmail.com> wrote:

On Jan 19, 2:20 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

The deal is if you refuse to sign with anybody, you are signalling that 
you intend to commit crimes and don't want to be bound by a contract 
not to steal, commit murder, assault or rape.

Hang on.  You raised some other interesting points, and I wrote a
message responding to them, but if anyone else wants to see that they
can email me off list.  I don't plan to read anything else from you.

You just offered me a contract in which I recognize your property
claim in exchange for you not raping me.

I read that as, "people who don't sign this contract are indicating
that they don't wish to be bound by it, and therefore may be regarded
with suspicion as possibly intending to commit the crimes it
prohibits." Not as, "anyone who doesn't sign it is a fair target for
those crimes."

I concur with that reading.

I would suggest that someone who flings around rape analogies as
casually as you have in previous posts should exercise more caution in
how you interpret other people's "signals".



For Infinity's sake, there is, categorically, absolutely, no such
thing as a signal to rape.

Also, Alan?  Look around you.  Most people support the same 
democracy
I support.  Tossing around threats of assault, rape and murder for
those who don't go along with your wish to throw it away is unwise.  I
think you would discover, to your regret, that my response to you is
relatively restrained.

Rather than stating their case so bluntly, anarcho-capitalists in
general could be better at building intellectual bridges for people to
gradually make their way over to the light side of the force. David
does this kind of thing quite often in BoI in regard to other issues,
but I've only seen a few people do it consistently on this list.

Which gap would you like to see bridged?

I think for most people the bigger problem is accepting liberalism 
consistently. If one does that, AnCap is easy and natural.

There are many reasons people reject liberalism, or, perhaps more 
commonly, make some large exceptions (which they sometimes regard as 
small exceptions). People are welcome to bring up any of these issues.

I think there are 2 classifications of exceptions: (1) those that
benefit all individuals, i.e. utilitarianism, and (2) those that
benefit certain groups of individuals. Class (1) seem straightforward.

Many people don't consider them straightforward. Can you clarify for us?

The utilitarian idea of maintaining a military to protect all of us
from harm. And the idea of protecting us from pandemic viruses. These
are coercive laws. And coercion goes against the idea of liberalism.
But pure liberalism is not yet possible. And so some exceptions are
necessary.

I don't see any connection to utilitarianism.



I misunderstood the term utilitarianism. I didn't realize that it
means sacrificing one's self. That sounds like altruism.

Nor any problem for a rational, gradualist (as opposed to radical, revolutionary) 
liberal. Liberalism does not mean "pure" liberalism in the sense of utopianism. 
Liberalism, correctly understood, is not utopian.

Yes I keep messing this up. I'm thinking from the future working
backwards. I should be thinking from now working forwards. So we
should be reconsidering each law one by one [or one set by one set].

Now I realize why I keep doing this. When I have a new idea for a new
business, I always think of the end game. And if I like the end game
[yes I'm a chess lover], then I think of the path to get there. Most
business people do the reverse. But that causes them to get into the
wrong businesses.

So why isn't it good to think of politics this way?  Is this a utopian approach?

I'm not suggesting revolution, nor uprupt changes. I'm just planning
the end and working backwards without taking any action until its all
planned out. Of course the entire plan is fallible.

So as soon as we take the first action, we measure the results of that
action, and we recalculate the plan based on this new knowledge.

If this works in business, why not in politics?

Calling anything but utopia non-liberal would be like calling all current science 
non-science since no scientists perfectly follow the scientific method.

Understood.

I'm unclear if you're advocating or rejecting them.

I'm advocating some exceptions to the liberal idea that we should not



coerce people.

That is not a liberal idea.

The liberal idea has always been not to do *aggressive* force, but absolutely to 
do *defensive* force or coercion.

Understood.

I don't think any exceptions to liberalism benefit everyone.

The utilitarian idea of coercing us to pay taxes to support our
military does benefit everyone of us.

Utilitarianism is about benefiting many people while sacrificing others. If 
something benefits *everyone* there is no need to invoke utilitarianism.

Understood.

The exceptions for class (2) tend to create dependencies and *us vs
them* situations. Both of these are negative side effects that result
in downward spiral effects, i.e. dependencies keep getting worse and
the *us vs them* situations keep getting more divided. And these
consequences do not reconcile with the concept of liberalism. So our
default method should be to consider all exceptions to liberalism
wrong. Then we deliberate rationally about each conjectured exception
until we can criticize them no more, and what is left uncriticized is
considered an acceptable exception to liberalism because its positive
effects provide more good than its negative effects provide bad.

I don't agree with that idea that some people being hurt is OK if the benefits 
to someone else (or himself!?) supposedly outweigh it. Why should anyone 
be hurt at all? Why do you think there is a conflict of interest, or any necessity 



to have anything bad?

I think you are saying that the *negative effects* in my argument is
what causes hurt. But by negative effects I meant things like paying
taxes to support the military. This doesn't necessarily cause hurt.

Then what's negative about it if it's not hurting anyone?

Nothing. I forgot the meaning of hurt when I wrote *negative effects*.
Its only negative if I was coerced to do it. And persuasion
necessarily excludes coercion so there are no *negative effects*.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: Exceptions to Liberalism
Date: January 20, 2012 at 2:58 PM

On Jan 20, 2012, at 11:43 AM, Rami Rustom wrote:

On Fri, Jan 20, 2012 at 1:29 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 20, 2012, at 11:12 AM, Rami Rustom wrote:

On Fri, Jan 20, 2012 at 12:50 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 20, 2012, at 3:54 AM, Rami Rustom wrote:

On Jan 19, 2012 10:16 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 19, 2012, at 6:30 PM, Josh Jordan wrote:

On Thu, Jan 19, 2012 at 9:20 PM, Donald Crimbchin
<donald.crimbchin@gmail.com> wrote:

On Jan 19, 2:20 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

The deal is if you refuse to sign with anybody, you are signalling that 
you intend to commit crimes and don't want to be bound by a 
contract not to steal, commit murder, assault or rape.

Hang on.  You raised some other interesting points, and I wrote a
message responding to them, but if anyone else wants to see that they
can email me off list.  I don't plan to read anything else from you.

You just offered me a contract in which I recognize your property
claim in exchange for you not raping me.

I read that as, "people who don't sign this contract are indicating
that they don't wish to be bound by it, and therefore may be regarded
with suspicion as possibly intending to commit the crimes it
prohibits." Not as, "anyone who doesn't sign it is a fair target for
those crimes."

I concur with that reading.

I would suggest that someone who flings around rape analogies as
casually as you have in previous posts should exercise more caution 



in
how you interpret other people's "signals".

For Infinity's sake, there is, categorically, absolutely, no such
thing as a signal to rape.

Also, Alan?  Look around you.  Most people support the same 
democracy
I support.  Tossing around threats of assault, rape and murder for
those who don't go along with your wish to throw it away is unwise.  I
think you would discover, to your regret, that my response to you is
relatively restrained.

Rather than stating their case so bluntly, anarcho-capitalists in
general could be better at building intellectual bridges for people to
gradually make their way over to the light side of the force. David
does this kind of thing quite often in BoI in regard to other issues,
but I've only seen a few people do it consistently on this list.

Which gap would you like to see bridged?

I think for most people the bigger problem is accepting liberalism 
consistently. If one does that, AnCap is easy and natural.

There are many reasons people reject liberalism, or, perhaps more 
commonly, make some large exceptions (which they sometimes regard 
as small exceptions). People are welcome to bring up any of these 
issues.

I think there are 2 classifications of exceptions: (1) those that
benefit all individuals, i.e. utilitarianism, and (2) those that
benefit certain groups of individuals. Class (1) seem straightforward.

Many people don't consider them straightforward. Can you clarify for us?

The utilitarian idea of maintaining a military to protect all of us
from harm. And the idea of protecting us from pandemic viruses. These
are coercive laws. And coercion goes against the idea of liberalism.
But pure liberalism is not yet possible. And so some exceptions are



necessary.

I don't see any connection to utilitarianism.

I misunderstood the term utilitarianism. I didn't realize that it
means sacrificing one's self. That sounds like altruism.

http://www.merriam-webster.com/dictionary/utilitarianism

a doctrine that the useful is the good and that the determining consideration of 
right conduct should be the usefulness of its consequences; specifically : a 
theory that the aim of action should be the largest possible balance of pleasure 
over pain or the greatest happiness of the greatest number

end quote

Nor any problem for a rational, gradualist (as opposed to radical, revolutionary) 
liberal. Liberalism does not mean "pure" liberalism in the sense of utopianism. 
Liberalism, correctly understood, is not utopian.

Yes I keep messing this up. I'm thinking from the future working
backwards. I should be thinking from now working forwards. So we
should be reconsidering each law one by one [or one set by one set].

I think it's useful to think it through from multiple perspectives and approaches.

-- Elliot Temple
http://elliottemple.com/

http://www.merriam-webster.com/dictionary/utilitarianism
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] All problems are soluble (was: Property)
Date: January 20, 2012 at 3:06 PM

On Jan 20, 2012, at 11:01 AM, Alan Forrester wrote:

On 20 Jan 2012, at 15:10, Donald Crimbchin wrote:

On Jan 20, 5:49 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

So what could happen is that where
there is a disagreement, the disagreement would be discussed and
settled in such a way that everybody involved prefers their position
after the agreement to their position before.

My chosen institution and your chosen institution are unable to find
such an agreement.

Why would they be unable to find such an agreement? All problems are soluble.

Note that, implicitly, Donald meant finding an agreement *quickly*. Say, within a 
decade at the most, and under a year almost always, and under a day in the 
common case. Something like that.

If it took 5,000 years, that wouldn't be a way of resolving the dispute to anyone's 
satisfaction.

So Alan is using "problems are soluble" in the same sense that I argued for: not 
just soluble in principle with infinite resources, but soluble in reasonable 
timeframes in real life.

And note that if he wasn't right, then the problem of resolving that dispute (the 
sort that is really hard and takes 5,000 years to find the truth of the matter), to 
anyone's satisfaction, would simply *not be soluble*. Which, I think, violates the 
spirit of what Deutsch meant in BoI, and has advocated for TCS, as well as it 
being false.

-- Elliot Temple



http://fallibleideas.com/

http://fallibleideas.com/


From: Christopher Smith <cwsmith85@gmail.com>
Subject: [BoI] IBM's 12 atom bit: Classical and Quantum boundaries
Date: January 20, 2012 at 3:11 PM

http://www.bbc.co.uk/news/technology-16543497

The headline is of course that IBM has created the smallest bit ever known.

But what intrigues me most about this development is this:

Below 12 atoms the researchers found that the bits randomly lost information, 
owing to quantum effects.

"We kept building larger structures until we emerged out of the quantum 
mechanical into the classical data storage regime and we reached this limit at 12 
atoms"  research lead author Sebastian Loth told the BBC.

In the spirit of BOI and the ongoing search for hard-to-vary explanations:  what is 
the explanation for this?  In other words, what is happening at the boundary, so to 
speak, between the classical and the quantum?  Do we understand that 
boundary?

--Chris

-- 

http://www.bbc.co.uk/news/technology-16543497


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] IBM's 12 atom bit: Classical and Quantum boundaries
Date: January 20, 2012 at 3:19 PM

On 20 Jan 2012, at 8:11pm, Christopher Smith wrote:

http://www.bbc.co.uk/news/technology-16543497

The headline is of course that IBM has created the smallest bit ever known.

But what intrigues me most about this development is this:

Below 12 atoms the researchers found that the bits randomly lost information, 
owing to quantum effects.

"We kept building larger structures until we emerged out of the quantum 
mechanical into the classical data storage regime and we reached this limit at 
12 atoms"  research lead author Sebastian Loth told the BBC.

In the spirit of BOI and the ongoing search for hard-to-vary explanations:  what 
is the explanation for this?  In other words, what is happening at the boundary, 
so to speak, between the classical and the quantum?  Do we understand that 
boundary?

It's parochial. A feature of the particular technology they are using to store 
information, not of quantum theory itself.

-- David Deutsch

-- 

http://www.bbc.co.uk/news/technology-16543497


From: Christopher Smith <cwsmith85@gmail.com>
Subject: Re: [BoI] IBM's 12 atom bit: Classical and Quantum boundaries
Date: January 20, 2012 at 3:25 PM

On Jan 20, 2012, at 2:19 PM, David Deutsch wrote:

On 20 Jan 2012, at 8:11pm, Christopher Smith wrote:

http://www.bbc.co.uk/news/technology-16543497

The headline is of course that IBM has created the smallest bit ever known.

But what intrigues me most about this development is this:

Below 12 atoms the researchers found that the bits randomly lost information, 
owing to quantum effects.

"We kept building larger structures until we emerged out of the quantum 
mechanical into the classical data storage regime and we reached this limit at 
12 atoms"  research lead author Sebastian Loth told the BBC.

In the spirit of BOI and the ongoing search for hard-to-vary explanations:  what 
is the explanation for this?  In other words, what is happening at the boundary, 
so to speak, between the classical and the quantum?  Do we understand that 
boundary?

It's parochial. A feature of the particular technology they are using to store 
information, not of quantum theory itself.

-- David Deutsch

-- 

So, is the notion of a "boundary" itself mistaken?

-- 

http://www.bbc.co.uk/news/technology-16543497


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] IBM's 12 atom bit: Classical and Quantum boundaries
Date: January 20, 2012 at 3:32 PM

On Jan 20, 2012, at 12:25 PM, Christopher Smith wrote:

On Jan 20, 2012, at 2:19 PM, David Deutsch wrote:

On 20 Jan 2012, at 8:11pm, Christopher Smith wrote:

http://www.bbc.co.uk/news/technology-16543497

The headline is of course that IBM has created the smallest bit ever known.

But what intrigues me most about this development is this:

Below 12 atoms the researchers found that the bits randomly lost information, 
owing to quantum effects.

"We kept building larger structures until we emerged out of the quantum 
mechanical into the classical data storage regime and we reached this limit at 
12 atoms"  research lead author Sebastian Loth told the BBC.

In the spirit of BOI and the ongoing search for hard-to-vary explanations:  
what is the explanation for this?  In other words, what is happening at the 
boundary, so to speak, between the classical and the quantum?  Do we 
understand that boundary?

It's parochial. A feature of the particular technology they are using to store 
information, not of quantum theory itself.

-- David Deutsch

-- 

So, is the notion of a "boundary" itself mistaken?

I don't think so. There can be (are) parochial/temporary boundaries, or contextual 

http://www.bbc.co.uk/news/technology-16543497


boundaries, as well as permanent ones (laws of physics).

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Sarah Fitz-Claridge <sarah@takingchildrenseriously.com>
Subject: Re: [BoI] Discomfort is not necessarily coercion
Date: January 20, 2012 at 5:02 PM

Elliot wrote:

Hunger is not only a theory in the mind, and it certainly isn't an
infallible guide

Agreed.

to whether or not one should eat. It is a sensation which
is then interpreted. It may or may not be distressing, depending upon our
interpretation of it. Once a person realises that hunger is just a
sensation that may be a poor guide to whether or not it is a good idea to
eat,

What do you mean by a poor guide? Why is it a poor guide?

See my previous post. Plus, hunger does not tell one how much to eat. In
fat cultures people honestly believe that they need to eat enormous
portions. I remember when I first went to America I couldn't believe my
eyes when I saw the portion sizes, they were so huge.

No. You need to eat sometimes or you die. You also get milder problems
before that like low blood sugar causing shaking, sweating, tingling
etc... Hunger is a good guide for when to eat without being an opinion
(it is not an opinion).

Apparently this low blood sugar idea is, medically-speaking, a myth, but
irrespective of that, I agree that not having eaten for a long time can
produce symptoms. However, the ones I have experienced are not those you
list, interestingly enough -- for me it would be tummy rumbling and a
feeling of weakness but I've never experienced it as sweating or tingling
or shaking!

But I was fascinated to read about a dieting movement in which people do
what they call fasting or intermittent fasting... but what they describe as
fasting happens to be my natural way of eating, namely, eating once a day
or one main meal and one snack -- and to me, that is not fasting or a diet



in any way, it is just that I don't feel hungry 3 times a day so it
wouldn't occur to me to eat like that. If I am writing I sometimes forget
to eat the whole day and don't notice any hunger until the next day. Hunger
can be affected by all kinds of things including thinking about other
things, working, smelling delicious foods, thinking about food, feeling
upset, grief, anxiety, fear, being in a novel situation, being at a regular
event where you have typically eaten a given food, or simply having eaten
at regular times and/or regular foods for a while -- the mind is very
powerful.

Many people in cultures favouring eating three times a day or more (which
is what diets tend to advocate -- which seems terrible advice to me) do
indeed experience the expected hunger symptoms if they don't eat three or
even six times a day but it is simply not true that you will keep on
experiencing hunger three times a day or six times a day unless you eat
that often. People doing what they call fasting or intermittent fasting,
talk about how they no longer feel hungry three times a day. Others can't
believe it is possible to survive without their 3 meals a day. But in both
cases it seems bizarre to me that people think of that as fasting.

The point is that hunger is affected one way or the other by many different
things including cultural things, expectations, and so on, so if you find
yourself fat and wanting to get back to a normal weight (for example, after
having a baby) it would be a mistake to think that you should necessarily
eat every time you feel hungry. Treating hunger feelings as evidence that
you will die unless you eat, without thinking about whether or not that is
really the case, etc, is a mistake.

Moreover, the feeling of hunger does not tell you how much to eat. How much
people think they need to eat is hugely cultural. You may be right that
when you feel hungry you should eat, but you may be mistaken about how much
to eat. Hunger feelings are reputed to go away only 20 minutes after you
have eaten something. How do you know how much to eat if you are taking
hunger feelings as a sign that you must eat? By the time 20 minutes has
gone by you could have eaten enough to last you several days. Hunger does
not tell you how much to eat, so people can get fat without eating when not
hungry if they eat a lot in the twenty minutes before the hunger feelings
go away. The idea that if you only eat when hungry you will never get fat
is simply not true.



Hunger can be affected by physiological things too -- when pregnant, for
example, many women feel ravenously hungry much of the time, and get
extremely fat unless they question the idea that they should continue to
eat whenever they are hungry.

Not all fat people have eaten when not hungry.

Apart from rare medical conditions, they all have.

There are rare medical conditions, but there are also common ones, like low
thyroid function.

Actually, 99.999% of everyone in our culture has, whether they are fat or
not. (Sometimes with good reason, sometimes not.)

Fat people feel greater
hunger when they smell foods they like than thin people.

Or perhaps: fat people cling to such excuses more than thin people.

Harsh!

Or put another way: people who cling to such excuses, instead of being
responsible, *become fat* much more.

Or perhaps they simply haven't yet questioned this idea that hunger = eat
or you will die (even if you have enough fat stores to last months and
months without food) --

You need to eat sometimes or you die. You also get milder problems
before that like low blood sugar causing shaking, sweating, tingling
etc... Hunger is a good guide for when to eat without being an opinion

-- and mistakenly conclude that if they feel hungry they need to eat a
dozen cream buns, or that they need to keep eating for the full 20 minutes
until the hunger feelings pass, or they will be risking death or the
dreaded so-called 'low blood sugar' (pseudo-medical term for feeling
hungry).



All I am saying is that ideas about hunger and how much to eat and how
often to eat are full of errors and that it is worth considering the
possibility that the idea that you should eat what you want and only when
hungry may not be quite good enough, given that hunger is affected by so
many different things, and that hunger doesn't tell you how much to eat,
and that it only tells you to stop eating 20 minutes after you have eaten
enough to make the hunger feelings go away. Moreover, people finally losing
fat that has been endangering their health often positively enjoy the
feeling of hunger because when they feel a bit hungry now and again, that
reassures them that they are on track to lose the weight they want to lose:
feeling hungry and not eating is not necessarily coercion. And finally, my
point is that it is small criticisms like these that can, for some fat
people wanting to lose the excess fat, make all the difference in the world
psychologically, making what once seemed completely impossible *possible*.

-- 

Sarah Fitz-Claridge
Founder, Taking Children Seriously:
http://www.takingchildrenseriously.com/

-- 

http://www.takingchildrenseriously.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] IBM's 12 atom bit: Classical and Quantum boundaries
Date: January 20, 2012 at 5:26 PM

On 20 Jan 2012, at 8:25pm, Christopher Smith wrote:

On Jan 20, 2012, at 2:19 PM, David Deutsch wrote:

On 20 Jan 2012, at 8:11pm, Christopher Smith wrote:

http://www.bbc.co.uk/news/technology-16543497

The headline is of course that IBM has created the smallest bit ever known.

But what intrigues me most about this development is this:

Below 12 atoms the researchers found that the bits randomly lost information, 
owing to quantum effects.

"We kept building larger structures until we emerged out of the quantum 
mechanical into the classical data storage regime and we reached this limit at 
12 atoms"  research lead author Sebastian Loth told the BBC.

In the spirit of BOI and the ongoing search for hard-to-vary explanations:  
what is the explanation for this?  In other words, what is happening at the 
boundary, so to speak, between the classical and the quantum?  Do we 
understand that boundary?

It's parochial. A feature of the particular technology they are using to store 
information, not of quantum theory itself.

So, is the notion of a "boundary" itself mistaken?

Well, classical physics is false. And the idea that quantum theory imposes a limit 
on the accuracy with which an observable can be prepared or measured is a 
misconception.

-- David Deutsch

-- 

http://www.bbc.co.uk/news/technology-16543497


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Blood Sugar (was: Discomfort is not necessarily coercion)
Date: January 20, 2012 at 5:55 PM

On Jan 20, 2012, at 2:02 PM, Sarah Fitz-Claridge wrote:

Elliot wrote:

Hunger is not only a theory in the mind, and it certainly isn't an
infallible guide

Agreed.

to whether or not one should eat. It is a sensation which
is then interpreted. It may or may not be distressing, depending upon our
interpretation of it. Once a person realises that hunger is just a
sensation that may be a poor guide to whether or not it is a good idea to
eat,

What do you mean by a poor guide? Why is it a poor guide?

See my previous post. Plus, hunger does not tell one how much to eat. In
fat cultures people honestly believe that they need to eat enormous
portions. I remember when I first went to America I couldn't believe my
eyes when I saw the portion sizes, they were so huge.

No. You need to eat sometimes or you die. You also get milder problems
before that like low blood sugar causing shaking, sweating, tingling
etc... Hunger is a good guide for when to eat without being an opinion
(it is not an opinion).

Apparently this low blood sugar idea is, medically-speaking, a myth, but
irrespective of that, I agree that not having eaten for a long time can
produce symptoms.

OK but out of curiosity can you point out a source that, say, fasting for 3 days 
(say, water and vitamin pills only) won't cause low blood sugar in many people?

And if fasting doesn't cause it, what does? Some people have gotten symptoms 



like tingling (so, either something else causes low blood sugar, or something else 
causes the symptoms directly). Is there some other cause which, maybe, loosely 
correlates with fasting, hence the confusion?

My attempts to google this mostly turn up information related to diabetes, but I 
had in mind people without diabetes. I've read a little about it before but maybe 
that info was wrong.

But I was fascinated to read about a dieting movement in which people do
what they call fasting or intermittent fasting... but what they describe as
fasting happens to be my natural way of eating, namely, eating once a day
or one main meal and one snack -- and to me, that is not fasting

Yeah that's definitely not what I mean by fasting either! I wouldn't want to call it 
even a mini-fast if you don't go a full wake-to-sleep without eating (one day 
minimum!).

By the way, I think a large portion of people who eat three meals a day are doing 
it out of habit, or other childhood or culturally related reasons, and not out of 
actually feeling hungry three times a day. (Especially with regular sized American 
meals, and a white collar job rather than, say, farming. Eating three small meals a 
day could be different.)

Habits like three meals a day are a common way people eat that isn't governed 
by hunger.

Another common habit is "dinner time" where people eat at a particular time of 
day, and may or may not be hungry. And because dinner is coupled to 
family/social interaction, it makes it harder to adjust to one's hunger. Similarly, 
people usually won't want to cancel dinner dates just because they aren't hungry. 
Nor, often, will they want to focus attention on the issue of hunger or eating 
policies, which could distract from the point of the date. Nor may they wish to eat 
an irregular amount, for nervousness about getting comments (e.g., "Wow, you 
ate so little, most men I've dated eat more than that." -- many people would prefer 
to avoid such things that comment on their abnormality, they are trying to be 
normal avoid deviance.)



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Sarah Fitz-Claridge <sarah@takingchildrenseriously.com>
Subject: Re: [BoI] Blood Sugar (was: Discomfort is not necessarily coercion)
Date: January 20, 2012 at 7:49 PM

Elliot wrote:

Apparently this low blood sugar idea is, medically-speaking, a myth, but
irrespective of that, I agree that not having eaten for a long time can
produce symptoms.

OK but out of curiosity can you point out a source that, say, fasting for
3 days (say, water and vitamin pills only) won't cause low blood sugar in
many people?

http://www.merckmanuals.com/home/hormonal_and_metabolic_disorders/hypogl
ycemia/hypoglycemia.html

   In otherwise healthy people, prolonged fasting (even up to several
   days) and prolonged strenuous exercise (even after a period of
   fasting) are unlikely to cause hypoglycemia.

Healthy individuals do not get hypoglycemia when fasting for 72 hours:

http://www.uptodate.com/contents/diagnostic-approach-to-hypoglycemia-in-adults

   Hypoglycemia is an uncommon clinical problem in patients not being
   treated for diabetes mellitus. ... A prolonged supervised fast,
   which can last as long as 72 hours, has been the best established
   and probably most reliable test for the evaluation of hypoglycemia
   occurring in the food-deprived state.

In other words, if you do get low blood sugar as a result of fasting for 72
hours, that is not normal.

And if you can stomach the whole cranky child idea:

http://drstephsomers.blogspot.com/2010/11/hypoglycemia-is-myth.html

   Blood sugar levels are very tightly regulated by your body. Think
   of this as an algorithm: Levels get high and more insulin is

http://www.merckmanuals.com/home/hormonal_and_metabolic_disorders/hypoglycemia/hypoglycemia.html
http://www.uptodate.com/contents/diagnostic-approach-to-hypoglycemia-in-adults
http://drstephsomers.blogspot.com/2010/11/hypoglycemia-is-myth.html


   released so the sugar can be processed as energy. Levels start to
   drop and natural body chemicals stimulate your body to release
   glucose from various places where it is stored (the liver is a
   big storage center for glucose). If blood sugar levels are
   starting to drop there might be a feeling of hunger or thirst as
   your body is stimulating you to replace your energy stores.

   We could not live without this tight regulation of blood sugar
   levels. If our blood sugar levels were constantly getting low we
   would be passing out, having seizures, becoming brain damaged,
   and having terrible things happen to us. Our bodies are so
   sensitive and so good at preventing low blood sugar that we can
   often feel the effects of just a slight drop in an otherwise
   normal blood sugar level. This might be a feeling of hunger,
   crankiness, headache, or jitteriness. If we tested our blood
   sugar at that time it would likely be in a "normal" range! ...

   ... However, if we test the blood sugar level during the "sugar
   high" and the "crash", it will most likely fall into a medically
   normal range. We feel the tiny changes as the sugar is used and
   then leaves the blood stream, but these changes do not show up
   on a blood test. ...

   Is your child feeling jittery, hungry, cranky, low on energy,
   and mean? Obviously these are unpleasant symptoms. Possibly they
   are related to the body's metabolism of sugar, but they almost
   never translate into hypoglycemia that we can identify on a
   blood test. Other explanations for these symptoms could be
   fatigue, poor sleep, sensory overload, need to exercise or
   play, thirst, hunger, illness, or need for some quiet alone time.

   ...

   You don't believe me? You were diagnosed with hypoglycemia, you
   say? I'm not saying it's impossible to have hypoglycemia--I'm
   just saying it's much more likely that your child is feeling the
   effects of normal body metabolism, and that if we check the blood
   sugar levels they will look normal!

   As a physician, I have had patients and parents who did not



   believe me, who needed proof their child was not hypoglycemic. I
   have sent blood glucose monitoring units home with families, to
   check blood sugars throughout the day and record symptoms. Years
   ago one teenager did a beautiful job with this. He monitored his
   levels throughout the day, recorded his cranky, weak, and hungry
   symptoms, checked levels before and after eating, upon getting up
   in the morning, after exercise, etc. Despite having many symptoms
   he thought were attributable to hypoglycemia, ALL of the blood
   sugar levels recorded were in the medically normal range!

   ...

   Now that I have hopefully dispelled the common myths around
   hypoglycemia, I do have to mention some true examples of
   hypoglycemia! Newborn babies are at risk for hypoglycemia.
   Through the pregnancy the fetus makes its own insulin to
   respond to its mother's blood sugar levels. So the newborn baby
   sometimes comes out of the womb making much more insulin than it
   will end up needing, and there will be low blood sugars for a
   period of time. These levels can be very low, and sometimes need
   to be treated for a few days after birth.

   There is also a condition that can affect young, usually tiny,
   toddlers and preschoolers. They might have true hypoglycemia
   after a long fast (often over night). Their symptoms are pretty
   dramatic--a seizure or loss of consciousness, inability to wake
   up--not just cranky. There are some rare conditions that can
   affect older kids, as well. Again, the symptoms will be
   dramatic--loss of consciousness, seizures, inability to wake
   up. Usually these symptoms are on a level that an ambulance must
   be called to take the patient directly to the hospital.

   And, by the way, symptoms of Type I, childhood, insulin dependent,
   diabetes (which is HIGH blood sugar, remember?) are excessive
   thirst, excessive urination, excessive appetite, and weight loss.

And if fasting doesn't cause it, what does? Some people have gotten
symptoms like tingling (so, either something else causes low blood sugar,
or something else causes the symptoms directly). Is there some other cause
which, maybe, loosely correlates with fasting, hence the confusion?



The grain of truth in what you say is that the feeling of hunger that
people think is low blood sugar is caused by what happens when our systems
work to keep blood sugar normal, as happens in normal healthy individuals
even on prolonged fasts. I just think we shouldn't be peddling the blood
sugar myth that is so often used as an excuse to coerce children.

By the way, I think a large portion of people who eat three meals a day
are doing it out of habit, or other childhood or culturally related
reasons, and not out of actually feeling hungry three times a day.
(Especially with regular sized American meals, and a white collar job
rather than, say, farming. Eating three small meals a day could be
different.)

Habits like three meals a day are a common way people eat that isn't
governed by hunger.

But when people eat three meals a day, they do then become hungry three
times a day. At least I did when I tried it when I was advised to eat
little and often when trying to lose weight after a pregnancy, and
apparently this is a common phenomenon. And yes, as you say, in many cases
this has been a habit instilled in childhood so the individuals have no
memory of ever not feeling hungry three times a day or more.

Another common habit is "dinner time" where people eat at a particular
time of day, and may or may not be hungry. And because dinner is coupled
to family/social interaction, it makes it harder to adjust to one's
hunger. Similarly, people usually won't want to cancel dinner dates just
because they aren't hungry. Nor, often, will they want to focus attention
on the issue of hunger or eating policies, which could distract from the
point of the date. Nor may they wish to eat an irregular amount, for
nervousness about getting comments (e.g., "Wow, you ate so little, most
men I've dated eat more than that." -- many people would prefer to avoid
such things that comment on their abnormality, they are trying to be
normal avoid deviance.)

I agree that this kind of thing happens, and that it is bad. I personally
have no problem having dinner with people and not eating, whether people
make comments or not. Actually, those I choose to have dinner with tend not
to make any comments. ;-) But even if they did -- in the case of people who



did not know me well, say -- I would assume that it was out of politeness
or a desire to check that my lack of eating wasn't about not wanting to be
there, and it wouldn't bother me in the slightest. If they needed
reassurance I would give them it. Sometimes when I explain some odd-seeming
behaviour of mine to people expecting more conventional behaviour, they
actually like the idea of it and at least briefly consider adopting similar
policies!

-- 

Sarah Fitz-Claridge
Founder, Taking Children Seriously:
http://www.takingchildrenseriously.com/

-- 

http://www.takingchildrenseriously.com/


From: Christopher Collins <ccollins@glebe.bromley.sch.uk> <beginning-of-
infinity@googlegroups.com>
Subject: Re: [BoI] IBM's 12 atom bit: Classical and Quantum boundaries
Date: January 20, 2012 at 8:00 PM

On 20 Jan 2012, at 22:27, "David Deutsch" 
<david.deutsch@qubit.org<mailto:david.deutsch@qubit.org>> wrote:

On 20 Jan 2012, at 8:25pm, Christopher Smith wrote:

On Jan 20, 2012, at 2:19 PM, David Deutsch wrote:

On 20 Jan 2012, at 8:11pm, Christopher Smith wrote:

<http://www.bbc.co.uk/news/technology-
16543497>http://www.bbc.co.uk/news/technology-16543497

The headline is of course that IBM has created the smallest bit ever known.

But what intrigues me most about this development is this:

Below 12 atoms the researchers found that the bits randomly lost information, 
owing to quantum effects.

"We kept building larger structures until we emerged out of the quantum 
mechanical into the classical data storage regime and we reached this limit at 12 
atoms"  research lead author Sebastian Loth told the BBC.

In the spirit of BOI and the ongoing search for hard-to-vary explanations:  what is 
the explanation for this?  In other words, what is happening at the boundary, so to 
speak, between the classical and the quantum?  Do we understand that 
boundary?

It's parochial. A feature of the particular technology they are using to store 
information, not of quantum theory itself.

So, is the notion of a "boundary" itself mistaken?

Well, classical physics is false.
Agreed.

mailto:david.deutsch@qubit.org
http://www.bbc.co.uk/news/technology-16543497
http://www.bbc.co.uk/news/technology-16543497


And the idea that quantum theory imposes a limit on the accuracy with which an 
observable can be prepared or measured is a misconception.
This simply says what quantum mechanics is not, not what it is. And therefore 
does not answer the question.

-- David Deutsch

--



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Blood Sugar (was: Discomfort is not necessarily coercion)
Date: January 20, 2012 at 8:05 PM

On 21 Jan 2012, at 12:49am, Sarah Fitz-Claridge wrote:

Elliot wrote:

Apparently this low blood sugar idea is, medically-speaking, a myth, but
irrespective of that, I agree that not having eaten for a long time can
produce symptoms.

OK but out of curiosity can you point out a source that, say, fasting for
3 days (say, water and vitamin pills only) won't cause low blood sugar in
many people?

http://www.merckmanuals.com/home/hormonal_and_metabolic_disorders/hypog
lycemia/hypoglycemia.html

  In otherwise healthy people, prolonged fasting (even up to several
  days) and prolonged strenuous exercise (even after a period of
  fasting) are unlikely to cause hypoglycemia.

Healthy individuals do not get hypoglycemia when fasting for 72 hours:

http://www.uptodate.com/contents/diagnostic-approach-to-hypoglycemia-in-
adults

  Hypoglycemia is an uncommon clinical problem in patients not being
  treated for diabetes mellitus. ... A prolonged supervised fast,
  which can last as long as 72 hours, has been the best established
  and probably most reliable test for the evaluation of hypoglycemia
  occurring in the food-deprived state.

In other words, if you do get low blood sugar as a result of fasting for 72
hours, that is not normal.

Yes, and the NIH page on hypoglycemia says (after listing a lot of things that can 
cause it in diabetics):

http://www.merckmanuals.com/home/hormonal_and_metabolic_disorders/hypoglycemia/hypoglycemia.html
http://www.uptodate.com/contents/diagnostic-approach-to-hypoglycemia-in-adults


Hypoglycemia in people who do not have diabetes may be caused by:

• Drinking alcohol

• Insulinoma - a tumor in the pancreas that produces too much insulin

• Liver disease

Nothing else is listed.

Having said that, I definitely get dizzy if I'm both hungry and tired.

-- David



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Hunger (was: [BoI] Blood Sugar (was: Discomfort is not necessarily 
coercion))
Date: January 20, 2012 at 8:01 PM

On Fri, Jan 20, 2012 at 6:49 PM, Sarah Fitz-Claridge
<sarah@takingchildrenseriously.com> wrote:

Elliot wrote:

By the way, I think a large portion of people who eat three meals a day
are doing it out of habit, or other childhood or culturally related
reasons, and not out of actually feeling hungry three times a day.
(Especially with regular sized American meals, and a white collar job
rather than, say, farming. Eating three small meals a day could be
different.)

Habits like three meals a day are a common way people eat that isn't
governed by hunger.

But when people eat three meals a day, they do then become hungry three
times a day.

Do you think this phenomenon is physiological or psychological [or
combination or something else]? Do you have an idea for what could
cause this phenomenon?

-- Rami

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] IBM's 12 atom bit: Classical and Quantum boundaries
Date: January 20, 2012 at 8:12 PM

On 21 Jan 2012, at 1:00am, Christopher Collins wrote:

On 20 Jan 2012, at 22:27, "David Deutsch" <david.deutsch@qubit.org> wrote:

On 20 Jan 2012, at 8:25pm, Christopher Smith wrote:

On Jan 20, 2012, at 2:19 PM, David Deutsch wrote:

On 20 Jan 2012, at 8:11pm, Christopher Smith wrote:

http://www.bbc.co.uk/news/technology-16543497

The headline is of course that IBM has created the smallest bit ever 
known.

But what intrigues me most about this development is this:

Below 12 atoms the researchers found that the bits randomly lost 
information, owing to quantum effects.

"We kept building larger structures until we emerged out of the quantum 
mechanical into the classical data storage regime and we reached this limit 
at 12 atoms"  research lead author Sebastian Loth told the BBC.

In the spirit of BOI and the ongoing search for hard-to-vary explanations:  
what is the explanation for this?  In other words, what is happening at the 
boundary, so to speak, between the classical and the quantum?  Do we 
understand that boundary?

It's parochial. A feature of the particular technology they are using to store 
information, not of quantum theory itself.

So, is the notion of a "boundary" itself mistaken?

Well, classical physics is false.

http://www.bbc.co.uk/news/technology-16543497


Agreed.

And the idea that quantum theory imposes a limit on the accuracy with which 
an observable can be prepared or measured is a misconception.

This simply says what quantum mechanics is not, not what it is. And therefore 
does not answer the question.

It does. Since there is no 'classical regime' except as a certain kind of quantum 
regime, and since the quantum regime (i.e. actual physics) imposes no limit on 
the accuracy of information storage, there can be no boundary between "classical 
and quantum data storage regimes" with the former having accurate information 
storage and the latter being inherently inaccurate.

That doesn't mean that "the notion of a 'boundary' itself is mistaken" because 
there are many boundaries in the world. This particular boundary is parochial; it 
exists, but is not a boundary between 'regimes' of the kind envisaged> It is the 
boundary of a particular class of techniques.

-- David Deutsch



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Blood Sugar (was: Discomfort is not necessarily coercion)
Date: January 20, 2012 at 8:16 PM

On Fri, Jan 20, 2012 at 7:05 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 21 Jan 2012, at 12:49am, Sarah Fitz-Claridge wrote:
Elliot wrote:

Apparently this low blood sugar idea is, medically-speaking, a myth, but
irrespective of that, I agree that not having eaten for a long time can
produce symptoms.

OK but out of curiosity can you point out a source that, say, fasting for
3 days (say, water and vitamin pills only) won't cause low blood sugar in
many people?

http://www.merckmanuals.com/home/hormonal_and_metabolic_disorders/hyp
oglycemia/hypoglycemia.html

  In otherwise healthy people, prolonged fasting (even up to several
  days) and prolonged strenuous exercise (even after a period of
  fasting) are unlikely to cause hypoglycemia.

Healthy individuals do not get hypoglycemia when fasting for 72 hours:

http://www.uptodate.com/contents/diagnostic-approach-to-hypoglycemia-in-
adults

  Hypoglycemia is an uncommon clinical problem in patients not being
  treated for diabetes mellitus. ... A prolonged supervised fast,
  which can last as long as 72 hours, has been the best established
  and probably most reliable test for the evaluation of hypoglycemia
  occurring in the food-deprived state.

In other words, if you do get low blood sugar as a result of fasting for 72
hours, that is not normal.

Yes, and the NIH page on hypoglycemia says (after listing a lot of things that 
can cause it in diabetics):

http://www.merckmanuals.com/home/hormonal_and_metabolic_disorders/hypoglycemia/hypoglycemia.html
http://www.uptodate.com/contents/diagnostic-approach-to-hypoglycemia-in-adults


Hypoglycemia in people who do not have diabetes may be caused by:

• Drinking alcohol

• Insulinoma - a tumor in the pancreas that produces too much insulin

• Liver disease

Nothing else is listed.

Having said that, I definitely get dizzy if I'm both hungry and tired.

Hypoglycemia means that blood sugar is *too* low. I would say that too
lows means that the blood sugar has reached a min threshold that
causes temporary hampered functioning. I consider getting dizzy as
hampered functioning since it stops one from doing what they want to
do. So according to this definition, hypoglycemia can occur just hours
after waking up [from 8 hours of fasting during sleep]. If I don't eat
breakfast, I get dizzy around noon.

Of course there are lower levels of blood sugar that cause permanent
damage as Sarah explained [e.g. brain damage]. So maybe we should call
this severe hypoglycemia.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Blood Sugar (was: Discomfort is not necessarily coercion)
Date: January 20, 2012 at 8:32 PM

On Jan 20, 2012, at 4:49 PM, Sarah Fitz-Claridge wrote:

Elliot wrote:

Apparently this low blood sugar idea is, medically-speaking, a myth, but
irrespective of that, I agree that not having eaten for a long time can
produce symptoms.

OK but out of curiosity can you point out a source that, say, fasting for
3 days (say, water and vitamin pills only) won't cause low blood sugar in
many people?

http://www.merckmanuals.com/home/hormonal_and_metabolic_disorders/hypog
lycemia/hypoglycemia.html

  In otherwise healthy people, prolonged fasting (even up to several
  days) and prolonged strenuous exercise (even after a period of
  fasting) are unlikely to cause hypoglycemia.

Why do they hedge with the word "unlikely"?

Is there an element of this not being understood? Or is there some other reason?

Healthy individuals do not get hypoglycemia when fasting for 72 hours:

http://www.uptodate.com/contents/diagnostic-approach-to-hypoglycemia-in-
adults

  Hypoglycemia is an uncommon clinical problem in patients not being
  treated for diabetes mellitus. ... A prolonged supervised fast,
  which can last as long as 72 hours, has been the best established
  and probably most reliable test for the evaluation of hypoglycemia
  occurring in the food-deprived state.

In other words, if you do get low blood sugar as a result of fasting for 72

http://www.merckmanuals.com/home/hormonal_and_metabolic_disorders/hypoglycemia/hypoglycemia.html
http://www.uptodate.com/contents/diagnostic-approach-to-hypoglycemia-in-adults


hours, that is not normal.

And if you can stomach the whole cranky child idea:

http://drstephsomers.blogspot.com/2010/11/hypoglycemia-is-myth.html

  Blood sugar levels are very tightly regulated by your body. Think
  of this as an algorithm: Levels get high and more insulin is
  released so the sugar can be processed as energy. Levels start to
  drop and natural body chemicals stimulate your body to release
  glucose from various places where it is stored (the liver is a
  big storage center for glucose). If blood sugar levels are
  starting to drop there might be a feeling of hunger or thirst as
  your body is stimulating you to replace your energy stores.

  We could not live without this tight regulation of blood sugar
  levels. If our blood sugar levels were constantly getting low we
  would be passing out, having seizures, becoming brain damaged,
  and having terrible things happen to us. Our bodies are so
  sensitive and so good at preventing low blood sugar that we can
  often feel the effects of just a slight drop in an otherwise
  normal blood sugar level. This might be a feeling of hunger,
  crankiness, headache, or jitteriness. If we tested our blood
  sugar at that time it would likely be in a "normal" range! ...

  ... However, if we test the blood sugar level during the "sugar
  high" and the "crash", it will most likely fall into a medically
  normal range. We feel the tiny changes as the sugar is used and
  then leaves the blood stream, but these changes do not show up
  on a blood test. ...

Ah so people can be in the medically normal range, and healthy, and not 
hypoglycemic, but still have mild symptoms? They happen, they just aren't 
usually due to (significantly) low blood sugar (and maybe not necessarily blood 
sugar at all), especially in non-diabetics?

  Is your child feeling jittery, hungry, cranky, low on energy,
  and mean? Obviously these are unpleasant symptoms. Possibly they
  are related to the body's metabolism of sugar, but they almost

http://drstephsomers.blogspot.com/2010/11/hypoglycemia-is-myth.html


  never translate into hypoglycemia that we can identify on a
  blood test. Other explanations for these symptoms could be
  fatigue, poor sleep, sensory overload, need to exercise or
  play, thirst, hunger, illness, or need for some quiet alone time.

  ...

  You don't believe me? You were diagnosed with hypoglycemia, you
  say? I'm not saying it's impossible to have hypoglycemia--I'm
  just saying it's much more likely that your child is feeling the
  effects of normal body metabolism, and that if we check the blood
  sugar levels they will look normal!

  As a physician, I have had patients and parents who did not
  believe me, who needed proof their child was not hypoglycemic. I
  have sent blood glucose monitoring units home with families, to
  check blood sugars throughout the day and record symptoms. Years
  ago one teenager did a beautiful job with this. He monitored his
  levels throughout the day, recorded his cranky, weak, and hungry
  symptoms, checked levels before and after eating, upon getting up
  in the morning, after exercise, etc. Despite having many symptoms
  he thought were attributable to hypoglycemia, ALL of the blood
  sugar levels recorded were in the medically normal range!

BTW these "symptoms" like being "cranky" and maybe also "weak" sound to me 
like they are a matter of how one lives and thinks about his life. Whereas the 
ones I originally brought up, e.g. shaking, tingling or sweating (which I recall 
reading are symptoms of low blood sugar, and presumably various other things 
as well) are harder (but not impossible) to make up or cause with ideas.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 21, 2012 at 1:23 AM

On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.push@gmail.com" 
<stephen.push@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years old.

Here was a problem -- why were the polarities reversed? This didn't fit with 
current explanations.

He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field reversed. As Alan 
said in his response, there were other things he could have guessed, such as 
that polarization varies from place to place, or it changes due to an internal 
process not related to the earth's magnetic field. (He also said how these other 
guesses could be refuted.)

One of the differences between what Kristen says, and what inductivists say, is 
how an idea is treated after someone comes up with it.

In Kristen's story, it's treated with the Popperian critical method. People try to 
*knock it down*, and it may or may not survive criticism.



In the inductivist worldview, it's treated by trying to *prop it up* by asserting that it 
came from an authoritative source: induction. Instead of considering the idea 
critically on its own merits, its source is considered: was it induced from a data 
set? How big was that data set? etc

Induction is about justification and authority instead of critical thinking.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] the value of induction
Date: January 21, 2012 at 1:24 AM

Suppose I've read everything Popper and Deutsch say about how to think, but I 
skipped all the parts criticizing induction, and I never read anything else about 
induction. I have no idea what induction is, but I'm familiar with Popper's 
approach.

I become a scientist. Or I just live an everyday life. Whatever you like.

So, what am I missing out on from not being familiar with induction? What 
mistakes will I make as a result? What problems will my ignorance cause me?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Induction vs Philosophy
Date: January 21, 2012 at 1:24 AM

Induction involves the use of observation data.

In pure, abstract philosophy, some problems are not about observation data.

So they cannot be solved with induction.

They also cannot be solved with deduction.

In the inductivist worldview, how are they solved?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] the value of induction
Date: January 21, 2012 at 4:59 AM

On Jan 21, 2012 12:24 AM, "Elliot Temple" <curi@curi.us> wrote:

Suppose I've read everything Popper and Deutsch say about how to think, but I 
skipped all the parts criticizing induction, and I never read anything else about 
induction. I have no idea what induction is, but I'm familiar with Popper's 
approach.

I become a scientist. Or I just live an everyday life. Whatever you like.

I think you've just defined me. And the answers are:

So, what am I missing out on from not being familiar with induction?

Nothing besides not understanding why people like induction.

What mistakes will I make as a result?

Nothing besides saying goofy things like, 'is it ok to say that we can
inductively conjecture?'

What problems will my ignorance cause me?

Well if we're talking about problem-2s [which exist in the
meta-physical space], it does. I was confused about what induction is
and why people advocate it so I flagged that confusion.

But my ignorance of induction definitely doesn't cause an problem-1s
[which exist in the physical space].

-- Rami

-- 



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Food Fads
Date: January 21, 2012 at 5:13 AM

On 6 Jan 2012, at 11:07 PM, Elliot Temple <curi@curi.us> wrote:

How can you tell if you are in the grips of food fads?

Do you ever:

<snip>
- have a false understanding of which foods are expensive? (The correct way is 
to divide the total number of calories by the price. The more calories for the 
same price, the cheaper it is, which is a good thing.)

Doesn't that depend on the problem you're trying to solve when buying food? 
Many people want to eat food with fewer calories per item because they like 
eating and want to do more of it without getting fat/over-full.

Also does hunger match well to caloric intake? Or is it determined by a bunch of 
things, so to feel comfortable you may have to put additional effort into eating 
foods with both the appropriate number of calories plus fills you up the 
appropriate amount? Otherwise you'll be over/under-weight?

-Lulie



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Hunger (was: [BoI] Discomfort is not necessarily coercion)
Date: January 21, 2012 at 5:17 AM

On Fri, Jan 20, 2012 at 4:02 PM, Sarah Fitz-Claridge
<sarah@takingchildrenseriously.com> wrote:

Elliot wrote:

All I am saying is that ideas about hunger and how much to eat and how
often to eat are full of errors and that it is worth considering the
possibility that the idea that you should eat what you want and only when
hungry may not be quite good enough, given that hunger is affected by so
many different things, and that hunger doesn't tell you how much to eat,
and that it only tells you to stop eating 20 minutes after you have eaten
enough to make the hunger feelings go away.

I think this is saying that the hunger feeling takes 20 minutes to go
away after filling the stomach? This explains my eating problem.

So a good rule might be to only eat an amount of food the size of the
stomach [assuming you have not increased its size by gorging]. So that
would be the size of your fist. Good rule?

-- Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Selfish vs Altruistic (was: [BoI] Altruism (was: Deutsch's way of thinking 
IS methodical))
Date: January 21, 2012 at 6:08 AM

On Jan 14, 2012 7:49 AM, "Rami Rustom" <ramir.wx@gmail.com> wrote:
On Tue, Jan 3, 2012 at 6:45 PM, Kristen Ely <kristeneely@yahoo.com> wrote:

On Dec 28, 2011, at 1:04 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Dec 28, 10:41 am, Elliot Temple <c...@curi.us> wrote:

Who is gaining anything from such actions? Others are benefitting? That
would be altruism, which is bad.

Oh. I thought altruism is good.

No, altruism is bad. It means putting others ahead of yourself. Altruism is
sacrificing yourself for other people and not getting what you want. That
means giving up parts of your life, parts of yourself. Also, altruistic
people often hope to at least benefit from the gratitude and appreciation of
the people they sacrifice for, and if they don't get it, they are losing out
twice -- they're not getting the things they'd like for themselves, and
they're not getting the gratitude and appreciation they want from others.

I'd like to add some more here. Acting selfishly causes happiness and
prevents distress as you explained. And this is an individualistic
view.

But there is also a utilitarian view. If each individual acted
selfishly in order to cause their own happiness, then that happiness
will have a positive effect on the collective. This is liberalism.

I used the term utilitarian wrong. Utilitarian necessarily means
helping the collective while sacrificing the self. Which has nothing
to do with liberalism. So scratch that entire sentence.

And if each individual acted altruistically in order to cause other's
happiness, which most times causes distress in themselves, then that
distress will have a negative effect on the collective. Which explains



why liberalism is better.

Scratch this sentence too. I'll start over.

In another thread in the Fabric of Reality list, I had a discussion
with Bruno. It turns out that we have the same view about selfishness
and altruism.

So I'll define both terms before presenting my argument:

(1) Selfish: characterized by or manifesting concern or care only for
oneself. *So only for one's self.*

(2) Altruistic: unselfishly concerned for or devoted to the welfare of
others. *So only for others.*

Consider the relationship between two people that care about each
other. Each person pushes and pulls on the relationship. Pulling is
helping the self [selfish]. Pushing is helping the other [altruistic].

(1) If a person pushes more than he pulls, then the relationship tends
towards his side over the other. I think this is what can cause hurt
and thus unhappiness on the other person.

(2) If a person pulls more than he pushes, then the relationship tends
towards the other person's side over his side. I think this is what
can cause hurt and thus unhappiness for himself.

And in both cases, if one person of this relationship is unhappy, then
the other will be unhappy. So both people lose in both situations.

So in order to be happy, one must do two things equally:

(1) be selfish

(2) be altruistic

And the most effective way to do this is to put forth much effort to
find each others' common preferences and to employ persuasion instead
of coercion at all times.



-- Rami

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: Selfish vs Altruistic (was: [BoI] Altruism (was: Deutsch's way of 
thinking IS methodical))
Date: January 21, 2012 at 6:27 AM

On 21 Jan 2012, at 11:08am, Rami Rustom wrote:

(1) Selfish: characterized by or manifesting concern or care only for
oneself. *So only for one's self.*

(2) Altruistic: unselfishly concerned for or devoted to the welfare of
others. *So only for others.*

I see no room in that classification for the attitude of manifesting care or concern 
for *what is objectively right*.

And a related matter: since the self consists of ideas, including ideas about how 
to behave, it does not make sense to choose one's behaviour according to 
'concern or care' for the *self*. The part of the self that is most relevant to any 
given choice, namely the moral theories and the theories about what the options 
are, are creatively formed or altered *during* the choice-making progress and 
therefore cannot be its input.

The idea of a fixed 'self' to which the decision-making process could be a slave is 
(1) a homunculus theory; and (2) a description of a non-creative process; and (3) 
not really possible, except perhaps as a limiting case of states of mind so 
mindless as to be no longer human.

Consider the relationship between two people that care about each
other. Each person pushes and pulls on the relationship. Pulling is
helping the self [selfish]. Pushing is helping the other [altruistic].

(1) If a person pushes more than he pulls, then the relationship tends
towards his side over the other. I think this is what can cause hurt
and thus unhappiness on the other person.

(2) If a person pulls more than he pushes, then the relationship tends
towards the other person's side over his side. I think this is what
can cause hurt and thus unhappiness for himself.



Isn't this pulling and pushing a description of a zero-sum game, rather than a 
consensual human relationship?

-- David Deutsch



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Selfish vs Altruistic (was: [BoI] Altruism (was: Deutsch's way of 
thinking IS methodical))
Date: January 21, 2012 at 6:40 AM

On Sat, Jan 21, 2012 at 5:27 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 21 Jan 2012, at 11:08am, Rami Rustom wrote:

(1) Selfish: characterized by or manifesting concern or care only for
oneself. *So only for one's self.*

(2) Altruistic: unselfishly concerned for or devoted to the welfare of
others. *So only for others.*

I see no room in that classification for the attitude of manifesting care or concern 
for *what is objectively right*.

And a related matter: since the self consists of ideas, including ideas about how 
to behave, it does not make sense to choose one's behaviour according to 
'concern or care' for the *self*. The part of the self that is most relevant to any 
given choice, namely the moral theories and the theories about what the options 
are, are creatively formed or altered *during* the choice-making progress and 
therefore cannot be its input.

The idea of a fixed 'self' to which the decision-making process could be a slave 
is (1) a homunculus theory; and (2) a description of a non-creative process; and 
(3) not really possible, except perhaps as a limiting case of states of mind so 
mindless as to be no longer human.

Consider the relationship between two people that care about each
other. Each person pushes and pulls on the relationship. Pulling is
helping the self [selfish]. Pushing is helping the other [altruistic].

(1) If a person pushes more than he pulls, then the relationship tends
towards his side over the other. I think this is what can cause hurt
and thus unhappiness on the other person.

(2) If a person pulls more than he pushes, then the relationship tends
towards the other person's side over his side. I think this is what



can cause hurt and thus unhappiness for himself.

Isn't this pulling and pushing a description of a zero-sum game, rather than a 
consensual human relationship?

I see.

So according to my definitions, selfish is wrong and altruistic is wrong.

But Ayn Rand's idea of selfishness seems good though. It just means
being concerned with one's own interests. It doesn't claim that one
shouldn't be interested in others' interests. So Ayn redefined the
term selfishness.

-- Rami



From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Many-worlds useful for philosophy?
Date: January 21, 2012 at 7:48 AM

Is learning the many-worlds interpretation and why its rivals are wrong useful for 
understanding any philosophy other than in physics? If so what?

Also what's wrong with Penrose's many-minds thing?

--
Lulie Tanett

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Subjective Experiences (was: [BoI] Re: Weighing Evidence (was: Animal 
Pain))
Date: January 21, 2012 at 8:05 AM

On Jan 11, 2012 8:28 AM, "Steve Push" <stephen.push@gmail.com> wrote:
On Jan 11, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:

On Wed, Jan 11, 2012 at 7:33 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 11, 3:05 am, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 7:54 PM, Steve Push wrote:

On Jan 10, 5:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 8:26 AM, Steve Push wrote:

I take a position similar to that expressed in the NRC report:

1)  The weight of the scientific evidence suggests that mammals at
least can experience pain and distress.

But the approach of the weight of the evidence is refuted in BoI. In 
particular, in the Choices chapter; rational choices are not made by 
weighing. Do you have any comment on that, such as a criticism of 
Deutsch's argument?

I have no criticism of Deutsch’s argument in the Choices chapter.  It
is a very interesting and convincing argument about the benefit of
plurality political systems.  Much of it is irrelevant to the topic of
this thread, but the brief passages that are relevant appear to
support my point of view on animal pain.

The chapter argues that rational choices are not made by weighing 
(evidence or anything else). That is not how you figure out what is best. You 
state that you agree with Deutsch, yet you made an argument in terms of 
the weight of evidence. That is disagreement with the chapter, not 
agreement.

I assume you referred to this chapter because my comment about the
“weight of the evidence” reminded you of Deutsch’s comments about the
misconception that problems can be solved by “weighing.”  I was not



advocating weighing in the sense used by Deutsch.

No, he discussed, criticized and rejected the type of weighing you brought 
up: weighing evidence.

 I maintain that the
idea that animals can feel pain is a “good explanation” and is
irreconcilable with the position that animals cannot feel pain.  Thus
we cannot resolve this problem by, as Deutsch points out, “creating a
weighted average of [our] proposals.”

Right, you didn't say that. You wanted to use weighing for something else: to 
judge that some evidence outweighs its rivals.

It was the use of weighing you brought up, not the one that hadn't come up, 
that I objected to.

Let's take a look at what BoI says:

rational thinking does not consist of weighing the justifications of rival 
theories, but of using conjecture and criticism to seek the best explanation

When you talk about the weight of evidence, that is exactly the thing he is 
criticizing.

Here's another passage:

To choose an option, rationally, is to choose the associated explanation. 
Therefore, rational decision-making consists not of weighing evidence but 
of explaining it, in the course of explaining the world. One judges 
arguments as explanations, not justifications, and one does this creatively, 
using conjecture, tempered by every kind of criticism.

Notice how Deutsch explicitly criticizes "weighing evidence".

So how can you claim he was criticizing some other type of weighing, not 
the one you were talking about?



Here is another passage where he explicitly brings up weighing evidence in 
particular:

Consider that supposed weighing process. Each piece of evidence, 
including each feeling, prejudice, value, axiom, argument and so on, 
depending on what ‘weight’ it had in that person’s mind, would contribute 
that amount to that person’s ‘preferences’ between various explanations.

Note the word "supposed": if you read the context you'll find he disagrees 
with this idea.

And here again is Deutsch being very explicit:

Common sense says that one ‘weighs’ them – or weighs the evidence that 
their arguments present. This is an ancient metaphor. Statues of Justice 
have carried scales since antiquity. More recently, inductivism has cast 
scientific thinking in the same mould, saying that scientific theories are 
chosen, justified and believed – and somehow even formed in the first 
place – according to the ‘weight of evidence’ in their favor.

Here he brings up "weight of evidence" as well as "weighs the evidence". 
He then goes on to criticize and reject this.

Did you miss all these passages? I don't understand your claim that 
Deutsch was criticizing some other type of weighing but not evidence 
weighing.

That's not how I interpreted what Deutsch wrote.  I am assuming that
he is *not* implying that evidence doesn't count.  I agree that, if
you have evidence both for an against a proposition, you can't "weigh"
the evidence to determine whether the proposition is true.  Since the
proposition "non-human mammals can feel pain" cannot be both true and
false, there cannot be *good* evidence on both sides.  In the end, one
side or the other must have no reliable evidence at all.

When I used the "weight" metaphor, I meant evaluating the veracity of
the evidence, not putting it on a scale.  In hindsight, it was a
poorly chosen metaphor, because it caused confusion rather then
understanding.  I don't think Deutsch would object to evaluating



evidence, but if he did, I would disagree with that position.

There is lots of good evidence for the proposition that animals can
feel pain.  There is *no* good evidence for the proposition that
animals cannot feel pain.  I'm not rejecting your proposition because
your evidence doesn't "weigh" enough; I'm rejecting it because you
have *no* evidence.

But none of us has said that non-humans don't experience *pain*. In
fact we have said the opposite; that they do experience *pain*. And
that only humans experience *distress*, i.e. suffering because of the
mental processing of ideas.

That may be *your* position.  If so, our differences may be semantic.

But others here have been opposing the the idea that animals can feel
pain, distress, or any other subjective experience.

Btw, I you're mistaken on this point. None of us have said that
non-human animals don't experience pain.

But we have said that only humans experience distress or any other
subjective experience.

Subjective experiences are a result of ideas. Our ideas are what cause
humans to experience things differently, i.e. subjectively.

But non-human animals do not have ideas in their minds and thus they
can not experience anything subjectively.

Consider this thought experiment. All children and dogs have a natural
inclination for their parent's [master's] physical affection. So lets
say that a person has a child and a dog and that the person has a bad
temper [the reasons why he has a temper don't matter for this
experiment]. So the child and the dog occasionally come to him for
physical affection. The person is sometimes busy and that causes him
to yell at the child and dog. Immediately after doing it, the person
feels bad and regrets doing it but its too late. The child and dog
already received the reaction. What happens to the child and dog? Lets
say this happens many many times over the course of 10 years.



What does the child think? What does that thinking cause in the
child's behavior?

What does the dog think? What does that thinking cause in the dog's behavior?

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: TCS Schools (was: [BoI] Top Thinkers)
Date: January 21, 2012 at 8:44 AM

On Jan 14, 2012 7:08 AM, "Rami Rustom" <ramir.wx@gmail.com> wrote:
On Wed, Dec 28, 2011 at 6:29 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 28, 2011, at 12:01 PM, Rami Rustom wrote:
On Dec 28, 9:02 am, Richard Fine <richard.f...@gmail.com> wrote:

On 12/28/2011 1:38 PM, Rami Rustom wrote:

Universities are
businesses and their primary goal is not education, but profit. The
more students they churn, the more profit they earn. Education is only
a secondary goal that must be achieved on some minimum level in order
to *earn* more customers (students). And whats worse is the way that
*education* is currently measured which is by psuedoscientific methods
like tests and class credits.

You say that the way education is measured is "worse," implying that you
think the fact that universities are primarily seeking profit is bad.
Why is that?

I guess I said *worse* because I am inclined to think that University
should be free.

You mean paid for entirely by charity?

No I meant taxes. But I see this is wrong now. And I know why you
mentioned charity; because charity is voluntary action, which requires
persuasion. Paid for by taxes is coercion.

Coercion causes dependencies while persuasion causes the mind to think
autonomously.

I don't think that's a very good idea. For example, I might want lessons from a 
particular person. But he has other stuff to do and doesn't want to work for low 
pay at a charity organization. But by paying him (more than my share of the 
charitable donations would allow) and having a commercial transaction, I could 
perhaps get my lessons. So we'd both benefit, whereas if we were limited to 



using charity then I would not get my lessons.

Understood. Education should be like capitalism, i.e. there should
exist competition between the educators [people and organizations].

Of course you're welcome to persuade anyone who wants to to donate their 
money to charity to give free education to whoever. There is some place for 
that but I don't think it should be the standard or only model for university.

I like the idea of letting schools compete with each other for
students. The government would pay on behalf of the student, but the
student could choose any school they wanted.

What if I don't want to give the Government my money to pay for John Doe's 
schooling?

You shouldn't have to. Voluntary action is the default mode. Coercion
should only be applied when it is necessary for the collective, e.g.
military or vaccines of pandemic viruses.

I think it's true that people are generally bad at judging the value of
education to themselves. There are a lot of hangups and coercion in this
area (lots of kids get pressured to go to University by their parents,
peers, intellectual culture, etc). It doesn't help that a University
education is a very large and time-consuming thing that requires people
to make a big commitment, so people get freaked out about it and don't
look at it like they would if they were just buying a book on the topic.

Maybe a solution would be to remove the certification and degrees.
Keep the education, but get rid of the stupid paper that supposedly
proves that sufficient learning occurred.

Schools shouldn't do certification (which is at odds with educating),

I presume that you include diplomas and degrees in with certification.

So are you saying that schools are necessary? I think you also said



that a TCS school is a fallacy.

So how do we combine these?

I think you're saying that we could make schools follow TCS philosophy
as close as possible. But that their very nature prevents them from
following TCS absolutely.

If I'm right, consider another question. Isn't every human being, by
their very nature, prevented from following TCS absolutely?

I do realize though that a stay-at-home parent can educate his
children in line with TCS more closely than a school can. So I think
its accurate to make this statement:

Parents should have children with the aim of not sending them to
school and instead applying TCS at home [society]; and for these same
parents that had this aim, if their situation changes dramatically
causing them to not do above, they could resort to school but that
school should follow TCS as much as possible.

but I think it's legitimate for independent companies to offer testing/certification 
services. I'm not sure how useful that is, but I don't want to rule it out. If it's a 
bad idea, people should simply not use such services.

Yes because there is not a utilitarian reason to coerce them into not
doing it. Coercing them without a rational utilitarian reason is
anti-capitalistic.

I used the term utilitarian incorrectly. Utilitarian means helping the
collective while sacrificing the self. So scratch that whole sentence.
I don't even remember what I was trying to say.

On another note, how should schools be paid for?

I said that parents should have a plan A and plan B:

(A) Raise/educate their children with TCS philosophy at home [society].



(B) Raise/educate their children with TCS philosophy at home [society]
and supplement with a TCS school [while the parents are at work].

And that plan B should only be executed if the parent's situation
absolutely prevents plan A. Which means that nothing could be done
about including the changing of preferences like decreasing expenses
by removing some so-called *needs*.

So consider a situation where two parents find themselves in plan B
but their income isn't enough to pay for school. And there doesn't
exist a tradition of giving charity for education.

Should their children's school be paid for by taxpayers?

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 21, 2012 at 9:03 AM

On Jan 21, 1:23 am, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years old.

Here was a problem -- why were the polarities reversed? This didn't fit with 
current explanations.

He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field reversed. As Alan 



said in his response, there were other things he could have guessed, such as 
that polarization varies from place to place, or it changes due to an internal 
process not related to the earth's magnetic field. (He also said how these other 
guesses could be refuted.)

One of the differences between what Kristen says, and what inductivists say, is 
how an idea is treated after someone comes up with it.

In Kristen's story, it's treated with the Popperian critical method. People try to 
*knock it down*, and it may or may not survive criticism.

In the inductivist worldview, it's treated by trying to *prop it up* by asserting that 
it came from an authoritative source: induction. Instead of considering the idea 
critically on its own merits, its source is considered: was it induced from a data 
set? How big was that data set? etc

Induction is about justification and authority instead of critical thinking.

In the geomagnetism example I cited, the induction was not "the
magnetic poles reversed," it was "the orientation of magnetized rock
alternates."  This example may be confusing, however, because the
explanation concerning the magnetic poles occurred at about the same
time as the induction about magnetized rock.

The DNA example I cited is better because the induction and the
explanation are clearly separated in time.  The induction As=Ts and
Cs=Gs occurred in 1947; the explanation concerning the double helix
did not occur until 1953.  The process was as follows:

observations --> generalization --> explanation

The first arrow above is induction; the second is "conjecture," in the
sense that I believe Popper used that term.  (The process is more
complex, of course, because Watson and Crick also used other
generalizations, including Maurice Wilkins' and Rosalind Franklin's x-
ray crystallography results.)

I have no doubt that conjectures contributed to Chargaff's work.  But
his conjectures were "DNA plays an important role in living cells" and
"knowing the ratios of As, Cs, Gs, and Ts will help us figure out how



DNA works."  Nothing in Chargaff's conjectures suggested the base
ratios he found.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: the value of induction
Date: January 21, 2012 at 10:48 AM

On Jan 21, 1:24 am, Elliot Temple <c...@curi.us> wrote:
Suppose I've read everything Popper and Deutsch say about how to think, but I 
skipped all the parts criticizing induction, and I never read anything else about 
induction. I have no idea what induction is, but I'm familiar with Popper's 
approach.

I become a scientist. Or I just live an everyday life. Whatever you like.

So, what am I missing out on from not being familiar with induction? What 
mistakes will I make as a result? What problems will my ignorance cause me?

You can be ignorant of induction, but you will still use it.  It's in
your DNA.  Birds do it, bees do it, even educated fleas do it.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Many-worlds useful for philosophy?
Date: January 21, 2012 at 10:49 AM

On Sat, Jan 21, 2012 at 6:48 AM, Lulie Tanett <luliet@gmail.com> wrote:
Is learning the many-worlds interpretation and why its rivals are wrong useful for 
understanding any philosophy other than in physics? If so what?

Do you mean Popper's 3 worlds interpretation? I'm not sure. I'm trying
to reconcile his theory with my physical and meta-physical spaces
theory.

Or do you mean any approach like Popper's? Yes this is useful for
understanding things besides physics. Note that physics explains
everything in the physical space. So that is everything in the
Multiverse. We just haven't yet figured out what those explanations
are.

Also what's wrong with Penrose's many-minds thing?

Penrose explained that a computer could not do what the human mind
does. Which is wrong. Any hardware [whether biological or mechanical]
can be a universal knowledge creator. Why? Because the physical laws
that biology are constrained by, are also the same physical laws that
machines are constrained by.

The only way that Penrose's argument could be right is if biology and
machines were constrained by different physical laws. And this is an
impossibility.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 21, 2012 at 1:17 PM

On Jan 21, 2012, at 6:03 AM, Steve Push wrote:

On Jan 21, 1:23 am, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years old.

Here was a problem -- why were the polarities reversed? This didn't fit with 
current explanations.



He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field reversed. As 
Alan said in his response, there were other things he could have guessed, 
such as that polarization varies from place to place, or it changes due to an 
internal process not related to the earth's magnetic field. (He also said how 
these other guesses could be refuted.)

One of the differences between what Kristen says, and what inductivists say, is 
how an idea is treated after someone comes up with it.

In Kristen's story, it's treated with the Popperian critical method. People try to 
*knock it down*, and it may or may not survive criticism.

In the inductivist worldview, it's treated by trying to *prop it up* by asserting that 
it came from an authoritative source: induction. Instead of considering the idea 
critically on its own merits, its source is considered: was it induced from a data 
set? How big was that data set? etc

Induction is about justification and authority instead of critical thinking.

In the geomagnetism example I cited, the induction was not "the
magnetic poles reversed," it was "the orientation of magnetized rock
alternates."  This example may be confusing, however, because the
explanation concerning the magnetic poles occurred at about the same
time as the induction about magnetized rock.

The DNA example I cited is better because the induction and the
explanation are clearly separated in time.  The induction As=Ts and
Cs=Gs occurred in 1947; the explanation concerning the double helix
did not occur until 1953.  The process was as follows:

observations --> generalization --> explanation

Which generalization?

Observation sets are compatible with infinitely many generalizations. How does 
one generalize to one generalization? Saying "generalization" (or "induction" -- 
same thing) doesn't provide adequate information about how that works.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Food Fads
Date: January 21, 2012 at 1:27 PM

On Jan 21, 2012, at 2:13 AM, Lulie Tanett wrote:

On 6 Jan 2012, at 11:07 PM, Elliot Temple <curi@curi.us> wrote:

How can you tell if you are in the grips of food fads?

Do you ever:

<snip>
- have a false understanding of which foods are expensive? (The correct way 
is to divide the total number of calories by the price. The more calories for the 
same price, the cheaper it is, which is a good thing.)

Doesn't that depend on the problem you're trying to solve when buying food?

Not really. If you don't care about price in this sense, then food isn't very 
expensive for you, so there's the answer. You can afford it. Just buy largely 
whatever you want with your food budget and you won't go hungry. (Unless 
maybe making nice food is a hobby of yours or something.)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: TCS Schools (was: [BoI] Top Thinkers)
Date: January 21, 2012 at 1:34 PM

On Jan 21, 2012, at 5:44 AM, Rami Rustom wrote:

On Jan 14, 2012 7:08 AM, "Rami Rustom" <ramir.wx@gmail.com> wrote:
On Wed, Dec 28, 2011 at 6:29 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 28, 2011, at 12:01 PM, Rami Rustom wrote:
On Dec 28, 9:02 am, Richard Fine <richard.f...@gmail.com> wrote:

On 12/28/2011 1:38 PM, Rami Rustom wrote:

Universities are
businesses and their primary goal is not education, but profit. The
more students they churn, the more profit they earn. Education is only
a secondary goal that must be achieved on some minimum level in order
to *earn* more customers (students). And whats worse is the way that
*education* is currently measured which is by psuedoscientific methods
like tests and class credits.

You say that the way education is measured is "worse," implying that you
think the fact that universities are primarily seeking profit is bad.
Why is that?

I guess I said *worse* because I am inclined to think that University
should be free.

You mean paid for entirely by charity?

No I meant taxes. But I see this is wrong now. And I know why you
mentioned charity; because charity is voluntary action, which requires
persuasion. Paid for by taxes is coercion.

Coercion causes dependencies while persuasion causes the mind to think
autonomously.

I don't think that's a very good idea. For example, I might want lessons from a 
particular person. But he has other stuff to do and doesn't want to work for 
low pay at a charity organization. But by paying him (more than my share of 



the charitable donations would allow) and having a commercial transaction, I 
could perhaps get my lessons. So we'd both benefit, whereas if we were 
limited to using charity then I would not get my lessons.

Understood. Education should be like capitalism, i.e. there should
exist competition between the educators [people and organizations].

Of course you're welcome to persuade anyone who wants to to donate their 
money to charity to give free education to whoever. There is some place for 
that but I don't think it should be the standard or only model for university.

I like the idea of letting schools compete with each other for
students. The government would pay on behalf of the student, but the
student could choose any school they wanted.

What if I don't want to give the Government my money to pay for John Doe's 
schooling?

You shouldn't have to. Voluntary action is the default mode. Coercion
should only be applied when it is necessary for the collective, e.g.
military or vaccines of pandemic viruses.

I think it's true that people are generally bad at judging the value of
education to themselves. There are a lot of hangups and coercion in this
area (lots of kids get pressured to go to University by their parents,
peers, intellectual culture, etc). It doesn't help that a University
education is a very large and time-consuming thing that requires people
to make a big commitment, so people get freaked out about it and don't
look at it like they would if they were just buying a book on the topic.

Maybe a solution would be to remove the certification and degrees.
Keep the education, but get rid of the stupid paper that supposedly
proves that sufficient learning occurred.

Schools shouldn't do certification (which is at odds with educating),

I presume that you include diplomas and degrees in with certification.



So are you saying that schools are necessary? I think you also said
that a TCS school is a fallacy.

So how do we combine these?

I think you're saying that we could make schools follow TCS philosophy
as close as possible. But that their very nature prevents them from
following TCS absolutely.

If I'm right, consider another question. Isn't every human being, by
their very nature, prevented from following TCS absolutely?

I do realize though that a stay-at-home parent can educate his
children in line with TCS more closely than a school can. So I think
its accurate to make this statement:

Parents should have children with the aim of not sending them to
school and instead applying TCS at home [society]; and for these same
parents that had this aim, if their situation changes dramatically
causing them to not do above, they could resort to school but that
school should follow TCS as much as possible.

but I think it's legitimate for independent companies to offer 
testing/certification services. I'm not sure how useful that is, but I don't want 
to rule it out. If it's a bad idea, people should simply not use such services.

Yes because there is not a utilitarian reason to coerce them into not
doing it. Coercing them without a rational utilitarian reason is
anti-capitalistic.

I used the term utilitarian incorrectly. Utilitarian means helping the
collective while sacrificing the self. So scratch that whole sentence.
I don't even remember what I was trying to say.

On another note, how should schools be paid for?

By the students. In general, using resources from their parents, but which are 
now their own (meaning, for example, that if they didn't use it on school they 



could use it on something else instead).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Gene knowledge contains induction rules (was: [BoI] Re: the value of 
induction)
Date: January 21, 2012 at 2:31 PM

On Sat, Jan 21, 2012 at 9:48 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 21, 1:24 am, Elliot Temple <c...@curi.us> wrote:

Suppose I've read everything Popper and Deutsch say about how to think, but 
I skipped all the parts criticizing induction, and I never read anything else about 
induction. I have no idea what induction is, but I'm familiar with Popper's 
approach.

I become a scientist. Or I just live an everyday life. Whatever you like.

So, what am I missing out on from not being familiar with induction? What 
mistakes will I make as a result? What problems will my ignorance cause me?

You can be ignorant of induction, but you will still use it.  It's in
your DNA.  Birds do it, bees do it, even educated fleas do it.

How is it in my DNA?

How do birds and bees and educated fleas do it?

What is an educated flea?

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 21, 2012 at 2:31 PM

On Jan 8, 7:41 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 8 Jan 2012, at 05:33, stephen.p...@gmail.com wrote:

On Jan 7, 12:01 pm, Kristen Ely <kristene...@yahoo.com> wrote:

On Jan 6, 2012, at 7:18 PM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 6, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

If I didn't know why they had died I wouldn't drink the water because I 
would have a criticism of the course of action of drinking the water. 
Ordinarily I would expect that the water would be okay because I would 
have the conjecture that this clear liquid is water and that I need water to 
live, but if three people die after drinking it, one of the possible 
explanations is that there is some poison in the water and so it's not safe.

That is an instance of induction.  According to OED definition 7a,
induction is the “process of inferring a general law or principle from
the observation of particular instances.”  The “particular instances”
in this case are the observations that several people died after
drinking from the spring.  The “general law or principle” in this case
is your “possible explanation” that the spring water may not be safe
to drink.



A general rule or principle inferred through inductive reasoning is
always subject to error.  Thus the general law or principle would be a
"conjecture" in your terminology and could be subjected to criticism
and refutation.

What is the difference, then, between guessing/conjecturing a possible 
solution to a problem situation, and inducing a possible solution to a problem 
situation?

In both cases, the person has encountered a problem and has come up with 
an explanation that seems to solve it. In both cases, the person takes into 
account the "particular instances" of the situation.

What does induction have that the conjectures and refutations process 
doesn't have?

-Kristen

I don't think induction has anything that the conjectures and
refutations process doesn't have.  I think induction is part of the
C&R process -- at least sometimes.

In the case above, induction is the process by which I came up with
the conjecture.  Refutation is a separate step that I haven't
addressed yet.

Let's say that, but induction, I conclude that something in the water
is fatal to all humans within minutes of ingestion.  By deduction, I
conclude that if the water is fatal to all humans within minutes of
ingestion, and if I drink the water, then I will die within minutes.
I then drink the water, but an hour later I am still alive.  The
conjecture has been refuted.

So is induction just arriving at a conjecture partly by an argument involving 
individual instances?

Induction is generalizing from a sample of individual instances.
Conjecture (i.e., testable explanation) may follow or not.  But in



science that is the goal.

Is there anything more to induction, like saying that an idea has been confirmed 
or made more probable or something like that using individual instances?

Yes.  When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

If so, how do you respond to the criticisms to the effect that all such arguments 
are invalid?

Whose arguments?  I believe Hume said induction was *logically*
unjustified, *not* invalid.  I cannot justify induction other than to
say that, in some situations, it is the only tool available and, in
those situations, it has worked more often than not.

If not, what is your disagreement with Popper and David?

I believe they both say that induction is invalid.  That is different
from saying that it has not been logically justified.  I don't think
they have solved the problem of induction; I believe they have
inadvertently papered over it.  If you look closely at reasoning --
both scientific and everyday -- I believe you will find examples of
induction.

Steve



From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Re: An argument you disagree with
Date: January 21, 2012 at 2:53 PM

On Jan 21, 2012, at 11:08 AM, Alan Forrester wrote:

Many people have posted recently saying they dislike BoI and think it's no good 
and so on.

However, I haven't seen a single explanation of what arguments in the book are 
wrong that has stood up to critical scrutiny at all.

So would one of the critics like to pick a specific argument, cite some page 
numbers, and preferably give some quotes and then criticise the argument?

BoI says:

A typical such puzzle is that of qualia (singular quale, which rhymes with ‘baa-
lay’) – meaning the subjective aspect of sensations.

this is *vague* and possibly subjectivist

Qualia are currently neither describable nor predictable – a unique property that 
should make them deeply problematic to anyone with a scientific world view

what's so unique/special about a mere *current* status? isn't that a *parochial* 
status?

second issue:

That translation requires some quite sophisticated computation, which is 
encoded in genes, not memes. It is thought to be achieved in part by a system 
based on ‘mirror neurons’. These are neurons that fire when an animal performs 
a given action, and also when the animal perceives the same action being 



performed by another. These neurons have been identified experimentally in 
animals that have the capacity to imitate. Scientists who believe that human 
meme replication is a sophisticated form of imitation tend to believe that mirror 
neurons are a key to understanding all sorts of functions of the human mind. 
Unfortunately, that cannot possibly be so.

I think mirror neurons are a dumb idea more broadly.

to begin with, i have a clarifying question that i haven't yet gotten a satisfactory 
answer to:

are mirror neurons physically different? have they been, and can they be, 
identified at autopsy?

back to quoting alan:

Also, there seems to be some confusion about what counts as an argument or a 
criticism. An argument is a statement of a position and an account of the 
problems that the position solves. Bald assertions are not arguments. A criticism 
of a position is an account of why that position fails to solve the problem it 
purports to solve. Bald assertions that a position is ridiculous are not criticisms.

how did i do?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 21, 2012 at 2:55 PM

On Jan 21, 1:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 6:03 AM, Steve Push wrote:

On Jan 21, 1:23 am, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years old.

Here was a problem -- why were the polarities reversed? This didn't fit with 
current explanations.

He proposed that the poles of the earth's magnetic field reversed



about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field reversed. As 
Alan said in his response, there were other things he could have guessed, 
such as that polarization varies from place to place, or it changes due to an 
internal process not related to the earth's magnetic field. (He also said how 
these other guesses could be refuted.)

One of the differences between what Kristen says, and what inductivists say, 
is how an idea is treated after someone comes up with it.

In Kristen's story, it's treated with the Popperian critical method. People try to 
*knock it down*, and it may or may not survive criticism.

In the inductivist worldview, it's treated by trying to *prop it up* by asserting 
that it came from an authoritative source: induction. Instead of considering 
the idea critically on its own merits, its source is considered: was it induced 
from a data set? How big was that data set? etc

Induction is about justification and authority instead of critical thinking.

In the geomagnetism example I cited, the induction was not "the
magnetic poles reversed," it was "the orientation of magnetized rock
alternates."  This example may be confusing, however, because the
explanation concerning the magnetic poles occurred at about the same
time as the induction about magnetized rock.

The DNA example I cited is better because the induction and the
explanation are clearly separated in time.  The induction As=Ts and
Cs=Gs occurred in 1947; the explanation concerning the double helix
did not occur until 1953.  The process was as follows:

observations --> generalization --> explanation

Which generalization?

Observation sets are compatible with infinitely many generalizations. How does 
one generalize to one generalization? Saying "generalization" (or "induction" -- 



same thing) doesn't provide adequate information about how that works.

In this case, the generalization was (I'm paraphrasing):  "In all
living cells, the amount of C in roughly equal to the amount of G, and
the amount of A is roughly equal to the amount of T."

Chargaff's results were not compatible with all generalizations.  For
example, they were incompatible with the earlier generalization that
A, C, G, and T are always found in equal amounts.

There were a few other interpretations that could have been made in
1947 -- although these interpretations weren't all generalizations.
For example, the result could have been an artifact of his
experimental preparation (no generalization).  Or A=T and C=G could
have been true only for the eight species he studied (limited
generalization).

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 21, 2012 at 2:58 PM

On Jan 21, 2012, at 11:55 AM, Steve Push wrote:

On Jan 21, 1:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 6:03 AM, Steve Push wrote:

On Jan 21, 1:23 am, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years old.



Here was a problem -- why were the polarities reversed? This didn't fit with 
current explanations.

He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field reversed. As 
Alan said in his response, there were other things he could have guessed, 
such as that polarization varies from place to place, or it changes due to 
an internal process not related to the earth's magnetic field. (He also said 
how these other guesses could be refuted.)

One of the differences between what Kristen says, and what inductivists 
say, is how an idea is treated after someone comes up with it.

In Kristen's story, it's treated with the Popperian critical method. People try 
to *knock it down*, and it may or may not survive criticism.

In the inductivist worldview, it's treated by trying to *prop it up* by asserting 
that it came from an authoritative source: induction. Instead of considering 
the idea critically on its own merits, its source is considered: was it induced 
from a data set? How big was that data set? etc

Induction is about justification and authority instead of critical thinking.

In the geomagnetism example I cited, the induction was not "the
magnetic poles reversed," it was "the orientation of magnetized rock
alternates."  This example may be confusing, however, because the
explanation concerning the magnetic poles occurred at about the same
time as the induction about magnetized rock.

The DNA example I cited is better because the induction and the
explanation are clearly separated in time.  The induction As=Ts and
Cs=Gs occurred in 1947; the explanation concerning the double helix
did not occur until 1953.  The process was as follows:

observations --> generalization --> explanation



Which generalization?

Observation sets are compatible with infinitely many generalizations. How 
does one generalize to one generalization? Saying "generalization" (or 
"induction" -- same thing) doesn't provide adequate information about how that 
works.

In this case, the generalization was (I'm paraphrasing):  "In all
living cells, the amount of C in roughly equal to the amount of G, and
the amount of A is roughly equal to the amount of T."

Chargaff's results were not compatible with all generalizations.

Not all possible generalizations, correct. There is an infinite set they are 
compatible with, and an infinite set they are not compatible with. Right?

Above you give a single generalization from an infinite set. Why that one? (I know 
the historical reason you chose it, but I want to know the reason for choosing it in 
the first place, according to induction.)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 21, 2012 at 3:26 PM

On Jan 21, 2:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 11:55 AM, Steve Push wrote:

On Jan 21, 1:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 6:03 AM, Steve Push wrote:

On Jan 21, 1:23 am, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years old.



Here was a problem -- why were the polarities reversed? This didn't fit 
with current explanations.

He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field reversed. As 
Alan said in his response, there were other things he could have 
guessed, such as that polarization varies from place to place, or it 
changes due to an internal process not related to the earth's magnetic 
field. (He also said how these other guesses could be refuted.)

One of the differences between what Kristen says, and what inductivists 
say, is how an idea is treated after someone comes up with it.

In Kristen's story, it's treated with the Popperian critical method. People try 
to *knock it down*, and it may or may not survive criticism.

In the inductivist worldview, it's treated by trying to *prop it up* by asserting 
that it came from an authoritative source: induction. Instead of considering 
the idea critically on its own merits, its source is considered: was it induced 
from a data set? How big was that data set? etc

Induction is about justification and authority instead of critical thinking.

In the geomagnetism example I cited, the induction was not "the
magnetic poles reversed," it was "the orientation of magnetized rock
alternates."  This example may be confusing, however, because the
explanation concerning the magnetic poles occurred at about the same
time as the induction about magnetized rock.

The DNA example I cited is better because the induction and the
explanation are clearly separated in time.  The induction As=Ts and
Cs=Gs occurred in 1947; the explanation concerning the double helix
did not occur until 1953.  The process was as follows:

observations --> generalization --> explanation



Which generalization?

Observation sets are compatible with infinitely many generalizations. How 
does one generalize to one generalization? Saying "generalization" (or 
"induction" -- same thing) doesn't provide adequate information about how 
that works.

In this case, the generalization was (I'm paraphrasing):  "In all
living cells, the amount of C in roughly equal to the amount of G, and
the amount of A is roughly equal to the amount of T."

Chargaff's results were not compatible with all generalizations.

Not all possible generalizations, correct. There is an infinite set they are 
compatible with, and an infinite set they are not compatible with. Right?

I won't ask you to provide the infinite set of generalizations that
are compatible.  But for the sake of discussion, could you list five
of them?

Above you give a single generalization from an infinite set. Why that one? (I 
know the historical reason you chose it, but I want to know the reason for 
choosing it in the first place, according to induction.)

Chargaff wanted to understand the fundamental properties of DNA.  He
chose samples from eight species on the following assumptions:  (1)
the samples from each species would be representative of all members
of that species and (2) the eight species would be representative of
all organisms.  If Chargaff's measuring techniques were accurate, and
if the above two assumptions were correct, there is only one
compatible generalization.

Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Generalizing
Date: January 21, 2012 at 3:31 PM

Consider the data points, in time order: 1 2 4 8

What could come next, as a matter of deductive logic?

The answer is absolutely anything, even non-numbers.

What generalizations is this compatible with? Infinitely many, but not all. For 
example it's incompatible with the generalization "all data is always 1" or the 
generalization "all data is always 2".

But it's compatible with, "all data is always numbers" or "all data points increase 
over time" or "all data points alternate 4 numbers then 4 letters, repeating" or "all 
data points alternate 5 numbers then 5 letters, repeating".

Note how the compatible generalizations are able to contradict each other.

So, both the compatible and incompatible sets are infinite. More members can be 
found by taking the last example of each that I gave and incrementing the 
numbers involved by 1. And then incremented again. etc.

When induction says to "generalize" or "induce" a generalization from a data set, 
we are faced with the problem: how? Or: which generalization?

If our tool is deduction, we get infinitely many to choose from, all with equal status 
(compatible with the data).

But induction supposedly finds one or a few ideas.

So, what is the process by which induction selects/generalizes/induces to get one 
or a few ideas? How does that work?

-- Elliot Temple
http://curi.us/

http://curi.us/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 21, 2012 at 3:39 PM

On Jan 21, 2012, at 12:26 PM, Steve Push wrote:

On Jan 21, 2:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 11:55 AM, Steve Push wrote:

On Jan 21, 1:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 6:03 AM, Steve Push wrote:

On Jan 21, 1:23 am, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years old.

Here was a problem -- why were the polarities reversed? This didn't fit 
with current explanations.

He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field reversed. 
As Alan said in his response, there were other things he could have 



guessed, such as that polarization varies from place to place, or it 
changes due to an internal process not related to the earth's magnetic 
field. (He also said how these other guesses could be refuted.)

One of the differences between what Kristen says, and what inductivists 
say, is how an idea is treated after someone comes up with it.

In Kristen's story, it's treated with the Popperian critical method. People 
try to *knock it down*, and it may or may not survive criticism.

In the inductivist worldview, it's treated by trying to *prop it up* by 
asserting that it came from an authoritative source: induction. Instead of 
considering the idea critically on its own merits, its source is considered: 
was it induced from a data set? How big was that data set? etc

Induction is about justification and authority instead of critical thinking.

In the geomagnetism example I cited, the induction was not "the
magnetic poles reversed," it was "the orientation of magnetized rock
alternates."  This example may be confusing, however, because the
explanation concerning the magnetic poles occurred at about the same
time as the induction about magnetized rock.

The DNA example I cited is better because the induction and the
explanation are clearly separated in time.  The induction As=Ts and
Cs=Gs occurred in 1947; the explanation concerning the double helix
did not occur until 1953.  The process was as follows:

observations --> generalization --> explanation

Which generalization?

Observation sets are compatible with infinitely many generalizations. How 
does one generalize to one generalization? Saying "generalization" (or 
"induction" -- same thing) doesn't provide adequate information about how 
that works.

In this case, the generalization was (I'm paraphrasing):  "In all



living cells, the amount of C in roughly equal to the amount of G, and
the amount of A is roughly equal to the amount of T."

Chargaff's results were not compatible with all generalizations.

Not all possible generalizations, correct. There is an infinite set they are 
compatible with, and an infinite set they are not compatible with. Right?

I won't ask you to provide the infinite set of generalizations that
are compatible.  But for the sake of discussion, could you list five
of them?

"C and G amounts are always within 20% of each other" (defined like this: take 
the larger number and multiply by .8, and the smaller number must be at least 
that much)

"C and G amounts are always within 20.2% of each other"

"C and G amounts are always within 20.3% of each other"

"C and G amounts are always within 20.4% of each other"

"A and T amounts are, at least 3% of the time, within 90% of each other"

Above you give a single generalization from an infinite set. Why that one? (I 
know the historical reason you chose it, but I want to know the reason for 
choosing it in the first place, according to induction.)

Chargaff wanted to understand the fundamental properties of DNA.  He
chose samples from eight species on the following assumptions:  (1)
the samples from each species would be representative of all members
of that species and (2) the eight species would be representative of
all organisms.  If Chargaff's measuring techniques were accurate, and
if the above two assumptions were correct, there is only one
compatible generalization.

All of my generalizations above are compatible with (do not contradict) his 



measurements as well as (1) and (2).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: Re: Gene knowledge contains induction rules (was: [BoI] Re: the value 
of induction)
Date: January 21, 2012 at 3:52 PM

On Jan 21, 2:31 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Sat, Jan 21, 2012 at 9:48 AM, Steve Push <stephen.p...@gmail.com> wrote:

On Jan 21, 1:24 am, Elliot Temple <c...@curi.us> wrote:

Suppose I've read everything Popper and Deutsch say about how to think, 
but I skipped all the parts criticizing induction, and I never read anything else 
about induction. I have no idea what induction is, but I'm familiar with 
Popper's approach.

I become a scientist. Or I just live an everyday life. Whatever you like.

So, what am I missing out on from not being familiar with induction? What 
mistakes will I make as a result? What problems will my ignorance cause 
me?

You can be ignorant of induction, but you will still use it.  It's in
your DNA.  Birds do it, bees do it, even educated fleas do it.

How is it in my DNA?

If I knew how, I'd probably be a candidate for the Nobel Prize.  But
generalizing from limit observations appears to be a universal
property of animal behavior.  Humans do it consciously and
unconsciously.  Babies do it.  Animals do it.

How do birds and bees and educated fleas do it?

Probably instinctively.  But birds may also do it consciously to some
extent.  And bees do it collectively (e.g., the waggle dance
discovered by Karl von Frisch).

What is an educated flea?

A figment of Cole Porter's imagination.



Steve



From: Rami Rustom <ramir.wx@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: [BoI] Brain vs Mind (was: An argument you disagree with)
Date: January 21, 2012 at 3:58 PM

On Sat, Jan 21, 2012 at 1:08 PM, Alan Forrester
<alan_forrester2@yahoo.co.uk> wrote:

Many people have posted recently saying they dislike BoI and think it's no good 
and so on.

However, I haven't seen a single explanation of what arguments in the book are 
wrong that has stood up to critical scrutiny at all.

So would one of the critics like to pick a specific argument, cite some page 
numbers, and preferably give some quotes and then criticise the argument?

Also, there seems to be some confusion about what counts as an argument or a 
criticism. An argument is a statement of a position and an account of the 
problems that the position solves. Bald assertions are not arguments. A criticism 
of a position is an account of why that position fails to solve the problem it 
purports to solve. Bald assertions that a position is ridiculous are not criticisms.

I have one. Although its not a criticism of an argument; its only a
criticism of the use of the term brain.

BoI uses the term brain when describing thought. But brains don't
think. Only minds think. So if the mind does the thinking, then what
does the brain do?

The brain fires neurons. And these things happen in long networks of
neurons [meaning there exist long chains of neurons with forks in the
road]. So how does this neural firing turn into thoughts? No one has a
good explanation, yet. But one day we will know. This is what I have
so far:

- When the brain creates a new neural pathway, this is represented as
a new piece of knowledge in the mind.

- And when that neural pathway is activated [fired], the mind



experiences that thought [consciously or unconsciously].

Going further...

Brains are part of the physical space, i.e. the physical world [the
Multiverse]. Everything in the physical space is bound by the physical
laws [as in the laws of physics].

But minds are not part of the physical space, i.e. they are not bound
by the laws of physics.

So what is the relationship between the brain and the mind?

The brain is tangible [the grey matter in the skull], i.e. is it part
of the physical space. But the mind is abstract [you can't touch it],
so what is it part of? Well I'm not sure.

The mind [I'm referring only to the human mind in this post] is
capable of explaining the physical space and the meta-physical space.
So what is the meta-physical space?

I'll start by explaining something I read from the Culture chapter of
BoI. David wrote about *math in politics* and explains that it is
fallible. I'd like to add to this. *Math in politics* has two
components; one exists in the physical space and the other in the
meta-physical space.

There is the abstract idea of 1 + 1 = 2, which exists in the
meta-physical space. And then there is the physical idea of 1 hole + 1
hole = 2 holes which exists in the physical space. The meta-physical
idea is an objective truth[i]. And the physical idea is not; so an
example of how the physical idea can be false is if the holes are next
to each other thus making only 1 [bigger] hole rather than 2 holes.
Hence 1 + 1 = 2 in the physical space is fallible, while 1 + 1 = 2 in
the meta-physical space is infallible.

[i] An objective truth is knowledge that is an absolute truth; it is
infallible. Note that our fallible knowledge is called conjectural
knowledge[ii].



[ii] A conjectural truth is knowledge that may or may not contain
error with respect to its associated objective truth; it is fallible.
So a conjectural truth may or may not be equal to its associated
objective truth. We will never know.

So the two components of *math in politics* are:

(1) The (a) theoretical math and (b) applied math, which exist in the
meta-physical space. This is objective truth, i.e. infallible.

(2) The (a) philosophy and (b) methodology in which to apply (1a) and
(1b) to politics, which exists in the physical space. This is
conjectural knowledge, i.e. fallible.

Note that the mind is capable of explaining both the meta-physical and
the physical spaces with meta-physical ideas[c] and physical ideas[d].

[c] When the mind has ideas about the meta-physical space, this is
*not subjective*. Why? Because the meta-physical space contains only
*objective* truths.

[d] But, when the mind has ideas about the physical space, this is
what we call *subjective*. Why? Because the mind can only contain
conjectural truths about the physical space. Why? Because the mind’s
ideas about the physical space are fallible. Therefore these ideas are
*subjective*.

So... what is the mind part of?

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Generalizing
Date: January 21, 2012 at 4:08 PM

On 21 Jan 2012, at 8:31pm, Elliot Temple wrote:

Consider the data points, in time order: 1 2 4 8

What could come next, as a matter of deductive logic?

The answer is absolutely anything, even non-numbers.

Yes indeed. This reminds me of one of the standard examples of the Strong Law 
of Small Numbers

http://mathworld.wolfram.com/StrongLawofSmallNumbers.html

namely:

What is the largest number of areas into which you can divide the interior of a 
circle by drawing n straight lines across it.

For n=0, the answer is obviously 1: without any lines, the circle contains one 
area.

For n=1, the answer is 2 areas.

And it goes on like that:

2 lines: 4 areas.

3 lines: 8 areas.

4 lines: 16 areas.

And so on ad infinitum.

But what does "and so on" mean? Obviously the next value is 31, right?

-- David Deutsch

http://mathworld.wolfram.com/StrongLawofSmallNumbers.html


-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Gene knowledge contains induction rules (was: [BoI] Re: the value 
of induction)
Date: January 21, 2012 at 4:08 PM

On Jan 21, 2012 2:52 PM, "Steve Push" <stephen.push@gmail.com> wrote:
On Jan 21, 2:31 pm, Rami Rustom <ramir...@gmail.com> wrote:

On Sat, Jan 21, 2012 at 9:48 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 1:24 am, Elliot Temple <c...@curi.us> wrote:

Suppose I've read everything Popper and Deutsch say about how to think, 
but I skipped all the parts criticizing induction, and I never read anything 
else about induction. I have no idea what induction is, but I'm familiar with 
Popper's approach.

I become a scientist. Or I just live an everyday life. Whatever you like.

So, what am I missing out on from not being familiar with induction? What 
mistakes will I make as a result? What problems will my ignorance cause 
me?

You can be ignorant of induction, but you will still use it.  It's in
your DNA.  Birds do it, bees do it, even educated fleas do it.

How is it in my DNA?

If I knew how, I'd probably be a candidate for the Nobel Prize.  But
generalizing from limit observations appears to be a universal
property of animal behavior.  Humans do it consciously and
unconsciously.  Babies do it.  Animals do it.

I understand how humans can do it. What about non-human animals?
Specific examples?

How do birds and bees and educated fleas do it?

Probably instinctively.  But birds may also do it consciously to some



extent.  And bees do it collectively (e.g., the waggle dance
discovered by Karl von Frisch).

I skimmed waggle dance's wikipedia page. I don't see how that is
induction. What do you mean?

What is an educated flea?

A figment of Cole Porter's imagination.

So the fleas learned stuff? Like what? And how is that evidence of induction?

-- Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Many-worlds useful for philosophy?
Date: January 21, 2012 at 4:09 PM

On 21 Jan 2012, at 12:48, Lulie Tanett wrote:

Is learning the many-worlds interpretation and why its rivals are wrong useful for 
understanding any philosophy other than in physics? If so what?

The controversy between the MWI and other "interpretations" of quantum 
mechanics is, in many ways, an absolutely typical instance of bad philosophy. So 
it can be helpful in explaining what those issues are. For example, the 
alternatives to the MWI are all flawed either because they are so vague they 
make no predictions and explain nothing, or because they add unexplained 
complications.

The second issue is that in quantum mechanics there is a good explanation of the 
universality of computation. No such explanation exists in any other theory. So 
there is a sense in which a good understanding of the theory of computation 
requires at least some understanding of the MWI.

David also suggested in FoR, see pp. 274-276, that the MWI helps address the 
problem of counterfactuals. In classical physics there is only one actual universe 
so there is a problem with explaining why we should pick any particular set of 
counterfactuals when trying to explain how a decision could have been made 
better or something like that. That means it's more difficult to argue about the 
consequences of making decisions. In the MWI there are universes in which you 
made different decisions and we can discuss the consequences of those 
decisions. In addition those two universes may be "descended from" the same 
universe, so there's a sense in which it makes sense to ask what if you, as in the 
you that exists right now, made a particular decision because there will be a you 
that does make that decision.

Also what's wrong with Penrose's many-minds thing?

It relies on the idea that the brain can harness distinctively quantum mechanical 
effects like entanglement and interference, but it can't:

http://arxiv.org/abs/quant-ph/9907009

http://arxiv.org/abs/quant-ph/9907009


Penrose has also suggested things like the idea that the world is described by 
quantum mechanics until space-time curvature has a significant effect and then 
you can't get interference. Even if that is true it wouldn't imply that the multiverse 
doesn't exist. It's not an interpretation of quantum mechanics, it's a different 
theory and it's a theory that implies the existence of a multiverse similar to the 
MWI multiverse.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Generalizing
Date: January 21, 2012 at 4:17 PM

On Sat, Jan 21, 2012 at 3:08 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 21 Jan 2012, at 8:31pm, Elliot Temple wrote:

Consider the data points, in time order: 1 2 4 8

What could come next, as a matter of deductive logic?

The answer is absolutely anything, even non-numbers.

Yes indeed. This reminds me of one of the standard examples of the Strong Law 
of Small Numbers

http://mathworld.wolfram.com/StrongLawofSmallNumbers.html

namely:

What is the largest number of areas into which you can divide the interior of a 
circle by drawing n straight lines across it.

For n=0, the answer is obviously 1: without any lines, the circle contains one 
area.

For n=1, the answer is 2 areas.

And it goes on like that:

2 lines: 4 areas.

3 lines: 8 areas.

4 lines: 16 areas.

And so on ad infinitum.

But what does "and so on" mean? Obviously the next value is 31, right?

http://mathworld.wolfram.com/StrongLawofSmallNumbers.html


Cool a riddle!

I had to draw the circle. But for n = 3, I got 7, not 8.

Whats up with that?

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Generalizing
Date: January 21, 2012 at 4:45 PM

On 21 Jan 2012, at 9:17pm, Rami Rustom wrote:

On Sat, Jan 21, 2012 at 3:08 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

What is the largest number of areas into which you can divide the interior of a 
circle by drawing n straight lines across it.

For n=0, the answer is obviously 1: without any lines, the circle contains one 
area.

For n=1, the answer is 2 areas.

And it goes on like that:

2 lines: 4 areas.

3 lines: 8 areas.

4 lines: 16 areas.

And so on ad infinitum.

But what does "and so on" mean? Obviously the next value is 31, right?

Cool a riddle!

I had to draw the circle. But for n = 3, I got 7, not 8.

Whats up with that?

Sorry, I mis-stated what n is. It's not the number of lines. It's the number of points 
on the circumference between which you can draw lines.

-- David Deutsch



-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Qualia (was Re: [BoI] An argument you disagree with)
Date: January 21, 2012 at 5:10 PM

On 21 Jan 2012, at 19:53, Elliot Temple wrote:

On Jan 21, 2012, at 11:08 AM, Alan Forrester wrote:

Many people have posted recently saying they dislike BoI and think it's no 
good and so on.

However, I haven't seen a single explanation of what arguments in the book 
are wrong that has stood up to critical scrutiny at all.

So would one of the critics like to pick a specific argument, cite some page 
numbers, and preferably give some quotes and then criticise the argument?

BoI says:

A typical such puzzle is that of qualia (singular quale, which rhymes with ‘baa-
lay’) – meaning the subjective aspect of sensations.

this is *vague* and possibly subjectivist

Qualia are currently neither describable nor predictable – a unique property 
that should make them deeply problematic to anyone with a scientific world 
view

what's so unique/special about a mere *current* status? isn't that a *parochial* 
status?

David explains the problem he had in mind. Imagine a scientist who is currently 
colour blind and can't distinguish between blue and red. The scientist comes up 
with a treatment that will cure his colour blindness . He knows that when he looks 
at blue things, he will see them as being the same colour as the sky during a 
cloudless day or whatever, but he can't predict what they will look like to him.

I think the idea is that progress would consist of getting rid of our current theories 



and getting less problematic theories. So if there is a problem that we can't 
currently imagine solving then it may change things in a way similar to how, say, 
the discovery of quantum mechanics, or Karl Popper's epistemology changed our 
view of the world. If that turns out to be what is required it would be interesting. 
That seems to be what David is saying on pp.153-154:

I consider this as evidence that there is a fundamental discovery to be made 
which will integrate things like qualia into our other knowledge.

I also think the subjectivist phrasing of the problem is bad. It seems to me that the 
qualia debate among philosophers is dominated by empiricism, e.g. - we can't 
know what something looks like to somebody else because we haven't lived in 
her head. This is a boring problem. And it becomes less clear that there is a 
problem if you start describing the sorts of thought experiments that philosophers 
come up with about qualia. For example, what if you woke up tomorrow and the 
colours you saw were all inverted according to some colour wheel arrangement, 
eg. - things that were formerly blue look red and things that were formerly purple 
look orange or whatever. People like Dennett say, "So what? That just means you 
would react to things differently":

http://ase.tufts.edu/cogstud/papers/quinqual.htm

But I think the standard philosopher's phrasing of the problem obscures a 
genuine, interesting problem. Let's suppose that your colour qualia or responses 
or whatever you want to call them were inverted. You would then have a problem 
about how to communicate with that person about some things - this is an 
aesthetic problem, as defined in Chapter 14 of BoI. For example, I'm looking at a 
bottle of vinegar and the label on the bottle has lots of red and maroon on it and it 
has a tasteful contrasting green oval in the middle bearing the legend 1794. Now, 
i don't know why they chose this particular label colour scheme, I'm guessing it's 
supposed to communicate something about the vinegar and the company that 
makes it or whatever, like it's real vinegar and not battery acid and they're 
traditional people who make traditional vinegar. How could that company convey 
the same ideas to somebody with inverted colours. And suddenly, this is an 
interesting non-subjectivist problem. Could this problem be something about 
which there are fundamental discoveries to be made? Seems to me that it is at 
least possible.

Also, there seems to be some confusion about what counts as an argument or 

http://ase.tufts.edu/cogstud/papers/quinqual.htm


a criticism. An argument is a statement of a position and an account of the 
problems that the position solves. Bald assertions are not arguments. A 
criticism of a position is an account of why that position fails to solve the 
problem it purports to solve. Bald assertions that a position is ridiculous are not 
criticisms.

how did i do?

Very well.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Generalizing
Date: January 21, 2012 at 5:13 PM

On Jan 21, 2012 3:45 PM, "David Deutsch" <david.deutsch@qubit.org> wrote:
On 21 Jan 2012, at 9:17pm, Rami Rustom wrote:

On Sat, Jan 21, 2012 at 3:08 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

What is the largest number of areas into which you can divide the interior of a 
circle by drawing n straight lines across it.

For n=0, the answer is obviously 1: without any lines, the circle contains one 
area.

For n=1, the answer is 2 areas.

And it goes on like that:

2 lines: 4 areas.

3 lines: 8 areas.

4 lines: 16 areas.

And so on ad infinitum.

But what does "and so on" mean? Obviously the next value is 31, right?

Cool a riddle!

I had to draw the circle. But for n = 3, I got 7, not 8.

Whats up with that?

Sorry, I mis-stated what n is. It's not the number of lines. It's the number of 
points on the circumference between which you can draw lines.

I had to draw a much bigger circle. My circle and lines were too messy
to count with a small circle.



K so I still got different numbers but the series is the same:

n  answer
0  0
1  0
2  2
3  4
4  8
5  16
6  31

-- Rami

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Generalizing
Date: January 21, 2012 at 5:22 PM

On 21 Jan 2012, at 10:13pm, Rami Rustom wrote:

On Jan 21, 2012 3:45 PM, "David Deutsch" <david.deutsch@qubit.org> wrote:
On 21 Jan 2012, at 9:17pm, Rami Rustom wrote:

On Sat, Jan 21, 2012 at 3:08 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

What is the largest number of areas into which you can divide the interior of 
a circle by drawing n straight lines across it.

For n=0, the answer is obviously 1: without any lines, the circle contains one 
area.

For n=1, the answer is 2 areas.

And it goes on like that:

2 lines: 4 areas.

3 lines: 8 areas.

4 lines: 16 areas.

And so on ad infinitum.

But what does "and so on" mean? Obviously the next value is 31, right?

Cool a riddle!

I had to draw the circle. But for n = 3, I got 7, not 8.

Whats up with that?

Sorry, I mis-stated what n is. It's not the number of lines. It's the number of 
points on the circumference between which you can draw lines.



I had to draw a much bigger circle. My circle and lines were too messy
to count with a small circle.

K so I still got different numbers but the series is the same:

n  answer
0  0
1  0
2  2
3  4
4  8
5  16
6  31

With zero points on the circumference or one point, you can't draw any lines and 
therefore you get one area, that of the circle as a whole.

Apart from that, your numbers agree with the formula given here:

http://mathworld.wolfram.com/CircleDivisionbyChords.html

-- David Deutsch

-- 

http://mathworld.wolfram.com/CircleDivisionbyChords.html


From: Rami Rustom <ramir.wx@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: Qualia (was Re: [BoI] An argument you disagree with)
Date: January 21, 2012 at 5:22 PM

On Sat, Jan 21, 2012 at 4:10 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 21 Jan 2012, at 19:53, Elliot Temple wrote:

BoI says:

A typical such puzzle is that of qualia (singular quale, which rhymes with
‘baa-lay’) – meaning the subjective aspect of sensations.

this is *vague* and possibly subjectivist

Qualia are currently neither describable nor predictable – a unique property
that should make them deeply problematic to anyone with a scientific world
view

what's so unique/special about a mere *current* status? isn't that a
*parochial* status?

David explains the problem he had in mind. Imagine a scientist who is
currently colour blind and can't distinguish between blue and red. The
scientist comes up with a treatment that will cure his colour blindness . He
knows that when he looks at blue things, he will see them as being the same
colour as the sky during a cloudless day or whatever, but he can't predict
what they will look like to him.

I think the idea is that progress would consist of getting rid of our
current theories and getting less problematic theories. So if there is a
problem that we can't currently imagine solving then it may change things in
a way similar to how, say, the discovery of quantum mechanics, or Karl
Popper's epistemology changed our view of the world. If that turns out to be
what is required it would be interesting. That seems to be what David is
saying on pp.153-154:

I consider this as evidence that there is a fundamental discovery to be made
which will integrate things like qualia into our other knowledge.



I also think the subjectivist phrasing of the problem is bad. It seems to me
that the qualia debate among philosophers is dominated by empiricism, e.g. -
we can't know what something looks like to somebody else because we haven't
lived in her head. This is a boring problem. And it becomes less clear that
there is a problem if you start describing the sorts of thought experiments
that philosophers come up with about qualia. For example, what if you woke
up tomorrow and the colours you saw were all inverted according to some
colour wheel arrangement, eg. - things that were formerly blue look red and
things that were formerly purple look orange or whatever. People like
Dennett say, "So what? That just means you would react to things
differently":

http://ase.tufts.edu/cogstud/papers/quinqual.htm

But I think the standard philosopher's phrasing of the problem obscures a
genuine, interesting problem. Let's suppose that your colour qualia or
responses or whatever you want to call them were inverted. You would then
have a problem about how to communicate with that person about some things -
this is an aesthetic problem, as defined in Chapter 14 of BoI. For example,
I'm looking at a bottle of vinegar and the label on the bottle has lots of
red and maroon on it and it has a tasteful contrasting green oval in the
middle bearing the legend 1794. Now, i don't know why they chose this
particular label colour scheme, I'm guessing it's supposed to communicate
something about the vinegar and the company that makes it or whatever, like
it's real vinegar and not battery acid and they're traditional people who
make traditional vinegar. How could that company convey the same ideas to
somebody with inverted colours. And suddenly, this is an interesting
non-subjectivist problem. Could this problem be something about which there
are fundamental discoveries to be made? Seems to me that it is at least
possible.

I don't understand the problem. If the person you speak of inverts
green and red, so what? He has always perceived green as red and red
as green. So what ever meaning that the artist wanted to convey [which
is based on the qualia that he expects people to experience] will
still have the same effect on the person with the inverted color
qualia. He has always perceived green leaves as red, and red things as
green.

http://ase.tufts.edu/cogstud/papers/quinqual.htm


-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: Qualia (was Re: [BoI] An argument you disagree with)
Date: January 21, 2012 at 5:34 PM

On Jan 21, 2012, at 2:22 PM, Rami Rustom wrote:

On Sat, Jan 21, 2012 at 4:10 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 21 Jan 2012, at 19:53, Elliot Temple wrote:

BoI says:

A typical such puzzle is that of qualia (singular quale, which rhymes with
‘baa-lay’) – meaning the subjective aspect of sensations.

this is *vague* and possibly subjectivist

Qualia are currently neither describable nor predictable – a unique property
that should make them deeply problematic to anyone with a scientific world
view

what's so unique/special about a mere *current* status? isn't that a
*parochial* status?

David explains the problem he had in mind. Imagine a scientist who is
currently colour blind and can't distinguish between blue and red. The
scientist comes up with a treatment that will cure his colour blindness . He
knows that when he looks at blue things, he will see them as being the same
colour as the sky during a cloudless day or whatever, but he can't predict
what they will look like to him.

I think the idea is that progress would consist of getting rid of our
current theories and getting less problematic theories. So if there is a
problem that we can't currently imagine solving then it may change things in
a way similar to how, say, the discovery of quantum mechanics, or Karl
Popper's epistemology changed our view of the world. If that turns out to be
what is required it would be interesting. That seems to be what David is
saying on pp.153-154:

I consider this as evidence that there is a fundamental discovery to be made
which will integrate things like qualia into our other knowledge.



I also think the subjectivist phrasing of the problem is bad. It seems to me
that the qualia debate among philosophers is dominated by empiricism, e.g. -
we can't know what something looks like to somebody else because we 
haven't
lived in her head. This is a boring problem. And it becomes less clear that
there is a problem if you start describing the sorts of thought experiments
that philosophers come up with about qualia. For example, what if you woke
up tomorrow and the colours you saw were all inverted according to some
colour wheel arrangement, eg. - things that were formerly blue look red and
things that were formerly purple look orange or whatever. People like
Dennett say, "So what? That just means you would react to things
differently":

http://ase.tufts.edu/cogstud/papers/quinqual.htm

But I think the standard philosopher's phrasing of the problem obscures a
genuine, interesting problem. Let's suppose that your colour qualia or
responses or whatever you want to call them were inverted. You would then
have a problem about how to communicate with that person about some things 
-
this is an aesthetic problem, as defined in Chapter 14 of BoI. For example,
I'm looking at a bottle of vinegar and the label on the bottle has lots of
red and maroon on it and it has a tasteful contrasting green oval in the
middle bearing the legend 1794. Now, i don't know why they chose this
particular label colour scheme, I'm guessing it's supposed to communicate
something about the vinegar and the company that makes it or whatever, like
it's real vinegar and not battery acid and they're traditional people who
make traditional vinegar. How could that company convey the same ideas to
somebody with inverted colours. And suddenly, this is an interesting
non-subjectivist problem. Could this problem be something about which there
are fundamental discoveries to be made? Seems to me that it is at least
possible.

I don't understand the problem. If the person you speak of inverts
green and red, so what? He has always perceived green as red and red
as green. So what ever meaning that the artist wanted to convey [which
is based on the qualia that he expects people to experience] will
still have the same effect on the person with the inverted color

http://ase.tufts.edu/cogstud/papers/quinqual.htm


qualia. He has always perceived green leaves as red, and red things as
green.

Suppose someone inverts them from birth.

He'll learn all the cultural associations with colors the same as anyone else. He'll 
call the same thing "red" that we do, and think of it as the right color for drawing 
hearts on valentine's day.

But he sees it as what I call "green". Does that matter? Yes it could because, in 
addition to cultural associations with colors, there can also be *objective* 
attributes of colors. So while he'll agree with his neighbors about the cultural 
conventions of what they both call by the word "red", he'll, because he sees it 
differently, disagree about the objective attributes of the color.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] An argument you disagree with
Date: January 21, 2012 at 5:37 PM

On 21 Jan 2012, at 19:53, Elliot Temple wrote:

second issue:

That translation requires some quite sophisticated computation, which is 
encoded in genes, not memes. It is thought to be achieved in part by a system 
based on ‘mirror neurons’. These are neurons that fire when an animal 
performs a given action, and also when the animal perceives the same action 
being performed by another. These neurons have been identified 
experimentally in animals that have the capacity to imitate. Scientists who 
believe that human meme replication is a sophisticated form of imitation tend 
to believe that mirror neurons are a key to understanding all sorts of functions 
of the human mind. Unfortunately, that cannot possibly be so.

I think mirror neurons are a dumb idea more broadly.

to begin with, i have a clarifying question that i haven't yet gotten a satisfactory 
answer to:

are mirror neurons physically different? have they been, and can they be, 
identified at autopsy?

I don't think they are. At about 2 minutes into this talk, V S Ramachandran states 
that mirror neurons are a subset of motor command neurones:

http://www.ted.com/talks/vs_ramachandran_the_neurons_that_shaped_civilizatio
n.html

Then at about 5 minutes he claims that some sensory neurons are mirror 
neurons.

I don't think mirror neurons can be identified at autopsy, unless sensory and 
motor command neurons are all the same, and if they are then what sets mirror 
neurons apart other than when they fire? Maybe they're arranged differently in 
some identifiable way.

http://www.ted.com/talks/vs_ramachandran_the_neurons_that_shaped_civilization.html


Alan



From: Rami Rustom <ramir.wx@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: Qualia (was Re: [BoI] An argument you disagree with)
Date: January 21, 2012 at 5:57 PM

On Sat, Jan 21, 2012 at 4:34 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 21, 2012, at 2:22 PM, Rami Rustom wrote:

On Sat, Jan 21, 2012 at 4:10 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 21 Jan 2012, at 19:53, Elliot Temple wrote:

BoI says:

A typical such puzzle is that of qualia (singular quale, which rhymes with
‘baa-lay’) – meaning the subjective aspect of sensations.

this is *vague* and possibly subjectivist

Qualia are currently neither describable nor predictable – a unique property
that should make them deeply problematic to anyone with a scientific world
view

what's so unique/special about a mere *current* status? isn't that a
*parochial* status?

David explains the problem he had in mind. Imagine a scientist who is
currently colour blind and can't distinguish between blue and red. The
scientist comes up with a treatment that will cure his colour blindness . He
knows that when he looks at blue things, he will see them as being the same
colour as the sky during a cloudless day or whatever, but he can't predict
what they will look like to him.

I think the idea is that progress would consist of getting rid of our
current theories and getting less problematic theories. So if there is a
problem that we can't currently imagine solving then it may change things in
a way similar to how, say, the discovery of quantum mechanics, or Karl
Popper's epistemology changed our view of the world. If that turns out to be
what is required it would be interesting. That seems to be what David is
saying on pp.153-154:

I consider this as evidence that there is a fundamental discovery to be made



which will integrate things like qualia into our other knowledge.

I also think the subjectivist phrasing of the problem is bad. It seems to me
that the qualia debate among philosophers is dominated by empiricism, e.g. -
we can't know what something looks like to somebody else because we 
haven't
lived in her head. This is a boring problem. And it becomes less clear that
there is a problem if you start describing the sorts of thought experiments
that philosophers come up with about qualia. For example, what if you woke
up tomorrow and the colours you saw were all inverted according to some
colour wheel arrangement, eg. - things that were formerly blue look red and
things that were formerly purple look orange or whatever. People like
Dennett say, "So what? That just means you would react to things
differently":

http://ase.tufts.edu/cogstud/papers/quinqual.htm

But I think the standard philosopher's phrasing of the problem obscures a
genuine, interesting problem. Let's suppose that your colour qualia or
responses or whatever you want to call them were inverted. You would then
have a problem about how to communicate with that person about some 
things -
this is an aesthetic problem, as defined in Chapter 14 of BoI. For example,
I'm looking at a bottle of vinegar and the label on the bottle has lots of
red and maroon on it and it has a tasteful contrasting green oval in the
middle bearing the legend 1794. Now, i don't know why they chose this
particular label colour scheme, I'm guessing it's supposed to communicate
something about the vinegar and the company that makes it or whatever, like
it's real vinegar and not battery acid and they're traditional people who
make traditional vinegar. How could that company convey the same ideas to
somebody with inverted colours. And suddenly, this is an interesting
non-subjectivist problem. Could this problem be something about which there
are fundamental discoveries to be made? Seems to me that it is at least
possible.

I don't understand the problem. If the person you speak of inverts
green and red, so what? He has always perceived green as red and red
as green. So what ever meaning that the artist wanted to convey [which
is based on the qualia that he expects people to experience] will

http://ase.tufts.edu/cogstud/papers/quinqual.htm


still have the same effect on the person with the inverted color
qualia. He has always perceived green leaves as red, and red things as
green.

Suppose someone inverts them from birth.

He'll learn all the cultural associations with colors the same as anyone else. He'll 
call the same thing "red" that we do, and think of it as the right color for drawing 
hearts on valentine's day.

But he sees it as what I call "green". Does that matter? Yes it could because, in 
addition to cultural associations with colors, there can also be *objective* 
attributes of colors. So while he'll agree with his neighbors about the cultural 
conventions of what they both call by the word "red", he'll, because he sees it 
differently, disagree about the objective attributes of the color.

That is very interesting. [An abstract problem that exists in my mind.]

Sensing is in the brain; which is part of the physical space.

Perception is in the mind; which is *not* part of the physical space.
Perception is subjective because subjectivity is mind-dependent.

This is confusing...

Is the mind part of the meta-physical space? Or is it part of
something else and it is able to explain the physical and
meta-physical spaces?

I think the answer will help answer the previous question.

In an earlier BoI thread titled _Objectivity vs Subjectivity (was:
[BoI] Re: Art = science, philosophy, or other?)_
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/f7f9356f0bf75f42/ad61bac331a45352?
lnk=gst&q=Objectivity+vs+Subjectivity#ad61bac331a45352

Where I wrote:
I didn't mean to suggest that there are no objective truths in the meta-physical 
space. All of math exists in the meta-physical space. And a lot of that is 

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/f7f9356f0bf75f42/ad61bac331a45352?lnk=gst&q=Objectivity+vs+Subjectivity#ad61bac331a45352


objective truth.

I've been arguing for this in the other thread I mentioned titled
_Brain vs Mind (was: An argument you disagree with)_ [on the For and
BoI lists]:
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/bd080ca2eeb82757

-- Rami

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/bd080ca2eeb82757


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: [BoI] Brain vs Mind (was: An argument you disagree with)
Date: January 21, 2012 at 6:02 PM

On Jan 21, 2012, at 2:02 PM, Rami Rustom wrote:

On Jan 21, 2012 3:29 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 21, 2012, at 12:58 PM, Rami Rustom wrote:

On Sat, Jan 21, 2012 at 1:08 PM, Alan Forrester
<alan_forrester2@yahoo.co.uk> wrote:

Many people have posted recently saying they dislike BoI and think it's no 
good and so on.

However, I haven't seen a single explanation of what arguments in the book 
are wrong that has stood up to critical scrutiny at all.

So would one of the critics like to pick a specific argument, cite some page 
numbers, and preferably give some quotes and then criticise the argument?

Also, there seems to be some confusion about what counts as an argument 
or a criticism. An argument is a statement of a position and an account of 
the problems that the position solves. Bald assertions are not arguments. A 
criticism of a position is an account of why that position fails to solve the 
problem it purports to solve. Bald assertions that a position is ridiculous are 
not criticisms.

I have one. Although its not a criticism of an argument; its only a
criticism of the use of the term brain.

BoI uses the term brain when describing thought. But brains don't
think. Only minds think. So if the mind does the thinking, then what
does the brain do?

Quote?

start quote (BoI):

Just as our senses cannot detect neutrinos or quasars or most other



significant phenomena in the cosmic scheme of things, there is no
reason to expect our brains to understand them. (p. 52)

that is a statement of a position BoI disagrees with.

The laws of physics that explain it bear no resemblance to any rules
of thumb that were ever in our ancestors’ genes or in their culture.
Yet human brains today know in considerable detail what is happening
there. (p. 72)

that is true, and contrasts with the above.

That means that one physical system – say, an astrophysicist’s brain –
contains an accurate working model of the other, the jet. (p. 72)

this is not "describing thought" but talking about an object (brain) containing some 
knowledge. which is true. you could also say the person's mind contains 
knowledge, and that'd be true too.

The knowledge in human brains and the knowledge in biological
adaptations are both created by evolution in the broad sense: the
variation of existing information, alternating with selection. (p. 78)

similar to previous one.

That brings me to the main subject of this chapter: abstractions. In
Chapter 4 I remarked that pieces of knowledge are abstract replicators
that ‘use’ (and hence affect) organisms and brains to get themselves
replicated. (p. 114)

this one seems misleading. human memes use minds not brains. they work with 
intelligence, not with hardware details.

It [genetic code] also specifies engineering structures such as wings and teeth, 
and



nanotechnology such as immune systems, and even a brain that is
capable of explaining quasars, designing other organisms from scratch,
and wondering why it exists. (p. 144).

yeah that's misleading too. it's not just the human brain which is specified, but 
also the intelligence software it runs, which is crucial to explaining quasars.

For instance, conjurers, politicians and examination candidates are
sometimes suspected of receiving information through concealed
earpieces and then repeating it mechanically while pretending that it
originated in their brains. (p. 155)

kind of odd phrasing, but again brains are a container which contains the mind, 
so talking about whether it originated in that larger container isn't really wrong.

It is because the laws of physics support computational universality
that human brains can predict and explain the behaviour of very
un-human objects like quasars. (p. 189)

i think this one is kinda misleading, should say minds.

also it's false. or at least, that's not the only or primary reason. cows have brains 
with computational universality yet can't explain quasars. the epistemological 
universality of intelligence is crucial here.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] An argument you disagree with
Date: January 21, 2012 at 6:07 PM

On Jan 21, 2012, at 2:37 PM, Alan Forrester wrote:

On 21 Jan 2012, at 19:53, Elliot Temple wrote:

second issue:

That translation requires some quite sophisticated computation, which is 
encoded in genes, not memes. It is thought to be achieved in part by a 
system based on ‘mirror neurons’. These are neurons that fire when an 
animal performs a given action, and also when the animal perceives the 
same action being performed by another. These neurons have been 
identified experimentally in animals that have the capacity to imitate. 
Scientists who believe that human meme replication is a sophisticated form 
of imitation tend to believe that mirror neurons are a key to understanding all 
sorts of functions of the human mind. Unfortunately, that cannot possibly be 
so.

I think mirror neurons are a dumb idea more broadly.

to begin with, i have a clarifying question that i haven't yet gotten a satisfactory 
answer to:

are mirror neurons physically different? have they been, and can they be, 
identified at autopsy?

I don't think they are. At about 2 minutes into this talk, V S Ramachandran 
states that mirror neurons are a subset of motor command neurones:

http://www.ted.com/talks/vs_ramachandran_the_neurons_that_shaped_civilizati
on.html

Then at about 5 minutes he claims that some sensory neurons are mirror 
neurons.

I don't think mirror neurons can be identified at autopsy, unless sensory and 
motor command neurons are all the same, and if they are then what sets mirror 

http://www.ted.com/talks/vs_ramachandran_the_neurons_that_shaped_civilization.html


neurons apart other than when they fire? Maybe they're arranged differently in 
some identifiable way.

Wondering if sensory and motor neurons were physically different, I found:

http://en.wikipedia.org/wiki/Neurons#Classes

Neurons exist in a number of different shapes and sizes and can be classified 
by their morphology and function. The anatomist Camillo Golgi grouped neurons 
into two types; type I with long axons used to move signals over long distances 
and type II with short axons, which can often be confused with dendrites. Type I 
cells can be further divided by where the cell body or soma is located.

Or in other words, at least according to some experts, sensory and motor 
neurons aren't physically different (nor are there physically different mirror 
neurons), that's a label people made up that doesn't actually refer to types of 
neurons in the straightforward sense.

Instead, neurons vary in shape and size like how the wires in our computers vary 
in shape and size.

Seems that calling them things like "sensory neurons" is a little like calling some 
intel chips "search CPUs" because of their use at google. That's misleading! Just 
because a CPU is used for search doesn't mean it's a "search CPU".

And calling stuff "mirror neurons" would be at least as bad.

-- Elliot Temple
http://curi.us/

http://en.wikipedia.org/wiki/Neurons#Classes
http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: Qualia (was Re: [BoI] An argument you disagree with)
Date: January 21, 2012 at 6:17 PM

On Jan 21, 2012, at 2:10 PM, Alan Forrester wrote:

On 21 Jan 2012, at 19:53, Elliot Temple wrote:

On Jan 21, 2012, at 11:08 AM, Alan Forrester wrote:

Many people have posted recently saying they dislike BoI and think it's no 
good and so on.

However, I haven't seen a single explanation of what arguments in the book 
are wrong that has stood up to critical scrutiny at all.

So would one of the critics like to pick a specific argument, cite some page 
numbers, and preferably give some quotes and then criticise the argument?

BoI says:

A typical such puzzle is that of qualia (singular quale, which rhymes with 
‘baa-lay’) – meaning the subjective aspect of sensations.

this is *vague* and possibly subjectivist

Qualia are currently neither describable nor predictable – a unique property 
that should make them deeply problematic to anyone with a scientific world 
view

what's so unique/special about a mere *current* status? isn't that a *parochial* 
status?

David explains the problem he had in mind. Imagine a scientist who is currently 
colour blind and can't distinguish between blue and red. The scientist comes up 
with a treatment that will cure his colour blindness . He knows that when he 
looks at blue things, he will see them as being the same colour as the sky 



during a cloudless day or whatever, but he can't predict what they will look like 
to him.

Not "can't predict". Doesn't currently know how to predict.

I think the idea is that progress would consist of getting rid of our current 
theories and getting less problematic theories. So if there is a problem that we 
can't currently imagine solving

But I can imagine solving it, just as I can imagine solving other current problems. 
Why wouldn't I be able to?

then it may change things in a way similar to how, say, the discovery of quantum 
mechanics, or Karl Popper's epistemology changed our view of the world. If that 
turns out to be what is required it would be interesting. That seems to be what 
David is saying on pp.153-154:

I consider this as evidence that there is a fundamental discovery to be made 
which will integrate things like qualia into our other knowledge.

BoI gives a reason for that is right above:

Qualia are currently neither describable nor predictable – a unique property

But how unique is it?

For example, inductivists don't know how to describe induction.

And no one knows how to describe love very well.

There are subtle cultural conventions that no one describes. And no one would 
know how to describe it well, if they were asked to. Maybe there are some 
cultural conventions no one is even consciously aware of to ask about, let alone 
describe.

What about prediction? Well, just in physics, we can't predict many things. If you 
look at "social sciences" then prediction gets really hard.



What about both together? How the economy works is both hard to predict and 
hard to describe. And the same goes for many specific, parochial aspects of the 
economy, e.g. the fate of a particular company and the reasons for that. (This isn't 
true for all companies, but is true of some. Sometimes we understand, sometimes 
we don't.)

Or in physics, I'm sure you can come up with a problem that is beyond the limits 
of our prediction, and which also involves something we find very hard to 
describe, e.g. fungibility issues. Many people would say we've failed to describe 
fungibility of MWI.

Things things do not necessarily scream "fundamental discovery" to me. Rather, 
we can get better with gradual progress.

I do think there is a fundamental discovery to be made.

But I don't think it will be about qualia. I think it will be about intelligence, 
creativity, how minds work, or something like that. Then, from it, we'll learn some 
things about qualia, consciousness, etc...

One reason I think there is a fundamental discovery to be made is that I don't 
know how to write an AI. So there's a problem, and I think it's an important one. 
And that will involve understanding intelligence better, so it should, as a side 
effect, help clear up various confusions in the area.

I also think the subjectivist phrasing of the problem is bad. It seems to me that 
the qualia debate among philosophers is dominated by empiricism, e.g. - we 
can't know what something looks like to somebody else because we haven't 
lived in her head. This is a boring problem.

There is no good explanation for why we'd see the inverse colors as someone 
else. However, I can think of an explanation of why we might see different colors 
internally/mentally: if such mental-color-pictures are interpretations/mental-
models that we create, then people will vary in the interpretations they create.



Which is different than what the philosophers want to talk about. But perhaps of 
some interest.

And it becomes less clear that there is a problem if you start describing the sorts 
of thought experiments that philosophers come up with about qualia. For 
example, what if you woke up tomorrow and the colours you saw were all 
inverted according to some colour wheel arrangement, eg. - things that were 
formerly blue look red and things that were formerly purple look orange or 
whatever. People like Dennett say, "So what? That just means you would react 
to things differently":

I don't get it. What's the issue? I could already invert the colors on my computer 
and then watch TV on it or whatever. But that wouldn't do anything interesting. 
Who cares?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Brain vs Mind (was: An argument you disagree with)
Date: January 21, 2012 at 6:34 PM

On Sat, Jan 21, 2012 at 5:02 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 21, 2012, at 2:02 PM, Rami Rustom wrote:

On Jan 21, 2012 3:29 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 21, 2012, at 12:58 PM, Rami Rustom wrote:

On Sat, Jan 21, 2012 at 1:08 PM, Alan Forrester
<alan_forrester2@yahoo.co.uk> wrote:

Many people have posted recently saying they dislike BoI and think it's no 
good and so on.

However, I haven't seen a single explanation of what arguments in the 
book are wrong that has stood up to critical scrutiny at all.

So would one of the critics like to pick a specific argument, cite some page 
numbers, and preferably give some quotes and then criticise the 
argument?

Also, there seems to be some confusion about what counts as an 
argument or a criticism. An argument is a statement of a position and an 
account of the problems that the position solves. Bald assertions are not 
arguments. A criticism of a position is an account of why that position fails 
to solve the problem it purports to solve. Bald assertions that a position is 
ridiculous are not criticisms.

I have one. Although its not a criticism of an argument; its only a
criticism of the use of the term brain.

BoI uses the term brain when describing thought. But brains don't
think. Only minds think. So if the mind does the thinking, then what
does the brain do?

Quote?

start quote (BoI):



The laws of physics that explain it bear no resemblance to any rules
of thumb that were ever in our ancestors’ genes or in their culture.
Yet human brains today know in considerable detail what is happening
there. (p. 72)

that is true

I don't think we can say that brains know anything. To know something
is to have thought it. Thought is only in the mind.

I realize that we can say that humans know things. But this is just
because its easier to say.

Just because its ok to say that a human knows, doesn't mean its
accurate to say that the brain knows. Right?

That means that one physical system – say, an astrophysicist’s brain –
contains an accurate working model of the other, the jet. (p. 72)

this is not "describing thought" but talking about an object (brain) containing 
some knowledge. which is true. you could also say the person's mind contains 
knowledge, and that'd be true too.

To know something is to have thought it.

The mind contains knowledge. But the brain just contains neural pathways.

The knowledge in human brains and the knowledge in biological
adaptations are both created by evolution in the broad sense: the
variation of existing information, alternating with selection. (p. 78)

similar to previous one.

To know something is to have thought it.



That brings me to the main subject of this chapter: abstractions. In
Chapter 4 I remarked that pieces of knowledge are abstract replicators
that ‘use’ (and hence affect) organisms and brains to get themselves
replicated. (p. 114)

this one seems misleading. human memes use minds not brains. they work with 
intelligence, not with hardware details.

It [genetic code] also specifies engineering structures such as wings and teeth, 
and
nanotechnology such as immune systems, and even a brain that is
capable of explaining quasars, designing other organisms from scratch,
and wondering why it exists. (p. 144).

yeah that's misleading too. it's not just the human brain which is specified, but 
also the intelligence software it runs, which is crucial to explaining quasars.

For instance, conjurers, politicians and examination candidates are
sometimes suspected of receiving information through concealed
earpieces and then repeating it mechanically while pretending that it
originated in their brains. (p. 155)

kind of odd phrasing, but again brains are a container which contains the mind, 
so talking about whether it originated in that larger container isn't really wrong.

Except that the containers exist in different realities; the brain
exists in the physical space and the mind in something else.

It is because the laws of physics support computational universality
that human brains can predict and explain the behaviour of very
un-human objects like quasars. (p. 189)

i think this one is kinda misleading, should say minds.

also it's false. or at least, that's not the only or primary reason. cows have brains 



with computational universality yet can't explain quasars. the epistemological 
universality of intelligence is crucial here.

I'll quote the rest later.

-- Rami



From: Elliot Temple <curi@curi.us>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Brain vs Mind (was: An argument you disagree with)
Date: January 21, 2012 at 6:47 PM

On Jan 21, 2012, at 3:34 PM, Rami Rustom wrote:

On Sat, Jan 21, 2012 at 5:02 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 21, 2012, at 2:02 PM, Rami Rustom wrote:

On Jan 21, 2012 3:29 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 21, 2012, at 12:58 PM, Rami Rustom wrote:

On Sat, Jan 21, 2012 at 1:08 PM, Alan Forrester
<alan_forrester2@yahoo.co.uk> wrote:

Many people have posted recently saying they dislike BoI and think it's 
no good and so on.

However, I haven't seen a single explanation of what arguments in the 
book are wrong that has stood up to critical scrutiny at all.

So would one of the critics like to pick a specific argument, cite some 
page numbers, and preferably give some quotes and then criticise the 
argument?

Also, there seems to be some confusion about what counts as an 
argument or a criticism. An argument is a statement of a position and an 
account of the problems that the position solves. Bald assertions are not 
arguments. A criticism of a position is an account of why that position fails 
to solve the problem it purports to solve. Bald assertions that a position is 
ridiculous are not criticisms.

I have one. Although its not a criticism of an argument; its only a
criticism of the use of the term brain.

BoI uses the term brain when describing thought. But brains don't
think. Only minds think. So if the mind does the thinking, then what
does the brain do?

Quote?



start quote (BoI):

The laws of physics that explain it bear no resemblance to any rules
of thumb that were ever in our ancestors’ genes or in their culture.
Yet human brains today know in considerable detail what is happening
there. (p. 72)

that is true

I don't think we can say that brains know anything. To know something
is to have thought it. Thought is only in the mind.

nah. we can say, e.g., that a book knows about clogged drains. know = have 
knowledge.

http://www.merriam-webster.com/dictionary/know

intransitive verb
1
: to have knowledge

end quote

I realize that we can say that humans know things. But this is just
because its easier to say.

no, it's because humans have knowledge.

try the dictionary next time!

Just because its ok to say that a human knows, doesn't mean its
accurate to say that the brain knows. Right?

http://www.merriam-webster.com/dictionary/know


That means that one physical system – say, an astrophysicist’s brain –
contains an accurate working model of the other, the jet. (p. 72)

this is not "describing thought" but talking about an object (brain) containing 
some knowledge. which is true. you could also say the person's mind contains 
knowledge, and that'd be true too.

To know something is to have thought it.

no it's not. look it up.

The mind contains knowledge. But the brain just contains neural pathways.

no. knowledge exists physically. brains contain knowledge just as much as books 
do.

The knowledge in human brains and the knowledge in biological
adaptations are both created by evolution in the broad sense: the
variation of existing information, alternating with selection. (p. 78)

similar to previous one.

To know something is to have thought it.

this isn't an argument.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Generalizing
Date: January 22, 2012 at 2:19 AM

On Jan 21, 4:08 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 21 Jan 2012, at 8:31pm, Elliot Temple wrote:

Consider the data points, in time order: 1 2 4 8

What could come next, as a matter of deductive logic?

The answer is absolutely anything, even non-numbers.

Yes indeed. This reminds me of one of the standard examples of the Strong Law 
of Small Numbers

http://mathworld.wolfram.com/StrongLawofSmallNumbers.html

namely:

What is the largest number of areas into which you can divide the interior of a 
circle by drawing n straight lines across it.

For n=0, the answer is obviously 1: without any lines, the circle contains one 
area.

For n=1, the answer is 2 areas.

And it goes on like that:

2 lines: 4 areas.

3 lines: 8 areas.

4 lines: 16 areas.

And so on ad infinitum.

But what does "and so on" mean? Obviously the next value is 31, right?

http://mathworld.wolfram.com/StrongLawofSmallNumbers.html


In 1919, George Pólya conjectured that all positive integers shared a
certain simple property having to do with prime factors. Not until
1980 was it shown that the first 906150256 positive integers have this
property, but the next one (906150257) does not!  According to
Wikipedia, "The size of the smallest counter-example is often used to
show how a conjecture can be true for many numbers, and still be
false." [1]

[1] http://en.wikipedia.org/wiki/Polya_conjecture

http://en.wikipedia.org/wiki/Polya_conjecture


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 22, 2012 at 5:11 AM

On Jan 21, 3:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 12:26 PM, Steve Push wrote:

On Jan 21, 2:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 11:55 AM, Steve Push wrote:

On Jan 21, 1:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 6:03 AM, Steve Push wrote:

On Jan 21, 1:23 am, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years 



old.

Here was a problem -- why were the polarities reversed? This didn't fit 
with current explanations.

He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field reversed. 
As Alan said in his response, there were other things he could have 
guessed, such as that polarization varies from place to place, or it 
changes due to an internal process not related to the earth's magnetic 
field. (He also said how these other guesses could be refuted.)

One of the differences between what Kristen says, and what inductivists 
say, is how an idea is treated after someone comes up with it.

In Kristen's story, it's treated with the Popperian critical method. People 
try to *knock it down*, and it may or may not survive criticism.

In the inductivist worldview, it's treated by trying to *prop it up* by 
asserting that it came from an authoritative source: induction. Instead of 
considering the idea critically on its own merits, its source is considered: 
was it induced from a data set? How big was that data set? etc

Induction is about justification and authority instead of critical thinking.

In the geomagnetism example I cited, the induction was not "the
magnetic poles reversed," it was "the orientation of magnetized rock
alternates."  This example may be confusing, however, because the
explanation concerning the magnetic poles occurred at about the same
time as the induction about magnetized rock.

The DNA example I cited is better because the induction and the
explanation are clearly separated in time.  The induction As=Ts and
Cs=Gs occurred in 1947; the explanation concerning the double helix
did not occur until 1953.  The process was as follows:



observations --> generalization --> explanation

Which generalization?

Observation sets are compatible with infinitely many generalizations. How 
does one generalize to one generalization? Saying "generalization" (or 
"induction" -- same thing) doesn't provide adequate information about how 
that works.

In this case, the generalization was (I'm paraphrasing):  "In all
living cells, the amount of C in roughly equal to the amount of G, and
the amount of A is roughly equal to the amount of T."

Chargaff's results were not compatible with all generalizations.

Not all possible generalizations, correct. There is an infinite set they are 
compatible with, and an infinite set they are not compatible with. Right?

I won't ask you to provide the infinite set of generalizations that
are compatible.  But for the sake of discussion, could you list five
of them?

"C and G amounts are always within 20% of each other" (defined like this: take 
the larger number and multiply by .8, and the smaller number must be at least 
that much)

"C and G amounts are always within 20.2% of each other"

"C and G amounts are always within 20.3% of each other"

"C and G amounts are always within 20.4% of each other"

"A and T amounts are, at least 3% of the time, within 90% of each other"

Above you give a single generalization from an infinite set. Why that one? (I 
know the historical reason you chose it, but I want to know the reason for 
choosing it in the first place, according to induction.)



Chargaff wanted to understand the fundamental properties of DNA.  He
chose samples from eight species on the following assumptions:  (1)
the samples from each species would be representative of all members
of that species and (2) the eight species would be representative of
all organisms.  If Chargaff's measuring techniques were accurate, and
if the above two assumptions were correct, there is only one
compatible generalization.

All of my generalizations above are compatible with (do not contradict) his 
measurements as well as (1) and (2).

Your generalizations are all essentially the same as one that Chargaff
made.  The only difference is that they are less precise.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Brain vs Mind (was: An argument you disagree with)
Date: January 22, 2012 at 5:36 AM

On Sat, Jan 21, 2012 at 5:47 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 21, 2012, at 3:34 PM, Rami Rustom wrote:

On Sat, Jan 21, 2012 at 5:02 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 21, 2012, at 2:02 PM, Rami Rustom wrote:

On Jan 21, 2012 3:29 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 21, 2012, at 12:58 PM, Rami Rustom wrote:

On Sat, Jan 21, 2012 at 1:08 PM, Alan Forrester
<alan_forrester2@yahoo.co.uk> wrote:

Many people have posted recently saying they dislike BoI and think it's 
no good and so on.

However, I haven't seen a single explanation of what arguments in the 
book are wrong that has stood up to critical scrutiny at all.

So would one of the critics like to pick a specific argument, cite some 
page numbers, and preferably give some quotes and then criticise the 
argument?

Also, there seems to be some confusion about what counts as an 
argument or a criticism. An argument is a statement of a position and an 
account of the problems that the position solves. Bald assertions are not 
arguments. A criticism of a position is an account of why that position 
fails to solve the problem it purports to solve. Bald assertions that a 
position is ridiculous are not criticisms.

I have one. Although its not a criticism of an argument; its only a
criticism of the use of the term brain.

BoI uses the term brain when describing thought. But brains don't
think. Only minds think. So if the mind does the thinking, then what
does the brain do?

Quote?



start quote (BoI):

The laws of physics that explain it bear no resemblance to any rules
of thumb that were ever in our ancestors’ genes or in their culture.
Yet human brains today know in considerable detail what is happening
there. (p. 72)

that is true

I don't think we can say that brains know anything. To know something
is to have thought it. Thought is only in the mind.

nah. we can say, e.g., that a book knows about clogged drains. know = have 
knowledge.

http://www.merriam-webster.com/dictionary/know

intransitive verb
1
: to have knowledge

end quote

I realize that we can say that humans know things. But this is just
because its easier to say.

no, it's because humans have knowledge.

try the dictionary next time!

Gotta make that a habit.

Just because its ok to say that a human knows, doesn't mean its
accurate to say that the brain knows. Right?

http://www.merriam-webster.com/dictionary/know


That means that one physical system – say, an astrophysicist’s brain –
contains an accurate working model of the other, the jet. (p. 72)

this is not "describing thought" but talking about an object (brain) containing 
some knowledge. which is true. you could also say the person's mind 
contains knowledge, and that'd be true too.

To know something is to have thought it.

no it's not. look it up.

The mind contains knowledge. But the brain just contains neural pathways.

no. knowledge exists physically. brains contain knowledge just as much as 
books do.

Hmm. I was thinking of the huge jump in emergence.

But ya even with that jump in emergence, the knowledge in the mind
[thoughts] can be reduced to physical bodies [neural pathways].

The knowledge in human brains and the knowledge in biological
adaptations are both created by evolution in the broad sense: the
variation of existing information, alternating with selection. (p. 78)

similar to previous one.

To know something is to have thought it.

this isn't an argument.



So the knowledge is containing physically in the physical space. But a
thought, isn't. The thought is only in the mind.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: Re: Gene knowledge contains induction rules (was: [BoI] Re: the value 
of induction)
Date: January 22, 2012 at 5:50 AM

On Jan 21, 4:08 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 21, 2012 2:52 PM, "Steve Push" <stephen.p...@gmail.com> wrote:

On Jan 21, 2:31 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Sat, Jan 21, 2012 at 9:48 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 1:24 am, Elliot Temple <c...@curi.us> wrote:

Suppose I've read everything Popper and Deutsch say about how to think, 
but I skipped all the parts criticizing induction, and I never read anything 
else about induction. I have no idea what induction is, but I'm familiar with 
Popper's approach.

I become a scientist. Or I just live an everyday life. Whatever you like.

So, what am I missing out on from not being familiar with induction? What 
mistakes will I make as a result? What problems will my ignorance cause 
me?

You can be ignorant of induction, but you will still use it.  It's in
your DNA.  Birds do it, bees do it, even educated fleas do it.

How is it in my DNA?

If I knew how, I'd probably be a candidate for the Nobel Prize.  But
generalizing from limit observations appears to be a universal



property of animal behavior.  Humans do it consciously and
unconsciously.  Babies do it.  Animals do it.

I understand how humans can do it.

Then you disagree with BoI?  You believe that humans use induction?

What about non-human animals? Specific examples?

A cat runs to the kitchen when it hears the electric can opener.  A
rat negotiates a maze after finding food at the end.

How do birds and bees and educated fleas do it?

Probably instinctively.  But birds may also do it consciously to some
extent.  And bees do it collectively (e.g., the waggle dance
discovered by Karl von Frisch).

I skimmed waggle dance's wikipedia page. I don't see how that is
induction. What do you mean?

When foragers give conflicting information in waggle dances, the hive
averages the information and comes to a consensus on where to look for
the food.

What is an educated flea?

A figment of Cole Porter's imagination.

So the fleas learned stuff? Like what? And how is that evidence of induction?

That was just a joke.  Have you ever heard the lyrics to "Let's Do It,
Let's Fall on Love"?

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Gene knowledge contains induction rules (was: [BoI] Re: the value 
of induction)
Date: January 22, 2012 at 6:16 AM

On Sun, Jan 22, 2012 at 4:50 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 21, 4:08 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 21, 2012 2:52 PM, "Steve Push" <stephen.p...@gmail.com> wrote:

On Jan 21, 2:31 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Sat, Jan 21, 2012 at 9:48 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 1:24 am, Elliot Temple <c...@curi.us> wrote:

Suppose I've read everything Popper and Deutsch say about how to 
think, but I skipped all the parts criticizing induction, and I never read 
anything else about induction. I have no idea what induction is, but I'm 
familiar with Popper's approach.

I become a scientist. Or I just live an everyday life. Whatever you like.

So, what am I missing out on from not being familiar with induction? What 
mistakes will I make as a result? What problems will my ignorance cause 
me?

You can be ignorant of induction, but you will still use it.  It's in
your DNA.  Birds do it, bees do it, even educated fleas do it.

How is it in my DNA?

If I knew how, I'd probably be a candidate for the Nobel Prize.  But
generalizing from limit observations appears to be a universal
property of animal behavior.  Humans do it consciously and
unconsciously.  Babies do it.  Animals do it.

I understand how humans can do it.

Then you disagree with BoI?  You believe that humans use induction?



I don't understand how what I said disagrees with BoI.

And I'm not sure I understand induction.

What I know is that induction is not a way of knowledge creation.

But I have said that when create conjectures, sometimes the are
created by generalizing in any number of ways.

What about non-human animals? Specific examples?

A cat runs to the kitchen when it hears the electric can opener.

Thats Pavlov's classical conditioning, right? How is that induction?

A rat negotiates a maze after finding food at the end.

A rat's mind is capable of learning rules of thumb. How is that induction?

I explain this in the _Biological Universality_ thread. The mind has
evolved through 3 stages of emergence as follows:

(1) Frog brains gain hardwired *rules*[a] and they learn softwired
*situations*[b].

(2) Monkey brains gain hardwired *rules* and they learn softwired
*situations* and *rules*[c].

(3) Human brains learn softwired *situations*, *rules*, and *logics*[d].

---

[a] Hardwired rules are instincts; like a spider weaving a web.

[b] Softwired situations are learned things like places; like a bird
remembering where its eggs are.

[c] Softwired rules are learned rules of thumb; like a rat learning a maze.



[d] Softwired logics are learned explanations [implicit or explicit];
like universal explanations.

How do birds and bees and educated fleas do it?

Probably instinctively.  But birds may also do it consciously to some
extent.  And bees do it collectively (e.g., the waggle dance
discovered by Karl von Frisch).

I skimmed waggle dance's wikipedia page. I don't see how that is
induction. What do you mean?

When foragers give conflicting information in waggle dances, the hive
averages the information and comes to a consensus on where to look for
the food.

So averaging is generalizing?

And the hive is not one mind. Thats even more difficult to tackle.

What is an educated flea?

A figment of Cole Porter's imagination.

So the fleas learned stuff? Like what? And how is that evidence of induction?

That was just a joke.  Have you ever heard the lyrics to "Let's Do It,
Let's Fall on Love"?

Ah. No sorry I don't know any lyrics. I listen to music but I've never
listened to lyrics. Friends have told me to try, so I do, but then I
tune out within seconds. And then the friend says, 'So what you did
you think?' and I say, 'Oh shit I tuned out sorry.' And I've tried
many times but nothing. Oh well [Shrug].



I have this tuning out problem with every activity btw. TV, talking to
people, cooking, driving [navigating], etc. So I limit these things.
But during science and math classes, I was always tuned in.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 22, 2012 at 12:25 PM

On Jan 22, 2012, at 2:11 AM, Steve Push wrote:

On Jan 21, 3:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 12:26 PM, Steve Push wrote:

On Jan 21, 2:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 11:55 AM, Steve Push wrote:

On Jan 21, 1:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 6:03 AM, Steve Push wrote:

On Jan 21, 1:23 am, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years 
old.

Here was a problem -- why were the polarities reversed? This didn't 



fit with current explanations.

He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field 
reversed. As Alan said in his response, there were other things he 
could have guessed, such as that polarization varies from place to 
place, or it changes due to an internal process not related to the 
earth's magnetic field. (He also said how these other guesses could 
be refuted.)

One of the differences between what Kristen says, and what 
inductivists say, is how an idea is treated after someone comes up with 
it.

In Kristen's story, it's treated with the Popperian critical method. 
People try to *knock it down*, and it may or may not survive criticism.

In the inductivist worldview, it's treated by trying to *prop it up* by 
asserting that it came from an authoritative source: induction. Instead 
of considering the idea critically on its own merits, its source is 
considered: was it induced from a data set? How big was that data 
set? etc

Induction is about justification and authority instead of critical thinking.

In the geomagnetism example I cited, the induction was not "the
magnetic poles reversed," it was "the orientation of magnetized rock
alternates."  This example may be confusing, however, because the
explanation concerning the magnetic poles occurred at about the same
time as the induction about magnetized rock.

The DNA example I cited is better because the induction and the
explanation are clearly separated in time.  The induction As=Ts and
Cs=Gs occurred in 1947; the explanation concerning the double helix
did not occur until 1953.  The process was as follows:



observations --> generalization --> explanation

Which generalization?

Observation sets are compatible with infinitely many generalizations. 
How does one generalize to one generalization? Saying "generalization" 
(or "induction" -- same thing) doesn't provide adequate information about 
how that works.

In this case, the generalization was (I'm paraphrasing):  "In all
living cells, the amount of C in roughly equal to the amount of G, and
the amount of A is roughly equal to the amount of T."

Chargaff's results were not compatible with all generalizations.

Not all possible generalizations, correct. There is an infinite set they are 
compatible with, and an infinite set they are not compatible with. Right?

I won't ask you to provide the infinite set of generalizations that
are compatible.  But for the sake of discussion, could you list five
of them?

"C and G amounts are always within 20% of each other" (defined like this: take 
the larger number and multiply by .8, and the smaller number must be at least 
that much)

"C and G amounts are always within 20.2% of each other"

"C and G amounts are always within 20.3% of each other"

"C and G amounts are always within 20.4% of each other"

"A and T amounts are, at least 3% of the time, within 90% of each other"

Above you give a single generalization from an infinite set. Why that one? (I 
know the historical reason you chose it, but I want to know the reason for 
choosing it in the first place, according to induction.)



Chargaff wanted to understand the fundamental properties of DNA.  He
chose samples from eight species on the following assumptions:  (1)
the samples from each species would be representative of all members
of that species and (2) the eight species would be representative of
all organisms.  If Chargaff's measuring techniques were accurate, and
if the above two assumptions were correct, there is only one
compatible generalization.

All of my generalizations above are compatible with (do not contradict) his 
measurements as well as (1) and (2).

Your generalizations are all essentially the same as one that Chargaff
made.  The only difference is that they are less precise.

So,

- do you now agree there are infinitely many generalizations? (btw there exist 
others, including infinitely many that contradict Chargaff's. For example, one 
where aliens switched his lab results.)

- do you agree that, therefore, it's necessary to think about: how does one pick 
between them? or at least to solve that problem in some way (what way?)

- are you offering 'always pick the most precise theory' as the single criterion for 
choosing? if not, then what is your answer to how induction addresses this 
problem?

- could you clarify how to judge which theory is more precise? for example can i 
beat chargaff's conjecture by tacking on a bunch of very precise, uncontroversial, 
tangential assertions?

- how much of the "work" of induction would you say is in the "pick the most 
precise one" step, and how much is elsewhere (where?)?

- do you think that considering infinitely many theories, and considering which are 
precise or not, is a process normally called "induction"?

- could you lay out *all* of induction's tools, *now*, so we don't get further *ad 
hoc* introduction of new techniques (e.g. pick the most precise theory)? or at 



least, say, its *categories* of tools, with some representative examples?

As far as I can tell, all you've done is pick the first *criticism* you thought of, and 
reject some generalizations due to your criticism. I don't see what that has to do 
with induction. And I think it misses the point: I, too, can think of criticisms of 
those generalizations. I didn't offer them as the most brilliant ideas ever. I offered 
them as 5 examples from an infinite set, as requested. The set was never 
supposed to contain only great ideas.

It was only supposed to necessitate no longer claiming that there's only one 
generalization. Do you concede you can no longer claim that? And so we can 
move on to the issue of how to consider the many, many generalizations. And 
perhaps you can tell us what the *general purpose* inductivist method for doing 
that is?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: Re: Gene knowledge contains induction rules (was: [BoI] Re: the value 
of induction)
Date: January 22, 2012 at 12:54 PM

On Jan 22, 6:16 am, Rami Rustom <ramir...@gmail.com> wrote:
On Sun, Jan 22, 2012 at 4:50 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 4:08 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 21, 2012 2:52 PM, "Steve Push" <stephen.p...@gmail.com> wrote:

On Jan 21, 2:31 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Sat, Jan 21, 2012 at 9:48 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 1:24 am, Elliot Temple <c...@curi.us> wrote:

Suppose I've read everything Popper and Deutsch say about how to 
think, but I skipped all the parts criticizing induction, and I never read 
anything else about induction. I have no idea what induction is, but I'm 
familiar with Popper's approach.

I become a scientist. Or I just live an everyday life. Whatever you like.

So, what am I missing out on from not being familiar with induction? 
What mistakes will I make as a result? What problems will my ignorance 
cause me?

You can be ignorant of induction, but you will still use it.  It's in
your DNA.  Birds do it, bees do it, even educated fleas do it.

How is it in my DNA?

If I knew how, I'd probably be a candidate for the Nobel Prize.  But
generalizing from limit observations appears to be a universal
property of animal behavior.  Humans do it consciously and
unconsciously.  Babies do it.  Animals do it.

I understand how humans can do it.

Then you disagree with BoI?  You believe that humans use induction?



I don't understand how what I said disagrees with BoI.

I said humans use induction.  You said you understand how humans do
"it" -- referring, I assume, to induction.  BoI says induction is a
misconception.  So unless I misunderstood what you meant by "it," you
disagree with the BoI position on induction.

And I'm not sure I understand induction.

There are several types of induction, but in its simplest form, it
means drawing a general conclusion from a limited number of specific
observations.  For example, when I have dropped a stone in the past,
it has fallen to the ground.  Therefore, I conclude, whenever I drop a
stone it will always fall to the ground.

What I know is that induction is not a way of knowledge creation.

How do you know that?

But I have said that when create conjectures, sometimes the are
created by generalizing in any number of ways.

When Popperians use the term conjecture, I think they mean it in a
particular sense that involves tentative explanation of phenomena.  I
also think they might disagree that the process of conjecture involves
generalization.

But I agree with you.  I think generalization (i.e., induction) often
plays a role in the development of conjectures (i.e., explanations).

What about non-human animals? Specific examples?

A cat runs to the kitchen when it hears the electric can opener.

Thats Pavlov's classical conditioning, right? How is that induction?

Conditioning may not be "reasoning" in that it may not involve
conscious choice, but it involves generalizing from observations.



A rat negotiates a maze after finding food at the end.

A rat's mind is capable of learning rules of thumb. How is that induction?

The rat learning that there is cheese at the end of the maze is
equivalent to me learning that the stone will fall when I drop it.

I explain this in the _Biological Universality_ thread. The mind has
evolved through 3 stages of emergence as follows:

(1) Frog brains gain hardwired *rules*[a] and they learn softwired
*situations*[b].

(2) Monkey brains gain hardwired *rules* and they learn softwired
*situations* and *rules*[c].

(3) Human brains learn softwired *situations*, *rules*, and *logics*[d].

---

[a] Hardwired rules are instincts; like a spider weaving a web.

[b] Softwired situations are learned things like places; like a bird
remembering where its eggs are.

[c] Softwired rules are learned rules of thumb; like a rat learning a maze.

[d] Softwired logics are learned explanations [implicit or explicit];
like universal explanations.

I think we basically agree here.  "There will be food at the end of
the maze" and "the stone will fall when I let go of it" are learned
rules of thumb.  The rat and I are both generalizing from a limited
number of observations.

How do birds and bees and educated fleas do it?

Probably instinctively.  But birds may also do it consciously to some
extent.  And bees do it collectively (e.g., the waggle dance



discovered by Karl von Frisch).

I skimmed waggle dance's wikipedia page. I don't see how that is
induction. What do you mean?

When foragers give conflicting information in waggle dances, the hive
averages the information and comes to a consensus on where to look for
the food.

So averaging is generalizing?

Averaging is one way of dealing with variance in observations.  But I
misspoke; bees don't average.  If a bee has personally visited a good
food source recently, it will go to that same source, regardless of
what direction the waggle dancer indicates.  Bees that have not
recently visited a good food source will go to the food source
indicated by the dancer.

And the hive is not one mind. Thats even more difficult to tackle.

I wouldn't call it a "mind," but social animals sometimes make
collective decisions.

What is an educated flea?

A figment of Cole Porter's imagination.

So the fleas learned stuff? Like what? And how is that evidence of induction?

That was just a joke.  Have you ever heard the lyrics to "Let's Do It,
Let's Fall on Love"?

Ah. No sorry I don't know any lyrics. I listen to music but I've never
listened to lyrics. Friends have told me to try, so I do, but then I
tune out within seconds. And then the friend says, 'So what you did
you think?' and I say, 'Oh shit I tuned out sorry.' And I've tried
many times but nothing. Oh well [Shrug].



I have this tuning out problem with every activity btw. TV, talking to
people, cooking, driving [navigating], etc. So I limit these things.
But during science and math classes, I was always tuned in.

No problem.  My silly joke fell flat.

Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Gene knowledge contains induction rules (was: [BoI] Re: the value 
of induction)
Date: January 22, 2012 at 1:08 PM

On Sun, Jan 22, 2012 at 11:54 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Jan 22, 6:16 am, Rami Rustom <ramir...@gmail.com> wrote:
On Sun, Jan 22, 2012 at 4:50 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 4:08 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 21, 2012 2:52 PM, "Steve Push" <stephen.p...@gmail.com> wrote:

On Jan 21, 2:31 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Sat, Jan 21, 2012 at 9:48 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 1:24 am, Elliot Temple <c...@curi.us> wrote:

Suppose I've read everything Popper and Deutsch say about how to 
think, but I skipped all the parts criticizing induction, and I never read 
anything else about induction. I have no idea what induction is, but I'm 
familiar with Popper's approach.

I become a scientist. Or I just live an everyday life. Whatever you like.

So, what am I missing out on from not being familiar with induction? 
What mistakes will I make as a result? What problems will my 
ignorance cause me?

You can be ignorant of induction, but you will still use it.  It's in
your DNA.  Birds do it, bees do it, even educated fleas do it.

How is it in my DNA?

If I knew how, I'd probably be a candidate for the Nobel Prize.  But
generalizing from limit observations appears to be a universal
property of animal behavior.  Humans do it consciously and
unconsciously.  Babies do it.  Animals do it.

I understand how humans can do it.



Then you disagree with BoI?  You believe that humans use induction?

I don't understand how what I said disagrees with BoI.

I said humans use induction.  You said you understand how humans do
"it" -- referring, I assume, to induction.  BoI says induction is a
misconception.  So unless I misunderstood what you meant by "it," you
disagree with the BoI position on induction.

I think your use of the term induction is different than most.

And I'm not sure I understand induction.

There are several types of induction, but in its simplest form, it
means drawing a general conclusion from a limited number of specific
observations.  For example, when I have dropped a stone in the past,
it has fallen to the ground.  Therefore, I conclude, whenever I drop a
stone it will always fall to the ground.

Sure that is a conjecture. There are also criticisms of those
conjectures. Every human mind does both.

What I know is that induction is not a way of knowledge creation.

How do you know that?

Conjectures by themselves is not enough for knowledge creation. And
there is no human mind that only does conjectures.

The unconscious creates the conjectures.

And then the unconscious also creates criticisms.

And then the conscious takes both types and gets rid of all the stuff
except for the conjectures left uncriticized.



Then the mind outputs that uncriticized conjecture to the mouth.

Only humans do this.

But I have said that when create conjectures, sometimes the are
created by generalizing in any number of ways.

When Popperians use the term conjecture, I think they mean it in a
particular sense that involves tentative explanation of phenomena.  I
also think they might disagree that the process of conjecture involves
generalization.

No. Popperians say that conjectures are guesses that include explanations.

But I agree with you.  I think generalization (i.e., induction) often
plays a role in the development of conjectures (i.e., explanations).

Sure sometimes conjectures are created by generalizing.

What about non-human animals? Specific examples?

A cat runs to the kitchen when it hears the electric can opener.

Thats Pavlov's classical conditioning, right? How is that induction?

Conditioning may not be "reasoning" in that it may not involve
conscious choice, but it involves generalizing from observations.

A rat negotiates a maze after finding food at the end.

A rat's mind is capable of learning rules of thumb. How is that induction?

The rat learning that there is cheese at the end of the maze is
equivalent to me learning that the stone will fall when I drop it.



No. Because the rat doesn't criticize his own conjectures. You do.

I explain this in the _Biological Universality_ thread. The mind has
evolved through 3 stages of emergence as follows:

(1) Frog brains gain hardwired *rules*[a] and they learn softwired
*situations*[b].

(2) Monkey brains gain hardwired *rules* and they learn softwired
*situations* and *rules*[c].

(3) Human brains learn softwired *situations*, *rules*, and *logics*[d].

---

[a] Hardwired rules are instincts; like a spider weaving a web.

[b] Softwired situations are learned things like places; like a bird
remembering where its eggs are.

[c] Softwired rules are learned rules of thumb; like a rat learning a maze.

[d] Softwired logics are learned explanations [implicit or explicit];
like universal explanations.

I think we basically agree here.  "There will be food at the end of
the maze" and "the stone will fall when I let go of it" are learned
rules of thumb.  The rat and I are both generalizing from a limited
number of observations.

Except that you also criticize your conjectures and the rat doesn't.

How do birds and bees and educated fleas do it?

Probably instinctively.  But birds may also do it consciously to some
extent.  And bees do it collectively (e.g., the waggle dance
discovered by Karl von Frisch).



I skimmed waggle dance's wikipedia page. I don't see how that is
induction. What do you mean?

When foragers give conflicting information in waggle dances, the hive
averages the information and comes to a consensus on where to look for
the food.

So averaging is generalizing?

Averaging is one way of dealing with variance in observations.  But I
misspoke; bees don't average.  If a bee has personally visited a good
food source recently, it will go to that same source, regardless of
what direction the waggle dancer indicates.  Bees that have not
recently visited a good food source will go to the food source
indicated by the dancer.

Interesting.

And the hive is not one mind. Thats even more difficult to tackle.

I wouldn't call it a "mind," but social animals sometimes make
collective decisions.

Yes. In that sense, I would call it a mind. Like I've called this list
a societal mind.

What is an educated flea?

A figment of Cole Porter's imagination.

So the fleas learned stuff? Like what? And how is that evidence of 
induction?

That was just a joke.  Have you ever heard the lyrics to "Let's Do It,
Let's Fall on Love"?



Ah. No sorry I don't know any lyrics. I listen to music but I've never
listened to lyrics. Friends have told me to try, so I do, but then I
tune out within seconds. And then the friend says, 'So what you did
you think?' and I say, 'Oh shit I tuned out sorry.' And I've tried
many times but nothing. Oh well [Shrug].

I have this tuning out problem with every activity btw. TV, talking to
people, cooking, driving [navigating], etc. So I limit these things.
But during science and math classes, I was always tuned in.

No problem.  My silly joke fell flat.

I'm sure others got it.

Trust me, even fewer people get my jokes.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: Selfish vs Altruistic (was: [BoI] Altruism (was: Deutsch's way of 
thinking IS methodical))
Date: January 22, 2012 at 1:57 PM

On Jan 21, 2012, at 3:40 AM, Rami Rustom wrote:

On Sat, Jan 21, 2012 at 5:27 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 21 Jan 2012, at 11:08am, Rami Rustom wrote:

(1) Selfish: characterized by or manifesting concern or care only for
oneself. *So only for one's self.*

(2) Altruistic: unselfishly concerned for or devoted to the welfare of
others. *So only for others.*

I see no room in that classification for the attitude of manifesting care or 
concern for *what is objectively right*.

And a related matter: since the self consists of ideas, including ideas about 
how to behave, it does not make sense to choose one's behaviour according 
to 'concern or care' for the *self*. The part of the self that is most relevant to 
any given choice, namely the moral theories and the theories about what the 
options are, are creatively formed or altered *during* the choice-making 
progress and therefore cannot be its input.

The idea of a fixed 'self' to which the decision-making process could be a slave 
is (1) a homunculus theory; and (2) a description of a non-creative process; 
and (3) not really possible, except perhaps as a limiting case of states of mind 
so mindless as to be no longer human.

Consider the relationship between two people that care about each
other. Each person pushes and pulls on the relationship. Pulling is
helping the self [selfish]. Pushing is helping the other [altruistic].

(1) If a person pushes more than he pulls, then the relationship tends
towards his side over the other. I think this is what can cause hurt
and thus unhappiness on the other person.



(2) If a person pulls more than he pushes, then the relationship tends
towards the other person's side over his side. I think this is what
can cause hurt and thus unhappiness for himself.

Isn't this pulling and pushing a description of a zero-sum game, rather than a 
consensual human relationship?

I see.

So according to my definitions, selfish is wrong and altruistic is wrong.

But Ayn Rand's idea of selfishness seems good though. It just means
being concerned with one's own interests. It doesn't claim that one
shouldn't be interested in others' interests. So Ayn redefined the
term selfishness.

I think this is overly literal or strict.

Ayn Rand's selfishness does not 100% exclude interest in other's interests. But 
that doesn't mean she's redefining the term, or that:

It doesn't claim that one shouldn't be interested in others' interests

Most of the time, (Rand says, and I concur), one should be mostly focussed on 
getting his own preferences met.

That doesn't mean hurting anyone else, but it means taking responsibility and 
initiative towards one's own problems, but usually not regarding other people's 
problems.

Ayn Rand's worldview is self-focussed, individualistic, and skeptical of the way 
people worry about others too much.

It doesn't claim one should *never* be interested in other's interests, but the 
*spirit* of the thing is, routinely, not to be.

Well, also, that phrase is vague. It could cover learning the model railroad hobby 
from someone else who is interested. That's fine. The real issue is living your 



own life and looking out for yourself, and taking responsibility for your own 
problems, or not.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Cc: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: Re: [BoI] An Old Argument
Date: January 22, 2012 at 2:08 PM

On Jan 19, 2012, at 6:03 AM, Donald Crimbchin wrote:

On Jan 18, 7:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 18, 2012, at 11:16 AM, Donald Crimbchin wrote:

On Jan 15, 11:27 pm, Elliot Temple <c...@curi.us> wrote:
The idea that common preferences are always possible is part of the 
*explanation* of the fact that the common preference has been as possible 
as we have already observed it to be. [Common preferences are frequently 
possible.]

...

If the universe were such that only 53% of problems can be solved, that 
would leave unexplained why it is 53% and not some other proportion. In 
other words, there would then be much more to explain. *Why is it possible 
to solve the problems that can be solved?*, and *Why are there no 
common preferences possible for the rest?*

"All problems are soluble given sufficient knowledge" would seem to
explain it.   Problems involving conflicts between people are soluble
by finding a common preference, but finding that common preference
would take time.

No. As I've been explaining, there is always a common preference they could 
find *now*, without it taking time.

All sticking points can be passed, *now*, not with indefinite 
time/knowledge/resources.

Well, then I'm probably just not understanding what you're saying
(Honestly, I have back log of things I don't understand about your
recent explanations).  When you wrote "This technique can be repeated



unlimited times", I was picturing a process that, while finite, could
not be limited in time (for any time T some application of the process
takes longer than T).

No. The technique I gave of taking a problem one is stuck on, and getting a new 
problem, takes a couple seconds. It's trivial once one knows how to do it.

(Making use of it in one's life is less trivial, but actually just doing the transform 
from one problem to a new one is trivial and very fast.)

Can anyone give an example where it'd be slow?

Nonetheless, while my criticism of your approach may not hold, I don't
see how the 47% is a problem for "soluble given sufficient
knowledge".  I suppose figuring out why it's 47% rather than 46% or
48% is a problem, but it's the good kind of problem.

And the less time there is available, the less ambitious a (temporary) common 
preference they can find. So even one minute can work just fine.

Well, okay, but in some cases this is going to be *much* less
ambitious.

So what?

 Any time the result of my action depends on your inaction
represents an act of cooperation.

Some conflicts don't offer that luxury--one party or
the other refuses to take the time to make that search.

People can choose not to solve problems, but that has nothing to do with 
whether they *could* solve them.

I'm not sure I entirely understand what "people choose not to solve
problems" means.  That includes situations where one person chooses to



and the other doesn't?  Or when two people would like to but decide
they don't have enough time?

It's what was said right above: sometimes someone "refuses" to engage in 
problem solving.

People can and do refuse to solve problems, but that has no bearing on my point 
that they *could* have solved it had they used a technique such as I've explained.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Stupid Anthropomorphism
Date: January 22, 2012 at 2:31 PM

http://www.sciencenews.org/view/generic/id/336819/title/He’s_no_rat%2C_he’s_
my_brother

Calling someone a rat should no longer be considered an insult. The often 
maligned rodents go out of their way to liberate a trapped friend, a gregarious 
display that’s driven by empathy, researchers conclude in the Dec. 9 Science.

Empathy eh?

“As humans, we tend sometimes to have this feeling that there’s something 
special about our morals,” says neuroscientist Christian Keysers at the 
Netherlands Institute for Neuroscience in Amsterdam, who was not involved in 
the study. “It seems that even rats have this urge to help.”

We have a "feeling" that there's something "special" about our morals? And so 
rats must have it too?
I'm not sure this claim could be made vaguer on purpose.

As many pet rat owners know, rats are highly social animals, says study 
coauthor Inbal Ben-Ami Bartal, a psychologist at the University of Chicago. 
Bartal and colleagues wanted to see whether rats would take action to ease the 
suffering of a cage mate. The team put one rat inside a clear cage that could be 
sprung from the outside, and left another rat to roam free outside the cage for 
an hour at a time.

Initially, the free rat would circle the cage, digging and biting at it. After about 
seven days of encountering its trapped friend, the roaming rat learned how to 
open the cage and liberate the trapped rat. “It’s very obvious that it is 
intentional,” Bartal says. “They walk right up to the door and open the door.” The 
liberation is followed by a frenzy of excited running.

Obvious its intentional?
Why couldn't it be some rat-program that says something like "see immobilized 
fellow rat, poke things around environment to try and free."

http://www.sciencenews.org/view/generic/id/336819/title/He


The rats would selectively take action when another rat was in distress: Empty 
cages didn’t inspire rats to learn how to open the door nearly as well as those 
who were motivated to rescue a trapped rat. By the end of the experiment, only 
five of 40 rats learned to open an empty cage, while 23 of 30 rats learned to 
open the cage to free an occupant. (And trapped stuffed animals fared no better 
than empty cages.)

This is consistent with my rat program theory.

“If I open the door, that rat’s distress goes away and my distress goes away,” 
psychologist Matthew Campbell of Yerkes National Primate Research Center at 
Emory University in Atlanta, who studies empathy in chimpanzees. “They are 
affected by what the other is experiencing, and that alone is remarkable.”

Why are they so desperate to anthropomorphize rats?

Also, if they have empathy and distress, are the scientists now opposed to rat 
experiments? They were *intentionally* creating distress and suffering, for days at 
a time, just in order to see what they'd do. You wouldn't do that to people.

So maybe the scientists say "oh well we didn't know rats had feelings!" But they 
claim that they do now...

To push the limits of the rats’ goodwill, Bartal and her team pitted a trapped rat 
against trapped chocolate, forcing a rat to choose which one to release. “These 
rats adore their chocolate,” she says. The results astonished Bartal: The rats 
were equally likely to free a rat in distress as they were to free the sweets. To a 
rat, a fellow rodent’s freedom was just as sweet as five chocolate chips.

And the niceness doesn’t stop there:  “The most shocking thing is they left some 
of the chocolate for the other rat,” Bartal says. The hero rat left a chocolate chip 
or two for its newly free associate in more than half of the trials. On purpose. 
“It’s not like they missed a chocolate,” Bartal says. “They actually carried it out 
of the restrainer sometimes but did not eat it.”

-J



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] TCS-Coercion as an explanation for adult problems
Date: January 22, 2012 at 3:09 PM

On Jan 15, 2012, at 10:00 PM, Jason wrote:

On Jan 14, 1:06 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 11:40 AM, Jason wrote:

When a doctor advises her patient to stop eating as much as they want
of certain kind(s) of food, offers an explanation of why those kinds
of food are causing a medical problem not presently felt by the
patient, conducts tests and receives results which are consistent with
that explanation, and when those kind(s) of food are reduced
subsequent tests show a measurable improvement, I think it's rational
to continue to eat less of those kind(s) of food. This is true even if
the doctor's advice is relatively "mainstream".

Can you provide criticizable details about a specific real-life diet in this 
category?

I already did - the high triglyceride example. The only part I left
out was the specific kinds of foods/drinks the doctor advised to
reduce: basically high glycemic index carbohydrates - refined sugar,
white flour, white rice, potatos, as well as alcohol.

That's not enough detail to criticize or discuss.

One reason is that it's not enough information for a person to actually follow the 
diet. E.g. it doesn't say how much to reduce things, nor how much each one 
counts for.

And nor does it say why. People shouldn't follow diets like this without asking: 
why? And should insist on reasons they understand, rather than appeal to 
authority.

Nor does it provide any scientific details.

No I don't doubt that. What I doubt is the TCS-coercion centered model



of "hurt," just as I doubt the sin-centered model of "hurt". Both
models do describe quite a few things that are, indeed, hurt. But I
think they also describe some things that are not hurt,

Example?

I was TCS-coerced into brushing my teeth as a child. In my best
current judgement - conjecture subjected to the best criticisms I have
- I don't think that the TCS-coercion about tooth brushing hurt me.

do you mean it didn't hurt you in a lasting way, or it didn't hurt you, at all, ever?

I mean it made my life better, rather than worse.

But that doesn't answer the question.

You claimed it didn't hurt you. I asked a clarifying question. You haven't answered 
my question. Nor have you retracted your statement.

Equivocation and evasion is common surrounding TCS-coercion and childhood 
harm, as is growing up to believe it was good for one, contrary to one's belief at 
the time it happened. I've run this kind of thing a lot. I can't judge the reason for 
this particular non-answer, but perhaps this information might be helpful.

Another reason for what I regard as equivocation is that some people don't think 
of "harm" the same way as I do, and don't always seem to care whether harm 
happens or not. They don't always regard that as an important thing worth being 
clear about. They might think, for example, "Maybe there was some harm, who 
cares, the important thing is this big benefit that matters way more".

Anyway, would you like to try answering it again?

It
helped me. I have had much less problems of pain & suffering and
expense related to teeth than people I know of my age who were not TCS-
coerced (or who were TCS-coerced less) with regard to tooth brushing.
My life is better because I was TCS-coerced about tooth brushing.



it sounds like you're now saying it did and does hurt you, but you believe the 
alternatives hurt more. and you call that not being hurt.

I think we've discussed this before. There's one, narrow level of
"hurt" where paying for an iPad "hurts", getting vaccinated "hurts",
and brushing one's teeth "hurts". Meaning: if there was some way
around it, that would be preferrable.

That's not hurt. But it's not what is described above with concepts like "less ... 
suffering".

Many people buy iPads without any suffering! That's different!

Further, the TCS-coercion part is harm too, whereas people buy iPads without 
being TCS-coerced.

Pedophilia - An adult with a young teenager who is interested in sex.
The teen consents - is not TCS-coerced - to having sex with the adult.
But the act still hurts the teenager; the teenager was not mature
enough to know that it would hurt beforehand.

so the part where "the act still hurts the teenager" -- which wasn't predicted in 
advance -- is not TCS-coercion because why?

Because the teenager consented.

I think you must not understand what TCS-coercion is. Consent doesn't make 
something not be TCS-coercion. TCS-coercion has to do with:

http://fallibleideas.com/coercion

Coercion is the psychological state of enacting one idea or impulse while a 
conflicting impulse is still active in one's mind.

which can happen with or without consent.

http://fallibleideas.com/coercion


I was TCS-coerced to go to public school. Unlike tooth brushing, in my
best current judgement this actually did hurt me (which is why I
arranged my life so that I wouldn't have to make my children go to
public school). However, I think the hurt caused by TCS-coercion with
regard to public school was really minor in the context of more
important considerations in my parent's situation. They both had to
work (else they wouldn't have been able to pay the rent).
Homeschooling was essentially illegal and virtually unknown at the
time. There was no internet bringing the knowledge of the world into
the home like there is today. What were my parents supposed to have
done?

are you implying that lack of better alternatives makes things not count as 
hurt?

In the broad sense, yes. In the narrow sense, no.

for example, suppose i'm falling. and i have a choice of ways to land. i choose 
the best one, and i'm hurt the least. but that broken leg is still hurt!

the question of, "What else was I supposed to have done?" doesn't bear on the 
question of whether the broken leg hurts.

Correct, but we don't usually say "I broke my leg because I chose to
land this particular way". We say, "I broke my leg because I fell".
Meaning: the hurt is attributed to the broad context of the situation
(the fall), not to the narrow and presumably best choice that was made
under the circumstances unless we're responding to some specific
question like, "Why did you break your legs instead of your arms?".

So, how do you apply this to the above?

Also, note, that it says above that the hurt to person X was minor in the context of 
the situations of persons Y and Z. That's strange and different from the example 
with the fall.



No. It is the (seemingly) knee-jerk assumption that whenever we see
irrational behavior it must have been caused by TCS-coercion.

There is no such assumption for *all* irrational behavior.

There's a big difference between:

1) unique, individual irrational behavior

2) common irrational behavior, across many people and multiple 
generations

Then within category (2) we can differentiate between whether it's memetic 
or logic-of-the-situation.

So now we're considering only the common, memetic irrationalities. How 
are static memes passed down? It involves the disabling of critical faculties 
in at least a narrow area. How is that done? It involves TCS-coercion.

This is an important narrowing of scope that was not clear in your
original statement...more below...

which statement?

I never said "all irrational behavior is caused by TCS-coercion" -- that was your 
interpretation which I repeatedly denied.

I was referring to this statement: "when people's tastes/preference
are focussed on eating the particular foods deemed to cause heart
attacks, it is because of childhood TCS-coercion regarding those foods
(which were chosen because they are deemed to cause heart attacks or
be unhealthy -- but the TCS-coercion regarding them often has the
opposite effect of what was intended). Otherwise there would be less
demand for those foods."

That did not include the scope narrowing statement that it applies
only to common behavior (not unique individual behavior) which is
memetic. In fact, it rather suggests the opposite: that even in unique



individual situations the cause is always childhood TCS-coercion.

What I was saying is that, in our culture, (virtually) no one has a unique individual 
situation in regards to this issue. There are memes in (virtually) everyone 
regarding this. (Virtually) everyone is heavily TCS-coerced about it, as part of a 
memetic process.

In this way, it's similar to some other core areas like 
love/romance/courtship/marriage and parenting behavior. People may think they 
are unique and special regarding these things, and are doing their own 
individually chosen personal behavior that isn't due to a widespread meme. But, 
reliably, they're wrong.

TCS-coercion, however, is still not a good explanation for generalized
widespread, memetic, irrational sugar consumption. It gives the same
answer as my proposal, but without a clear causal chain which can be
analyzed and criticized.

how do you think the meme spreads? can you give any story of how it spreads 
that is TCS-coercion-free?

First it helps to define the meme in the example. I propose the
following meme: sweet things were relatively rare in our evolutionary
environment but when sweet foods were found they had a big caloric
payoff in an environment characterized by persistent caloric deficits.
Because of this, humans evolved to want to eat as much sweet things as
they could get their hands on without evolving the biological
mechanisms to properly deal with the consumption of a lot of sweet
things. Because of modern agricultural and distribution technology,
sweet things are now readily available in as large a quantity as
humans want. Because it's so available and we've evolved to find it
desirable, humans will eat more sugar than their bodies are prepared
to handle - which is to say, they will eat more sugar than they
should.

For purposes of this discussion let's agree to consider the above
meme, taken as a whole, FALSE.



Returning to your question of how such a meme would spread: with the
above definition, it should be clear that it could easily spread by
being written down in a magazine article as is typical with scientism
of this sort. Once someone reads the article and believes that they're
going to want to eat more sugar than they should, they may indeed
start to eat more sugar than they should, reinforcing the meme in
themselves. They may tell the meme to others, using the meme as an
explanation for why they weigh more than others weigh. At some point a
parent may hear the meme and use it TCS-coercively on a child, *but
that is not required for the meme to spread*.

And how do false magazine articles get such a grip on people that they have 
such a hard time acting contrary to them, changing their mind, thinking rationally 
about the topic, etc?

Suppose you, today, as an adult, read a magazine article saying something about 
food that you don't currently believe. That you're evolutionarily disposed to eat 
lots of broccoli, say. Do you think it'd get you eating a ton of broccoli, to the point 
of becoming fat? Is that plausible? And that, when you tried to stop, you'd find it 
extraordinarily difficult?

What do you mean "explained by"? I never claimed to be giving a complete 
explanation. But if on the other hand you're claiming that the TCS-coercion 
regarding food, in service of static memes, was irrelevant, then I disagree. 
By what process would it become completely irrelevant to the person's later 
eating?

It might become irrelevant if the person was not TCS-coerced about
food but was TCS-coerced about other things,

but that doesn't happen

Generally not, but it's not prohibited by the laws of physics.

I wasn't talking about laws of physics. I was talking about the world and culture 
we live in today.



or not TCS-coerced about
the type of food they're being irrational about, or if they got over
their past TCS-coercion

who has done that and how?

Are you now saying problems *aren't* soluble? :-)

No one has yet resolved the conflict between relativity and quantum mechanics. 
And when I say that, you will not accuse me of believing it is an insoluble 
problem.

It's a hard problem which people haven't figured out.

Maybe one guy somewhere figured it out yesterday and hasn't published yet. But 
we can safely say that virtually no one has solved it or knows how to solve it.

I'm sure there are people who have gone to therapy for eating
disorders and been successful (perhaps in spite of rather than because
of the therapy...but that's another topic). I'm not saying everyone,
just that it's possible for some.

You mean partially successful in limited ways, right? Often replacing one 
irrationality with a different one that suits them better, and still falls within the 
bounds of the same meme.

Or you mean more? Well, give an example or some details. Or some compelling 
reason to think therapy is so effective.

One of the things I know about therapy, in general, is that it's dominated by 
immoral, anti-liberal non-philosophers. See: _The Ethics of Psychoanalysis_ by 
Szasz. What he talks about (e.g. pro-autonomy therapy, instead of trying to 
control one's client) would be moral, but is not how most of the profession works.

Further, due to a changing legal situation, the approach he advocates is not really 
possible today, due to being, essentially, illegal. (Because therapists can be sued 
for things (e.g. suicide) which are not their fault or responsibility or anything like 



that. They are therefore basically required to take responsibility for those things, 
and do something about them, to protect themselves. But that requires 
mistreating one's clients.)

In this context, I'm skeptical that therapy is very effective. The statements above 
do nothing to persuade me. They don't argue for the effectiveness of therapy in 
general, nor give any details of any particular cases.

Rami mentioned avoiding foods that have been microwaved. That sounds
to me like a meme that's caused by scientism, fear of technology,
precautionary principle, or something similar. Those are bad ideas it
seems to me that some adults adopt, completely outside of a TCS-
coercive context.

ideas like that haven't got merits and are not adopted on their merits. why do 
you think people adopt them?

Because they don't understand science and how to judge an idea on its
scientific merits.

And why don't they understand that? And why don't they learn it, today?

BTW, even scientists fall for this stuff all the time. So I don't think claiming these 
people "don't understand science" is a very good explanation. (I'm not necessarily 
saying it's wrong but I think it requires some elaboration at least.)

one reason is as part of their social role. and their ideas about that are 
irrationally entrenched in childhood by a process involving TCS-coercion.

What social role says to be afraid of microwaves?

Luddite/hippy/environmentalist/anti-progress/anti-modern type. Which comes in 
much milder versions than what those words normally invoke.

It's something that seems to happen to some people



as they get older, and at least anecdotally is relatively common past
middle age.

Perhaps you would suggest that a 60-year-old who develops an
irrational fear of microwaves (which he happily used at age 50) is
doing so because of something TCS-coercive that was said to him as a
child, when microwaves hadn't even been invented. Though it's
possible, I doubt it, and at any rate such a suggestion is akin to the
suggestion that the irrational fear develops because of some sin
committed when he was a child: there's no understandable (and hence
criticizable) causal chain, just a vague assertion that "TCS-coercion
did it".

there is a direct causal chain, you just don't know what it is.

if you focus on any particular example we can go over what the chain is.

we could begin by you providing a hypothetical with enough detail to be able to 
say much about it. or perhaps the real life case of a public figure.

Don't know a public figure but I have a grandmother who developed an
irrational fear of microwaves. This is the same woman who said if a
doctor ever told her she needed a heart transplant she'd refuse
because it would turn her into a different person. No scientific
literacy whatsoever. Like most people of her age she's seen a lot of
friends and family die of cancer. She reads some article in some
magazine saying microwaves cause cancer. Could have been a supermarket
tabloid. And wow...you know what, all her friends & family who died of
cancer also...(wait for it...) HAD MICROWAVES! So now she thinks the
article must be true, & doesn't want to eat microwaved food.

OK so, today, she's really bad at thinking, and it causes various problems. When 
did that begin?

to begin, will you concede this point regarding only weight loss diets? can i say 
it about those? if so, then you agree on the principle that i can make such 
statements.



I have never had a weight problem & am honestly not that familiar with
weight loss diets. I will concede that every weight loss diet I've
heard about sounds irrational to me.

close enough.

all irrational diets, in principle, need not be related to TCS-coercion. but all 
mainstream food fads play on commonalities in our culture. they make use of 
stuff that over 99% of people have in common, including TCS-coercion 
regarding food.

Perhaps we differ on what is meant by "mainstream". Weird Al Yankovic
made a song about the "Grapefruit Diet," which means probably a lot of
people have heard about it but I wouldn't consider it mainstream.
Ditto for liquid diets, paleo diet, Atkins... They're well known and
some are even widely practice (and as I said, all irrational from what
I know of them) but I'd characterize them as radical rather than
mainstream.

I'm happy to count all of those as mainstream. I'm not trying to make a weak 
claim.

On the other hand recommendations to substitute more whole
grains instead of white grains, reduce simple carbs and saturated
fats, and reduce the other things on my doctor's list are less well
known for being a specific "diet" but are also less radical and more
"mainstream" in the sense of being minor tweaks rather than throwing
out most or all of what you're already eating.

Those are mainstream too, no problem.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Stupid Anthropomorphism
Date: January 22, 2012 at 3:21 PM

On Jan 22, 2012, at 11:31 AM, Justin Mallone wrote:

http://www.sciencenews.org/view/generic/id/336819/title/He’s_no_rat%2C_he’s_
my_brother

Calling someone a rat should no longer be considered an insult. The often 
maligned rodents go out of their way to liberate a trapped friend, a gregarious 
display that’s driven by empathy, researchers conclude in the Dec. 9 Science.

Empathy eh?

So they claim rat bodies aren't survival machines for rat genes, after all.

And genes aren't even "selfish"!

So, which of Dawkin's arguments was wrong and why?

“As humans, we tend sometimes to have this feeling that there’s something 
special about our morals,” says neuroscientist Christian Keysers at the 
Netherlands Institute for Neuroscience in Amsterdam, who was not involved in 
the study. “It seems that even rats have this urge to help.”

We have a "feeling" that there's something "special" about our morals? And so 
rats must have it too?

No. It wasn't an argument for the article's claims. It was taking the prior assertions 
as truths and talking about what they mean.

It meant: we humans need to learn we were wrong and we're not special. The 
evidence has proved it.

BoI talks about this :-)

“If I open the door, that rat’s distress goes away and my distress goes away,” 

http://www.sciencenews.org/view/generic/id/336819/title/He


psychologist Matthew Campbell of Yerkes National Primate Research Center 
at Emory University in Atlanta, who studies empathy in chimpanzees. “They 
are affected by what the other is experiencing, and that alone is remarkable.”

Why are they so desperate to anthropomorphize rats?

One reason is as above: it fits their "humans are not special" agenda.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 22, 2012 at 3:24 PM

On Jan 22, 12:25 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 22, 2012, at 2:11 AM, Steve Push wrote:

On Jan 21, 3:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 12:26 PM, Steve Push wrote:

On Jan 21, 2:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 11:55 AM, Steve Push wrote:

On Jan 21, 1:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 6:03 AM, Steve Push wrote:

On Jan 21, 1:23 am, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk us
through the process of inducing a scientific theory.



I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 years 
old.

Here was a problem -- why were the polarities reversed? This didn't 
fit with current explanations.

He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field 
reversed. As Alan said in his response, there were other things he 
could have guessed, such as that polarization varies from place to 
place, or it changes due to an internal process not related to the 
earth's magnetic field. (He also said how these other guesses could 
be refuted.)

One of the differences between what Kristen says, and what 
inductivists say, is how an idea is treated after someone comes up 
with it.

In Kristen's story, it's treated with the Popperian critical method. 
People try to *knock it down*, and it may or may not survive criticism.

In the inductivist worldview, it's treated by trying to *prop it up* by 
asserting that it came from an authoritative source: induction. Instead 
of considering the idea critically on its own merits, its source is 
considered: was it induced from a data set? How big was that data 
set? etc

Induction is about justification and authority instead of critical 
thinking.

In the geomagnetism example I cited, the induction was not "the
magnetic poles reversed," it was "the orientation of magnetized rock



alternates."  This example may be confusing, however, because the
explanation concerning the magnetic poles occurred at about the 
same
time as the induction about magnetized rock.

The DNA example I cited is better because the induction and the
explanation are clearly separated in time.  The induction As=Ts and
Cs=Gs occurred in 1947; the explanation concerning the double helix
did not occur until 1953.  The process was as follows:

observations --> generalization --> explanation

Which generalization?

Observation sets are compatible with infinitely many generalizations. 
How does one generalize to one generalization? Saying 
"generalization" (or "induction" -- same thing) doesn't provide adequate 
information about how that works.

In this case, the generalization was (I'm paraphrasing):  "In all
living cells, the amount of C in roughly equal to the amount of G, and
the amount of A is roughly equal to the amount of T."

Chargaff's results were not compatible with all generalizations.

Not all possible generalizations, correct. There is an infinite set they are 
compatible with, and an infinite set they are not compatible with. Right?

I won't ask you to provide the infinite set of generalizations that
are compatible.  But for the sake of discussion, could you list five
of them?

"C and G amounts are always within 20% of each other" (defined like this: 
take the larger number and multiply by .8, and the smaller number must be at 
least that much)

"C and G amounts are always within 20.2% of each other"



"C and G amounts are always within 20.3% of each other"

"C and G amounts are always within 20.4% of each other"

"A and T amounts are, at least 3% of the time, within 90% of each other"

Above you give a single generalization from an infinite set. Why that one? 
(I know the historical reason you chose it, but I want to know the reason for 
choosing it in the first place, according to induction.)

Chargaff wanted to understand the fundamental properties of DNA.  He
chose samples from eight species on the following assumptions:  (1)
the samples from each species would be representative of all members
of that species and (2) the eight species would be representative of
all organisms.  If Chargaff's measuring techniques were accurate, and
if the above two assumptions were correct, there is only one
compatible generalization.

All of my generalizations above are compatible with (do not contradict) his 
measurements as well as (1) and (2).

Your generalizations are all essentially the same as one that Chargaff
made.  The only difference is that they are less precise.

So,

- do you now agree there are infinitely many generalizations?

No, there are not infinitely many generalizations.  There are a finite
number of generalizations that can be made from Chargaff’s data, but
they are not alternatives, they are compatible with each other.  Here
are some of the generalizations:

1) purines = pyrimidines (i.e., A + G = C + T)
2) C = G
3) A = T
4) A does not equal G
5) T does not equal C



(btw there exist others, including infinitely many that contradict Chargaff's. For 
example, one where aliens switched his lab results.)

That’s not a generalization based on his data.  That is a claim that
the data are inaccurate.

- do you agree that, therefore, it's necessary to think about: how does one pick 
between them? or at least to solve that problem in some way (what way?)

There is no need to pick.  The generalizations from Chargaff’s data
are compatible.

- are you offering 'always pick the most precise theory' as the single criterion for 
choosing? if not, then what is your answer to how induction addresses this 
problem?

That’s a straw man.  I never said anything about picking the most
precise theory.  The precision in my example is in the *observations*
and is a function of the methodology that Chargaff and his colleagues
developed.

Your examples of so-called alternative generalizations were nothing of
the kind.  They were arbitrary manipulations that understated the
precision of the experimental results obtained by Chargaff and his
colleagues.

- could you clarify how to judge which theory is more precise? for example can i 
beat chargaff's conjecture by tacking on a bunch of very precise, 
uncontroversial, tangential assertions?

Not applicable.  See my answers above.

- how much of the "work" of induction would you say is in the "pick the most 
precise one" step, and how much is elsewhere (where?)?

Not applicable.  See my answers above.

- do you think that considering infinitely many theories, and considering which 
are precise or not, is a process normally called "induction"?



No.

- could you lay out *all* of induction's tools, *now*, so we don't get further *ad 
hoc* introduction of new techniques (e.g. pick the most precise theory)? or at 
least, say, its *categories* of tools, with some representative examples?

These are more straw men.  There are no ad hoc techniques.

As far as I can tell, all you've done is pick the first *criticism* you thought of, and 
reject some generalizations due to your criticism. I don't see what that has to do 
with induction. And I think it misses the point: I, too, can think of criticisms of 
those generalizations. I didn't offer them as the most brilliant ideas ever. I 
offered them as 5 examples from an infinite set, as requested. The set was 
never supposed to contain only great ideas.

It was only supposed to necessitate no longer claiming that there's only one 
generalization. Do you concede you can no longer claim that? And so we can 
move on to the issue of how to consider the many, many generalizations. And 
perhaps you can tell us what the *general purpose* inductivist method for doing 
that is?

To summarize, there is a finite set of compatible generalizations.
Thus there is no need to choose among them.

Your five “generalizations” are not criticisms of or alternatives to
Chargaff’s generalizations.  To effectively criticize his work one
would need to demonstrate that his measurements were inaccurate or his
samples were not representative of living organisms.

Chargaff deliberately avoided trying to explain his generalizations
with a theory.  He felt such attempts at explanation were premature.
The theory came with Watson and Crick's work in 1953.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Math applied to politics is fallible; But math is not fallible.
Date: January 22, 2012 at 3:45 PM

On Jan 19, 2012, at 2:23 PM, Rami Rustom wrote:

[Subject] Math applied to politics is fallible; But math is not fallible.

But of course math is fallible. All human action and human understanding and 
human knowledge is fallible.

How could it be otherwise?

There's a chapter on this in DD's book The Fabric of Reality.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 22, 2012 at 3:54 PM

On 1/22/2012 10:11 AM, Steve Push wrote:
Your generalizations are all essentially the same as one that Chargaff
made.  The only difference is that they are less precise.

If they're essentially the same - i.e. the essential part of each theory is the same - 
but the precisions are different, then precision is not an essential part of the 
theory.

But in some other theories, precision *is* essential.

So how did you decide that precision isn't essential in Chargaff's case?

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Cc: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: Re: [BoI] Force is bad, war is good? (was: Universal Healthcare)
Date: January 22, 2012 at 4:07 PM

On Jan 10, 2012, at 4:37 PM, Don Crimbchin wrote:

On Jan 10, 12:15 am, Elliot Temple <c...@curi.us> wrote:

For example, several of the governments that the USA is in tension
with depend upon oil revenue to keep their economies afloat and their
regimes in power.  If we developed a viable alternative to oil for
storing energy in vehicles, they might have to diversify their
economies, which might force them to liberalize.  Or at least they'd
find it harder to afford weapons to harass us with.

The US reliance on middle eastern oil is a *myth*.

For example:

http://www.grinzo.com/energy/2011/04/25/us-petroleum-imports-by-country/

-- Elliot Temple
http://fallibleideas.com/

-- 

http://www.grinzo.com/energy/2011/04/25/us-petroleum-imports-by-country/
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 22, 2012 at 4:43 PM

On Jan 22, 2012, at 12:24 PM, Steve Push wrote:

On Jan 22, 12:25 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 22, 2012, at 2:11 AM, Steve Push wrote:

On Jan 21, 3:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 12:26 PM, Steve Push wrote:

On Jan 21, 2:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 11:55 AM, Steve Push wrote:

On Jan 21, 1:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 6:03 AM, Steve Push wrote:

On Jan 21, 1:23 am, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person 
<unattributedem...@gmail.com>



wrote:

One thing that I think would be helpful, too, is if you could walk 
us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in 
recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 
years old.

Here was a problem -- why were the polarities reversed? This 
didn't fit with current explanations.

He proposed that the poles of the earth's magnetic field reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field 
reversed. As Alan said in his response, there were other things he 
could have guessed, such as that polarization varies from place to 
place, or it changes due to an internal process not related to the 
earth's magnetic field. (He also said how these other guesses 
could be refuted.)

One of the differences between what Kristen says, and what 
inductivists say, is how an idea is treated after someone comes up 
with it.

In Kristen's story, it's treated with the Popperian critical method. 
People try to *knock it down*, and it may or may not survive 
criticism.

In the inductivist worldview, it's treated by trying to *prop it up* by 
asserting that it came from an authoritative source: induction. 
Instead of considering the idea critically on its own merits, its source 



is considered: was it induced from a data set? How big was that 
data set? etc

Induction is about justification and authority instead of critical 
thinking.

In the geomagnetism example I cited, the induction was not "the
magnetic poles reversed," it was "the orientation of magnetized rock
alternates."  This example may be confusing, however, because the
explanation concerning the magnetic poles occurred at about the 
same
time as the induction about magnetized rock.

The DNA example I cited is better because the induction and the
explanation are clearly separated in time.  The induction As=Ts and
Cs=Gs occurred in 1947; the explanation concerning the double helix
did not occur until 1953.  The process was as follows:

observations --> generalization --> explanation

Which generalization?

Observation sets are compatible with infinitely many generalizations. 
How does one generalize to one generalization? Saying 
"generalization" (or "induction" -- same thing) doesn't provide 
adequate information about how that works.

In this case, the generalization was (I'm paraphrasing):  "In all
living cells, the amount of C in roughly equal to the amount of G, and
the amount of A is roughly equal to the amount of T."

Chargaff's results were not compatible with all generalizations.

Not all possible generalizations, correct. There is an infinite set they are 
compatible with, and an infinite set they are not compatible with. Right?

I won't ask you to provide the infinite set of generalizations that
are compatible.  But for the sake of discussion, could you list five



of them?

"C and G amounts are always within 20% of each other" (defined like this: 
take the larger number and multiply by .8, and the smaller number must be 
at least that much)

"C and G amounts are always within 20.2% of each other"

"C and G amounts are always within 20.3% of each other"

"C and G amounts are always within 20.4% of each other"

"A and T amounts are, at least 3% of the time, within 90% of each other"

Above you give a single generalization from an infinite set. Why that one? 
(I know the historical reason you chose it, but I want to know the reason 
for choosing it in the first place, according to induction.)

Chargaff wanted to understand the fundamental properties of DNA.  He
chose samples from eight species on the following assumptions:  (1)
the samples from each species would be representative of all members
of that species and (2) the eight species would be representative of
all organisms.  If Chargaff's measuring techniques were accurate, and
if the above two assumptions were correct, there is only one
compatible generalization.

All of my generalizations above are compatible with (do not contradict) his 
measurements as well as (1) and (2).

Your generalizations are all essentially the same as one that Chargaff
made.  The only difference is that they are less precise.

So,

- do you now agree there are infinitely many generalizations?

No, there are not infinitely many generalizations.  There are a finite
number of generalizations that can be made from Chargaff’s data,



Consider:

"C and G amounts are always within 20.2x% of each other"

Now replace the "x" with the sequence of integers starting with one (1, 2, 3, 4, 
etc).

In this way we have generated infinitely many generalizations.

So, there are infinitely many.

Right?

but they are not alternatives, they are compatible with each other.

No.

Consider the generalization, "All lab results will be tampered with by aliens who 
are x inches tall. And in particular, they tamper with C/G measurements. The real 
ratio is always 100% C and 0% G.".

This provides infinity more generalizations which are not compatible with the 
previous ones.

Now consider:

"All lab results will be tampered with by aliens who are x inches tall. And in 
particular, they tamper with C/G measurements. The real ratio is always 99.y% C 
and the rest G".

Now by putting integers starting at one for x, and for each of those putting all 
integers starting with one for y, we generate an infinite stream of infinite sets of 
generalizations. Each member of each infinite set contradictions each member of 
every other infinite set, as well as contradicting all the generalizations we 
discussed previously.



(btw there exist others, including infinitely many that contradict Chargaff's. For 
example, one where aliens switched his lab results.)

That’s not a generalization based on his data.  That is a claim that
the data are inaccurate.

Now you're going to disallow most things from being "generalizations"? Why? 
What are the criteria?

Suppose we had the data set:

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1]

You might claim the 2 is inaccurate, and should really have been a 1. Is that claim 
that the data is inaccurate not a generalization from the data, in your worldview? 
One generalizes from the data that it's always 1, and then it follows that the 2 is 
inaccurate.



What's going on here is that I am looking at the set of things *compatible* (non-
contradictory) with the data (and using your "generalization" terminology to refer 
to them). You are looking at some other unspecified set.

Not specifying that set you're looking at is one of the key issues in our debate.

I suspect what your set of valid "generalizations" amounts to is: any that you don't 
have a criticism of. So it's the critical method, not induction.

I don't think you will accept that. So go ahead and tell us the rules for determining 
what counts as a generalization, and how they are selected between, and so on. 
Previously you made up a rule about precision. And then one about inaccurate 
data. What are all the rules? How does this work?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 22, 2012 at 5:56 PM

On Jan 22, 3:54 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 1/22/2012 10:11 AM, Steve Push wrote:

Your generalizations are all essentially the same as one that Chargaff
made.  The only difference is that they are less precise.

If they're essentially the same - i.e. the essential part of each theory
is the same - but the precisions are different, then precision is not an
essential part of the theory.

But in some other theories, precision *is* essential.

So how did you decide that precision isn't essential in Chargaff's case?

I didn't decide that.  Actually I think the precision of Chargaff's
measurements is very important.  That's not what this dispute it
about.

Look carefully at Elliott's "generalizations".  He simply restated
Chargaff's generalizations but fudged the data.

Consider an analogy.  Suppose you are a salesman and your boss said
she would give you a bonus if you met 90 percent of your sales goal.
Suppose you meet 90 percent of that goal.  At your review, your boss
doesn't give you the bonus because she has a different interpretation
of the sales data:  She says you met at least 80 percent of your sales
goal.  What's wrong with that picture?

Steve



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 22, 2012 at 6:18 PM

On 1/22/2012 10:56 PM, Steve Push wrote:

On Jan 22, 3:54 pm, Richard Fine<richard.f...@gmail.com>  wrote:
On 1/22/2012 10:11 AM, Steve Push wrote:

Your generalizations are all essentially the same as one that Chargaff
made.  The only difference is that they are less precise.

If they're essentially the same - i.e. the essential part of each theory
is the same - but the precisions are different, then precision is not an
essential part of the theory.

But in some other theories, precision *is* essential.

So how did you decide that precision isn't essential in Chargaff's case?
I didn't decide that.

You said that:

1) Elliot's generalizations were "all essentially the same," i.e. that when 
considering all the 'essential' elements of the different theories, there was no 
difference between them.

2) The precision of each theory was different.

How do you resolve the contradiction between these, if not by deciding to 
discount 'precision' as an 'essential element'?

- Richard

-- 



From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] Chapter 9 notes
Date: January 22, 2012 at 9:59 PM

BoI Chapter 9

We cannot know the content of future knowledge because it has not yet been 
created.  We cannot predict the outcome of anything that will be significantly 
affected by the creation of knowledge. How, then, can we prepare for an 
unknowable future?

Although the future is unpredictable, it is not like a game of random chance. What 
happens will be affected by what people think and do.

Blind optimism -- believing that bad outcomes will not happen

Blind pessimism, or the precautionary principle -- staying away from everything 
not known to be safe

Blind pessimism is blindly optimistic about current knowledge, assuming that 
disasters won't happen if we stick with what we know

Both assume knowledge of the future of knowledge, which we cannot have

Wealth -- the physical transformations that a civilization is capable of bringing 
about. Includes abstract knowledge and the knowledge in technological products.

Because problems are inevitable, it will always be the case that if we don't create 
certain knowledge in time to solve certain  problems, we are doomed. We need 
wealth to deal with these unforeseeable problems.

Answer to question above:
-Continue to create more knowledge, more wealth
-Attempt to find and correct errors
How?
-with traditions of criticism
-seeking good explanations
-with optimism:

Deutsch's Principle of Optimism:
"All evils are caused by insufficient knowledge"



Expecting that knowledge will grow, and that it will be helpful
There is nothing fundamental, such as a law of nature, to prevent progress
       -anything forbidden by a law of physics is not an evil (see ch. 8)

The end of pessimism is a potential beginning of infinity

-Kristen

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 23, 2012 at 2:48 AM

On Jan 22, 4:43 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 22, 2012, at 12:24 PM, Steve Push wrote:

On Jan 22, 12:25 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 22, 2012, at 2:11 AM, Steve Push wrote:

On Jan 21, 3:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 12:26 PM, Steve Push wrote:

On Jan 21, 2:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 11:55 AM, Steve Push wrote:

On Jan 21, 1:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 6:03 AM, Steve Push wrote:

On Jan 21, 1:23 am, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could walk 
us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.

In the 1920s Motonari Matuyama found that magnetism in 
recently



erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 
years old.

Here was a problem -- why were the polarities reversed? This 
didn't fit with current explanations.

He proposed that the poles of the earth's magnetic field 
reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field 
reversed. As Alan said in his response, there were other things 
he could have guessed, such as that polarization varies from 
place to place, or it changes due to an internal process not 
related to the earth's magnetic field. (He also said how these 
other guesses could be refuted.)

One of the differences between what Kristen says, and what 
inductivists say, is how an idea is treated after someone comes up 
with it.

In Kristen's story, it's treated with the Popperian critical method. 
People try to *knock it down*, and it may or may not survive 
criticism.

In the inductivist worldview, it's treated by trying to *prop it up* by 
asserting that it came from an authoritative source: induction. 
Instead of considering the idea critically on its own merits, its 
source is considered: was it induced from a data set? How big was 
that data set? etc

Induction is about justification and authority instead of critical 
thinking.

In the geomagnetism example I cited, the induction was not "the
magnetic poles reversed," it was "the orientation of magnetized rock
alternates."  This example may be confusing, however, because the
explanation concerning the magnetic poles occurred at about the 



same
time as the induction about magnetized rock.

The DNA example I cited is better because the induction and the
explanation are clearly separated in time.  The induction As=Ts and
Cs=Gs occurred in 1947; the explanation concerning the double 
helix
did not occur until 1953.  The process was as follows:

observations --> generalization --> explanation

Which generalization?

Observation sets are compatible with infinitely many generalizations. 
How does one generalize to one generalization? Saying 
"generalization" (or "induction" -- same thing) doesn't provide 
adequate information about how that works.

In this case, the generalization was (I'm paraphrasing):  "In all
living cells, the amount of C in roughly equal to the amount of G, and
the amount of A is roughly equal to the amount of T."

Chargaff's results were not compatible with all generalizations.

Not all possible generalizations, correct. There is an infinite set they are 
compatible with, and an infinite set they are not compatible with. Right?

I won't ask you to provide the infinite set of generalizations that
are compatible.  But for the sake of discussion, could you list five
of them?

"C and G amounts are always within 20% of each other" (defined like this: 
take the larger number and multiply by .8, and the smaller number must be 
at least that much)

"C and G amounts are always within 20.2% of each other"

"C and G amounts are always within 20.3% of each other"



"C and G amounts are always within 20.4% of each other"

"A and T amounts are, at least 3% of the time, within 90% of each other"

Above you give a single generalization from an infinite set. Why that 
one? (I know the historical reason you chose it, but I want to know the 
reason for choosing it in the first place, according to induction.)

Chargaff wanted to understand the fundamental properties of DNA.  He
chose samples from eight species on the following assumptions:  (1)
the samples from each species would be representative of all members
of that species and (2) the eight species would be representative of
all organisms.  If Chargaff's measuring techniques were accurate, and
if the above two assumptions were correct, there is only one
compatible generalization.

All of my generalizations above are compatible with (do not contradict) his 
measurements as well as (1) and (2).

Your generalizations are all essentially the same as one that Chargaff
made.  The only difference is that they are less precise.

So,

- do you now agree there are infinitely many generalizations?

No, there are not infinitely many generalizations.  There are a finite
number of generalizations that can be made from Chargaff’s data,

Consider:

"C and G amounts are always within 20.2x% of each other"

Now replace the "x" with the sequence of integers starting with one (1, 2, 3, 4, 
etc).

In this way we have generated infinitely many generalizations.



So, there are infinitely many.

Right?

All you have shown is that there are infinite ways to fudge data.

but they are not alternatives, they are compatible with each other.

No.

Consider the generalization, "All lab results will be tampered with by aliens who 
are x inches tall. And in particular, they tamper with C/G measurements. The 
real ratio is always 100% C and 0% G.".

This provides infinity more generalizations which are not compatible with the 
previous ones.

Now consider:

"All lab results will be tampered with by aliens who are x inches tall. And in 
particular, they tamper with C/G measurements. The real ratio is always 99.y% 
C and the rest G".

Now by putting integers starting at one for x, and for each of those putting all 
integers starting with one for y, we generate an infinite stream of infinite sets of 
generalizations. Each member of each infinite set contradictions each member 
of every other infinite set, as well as contradicting all the generalizations we 
discussed previously.

Now you have shown that there are infinite ways for aliens to fudge
data.

(btw there exist others, including infinitely many that contradict Chargaff's. 
For example, one where aliens switched his lab results.)

That’s not a generalization based on his data.  That is a claim that
the data are inaccurate.



Now you're going to disallow most things from being "generalizations"? Why? 
What are the criteria?

Garbage in, garbage out.  If the data are inaccurate, any
generalizations from those data will be suspect at best.  One cannot
make honest generalizations without trusting the veracity of the data.

Suppose we had the data set:

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]

You might claim the 2 is inaccurate, and should really have been a 1. Is that 
claim that the data is inaccurate not a generalization from the data, in your 
worldview? One generalizes from the data that it's always 1, and then it follows 
that the 2 is inaccurate.

What's going on here is that I am looking at the set of things *compatible* (non-
contradictory) with the data (and using your "generalization" terminology to refer 
to them). You are looking at some other unspecified set.



Not specifying that set you're looking at is one of the key issues in our debate.

The data set is described in various papers Chargaff and his
associates published in the late 1940s and early 1950s.  Many of these
papers are available online – some of them free.  If you do a search
on Google Scholar you will find them.

I suspect what your set of valid "generalizations" amounts to is: any that you 
don't have a criticism of. So it's the critical method, not induction.

I don't think you will accept that. So go ahead and tell us the rules for 
determining what counts as a generalization, and how they are selected 
between, and so on. Previously you made up a rule about precision. And then 
one about inaccurate data. What are all the rules? How does this work?

Of course Chargaff’s Rules are open to criticism, as any scientific
proposition must be.  His methods could have been flawed, resulting in
inaccurate data.  His samples could have been unrepresentative of
living organisms, thus rendering his generalizations invalid.

If that was all Popper and Deutsch were saying – that any scientific
proposition could be wrong – I would have no argument with them.  But
I think they are saying more, and if so, that is where I must disagree
with them.

Popper seems to be saying that the *only* way science can generate
knowledge is through rejection of false propositions.  I disagree.  We
can infer that Chargaff’s Rules are true, even while we acknowledge
that we will never know for sure.

In BoI, Deutsch seems to be saying that “non-explanatory forms of
knowledge” are unscientific and thus allow no process “for correcting
errors and misconceptions.”  I submit that Chargaff’s Rules are “non-
explanatory” knowledge that is just as susceptible to refutation and/
or correction – and thus is just as scientific -- as any explanatory
theory.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 23, 2012 at 3:12 AM

On Jan 22, 6:18 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 1/22/2012 10:56 PM, Steve Push wrote:

On Jan 22, 3:54 pm, Richard Fine<richard.f...@gmail.com>  wrote:
On 1/22/2012 10:11 AM, Steve Push wrote:

Your generalizations are all essentially the same as one that Chargaff
made.  The only difference is that they are less precise.

If they're essentially the same - i.e. the essential part of each theory
is the same - but the precisions are different, then precision is not an
essential part of the theory.

But in some other theories, precision *is* essential.

So how did you decide that precision isn't essential in Chargaff's case?
I didn't decide that.

You said that:

1) Elliot's generalizations were "all essentially the same," i.e. that
when considering all the 'essential' elements of the different theories,
there was no difference between them.

2) The precision of each theory was different.

How do you resolve the contradiction between these, if not by deciding
to discount 'precision' as an 'essential element'?

You deleted -- and apparently ignored -- the rest of my post.  I'll
try one more time to explain.  Elliot's so-called alternative
generalizations were fabricated in the following manner:

1)  Take one of Chargaff's generalizations.



2)  Subtract a certain amount of the equivalence that Chargaff found
in his data.
3)  Add the words "at least," so that the new generalization is
technically true while understating the actual precision of Chargaff's
data.

Not only do I believe the precision of the data is important, I reject
Elliot's generalizations because they obscure that precision.  If we
take Elliot's "at-least" hedge seriously, we must find out what the
actual precision is, in which case his generalizations are identical
to Chargaff's.  On the other hand, if we ignore the actual precision,
we are dealing with falsified data that have no rightful place in
scientific discourse.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 23, 2012 at 3:22 AM

On Jan 23, 2012, at 12:12 AM, Steve Push wrote:

I reject Elliot's generalizations because they obscure that precision.

And is this critical rejection:

- induction?
- deduction?
- something else?

If we take Elliot's "at-least" hedge seriously, we must find out what the actual 
precision is

This and other comments misread my intent. I meant that the C and G levels vary 
within the range. So they are not always equal, they're often different, but always 
within 20%. That claim is different than saying they are always equal, it 
contradicts Chargaff who says they don't vary, and it does not contradict any of 
the data points.

Changing it to 20.1%, 20.2%, and so on, is not about changing the precision of 
anything, but about changing the asserted possible ratio of C/G levels that 
actually happen (in particular, what is the furthest apart they can ever be? Due to, 
say, the chemistry of how DNA works.). They are each different substantive 
assertions.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 23, 2012 at 3:25 AM

On Jan 22, 2012, at 11:48 PM, Steve Push wrote:

On Jan 22, 4:43 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 22, 2012, at 12:24 PM, Steve Push wrote:

On Jan 22, 12:25 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 22, 2012, at 2:11 AM, Steve Push wrote:

On Jan 21, 3:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 12:26 PM, Steve Push wrote:

On Jan 21, 2:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 11:55 AM, Steve Push wrote:

On Jan 21, 1:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 6:03 AM, Steve Push wrote:

On Jan 21, 1:23 am, Elliot Temple <c...@curi.us> wrote:
On Jan 5, 2012, at 1:09 PM, Kristen Ely wrote:

On Jan 5, 2012, at 2:20 AM, "stephen.p...@gmail.com" 
<stephen.p...@gmail.com> wrote:

On Jan 4, 9:36 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

One thing that I think would be helpful, too, is if you could 
walk us
through the process of inducing a scientific theory.

I will illustrate with an example from earth science.



In the 1920s Motonari Matuyama found that magnetism in 
recently
erupted lavas in Japan were polarized in line with the earth's
magnetic field but were reversed in rocks more than 10,000 
years old.

Here was a problem -- why were the polarities reversed? This 
didn't fit with current explanations.

He proposed that the poles of the earth's magnetic field 
reversed
about 10,000 years ago.

He guessed an explanation -- that the earth's magnetic field 
reversed. As Alan said in his response, there were other things 
he could have guessed, such as that polarization varies from 
place to place, or it changes due to an internal process not 
related to the earth's magnetic field. (He also said how these 
other guesses could be refuted.)

One of the differences between what Kristen says, and what 
inductivists say, is how an idea is treated after someone comes 
up with it.

In Kristen's story, it's treated with the Popperian critical method. 
People try to *knock it down*, and it may or may not survive 
criticism.

In the inductivist worldview, it's treated by trying to *prop it up* by 
asserting that it came from an authoritative source: induction. 
Instead of considering the idea critically on its own merits, its 
source is considered: was it induced from a data set? How big 
was that data set? etc

Induction is about justification and authority instead of critical 
thinking.

In the geomagnetism example I cited, the induction was not "the



magnetic poles reversed," it was "the orientation of magnetized 
rock
alternates."  This example may be confusing, however, because 
the
explanation concerning the magnetic poles occurred at about the 
same
time as the induction about magnetized rock.

The DNA example I cited is better because the induction and the
explanation are clearly separated in time.  The induction As=Ts 
and
Cs=Gs occurred in 1947; the explanation concerning the double 
helix
did not occur until 1953.  The process was as follows:

observations --> generalization --> explanation

Which generalization?

Observation sets are compatible with infinitely many 
generalizations. How does one generalize to one generalization? 
Saying "generalization" (or "induction" -- same thing) doesn't 
provide adequate information about how that works.

In this case, the generalization was (I'm paraphrasing):  "In all
living cells, the amount of C in roughly equal to the amount of G, and
the amount of A is roughly equal to the amount of T."

Chargaff's results were not compatible with all generalizations.

Not all possible generalizations, correct. There is an infinite set they 
are compatible with, and an infinite set they are not compatible with. 
Right?

I won't ask you to provide the infinite set of generalizations that
are compatible.  But for the sake of discussion, could you list five
of them?



"C and G amounts are always within 20% of each other" (defined like 
this: take the larger number and multiply by .8, and the smaller number 
must be at least that much)

"C and G amounts are always within 20.2% of each other"

"C and G amounts are always within 20.3% of each other"

"C and G amounts are always within 20.4% of each other"

"A and T amounts are, at least 3% of the time, within 90% of each other"

Above you give a single generalization from an infinite set. Why that 
one? (I know the historical reason you chose it, but I want to know the 
reason for choosing it in the first place, according to induction.)

Chargaff wanted to understand the fundamental properties of DNA.  He
chose samples from eight species on the following assumptions:  (1)
the samples from each species would be representative of all members
of that species and (2) the eight species would be representative of
all organisms.  If Chargaff's measuring techniques were accurate, and
if the above two assumptions were correct, there is only one
compatible generalization.

All of my generalizations above are compatible with (do not contradict) 
his measurements as well as (1) and (2).

Your generalizations are all essentially the same as one that Chargaff
made.  The only difference is that they are less precise.

So,

- do you now agree there are infinitely many generalizations?

No, there are not infinitely many generalizations.  There are a finite
number of generalizations that can be made from Chargaff’s data,

Consider:



"C and G amounts are always within 20.2x% of each other"

Now replace the "x" with the sequence of integers starting with one (1, 2, 3, 4, 
etc).

In this way we have generated infinitely many generalizations.

So, there are infinitely many.

Right?

All you have shown is that there are infinite ways to fudge data.

but they are not alternatives, they are compatible with each other.

No.

Consider the generalization, "All lab results will be tampered with by aliens 
who are x inches tall. And in particular, they tamper with C/G measurements. 
The real ratio is always 100% C and 0% G.".

This provides infinity more generalizations which are not compatible with the 
previous ones.

Now consider:

"All lab results will be tampered with by aliens who are x inches tall. And in 
particular, they tamper with C/G measurements. The real ratio is always 99.y% 
C and the rest G".

Now by putting integers starting at one for x, and for each of those putting all 
integers starting with one for y, we generate an infinite stream of infinite sets of 
generalizations. Each member of each infinite set contradictions each member 
of every other infinite set, as well as contradicting all the generalizations we 
discussed previously.

Now you have shown that there are infinite ways for aliens to fudge
data.



(btw there exist others, including infinitely many that contradict Chargaff's. 
For example, one where aliens switched his lab results.)

That’s not a generalization based on his data.  That is a claim that
the data are inaccurate.

Now you're going to disallow most things from being "generalizations"? Why? 
What are the criteria?

Garbage in, garbage out.  If the data are inaccurate, any
generalizations from those data will be suspect at best.  One cannot
make honest generalizations without trusting the veracity of the data.

Suppose we had the data set:

[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 
1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]

You might claim the 2 is inaccurate, and should really have been a 1. Is that 
claim that the data is inaccurate not a generalization from the data, in your 



worldview? One generalizes from the data that it's always 1, and then it follows 
that the 2 is inaccurate.

What's going on here is that I am looking at the set of things *compatible* 
(non-contradictory) with the data (and using your "generalization" terminology 
to refer to them). You are looking at some other unspecified set.

Not specifying that set you're looking at is one of the key issues in our debate.

The data set is described in various papers

This is a misunderstanding.

Above it says, "the set of things *compatible* (non-contradictory) with the data". 
The continued use of the word "set" continues to refer to the same thing (the 
compatible set of ideas), rather than suddenly changing to refer to the "data" 
rather than the "set".

And the topic of interest is in the *rules* governing what goes in the set, not for 
this example alone but in general in induction.

So, once again:

There is a set of ideas compatible with the data. It's infinitely large. This applies to 
this particular example, and any other.

Steve Push has been dismissive of this set, and disinterested. He also tried 
denying it exists, or that it's infinite, even though it's a trivial matter. It's simply the 
set of all ideas which do not contradict the data without also explaining why the 
data collection went wrong, and it's simple to generate infinite members by, for 
example, using aliens with infinitely many different heights.

Steve Push is interested in a different set of ideas, which he calls 
"generalizations", and which he has yet to clearly define. What is that set? What 
are the rules for inclusion and exclusion?

Steve Push has been vague about the details of how to do induction. He has not 



provided a list of instructions by which I could do induction myself, nor has he 
provided any trivial/simple but complete example of induction. Such things would 
be helpful. I've often asked inductivists for these things in the past, but never 
once have I gotten either. Most inductivists refuse to even try to provide either.

As best I can tell, Steve Push's position seems to be that induction is performed 
by finding the set of all generalizations (allowed by some rules?), which has one 
member or perhaps a handful, and then all members of that set are the inductive 
conclusions.

A position like that raises the question: how is that set found, and what goes in it, 
and why?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 23, 2012 at 3:46 AM

On Jan 23, 3:22 am, Elliot Temple <c...@curi.us> wrote:
On Jan 23, 2012, at 12:12 AM, Steve Push wrote:

I reject Elliot's generalizations because they obscure that precision.

And is this critical rejection:

- induction?
- deduction?
- something else?

Deduction:

Generalizations based on fudged data are unreliable.
Elliot's generalizations are based on fudged data.
Therefore Elliot's generalizations are unreliable.

If we take Elliot's "at-least" hedge seriously, we must find out what the actual 
precision is

This and other comments misread my intent. I meant that the C and G levels 
vary within the range. So they are not always equal, they're often different, but 
always within 20%. That claim is different than saying they are always equal, it 
contradicts Chargaff who says they don't vary, and it does not contradict any of 
the data points.

In the papers I read, Chargaff and his coauthors never asserted that
there was no variance in their data; the variance was within 10%.  If
you found any papers showing variance greater than 10%, please provide
the citations.

Changing it to 20.1%, 20.2%, and so on, is not about changing the precision of 
anything, but about changing the asserted possible ratio of C/G levels that 
actually happen (in particular, what is the furthest apart they can ever be? Due 
to, say, the chemistry of how DNA works.). They are each different substantive 
assertions.



You are contradicting yourself.  In a previous paragraph you said the
"C and G levels" are "always within 20%."  If they are always within
20%, they cannot be more than 20%.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: Re: Gene knowledge contains induction rules (was: [BoI] Re: the value 
of induction)
Date: January 23, 2012 at 4:35 AM

On Jan 22, 1:08 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Sun, Jan 22, 2012 at 11:54 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 22, 6:16 am, Rami Rustom <ramir...@gmail.com> wrote:
On Sun, Jan 22, 2012 at 4:50 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 4:08 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 21, 2012 2:52 PM, "Steve Push" <stephen.p...@gmail.com> wrote:

On Jan 21, 2:31 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Sat, Jan 21, 2012 at 9:48 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

On Jan 21, 1:24 am, Elliot Temple <c...@curi.us> wrote:

Suppose I've read everything Popper and Deutsch say about how to 
think, but I skipped all the parts criticizing induction, and I never read 
anything else about induction. I have no idea what induction is, but 
I'm familiar with Popper's approach.

I become a scientist. Or I just live an everyday life. Whatever you like.

So, what am I missing out on from not being familiar with induction? 
What mistakes will I make as a result? What problems will my 
ignorance cause me?

You can be ignorant of induction, but you will still use it.  It's in
your DNA.  Birds do it, bees do it, even educated fleas do it.

How is it in my DNA?

If I knew how, I'd probably be a candidate for the Nobel Prize.  But
generalizing from limit observations appears to be a universal
property of animal behavior.  Humans do it consciously and
unconsciously.  Babies do it.  Animals do it.



I understand how humans can do it.

Then you disagree with BoI?  You believe that humans use induction?

I don't understand how what I said disagrees with BoI.

I said humans use induction.  You said you understand how humans do
"it" -- referring, I assume, to induction.  BoI says induction is a
misconception.  So unless I misunderstood what you meant by "it," you
disagree with the BoI position on induction.

I think your use of the term induction is different than most.

And I'm not sure I understand induction.

There are several types of induction, but in its simplest form, it
means drawing a general conclusion from a limited number of specific
observations.  For example, when I have dropped a stone in the past,
it has fallen to the ground.  Therefore, I conclude, whenever I drop a
stone it will always fall to the ground.

Sure that is a conjecture. There are also criticisms of those
conjectures. Every human mind does both.

What I know is that induction is not a way of knowledge creation.

How do you know that?

Conjectures by themselves is not enough for knowledge creation. And
there is no human mind that only does conjectures.

The unconscious creates the conjectures.

And then the unconscious also creates criticisms.

And then the conscious takes both types and gets rid of all the stuff
except for the conjectures left uncriticized.

Then the mind outputs that uncriticized conjecture to the mouth.



Only humans do this.

But I have said that when create conjectures, sometimes the are
created by generalizing in any number of ways.

When Popperians use the term conjecture, I think they mean it in a
particular sense that involves tentative explanation of phenomena.  I
also think they might disagree that the process of conjecture involves
generalization.

No. Popperians say that conjectures are guesses that include explanations.

But I agree with you.  I think generalization (i.e., induction) often
plays a role in the development of conjectures (i.e., explanations).

Sure sometimes conjectures are created by generalizing.

What about non-human animals? Specific examples?

A cat runs to the kitchen when it hears the electric can opener.

Thats Pavlov's classical conditioning, right? How is that induction?

Conditioning may not be "reasoning" in that it may not involve
conscious choice, but it involves generalizing from observations.

A rat negotiates a maze after finding food at the end.

A rat's mind is capable of learning rules of thumb. How is that induction?

The rat learning that there is cheese at the end of the maze is
equivalent to me learning that the stone will fall when I drop it.

No. Because the rat doesn't criticize his own conjectures. You do.

I submit that the rat does criticize its own conjectures.  If you stop
supplying cheese, the rat with eventually stop running the maze.



I explain this in the _Biological Universality_ thread. The mind has
evolved through 3 stages of emergence as follows:

(1) Frog brains gain hardwired *rules*[a] and they learn softwired
*situations*[b].

(2) Monkey brains gain hardwired *rules* and they learn softwired
*situations* and *rules*[c].

(3) Human brains learn softwired *situations*, *rules*, and *logics*[d].

---

[a] Hardwired rules are instincts; like a spider weaving a web.

[b] Softwired situations are learned things like places; like a bird
remembering where its eggs are.

[c] Softwired rules are learned rules of thumb; like a rat learning a maze.

[d] Softwired logics are learned explanations [implicit or explicit];
like universal explanations.

I think we basically agree here.  "There will be food at the end of
the maze" and "the stone will fall when I let go of it" are learned
rules of thumb.  The rat and I are both generalizing from a limited
number of observations.

Except that you also criticize your conjectures and the rat doesn't.



How do birds and bees and educated fleas do it?

Probably instinctively.  But birds may also do it consciously to some
extent.  And bees do it collectively (e.g., the waggle dance
discovered by Karl von Frisch).

I skimmed waggle dance's wikipedia page. I don't see how that is
induction. What do you mean?

When foragers give conflicting information in waggle dances, the hive
averages the information and comes to a consensus on where to look for
the food.

So averaging is generalizing?

Averaging is one way of dealing with variance in observations.  But I
misspoke; bees don't average.  If a bee has personally visited a good
food source recently, it will go to that same source, regardless of
what direction the waggle dancer indicates.  Bees that have not
recently visited a good food source will go to the food source
indicated by the dancer.

Interesting.

And the hive is not one mind. Thats even more difficult to tackle.

I wouldn't call it a "mind," but social animals sometimes make
collective decisions.

Yes. In that sense, I would call it a mind. Like I've called this list
a societal mind.



What is an educated flea?

A figment of Cole Porter's imagination.

So the fleas learned stuff? Like what? And how is that evidence of 
induction?

That was just a joke.  Have you ever heard the lyrics to "Let's Do It,
Let's Fall on Love"?

Ah. No sorry I don't know any lyrics. I listen to music but I've never
listened to lyrics. Friends have told me to try, so I do, but then I
tune out within seconds. And then the friend says, 'So what you did
you think?' and I say, 'Oh shit I tuned out sorry.' And I've tried
many times but nothing. Oh well [Shrug].

I have this tuning out problem with every activity btw. TV, talking to
people, cooking, driving [navigating], etc. So I limit these things.
But during science and math classes, I was always tuned in.

No problem.  My silly joke fell flat.

I'm sure others got it.

Trust me, even fewer people get my jokes.

-- Rami



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Stupid Anthropomorphism
Date: January 23, 2012 at 5:00 AM

On 22 Jan 2012, at 07:31 PM, Justin Mallone <justinceo@gmail.com> wrote:

http://www.sciencenews.org/view/generic/id/336819/title/He’s_no_rat%2C_he’s_
my_brother

Calling someone a rat should no longer be considered an insult. The often 
maligned rodents go out of their way to liberate a trapped friend, a gregarious 
display that’s driven by empathy, researchers conclude in the Dec. 9 Science.

Empathy eh?

“As humans, we tend sometimes to have this feeling that there’s something 
special about our morals,” says neuroscientist Christian Keysers at the 
Netherlands Institute for Neuroscience in Amsterdam, who was not involved in 
the study. “It seems that even rats have this urge to help.”

We have a "feeling" that there's something "special" about our morals? And so 
rats must have it too?
I'm not sure this claim could be made vaguer on purpose.

As many pet rat owners know, rats are highly social animals, says study 
coauthor Inbal Ben-Ami Bartal, a psychologist at the University of Chicago. 
Bartal and colleagues wanted to see whether rats would take action to ease 
the suffering of a cage mate. The team put one rat inside a clear cage that 
could be sprung from the outside, and left another rat to roam free outside the 
cage for an hour at a time.

Initially, the free rat would circle the cage, digging and biting at it. After about 
seven days of encountering its trapped friend, the roaming rat learned how to 
open the cage and liberate the trapped rat. “It’s very obvious that it is 
intentional,” Bartal says. “They walk right up to the door and open the door.” 
The liberation is followed by a frenzy of excited running.

*Seven days*? If this was intentional, the rat is either extremely inefficient or 
extremely immoral. If the rat could "walk right up to the door and open it", why 

http://www.sciencenews.org/view/generic/id/336819/title/He


didn't that happen sooner?

Obvious its intentional?
Why couldn't it be some rat-program that says something like "see immobilized 
fellow rat, poke things around environment to try and free."

The rats would selectively take action when another rat was in distress: Empty 
cages didn’t inspire rats to learn how to open the door nearly as well as those 
who were motivated to rescue a trapped rat. By the end of the experiment, 
only five of 40 rats learned to open an empty cage, while 23 of 30 rats learned 
to open the cage to free an occupant. (And trapped stuffed animals fared no 
better than empty cages.)

This is consistent with my rat program theory.

“If I open the door, that rat’s distress goes away and my distress goes away,” 
psychologist Matthew Campbell of Yerkes National Primate Research Center 
at Emory University in Atlanta, who studies empathy in chimpanzees. “They 
are affected by what the other is experiencing, and that alone is remarkable.”

Why are they so desperate to anthropomorphize rats?

Also, if they have empathy and distress, are the scientists now opposed to rat 
experiments? They were *intentionally* creating distress and suffering, for days 
at a time, just in order to see what they'd do. You wouldn't do that to people.

So maybe the scientists say "oh well we didn't know rats had feelings!" But they 
claim that they do now...

To push the limits of the rats’ goodwill, Bartal and her team pitted a trapped rat 
against trapped chocolate, forcing a rat to choose which one to release. 
“These rats adore their chocolate,” she says. The results astonished Bartal: 
The rats were equally likely to free a rat in distress as they were to free the 
sweets. To a rat, a fellow rodent’s freedom was just as sweet as five chocolate 
chips.



Only "equally" likely?! What assholes! Putting chocolate at equal moral status as 
saving trapped companions.

Even if you did think rats has morality/empathy, why would you respect their 
barbaric practices?

And the niceness doesn’t stop there:  “The most shocking thing is they left 
some of the chocolate for the other rat,” Bartal says. The hero rat left a 
chocolate chip or two for its newly free associate in more than half of the trials. 
On purpose. “It’s not like they missed a chocolate,” Bartal says. “They actually 
carried it out of the restrainer sometimes but did not eat it.”

-J

--
Lulie Tanett



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 23, 2012 at 5:49 AM

On 1/23/2012 8:12 AM, Steve Push wrote:

On Jan 22, 6:18 pm, Richard Fine<richard.f...@gmail.com>  wrote:

You said that:

1) Elliot's generalizations were "all essentially the same," i.e. that
when considering all the 'essential' elements of the different theories,
there was no difference between them.

2) The precision of each theory was different.

How do you resolve the contradiction between these, if not by deciding
to discount 'precision' as an 'essential element'?

You deleted -- and apparently ignored -- the rest of my post.  I'll
try one more time to explain.

I didn't ignore the rest of your post, I just didn't respond to it. I'm trying to focus on 
just one thing at a time, and I don't want to get distracted by problematic things 
like analogies. I'm not trying to waste your time, here :-/ there's a substantive 
point that I'm trying to make but you're not taking my question at face value. If you 
think the rest of your post *does* answer my question, then I've misunderstood 
you, and we should resolve that.

Elliot's so-called alternative
generalizations were fabricated in the following manner:

1)  Take one of Chargaff's generalizations.
2)  Subtract a certain amount of the equivalence that Chargaff found
in his data.
3)  Add the words "at least," so that the new generalization is
technically true while understating the actual precision of Chargaff's
data.

Not only do I believe the precision of the data is important, I reject
Elliot's generalizations because they obscure that precision.



The generalizations Elliot gave were hypothetical alternative theories that 
*Chargaff himself* could have come up with. That's the point - he *could* have 
concluded any one of those other ideas (and they wouldn't be merely obscuring 
"his" generalization, because at the point we're interested in - the point where he 
chose a generalization - he didn't already *have* one, according to the inductivist 
account).

*Chargaff* could have concluded "C and G amounts are always within 20.4% of 
each other" or "A and T amounts are, at least 3% of the time, within 90% of each 
other." They're both technically true and compatible with the data that he had; 
there are an infinite number of theories like them that he *could* have concluded. 
But from that infinite set, he chose to conclude the most precise theory.

Induction doesn't say you have to do that, so if he was using induction, why did 
he do it?

On the other hand, if we ignore the actual precision,
we are dealing with falsified data that have no rightful place in
scientific discourse.

It's common practice to ignore high-precision information in experiments when 
you think it's not important. Several places after the decimal point, you start 
writing things off as down to things like the inaccuracies of your equipment. You 
repeat the measurement a few times and as long as it's the same to a limited 
precision then you consider the result repeated. Is that falsifying data?

Besides, induction as a method of reasoning doesn't say anything about which 
generalizations have a "rightful place in scientific discourse." It doesn't say 
anything about scientific discourse at all. So limiting yourself only to 
generalizations that have a "rightful place in scientific discourse" is using some 
decision procedure other than induction - like "common sense" or "scientific 
integrity" or something. If that other decision procedure is responsible for 
selecting the one generalization from all those available, then what is induction 
doing?

- Richard

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: [BoI] Induction as a computer program
Date: January 23, 2012 at 6:16 AM

Induction is claimed to be a process by which a mind can go from a set of data to 
a generalized theory. Another way of saying this is: it is a process in which a mind 
computes a generalized theory from a set of data. So induction is a computer 
program for the mind.

If we were writing the source code for the mind in the Haskell language, the 
declaration for induction might look like this:

induceTheoryFromData :: [Data] -> Theory

This declares 'induceTheoryFromData' to be a function that goes from an input of 
type "list of Data" to an output of type "Theory."

Let's assume that there is some appropriate definition of the 'Theory' datatype - 
the rest of the mind is built around it, after all. Let's say that Data is a subtype of 
Theory that is restricted to only theories about empirical observations (like "the 
first sample was 57.2%"). In its most general form, I don't think induction requires 
such a restriction, but for the time being let's consider induction only from 
empirical data.

Let's say there's another function, for convenience:

allCompatibleTheories :: [Data] -> [Theory]

This declares 'allCompatibleTheories' to be a function that goes from an input of 
type "list of Data" to an output of type "list of Theory". What it does is to compute 
all the theories that are compatible with the given input data. The output list may 
or may not be infinite - that's controversial at the moment - but happily in Haskell 
it doesn't matter. Haskell is lazily evaluated, so it can return an infinite list no 
problem. We shan't worry about the implementation of this function - safe to say 
that we do *have* some process for generating compatible theories.

Can anyone give an implementation for 'induceTheoryFromData,' in 
pseudocode? You don't have to use Haskell, but you do have to have a matching 
type signature.

- Richard



-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Gene knowledge contains induction rules (was: [BoI] Re: the value 
of induction)
Date: January 23, 2012 at 8:01 AM

On Jan 23, 2012 3:35 AM, "Steve Push" <stephen.push@gmail.com> wrote:
On Jan 22, 1:08 pm, Rami Rustom <ramir...@gmail.com> wrote:

On Sun, Jan 22, 2012 at 11:54 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 22, 6:16 am, Rami Rustom <ramir...@gmail.com> wrote:
On Sun, Jan 22, 2012 at 4:50 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 4:08 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 21, 2012 2:52 PM, "Steve Push" <stephen.p...@gmail.com> 
wrote:

On Jan 21, 2:31 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Sat, Jan 21, 2012 at 9:48 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

On Jan 21, 1:24 am, Elliot Temple <c...@curi.us> wrote:

Suppose I've read everything Popper and Deutsch say about how 
to think, but I skipped all the parts criticizing induction, and I never 
read anything else about induction. I have no idea what induction is, 
but I'm familiar with Popper's approach.

I become a scientist. Or I just live an everyday life. Whatever you 
like.

So, what am I missing out on from not being familiar with induction? 
What mistakes will I make as a result? What problems will my 
ignorance cause me?

You can be ignorant of induction, but you will still use it.  It's in
your DNA.  Birds do it, bees do it, even educated fleas do it.

How is it in my DNA?

If I knew how, I'd probably be a candidate for the Nobel Prize.  But
generalizing from limit observations appears to be a universal



property of animal behavior.  Humans do it consciously and
unconsciously.  Babies do it.  Animals do it.

I understand how humans can do it.

Then you disagree with BoI?  You believe that humans use induction?

I don't understand how what I said disagrees with BoI.

I said humans use induction.  You said you understand how humans do
"it" -- referring, I assume, to induction.  BoI says induction is a
misconception.  So unless I misunderstood what you meant by "it," you
disagree with the BoI position on induction.

I think your use of the term induction is different than most.

And I'm not sure I understand induction.

There are several types of induction, but in its simplest form, it
means drawing a general conclusion from a limited number of specific
observations.  For example, when I have dropped a stone in the past,
it has fallen to the ground.  Therefore, I conclude, whenever I drop a
stone it will always fall to the ground.

Sure that is a conjecture. There are also criticisms of those
conjectures. Every human mind does both.

What I know is that induction is not a way of knowledge creation.

How do you know that?

Conjectures by themselves is not enough for knowledge creation. And
there is no human mind that only does conjectures.

The unconscious creates the conjectures.

And then the unconscious also creates criticisms.



And then the conscious takes both types and gets rid of all the stuff
except for the conjectures left uncriticized.

Then the mind outputs that uncriticized conjecture to the mouth.

Only humans do this.

But I have said that when create conjectures, sometimes the are
created by generalizing in any number of ways.

When Popperians use the term conjecture, I think they mean it in a
particular sense that involves tentative explanation of phenomena.  I
also think they might disagree that the process of conjecture involves
generalization.

No. Popperians say that conjectures are guesses that include explanations.

But I agree with you.  I think generalization (i.e., induction) often
plays a role in the development of conjectures (i.e., explanations).

Sure sometimes conjectures are created by generalizing.

What about non-human animals? Specific examples?

A cat runs to the kitchen when it hears the electric can opener.

Thats Pavlov's classical conditioning, right? How is that induction?

Conditioning may not be "reasoning" in that it may not involve
conscious choice, but it involves generalizing from observations.

A rat negotiates a maze after finding food at the end.

A rat's mind is capable of learning rules of thumb. How is that induction?

The rat learning that there is cheese at the end of the maze is
equivalent to me learning that the stone will fall when I drop it.



No. Because the rat doesn't criticize his own conjectures. You do.

I submit that the rat does criticize its own conjectures.  If you stop
supplying cheese, the rat with eventually stop running the maze.

No I mean in one thought process. When a human mind makes a
conjecture, the mind also criticizes the conjecture instantaneously,
before the thought produces an action.

No other animal minds do this.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 23, 2012 at 6:33 AM

On Jan 23, 5:49 am, Richard Fine <richard.f...@gmail.com> wrote:
On 1/23/2012 8:12 AM, Steve Push wrote:

On Jan 22, 6:18 pm, Richard Fine<richard.f...@gmail.com>  wrote:

You said that:

1) Elliot's generalizations were "all essentially the same," i.e. that
when considering all the 'essential' elements of the different theories,
there was no difference between them.

2) The precision of each theory was different.

How do you resolve the contradiction between these, if not by deciding
to discount 'precision' as an 'essential element'?

You deleted -- and apparently ignored -- the rest of my post.  I'll
try one more time to explain.

I didn't ignore the rest of your post, I just didn't respond to it. I'm
trying to focus on just one thing at a time, and I don't want to get
distracted by problematic things like analogies. I'm not trying to waste
your time, here :-/ there's a substantive point that I'm trying to make
but you're not taking my question at face value. If you think the rest
of your post *does* answer my question, then I've misunderstood you, and
we should resolve that.

Elliot's so-called alternative
generalizations were fabricated in the following manner:

1)  Take one of Chargaff's generalizations.
2)  Subtract a certain amount of the equivalence that Chargaff found
in his data.
3)  Add the words "at least," so that the new generalization is



technically true while understating the actual precision of Chargaff's
data.

Not only do I believe the precision of the data is important, I reject
Elliot's generalizations because they obscure that precision.

The generalizations Elliot gave were hypothetical alternative theories
that *Chargaff himself* could have come up with. That's the point - he
*could* have concluded any one of those other ideas (and they wouldn't
be merely obscuring "his" generalization, because at the point we're
interested in - the point where he chose a generalization - he didn't
already *have* one, according to the inductivist account).

*Chargaff* could have concluded "C and G amounts are always within 20.4%
of each other" or "A and T amounts are, at least 3% of the time, within
90% of each other." They're both technically true and compatible with
the data that he had; there are an infinite number of theories like them
that he *could* have concluded. But from that infinite set, he chose to
conclude the most precise theory.

Induction doesn't say you have to do that, so if he was using induction,
why did he do it?

On the other hand, if we ignore the actual precision,
we are dealing with falsified data that have no rightful place in
scientific discourse.

It's common practice to ignore high-precision information in experiments
when you think it's not important. Several places after the decimal
point, you start writing things off as down to things like the
inaccuracies of your equipment. You repeat the measurement a few times
and as long as it's the same to a limited precision then you consider
the result repeated. Is that falsifying data?

Besides, induction as a method of reasoning doesn't say anything about
which generalizations have a "rightful place in scientific discourse."
It doesn't say anything about scientific discourse at all. So limiting
yourself only to generalizations that have a "rightful place in
scientific discourse" is using some decision procedure other than
induction - like "common sense" or "scientific integrity" or something.



If that other decision procedure is responsible for selecting the one
generalization from all those available, then what is induction doing?

I am not suggesting that precision and integrity are part of the
inductive method.  They are part of the experimental method, which
provides the data that are the premises for inductive reasoning.
Induction doesn’t produce data; it interprets it.

Technically, we could use Elliott’s make-believe data as premises in
induction.  But such premises would be misleading because some of the
information is missing.  So what would be the point of such an
analysis?

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Induction as a computer program
Date: January 23, 2012 at 12:49 PM

On Jan 23, 2012, at 3:16 AM, Richard Fine wrote:

Induction is claimed to be a process by which a mind can go from a set of data 
to a generalized theory. Another way of saying this is: it is a process in which a 
mind computes a generalized theory from a set of data. So induction is a 
computer program for the mind.

If we were writing the source code for the mind in the Haskell language, the 
declaration for induction might look like this:

induceTheoryFromData :: [Data] -> Theory

This declares 'induceTheoryFromData' to be a function that goes from an input 
of type "list of Data" to an output of type "Theory."

Let's assume that there is some appropriate definition of the 'Theory' datatype - 
the rest of the mind is built around it, after all. Let's say that Data is a subtype of 
Theory that is restricted to only theories about empirical observations (like "the 
first sample was 57.2%"). In its most general form, I don't think induction 
requires such a restriction, but for the time being let's consider induction only 
from empirical data.

Let's say there's another function, for convenience:

allCompatibleTheories :: [Data] -> [Theory]

This one can be implemented by ordering all theories in English, alphabetically, 
and then running isCompatible on each one in order.

It will never complete but can provide a stream of output due to lazy eval.

It's kind of cool that there is an ordering that works. If you try to think of an 
ordering using some other approach it can seem very hard because you can 
mentally organize it into infinitely many categories of infinitely many theories 
each, and so it seems like the reals.



For example you can involve aliens of infinitely varying heights, and for each of 
those you can infinitely vary something else, such as the unit of measurement of 
height, or their weight.

But apparently it's not like that! It seems to be an infinite set of infinite sets, like 
the reals, but the alphabet approach provides a simple, linear ordering of 
everything. Anyone know what's going on?

Does anyone know any other working orderings that use a different kind of 
approach?

This declares 'allCompatibleTheories' to be a function that goes from an input of 
type "list of Data" to an output of type "list of Theory". What it does is to compute 
all the theories that are compatible with the given input data. The output list may 
or may not be infinite - that's controversial at the moment - but happily in Haskell 
it doesn't matter. Haskell is lazily evaluated, so it can return an infinite list no 
problem. We shan't worry about the implementation of this function - safe to say 
that we do *have* some process for generating compatible theories.

Can anyone give an implementation for 'induceTheoryFromData,' in 
pseudocode? You don't have to use Haskell, but you do have to have a 
matching type signature.

No one knows one of those.

Pretty much all Steve Push has told us, so far, is that he doesn't want to use the 
allCompatibleTheories function in his implementation.

I don't think that's even standard. Some professional inductivists are well aware 
of the infinite compatible theories issue. Some consider that an unsolved problem 
of induction, which they hope to solve, and deny Popper solved.

I wonder if there will be a dispute over the API the brain makes available. e.g. can 
you can Intuition()? Inspiration()? Genius()? What?

But maybe that won't really affect our dispute. We can grant him the ability to call 
getOneTheoryByIntuitionOrInspiriation(). So what? An implementation that simply 
calls 1-5 times, checks data compatibility (or check set inclusion in the output of 
allCompatibleTheories if you want to call an operation that may never halt :) -- 



and for realism, maybe just time out after 5 minutes of no result and decide 
randomly at that point ;), and returns the results (looping if none survived data 
compatibility checking? or maybe just saying "It's a stumper" instead.) would be a 
bad approach. And what else would induction do with it?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Induction as a computer program
Date: January 23, 2012 at 1:51 PM

On 23 Jan 2012, at 17:49, Elliot Temple wrote:

On Jan 23, 2012, at 3:16 AM, Richard Fine wrote:

Induction is claimed to be a process by which a mind can go from a set of data 
to a generalized theory. Another way of saying this is: it is a process in which a 
mind computes a generalized theory from a set of data. So induction is a 
computer program for the mind.

If we were writing the source code for the mind in the Haskell language, the 
declaration for induction might look like this:

induceTheoryFromData :: [Data] -> Theory

This declares 'induceTheoryFromData' to be a function that goes from an input 
of type "list of Data" to an output of type "Theory."

Let's assume that there is some appropriate definition of the 'Theory' datatype 
- the rest of the mind is built around it, after all. Let's say that Data is a subtype 
of Theory that is restricted to only theories about empirical observations (like 
"the first sample was 57.2%"). In its most general form, I don't think induction 
requires such a restriction, but for the time being let's consider induction only 
from empirical data.

Let's say there's another function, for convenience:

allCompatibleTheories :: [Data] -> [Theory]

This one can be implemented by ordering all theories in English, alphabetically, 
and then running isCompatible on each one in order.

It will never complete but can provide a stream of output due to lazy eval.

It's kind of cool that there is an ordering that works. If you try to think of an 
ordering using some other approach it can seem very hard because you can 



mentally organize it into infinitely many categories of infinitely many theories 
each, and so it seems like the reals.

For example you can involve aliens of infinitely varying heights, and for each of 
those you can infinitely vary something else, such as the unit of measurement of 
height, or their weight.

But apparently it's not like that! It seems to be an infinite set of infinite sets, like 
the reals, but the alphabet approach provides a simple, linear ordering of 
everything. Anyone know what's going on?

You'll never get off the first letter being 'a' even if you assume that all of the 
theories of finite but unbounded length. And of course the idea that the theory is 
an infinitely long string is logically possible. That sounds like a problem with the 
proposed algorithm.

Does anyone know any other working orderings that use a different kind of 
approach?

I doubt it because the set of all logically possible theories includes theories whose 
predictions are uncomputable.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Induction as a computer program
Date: January 23, 2012 at 2:00 PM

On Jan 23, 2012, at 10:51 AM, Alan Forrester wrote:

On 23 Jan 2012, at 17:49, Elliot Temple wrote:

On Jan 23, 2012, at 3:16 AM, Richard Fine wrote:

Induction is claimed to be a process by which a mind can go from a set of 
data to a generalized theory. Another way of saying this is: it is a process in 
which a mind computes a generalized theory from a set of data. So induction 
is a computer program for the mind.

If we were writing the source code for the mind in the Haskell language, the 
declaration for induction might look like this:

induceTheoryFromData :: [Data] -> Theory

This declares 'induceTheoryFromData' to be a function that goes from an 
input of type "list of Data" to an output of type "Theory."

Let's assume that there is some appropriate definition of the 'Theory' 
datatype - the rest of the mind is built around it, after all. Let's say that Data is 
a subtype of Theory that is restricted to only theories about empirical 
observations (like "the first sample was 57.2%"). In its most general form, I 
don't think induction requires such a restriction, but for the time being let's 
consider induction only from empirical data.

Let's say there's another function, for convenience:

allCompatibleTheories :: [Data] -> [Theory]

This one can be implemented by ordering all theories in English, alphabetically, 
and then running isCompatible on each one in order.

It will never complete but can provide a stream of output due to lazy eval.



It's kind of cool that there is an ordering that works. If you try to think of an 
ordering using some other approach it can seem very hard because you can 
mentally organize it into infinitely many categories of infinitely many theories 
each, and so it seems like the reals.

For example you can involve aliens of infinitely varying heights, and for each of 
those you can infinitely vary something else, such as the unit of measurement 
of height, or their weight.

But apparently it's not like that! It seems to be an infinite set of infinite sets, like 
the reals, but the alphabet approach provides a simple, linear ordering of 
everything. Anyone know what's going on?

You'll never get off the first letter being 'a' even if you assume that all of the 
theories of finite but unbounded length. And of course the idea that the theory is 
an infinitely long string is logically possible. That sounds like a problem with the 
proposed algorithm.

Oh, I see. So I was right when I thought it was like the reals, but wrong when I 
thought all possible English strings could be ordered alphabetically. You can only 
alphabetically order all strings of length N or less for some fixed N, not for 
unbounded N. That clears it up, thanks.

So then there's no ordering and allCompatibleTheories cannot be written in 
Haskell despite lazy evaluation.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Induction as a computer program
Date: January 23, 2012 at 2:00 PM

On Jan 23, 7:51 pm, Alan Forrester <alanmichaelforres...@googlemail.com>
wrote:

On 23 Jan 2012, at 17:49, Elliot Temple wrote:
Does anyone know any other working orderings
that use a different kind of approach?

I doubt it because the set of all logically possible
theories includes theories whose predictions are
uncomputable.

Though if one assumes that you can express any possible theory in English
with a finite number of characters then there definitely is an ordering, I
think.

You can view the string that represents a particular theory as an integer
written in a sufficiently large base.

-- 
Matjaž Leonardis



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Induction as a computer program
Date: January 23, 2012 at 2:54 PM

On 23 Jan 2012, at 19:00, Matjaž Leonardis wrote:

On Jan 23, 7:51 pm, Alan Forrester <alanmichaelforres...@googlemail.com> 
wrote:

On 23 Jan 2012, at 17:49, Elliot Temple wrote:
Does anyone know any other working orderings
that use a different kind of approach?

I doubt it because the set of all logically possible
theories includes theories whose predictions are
uncomputable.

Though if one assumes that you can express any possible theory in English with 
a finite number of characters then there definitely is an ordering, I think.

You can order the set of theories whose length is bounded above by a specific 
finite number of characters. That is a different set than the set of all theories that 
can be expressed in a finite number of characters for the same reason as the set 
{1,2,3,4,5} is different from the set of all natural numbers.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Induction as a computer program
Date: January 23, 2012 at 2:56 PM

On Jan 23, 2012, at 11:00 AM, Matjaž Leonardis wrote:

On Jan 23, 7:51 pm, Alan Forrester <alanmichaelforres...@googlemail.com>
wrote:

On 23 Jan 2012, at 17:49, Elliot Temple wrote:
Does anyone know any other working orderings
that use a different kind of approach?

I doubt it because the set of all logically possible
theories includes theories whose predictions are
uncomputable.

Though if one assumes that you can express any possible theory in English
with a finite number of characters then there definitely is an ordering, I
think.

You can view the string that represents a particular theory as an integer
written in a sufficiently large base.

By "sufficiently large" do you mean setting the base to the size of the set of all 
legal characters? e.g. 26 for lowercase letters, 26 for uppercase, 10 for numbers, 
and then some more for punctuation?

I think this is, for our purposes, basically equivalent to alphabetical with an extra 
rule: shorter words always win.

Or in other words: alphabetically go through 1 letter theories, then alphabetically 
go through 2 letter theories, then 3 letter theories, etc...

When you count up, all the 1 digit numbers are the 1 letter theories, then all the 2 
digit numbers are the 2 digit theories.

Ordering all theories of length N is easy. And going through N=0, N=1, N=2 is an 
easy order, and there are a finite number of theories for any length N.



Oh you know what. I said:

For example you can involve aliens of infinitely varying heights, and for each of 
those you can infinitely vary something else, such as the unit of measurement 
of height, or their weight.

That is not like the reals, it's like a 2 dimensional matrix, infinite in each 
dimension. The reals are like an infinite dimensional matrix, infinite in every 
dimension.

A 2 dimension matrix, infinite in both directions, can be ordered. For example by 
going in a zig zag pattern, assuming it's only positive numbers so you can start at 
a corner. If you want to include negative numbers at start at the origin then you 
can go in a spiral.

So what does it take to make our theories about aliens be like the reals? We'd 
need to make them vary in infinitely many ways. Which would require an infinitely 
long theory. Which doesn't make sense!

So I'm back to thinking we can write the allCompatibleTheories function.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Induction as a computer program
Date: January 23, 2012 at 3:55 PM

On Jan 23, 8:54 pm, Alan Forrester <alanmichaelforres...@googlemail.com>
wrote:

On 23 Jan 2012, at 19:00, Matjaž Leonardis wrote:

On Jan 23, 7:51 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 23 Jan 2012, at 17:49, Elliot Temple wrote:
Does anyone know any other working orderings
that use a different kind of approach?

I doubt it because the set of all logically possible
theories includes theories whose predictions are
uncomputable.

Though if one assumes that you can express any
possible theory in English with a finite number
of characters then there definitely is an ordering,
I think.

You can order the set of theories whose length is
bounded above by a specific finite number of characters.
That is a different set than the set of all theories that
can be expressed in a finite number of characters for
the same reason as the set {1,2,3,4,5} is different
from the set of all natural numbers.

Yes. I was talking about the second set ( the set of all theories with a
finite number of characters but not bounded in length). And that set can be
ordered, like I described.

I just pointed that out, since the ordering defined in the first email
doesn't solve that problem, but this ordering does.

And it's not clear why one should care about theories that can't be
expressed in any language in a finite number of characters, since you can't



store it in the brain and therefore can't learn it.

So all storable theories can be ordered.

-- 
Matjaž Leonardis



From: Elliot Temple <curi@curi.us>
Cc: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Fwd: Relativity of explanations
Date: January 23, 2012 at 6:29 PM

DD's recent FoR post is relevant to our recent discussion of induction. In 
particular, "It's a matter of logic that any physical facts admit of infinitely many 
explanations."

Begin forwarded message:

From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: Relativity of explanations
Date: January 23, 2012 1:36:30 PM PST
To: <Fabric-of-Reality@yahoogroups.com>
Reply-To: Fabric-of-Reality@yahoogroups.com

On 23 Jan 2012, at 7:50pm, Kermit Rose wrote:

In Fabric of Reality, at bottom of page 3, David Deutsch writes:

Steven Weinberg was in instrumentalist mood when he made the following
extraordinary comment about Einstein's explanation of gravity:

"The important thing is to be able to made predictions about images on
the astronomer's photographic plates, frequency of spectral lines, and so on,
and it simply doesn't matter whether we ascribe these predictions to the
physical effects of gravitational fields on the motion of planets and
photons, [as in pre- Einsteinian  physics] or to a curvature of space and time."

***********************************************

I like it that David Deutsch says "in instrumentalist mood" instead of
saying, "is an instrumentalist".

I agree that the first part of this quote "The important thing is ...."  does
express the instrumentalist viewpoint.

However, I see a potential non-instrumentalist view in the second part of his



statement.

"it simply doesn't matter whether we ascribe these predictions to the
physical effects of gravitational fields on the motion of planets and
photons, [as in pre-Einsteinian  physics] or to a curvature of space and
time."

If we had two competing explanations, (1) gravitational fields, and (2) curved
space, that gave identical predictions for all possible observations, then on
what basis

That seems to imply that predictions about observations are the 'basis' for our 
theories. But they are not.

would we choose one over the other?

We don't use a basis. We use criticism. Which leads to the methodology of 
choosing good explanations first, and testing by experiment, when applicable, 
second. (And the latter is actually part of the former.)

I suggest that Steven Weinberg was saying something about reality by
noticing that we could have different valid

I'm not sure what 'valid' means here. But it's certainly not the same as what I call 
'good' (as in 'good explanation').

explanations of the same physical facts.

It's a matter of logic that any physical facts admit of infinitely many explanations. 
And at most one of them can be true (modulo the complication that there can be 
different levels of explanation at different levels of emergence).

It is true that any explanation can be *expressed* in infinitely many different 
strings of words. And the issue of when two different strings of words express 
the same theory is not a trivial one. But 'curved spacetime' and 'field on flat 
spacetime' are not a case where they do.

Whenever this happens, I expect that we would eventually be able to show  
that
the two seemingly different explanations were mathematically equivalent.



Do 'mathematically equivalent explanations' and 'different valid explanations of 
the same facts' both mean 'make the same predictions'? If so, I'm not sure what 
that last sentence is asserting.

-- David Deutsch

------------------------------------
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From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 23, 2012 at 7:18 PM

On Jan 4, 9:36 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Tue, Jan 3, 2012 at 5:25 PM, stephen.p...@gmail.com

<stephen.p...@gmail.com> wrote:
On Jan 3, 2:57 pm, Richard Fine <richard.f...@gmail.com> wrote:

Could you explain how Popper's conjecture-and-refutation approach is 
deductive?

In The Logic of Scientific Discovery, Popper wrote:  "To give a casual
explanation of an event means to deduce a statement which describes
it, using as premises of the deduction one or more universal laws,
together with certain singular statements, the initial
conditions."  (New York:  Basic Books, 1959, p.59)

You are quoting Popper discussing a narrow issue (giving a causal
explanation of an event) in an early book. What does that have to do
with his views on conjectures and refutations, and his approach to
learning scientific theories in general?

I now have Popper's *Conjectures and Refutations* (Harper Torchbooks
edition, 1968), in which he says, "*Only the falsity of the theory
can
be inferred from empirical evidence, and this inference is a purely
deductive one.*" (p. 55, emphasis in original.)

If you are aware of a book or article in which Popper describes his
approach as non-deductive, could you please provide a citation?

Steve



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Induction as a computer program
Date: January 23, 2012 at 7:44 PM

On 1/23/2012 7:56 PM, Elliot Temple wrote:
Or in other words: alphabetically go through 1 letter theories, then alphabetically 
go through 2 letter theories, then 3 letter theories, etc...

When you count up, all the 1 digit numbers are the 1 letter theories, then all the 
2 digit numbers are the 2 digit theories.

Ordering all theories of length N is easy. And going through N=0, N=1, N=2 is an 
easy order, and there are a finite number of theories for any length N.

Yep. Here's a simple implementation of that:

allstrings = [] : [x:t | t <- allstrings, x <- "abcdefghijklmnopqurtuvwxyz 
0123456789."]

This generates a list of all strings that can be made from the above alphabet, 
starting with the empty string, then "a" through ".", then "aa", "ba", "ca" and so on 
through ".a", then "ab", "bb", etc.

Most of those strings will be gibberish, so let's suppose we have a function:

isGibberish :: String -> Bool

that returns true for gibberish, nonsense, etc, and false for anything else. (This 
might be problematic, as the sense or non-sense of some statements may 
depend on the data being considered). Then, assuming that String is implicitly 
convertible to Theory, we have:

allTheories = filter (not isGibberish) allstrings

Next all we need is some function:

isTheoryCompatibleWithData :: [Data] -> Theory -> Bool

that takes a list of data, and a theory, and returns whether that theory is 
compatible with the data, and then we can define allCompatibleTheories very 



easily:

allCompatibleTheories :: [Data] -> [Theories]
allCompatibleTheories data = filter (isTheoryCompatibleWithData data) allstrings

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 23, 2012 at 7:45 PM

On Jan 23, 2012, at 4:18 PM, stephen.push@gmail.com wrote:

On Jan 4, 9:36 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Tue, Jan 3, 2012 at 5:25 PM, stephen.p...@gmail.com

<stephen.p...@gmail.com> wrote:
On Jan 3, 2:57 pm, Richard Fine <richard.f...@gmail.com> wrote:

Could you explain how Popper's conjecture-and-refutation approach is 
deductive?

In The Logic of Scientific Discovery, Popper wrote:  "To give a casual
explanation of an event means to deduce a statement which describes
it, using as premises of the deduction one or more universal laws,
together with certain singular statements, the initial
conditions."  (New York:  Basic Books, 1959, p.59)

You are quoting Popper discussing a narrow issue (giving a causal
explanation of an event) in an early book. What does that have to do
with his views on conjectures and refutations, and his approach to
learning scientific theories in general?

I now have Popper's *Conjectures and Refutations* (Harper Torchbooks
edition, 1968), in which he says, "*Only the falsity of the theory
can
be inferred from empirical evidence, and this inference is a purely
deductive one.*" (p. 55, emphasis in original.)

If you are aware of a book or article in which Popper describes his
approach as non-deductive, could you please provide a citation?

See Realism and the Aim of Science, especially pp 18-34 and perhaps all of 



chapter 1. I think it will clear up a lot of things.

This quote may be difficult to understand out of context:

p 20

My answer to this question is unambiguously affirmative. We can often give 
reasons fore regarding one theory as preferable to another. They consist in 
pointing out that, and how, one theory has hitherto withstood criticism better 
than another. I will call such reasons *critical reasons*, in order to distinguish 
them from those *positive reason* which are offered with the intention of 
justifying a theory, or, in other words, of justifying the belief in its truth.

This is a statement of Popper's core approach to epistemology, and the focus is 
not on deduction but critical argument.

The statement quoted above about falsity is a minor point involving deduction, but 
deduction doesn't play a core role in Popper's approach. It's used sometimes, 
where useful, there's nothing wrong with it, but it can't do everything.

One reason Popper occasionally emphasizes when something can be done by 
deduction is in order to point out that no induction is involved in it.

In Objective Knowledge Popper offers a schema for how epistemology works. 
Deutsch offers a slightly revised version in The Fabric of Reality chapter 3. It is:

Problem -> Conjectured Solutions -> Criticism -> Replacement of erroneous 
theories -> New problem

In science, the Criticism step also includes, notably, criticism using experimental 
tests.

This is not an approach to epistemology focussed on deduction. It's focussed on 
problems, conjectures and criticisms, and it hasn't got any rules like "only use 
deduction" or "use deduction primarily, and you get double points if you do".



Reading the chapters regarding induction in The Fabric of Reality might also help 
clear things up a lot. They are primarily 3 and 7 and I'd also recommend chapter 
1 first.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Induction as a computer program
Date: January 24, 2012 at 3:23 AM

On 23 Jan 2012, at 20:55, Matjaž Leonardis wrote:

On Jan 23, 8:54 pm, Alan Forrester <alanmichaelforres...@googlemail.com> 
wrote:

On 23 Jan 2012, at 19:00, Matjaž Leonardis wrote:

On Jan 23, 7:51 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 23 Jan 2012, at 17:49, Elliot Temple wrote:
Does anyone know any other working orderings
that use a different kind of approach?

I doubt it because the set of all logically possible
theories includes theories whose predictions are
uncomputable.

Though if one assumes that you can express any
possible theory in English with a finite number
of characters then there definitely is an ordering,
I think.

You can order the set of theories whose length is
bounded above by a specific finite number of characters.
That is a different set than the set of all theories that
can be expressed in a finite number of characters for
the same reason as the set {1,2,3,4,5} is different
from the set of all natural numbers.

Yes. I was talking about the second set ( the set of all theories with a finite 
number of characters but not bounded in length). And that set can be ordered, 
like I described.

I just pointed that out, since the ordering defined in the first email doesn't solve 
that problem, but this ordering does.



The set of natural numbers can be ordered: the set of all sentences of the same 
length as the set of natural numbers can't be. If you start with all the sentences 
starting with 'a' you never get off 'a'.

And it's not clear why one should care about theories that can't be expressed in 
any language in a finite number of characters, since you can't store it in the 
brain and therefore can't learn it.

So what? We can add extra memory. We do already: books, computers, etc.

So all storable theories can be ordered.

False.

Alan



From: stephen.push@gmail.com
Subject: [BoI] Re: Fwd: Relativity of explanations
Date: January 24, 2012 at 8:35 AM

On Jan 23, 6:29 pm, Elliot Temple <c...@curi.us> wrote:

DD's recent FoR post is relevant to our recent discussion of induction. In 
particular, "It's a matter of logic that any physical facts admit of infinitely many 
explanations."

I agree with DD's statement above, but I don't think it's relevant to
our recent discussion of induction, because the results of induction
are not explanations.

No matter how many observations we make, they will always be limited
to *specific* “physical facts,” and yet we move from specific facts to
general theories.

When Chargaff and his associates measured bases in the DNA from pig
pancreases, the data revealed chemical constituents not of living
organisms or mammals or even pigs.  It revealed *only* the
constituents of specific cells from the pancreases of a few specific
pigs.  The same goes for their measurements in yeast, bacteria, etc.
These data became the premises of the following induction:

C = G and A = T in the samples from certain pig pancreas cells.
C = G and A =T in the samples from the cells from certain species of
bacteria.
C = G and A = T in the samples from the cells of certain species of
yeast.
[and so on for the other specific cells studied]
Therefore, C = G and A = T in all living cells.

Neither the premises nor the conclusion of this induction are
explanations.  But this step in reasoning was critical to the
explanation that Watson and Crick later developed.  Watson and Crick
would not have won the Nobel Prize if their theory about the structure
of DNA applied *only* to the handful of cell types Chargaff studied.



Some in this discussion have suggested that an infinite number of
inductive inferences could be drawn from Chargaff's data.  I
disagree.  There are in principle an infinite number of mathematical
operations one could perform on a data set.  But there will still be
only a limited number of physical facts those data represent and a
limited number of inductive inferences that can be drawn from those
physical facts.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fwd: Relativity of explanations
Date: January 24, 2012 at 12:46 PM

On Jan 24, 2012, at 5:35 AM, stephen.push@gmail.com wrote:

These data became the premises of the following induction:

C = G and A = T in the samples from certain pig pancreas cells.
C = G and A =T in the samples from the cells from certain species of
bacteria.
C = G and A = T in the samples from the cells of certain species of
yeast.
[and so on for the other specific cells studied]
Therefore, C = G and A = T in all living cells.

There are dozens of ways he could have done this to reach contradictory 
conclusions.

There are always many patterns or similarities across data. it's up to us to choose 
which to pay attention to.

Picking this particular one to focus on, instead of the others, is selective.

What's the selection process for which idea to focus on trying to support with 
induction, instead of the others?

Neither the premises nor the conclusion of this induction are
explanations.  But this step in reasoning was critical to the
explanation that Watson and Crick later developed.  Watson and Crick
would not have won the Nobel Prize if their theory about the structure
of DNA applied *only* to the handful of cell types Chargaff studied.

Some in this discussion have suggested that an infinite number of
inductive inferences could be drawn from Chargaff's data.  I
disagree.

But you were provided with multiple infinite lists.



You then A) denied there were infinitely many anyway, without giving an 
explanation  B) then also denied all of those are allowed by induction, but have 
not provided the rules for what induction allows or not.

I asked clarifying questions on this topic, to which you have not replied.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] Starting Wars (was: Power Checking among the 3 branches of 
American government)
Date: January 24, 2012 at 1:00 PM

On Jan 2, 2012, at 2:21 PM, Rami Rustom wrote:

But couldn't we have reacted to 9/11 without a war? Like the way Obama
got Osama?

If only that were enough. But one evil man alone is not a serious threat. An evil 
man with organized support is a threat, as are the values that generate that 
support. Killing one person doesn't solve the problem (although his death was 
certainly a good thing).

Also, we reacted to 9/11 by starting a war. But war is between states.
Afghanistan didn't attack America. Al Queda attacked America. So we
should have reacted to Al Queda. That wouldn't be a war. It would be a
military, or even better a CIA, operation.

It's fine if you want to call a fight with a non-state enemy by a different word -- but 
calling it a military operation does not change the scale of force necessary to 
eliminate the threat.

~Woty



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Learning By Criticism
Date: January 24, 2012 at 1:13 PM

http://www.macrumors.com/2012/01/24/apple-university-trains-future-apple-
executives-with-focus-on-missteps-of-apple-and-others/

'Apple University' Trains Future Apple Executives with Focus on Missteps of 
Apple and Others

Examples of the case studies being taught at Apple University include the 
story of how Apple crafted its retail strategy from scratch and Apple's approach 
to commissioning factories in China. Wherever possible the cases shine a light 
on mishaps, the thinking being that a company has the most to learn from its 
mistakes.

 His lectures reportedly draw upon crises and missteps experienced by other 
major businesses, events which offer lessons to help Apple's future leaders 
avoid similar pitfalls and learn how to respond when faced with adversity.

He taught a class for executives about the fallen grocery store chain A&P as 
an example of what happened to a company that once dominated its field. 
Quipped an attendee: "We were all trying to figure out what A&P had to do with 
Apple."

Nice focus on mistakes :)

-- Elliot Temple
http://fallibleideas.com/

http://www.macrumors.com/2012/01/24/apple-university-trains-future-apple-executives-with-focus-on-missteps-of-apple-and-others/
http://fallibleideas.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Induction as a computer program
Date: January 24, 2012 at 6:07 PM

On 1/23/2012 6:51 PM, Alan Forrester wrote:
Does anyone know any other working orderings that use a different kind of 
approach?

I doubt it because the set of all logically possible theories includes theories 
whose predictions are uncomputable.

Why would the predictions of a theory being uncomputable make the theory itself 
unorderable?

- Richard

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Induction as a computer program
Date: January 24, 2012 at 6:18 PM

On 24 Jan 2012, at 23:07, Richard Fine wrote:

On 1/23/2012 6:51 PM, Alan Forrester wrote:
Does anyone know any other working orderings that use a different kind of 
approach?

I doubt it because the set of all logically possible theories includes theories 
whose predictions are uncomputable.

Why would the predictions of a theory being uncomputable make the theory 
itself unorderable?

Our best explanation at present states that physical objects can only be used to 
calculate computable stuff.

Alan

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Induction as a computer program
Date: January 24, 2012 at 6:23 PM

On 1/24/2012 11:18 PM, Alan Forrester wrote:
On 24 Jan 2012, at 23:07, Richard Fine wrote:

On 1/23/2012 6:51 PM, Alan Forrester wrote:
Does anyone know any other working orderings that use a different kind of 
approach?

I doubt it because the set of all logically possible theories includes theories 
whose predictions are uncomputable.

Why would the predictions of a theory being uncomputable make the theory 
itself unorderable?

Our best explanation at present states that physical objects can only be used to 
calculate computable stuff.

And therefore, the predictions of the theory cannot be represented as physical 
objects, or something? But still, why does that make the theory itself 
unorderable? Aren't the theory's predictions separate from the theory?

Like, doesn't the theory "this program will enter an infinite loop" make an 
uncomputable prediction (requires solving the halting problem)? But it seems 
simple enough a theory itself...

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 24, 2012 at 8:05 PM

On Jan 23, 2012, at 12:46 AM, Steve Push wrote:

On Jan 23, 3:22 am, Elliot Temple <c...@curi.us> wrote:
On Jan 23, 2012, at 12:12 AM, Steve Push wrote:

I reject Elliot's generalizations because they obscure that precision.

And is this critical rejection:

- induction?
- deduction?
- something else?

Deduction:

Generalizations based on fudged data are unreliable.
Elliot's generalizations are based on fudged data.
Therefore Elliot's generalizations are unreliable.

And where are those premises coming from?

- induction?
- deduction?
- something else?

If we take Elliot's "at-least" hedge seriously, we must find out what the actual 
precision is

This and other comments misread my intent. I meant that the C and G levels 
vary within the range. So they are not always equal, they're often different, but 
always within 20%. That claim is different than saying they are always equal, it 
contradicts Chargaff who says they don't vary, and it does not contradict any of 
the data points.



In the papers I read, Chargaff and his coauthors never asserted that
there was no variance in their data; the variance was within 10%.  If
you found any papers showing variance greater than 10%, please provide
the citations.

OK so he says always within 10%, and my example generalization says it varies 
up to 20%. So they contradict each other. What's the problem?

Also the issue is not variance in data (which is never perfect) but variance in the 
fact of the matter. I thought his conjecture is that they are actually equal. It seems 
to me that this is now saying Chargaff got data variance of 10% in experiment 
and then generalized from this varying data that there is, in fact, no variance. how 
is that even valid induction, rather than a fudge or whatever? why was he allowed 
not to trust the data that showed they often aren't equal, but when i suggest data 
points might be false that's a fudge to be dismissed?

Changing it to 20.1%, 20.2%, and so on, is not about changing the precision of 
anything, but about changing the asserted possible ratio of C/G levels that 
actually happen (in particular, what is the furthest apart they can ever be? Due 
to, say, the chemistry of how DNA works.). They are each different substantive 
assertions.

You are contradicting yourself.  In a previous paragraph you said the
"C and G levels" are "always within 20%."  If they are always within
20%, they cannot be more than 20%.

This is a misreading. I am not making any assertions myself. I'm providing 
example generalizations.

20.2% was another of my example generalizations. I listed more than one 
generalizations. The separate generalizations I listed do contradict each other. 
But that's totally different than me contradicting myself. Clear?

The point is there are infinitely many, each is compatible with the data, and the 
differences between them is not precision (in other words, they *do* contradict 
each other, substantively).



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: Re: [BoI] BoI on Induction
Date: January 24, 2012 at 8:05 PM

On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.

How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a different 
decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe you 
will find examples of induction.

We're not going to find any examples without a clear idea of what induction is, so 
that we can look for it. That involves an answer to the question of how an 
inductive generalization works (and how it possibly could).

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Hacker Diet Blog Post (was: Calorie Counting)
Date: January 24, 2012 at 8:05 PM

On Jan 14, 2012, at 10:26 PM, Josh Jordan wrote:

On Jan 14, 11:58 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 14, 2012, at 8:29 PM, Josh Jordan wrote:

On Jan 13, 4:34 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 1:11 PM, Josh Jordan wrote:

On Jan 13, 2:29 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 13, 2012, at 11:14 AM, Josh Jordan wrote:

The Hacker's Diet (4th ed.) by John Walker is a great book on how to
lose fat by counting calories. Available free online at
http://www.fourmilab.ch/hackdiet/

And where can I find the reader comments or discussion?

Here are about 77 posts referencing it on a weight-loss sub-forum at
reddit:

https://www.google.com/search?
q=%22hacker%27s+diet%22+site:reddit.com...

Scattered comments are not discussion of the diet. If there's anything 
useful, could you link to it directly?

The idea of looking at reader comments to evaluate whether a diet is
rational is completely foreign to me.

Rational ideas spawn some rational use of those ideas. I take the non-
exisetence of any rational diet discussion, rational use of any diet, etc, as 
evidence the diets themselves are not rational.

If there was some rational diet that could be used by people to approach food 
in a rational way, then we'd be able to look at the ideas of its proponents and 
see it.

http://www.fourmilab.ch/hackdiet/
https://www.google.com/search?q=%22hacker%27s+diet%22+site:reddit.com


The following web page is what I would consider a rational comment
from someone who tried the Hacker's Diet:

http://geekgirlgetsfit.com/geek-girl-on-the-hackers-diet/

Does that help?

Yes. But I don't think it's very rational.

The first thing I see is before/after pictures. But the before picture is from an 
angle so that you can't see her size. It fails to illustrate the thing it's supposedly 
illustrating.

The second thing I see is a denial of responsibility using scientism:

I had been very thin in my teens despite my bad eating habits (ahh, youthful 
metabolism). Then my metabolism couldn’t keep up with me.

Did she measure her metabolism? Nah. She just wants the trappings of scientific 
authority while not actually using the scientific method.

She also declares some of her previous eating, which *did not make her 
overweight*, as "bad". Why? Because she has adopted various irrational memes 
about what constitutes "good" and "bad" eating, and it hasn't occurred to her to 
consider if it really was bad even as she points out it was harmless.

Third -- and I still haven't even skipped over anything:

After a few years of pizza, Taco Bell and sugar coated sugar with sugar filling I 
started filling out. In 6 years I gained over 35 pounds.

So the supposedly rational person supposedly rationally using a diet supposedly 
about eating fewer calories ... puts this in terms of *which foods* not *how much*.

I moved from a low activity job in retail (where I was at least required to stand)

http://geekgirlgetsfit.com/geek-girl-on-the-hackers-diet/


So now she's praising being *required* -- she doesn't respect autonomy and 
making her own choices.

• Eating “healthy” is not relevant to losing weight, but it will make you feel better 
and live longer.

So the Hacker Diet endorses nonsense. This is pretty much either mysticism or 
endorsement of irrationality.

No, eating more blueberries and salads won't magically make you full of energy 
or improve your wellbeing or whatever.

To think it will is mysticism, not science. Blueberries don't do that.

However, there is a different way to read the claim. What happens when people 
eat more blueberries and salads? They, believing a lot of nonsense, feel better 
about themselves and feel less guilt.

So, the food does not "make you feel better" but people often *make themselves* 
feel better while eating that food. But only because they were irrational in the first 
place.

• You don’t exercise to lose weight (although it certainly helps). You exercise 
because you’ll live longer and you’ll feel better.

Why is the hacker diet endorsing a bunch of fads, nonsense and scientism if it's a 
rational diet about calorie counting?

I weighted myself every morning (after going to the bathroom and before eating) 
and recorded my weight. This wasn’t easy at first (who want to be reminded 
they are fat every morning)

Who? Perhaps rational people who believe that (from the website) "Having data 
about your weight and how much you are burning every day is essential"

She deemed it essential data, but didn't like collecting it. This is straight up 



irrationality. The rational thing to do is to *change one's mind* in various ways, 
e.g. by updating one's preferences to match one's judgment. When one fails to 
update one's preference according to one's best ideas, then it is *resisting error 
correction* -- it's irrational.

I have stopped drinking pop. I miss it, but it’s just not worth the empty calories. I 
only drink water now.

"I miss it" is a subtle statement that her diet hurts her. If her diet was actually 
good and rational, she would prefer it and not have a preference to eat in a 
different way. But she's conflicted, there's irrationality.

The general attitude pervading the thing is also harmful and irrational in more 
subtle ways than the above.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] 3 archtypes of learning?
Date: January 24, 2012 at 8:05 PM

On Jan 9, 2012, at 12:29 PM, Rami Rustom wrote:

On another forum, somebody mentioned my 'How children learn article'.
Then I explained TCS. Then I explained how the mind learns by the
Popperian conjecture/criticism method. Then he criticized by saying
that it doesn't mention:

three of the primary methods of learning. Auditory, Visual, and Haptic learning.

Doesn't TCS deny all of that?

Well it's pretty ambiguous.

Is that supposed to be a complete list? Then it's wrong because not all learning is 
so directly related to the senses.

What does Visual Learning mean? Is it induction? Or is it making guesses and 
using visual information to criticize them?

If the question is whether the standard ideas about learning are true or false, the 
answer is they are false on account of being non-Popperian.

Or does TCS simply side step it all and say that the child will figure
it out on her own?

---
This what the full question:

A few things that are concerning that perhaps you could elaborate more on 
would be three of the primary methods of learning. Auditory, Visual, and Haptic 
learning. While you can describe the outcome scenario as ending in a logic 
statement such as "If the stove is on, don't touch." How a child actually learns 
this could be very different. The Auditory learner may hear the information 



differently than the Visual learner sees it and catalog it differently.

Any person can do any type of learning.

Some people might prefer specific types. For example one might like instructional 
videos (with minimal audio, muted, with subtitles), while another reads plain text 
books, and another reads comic books. Those are all "visual" but different. Visual 
isn't necessarily a very good/useful category.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Liberal view of abortion...
Date: January 24, 2012 at 8:05 PM

On Jan 11, 2012, at 6:33 AM, Rami Rustom wrote:

What is the liberal view of abortion?

People can do what they want as long as they don't infringe upon the
rights of other people.

So a women can abort her pregnancy up until the fetus is considered a
person, because that person now has rights that should not be
infringed upon.

Right.

Note that this disagrees with the mainstream view on abortion of the Democratic 
party and its politicians.

Their view is something like, "abortion should be legal, it is a women's choice, but 
abortions are regrettable".

But if it's not a person, and you destroy it with an abortion, what is to regret? 
What's bad? (Sure it's a bit inconvenient to get an abortion, but that's not what 
they are talking about.)

It also disagrees with the Republicans who don't like to think very carefully about 
when it's a person and what a person is.

So the question is, when is a fetus elevated to the status of person?

Is it when the fetus's mind gains the capacity to experience *pain*?

No. It's when it can *think* like a person. When it *has a mind*.

Alright, these coincide because you said "capacity", and when it's a mind it has 
universal capacity. However, *actually experiencing mental suffering* may come 



late (or, perhaps, if things go really well, never).

-- If yes, when does that happen during the pregnancy?
-- If no, then what stage of brain development do we draw the line?

No matter where we draw the line, there is another issue. When a
person comes into existence, it was not of his choosing. So consider
this thought experiment.

A mother made a rational decision to continue her pregnancy. Then time
passed and the line [drawn above] was crossed. Then the mother's
situation changed and she is now presented with an awful dilemma; let
the child be born with an awful situation that is likely to cause
great distress to that child, or abort thus preventing that potential
great distress. Lets assume also that the mother is thinking very
rationally about the situation and her decision.

I don't think this scenario has very much to do with abortion.

Sometimes people have a kid, and then when the kid is 3 years old their situation 
changes (e.g. they lose their job, or their wife dies).

This kind of thing happens. If it happens when the kid is 3, you wouldn't consider 
killing the kid. If it happens when the kid is still in the womb but *is already a 
person*, killing him is not an option either.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: stephen.push@gmail.com
Subject: [BoI] Re: Fwd: Relativity of explanations
Date: January 24, 2012 at 9:41 PM

On Jan 24, 12:46 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 24, 2012, at 5:35 AM, stephen.p...@gmail.com wrote:

These data became the premises of the following induction:

C = G and A = T in the samples from certain pig pancreas cells.
C = G and A =T in the samples from the cells from certain species of
bacteria.
C = G and A = T in the samples from the cells of certain species of
yeast.
[and so on for the other specific cells studied]
Therefore, C = G and A = T in all living cells.

There are dozens of ways he could have done this to reach contradictory 
conclusions.

I suppose there are dozens of ways he could have done bad science.
Fortunately, he didn’t.

There are always many patterns or similarities across data.

I wouldn’t say “always,” but I agree that is often the case.

it's up to us to choose which to pay attention to.

I agree.

Picking this particular one to focus on, instead of the others, is selective.

Yes, it is.

What's the selection process for which idea to focus on trying to support with 
induction, instead of the others?

I’m not sure I know exactly what you mean by induction supporting



ideas, but I think I understand the question and will take a stab at
answering it.

The selection process varies from situation to situation.  In
Chargaff's case, he was trying to measure all of the constituents of
DNA because he felt that such knowledge was needed to elucidate DNA's
structure and function.  He apparently paid particular attention to
the purines and pyrimidines because their previous measurement --
which he eventually showed to be inaccurate -- had supported the
tetranucleotide hypothesis.  Early in the 20th Century that hypothesis
created the mistaken impression that DNA was not likely to be the
genetic material of the cell.

I suspect you are trying to suggest that Chargaff’s selection process
will reveal that he was making conjectures rather than inductions.
Chargaff did make conjectures, but they were guesses about which
chemical processes would provide the most accurate measures of DNA’s
constituents.  If you take Chargaff at his word, he didn’t know the
significance of the base ratios (other than to refute the
tetranucleotide hypothesis).  I’m sure if he realized how the bases
determine the structure and function of the molecule, he would have
published his model and won the Nobel Prize for himself.  Nothing he
knew before Watson and Crick published their landmark paper in 1953
led him to the realization of what the base ratios were in his
samples, not to mention what they were in species he had never
examined.  Rather, observation and inductive reasoning did that.

Neither the premises nor the conclusion of this induction are
explanations.  But this step in reasoning was critical to the
explanation that Watson and Crick later developed.  Watson and Crick
would not have won the Nobel Prize if their theory about the structure
of DNA applied *only* to the handful of cell types Chargaff studied.

Some in this discussion have suggested that an infinite number of
inductive inferences could be drawn from Chargaff's data.  I
disagree.

But you were provided with multiple infinite lists.

You then A) denied there were infinitely many anyway, without giving an 



explanation  B) then also denied all of those are allowed by induction, but have 
not provided the rules for what induction allows or not.

Chargaff’s induction generalized about a data set that represented a
finite number of physical facts.  You showed how one could, in
principle, carry out an infinite number of mathematical operations on
the data set.  But those operations would not produce an infinite
number of physical facts, just as translating the data into a second
language would not double the number of physical facts.

I asked clarifying questions on this topic, to which you have not replied.

I have tried to answer all of your questions.  If you still have
questions, please let me know and I will try to explain my views
further.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fwd: Relativity of explanations
Date: January 24, 2012 at 11:48 PM

On Jan 24, 2012, at 6:41 PM, stephen.push@gmail.com wrote:

On Jan 24, 12:46 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 24, 2012, at 5:35 AM, stephen.p...@gmail.com wrote:

These data became the premises of the following induction:

C = G and A = T in the samples from certain pig pancreas cells.
C = G and A =T in the samples from the cells from certain species of
bacteria.
C = G and A = T in the samples from the cells of certain species of
yeast.
[and so on for the other specific cells studied]
Therefore, C = G and A = T in all living cells.

There are dozens of ways he could have done this to reach contradictory 
conclusions.

I suppose there are dozens of ways he could have done bad science.
Fortunately, he didn’t.

Why are those "bad science" according to induction?

What are the rules for which ways are good, inductive science and which isn't?

There are always many patterns or similarities across data.

I wouldn’t say “always,” but I agree that is often the case.

No. Always. Every possible data set fits into infinitely many patterns.

For example the data set [1, 2] fits patterns such as doubling, incrementing, or 



cycling through the first N integers for any N >= 2. It also fits many more complex 
patterns. As well as simpler ones like "only numbers" or "only positive numbers" 
or "only numbers less than N" for any N <= 3.

Do you have a counter-example or counter-argument?

it's up to us to choose which to pay attention to.

I agree.

Picking this particular one to focus on, instead of the others, is selective.

Yes, it is.

What's the selection process for which idea to focus on trying to support with 
induction, instead of the others?

I’m not sure I know exactly what you mean by induction supporting
ideas, but I think I understand the question and will take a stab at
answering it.

The selection process varies from situation to situation.

But induction is supposed to be one process, not a name given to a variety of 
different approaches.

Maybe there are commonalities. What are the commonalities for the selection 
process for all induction?

 In
Chargaff's case, he was trying to measure all of the constituents of
DNA because he felt that such knowledge was needed to elucidate DNA's
structure and function.

And what does that have to do with induction?

What I hear is that he had:



A) a conjecture that such knowledge would be useful

B) a problem situation he was trying to address

and otherwise was following a Popperian approach.

 He apparently paid particular attention to
the purines and pyrimidines because their previous measurement --
which he eventually showed to be inaccurate -- had supported the
tetranucleotide hypothesis.

So he didn't just trust data but investigated his guess even when it contradicted 
some data. Contrary to your previous statements about how we have to trust our 
data.

 Early in the 20th Century that hypothesis
created the mistaken impression that DNA was not likely to be the
genetic material of the cell.

I suspect you are trying to suggest that Chargaff’s selection process
will reveal that he was making conjectures rather than inductions.

It might, but the main issue is that I want you to specify how induction works 
(since our position is that it doesn't work, we won't be able to provide details of 
what is/isn't induction that satisfy you, without you conceding, so you have to to 
it.)

What are the rules for induction?

What makes something induction rather than not being induction? What defines 
the category "induction"?

I don't think the induction literature provides viable selection rules or otherwise 
adequately addresses this problem. Do you think it does? How is the problem 
addressed?

Chargaff did make conjectures, but they were guesses about which
chemical processes would provide the most accurate measures of DNA’s
constituents.



So, those are guesses. What's the meaning of the "but"? Popperians allow 
guessing about anything.

 If you take Chargaff at his word, he didn’t know the
significance of the base ratios (other than to refute the
tetranucleotide hypothesis).  I’m sure if he realized how the bases
determine the structure and function of the molecule, he would have
published his model and won the Nobel Prize for himself.  Nothing he
knew before Watson and Crick published their landmark paper in 1953
led him to the realization of what the base ratios were in his
samples, not to mention what they were in species he had never
examined.  Rather, observation and inductive reasoning did that.

You can't appeal to inductive reasoning doing anything in an explanation of how 
inductive selection works. That's circular. Care to try again?

Neither the premises nor the conclusion of this induction are
explanations.  But this step in reasoning was critical to the
explanation that Watson and Crick later developed.  Watson and Crick
would not have won the Nobel Prize if their theory about the structure
of DNA applied *only* to the handful of cell types Chargaff studied.

Some in this discussion have suggested that an infinite number of
inductive inferences could be drawn from Chargaff's data.  I
disagree.

But you were provided with multiple infinite lists.

You then A) denied there were infinitely many anyway, without giving an 
explanation  B) then also denied all of those are allowed by induction, but have 
not provided the rules for what induction allows or not.

Chargaff’s induction generalized about a data set that represented a
finite number of physical facts.  You showed how one could, in
principle, carry out an infinite number of mathematical operations on
the data set.  But those operations would not produce an infinite
number of physical facts, just as translating the data into a second



language would not double the number of physical facts.

So we have some ideas, e.g. about 8 data points.

We want a more general idea, e.g. that covers 20 data points. Or maybe even a 
universal theory which covers infinitely many data points.

This is a pretty narrow problem situation. Normally I wouldn't be so interested in 
data, but induction is hopeless when data isn't involved. Which means induction 
cannot address the problem of how knowledge is created (general case). So 
induction already fails from that.

But anyway, focussing on data:

As a matter of logic, given our 8 data points, and trying to get a new idea (a more 
general idea) with 20, what could those other 12 be?

The answer is they could be absolutely anything.

Literally anything.

For example if the first 8 are all 1, the next 12 might all be 5 million. Or 7 trillion. 
Or -42. Each of those possibilities follows a pattern (actually, any one of infinitely 
many patterns).

The idea of "generalizing the pattern", or something like that, fails to account for 
the infinity of available patterns giving contradictory answers for what the next 
element in the sequence is.

And as a matter of logic, what could the first N (any large integer, your choice) 
elements (other than the 8 we start with) of the infinite data set be? Again, 
anything.



I have showed that our more general idea (one specifying more data points, 
perhaps including some in the future we might want to predict) has no meaningful 
restrictions, as a matter of logic.

We have to restrict it some other way. Like criticism.

Or induction, if induction can provide restrictive rules. But what are they? I haven't 
got any answers about this. Instead I've gotten special case answers all of which 
looked to me like criticisms.

None of these questions I'm asking have good answers by the way. That's why 
you can't provide any. Tons of professionals have spent careers trying to answer 
them, and utterly failed. The only (known) solution is to abandon this whole 
approach and use a different one focussed more on explanation and criticism.

You have to do things like consider: what are the numbers? Do they have to do 
with some physical objects, say? Well, what are our explanations of how those 
physical objects work? What stuff is relevant? And so on.

Induction doesn't do that. It says focus on the data. That's exactly the wrong 
thing. You have to focus on the explanations. If all you have is the data points, 
you're screwed. There are infinitely many patterns it fits, and there's no way to 
select between them.

The suggestion to "generalize" is useless -- it doesn't address the problem or tell 
one how to do it.

Example: [1, 2]. Generalize it. Go ahead.

But you can't.

To the extent we ever manage to "generalize" anything it's only by creative and 
critical thinking, not a function of data. Data doesn't generalize but sometimes we 
guess some general ideas that aren't promptly refuted by criticism.

Data has no meaning, inherently, and cannot point to any ideas or 



generalizations. Data can only be interpreted by us, according to our ideas and 
explanations. Which we can't get from induction since we need them to look at 
data in the first place.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 25, 2012 at 12:14 AM

On Jan 24, 8:05 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 23, 2012, at 12:46 AM, Steve Push wrote:

On Jan 23, 3:22 am, Elliot Temple <c...@curi.us> wrote:
On Jan 23, 2012, at 12:12 AM, Steve Push wrote:

I reject Elliot's generalizations because they obscure that precision.

And is this critical rejection:

- induction?
- deduction?
- something else?

Deduction:

Generalizations based on fudged data are unreliable.
Elliot's generalizations are based on fudged data.
Therefore Elliot's generalizations are unreliable.

And where are those premises coming from?

- induction?
- deduction?
- something else?



Premise 1 is self-evident.  Premise 2 is by deduction.

If we take Elliot's "at-least" hedge seriously, we must find out what the actual 
precision is

This and other comments misread my intent. I meant that the C and G levels 
vary within the range. So they are not always equal, they're often different, 
but always within 20%. That claim is different than saying they are always 
equal, it contradicts Chargaff who says they don't vary, and it does not 
contradict any of the data points.

In the papers I read, Chargaff and his coauthors never asserted that
there was no variance in their data; the variance was within 10%.  If
you found any papers showing variance greater than 10%, please provide
the citations.

OK so he says always within 10%, and my example generalization says it varies 
up to 20%. So they contradict each other. What's the problem?

Chargaff actually measured the amounts of each base present in various
samples; you made up your “data.”

Also the issue is not variance in data (which is never perfect) but variance in the 
fact of the matter.

How can you know the “variance in the fact of the matter” other than
from the variance in data?

I thought his conjecture is that they are actually equal. It seems to me that this is 
now saying Chargaff got data variance of 10% in experiment and then 
generalized from this varying data that there is, in fact, no variance. how is that 
even valid induction, rather than a fudge or whatever?

The variance was *less than* 10%.  In one study, it was only 2%.  A
ratio of 1.02 is pretty close to 1, and it’s reasonable to assume that
the variance was due to experimental error.  Chargaff could have been
wrong about that.  But with the benefit of 20/20 hindsight, we now
know he was right.



why was he allowed not to trust the data that showed they often aren't equal, but 
when i suggest data points might be false that's a fudge to be dismissed?

Because he did real measurements of real samples and made an educated
judgment about the source of the variance, while you made up some
numbers.

Changing it to 20.1%, 20.2%, and so on, is not about changing the precision 
of anything, but about changing the asserted possible ratio of C/G levels that 
actually happen (in particular, what is the furthest apart they can ever be? 
Due to, say, the chemistry of how DNA works.). They are each different 
substantive assertions.

You are contradicting yourself.  In a previous paragraph you said the
"C and G levels" are "always within 20%."  If they are always within
20%, they cannot be more than 20%.

This is a misreading. I am not making any assertions myself. I'm providing 
example generalizations.

Your “generalizations” are not derived from anything in the real
world; they’re numbers you pulled out of the air.

20.2% was another of my example generalizations. I listed more than one 
generalizations. The separate generalizations I listed do contradict each other. 
But that's totally different than me contradicting myself. Clear?

Both of the “generalizations” were yours.  They contradicted each
other.  How is that different from contradicting yourself?  I
understand the point you are trying to make, but it doesn’t hold
water.  The fact that you can dream up fictitious statements that
contradict each other says nothing about the validity of Chargaff’s
conclusions.

The point is there are infinitely many, each is compatible with the data, and the 
differences between them is not precision (in other words, they *do* contradict 
each other, substantively).



There are two possible interpretations of your “within 20%”
hypothetical example.  Either you acknowledge that the actual variance
was between 2% and 10%.  In that case there is no substantive
difference between your generalization and Chargaff’s.  Or you are
asserting that the variance was sometimes more than 10%.  In that case
you are fabricating false data.  Neither interpretation impeaches
Chargaff’s Rules.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 25, 2012 at 12:39 AM

On Jan 24, 2012, at 9:14 PM, stephen.push@gmail.com wrote:

On Jan 24, 8:05 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 23, 2012, at 12:46 AM, Steve Push wrote:

On Jan 23, 3:22 am, Elliot Temple <c...@curi.us> wrote:
On Jan 23, 2012, at 12:12 AM, Steve Push wrote:

I reject Elliot's generalizations because they obscure that precision.

And is this critical rejection:

- induction?
- deduction?
- something else?

Deduction:

Generalizations based on fudged data are unreliable.
Elliot's generalizations are based on fudged data.
Therefore Elliot's generalizations are unreliable.

And where are those premises coming from?

- induction?
- deduction?
- something else?

Premise 1 is self-evident.  Premise 2 is by deduction.

But nothing is self-evident.

And this particular thing I actually disagree with.



You call it self-evident, I call it false. Appeal to self-evidence isn't an argument, it's 
basically an admission of having no arguments.

I think it contains multiple misconceptions. It contains the implicit assumption that 
it's a good approach to judge ideas based on their source. It also contains the 
assumption that we should judge the reliability of ideas. It also contains the idea 
that we shouldn't question and criticize our data.

Premise 2 is a misunderstanding since the generalizations I listed were not based 
on anything and also didn't fudge any data: they were all compatible with the 
existing data. In other words: if they were true, we'd expect to get exactly the data 
we got.

If we take Elliot's "at-least" hedge seriously, we must find out what the 
actual precision is

This and other comments misread my intent. I meant that the C and G 
levels vary within the range. So they are not always equal, they're often 
different, but always within 20%. That claim is different than saying they are 
always equal, it contradicts Chargaff who says they don't vary, and it does 
not contradict any of the data points.

In the papers I read, Chargaff and his coauthors never asserted that
there was no variance in their data; the variance was within 10%.  If
you found any papers showing variance greater than 10%, please provide
the citations.

OK so he says always within 10%, and my example generalization says it 
varies up to 20%. So they contradict each other. What's the problem?

Chargaff actually measured the amounts of each base present in various
samples; you made up your “data.”

Also the issue is not variance in data (which is never perfect) but variance in 
the fact of the matter.

How can you know the “variance in the fact of the matter” other than



from the variance in data?

What I said is there are infinitely many possibilities for the "variance in the fact of 
the matter" that *do not contradict the data*.

I gave examples, as requested.

I thought his conjecture is that they are actually equal. It seems to me that this 
is now saying Chargaff got data variance of 10% in experiment and then 
generalized from this varying data that there is, in fact, no variance. how is that 
even valid induction, rather than a fudge or whatever?

The variance was *less than* 10%.  In one study, it was only 2%.  A
ratio of 1.02 is pretty close to 1, and it’s reasonable to assume that
the variance was due to experimental error.

And this differs from data-fudging how? Because reasonable data-fudging is fine, 
and unreasonable data-fudging isn't? If so, the real issue is being reasonable or 
not. Which hides all the complexity of epistemology in the term "reasonable" and 
sheds no light on how epistemology works (apart from one thing: if induction 
requires a conception of reasonable as a prerequisite, then reasonableness 
cannot involve induction or it'd be circular, so we could at least eliminate induction 
from epistemology.)

 Chargaff could have been
wrong about that.  But with the benefit of 20/20 hindsight, we now
know he was right.

why was he allowed not to trust the data that showed they often aren't equal, 
but when i suggest data points might be false that's a fudge to be dismissed?

Because he did real measurements of real samples and made an educated
judgment about the source of the variance, while you made up some
numbers.

This "educated judgment" is one of the phrases by which you conceal the *entire 
creative/scientific process*, which isn't inductive. It's where all the actual thinking 
and figuring things out gets done, and you don't describe how it works at all.



The whole point is: what's to stop people from making up things that are, logically, 
compatible with the data?

As a matter of logic what stops them absolutely cannot be the data itself.

It must be something else. Such as "educated judgment". Or induction.

Popper provides a something else, and an explanation of how it works in the 
general case.

Induction doesn't. Or at least: I'm asking for such a thing to be providing, and still 
waiting. (And I've asked many inductivists in the past, and read publications, and 
so on, and never found an answer.)

Changing it to 20.1%, 20.2%, and so on, is not about changing the precision 
of anything, but about changing the asserted possible ratio of C/G levels 
that actually happen (in particular, what is the furthest apart they can ever 
be? Due to, say, the chemistry of how DNA works.). They are each different 
substantive assertions.

You are contradicting yourself.  In a previous paragraph you said the
"C and G levels" are "always within 20%."  If they are always within
20%, they cannot be more than 20%.

This is a misreading. I am not making any assertions myself. I'm providing 
example generalizations.

Your “generalizations” are not derived from anything in the real
world; they’re numbers you pulled out of the air.

I pulled them not out of air but out of the set of things logically compatible with the 
data.

What other kind of "deriving" (or inducing) from data is there?



20.2% was another of my example generalizations. I listed more than one 
generalizations. The separate generalizations I listed do contradict each other. 
But that's totally different than me contradicting myself. Clear?

Both of the “generalizations” were yours.  They contradicted each
other.  How is that different from contradicting yourself?

I said there are infinitely many generalizations, many contradictory.

You asked for a list of examples.

I provided examples from the set, some contradictory.

Now you accuse me of contradicting myself!?

I never claimed any of the generalizations I gave were true, I simply said they 
were compatible with the data and asked how induction selects from the set of 
compatible generalizations.

I would only be contradicting myself if I asserted that two contradictory ideas 
*were true*.

 I
understand the point you are trying to make, but it doesn’t hold
water.  The fact that you can dream up fictitious statements that
contradict each other says nothing about the validity of Chargaff’s
conclusions.

You haven't shown any understanding of the point. This statement here doesn't 
acknowledge, describe, or engage with my point.

I don't actually have a problem with Chargaff's conclusions. For all I know he did 
great science. If I had to take a guess, that's what I'd guess.

I'm not questioning him. I'm questioning induction. He *correctly* chose his 
generalization over various other ones. By what process did he do that? You say 
by induction. But how does induction work? How does induction select his 



particular idea as the generalization of the data, when the data is compatible with 
infinitely many others?

You don't like the others. But what is wrong with them? I don't deny something is 
wrong with them, I want to talk about what is it and what the rules of epistemology 
are for judging such things.

Since they are compatible with the data, a data-based approach like induction 
cannot make any complaint about them... When Chargaff rejected them, he must 
have been using some other approach. Like Popper's. Or, you think, not. So what 
did he use?

The point is there are infinitely many, each is compatible with the data, and the 
differences between them is not precision (in other words, they *do* contradict 
each other, substantively).

There are two possible interpretations of your “within 20%”
hypothetical example.  Either you acknowledge that the actual variance
was between 2% and 10%.  In that case there is no substantive
difference between your generalization and Chargaff’s.  Or you are
asserting that the variance was sometimes more than 10%.  In that case
you are fabricating false data.  Neither interpretation impeaches
Chargaff’s Rules.

The idea is that the data varies more than 10% in cases other than the ones 
measured (up to 20.n%), while being under 10% in those cases that were 
measured.

This is compatible with the data, but also contradicts Chargaff's theory.

So: *how is it to be rejected*?

It certainly can be rejected. The issue is by what method, what rules of 
procedure?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Induction as a computer program
Date: January 25, 2012 at 3:35 AM

On 24 Jan 2012, at 23:23, Richard Fine wrote:

On 1/24/2012 11:18 PM, Alan Forrester wrote:
On 24 Jan 2012, at 23:07, Richard Fine wrote:

On 1/23/2012 6:51 PM, Alan Forrester wrote:
Does anyone know any other working orderings that use a different kind of 
approach?

I doubt it because the set of all logically possible theories includes theories 
whose predictions are uncomputable.

Why would the predictions of a theory being uncomputable make the theory 
itself unorderable?

Our best explanation at present states that physical objects can only be used 
to calculate computable stuff.

And therefore, the predictions of the theory cannot be represented as physical 
objects, or something? But still, why does that make the theory itself 
unorderable? Aren't the theory's predictions separate from the theory?

Like, doesn't the theory "this program will enter an infinite loop" make an 
uncomputable prediction (requires solving the halting problem)? But it seems 
simple enough a theory itself...

There is that criterion, and an infinite number of others, like whether the theory 
predicts the existence of something that looks like a purple ocelot with antlers and 
bad breath. There is nothing to pick out one order as better than the others apart 
from the laws of physics.

Alan



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Induction as a computer program
Date: January 25, 2012 at 3:52 AM

On 1/25/2012 8:35 AM, Alan Forrester wrote:
On 24 Jan 2012, at 23:23, Richard Fine wrote:

On 1/24/2012 11:18 PM, Alan Forrester wrote:
On 24 Jan 2012, at 23:07, Richard Fine wrote:

On 1/23/2012 6:51 PM, Alan Forrester wrote:
Does anyone know any other working orderings that use a different kind 
of approach?

I doubt it because the set of all logically possible theories includes theories 
whose predictions are uncomputable.

Why would the predictions of a theory being uncomputable make the theory 
itself unorderable?

Our best explanation at present states that physical objects can only be used 
to calculate computable stuff.

And therefore, the predictions of the theory cannot be represented as physical 
objects, or something? But still, why does that make the theory itself 
unorderable? Aren't the theory's predictions separate from the theory?

Like, doesn't the theory "this program will enter an infinite loop" make an 
uncomputable prediction (requires solving the halting problem)? But it seems 
simple enough a theory itself...

There is that criterion, and an infinite number of others, like whether the theory 
predicts the existence of something that looks like a purple ocelot with antlers 
and bad breath. There is nothing to pick out one order as better than the others 
apart from the laws of physics.

I think I see how the laws of physics would determine the best ordering, but I 
thought your claim was that there could be no ordering other than length-
grouped-alphabetical *at all*?

Or do you just mean that there can be no orderings that iterate through all the 
theories involving aliens of infinitely varying heights, and then all the purple 
oceolots with different sized antlers, and so on? Even then I'm still not clear on 



what predictions have to do with it; I could predict "this theory will enter an infinite 
loop after X seconds" for varying values of X, so there's an infinite number of 
theories making uncomputable predictions, but it still seems easy enough to order 
the statements in increasing magnitude of X.

- Richard



From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] 3 archtypes of learning?
Date: January 25, 2012 at 6:37 AM

On 9 Jan 2012, at 20:29, Rami Rustom wrote:

On another forum, somebody mentioned my 'How children learn article'.
Then I explained TCS. Then I explained how the mind learns by the
Popperian conjecture/criticism method. Then he criticized by saying
that it doesn't mention:

three of the primary methods of learning. Auditory, Visual, and Haptic learning.

Doesn't TCS deny all of that?

Yes, but I thought even the conventional cognitive scientists now think that's not 
true:

http://www.youtube.com/watch?v=sIv9rz2NTUk

(Or even if it's not the prevailing view, maybe this video will convince your friend 
on the forum.)

--
Lulie Tanett

-- 

http://www.youtube.com/watch?v=sIv9rz2NTUk


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Liberal view of abortion...
Date: January 25, 2012 at 6:37 AM

On Jan 24, 2012 7:05 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 11, 2012, at 6:33 AM, Rami Rustom wrote:

What is the liberal view of abortion?

People can do what they want as long as they don't infringe upon the
rights of other people.

So a women can abort her pregnancy up until the fetus is considered a
person, because that person now has rights that should not be
infringed upon.

Right.

Note that this disagrees with the mainstream view on abortion of the Democratic 
party and its politicians.

Sure. I'm not a Democrat nor a leftist.

Their view is something like, "abortion should be legal, it is a women's choice, 
but abortions are regrettable".

But if it's not a person, and you destroy it with an abortion, what is to regret? 
What's bad? (Sure it's a bit inconvenient to get an abortion, but that's not what 
they are talking about.)

It also disagrees with the Republicans who don't like to think very carefully about 
when it's a person and what a person is.

Yep. I'm never been a Republican nor a conservative [at least they way
they define it].

When I was reading about liberalism, I noticed they used the term
liberal conservatism. And then I think you told me that we call that



liberalism.

So where's our party?

So the question is, when is a fetus elevated to the status of person?

Is it when the fetus's mind gains the capacity to experience *pain*?

No. It's when it can *think* like a person. When it *has a mind*.

Yes I purposely started the conversation further on the extreme side
so no one would push it even further. I chose *pain* because that is
what the animal activists talk about. In the same way that
libertarians don't consider non-human animals as moral entities
because they don't experience *distress*, we libertarians don't
consider a fetus a human until it can experience *distress*. And this
milestone of development occurs when its mind begins to process
sensory data in the same way that we do, by interpretation and
explanation.

So this begs the question: Even if the child is 9 months old and still
not born, what distress could it experience if its sensory data has
been basically nonexistent. How could an unborn child interpret what
it hasn't sensed? How could it create explanations of things it has
not experienced? Or am I underestimating the amount of sensory data
the child has experienced before birth?

Alright, these coincide because you said "capacity", and when it's a mind it has 
universal capacity.

Hmm. I didn't mean for them to coincide. Maybe I shouldn't have said capacity.

However, *actually experiencing mental suffering* may come late (or, perhaps, if 
things go really well, never).

This is confusing. Are you saying that we should consider allowing an



abortion based on whether or not the child *actually experiences
mental suffering* rather than whether or not the child *has the
capacity for experiencing mental suffering*?

-- If yes, when does that happen during the pregnancy?
-- If no, then what stage of brain development do we draw the line?

No matter where we draw the line, there is another issue. When a
person comes into existence, it was not of his choosing. So consider
this thought experiment.

A mother made a rational decision to continue her pregnancy. Then time
passed and the line [drawn above] was crossed. Then the mother's
situation changed and she is now presented with an awful dilemma; let
the child be born with an awful situation that is likely to cause
great distress to that child, or abort thus preventing that potential
great distress. Lets assume also that the mother is thinking very
rationally about the situation and her decision.

I don't think this scenario has very much to do with abortion.

Sure its not likely.

Sometimes people have a kid, and then when the kid is 3 years old their 
situation changes (e.g. they lose their job, or their wife dies).

This kind of thing happens. If it happens when the kid is 3, you wouldn't consider 
killing the kid. If it happens when the kid is still in the womb but *is already a 
person*, killing him is not an option either.

Ok so you're on the side of not allowing an abortion in the scenario I
gave whereby the line [drawn above] was crossed.

-- Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Healthcare for Children (was: [BoI] Pulling the plug...)
Date: January 25, 2012 at 8:48 AM

On Thu, Jan 12, 2012 at 7:49 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Thu, Jan 12, 2012 at 7:24 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 5:55 AM, Rami Rustom wrote:

I think a liberal view says that healthcare should not be paid for by 
government.

People should provide for themselves.

Or *persuade* others to do it (such as family members or charities).

I think that there already exists a good idea for this. At the point
of sale at many grocery stores, the clerk asks if you would like to
donate $1 to some specific charity. I'd like to take this further and
offer a variety of amounts to a variety of charities including
specific people in need who live nearby. For the local persons in
need, showing on the front-facing screen is a picture of the person,
the amount needed to cover the healthcare, the amount already donated,
and contact information so that the customer could donate a lot of
money directly to the person in need. The local persons in need should
have an easy way to include themselves in this network of
point-of-sale systems, lets say an internet site.

Businesses that are socially aware, would make sure to install
point-of-sale systems that offer this service. This would be a good
meme that would replicate because customers might be more likely to
buy from them as opposed to businesses that don't do this.

Businesses can take it even further by donating 10% of the customer's
donation out of their pockets. In this way, the business is driving
donations. Again a good meme that would replicate.

With today's technology, all of this is very easy to accomplish. :)

I think voluntary action is good.



And also you have to be careful taking away Government handouts which 
people had good reason to expect and reasonably planned to use in the future.

So we could make a change to the system for newborns while still
honoring the old system for the living.

So about children. Is there any situation that a liberal view would
want children's healthcare to be paid for by taxpayers?

Children didn't choose to be born. And sometimes their parents made
every attempt to pay for their own children but still ended up in a
situation where they couldn't pay. And in today's American society,
there doesn't exist a enough of a tradition of charity for paying for
poor children's healthcare.

So in these situations, should taxpayers pay for poor children?

What are the consequences if taxpayers don't pay for their healthcare?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Liberal view of abortion...
Date: January 25, 2012 at 11:39 AM

On Jan 25, 2012, at 3:37 AM, Rami Rustom wrote:

So this begs the question: Even if the child is 9 months old and still
not born, what distress could it experience if its sensory data has
been basically nonexistent. How could an unborn child interpret what
it hasn't sensed? How could it create explanations of things it has
not experienced? Or am I underestimating the amount of sensory data
the child has experienced before birth?

The idea that you need lots of sense data to think is empiricism.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: stephen.push@gmail.com
Subject: [BoI] Re: Fwd: Relativity of explanations
Date: January 25, 2012 at 10:20 AM

On Jan 24, 11:48 pm, Elliot Temple <c...@curi.us> wrote:

So we have some ideas, e.g. about 8 data points.

We want a more general idea, e.g. that covers 20 data points. Or maybe even a 
universal theory which covers infinitely many data points.

This is a pretty narrow problem situation. Normally I wouldn't be so interested in 
data, but induction is hopeless when data isn't involved. Which means induction 
cannot address the problem of how knowledge is created (general case). So 
induction already fails from that.

But anyway, focussing on data:

As a matter of logic, given our 8 data points, and trying to get a new idea (a 
more general idea) with 20, what could those other 12 be?

The answer is they could be absolutely anything.

Literally anything.

For example if the first 8 are all 1, the next 12 might all be 5 million. Or 7 trillion. 
Or -42. Each of those possibilities follows a pattern (actually, any one of infinitely 
many patterns).

The idea of "generalizing the pattern", or something like that, fails to account for 
the infinity of available patterns giving contradictory answers for what the next 
element in the sequence is.

And as a matter of logic, what could the first N (any large integer, your choice) 
elements (other than the 8 we start with) of the infinite data set be? Again, 
anything.

I have showed that our more general idea (one specifying more data points, 
perhaps including some in the future we might want to predict) has no 



meaningful restrictions, as a matter of logic.

We have to restrict it some other way. Like criticism.

Or induction, if induction can provide restrictive rules. But what are they? I 
haven't got any answers about this. Instead I've gotten special case answers all 
of which looked to me like criticisms.

None of these questions I'm asking have good answers by the way. That's why 
you can't provide any. Tons of professionals have spent careers trying to answer 
them, and utterly failed. The only (known) solution is to abandon this whole 
approach and use a different one focussed more on explanation and criticism.

You have to do things like consider: what are the numbers? Do they have to do 
with some physical objects, say? Well, what are our explanations of how those 
physical objects work? What stuff is relevant? And so on.

Induction doesn't do that. It says focus on the data. That's exactly the wrong 
thing. You have to focus on the explanations. If all you have is the data points, 
you're screwed. There are infinitely many patterns it fits, and there's no way to 
select between them.

The suggestion to "generalize" is useless -- it doesn't address the problem or tell 
one how to do it.

Example: [1, 2]. Generalize it. Go ahead.

But you can't.

To the extent we ever manage to "generalize" anything it's only by creative and 
critical thinking, not a function of data. Data doesn't generalize but sometimes 
we guess some general ideas that aren't promptly refuted by criticism.

Data has no meaning, inherently, and cannot point to any ideas or 
generalizations. Data can only be interpreted by us, according to our ideas and 
explanations. Which we can't get from induction since we need them to look at 
data in the first place.

Let me see if I can summarize the Popperian position in my own words.



For several centuries scientists did their work using a process they
thought was inductive reasoning.  But the conclusions of induction
might be wrong, so they had to live with the knowledge that any
proposition they made might be false.  In the 20th Century Karl Popper
came along and solved this problem of induction by pointing out that
the scientists hadn’t been doing induction at all.  Rather, they had
been making educated guesses.  But of course, the guesses could be
wrong too.  So we’ve gone from making possibly wrong inductive
inferences to making possibly wrong guesses.

That doesn’t look like progress to me.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fwd: Relativity of explanations
Date: January 25, 2012 at 11:59 AM

On Jan 25, 2012, at 7:20 AM, stephen.push@gmail.com wrote:

On Jan 24, 11:48 pm, Elliot Temple <c...@curi.us> wrote:

So we have some ideas, e.g. about 8 data points.

We want a more general idea, e.g. that covers 20 data points. Or maybe even 
a universal theory which covers infinitely many data points.

This is a pretty narrow problem situation. Normally I wouldn't be so interested 
in data, but induction is hopeless when data isn't involved. Which means 
induction cannot address the problem of how knowledge is created (general 
case). So induction already fails from that.

But anyway, focussing on data:

As a matter of logic, given our 8 data points, and trying to get a new idea (a 
more general idea) with 20, what could those other 12 be?

The answer is they could be absolutely anything.

Literally anything.

For example if the first 8 are all 1, the next 12 might all be 5 million. Or 7 
trillion. Or -42. Each of those possibilities follows a pattern (actually, any one of 
infinitely many patterns).

The idea of "generalizing the pattern", or something like that, fails to account 
for the infinity of available patterns giving contradictory answers for what the 
next element in the sequence is.

And as a matter of logic, what could the first N (any large integer, your choice) 
elements (other than the 8 we start with) of the infinite data set be? Again, 



anything.

I have showed that our more general idea (one specifying more data points, 
perhaps including some in the future we might want to predict) has no 
meaningful restrictions, as a matter of logic.

We have to restrict it some other way. Like criticism.

Or induction, if induction can provide restrictive rules. But what are they? I 
haven't got any answers about this. Instead I've gotten special case answers 
all of which looked to me like criticisms.

None of these questions I'm asking have good answers by the way. That's why 
you can't provide any. Tons of professionals have spent careers trying to 
answer them, and utterly failed. The only (known) solution is to abandon this 
whole approach and use a different one focussed more on explanation and 
criticism.

You have to do things like consider: what are the numbers? Do they have to do 
with some physical objects, say? Well, what are our explanations of how those 
physical objects work? What stuff is relevant? And so on.

Induction doesn't do that. It says focus on the data. That's exactly the wrong 
thing. You have to focus on the explanations. If all you have is the data points, 
you're screwed. There are infinitely many patterns it fits, and there's no way to 
select between them.

The suggestion to "generalize" is useless -- it doesn't address the problem or 
tell one how to do it.

Example: [1, 2]. Generalize it. Go ahead.

But you can't.

To the extent we ever manage to "generalize" anything it's only by creative and 
critical thinking, not a function of data. Data doesn't generalize but sometimes 
we guess some general ideas that aren't promptly refuted by criticism.

Data has no meaning, inherently, and cannot point to any ideas or 
generalizations. Data can only be interpreted by us, according to our ideas and 



explanations. Which we can't get from induction since we need them to look at 
data in the first place.

Let me see if I can summarize the Popperian position in my own words.

For several centuries scientists did their work using a process they
thought was inductive reasoning.

yes

 But the conclusions of induction
might be wrong, so they had to live with the knowledge that any
proposition they made might be false. In the 20th Century Karl Popper
came along and solved this problem of induction by pointing out that
the scientists hadn’t been doing induction at all.

you haven't said what the problem of induction is.

if you think the problem of induction is "the conclusions of induction might be 
wrong, so they had to live with the knowledge that any  they made might be false" 
then that is not our position. it's also not the position of the pro-induction 
philosophers.

all the competent modern inductivists agree with us that induction doesn't work 
(according to current arguments), and agree about the infinity of compatible 
theories, and so on. but then they say things like "induction doesn't make any 
sense, doesn't work, yet we do it anyway" or "there is therefore an unsolved 
problem of induction, for why the arguments showing it doesn't work are wrong. 
they must be wrong since we can safely assume we learn by induction, but we 
don't yet know what's wrong with them. one day we'll figure it out. in the mean 
time, we don't think Popper's approach works either."

 Rather, they had
been making educated guesses.

this omits criticism

in the Popperian view, the important thing isn't how you get ideas but what you do 
with them.



 But of course, the guesses could be
wrong too.

yes.

 So we’ve gone from making possibly wrong inductive
inferences to making possibly wrong guesses.

That doesn’t look like progress to me.

the problem of induction isn't that it's fallible, it's that it's literally impossible. it 
doesn't work *at all*, in any way.

all data sets allow infinitely many generalizations, so the procedure to 
"generalize" to one conclusion is impossible (or totally arbitrary, if you prefer).

it could be made possible/non-arbitrary by adding rules for how to do it, e.g. how 
to select from the infinity, or how to jump straight from data to a particular 
conclusion while ignoring the infinity. but no such rules for how to induce have 
ever been created that worked out well.

to be clear, there are also other problems with induction. by stating one problem 
as 'the' problem of induction i do not wish to suggest that if that problem were 
solved induction would work. it has multiple fatal problems. but we can focus on 
just one for now.

question: what is a *trivial*, *minimal case* example of induction?

omit all the distracting contextual details, and everything that can possibly be 
omitted. what's the minimal case?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Liberal view of abortion...
Date: January 25, 2012 at 12:16 PM

On Wed, Jan 25, 2012 at 10:39 AM, Elliot Temple <curi@curi.us> wrote:
On Jan 25, 2012, at 3:37 AM, Rami Rustom wrote:

So this begs the question: Even if the child is 9 months old and still
not born, what distress could it experience if its sensory data has
been basically nonexistent. How could an unborn child interpret what
it hasn't sensed? How could it create explanations of things it has
not experienced? Or am I underestimating the amount of sensory data
the child has experienced before birth?

The idea that you need lots of sense data to think is empiricism.

Ok. So distress can be experienced as soon as the unborn child is
capable of interpretation, i.e. as soon as the unborn child's brain is
developed enough to be considered a human mind.

So how do we know when that milestone occurs (or typically occurs?)
during pregnancy?

We obviously can not use mental symptoms as a measurement. We
shouldn't even be doing this for adults as Szasz explains.

So we should only be measuring the brain in order to determine its
development. But I don't think our current technology allows us to
measure whether the brain is development enough to work like an adult
brain. Right? If yes, then how do we move forward?

-- Rami

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Fwd: Relativity of explanations
Date: January 25, 2012 at 1:24 PM

On 25 Jan 2012, at 4:59pm, Elliot Temple wrote:

On Jan 25, 2012, at 7:20 AM, stephen.push@gmail.com wrote:

Let me see if I can summarize the Popperian position in my own words.

For several centuries scientists did their work using a process they
thought was inductive reasoning.

yes

The wording is ambiguous. A less ambiguous way of saying what Popperians 
think about that is:

For several centuries scientists did their work, and believed they did it using a 
process called inductive reasoning. But in fact they were using a very different 
process.

-- David Deutsch

-- 



From: stephen.push@gmail.com
Subject: [BoI] Re: BoI on Induction
Date: January 25, 2012 at 12:04 PM

On Jan 25, 12:39 am, Elliot Temple <c...@curi.us> wrote:
On Jan 24, 2012, at 9:14 PM, stephen.p...@gmail.com wrote:

On Jan 24, 8:05 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 23, 2012, at 12:46 AM, Steve Push wrote:

On Jan 23, 3:22 am, Elliot Temple <c...@curi.us> wrote:
On Jan 23, 2012, at 12:12 AM, Steve Push wrote:

I reject Elliot's generalizations because they obscure that precision.

And is this critical rejection:

- induction?
- deduction?
- something else?

Deduction:

Generalizations based on fudged data are unreliable.
Elliot's generalizations are based on fudged data.
Therefore Elliot's generalizations are unreliable.

And where are those premises coming from?

- induction?
- deduction?
- something else?

Premise 1 is self-evident.  Premise 2 is by deduction.

But nothing is self-evident.

And this particular thing I actually disagree with.



You call it self-evident, I call it false. Appeal to self-evidence isn't an argument, 
it's basically an admission of having no arguments.

I think it contains multiple misconceptions. It contains the implicit assumption 
that it's a good approach to judge ideas based on their source. It also contains 
the assumption that we should judge the reliability of ideas. It also contains the 
idea that we shouldn't question and criticize our data.

Please explain why I should rely on a conclusion obtained from an
unreliable premise.

Premise 2 is a misunderstanding since the generalizations I listed were not 
based on anything and also didn't fudge any data: they were all compatible with 
the existing data. In other words: if they were true, we'd expect to get exactly the 
data we got.

I will address this below.

If we take Elliot's "at-least" hedge seriously, we must find out what the 
actual precision is

This and other comments misread my intent. I meant that the C and G 
levels vary within the range. So they are not always equal, they're often 
different, but always within 20%. That claim is different than saying they 
are always equal, it contradicts Chargaff who says they don't vary, and it 
does not contradict any of the data points.

In the papers I read, Chargaff and his coauthors never asserted that
there was no variance in their data; the variance was within 10%.  If
you found any papers showing variance greater than 10%, please provide
the citations.

OK so he says always within 10%, and my example generalization says it 
varies up to 20%. So they contradict each other. What's the problem?

Chargaff actually measured the amounts of each base present in various
samples; you made up your “data.”



Also the issue is not variance in data (which is never perfect) but variance in 
the fact of the matter.

How can you know the “variance in the fact of the matter” other than
from the variance in data?

What I said is there are infinitely many possibilities for the "variance in the fact of 
the matter" that *do not contradict the data*.

I gave examples, as requested.

Are you saying that data from a sample may not be representative of
the population? That is always a possibility, of course.

I thought his conjecture is that they are actually equal. It seems to me that 
this is now saying Chargaff got data variance of 10% in experiment and then 
generalized from this varying data that there is, in fact, no variance. how is 
that even valid induction, rather than a fudge or whatever?

The variance was *less than* 10%.  In one study, it was only 2%.  A
ratio of 1.02 is pretty close to 1, and it’s reasonable to assume that
the variance was due to experimental error.

And this differs from data-fudging how?

Transparency. It's not data-fudging because he reported the actual
results, along with a detailed description of how he obtained them.
In the discussion section he mentioned that purines and pyrimidines
appeared to be present in roughly the same amount. Any reader who
thought a ratio of 1.02 isn't roughly the same amount was free to
disagree with his conclusion.

Because reasonable data-fudging is fine, and unreasonable data-fudging isn't? 
If so, the real issue is being reasonable or not. Which hides all the complexity of 
epistemology in the term "reasonable" and sheds no light on how epistemology 
works (apart from one thing: if induction requires a conception of reasonable as 
a prerequisite, then reasonableness cannot involve induction or it'd be circular, 
so we could at least eliminate induction from epistemology.)



I don't see any circularity here. I'm not using induction to defend
scientific integrity or good judgment.

 Chargaff could have been
wrong about that.  But with the benefit of 20/20 hindsight, we now
know he was right.

why was he allowed not to trust the data that showed they often aren't equal, 
but when i suggest data points might be false that's a fudge to be dismissed?

Because he did real measurements of real samples and made an educated
judgment about the source of the variance, while you made up some
numbers.

This "educated judgment" is one of the phrases by which you conceal the 
*entire creative/scientific process*, which isn't inductive. It's where all the actual 
thinking and figuring things out gets done, and you don't describe how it works 
at all.

I'm not trying to conceal anything. You asked how induction works. I
have never claimed that induction accounts for the entire scientific
process.

The whole point is: what's to stop people from making up things that are, 
logically, compatible with the data?

As a matter of logic what stops them absolutely cannot be the data itself.

It must be something else. Such as "educated judgment". Or induction.

Popper provides a something else, and an explanation of how it works in the 
general case.

Induction doesn't. Or at least: I'm asking for such a thing to be providing, and 
still waiting. (And I've asked many inductivists in the past, and read publications, 
and so on, and never found an answer.)

I'm not sure what you mean by an "inductivist." I agree with much of
what Popper says, I just don't think he has solved the problem of



induction. The Chargaff research is, I think, a good example of how
Popper's analysis cannot explain the entire scientific process.

Changing it to 20.1%, 20.2%, and so on, is not about changing the 
precision of anything, but about changing the asserted possible ratio of 
C/G levels that actually happen (in particular, what is the furthest apart 
they can ever be? Due to, say, the chemistry of how DNA works.). They 
are each different substantive assertions.

You are contradicting yourself.  In a previous paragraph you said the
"C and G levels" are "always within 20%."  If they are always within
20%, they cannot be more than 20%.

This is a misreading. I am not making any assertions myself. I'm providing 
example generalizations.

Your “generalizations” are not derived from anything in the real
world; they’re numbers you pulled out of the air.

I pulled them not out of air but out of the set of things logically compatible with 
the data.

What other kind of "deriving" (or inducing) from data is there?

I'll try to address this below.

20.2% was another of my example generalizations. I listed more than one 
generalizations. The separate generalizations I listed do contradict each 
other. But that's totally different than me contradicting myself. Clear?

Both of the “generalizations” were yours.  They contradicted each
other.  How is that different from contradicting yourself?

I said there are infinitely many generalizations, many contradictory.

You asked for a list of examples.

I provided examples from the set, some contradictory.



Now you accuse me of contradicting myself!?

I never claimed any of the generalizations I gave were true, I simply said they 
were compatible with the data and asked how induction selects from the set of 
compatible generalizations.

I would only be contradicting myself if I asserted that two contradictory ideas 
*were true*.

 I
understand the point you are trying to make, but it doesn’t hold
water.  The fact that you can dream up fictitious statements that
contradict each other says nothing about the validity of Chargaff’s
conclusions.

You haven't shown any understanding of the point. This statement here doesn't 
acknowledge, describe, or engage with my point.

I don't actually have a problem with Chargaff's conclusions. For all I know he did 
great science. If I had to take a guess, that's what I'd guess.

I'm not questioning him. I'm questioning induction. He *correctly* chose his 
generalization over various other ones. By what process did he do that? You say 
by induction. But how does induction work? How does induction select his 
particular idea as the generalization of the data, when the data is compatible 
with infinitely many others?

You don't like the others. But what is wrong with them? I don't deny something is 
wrong with them, I want to talk about what is it and what the rules of 
epistemology are for judging such things.

Since they are compatible with the data, a data-based approach like induction 
cannot make any complaint about them... When Chargaff rejected them, he 
must have been using some other approach. Like Popper's. Or, you think, not. 
So what did he use?

See below.

The point is there are infinitely many, each is compatible with the data, and 
the differences between them is not precision (in other words, they *do* 



contradict each other, substantively).

There are two possible interpretations of your “within 20%”
hypothetical example.  Either you acknowledge that the actual variance
was between 2% and 10%.  In that case there is no substantive
difference between your generalization and Chargaff’s.  Or you are
asserting that the variance was sometimes more than 10%.  In that case
you are fabricating false data.  Neither interpretation impeaches
Chargaff’s Rules.

The idea is that the data varies more than 10% in cases other than the ones 
measured (up to 20.n%), while being under 10% in those cases that were 
measured.

This is compatible with the data, but also contradicts Chargaff's theory.

So: *how is it to be rejected*?

It certainly can be rejected. The issue is by what method, what rules of 
procedure?

It was rejected because there was no evidence that organisms not
studied by Chargaff differed from those he studied in ways that were
relevant to his conclusions about base ratios.

Steve



From: stephen.push@gmail.com
Subject: [BoI] Re: Fwd: Relativity of explanations
Date: January 25, 2012 at 11:58 AM

On Jan 24, 11:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 24, 2012, at 6:41 PM, stephen.p...@gmail.com wrote:

On Jan 24, 12:46 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 24, 2012, at 5:35 AM, stephen.p...@gmail.com wrote:

These data became the premises of the following induction:

C = G and A = T in the samples from certain pig pancreas cells.
C = G and A =T in the samples from the cells from certain species of
bacteria.
C = G and A = T in the samples from the cells of certain species of
yeast.
[and so on for the other specific cells studied]
Therefore, C = G and A = T in all living cells.

There are dozens of ways he could have done this to reach contradictory 
conclusions.

I suppose there are dozens of ways he could have done bad science.
Fortunately, he didn’t.

Why are those "bad science" according to induction?

Dozens of contradictory conclusions would not have produced the
advances his actual conclusions did.

What are the rules for which ways are good, inductive science and which isn't?

I don't have any views on good, inductive science -- just science,
which I believe happens to involve inductive reasoning at times.
Volumes have been written about doing good science. You might start
with "Rules for the Study of Natural Philosophy" in Book 3 of
Newton's
Principia Mathematica.



There are always many patterns or similarities across data.

I wouldn’t say “always,” but I agree that is often the case.

No. Always. Every possible data set fits into infinitely many patterns.

For example the data set [1, 2] fits patterns such as doubling, incrementing, or 
cycling through the first N integers for any N >= 2. It also fits many more 
complex patterns. As well as simpler ones like "only numbers" or "only positive 
numbers" or "only numbers less than N" for any N <= 3.

Do you have a counter-example or counter-argument?

I originally thought I knew what you were talking about, but
apparently I didn't. Are you talking about performing mathematical
operations on data sets?

it's up to us to choose which to pay attention to.

I agree.

Picking this particular one to focus on, instead of the others, is selective.

Yes, it is.

What's the selection process for which idea to focus on trying to support with 
induction, instead of the others?

I’m not sure I know exactly what you mean by induction supporting
ideas, but I think I understand the question and will take a stab at
answering it.

The selection process varies from situation to situation.

But induction is supposed to be one process, not a name given to a variety of 
different approaches.



Maybe there are commonalities. What are the commonalities for the selection 
process for all induction?

I'm not talking about induction here. You asked how one decides which
data to focus on. I don't think that process has anything to do with
induction.

In
Chargaff's case, he was trying to measure all of the constituents of
DNA because he felt that such knowledge was needed to elucidate DNA's
structure and function.

And what does that have to do with induction?

Nothing.

What I hear is that he had:

A) a conjecture that such knowledge would be useful

B) a problem situation he was trying to address

and otherwise was following a Popperian approach.

Pretty much, except for the induction part.

He apparently paid particular attention to
the purines and pyrimidines because their previous measurement --
which he eventually showed to be inaccurate -- had supported the
tetranucleotide hypothesis.

So he didn't just trust data but investigated his guess even when it contradicted 
some data. Contrary to your previous statements about how we have to trust 
our data.

Maybe I'm having a "senior moment," but I don't recall saying "we
have
to trust our data."



Early in the 20th Century that hypothesis
created the mistaken impression that DNA was not likely to be the
genetic material of the cell.

I suspect you are trying to suggest that Chargaff’s selection process
will reveal that he was making conjectures rather than inductions.

It might, but the main issue is that I want you to specify how induction works 
(since our position is that it doesn't work, we won't be able to provide details of 
what is/isn't induction that satisfy you, without you conceding, so you have to to 
it.)

What are the rules for induction?

What makes something induction rather than not being induction? What defines 
the category "induction"?

I don't think the induction literature provides viable selection rules or otherwise 
adequately addresses this problem. Do you think it does? How is the problem 
addressed?

There are various types of induction, but simple induction is easy to
define. I've done so several times in this discussion.

I'm not sure what problem you think hasn't been adequately addressed.
The "selection rules" you've asked about aren't derived by induction,
as far as I can tell. The "problem of induction" is still an open
question in my mind, even though Popper and others have claimed to
solve it in one way or another.

Chargaff did make conjectures, but they were guesses about which
chemical processes would provide the most accurate measures of DNA’s
constituents.

So, those are guesses. What's the meaning of the "but"? Popperians allow 
guessing about anything.

My point was that he didn't guess C = G or A = T.



If you take Chargaff at his word, he didn’t know the
significance of the base ratios (other than to refute the
tetranucleotide hypothesis). I’m sure if he realized how the bases
determine the structure and function of the molecule, he would have
published his model and won the Nobel Prize for himself. Nothing he
knew before Watson and Crick published their landmark paper in 1953
led him to the realization of what the base ratios were in his
samples, not to mention what they were in species he had never
examined. Rather, observation and inductive reasoning did that.

You can't appeal to inductive reasoning doing anything in an explanation of how 
inductive selection works. That's circular. Care to try again?

I don't know what you mean by inductive selection. I don't believe
selection is inductive. And I made no appeal to inductive reasoning
in that paragraph. I said Chargaff used inductive reasoning.

Neither the premises nor the conclusion of this induction are
explanations. But this step in reasoning was critical to the
explanation that Watson and Crick later developed. Watson and Crick
would not have won the Nobel Prize if their theory about the structure
of DNA applied *only* to the handful of cell types Chargaff studied.

Some in this discussion have suggested that an infinite number of
inductive inferences could be drawn from Chargaff's data. I
disagree.

But you were provided with multiple infinite lists.

You then A) denied there were infinitely many anyway, without giving an 
explanation B) then also denied all of those are allowed by induction, but 
have not provided the rules for what induction allows or not.

Chargaff’s induction generalized about a data set that represented a
finite number of physical facts. You showed how one could, in
principle, carry out an infinite number of mathematical operations on
the data set. But those operations would not produce an infinite
number of physical facts, just as translating the data into a second
language would not double the number of physical facts.



So we have some ideas, e.g. about 8 data points.

We want a more general idea, e.g. that covers 20 data points. Or maybe even a 
universal theory which covers infinitely many data points.

This is a pretty narrow problem situation. Normally I wouldn't be so interested in 
data, but induction is hopeless when data isn't involved. Which means induction 
cannot address the problem of how knowledge is created (general case). So 
induction already fails from that.

But anyway, focussing on data:

As a matter of logic, given our 8 data points, and trying to get a new idea (a 
more general idea) with 20, what could those other 12 be?

The answer is they could be absolutely anything.

Literally anything.

For example if the first 8 are all 1, the next 12 might all be 5 million. Or 7 trillion. 
Or -42. Each of those possibilities follows a pattern (actually, any one of infinitely 
many patterns).

Not anything. In the Chargaff example, it couldn't be a negative
number. If it were 7 trillion, I think Chargaff would be checking his
equipment for problems. But I agree that, in principle, it could be
any of a number of different value. It's just that it is likely to be
roughly 1.

The idea of "generalizing the pattern", or something like that, fails to account for 
the infinity of available patterns giving contradictory answers for what the next 
element in the sequence is.

And as a matter of logic, what could the first N (any large integer, your choice) 
elements (other than the 8 we start with) of the infinite data set be? Again, 
anything.

I have showed that our more general idea (one specifying more data points, 
perhaps including some in the future we might want to predict) has no 



meaningful restrictions, as a matter of logic.

We have to restrict it some other way. Like criticism.

Or induction, if induction can provide restrictive rules. But what are they? I 
haven't got any answers about this. Instead I've gotten special case answers all 
of which looked to me like criticisms.

None of these questions I'm asking have good answers by the way. That's why 
you can't provide any. Tons of professionals have spent careers trying to answer 
them, and utterly failed. The only (known) solution is to abandon this whole 
approach and use a different one focussed more on explanation and criticism.

You have to do things like consider: what are the numbers? Do they have to do 
with some physical objects, say? Well, what are our explanations of how those 
physical objects work? What stuff is relevant? And so on.

I believe those questions are addressed by the assumption that the
sample is representative of the population. That's a judgment call
that requires knowledge of the subject matter. If you want to call
that criticism, fine.

Induction doesn't do that. It says focus on the data. That's exactly the wrong 
thing. You have to focus on the explanations. If all you have is the data points, 
you're screwed. There are infinitely many patterns it fits, and there's no way to 
select between them.

The suggestion to "generalize" is useless -- it doesn't address the problem or tell 
one how to do it.

Example: [1, 2]. Generalize it. Go ahead.

But you can't.

To the extent we ever manage to "generalize" anything it's only by creative and 
critical thinking, not a function of data. Data doesn't generalize but sometimes 
we guess some general ideas that aren't promptly refuted by criticism.

Data has no meaning, inherently, and cannot point to any ideas or 
generalizations. Data can only be interpreted by us, according to our ideas and 



explanations. Which we can't get from induction since we need them to look at 
data in the first place.

I don't know how you got the idea that I suggested we could
generalize
from disembodied numbers. I used a real-life example, not abstract
numbers.

Is the Popperian view prescriptive or only descriptive? Do you think
that Chargaff would have done his research differently if he were a
good Popperian? Or do Popperians just feel they can provide a better
account of what Chargaff actually did?

Steve



From: Elliot Temple <curi@curi.us>
Cc: Donald Crimbchin <donald.crimbchin@gmail.com>
Subject: [BoI] Stolen Concepts (was: Force is bad, war is good?)
Date: January 26, 2012 at 1:20 PM

On Jan 10, 2012, at 4:37 PM, Don Crimbchin wrote:

Elliot wrote:

Also, were you saying you are opposed to property? If so, what is your take on 
robbery?

I say that property is a form of coercion, but that doesn't mean I'm opposed to it. 
... The institution of property gives exclusive claim to resources that, sometimes, 
were once held in commons.  Force is required to deter other people from using 
those resources.

This is the fallacy that Ayn Rand calls the "stolen concept".

Some concepts belong to particular world views or contexts. They can't be stolen 
because, to function, they require on other aspects of that world view. They have 
dependencies.

It's not an issue of plagiarism but logic. When someone uses a concept like 
"force", he's implicitly endorsing a bunch of related concepts. If he's 
simultaneously arguing against those other concepts, using the concept of force 
that depends on them, then it's the stolen concept fallacy. It's sort of like 
contradicting himself.

For a simple example, imagine a socialist arguing that the Government planners 
will use price information to help it make decisions about the allocation of all 
resources. That is stealing the concept of price information which only exists in 
market economies where resources are bought and sold.

What's going on is he lives in a society with a market and prices, and he's used to 
that concept, and he's transplanting it to a hypothetical situation where it doesn't 



apply. Prices require buying and selling, and he's using prices in his plan to 
eliminate buying and selling. So he's made a mistake.

Now let's consider the relationship of property and force. Using force in a criticism 
of property is a stolen concept fallacy. Saying that defense of property is force is 
a stolen concept fallacy.

Property and force both come from the liberal worldview, and are directly related.

Consider the issue of deciding what is force.

One man picks up a book, and moves it to a different location.

Another man picks up the book, and moves it to a different location.

They are both moving a book around. One has used force, the other hasn't.

Why?

One is a thief, stealing a book. The other its owner, moving it back to his house.

What is deemed force depends on a sophisticated, liberal conception of which 
actions are legitimate or not.

And, as we can see in this example, it depends on property ownership.

Moving someone else's book, from his house to my house, without consent, is 
force (theft).

Moving *my* book to my house, without consent anyone's consent, is *not* force. 
It's retrieving my property.

Consider walking into a bookstore and walking out with a book. That same action 
is force, or not, depending entirely on whether, at the time I walk out, I am the 



property owner of that book. Did I buy it first?

The concept of "force" absolutely requires, to be coherent, a way of judging 
things like which movements of books are and are not force. And the way we do 
that involves property rights and a few other things.

Judging what is force or not makes use of the concept of property, and so using 
the idea of force in one's criticism of property is a stolen concept fallacy.

The concept of "force" cannot exist in a vacuum. It relies on supporting concepts 
such as a conception of what qualifies as leaving someone alone, or being left 
alone. It involves, basically, some conception of rights -- people have the right to 
do some things, and that is not force, and violating those rights is force. Property 
is one of those rights.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Private Healthcare but Public Insurance? (was: [BoI] Universal 
Healthcare)
Date: January 26, 2012 at 10:18 PM

On Mon, Jan 9, 2012 at 1:09 PM, Justin Mallone <justinceo@gmail.com> wrote:
On Jan 9, 2012, at 9:41 AM, Elliot Temple wrote:

On Jan 9, 2012, at 5:04 AM, Rami Rustom wrote:
On Jan 9, 12:13 am, Elliot Temple <c...@curi.us> wrote:

On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; their 
wealth is taken against their will.

But this implies that all taxes are wrong. Are they all wrong?

Currently, the tax system is needed for the continued existence of our 
Government, which provides some important functions such as national 
defense and courts. And police and courts from local Government.

It's not wrong to continue with a system that has enabled the best civilization 
ever to exist.

But many reforms are possible.

Taxes for anything that isn't so necessary is a good place to begin reforms. 
Because those taxes are taking money from some, to give to or do with as 
others wish. It is wrong.



If spending X's money on Y was a good idea, he could be persuaded to do it 
voluntarily. If you can't persuade him spending the money on Y is best, maybe 
it's not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe in 
inherent conflicts of interest, and their resolution by force.

I was writing this as a separate post but it's appropriate as a response here:

The issue of providing national defense through voluntary, non-coercive means 
is less an issue of knowing *how* to work the mechanics of it per se, and more 
about establishing a good effective tradition for doing it.

It is true that it is hard to figure out how to charge for defense, but a voluntary 
solution need not involve charging per se. There's different ways the problem 
could be solved.

One could have a voluntary system where everybody just donates some money 
to the military every year --  just a strong custom, like tipping.

But if we tried to suddenly switch to that today, it might not work very well 
because we don't have a cultural tradition in place to support that. It might not 
get enough funding, and then our enemies would kill us. Seems bad. So taxes, 
while not the best solution we can speculate as to, are the best solution we can 
implement right now (and are thus morally OK btw, for as long as they are the 
best solution).

Some people might say, "well if you justify taxpayers paying for the military like 
that, what's the argument against forcing everybody to pay for national 
healthcare?" (or Insert Socialist Thing X)

In healthcare, there's a market payment model, a huge amount of existing 
market activity people want to socialize, and the only argument for it is some 
leftie redistributionist nonsense. Also, the government sucks at running 
businesses.

With the military, there's no market payment model, not much existing market 
activity, and strong arguments for keeping our effective traditions in place. Also, 



our military's pretty darn good.

Ok about this market payment model. Are you talking about healthcare,
or insurance, or both [because they are interconnected]?

I like heathcare to be private. But I don't like private insurance. I
think the insurance is what is causing the healthcare costs to
skyrocket.

I don't have insurance. I pay cash upfront. This way I get a 45%
discount on the bill. So who is making that difference if I did use
insurance? Its mainly the insurance companies.

And who is paying the higher costs because of this? Its the insurance
policy holders.

And on another note, what happens when people have insurance? Some of
them go to the doctor more, a lot more because its like its free. What
does this cause? It increases the cost for the group of policy
holders. And some people don't go to the doctor more so its these
people that are getting the worst end of it.

So. What if we stopped private healthcare insurance and made it
public. We all pay taxes into the public healthcare insurance. Not a
percentage of income but just a flat amount per person. And there
would be tax deductions for living healthy lifestyles; like not
smoking and not being overweight.

Could the government screw this up? Well just coming up with the rules
for what is and what isn't healthy is not straightforward. Or is it?
We know what diseases cost and what cause those diseases because we
have extensive stats on these things. Right?

Alan added this:
In order to provide healthcare, resources have to be used. If a person can
decide what resources he will assign to his own healthcare then doctors
could compete for those resources.

So there would be two types of resources that healthcare providers
would be competing for: (1) individual resources for those who chose



to spend from their own resources, and (2) government resources for
those who chose to use tax money. So if this is a big problem, then
maybe the solution is to only allow #2. Is that feasible?

Then Alan added:
If any resources are spent by the government then the healthcare provider
will be competing at least in part to satisfy the government, not to satisfy
the people being treated.

What would be the repercussions this?

One more thing. I recently read about pricing in a capitalist economy.
It is driven by supply and demand. And pricing in a socialist economy
is not possible; in this sort of economy prices would be set by the
government. And I think in my idea, prices would have to be set by the
government because the government is providing the insurance. Am I
understanding that correctly? If yes, then of course the government
would not do well setting the prices. Or would it? And even so, do we
care that healthcare prices are controlled by supply and demand vs the
government?

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 27, 2012 at 2:12 AM

On Jan 24, 8:05 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.

How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a different 
decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe you 
will find examples of induction.

We're not going to find any examples without a clear idea of what induction is, 
so that we can look for it. That involves an answer to the question of how an 
inductive generalization works (and how it possibly could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in



roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

If I'm missing something here, please explain.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Fwd: Relativity of explanations
Date: January 27, 2012 at 1:10 AM

On Jan 25, 1:24 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 25 Jan 2012, at 4:59pm, Elliot Temple wrote:

On Jan 25, 2012, at 7:20 AM, stephen.p...@gmail.com wrote:

Let me see if I can summarize the Popperian position in my own words.

For several centuries scientists did their work using a process they
thought was inductive reasoning.

yes

The wording is ambiguous. A less ambiguous way of saying what Popperians 
think about that is:

For several centuries scientists did their work, and believed they did it using a 
process called inductive reasoning. But in fact they were using a very different 
process.

Thank you David and Elliott for improving on my outline of the
Popperian view on induction.  I also read Chapters 3 and 7 of The
Fabric of Reality, which gives a clear explication.

I agree with much of the Popperian view of how scientific knowledge
advances.  But my original question remains.  Some episodes in the
history of science look like induction to me.  Chargaff, for instance,
appears to have formulated his rules about base ratios in DNA in the
absence of an explanatory theory.  If it’s true that induction doesn’t
exist, there must be some other explanation for Chargaff’s insight.

Steve



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 27, 2012 at 7:32 AM

On 1/27/2012 7:12 AM, Steve Push wrote:

On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>  wrote:
On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.
How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a different 
decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe you 
will find examples of induction.

We're not going to find any examples without a clear idea of what induction is, 
so that we can look for it. That involves an answer to the question of how an 
inductive generalization works (and how it possibly could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

Rejecting induction doesn't mean assuming that the world is completely random. 
Indeed, assuming that the next instance in the series *will not* resemble past 
instances is just as problematic as assuming that it *will*. The problem is with the 
entire approach of trying to reduce the world to a 'sequence of instances' and 
then making predictions from that sequence.

If we're to use induction for reasoning about the world, can you at least tell us: 
how do we know, for a given situation, whether it will be reliable or not?



I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

Well, in Chargaff's case:

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).

In order for the observations to be unexpected, he must have been expecting 
something else - i.e. he must have had some theory in mind that the 1:1 ratio did 
not fit. This theory was something like "the quantities of bases are unrelated to 
each other and so there will be no patten in their ratio, because there is no 
pattern in the ratios of properties of unrelated systems in general."

(So in this case, Chargaff's prior conjecture actually *was* that the world is 
random - but many prior conjectures are not like that. Prior to discovering that 
light is bent by gravity, I might have a prior conjecture that says "The light will 
travel in a straight line because it encounters no change in medium." That's a 
prior conjecture that the world *does* behave according to a pattern in particular 
ways).

2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).

"If my theory that the world is random in the absence of relationships is false, 
then I'm going to have an awful lot of explaining to do vis a vis pretty much 
everything else in the universe. The idea that these quantities are actually related 
somehow is much less problematic - though it may also be that I was imagining it, 
or that I inadvertently measured the same base twice somehow. Or perhaps the 
proxies I am using to measure the amount of each base in the sample are 
reacting to both bases somehow. I'd better check to see that's not what 
happened."

* after checking for possible sources of error that he could think of *

"Hmm, I can't think of any other way the measurement could have been 



mistaken, so it looks like there really *is* a relationship. If they are related, then 
they could be related every single time, or only in this species. I'll check that too, 
to see how widespread the anomaly is."

3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

"I've ruled out all the other possible explanations I can think of (like experimenter 
error), and I've checked to see whether this effect is limited in scope to just this 
sample, or just this species, and similar. I cannot think of any other coherent 
explanations for what I am seeing here, and I cannot think of any further ways in 
which it would be worth testing the generality of the relationship at this time. For 
the time being I must tentatively conclude that there really *is* a 1:1 relationship 
between these base pairs in all species."

But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.

Yes, it's true that he didn't have an explanation as to *why* they were in a 1-to-1 
ratio. But you don't necessarily need an explanation in order to make a 
conjecture. To borrow from A. C. Doyle: when you have eliminated the 
impossible, whatever remains, however improbable [or unexplained], must be 
[what you should tentatively conclude as] the truth.

Chargaff needed an explanation for what he was seeing - the 1:1 ratio *in his 
measurements* - and that there was a 1:1 ratio *in the actual molecules* was 
only one potential explanation, which he arrived at through conjecture and 
refutation. He wasn't looking for an explanation as to *why* there was a 1:1 ratio 
(though I'm sure it was on his mind).

- Richard

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 27, 2012 at 7:34 AM

On 1/27/2012 7:12 AM, Steve Push wrote:

On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>  wrote:
On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.
How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a different 
decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe you 
will find examples of induction.

We're not going to find any examples without a clear idea of what induction is, 
so that we can look for it. That involves an answer to the question of how an 
inductive generalization works (and how it possibly could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

Also, that's not "how induction works" in the sense that Elliot meant it, I think. 
That's an attempt to show that it *does* work, not an attempt to show *how*.

- Richard

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Stolen Concepts (was: Force is bad, war is good?)
Date: January 27, 2012 at 8:09 AM

On 26 Jan 2012, at 18:20, Elliot Temple wrote:

On Jan 10, 2012, at 4:37 PM, Don Crimbchin wrote:

Elliot wrote:

Also, were you saying you are opposed to property? If so, what is your take 
on robbery?

I say that property is a form of coercion, but that doesn't mean I'm opposed to 
it. ... The institution of property gives exclusive claim to resources that, 
sometimes, were once held in commons.  Force is required to deter other 
people from using those resources.

This is the fallacy that Ayn Rand calls the "stolen concept".

Some concepts belong to particular world views or contexts. They can't be 
stolen because, to function, they require on other aspects of that world view. 
They have dependencies.

It's not an issue of plagiarism but logic. When someone uses a concept like 
"force", he's implicitly endorsing a bunch of related concepts. If he's 
simultaneously arguing against those other concepts, using the concept of force 
that depends on them, then it's the stolen concept fallacy. It's sort of like 
contradicting himself.

For a simple example, imagine a socialist arguing that the Government planners 
will use price information to help it make decisions about the allocation of all 
resources. That is stealing the concept of price information which only exists in 
market economies where resources are bought and sold.

What's going on is he lives in a society with a market and prices, and he's used 
to that concept, and he's transplanting it to a hypothetical situation where it 



doesn't apply. Prices require buying and selling, and he's using prices in his plan 
to eliminate buying and selling. So he's made a mistake.

Now let's consider the relationship of property and force. Using force in a 
criticism of property is a stolen concept fallacy. Saying that defense of property 
is force is a stolen concept fallacy.

Property and force both come from the liberal worldview, and are directly 
related.

Consider the issue of deciding what is force.

One man picks up a book, and moves it to a different location.

Another man picks up the book, and moves it to a different location.

They are both moving a book around. One has used force, the other hasn't.

Why?

One is a thief, stealing a book. The other its owner, moving it back to his house.

What is deemed force depends on a sophisticated, liberal conception of which 
actions are legitimate or not.

And, as we can see in this example, it depends on property ownership.

Moving someone else's book, from his house to my house, without consent, is 
force (theft).

Moving *my* book to my house, without consent anyone's consent, is *not* 
force. It's retrieving my property.

Consider walking into a bookstore and walking out with a book. That same 
action is force, or not, depending entirely on whether, at the time I walk out, I am 
the property owner of that book. Did I buy it first?

The concept of "force" absolutely requires, to be coherent, a way of judging 
things like which movements of books are and are not force. And the way we do 
that involves property rights and a few other things.



Judging what is force or not makes use of the concept of property, and so using 
the idea of force in one's criticism of property is a stolen concept fallacy.

The concept of "force" cannot exist in a vacuum. It relies on supporting concepts 
such as a conception of what qualifies as leaving someone alone, or being left 
alone. It involves, basically, some conception of rights -- people have the right to 
do some things, and that is not force, and violating those rights is force. 
Property is one of those rights.

A critic could say why can't anyone who wants the book just use it and move it as 
he wants. If A and B want to move the book to different places then there has to 
be some way of deciding how the book should be moved. But perhaps the right 
answer entails never leaving anybody alone.

This idea doesn't make sense. Suppose we imagine a world in which everybody 
goes around pointing guns at everyone else, so that nobody else ever makes a 
decision without checking with everybody else first. Each person is still pointing 
his guns, so he still has control over a piece of property, the gun, and is choosing 
to point it at another person.

Or the critic could reply that violence only applies to hitting a person's body, or 
something like that. This doesn't explain how we are to manage most property 
and so it won't fly for that reason alone. But the issue is still a property rights 
issue. If we can't use violence against a person, then he has some control over a 
physical object: his body. And there are further questions to ask like what should 
be considered a part of his body. If a man can't walk without a cane, should the 
cane be considered part of his body? If he has received a transplanted kidney, is 
the kidney part of his body? What if a stent has been implanted in his ureter: is 
that part of his body?

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 27, 2012 at 12:23 PM

On Jan 27, 2012, at 4:34 AM, Richard Fine wrote:

On 1/27/2012 7:12 AM, Steve Push wrote:

On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>  wrote:
On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.
How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a 
different decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe 
you will find examples of induction.

We're not going to find any examples without a clear idea of what induction 
is, so that we can look for it. That involves an answer to the question of how 
an inductive generalization works (and how it possibly could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

Also, that's not "how induction works" in the sense that Elliot meant it, I think. 
That's an attempt to show that it *does* work, not an attempt to show *how*.

Right. The story never says anything about how the chicken came to the 
generalization that he would be fed every day, instead of one of the infinitely 
many other contradictory possibilities logically compatible with the evidence.



Inductivists think "generalize it" (which means "induce it") is the "how" but it's 
vacuous and calling it "generalizing" provides no information about how to induce.

And none of them have any trivial examples where they present a very simple, 
contrived example and provide *complete* instructions which I can follow to do 
induction. (The instructions cannot have a step reading "induce it" or "generalize 
it" because I don't know how to do that. They'd have to divide that into sub-steps. 
What are the sub-steps?)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Stolen Concepts (was: Force is bad, war is good?)
Date: January 27, 2012 at 12:37 PM

On Jan 27, 2012, at 5:09 AM, Alan Forrester wrote:

On 26 Jan 2012, at 18:20, Elliot Temple wrote:

On Jan 10, 2012, at 4:37 PM, Don Crimbchin wrote:

Elliot wrote:

Also, were you saying you are opposed to property? If so, what is your take 
on robbery?

I say that property is a form of coercion, but that doesn't mean I'm opposed to 
it. ... The institution of property gives exclusive claim to resources that, 
sometimes, were once held in commons.  Force is required to deter other 
people from using those resources.

This is the fallacy that Ayn Rand calls the "stolen concept".

Some concepts belong to particular world views or contexts. They can't be 
stolen because, to function, they require on other aspects of that world view. 
They have dependencies.

It's not an issue of plagiarism but logic. When someone uses a concept like 
"force", he's implicitly endorsing a bunch of related concepts. If he's 
simultaneously arguing against those other concepts, using the concept of 
force that depends on them, then it's the stolen concept fallacy. It's sort of like 
contradicting himself.

For a simple example, imagine a socialist arguing that the Government 
planners will use price information to help it make decisions about the 
allocation of all resources. That is stealing the concept of price information 
which only exists in market economies where resources are bought and sold.



What's going on is he lives in a society with a market and prices, and he's 
used to that concept, and he's transplanting it to a hypothetical situation where 
it doesn't apply. Prices require buying and selling, and he's using prices in his 
plan to eliminate buying and selling. So he's made a mistake.

Now let's consider the relationship of property and force. Using force in a 
criticism of property is a stolen concept fallacy. Saying that defense of property 
is force is a stolen concept fallacy.

Property and force both come from the liberal worldview, and are directly 
related.

Consider the issue of deciding what is force.

One man picks up a book, and moves it to a different location.

Another man picks up the book, and moves it to a different location.

They are both moving a book around. One has used force, the other hasn't.

Why?

One is a thief, stealing a book. The other its owner, moving it back to his 
house.

What is deemed force depends on a sophisticated, liberal conception of which 
actions are legitimate or not.

And, as we can see in this example, it depends on property ownership.

Moving someone else's book, from his house to my house, without consent, is 
force (theft).

Moving *my* book to my house, without consent anyone's consent, is *not* 
force. It's retrieving my property.

Consider walking into a bookstore and walking out with a book. That same 
action is force, or not, depending entirely on whether, at the time I walk out, I 
am the property owner of that book. Did I buy it first?



The concept of "force" absolutely requires, to be coherent, a way of judging 
things like which movements of books are and are not force. And the way we 
do that involves property rights and a few other things.

Judging what is force or not makes use of the concept of property, and so 
using the idea of force in one's criticism of property is a stolen concept fallacy.

The concept of "force" cannot exist in a vacuum. It relies on supporting 
concepts such as a conception of what qualifies as leaving someone alone, or 
being left alone. It involves, basically, some conception of rights -- people have 
the right to do some things, and that is not force, and violating those rights is 
force. Property is one of those rights.

A critic could say why can't anyone who wants the book just use it and move it 
as he wants.

They might each want to read it at the same time, at their own homes. But they 
can't. If they just keep trying to grab and move it, they'll be fighting over it.

If A and B want to move the book to different places then there has to be some 
way of deciding how the book should be moved.

Right.

But perhaps the right answer entails never leaving anybody alone.

It's possible to have different conceptions of what force is other than the liberal 
one, but it's the liberal one which has popular support and appeal. If we just call 
those other conceptions by some other word to avoid confusion, then they can 
fairly say:

(Liberal) property causes argle, where argle is defined as deviating from never 
leaving anybody alone (in other words, deviating from argle is a lot like *not* 
using force. People will wonder why it's supposed to be bad).

No one is going to go "omg property is so awful" when the same thing is said 
without anyone being fooled by misleading terminology.

I think in practice people saying "property is force" have in mind the liberal 



conception of force (approximately), and so it is a stolen concept issue more than 
a terminological trick.

This idea doesn't make sense. Suppose we imagine a world in which everybody 
goes around pointing guns at everyone else, so that nobody else ever makes a 
decision without checking with everybody else first. Each person is still pointing 
his guns, so he still has control over a piece of property, the gun, and is 
choosing to point it at another person.

They aren't just pointing the guns, they are doing what we call "threatening" each 
other? Why? So no one ever acts without unanimous consent? Well, what if 
someone does act without unanimous consent? Can I shoot him? What if he 
doesn't consent to my shooting? What if someone else wasn't paying attention 
and also doesn't consent pending an investigation? What if someone does 
something I don't like, I shoot him, and then someone shoots me, and then 
someone shoots my shooter, and so on? Or what if, to avoid that, no one ever 
shoots?

This hypothetical is a mess.

Or the critic could reply that violence only applies to hitting a person's body, or 
something like that. This doesn't explain how we are to manage most property 
and so it won't fly for that reason alone. But the issue is still a property rights 
issue. If we can't use violence against a person, then he has some control over 
a physical object: his body. And there are further questions to ask like what 
should be considered a part of his body. If a man can't walk without a cane, 
should the cane be considered part of his body? If he has received a 
transplanted kidney, is the kidney part of his body? What if a stent has been 
implanted in his ureter: is that part of his body?

What about piercings?

If piercings are allowed, can i get a ring piercing somewhere with a chain on it, 
and then attach property to the chain like my iPhone? and gain properties rights 
over it that way? shall i get a really long piece of string and keep it attached to my 
house? or maybe run a chain from my house under the street with "attaching 
stations" every 100 feet, and i can keep attaching to each one in sequence as i 
go out. i won't go anywhere i haven't run chain though. so only rich people would 



be able to own houses in this system i guess.

Restricting property rights is tricky business.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: raxacoricofallapatorius <aldaron@gmail.com>
Subject: [BoI] What role does “counting histories” play in Deutsch's critique of the 
“simulation argument”?
Date: January 27, 2012 at 5:12 PM

In the The Beginning of Infinity, Deutsch argues that there is a
problematic assumption behind the simulation argument that "virtually
all instances of us are in ... simulations and not in the original
world" since "counting the number of instances of oneself is no guide
to the probability one ought to use ... We should be counting
histories not instances".

What is meant by the distinction between histories and instances and
how does that distinction create problems for the simulation
hypothesis?

http://philosophy.stackexchange.com/q/2159/1396

-- 

http://philosophy.stackexchange.com/q/2159/1396


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Doctors' mistakes
Date: January 27, 2012 at 7:19 PM

A doctor who admits that doctors are fallible and argues that they should talk 
about their mistakes:

http://www.ted.com/talks/brian_goldman_doctors_make_mistakes_can_we_talk_
about_that.html

There are some problems with this talk.

He emphasises emotion too much: healthy shame and that sort of thing. The 
good thing he's saying is that doctors should be able to talk about their mistakes, 
but there is pressure on them to pretend they don't make any.

Other issues he doesn't raise.

Why are many doctors sleep deprived?

Why do they make decisions that they feel are wrong almost immediately but 
then don't change those decisions?

Alan

-- 

http://www.ted.com/talks/brian_goldman_doctors_make_mistakes_can_we_talk_about_that.html


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] What role does “counting histories” play in Deutsch's critique of 
the “simulation argument”?
Date: January 27, 2012 at 7:44 PM

On 27 Jan 2012, at 10:12pm, raxacoricofallapatorius wrote:

In the The Beginning of Infinity, Deutsch argues that there is a
problematic assumption behind the simulation argument that "virtually
all instances of us are in ... simulations and not in the original
world" since "counting the number of instances of oneself is no guide
to the probability one ought to use ... We should be counting
histories not instances".

What is meant by the distinction between histories and instances

That sentence is confusing by itself, and if I'd realised that I'd have used some 
word other than 'counting'. Something like 'taking into account'. Sorry about that. 
Anyway, if one reads it in conjunction with the next two sentences one can see 
that I meant 'counting' *with different weights*, and I'm saying that the weights 
can't just be postulated by fiat but have to be provided by the theory governing 
the multiple entities:

We should be counting histories not instances. In quantum theory, the laws of 
physics tell us how to count histories by measure. In the case of multiple 
simulations, I know of no good argument for any way of counting them: it is an 
open question.

-- David Deutsch



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Doctors' mistakes
Date: January 27, 2012 at 8:24 PM

On Jan 27, 2012 6:19 PM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

A doctor who admits that doctors are fallible and argues that they should talk 
about their mistakes:

http://www.ted.com/talks/brian_goldman_doctors_make_mistakes_can_we_talk
_about_that.html

There are some problems with this talk.

He emphasises emotion too much: healthy shame and that sort of thing. The 
good thing he's saying is that doctors should be able to talk about their 
mistakes, but there is pressure on them to pretend they don't make any.

Other issues he doesn't raise.

Why are many doctors sleep deprived?

Many of my friend physicians say that the reason for sleep deprivation
is to get their minds accustomed to thinking critically when fatigued.
They do 36 hours shifts. But this doesn't make any sense to me.

Why do doctors need to practice sleep deprivation? Why not just never
let them be sleep deprived? This way they don't need to practice it.

Why do they make decisions that they feel are wrong almost immediately but 
then don't change those decisions?

There is an unspoken expectation of infallibility. And the feeling
[idea] that their decision was wrong conflicts with this infallibility
idea.

This is explained by Cognitive Dissonance theory. When the mind
experiences a conflict of ideas, the unconscious tries to relieve the

http://www.ted.com/talks/brian_goldman_doctors_make_mistakes_can_we_talk_about_that.html


dissonance by for example denying that their decision was wrong; or in
the case of that video, getting confirmation from the nurse that their
decision was right.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] How cost effective is environmentalism? And NASA?
Date: January 27, 2012 at 10:35 PM

http://reason.com/archives/2012/01/26/how-much-is-an-astronauts-life-worth

The life of an astronaut is intrinsically precious, but no more so than that of 
anyone else. Let’s therefore consider how much other government programs 
spend to save people’s lives. Based on data from hundreds of programs, policy 
analyst John D. Graham and his colleagues at the Harvard Center for Risk 
Analysis found in 1997 that the median cost for lifesaving expenditures and 
regulations by the U.S. government in the health care, residential, 
transportation, and occupational areas ranges from about $1 million to $3 million 
spent per life saved in today’s dollars. The only marked exception to this pattern 
occurs in the area of environmental health protection (such as the Superfund 
program) which costs about $200 million per life saved.

Graham and his colleagues call the latter kind of inefficiency “statistical murder,” 
since thousands of additional lives could be saved each year if the money were 
used more cost-effectively.

Not good.

-- Elliot Temple
http://fallibleideas.com/

http://reason.com/archives/2012/01/26/how-much-is-an-astronauts-life-worth
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Zero Sum Mistake
Date: January 27, 2012 at 11:10 PM

http://daringfireball.net/linked/2012/01/18/amazon-publishers

It’s occurred to me that Apple’s stunning successes over the last decade could 
be a hindrance to its ongoing negotiations with content companies — movie 
studios, TV networks, book publishers, etc. Imagine a weekly poker game 
where, week after week, the same player wins. Every goddamn week. Pretty 
soon that player is going to stop being invited to play. That’s Apple.

Apple’s opportunity with books is that there’s already a dominant money-winning 
bully at the table: Amazon.

This is very false.

Poker games are zero sum.

Business partnerships are not.

And voluntary trade has mutual benefit in the judgment of both parties.

-- Elliot Temple
http://beginningofinfinity.com/

http://daringfireball.net/linked/2012/01/18/amazon-publishers
http://beginningofinfinity.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Fwd: Relativity of explanations
Date: January 28, 2012 at 9:27 AM

On 27 Jan 2012, at 6:10am, Steve Push wrote:

Some episodes in the
history of science look like induction to me.  Chargaff, for instance,
appears to have formulated his rules about base ratios in DNA in the
absence of an explanatory theory.  If it’s true that induction doesn’t
exist, there must be some other explanation for Chargaff’s insight.

I know fairly little about the history of chemistry, but in understanding how a 
discovery that "looks like" induction actually came about, some useful questions 
one can ask, in general, are:

-- Why were the 'data' from which the theory appears to have been induced, 
calculated? Note that they are always *calculated*, not 'directly' measured. So 
why were those particular numbers chosen to be the focus of the scientists' 
effort? What were they hoping for? Why did they hope that calculating those 
numbers might get them what they were hoping for, and not any of the infinity of 
combinations of the 'raw data' that they chose not to calculate?

-- I put 'directly' and 'raw data' in scare quotes because it is never raw. The 
question here is: why was that experiment done rather than the infinity of other 
possible experiments, and why were those data collected during it rather than 
other data? Again, what were they hoping for?

-- Prior to that, what was the *problem* that they were trying to solve? Why was it 
important to them what these particular physical processes and variables were 
doing, and not others? What did they find inadequate, or mysterious, or 
contradictory, in their existing knowledge, that made them want to do an 
experiment about it?

Nor do I know the history of Chargoff. But I do know that various invariant ratios 
in chemical reactions were key to various discoveries throughout the history of 
chemistry, including the existence of atoms and molecules and valency. With the 
discovery of things like isotopes and complex polymers (like DNA), the time-
honoured principles expressing these ratios, particularly the law of multiple 
proportions, had to be corrected or made unambiguous. So my first guess as to 



what happened was: First, there was a reason why people were interested in the 
structure of DNA. I expect this reason came from biology not chemistry. Second, 
it was already known that DNA is a high-molecular-weight polymer made of 
multiple monomers, which meant that, unlike in most chemistry that had 
previously been studied, the law of multiple proportions would not necessarily 
hold for the ratios of the monomers in the molecule. Third, someone guessed that 
if it *did* nevertheless hold for some (or indeed all) of the ratios, that might 
drastically restrict the possible structures of DNA. And fourth, someone thought 
about what ratios that could be accurately measured, and tried to think of 
techniques to measure them as accurately as possible.

-- David Deutsch



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] How cost effective is environmentalism? And NASA?
Date: January 28, 2012 at 10:20 AM

On Fri, Jan 27, 2012 at 9:35 PM, Elliot Temple <curi@curi.us> wrote:
http://reason.com/archives/2012/01/26/how-much-is-an-astronauts-life-worth

The life of an astronaut is intrinsically precious, but no more so than that of 
anyone else. Let’s therefore consider how much other government programs 
spend to save people’s lives. Based on data from hundreds of programs, policy 
analyst John D. Graham and his colleagues at the Harvard Center for Risk 
Analysis found in 1997 that the median cost for lifesaving expenditures and 
regulations by the U.S. government in the health care, residential, 
transportation, and occupational areas ranges from about $1 million to $3 
million spent per life saved in today’s dollars. The only marked exception to 
this pattern occurs in the area of environmental health protection (such as the 
Superfund program) which costs about $200 million per life saved.

Graham and his colleagues call the latter kind of inefficiency “statistical 
murder,” since thousands of additional lives could be saved each year if the 
money were used more cost-effectively.

Not good.

What is not good? That the US. government spends 200 times less
efficiently on saving American lives in the area of environmental
health protection vs other areas? I agree.

-- Rami

http://reason.com/archives/2012/01/26/how-much-is-an-astronauts-life-worth


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: Fwd: Relativity of explanations
Date: January 28, 2012 at 10:23 AM

On 1/25/2012 4:58 PM, stephen.push@gmail.com wrote:
Is the Popperian view prescriptive or only descriptive? Do you think that 
Chargaff would have done his research differently if he were a good Popperian? 
Or do Popperians just feel they can provide a better account of what Chargaff 
actually did? 

I think it's both:

* Descriptive: The inductivist account, as we've been discussing, doesn't 
sufficiently explain how it is that Chargaff went from the data in front of him to a 
*single* generalized theory, when there are other theories he could have 
concluded. The Popperian account doesn't have those holes.

* Prescriptive: If you know the Popperian account of the growth of knowledge, 
you stop focusing on trying to amass data and start focusing on trying to refute 
theories. Often, amassing data *does* refute some theories, but sometimes data 
is collected with no particular refutation in mind, and this is inefficient. (It may or 
may not be that Chargaff could have been more refutation-focused, and so may 
or may not have benefited from being more Popperian; I don't know anything 
about him or his work).

Feynman, who was (unknowingly?) a Popperian, has a great account of Young's 
1937 experiments on rat psychology, in his 1974 Caltech commencement 
address (http://www.lhup.edu/~DSIMANEK/cargocul.htm 
<http://www.lhup.edu/%7EDSIMANEK/cargocul.htm>):

All experiments in psychology are not of this type, however. For
example, there have been many experiments running rats through all
kinds of mazes, and so on--with little clear result. But in 1937
a man named Young did a very interesting one. He had a long
corridor with doors all along one side where the rats came in, and
doors along the other side where the food was. He wanted to see if
he could train the rats to go in at the third door down from
wherever he started them off. No. The rats went immediately to the
door where the food had been the time before.

http://www.lhup.edu/~DSIMANEK/cargocul.htm
http://www.lhup.edu/%7EDSIMANEK/cargocul.htm


The question was, how did the rats know, because the corridor was
so beautifully built and so uniform, that this was the same door
as before? Obviously there was something about the door that was
different from the other doors. So he painted the doors very
carefully, arranging the textures on the faces of the doors exactly
the same. Still the rats could tell. Then he thought maybe the rats
were smelling the food, so he used chemicals to change the smell
after each run. Still the rats could tell. Then he realized the
rats might be able to tell by seeing the lights and the arrangement
in the laboratory like any commonsense person. So he covered the
corridor, and still the rats could tell.

He finally found that they could tell by the way the floor sounded
when they ran over it. And he could only fix that by putting his
corridor in sand. So he covered one after another of all possible
clues and finally was able to fool the rats so that they had to
learn to go in the third door. If he relaxed any of his conditions,
the rats could tell.

Now, from a scientific standpoint, that is an A-number-one
experiment. That is the experiment that makes rat-running
experiments sensible, because it uncovers the clues that the rat
is really using--not what you think it's using. And that is the
experiment that tells exactly what conditions you have to use in
order to be careful and control everything in an experiment with
rat-running.

Young's approach wasn't to run the experiment repeatedly to see whether the rats 
could find the food ten times in a row (i.e. amassing data) - instead, he changed 
the experiment a little each time to eliminate possible clues the rat was using (i.e. 
refuting theories). So I think Young was a Popperian (in that he was aligned with 
the philosophy, not necessarily that he had anything actually to do with Popper 
himself or his writings).

- Richard

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 28, 2012 at 4:04 AM

On Jan 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 27, 2012, at 4:34 AM, Richard Fine wrote:

On 1/27/2012 7:12 AM, Steve Push wrote:

On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>  wrote:
On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.
How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a 
different decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe 
you will find examples of induction.

We're not going to find any examples without a clear idea of what induction 
is, so that we can look for it. That involves an answer to the question of how 
an inductive generalization works (and how it possibly could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day



after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

Also, that's not "how induction works" in the sense that Elliot meant it, I think. 
That's an attempt to show that it *does* work, not an attempt to show *how*.

Right. The story never says anything about how the chicken came to the 
generalization that he would be fed every day, instead of one of the infinitely 
many other contradictory possibilities logically compatible with the evidence.

Do you deny the chickens make such generalizations?  Or are just
saying that you don't know how they do it?

Inductivists think "generalize it" (which means "induce it") is the "how" but it's 
vacuous and calling it "generalizing" provides no information about how to 
induce.

And none of them have any trivial examples where they present a very simple, 
contrived example and provide *complete* instructions which I can follow to do 
induction. (The instructions cannot have a step reading "induce it" or "generalize 
it" because I don't know how to do that. They'd have to divide that into sub-
steps. What are the sub-steps?)

I believe you may have convinced yourself of that, but I don't believe
it's actually true.  Conjecture and refutation, when available, may be
the superior method.  But when confronted with situations for which we
have no good explanations -- especially those involving life and limb
-- we fall back on induction, even if we can't justify it logically.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 28, 2012 at 3:33 AM

On Jan 27, 7:32 am, Richard Fine <richard.f...@gmail.com> wrote:
On 1/27/2012 7:12 AM, Steve Push wrote:

On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>  wrote:
On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.
How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a 
different decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe 
you will find examples of induction.

We're not going to find any examples without a clear idea of what induction 
is, so that we can look for it. That involves an answer to the question of how 
an inductive generalization works (and how it possibly could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

Rejecting induction doesn't mean assuming that the world is completely
random. Indeed, assuming that the next instance in the series *will not*
resemble past instances is just as problematic as assuming that it
*will*. The problem is with the entire approach of trying to reduce the
world to a 'sequence of instances' and then making predictions from that
sequence.



If we're to use induction for reasoning about the world, can you at
least tell us: how do we know, for a given situation, whether it will be
reliable or not?

That’s one area in which I’m in agreement with what I understand to be
the Popperian position.  Reliability depends on having a corroborated
explanatory theory.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

Well, in Chargaff's case:

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).

In order for the observations to be unexpected, he must have been
expecting something else - i.e. he must have had some theory in mind
that the 1:1 ratio did not fit. This theory was something like "the
quantities of bases are unrelated to each other and so there will be no
patten in their ratio, because there is no pattern in the ratios of
properties of unrelated systems in general."

Your “theory” is the null hypothesis, which is a default position, not
a theory.  It doesn’t explain anything.  It is just a tool to help
researchers determine whether a supposed pattern in the data deviates
from a random distribution.  Rejecting the null hypothesis can
corroborate an inductive inference, at least for the sample under
study.

(So in this case, Chargaff's prior conjecture actually *was* that the
world is random - but many prior conjectures are not like that. Prior to
discovering that light is bent by gravity, I might have a prior
conjecture that says "The light will travel in a straight line because
it encounters no change in medium." That's a prior conjecture that the
world *does* behave according to a pattern in particular ways).



I doubt that Chargaff entertained the null hypothesis as a Popperian
conjecture.  It is more likely that he was hoping to find some kind of
pattern that would hint at the structure and function of DNA.  But I
found no indication in the literature that he had any idea what that
pattern might be -- other than that he thought it would *not* be the
tetranucleotide hypothesis.

2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).

"If my theory that the world is random in the absence of relationships
is false, then I'm going to have an awful lot of explaining to do vis a
vis pretty much everything else in the universe. The idea that these
quantities are actually related somehow is much less problematic -
though it may also be that I was imagining it, or that I inadvertently
measured the same base twice somehow. Or perhaps the proxies I am using
to measure the amount of each base in the sample are reacting to both
bases somehow. I'd better check to see that's not what happened."

* after checking for possible sources of error that he could think of *

"Hmm, I can't think of any other way the measurement could have been
mistaken, so it looks like there really *is* a relationship. If they are
related, then they could be related every single time, or only in this
species. I'll check that too, to see how widespread the anomaly is."

I believe your scenario above is probably what Chargaff was thinking
and doing.  I don’t see how that scenario distinguishes between the
Popperian view and the view that the 1-to-1 ratio was an inductive
inference.

3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

"I've ruled out all the other possible explanations I can think of (like
experimenter error), and I've checked to see whether this effect is
limited in scope to just this sample, or just this species, and similar.
I cannot think of any other coherent explanations for what I am seeing



here, and I cannot think of any further ways in which it would be worth
testing the generality of the relationship at this time. For the time
being I must tentatively conclude that there really *is* a 1:1
relationship between these base pairs in all species."

That looks like an inductive inference to me.  Where is the “bold
conjecture”?  Where is the “theory with a great content – greater at
any rate than the theory which, we are hoping, will be superseded by
it”?  (Popper, Objective Knowledge, revised edition, p. 81.)

The tetranucleotide hypothesis had greater content – it just happened
to be wrong.  Chargaff’s research refuted that hypothesis but left
nothing in its place except a correlation that might or might not have
been important.

Another reason why your scenario seems inductive to me is the
statement, “'I've checked to see whether this effect is limited in
scope to just this sample, or just this species, and similar.'”
Chargaff didn’t test every species or every individual within a
species or every cell within an individual.  In the absence of an
explanatory theory, how can we say the scope isn’t limited without
relying on induction?

But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.

Yes, it's true that he didn't have an explanation as to *why* they were
in a 1-to-1 ratio. But you don't necessarily need an explanation in
order to make a conjecture. To borrow from A. C. Doyle: when you have
eliminated the impossible, whatever remains, however improbable [or
unexplained], must be [what you should tentatively conclude as] the truth.

Chargaff needed an explanation for what he was seeing - the 1:1 ratio
*in his measurements* - and that there was a 1:1 ratio *in the actual
molecules* was only one potential explanation, which he arrived at
through conjecture and refutation. He wasn't looking for an explanation
as to *why* there was a 1:1 ratio (though I'm sure it was on his mind).

I can see how Chargaff may have been using conjecture and refutation



to validate his measurement techniques.  But I don’t see how using the
Popperian method at one level translates to the next level.  Once we
accept that the measurement technique is indeed revealing the amounts
of various bases present, it doesn’t necessary follow that those bases
should be found to follow Chargaff’s Rules.  Those Rules were based on
the observations made, in the absence of any theory as to why Nature
ought to follow such rules,

Steve



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 28, 2012 at 11:50 AM

On 1/28/2012 9:04 AM, Steve Push wrote:

On Jan 27, 12:23 pm, Elliot Temple<c...@curi.us>  wrote:
On Jan 27, 2012, at 4:34 AM, Richard Fine wrote:

On 1/27/2012 7:12 AM, Steve Push wrote:
On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>    wrote:

On Jan 21, 2012, at 11:31 AM, Steve Push wrote:
Induction is generalizing from a sample of individual instances.

How?
When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a 
different decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe 
you will find examples of induction.

We're not going to find any examples without a clear idea of what induction 
is, so that we can look for it. That involves an answer to the question of 
how an inductive generalization works (and how it possibly could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.



Also, that's not "how induction works" in the sense that Elliot meant it, I think. 
That's an attempt to show that it *does* work, not an attempt to show *how*.

Right. The story never says anything about how the chicken came to the 
generalization that he would be fed every day, instead of one of the infinitely 
many other contradictory possibilities logically compatible with the evidence.

Do you deny the chickens make such generalizations?  Or are just
saying that you don't know how they do it?

The latter.

Inductivists think "generalize it" (which means "induce it") is the "how" but it's 
vacuous and calling it "generalizing" provides no information about how to 
induce.

And none of them have any trivial examples where they present a very simple, 
contrived example and provide *complete* instructions which I can follow to do 
induction. (The instructions cannot have a step reading "induce it" or 
"generalize it" because I don't know how to do that. They'd have to divide that 
into sub-steps. What are the sub-steps?)

I believe you may have convinced yourself of that, but I don't believe it's actually 
true.

If it's false, then there must exist a step-by-step description of how "generalizing" 
something is done. Can you give that description?

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 28, 2012 at 12:17 PM

On Jan 28, 2012, at 1:04 AM, Steve Push wrote:

On Jan 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 27, 2012, at 4:34 AM, Richard Fine wrote:

On 1/27/2012 7:12 AM, Steve Push wrote:

On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>  wrote:
On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.
How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a 
different decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe 
you will find examples of induction.

We're not going to find any examples without a clear idea of what induction 
is, so that we can look for it. That involves an answer to the question of 
how an inductive generalization works (and how it possibly could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

Also, that's not "how induction works" in the sense that Elliot meant it, I think. 
That's an attempt to show that it *does* work, not an attempt to show *how*.



Right. The story never says anything about how the chicken came to the 
generalization that he would be fed every day, instead of one of the infinitely 
many other contradictory possibilities logically compatible with the evidence.

Do you deny the chickens make such generalizations?  Or are just
saying that you don't know how they do it?

Chickens: yes I deny it. The chicken in the story is anthropomorphized, not a real 
chicken.

People: people come up with ideas that are general. But not by "inducing" or its 
synonym "generalizing". They do it in the Popperian way, which is the only known 
way they could do it.

To argue with that, I'd suggest you take one of two approaches:

1) explain why the Popperian approach couldn't possibly work

2) explain how the inductive approach can work, e.g. with a trivial example 
focussed on the "inducing" step rather than the surrounding steps

Inductivists think "generalize it" (which means "induce it") is the "how" but it's 
vacuous and calling it "generalizing" provides no information about how to 
induce.

And none of them have any trivial examples where they present a very simple, 
contrived example and provide *complete* instructions which I can follow to do 
induction. (The instructions cannot have a step reading "induce it" or 
"generalize it" because I don't know how to do that. They'd have to divide that 
into sub-steps. What are the sub-steps?)

I believe you may have convinced yourself of that, but I don't believe
it's actually true.  Conjecture and refutation, when available, may be
the superior method.  But when confronted with situations for which we
have no good explanations -- especially those involving life and limb
-- we fall back on induction, even if we can't justify it logically.

The problem with induction isn't that we can't justify it logically but we can't do it at 



all. You've never given me instructions on how to do it. Tell me, specifically, what 
to do and I will try it out. Give me a list of simple steps and I'll try to follow them.

If you can do induction, can you go ahead and teach me how to do it too?

As for C&R, it's always available. There are no situations in which we can't come 
up with any explanations, guesses, or criticisms. You believe otherwise, so how 
about a counter-example?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Rich and Poor Using the Same Stuff
Date: January 28, 2012 at 12:21 PM

http://daringfireball.net/linked/2012/01/03/warhole-coke

Andy Warhol’s great quote about Coke:

What’s great about this country is that America started the tradition where the 
richest consumers buy essentially the same things as the poorest. You can be 
watching TV and see Coca-Cola, and you know that the President drinks 
Coke, Liz Taylor drinks Coke, and just think, you can drink Coke, too. A Coke 
is a Coke and no amount of money can get you a better Coke than the one the 
bum on the corner is drinking. All the Cokes are the same and all the Cokes 
are good. Liz Taylor knows it, the President knows it, the bum knows it, and 
you know it.

Key part:

America started the tradition where the richest consumers buy essentially the 
same things as the poorest.

Our capitalism does not exploit the poor, it does not create an ever widening gap 
between the rich and the poor, it makes mass production so efficient and 
profitable that the rich end up buying a lot of the same mass produced stuff the 
poor have.

Similarly, the microwaves and refrigerators that poor people have work just fine. 
Maybe they buy a brand that doesn't have pretty wood panelling on the front or 
something, but it's not much different.

The same pretty much goes for washing machines, heaters, TVs, computers, 
iPhones, showers, toilets, books, doors, hammers, ladders, paint etc...

And then there's lots more stuff, like clothes, cars, rugs and furniture, where the 
cheap mass produced stuff is mostly about the same -- functions just fine -- 
except with a bit less aesthetics and status, and maybe the expensive one has 
some features with niche appeal.

http://daringfireball.net/linked/2012/01/03/warhole-coke


-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Deutsch's Coercion
Date: January 28, 2012 at 12:21 PM

On Jan 4, 2012, at 6:35 AM, Rami Rustom wrote:

On Jul 20 2011, 1:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 20, 2011, at 11:11 AM, Lulie Tanett wrote:

It seems to be adding on unnecessary stuff again. If all the rival theories have 
problems, you believe the least-problematic one by default

No, that would be coercion (concept and term both due to David Deutsch, 
FYI).

http://fallibleideas.com/coercion

Well, actually, let's back up. This is ambiguous.

The word "problematic" is ambiguous between problems meaning *flaws* and 
problems meaning opportunities to learn and improve. All good theories are 
always problematic in the second sense. I take the first sense to be intended. 
I'll speak of "flawed" theories rather than "problematic" going forward.

So, if you think X (X = some idea) is the least flawed (but is flawed) and you 
*do anything with X*, then that's coercion. You believe you're causing 
something bad to happen (due to whatever the flaw(s) in X is) and you do it 
anyway.

You're doing something while having an active conflicting idea (about why it's a 
bad idea and won't work).

This is very interesting. I didn't realize that one could coerce
themselves.

Yes.

I thought coercion could only happen from one on to
another.

http://fallibleideas.com/coercion


So consider my method of problem solving that I described in the
thread named _Are over-analyze and over-think fallacious terms?_
http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/fd0e42ef17dde2c9/b34b12a39f23fa85?
lnk=gst&q=analyze#b34b12a39f23fa85

An excerpt from that thread:
You should only quit thinking once you’ve solved the problem and you no 
longer feel confused. Or, put a flag on that issue and move on; then later check 
that flag and reflect on that issue again and again with

the intention of eventually solving the problem and removing the
confusion.

So consider the *put a flag on that issue and move on* step. So
according to Deutsch's definition, my method would cause one to coerce
herself.

No.

Consider, "Coercion is the psychological state of enacting one idea or impulse 
while a conflicting impulse is still active in one's mind."

Note the word *active*. When you (correctly) flag an issue and move on, you're 
*making it inactive* (for now).

-- Elliot Temple
http://curi.us/

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/fd0e42ef17dde2c9/b34b12a39f23fa85?lnk=gst&q=analyze#b34b12a39f23fa85
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 12:21 PM

On Jan 10, 2012, at 2:23 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 11:16 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 9:09 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 10:17 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2012, at 8:01 AM, Rami Rustom wrote:

A 2.5 year old boy and his 1 year girl cousin spent a summer together.

A 5 year old boy and his identical twin spent a summer together.

They went to a meadow.

One looked left, and one looked right. They saw different things.

One looked left, and the other looked left too. They saw different information 
because they were not standing in the same exact place.

Two people with "the same childhood", raised "the same way" by the same 
parents, actually had different childhoods.

-- Paraphrase of William Godwin

So this is my conjecture:

These tendencies are a result of neural hardwiring. And this
hardwiring is a direct result of their genes.

THE CHARACTERS OF MEN ORIGINATE IN THEIR EXTERNAL 
CIRCUMSTANCES -- chapter by William Godwin

What about women? Was he a sexist?



Funny you should ask that. Here's his wife:

http://en.wikipedia.org/wiki/Mary_Wollstonecraft

However, with the emergence of the feminist movement at the turn of the 
twentieth century, Wollstonecraft's advocacy of women's equality and 
critiques of conventional femininity became increasingly important. Today 
Wollstonecraft is regarded as one of the founding feminist philosophers, and 
feminists often cite both her life and work as important influences.

end quote

The word *originate* seems to suggest that experiences define a person
before genes do. If this is what he meant, then I disagree. Genes come
before experiences. And yes experiences are a huge component of neural
wiring. There is hard-wiring [because of genes] and soft-wiring
[because of experiences].

Do you have any comment on Godwin's arguments in the chapter?

Godwin says that what humankind thought was innate, was not; giving
many examples such as the automatic reaction of closing the eyes when
approached. Clearly infants don't do this so this is definitely
soft-wiring not hard-wiring [instincts].

But I think Godwin has said that there are no instincts at all.

Depends how you define "instinct". I think he would acknowledge that when you 
tap someone's knee with a hammer, and the leg kicks, that is a "reflex" or we 
might want to call it an "instinct". It's not a matter of the person's ideas.

Or if I'm wrong in this case for some reason, there are other things which are not 
a matter of a person's ideas. Like perhaps growing their hair. Or using their 
kidneys. Some things are regulated by what we might call our "animal aspect".

There are no instincts in the sense of: ideas from our genes that are in our minds 
telling us what to do, and controlling us. (We are born with some initial ideas, but 
we can change those, if we still have them after 5 years it's because we want to, 
not because they are "instincts" we're stuck with.)

http://en.wikipedia.org/wiki/Mary_Wollstonecraft


Note the chapter title specifically speaks to men's *character*. Their personality is 
a matter of their ideas, not their genes. That's important. If someone has, say, 
fear of spiders, that is not a genetic instinct. Genes are not necessarily irrelevant 
but they aren't determining or controlling that.

In my
earlier threads, I have equated instincts with hard-wiring,

Fear of spiders, or a sunny disposition, or being good at math, is not hard wired, 
it's ideas.

which I
learned from David Eagleman's _Incognito_. But in this thread I've
changed this idea because I realized that even when the very first
wire is installed, both genes and environment are involved. But Godwin
is saying that both genes and environment are not the direct cause of
installing a wire.

Thinking of the mind as wired is misleading in the same way that thinking of a 
Mac as wires is misleading.

The hardware is a universal Turing machine. The implementation details are not 
relevant for many purposes. It's all about software not wires.

He says that the mind makes an attempt to
understand a situation in order for a wire to be installed. The
attempt at understanding is what directly causes a wire to be
installed. And to be clear, the genes and environment are involved
[but indirectly] because they affect the mind's attempt at
understanding a situation.

But something still isn't reconciling. What about the infant's
feeling-behavior causal relationship of how the feeling of hunger
produces the behavior of crying. This is an instinct, right? And by
instinct I'm referring to soft-wiring [I'm dropping the hard-wiring
idea altogether]. Did the infant have to make an attempt at
understanding in order to link the behavior of crying with the feeling
of hunger?



Crying and hunger may well have some initial, malleable configuration at birth.

When a person is 20, that initial configuration is a drop in the ocean. It's not 
important. If a person wanted to, for example, he might choose to never again cry 
when hungry -- as most people do choose. If he's a male, he might choose not to 
cry for any reason but extreme pain.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Pulling the plug...
Date: January 28, 2012 at 12:22 PM

On Jan 12, 2012, at 5:49 PM, Rami Rustom wrote:

On Thu, Jan 12, 2012 at 7:24 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2012, at 5:55 AM, Rami Rustom wrote:

So a liberal view says that suicide is ok, because someone who is
experiencing great distress, should have the choice to end that
distress in which ever way she chooses [so long as she does not
infringe upon anothers' rights]. Another reason is that a person did
not choose to come into existence, so that person should have the
choice to reverse this decision that was made for them.

Another reason is that people own themselves, and should have freedom.

If anyone is interested in the topic of suicide, as well as physician assisted 
suicide, I strongly recommend Szasz's _Fatal Freedom_.

And this idea intersects with the idea of healthcare. And I think a
liberal view says that healthcare should not be paid for by government
at all [including for the old and young]. For now I'll hold on the
idea of the young until we've resolved the matter of the old.

The old are getting older and the healthcare costs are rising
dramatically. Keeping somebody alive at 100 y.o. costs considerably
more than at 90, which costs considerably more than at 80, and so on.
And the way it stands now, the middle aged are paying for it. But the
ratio of non-working vs working is quickly getting larger. So this
seems like another spiral effect situation. And spiral effects don't
end well. So what is the solution?

That people provide for themselves.

Or *persuade* others to do it (such as family members or charities).



I think that there already exists a good idea for this. At the point
of sale at many grocery stores, the clerk asks if you would like to
donate $1 to some specific charity. I'd like to take this further and
offer a variety of amounts to a variety of charities including
specific people in need who live nearby. For the local persons in
need, showing on the front-facing screen is a picture of the person,
the amount needed to cover the healthcare, the amount already donated,
and contact information so that the customer could donate a lot of
money directly to the person in need. The local persons in need should
have an easy way to include themselves in this network of
point-of-sale systems, lets say an internet site.

Businesses that are socially aware, would make sure to install
point-of-sale systems that offer this service. This would be a good
meme that would replicate because customers might be more likely to
buy from them as opposed to businesses that don't do this.

Businesses can take it even further by donating 10% of the customer's
donation out of their pockets. In this way, the business is driving
donations. Again a good meme that would replicate.

With today's technology, all of this is very easy to accomplish. :)

A problem with this kind of system is that businesses should not do anything to 
annoy their customers.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 28, 2012 at 12:40 PM

On 1/28/2012 8:33 AM, Steve Push wrote:
But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.

Yes, it's true that he didn't have an explanation as to *why* they were
in a 1-to-1 ratio. But you don't necessarily need an explanation in
order to make a conjecture. To borrow from A. C. Doyle: when you have
eliminated the impossible, whatever remains, however improbable [or
unexplained], must be [what you should tentatively conclude as] the truth.

Chargaff needed an explanation for what he was seeing - the 1:1 ratio
*in his measurements* - and that there was a 1:1 ratio *in the actual
molecules* was only one potential explanation, which he arrived at
through conjecture and refutation. He wasn't looking for an explanation
as to *why* there was a 1:1 ratio (though I'm sure it was on his mind).

I can see how Chargaff may have been using conjecture and refutation
to validate his measurement techniques.  But I don’t see how using the
Popperian method at one level translates to the next level.  Once we
accept that the measurement technique is indeed revealing the amounts
of various bases present, it doesn’t necessary follow that those bases
should be found to follow Chargaff’s Rules.  Those Rules were based on
the observations made, in the absence of any theory as to why Nature
ought to follow such rules,

I think I see. Is this an accurate description of your problem:

Of the two conjectures:

* The pattern is present in all cells of all individuals of all species
* The pattern is present in only those cells of only those individuals of only those 
species that I have measured

how did Chargaff make the former conjecture, and not the latter, without using 
induction?

- Richard



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 1:28 PM

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 10, 2012, at 2:23 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 11:16 AM, Elliot Temple <curi@curi.us> wrote:
On Jan 9, 2012, at 9:09 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 10:17 AM, Elliot Temple <curi@curi.us> wrote:
On Jan 9, 2012, at 8:01 AM, Rami Rustom wrote:

A 2.5 year old boy and his 1 year girl cousin spent a summer together.

A 5 year old boy and his identical twin spent a summer together.

They went to a meadow.

One looked left, and one looked right. They saw different things.

One looked left, and the other looked left too. They saw different 
information because they were not standing in the same exact place.

Two people with "the same childhood", raised "the same way" by the same 
parents, actually had different childhoods.

-- Paraphrase of William Godwin

So this is my conjecture:

These tendencies are a result of neural hardwiring. And this
hardwiring is a direct result of their genes.

THE CHARACTERS OF MEN ORIGINATE IN THEIR EXTERNAL 
CIRCUMSTANCES -- chapter by William Godwin

What about women? Was he a sexist?

Funny you should ask that. Here's his wife:

http://en.wikipedia.org/wiki/Mary_Wollstonecraft

http://en.wikipedia.org/wiki/Mary_Wollstonecraft


However, with the emergence of the feminist movement at the turn of the 
twentieth century, Wollstonecraft's advocacy of women's equality and 
critiques of conventional femininity became increasingly important. Today 
Wollstonecraft is regarded as one of the founding feminist philosophers, and 
feminists often cite both her life and work as important influences.

end quote

The word *originate* seems to suggest that experiences define a person
before genes do. If this is what he meant, then I disagree. Genes come
before experiences. And yes experiences are a huge component of neural
wiring. There is hard-wiring [because of genes] and soft-wiring
[because of experiences].

Do you have any comment on Godwin's arguments in the chapter?

Godwin says that what humankind thought was innate, was not; giving
many examples such as the automatic reaction of closing the eyes when
approached. Clearly infants don't do this so this is definitely
soft-wiring not hard-wiring [instincts].

But I think Godwin has said that there are no instincts at all.

Depends how you define "instinct". I think he would acknowledge that when you 
tap someone's knee with a hammer, and the leg kicks, that is a "reflex" or we 
might want to call it an "instinct". It's not a matter of the person's ideas.

Or if I'm wrong in this case for some reason, there are other things which are not 
a matter of a person's ideas. Like perhaps growing their hair. Or using their 
kidneys. Some things are regulated by what we might call our "animal aspect".

There are no instincts in the sense of: ideas from our genes that are in our 
minds telling us what to do, and controlling us. (We are born with some initial 
ideas, but we can change those, if we still have them after 5 years it's because 
we want to, not because they are "instincts" we're stuck with.)

Note the chapter title specifically speaks to men's *character*. Their personality 
is a matter of their ideas, not their genes. That's important. If someone has, say, 



fear of spiders, that is not a genetic instinct. Genes are not necessarily irrelevant 
but they aren't determining or controlling that.

In my
earlier threads, I have equated instincts with hard-wiring,

Fear of spiders, or a sunny disposition, or being good at math, is not hard wired, 
it's ideas.

Do you mean *being better at math as compared to others* or *inclined
to be able to learn math easier as compared to others*?

which I
learned from David Eagleman's _Incognito_. But in this thread I've
changed this idea because I realized that even when the very first
wire is installed, both genes and environment are involved. But Godwin
is saying that both genes and environment are not the direct cause of
installing a wire.

Thinking of the mind as wired is misleading in the same way that thinking of a 
Mac as wires is misleading.

The hardware is a universal Turing machine. The implementation details are not 
relevant for many purposes. It's all about software not wires.

I called it softwiring simply because of the mechanism by which our
knowledge [software] is saved in our brains [hardware], which is
neural pathways. Neural pathways are analogous to wires more than they
are analogous to memory bits.

There is the similarity between (1) wiring and pathways and there are
the similarities between (2) hardware and brains and also (3) software
and minds.

And I'm just saying that software in the mind is softwiring. Is that
misleading (for me or for others?)?

He says that the mind makes an attempt to



understand a situation in order for a wire to be installed. The
attempt at understanding is what directly causes a wire to be
installed. And to be clear, the genes and environment are involved
[but indirectly] because they affect the mind's attempt at
understanding a situation.

But something still isn't reconciling. What about the infant's
feeling-behavior causal relationship of how the feeling of hunger
produces the behavior of crying. This is an instinct, right? And by
instinct I'm referring to soft-wiring [I'm dropping the hard-wiring
idea altogether]. Did the infant have to make an attempt at
understanding in order to link the behavior of crying with the feeling
of hunger?

Crying and hunger may well have some initial, malleable configuration at birth.

What do you mean by *malleable configuration*? Do you mean that some
infants cry more or less than others when they are presented with the
same level of hunger feeling? Do non-human animals have differences
like that?

-- Rami



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Pulling the plug...
Date: January 28, 2012 at 1:29 PM

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 12, 2012, at 5:49 PM, Rami Rustom wrote:

On Thu, Jan 12, 2012 at 7:24 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 10, 2012, at 5:55 AM, Rami Rustom wrote:

So a liberal view says that suicide is ok, because someone who is
experiencing great distress, should have the choice to end that
distress in which ever way she chooses [so long as she does not
infringe upon anothers' rights]. Another reason is that a person did
not choose to come into existence, so that person should have the
choice to reverse this decision that was made for them.

Another reason is that people own themselves, and should have freedom.

If anyone is interested in the topic of suicide, as well as physician assisted 
suicide, I strongly recommend Szasz's _Fatal Freedom_.

And this idea intersects with the idea of healthcare. And I think a
liberal view says that healthcare should not be paid for by government
at all [including for the old and young]. For now I'll hold on the
idea of the young until we've resolved the matter of the old.

The old are getting older and the healthcare costs are rising
dramatically. Keeping somebody alive at 100 y.o. costs considerably
more than at 90, which costs considerably more than at 80, and so on.
And the way it stands now, the middle aged are paying for it. But the
ratio of non-working vs working is quickly getting larger. So this
seems like another spiral effect situation. And spiral effects don't
end well. So what is the solution?

That people provide for themselves.

Or *persuade* others to do it (such as family members or charities).

I think that there already exists a good idea for this. At the point



of sale at many grocery stores, the clerk asks if you would like to
donate $1 to some specific charity. I'd like to take this further and
offer a variety of amounts to a variety of charities including
specific people in need who live nearby. For the local persons in
need, showing on the front-facing screen is a picture of the person,
the amount needed to cover the healthcare, the amount already donated,
and contact information so that the customer could donate a lot of
money directly to the person in need. The local persons in need should
have an easy way to include themselves in this network of
point-of-sale systems, lets say an internet site.

Businesses that are socially aware, would make sure to install
point-of-sale systems that offer this service. This would be a good
meme that would replicate because customers might be more likely to
buy from them as opposed to businesses that don't do this.

Businesses can take it even further by donating 10% of the customer's
donation out of their pockets. In this way, the business is driving
donations. Again a good meme that would replicate.

With today's technology, all of this is very easy to accomplish. :)

A problem with this kind of system is that businesses should not do anything to 
annoy their customers.

Agreed. So the teller should not ask any questions. The POS system
should just have an advertisement that the customer can read if they
want to.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Annoying Customers (was: Pulling the plug...)
Date: January 28, 2012 at 1:32 PM

On Jan 28, 2012, at 10:29 AM, Rami Rustom wrote:

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 12, 2012, at 5:49 PM, Rami Rustom wrote:

On Thu, Jan 12, 2012 at 7:24 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 10, 2012, at 5:55 AM, Rami Rustom wrote:

So a liberal view says that suicide is ok, because someone who is
experiencing great distress, should have the choice to end that
distress in which ever way she chooses [so long as she does not
infringe upon anothers' rights]. Another reason is that a person did
not choose to come into existence, so that person should have the
choice to reverse this decision that was made for them.

Another reason is that people own themselves, and should have freedom.

If anyone is interested in the topic of suicide, as well as physician assisted 
suicide, I strongly recommend Szasz's _Fatal Freedom_.

And this idea intersects with the idea of healthcare. And I think a
liberal view says that healthcare should not be paid for by government
at all [including for the old and young]. For now I'll hold on the
idea of the young until we've resolved the matter of the old.

The old are getting older and the healthcare costs are rising
dramatically. Keeping somebody alive at 100 y.o. costs considerably
more than at 90, which costs considerably more than at 80, and so on.
And the way it stands now, the middle aged are paying for it. But the
ratio of non-working vs working is quickly getting larger. So this
seems like another spiral effect situation. And spiral effects don't
end well. So what is the solution?

That people provide for themselves.

Or *persuade* others to do it (such as family members or charities).



I think that there already exists a good idea for this. At the point
of sale at many grocery stores, the clerk asks if you would like to
donate $1 to some specific charity. I'd like to take this further and
offer a variety of amounts to a variety of charities including
specific people in need who live nearby. For the local persons in
need, showing on the front-facing screen is a picture of the person,
the amount needed to cover the healthcare, the amount already donated,
and contact information so that the customer could donate a lot of
money directly to the person in need. The local persons in need should
have an easy way to include themselves in this network of
point-of-sale systems, lets say an internet site.

Businesses that are socially aware, would make sure to install
point-of-sale systems that offer this service. This would be a good
meme that would replicate because customers might be more likely to
buy from them as opposed to businesses that don't do this.

Businesses can take it even further by donating 10% of the customer's
donation out of their pockets. In this way, the business is driving
donations. Again a good meme that would replicate.

With today's technology, all of this is very easy to accomplish. :)

A problem with this kind of system is that businesses should not do anything to 
annoy their customers.

Agreed. So the teller should not ask any questions. The POS system
should just have an advertisement that the customer can read if they
want to.

That is less annoying but:

A) with less attention, it's going to get fewer donations

B) ads are still a little annoying

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 1:36 PM

On Jan 28, 2012, at 10:28 AM, Rami Rustom wrote:

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 10, 2012, at 2:23 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 11:16 AM, Elliot Temple <curi@curi.us> wrote:
On Jan 9, 2012, at 9:09 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 10:17 AM, Elliot Temple <curi@curi.us> wrote:
On Jan 9, 2012, at 8:01 AM, Rami Rustom wrote:

A 2.5 year old boy and his 1 year girl cousin spent a summer together.

A 5 year old boy and his identical twin spent a summer together.

They went to a meadow.

One looked left, and one looked right. They saw different things.

One looked left, and the other looked left too. They saw different 
information because they were not standing in the same exact place.

Two people with "the same childhood", raised "the same way" by the 
same parents, actually had different childhoods.

-- Paraphrase of William Godwin

So this is my conjecture:

These tendencies are a result of neural hardwiring. And this
hardwiring is a direct result of their genes.

THE CHARACTERS OF MEN ORIGINATE IN THEIR EXTERNAL 
CIRCUMSTANCES -- chapter by William Godwin

What about women? Was he a sexist?

Funny you should ask that. Here's his wife:



http://en.wikipedia.org/wiki/Mary_Wollstonecraft

However, with the emergence of the feminist movement at the turn of the 
twentieth century, Wollstonecraft's advocacy of women's equality and 
critiques of conventional femininity became increasingly important. Today 
Wollstonecraft is regarded as one of the founding feminist philosophers, 
and feminists often cite both her life and work as important influences.

end quote

The word *originate* seems to suggest that experiences define a person
before genes do. If this is what he meant, then I disagree. Genes come
before experiences. And yes experiences are a huge component of neural
wiring. There is hard-wiring [because of genes] and soft-wiring
[because of experiences].

Do you have any comment on Godwin's arguments in the chapter?

Godwin says that what humankind thought was innate, was not; giving
many examples such as the automatic reaction of closing the eyes when
approached. Clearly infants don't do this so this is definitely
soft-wiring not hard-wiring [instincts].

But I think Godwin has said that there are no instincts at all.

Depends how you define "instinct". I think he would acknowledge that when 
you tap someone's knee with a hammer, and the leg kicks, that is a "reflex" or 
we might want to call it an "instinct". It's not a matter of the person's ideas.

Or if I'm wrong in this case for some reason, there are other things which are 
not a matter of a person's ideas. Like perhaps growing their hair. Or using their 
kidneys. Some things are regulated by what we might call our "animal aspect".

There are no instincts in the sense of: ideas from our genes that are in our 
minds telling us what to do, and controlling us. (We are born with some initial 
ideas, but we can change those, if we still have them after 5 years it's because 
we want to, not because they are "instincts" we're stuck with.)

http://en.wikipedia.org/wiki/Mary_Wollstonecraft


Note the chapter title specifically speaks to men's *character*. Their 
personality is a matter of their ideas, not their genes. That's important. If 
someone has, say, fear of spiders, that is not a genetic instinct. Genes are not 
necessarily irrelevant but they aren't determining or controlling that.

In my
earlier threads, I have equated instincts with hard-wiring,

Fear of spiders, or a sunny disposition, or being good at math, is not hard 
wired, it's ideas.

Do you mean *being better at math as compared to others* or *inclined
to be able to learn math easier as compared to others*?

Both work.

which I
learned from David Eagleman's _Incognito_. But in this thread I've
changed this idea because I realized that even when the very first
wire is installed, both genes and environment are involved. But Godwin
is saying that both genes and environment are not the direct cause of
installing a wire.

Thinking of the mind as wired is misleading in the same way that thinking of a 
Mac as wires is misleading.

The hardware is a universal Turing machine. The implementation details are 
not relevant for many purposes. It's all about software not wires.

I called it softwiring simply because of the mechanism by which our
knowledge [software] is saved in our brains [hardware], which is
neural pathways. Neural pathways are analogous to wires more than they
are analogous to memory bits.

There is the similarity between (1) wiring and pathways and there are
the similarities between (2) hardware and brains and also (3) software
and minds.



And I'm just saying that software in the mind is softwiring. Is that
misleading (for me or for others?)?

The important things about minds are at software, not wire, level. For most 
purposes, forget about wires or hardware.

Saying "softwire" is ambiguous. It's a mixed term that mixes concepts and I don't 
see what problem it's trying to solve. If you have a problem with thinking in terms 
of software, what is it? If you don't, why do you need a mixed term?

He says that the mind makes an attempt to
understand a situation in order for a wire to be installed. The
attempt at understanding is what directly causes a wire to be
installed. And to be clear, the genes and environment are involved
[but indirectly] because they affect the mind's attempt at
understanding a situation.

But something still isn't reconciling. What about the infant's
feeling-behavior causal relationship of how the feeling of hunger
produces the behavior of crying. This is an instinct, right? And by
instinct I'm referring to soft-wiring [I'm dropping the hard-wiring
idea altogether]. Did the infant have to make an attempt at
understanding in order to link the behavior of crying with the feeling
of hunger?

Crying and hunger may well have some initial, malleable configuration at birth.

What do you mean by *malleable configuration*?

The word means changeable.

Do you mean that some
infants cry more or less than others when they are presented with the
same level of hunger feeling?

Yes.



But they can change how much they cry, and quickly do, depending on how their 
life goes.

Do non-human animals have differences like that?

I believe so. But they can't choose to change it.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Annoying Customers (was: Pulling the plug...)
Date: January 28, 2012 at 1:39 PM

On Sat, Jan 28, 2012 at 12:32 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:29 AM, Rami Rustom wrote:

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 12, 2012, at 5:49 PM, Rami Rustom wrote:

On Thu, Jan 12, 2012 at 7:24 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 10, 2012, at 5:55 AM, Rami Rustom wrote:

So a liberal view says that suicide is ok, because someone who is
experiencing great distress, should have the choice to end that
distress in which ever way she chooses [so long as she does not
infringe upon anothers' rights]. Another reason is that a person did
not choose to come into existence, so that person should have the
choice to reverse this decision that was made for them.

Another reason is that people own themselves, and should have freedom.

If anyone is interested in the topic of suicide, as well as physician assisted 
suicide, I strongly recommend Szasz's _Fatal Freedom_.

And this idea intersects with the idea of healthcare. And I think a
liberal view says that healthcare should not be paid for by government
at all [including for the old and young]. For now I'll hold on the
idea of the young until we've resolved the matter of the old.

The old are getting older and the healthcare costs are rising
dramatically. Keeping somebody alive at 100 y.o. costs considerably
more than at 90, which costs considerably more than at 80, and so on.
And the way it stands now, the middle aged are paying for it. But the
ratio of non-working vs working is quickly getting larger. So this
seems like another spiral effect situation. And spiral effects don't
end well. So what is the solution?

That people provide for themselves.

Or *persuade* others to do it (such as family members or charities).



I think that there already exists a good idea for this. At the point
of sale at many grocery stores, the clerk asks if you would like to
donate $1 to some specific charity. I'd like to take this further and
offer a variety of amounts to a variety of charities including
specific people in need who live nearby. For the local persons in
need, showing on the front-facing screen is a picture of the person,
the amount needed to cover the healthcare, the amount already donated,
and contact information so that the customer could donate a lot of
money directly to the person in need. The local persons in need should
have an easy way to include themselves in this network of
point-of-sale systems, lets say an internet site.

Businesses that are socially aware, would make sure to install
point-of-sale systems that offer this service. This would be a good
meme that would replicate because customers might be more likely to
buy from them as opposed to businesses that don't do this.

Businesses can take it even further by donating 10% of the customer's
donation out of their pockets. In this way, the business is driving
donations. Again a good meme that would replicate.

With today's technology, all of this is very easy to accomplish. :)

A problem with this kind of system is that businesses should not do anything 
to annoy their customers.

Agreed. So the teller should not ask any questions. The POS system
should just have an advertisement that the customer can read if they
want to.

That is less annoying but:

A) with less attention, it's going to get fewer donations

Thats fine. Its all about voluntary action anyway.

B) ads are still a little annoying



Sure. But we already have crap tons of ads everywhere and they still
work; meaning those ads get people to act upon the message in them. If
a business chooses to replace some of the already existing ads to
donation ads, thats not more annoying, its just equally annoying.

The company that makes the donation system, can spend money on TV ads
so as to increase attention (A) to increase donations and to persuade
people to want to donate (B) thereby making the ads less annoying.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Annoying Customers (was: Pulling the plug...)
Date: January 28, 2012 at 1:49 PM

On Jan 28, 2012, at 10:39 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 12:32 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:29 AM, Rami Rustom wrote:

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 12, 2012, at 5:49 PM, Rami Rustom wrote:

On Thu, Jan 12, 2012 at 7:24 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 10, 2012, at 5:55 AM, Rami Rustom wrote:

So a liberal view says that suicide is ok, because someone who is
experiencing great distress, should have the choice to end that
distress in which ever way she chooses [so long as she does not
infringe upon anothers' rights]. Another reason is that a person did
not choose to come into existence, so that person should have the
choice to reverse this decision that was made for them.

Another reason is that people own themselves, and should have 
freedom.

If anyone is interested in the topic of suicide, as well as physician 
assisted suicide, I strongly recommend Szasz's _Fatal Freedom_.

And this idea intersects with the idea of healthcare. And I think a
liberal view says that healthcare should not be paid for by government
at all [including for the old and young]. For now I'll hold on the
idea of the young until we've resolved the matter of the old.

The old are getting older and the healthcare costs are rising
dramatically. Keeping somebody alive at 100 y.o. costs considerably
more than at 90, which costs considerably more than at 80, and so on.
And the way it stands now, the middle aged are paying for it. But the
ratio of non-working vs working is quickly getting larger. So this
seems like another spiral effect situation. And spiral effects don't
end well. So what is the solution?



That people provide for themselves.

Or *persuade* others to do it (such as family members or charities).

I think that there already exists a good idea for this. At the point
of sale at many grocery stores, the clerk asks if you would like to
donate $1 to some specific charity. I'd like to take this further and
offer a variety of amounts to a variety of charities including
specific people in need who live nearby. For the local persons in
need, showing on the front-facing screen is a picture of the person,
the amount needed to cover the healthcare, the amount already donated,
and contact information so that the customer could donate a lot of
money directly to the person in need. The local persons in need should
have an easy way to include themselves in this network of
point-of-sale systems, lets say an internet site.

Businesses that are socially aware, would make sure to install
point-of-sale systems that offer this service. This would be a good
meme that would replicate because customers might be more likely to
buy from them as opposed to businesses that don't do this.

Businesses can take it even further by donating 10% of the customer's
donation out of their pockets. In this way, the business is driving
donations. Again a good meme that would replicate.

With today's technology, all of this is very easy to accomplish. :)

A problem with this kind of system is that businesses should not do anything 
to annoy their customers.

Agreed. So the teller should not ask any questions. The POS system
should just have an advertisement that the customer can read if they
want to.

That is less annoying but:

A) with less attention, it's going to get fewer donations

Thats fine. Its all about voluntary action anyway.



But you presented this idea *to accomplish something*. If they get few donations, 
or many businesses don't want to do it at all, then it *fails to accomplish that*, so 
the idea don't work.

B) ads are still a little annoying

Sure. But we already have crap tons of ads everywhere and they still
work; meaning those ads get people to act upon the message in them. If
a business chooses to replace some of the already existing ads to
donation ads, thats not more annoying, its just equally annoying.

But now they aren't being paid.

The only reason they were annoying their customers with ads in the first place 
was to make money. (And it's still a bad idea, in general.)

So why will they do your suggestion?

The company that makes the donation system, can spend money on TV ads
so as to increase attention (A) to increase donations and to persuade
people to want to donate (B) thereby making the ads less annoying.

And they get paid for doing this how, by who?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 1:50 PM

On Sat, Jan 28, 2012 at 12:36 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:28 AM, Rami Rustom wrote:

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 10, 2012, at 2:23 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 11:16 AM, Elliot Temple <curi@curi.us> wrote:
On Jan 9, 2012, at 9:09 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 10:17 AM, Elliot Temple <curi@curi.us> wrote:
On Jan 9, 2012, at 8:01 AM, Rami Rustom wrote:

A 2.5 year old boy and his 1 year girl cousin spent a summer together.

A 5 year old boy and his identical twin spent a summer together.

They went to a meadow.

One looked left, and one looked right. They saw different things.

One looked left, and the other looked left too. They saw different 
information because they were not standing in the same exact place.

Two people with "the same childhood", raised "the same way" by the 
same parents, actually had different childhoods.

-- Paraphrase of William Godwin

So this is my conjecture:

These tendencies are a result of neural hardwiring. And this
hardwiring is a direct result of their genes.

THE CHARACTERS OF MEN ORIGINATE IN THEIR EXTERNAL 
CIRCUMSTANCES -- chapter by William Godwin

What about women? Was he a sexist?

Funny you should ask that. Here's his wife:



http://en.wikipedia.org/wiki/Mary_Wollstonecraft

However, with the emergence of the feminist movement at the turn of the 
twentieth century, Wollstonecraft's advocacy of women's equality and 
critiques of conventional femininity became increasingly important. Today 
Wollstonecraft is regarded as one of the founding feminist philosophers, 
and feminists often cite both her life and work as important influences.

end quote

The word *originate* seems to suggest that experiences define a person
before genes do. If this is what he meant, then I disagree. Genes come
before experiences. And yes experiences are a huge component of 
neural
wiring. There is hard-wiring [because of genes] and soft-wiring
[because of experiences].

Do you have any comment on Godwin's arguments in the chapter?

Godwin says that what humankind thought was innate, was not; giving
many examples such as the automatic reaction of closing the eyes when
approached. Clearly infants don't do this so this is definitely
soft-wiring not hard-wiring [instincts].

But I think Godwin has said that there are no instincts at all.

Depends how you define "instinct". I think he would acknowledge that when 
you tap someone's knee with a hammer, and the leg kicks, that is a "reflex" or 
we might want to call it an "instinct". It's not a matter of the person's ideas.

Or if I'm wrong in this case for some reason, there are other things which are 
not a matter of a person's ideas. Like perhaps growing their hair. Or using 
their kidneys. Some things are regulated by what we might call our "animal 
aspect".

There are no instincts in the sense of: ideas from our genes that are in our 
minds telling us what to do, and controlling us. (We are born with some initial 
ideas, but we can change those, if we still have them after 5 years it's 

http://en.wikipedia.org/wiki/Mary_Wollstonecraft


because we want to, not because they are "instincts" we're stuck with.)

Note the chapter title specifically speaks to men's *character*. Their 
personality is a matter of their ideas, not their genes. That's important. If 
someone has, say, fear of spiders, that is not a genetic instinct. Genes are 
not necessarily irrelevant but they aren't determining or controlling that.

In my
earlier threads, I have equated instincts with hard-wiring,

Fear of spiders, or a sunny disposition, or being good at math, is not hard 
wired, it's ideas.

Do you mean *being better at math as compared to others* or *inclined
to be able to learn math easier as compared to others*?

Both work.

I don't think being more *inclined to be able to learn math easier as
compared to others* is based in ideas, at least not only ideas. Right?

which I
learned from David Eagleman's _Incognito_. But in this thread I've
changed this idea because I realized that even when the very first
wire is installed, both genes and environment are involved. But Godwin
is saying that both genes and environment are not the direct cause of
installing a wire.

Thinking of the mind as wired is misleading in the same way that thinking of a 
Mac as wires is misleading.

The hardware is a universal Turing machine. The implementation details are 
not relevant for many purposes. It's all about software not wires.

I called it softwiring simply because of the mechanism by which our
knowledge [software] is saved in our brains [hardware], which is
neural pathways. Neural pathways are analogous to wires more than they



are analogous to memory bits.

There is the similarity between (1) wiring and pathways and there are
the similarities between (2) hardware and brains and also (3) software
and minds.

And I'm just saying that software in the mind is softwiring. Is that
misleading (for me or for others?)?

The important things about minds are at software, not wire, level. For most 
purposes, forget about wires or hardware.

Saying "softwire" is ambiguous. It's a mixed term that mixes concepts and I 
don't see what problem it's trying to solve. If you have a problem with thinking in 
terms of software, what is it? If you don't, why do you need a mixed term?

I see. Agreed.

He says that the mind makes an attempt to
understand a situation in order for a wire to be installed. The
attempt at understanding is what directly causes a wire to be
installed. And to be clear, the genes and environment are involved
[but indirectly] because they affect the mind's attempt at
understanding a situation.

But something still isn't reconciling. What about the infant's
feeling-behavior causal relationship of how the feeling of hunger
produces the behavior of crying. This is an instinct, right? And by
instinct I'm referring to soft-wiring [I'm dropping the hard-wiring
idea altogether]. Did the infant have to make an attempt at
understanding in order to link the behavior of crying with the feeling
of hunger?

Crying and hunger may well have some initial, malleable configuration at 
birth.

What do you mean by *malleable configuration*?



The word means changeable.

Do you mean that some
infants cry more or less than others when they are presented with the
same level of hunger feeling?

Yes.

But they can change how much they cry, and quickly do, depending on how 
their life goes.

Yes. So the idea that many parents have about how two year old kids go
through a tantrum phase is wrong. The tantrums are the child's
reaction to a situation that he doesn't like and he doesn't know of a
better way to react to such situations. And these parents think that
eventually the tantrums will stop simply because the child matures.
Which means they also think that they can't help the child not do the
tantrums because they think they are in a phase.

These parents should instead realize that they should (1) help their
children by showing them better ways of reacting to such situations
and (2) try to prevent such situations because the parent has the
control of the situations that the child is presented with.



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Annoying Customers (was: Pulling the plug...)
Date: January 28, 2012 at 1:54 PM

On Sat, Jan 28, 2012 at 12:49 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:39 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 12:32 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:29 AM, Rami Rustom wrote:

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 12, 2012, at 5:49 PM, Rami Rustom wrote:

On Thu, Jan 12, 2012 at 7:24 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 10, 2012, at 5:55 AM, Rami Rustom wrote:

So a liberal view says that suicide is ok, because someone who is
experiencing great distress, should have the choice to end that
distress in which ever way she chooses [so long as she does not
infringe upon anothers' rights]. Another reason is that a person did
not choose to come into existence, so that person should have the
choice to reverse this decision that was made for them.

Another reason is that people own themselves, and should have 
freedom.

If anyone is interested in the topic of suicide, as well as physician 
assisted suicide, I strongly recommend Szasz's _Fatal Freedom_.

And this idea intersects with the idea of healthcare. And I think a
liberal view says that healthcare should not be paid for by government
at all [including for the old and young]. For now I'll hold on the
idea of the young until we've resolved the matter of the old.

The old are getting older and the healthcare costs are rising
dramatically. Keeping somebody alive at 100 y.o. costs considerably
more than at 90, which costs considerably more than at 80, and so on.
And the way it stands now, the middle aged are paying for it. But the
ratio of non-working vs working is quickly getting larger. So this
seems like another spiral effect situation. And spiral effects don't
end well. So what is the solution?



That people provide for themselves.

Or *persuade* others to do it (such as family members or charities).

I think that there already exists a good idea for this. At the point
of sale at many grocery stores, the clerk asks if you would like to
donate $1 to some specific charity. I'd like to take this further and
offer a variety of amounts to a variety of charities including
specific people in need who live nearby. For the local persons in
need, showing on the front-facing screen is a picture of the person,
the amount needed to cover the healthcare, the amount already donated,
and contact information so that the customer could donate a lot of
money directly to the person in need. The local persons in need should
have an easy way to include themselves in this network of
point-of-sale systems, lets say an internet site.

Businesses that are socially aware, would make sure to install
point-of-sale systems that offer this service. This would be a good
meme that would replicate because customers might be more likely to
buy from them as opposed to businesses that don't do this.

Businesses can take it even further by donating 10% of the customer's
donation out of their pockets. In this way, the business is driving
donations. Again a good meme that would replicate.

With today's technology, all of this is very easy to accomplish. :)

A problem with this kind of system is that businesses should not do 
anything to annoy their customers.

Agreed. So the teller should not ask any questions. The POS system
should just have an advertisement that the customer can read if they
want to.

That is less annoying but:

A) with less attention, it's going to get fewer donations

Thats fine. Its all about voluntary action anyway.



But you presented this idea *to accomplish something*. If they get few 
donations, or many businesses don't want to do it at all, then it *fails to 
accomplish that*, so the idea don't work.

I don't think it won't work. I think it'll work less than my original
pie-in-the-sky idea.

B) ads are still a little annoying

Sure. But we already have crap tons of ads everywhere and they still
work; meaning those ads get people to act upon the message in them. If
a business chooses to replace some of the already existing ads to
donation ads, thats not more annoying, its just equally annoying.

But now they aren't being paid.

The only reason they were annoying their customers with ads in the first place 
was to make money. (And it's still a bad idea, in general.)

So why will they do your suggestion?

Thats right. Never mind on switching the ads.

The company that makes the donation system, can spend money on TV ads
so as to increase attention (A) to increase donations and to persuade
people to want to donate (B) thereby making the ads less annoying.

And they get paid for doing this how, by who?

Ok. So it would have to be the donation organization that pays for the TV ads.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 1:57 PM

On Jan 28, 2012, at 10:50 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 12:36 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:28 AM, Rami Rustom wrote:

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 10, 2012, at 2:23 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 11:16 AM, Elliot Temple <curi@curi.us> wrote:
On Jan 9, 2012, at 9:09 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 10:17 AM, Elliot Temple <curi@curi.us> wrote:
On Jan 9, 2012, at 8:01 AM, Rami Rustom wrote:

A 2.5 year old boy and his 1 year girl cousin spent a summer 
together.

A 5 year old boy and his identical twin spent a summer together.

They went to a meadow.

One looked left, and one looked right. They saw different things.

One looked left, and the other looked left too. They saw different 
information because they were not standing in the same exact place.

Two people with "the same childhood", raised "the same way" by the 
same parents, actually had different childhoods.

-- Paraphrase of William Godwin

So this is my conjecture:

These tendencies are a result of neural hardwiring. And this
hardwiring is a direct result of their genes.

THE CHARACTERS OF MEN ORIGINATE IN THEIR EXTERNAL 
CIRCUMSTANCES -- chapter by William Godwin



What about women? Was he a sexist?

Funny you should ask that. Here's his wife:

http://en.wikipedia.org/wiki/Mary_Wollstonecraft

However, with the emergence of the feminist movement at the turn of 
the twentieth century, Wollstonecraft's advocacy of women's equality 
and critiques of conventional femininity became increasingly important. 
Today Wollstonecraft is regarded as one of the founding feminist 
philosophers, and feminists often cite both her life and work as 
important influences.

end quote

The word *originate* seems to suggest that experiences define a 
person
before genes do. If this is what he meant, then I disagree. Genes come
before experiences. And yes experiences are a huge component of 
neural
wiring. There is hard-wiring [because of genes] and soft-wiring
[because of experiences].

Do you have any comment on Godwin's arguments in the chapter?

Godwin says that what humankind thought was innate, was not; giving
many examples such as the automatic reaction of closing the eyes when
approached. Clearly infants don't do this so this is definitely
soft-wiring not hard-wiring [instincts].

But I think Godwin has said that there are no instincts at all.

Depends how you define "instinct". I think he would acknowledge that when 
you tap someone's knee with a hammer, and the leg kicks, that is a "reflex" 
or we might want to call it an "instinct". It's not a matter of the person's 
ideas.

Or if I'm wrong in this case for some reason, there are other things which 

http://en.wikipedia.org/wiki/Mary_Wollstonecraft


are not a matter of a person's ideas. Like perhaps growing their hair. Or 
using their kidneys. Some things are regulated by what we might call our 
"animal aspect".

There are no instincts in the sense of: ideas from our genes that are in our 
minds telling us what to do, and controlling us. (We are born with some 
initial ideas, but we can change those, if we still have them after 5 years it's 
because we want to, not because they are "instincts" we're stuck with.)

Note the chapter title specifically speaks to men's *character*. Their 
personality is a matter of their ideas, not their genes. That's important. If 
someone has, say, fear of spiders, that is not a genetic instinct. Genes are 
not necessarily irrelevant but they aren't determining or controlling that.

In my
earlier threads, I have equated instincts with hard-wiring,

Fear of spiders, or a sunny disposition, or being good at math, is not hard 
wired, it's ideas.

Do you mean *being better at math as compared to others* or *inclined
to be able to learn math easier as compared to others*?

Both work.

I don't think being more *inclined to be able to learn math easier as
compared to others* is based in ideas, at least not only ideas. Right?

No, I disagree. I meant what I just said.

People have ideas about what methods to use to learn math. Some work better 
than others.

He says that the mind makes an attempt to
understand a situation in order for a wire to be installed. The
attempt at understanding is what directly causes a wire to be
installed. And to be clear, the genes and environment are involved



[but indirectly] because they affect the mind's attempt at
understanding a situation.

But something still isn't reconciling. What about the infant's
feeling-behavior causal relationship of how the feeling of hunger
produces the behavior of crying. This is an instinct, right? And by
instinct I'm referring to soft-wiring [I'm dropping the hard-wiring
idea altogether]. Did the infant have to make an attempt at
understanding in order to link the behavior of crying with the feeling
of hunger?

Crying and hunger may well have some initial, malleable configuration at 
birth.

What do you mean by *malleable configuration*?

The word means changeable.

Do you mean that some
infants cry more or less than others when they are presented with the
same level of hunger feeling?

Yes.

But they can change how much they cry, and quickly do, depending on how 
their life goes.

Yes. So the idea that many parents have about how two year old kids go
through a tantrum phase is wrong. The tantrums are the child's
reaction to a situation that he doesn't like

yes

and he doesn't know of a
better way to react to such situations.

Not only that, the "tantrums" are pretty effective in some ways. It's hard for *me* 
to think of something else a young child could do that would be more effective.



When *all* your preferences get little attention, emphasizing a couple of them is 
better than nothing.

And these parents think that
eventually the tantrums will stop simply because the child matures.

They stop (sometimes) because the child's spirit is broken or he learns other 
strategies like being more manipulative.

Or the parent gets mildly nicer.

Which means they also think that they can't help the child not do the
tantrums because they think they are in a phase.

The idea of "phases" is dehumanizing.

These parents should instead realize that they should (1) help their
children by showing

or explaining

them better ways of reacting to such situations
and (2) try to prevent such situations because the parent has the
control of the situations that the child is presented with.

yes, it's well within parent's power to stop creating situations in which the child's 
preferences are not being met and he feels nothing short of yelling/crying/etc will 
be heard. for example parents could respect preferences the first time they are 
expressed. or the second time. or the third time. or the fourth time. instead of 
ignoring them over and over until there is a tantrum.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 2:04 PM

On Sat, Jan 28, 2012 at 12:57 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:50 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 12:36 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:28 AM, Rami Rustom wrote:

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 10, 2012, at 2:23 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 11:16 AM, Elliot Temple <curi@curi.us> wrote:
On Jan 9, 2012, at 9:09 AM, Rami Rustom wrote:

On Mon, Jan 9, 2012 at 10:17 AM, Elliot Temple <curi@curi.us> wrote:
On Jan 9, 2012, at 8:01 AM, Rami Rustom wrote:

A 2.5 year old boy and his 1 year girl cousin spent a summer 
together.

A 5 year old boy and his identical twin spent a summer together.

They went to a meadow.

One looked left, and one looked right. They saw different things.

One looked left, and the other looked left too. They saw different 
information because they were not standing in the same exact place.

Two people with "the same childhood", raised "the same way" by the 
same parents, actually had different childhoods.

-- Paraphrase of William Godwin

So this is my conjecture:

These tendencies are a result of neural hardwiring. And this
hardwiring is a direct result of their genes.

THE CHARACTERS OF MEN ORIGINATE IN THEIR EXTERNAL 
CIRCUMSTANCES -- chapter by William Godwin



What about women? Was he a sexist?

Funny you should ask that. Here's his wife:

http://en.wikipedia.org/wiki/Mary_Wollstonecraft

However, with the emergence of the feminist movement at the turn of 
the twentieth century, Wollstonecraft's advocacy of women's equality 
and critiques of conventional femininity became increasingly important. 
Today Wollstonecraft is regarded as one of the founding feminist 
philosophers, and feminists often cite both her life and work as 
important influences.

end quote

The word *originate* seems to suggest that experiences define a 
person
before genes do. If this is what he meant, then I disagree. Genes 
come
before experiences. And yes experiences are a huge component of 
neural
wiring. There is hard-wiring [because of genes] and soft-wiring
[because of experiences].

Do you have any comment on Godwin's arguments in the chapter?

Godwin says that what humankind thought was innate, was not; giving
many examples such as the automatic reaction of closing the eyes when
approached. Clearly infants don't do this so this is definitely
soft-wiring not hard-wiring [instincts].

But I think Godwin has said that there are no instincts at all.

Depends how you define "instinct". I think he would acknowledge that 
when you tap someone's knee with a hammer, and the leg kicks, that is a 
"reflex" or we might want to call it an "instinct". It's not a matter of the 
person's ideas.

http://en.wikipedia.org/wiki/Mary_Wollstonecraft


Or if I'm wrong in this case for some reason, there are other things which 
are not a matter of a person's ideas. Like perhaps growing their hair. Or 
using their kidneys. Some things are regulated by what we might call our 
"animal aspect".

There are no instincts in the sense of: ideas from our genes that are in our 
minds telling us what to do, and controlling us. (We are born with some 
initial ideas, but we can change those, if we still have them after 5 years 
it's because we want to, not because they are "instincts" we're stuck with.)

Note the chapter title specifically speaks to men's *character*. Their 
personality is a matter of their ideas, not their genes. That's important. If 
someone has, say, fear of spiders, that is not a genetic instinct. Genes are 
not necessarily irrelevant but they aren't determining or controlling that.

In my
earlier threads, I have equated instincts with hard-wiring,

Fear of spiders, or a sunny disposition, or being good at math, is not hard 
wired, it's ideas.

Do you mean *being better at math as compared to others* or *inclined
to be able to learn math easier as compared to others*?

Both work.

I don't think being more *inclined to be able to learn math easier as
compared to others* is based in ideas, at least not only ideas. Right?

No, I disagree. I meant what I just said.

People have ideas about what methods to use to learn math. Some work better 
than others.

Oh. I agree.

I was thinking about how some people learn math easier than others
regardless of what learning methods they apply.



He says that the mind makes an attempt to
understand a situation in order for a wire to be installed. The
attempt at understanding is what directly causes a wire to be
installed. And to be clear, the genes and environment are involved
[but indirectly] because they affect the mind's attempt at
understanding a situation.

But something still isn't reconciling. What about the infant's
feeling-behavior causal relationship of how the feeling of hunger
produces the behavior of crying. This is an instinct, right? And by
instinct I'm referring to soft-wiring [I'm dropping the hard-wiring
idea altogether]. Did the infant have to make an attempt at
understanding in order to link the behavior of crying with the feeling
of hunger?

Crying and hunger may well have some initial, malleable configuration at 
birth.

What do you mean by *malleable configuration*?

The word means changeable.

Do you mean that some
infants cry more or less than others when they are presented with the
same level of hunger feeling?

Yes.

But they can change how much they cry, and quickly do, depending on how 
their life goes.

Yes. So the idea that many parents have about how two year old kids go
through a tantrum phase is wrong. The tantrums are the child's
reaction to a situation that he doesn't like

yes



and he doesn't know of a
better way to react to such situations.

Not only that, the "tantrums" are pretty effective in some ways. It's hard for *me* 
to think of something else a young child could do that would be more effective.

When *all* your preferences get little attention, emphasizing a couple of them is 
better than nothing.

And these parents think that
eventually the tantrums will stop simply because the child matures.

They stop (sometimes) because the child's spirit is broken or he learns other 
strategies like being more manipulative.

Or the parent gets mildly nicer.

Which means they also think that they can't help the child not do the
tantrums because they think they are in a phase.

The idea of "phases" is dehumanizing.

And wrong. It probably comes from the bell curve concept from sociology.

These parents should instead realize that they should (1) help their
children by showing

or explaining

them better ways of reacting to such situations
and (2) try to prevent such situations because the parent has the
control of the situations that the child is presented with.

yes, it's well within parent's power to stop creating situations in which the child's 
preferences are not being met and he feels nothing short of yelling/crying/etc 
will be heard. for example parents could respect preferences the first time they 
are expressed. or the second time. or the third time. or the fourth time. instead 



of ignoring them over and over until there is a tantrum.

So by accepting the concept of tantrum phases, parents are giving up
on the fact that they can find a solution to the problem. It is almost
as if they are believing that there is no problem at all.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 2:06 PM

On Jan 28, 2012, at 11:04 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 12:57 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:50 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 12:36 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:28 AM, Rami Rustom wrote:

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:

Fear of spiders, or a sunny disposition, or being good at math, is not hard 
wired, it's ideas.

Do you mean *being better at math as compared to others* or *inclined
to be able to learn math easier as compared to others*?

Both work.

I don't think being more *inclined to be able to learn math easier as
compared to others* is based in ideas, at least not only ideas. Right?

No, I disagree. I meant what I just said.

People have ideas about what methods to use to learn math. Some work 
better than others.

Oh. I agree.

I was thinking about how some people learn math easier than others
regardless of what learning methods they apply.

But that doesn't exist.

Example?

These parents should instead realize that they should (1) help their



children by showing

or explaining

them better ways of reacting to such situations
and (2) try to prevent such situations because the parent has the
control of the situations that the child is presented with.

yes, it's well within parent's power to stop creating situations in which the 
child's preferences are not being met and he feels nothing short of 
yelling/crying/etc will be heard. for example parents could respect preferences 
the first time they are expressed. or the second time. or the third time. or the 
fourth time. instead of ignoring them over and over until there is a tantrum.

So by accepting the concept of tantrum phases, parents are giving up
on the fact that they can find a solution to the problem. It is almost
as if they are believing that there is no problem at all.

I agree.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 2:51 PM

On Sat, Jan 28, 2012 at 1:06 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 11:04 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 12:57 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:50 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 12:36 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:28 AM, Rami Rustom wrote:

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:

Fear of spiders, or a sunny disposition, or being good at math, is not 
hard wired, it's ideas.

Do you mean *being better at math as compared to others* or *inclined
to be able to learn math easier as compared to others*?

Both work.

I don't think being more *inclined to be able to learn math easier as
compared to others* is based in ideas, at least not only ideas. Right?

No, I disagree. I meant what I just said.

People have ideas about what methods to use to learn math. Some work 
better than others.

Oh. I agree.

I was thinking about how some people learn math easier than others
regardless of what learning methods they apply.

But that doesn't exist.

Example?

Me. From the very beginning of school I listened to the teachers give
lectures, just like everyone else [or at least the ones that



listened]. And I learned the material from just that. I never did
homework. I never studied for tests or quizzes. And I got mostly A's.
I got B's occasionally cause I didn't do the homework. And this worked
for Math, Physics, Chemistry, Biology and almost all the other
subjects. I did relatively poorly on subjects like English because I
wasn't a reader and because I didn't understand concepts like satire.
[I didn't understand sarcasm until the late age of 19 when my
brother-in-law used it on me and he had to point out what he was doing
explicitly because I wasn't getting it.] But then in my 3rd year in
college in physics and 4th year in math I had to study to do well.
Come to think of it there were classes where I was able to do the
homework during class instead of listening to the lectures so that I
didn't have to do the homework at home. And other classes where I was
able to convince the teacher to disregard the homework when
calculating my final grades so that I didn't have to do the homework
at all.

Another example. In my highschool physics class, I was many weeks late
in starting school. My first day of class, my physics teacher said
that I had to take the test the very next day just like everybody else
and he told me which chapters to read. So I did. I didn't study and I
didn't practice doing any problems. I just read the material once. And
I got a perfect score. No one else got a perfect score and they were
all there to listen to the lectures and I know that some of them read
the chapters and studied for the test. And many of the people were in
the Advanced program in the next year [senior year]. They were the
smartest [or at least most successful] kids in the school.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 2:56 PM

On Jan 28, 2012, at 11:51 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 1:06 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 11:04 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 12:57 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:50 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 12:36 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:28 AM, Rami Rustom wrote:

On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:

Fear of spiders, or a sunny disposition, or being good at math, is not 
hard wired, it's ideas.

Do you mean *being better at math as compared to others* or *inclined
to be able to learn math easier as compared to others*?

Both work.

I don't think being more *inclined to be able to learn math easier as
compared to others* is based in ideas, at least not only ideas. Right?

No, I disagree. I meant what I just said.

People have ideas about what methods to use to learn math. Some work 
better than others.

Oh. I agree.

I was thinking about how some people learn math easier than others
regardless of what learning methods they apply.

But that doesn't exist.

Example?



Me. From the very beginning of school I listened to the teachers give
lectures, just like everyone else [or at least the ones that
listened]. And I learned the material from just that. I never did
homework. I never studied for tests or quizzes. And I got mostly A's.
I got B's occasionally cause I didn't do the homework. And this worked
for Math, Physics, Chemistry, Biology and almost all the other
subjects. I did relatively poorly on subjects like English because I
wasn't a reader and because I didn't understand concepts like satire.
[I didn't understand sarcasm until the late age of 19 when my
brother-in-law used it on me and he had to point out what he was doing
explicitly because I wasn't getting it.] But then in my 3rd year in
college in physics and 4th year in math I had to study to do well.
Come to think of it there were classes where I was able to do the
homework during class instead of listening to the lectures so that I
didn't have to do the homework at home. And other classes where I was
able to convince the teacher to disregard the homework when
calculating my final grades so that I didn't have to do the homework
at all.

How is this an example of your claim that "some people learn math easier than 
others regardless of what learning methods they apply"?

Another example. In my highschool physics class, I was many weeks late
in starting school. My first day of class, my physics teacher said
that I had to take the test the very next day just like everybody else
and he told me which chapters to read. So I did. I didn't study and I
didn't practice doing any problems. I just read the material once. And
I got a perfect score. No one else got a perfect score and they were
all there to listen to the lectures and I know that some of them read
the chapters and studied for the test. And many of the people were in
the Advanced program in the next year [senior year]. They were the
smartest [or at least most successful] kids in the school.

How is this an example of your claim that "some people learn math easier than 
others regardless of what learning methods they apply"?

Are you assuming you did not apply any different learning methods than other 
people? Why?



-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 3:50 PM

On Jan 28, 2012 1:56 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 28, 2012, at 11:51 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 1:06 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 11:04 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 12:57 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 10:50 AM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 12:36 PM, Elliot Temple <curi@curi.us>
wrote:

On Jan 28, 2012, at 10:28 AM, Rami Rustom wrote:
On Jan 28, 2012 11:22 AM, "Elliot Temple" <curi@curi.us> wrote:

Fear of spiders, or a sunny disposition, or being good at math,
is not hard wired, it's ideas.

Do you mean *being better at math as compared to others* or
*inclined

to be able to learn math easier as compared to others*?

Both work.

I don't think being more *inclined to be able to learn math easier
as

compared to others* is based in ideas, at least not only ideas.
Right?

No, I disagree. I meant what I just said.

People have ideas about what methods to use to learn math. Some work
better than others.

Oh. I agree.

I was thinking about how some people learn math easier than others
regardless of what learning methods they apply.



But that doesn't exist.

Example?

Me. From the very beginning of school I listened to the teachers give
lectures, just like everyone else [or at least the ones that
listened]. And I learned the material from just that. I never did
homework. I never studied for tests or quizzes. And I got mostly A's.
I got B's occasionally cause I didn't do the homework. And this worked
for Math, Physics, Chemistry, Biology and almost all the other
subjects. I did relatively poorly on subjects like English because I
wasn't a reader and because I didn't understand concepts like satire.
[I didn't understand sarcasm until the late age of 19 when my
brother-in-law used it on me and he had to point out what he was doing
explicitly because I wasn't getting it.] But then in my 3rd year in
college in physics and 4th year in math I had to study to do well.
Come to think of it there were classes where I was able to do the
homework during class instead of listening to the lectures so that I
didn't have to do the homework at home. And other classes where I was
able to convince the teacher to disregard the homework when
calculating my final grades so that I didn't have to do the homework
at all.

How is this an example of your claim that "some people learn math easier
than others regardless of what learning methods they apply"?

Well my learning method was listening to lectures. And other people do that
method. And they needed additional methods to learn. And I still learned it
better than them. So I learned it easier than they did and it even though
they used more methods.

Another example. In my highschool physics class, I was many weeks late
in starting school. My first day of class, my physics teacher said
that I had to take the test the very next day just like everybody else
and he told me which chapters to read. So I did. I didn't study and I
didn't practice doing any problems. I just read the material once. And
I got a perfect score. No one else got a perfect score and they were
all there to listen to the lectures and I know that some of them read



the chapters and studied for the test. And many of the people were in
the Advanced program in the next year [senior year]. They were the
smartest [or at least most successful] kids in the school.

How is this an example of your claim that "some people learn math easier
than others regardless of what learning methods they apply"?

I read the chapters just like other people did. And they used more methods
than I did. And I still learned it better than them.

I was counting physics just like math.

Are you assuming you did not apply any different learning methods than
other people? Why?

Are you referring to David's idea that learning is theory-laden? And that
my meta-theories were different than their meta-theories?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 4:00 PM

On Jan 28, 2012, at 12:50 PM, Rami Rustom wrote:

On Jan 28, 2012 1:56 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 28, 2012, at 11:51 AM, Rami Rustom wrote:

Me. From the very beginning of school I listened to the teachers give
lectures, just like everyone else [or at least the ones that
listened]. And I learned the material from just that. I never did
homework. I never studied for tests or quizzes. And I got mostly A's.
I got B's occasionally cause I didn't do the homework. And this worked
for Math, Physics, Chemistry, Biology and almost all the other
subjects. I did relatively poorly on subjects like English because I
wasn't a reader and because I didn't understand concepts like satire.
[I didn't understand sarcasm until the late age of 19 when my
brother-in-law used it on me and he had to point out what he was doing
explicitly because I wasn't getting it.] But then in my 3rd year in
college in physics and 4th year in math I had to study to do well.
Come to think of it there were classes where I was able to do the
homework during class instead of listening to the lectures so that I
didn't have to do the homework at home. And other classes where I was
able to convince the teacher to disregard the homework when
calculating my final grades so that I didn't have to do the homework
at all.

How is this an example of your claim that "some people learn math easier
than others regardless of what learning methods they apply"?

Well my learning method was listening to lectures. And other people do that
method. And they needed additional methods to learn. And I still learned it
better than them. So I learned it easier than they did and it even though
they used more methods.

Do you think all listening is the same?

Different people have different thoughts while listening to the same thing. And 



different methods of choosing what to think while listening. And different methods 
of interpreting what they listen to. And so on.

Another example. In my highschool physics class, I was many weeks late
in starting school. My first day of class, my physics teacher said
that I had to take the test the very next day just like everybody else
and he told me which chapters to read. So I did. I didn't study and I
didn't practice doing any problems. I just read the material once. And
I got a perfect score. No one else got a perfect score and they were
all there to listen to the lectures and I know that some of them read
the chapters and studied for the test. And many of the people were in
the Advanced program in the next year [senior year]. They were the
smartest [or at least most successful] kids in the school.

How is this an example of your claim that "some people learn math easier
than others regardless of what learning methods they apply"?

I read the chapters just like other people did. And they used more methods
than I did. And I still learned it better than them.

I was counting physics just like math.

Do you think all reading is the same?

Another example of an issue to consider: some people use a method of only 
learning about things they are interested in. Others have other methods.

Are you assuming you did not apply any different learning methods than
other people? Why?

Are you referring to David's idea that learning is theory-laden? And that
my meta-theories were different than their meta-theories?

No, I was asking a question. But I agree that meta-theories matter.



-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 4:30 PM

On Sat, Jan 28, 2012 at 3:00 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 12:50 PM, Rami Rustom wrote:

On Jan 28, 2012 1:56 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 28, 2012, at 11:51 AM, Rami Rustom wrote:

Me. From the very beginning of school I listened to the teachers give
lectures, just like everyone else [or at least the ones that
listened]. And I learned the material from just that. I never did
homework. I never studied for tests or quizzes. And I got mostly A's.
I got B's occasionally cause I didn't do the homework. And this worked
for Math, Physics, Chemistry, Biology and almost all the other
subjects. I did relatively poorly on subjects like English because I
wasn't a reader and because I didn't understand concepts like satire.
[I didn't understand sarcasm until the late age of 19 when my
brother-in-law used it on me and he had to point out what he was doing
explicitly because I wasn't getting it.] But then in my 3rd year in
college in physics and 4th year in math I had to study to do well.
Come to think of it there were classes where I was able to do the
homework during class instead of listening to the lectures so that I
didn't have to do the homework at home. And other classes where I was
able to convince the teacher to disregard the homework when
calculating my final grades so that I didn't have to do the homework
at all.

How is this an example of your claim that "some people learn math easier
than others regardless of what learning methods they apply"?

Well my learning method was listening to lectures. And other people do that
method. And they needed additional methods to learn. And I still learned it
better than them. So I learned it easier than they did and it even though
they used more methods.

Do you think all listening is the same?

No.



But did I choose to listen differently? I don't see how. It was
happening from birth I think. I was paying attention to certain things
that other people didn't. And they were paying attention to certain
things that I didn't pay attention to. And I only noticed this
difference in adulthood. Which is when I started to choose what I pay
attention to. For example, now I pay attention to things like peoples'
facial reactions and body language so that I can *measure* their
emotions.

Different people have different thoughts while listening to the same thing. And 
different methods of choosing what to think while listening. And different 
methods of interpreting what they listen to. And so on.

I agree.

And I think some of these things aren't chosen, at least not from the
beginning. It takes a certain kind of knowledge in order to make this
choice.

Another example. In my highschool physics class, I was many weeks late
in starting school. My first day of class, my physics teacher said
that I had to take the test the very next day just like everybody else
and he told me which chapters to read. So I did. I didn't study and I
didn't practice doing any problems. I just read the material once. And
I got a perfect score. No one else got a perfect score and they were
all there to listen to the lectures and I know that some of them read
the chapters and studied for the test. And many of the people were in
the Advanced program in the next year [senior year]. They were the
smartest [or at least most successful] kids in the school.

How is this an example of your claim that "some people learn math easier
than others regardless of what learning methods they apply"?

I read the chapters just like other people did. And they used more methods
than I did. And I still learned it better than them.

I was counting physics just like math.



Do you think all reading is the same?

No.

The same argument I provided about listening fits here.

Another example of an issue to consider: some people use a method of only 
learning about things they are interested in. Others have other methods.

Yes. And I think another issue is that some people are interested in
many more subjects than others.

Are you assuming you did not apply any different learning methods than
other people? Why?

Are you referring to David's idea that learning is theory-laden? And that
my meta-theories were different than their meta-theories?

No, I was asking a question. But I agree that meta-theories matter.

So it seems that my reading and listening methods were different than
others' methods. But I don't think I chose my methods, at least not
the ones I was using in first grade. And not the ones I was using
before I learned that I could choose other methods.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 4:52 PM

On Jan 28, 2012, at 1:30 PM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 3:00 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 12:50 PM, Rami Rustom wrote:

On Jan 28, 2012 1:56 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 28, 2012, at 11:51 AM, Rami Rustom wrote:

Me. From the very beginning of school I listened to the teachers give
lectures, just like everyone else [or at least the ones that
listened]. And I learned the material from just that. I never did
homework. I never studied for tests or quizzes. And I got mostly A's.
I got B's occasionally cause I didn't do the homework. And this worked
for Math, Physics, Chemistry, Biology and almost all the other
subjects. I did relatively poorly on subjects like English because I
wasn't a reader and because I didn't understand concepts like satire.
[I didn't understand sarcasm until the late age of 19 when my
brother-in-law used it on me and he had to point out what he was doing
explicitly because I wasn't getting it.] But then in my 3rd year in
college in physics and 4th year in math I had to study to do well.
Come to think of it there were classes where I was able to do the
homework during class instead of listening to the lectures so that I
didn't have to do the homework at home. And other classes where I was
able to convince the teacher to disregard the homework when
calculating my final grades so that I didn't have to do the homework
at all.

How is this an example of your claim that "some people learn math easier
than others regardless of what learning methods they apply"?

Well my learning method was listening to lectures. And other people do that
method. And they needed additional methods to learn. And I still learned it
better than them. So I learned it easier than they did and it even though
they used more methods.

Do you think all listening is the same?



No.

But did I choose to listen differently?

This is changing the topic. You were giving examples of "some people learn math 
easier than others regardless of what learning methods they apply".

I don't see how. It was
happening from birth I think.

How'd you figure out when it started?

I was paying attention to certain things
that other people didn't. And they were paying attention to certain
things that I didn't pay attention to. And I only noticed this
difference in adulthood. Which is when I started to choose what I pay
attention to. For example, now I pay attention to things like peoples'
facial reactions and body language so that I can *measure* their
emotions.

I think this is conflating choosing with consciously choosing and still 
remembering, today, having done so.

Different people have different thoughts while listening to the same thing. And 
different methods of choosing what to think while listening. And different 
methods of interpreting what they listen to. And so on.

I agree.

And I think some of these things aren't chosen, at least not from the
beginning. It takes a certain kind of knowledge in order to make this
choice.

People are capable of thinking differently than they do. What's to stop them 
besides not choosing to?

You could try to say they don't know how but I don't think that's compelling in 
many cases. Most people do know that:



- there exist books about different learning methods
- they could get some such books from the library
- they could read those books
- they could try doing stuff from the books

They know enough to do that but they choose not to do that.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 5:48 PM

On Sat, Jan 28, 2012 at 3:52 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 1:30 PM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 3:00 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 12:50 PM, Rami Rustom wrote:

On Jan 28, 2012 1:56 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 28, 2012, at 11:51 AM, Rami Rustom wrote:

Me. From the very beginning of school I listened to the teachers give
lectures, just like everyone else [or at least the ones that
listened]. And I learned the material from just that. I never did
homework. I never studied for tests or quizzes. And I got mostly A's.
I got B's occasionally cause I didn't do the homework. And this worked
for Math, Physics, Chemistry, Biology and almost all the other
subjects. I did relatively poorly on subjects like English because I
wasn't a reader and because I didn't understand concepts like satire.
[I didn't understand sarcasm until the late age of 19 when my
brother-in-law used it on me and he had to point out what he was doing
explicitly because I wasn't getting it.] But then in my 3rd year in
college in physics and 4th year in math I had to study to do well.
Come to think of it there were classes where I was able to do the
homework during class instead of listening to the lectures so that I
didn't have to do the homework at home. And other classes where I was
able to convince the teacher to disregard the homework when
calculating my final grades so that I didn't have to do the homework
at all.

How is this an example of your claim that "some people learn math easier
than others regardless of what learning methods they apply"?

Well my learning method was listening to lectures. And other people do that
method. And they needed additional methods to learn. And I still learned it
better than them. So I learned it easier than they did and it even though
they used more methods.

Do you think all listening is the same?



No.

But did I choose to listen differently?

This is changing the topic. You were giving examples of "some people learn 
math easier than others regardless of what learning methods they apply".

I see. I was thinking of learning methods differently. I think you're
talking about the idea that learning is theory-laden.

I don't see how. It was
happening from birth I think.

How'd you figure out when it started?

My first memory about the fact that people pay attention to different
things was at age 18. My mom asked me about the color of the apartment
that we lived in for two years. I said it was white. She said it was
blue. She was shocked that I was wrong. And I was shocked too. But
more importantly, I learned that she pays attention to things like
color and atmosphere while I didn't.

So after learning that knowledge, I chose to pay attention a lot more
to differences in what people pay attention to. One day we watched a
movie and she asked me about something in a scene that was related to
aesthetics. I didn't notice it. So I told her what I did notice, which
was the numbers that were on a board in the scene.

I was paying attention to certain things
that other people didn't. And they were paying attention to certain
things that I didn't pay attention to. And I only noticed this
difference in adulthood. Which is when I started to choose what I pay
attention to. For example, now I pay attention to things like peoples'
facial reactions and body language so that I can *measure* their
emotions.

I think this is conflating choosing with consciously choosing and still 



remembering, today, having done so.

I'm confused by the whole sentence, by *choosing* vs *consciously
choosing*, and by the *still remembering, today, having done so*.
Could you rephrase?

Isn't choosing to act in a certain way to certain situations always
conscious? Aren't all choices conscious?

[Certain ways of acting are what I call *rules*].

And then after consciously choosing to enact a certain rule enough
times, the rule is saved into the unconscious; which is what we call a
habit. And then the mind always uses that rule in those situations.
Until one day, the conscious notices something different about the
situations that they want to change [because maybe they aren't happy
about the results of those situations] and the conscious decides to
change the rule for those situations. And the cycle repeats.

Different people have different thoughts while listening to the same thing. And 
different methods of choosing what to think while listening. And different 
methods of interpreting what they listen to. And so on.

I agree.

And I think some of these things aren't chosen, at least not from the
beginning. It takes a certain kind of knowledge in order to make this
choice.

People are capable of thinking differently than they do. What's to stop them 
besides not choosing to?

In some types of situations, the person isn't aware that they have a
choice in said situations. The person first has to learn the knowledge
[K] that said situations can be done differently. Only then can they
have the will [W] to change their behavior [B]. This new behavior is
what could help the person learn new knowledge.

K1 -> W -> B -> K2



You could try to say they don't know how but I don't think that's compelling in 
many cases.

I agree.

Most people do know that:

- there exist books about different learning methods

Yes but most books about learning are not good. Especially since most
good learning methods haven't been written into books.

- they could get some such books from the library
- they could read those books
- they could try doing stuff from the books

They know enough to do that but they choose not to do that.

Agreed. They expect their teachers to teach them how to learn.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 6:08 PM

On Jan 28, 2012, at 2:48 PM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 3:52 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 1:30 PM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 3:00 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 12:50 PM, Rami Rustom wrote:

On Jan 28, 2012 1:56 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 28, 2012, at 11:51 AM, Rami Rustom wrote:

Me. From the very beginning of school I listened to the teachers give
lectures, just like everyone else [or at least the ones that
listened]. And I learned the material from just that. I never did
homework. I never studied for tests or quizzes. And I got mostly A's.
I got B's occasionally cause I didn't do the homework. And this worked
for Math, Physics, Chemistry, Biology and almost all the other
subjects. I did relatively poorly on subjects like English because I
wasn't a reader and because I didn't understand concepts like satire.
[I didn't understand sarcasm until the late age of 19 when my
brother-in-law used it on me and he had to point out what he was doing
explicitly because I wasn't getting it.] But then in my 3rd year in
college in physics and 4th year in math I had to study to do well.
Come to think of it there were classes where I was able to do the
homework during class instead of listening to the lectures so that I
didn't have to do the homework at home. And other classes where I was
able to convince the teacher to disregard the homework when
calculating my final grades so that I didn't have to do the homework
at all.

How is this an example of your claim that "some people learn math easier
than others regardless of what learning methods they apply"?

Well my learning method was listening to lectures. And other people do 
that
method. And they needed additional methods to learn. And I still learned it
better than them. So I learned it easier than they did and it even though
they used more methods.



Do you think all listening is the same?

No.

But did I choose to listen differently?

This is changing the topic. You were giving examples of "some people learn 
math easier than others regardless of what learning methods they apply".

I see. I was thinking of learning methods differently. I think you're
talking about the idea that learning is theory-laden.

I don't see how. It was
happening from birth I think.

How'd you figure out when it started?

My first memory about the fact that people pay attention to different
things was at age 18. My mom asked me about the color of the apartment
that we lived in for two years. I said it was white. She said it was
blue. She was shocked that I was wrong. And I was shocked too. But
more importantly, I learned that she pays attention to things like
color and atmosphere while I didn't.

So after learning that knowledge, I chose to pay attention a lot more
to differences in what people pay attention to. One day we watched a
movie and she asked me about something in a scene that was related to
aesthetics. I didn't notice it. So I told her what I did notice, which
was the numbers that were on a board in the scene.

None of this is an argument that your differences began at birth. It doesn't 
address my question.

I was paying attention to certain things
that other people didn't. And they were paying attention to certain



things that I didn't pay attention to. And I only noticed this
difference in adulthood. Which is when I started to choose what I pay
attention to. For example, now I pay attention to things like peoples'
facial reactions and body language so that I can *measure* their
emotions.

I think this is conflating choosing with consciously choosing and still 
remembering, today, having done so.

I'm confused by the whole sentence, by *choosing* vs *consciously
choosing*, and by the *still remembering, today, having done so*.
Could you rephrase?

Not all choices are made consciously.

Not all choices, whether conscious or not, are remembered later.

Lack of memory of making a conscious choice is no argument that one didn't 
make a choice.

Isn't choosing to act in a certain way to certain situations always
conscious? Aren't all choices conscious?

No, the large majority of choices are made unconsciously.

One's unconscious is part of one's mind. It's not a second class citizen, it's just 
you, and you're 100% responsible.

The majority of one's thinking doesn't receive conscious attention but that doesn't 
make it uncontrollable or irresponsible.

[Certain ways of acting are what I call *rules*].

And then after consciously choosing to enact a certain rule enough
times, the rule is saved into the unconscious; which is what we call a
habit. And then the mind always uses that rule in those situations.



habits like that are chosen, and one can stop choosing them whenever he wants 
(not instantly, but he can initiate a process to stop at any time).

Until one day, the conscious notices something different about the
situations that they want to change [because maybe they aren't happy
about the results of those situations] and the conscious decides to
change the rule for those situations. And the cycle repeats.

Different people have different thoughts while listening to the same thing. 
And different methods of choosing what to think while listening. And 
different methods of interpreting what they listen to. And so on.

I agree.

And I think some of these things aren't chosen, at least not from the
beginning. It takes a certain kind of knowledge in order to make this
choice.

People are capable of thinking differently than they do. What's to stop them 
besides not choosing to?

In some types of situations, the person isn't aware that they have a
choice in said situations.

They are aware, as I bring up below. They know about libraries and that they can 
choose to read more about how to think or anything else.

The person first has to learn the knowledge
[K] that said situations can be done differently. Only then can they
have the will [W] to change their behavior [B]. This new behavior is
what could help the person learn new knowledge.

K1 -> W -> B -> K2

You could try to say they don't know how but I don't think that's compelling in 
many cases.



I agree.

Most people do know that:

- there exist books about different learning methods

Yes but most books about learning are not good. Especially since most
good learning methods haven't been written into books.

Not relevant. They don't know that and still don't try the books.

And there are some good, helpful books to be found in the library. Which do 
things like mention other books.

- they could get some such books from the library
- they could read those books
- they could try doing stuff from the books

They know enough to do that but they choose not to do that.

Agreed. They expect their teachers to teach them how to learn.

So their learning method involved "expecting their teachers to teach them how to 
learn", yours did not, and yours was more effective.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 9:26 PM

On Jan 28, 2012 5:08 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 28, 2012, at 2:48 PM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 3:52 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 1:30 PM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 3:00 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 12:50 PM, Rami Rustom wrote:

On Jan 28, 2012 1:56 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 28, 2012, at 11:51 AM, Rami Rustom wrote:

Me. From the very beginning of school I listened to the teachers give
lectures, just like everyone else [or at least the ones that
listened]. And I learned the material from just that. I never did
homework. I never studied for tests or quizzes. And I got mostly A's.
I got B's occasionally cause I didn't do the homework. And this worked
for Math, Physics, Chemistry, Biology and almost all the other
subjects. I did relatively poorly on subjects like English because I
wasn't a reader and because I didn't understand concepts like satire.
[I didn't understand sarcasm until the late age of 19 when my
brother-in-law used it on me and he had to point out what he was 
doing
explicitly because I wasn't getting it.] But then in my 3rd year in
college in physics and 4th year in math I had to study to do well.
Come to think of it there were classes where I was able to do the
homework during class instead of listening to the lectures so that I
didn't have to do the homework at home. And other classes where I 
was
able to convince the teacher to disregard the homework when
calculating my final grades so that I didn't have to do the homework
at all.

How is this an example of your claim that "some people learn math 
easier
than others regardless of what learning methods they apply"?

Well my learning method was listening to lectures. And other people do 
that



method. And they needed additional methods to learn. And I still learned 
it
better than them. So I learned it easier than they did and it even though
they used more methods.

Do you think all listening is the same?

No.

But did I choose to listen differently?

This is changing the topic. You were giving examples of "some people learn 
math easier than others regardless of what learning methods they apply".

I see. I was thinking of learning methods differently. I think you're
talking about the idea that learning is theory-laden.

I don't see how. It was
happening from birth I think.

How'd you figure out when it started?

My first memory about the fact that people pay attention to different
things was at age 18. My mom asked me about the color of the apartment
that we lived in for two years. I said it was white. She said it was
blue. She was shocked that I was wrong. And I was shocked too. But
more importantly, I learned that she pays attention to things like
color and atmosphere while I didn't.

So after learning that knowledge, I chose to pay attention a lot more
to differences in what people pay attention to. One day we watched a
movie and she asked me about something in a scene that was related to
aesthetics. I didn't notice it. So I told her what I did notice, which
was the numbers that were on a board in the scene.

None of this is an argument that your differences began at birth. It doesn't 
address my question.



I misunderstood the question.

I can't know when it started. I barely remember what happened yesterday.

I noticed that my memory works different than most people. I have much
trouble learning names of things and people. I also have trouble
remembering situations [memories of events]. But I do well remembering
rules and logics.

I was paying attention to certain things
that other people didn't. And they were paying attention to certain
things that I didn't pay attention to. And I only noticed this
difference in adulthood. Which is when I started to choose what I pay
attention to. For example, now I pay attention to things like peoples'
facial reactions and body language so that I can *measure* their
emotions.

I think this is conflating choosing with consciously choosing and still 
remembering, today, having done so.

I'm confused by the whole sentence, by *choosing* vs *consciously
choosing*, and by the *still remembering, today, having done so*.
Could you rephrase?

Not all choices are made consciously.

Choice means *selection between options*; which could be unconscious.

Decision means *making a judgement between options*; which necessarily
means conscious.

So I should have been saying *did I decide* not *did I choose*.

Not all choices, whether conscious or not, are remembered later.



Yes.

Lack of memory of making a conscious choice is no argument that one didn't 
make a choice.

Yes.

Isn't choosing to act in a certain way to certain situations always
conscious? Aren't all choices conscious?

No, the large majority of choices are made unconsciously.

Yes.

One's unconscious is part of one's mind. It's not a second class citizen, it's just 
you, and you're 100% responsible.

Agreed.

The majority of one's thinking doesn't receive conscious attention but that 
doesn't make it uncontrollable or irresponsible.

I agree with the idea that we are responsible for all our actions.

And I agree with the idea that we can control all our actions. But the
control is not possible until a certain knowledge is learned. And this
knowledge can be learned implicitly or explicitly.

Most people learn implicitly that they can gauge a person's emotions
by paying attention to their facial expressions and body language.
Many of these people learn these things long before learning how to
talk.

And others don't learn these things implicitly and instead only learn
them explicitly much later in life. Like me.



[Certain ways of acting are what I call *rules*].

And then after consciously choosing to enact a certain rule enough
times, the rule is saved into the unconscious; which is what we call a
habit. And then the mind always uses that rule in those situations.

habits like that are chosen, and one can stop choosing them whenever he wants 
(not instantly, but he can initiate a process to stop at any time).

Until one day, the conscious notices something different about the
situations that they want to change [because maybe they aren't happy
about the results of those situations] and the conscious decides to
change the rule for those situations. And the cycle repeats.

Different people have different thoughts while listening to the same thing. 
And different methods of choosing what to think while listening. And 
different methods of interpreting what they listen to. And so on.

I agree.

And I think some of these things aren't chosen, at least not from the
beginning. It takes a certain kind of knowledge in order to make this
choice.

People are capable of thinking differently than they do. What's to stop them 
besides not choosing to?

In some types of situations, the person isn't aware that they have a
choice in said situations.

They are aware, as I bring up below. They know about libraries and that they 
can choose to read more about how to think or anything else.

The person first has to learn the knowledge



[K] that said situations can be done differently. Only then can they
have the will [W] to change their behavior [B]. This new behavior is
what could help the person learn new knowledge.

K1 -> W -> B -> K2

You could try to say they don't know how but I don't think that's compelling in 
many cases.

I agree.

Most people do know that:

- there exist books about different learning methods

Yes but most books about learning are not good. Especially since most
good learning methods haven't been written into books.

Not relevant. They don't know that and still don't try the books.

Agreed.

And there are some good, helpful books to be found in the library. Which do 
things like mention other books.

- they could get some such books from the library
- they could read those books
- they could try doing stuff from the books

They know enough to do that but they choose not to do that.

Agreed. They expect their teachers to teach them how to learn.

So their learning method involved "expecting their teachers to teach them how 
to learn", yours did not, and yours was more effective.



I guess so. I can't remember.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 9:37 PM

On Jan 28, 2012, at 6:26 PM, Rami Rustom wrote:

On Jan 28, 2012 5:08 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 28, 2012, at 2:48 PM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 3:52 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 1:30 PM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 3:00 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 12:50 PM, Rami Rustom wrote:

On Jan 28, 2012 1:56 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 28, 2012, at 11:51 AM, Rami Rustom wrote:

Me. From the very beginning of school I listened to the teachers give
lectures, just like everyone else [or at least the ones that
listened]. And I learned the material from just that. I never did
homework. I never studied for tests or quizzes. And I got mostly A's.
I got B's occasionally cause I didn't do the homework. And this 
worked
for Math, Physics, Chemistry, Biology and almost all the other
subjects. I did relatively poorly on subjects like English because I
wasn't a reader and because I didn't understand concepts like satire.
[I didn't understand sarcasm until the late age of 19 when my
brother-in-law used it on me and he had to point out what he was 
doing
explicitly because I wasn't getting it.] But then in my 3rd year in
college in physics and 4th year in math I had to study to do well.
Come to think of it there were classes where I was able to do the
homework during class instead of listening to the lectures so that I
didn't have to do the homework at home. And other classes where I 
was
able to convince the teacher to disregard the homework when
calculating my final grades so that I didn't have to do the homework
at all.

How is this an example of your claim that "some people learn math 
easier
than others regardless of what learning methods they apply"?



Well my learning method was listening to lectures. And other people do 
that
method. And they needed additional methods to learn. And I still 
learned it
better than them. So I learned it easier than they did and it even though
they used more methods.

Do you think all listening is the same?

No.

But did I choose to listen differently?

This is changing the topic. You were giving examples of "some people learn 
math easier than others regardless of what learning methods they apply".

I see. I was thinking of learning methods differently. I think you're
talking about the idea that learning is theory-laden.

I don't see how. It was
happening from birth I think.

How'd you figure out when it started?

My first memory about the fact that people pay attention to different
things was at age 18. My mom asked me about the color of the apartment
that we lived in for two years. I said it was white. She said it was
blue. She was shocked that I was wrong. And I was shocked too. But
more importantly, I learned that she pays attention to things like
color and atmosphere while I didn't.

So after learning that knowledge, I chose to pay attention a lot more
to differences in what people pay attention to. One day we watched a
movie and she asked me about something in a scene that was related to
aesthetics. I didn't notice it. So I told her what I did notice, which
was the numbers that were on a board in the scene.



None of this is an argument that your differences began at birth. It doesn't 
address my question.

I misunderstood the question.

I can't know when it started. I barely remember what happened yesterday.

I noticed that my memory works different than most people. I have much
trouble learning names of things and people. I also have trouble
remembering situations [memories of events]. But I do well remembering
rules and logics.

That is your memory working the same as everyone else:

You and they both remember what each of you deems important.

You, and they, remember what you and they prefer to remember.

I was paying attention to certain things
that other people didn't. And they were paying attention to certain
things that I didn't pay attention to. And I only noticed this
difference in adulthood. Which is when I started to choose what I pay
attention to. For example, now I pay attention to things like peoples'
facial reactions and body language so that I can *measure* their
emotions.

I think this is conflating choosing with consciously choosing and still 
remembering, today, having done so.

I'm confused by the whole sentence, by *choosing* vs *consciously
choosing*, and by the *still remembering, today, having done so*.
Could you rephrase?

Not all choices are made consciously.

Choice means *selection between options*; which could be unconscious.

Decision means *making a judgement between options*; which necessarily



means conscious.

no, we do most of our judging unconsciously.

why do you think otherwise?

the unconscious is not some special thing. it's just you, but with less attention of a 
particular type.

not all our judgments receive much attention.

So I should have been saying *did I decide* not *did I choose*.

i don't see the difference. we select between options according to our judgment.

The majority of one's thinking doesn't receive conscious attention but that 
doesn't make it uncontrollable or irresponsible.

I agree with the idea that we are responsible for all our actions.

And I agree with the idea that we can control all our actions. But the
control is not possible until a certain knowledge is learned. And this
knowledge can be learned implicitly or explicitly.

The word "implicit" is like "implied".

Explicit means "expressed clearly". But also, contexts like this, it can mean "in 
language".

In either use, a better opposite is "inexplicit".

The "not in language" meaning of "inexplicit" maps to the unconscious mind 
better than the "expressed unclearly" meaning. We often have unclear thoughts 
consciously.



Most people learn implicitly that they can gauge a person's emotions
by paying attention to their facial expressions and body language.
Many of these people learn these things long before learning how to
talk.

And others don't learn these things implicitly and instead only learn
them explicitly much later in life. Like me.

I don't think you meant implicit. If you did, can you clarify what you mean by it? If 
not, what did you mean?

http://www.merriam-webster.com/dictionary/implicit

- they could get some such books from the library
- they could read those books
- they could try doing stuff from the books

They know enough to do that but they choose not to do that.

Agreed. They expect their teachers to teach them how to learn.

So their learning method involved "expecting their teachers to teach them how 
to learn", yours did not, and yours was more effective.

I guess so. I can't remember.

So, counter-exmaple withdrawn? Got another one or do you concede that the use 
of different learning methods accounts for differences in how well people learn 
math and other things?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://www.merriam-webster.com/dictionary/implicit
http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 10:17 PM

On Sat, Jan 28, 2012 at 8:37 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 6:26 PM, Rami Rustom wrote:

On Jan 28, 2012 5:08 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 28, 2012, at 2:48 PM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 3:52 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 1:30 PM, Rami Rustom wrote:

On Sat, Jan 28, 2012 at 3:00 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 28, 2012, at 12:50 PM, Rami Rustom wrote:

Well my learning method was listening to lectures. And other people 
do that
method. And they needed additional methods to learn. And I still 
learned it
better than them. So I learned it easier than they did and it even 
though
they used more methods.

Do you think all listening is the same?

No.

But did I choose to listen differently?

This is changing the topic. You were giving examples of "some people 
learn math easier than others regardless of what learning methods they 
apply".

I see. I was thinking of learning methods differently. I think you're
talking about the idea that learning is theory-laden.

I don't see how. It was
happening from birth I think.

How'd you figure out when it started?



My first memory about the fact that people pay attention to different
things was at age 18. My mom asked me about the color of the apartment
that we lived in for two years. I said it was white. She said it was
blue. She was shocked that I was wrong. And I was shocked too. But
more importantly, I learned that she pays attention to things like
color and atmosphere while I didn't.

So after learning that knowledge, I chose to pay attention a lot more
to differences in what people pay attention to. One day we watched a
movie and she asked me about something in a scene that was related to
aesthetics. I didn't notice it. So I told her what I did notice, which
was the numbers that were on a board in the scene.

None of this is an argument that your differences began at birth. It doesn't 
address my question.

I misunderstood the question.

I can't know when it started. I barely remember what happened yesterday.

I noticed that my memory works different than most people. I have much
trouble learning names of things and people. I also have trouble
remembering situations [memories of events]. But I do well remembering
rules and logics.

That is your memory working the same as everyone else:

You and they both remember what each of you deems important.

You, and they, remember what you and they prefer to remember.

Yes. I remember saying:

Why remember names of things when I can look them up in books or ask
my GM to recall them?

Why remember situations when I can just remember rules [which explain
how to deal with said situations]?



Why remember rules when I can just remember logics [which explain how
to recreate said rules]?

I was paying attention to certain things
that other people didn't. And they were paying attention to certain
things that I didn't pay attention to. And I only noticed this
difference in adulthood. Which is when I started to choose what I pay
attention to. For example, now I pay attention to things like peoples'
facial reactions and body language so that I can *measure* their
emotions.

I think this is conflating choosing with consciously choosing and still 
remembering, today, having done so.

I'm confused by the whole sentence, by *choosing* vs *consciously
choosing*, and by the *still remembering, today, having done so*.
Could you rephrase?

Not all choices are made consciously.

Choice means *selection between options*; which could be unconscious.

Decision means *making a judgement between options*; which necessarily
means conscious.

no, we do most of our judging unconsciously.

why do you think otherwise?

the unconscious is not some special thing. it's just you, but with less attention of 
a particular type.

not all our judgments receive much attention.

This is hard to grasp; for me at least. I'll have to mull over this.



So I should have been saying *did I decide* not *did I choose*.

i don't see the difference. we select between options according to our judgment.

The majority of one's thinking doesn't receive conscious attention but that 
doesn't make it uncontrollable or irresponsible.

I agree with the idea that we are responsible for all our actions.

And I agree with the idea that we can control all our actions. But the
control is not possible until a certain knowledge is learned. And this
knowledge can be learned implicitly or explicitly.

The word "implicit" is like "implied".

Ok I meant inexplicit like you say below. And by that I mean
unconsciously. And by explicitly I mean consciously.

And to give a real example, when I learned that I need to measure
people's emotions by paying attention to their facial expressions and
body language was when I learned how those things display emotions and
how emotions can resonate between two people. And by that I mean
mathematically.

Explicit means "expressed clearly". But also, contexts like this, it can mean "in 
language".

For me it means "in math".

In either use, a better opposite is "inexplicit".

The "not in language" meaning of "inexplicit" maps to the unconscious mind 
better than the "expressed unclearly" meaning. We often have unclear thoughts 



consciously.

K I meant the unconscious version.

Most people learn implicitly that they can gauge a person's emotions
by paying attention to their facial expressions and body language.
Many of these people learn these things long before learning how to
talk.

And others don't learn these things implicitly and instead only learn
them explicitly much later in life. Like me.

I don't think you meant implicit. If you did, can you clarify what you mean by it? If 
not, what did you mean?

I'll rephrase: "And others don't learn these things unconsciously and
instead only learn them consciously and explicitly much later in life.
Like me."

http://www.merriam-webster.com/dictionary/implicit

- they could get some such books from the library
- they could read those books
- they could try doing stuff from the books

They know enough to do that but they choose not to do that.

Agreed. They expect their teachers to teach them how to learn.

So their learning method involved "expecting their teachers to teach them 
how to learn", yours did not, and yours was more effective.

I guess so. I can't remember.

http://www.merriam-webster.com/dictionary/implicit


So, counter-exmaple withdrawn? Got another one or do you concede that the 
use of different learning methods accounts for differences in how well people 
learn math and other things?

I agree with you. I concede. The use of different learning methods
does account for differences in how well people learn math and other
things.

However, some of people's different learning methods, at least at very
early ages like before learning how to read, are learned
unconsciously. And this is caused by both genes and environment.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] No two minds are the same!!!
Date: January 28, 2012 at 10:23 PM

On Jan 28, 2012, at 7:17 PM, Rami Rustom wrote:

Ok I meant inexplicit like you say below. And by that I mean
unconsciously. And by explicitly I mean consciously.

That is not what I said below. If you mean "conscious" and "unconscious" use 
those words. Explicit and inexplicit do not mean conscious and unconscious, they 
are not synonyms.

You can have conscious thoughts which are expressed unclearly or not in 
language (e.g. an image).

I agree with you. I concede. The use of different learning methods
does account for differences in how well people learn math and other
things.

However, some of people's different learning methods, at least at very
early ages like before learning how to read, are learned
unconsciously. And this is caused by both genes and environment.

How do you know?

Maybe it was conscious at the time but then you forgot later.

I sure don't have a clear recollection of, say, age 0-3. I think few to no adults do.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Evidence against mirror neurons
Date: January 28, 2012 at 10:38 PM

http://www.newappsblog.com/2012/01/the-man-who-hand-draws-mathematical-
fractals.html

We also carried out a transcranial magnetic stimulation study. The results of the 
study were quite amazing. During fractal generation [drawing], JP's brain uses 
the left hemisphere exclusively, and none of the regions in visual cortex are 
involved in producing the visual images. The regions in the temporal lobe 
normally associated with memory were not hyperactivated either. We don't quite 
know what to make of this yet. But it does seem to show for the first time that 
areas other than memory and visual areas can generate visual features. This is 
very strong evidence against modular views of the brain.

Key part:

This is very strong evidence against modular views of the brain.

They're saying it contradicts ideas like "the brain/mind has several different parts 
[modules] like a language part, an emotional part, an analytic part, a mirror part, 
etc.".

-- Elliot Temple
http://fallibleideas.com/

http://www.newappsblog.com/2012/01/the-man-who-hand-draws-mathematical-fractals.html
http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Evidence against mirror neurons
Date: January 29, 2012 at 8:13 AM

On Sat, Jan 28, 2012 at 9:38 PM, Elliot Temple <curi@curi.us> wrote:
http://www.newappsblog.com/2012/01/the-man-who-hand-draws-mathematical-
fractals.html

We also carried out a transcranial magnetic stimulation study. The results of 
the study were quite amazing. During fractal generation [drawing], JP's brain 
uses the left hemisphere exclusively, and none of the regions in visual cortex 
are involved in producing the visual images. The regions in the temporal lobe 
normally associated with memory were not hyperactivated either. We don't 
quite know what to make of this yet. But it does seem to show for the first time 
that areas other than memory and visual areas can generate visual features. 
This is very strong evidence against modular views of the brain.

Key part:

This is very strong evidence against modular views of the brain.

They're saying it contradicts ideas like "the brain/mind has several different parts 
[modules] like a language part, an emotional part, an analytic part, a mirror part, 
etc.".

I heard of a case whereby a young girl had much brain damage to a part
of her brain. She lost much of her cognitive functions. Then other
parts of her brain assumed the role of the damaged parts.

And there are scientists working on helping the brain rewire itself.

Mohseni has been building a multichannel microelectronic device to bypass the 
gap left by injury. The device, which he calls a brain-machine-brain interface, 
includes a microchip on a circuit board smaller than a quarter. The microchip 
amplifies signals, called neural action potentials, produced by the neurons in 
one part of the brain and uses an algorithm to separate these signals – brain 
spike activity - from noise and other artifacts. Upon spike discrimination, the 
microchip sends a current pulse to stimulate neurons in another part of the 
brain, artificially connecting the two brain regions.

http://www.newappsblog.com/2012/01/the-man-who-hand-draws-mathematical-fractals.html


end quote

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Evidence against mirror neurons
Date: January 29, 2012 at 1:42 PM

On 29 Jan 2012, at 3:38am, Elliot Temple wrote:

http://www.newappsblog.com/2012/01/the-man-who-hand-draws-mathematical-
fractals.html

We also carried out a transcranial magnetic stimulation study. The results of 
the study were quite amazing. During fractal generation [drawing], JP's brain 
uses the left hemisphere exclusively, and none of the regions in visual cortex 
are involved in producing the visual images. The regions in the temporal lobe 
normally associated with memory were not hyperactivated either. We don't 
quite know what to make of this yet. But it does seem to show for the first time 
that areas other than memory and visual areas can generate visual features. 
This is very strong evidence against modular views of the brain.

Key part:

This is very strong evidence against modular views of the brain.

They're saying it contradicts ideas like "the brain/mind has several different parts 
[modules] like a language part, an emotional part, an analytic part, a mirror part, 
etc.".

I don't know how the discoverers of the mirror-neuron system envisaged it, but I 
was not expecting it to consist of either physical modules in the brain or neurons 
of a physiologically different type. The mirror-neuron system is a *system*, 
defined by its computational function, not any distinctive physical features of its 
hardware.

We know that there must be such a system because of a combination of the 
following facts:

- All animals that have memes (and possibly some others too) can "imitate" 
behaviours. But the translation of *sensory input* to the brain caused by another 
animal enacting a complex behaviour X, into *motor and control signals* for 
enacting X oneself, is a non-trivial computation.

http://www.newappsblog.com/2012/01/the-man-who-hand-draws-mathematical-fractals.html


- The knowledge embodied in the program for performing that computation was 
not created during the animal's lifetime (except in humans). We know that 
because, for instance, we know that different animals (other than humans) are 
capable of different sets of such translations which, in all cases, leave them with 
sharply circumscribed imitation capabilities: Apes can imitate limb movements but 
not sounds; parrots can imitate sounds but not limb movements.

Hence the relevant programs must be encoded in the animals' genes. That 
knowledge must have been created by biological evolution.

I call the neurons that execute those translation programs, collectively, the 
"mirror-neuron system", and for conciseness I sometimes call the individual 
neurons in that system "mirror neurons". I assumed (but I may be mistaken about 
this) that this is also the usage adopted by biologists such as Ramachandran, 
who study these systems. Be that as it may, there is no particular reason to 
expect the mirror-neuron system to be located in a specialised region of the brain. 
(And, BTW, if we include the neurons delivering sensory inputs and motor and 
control signals to and from the translation program respectively, then we know 
that it *can't* be confined to a specialised region.)

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Evidence against mirror neurons
Date: January 29, 2012 at 2:12 PM

On Jan 29, 2012, at 10:42 AM, David Deutsch wrote:

On 29 Jan 2012, at 3:38am, Elliot Temple wrote:

http://www.newappsblog.com/2012/01/the-man-who-hand-draws-
mathematical-fractals.html

We also carried out a transcranial magnetic stimulation study. The results of 
the study were quite amazing. During fractal generation [drawing], JP's brain 
uses the left hemisphere exclusively, and none of the regions in visual cortex 
are involved in producing the visual images. The regions in the temporal lobe 
normally associated with memory were not hyperactivated either. We don't 
quite know what to make of this yet. But it does seem to show for the first 
time that areas other than memory and visual areas can generate visual 
features. This is very strong evidence against modular views of the brain.

Key part:

This is very strong evidence against modular views of the brain.

They're saying it contradicts ideas like "the brain/mind has several different 
parts [modules] like a language part, an emotional part, an analytic part, a 
mirror part, etc.".

I don't know how the discoverers of the mirror-neuron system envisaged it, but I 
was not expecting it to consist of either physical modules in the brain or neurons 
of a physiologically different type. The mirror-neuron system is a *system*, 
defined by its computational function, not any distinctive physical features of its 
hardware.

Then why is its name focussed on hardware?

Wikipedia says:

http://en.wikipedia.org/wiki/Mirror_neuron

http://www.newappsblog.com/2012/01/the-man-who-hand-draws-mathematical-fractals.html
http://en.wikipedia.org/wiki/Mirror_neuron


A mirror neuron is a neuron...

and BoI says:

It is thought to be achieved in part by a system based on ‘mirror neurons’. 
These are neurons that...

If it's a system defined by software function, why define "mirror neuron" as 
individual neurons that do something? And why say there is a mirror neuron 
system based on individual mirror neurons?

I do not talk about software systems with language like that.

Here's Ramachandran:

http://www.edge.org/3rd_culture/ramachandran/ramachandran_p2.html

The solution to many of these riddles comes from an unlikely source.. the study 
of single neurons in the brains of monkeys.

Single neurons, not systems.

Read the whole thing, it's philosophically naive.

We know that there must be such a system because of a combination of the 
following facts:

- All animals that have memes (and possibly some others too) can "imitate" 
behaviours. But the translation of *sensory input* to the brain caused by another 
animal enacting a complex behaviour X, into *motor and control signals* for 
enacting X oneself, is a non-trivial computation.

- The knowledge embodied in the program for performing that computation was 
not created during the animal's lifetime (except in humans). We know that 
because, for instance, we know that different animals (other than humans) are 
capable of different sets of such translations which, in all cases, leave them with 

http://www.edge.org/3rd_culture/ramachandran/ramachandran_p2.html


sharply circumscribed imitation capabilities: Apes can imitate limb movements 
but not sounds; parrots can imitate sounds but not limb movements.

Hence the relevant programs must be encoded in the animals' genes. That 
knowledge must have been created by biological evolution.

I call the neurons that execute those translation programs, collectively, the 
"mirror-neuron system",

Facts allow for multiple philosophical interpretations.

Suppose I'm programming a self-driving car.

I write functions like "estimate time before my car reaches a location, on current 
trajectory, or return that it won't reach it". And whatever else.

Later I modify my code: now I want to be able to drive in traffic instead of just 
drive alone in the desert.

So I start using this old function, but for other cars besides my own. To help figure 
out if I'm going to run into them or not.

So then you discover that some parts of the cars software fire both when it's 
computing about itself and when it's computing about other cars.

Would you be tempted to call that evidence of mirror transistors?

The re-use of software library functions *with reach* is not best described by 
words like "mirror" or "imitation", nor with hardware words like "transistor" or 
"CPU" or "bit" (you might well find a particular bit in memory is reserved at 
program startup, and then flipped around only during the use of this particular 
function since it's in a global variable that isn't shared, so then you call it a "mirror 
bit" since it flips around only during running of this function for self or others. And 
since animals never restart and re-assign memory locations, the equivalent in an 
animal would seem permanent.).

Also the idea that it's specific, fixed neurons which run these functions is not 
implied by the evidence mentioned above. And the evidence I posted -- the 



adaptability, not fixed modularization, of the brain -- would mean that if it is 
seemingly fixed neurons that is merely a software implementation detail not a 
fixed feature of the hardware. Software implementation details shouldn't be 
discussed as being hardware.

and for conciseness I sometimes call the individual neurons in that system 
"mirror neurons". I assumed (but I may be mistaken about this) that this is also 
the usage adopted by biologists such as Ramachandran, who study these 
systems. Be that as it may, there is no particular reason to expect the mirror-
neuron system to be located in a specialised region of the brain. (And, BTW, if 
we include the neurons delivering sensory inputs and motor and control signals 
to and from the translation program respectively, then we know that it *can't* be 
confined to a specialised region.)

Since Ramachandran emphasizes individual neurons as individually being mirror 
in the quote I gave above, I reject assumptions like this.

And, regardless of that particular issue, I think the idea of calling *software with 
reach* by terms talking about *hardware* and *mirroring* -- and then pretending 
that the "mirror" concept was a discovery *in neuroscience* instead of just an 
unsophisticated philosophical interpretation -- is a mistake.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Fwd: Relativity of explanations
Date: January 29, 2012 at 2:59 PM

On Jan 28, 9:27 am, David Deutsch <david.deut...@qubit.org> wrote:
On 27 Jan 2012, at 6:10am, Steve Push wrote:

Some episodes in the
history of science look like induction to me.  Chargaff, for instance,
appears to have formulated his rules about base ratios in DNA in the
absence of an explanatory theory.  If it’s true that induction doesn’t
exist, there must be some other explanation for Chargaff’s insight.

I know fairly little about the history of chemistry, but in understanding how a 
discovery that "looks like" induction actually came about, some useful questions 
one can ask, in general, are:

-- Why were the 'data' from which the theory appears to have been induced, 
calculated? Note that they are always *calculated*, not 'directly' measured. So 
why were those particular numbers chosen to be the focus of the scientists' 
effort? What were they hoping for? Why did they hope that calculating those 
numbers might get them what they were hoping for, and not any of the infinity of 
combinations of the 'raw data' that they chose not to calculate?

-- I put 'directly' and 'raw data' in scare quotes because it is never raw. The 
question here is: why was that experiment done rather than the infinity of other 
possible experiments, and why were those data collected during it rather than 
other data? Again, what were they hoping for?

-- Prior to that, what was the *problem* that they were trying to solve? Why was 
it important to them what these particular physical processes and variables were 
doing, and not others? What did they find inadequate, or mysterious, or 
contradictory, in their existing knowledge, that made them want to do an 
experiment about it?

Nor do I know the history of Chargoff. But I do know that various invariant ratios 
in chemical reactions were key to various discoveries throughout the history of 
chemistry, including the existence of atoms and molecules and valency. With the 
discovery of things like isotopes and complex polymers (like DNA), the time-
honoured principles expressing these ratios, particularly the law of multiple 



proportions, had to be corrected or made unambiguous. So my first guess as to 
what happened was: First, there was a reason why people were interested in 
the structure of DNA. I expect this reason came from biology not chemistry.

Yes. Chargaff was influenced by another researcher’s experiment in
1944 that suggested DNA was responsible for one type of Pneumococcus
changing into another type.

Second, it was already known that DNA is a high-molecular-weight polymer 
made of multiple monomers, which meant that, unlike in most chemistry that 
had previously been studied, the law of multiple proportions would not 
necessarily hold for the ratios of the monomers in the molecule.

Yes and no. At the time most biochemists accepted the tetranucleotide
hypothesis, according to which the four bases (A, C, G, and T) should
follow the law of multiple proportions. Those who accepted that
hypothesis underestimated the molecular weight, thought DNA was the
same in all species, and believed it could not be the hereditary
molecule.

Chargaff hypothesized that DNA had a higher molecular weight, that the
amounts of the bases varied, and “that the biological activity of the
nucleic acid probably rested on the sequence specificity of its
constituents – on the order in which the four different nucleotides
were arranged in the macromolecule.” (Chargaff 1971)

Third, someone guessed that if it *did* nevertheless hold for some (or indeed 
all) of the ratios, that might drastically restrict the possible structures of DNA. 
And fourth, someone thought about what ratios that could be accurately 
measured, and tried to think of techniques to measure them as accurately as 
possible.

No. According to Chargaff’s writings at the time (Chargaff 1950) and
in retrospect (Chargaff 1971), he did *not* expect to find that the
law of multiple proportions held for some of the base ratios. He hoped
to show that the ratios varied among different species, thus refuting
the tetranucleotide hypothesis and showing how species could change by
rearrangement of the sequence of bases. This he did show, but “there
emerged also something much more surprising, which distinguished the
nucleic acids from the proteins, namely, a sort of equipoise between



the several DNA constituents, as had not yet been observed in any
other natural polymer.” (Chargaff 1971)

He reported these conclusions in 1949 and 1950, referring to them as
“generalizations,” which he said are “both necessary and hazardous” in
science. He later gave Watson and Crick full credit for the theory
that explained the significance of his generalizations.

References

Chargaff, E., 1950. Chemical specificity of nucleic acids and
mechanism of their enzymatic degradation. Experientia 6: 201-209.

Chargaff, E., 1971. Preface to a grammar of biology: A hundred years
of nucleic acid research. Science 172: 637-642.

-- Steve



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Fwd: Relativity of explanations
Date: January 29, 2012 at 3:52 PM

On 29 Jan 2012, at 7:59pm, Steve Push wrote:

On Jan 28, 9:27 am, David Deutsch <david.deut...@qubit.org> wrote:
On 27 Jan 2012, at 6:10am, Steve Push wrote:

Some episodes in the
history of science look like induction to me.  Chargaff, for instance,
appears to have formulated his rules about base ratios in DNA in the
absence of an explanatory theory.

[...]

At the time most biochemists accepted the tetranucleotide
hypothesis, according to which the four bases (A, C, G, and T) should
follow the law of multiple proportions. Those who accepted that
hypothesis underestimated the molecular weight, thought DNA was the
same in all species, and believed it could not be the hereditary
molecule.

Chargaff hypothesized that DNA had a higher molecular weight, that the
amounts of the bases varied, and “that the biological activity of the
nucleic acid probably rested on the sequence specificity of its
constituents – on the order in which the four different nucleotides
were arranged in the macromolecule.” (Chargaff 1971)

Did he hypothesise this explanatory theory at a time when all the data were 
consistent with DNA obeying the law of multiple proportions, or only after he had 
carried out his more accurate experiments refuting this?

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ramachandran, Mirror Neurons and Autism
Date: January 29, 2012 at 4:18 PM

http://en.wikipedia.org/wiki/Vilayanur_S._Ramachandran

In 1999, Ramachandran, in collaboration with then post-doctoral fellow Eric 
Altschuler and colleague Jaime Pineda, was one of the first to suggest that a 
loss of mirror neurons might be the key deficit that explains many of the 
symptoms and signs of autism spectrum disorders.[46] Between 2000 and 2006 
Ramachandran and his colleagues at UC San Diego published a number of 
articles in support of this theory, which became known as the "Broken Mirrors" 
theory of autism.[47][48][49] Ramachandran and his colleagues did not measure 
mirror neuron activity directly; rather they demonstrated that children with ASD 
showed abnormal EEG responses (known as Mu wave suppression) when they 
observed the activities of other people. In 2008 Oberman, Ramachandran and 
Pineda conducted an experiment in which children with ASD showed both 
normal and abnormal EEG responses depending on their familiarity with people 
whose actions they were observing.[50]Oberman and Ramachanran concluded 
that "The study revealed that mu suppression was sensitive to degree of 
familiarity. Both typically developing participants and those with ASD showed 
greater suppression to familiar hands compared to those of strangers. These 
findings suggest that the Mirror Neuron Systmen responds to observed actions 
in individuals with ASD, but only when individuals can identify in some personal 
way with the stimuli."[51]

...

Recognizing that dysfunctional mirror neuron systems cannot account for the 
wide range of symptoms that are included in autism spectrum disorder (ASD), 
Ramachandran has theorized that childhood temporal lobe epilepsy and 
olfactory bulb dysgenesis may also play a role in creating the symptoms of ASD. 
In 2010 Ramachandran stated that "The olfactory bulb hypothesis has important 
clinical implications" and announced that his group would undertake a study 
"comparing olfactory bulb volumes in individuals with autism with those of 
normal controls."[53]

What do you think of this, David?

http://en.wikipedia.org/wiki/Vilayanur_S._Ramachandran


-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 29, 2012 at 7:50 PM

On Jan 27, 7:34 am, Richard Fine <richard.f...@gmail.com> wrote:
On 1/27/2012 7:12 AM, Steve Push wrote:

On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>  wrote:
On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.
How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a 
different decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe 
you will find examples of induction.

We're not going to find any examples without a clear idea of what induction 
is, so that we can look for it. That involves an answer to the question of how 
an inductive generalization works (and how it possibly could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

Also, that's not "how induction works" in the sense that Elliot meant
it, I think. That's an attempt to show that it *does* work, not an
attempt to show *how*.

I am taking the position that the so-called "problem of induction"
has  not been solved. Thus it is one of my premises that we don't know
how induction works. I just believe that, in situations in which we



don't yet have an explanatory theory, we do better to assume that
induction does work than to assume that it doesn't.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Fwd: Relativity of explanations
Date: January 29, 2012 at 7:28 PM

On Jan 29, 3:52 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 29 Jan 2012, at 7:59pm, Steve Push wrote:

On Jan 28, 9:27 am, David Deutsch <david.deut...@qubit.org> wrote:
On 27 Jan 2012, at 6:10am, Steve Push wrote:

Some episodes in the
history of science look like induction to me.  Chargaff, for instance,
appears to have formulated his rules about base ratios in DNA in the
absence of an explanatory theory.

[...]

At the time most biochemists accepted the tetranucleotide
hypothesis, according to which the four bases (A, C, G, and T) should
follow the law of multiple proportions. Those who accepted that
hypothesis underestimated the molecular weight, thought DNA was the
same in all species, and believed it could not be the hereditary
molecule.

Chargaff hypothesized that DNA had a higher molecular weight, that the
amounts of the bases varied, and “that the biological activity of the
nucleic acid probably rested on the sequence specificity of its
constituents – on the order in which the four different nucleotides
were arranged in the macromolecule.” (Chargaff 1971)

Did he hypothesise this explanatory theory at a time when all the data were 
consistent with DNA obeying the law of multiple proportions, or only after he had 
carried out his more accurate experiments refuting this?

I didn't see any mention of it in his early nucleic acid papers, but
in 1971 he said he had the sequence specificity hypothesis from the
beginning.

-- Steve



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Fwd: Relativity of explanations
Date: January 29, 2012 at 8:13 PM

On 30 Jan 2012, at 12:28am, Steve Push wrote:

On Jan 29, 3:52 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 29 Jan 2012, at 7:59pm, Steve Push wrote:

On Jan 28, 9:27 am, David Deutsch <david.deut...@qubit.org> wrote:
On 27 Jan 2012, at 6:10am, Steve Push wrote:

Some episodes in the
history of science look like induction to me.  Chargaff, for instance,
appears to have formulated his rules about base ratios in DNA in the
absence of an explanatory theory.

[...]

At the time most biochemists accepted the tetranucleotide
hypothesis, according to which the four bases (A, C, G, and T) should
follow the law of multiple proportions. Those who accepted that
hypothesis underestimated the molecular weight, thought DNA was the
same in all species, and believed it could not be the hereditary
molecule.

Chargaff hypothesized that DNA had a higher molecular weight, that the
amounts of the bases varied, and “that the biological activity of the
nucleic acid probably rested on the sequence specificity of its
constituents – on the order in which the four different nucleotides
were arranged in the macromolecule.” (Chargaff 1971)

Did he hypothesise this explanatory theory at a time when all the data were 
consistent with DNA obeying the law of multiple proportions, or only after he 
had carried out his more accurate experiments refuting this?

I didn't see any mention of it in his early nucleic acid papers, but
in 1971 he said he had the sequence specificity hypothesis from the
beginning.



Had he induced it?

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ramachandran
Date: January 29, 2012 at 8:14 PM

In relation to the recent discussion of mirror neurons, I looked at some 
Ramachandran articles on Google Scholar. I didn't go hunting for anything in 
particular, I just clicked on some from the first page of results.

He has an article titled:

http://www.sciamdigital.com/index.cfm?
fa=Products.ViewIssuePreview&ARTICLEID_CHAR=192F5883-2B35-221B-
6067BAEF68667C60

Broken Mirrors: A Theory of Autism

Deutsch should be careful when promoting a theory (mirror neurons) which is 
abused, by its best known advocate, to attack children. He should explicitly 
disown such things.

From the preview:

At first glance you might not notice anything odd on meeting a young boy with 
autism. But if you try to talk to him, it will quickly become obvious that something 
is seriously wrong. He may not make eye contact with you; instead he may 
avoid your gaze and fidget, rock his body to and fro, or bang his head against 
the wall. More disconcerting, he may not be able to conduct anything remotely 
resembling a normal conversation. Even though he can experience emotions 
such as fear, rage and pleasure, he may lack genuine empathy for other people 
and be oblivious to subtle social cues that most children would pick up 
effortlessly.

Disgusting.

Immoral.

Hateful.

Intolerant.

http://www.sciamdigital.com/index.cfm?fa=Products.ViewIssuePreview&ARTICLEID_CHAR=192F5883-2B35-221B-6067BAEF68667C60


And packed full of non-value-related philosophical mistakes, too. (E.g. 
"effortlessly" is false and the idea that "if you talk to someone labelled autistic, it 
will quickly become obvious that I'm right" is a terrible argument by appeal to 
obviousness.)

Next article:

http://scan.oxfordjournals.org/content/2/1/62.full

The discovery of the mirror neuron system (MNS) has led researchers to 
speculate that this system evolved from an embodied visual recognition 
apparatus in monkey to a system critical for social skills in humans.

Does publishing outside his field, without clearly expressing that he is doing so 
(so as to avoid misleading his readers, many of whom will see "mirror neuron" 
and then think he's talking about his expertise), indicate incompetence to know 
what his field is? Or something else?

In the current study, EEG mu wave suppression was used as an index of MNS 
activity.

That doesn't sound to me like the most reliable proxy (measurements are always 
via a chain of proxies, the use of one thing as an index of another here is one 
such proxy). So I kept reading in search of a defense of it. Below I find the part 
where he defends this proxy. See my comments there.

Social interaction is an essential part of being human.

Wow talk about bad philosophy completely outside his field.

This is essentialism among other things.

Some believe that we are born with an innate desire and ability for social 
interaction (Meltzoff and Moore, 1997). The intrinsic necessity for social 

http://scan.oxfordjournals.org/content/2/1/62.full


interaction has been suggested as evolution's motivating factor for uniquely 
human skills including art, language, theory of mind and empathy 
(Ramachandran, 2000).

So he uses weasel words like "some believe" to dodge criticism but follows with a 
cite to appeal to authority.

Then in the next sentence he cites himself, so he does believe this stuff. And his 
thesis for that other paper is ridiculous. And it's a mix of bad philosophy with 
attempts at scientific justification. Much like his position on autism.

While recording single neurons in the macaque premotor cortex

He says single neurons again, just to be clear (this came up in a previous email).

Although single-unit recording is not typically performed in the human brain, 
indirect population-level measures support the existence of a functionally 
analogous system to the macaque MNS in the human inferior frontal gyrus

So the whole mirror neurons in human thing is being guessed by indirect proxy 
combined with bad philosophy (the idea that evidence can support theories). The 
prominence of bad thinking in his research worries me that his use of 
measurement proxies will also be poor in cases where some philosophical 
sophistication is needed to evaluate proxy candidates.

In humans, it is speculated that mirror neurons further evolved to represent not 
only the physical aspects of an action but also the underlying intentions, 
thoughts and feelings that motivated that action

This is silly, isn't it? And full of weasel words like "speculated" as a shield against 
criticism.

It has been suggested that this evolutionary bootstrapping provided the 
foundation for arguably unique human social skills such as theory of mind, 



empathy, and language

I don't think he's familiar with universality as explained in BoI.

The use of mu suppression as an index of mirror neuron activity is validated by 
anatomical and physiological evidence of strong cortico–cortico connections 
between human and non-human primate ventral premotor cortex (including the 
region thought to contain mirror neurons) and primary sensorimotor cortex 
where the mu rhythm is generated and recorded (Muakkassa and Strick, 1979; 
Godschalk et al., 1984; Matelli et al., 1986; Ghosh et al., 1987; Nishitani and 
Hari, 2000; Tokuno and Nambu, 2000; Dum and Strick, 2002; Shimazu et 
al.,2004).

OK I found the defense of the proxy from earlier.

So they are basing the proxy on multiple poor premises. One is their guess about 
where mirror neurons are located. (Which, btw, suggests they think of mirror 
neurons as specific hardware neurons, with a specific location, rather than being 
a software system like Deutsch talks about.)

The proxy also relies on "connections" (meaning correlations? analogies?) 
between humans and non-humans.

Such things are highly unreliable because similar hardware *does not imply 
similar results* when one hardware is running intelligence software and one isn't. 
Intelligence software is a game changer that invalidates assumptions along these 
lines.

So the proxy is not something we can rely on because we have criticisms of it. So 
these measurements of mirror neurons in humans are only measurements of 
mirror neurons in humans *if* you accept the mistaken philosophy behind this 
proxy.

Have mirror neurons ever been actually measured in humans, except via an 
easy-to-refute proxy? Does anyone know? Presumably he'd be bringing up their 
*best* evidence, so maybe everything else is even worse...

Are there any good articles about mirror neurons by anyone? If anyone knows of 



any, please post the cite.

Next article:

http://www.hp-add.com/articles/EEGautismpaper.pdf

Autism spectrum disorders (ASD) are largely characterized by deficits in 
imitation, pragmatic language, theory of mind, and empathy.

Calling empathy deficit a disorder is a *value judgment*, not a scientific judgment.

Not knowing the difference between scientific judgments and moral judgments -- 
when writing papers on topics like these -- qualifies as incompetence in my 
opinion.

Previous research has suggested that a dysfunctional mirror neuron system 
may explain the pathology observed in ASD.

Calling disapproved-of behavior "pathology" is a disgusting abuse of scientific-
medical terminology. It's invalidly throwing the authority of medical science behind 
one's moral condemnations (of children who lack the knowledge to rebut such 
abuses of authority).

Disorders on the autism spectrum are characterized by deficits in social and 
communicative skills

Is it characterized by that or by pathology? Is it characterized by *behavior* or 
*disease*? Make up your mind.

Elucidating the underlying neural bases of these deficits has been a challenge 
because the behavioral manifestations of this disorder vary both in severity (low- 
and high-functioning) as well as in expression (autistic disorder, Asperger’s 
disorder, pervasive developmental disorder—not otherwise specified).

http://www.hp-add.com/articles/EEGautismpaper.pdf


Contrast this with David Deutsch's approach to these topics, from 1997, here:

http://web.archive.org/web/20030620082122/http://www.tcs.ac/Articles/DDAspidis
traSyndrome.html

Read the whole thing. Here's his conclusion:

Asperger's Syndrome is no more than an excuse for [pressuring people to 
change their ideas and values].

I would add that psychiatrists go beyond pressure ("no more" was imprecise 
language). They also use their disorders to drug and imprison people.

-- Elliot Temple
http://elliottemple.com/

http://web.archive.org/web/20030620082122/http://www.tcs.ac/Articles/DDAspidistraSyndrome.html
http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 29, 2012 at 8:17 PM

On Jan 28, 11:50 am, Richard Fine <richard.f...@gmail.com> wrote:
On 1/28/2012 9:04 AM, Steve Push wrote:

On Jan 27, 12:23 pm, Elliot Temple<c...@curi.us>  wrote:
On Jan 27, 2012, at 4:34 AM, Richard Fine wrote:

On 1/27/2012 7:12 AM, Steve Push wrote:
On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>    wrote:

On Jan 21, 2012, at 11:31 AM, Steve Push wrote:
Induction is generalizing from a sample of individual instances.

How?
When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a 
different decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I 
believe you will find examples of induction.

We're not going to find any examples without a clear idea of what 
induction is, so that we can look for it. That involves an answer to the 
question of how an inductive generalization works (and how it possibly 
could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

Also, that's not "how induction works" in the sense that Elliot meant it, I 
think. That's an attempt to show that it *does* work, not an attempt to show 
*how*.

Right. The story never says anything about how the chicken came to the 
generalization that he would be fed every day, instead of one of the infinitely 
many other contradictory possibilities logically compatible with the evidence.



Do you deny the chickens make such generalizations?  Or are just
saying that you don't know how they do it?

The latter.

If you agree that chickens can make such generalizations, why do you
think people cannot?  Did we lose that capability somewhere along the
line in our evolutionary history?

Inductivists think "generalize it" (which means "induce it") is the "how" but it's 
vacuous and calling it "generalizing" provides no information about how to 
induce.

And none of them have any trivial examples where they present a very 
simple, contrived example and provide *complete* instructions which I can 
follow to do induction. (The instructions cannot have a step reading "induce it" 
or "generalize it" because I don't know how to do that. They'd have to divide 
that into sub-steps. What are the sub-steps?)

I believe you may have convinced yourself of that, but I don't believe it's 
actually true.

If it's false, then there must exist a step-by-step description of how
"generalizing" something is done. Can you give that description?

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.



-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 29, 2012 at 8:36 PM

On Jan 28, 12:17 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 28, 2012, at 1:04 AM, Steve Push wrote:

On Jan 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 27, 2012, at 4:34 AM, Richard Fine wrote:

On 1/27/2012 7:12 AM, Steve Push wrote:

On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>  wrote:
On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.
How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a 
different decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I 
believe you will find examples of induction.

We're not going to find any examples without a clear idea of what 
induction is, so that we can look for it. That involves an answer to the 
question of how an inductive generalization works (and how it possibly 
could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.



Also, that's not "how induction works" in the sense that Elliot meant it, I 
think. That's an attempt to show that it *does* work, not an attempt to show 
*how*.

Right. The story never says anything about how the chicken came to the 
generalization that he would be fed every day, instead of one of the infinitely 
many other contradictory possibilities logically compatible with the evidence.

Do you deny the chickens make such generalizations?  Or are just
saying that you don't know how they do it?

Chickens: yes I deny it. The chicken in the story is anthropomorphized, not a 
real chicken.

Do you think that real chickens will not approach a farmer who has
provided feed in the past?

People: people come up with ideas that are general. But not by "inducing" or its 
synonym "generalizing". They do it in the Popperian way, which is the only 
known way they could do it.

To argue with that, I'd suggest you take one of two approaches:

1) explain why the Popperian approach couldn't possibly work

I believe it can work, but it's not the *only* way we solve problems.

2) explain how the inductive approach can work, e.g. with a trivial example 
focussed on the "inducing" step rather than the surrounding steps

I accept Hume's position that we cannot logically justify induction
but we do it -- *must* do it -- nevertheless.

Inductivists think "generalize it" (which means "induce it") is the "how" but it's 
vacuous and calling it "generalizing" provides no information about how to 
induce.

And none of them have any trivial examples where they present a very 
simple, contrived example and provide *complete* instructions which I can 



follow to do induction. (The instructions cannot have a step reading "induce it" 
or "generalize it" because I don't know how to do that. They'd have to divide 
that into sub-steps. What are the sub-steps?)

I believe you may have convinced yourself of that, but I don't believe
it's actually true.  Conjecture and refutation, when available, may be
the superior method.  But when confronted with situations for which we
have no good explanations -- especially those involving life and limb
-- we fall back on induction, even if we can't justify it logically.

The problem with induction isn't that we can't justify it logically but we can't do it 
at all. You've never given me instructions on how to do it. Tell me, specifically, 
what to do and I will try it out. Give me a list of simple steps and I'll try to follow 
them.

If you can do induction, can you go ahead and teach me how to do it too?

See my previous post responding to Richard.

As for C&R, it's always available. There are no situations in which we can't 
come up with any explanations, guesses, or criticisms. You believe otherwise, 
so how about a counter-example?

We can always guess.  And often observations will refute or
corroborate our guesses.  But sometimes observations surprise us and
neither refute nor corroborate.  That's when induction can help us
come up with a new guess.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 29, 2012 at 8:47 PM

On Jan 28, 12:40 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 1/28/2012 8:33 AM, Steve Push wrote:

But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.

Yes, it's true that he didn't have an explanation as to *why* they were
in a 1-to-1 ratio. But you don't necessarily need an explanation in
order to make a conjecture. To borrow from A. C. Doyle: when you have
eliminated the impossible, whatever remains, however improbable [or
unexplained], must be [what you should tentatively conclude as] the truth.

Chargaff needed an explanation for what he was seeing - the 1:1 ratio
*in his measurements* - and that there was a 1:1 ratio *in the actual
molecules* was only one potential explanation, which he arrived at
through conjecture and refutation. He wasn't looking for an explanation
as to *why* there was a 1:1 ratio (though I'm sure it was on his mind).

I can see how Chargaff may have been using conjecture and refutation
to validate his measurement techniques.  But I don t see how using the
Popperian method at one level translates to the next level.  Once we
accept that the measurement technique is indeed revealing the amounts
of various bases present, it doesn t necessary follow that those bases
should be found to follow Chargaff s Rules.  Those Rules were based on
the observations made, in the absence of any theory as to why Nature
ought to follow such rules,

I think I see. Is this an accurate description of your problem:

Of the two conjectures:

* The pattern is present in all cells of all individuals of all species
* The pattern is present in only those cells of only those individuals
of only those species that I have measured

how did Chargaff make the former conjecture, and not the latter, without
using induction?



I could quibble over the word conjecture, because I think Popper meant
that term to represent an explanatory theory, not a description of
observations.  But essentially, yes, you've put your finger on the
problem as I see it.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Fwd: Relativity of explanations
Date: January 29, 2012 at 9:19 PM

On Jan 28, 10:23 am, Richard Fine <richard.f...@gmail.com> wrote:
On 1/25/2012 4:58 PM, stephen.p...@gmail.com wrote:

Is the Popperian view prescriptive or only descriptive? Do you think
that Chargaff would have done his research differently if he were a
good Popperian? Or do Popperians just feel they can provide a better
account of what Chargaff actually did?

I think it's both:

* Descriptive: The inductivist account, as we've been discussing,
doesn't sufficiently explain how it is that Chargaff went from the data
in front of him to a *single* generalized theory, when there are other
theories he could have concluded. The Popperian account doesn't have
those holes.

* Prescriptive: If you know the Popperian account of the growth of
knowledge, you stop focusing on trying to amass data and start focusing
on trying to refute theories. Often, amassing data *does* refute some
theories, but sometimes data is collected with no particular refutation
in mind, and this is inefficient. (It may or may not be that Chargaff
could have been more refutation-focused, and so may or may not have
benefited from being more Popperian; I don't know anything about him or
his work).

Feynman, who was (unknowingly?) a Popperian, has a great account of
Young's 1937 experiments on rat psychology, in his 1974 Caltech
commencement address (http://www.lhup.edu/~DSIMANEK/cargocul.htm
<http://www.lhup.edu/%7EDSIMANEK/cargocul.htm>):

All experiments in psychology are not of this type, however. For
example, there have been many experiments running rats through all
kinds of mazes, and so on--with little clear result. But in 1937
a man named Young did a very interesting one. He had a long
corridor with doors all along one side where the rats came in, and
doors along the other side where the food was. He wanted to see if

http://www.lhup.edu/~DSIMANEK/cargocul.htm
http://www.lhup.edu/%7EDSIMANEK/cargocul.htm


he could train the rats to go in at the third door down from
wherever he started them off. No. The rats went immediately to the
door where the food had been the time before.

The question was, how did the rats know, because the corridor was
so beautifully built and so uniform, that this was the same door
as before? Obviously there was something about the door that was
different from the other doors. So he painted the doors very
carefully, arranging the textures on the faces of the doors exactly
the same. Still the rats could tell. Then he thought maybe the rats
were smelling the food, so he used chemicals to change the smell
after each run. Still the rats could tell. Then he realized the
rats might be able to tell by seeing the lights and the arrangement
in the laboratory like any commonsense person. So he covered the
corridor, and still the rats could tell.

He finally found that they could tell by the way the floor sounded
when they ran over it. And he could only fix that by putting his
corridor in sand. So he covered one after another of all possible
clues and finally was able to fool the rats so that they had to
learn to go in the third door. If he relaxed any of his conditions,
the rats could tell.

Now, from a scientific standpoint, that is an A-number-one
experiment. That is the experiment that makes rat-running
experiments sensible, because it uncovers the clues that the rat
is really using--not what you think it's using. And that is the
experiment that tells exactly what conditions you have to use in
order to be careful and control everything in an experiment with
rat-running.

Young's approach wasn't to run the experiment repeatedly to see whether
the rats could find the food ten times in a row (i.e. amassing data) -
instead, he changed the experiment a little each time to eliminate
possible clues the rat was using (i.e. refuting theories). So I think
Young was a Popperian (in that he was aligned with the philosophy, not
necessarily that he had anything actually to do with Popper himself or
his writings).



Thank you for the description of Young's clever experiments.  I hadn't
heard of them before.  I agree he appears to be using the process that
Popper described.

I think Chargaff also used that process in his research.  But he
discovered his "first parity rule" by serendipity.  That rule is not
an explanation; it's a generalization of his unexpected observations.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Fwd: Relativity of explanations
Date: January 29, 2012 at 8:57 PM

On Jan 29, 8:13 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 30 Jan 2012, at 12:28am, Steve Push wrote:

On Jan 29, 3:52 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 29 Jan 2012, at 7:59pm, Steve Push wrote:

On Jan 28, 9:27 am, David Deutsch <david.deut...@qubit.org> wrote:
On 27 Jan 2012, at 6:10am, Steve Push wrote:

Some episodes in the
history of science look like induction to me.  Chargaff, for instance,
appears to have formulated his rules about base ratios in DNA in the
absence of an explanatory theory.

[...]

At the time most biochemists accepted the tetranucleotide
hypothesis, according to which the four bases (A, C, G, and T) should
follow the law of multiple proportions. Those who accepted that
hypothesis underestimated the molecular weight, thought DNA was the
same in all species, and believed it could not be the hereditary
molecule.

Chargaff hypothesized that DNA had a higher molecular weight, that the
amounts of the bases varied, and “that the biological activity of the
nucleic acid probably rested on the sequence specificity of its
constituents – on the order in which the four different nucleotides
were arranged in the macromolecule.” (Chargaff 1971)

Did he hypothesise this explanatory theory at a time when all the data were 
consistent with DNA obeying the law of multiple proportions, or only after he 
had carried out his more accurate experiments refuting this?

I didn't see any mention of it in his early nucleic acid papers, but
in 1971 he said he had the sequence specificity hypothesis from the



beginning.

Had he induced it?

No.  He reasoned that nucleic acids are analogous to proteins.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fwd: Relativity of explanations
Date: January 29, 2012 at 9:39 PM

On Jan 29, 2012, at 6:19 PM, Steve Push wrote:

I think Chargaff also used that process in his research.  But he
discovered his "first parity rule" by serendipity.  That rule is not
an explanation; it's a generalization of his unexpected observations.

Popper's approach includes serendipity, and anything else, as a allowed way to 
come up with ideas. The focus is then on treating the ideas critically.

Induction, however, does not include serendipity as a method of creating ideas, 
because induction is a particular method of getting ideas in a particular way.

Your position seems to be that if any idea is created somehow, which could be 
called a generalization, then you assume it was created by induction (even if, at 
the same time, you identify the creation process not as induction but serendipity). 
That isn't what induction means, and "induction" thus defined is too broad: it 
includes Popperian epistemology as a type of "induction".

But as we've discussed previously, induction has a more specific definition to do 
with generalizing *from* data (not *by* serendipity). If you check compatibility with 
the data *second*, after creating the idea, then that isn't induction.

Meanwhile you discount any non-explanatory ideas as being impossible under a 
Popperian approach.

These misconceptions are creating confusion. First, Popper does not limit his 
approach to explanatory ideas only (and btw if you read Popper you'll find 
considerably less emphasis on explanation than Deutsch uses). Such a limit 
would be arbitrary since the approach works more generally, so it would be a 
mistake which solves no problem. Second, you have to get a clear conception of 
precisely what induction is in your mind, and communicate it, if you want it to be 
possible to refute.

Hence my questions asking for things like a trivial example of doing induction, or 



a description of how to do induction so that I could try it myself. But my seemingly 
straightforward questions have never been answered, nor has there been any 
criticism of why they are the wrong questions. If you specify what does and 
doesn't count as induction, with simple examples and clarity, then it will be 
possible to explain why it doesn't work, how it differs from Popper, etc, but as long 
as it's a moving target then that makes discussion difficult.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 29, 2012 at 9:44 PM

On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can you notice B 
in particular, instead of C, D, E, F, G, unless you already have in mind, in 
advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective attention. 
It's taking ideas you already have about what's important and then interpreting 
the world according to them, and seeking out information about them.

So we're back to the question: how, in induction, does one choose which things to 
pay selective attention to?

The Popperian answer is we use our ideas, first, to decide which observations to 
make and how to interpret them, second. We guess what's important, subject our 
guesses to criticism to eliminate some errors, and then we use them. And then 
we have some successes and discover some problems and improve them.

Induction has things in reverse order (data first, ideas second) but doesn't 
address how that is possible or explain *which* data to focus on.



-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 29, 2012 at 9:52 PM

On Jan 26, 2012, at 11:12 PM, Steve Push wrote:

On Jan 24, 8:05 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.

How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a different 
decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe you 
will find examples of induction.

We're not going to find any examples without a clear idea of what induction is, 
so that we can look for it. That involves an answer to the question of how an 
inductive generalization works (and how it possibly could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

You're just assuming that the process by which the chicken reached that 
conclusion was induction, but you provide no information about how it worked or 



what attributes it had. So why assume it was inductive? As we've explained, 
induction is literally impossible. So you'd be better off assuming it's pretty much 
anything else.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

Brainstorming.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).

So you're starting with *expectations* -- ideas about what would be surprising or 
not -- before doing any observing.

So that follows the Popperian (ideas first, data second) position, not the inductive 
(data first, ideas second) position.

2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).

Repeating observations doesn't tell you if the pattern holds. No matter how much 
you do it, your data set is compatible with infinitely many patterns. It doesn't 
selectively support the one pattern you are focussed on.

Observations are important when they rule out ideas we thought had merit. Then 
we learn something.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 29, 2012 at 9:53 PM

On 1/30/2012 1:17 AM, Steve Push wrote:
On Jan 28, 11:50 am, Richard Fine<richard.f...@gmail.com>  wrote:

On 1/28/2012 9:04 AM, Steve Push wrote:

On Jan 27, 12:23 pm, Elliot Temple<c...@curi.us>    wrote:
On Jan 27, 2012, at 4:34 AM, Richard Fine wrote:

On 1/27/2012 7:12 AM, Steve Push wrote:
On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>      wrote:

On Jan 21, 2012, at 11:31 AM, Steve Push wrote:
Induction is generalizing from a sample of individual instances.

How?
When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a 
different decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I 
believe you will find examples of induction.

We're not going to find any examples without a clear idea of what 
induction is, so that we can look for it. That involves an answer to the 
question of how an inductive generalization works (and how it possibly 
could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

Also, that's not "how induction works" in the sense that Elliot meant it, I 
think. That's an attempt to show that it *does* work, not an attempt to show 
*how*.

Right. The story never says anything about how the chicken came to the 
generalization that he would be fed every day, instead of one of the infinitely 
many other contradictory possibilities logically compatible with the evidence.



Do you deny the chickens make such generalizations?  Or are just
saying that you don't know how they do it?

The latter.
If you agree that chickens can make such generalizations, why do you
think people cannot?  Did we lose that capability somewhere along the
line in our evolutionary history?

I don't agree that chickens can make such generalizations. My position is still that 
nobody can make such generalizations, because it is logically impossible. The 
only way that observing data happens prior to walking away with a general theory 
is by starting with a general theory in the first place.

(I hadn't realised you were asking those questions as either/or, but it's immaterial 
- even if we *did* think that the chickens could make such generalizations, there 
would still be the problem that we have not figured out it can be done).

And none of them have any trivial examples where they present a very 
simple, contrived example and provide *complete* instructions which I can 
follow to do induction. (The instructions cannot have a step reading "induce 
it" or "generalize it" because I don't know how to do that. They'd have to 
divide that into sub-steps. What are the sub-steps?)

I believe you may have convinced yourself of that, but I don't believe it's 
actually true.

If it's false, then there must exist a step-by-step description of how
"generalizing" something is done. Can you give that description?

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A



type always occur in conjunction with entities of the B type.

OK, this is a start. I understand that you're not saying this process will necessarily 
yield true results, you're just claiming that it's something people do. In which 
case:

* My senses take in many gigabytes of data per second - visual, auditory, 
olfactory, and so on. How do I construct "observations" from this raw data?
* How do I determine the type of a thing? (For example, if I have observed my 
three cats all occurring in conjunction with some B/B'/B'', are they of type 
"Richard's cat", "cat", "domestic animal", "small mammal", "life-form", "furry 
object", "purring object", or "lapwarmer?")

As before, I am interested in the processes - the computer program followed by 
the computing mind - similar to the one you've outlined for induction here.

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 29, 2012 at 9:59 PM

On Jan 27, 2012, at 4:32 AM, Richard Fine wrote:

On 1/27/2012 7:12 AM, Steve Push wrote:

On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>  wrote:
On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.
How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a 
different decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe 
you will find examples of induction.

We're not going to find any examples without a clear idea of what induction 
is, so that we can look for it. That involves an answer to the question of how 
an inductive generalization works (and how it possibly could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

Rejecting induction doesn't mean assuming that the world is completely random. 
Indeed, assuming that the next instance in the series *will not* resemble past 
instances is just as problematic as assuming that it *will*.

It's worse than that. There is no such thing as assuming the next instance will or 
will not "resemble" the past. There is no such thing as which future possibilities 



would and would not resemble the past.

*Except* in the context of having pre-existing ideas about how the future normally 
resembles the past, what normally continues, etc... If you have such ideas, then 
you could look at what they say and assume it will or won't happen (though it'd be 
better not to assume; one could think critically about it instead).

Whether the future resembles the past, or not, is 100% a matter of your ideas 
about what kinds of resemblance to look for or disregard, and what kinds of 
differences to look for or disregard. Out of the context of such ideas, the concept 
of resemblance is literally meaningless.

Induction, by claiming we get our ideas using stuff like resemblance and data 
puts the cart before the horse. We can't use them until we already have ideas (in 
which case, btw, what we're doing is using our ideas to guide us rather than being 
guided by induction or data), so they cannot be the source of our ideas.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 29, 2012 at 10:04 PM

On Jan 25, 2012, at 9:04 AM, stephen.push@gmail.com wrote:

I'm not trying to conceal anything. You asked how induction works. I
have never claimed that induction accounts for the entire scientific
process.

If induction isn't a solution to epistemology, then what's it for?

If Popper provides a *general purpose* solution to epistemology, then what role is 
left for other theories in epistemology?

If you deny that Popper or induction provides a solution to epistemology 
generally, then is your position that epistemology is a field in which we haven't got 
answers? If you think something like that -- that we don't know anything of this 
stuff works, and that induction is thoroughly unsatisfactory -- then I don't 
understand trying so hard to defend induction.

It was rejected because there was no evidence that organisms not
studied by Chargaff differed from those he studied in ways that were
relevant to his conclusions about base ratios.

This is the critical method, as explained by Popper.

You're using criticism to judge which ideas are any good, or not.

That's exactly how we do learn things. Good. But it has nothing to do with 
induction.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Relativity of explanations
Date: January 29, 2012 at 10:23 PM

On Jan 25, 2012, at 8:58 AM, stephen.push@gmail.com wrote:

On Jan 24, 11:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 24, 2012, at 6:41 PM, stephen.p...@gmail.com wrote:

On Jan 24, 12:46 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 24, 2012, at 5:35 AM, stephen.p...@gmail.com wrote:

These data became the premises of the following induction:

C = G and A = T in the samples from certain pig pancreas cells.
C = G and A =T in the samples from the cells from certain species of
bacteria.
C = G and A = T in the samples from the cells of certain species of
yeast.
[and so on for the other specific cells studied]
Therefore, C = G and A = T in all living cells.

There are dozens of ways he could have done this to reach contradictory 
conclusions.

I suppose there are dozens of ways he could have done bad science.
Fortunately, he didn’t.

Why are those "bad science" according to induction?

Dozens of contradictory conclusions would not have produced the
advances his actual conclusions did.

Right we have to pick, not accept them all. But that leaves the question: how are 
we to pick?

You seem to be implying we should just ignore all the contradictory ideas and 
arbitrarily pick one to advocate.



There are always many patterns or similarities across data.

I wouldn’t say “always,” but I agree that is often the case.

No. Always. Every possible data set fits into infinitely many patterns.

For example the data set [1, 2] fits patterns such as doubling, incrementing, or 
cycling through the first N integers for any N >= 2. It also fits many more 
complex patterns. As well as simpler ones like "only numbers" or "only positive 
numbers" or "only numbers less than N" for any N <= 3.

Do you have a counter-example or counter-argument?

I originally thought I knew what you were talking about, but
apparently I didn't. Are you talking about performing mathematical
operations on data sets?

There are infinitely many *explanations* compatible with all data sets.

There are infinitely many *ideas of all types* compatible with all data sets.

There are infinitely many *patterns* compatible with all data sets, which it could 
be from.

Induction basically says to pick *the* pattern compatible with the data, and say 
the data supports it.

This is impossible because there isn't one pattern, there are infinitely many.

How do people pick out a pattern in practice? By having ideas about what kinds 
of patterns to look for and what kinds not to look for. And by criticizing any 
patterns they come up with and rejecting all the ones that are "stupid" or have 
any other flaws. This is C&R.

How does C&R deal with the *infinities*? We don't have time to criticize all but 
one member of an infinite set to rule out all the others.



Simple: we pay attention to all ideas anyone conjectures. In other words, every 
idea anyone thinks is worth considering gets to be considered, and the rest of the 
infinity is ignored (pending anyone choosing to bring some of it up).

What if this process leaves out a good idea? Well, if you think it does, *you can 
suggest that idea*. So anything you think should be considered will get 
considered.

What if this process leaves out a good idea that no one knows about? Yeah, we 
don't always think of everything. Learning isn't perfect. Sometimes we miss stuff. 
Maybe we'll think of it later. Or if we haven't got the truth, that means there is 
some *flaw* in the ideas we do have. We may notice them now while trying to 
criticize them. Or we may notice later when something goes wrong. Then we can 
try to revisit the issue and think of better ideas and consider more ideas.

it's up to us to choose which to pay attention to.

I agree.

Picking this particular one to focus on, instead of the others, is selective.

Yes, it is.

What's the selection process for which idea to focus on trying to support 
with induction, instead of the others?

I’m not sure I know exactly what you mean by induction supporting
ideas, but I think I understand the question and will take a stab at
answering it.

The selection process varies from situation to situation.

But induction is supposed to be one process, not a name given to a variety of 
different approaches.



Maybe there are commonalities. What are the commonalities for the selection 
process for all induction?

I'm not talking about induction here. You asked how one decides which
data to focus on. I don't think that process has anything to do with
induction.

So your epistemology involves multiple parts:

- a process for deciding which data to focus on
- induction
- more?

And induction, alone, is basically useless.

So what you need to do now is not just defend induction but explain and defend 
all the other parts you're proposing.

Or were you not trying to offer a complete epistemology? If not, then you aren't 
even proposing a rival approach to Popper's.

In
Chargaff's case, he was trying to measure all of the constituents of
DNA because he felt that such knowledge was needed to elucidate DNA's
structure and function.

And what does that have to do with induction?

Nothing.

What I hear is that he had:

A) a conjecture that such knowledge would be useful

B) a problem situation he was trying to address



and otherwise was following a Popperian approach.

Pretty much, except for the induction part.

He apparently paid particular attention to
the purines and pyrimidines because their previous measurement --
which he eventually showed to be inaccurate -- had supported the
tetranucleotide hypothesis.

So he didn't just trust data but investigated his guess even when it contradicted 
some data. Contrary to your previous statements about how we have to trust 
our data.

Maybe I'm having a "senior moment," but I don't recall saying "we
have to trust our data."

You wrote:

One cannot make honest generalizations without trusting the veracity of the 
data.

On Jan 22.

Early in the 20th Century that hypothesis
created the mistaken impression that DNA was not likely to be the
genetic material of the cell.

I suspect you are trying to suggest that Chargaff’s selection process
will reveal that he was making conjectures rather than inductions.

It might, but the main issue is that I want you to specify how induction works 
(since our position is that it doesn't work, we won't be able to provide details of 
what is/isn't induction that satisfy you, without you conceding, so you have to 
to it.)



What are the rules for induction?

What makes something induction rather than not being induction? What 
defines the category "induction"?

I don't think the induction literature provides viable selection rules or otherwise 
adequately addresses this problem. Do you think it does? How is the problem 
addressed?

There are various types of induction, but simple induction is easy to
define. I've done so several times in this discussion.

I'm not sure what problem you think hasn't been adequately addressed.
The "selection rules" you've asked about aren't derived by induction,
as far as I can tell. The "problem of induction" is still an open
question in my mind, even though Popper and others have claimed to
solve it in one way or another.

Chargaff did make conjectures, but they were guesses about which
chemical processes would provide the most accurate measures of DNA’s
constituents.

So, those are guesses. What's the meaning of the "but"? Popperians allow 
guessing about anything.

My point was that he didn't guess C = G or A = T.

If you take Chargaff at his word, he didn’t know the
significance of the base ratios (other than to refute the
tetranucleotide hypothesis). I’m sure if he realized how the bases
determine the structure and function of the molecule, he would have
published his model and won the Nobel Prize for himself. Nothing he
knew before Watson and Crick published their landmark paper in 1953
led him to the realization of what the base ratios were in his
samples, not to mention what they were in species he had never
examined. Rather, observation and inductive reasoning did that.

You can't appeal to inductive reasoning doing anything in an explanation of 
how inductive selection works. That's circular. Care to try again?



I don't know what you mean by inductive selection. I don't believe
selection is inductive. And I made no appeal to inductive reasoning
in that paragraph. I said Chargaff used inductive reasoning.

Neither the premises nor the conclusion of this induction are
explanations. But this step in reasoning was critical to the
explanation that Watson and Crick later developed. Watson and Crick
would not have won the Nobel Prize if their theory about the structure
of DNA applied *only* to the handful of cell types Chargaff studied.

Some in this discussion have suggested that an infinite number of
inductive inferences could be drawn from Chargaff's data. I
disagree.

But you were provided with multiple infinite lists.

You then A) denied there were infinitely many anyway, without giving an 
explanation B) then also denied all of those are allowed by induction, but 
have not provided the rules for what induction allows or not.

Chargaff’s induction generalized about a data set that represented a
finite number of physical facts. You showed how one could, in
principle, carry out an infinite number of mathematical operations on
the data set. But those operations would not produce an infinite
number of physical facts, just as translating the data into a second
language would not double the number of physical facts.

So we have some ideas, e.g. about 8 data points.

We want a more general idea, e.g. that covers 20 data points. Or maybe even 
a universal theory which covers infinitely many data points.

This is a pretty narrow problem situation. Normally I wouldn't be so interested 
in data, but induction is hopeless when data isn't involved. Which means 
induction cannot address the problem of how knowledge is created (general 
case). So induction already fails from that.

But anyway, focussing on data:



As a matter of logic, given our 8 data points, and trying to get a new idea (a 
more general idea) with 20, what could those other 12 be?

The answer is they could be absolutely anything.

Literally anything.

For example if the first 8 are all 1, the next 12 might all be 5 million. Or 7 
trillion. Or -42. Each of those possibilities follows a pattern (actually, any one of 
infinitely many patterns).

Not anything. In the Chargaff example, it couldn't be a negative
number. If it were 7 trillion, I think Chargaff would be checking his
equipment for problems. But I agree that, in principle, it could be
any of a number of different value. It's just that it is likely to be
roughly 1.

The idea of "generalizing the pattern", or something like that, fails to account 
for the infinity of available patterns giving contradictory answers for what the 
next element in the sequence is.

And as a matter of logic, what could the first N (any large integer, your choice) 
elements (other than the 8 we start with) of the infinite data set be? Again, 
anything.

I have showed that our more general idea (one specifying more data points, 
perhaps including some in the future we might want to predict) has no 
meaningful restrictions, as a matter of logic.

We have to restrict it some other way. Like criticism.

Or induction, if induction can provide restrictive rules. But what are they? I 
haven't got any answers about this. Instead I've gotten special case answers 
all of which looked to me like criticisms.

None of these questions I'm asking have good answers by the way. That's why 
you can't provide any. Tons of professionals have spent careers trying to 
answer them, and utterly failed. The only (known) solution is to abandon this 
whole approach and use a different one focussed more on explanation and 



criticism.

You have to do things like consider: what are the numbers? Do they have to do 
with some physical objects, say? Well, what are our explanations of how those 
physical objects work? What stuff is relevant? And so on.

I believe those questions are addressed by the assumption that the
sample is representative of the population. That's a judgment call
that requires knowledge of the subject matter. If you want to call
that criticism, fine.

Induction doesn't do that. It says focus on the data. That's exactly the wrong 
thing. You have to focus on the explanations. If all you have is the data points, 
you're screwed. There are infinitely many patterns it fits, and there's no way to 
select between them.

The suggestion to "generalize" is useless -- it doesn't address the problem or 
tell one how to do it.

Example: [1, 2]. Generalize it. Go ahead.

But you can't.

To the extent we ever manage to "generalize" anything it's only by creative and 
critical thinking, not a function of data. Data doesn't generalize but sometimes 
we guess some general ideas that aren't promptly refuted by criticism.

Data has no meaning, inherently, and cannot point to any ideas or 
generalizations. Data can only be interpreted by us, according to our ideas and 
explanations. Which we can't get from induction since we need them to look at 
data in the first place.

I don't know how you got the idea that I suggested we could
generalize
from disembodied numbers. I used a real-life example, not abstract
numbers.

Induction says we generalize *from data*. Data is disembodied numbers. If we 
were to generalize from data *plus* ideas about the data (so it's not disembodied) 
that would be different.



Data first is induction, ideas first is Popper.

To think of data alone as "disembodied numbers", and to recognize that data is 
meaningless outside of the context of ideas about what it means, is to agree with 
Popper and disagree with the philosophers of induction.

Maybe the problem is you've never paid much attention to what people actually 
say about induction. Would you read this and report back how much you agree 
with it overall?

http://plato.stanford.edu/entries/induction-problem/

And if there are any major points you think are important, and agree with, could 
you point them out for criticism?

As one little example, the link says "The problem of induction was, until recently, 
taken to be to justify these forms of inference; to show that the truth of the 
premises supported, if it did not entail, the truth of the conclusion."

This is wrong (e.g. explicitly and openly justificationist) but I don't recall you 
saying this kind of thing here.

On the other hand if you do agree with this stuff, and want to advocate 
justificationism, then I think that's the more important issue than induction. 
Induction, as they put it here, is *one application of justificationism*. Regarding 
justificationism, see Realism and the Aim of Science chapter 1 by Popper.

Is the Popperian view prescriptive or only descriptive? Do you think
that Chargaff would have done his research differently if he were a
good Popperian?

Maybe a little, I don't know the details. But in the big picture: no, all scientists who 
figure anything out always use the Popperian method, which is the only method 
that can possibly figure anything out.

http://plato.stanford.edu/entries/induction-problem/


Or put another way: there is only known one theory of how knowledge can be 
created. One, ever, period. It's the theory of evolution. This is covered in BoI. 
Anyone who creates knowledge used an evolutionary process. There's no other 
way. And the Popperian epistemology is (among other things) a description of 
evolution of ideas in epistemological terminology. (e.g. instead of "selection" -- 
standard evolutionary terminology -- we say "criticism" or "refutation").

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 29, 2012 at 10:26 PM

On 1/30/2012 1:47 AM, Steve Push wrote:
On Jan 28, 12:40 pm, Richard Fine<richard.f...@gmail.com>  wrote:

I think I see. Is this an accurate description of your problem:

Of the two conjectures:

* The pattern is present in all cells of all individuals of all species
* The pattern is present in only those cells of only those individuals
of only those species that I have measured

how did Chargaff make the former conjecture, and not the latter, without
using induction?

I could quibble over the word conjecture, because I think Popper meant
that term to represent an explanatory theory, not a description of
observations.

We can call them 'ideas' if you like. I don't think Popper did mean explanatory 
theory, because to my knowledge it's not necessary that a theory be explanatory 
in order for C&R to work as a framework - it's just more efficient to work with 
explanatory theories because there's more to refute that way - but it doesn't much 
matter exactly what Popper thought, as long as we come away with something 
that makes sense and works. Unless you can explain how it is that C&R *doesn't 
work* if the theory lacks explanatory content?

   But essentially, yes, you've put your finger on the
problem as I see it.

OK. And - at the risk of repeating ourselves - you hold that if Chargaff made 
observations about his data, and then conjectured a wide-reaching theory like the 
first one above, then that conjecture must have been the end result of an 
inductive process?

Bear in mind that I can conjecture a potentially extremely wide-reaching theory - 
"The DNA of all alien species will also contain matched base pairs in a 1:1 ratio" - 
without any prior observations or data about alien species. I'm not claiming that 



the theory is true, just that I can conjecture it. Do you agree that, with *no* 
observations, my conjecturing of this "generalized" or wide-reaching theory 
cannot be the end result of an inductive process?

- Richard

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 30, 2012 at 7:17 AM

On Jan 29, 9:52 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 26, 2012, at 11:12 PM, Steve Push wrote:

On Jan 24, 8:05 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 21, 2012, at 11:31 AM, Steve Push wrote:

Induction is generalizing from a sample of individual instances.

How?

When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a 
different decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I believe 
you will find examples of induction.

We're not going to find any examples without a clear idea of what induction 
is, so that we can look for it. That involves an answer to the question of how 
an inductive generalization works (and how it possibly could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

You're just assuming that the process by which the chicken reached that 
conclusion was induction, but you provide no information about how it worked or 
what attributes it had. So why assume it was inductive? As we've explained, 



induction is literally impossible. So you'd be better off assuming it's pretty much 
anything else.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

Brainstorming.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).

So you're starting with *expectations* -- ideas about what would be surprising or 
not -- before doing any observing.

So that follows the Popperian (ideas first, data second) position, not the 
inductive (data first, ideas second) position.

2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).

Repeating observations doesn't tell you if the pattern holds. No matter how 
much you do it, your data set is compatible with infinitely many patterns. It 
doesn't selectively support the one pattern you are focussed on.

Observations are important when they rule out ideas we thought had merit. 
Then we learn something.

If induction is impossible, I guess chickens must be Popperians.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Relativity of explanations
Date: January 30, 2012 at 7:04 AM

On Jan 29, 10:23 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 25, 2012, at 8:58 AM, stephen.p...@gmail.com wrote:

On Jan 24, 11:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 24, 2012, at 6:41 PM, stephen.p...@gmail.com wrote:

On Jan 24, 12:46 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 24, 2012, at 5:35 AM, stephen.p...@gmail.com wrote:

These data became the premises of the following induction:

C = G and A = T in the samples from certain pig pancreas cells.
C = G and A =T in the samples from the cells from certain species of
bacteria.
C = G and A = T in the samples from the cells of certain species of
yeast.
[and so on for the other specific cells studied]
Therefore, C = G and A = T in all living cells.

There are dozens of ways he could have done this to reach contradictory 
conclusions.

I suppose there are dozens of ways he could have done bad science.
Fortunately, he didn’t.

Why are those "bad science" according to induction?

Dozens of contradictory conclusions would not have produced the
advances his actual conclusions did.

Right we have to pick, not accept them all. But that leaves the question: how are 
we to pick?

You seem to be implying we should just ignore all the contradictory ideas and 
arbitrarily pick one to advocate.



There are always many patterns or similarities across data.

I wouldn’t say “always,” but I agree that is often the case.

No. Always. Every possible data set fits into infinitely many patterns.

For example the data set [1, 2] fits patterns such as doubling, incrementing, 
or cycling through the first N integers for any N >= 2. It also fits many more 
complex patterns. As well as simpler ones like "only numbers" or "only 
positive numbers" or "only numbers less than N" for any N <= 3.

Do you have a counter-example or counter-argument?

I originally thought I knew what you were talking about, but
apparently I didn't. Are you talking about performing mathematical
operations on data sets?

There are infinitely many *explanations* compatible with all data sets.

There are infinitely many *ideas of all types* compatible with all data sets.

There are infinitely many *patterns* compatible with all data sets, which it could 
be from.

Induction basically says to pick *the* pattern compatible with the data, and say 
the data supports it.

This is impossible because there isn't one pattern, there are infinitely many.

How do people pick out a pattern in practice? By having ideas about what kinds 
of patterns to look for and what kinds not to look for. And by criticizing any 
patterns they come up with and rejecting all the ones that are "stupid" or have 
any other flaws. This is C&R.

How does C&R deal with the *infinities*? We don't have time to criticize all but 
one member of an infinite set to rule out all the others.

Simple: we pay attention to all ideas anyone conjectures. In other words, every 



idea anyone thinks is worth considering gets to be considered, and the rest of 
the infinity is ignored (pending anyone choosing to bring some of it up).

What if this process leaves out a good idea? Well, if you think it does, *you can 
suggest that idea*. So anything you think should be considered will get 
considered.

What if this process leaves out a good idea that no one knows about? Yeah, we 
don't always think of everything. Learning isn't perfect. Sometimes we miss stuff. 
Maybe we'll think of it later. Or if we haven't got the truth, that means there is 
some *flaw* in the ideas we do have. We may notice them now while trying to 
criticize them. Or we may notice later when something goes wrong. Then we 
can try to revisit the issue and think of better ideas and consider more ideas.

it's up to us to choose which to pay attention to.

I agree.

Picking this particular one to focus on, instead of the others, is selective.

Yes, it is.

What's the selection process for which idea to focus on trying to support 
with induction, instead of the others?

I’m not sure I know exactly what you mean by induction supporting
ideas, but I think I understand the question and will take a stab at
answering it.

The selection process varies from situation to situation.

But induction is supposed to be one process, not a name given to a variety of 
different approaches.

Maybe there are commonalities. What are the commonalities for the selection 
process for all induction?

I'm not talking about induction here. You asked how one decides which



data to focus on. I don't think that process has anything to do with
induction.

So your epistemology involves multiple parts:

- a process for deciding which data to focus on
- induction
- more?

And induction, alone, is basically useless.

So what you need to do now is not just defend induction but explain and defend 
all the other parts you're proposing.

Or were you not trying to offer a complete epistemology? If not, then you aren't 
even proposing a rival approach to Popper's.

In
Chargaff's case, he was trying to measure all of the constituents of
DNA because he felt that such knowledge was needed to elucidate DNA's
structure and function.

And what does that have to do with induction?

Nothing.

What I hear is that he had:

A) a conjecture that such knowledge would be useful

B) a problem situation he was trying to address

and otherwise was following a Popperian approach.

Pretty much, except for the induction part.

He apparently paid particular attention to
the purines and pyrimidines because their previous measurement --



which he eventually showed to be inaccurate -- had supported the
tetranucleotide hypothesis.

So he didn't just trust data but investigated his guess even when it 
contradicted some data. Contrary to your previous statements about how we 
have to trust our data.

Maybe I'm having a "senior moment," but I don't recall saying "we
have to trust our data."

You wrote:
One cannot make honest generalizations without trusting the veracity of the 
data.

On Jan 22.

Early in the 20th Century that hypothesis
created the mistaken impression that DNA was not likely to be the
genetic material of the cell.

I suspect you are trying to suggest that Chargaff’s selection process
will reveal that he was making conjectures rather than inductions.

It might, but the main issue is that I want you to specify how induction works 
(since our position is that it doesn't work, we won't be able to provide details 
of what is/isn't induction that satisfy you, without you conceding, so you have 
to to it.)

What are the rules for induction?

What makes something induction rather than not being induction? What 
defines the category "induction"?

I don't think the induction literature provides viable selection rules or 
otherwise adequately addresses this problem. Do you think it does? How is 
the problem addressed?

There are various types of induction, but simple induction is easy to
define. I've done so several times in this discussion.



I'm not sure what problem you think hasn't been adequately addressed.
The "selection rules" you've asked about aren't derived by induction,
as far as I can tell. The "problem of induction" is still an open
question in my mind, even though Popper and others have claimed to
solve it in one way or another.

Chargaff did make conjectures, but they were guesses about which
chemical processes would provide the most accurate measures of DNA’s
constituents.

So, those are guesses. What's the meaning of the "but"? Popperians allow 
guessing about anything.

My point was that he didn't guess C = G or A = T.

If you take Chargaff at his word, he didn’t know the
significance of the base ratios (other than to refute the
tetranucleotide hypothesis). I’m sure if he realized how the bases
determine the structure and function of the molecule, he would have
published his model and won the Nobel Prize for himself. Nothing he
knew before Watson and Crick published their landmark paper in 1953
led him to the realization of what the base ratios were in his
samples, not to mention what they were in species he had never
examined. Rather, observation and inductive reasoning did that.

You can't appeal to inductive reasoning doing anything in an explanation of 
how inductive selection works. That's circular. Care to try again?

I don't know what you mean by inductive selection. I don't believe
selection is inductive. And I made no appeal to inductive reasoning
in that paragraph. I said Chargaff used inductive reasoning.

Neither the premises nor the conclusion of this induction are
explanations. But this step in reasoning was critical to the
explanation that Watson and Crick later developed. Watson and Crick
would not have won the Nobel Prize if their theory about the structure
of DNA applied *only* to the handful of cell types Chargaff studied.



Some in this discussion have suggested that an infinite number of
inductive inferences could be drawn from Chargaff's data. I
disagree.

But you were provided with multiple infinite lists.

You then A) denied there were infinitely many anyway, without giving an 
explanation B) then also denied all of those are allowed by induction, but 
have not provided the rules for what induction allows or not.

Chargaff’s induction generalized about a data set that represented a
finite number of physical facts. You showed how one could, in
principle, carry out an infinite number of mathematical operations on
the data set. But those operations would not produce an infinite
number of physical facts, just as translating the data into a second
language would not double the number of physical facts.

So we have some ideas, e.g. about 8 data points.

We want a more general idea, e.g. that covers 20 data points. Or maybe 
even a universal theory which covers infinitely many data points.

This is a pretty narrow problem situation. Normally I wouldn't be so interested 
in data, but induction is hopeless when data isn't involved. Which means 
induction cannot address the problem of how knowledge is created (general 
case). So induction already fails from that.

But anyway, focussing on data:

As a matter of logic, given our 8 data points, and trying to get a new idea (a 
more general idea) with 20, what could those other 12 be?

The answer is they could be absolutely anything.

Literally anything.

For example if the first 8 are all 1, the next 12 might all be 5 million. Or 7 
trillion. Or -42. Each of those possibilities follows a pattern (actually, any one 



of infinitely many patterns).

Not anything. In the Chargaff example, it couldn't be a negative
number. If it were 7 trillion, I think Chargaff would be checking his
equipment for problems. But I agree that, in principle, it could be
any of a number of different value. It's just that it is likely to be
roughly 1.

The idea of "generalizing the pattern", or something like that, fails to account 
for the infinity of available patterns giving contradictory answers for what the 
next element in the sequence is.

And as a matter of logic, what could the first N (any large integer, your 
choice) elements (other than the 8 we start with) of the infinite data set be? 
Again, anything.

I have showed that our more general idea (one specifying more data points, 
perhaps including some in the future we might want to predict) has no 
meaningful restrictions, as a matter of logic.

We have to restrict it some other way. Like criticism.

Or induction, if induction can provide restrictive rules. But what are they? I 
haven't got any answers about this. Instead I've gotten special case answers 
all of which looked to me like criticisms.

None of these questions I'm asking have good answers by the way. That's 
why you can't provide any. Tons of professionals have spent careers trying to 
answer them, and utterly failed. The only (known) solution is to abandon this 
whole approach and use a different one focussed more on explanation and 
criticism.

You have to do things like consider: what are the numbers? Do they have to 
do with some physical objects, say? Well, what are our explanations of how 
those physical objects work? What stuff is relevant? And so on.

I believe those questions are addressed by the assumption that the
sample is representative of the population. That's a judgment call



that requires knowledge of the subject matter. If you want to call
that criticism, fine.

Induction doesn't do that. It says focus on the data. That's exactly the wrong 
thing. You have to focus on the explanations. If all you have is the data 
points, you're screwed. There are infinitely many patterns it fits, and there's 
no way to select between them.

The suggestion to "generalize" is useless -- it doesn't address the problem or 
tell one how to do it.

Example: [1, 2]. Generalize it. Go ahead.

But you can't.

To the extent we ever manage to "generalize" anything it's only by creative 
and critical thinking, not a function of data. Data doesn't generalize but 
sometimes we guess some general ideas that aren't promptly refuted by 
criticism.

Data has no meaning, inherently, and cannot point to any ideas or 
generalizations. Data can only be interpreted by us, according to our ideas 
and explanations. Which we can't get from induction since we need them to 
look at data in the first place.

I don't know how you got the idea that I suggested we could
generalize
from disembodied numbers. I used a real-life example, not abstract
numbers.

Induction says we generalize *from data*. Data is disembodied numbers. If we 
were to generalize from data *plus* ideas about the data (so it's not 
disembodied) that would be different.

Data first is induction, ideas first is Popper.

To think of data alone as "disembodied numbers", and to recognize that data is 
meaningless outside of the context of ideas about what it means, is to agree 
with Popper and disagree with the philosophers of induction.



Maybe the problem is you've never paid much attention to what people actually 
say about induction. Would you read this and report back how much you agree 
with it overall?

http://plato.stanford.edu/entries/induction-problem/

And if there are any major points you think are important, and agree with, could 
you point them out for criticism?

As one little example, the link says "The problem of induction was, until recently, 
taken to be to justify these forms of inference; to show that the truth of the 
premises supported, if it did not entail, the truth of the conclusion."

This is wrong (e.g. explicitly and openly justificationist) but I don't recall you 
saying this kind of thing here.

On the other hand if you do agree with this stuff, and want to advocate 
justificationism, then I think that's the more important issue than induction. 
Induction, as they put it here, is *one application of justificationism*. Regarding 
justificationism, see Realism and the Aim of Science chapter 1 by Popper.

Is the Popperian view prescriptive or only descriptive? Do you think
that Chargaff would have done his research differently if he were a
good Popperian?

Maybe a little, I don't know the details. But in the big picture: no, all scientists 
who figure anything out always use the Popperian method, which is the only 
method that can possibly figure anything out.

Or put another way: there is only known one theory of how knowledge can be 
created. One, ever, period. It's the theory of evolution. This is covered in BoI. 
Anyone who creates knowledge used an evolutionary process. There's no other 
way. And the Popperian epistemology is (among other things) a description of 
evolution of ideas in epistemological terminology. (e.g. instead of "selection" -- 
standard evolutionary terminology -- we say "criticism" or "refutation").

Thank you for the link to the Stanford article about induction.  I
found it very interesting and found much with which I agree.  For
example, I agree with the following statement (although perhaps I need

http://plato.stanford.edu/entries/induction-problem/


to exclude you and some other members of this discussion group from
the "we" in Ramsey's quote):

'Induction is, after all, founded on the expectation that
characteristics of our experience will persist in experience to come,
and that is a basic trait of human nature. “Nature”, writes Hume, “by
an absolute and uncontroulable necessity has determin'd us to judge as
well as to breathe and feel” (Hume THN, 183). “We are all convinced by
inductive arguments”, says Ramsey, “and our conviction is reasonable
because the world is so constituted that inductive arguments lead on
the whole to true opinions. We are not, therefore, able to help
trusting induction, nor, if we could help it do we see any reason why
we should” (Ramsey 1931, 197). We can, however, trust selectively and
reflectively; we can winnow out the ephemera of experience to find
what is fundamental and enduring.'

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 30, 2012 at 7:15 AM

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can you notice B 
in particular, instead of C, D, E, F, G, unless you already have in mind, in 
advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective attention. 
It's taking ideas you already have about what's important and then interpreting 
the world according to them, and seeking out information about them.

So we're back to the question: how, in induction, does one choose which things 
to pay selective attention to?

The Popperian answer is we use our ideas, first, to decide which observations 
to make and how to interpret them, second. We guess what's important, subject 
our guesses to criticism to eliminate some errors, and then we use them. And 
then we have some successes and discover some problems and improve them.



Induction has things in reverse order (data first, ideas second) but doesn't 
address how that is possible or explain *which* data to focus on.

There are many reasons why we focus on certain objects and events.  In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] You Cannot Buy Innovation
Date: January 30, 2012 at 12:02 PM

http://www.asymco.com/2012/01/30/you-cannot-buy-innovation/

R&D expenditures on a stand-alone basis, in absolute or relative terms, do not 
correlate with disruptive growth. Essentially, you cannot buy innovation.

-- Elliot Temple
http://curi.us/

-- 

http://www.asymco.com/2012/01/30/you-cannot-buy-innovation/
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: January 30, 2012 at 12:32 PM

On Jan 30, 2012, at 4:15 AM, Steve Push wrote:

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can you notice 
B in particular, instead of C, D, E, F, G, unless you already have in mind, in 
advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective 
attention. It's taking ideas you already have about what's important and then 
interpreting the world according to them, and seeking out information about 
them.

So we're back to the question: how, in induction, does one choose which 
things to pay selective attention to?



The Popperian answer is we use our ideas, first, to decide which observations 
to make and how to interpret them, second. We guess what's important, 
subject our guesses to criticism to eliminate some errors, and then we use 
them. And then we have some successes and discover some problems and 
improve them.

Induction has things in reverse order (data first, ideas second) but doesn't 
address how that is possible or explain *which* data to focus on.

There are many reasons why we focus on certain objects and events.  In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? Which 
ways of focussing are part of induction and which aren't induction?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Relativity of explanations
Date: January 30, 2012 at 12:45 PM

On Jan 30, 2012, at 4:04 AM, Steve Push wrote:

On Jan 29, 10:23 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 25, 2012, at 8:58 AM, stephen.p...@gmail.com wrote:

I don't know how you got the idea that I suggested we could generalize from 
disembodied numbers. I used a real-life example, not abstract numbers.

Induction says we generalize *from data*. Data is disembodied numbers. If we 
were to generalize from data *plus* ideas about the data (so it's not 
disembodied) that would be different.

Data first is induction, ideas first is Popper.

To think of data alone as "disembodied numbers", and to recognize that data is 
meaningless outside of the context of ideas about what it means, is to agree 
with Popper and disagree with the philosophers of induction.

Maybe the problem is you've never paid much attention to what people actually 
say about induction. Would you read this and report back how much you agree 
with it overall?

http://plato.stanford.edu/entries/induction-problem/

And if there are any major points you think are important, and agree with, 
could you point them out for criticism?

As one little example, the link says "The problem of induction was, until 
recently, taken to be to justify these forms of inference; to show that the truth of 
the premises supported, if it did not entail, the truth of the conclusion."

This is wrong (e.g. explicitly and openly justificationist) but I don't recall you 
saying this kind of thing here.

http://plato.stanford.edu/entries/induction-problem/


On the other hand if you do agree with this stuff, and want to advocate 
justificationism, then I think that's the more important issue than induction. 
Induction, as they put it here, is *one application of justificationism*. Regarding 
justificationism, see Realism and the Aim of Science chapter 1 by Popper.

Is the Popperian view prescriptive or only descriptive? Do you think
that Chargaff would have done his research differently if he were a
good Popperian?

Maybe a little, I don't know the details. But in the big picture: no, all scientists 
who figure anything out always use the Popperian method, which is the only 
method that can possibly figure anything out.

Or put another way: there is only known one theory of how knowledge can be 
created. One, ever, period. It's the theory of evolution. This is covered in BoI. 
Anyone who creates knowledge used an evolutionary process. There's no 
other way. And the Popperian epistemology is (among other things) a 
description of evolution of ideas in epistemological terminology. (e.g. instead of 
"selection" -- standard evolutionary terminology -- we say "criticism" or 
"refutation").

Thank you for the link to the Stanford article about induction.  I
found it very interesting and found much with which I agree.  For
example, I agree with the following statement (although perhaps I need
to exclude you and some other members of this discussion group from
the "we" in Ramsey's quote):

'Induction is, after all, founded on the expectation that
characteristics of our experience will persist in experience to come,

Some characteristics or all characteristics?

The correct answer is some: some things "persist" and some don't. There are 
vast numbers of things in both categories.

It's further contextual: whether something like an apple persists depends on the 
timeframe we're considering and also the weather.

Which brings up question: how do we judge which are which? (for our context or 
problem situation)



Besides, say, guessing which will persist and then improving our guesses with 
criticism.

and that is a basic trait of human nature.

If I persuaded you that "human nature" is a misconception, would you reject 
induction?

If yes, I could do that. If no, then there must be a way to explain induction without 
"human nature" and a better advocacy of induction would leave out this 
unnecessary idea that has a long history of disagreements on the topic.

“Nature”, writes Hume, “by
an absolute and uncontroulable necessity has determin'd us to judge as
well as to breathe and feel” (Hume THN, 183). “We are all convinced by
inductive arguments”, says Ramsey, “and our conviction is reasonable
because the world is so constituted that inductive arguments lead on
the whole to true opinions. We are not, therefore, able to help
trusting induction, nor, if we could help it do we see any reason why
we should” (Ramsey 1931, 197). We can, however, trust selectively and
reflectively; we can winnow out the ephemera of experience to find
what is fundamental and enduring.'

This makes the same mistake you've been making: it assumes there is such thing 
as "inductive arguments" and doesn't clarify how such a thing is possible or just 
what it is. It goes like this:

step 1: data
step 2: ????
step 3: inductive conclusions

Step 2, as discussed above, must consist of something like figuring out which 
patterns will persist, and which won't. (This is, btw, the same issue I've been 
talking about all along with selecting from the infinity of compatible ideas.)

Note also that step 2 does essentially *all* the work. It's basically the whole thing. 
Step 3 is just stating the conclusions reached in step 2. And step 1 is just raw 
data (disembodied numbers) which doesn't get you anywhere alone.



How can we do step 2? Besides the Popperian way.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fatal Freedom Review
Date: January 30, 2012 at 12:53 PM

http://www.jpands.org/hacienda/szasz.html

Excerpt:

Dr. Szasz brings to our attention the fact that the act of killing oneself does not 
correlate to any known disease

Good book.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://www.jpands.org/hacienda/szasz.html
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Feynman and Popper (was: Relativity of explanations)
Date: January 30, 2012 at 1:03 PM

On Jan 28, 2012, at 7:23 AM, Richard Fine wrote:

Feynman, who was (unknowingly?) a Popperian

Knowingly. He read some of Popper's books, understood the ideas well, and liked 
and agreed with many.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Re: [BoI] A meta-idea from the Classical Education
Date: January 30, 2012 at 1:09 PM

On Jan 7, 2012, at 5:44 AM, Rami Rustom wrote:

I'd like to point out a rational meme I learned from the Classical
Education. But first a quote from an interview that David did:

Interviewer said:
Your way of thinking really appeals to me, because there are
people who would find our consistent and predictable fallibility as
time goes by really depressing, but it's a source of delight for you.

David said:
It is. It is the means of progress. You talked about
education just now; another thing that has held back education is the
idea that education is about finding ways of not making errors. But in
fact, progress only ever comes through making errors. Errors ought to
be encouraged! As I said, our whole problem is to make them as fast as
possible.

I learned a long time ago that errors are learning tools. And then I
recently learned a meta-idea from the Classical Education that error
can be injected into things for children to find on their own.

So consider a children's book and its associated audio version. The
audio version contains an error as compared to the book. I can't
remember what book it was nor what the error was. But it was something
to the effect of this:

In the book version 'Character X does Y work.'

In the audio version 'Character X does Z work.'

The error is that Y <> Z, and the intent is for the child to notice it
and this will cause curiosity and thus learning.

People make plenty of mistakes to be found without making more on purpose.



And the kind of mistakes we need to be good at finding are the ones that people 
make by accident, not the unrepresentative sort that are made on purpose as a 
"teaching" tool.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Incompetent Science Teachers (was: Spreading the rational 
memes in BoI
Date: January 30, 2012 at 1:16 PM

On Jan 7, 2012, at 11:53 AM, steve whitt wrote:

On Jan 7, 12:37 pm, Rami Rustom <ramir...@gmail.com> wrote:

How is it harder?

I can think of one way. I was afraid to conjecture on this site. Until
Elliot helped me learn that it was irrational. I was afraid to upset
thinking that they might think I'm guessing willy-nilly without
reading the book first. I was thinking about respecting David and
Elliot. And I thought that if I was to conjecture without first
reading, that I would be disrespecting them.

So make it short: Fear of rejection. Very irrational meme that I
probably learned from school.

What are some other ways?

--Rami

How is it harder? With the realization that knowledge is constructed
in a pre-existing mental environment, every person I encounter will
require a different approach. BoI probably affected me so deeply only
because I happened to be in the right place personally to be changed
by its message. Others might never get there, or might only get there
via a very different path. People are different, and I have to
remember that.

I think you point out one gigantic barrier, though there are certainly
many others. I was recently working with high school science teachers.
They are to a person so afraid of being "found out" as scientifically
illiterate that they simply refuse to take any intellectual risks.



Some are found out anyway.

Once upon a time when I was in school, I had the following debate with my 
science teacher:

Does paper have height and therefore volume?

The teacher said that paper is so thin that it has no height (literally zero), and so 
even if you stack lots of paper it still has no height.

I think he claimed it seems to have height in practice only because of air between 
the pages.

I disagreed.

What happens to children subjected to such idiocy, but less confident about 
standing up to it and disputing the teacher's authority?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: January 30, 2012 at 1:39 PM

On Jan 2, 2012, at 3:13 PM, Rami Rustom wrote:

Elliot wrote:

The answer is: yes, fallibility is fallible.

What about the concept of *the necessity for error correction in all things*? Can 
that be an objective truth?

Those aren't opposites. We can have fallible knowledge of an idea that is, in fact, 
an objective truth.

Things can be objectively true, but our knowledge of which ones are is always 
fallible.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Altruism (was: Deutsch's way of thinking IS methodical)
Date: January 30, 2012 at 1:46 PM

On Dec 28, 2011, at 11:04 AM, Rami Rustom wrote:

I thought altruism is good.

Do you still think that? If so, what's good about it?

If you changed your mind, why should other people change their minds?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The Study of Words (was: Words)
Date: January 30, 2012 at 1:55 PM

On Jan 3, 2012, at 7:16 PM, Rami Rustom wrote:

On Jul 19 2011, 1:09 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 19, 2011, at 6:10 AM, Lulie Tanett wrote:

On 19 Jul 2011, at 01:04 AM, Jordan Talcot <jordan.tal...@gmail.com> wrote:

Instead of theory, criticism, and refutation, betterwordswould be idea, guess, 
and criticism. This is because they're simpler and easier to understand.

'Idea' implies a small bit of a theory, whereas a theory can consist of multiple 
ideas that are connected to form a bigger 'idea'.

Throwing out 'hypothesis' in favour of 'theory' sounds good though.

Criticism does not mean the same thing as refutation. Refutation is 
something like, criticism which is valid and shows the theory is wrong. 
Dumping refutation in favour of 'that's wrong' or 'that's false' would work.

Compare 'conjectures and refutations' with 'conjectures and criticism'. Both 
work as descriptions of the method. It wasn't necessary to replace the word 
with an equivalent word. The second one changes the emphasis a little bit. I 
think that's for the better.

'Refutations' focusses on *successful* criticisms but the unsuccessful ones 
contribute to knowledge creation too.

Saying they are 'refutations' makes them sound less tentative, less open to 
revision. Here's the dictionary definition of 'refute':

prove (a statement or theory) to be wrong or false; disprove

But look up 'criticize' and you won't find these serious mistakes about proving. 
It's a better word with fewer mistakes built into it.

David Deutsch writes:



'Refutation' is a special kind of criticism that has two additional features 
compared with criticism in general: one is that it has uncontroversially been 
successful. The other is that it is arrived at by either logic or experimental 
testing.

I agree with the first feature. And the method of knowledge creation doesn't 
work only by uncontroversially successful criticisms! So that's the wrong word. 
We learn from attempted criticisms that soon fail (by being criticized 
themselves), and we learn from criticisms long before they are uncontroversial. 
We learn from criticism.

Lulie Tanett writes:
'Idea' implies a small bit of a theory, whereas a theory can consist of multiple 
ideas that are connected to form a bigger 'idea'.

It's not known how to measure or state the size of ideas, nor to determine 
where one idea ends and the next begins (a prerequisite). Since we don't know 
what size any idea is, how can 'idea' only refer to small ideas? We don't even 
know that size or quantity are meaningful concepts for ideas.

In a very rough way, 'theory' approximately means 'good idea'. Which is why 
we should just say 'idea' which is the more neutral and general purpose word.

David Deutsch writes:
Although we can, by extension, use the term 'idea' to mean 'theory', that 
deprives us of the expressive richness that currently allows us to say: 'the 
general theory of relativity is based on the idea that spacetime is curved'.

This example is unfair because it uses a well known phrase that already 
contains the word 'theory'. A fair comparison would use a neutral phrase where 
people don't have a strong habit already.

How about:

the theory that marriage is coercive

vs

the idea that marriage is coercive



I think 'idea' is better here.

You may say that's because it's not well developed enough to qualify as a 
'theory'. If so, I say that we should never change from 'idea' to 'theory' to assert 
the authority/status of having a well developed idea. Our audience should 
judge for themselves how well developed it is.

Since ideas can never gain support or positive status of any kind, they can't be 
promoted towordsthat refer to better ideas. We never know which non-refuted 
ideas are better than others and have no reason to worry about it. Criticism 
should decide everything, and claims to be a 'theory' rather than 'idea' -- claims 
of mild authority -- should count for nothing because they don't help find the 
truth.

This thread is bar far the most interesting thread that I've
encountered on this site. I had no idea that words could be dissected
in such detail, or even that they needed to be.

I think that everyone on this site and anywhere should read it in full
so that one can follow Elliot's line of thinking, how he processes the
words in his mind.

I thought that these terms were the same:
* guess / conjecture
* criticism / refutation

And I thought that these terms were different:
* idea / theory

I was so very wrong on all counts.

And whats funny is that I thought I was already meticulously picking
apart words, at least as compared to others. Now I realize how little
I was doing it.

Is this etymology? Is this linguistics?

Absolutely Fascinating!!!



Anyway so now I will only use the appropriate terms that Elliot has so
meticulously explained:
* idea, instead of theory
* conjecture, instead of guess
* criticism, instead of refutation

Huh? In general I favor "guess" over "conjecture" because it's less pretentious.

The primary upside of "conjecture" is that Popper used the word, and it's good to 
avoid unnecessary terminology changes, plus using Popper's terminology can 
help make references to Popper clearer.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Altruism (was: Deutsch's way of thinking IS methodical)
Date: January 30, 2012 at 2:04 PM

On Jan 30, 2012 12:46 PM, "Elliot Temple" <curi@curi.us> wrote:
On Dec 28, 2011, at 11:04 AM, Rami Rustom wrote:

I thought altruism is good.

Do you still think that? If so, what's good about it?

No.

My understanding of selfishness and altruism [at least they way they
are defined below] is that both are bad.

Selfish - acting only in one's own interest [preferences].

Altruistic - acting only in others' interests [preferences].

When interacting with a group, what is moral is to act upon common
preferences of the group. That includes one's own interests and the
interests of each member of the group.

And it is ok for someone to decide not to interact with a group and
instead to be alone. And in this case, he can act selfishly without
negatively affecting others.

I think we need a new term for this. Something that we can use instead
of selfish and altruistic.

If you changed your mind, why should other people change their minds?

People should realize that (1) acting selfishly [in a group setting]
hurts others which can lead to hurting one's self and (2) acting
altruistically hurts one's self and often hurts others.

-- Rami



-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Altruism (was: Deutsch's way of thinking IS methodical)
Date: January 30, 2012 at 2:12 PM

On Jan 30, 2012, at 11:04 AM, Rami Rustom wrote:

On Jan 30, 2012 12:46 PM, "Elliot Temple" <curi@curi.us> wrote:
On Dec 28, 2011, at 11:04 AM, Rami Rustom wrote:

I thought altruism is good.

Do you still think that? If so, what's good about it?

No.

My understanding of selfishness and altruism [at least they way they
are defined below] is that both are bad.

Selfish - acting only in one's own interest [preferences].

Altruistic - acting only in others' interests [preferences].

When interacting with a group, what is moral is to act upon common
preferences of the group. That includes one's own interests and the
interests of each member of the group.

If you always get everything you want, a 100% selfish person would agree to that 
or live that way. So how does this differ from selfishness + wisdom?

And it is ok for someone to decide not to interact with a group and
instead to be alone. And in this case, he can act selfishly without
negatively affecting others.

I think we need a new term for this. Something that we can use instead
of selfish and altruistic.

If you changed your mind, why should other people change their minds?



People should realize that (1) acting selfishly [in a group setting]
hurts others which can lead to hurting one's self and (2) acting
altruistically hurts one's self and often hurts others.

I read this as:

1) don't act selfishly
2) don't act non-selfishly

Clarify?

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Altruism (was: Deutsch's way of thinking IS methodical)
Date: January 30, 2012 at 2:24 PM

On Mon, Jan 30, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 11:04 AM, Rami Rustom wrote:

On Jan 30, 2012 12:46 PM, "Elliot Temple" <curi@curi.us> wrote:
On Dec 28, 2011, at 11:04 AM, Rami Rustom wrote:

I thought altruism is good.

Do you still think that? If so, what's good about it?

No.

My understanding of selfishness and altruism [at least they way they
are defined below] is that both are bad.

Selfish - acting only in one's own interest [preferences].

Altruistic - acting only in others' interests [preferences].

When interacting with a group, what is moral is to act upon common
preferences of the group. That includes one's own interests and the
interests of each member of the group.

If you always get everything you want, a 100% selfish person would agree to 
that or live that way. So how does this differ from selfishness + wisdom?

I'm confused by the first sentence. But your question might have cleared it up.

Acting in a group with the common preferences of the group is still
100% selfish because each member gets 100% of what they want. So each
person is acting 100% selfishly.

So this is selfishness + the wisdom of finding common preferences of the group.

And it is ok for someone to decide not to interact with a group and
instead to be alone. And in this case, he can act selfishly without



negatively affecting others.

I think we need a new term for this. Something that we can use instead
of selfish and altruistic.

If you changed your mind, why should other people change their minds?

People should realize that (1) acting selfishly [in a group setting]
hurts others which can lead to hurting one's self and (2) acting
altruistically hurts one's self and often hurts others.

I read this as:

1) don't act selfishly
2) don't act non-selfishly

Clarify?

People should realize that acting 100% selfishly is good when and only
when every member of the group is also acting 100% selfishly. And the
only way to do this is to find the common preferences of the group.

or

People should realize that getting 100% of what they want is good when
and only when every member of the group is also getting 100% of what
they want. And the only way to do this is to find the common
preferences of the group.

-- Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: [BoI] Re: [TCS] Incompetent Science Teachers (was: Spreading the 
rational memes in BoI
Date: January 30, 2012 at 2:32 PM

On Jan 30, 2012 12:16 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 7, 2012, at 11:53 AM, steve whitt wrote:

On Jan 7, 12:37 pm, Rami Rustom <ramir...@gmail.com> wrote:

How is it harder?

I can think of one way. I was afraid to conjecture on this site. Until
Elliot helped me learn that it was irrational. I was afraid to upset
thinking that they might think I'm guessing willy-nilly without
reading the book first. I was thinking about respecting David and
Elliot. And I thought that if I was to conjecture without first
reading, that I would be disrespecting them.

So make it short: Fear of rejection. Very irrational meme that I
probably learned from school.

What are some other ways?

--Rami

How is it harder? With the realization that knowledge is constructed
in a pre-existing mental environment, every person I encounter will
require a different approach. BoI probably affected me so deeply only
because I happened to be in the right place personally to be changed
by its message. Others might never get there, or might only get there
via a very different path. People are different, and I have to
remember that.

I think you point out one gigantic barrier, though there are certainly
many others. I was recently working with high school science teachers.
They are to a person so afraid of being "found out" as scientifically
illiterate that they simply refuse to take any intellectual risks.

Some are found out anyway.



Once upon a time when I was in school, I had the following debate with my 
science teacher:

Does paper have height and therefore volume?

The teacher said that paper is so thin that it has no height (literally zero), and so 
even if you stack lots of paper it still has no height.

I think he claimed it seems to have height in practice only because of air 
between the pages.

I disagreed.

What happens to children subjected to such idiocy, but less confident about 
standing up to it and disputing the teacher's authority?

-- Elliot Temple
http://curi.us/

I never stood up when I saw errors from teachers [although I never
noticed a huge error like that one]. I was brought up in a home where
we were taught to respect parents and teachers [authority]. I guess I
got accustomed to not speaking out, i.e. it became a habit of mine not
speak out.

-- Rami

-- 

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Fatal Freedom Review
Date: January 30, 2012 at 2:55 PM

On Jan 30, 2012 11:53 AM, "Elliot Temple" <curi@curi.us> wrote:

http://www.jpands.org/hacienda/szasz.html

Excerpt:

Dr. Szasz brings to our attention the fact that the act of killing oneself does not 
correlate to any known disease

Good book.

The reviewer wrote:

Dr. Szasz's contention is that the coercive posture of "prevention" often 
contributes to a person's ultimate act of (fatal) freedom.

This is just like coercing kids not to play on the stairs often
contributes to kids playing on the stairs.

And coercing kids to learn and their not wanting to learn.

I bet that there is a positive correlation between the *war on drugs*
and drug use.

What about speed limits and speeding?

What else?

-- Rami

-- 

http://www.jpands.org/hacienda/szasz.html


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Altruism (was: Deutsch's way of thinking IS methodical)
Date: January 30, 2012 at 3:01 PM

On Jan 30, 2012, at 11:24 AM, Rami Rustom wrote:

On Mon, Jan 30, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 11:04 AM, Rami Rustom wrote:

On Jan 30, 2012 12:46 PM, "Elliot Temple" <curi@curi.us> wrote:
On Dec 28, 2011, at 11:04 AM, Rami Rustom wrote:

I thought altruism is good.

Do you still think that? If so, what's good about it?

No.

My understanding of selfishness and altruism [at least they way they
are defined below] is that both are bad.

Selfish - acting only in one's own interest [preferences].

Altruistic - acting only in others' interests [preferences].

When interacting with a group, what is moral is to act upon common
preferences of the group. That includes one's own interests and the
interests of each member of the group.

If you always get everything you want, a 100% selfish person would agree to 
that or live that way. So how does this differ from selfishness + wisdom?

I'm confused by the first sentence. But your question might have cleared it up.

Acting in a group with the common preferences of the group is still
100% selfish because each member gets 100% of what they want. So each
person is acting 100% selfishly.

So this is selfishness + the wisdom of finding common preferences of the group.



Why do you emphasize "the group"? Which group?

For many things, the relevant "group" is me, myself and I.

And it is ok for someone to decide not to interact with a group and
instead to be alone. And in this case, he can act selfishly without
negatively affecting others.

I think we need a new term for this. Something that we can use instead
of selfish and altruistic.

If you changed your mind, why should other people change their minds?

People should realize that (1) acting selfishly [in a group setting]
hurts others which can lead to hurting one's self and (2) acting
altruistically hurts one's self and often hurts others.

I read this as:

1) don't act selfishly
2) don't act non-selfishly

Clarify?

People should realize that acting 100% selfishly is good when and only
when every member of the group is also acting 100% selfishly. And the
only way to do this is to find the common preferences of the group.

Do you mean to say that if someone else acts non-selfishly, then I have to 
change my way of life?

I think that's wrong. Their lifestyle isn't my problem or responsibility. In general I 
can keep living my way regardless of how they live. I can be self-focussed.

or



People should realize that getting 100% of what they want is good when
and only when every member of the group is also getting 100% of what
they want. And the only way to do this is to find the common
preferences of the group.

Suppose I get what I want, but someone does something dumb so he's not 
getting 100% of what he wants. Now you're saying my life sucks, I have a big 
problem, I need to change, I shouldn't do this?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fatal Freedom Review
Date: January 30, 2012 at 3:10 PM

On Jan 30, 2012, at 11:55 AM, Rami Rustom wrote:

On Jan 30, 2012 11:53 AM, "Elliot Temple" <curi@curi.us> wrote:

http://www.jpands.org/hacienda/szasz.html

Excerpt:

Dr. Szasz brings to our attention the fact that the act of killing oneself does 
not correlate to any known disease

Good book.

The reviewer wrote:

Dr. Szasz's contention is that the coercive posture of "prevention" often 
contributes to a person's ultimate act of (fatal) freedom.

This is just like coercing kids not to play on the stairs often
contributes to kids playing on the stairs.

I don't think it's "just like" that.

One reason people commit suicide is because they are dissatisfied with their 
lives.

A common reason people are dissatisfied with their lives is *lack of control over 
their lives*. With more control, they could make their lives could better match their 
preferences, and they would be more satisfied.

Where does their lack of control over their lives come from?

Partly, internally: ignorance, bad ideas, ineffective approaches to life.

Partly externally: sometimes people coerce them, imprison them, drug them, or 
do milder things.

http://www.jpands.org/hacienda/szasz.html


Anyway the point is that dramatically reducing their control over their lives doesn't 
solve their problems and may leave them so helpless their problems seem a lot 
more impossible to address.

By taking away their control over their lives, one takes away a lot of their reason 
to live. Why have a life if it isn't *yours* -- if you don't control it?

And coercing kids to learn and their not wanting to learn.

I bet that there is a positive correlation between the *war on drugs*
and drug use.

What about speed limits and speeding?

Those are not safe assumptions. The war on drugs adds some new temptation to 
try drugs, and gives drugs more attention. But it also makes discourages people 
who respect the law. Law abiding citizens is a large group, I wouldn't bet on that 
being a small factor.

Same with speeding, except that that is a good rather than bad law, with 
overwhelming support and agreement, and so people are happy to follow it and 
glad to have the law *and custom* that makes roads safer.

They may disagree about whether 60 mph is the right limit or maybe 75 mph is 
safe. But they are basically on board with having rules of the road, and a 
*consistent* driving experience instead of a *chaotic* one. (Note: for the law to 
work, and people to have a safe and regular driving experience, it's not 
necessary that people literally obey the speed limits. If everyone drives 10 over 
then the driving experience is fine, the only problem is it grants cops some power 
to exercise *arbitrary* authority by ticketing select people going 10 over if they 
want to. This is commonly abused to target minority groups like people with out-
of-state license plates.)

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Altruism (was: Deutsch's way of thinking IS methodical)
Date: January 30, 2012 at 3:14 PM

On Mon, Jan 30, 2012 at 2:01 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 11:24 AM, Rami Rustom wrote:

On Mon, Jan 30, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 11:04 AM, Rami Rustom wrote:

On Jan 30, 2012 12:46 PM, "Elliot Temple" <curi@curi.us> wrote:
On Dec 28, 2011, at 11:04 AM, Rami Rustom wrote:

I thought altruism is good.

Do you still think that? If so, what's good about it?

No.

My understanding of selfishness and altruism [at least they way they
are defined below] is that both are bad.

Selfish - acting only in one's own interest [preferences].

Altruistic - acting only in others' interests [preferences].

When interacting with a group, what is moral is to act upon common
preferences of the group. That includes one's own interests and the
interests of each member of the group.

If you always get everything you want, a 100% selfish person would agree to 
that or live that way. So how does this differ from selfishness + wisdom?

I'm confused by the first sentence. But your question might have cleared it up.

Acting in a group with the common preferences of the group is still
100% selfish because each member gets 100% of what they want. So each
person is acting 100% selfishly.

So this is selfishness + the wisdom of finding common preferences of the 
group.



Why do you emphasize "the group"? Which group?

I just mean the people one chooses to be in the presence of at any one time.

For many things, the relevant "group" is me, myself and I.

Yes. In which case common preferences don't matter because there is
only your preferences.

And it is ok for someone to decide not to interact with a group and
instead to be alone. And in this case, he can act selfishly without
negatively affecting others.

I think we need a new term for this. Something that we can use instead
of selfish and altruistic.

If you changed your mind, why should other people change their minds?

People should realize that (1) acting selfishly [in a group setting]
hurts others which can lead to hurting one's self and (2) acting
altruistically hurts one's self and often hurts others.

I read this as:

1) don't act selfishly
2) don't act non-selfishly

Clarify?

People should realize that acting 100% selfishly is good when and only
when every member of the group is also acting 100% selfishly. And the
only way to do this is to find the common preferences of the group.

Do you mean to say that if someone else acts non-selfishly, then I have to 
change my way of life?



I think you're talking about society. I'm only talking about the
people that you choose to be in the presence of.

I think that's wrong. Their lifestyle isn't my problem or responsibility. In general I 
can keep living my way regardless of how they live. I can be self-focussed.

Even in a group that you choose to be in the presence of?

or

People should realize that getting 100% of what they want is good when
and only when every member of the group is also getting 100% of what
they want. And the only way to do this is to find the common
preferences of the group.

Suppose I get what I want, but someone does something dumb so he's not 
getting 100% of what he wants. Now you're saying my life sucks, I have a big 
problem, I need to change, I shouldn't do this?

Oh. I was mainly thinking of one's own children or other adults who
know about how to find common preferences. So I'll rephrase.

People should realize that getting 100% of what they want is good and
always possible no matter if they are alone or with other people.

Each person is responsible for getting what he wants while also
responsible for not coercing others to not get what they want. In this
way, each person is acting 100% selfishly.

In the case of children, their parents [or other care givers] are also
responsible for helping them get 100% of what they want.

Also, sometimes changing one's own wants [through self-persuasion] is
a way to find common preferences. And persuading others to change
their wants is a way to find common preferences.



-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Altruism (was: Deutsch's way of thinking IS methodical)
Date: January 30, 2012 at 3:19 PM

On Jan 30, 2012, at 12:14 PM, Rami Rustom wrote:

On Mon, Jan 30, 2012 at 2:01 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 11:24 AM, Rami Rustom wrote:

On Mon, Jan 30, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 11:04 AM, Rami Rustom wrote:

On Jan 30, 2012 12:46 PM, "Elliot Temple" <curi@curi.us> wrote:
On Dec 28, 2011, at 11:04 AM, Rami Rustom wrote:

I thought altruism is good.

Do you still think that? If so, what's good about it?

No.

My understanding of selfishness and altruism [at least they way they
are defined below] is that both are bad.

Selfish - acting only in one's own interest [preferences].

Altruistic - acting only in others' interests [preferences].

When interacting with a group, what is moral is to act upon common
preferences of the group. That includes one's own interests and the
interests of each member of the group.

If you always get everything you want, a 100% selfish person would agree 
to that or live that way. So how does this differ from selfishness + wisdom?

I'm confused by the first sentence. But your question might have cleared it 
up.

Acting in a group with the common preferences of the group is still
100% selfish because each member gets 100% of what they want. So each
person is acting 100% selfishly.



So this is selfishness + the wisdom of finding common preferences of the 
group.

Why do you emphasize "the group"? Which group?

I just mean the people one chooses to be in the presence of at any one time.

That's not precise enough.

I may be standing near someone at some time, but not need to coordinate most 
of my activities with them.

For many things, the relevant "group" is me, myself and I.

Yes. In which case common preferences don't matter because there is
only your preferences.

It does matter, because my ideas, including preferences, can conflict with each 
other.

And it is ok for someone to decide not to interact with a group and
instead to be alone. And in this case, he can act selfishly without
negatively affecting others.

I think we need a new term for this. Something that we can use instead
of selfish and altruistic.

If you changed your mind, why should other people change their minds?

People should realize that (1) acting selfishly [in a group setting]
hurts others which can lead to hurting one's self and (2) acting
altruistically hurts one's self and often hurts others.

I read this as:



1) don't act selfishly
2) don't act non-selfishly

Clarify?

People should realize that acting 100% selfishly is good when and only
when every member of the group is also acting 100% selfishly. And the
only way to do this is to find the common preferences of the group.

Do you mean to say that if someone else acts non-selfishly, then I have to 
change my way of life?

I think you're talking about society. I'm only talking about the
people that you choose to be in the presence of.

Physical presence? Why?

I think that's wrong. Their lifestyle isn't my problem or responsibility. In general 
I can keep living my way regardless of how they live. I can be self-focussed.

Even in a group that you choose to be in the presence of?

Right. For example the other people at the restaurant where I'm eating: their 
lifestyle isn't my problem or responsibility.

or

People should realize that getting 100% of what they want is good when
and only when every member of the group is also getting 100% of what
they want. And the only way to do this is to find the common
preferences of the group.

Suppose I get what I want, but someone does something dumb so he's not 
getting 100% of what he wants. Now you're saying my life sucks, I have a big 



problem, I need to change, I shouldn't do this?

Oh. I was mainly thinking of one's own children or other adults who
know about how to find common preferences. So I'll rephrase.

People should realize that getting 100% of what they want is good and
always possible no matter if they are alone or with other people.

Each person is responsible for getting what he wants while also
responsible for not coercing others to not get what they want. In this
way, each person is acting 100% selfishly.

What if someone is coerced by my use of free speech?

Does his flaw hold me hostage so I can't speak my mind? Or may I speak even 
though he finds it coercive?

In the case of children, their parents [or other care givers] are also
responsible for helping them get 100% of what they want.

That's a special case because the parents have responsibilities far beyond the 
regular responsibilities fellow citizens have to each other (e.g. to share public 
sidewalks and walk around each other).

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Altruism (was: Deutsch's way of thinking IS methodical)
Date: January 30, 2012 at 4:05 PM

On Mon, Jan 30, 2012 at 2:19 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 12:14 PM, Rami Rustom wrote:

On Mon, Jan 30, 2012 at 2:01 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 11:24 AM, Rami Rustom wrote:

On Mon, Jan 30, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 11:04 AM, Rami Rustom wrote:

On Jan 30, 2012 12:46 PM, "Elliot Temple" <curi@curi.us> wrote:
On Dec 28, 2011, at 11:04 AM, Rami Rustom wrote:

I thought altruism is good.

Do you still think that? If so, what's good about it?

No.

My understanding of selfishness and altruism [at least they way they
are defined below] is that both are bad.

Selfish - acting only in one's own interest [preferences].

Altruistic - acting only in others' interests [preferences].

When interacting with a group, what is moral is to act upon common
preferences of the group. That includes one's own interests and the
interests of each member of the group.

If you always get everything you want, a 100% selfish person would agree 
to that or live that way. So how does this differ from selfishness + wisdom?

I'm confused by the first sentence. But your question might have cleared it 
up.

Acting in a group with the common preferences of the group is still
100% selfish because each member gets 100% of what they want. So each
person is acting 100% selfishly.



So this is selfishness + the wisdom of finding common preferences of the 
group.

Why do you emphasize "the group"? Which group?

I just mean the people one chooses to be in the presence of at any one time.

That's not precise enough.

I may be standing near someone at some time, but not need to coordinate most 
of my activities with them.

So the moral way is selfishness + wisdom[see below].

For many things, the relevant "group" is me, myself and I.

Yes. In which case common preferences don't matter because there is
only your preferences.

It does matter, because my ideas, including preferences, can conflict with each 
other.

Ah self-coercion. See below.

And it is ok for someone to decide not to interact with a group and
instead to be alone. And in this case, he can act selfishly without
negatively affecting others.

I think we need a new term for this. Something that we can use instead
of selfish and altruistic.

If you changed your mind, why should other people change their minds?



People should realize that (1) acting selfishly [in a group setting]
hurts others which can lead to hurting one's self and (2) acting
altruistically hurts one's self and often hurts others.

I read this as:

1) don't act selfishly
2) don't act non-selfishly

Clarify?

People should realize that acting 100% selfishly is good when and only
when every member of the group is also acting 100% selfishly. And the
only way to do this is to find the common preferences of the group.

Do you mean to say that if someone else acts non-selfishly, then I have to 
change my way of life?

I think you're talking about society. I'm only talking about the
people that you choose to be in the presence of.

Physical presence? Why?

Yes physical presence doesn't matter. See below.

I think that's wrong. Their lifestyle isn't my problem or responsibility. In 
general I can keep living my way regardless of how they live. I can be self-
focussed.

Even in a group that you choose to be in the presence of?

Right. For example the other people at the restaurant where I'm eating: their 
lifestyle isn't my problem or responsibility.

So the moral way is to be self-focussed + have wisdom[see below].



or

People should realize that getting 100% of what they want is good when
and only when every member of the group is also getting 100% of what
they want. And the only way to do this is to find the common
preferences of the group.

Suppose I get what I want, but someone does something dumb so he's not 
getting 100% of what he wants. Now you're saying my life sucks, I have a big 
problem, I need to change, I shouldn't do this?

Oh. I was mainly thinking of one's own children or other adults who
know about how to find common preferences. So I'll rephrase.

People should realize that getting 100% of what they want is good and
always possible no matter if they are alone or with other people.

Each person is responsible for getting what he wants while also
responsible for not coercing others to not get what they want. In this
way, each person is acting 100% selfishly.

What if someone is coerced by my use of free speech?

Can that be considered self-coercion?

Does his flaw hold me hostage so I can't speak my mind? Or may I speak even 
though he finds it coercive?

Absolutely you can speak. He is responsible for his own thoughts and emotions.

In the case of children, their parents [or other care givers] are also
responsible for helping them get 100% of what they want.



That's a special case because the parents have responsibilities far beyond the 
regular responsibilities fellow citizens have to each other (e.g. to share public 
sidewalks and walk around each other).

Ok taking the special case of children out for now.

The moral way is:

(1) Each person should act 100% selfishly, i.e. according to their own
preferences.

(2) Each person should make sure that their preferences do not
conflict with each other [this is self-coercion].

(3) If somebody chooses to interact with others, he should make
reasonable attempts to find their common preferences. This could
include self-persuasion which results in changing one's own
preferences. And it could include persuasion which could result in
others changing their preferences. [I'm not including the people that
you happen to be next to at a restaurant or on the street. In this
case, see (4).]

(4) Each person is 100% responsible for their own thoughts and
emotions and 100% not responsible for anybody else's thoughts and
emotions.

Hows that?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Altruism (was: Deutsch's way of thinking IS methodical)
Date: January 30, 2012 at 5:11 PM

On Jan 30, 2012, at 1:05 PM, Rami Rustom wrote:

On Mon, Jan 30, 2012 at 2:19 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 12:14 PM, Rami Rustom wrote:

On Mon, Jan 30, 2012 at 2:01 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 11:24 AM, Rami Rustom wrote:

On Mon, Jan 30, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 11:04 AM, Rami Rustom wrote:

On Jan 30, 2012 12:46 PM, "Elliot Temple" <curi@curi.us> wrote:
On Dec 28, 2011, at 11:04 AM, Rami Rustom wrote:

I thought altruism is good.

Do you still think that? If so, what's good about it?

No.

My understanding of selfishness and altruism [at least they way they
are defined below] is that both are bad.

Selfish - acting only in one's own interest [preferences].

Altruistic - acting only in others' interests [preferences].

When interacting with a group, what is moral is to act upon common
preferences of the group. That includes one's own interests and the
interests of each member of the group.

If you always get everything you want, a 100% selfish person would 
agree to that or live that way. So how does this differ from selfishness + 
wisdom?

I'm confused by the first sentence. But your question might have cleared it 
up.

Acting in a group with the common preferences of the group is still



100% selfish because each member gets 100% of what they want. So 
each
person is acting 100% selfishly.

So this is selfishness + the wisdom of finding common preferences of the 
group.

Why do you emphasize "the group"? Which group?

I just mean the people one chooses to be in the presence of at any one time.

That's not precise enough.

I may be standing near someone at some time, but not need to coordinate 
most of my activities with them.

So the moral way is selfishness + wisdom[see below].

For many things, the relevant "group" is me, myself and I.

Yes. In which case common preferences don't matter because there is
only your preferences.

It does matter, because my ideas, including preferences, can conflict with each 
other.

Ah self-coercion. See below.

And it is ok for someone to decide not to interact with a group and
instead to be alone. And in this case, he can act selfishly without
negatively affecting others.

I think we need a new term for this. Something that we can use instead



of selfish and altruistic.

If you changed your mind, why should other people change their 
minds?

People should realize that (1) acting selfishly [in a group setting]
hurts others which can lead to hurting one's self and (2) acting
altruistically hurts one's self and often hurts others.

I read this as:

1) don't act selfishly
2) don't act non-selfishly

Clarify?

People should realize that acting 100% selfishly is good when and only
when every member of the group is also acting 100% selfishly. And the
only way to do this is to find the common preferences of the group.

Do you mean to say that if someone else acts non-selfishly, then I have to 
change my way of life?

I think you're talking about society. I'm only talking about the
people that you choose to be in the presence of.

Physical presence? Why?

Yes physical presence doesn't matter. See below.

I think that's wrong. Their lifestyle isn't my problem or responsibility. In 
general I can keep living my way regardless of how they live. I can be self-
focussed.

Even in a group that you choose to be in the presence of?



Right. For example the other people at the restaurant where I'm eating: their 
lifestyle isn't my problem or responsibility.

So the moral way is to be self-focussed + have wisdom[see below].

or

People should realize that getting 100% of what they want is good when
and only when every member of the group is also getting 100% of what
they want. And the only way to do this is to find the common
preferences of the group.

Suppose I get what I want, but someone does something dumb so he's not 
getting 100% of what he wants. Now you're saying my life sucks, I have a 
big problem, I need to change, I shouldn't do this?

Oh. I was mainly thinking of one's own children or other adults who
know about how to find common preferences. So I'll rephrase.

People should realize that getting 100% of what they want is good and
always possible no matter if they are alone or with other people.

Each person is responsible for getting what he wants while also
responsible for not coercing others to not get what they want. In this
way, each person is acting 100% selfishly.

What if someone is coerced by my use of free speech?

Can that be considered self-coercion?

yes

Does his flaw hold me hostage so I can't speak my mind? Or may I speak even 
though he finds it coercive?



Absolutely you can speak. He is responsible for his own thoughts and emotions.

In the case of children, their parents [or other care givers] are also
responsible for helping them get 100% of what they want.

That's a special case because the parents have responsibilities far beyond the 
regular responsibilities fellow citizens have to each other (e.g. to share public 
sidewalks and walk around each other).

Ok taking the special case of children out for now.

The moral way is:

(1) Each person should act 100% selfishly, i.e. according to their own
preferences.

(2) Each person should make sure that their preferences do not
conflict with each other [this is self-coercion].

(3) If somebody chooses to interact with others, he should make
reasonable attempts to find their common preferences. This could
include self-persuasion which results in changing one's own
preferences. And it could include persuasion which could result in
others changing their preferences. [I'm not including the people that
you happen to be next to at a restaurant or on the street. In this
case, see (4).]

(4) Each person is 100% responsible for their own thoughts and
emotions and 100% not responsible for anybody else's thoughts and
emotions.

Hows that?

In general when we interact with others, we should follow well known rules of 
cooperation such as walking around each other on the sidewalk, using traffic 
lights, and so on.



We only have to go beyond that, in general, when:

1) there is an exceptional situation

2) our cooperation is greater, e.g. we work on a joint project

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Assumptions (was: This and That)
Date: January 30, 2012 at 9:12 PM

On Oct 23 2011, 10:21 am, Elliot Temple <c...@curi.us> wrote:
On Oct 23, 2011, at 9:03 AM, Kristen Ely wrote:

On October 23, 2011, at 12:16 AM, Elliot Temple wrote:

Laws really ought to be set up so people can use them and don't have to
avoid them, and so they don't screw you over for doing innocuous things like
wanting to no longer pay for more of someone's services. Better laws that
could be enforced consistently, instead of selectively, would be a lot fairer to
everyone and remove factors like political pull and deviance from the 
equation
(people are going to call the cops on a thief more if they see that thief as
"crazy" or hate his lifestyle choices and so are happy to see him
punished. selective law enforcement opens the door for intolerance to factor
into who is punished.)

This is similar to how people will sometimes condemn the behavior of the child 
of parents with "crazy" parenting ideas, but not the same behavior from the 
child of parents with conventional parenting ideas. Our observations are 
theory-laden.

Yes. They also commonly care about the parent's response. Someone else's 
child's behavior is acceptable to them, or not, based on whether the parent 
scolds his child about it (or uses other forms of "discipline" or control). In other 
words, they are willing to accept the behavior ("kids will be kids") but want to 
see the parent following their values (scolding) in dealing with it, instead of 
acting deviantly. And if the parent doesn't do what they want, they'll sometimes, 
pretty dishonestly (but perhaps they are fooling themselves), complain about the 
*child's* behavior.

Dealing with mechanisms of social control and intolerance is important to the 
beginning of infinite progress, including social progress. Since progress requires 
deviance from the status quo, that creates the opportunity for intolerance.

As David Deutsch put it some years back:

What provokes this hatred and vilification -- and blind misunderstanding?



I think it's this: someone who is far in advance of most people about an 
important moral issue is likely not to be understood at first, and in the 
meantime, to be hated and vilified just as much as someone who is 
egregiously wrong. How could it be otherwise?

The way it could be otherwise is people to be more tolerant of those they think 
are wrong. That "just as much" clause could refer to a small amount in a more 
liberal society that places more serious emphasis on freedom, autonomy, 
diversity and individualism.

Another way it could be otherwise for people to not assume that they
are right and others are wrong. This sort of thinking means that these
people do not realize that every one of their thoughts/beliefs are
fallible.

And in cases where one does make an assumption about other people, one
should assume the best rather than assume the worst.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Relativity of explanations
Date: January 31, 2012 at 11:31 AM

On Jan 30, 12:45 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 30, 2012, at 4:04 AM, Steve Push wrote:

On Jan 29, 10:23 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 25, 2012, at 8:58 AM, stephen.p...@gmail.com wrote:

I don't know how you got the idea that I suggested we could generalize from 
disembodied numbers. I used a real-life example, not abstract numbers.

Induction says we generalize *from data*. Data is disembodied numbers. If 
we were to generalize from data *plus* ideas about the data (so it's not 
disembodied) that would be different.

Data first is induction, ideas first is Popper.

To think of data alone as "disembodied numbers", and to recognize that data 
is meaningless outside of the context of ideas about what it means, is to 
agree with Popper and disagree with the philosophers of induction.

Maybe the problem is you've never paid much attention to what people 
actually say about induction. Would you read this and report back how much 
you agree with it overall?

http://plato.stanford.edu/entries/induction-problem/

And if there are any major points you think are important, and agree with, 
could you point them out for criticism?

As one little example, the link says "The problem of induction was, until 
recently, taken to be to justify these forms of inference; to show that the truth 
of the premises supported, if it did not entail, the truth of the conclusion."

This is wrong (e.g. explicitly and openly justificationist) but I don't recall you 
saying this kind of thing here.

http://plato.stanford.edu/entries/induction-problem/


On the other hand if you do agree with this stuff, and want to advocate 
justificationism, then I think that's the more important issue than induction. 
Induction, as they put it here, is *one application of justificationism*. 
Regarding justificationism, see Realism and the Aim of Science chapter 1 by 
Popper.

Is the Popperian view prescriptive or only descriptive? Do you think
that Chargaff would have done his research differently if he were a
good Popperian?

Maybe a little, I don't know the details. But in the big picture: no, all scientists 
who figure anything out always use the Popperian method, which is the only 
method that can possibly figure anything out.

Or put another way: there is only known one theory of how knowledge can be 
created. One, ever, period. It's the theory of evolution. This is covered in BoI. 
Anyone who creates knowledge used an evolutionary process. There's no 
other way. And the Popperian epistemology is (among other things) a 
description of evolution of ideas in epistemological terminology. (e.g. instead 
of "selection" -- standard evolutionary terminology -- we say "criticism" or 
"refutation").

Thank you for the link to the Stanford article about induction.  I
found it very interesting and found much with which I agree.  For
example, I agree with the following statement (although perhaps I need
to exclude you and some other members of this discussion group from
the "we" in Ramsey's quote):

'Induction is, after all, founded on the expectation that
characteristics of our experience will persist in experience to come,

Some characteristics or all characteristics?

The correct answer is some: some things "persist" and some don't. There are 
vast numbers of things in both categories.

It's further contextual: whether something like an apple persists depends on the 
timeframe we're considering and also the weather.



Which brings up question: how do we judge which are which? (for our context or 
problem situation)

Besides, say, guessing which will persist and then improving our guesses with 
criticism.

and that is a basic trait of human nature.

If I persuaded you that "human nature" is a misconception, would you reject 
induction?

If yes, I could do that. If no, then there must be a way to explain induction 
without "human nature" and a better advocacy of induction would leave out this 
unnecessary idea that has a long history of disagreements on the topic.

“Nature”, writes Hume, “by
an absolute and uncontroulable necessity has determin'd us to judge as
well as to breathe and feel” (Hume THN, 183). “We are all convinced by
inductive arguments”, says Ramsey, “and our conviction is reasonable
because the world is so constituted that inductive arguments lead on
the whole to true opinions. We are not, therefore, able to help
trusting induction, nor, if we could help it do we see any reason why
we should” (Ramsey 1931, 197). We can, however, trust selectively and
reflectively; we can winnow out the ephemera of experience to find
what is fundamental and enduring.'

This makes the same mistake you've been making: it assumes there is such 
thing as "inductive arguments" and doesn't clarify how such a thing is possible 
or just what it is. It goes like this:

step 1: data
step 2: ????
step 3: inductive conclusions

Step 2, as discussed above, must consist of something like figuring out which 
patterns will persist, and which won't. (This is, btw, the same issue I've been 
talking about all along with selecting from the infinity of compatible ideas.)

Note also that step 2 does essentially *all* the work. It's basically the whole 



thing. Step 3 is just stating the conclusions reached in step 2. And step 1 is just 
raw data (disembodied numbers) which doesn't get you anywhere alone.

How can we do step 2? Besides the Popperian way.

I am not claiming to have solved the problem of induction; I am
claiming that Popper erred when he claimed to have solved that
problem.  Thus I don't need to explain step 2, since my claim amounts
to saying that there are instances in which step 2 cannot be
explained.  I propose that Chargaff's rules constitute one such
instance.

Can you provide a Popperian explanation of how Chargaff did step 2?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Are Animals Popperians? (Was: BoI on Induction)
Date: January 31, 2012 at 11:48 AM

On Jan 29, 9:53 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 1/30/2012 1:17 AM, Steve Push wrote:

On Jan 28, 11:50 am, Richard Fine<richard.f...@gmail.com>  wrote:
On 1/28/2012 9:04 AM, Steve Push wrote:

On Jan 27, 12:23 pm, Elliot Temple<c...@curi.us>    wrote:
On Jan 27, 2012, at 4:34 AM, Richard Fine wrote:

On 1/27/2012 7:12 AM, Steve Push wrote:
On Jan 24, 8:05 pm, Elliot Temple<c...@curi.us>      wrote:

On Jan 21, 2012, at 11:31 AM, Steve Push wrote:
Induction is generalizing from a sample of individual instances.

How?
When there is variance in observations, larger sample sizes make
for conclusions that are more probable.  And each test of a 
conjecture
that fails to refute it confirms it, even though the possibility
always exists that the next test with refute it.

What does this "confirmation" mean or do? When/how will it lead to a 
different decision/judgment than would otherwise be made?

If you look closely at reasoning -- both scientific and everyday -- I 
believe you will find examples of induction.

We're not going to find any examples without a clear idea of what 
induction is, so that we can look for it. That involves an answer to the 
question of how an inductive generalization works (and how it possibly 
could).

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

Also, that's not "how induction works" in the sense that Elliot meant it, I 
think. That's an attempt to show that it *does* work, not an attempt to 
show *how*.



Right. The story never says anything about how the chicken came to the 
generalization that he would be fed every day, instead of one of the 
infinitely many other contradictory possibilities logically compatible with the 
evidence.

Do you deny the chickens make such generalizations?  Or are just
saying that you don't know how they do it?

The latter.
If you agree that chickens can make such generalizations, why do you
think people cannot?  Did we lose that capability somewhere along the
line in our evolutionary history?

I don't agree that chickens can make such generalizations. My position
is still that nobody can make such generalizations, because it is
logically impossible. The only way that observing data happens prior to
walking away with a general theory is by starting with a general theory
in the first place.

(I hadn't realised you were asking those questions as either/or, but
it's immaterial - even if we *did* think that the chickens could make
such generalizations, there would still be the problem that we have not
figured out it can be done).

And none of them have any trivial examples where they present a very 
simple, contrived example and provide *complete* instructions which I can 
follow to do induction. (The instructions cannot have a step reading 
"induce it" or "generalize it" because I don't know how to do that. They'd 
have to divide that into sub-steps. What are the sub-steps?)

I believe you may have convinced yourself of that, but I don't believe it's 
actually true.

If it's false, then there must exist a step-by-step description of how
"generalizing" something is done. Can you give that description?

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and



If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

OK, this is a start. I understand that you're not saying this process
will necessarily yield true results, you're just claiming that it's
something people do. In which case:

* My senses take in many gigabytes of data per second - visual,
auditory, olfactory, and so on. How do I construct "observations" from
this raw data?
* How do I determine the type of a thing? (For example, if I have
observed my three cats all occurring in conjunction with some B/B'/B'',
are they of type "Richard's cat", "cat", "domestic animal", "small
mammal", "life-form", "furry object", "purring object", or "lapwarmer?")

As before, I am interested in the processes - the computer program
followed by the computing mind - similar to the one you've outlined for
induction here.

It is an empirical fact that chickens (and other animals) make
generalizations.  If induction doesn't exist -- and if the Popperian
method is the only way to draw conclusions from observations -- then
chickens must be capable of using the Popperian method.  Is that the
position you are taking?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 31, 2012 at 10:53 AM

On Jan 29, 10:26 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 1/30/2012 1:47 AM, Steve Push wrote:

On Jan 28, 12:40 pm, Richard Fine<richard.f...@gmail.com>  wrote:

I think I see. Is this an accurate description of your problem:

Of the two conjectures:

* The pattern is present in all cells of all individuals of all species
* The pattern is present in only those cells of only those individuals
of only those species that I have measured

how did Chargaff make the former conjecture, and not the latter, without
using induction?

I could quibble over the word conjecture, because I think Popper meant
that term to represent an explanatory theory, not a description of
observations.

We can call them 'ideas' if you like. I don't think Popper did mean
explanatory theory, because to my knowledge it's not necessary that a
theory be explanatory in order for C&R to work as a framework - it's
just more efficient to work with explanatory theories because there's
more to refute that way - but it doesn't much matter exactly what Popper
thought, as long as we come away with something that makes sense and
works. Unless you can explain how it is that C&R *doesn't work* if the
theory lacks explanatory content?

Yes, Elliot pointed that out too.  I guess I got the idea the
conjectures are explanatory from reading FoR and BoI.  If some
conjectures are not explanatory, that would strengthen my belief in
the need for inductive reasoning.  When you have an explanatory
theory, you are in a better position to predict what future
observations will be.  But if your conjectures are not explanatory, I
would think you would be more likely to encounter unanticipated



observations that don't relate to any of your prior conjectures.

   But essentially, yes, you've put your finger on the
problem as I see it.

OK. And - at the risk of repeating ourselves - you hold that if Chargaff
made observations about his data, and then conjectured a wide-reaching
theory like the first one above, then that conjecture must have been the
end result of an inductive process?

No.  What I'm saying is that Chargaff did *not* conjecture a wide-
reaching theory.  What conjectures he did have at the start of his
nucleic acid research gave no hint that he would encounter the base
ratios he observed.  The "rule" he came up with was not a theory, it
was a generalization of the experimental result.  That was the
inductive part of the process.  Watson and Crick later used the rule
to develop their theory of the double helix.  Once the explanatory
theory was in place, you didn't need induction to predict that newly
discovered species would adhere to the rule, because the theory that
predicts all life of Earth will follow the rule.  But before the
theory, only induction could make that prediction.

Bear in mind that I can conjecture a potentially extremely wide-reaching
theory - "The DNA of all alien species will also contain matched base
pairs in a 1:1 ratio" - without any prior observations or data about
alien species. I'm not claiming that the theory is true, just that I can
conjecture it. Do you agree that, with *no* observations, my
conjecturing of this "generalized" or wide-reaching theory cannot be the
end result of an inductive process?

I agree.  That is not induction.  And if we someday find alien life
based on nucleic acid chemistry, that observation will corroborate
your conjecture.  But it is also possible that we will encounter alien
life based on a chemistry we have never encountered.  If so, that
discovery is likely to lead to novel observations that had not been
anticipated in anyone's conjectures.  Such novel observations are
likely to be dealt with through induction -- some kind of rules or
generalizations with no explanatory content -- until someone comes up
with a theory that explains why different alien species share some
common properties.



The point of the nucleic acid example is that neither Chargaff nor
anyone else conjectured Chargaff's rules until *after* the relevant
observations was made.  Nor did Chargaff's rules refute previous
conjectures; other observations did that.  And the explanatory theory
was not developed until years after the observations.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: January 31, 2012 at 12:34 PM

On Jan 30, 12:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 30, 2012, at 4:15 AM, Steve Push wrote:

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can you 
notice B in particular, instead of C, D, E, F, G, unless you already have in 
mind, in advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective 
attention. It's taking ideas you already have about what's important and then 
interpreting the world according to them, and seeking out information about 
them.

So we're back to the question: how, in induction, does one choose which 
things to pay selective attention to?

The Popperian answer is we use our ideas, first, to decide which 



observations to make and how to interpret them, second. We guess what's 
important, subject our guesses to criticism to eliminate some errors, and then 
we use them. And then we have some successes and discover some 
problems and improve them.

Induction has things in reverse order (data first, ideas second) but doesn't 
address how that is possible or explain *which* data to focus on.

There are many reasons why we focus on certain objects and events.  In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? 
Which ways of focussing are part of induction and which aren't induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

In the nucleic acid example, Chargaff focused on the relative amounts
of bases because he wanted to refute the theory that A, C, G, and T
were *all* equal in all species.  His conjecture was that the four
bases would exist in different amounts and that these ratios would
vary from species to species.  He succeeded in refuting the old
theory.

In the process of making these observations, Chargaff also observed
parity between C and G, on one hand, and A and T, on the other.
Although his conjecture helped him look in right place, nothing in his
conjecture prepared him for that observation.  He said he was
surprised by it.  And he had no theory into which he could fit this
observation.  Thus it was called a "rule," which in this case is just
another name for an inductive inference.  He was in effect saying, "I
am assuming these parities are present in all species for no other
reason than that I have observed them in a handful of species."



-- Steve



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Feynman and Popper (was: Relativity of explanations)
Date: January 31, 2012 at 2:04 PM

On Jan 30, 7:03 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 28, 2012, at 7:23 AM, Richard Fine wrote:

Feynman, who was (unknowingly?) a Popperian

Knowingly. He read some of Popper's books,
understood the ideas well, and liked and agreed
with many.

So I guess there must be some writings where all this is expressed.

I'd be interested in reading them - where can I find them?

-- 
Matjaž Leonardis



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: January 31, 2012 at 6:09 PM

On 31 Jan 2012, at 17:34, Steve Push wrote:

On Jan 30, 12:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 30, 2012, at 4:15 AM, Steve Push wrote:

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can you 
notice B in particular, instead of C, D, E, F, G, unless you already have in 
mind, in advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective 
attention. It's taking ideas you already have about what's important and then 
interpreting the world according to them, and seeking out information about 
them.

So we're back to the question: how, in induction, does one choose which 
things to pay selective attention to?



The Popperian answer is we use our ideas, first, to decide which 
observations to make and how to interpret them, second. We guess what's 
important, subject our guesses to criticism to eliminate some errors, and 
then we use them. And then we have some successes and discover some 
problems and improve them.

Induction has things in reverse order (data first, ideas second) but doesn't 
address how that is possible or explain *which* data to focus on.

There are many reasons why we focus on certain objects and events.  In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? 
Which ways of focussing are part of induction and which aren't induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

Knowledge is built into the animal's brain in the same sense in which it is built into 
a heat seeking missile. It's not that the animal or the missile understands 
anything about the world. Rather, both of them instantiate information that has 
causal effects that result in it being copied. The missile causes people to make 
more missiles by being good at shooting down planes. The animal's brain causes 
copies to be made of the knowledge that it contains because genes contain that 
knowledge and the brain causes those genes to be copied.

In the nucleic acid example, Chargaff focused on the relative amounts
of bases because he wanted to refute the theory that A, C, G, and T
were *all* equal in all species.  His conjecture was that the four
bases would exist in different amounts and that these ratios would
vary from species to species.  He succeeded in refuting the old



theory.

In the process of making these observations, Chargaff also observed
parity between C and G, on one hand, and A and T, on the other.
Although his conjecture helped him look in right place, nothing in his
conjecture prepared him for that observation.  He said he was
surprised by it.  And he had no theory into which he could fit this
observation.  Thus it was called a "rule," which in this case is just
another name for an inductive inference.  He was in effect saying, "I
am assuming these parities are present in all species for no other
reason than that I have observed them in a handful of species."

He doesn't have to assume they're present. He can just conjecture that they are. 
Why choose that conjecture? There are many possible good reasons. It's easy to 
test by doing experiments. If it's true, then it restricts the field of possible 
explanations of the chemistry of DNA, how it stores information and so on. It's not 
clear what any of this has to do with induction.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] You Cannot Buy Innovation
Date: January 31, 2012 at 6:22 PM

On 30 Jan 2012, at 17:02, Elliot Temple wrote:

http://www.asymco.com/2012/01/30/you-cannot-buy-innovation/

R&D expenditures on a stand-alone basis, in absolute or relative terms, do not 
correlate with disruptive growth. Essentially, you cannot buy innovation.

And the reason why you can't buy innovation is that innovation depends on 
knowledge of how to innovate and not primarily on how much money you spend 
on it. With the right knowledge, you can get more done with less money and 
resources. If you don't have the necessary knowledge then throwing money at 
the problem won't solve it.

Money is like voting: it helps to reassign resources and to tell people when they're 
doing something badly. It doesn't explain what they're doing badly or how to fix it, 
understanding what's wrong requires creativity.

Alan

http://www.asymco.com/2012/01/30/you-cannot-buy-innovation/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: January 31, 2012 at 8:07 PM

On 1/31/2012 3:53 PM, Steve Push wrote:
If some conjectures are not explanatory, that would strengthen my belief in
the need for inductive reasoning.  When you have an explanatory
theory, you are in a better position to predict what future
observations will be.  But if your conjectures are not explanatory, I
would think you would be more likely to encounter unanticipated
observations that don't relate to any of your prior conjectures.

It sounds like you're confusing what's necessary with what's good.  The former is 
a matter of what must be present for an epistemology to work; the latter is about 
what must be present for an epistemology to work *well.*

I'm not sure whether it's actually possible to make a *purely* non-explanatory 
conjecture, but it's certainly a *bad idea* to make a lot of not-very-explanatory 
conjectures. The more a conjecture carries an explanation, the greater the 
opportunity to realise that it is wrong. In this sense, if we were making conjectures 
whilst minimizing explanation, then we would be playing a very risky game, as 
we'd be almost entirely blind to the wrongness of our ideas. In this sense, there is 
definitely a 'need' for something beyond non-explanatory theories if we are to 
actually make significant progress and not make fatal errors - and that something 
is, of course, explanation. Popper said our ideas should die in our place, but it's 
hard to kill them when they're so insubstantial.

However, this has no bearing on C&R as a framework. Non-explanatory theories 
can still be criticized, such as on their internal consistency - "this is gibberish" or 
"this is self-contradictory" - or, in some cases, by examining their correspondence 
to the facts; observing that I died after drinking from a stream *is* a criticism of 
my claim "I will not die from drinking from this stream," albeit not one that helps 
me very much. There is no part of C&R that "cannot be done" with minimal 
explanation; it just cannot be done very well. In this sense, I don't see a 'need' for 
anything further; C&R is a logically complete system, just a very slow and 
inefficient one without further development (e.g. understanding the importance of 
explanatory theories).

So let's be clear about your position here: do you think that



* C&R actually *does not account* for the concluding of wide-reaching theories 
after observing relevant data, and induction is required to 'plug the hole' in the 
epistemology.

 or,

* While C&R *works* in the conclusion of wide-reaching theories after observing 
relevant data, it is wildly inefficient, risky, and/or error-prone compared to 
induction.

?

    But essentially, yes, you've put your finger on the
problem as I see it.

OK. And - at the risk of repeating ourselves - you hold that if Chargaff
made observations about his data, and then conjectured a wide-reaching
theory like the first one above, then that conjecture must have been the
end result of an inductive process?

No.  What I'm saying is that Chargaff did *not* conjecture a wide-
reaching theory.  What conjectures he did have at the start of his
nucleic acid research gave no hint that he would encounter the base
ratios he observed.  The "rule" he came up with was not a theory, it
was a generalization of the experimental result.  That was the
inductive part of the process.

OK. So a wide-reaching idea, *if it is the result of an inductive process*, is not a 
conjecture?

Once the explanatory
theory was in place, you didn't need induction to predict that newly
discovered species would adhere to the rule, because the theory that
predicts all life of Earth will follow the rule.  But before the
theory, only induction could make that prediction.

Expanding on "only induction could make that prediction": so, without an inductive 
process, a wide-reaching predictive idea like "newly discovered species will 
adhere to Chargaff's rule" *cannot be made in any other way?*

Bear in mind that I can conjecture a potentially extremely wide-reaching
theory - "The DNA of all alien species will also contain matched base



pairs in a 1:1 ratio" - without any prior observations or data about
alien species. I'm not claiming that the theory is true, just that I can
conjecture it. Do you agree that, with *no* observations, my
conjecturing of this "generalized" or wide-reaching theory cannot be the
end result of an inductive process?

I agree.  That is not induction.

OK, good. So you agree that I just made a wide-reaching predictive idea, and that 
it wasn't the result of an inductive process?

The point of the nucleic acid example is that neither Chargaff nor
anyone else conjectured Chargaff's rules until *after* the relevant
observations was made.

Right. So:

* If Chargaff had stated his rule prior to looking at the data, it would have been a 
conjecture.
* Because Chargaff stated his rule *after* looking at the data, it was an induction, 
not a conjecture.
* Therefore, looking at the data removed Chargaff's ability to make conjectures 
about it.

Is this consistent with your position?

- Richard

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] You Cannot Buy Innovation
Date: January 31, 2012 at 8:18 PM

On Jan 31, 2012 5:22 PM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 30 Jan 2012, at 17:02, Elliot Temple wrote:

http://www.asymco.com/2012/01/30/you-cannot-buy-innovation/

R&D expenditures on a stand-alone basis, in absolute or relative terms, do 
not correlate with disruptive growth. Essentially, you cannot buy innovation.

And the reason why you can't buy innovation is that innovation depends on 
knowledge of how to innovate and not primarily on how much money you spend 
on it. With the right knowledge, you can get more done with less money and 
resources. If you don't have the necessary knowledge then throwing money at 
the problem won't solve it.

Money is like voting: it helps to reassign resources and to tell people when 
they're doing something badly. It doesn't explain what they're doing badly or how 
to fix it, understanding what's wrong requires creativity.

Your two paragraphs discuss two different concepts: (1) knowledge of
how to create knowledge and (2) creativity.

And based on they way you presented your argument, you are saying that
(1) and (2) are linked.

So creativity is a function of many things including knowledge of how
to create knowledge.

-- Rami

http://www.asymco.com/2012/01/30/you-cannot-buy-innovation/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Altruism (was: Deutsch's way of thinking IS methodical)
Date: January 31, 2012 at 9:35 PM

On Jan 30, 2012 4:11 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jan 30, 2012, at 1:05 PM, Rami Rustom wrote:

On Mon, Jan 30, 2012 at 2:19 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 12:14 PM, Rami Rustom wrote:

On Mon, Jan 30, 2012 at 2:01 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 11:24 AM, Rami Rustom wrote:

On Mon, Jan 30, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 11:04 AM, Rami Rustom wrote:

On Jan 30, 2012 12:46 PM, "Elliot Temple" <curi@curi.us> wrote:
On Dec 28, 2011, at 11:04 AM, Rami Rustom wrote:

I thought altruism is good.

Do you still think that? If so, what's good about it?

No.

My understanding of selfishness and altruism [at least they way they
are defined below] is that both are bad.

Selfish - acting only in one's own interest [preferences].

Altruistic - acting only in others' interests [preferences].

When interacting with a group, what is moral is to act upon common
preferences of the group. That includes one's own interests and the
interests of each member of the group.

If you always get everything you want, a 100% selfish person would 
agree to that or live that way. So how does this differ from selfishness + 
wisdom?

I'm confused by the first sentence. But your question might have cleared 
it up.

Acting in a group with the common preferences of the group is still



100% selfish because each member gets 100% of what they want. So 
each
person is acting 100% selfishly.

So this is selfishness + the wisdom of finding common preferences of the 
group.

Why do you emphasize "the group"? Which group?

I just mean the people one chooses to be in the presence of at any one 
time.

That's not precise enough.

I may be standing near someone at some time, but not need to coordinate 
most of my activities with them.

So the moral way is selfishness + wisdom[see below].

For many things, the relevant "group" is me, myself and I.

Yes. In which case common preferences don't matter because there is
only your preferences.

It does matter, because my ideas, including preferences, can conflict with 
each other.

Ah self-coercion. See below.

And it is ok for someone to decide not to interact with a group and
instead to be alone. And in this case, he can act selfishly without
negatively affecting others.



I think we need a new term for this. Something that we can use 
instead
of selfish and altruistic.

If you changed your mind, why should other people change their 
minds?

People should realize that (1) acting selfishly [in a group setting]
hurts others which can lead to hurting one's self and (2) acting
altruistically hurts one's self and often hurts others.

I read this as:

1) don't act selfishly
2) don't act non-selfishly

Clarify?

People should realize that acting 100% selfishly is good when and only
when every member of the group is also acting 100% selfishly. And the
only way to do this is to find the common preferences of the group.

Do you mean to say that if someone else acts non-selfishly, then I have to 
change my way of life?

I think you're talking about society. I'm only talking about the
people that you choose to be in the presence of.

Physical presence? Why?

Yes physical presence doesn't matter. See below.

I think that's wrong. Their lifestyle isn't my problem or responsibility. In 
general I can keep living my way regardless of how they live. I can be self-
focussed.

Even in a group that you choose to be in the presence of?



Right. For example the other people at the restaurant where I'm eating: their 
lifestyle isn't my problem or responsibility.

So the moral way is to be self-focussed + have wisdom[see below].

or

People should realize that getting 100% of what they want is good when
and only when every member of the group is also getting 100% of what
they want. And the only way to do this is to find the common
preferences of the group.

Suppose I get what I want, but someone does something dumb so he's not 
getting 100% of what he wants. Now you're saying my life sucks, I have a 
big problem, I need to change, I shouldn't do this?

Oh. I was mainly thinking of one's own children or other adults who
know about how to find common preferences. So I'll rephrase.

People should realize that getting 100% of what they want is good and
always possible no matter if they are alone or with other people.

Each person is responsible for getting what he wants while also
responsible for not coercing others to not get what they want. In this
way, each person is acting 100% selfishly.

What if someone is coerced by my use of free speech?

Can that be considered self-coercion?

yes

Does his flaw hold me hostage so I can't speak my mind? Or may I speak 



even though he finds it coercive?

Absolutely you can speak. He is responsible for his own thoughts and 
emotions.

In the case of children, their parents [or other care givers] are also
responsible for helping them get 100% of what they want.

That's a special case because the parents have responsibilities far beyond 
the regular responsibilities fellow citizens have to each other (e.g. to share 
public sidewalks and walk around each other).

Ok taking the special case of children out for now.

The moral way is:

(1) Each person should act 100% selfishly, i.e. according to their own
preferences.

(2) Each person should make sure that their preferences do not
conflict with each other [this is self-coercion].

(3) If somebody chooses to interact with others, he should make
reasonable attempts to find their common preferences. This could
include self-persuasion which results in changing one's own
preferences. And it could include persuasion which could result in
others changing their preferences. [I'm not including the people that
you happen to be next to at a restaurant or on the street. In this
case, see (4).]

(4) Each person is 100% responsible for their own thoughts and
emotions and 100% not responsible for anybody else's thoughts and
emotions.

Hows that?

In general when we interact with others, we should follow well known rules of 
cooperation such as walking around each other on the sidewalk, using traffic 



lights, and so on.

Ok. What about when traffic lights were new to the world?

We only have to go beyond that, in general, when:

1) there is an exceptional situation

Like when traffic lights were invented?

2) our cooperation is greater, e.g. we work on a joint project

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 1, 2012 at 12:05 AM

On Jan 31, 6:09 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 31 Jan 2012, at 17:34, Steve Push wrote:

On Jan 30, 12:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 30, 2012, at 4:15 AM, Steve Push wrote:

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can you 
notice B in particular, instead of C, D, E, F, G, unless you already have in 
mind, in advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective 
attention. It's taking ideas you already have about what's important and 
then interpreting the world according to them, and seeking out information 
about them.



So we're back to the question: how, in induction, does one choose which 
things to pay selective attention to?

The Popperian answer is we use our ideas, first, to decide which 
observations to make and how to interpret them, second. We guess what's 
important, subject our guesses to criticism to eliminate some errors, and 
then we use them. And then we have some successes and discover some 
problems and improve them.

Induction has things in reverse order (data first, ideas second) but doesn't 
address how that is possible or explain *which* data to focus on.

There are many reasons why we focus on certain objects and events.  In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? 
Which ways of focussing are part of induction and which aren't induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

Knowledge is built into the animal's brain in the same sense in which it is built 
into a heat seeking missile. It's not that the animal or the missile understands 
anything about the world.

First, how do you know what a chicken does or doesn't understand?
Second, even if there is no understanding, learning and generalization
occur.  These are measurable behaviors that have been documented in a
wide range of species.

Rather, both of them instantiate information that has causal effects that result in 
it being copied. The missile causes people to make more missiles by being 



good at shooting down planes. The animal's brain causes copies to be made of 
the knowledge that it contains because genes contain that knowledge and the 
brain causes those genes to be copied.

Generalization in animal behavior is not about copying genes.  It's
about behavioral plasticity.  For example, the chicken may learn to
approach the farmer after he has provided feed several times.  If they
then approach the farmer's wife the first time they see her, that's
generalization.  Such learning is not passed on to future generations
genetically, although in some species, in may be passed on culturally.

In the nucleic acid example, Chargaff focused on the relative amounts
of bases because he wanted to refute the theory that A, C, G, and T
were *all* equal in all species.  His conjecture was that the four
bases would exist in different amounts and that these ratios would
vary from species to species.  He succeeded in refuting the old
theory.

In the process of making these observations, Chargaff also observed
parity between C and G, on one hand, and A and T, on the other.
Although his conjecture helped him look in right place, nothing in his
conjecture prepared him for that observation.  He said he was
surprised by it.  And he had no theory into which he could fit this
observation.  Thus it was called a "rule," which in this case is just
another name for an inductive inference.  He was in effect saying, "I
am assuming these parities are present in all species for no other
reason than that I have observed them in a handful of species."

He doesn't have to assume they're present. He can just conjecture that they are. 
Why choose that conjecture? There are many possible good reasons. It's easy 
to test by doing experiments. If it's true, then it restricts the field of possible 
explanations of the chemistry of DNA, how it stores information and so on. It's 
not clear what any of this has to do with induction.

He could also have conjectured that the parity exists only in the
samples he had already tested.  That conjecture is also easy to test
by doing experiments.  If that conjecture were true, it would also
restrict the field of possible explanations of the chemistry of DNA
(e.g., it couldn’t be a double helix).



The only thing that separates those two assumptions or conclusions or
conjectures or whatever you want to call them is that one generalizes
from the specific instances and the other does not.  Calling
Chargaff’s conclusion a “conjecture” doesn’t make it any more
logically justifiable than an induction.  Indeed, it is just an
induction by another name.

-- Steve



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Popper's conjecture/criticism method
Date: February 1, 2012 at 1:08 AM

On Sun, Jan 8, 2012 at 10:35 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 8, 12:24 pm, Rami Rustom <ramir...@gmail.com> wrote:

All people think (and thus learn) by the Popperian conjecture/criticism
method. Even children.

Below is a true story:

Two siblings of age 4 years and 2.5 years live in a western country. They
go on a trip to an Islamic country and they hear the call to prayer being
said loud on speakers (which doesn't happen where they live).

The older sibling is interested in this difference, this error, i.e. an
interesting problem.

The 4 year old conjectures:

I think god here is different than god there.

The 2.5 year old criticizes:

I think they are the same.

So how does the mind do this conjecture/criticism method?

As David Deutsch eludes

Did you mean "alludes"?

If so did you mean something like "hints at" or more like "mentions
without discussing at length"? You didn't mean making allusions, I
think.

You can avoid this kind of problem by using simple language to
increase clarity and information successfully communicated. Avoid
impressive words and use words with well known and specific meanings.



to in a TCS article regarding how he thinks,
conjectures should be very random. _Creativity and Untidiness_:
http://www.takingchildrenseriously.com/node/95

So the unconscious is responsible conjecturing a thought and in this
phase, irrationality is acceptable and unavoidable.

Why would irrationality be good or unavoidable?

I think rational thinking is possible, and deviations can never be
expected to improve anything.

This step is very
chaotic. This is good and very necessary.

-- Then the unconscious serves the thought up to the conscious.

The conscious is responsible for criticizing and in this phase
rationality is necessary. This step is more ordered, although its not
necessary to be extremely ordered. Why? Because other people will be
providing more criticisms. And it would be bad to try to be too
ordered because it might keep you from presenting your conjecture to
the world, in which case other people would not be able to provide
criticisms, which is bad. But why do we want criticisms? Because
criticisms reveal errors. But why do we want errors? Because errors
are learning tools, i.e they cause more learning.

Lets define it more clearly:

1. The unconscious is responsible for creating conjectures (which
includes conjectured-criticisms) and in this phase, irrationality is
acceptable and unavoidable. This step is very chaotic.

-- Then the unconscious serves the thought (a conjecture or a
conjectured-criticism) up to the conscious.

2. The conscious is responsible for criticizing the thought, and in
this phase, rationality is necessary. And if the thought is a...
* conjecture, then the conscious should not attempt to limit entropy.

http://www.takingchildrenseriously.com/node/95


Using the word "entropy" instead of repeating "chaos" is a mistake
called (in)elegant variation.

http://en.wikipedia.org/wiki/Elegant_variation

And entropy is best known as a physics word. Transplanting it without
explanation makes your ideas harder to understand.

This step is chaotic but [by its nature] is less chaotic than compared
to step 1.
* conjectured-criticism, then the conscious should attempt to limit
entropy [but not too much]. This step is more ordered.

So the conscious should maximize [as much as possible] the entropy in
2a and minimize [not too much] the entropy in 2b.

And about the term *phase*. It could be replaced with *step*, but
*step* seems to suggest that it is instantaneous, i.e. one connection,
i.e. one thought whereby *phase* allows for longer periods of time,
i.e. thought trains. I think *phase* is more accurate than *step*.

---

So this is the mind's method of learning [thinking], it is Popper's
conjecture/criticism method. And what we do on this site is the same
thing, just on a larger scale, i.e. with another level of emergence.

Within this site, we are in a bubble. Inside the bubble we are
creating knowledge using the same method that our own minds use. We
have 125 people here. Thats 125 minds conjecturing and criticizing in
unison.

No, we have diversity too.

Some are not reading the posts, some read without much thinking, some
think out of sync.

So this site is a mind, a *societal mind* whose power is equal
to 125 single minds.

http://en.wikipedia.org/wiki/Elegant_variation


I don't think they add up linearly like that. Nor do I agree each mind
has an equal value of 1.

But outside this bubble, not much is going on. 6,000,000,000 people
that are not working in unison. Not much knowledge is being created
outside this bubble.

I'd venture rather more knowledge is being created *everywhere else* than here.

Just for a start, 99.999% of science isn't done here. That's hard to
compete with for sheer quantity of knowledge.

So what if we could increase the power of our societal mind? What if
we had a societal mind whose power was equal to 1,000 minds, or
1,000,000 minds?

Any ideas on how to do that?

Better education. TCS. Persuasion.



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 1, 2012 at 2:28 AM

On Jan 31, 8:07 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 1/31/2012 3:53 PM, Steve Push wrote:

If some conjectures are not explanatory, that would strengthen my belief in
the need for inductive reasoning.  When you have an explanatory
theory, you are in a better position to predict what future
observations will be.  But if your conjectures are not explanatory, I
would think you would be more likely to encounter unanticipated
observations that don't relate to any of your prior conjectures.

It sounds like you're confusing what's necessary with what's good.  The
former is a matter of what must be present for an epistemology to work;
the latter is about what must be present for an epistemology to work *well.*

I'm not sure whether it's actually possible to make a *purely*
non-explanatory conjecture, but it's certainly a *bad idea* to make a
lot of not-very-explanatory conjectures. The more a conjecture carries
an explanation, the greater the opportunity to realise that it is wrong.
In this sense, if we were making conjectures whilst minimizing
explanation, then we would be playing a very risky game, as we'd be
almost entirely blind to the wrongness of our ideas. In this sense,
there is definitely a 'need' for something beyond non-explanatory
theories if we are to actually make significant progress and not make
fatal errors - and that something is, of course, explanation. Popper
said our ideas should die in our place, but it's hard to kill them when
they're so insubstantial.

However, this has no bearing on C&R as a framework. Non-explanatory
theories can still be criticized, such as on their internal consistency
- "this is gibberish" or "this is self-contradictory" - or, in some
cases, by examining their correspondence to the facts; observing that I
died after drinking from a stream *is* a criticism of my claim "I will
not die from drinking from this stream," albeit not one that helps me
very much. There is no part of C&R that "cannot be done" with minimal
explanation; it just cannot be done very well. In this sense, I don't
see a 'need' for anything further; C&R is a logically complete system,



just a very slow and inefficient one without further development (e.g.
understanding the importance of explanatory theories).

So let's be clear about your position here: do you think that

* C&R actually *does not account* for the concluding of wide-reaching
theories after observing relevant data, and induction is required to
'plug the hole' in the epistemology.

  or,

* While C&R *works* in the conclusion of wide-reaching theories after
observing relevant data, it is wildly inefficient, risky, and/or
error-prone compared to induction.

?

Neither.  I believe C&R works in developing wide-ranging theories.  In
fact, I see no reason *in principle* that C&R couldn’t be used to
develop such theories without the need for induction.  But in practice
there are situations in which induction is used.  One such situation
is when people make novel, unanticipated observations that don’t
refute or criticize or corroborate a prior conjecture.  In such
situations we often draw general conclusions from a limit number of
observations.  Such conclusions can be useful in theory development.

    But essentially, yes, you've put your finger on the
problem as I see it.

OK. And - at the risk of repeating ourselves - you hold that if Chargaff
made observations about his data, and then conjectured a wide-reaching
theory like the first one above, then that conjecture must have been the
end result of an inductive process?

No.  What I'm saying is that Chargaff did *not* conjecture a wide-
reaching theory.  What conjectures he did have at the start of his
nucleic acid research gave no hint that he would encounter the base
ratios he observed.  The "rule" he came up with was not a theory, it
was a generalization of the experimental result.  That was the
inductive part of the process.

OK. So a wide-reaching idea, *if it is the result of an inductive



process*, is not a conjecture?

No.  It’s a conjecture, even if it results from an inductive process.
Induction is just one of many ways to develop conjectures.

Once the explanatory
theory was in place, you didn't need induction to predict that newly
discovered species would adhere to the rule, because the theory that
predicts all life of Earth will follow the rule.  But before the
theory, only induction could make that prediction.

Expanding on "only induction could make that prediction": so, without an
inductive process, a wide-reaching predictive idea like "newly
discovered species will adhere to Chargaff's rule" *cannot be made in
any other way?*

No.  The double helix theory makes that prediction too.  If Chargaff
had somehow hit on the double helix theory *before* he made his
observations, he wouldn’t have needed to induce his rules.  It’s very
unlikely, however, that anyone would have guessed the double helix
theory given the state of knowledge in 1945, when Chargaff started his
nucleic acid research.  In the absence of a theory or conjecture that
predicted the parities, Chargaff induce the rules, which in turn
enabled Watson and Crick to conjecture the double helix theory.

Bear in mind that I can conjecture a potentially extremely wide-reaching
theory - "The DNA of all alien species will also contain matched base
pairs in a 1:1 ratio" - without any prior observations or data about
alien species. I'm not claiming that the theory is true, just that I can
conjecture it. Do you agree that, with *no* observations, my
conjecturing of this "generalized" or wide-reaching theory cannot be the
end result of an inductive process?

I agree.  That is not induction.

OK, good. So you agree that I just made a wide-reaching predictive idea,
and that it wasn't the result of an inductive process?

Well, *you* didn’t use an induction.  But your conjecture was
ultimately derived from Chargaff’s induction.  You wouldn’t know about



the parity rule is if it weren’t for Chargaff's work.

The point of the nucleic acid example is that neither Chargaff nor
anyone else conjectured Chargaff's rules until *after* the relevant
observations was made.

Right. So:

* If Chargaff had stated his rule prior to looking at the data, it would
have been a conjecture.

Yes.

* Because Chargaff stated his rule *after* looking at the data, it was
an induction, not a conjecture.

Yes.

* Therefore, looking at the data removed Chargaff's ability to make
conjectures about it.

No.  After making his induction, Chargaff and others could build new
conjectures based on the induction and other information.

-- Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: February 1, 2012 at 3:29 AM

On 1 Feb 2012, at 05:05, Steve Push wrote:

On Jan 31, 6:09 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 31 Jan 2012, at 17:34, Steve Push wrote:

On Jan 30, 12:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 30, 2012, at 4:15 AM, Steve Push wrote:

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can you 
notice B in particular, instead of C, D, E, F, G, unless you already have in 
mind, in advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective 



attention. It's taking ideas you already have about what's important and 
then interpreting the world according to them, and seeking out 
information about them.

So we're back to the question: how, in induction, does one choose which 
things to pay selective attention to?

The Popperian answer is we use our ideas, first, to decide which 
observations to make and how to interpret them, second. We guess 
what's important, subject our guesses to criticism to eliminate some 
errors, and then we use them. And then we have some successes and 
discover some problems and improve them.

Induction has things in reverse order (data first, ideas second) but doesn't 
address how that is possible or explain *which* data to focus on.

There are many reasons why we focus on certain objects and events.  In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? 
Which ways of focussing are part of induction and which aren't induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

Knowledge is built into the animal's brain in the same sense in which it is built 
into a heat seeking missile. It's not that the animal or the missile understands 
anything about the world.

First, how do you know what a chicken does or doesn't understand?
Second, even if there is no understanding, learning and generalization
occur.  These are measurable behaviors that have been documented in a



wide range of species.

Rather, both of them instantiate information that has causal effects that result 
in it being copied. The missile causes people to make more missiles by being 
good at shooting down planes. The animal's brain causes copies to be made 
of the knowledge that it contains because genes contain that knowledge and 
the brain causes those genes to be copied.

Generalization in animal behavior is not about copying genes.  It's
about behavioral plasticity.  For example, the chicken may learn to
approach the farmer after he has provided feed several times.  If they
then approach the farmer's wife the first time they see her, that's
generalization.  Such learning is not passed on to future generations
genetically, although in some species, in may be passed on culturally.

In the nucleic acid example, Chargaff focused on the relative amounts
of bases because he wanted to refute the theory that A, C, G, and T
were *all* equal in all species.  His conjecture was that the four
bases would exist in different amounts and that these ratios would
vary from species to species.  He succeeded in refuting the old
theory.

In the process of making these observations, Chargaff also observed
parity between C and G, on one hand, and A and T, on the other.
Although his conjecture helped him look in right place, nothing in his
conjecture prepared him for that observation.  He said he was
surprised by it.  And he had no theory into which he could fit this
observation.  Thus it was called a "rule," which in this case is just
another name for an inductive inference.  He was in effect saying, "I
am assuming these parities are present in all species for no other
reason than that I have observed them in a handful of species."

He doesn't have to assume they're present. He can just conjecture that they 
are. Why choose that conjecture? There are many possible good reasons. It's 
easy to test by doing experiments. If it's true, then it restricts the field of 
possible explanations of the chemistry of DNA, how it stores information and 
so on. It's not clear what any of this has to do with induction.

He could also have conjectured that the parity exists only in the
samples he had already tested.  That conjecture is also easy to test



by doing experiments.  If that conjecture were true, it would also
restrict the field of possible explanations of the chemistry of DNA
(e.g., it couldn’t be a double helix).

No, your version of the conjecture wouldn't restrict the possible explanations 
much because it would just say that there is a vast selection of possible 
explanations other than the double helix explanation. It's also not easy to test 
because the ratios could differ by an amount that is smaller than the errors in the 
experiment because you haven't specified any particular ratio.

The only thing that separates those two assumptions or conclusions or
conjectures or whatever you want to call them is that one generalizes
from the specific instances and the other does not.  Calling
Chargaff’s conclusion a “conjecture” doesn’t make it any more
logically justifiable than an induction.  Indeed, it is just an
induction by another name.

The conjecture isn't logically justifiable and doesn't have to be, but it does have to 
stand up to criticism. The conjecture that the specific ratios Chargaff discovered 
are universal is a better conjecture for the reasons I gave above.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Chickens and other animals (was Re: [BoI] BoI on Induction)
Date: February 1, 2012 at 3:38 AM

On 1 Feb 2012, at 05:05, Steve Push wrote:

On Jan 31, 6:09 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 31 Jan 2012, at 17:34, Steve Push wrote:

On Jan 30, 12:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 30, 2012, at 4:15 AM, Steve Push wrote:

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can you 
notice B in particular, instead of C, D, E, F, G, unless you already have in 
mind, in advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective 



attention. It's taking ideas you already have about what's important and 
then interpreting the world according to them, and seeking out 
information about them.

So we're back to the question: how, in induction, does one choose which 
things to pay selective attention to?

The Popperian answer is we use our ideas, first, to decide which 
observations to make and how to interpret them, second. We guess 
what's important, subject our guesses to criticism to eliminate some 
errors, and then we use them. And then we have some successes and 
discover some problems and improve them.

Induction has things in reverse order (data first, ideas second) but doesn't 
address how that is possible or explain *which* data to focus on.

There are many reasons why we focus on certain objects and events.  In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? 
Which ways of focussing are part of induction and which aren't induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

Knowledge is built into the animal's brain in the same sense in which it is built 
into a heat seeking missile. It's not that the animal or the missile understands 
anything about the world.

First, how do you know what a chicken does or doesn't understand?



No chicken has ever learned English, or maths, or physics, or art, or any one of a 
million other things that human beings can learn. One explanation, which hasn't 
been refuted, is that chickens can't create knowledge.

Second, even if there is no understanding, learning and generalization
occur.  These are measurable behaviors that have been documented in a
wide range of species.

If I set my computer to display the time in seconds, it keeps doing this until I tell it 
not to. Why? Because that's what it's programmed to do. It has nothing to do with 
the computer figuring out anything.

Rather, both of them instantiate information that has causal effects that result 
in it being copied. The missile causes people to make more missiles by being 
good at shooting down planes. The animal's brain causes copies to be made 
of the knowledge that it contains because genes contain that knowledge and 
the brain causes those genes to be copied.

Generalization in animal behavior is not about copying genes.  It's
about behavioral plasticity.  For example, the chicken may learn to
approach the farmer after he has provided feed several times.  If they
then approach the farmer's wife the first time they see her, that's
generalization.  Such learning is not passed on to future generations
genetically, although in some species, in may be passed on culturally.

To the extent that this happens it is a result of behaviour parsing and similar 
processes BoI, pp. 407-409.

Alan



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Re: Popper's conjecture/criticism method
Date: February 1, 2012 at 6:47 AM

On Feb 1, 2012 12:08 AM, "Anonymous Person" 
<unattributedemail@gmail.com> wrote:

On Sun, Jan 8, 2012 at 10:35 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 8, 12:24 pm, Rami Rustom <ramir...@gmail.com> wrote:

All people think (and thus learn) by the Popperian conjecture/criticism
method. Even children.

Below is a true story:

Two siblings of age 4 years and 2.5 years live in a western country. They
go on a trip to an Islamic country and they hear the call to prayer being
said loud on speakers (which doesn't happen where they live).

The older sibling is interested in this difference, this error, i.e. an
interesting problem.

The 4 year old conjectures:

I think god here is different than god there.

The 2.5 year old criticizes:

I think they are the same.

So how does the mind do this conjecture/criticism method?

As David Deutsch eludes

Did you mean "alludes"?

Yes.

If so did you mean something like "hints at" or more like "mentions
without discussing at length"? You didn't mean making allusions, I
think.



I meant "hints at".

You can avoid this kind of problem by using simple language to
increase clarity and information successfully communicated. Avoid
impressive words and use words with well known and specific meanings.

I agree. But alludes is the only word that popped in my head.

to in a TCS article regarding how he thinks,
conjectures should be very random. _Creativity and Untidiness_:
http://www.takingchildrenseriously.com/node/95

So the unconscious is responsible conjecturing a thought and in this
phase, irrationality is acceptable and unavoidable.

Why would irrationality be good or unavoidable?

I said acceptable not good. It is acceptable and unavoidable because
the unconscious *is* irrational, i.e. it is not truth-seeking. And it
is that way because it is a random thought generator.

The unconscious's method is *good* because sometimes the random
thoughts turn out to be good ones. And it is the job of the conscious
to determine which ones are good and which are bad.

So I'm suggesting that the unconscious is irrational because it does
not attempt to seek truth. It is the conscious that is rational, i.e.
it attempts to criticize the random thoughts from the unconscious.

I think rational thinking is possible, and deviations can never be expected to 
improve anything.

I didn't mean to suggest that the conscious should not think
rationally. I meant that the unconscious produces new ideas and the
conscious may immediately deem the thought irrational, but it should
not quit so quickly. It should let the idea bloom. How? By asking

http://www.takingchildrenseriously.com/node/95


questions about it. Developing it. Modeling it. After much
contemplation, the conscious might deem the idea a good one.

This step is very
chaotic. This is good and very necessary.

-- Then the unconscious serves the thought up to the conscious.

The conscious is responsible for criticizing and in this phase
rationality is necessary. This step is more ordered, although its not
necessary to be extremely ordered. Why? Because other people will be
providing more criticisms. And it would be bad to try to be too
ordered because it might keep you from presenting your conjecture to
the world, in which case other people would not be able to provide
criticisms, which is bad. But why do we want criticisms? Because
criticisms reveal errors. But why do we want errors? Because errors
are learning tools, i.e they cause more learning.

Lets define it more clearly:

1. The unconscious is responsible for creating conjectures (which
includes conjectured-criticisms) and in this phase, irrationality is
acceptable and unavoidable. This step is very chaotic.

-- Then the unconscious serves the thought (a conjecture or a
conjectured-criticism) up to the conscious.

2. The conscious is responsible for criticizing the thought, and in
this phase, rationality is necessary. And if the thought is a...
* conjecture, then the conscious should not attempt to limit entropy.

Using the word "entropy" instead of repeating "chaos" is a mistake
called (in)elegant variation.

http://en.wikipedia.org/wiki/Elegant_variation

Interesting. I came to the conclusion that using different words
[inelegant variation] is good because it increases learning [by the
reader]. Thats what I've noticed when reading other people's writing.

http://en.wikipedia.org/wiki/Elegant_variation


But in this case I didn't do it purposely. My choice of using
different words has become habit.

And entropy is best known as a physics word. Transplanting it without
explanation makes your ideas harder to understand.

But this is a physics situation. The brain and the knowledge contained
within it is a physical system.

I think I've explained the relationship between the brain and mind a
few times on this list. And I didn't want to reexplain here mostly
because I've done a lot of that and I think people would get annoyed
of the re-explanations over and over again. But maybe I didn't use the
term entropy in those explanations.

-- Rami



From: Richard Fine <richard.fine@gmail.com>
Subject: [BoI] The knock-on effect of solving problems in arguments
Date: February 1, 2012 at 9:27 AM

When programming, it is often the case that we try to compile our code
and the compiler produces many errors; however, when we remedy the
first error, all the rest disappear.

This is because the first error was like a misunderstanding: it caused
the compiler to misinterpret all the code that came after the error in
some way.

So, a best practice when dealing with compiler errors is to start at
the top and work your way down, re-compiling after you fix each error.
This saves you from trying to fix code that is actually correct, but
has been misinterpreted by the compiler.

The same is true in philosophy discussions.

It often appears that there are many disagreements between two
positions. However, often most of the disagreements are the logical
consequences of a few disagreements or mistakes "earlier on" in the
argument.

Just like when programming, if these early disagreements or mistakes
can be found and resolved, and then the rest of the argument
re-examined in light of this, many other disagreements and mistakes
disappear.

So it is a best practice in philosophy discussions to focus on the
"earliest" disagreement, in terms of the logical flow of the argument.
Any effort to resolve later disagreements may be completely wasted
once the early disagreement is solved, because the later disagreements
may not even exist once the early disagreement is solved.

However, unlike in programming, philosophical arguments are not always
presented in logical order. The earliest disagreement is often not
even mentioned in the initial argument. So it is necessary to trace
backwards from what is presented in order to understand the logic that
gave rise to it, so that disagreements in that logic can be addressed
first.



Stating premises and expressing an argument in logical order can help
to bypass this, but we are often mistaken about how far back the
disagreement goes, so sometimes even our premises must be back-traced.

A consequence of this is that we should not attempt to respond to
every point presented at once, but to focus on the one single point
that appears to the earliest point in the reasoning that we disagree
with. Choosing not to respond to the other points immediately does not
mean they are being irrevocably ignored; it is always possible to
return to them later, after earlier disagreements have been resolved,
and if they are still disagreements at that time then they will
benefit from a greater understanding of the logical precedents.

Another consequence of this is that it is useful to restate an
argument periodically, to see whether changes in earlier logic have
been taken into account properly. (This is akin to recompiling after
fixing one error).

- Richard

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 1, 2012 at 10:05 AM

On Feb 1, 3:29 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Feb 2012, at 05:05, Steve Push wrote:

On Jan 31, 6:09 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 31 Jan 2012, at 17:34, Steve Push wrote:

On Jan 30, 12:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 30, 2012, at 4:15 AM, Steve Push wrote:

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can you 
notice B in particular, instead of C, D, E, F, G, unless you already have 
in mind, in advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective 



attention. It's taking ideas you already have about what's important and 
then interpreting the world according to them, and seeking out 
information about them.

So we're back to the question: how, in induction, does one choose 
which things to pay selective attention to?

The Popperian answer is we use our ideas, first, to decide which 
observations to make and how to interpret them, second. We guess 
what's important, subject our guesses to criticism to eliminate some 
errors, and then we use them. And then we have some successes and 
discover some problems and improve them.

Induction has things in reverse order (data first, ideas second) but 
doesn't address how that is possible or explain *which* data to focus on.

There are many reasons why we focus on certain objects and events.  In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? 
Which ways of focussing are part of induction and which aren't induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

Knowledge is built into the animal's brain in the same sense in which it is built 
into a heat seeking missile. It's not that the animal or the missile understands 
anything about the world.

First, how do you know what a chicken does or doesn't understand?
Second, even if there is no understanding, learning and generalization
occur.  These are measurable behaviors that have been documented in a



wide range of species.

Rather, both of them instantiate information that has causal effects that result 
in it being copied. The missile causes people to make more missiles by being 
good at shooting down planes. The animal's brain causes copies to be made 
of the knowledge that it contains because genes contain that knowledge and 
the brain causes those genes to be copied.

Generalization in animal behavior is not about copying genes.  It's
about behavioral plasticity.  For example, the chicken may learn to
approach the farmer after he has provided feed several times.  If they
then approach the farmer's wife the first time they see her, that's
generalization.  Such learning is not passed on to future generations
genetically, although in some species, in may be passed on culturally.

In the nucleic acid example, Chargaff focused on the relative amounts
of bases because he wanted to refute the theory that A, C, G, and T
were *all* equal in all species.  His conjecture was that the four
bases would exist in different amounts and that these ratios would
vary from species to species.  He succeeded in refuting the old
theory.

In the process of making these observations, Chargaff also observed
parity between C and G, on one hand, and A and T, on the other.
Although his conjecture helped him look in right place, nothing in his
conjecture prepared him for that observation.  He said he was
surprised by it.  And he had no theory into which he could fit this
observation.  Thus it was called a "rule," which in this case is just
another name for an inductive inference.  He was in effect saying, "I
am assuming these parities are present in all species for no other
reason than that I have observed them in a handful of species."

He doesn't have to assume they're present. He can just conjecture that they 
are. Why choose that conjecture? There are many possible good reasons. It's 
easy to test by doing experiments. If it's true, then it restricts the field of 
possible explanations of the chemistry of DNA, how it stores information and 
so on. It's not clear what any of this has to do with induction.

He could also have conjectured that the parity exists only in the



samples he had already tested.  That conjecture is also easy to test
by doing experiments.  If that conjecture were true, it would also
restrict the field of possible explanations of the chemistry of DNA
(e.g., it couldn’t be a double helix).

No, your version of the conjecture wouldn't restrict the possible explanations 
much because it would just say that there is a vast selection of possible 
explanations other than the double helix explanation. It's also not easy to test 
because the ratios could differ by an amount that is smaller than the errors in 
the experiment because you haven't specified any particular ratio.

The conjecture that the 1:1 parity exists only in the samples tested
so far would have been just as easy to test as the conjecture that the
parity is universal.  In either case, one contrary observation would
have refuted the conjecture.

I don’t see how either conjecture would have restricted the range of
possible explanations more than the other.  Parity would have ruled
out all possible DNA structures in which non-parity may exist, but non-
parity would have ruled out all structures in which parity must
exist.  In 1950, before the x-ray crystallography data and the double
helix theory, how could Chargaff have quantified those two sets of
possible structures?  (I saw no evidence in his papers that he even
tried to quantity them.)  What’s more, the conjectured parity might
have had no causal effect on DNA structure.  It could, for example,
have been the result of selection pressure, accidental proximity on
the DNA molecule, or accidental parity at the time the first DNA
molecule evolved.  At the time Chargaff formulated his rule, the
possibilities would have been endless.

The only thing that separates those two assumptions or conclusions or
conjectures or whatever you want to call them is that one generalizes
from the specific instances and the other does not.  Calling
Chargaff’s conclusion a “conjecture” doesn’t make it any more
logically justifiable than an induction.  Indeed, it is just an
induction by another name.

The conjecture isn't logically justifiable and doesn't have to be, but it does have 
to stand up to criticism. The conjecture that the specific ratios Chargaff 
discovered are universal is a better conjecture for the reasons I gave above.



What do you mean by stand up to criticism?  If you mean “pass a
critical test,” neither possible conjecture had done that in 1950.  If
you mean “be open to possible refutation,” both conjectures would have
been so open.

But I’m particularly interested in your suggestion that a Popperian
conjecture doesn’t have to be logically justifiable.  If the only
logical justification of a proposition is criticism, propositions
derived through inductive inference can be justified just as well as
propositions derived by any other means.

-- Steve



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: Subjective Experiences (was: [BoI] Re: Weighing Evidence (was: 
Animal Pain))
Date: February 1, 2012 at 2:06 PM

On Sat, Jan 21, 2012 at 5:05 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

None of us have said that
non-human animals don't experience pain.

But we have said that only humans experience distress or any other
subjective experience.

Subjective experiences are a result of ideas. Our ideas are what cause
humans to experience things differently, i.e. subjectively.

But non-human animals do not have ideas in their minds and thus they
can not experience anything subjectively.

This is a common misuse of the concept of "subjective".

Nothing is subjective. We objectively have ideas which objectively
matter and objectively effect what we objectively experience.

Some things are contextual -- e.g. what we deem a solution depends on
our problem situation -- but that is very different than subjective.

All children and dogs have a natural
inclination for their parent's [master's] physical affection.

By "natural" you mean genetically inborn?

And by "all" you mean there is no possibility of choice or deviation?

And by "dogs" you mean that your argument for the truth of this in
people is an analogy with dogs?



The person [master/parent] is sometimes busy and that causes him
to yell at the child and dog.

Being busy does not cause yelling. Being *immoral* causes the yelling.

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: [BoI] Movie _In Time_: A satirical hyperbole mocking capitalism
Date: February 1, 2012 at 9:16 PM

I just watched _In Time_. I liked the movie overall. But here are some
problems.

The movie assumes that socio-economics is zero sum.

In the movie, we have the technology to stop aging. The currency is time,
not money. Anyone can live forever, if they had enough currency. Everything
is purchased with time. So the poor die often. And the rich live for
centuries. There is a repeating line in the film which is "For some to live
forever, some must die."  This is zero sum.

I think that when we do gain the technology to stop aging, everyone who
wanted it could afford it. This is non zero sum.

So this movie is similar to a book written pre-1800 called _A Modest
Proposal_: http://en.m.wikipedia.org/wiki/A_Modest_Proposal.

On another note, one of the lines in the firm was something about
"Darwinian Capitalism". I was surprised that they didn't say "Neo-Darwinian
Capitalism".

-- Rami

-- 

http://en.m.wikipedia.org/wiki/A_Modest_Proposal


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 2, 2012 at 1:16 AM

On Feb 1, 3:29 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Feb 2012, at 05:05, Steve Push wrote:

On Jan 31, 6:09 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 31 Jan 2012, at 17:34, Steve Push wrote:

On Jan 30, 12:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 30, 2012, at 4:15 AM, Steve Push wrote:

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can you 
notice B in particular, instead of C, D, E, F, G, unless you already have 
in mind, in advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective 



attention. It's taking ideas you already have about what's important and 
then interpreting the world according to them, and seeking out 
information about them.

So we're back to the question: how, in induction, does one choose 
which things to pay selective attention to?

The Popperian answer is we use our ideas, first, to decide which 
observations to make and how to interpret them, second. We guess 
what's important, subject our guesses to criticism to eliminate some 
errors, and then we use them. And then we have some successes and 
discover some problems and improve them.

Induction has things in reverse order (data first, ideas second) but 
doesn't address how that is possible or explain *which* data to focus on.

There are many reasons why we focus on certain objects and events.  In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? 
Which ways of focussing are part of induction and which aren't induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

Knowledge is built into the animal's brain in the same sense in which it is built 
into a heat seeking missile. It's not that the animal or the missile understands 
anything about the world.

First, how do you know what a chicken does or doesn't understand?
Second, even if there is no understanding, learning and generalization
occur.  These are measurable behaviors that have been documented in a



wide range of species.

Rather, both of them instantiate information that has causal effects that result 
in it being copied. The missile causes people to make more missiles by being 
good at shooting down planes. The animal's brain causes copies to be made 
of the knowledge that it contains because genes contain that knowledge and 
the brain causes those genes to be copied.

Generalization in animal behavior is not about copying genes.  It's
about behavioral plasticity.  For example, the chicken may learn to
approach the farmer after he has provided feed several times.  If they
then approach the farmer's wife the first time they see her, that's
generalization.  Such learning is not passed on to future generations
genetically, although in some species, in may be passed on culturally.

In the nucleic acid example, Chargaff focused on the relative amounts
of bases because he wanted to refute the theory that A, C, G, and T
were *all* equal in all species.  His conjecture was that the four
bases would exist in different amounts and that these ratios would
vary from species to species.  He succeeded in refuting the old
theory.

In the process of making these observations, Chargaff also observed
parity between C and G, on one hand, and A and T, on the other.
Although his conjecture helped him look in right place, nothing in his
conjecture prepared him for that observation.  He said he was
surprised by it.  And he had no theory into which he could fit this
observation.  Thus it was called a "rule," which in this case is just
another name for an inductive inference.  He was in effect saying, "I
am assuming these parities are present in all species for no other
reason than that I have observed them in a handful of species."

He doesn't have to assume they're present. He can just conjecture that they 
are. Why choose that conjecture? There are many possible good reasons. It's 
easy to test by doing experiments. If it's true, then it restricts the field of 
possible explanations of the chemistry of DNA, how it stores information and 
so on. It's not clear what any of this has to do with induction.

He could also have conjectured that the parity exists only in the



samples he had already tested.  That conjecture is also easy to test
by doing experiments.  If that conjecture were true, it would also
restrict the field of possible explanations of the chemistry of DNA
(e.g., it couldn’t be a double helix).

No, your version of the conjecture wouldn't restrict the possible explanations 
much because it would just say that there is a vast selection of possible 
explanations other than the double helix explanation. It's also not easy to test 
because the ratios could differ by an amount that is smaller than the errors in 
the experiment because you haven't specified any particular ratio.

The only thing that separates those two assumptions or conclusions or
conjectures or whatever you want to call them is that one generalizes
from the specific instances and the other does not.  Calling
Chargaff’s conclusion a “conjecture” doesn’t make it any more
logically justifiable than an induction.  Indeed, it is just an
induction by another name.

The conjecture isn't logically justifiable and doesn't have to be, but it does have 
to stand up to criticism. The conjecture that the specific ratios Chargaff 
discovered are universal is a better conjecture for the reasons I gave above.

According to Chargaff's autobiography, he didn't conjecture that the
parities were universal for the reasons you stated.  He was trying to
disprove the tetranucleotide hypothesis, which greatly restricted the
field of possible explanations of the chemistry of DNA.  His bias was
in the opposite direction; he wanted to demonstrate the diversity of
DNA, to show that it was different in each species.  He accepted what
became known as Chargaff's rules reluctantly and only because that's
where the data led him.  As he put it, the regularities "emerged" from
the data.  (Chargaff, E.  Heraclitean Fire: Sketches from a Life
before Nature.  Rockefeller University Press, 1978).

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: Re: Subjective Experiences (was: [BoI] Re: Weighing Evidence (was: 
Animal Pain))
Date: February 2, 2012 at 2:21 AM

On Jan 21, 8:05 am, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 11, 2012 8:28 AM, "Steve Push" <stephen.p...@gmail.com> wrote:

On Jan 11, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:
On Wed, Jan 11, 2012 at 7:33 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 11, 3:05 am, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 7:54 PM, Steve Push wrote:

On Jan 10, 5:39 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 10, 2012, at 8:26 AM, Steve Push wrote:

I take a position similar to that expressed in the NRC report:

1)  The weight of the scientific evidence suggests that mammals at
least can experience pain and distress.

But the approach of the weight of the evidence is refuted in BoI. In 
particular, in the Choices chapter; rational choices are not made by 
weighing. Do you have any comment on that, such as a criticism of 
Deutsch's argument?

I have no criticism of Deutsch’s argument in the Choices chapter.  It
is a very interesting and convincing argument about the benefit of
plurality political systems.  Much of it is irrelevant to the topic of
this thread, but the brief passages that are relevant appear to
support my point of view on animal pain.

The chapter argues that rational choices are not made by weighing 
(evidence or anything else). That is not how you figure out what is best. 
You state that you agree with Deutsch, yet you made an argument in terms 
of the weight of evidence. That is disagreement with the chapter, not 
agreement.

I assume you referred to this chapter because my comment about the



“weight of the evidence” reminded you of Deutsch’s comments about the
misconception that problems can be solved by “weighing.”  I was not
advocating weighing in the sense used by Deutsch.

No, he discussed, criticized and rejected the type of weighing you brought 
up: weighing evidence.

 I maintain that the
idea that animals can feel pain is a “good explanation” and is
irreconcilable with the position that animals cannot feel pain.  Thus
we cannot resolve this problem by, as Deutsch points out, “creating a
weighted average of [our] proposals.”

Right, you didn't say that. You wanted to use weighing for something else: 
to judge that some evidence outweighs its rivals.

It was the use of weighing you brought up, not the one that hadn't come 
up, that I objected to.

Let's take a look at what BoI says:

rational thinking does not consist of weighing the justifications of rival 
theories, but of using conjecture and criticism to seek the best 
explanation

When you talk about the weight of evidence, that is exactly the thing he is 
criticizing.

Here's another passage:

To choose an option, rationally, is to choose the associated explanation. 
Therefore, rational decision-making consists not of weighing evidence but 
of explaining it, in the course of explaining the world. One judges 
arguments as explanations, not justifications, and one does this 
creatively, using conjecture, tempered by every kind of criticism.

Notice how Deutsch explicitly criticizes "weighing evidence".



So how can you claim he was criticizing some other type of weighing, not 
the one you were talking about?

Here is another passage where he explicitly brings up weighing evidence 
in particular:

Consider that supposed weighing process. Each piece of evidence, 
including each feeling, prejudice, value, axiom, argument and so on, 
depending on what ‘weight’ it had in that person’s mind, would contribute 
that amount to that person’s ‘preferences’ between various explanations.

Note the word "supposed": if you read the context you'll find he disagrees 
with this idea.

And here again is Deutsch being very explicit:

Common sense says that one ‘weighs’ them – or weighs the evidence 
that their arguments present. This is an ancient metaphor. Statues of 
Justice have carried scales since antiquity. More recently, inductivism has 
cast scientific thinking in the same mould, saying that scientific theories 
are chosen, justified and believed – and somehow even formed in the 
first place – according to the ‘weight of evidence’ in their favor.

Here he brings up "weight of evidence" as well as "weighs the evidence". 
He then goes on to criticize and reject this.

Did you miss all these passages? I don't understand your claim that 
Deutsch was criticizing some other type of weighing but not evidence 
weighing.

That's not how I interpreted what Deutsch wrote.  I am assuming that
he is *not* implying that evidence doesn't count.  I agree that, if
you have evidence both for an against a proposition, you can't "weigh"
the evidence to determine whether the proposition is true.  Since the
proposition "non-human mammals can feel pain" cannot be both true and
false, there cannot be *good* evidence on both sides.  In the end, one
side or the other must have no reliable evidence at all.



When I used the "weight" metaphor, I meant evaluating the veracity of
the evidence, not putting it on a scale.  In hindsight, it was a
poorly chosen metaphor, because it caused confusion rather then
understanding.  I don't think Deutsch would object to evaluating
evidence, but if he did, I would disagree with that position.

There is lots of good evidence for the proposition that animals can
feel pain.  There is *no* good evidence for the proposition that
animals cannot feel pain.  I'm not rejecting your proposition because
your evidence doesn't "weigh" enough; I'm rejecting it because you
have *no* evidence.

But none of us has said that non-humans don't experience *pain*. In
fact we have said the opposite; that they do experience *pain*. And
that only humans experience *distress*, i.e. suffering because of the
mental processing of ideas.

That may be *your* position.  If so, our differences may be semantic.

But others here have been opposing the the idea that animals can feel
pain, distress, or any other subjective experience.

Btw, I you're mistaken on this point. None of us have said that
non-human animals don't experience pain.

But we have said that only humans experience distress or any other
subjective experience.

Subjective experiences are a result of ideas. Our ideas are what cause
humans to experience things differently, i.e. subjectively.

But non-human animals do not have ideas in their minds and thus they
can not experience anything subjectively.

Consider this thought experiment. All children and dogs have a natural
inclination for their parent's [master's] physical affection. So lets
say that a person has a child and a dog and that the person has a bad
temper [the reasons why he has a temper don't matter for this
experiment]. So the child and the dog occasionally come to him for



physical affection. The person is sometimes busy and that causes him
to yell at the child and dog. Immediately after doing it, the person
feels bad and regrets doing it but its too late. The child and dog
already received the reaction. What happens to the child and dog? Lets
say this happens many many times over the course of 10 years.

What does the child think? What does that thinking cause in the
child's behavior?

What does the dog think? What does that thinking cause in the dog's behavior?

I wouldn't venture to guess.  I would ask a child what he or she
thinks.  Since the dog cannot tell us about its inner life, we would
have to use indirect evidence, such as behavioral and physiological
changes.

I'm not sure what you mean by subjective experience.  You say animals
feel pain but don't have subjective experiences.  Pain *is* a
subjective experience.  To deny that animals are capable of having
subjective experiences (some might prefer the word "qualia") is to
deny that they *feel* pain, as opposed to responding unfeelingly to
noxious stimuli.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: Re: Chickens and other animals (was Re: [BoI] BoI on Induction)
Date: February 2, 2012 at 2:57 AM

On Feb 1, 3:38 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Feb 2012, at 05:05, Steve Push wrote:

On Jan 31, 6:09 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 31 Jan 2012, at 17:34, Steve Push wrote:

On Jan 30, 12:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 30, 2012, at 4:15 AM, Steve Push wrote:

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can you 
notice B in particular, instead of C, D, E, F, G, unless you already have 
in mind, in advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective 



attention. It's taking ideas you already have about what's important and 
then interpreting the world according to them, and seeking out 
information about them.

So we're back to the question: how, in induction, does one choose 
which things to pay selective attention to?

The Popperian answer is we use our ideas, first, to decide which 
observations to make and how to interpret them, second. We guess 
what's important, subject our guesses to criticism to eliminate some 
errors, and then we use them. And then we have some successes and 
discover some problems and improve them.

Induction has things in reverse order (data first, ideas second) but 
doesn't address how that is possible or explain *which* data to focus on.

There are many reasons why we focus on certain objects and events.  In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? 
Which ways of focussing are part of induction and which aren't induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

Knowledge is built into the animal's brain in the same sense in which it is built 
into a heat seeking missile. It's not that the animal or the missile understands 
anything about the world.

First, how do you know what a chicken does or doesn't understand?



No chicken has ever learned English, or maths, or physics, or art, or any one of 
a million other things that human beings can learn. One explanation, which 
hasn't been refuted, is that chickens can't create knowledge.

Second, even if there is no understanding, learning and generalization
occur.  These are measurable behaviors that have been documented in a
wide range of species.

If I set my computer to display the time in seconds, it keeps doing this until I tell 
it not to. Why? Because that's what it's programmed to do. It has nothing to do 
with the computer figuring out anything.

Rather, both of them instantiate information that has causal effects that result 
in it being copied. The missile causes people to make more missiles by being 
good at shooting down planes. The animal's brain causes copies to be made 
of the knowledge that it contains because genes contain that knowledge and 
the brain causes those genes to be copied.

Generalization in animal behavior is not about copying genes.  It's
about behavioral plasticity.  For example, the chicken may learn to
approach the farmer after he has provided feed several times.  If they
then approach the farmer's wife the first time they see her, that's
generalization.  Such learning is not passed on to future generations
genetically, although in some species, in may be passed on culturally.

To the extent that this happens it is a result of behaviour parsing and similar 
processes BoI, pp. 407-409.

No doubt chickens lack some of the more sophisticated intellectual
abilities of humans, such as language and theory of mind.  But these
abilities are not needed for certain types of learning (e.g., memory
and recall, classical and operant conditioning) and the generalization
that accompanies such learning.

According to the paper cited in BoI, the author believes that behavior
parsing may occur in everyday human behavior as well as in ape
behavior and may be a precursor to "intentional understanding" in
humans.

Generalization (i.e., induction) may be analogous to behavior parsing,



in that it may continue in humans while making higher mental functions
possible.

-- Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: Chickens and other animals (was Re: [BoI] BoI on Induction)
Date: February 2, 2012 at 3:41 AM

On 2 Feb 2012, at 07:57, Steve Push wrote:

There are many reasons why we focus on certain objects and events.  
In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? 
Which ways of focussing are part of induction and which aren't induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

Knowledge is built into the animal's brain in the same sense in which it is 
built into a heat seeking missile. It's not that the animal or the missile 
understands anything about the world.

First, how do you know what a chicken does or doesn't understand?

No chicken has ever learned English, or maths, or physics, or art, or any one 
of a million other things that human beings can learn. One explanation, which 
hasn't been refuted, is that chickens can't create knowledge.

Second, even if there is no understanding, learning and generalization
occur.  These are measurable behaviors that have been documented in a
wide range of species.

If I set my computer to display the time in seconds, it keeps doing this until I 
tell it not to. Why? Because that's what it's programmed to do. It has nothing to 



do with the computer figuring out anything.

Rather, both of them instantiate information that has causal effects that 
result in it being copied. The missile causes people to make more missiles 
by being good at shooting down planes. The animal's brain causes copies 
to be made of the knowledge that it contains because genes contain that 
knowledge and the brain causes those genes to be copied.

Generalization in animal behavior is not about copying genes.  It's
about behavioral plasticity.  For example, the chicken may learn to
approach the farmer after he has provided feed several times.  If they
then approach the farmer's wife the first time they see her, that's
generalization.  Such learning is not passed on to future generations
genetically, although in some species, in may be passed on culturally.

To the extent that this happens it is a result of behaviour parsing and similar 
processes BoI, pp. 407-409.

No doubt chickens lack some of the more sophisticated intellectual
abilities of humans, such as language and theory of mind.  But these
abilities are not needed for certain types of learning (e.g., memory
and recall, classical and operant conditioning) and the generalization
that accompanies such learning.

My computer can "remember" stuff and then reproduce it later and how it 
responds depends on how I have set it. If we're going to call that learning we'll 
need a new term for what humans do when they grasp a new explanation.

According to the paper cited in BoI, the author believes that behavior
parsing may occur in everyday human behavior as well as in ape
behavior and may be a precursor to "intentional understanding" in
humans.

Generalization (i.e., induction) may be analogous to behavior parsing,
in that it may continue in humans while making higher mental functions
possible.

Are you now saying that all generalisation is induction by definition?



Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: February 2, 2012 at 3:54 AM

On 2 Feb 2012, at 06:16, Steve Push wrote:

Induction has things in reverse order (data first, ideas second) but 
doesn't address how that is possible or explain *which* data to focus 
on.

There are many reasons why we focus on certain objects and events.  
In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? 
Which ways of focussing are part of induction and which aren't induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

Knowledge is built into the animal's brain in the same sense in which it is 
built into a heat seeking missile. It's not that the animal or the missile 
understands anything about the world.

First, how do you know what a chicken does or doesn't understand?
Second, even if there is no understanding, learning and generalization
occur.  These are measurable behaviors that have been documented in a
wide range of species.

Rather, both of them instantiate information that has causal effects that 
result in it being copied. The missile causes people to make more missiles 
by being good at shooting down planes. The animal's brain causes copies 



to be made of the knowledge that it contains because genes contain that 
knowledge and the brain causes those genes to be copied.

Generalization in animal behavior is not about copying genes.  It's
about behavioral plasticity.  For example, the chicken may learn to
approach the farmer after he has provided feed several times.  If they
then approach the farmer's wife the first time they see her, that's
generalization.  Such learning is not passed on to future generations
genetically, although in some species, in may be passed on culturally.

In the nucleic acid example, Chargaff focused on the relative amounts
of bases because he wanted to refute the theory that A, C, G, and T
were *all* equal in all species.  His conjecture was that the four
bases would exist in different amounts and that these ratios would
vary from species to species.  He succeeded in refuting the old
theory.

In the process of making these observations, Chargaff also observed
parity between C and G, on one hand, and A and T, on the other.
Although his conjecture helped him look in right place, nothing in his
conjecture prepared him for that observation.  He said he was
surprised by it.  And he had no theory into which he could fit this
observation.  Thus it was called a "rule," which in this case is just
another name for an inductive inference.  He was in effect saying, "I
am assuming these parities are present in all species for no other
reason than that I have observed them in a handful of species."

He doesn't have to assume they're present. He can just conjecture that they 
are. Why choose that conjecture? There are many possible good reasons. 
It's easy to test by doing experiments. If it's true, then it restricts the field of 
possible explanations of the chemistry of DNA, how it stores information and 
so on. It's not clear what any of this has to do with induction.

He could also have conjectured that the parity exists only in the
samples he had already tested.  That conjecture is also easy to test
by doing experiments.  If that conjecture were true, it would also
restrict the field of possible explanations of the chemistry of DNA
(e.g., it couldn’t be a double helix).



No, your version of the conjecture wouldn't restrict the possible explanations 
much because it would just say that there is a vast selection of possible 
explanations other than the double helix explanation. It's also not easy to test 
because the ratios could differ by an amount that is smaller than the errors in 
the experiment because you haven't specified any particular ratio.

The only thing that separates those two assumptions or conclusions or
conjectures or whatever you want to call them is that one generalizes
from the specific instances and the other does not.  Calling
Chargaff’s conclusion a “conjecture” doesn’t make it any more
logically justifiable than an induction.  Indeed, it is just an
induction by another name.

The conjecture isn't logically justifiable and doesn't have to be, but it does have 
to stand up to criticism. The conjecture that the specific ratios Chargaff 
discovered are universal is a better conjecture for the reasons I gave above.

According to Chargaff's autobiography, he didn't conjecture that the
parities were universal for the reasons you stated.  He was trying to
disprove the tetranucleotide hypothesis, which greatly restricted the
field of possible explanations of the chemistry of DNA.  His bias was
in the opposite direction; he wanted to demonstrate the diversity of
DNA, to show that it was different in each species.  He accepted what
became known as Chargaff's rules reluctantly and only because that's
where the data led him.  As he put it, the regularities "emerged" from
the data.  (Chargaff, E.  Heraclitean Fire: Sketches from a Life
before Nature.  Rockefeller University Press, 1978).

He couldn't have come to accept his new theory as a logical consequence of the 
data because it is not a logical consequence of the data, as you have pointed out 
by saying that "He could also have conjectured that the parity exists only in the 
samples he had already tested."

What must have happened is that he had critical standards before he did the 
experiment and the results refuted his former theory in the light of those 
standards. You have not provided any alternative to this at all, nor have you 
provided any argument against it.

Also, if he wanted to make a case for diversity, that means he must have known 
there were other possibilities and been on the lookout for them. Otherwise he 



could not have done his experiments because he wouldn't know what 
observations to do. For example, he might have decided to test it versus the 
theory "the ratios will show diversity except when I observe them because the 
DNA fairy will change the ratios when I observe them." In that case he would 
have to ask other people to do some experiments for him. Or he might have 
decided to test it versus the theory "DNA is diverse except when there is 
radiation, or teratogens because those selectively destroy some combinations of 
bases and not others" and under those circumstances he would do a different 
test.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: Chickens and other animals (was Re: [BoI] BoI on Induction)
Date: February 2, 2012 at 4:28 AM

On Feb 1, 2012, at 11:57 PM, Steve Push wrote:

On Feb 1, 3:38 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Feb 2012, at 05:05, Steve Push wrote:

On Jan 31, 6:09 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 31 Jan 2012, at 17:34, Steve Push wrote:

On Jan 30, 12:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 30, 2012, at 4:15 AM, Steve Push wrote:

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can 
you notice B in particular, instead of C, D, E, F, G, unless you already 
have in mind, in advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then



Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective 
attention. It's taking ideas you already have about what's important 
and then interpreting the world according to them, and seeking out 
information about them.

So we're back to the question: how, in induction, does one choose 
which things to pay selective attention to?

The Popperian answer is we use our ideas, first, to decide which 
observations to make and how to interpret them, second. We guess 
what's important, subject our guesses to criticism to eliminate some 
errors, and then we use them. And then we have some successes and 
discover some problems and improve them.

Induction has things in reverse order (data first, ideas second) but 
doesn't address how that is possible or explain *which* data to focus 
on.

There are many reasons why we focus on certain objects and events.  
In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? 
Which ways of focussing are part of induction and which aren't induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

Knowledge is built into the animal's brain in the same sense in which it is 



built into a heat seeking missile. It's not that the animal or the missile 
understands anything about the world.

First, how do you know what a chicken does or doesn't understand?

No chicken has ever learned English, or maths, or physics, or art, or any one 
of a million other things that human beings can learn. One explanation, which 
hasn't been refuted, is that chickens can't create knowledge.

Second, even if there is no understanding, learning and generalization
occur.  These are measurable behaviors that have been documented in a
wide range of species.

If I set my computer to display the time in seconds, it keeps doing this until I 
tell it not to. Why? Because that's what it's programmed to do. It has nothing to 
do with the computer figuring out anything.

Rather, both of them instantiate information that has causal effects that 
result in it being copied. The missile causes people to make more missiles 
by being good at shooting down planes. The animal's brain causes copies 
to be made of the knowledge that it contains because genes contain that 
knowledge and the brain causes those genes to be copied.

Generalization in animal behavior is not about copying genes.  It's
about behavioral plasticity.  For example, the chicken may learn to
approach the farmer after he has provided feed several times.  If they
then approach the farmer's wife the first time they see her, that's
generalization.  Such learning is not passed on to future generations
genetically, although in some species, in may be passed on culturally.

To the extent that this happens it is a result of behaviour parsing and similar 
processes BoI, pp. 407-409.

No doubt chickens lack some of the more sophisticated intellectual
abilities of humans, such as language and theory of mind.  But these
abilities are not needed for certain types of learning (e.g., memory
and recall, classical and operant conditioning) and the generalization
that accompanies such learning.



Do you agree that your claims in this paragraph contradict BoI's take on 
*universality* and the *jump* to universality?

By positing a substantial middle ground (in between near-zero functionality and 
universality), you contradict the jump (by claiming there are a bunch of types of 
learning that chickens do without jumping to universality). Agreed?

If you agree, the next question is where BoI goes wrong (preferably tell us the 
*first* relevant place it goes wrong, with a page number and a criticism).

If you disagree that you've contradicted BoI, then please explain how your claims 
are compatible with BoI without arguing with anything in BoI.

Also, btw, we only consider things "learning" if they create knowledge. I don't 
know if you're using the word the same way or differently. If differently please 
clarify what you mean. I don't see how "memory and recall" qualifies as learning, 
unless it refers to something like "create knowledge and then remember it". But if 
it just means "being as impressive as a hard drive, which is very good at memory 
and recall" then that isn't learning; hard drives don't learn.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Subjective Experiences (was: [BoI] Re: Weighing Evidence (was: 
Animal Pain))
Date: February 2, 2012 at 8:17 AM

On Feb 1, 2012 1:06 PM, "Anonymous Person" <unattributedemail@gmail.com> 
wrote:

On Sat, Jan 21, 2012 at 5:05 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

None of us have said that
non-human animals don't experience pain.

But we have said that only humans experience distress or any other
subjective experience.

Subjective experiences are a result of ideas. Our ideas are what cause
humans to experience things differently, i.e. subjectively.

But non-human animals do not have ideas in their minds and thus they
can not experience anything subjectively.

This is a common misuse of the concept of "subjective".

Nothing is subjective. We objectively have ideas which objectively
matter and objectively effect what we objectively experience.

I don't know what you mean. As I understand it, subjective just means
mind-dependent [human minds that is]. Why is this important? Because
no two human mind's are the alike. Their ideas are so vastly different
that their interpretations of their sense data is different too.

Some things are contextual -- e.g. what we deem a solution depends on
our problem situation -- but that is very different than subjective.

But the contextual aspect of the problem-situation does not account
for a human mind's ideas, i.e. the way that it interprets the
problem-situation.



All children and dogs have a natural
inclination for their parent's [master's] physical affection.

By "natural" you mean genetically inborn?

Yes. But I changed my mind. (see below)

And by "all" you mean there is no possibility of choice or deviation?

Hmm. I think you're right. Not all children have an inclination for
their parent's physical affection.

And by "dogs" you mean that your argument for the truth of this in
people is an analogy with dogs?

I don't know what you mean. But I wasn't using an analogy.

The person [master/parent] is sometimes busy and that causes him
to yell at the child and dog.

Being busy does not cause yelling. Being *immoral* causes the yelling.

Immoral yes. If a person has irrational ideas, he can choose to act immorally.

-- Rami

-- 



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Subjective Experiences (was: [BoI] Re: Weighing Evidence (was: 
Animal Pain))
Date: February 2, 2012 at 8:38 AM

On Thu, Feb 2, 2012 at 1:21 AM, Steve Push <stephen.push@gmail.com> wrote:
On Jan 21, 8:05 am, Rami Rustom <ramir...@gmail.com> wrote:

On Jan 11, 2012 8:28 AM, "Steve Push" <stephen.p...@gmail.com> wrote:
On Jan 11, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:

On Wed, Jan 11, 2012 at 7:33 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

There is lots of good evidence for the proposition that animals can
feel pain.  There is *no* good evidence for the proposition that
animals cannot feel pain.  I'm not rejecting your proposition because
your evidence doesn't "weigh" enough; I'm rejecting it because you
have *no* evidence.

But none of us has said that non-humans don't experience *pain*. In
fact we have said the opposite; that they do experience *pain*. And
that only humans experience *distress*, i.e. suffering because of the
mental processing of ideas.

That may be *your* position.  If so, our differences may be semantic.

But others here have been opposing the the idea that animals can feel
pain, distress, or any other subjective experience.

Btw, I you're mistaken on this point. None of us have said that
non-human animals don't experience pain.

But we have said that only humans experience distress or any other
subjective experience.

Subjective experiences are a result of ideas. Our ideas are what cause
humans to experience things differently, i.e. subjectively.

But non-human animals do not have ideas in their minds and thus they
can not experience anything subjectively.



Consider this thought experiment. All children and dogs have a natural
inclination for their parent's [master's] physical affection. So lets
say that a person has a child and a dog and that the person has a bad
temper [the reasons why he has a temper don't matter for this
experiment]. So the child and the dog occasionally come to him for
physical affection. The person is sometimes busy and that causes him
to yell at the child and dog. Immediately after doing it, the person
feels bad and regrets doing it but its too late. The child and dog
already received the reaction. What happens to the child and dog? Lets
say this happens many many times over the course of 10 years.

What does the child think? What does that thinking cause in the
child's behavior?

What does the dog think? What does that thinking cause in the dog's 
behavior?

I wouldn't venture to guess.  I would ask a child what he or she
thinks.  Since the dog cannot tell us about its inner life, we would
have to use indirect evidence, such as behavioral and physiological
changes.

I'm not sure what you mean by subjective experience.  You say animals
feel pain but don't have subjective experiences.  Pain *is* a
subjective experience.  To deny that animals are capable of having
subjective experiences (some might prefer the word "qualia") is to
deny that they *feel* pain, as opposed to responding unfeelingly to
noxious stimuli.

Pain in animals is not a subjective experience. Subjective means
mind-dependent [human minds that is]. It means that human minds
interpret their sense data vastly differently from other human minds
which causes very different experiences; different experiences based
on different human minds, i.e. subjective experiences.

With non-human animals, sense data that registers as pain is always
registered the same way. They can not choose to experience the sense
data differently. But humans can choose and they do so based on their
ideas [their knowledge], i.e. the way they interpret the sense data.



So since non-human animals can not choose to interpret sense data
differently than any other individual of the same species, that means
that non-human animals do not experience anything subjectively.

-- Rami



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: Sexual urges (was: [BoI] Discomfort is not necessarily coercion)
Date: February 2, 2012 at 11:31 AM

On Thu, Jan 19, 2012 at 3:43 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Thu, Jan 19, 2012 at 5:26 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 19, 2012, at 11:19 AM, Sarah Fitz-Claridge wrote:

Or rather, *to the extent that we can do that*, not eating when hungry is
not necessarily irrational and harmful, any more than it would be
irrational and harmful not to have sex every time we experience a sexual
urge.

Actually, sexual urges are part of one's mind (and culture!), not part of one's 
biology.

This seems wrong. We share the same sexual biology as other primates.
But the difference is in our minds. Human mind interpret their sense
data thus possibly wildly changing the way their urges function. So a
man who has had very bad experiences with sex, could end up hating sex
so much that when he sees otherwise sexual things [like breasts] he is
not aroused.

That is not a sexual "urge", it is just information. "Urge" is a label
that humanizes it. Urging is something people do. Biology does not
urge. Biology does something different.

An urge is a (strong) desire. What people desire depends on their
ideas including preferences. Biology does not determine those. Our
genes cannot control what we desire or prefer.

What genes can do is set up things like the nervous system, which
sends information under various circumstances. And they can create
genitals and give our minds the ability to use them like we can use
our muscles.

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Profit
Date: February 2, 2012 at 12:58 PM

http://techcrunch.com/2012/02/01/is-this-nuts/

This is relevant to BoI because creating wealth is crucial to human progress, and 
gaining more control over the multiverse.

What is the best approach or do we need both? How can each approach be done 
better?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://techcrunch.com/2012/02/01/is-this-nuts/
http://fallibleideas.com/


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Profit
Date: February 2, 2012 at 2:22 PM

On Feb 2, 2012 11:58 AM, "Elliot Temple" <curi@curi.us> wrote:

http://techcrunch.com/2012/02/01/is-this-nuts/

This is relevant to BoI because creating wealth is crucial to human progress, 
and gaining more control over the multiverse.

What is the best approach or do we need both?

I like both Amazon's and Apple's approaches.

I don't know that either company could do well with the other's approach though.

I think Amazon's approach of aiming for very high sales and not
expecting high profit margin is good. It was very necessary in their
early years. I'm not sure how necessary it is for them now though.

I think Apple's approach of expecting high profit margin percentage
even early on was good. It clearly was necessary in 1997 when Jobs got
Apple out of the printer business.

Consider Google too. They've gotten into so many services and their
only goal is to drive their main profit center, which is searches.
They do get profit from a few other services, but their primary profit
center is their search service. Every one of their services exists
solely to increase searches.

I think Apple's philosophy is the safest. Start small, then expand
later once there are clear indicators that the company is doing
everything right.

If a company had the reverse philosophy of: expand now and we'll fix
the errors later [meaning we'll worry about increasing the profit
margin later], then the company could fail financially long before it
had the opportunity to get to the second phase. Maybe this is what
Amazon is experiencing now.

http://techcrunch.com/2012/02/01/is-this-nuts/


I think Google's philosophy, at least early on, was more like Apple's
in that it's expansion was very piecemeal in nature. Lately though,
Google has been getting into everything under the sun all at once.

How can each approach be done better?

Its hard to imagine any of us knowing the answer to that question.
Unless you're asking about how the improvement of the approach can be
done better. Apple and Google have some great ways of doing this.

Apple's school for its executives help them learn about past mistakes
of previous Apple executives and that of company's around the world.
Its a good structured method of error correction. This method is
knowledge of how to create knowledge. This is the criticism step of
Popper's guess/criticism method.

Google's idea is not really related to business planning but it seems
worthwhile to note here anyway. Their creative employees work 4 days a
week on Google's stuff and 1 day a week on what ever they want to work
on. And they get to present their ideas to Google and if Google bites,
then the employee gets paid handsomely for their idea. This method is
knowledge of how to create knowledge, i.e. increasing creativity. This
is the guess step of Popper's guess/criticism method.

-- Rami

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: Re: Chickens and other animals (was Re: [BoI] BoI on Induction)
Date: February 2, 2012 at 3:18 PM

On Feb 2, 3:41 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Feb 2012, at 07:57, Steve Push wrote:

There are many reasons why we focus on certain objects and events.  
In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not 
others? Which ways of focussing are part of induction and which aren't 
induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

Knowledge is built into the animal's brain in the same sense in which it is 
built into a heat seeking missile. It's not that the animal or the missile 
understands anything about the world.

First, how do you know what a chicken does or doesn't understand?

No chicken has ever learned English, or maths, or physics, or art, or any one 
of a million other things that human beings can learn. One explanation, which 
hasn't been refuted, is that chickens can't create knowledge.

Second, even if there is no understanding, learning and generalization
occur.  These are measurable behaviors that have been documented in a
wide range of species.



If I set my computer to display the time in seconds, it keeps doing this until I 
tell it not to. Why? Because that's what it's programmed to do. It has nothing 
to do with the computer figuring out anything.

Rather, both of them instantiate information that has causal effects that 
result in it being copied. The missile causes people to make more missiles 
by being good at shooting down planes. The animal's brain causes copies 
to be made of the knowledge that it contains because genes contain that 
knowledge and the brain causes those genes to be copied.

Generalization in animal behavior is not about copying genes.  It's
about behavioral plasticity.  For example, the chicken may learn to
approach the farmer after he has provided feed several times.  If they
then approach the farmer's wife the first time they see her, that's
generalization.  Such learning is not passed on to future generations
genetically, although in some species, in may be passed on culturally.

To the extent that this happens it is a result of behaviour parsing and similar 
processes BoI, pp. 407-409.

No doubt chickens lack some of the more sophisticated intellectual
abilities of humans, such as language and theory of mind.  But these
abilities are not needed for certain types of learning (e.g., memory
and recall, classical and operant conditioning) and the generalization
that accompanies such learning.

My computer can "remember" stuff and then reproduce it later and how it 
responds depends on how I have set it. If we're going to call that learning we'll 
need a new term for what humans do when they grasp a new explanation.

I don’t know what kind of computer you have, but mine is dumb as a
post.  I believe, however, that AI is possible in principle.  AI would
likely be different from human or animal intelligence.  I saw Watson
on Jeopardy, and what impressed me almost as much as his percentage of
correct answers was how far off base his wrong answers were.  Clearly
Watson does not model human thought processes.

According to the paper cited in BoI, the author believes that behavior



parsing may occur in everyday human behavior as well as in ape
behavior and may be a precursor to "intentional understanding" in
humans.

Generalization (i.e., induction) may be analogous to behavior parsing,
in that it may continue in humans while making higher mental functions
possible.

Are you now saying that all generalisation is induction by definition?

My definition for induction in this discussion is “the process of
inferring a general law or principle from the observation of
particular instances.”  I’ve been calling that “generalization” for
short.  Regardless of whether the process is conscious or unconscious,
and regardless of whether they do it in a way similar to or different
from humans, chickens are capable of that kind of generalization.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 2, 2012 at 4:28 PM

On Feb 2, 3:54 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Feb 2012, at 06:16, Steve Push wrote:

Induction has things in reverse order (data first, ideas second) but 
doesn't address how that is possible or explain *which* data to focus 
on.

There are many reasons why we focus on certain objects and events.  
In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not 
others? Which ways of focussing are part of induction and which aren't 
induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

Knowledge is built into the animal's brain in the same sense in which it is 
built into a heat seeking missile. It's not that the animal or the missile 
understands anything about the world.

First, how do you know what a chicken does or doesn't understand?
Second, even if there is no understanding, learning and generalization
occur.  These are measurable behaviors that have been documented in a
wide range of species.



Rather, both of them instantiate information that has causal effects that 
result in it being copied. The missile causes people to make more missiles 
by being good at shooting down planes. The animal's brain causes copies 
to be made of the knowledge that it contains because genes contain that 
knowledge and the brain causes those genes to be copied.

Generalization in animal behavior is not about copying genes.  It's
about behavioral plasticity.  For example, the chicken may learn to
approach the farmer after he has provided feed several times.  If they
then approach the farmer's wife the first time they see her, that's
generalization.  Such learning is not passed on to future generations
genetically, although in some species, in may be passed on culturally.

In the nucleic acid example, Chargaff focused on the relative amounts
of bases because he wanted to refute the theory that A, C, G, and T
were *all* equal in all species.  His conjecture was that the four
bases would exist in different amounts and that these ratios would
vary from species to species.  He succeeded in refuting the old
theory.

In the process of making these observations, Chargaff also observed
parity between C and G, on one hand, and A and T, on the other.
Although his conjecture helped him look in right place, nothing in his
conjecture prepared him for that observation.  He said he was
surprised by it.  And he had no theory into which he could fit this
observation.  Thus it was called a "rule," which in this case is just
another name for an inductive inference.  He was in effect saying, "I
am assuming these parities are present in all species for no other
reason than that I have observed them in a handful of species."

He doesn't have to assume they're present. He can just conjecture that 
they are. Why choose that conjecture? There are many possible good 
reasons. It's easy to test by doing experiments. If it's true, then it restricts 
the field of possible explanations of the chemistry of DNA, how it stores 
information and so on. It's not clear what any of this has to do with 
induction.

He could also have conjectured that the parity exists only in the
samples he had already tested.  That conjecture is also easy to test



by doing experiments.  If that conjecture were true, it would also
restrict the field of possible explanations of the chemistry of DNA
(e.g., it couldn’t be a double helix).

No, your version of the conjecture wouldn't restrict the possible explanations 
much because it would just say that there is a vast selection of possible 
explanations other than the double helix explanation. It's also not easy to test 
because the ratios could differ by an amount that is smaller than the errors in 
the experiment because you haven't specified any particular ratio.

The only thing that separates those two assumptions or conclusions or
conjectures or whatever you want to call them is that one generalizes
from the specific instances and the other does not.  Calling
Chargaff’s conclusion a “conjecture” doesn’t make it any more
logically justifiable than an induction.  Indeed, it is just an
induction by another name.

The conjecture isn't logically justifiable and doesn't have to be, but it does 
have to stand up to criticism. The conjecture that the specific ratios Chargaff 
discovered are universal is a better conjecture for the reasons I gave above.

According to Chargaff's autobiography, he didn't conjecture that the
parities were universal for the reasons you stated.  He was trying to
disprove the tetranucleotide hypothesis, which greatly restricted the
field of possible explanations of the chemistry of DNA.  His bias was
in the opposite direction; he wanted to demonstrate the diversity of
DNA, to show that it was different in each species.  He accepted what
became known as Chargaff's rules reluctantly and only because that's
where the data led him.  As he put it, the regularities "emerged" from
the data.  (Chargaff, E.  Heraclitean Fire: Sketches from a Life
before Nature.  Rockefeller University Press, 1978).

He couldn't have come to accept his new theory as a logical consequence of the 
data because it is not a logical consequence of the data, as you have pointed 
out by saying that "He could also have conjectured that the parity exists only in 
the samples he had already tested."

I wouldn’t call it a theory.  In science the term theory is generally
used to describe the highest level of explanation possible.  I would



say, however, that his conclusion *was* a logical consequence of the
data, just not the *only* logical consequence.  It is a hallmark of
induction that the premises do not entail the conclusion.

What must have happened is that he had critical standards before he did the 
experiment and the results refuted his former theory in the light of those 
standards. You have not provided any alternative to this at all, nor have you 
provided any argument against it.

But that was not the case.  The experiment *corroborated* this
hypothesis.  The data that revealed the parities did not refute
anything he believed; they were an added bonus.

But even if the data *had* refuted his hypothesis, the question
remains how he got from the data from a few species to a general
rule.  You have pointed out that he could have selected his conclusion
because it restricted the possible DNA structures more than other
interpretations.  Someone else suggested that he may have selected his
interpretation because whole number ratios are more beautiful than
fractional ratios.  While those issues *might* have played a part in
his thinking, his own recollections of his thought process give no
hint of such considerations.

Also, if he wanted to make a case for diversity, that means he must have known 
there were other possibilities and been on the lookout for them. Otherwise he 
could not have done his experiments because he wouldn't know what 
observations to do.

The other possibility he was looking for was *complete* regularity, as
envisioned in the tetranucleotide hypothesis.  There is no indication
in his writings that partial regularity was a possibility he
anticipated.

For example, he might have decided to test it versus the theory "the ratios will 
show diversity except when I observe them because the DNA fairy will change 
the ratios when I observe them." In that case he would have to ask other people 
to do some experiments for him. Or he might have decided to test it versus the 
theory "DNA is diverse except when there is radiation, or teratogens because 
those selectively destroy some combinations of bases and not others" and 
under those circumstances he would do a different test.



He might have, but he didn’t.  What does that have to do with how he
interpreted the data he actually collected?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: Re: Chickens and other animals (was Re: [BoI] BoI on Induction)
Date: February 2, 2012 at 9:36 PM

On Feb 2, 4:28 am, Elliot Temple <c...@curi.us> wrote:
On Feb 1, 2012, at 11:57 PM, Steve Push wrote:

On Feb 1, 3:38 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Feb 2012, at 05:05, Steve Push wrote:

On Jan 31, 6:09 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 31 Jan 2012, at 17:34, Steve Push wrote:

On Jan 30, 12:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 30, 2012, at 4:15 AM, Steve Push wrote:

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process 
probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can 
you notice B in particular, instead of C, D, E, F, G, unless you already 
have in mind, in advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then



Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of 
selective attention. It's taking ideas you already have about what's 
important and then interpreting the world according to them, and 
seeking out information about them.

So we're back to the question: how, in induction, does one choose 
which things to pay selective attention to?

The Popperian answer is we use our ideas, first, to decide which 
observations to make and how to interpret them, second. We guess 
what's important, subject our guesses to criticism to eliminate some 
errors, and then we use them. And then we have some successes 
and discover some problems and improve them.

Induction has things in reverse order (data first, ideas second) but 
doesn't address how that is possible or explain *which* data to focus 
on.

There are many reasons why we focus on certain objects and events.  
In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not 
others? Which ways of focussing are part of induction and which aren't 
induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.



Knowledge is built into the animal's brain in the same sense in which it is 
built into a heat seeking missile. It's not that the animal or the missile 
understands anything about the world.

First, how do you know what a chicken does or doesn't understand?

No chicken has ever learned English, or maths, or physics, or art, or any one 
of a million other things that human beings can learn. One explanation, which 
hasn't been refuted, is that chickens can't create knowledge.

Second, even if there is no understanding, learning and generalization
occur.  These are measurable behaviors that have been documented in a
wide range of species.

If I set my computer to display the time in seconds, it keeps doing this until I 
tell it not to. Why? Because that's what it's programmed to do. It has nothing 
to do with the computer figuring out anything.

Rather, both of them instantiate information that has causal effects that 
result in it being copied. The missile causes people to make more missiles 
by being good at shooting down planes. The animal's brain causes copies 
to be made of the knowledge that it contains because genes contain that 
knowledge and the brain causes those genes to be copied.

Generalization in animal behavior is not about copying genes.  It's
about behavioral plasticity.  For example, the chicken may learn to
approach the farmer after he has provided feed several times.  If they
then approach the farmer's wife the first time they see her, that's
generalization.  Such learning is not passed on to future generations
genetically, although in some species, in may be passed on culturally.

To the extent that this happens it is a result of behaviour parsing and similar 
processes BoI, pp. 407-409.

No doubt chickens lack some of the more sophisticated intellectual
abilities of humans, such as language and theory of mind.  But these
abilities are not needed for certain types of learning (e.g., memory
and recall, classical and operant conditioning) and the generalization
that accompanies such learning.



Do you agree that your claims in this paragraph contradict BoI's take on 
*universality* and the *jump* to universality?

By positing a substantial middle ground (in between near-zero functionality and 
universality), you contradict the jump (by claiming there are a bunch of types of 
learning that chickens do without jumping to universality). Agreed?

If you agree, the next question is where BoI goes wrong (preferably tell us the 
*first* relevant place it goes wrong, with a page number and a criticism).

If you disagree that you've contradicted BoI, then please explain how your 
claims are compatible with BoI without arguing with anything in BoI.

I’m not aware of anything in the paragraph in question that
contradicts BoI’s take on universality and the jump to universality.
It’s my understanding that the jump to universality is based on the
emergence of explanatory knowledge.  I have not attributed explanatory
knowledge to any non-human animal.

Also, btw, we only consider things "learning" if they create knowledge. I don't 
know if you're using the word the same way or differently. If differently please 
clarify what you mean. I don't see how "memory and recall" qualifies as learning, 
unless it refers to something like "create knowledge and then remember it". But 
if it just means "being as impressive as a hard drive, which is very good at 
memory and recall" then that isn't learning; hard drives don't learn.

I’m using definition 1a from the OED:  “The action of receiving
instruction or acquiring knowledge; spec. in Psychol., a process which
leads to the modification of behaviour or the acquisition of new
abilities or responses, and which is additional to natural development
by growth or maturation; (freq. opp. insight).”  I believe memory and
recall fits this definition.  I think “memory” as applied to a hard
drive is a metaphor; a better term would be “storage.”

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: Re: Subjective Experiences (was: [BoI] Re: Weighing Evidence (was: 
Animal Pain))
Date: February 2, 2012 at 11:04 PM

On Feb 2, 8:38 am, Rami Rustom <ramir...@gmail.com> wrote:
On Thu, Feb 2, 2012 at 1:21 AM, Steve Push <stephen.p...@gmail.com> wrote:

On Jan 21, 8:05 am, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 11, 2012 8:28 AM, "Steve Push" <stephen.p...@gmail.com> wrote:

On Jan 11, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:
On Wed, Jan 11, 2012 at 7:33 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

There is lots of good evidence for the proposition that animals can
feel pain.  There is *no* good evidence for the proposition that
animals cannot feel pain.  I'm not rejecting your proposition because
your evidence doesn't "weigh" enough; I'm rejecting it because you
have *no* evidence.

But none of us has said that non-humans don't experience *pain*. In
fact we have said the opposite; that they do experience *pain*. And
that only humans experience *distress*, i.e. suffering because of the
mental processing of ideas.

That may be *your* position.  If so, our differences may be semantic.

But others here have been opposing the the idea that animals can feel
pain, distress, or any other subjective experience.

Btw, I you're mistaken on this point. None of us have said that
non-human animals don't experience pain.

But we have said that only humans experience distress or any other
subjective experience.

Subjective experiences are a result of ideas. Our ideas are what cause
humans to experience things differently, i.e. subjectively.

But non-human animals do not have ideas in their minds and thus they



can not experience anything subjectively.

Consider this thought experiment. All children and dogs have a natural
inclination for their parent's [master's] physical affection. So lets
say that a person has a child and a dog and that the person has a bad
temper [the reasons why he has a temper don't matter for this
experiment]. So the child and the dog occasionally come to him for
physical affection. The person is sometimes busy and that causes him
to yell at the child and dog. Immediately after doing it, the person
feels bad and regrets doing it but its too late. The child and dog
already received the reaction. What happens to the child and dog? Lets
say this happens many many times over the course of 10 years.

What does the child think? What does that thinking cause in the
child's behavior?

What does the dog think? What does that thinking cause in the dog's 
behavior?

I wouldn't venture to guess.  I would ask a child what he or she
thinks.  Since the dog cannot tell us about its inner life, we would
have to use indirect evidence, such as behavioral and physiological
changes.

I'm not sure what you mean by subjective experience.  You say animals
feel pain but don't have subjective experiences.  Pain *is* a
subjective experience.  To deny that animals are capable of having
subjective experiences (some might prefer the word "qualia") is to
deny that they *feel* pain, as opposed to responding unfeelingly to
noxious stimuli.

Pain in animals is not a subjective experience. Subjective means
mind-dependent [human minds that is]. It means that human minds
interpret their sense data vastly differently from other human minds
which causes very different experiences; different experiences based
on different human minds, i.e. subjective experiences.

With non-human animals, sense data that registers as pain is always
registered the same way. They can not choose to experience the sense



data differently. But humans can choose and they do so based on their
ideas [their knowledge], i.e. the way they interpret the sense data.

So since non-human animals can not choose to interpret sense data
differently than any other individual of the same species, that means
that non-human animals do not experience anything subjectively.

Do you believe animals have awareness of pain?

-- Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Subjective Experiences (was: [BoI] Re: Weighing Evidence (was: 
Animal Pain))
Date: February 2, 2012 at 11:22 PM

On Thu, Feb 2, 2012 at 10:04 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Feb 2, 8:38 am, Rami Rustom <ramir...@gmail.com> wrote:
On Thu, Feb 2, 2012 at 1:21 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 8:05 am, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 11, 2012 8:28 AM, "Steve Push" <stephen.p...@gmail.com> wrote:

On Jan 11, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:
On Wed, Jan 11, 2012 at 7:33 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

There is lots of good evidence for the proposition that animals can
feel pain.  There is *no* good evidence for the proposition that
animals cannot feel pain.  I'm not rejecting your proposition because
your evidence doesn't "weigh" enough; I'm rejecting it because you
have *no* evidence.

But none of us has said that non-humans don't experience *pain*. In
fact we have said the opposite; that they do experience *pain*. And
that only humans experience *distress*, i.e. suffering because of the
mental processing of ideas.

That may be *your* position.  If so, our differences may be semantic.

But others here have been opposing the the idea that animals can feel
pain, distress, or any other subjective experience.

Btw, I you're mistaken on this point. None of us have said that
non-human animals don't experience pain.

But we have said that only humans experience distress or any other
subjective experience.

Subjective experiences are a result of ideas. Our ideas are what cause



humans to experience things differently, i.e. subjectively.

But non-human animals do not have ideas in their minds and thus they
can not experience anything subjectively.

Consider this thought experiment. All children and dogs have a natural
inclination for their parent's [master's] physical affection. So lets
say that a person has a child and a dog and that the person has a bad
temper [the reasons why he has a temper don't matter for this
experiment]. So the child and the dog occasionally come to him for
physical affection. The person is sometimes busy and that causes him
to yell at the child and dog. Immediately after doing it, the person
feels bad and regrets doing it but its too late. The child and dog
already received the reaction. What happens to the child and dog? Lets
say this happens many many times over the course of 10 years.

What does the child think? What does that thinking cause in the
child's behavior?

What does the dog think? What does that thinking cause in the dog's 
behavior?

I wouldn't venture to guess.  I would ask a child what he or she
thinks.  Since the dog cannot tell us about its inner life, we would
have to use indirect evidence, such as behavioral and physiological
changes.

I'm not sure what you mean by subjective experience.  You say animals
feel pain but don't have subjective experiences.  Pain *is* a
subjective experience.  To deny that animals are capable of having
subjective experiences (some might prefer the word "qualia") is to
deny that they *feel* pain, as opposed to responding unfeelingly to
noxious stimuli.

Pain in animals is not a subjective experience. Subjective means
mind-dependent [human minds that is]. It means that human minds
interpret their sense data vastly differently from other human minds
which causes very different experiences; different experiences based
on different human minds, i.e. subjective experiences.



With non-human animals, sense data that registers as pain is always
registered the same way. They can not choose to experience the sense
data differently. But humans can choose and they do so based on their
ideas [their knowledge], i.e. the way they interpret the sense data.

So since non-human animals can not choose to interpret sense data
differently than any other individual of the same species, that means
that non-human animals do not experience anything subjectively.

Do you believe animals have awareness of pain?

Yes. Awareness refers to the conscious. Many non-human animals are
conscious. So they are conscious of pain.

What does that have to do with subjective experiences?



From: Steve Push <stephen.push@gmail.com>
Subject: Re: Subjective Experiences (was: [BoI] Re: Weighing Evidence (was: 
Animal Pain))
Date: February 3, 2012 at 2:00 AM

On Feb 2, 11:22 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Thu, Feb 2, 2012 at 10:04 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 2, 8:38 am, Rami Rustom <ramir...@gmail.com> wrote:
On Thu, Feb 2, 2012 at 1:21 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 8:05 am, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 11, 2012 8:28 AM, "Steve Push" <stephen.p...@gmail.com> wrote:

On Jan 11, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:
On Wed, Jan 11, 2012 at 7:33 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

There is lots of good evidence for the proposition that animals can
feel pain.  There is *no* good evidence for the proposition that
animals cannot feel pain.  I'm not rejecting your proposition because
your evidence doesn't "weigh" enough; I'm rejecting it because you
have *no* evidence.

But none of us has said that non-humans don't experience *pain*. In
fact we have said the opposite; that they do experience *pain*. And
that only humans experience *distress*, i.e. suffering because of the
mental processing of ideas.

That may be *your* position.  If so, our differences may be semantic.

But others here have been opposing the the idea that animals can feel
pain, distress, or any other subjective experience.

Btw, I you're mistaken on this point. None of us have said that
non-human animals don't experience pain.

But we have said that only humans experience distress or any other
subjective experience.



Subjective experiences are a result of ideas. Our ideas are what cause
humans to experience things differently, i.e. subjectively.

But non-human animals do not have ideas in their minds and thus they
can not experience anything subjectively.

Consider this thought experiment. All children and dogs have a natural
inclination for their parent's [master's] physical affection. So lets
say that a person has a child and a dog and that the person has a bad
temper [the reasons why he has a temper don't matter for this
experiment]. So the child and the dog occasionally come to him for
physical affection. The person is sometimes busy and that causes him
to yell at the child and dog. Immediately after doing it, the person
feels bad and regrets doing it but its too late. The child and dog
already received the reaction. What happens to the child and dog? Lets
say this happens many many times over the course of 10 years.

What does the child think? What does that thinking cause in the
child's behavior?

What does the dog think? What does that thinking cause in the dog's 
behavior?

I wouldn't venture to guess.  I would ask a child what he or she
thinks.  Since the dog cannot tell us about its inner life, we would
have to use indirect evidence, such as behavioral and physiological
changes.

I'm not sure what you mean by subjective experience.  You say animals
feel pain but don't have subjective experiences.  Pain *is* a
subjective experience.  To deny that animals are capable of having
subjective experiences (some might prefer the word "qualia") is to
deny that they *feel* pain, as opposed to responding unfeelingly to
noxious stimuli.

Pain in animals is not a subjective experience. Subjective means
mind-dependent [human minds that is]. It means that human minds
interpret their sense data vastly differently from other human minds
which causes very different experiences; different experiences based



on different human minds, i.e. subjective experiences.

With non-human animals, sense data that registers as pain is always
registered the same way. They can not choose to experience the sense
data differently. But humans can choose and they do so based on their
ideas [their knowledge], i.e. the way they interpret the sense data.

So since non-human animals can not choose to interpret sense data
differently than any other individual of the same species, that means
that non-human animals do not experience anything subjectively.

Do you believe animals have awareness of pain?

Yes. Awareness refers to the conscious. Many non-human animals are
conscious. So they are conscious of pain.

Good.  You and I agree on that.

What does that have to do with subjective experiences?

Consciousness is a subjective experience.

-- Steve



From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: Subjective Experiences (was: [BoI] Re: Weighing Evidence (was: 
Animal Pain))
Date: February 3, 2012 at 8:26 AM

On Fri, Feb 3, 2012 at 1:00 AM, Steve Push <stephen.push@gmail.com> wrote:
On Feb 2, 11:22 pm, Rami Rustom <ramir...@gmail.com> wrote:

On Thu, Feb 2, 2012 at 10:04 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 2, 8:38 am, Rami Rustom <ramir...@gmail.com> wrote:
On Thu, Feb 2, 2012 at 1:21 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 8:05 am, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 11, 2012 8:28 AM, "Steve Push" <stephen.p...@gmail.com> 
wrote:

On Jan 11, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:
On Wed, Jan 11, 2012 at 7:33 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

There is lots of good evidence for the proposition that animals can
feel pain.  There is *no* good evidence for the proposition that
animals cannot feel pain.  I'm not rejecting your proposition because
your evidence doesn't "weigh" enough; I'm rejecting it because you
have *no* evidence.

But none of us has said that non-humans don't experience *pain*. In
fact we have said the opposite; that they do experience *pain*. And
that only humans experience *distress*, i.e. suffering because of the
mental processing of ideas.

That may be *your* position.  If so, our differences may be semantic.

But others here have been opposing the the idea that animals can feel
pain, distress, or any other subjective experience.

Btw, I you're mistaken on this point. None of us have said that
non-human animals don't experience pain.

But we have said that only humans experience distress or any other



subjective experience.

Subjective experiences are a result of ideas. Our ideas are what cause
humans to experience things differently, i.e. subjectively.

But non-human animals do not have ideas in their minds and thus they
can not experience anything subjectively.

Consider this thought experiment. All children and dogs have a natural
inclination for their parent's [master's] physical affection. So lets
say that a person has a child and a dog and that the person has a bad
temper [the reasons why he has a temper don't matter for this
experiment]. So the child and the dog occasionally come to him for
physical affection. The person is sometimes busy and that causes him
to yell at the child and dog. Immediately after doing it, the person
feels bad and regrets doing it but its too late. The child and dog
already received the reaction. What happens to the child and dog? Lets
say this happens many many times over the course of 10 years.

What does the child think? What does that thinking cause in the
child's behavior?

What does the dog think? What does that thinking cause in the dog's 
behavior?

I wouldn't venture to guess.  I would ask a child what he or she
thinks.  Since the dog cannot tell us about its inner life, we would
have to use indirect evidence, such as behavioral and physiological
changes.

I'm not sure what you mean by subjective experience.  You say animals
feel pain but don't have subjective experiences.  Pain *is* a
subjective experience.  To deny that animals are capable of having
subjective experiences (some might prefer the word "qualia") is to
deny that they *feel* pain, as opposed to responding unfeelingly to
noxious stimuli.

Pain in animals is not a subjective experience. Subjective means
mind-dependent [human minds that is]. It means that human minds



interpret their sense data vastly differently from other human minds
which causes very different experiences; different experiences based
on different human minds, i.e. subjective experiences.

With non-human animals, sense data that registers as pain is always
registered the same way. They can not choose to experience the sense
data differently. But humans can choose and they do so based on their
ideas [their knowledge], i.e. the way they interpret the sense data.

So since non-human animals can not choose to interpret sense data
differently than any other individual of the same species, that means
that non-human animals do not experience anything subjectively.

Do you believe animals have awareness of pain?

Yes. Awareness refers to the conscious. Many non-human animals are
conscious. So they are conscious of pain.

Good.  You and I agree on that.

What does that have to do with subjective experiences?

Consciousness is a subjective experience.

No. Only human consciousness is subjective. Everything I've read
refers to the *subject* as human. So subjective experience requires
human thought. What have you read that says otherwise?

-- Steve



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Profit
Date: February 3, 2012 at 11:09 AM

On Feb 2, 10:58 am, Elliot Temple <c...@curi.us> wrote:
http://techcrunch.com/2012/02/01/is-this-nuts/

This is relevant to BoI because creating wealth is crucial to human progress, 
and gaining more control over the multiverse.

What is the best approach or do we need both? How can each approach be 
done better?

-- Elliot Templehttp://fallibleideas.com/

We need both because different people benefit from each model.

Someone with a high degree of knowledge and interest in technology
usually benefits from the low margin distribution model. They're smart
enough to know what they want to do, how to do it, how to resolve
their own problems, etc. They need relatively less "help" - either
designed into the products (as Apple does) or in after-the-sale
service - than people with less knowledge and interest. Such "help"
can even be considered a detriment (negative value) to them. It is
common for technically savvy people to have never owned an Apple
product nor have any intention to, because Apple's "walled garden"
approach is repulsive to tinkerers, and their prices are much higher
than such people are willing to pay when they can get an "unlocked"
product for less.

On the other hand, someone with a relatively low amount of knowledge
and interest in especially the low-level technical aspects of
technology can definitely benefit from the high margin model. They do
need the kind of help that selling products at a high margin allows
for. They generally don't mind the restrictions that come along with
Apple's "walled garden" approach because it lets them do everything
they want to do (which is nothing deeply technical) and accomplish it
much faster.

--Jason

http://techcrunch.com/2012/02/01/is-this-nuts/
http://fallibleideas.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: Private Healthcare but Public Insurance? (was: [BoI] Universal 
Healthcare)
Date: February 3, 2012 at 11:27 AM

On Thu, Jan 26, 2012 at 7:18 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Mon, Jan 9, 2012 at 1:09 PM, Justin Mallone <justinceo@gmail.com> wrote:

On Jan 9, 2012, at 9:41 AM, Elliot Temple wrote:
On Jan 9, 2012, at 5:04 AM, Rami Rustom wrote:

On Jan 9, 12:13 am, Elliot Temple <c...@curi.us> wrote:
On Jan 8, 2012, at 9:58 PM, Rami Rustom wrote:

Good or bad? And why?

Bad. Because:

Conjecture: I think everyone should have free healthcare.

Paid for by whom?

Health care isn't free.

Universal health care implies health care for some paid for by others; their 
wealth is taken against their will.

But this implies that all taxes are wrong. Are they all wrong?

Currently, the tax system is needed for the continued existence of our 
Government, which provides some important functions such as national 
defense and courts. And police and courts from local Government.

It's not wrong to continue with a system that has enabled the best civilization 
ever to exist.

But many reforms are possible.

Taxes for anything that isn't so necessary is a good place to begin reforms. 
Because those taxes are taking money from some, to give to or do with as 
others wish. It is wrong.



If spending X's money on Y was a good idea, he could be persuaded to do it 
voluntarily. If you can't persuade him spending the money on Y is best, 
maybe it's not best, or maybe you don't know enough about it.

To believe he couldn't be persuaded even though Y is best, is to believe in 
inherent conflicts of interest, and their resolution by force.

I was writing this as a separate post but it's appropriate as a response here:

The issue of providing national defense through voluntary, non-coercive means 
is less an issue of knowing *how* to work the mechanics of it per se, and more 
about establishing a good effective tradition for doing it.

It is true that it is hard to figure out how to charge for defense, but a voluntary 
solution need not involve charging per se. There's different ways the problem 
could be solved.

One could have a voluntary system where everybody just donates some 
money to the military every year --  just a strong custom, like tipping.

But if we tried to suddenly switch to that today, it might not work very well 
because we don't have a cultural tradition in place to support that. It might not 
get enough funding, and then our enemies would kill us. Seems bad. So taxes, 
while not the best solution we can speculate as to, are the best solution we 
can implement right now (and are thus morally OK btw, for as long as they are 
the best solution).

Some people might say, "well if you justify taxpayers paying for the military like 
that, what's the argument against forcing everybody to pay for national 
healthcare?" (or Insert Socialist Thing X)

In healthcare, there's a market payment model, a huge amount of existing 
market activity people want to socialize, and the only argument for it is some 
leftie redistributionist nonsense. Also, the government sucks at running 
businesses.

With the military, there's no market payment model, not much existing market 



activity, and strong arguments for keeping our effective traditions in place. 
Also, our military's pretty darn good.

Ok about this market payment model. Are you talking about healthcare,
or insurance, or both [because they are interconnected]?

I like heathcare to be private. But I don't like private insurance. I
think the insurance is what is causing the healthcare costs to
skyrocket.

I don't have insurance. I pay cash upfront. This way I get a 45%
discount on the bill. So who is making that difference if I did use
insurance? Its mainly the insurance companies.

And who is paying the higher costs because of this? Its the insurance
policy holders.

And on another note, what happens when people have insurance? Some of
them go to the doctor more, a lot more because its like its free. What
does this cause? It increases the cost for the group of policy
holders. And some people don't go to the doctor more so its these
people that are getting the worst end of it.

So. What if we stopped private healthcare insurance and made it
public. We all pay taxes into the public healthcare insurance. Not a
percentage of income but just a flat amount per person. And there
would be tax deductions for living healthy lifestyles; like not
smoking and not being overweight.

It's bad to enshrine in law current fad ideas about the cause and
prevention of illness.

Better if people can live however they want, and be charged based on
the actual *results*, not charged based on popular opinion about
whether their methods would work.

It's bad to provide services by tax. What if I'm not happy with the
version of the service the Government provides, at the price it
provides it at? Then I'd want to opt out. We need competition and



voluntary choice.

Health insurance is not inherently a problem. It's heavily distorted
by several things. Including:

1) tax subsidies for employer provided health insurance

2) laws requiring health insurance plans to cover lots of things like
pregnancy or psychiatric care

Reasonable health insurance would work like fire insurance: it guards
against rare but devastating events. Like being hit by a car or
getting cancer.

Health insurance covering pregnancy -- a chosen and planned event --
is ridiculous and contrary to the concept of insurance.

Health insurance covering *routine* doctor's visits is also
ridiculous. That is not insurance, it's just a strange payment plan.

What about people who want to buy actual insurance, and nothing else? Too bad.

What about when Obama or whoever says everyone ought to have health
insurance? You have to think about what do they mean by "health
insurance" -- does it cover all routine health care, all pregnancies,
all psychiatry (which isn't a health problem at all...)?

The idea to involve Government more in such matters, and have it do
more, does not solve the problems it created and cannot be expected to
make for a good system.

Could the government screw this up? Well just coming up with the rules
for what is and what isn't healthy is not straightforward. Or is it?
We know what diseases cost and what cause those diseases because we
have extensive stats on these things. Right?



No, of course not. What they cost depends in part on who the patient
is and what sort of treatment he wants or does not want. It isn't
simply a dollar figured attached to ease disease.

And the causes of diseases -- like exactly how much every lifestyle
choice contributes to what diseases -- is absolutely not something we
know in general.

We have a pretty good idea about some consequences of smoking a lot of
cigarettes but we have rather little idea about the difference between
eating 30, 40 or 50 carrots per year (the effect of which varies
tremendously based on other factors, such as other foods eaten).

Alan added this:
In order to provide healthcare, resources have to be used. If a person can
decide what resources he will assign to his own healthcare then doctors
could compete for those resources.

So there would be two types of resources that healthcare providers
would be competing for: (1) individual resources for those who chose
to spend from their own resources, and (2) government resources for
those who chose to use tax money. So if this is a big problem, then
maybe the solution is to only allow #2. Is that feasible?

The Government cannot and will not pay for all health care that
everyone might like.

So what you're saying is that people who'd rather buy a
non-Government-approved, low-chance-to-find-anything preventative
screening test than a DVD will not be allowed to. Instead they will
die.

Their blood will be on your hands, because you took away their freedom
to save their own lives.

Then Alan added:
If any resources are spent by the government then the healthcare provider
will be competing at least in part to satisfy the government, not to satisfy
the people being treated.



What would be the repercussions this?

One more thing. I recently read about pricing in a capitalist economy.
It is driven by supply and demand. And pricing in a socialist economy
is not possible; in this sort of economy prices would be set by the
government.

Set by the socialist Government in *bad ways*. The fully socialist
Government has no way to rationally set prices, so it can only set
them by methods like whim, roll of the dice, or political convenience.

And I think in my idea, prices would have to be set by the
government because the government is providing the insurance.

So you also want to take away each Doctor's freedom to negotiate the
value of his own labor?

That takes away their freedom and turns them into slaves, forced to
participate in Government sanctioned trades at Government sanctioned
rates, or not to make a living at all.

And it takes away their incentive to become really good at their job
in any way the Government won't recognize and reward appropriate. It
squashes innovation.

Am I
understanding that correctly? If yes, then of course the government
would not do well setting the prices. Or would it? And even so, do we
care that healthcare prices are controlled by supply and demand vs the
government?

Supply and demand, and free trade on an open market, allocates supply
to the people who want it most. People who want something more can
save more money for it than people who care less. They can also pursue
higher paying careers, and work harder, in order to be able to pay
more for what they want.

Take that away -- the possibility of working harder to get what you
want -- and you discourage effort and take away people's control over



their own lives and fate.

What is to replace a price system? Political decisions. Perhaps
lottery. And special favors and exceptions, of course, for those with
friends, influence, political pull. (See _Atlas Shrugged_).



From: Steve Push <stephen.push@gmail.com>
Subject: Re: Subjective Experiences (was: [BoI] Re: Weighing Evidence (was: 
Animal Pain))
Date: February 3, 2012 at 7:35 PM

On Feb 3, 8:26 am, Rami Rustom <ramir...@gmail.com> wrote:
On Fri, Feb 3, 2012 at 1:00 AM, Steve Push <stephen.p...@gmail.com> wrote:

On Feb 2, 11:22 pm, Rami Rustom <ramir...@gmail.com> wrote:
On Thu, Feb 2, 2012 at 10:04 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 2, 8:38 am, Rami Rustom <ramir...@gmail.com> wrote:
On Thu, Feb 2, 2012 at 1:21 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Jan 21, 8:05 am, Rami Rustom <ramir...@gmail.com> wrote:
On Jan 11, 2012 8:28 AM, "Steve Push" <stephen.p...@gmail.com> 
wrote:

On Jan 11, 8:40 am, Rami Rustom <ramir...@gmail.com> wrote:
On Wed, Jan 11, 2012 at 7:33 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

There is lots of good evidence for the proposition that animals can
feel pain.  There is *no* good evidence for the proposition that
animals cannot feel pain.  I'm not rejecting your proposition because
your evidence doesn't "weigh" enough; I'm rejecting it because you
have *no* evidence.

But none of us has said that non-humans don't experience *pain*. In
fact we have said the opposite; that they do experience *pain*. And
that only humans experience *distress*, i.e. suffering because of the
mental processing of ideas.

That may be *your* position.  If so, our differences may be semantic.

But others here have been opposing the the idea that animals can feel
pain, distress, or any other subjective experience.

Btw, I you're mistaken on this point. None of us have said that
non-human animals don't experience pain.



But we have said that only humans experience distress or any other
subjective experience.

Subjective experiences are a result of ideas. Our ideas are what cause
humans to experience things differently, i.e. subjectively.

But non-human animals do not have ideas in their minds and thus they
can not experience anything subjectively.

Consider this thought experiment. All children and dogs have a natural
inclination for their parent's [master's] physical affection. So lets
say that a person has a child and a dog and that the person has a bad
temper [the reasons why he has a temper don't matter for this
experiment]. So the child and the dog occasionally come to him for
physical affection. The person is sometimes busy and that causes him
to yell at the child and dog. Immediately after doing it, the person
feels bad and regrets doing it but its too late. The child and dog
already received the reaction. What happens to the child and dog? Lets
say this happens many many times over the course of 10 years.

What does the child think? What does that thinking cause in the
child's behavior?

What does the dog think? What does that thinking cause in the dog's 
behavior?

I wouldn't venture to guess.  I would ask a child what he or she
thinks.  Since the dog cannot tell us about its inner life, we would
have to use indirect evidence, such as behavioral and physiological
changes.

I'm not sure what you mean by subjective experience.  You say animals
feel pain but don't have subjective experiences.  Pain *is* a
subjective experience.  To deny that animals are capable of having
subjective experiences (some might prefer the word "qualia") is to
deny that they *feel* pain, as opposed to responding unfeelingly to
noxious stimuli.

Pain in animals is not a subjective experience. Subjective means



mind-dependent [human minds that is]. It means that human minds
interpret their sense data vastly differently from other human minds
which causes very different experiences; different experiences based
on different human minds, i.e. subjective experiences.

With non-human animals, sense data that registers as pain is always
registered the same way. They can not choose to experience the sense
data differently. But humans can choose and they do so based on their
ideas [their knowledge], i.e. the way they interpret the sense data.

So since non-human animals can not choose to interpret sense data
differently than any other individual of the same species, that means
that non-human animals do not experience anything subjectively.

Do you believe animals have awareness of pain?

Yes. Awareness refers to the conscious. Many non-human animals are
conscious. So they are conscious of pain.

Good.  You and I agree on that.

What does that have to do with subjective experiences?

Consciousness is a subjective experience.

No. Only human consciousness is subjective. Everything I've read
refers to the *subject* as human. So subjective experience requires
human thought. What have you read that says otherwise?

The following quote from the Stanford Encyclopedia of Philosophy uses
the word "subjective" in the sense that I mean.  The term "subjective"
in this quote refers to the consciousness of a bat.

Source:  http://plato.stanford.edu/entries/consciousness/

"Thomas Nagel's (1974) famous'what it is like' criterion aims to
capture another and perhaps more subjective notion of being a
conscious organism. According to Nagel, a being is conscious just if

http://plato.stanford.edu/entries/consciousness/


there is 'something that it is like' to be that creature, i.e., some
subjective way the world seems or appears from the creature's mental
or experiential point of view. In Nagel's example, bats are conscious
because there is something that it is like for a bat to experience its
world through its echo-locatory senses, even though we humans from our
human point of view can not emphatically understand what such a mode
of consciousness is like from the bat's own point of view."

-- Steve



From: Jason <auvenj@gmail.com>
Subject: [BoI] Leaky Abstractions
Date: February 3, 2012 at 9:01 PM

I think this might have interesting implications beyond computer
programming:
http://www.joelonsoftware.com/articles/LeakyAbstractions.html

Joel defines a leaky abstraction as one in which the components upon
which the abstraction is built sometimes "leak" through, and cause
behavior which is not consistent with the abstraction.

He then proposes a law (a problematic term in itself): All non-trivial
abstractions, to some degree, are leaky.

Setting aside Joel's assertion that it's a "law" applying to "all"
abstractions, it seems clear that at least some abstractions are leaky
in the way he describes.

In regard to universality as discussed in BoI, is it then possible
that some of the problems people have are not (or at least not solely)
the result of ideas in the mind, which is an abstraction, but instead
are the result of "leakage" of underlying components on which the mind
is built?  I'm thinking of examples like pain response and addiction.

--Jason

-- 

http://www.joelonsoftware.com/articles/LeakyAbstractions.html


From: Rami Rustom <ramir.wx@gmail.com>
Subject: Re: [BoI] Leaky Abstractions
Date: February 3, 2012 at 11:28 PM

On Feb 3, 2012 8:01 PM, "Jason" <auvenj@gmail.com> wrote:

I think this might have interesting implications beyond computer
programming:
http://www.joelonsoftware.com/articles/LeakyAbstractions.html

Joel defines a leaky abstraction as one in which the components upon
which the abstraction is built sometimes "leak" through, and cause
behavior which is not consistent with the abstraction.

He then proposes a law (a problematic term in itself): All non-trivial
abstractions, to some degree, are leaky.

Setting aside Joel's assertion that it's a "law" applying to "all"
abstractions, it seems clear that at least some abstractions are leaky
in the way he describes.

In regard to universality as discussed in BoI, is it then possible
that some of the problems people have are not (or at least not solely)
the result of ideas in the mind, which is an abstraction, but instead
are the result of "leakage" of underlying components on which the mind
is built?  I'm thinking of examples like pain response and addiction.

Seems correct.

For people that have anti-rational memes, their ability to make
choices is weakened.

So the underlying components of the mind can leak through its highest
level abstraction that gives it the ability to choose.

-- Rami

http://www.joelonsoftware.com/articles/LeakyAbstractions.html


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Leaky Abstractions
Date: February 3, 2012 at 11:39 PM

On Feb 3, 2012, at 6:01 PM, Jason wrote:

I think this might have interesting implications beyond computer
programming:
http://www.joelonsoftware.com/articles/LeakyAbstractions.html

I mentioned the concept of leaky abstractions in this post:

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/284dff05be346df9/5d57cee406f267e3?
lnk=gst&q=leaky#5d57cee406f267e3

It applies to knowledge in general, not just programming. We use abstractions for 
pretty much all thinking. We don't always think at the lowest level but instead we'll 
think of a higher level concept in terms of some lower level concept. Then when 
we have 20 higher level concepts, maybe we make some even higher level 
concepts out of them. And so on.

Whenever you do this, the abstraction to higher level concepts may be leaky or 
not. In general it's important to prevent leaks because they confuse matters. We 
can and do have many high level concepts -- like 20+ layers of abstraction -- 
which are, to very high precision *not leaky* (or at least they don't leak down 
more than a couple layers. you may need to know some of the details of concepts 
a layer or two down, but you don't need to know the ones way way down).

But not all our ideas are that good. Some are way more leaky.

Joel defines a leaky abstraction as one in which the components upon
which the abstraction is built sometimes "leak" through, and cause
behavior which is not consistent with the abstraction.

He then proposes a law (a problematic term in itself): All non-trivial
abstractions, to some degree, are leaky.

I think this is false. It's reductionism. The idea that everything (interesting) leaks is 

http://www.joelonsoftware.com/articles/LeakyAbstractions.html
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/284dff05be346df9/5d57cee406f267e3?lnk=gst&q=leaky#5d57cee406f267e3


the same idea that the lowest level is always important.

Setting aside Joel's assertion that it's a "law" applying to "all"
abstractions, it seems clear that at least some abstractions are leaky
in the way he describes.

Yes, some do leak, agreed.

In regard to universality as discussed in BoI, is it then possible
that some of the problems people have are not (or at least not solely)
the result of ideas in the mind, which is an abstraction, but instead
are the result of "leakage" of underlying components on which the mind
is built?  I'm thinking of examples like pain response and addiction.

It's possible and there exist some cases where it matters. For example, being 
deaf or blind is problematic, matters to one's life, and can be caused at the 
hardware level. However these are not insurmountable obstacles by any means.

But addiction is not an example. "Addiction" is a medicalized word for "habit". 
People aren't born with addictions, they choose them. They don't stop because 
there are reasons they like the habit. They call it an "addiction" in order to deny 
responsibility and avoid having to defend it from criticism.

I don't know what sort of common pain response issue you have in mind. Pain is 
not a determining factor in how most people live their lives. So yes it matters, as 
does needing glasses, but it doesn't normally prevent people having the sort of 
life they want, it doesn't control them or prevent an insurmountable obstacle or 
anything like that.

Universality is a bad place to look for a leaky abstraction. Universal functionality 
is *literally* universal, there is *zero* leak for the issue of the repertoire of things it 
can do. And there's no precision issues: we don't make computers that are 99% 
universal, or 99.9%. Short story is if it's over 10% it's always literally 100%.

My email program, my web browser, and all my other software can run on a very 
wide variety of computers. They do not care at all about the hardware level. They 



depend on a different level, more like the level of Objective C. As long as you 
have the Objective C abstraction working, the lower levels do not matter, the 
software can run.

Similarly the mind, and ideas, are a very non-leaky abstraction. We talk 
constantly about human lives, ideas, choices, etc, without having to worry about 
the hardware level. And because everyone has a universal mind, all the common 
attempts to say stuff like "my brain is bad at math but good at language" are 
completely wrong. Those are claims of a leaky abstraction -- that some math or 
language hardware, at a lower level than the mind, is relevant to what kinds of 
thinking one is good at -- but those claims are false.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Universal Healthcare
Date: February 4, 2012 at 12:03 PM

On Mon, Jan 9, 2012 at 1:24 PM, Don Crimbchin
<donald.crimbchin@gmail.com> wrote:

If we're talking about the U.S.A., for example, the government already
spends more per capita providing health care than most other
governments that provide universal care.

Perhaps this tells us something about the limits and quality of that
so-called "universal" care.

Some people have more serious and expensive diseases than others, even
from birth.  Some aspects of proposed health care reform--
specifically, community rating and guaranteed issue--are intended to
make those costs more equal, allowing everyone to buy health insurance
for the same price everyone else pays.  I would compare this to
government regulations insisting that public facilities be accessible
to the disabled, or even to regulations banning racially segregated
public facilities. Those regulations aren't universally supported
(minarchists would oppose them), but they tend to be more broadly
supported than "welfare" and redistributive taxation.  Rather than
equality of outcome, these regulations seek equality of opportunity.

I agree that quality of opportunity is a better goal than equality of outcome.

But why can't people provide their own opportunities? Many, many
buildings providing ramps is not the only possible way for people
without functioning legs to get inside. Without researching the topic
at all, I'm skeptical that building all these permanent ramps is the
most cost effective approach.

Or perhaps it is the most cost effective today, but only because there
has been no innovation in creating technology to help more people use



stairs. After ten years of such innovation, perhaps technology cheaper
than ramps could be invented.

In any case, since getting up stairs is such a common issue for people
in wheelchairs, why don't they take responsibility for addressing it
generally? Why should a burden be imposed on, for example, small
businesses who don't have enough wheelchair bound customers to justify
a ramp? Why can't people provide their own opportunities?

Everyone faces obstacles. Everyone. Some are expensive and rare, and
are not addressed by the Government. Why should the Government pay for
some and not others? Which and why? Isn't that discrimination in favor
of favored groups when the Government helps some with their obstacles,
but does not help others?

In a followup email, Don Crimbchin wrote:

I made several arguments for government provision of health care and none of 
them had redistributionist premises

But ramps are a type of health care, and what's happening is
redistribution of wealth from businesses to wheelchair users.



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Empire
Date: February 5, 2012 at 8:14 PM

On Mon, Jan 2, 2012 at 2:27 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 2 Jan 2012, at 06:50, Rami Rustom wrote:

If superpower means empire, then I'm all for it. I'm sick of all
these damn wars.

American weakness wouldn't eliminate wars. It would just mean that the wrong
people won them.

Are you suggesting that a specific people are wrong? If so, which are they?

Saddam, for example.

Yes. But he's one guy. And I don't think we needed to start a war with

him. And I think that a liberal view would say that we don't need to

get in the business of others. Especially in the way Americans were

decieved as to the reason for the Iraq war.

The liberal view is compatible with -- and actually *requires* in order to
function -- defense.

Without defense against force, people who violate liberal ideas will prosper
(short term) and liberals society will be destroyed.

To say that innocent people should not defended from violence because they



are not American would be Statist and illiberal.

Saddam was not one guy. He controlled a Government and an army. There 
were a
lot of guys.

And they posed a danger to the following groups, all of which had a
legitimate need for defense:

- Kurds

- Iraqis that Saddam had tortured, raped, killed, etc

- Israelis (Saddam shot missiles at them)

- Israelis again (Saddam paid people to kill them by giving money to the
families of suicide bombers)

- Iranians (the war)

- the people of Kuwait (invasion)

- American and other pilots, peacekeepers and inspectors in charge of
ensuring Saddam lived up to various treaty agreements, international laws,
etc. (they shot at e.g. American planes there merely to monitor for purposes
of defense)

- Americans in general -- Saddam allowed (and perhaps aided) terrorist
planning or training, WMD manufacturing, and other dangerous activities in
Iraq. Regardless of how much these took place, simply setting up a situation
where they could easily take place is putting Americans at significant risk.

- Israel again, and potentially others as well such as Iran (Osirak)

- Anyone else in the world, or a repeat of anyone above, that Saddam might
take a disliking to at any time



That is only a partial list.

Ok I'm with you then. But it sucks that they couldn't just tell us the

truth for starting that war.

Which communications to the American people, by the Bush administration, do
you regard as not having told the truth? Please provide some sources with
quotes and specifics.

Oh I couldn't produce that. But what I vaguely remember that we were

told was that Hussein was involved with Al Queda; but there was no

evidence. Then the story changed to we received intelligence about

Hussein having weapons of mass destruction. And there weren't any

weapons nor intelligence of them.

I would have rather heard the story the way you told it. But I don't

think we should have done it while we were focusing on Osama and Al

Queda in Afghanistan.

Oh. Well why don't you take a look over what was said at the time (first
hand by the administration when they explained their reasons for the war,
and maybe some further analysis by supporters of the war such as Bill
Whittle and Christopher Hitchens).

You might find the story told then was more similar to my version than you
recall. And you might have more difficulty than you expect finding any lies.



Back then I wasn't a reader. Nor was I any good at recognizing fallacy
and I didn't really understand propaganda. I only understood science.
I wasn't into politics and especially not philosophy. So I was being a
sheep, like most people. Could you give me some links? I did some
searching but its pretty aimless.

One speech by Bush on Iraq from October 7 2002

http://www.cbsnews.com/stories/2002/10/07/national/main524627.shtml

Another Bush speech March 17 2003

http://www.youtube.com/watch?v=WS5AYQX1m6c&feature=related

Bill Whittle on the war on terror

http://www.youtube.com/watch?v=5DbJX3y4-1Y

Christopher Hitchens on Iraq

http://www.youtube.com/watch?v=fg5LgKyUjmg
http://www.youtube.com/watch?v=K99nDn-tkYs
http://www.youtube.com/watch?v=kjM55ThkotY
http://www.youtube.com/watch?v=W07TQuDfR2E

Ah. So not finding WMD doesn't necessarily mean that they didn't exist.

And Saddam's 1988 massacre on the kurds was WMD. And there was
evidence that he was building again.

And it seems that the Arab spring became possible because Saddam was taken 
out.

So the propaganda against Bush's wars could have been the leftists'
way to ensure a Democratic next president.

Politics is ugly.

http://www.cbsnews.com/stories/2002/10/07/national/main524627.shtml
http://www.youtube.com/watch?v=WS5AYQX1m6c&feature=related
http://www.youtube.com/watch?v=5DbJX3y4-1Y
http://www.youtube.com/watch?v=fg5LgKyUjmg
http://www.youtube.com/watch?v=K99nDn-tkYs
http://www.youtube.com/watch?v=kjM55ThkotY
http://www.youtube.com/watch?v=W07TQuDfR2E


-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Empire
Date: February 5, 2012 at 8:32 PM

On Feb 5, 2012, at 5:14 PM, Rami Rustom wrote:

Ah. So not finding WMD doesn't necessarily mean that they didn't exist.

And Saddam's 1988 massacre on the kurds was WMD. And there was
evidence that he was building again.

And it seems that the Arab spring became possible because Saddam was taken 
out.

So the propaganda against Bush's wars could have been the leftists'
way to ensure a Democratic next president.

Politics is ugly.

I don't think so.

I think in general the leftists believe what they say. They aren't master 
manipulators knowingly making false arguments in order to gain political power to 
implement an agenda they know is bad. They think their ideas are true, they 
mean it.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Leaky Abstractions
Date: February 5, 2012 at 10:52 PM

On Feb 3, 9:39 pm, Elliot Temple <c...@curi.us> wrote:
In regard to universality as discussed in BoI, is it then possible
that some of the problems people have are not (or at least not solely)
the result of ideas in the mind, which is an abstraction, but instead
are the result of "leakage" of underlying components on which the mind
is built?  I'm thinking of examples like pain response and addiction.

It's possible and there exist some cases where it matters. For example, being 
deaf or blind is problematic, matters to one's life, and can be caused at the 
hardware level. However these are not insurmountable obstacles by any means.

But addiction is not an example. "Addiction" is a medicalized word for "habit". 
People aren't born with addictions, they choose them. They don't stop because 
there are reasons they like the habit. They call it an "addiction" in order to deny 
responsibility and avoid having to defend it from criticism.

What explanation would you propose for why the use of some substances
appear to be vastly more "habit forming", and once formed the habits
are vastly harder to change, than others? Is social pressure and the
attendant static memes really all that is behind the "addictiveness"
of heroine and methamphetamine?

I don't know what sort of common pain response issue you have in mind. Pain is 
not a determining factor in how most people live their lives. So yes it matters, as 
does needing glasses, but it doesn't normally prevent people having the sort of 
life they want, it doesn't control them or prevent an insurmountable obstacle or 
anything like that.

No, but we've discussed the problem of children not wanting to get
medically indicated injections. Apart from the presence of a pain
signal, the arguments in favor of most injections are clear and
convincing.

Universality is a bad place to look for a leaky abstraction. Universal functionality 
is *literally* universal, there is *zero* leak for the issue of the repertoire of things 
it can do. And there's no precision issues: we don't make computers that are 



99% universal, or 99.9%. Short story is if it's over 10% it's always literally 100%.

I did not intend to suggest that the mind is not universal because of
leaks in the abstraction. What I intended to suggest is that perhaps a
leak can be the source of a problem that the mind has to deal with.
Not a necessarily insurmountable problem, but a problem nonetheless.
This is as opposed to the suggestion that even things like an aversion
to the pain of injection needles are caused by static memes.

Similarly the mind, and ideas, are a very non-leaky abstraction. We talk 
constantly about human lives, ideas, choices, etc, without having to worry about 
the hardware level. And because everyone has a universal mind, all the 
common attempts to say stuff like "my brain is bad at math but good at 
language" are completely wrong. Those are claims of a leaky abstraction -- that 
some math or language hardware, at a lower level than the mind, is relevant to 
what kinds of thinking one is good at -- but those claims are false.

Skill aptitude isn't the sort of example I was thinking of, though it
would be interesting to see the evidence that falsifies those claims.

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Leaky Abstractions
Date: February 5, 2012 at 11:28 PM

On Feb 5, 2012, at 7:52 PM, Jason wrote:

On Feb 3, 9:39 pm, Elliot Temple <c...@curi.us> wrote:
In regard to universality as discussed in BoI, is it then possible
that some of the problems people have are not (or at least not solely)
the result of ideas in the mind, which is an abstraction, but instead
are the result of "leakage" of underlying components on which the mind
is built?  I'm thinking of examples like pain response and addiction.

It's possible and there exist some cases where it matters. For example, being 
deaf or blind is problematic, matters to one's life, and can be caused at the 
hardware level. However these are not insurmountable obstacles by any 
means.

But addiction is not an example. "Addiction" is a medicalized word for "habit". 
People aren't born with addictions, they choose them. They don't stop because 
there are reasons they like the habit. They call it an "addiction" in order to deny 
responsibility and avoid having to defend it from criticism.

What explanation would you propose for why the use of some substances
appear to be vastly more "habit forming", and once formed the habits
are vastly harder to change, than others? Is social pressure and the
attendant static memes really all that is behind the "addictiveness"
of heroine and methamphetamine?

What do you mean by "all that is behind"?

You've referred to two things, both larger issues than genes in my worldview, and 
referred to them as "all", as if they are small.

When people claim genes are behind things, I think they are attributing massive 
power to something which *doesn't have enough knowledge to be that powerful*.



But memes, having far more knowledge than genes about any human issue, can 
reasonable be expected to be much more powerful, and have bigger effects.

Why do memes have more knowledge? Because many more variants are tried 
per human generation (~20 years). People can think creatively and sometimes 
improve memetic knowledge during their lifetime.

And what do you mean "appear" to be "habit forming"? They don't appear that 
way to me. People form habits, not substances. Which substances they form 
habits regarding varies heavily by culture.

Freud took cocaine and said it wasn't addictive. Opium played a different role in 
eastern cultures than ours. See Szasz's book _Ceremonial Chemistry_ for more 
details. Or there's a bit in my Psychiatry iOS app.

Or perhaps see this:

http://www.gladwell.com/2010/2010_02_15_a_drinking.html

I just happened to read it today. That's not a lucky coincidence, it's just a result of 
such information being reasonably common. It's not the first time I've read such 
information.

It's about how different cultures use alcohol differently. All sorts of effects 
attributed as a matter of the alcohol chemical (and human biology) are actually 
cultural. The article presents some compelling empirical evidence about this.

The idea that "addiction" is a myth is not a fringe idea. In my experience speaking 
to smokers, many do not believe smoking is addictive. Some tell me that they 
claim it's an addiction as an excuse when people pressure them to quit. Makes 
sense, right? But they smoke because they want to smoke.

I know what you're thinking. They're just saying that but couldn't really quit. I've 
challenged people about this. How do you really know it's not addictive? Did you 
ever try to quit?

And I've received answers like, "Sure, I quit for 3 months when I had to stay at my 

http://www.gladwell.com/2010/2010_02_15_a_drinking.html


Grandmother's and i didn't want to smoke around her, I coped with it fine, but 
when I have more freedom I prefer to smoke."

Addiction is a silly concept. This should be common sense now that the 
"addiction" concept includes gambling and sex. It's not about substances and 
never was. It's about lifestyles. The standard usage is about lifestyles not 
substances. The medicalization is just an attempt to invoke the authority of 
medical science for -- largely rather old, predating the concept of addiction -- 
*moral* claims (that particular lifestyles are bad, some of which genuinely are 
bad, and others not so much).

You used to be considered bad if you kept giving into temptation. You were 
making bad choices. Now you have a "disorder", says psychiatry. Same behavior, 
new explanation intended to invoke the authority of medical science. And now 
responsibility for every sort of bad choice is denied to the chooser. Psychiatry is 
deeply dehumanizing. People now only commit crimes, commit suicide, drink 
excessively, fuck excessively, gamble excessively, smoke, (formerly) have 
homosexual sex, (formerly) masturbate, more generally sin, etc, etc, because of 
mental illness (and because of poverty, some leftist would add).

The very concept of a "habit" is normally only applied to *culturally abnormal or 
notable* behavior. Breathing isn't a habit. Using the bathroom isn't a habit. The 
term "habit" doesn't refer to any regularly repeated behavior but only the 
*culturally notable* ones. It is, and has always been, about cultural value 
judgments.

I don't know what sort of common pain response issue you have in mind. Pain 
is not a determining factor in how most people live their lives. So yes it 
matters, as does needing glasses, but it doesn't normally prevent people 
having the sort of life they want, it doesn't control them or prevent an 
insurmountable obstacle or anything like that.

No, but we've discussed the problem of children not wanting to get
medically indicated injections. Apart from the presence of a pain
signal, the arguments in favor of most injections are clear and



convincing.

Pain signals are not the primary objections of most people to getting shots.

They are put in a scary situation, pressured, and not given a choice. The whole 
ordeal is made unpleasant. The pain of the shot is an easier objection for a child 
to give -- and well known in our culture -- than objecting to the intimidation of the 
doctor's authority, or to the parent making the choice rather than the child.

Children are routinely not even given the option to choose *when* to have the 
shot within a 30 second time span (short of taking drastic action like yelling, 
squirming heavily, etc). They don't normally get even the tiny courtesy of being 
told, "Whenever you're ready, ask me to start. I'll wait for your signal."

There are so many things wrong with the situation that you just can't tell that 
many people would mind it if everything else bad was removed but the pain 
remained. (Not to mention, of course, that we already have the technology to 
prevent the pain. The only reason this is not in widespread use is that most 
people aren't trying to remove any of the bad parts of the event.)

Universality is a bad place to look for a leaky abstraction. Universal 
functionality is *literally* universal, there is *zero* leak for the issue of the 
repertoire of things it can do. And there's no precision issues: we don't make 
computers that are 99% universal, or 99.9%. Short story is if it's over 10% it's 
always literally 100%.

I did not intend to suggest that the mind is not universal because of
leaks in the abstraction. What I intended to suggest is that perhaps a
leak can be the source of a problem that the mind has to deal with.
Not a necessarily insurmountable problem, but a problem nonetheless.
This is as opposed to the suggestion that even things like an aversion
to the pain of injection needles are caused by static memes.

But what sort of leak?

If the mind is literally universal, and we consider stuff depending on *what 
repertoire of knowledge the mind can create*, then there will never be any leaks 
because it's not an approximate or flawed abstraction, it's exact.



For there to be a leaky abstraction, we'd have to consider stuff about the mind 
depending on something else. What did you have in mind for that?

Similarly the mind, and ideas, are a very non-leaky abstraction. We talk 
constantly about human lives, ideas, choices, etc, without having to worry 
about the hardware level. And because everyone has a universal mind, all the 
common attempts to say stuff like "my brain is bad at math but good at 
language" are completely wrong. Those are claims of a leaky abstraction -- 
that some math or language hardware, at a lower level than the mind, is 
relevant to what kinds of thinking one is good at -- but those claims are false.

Skill aptitude isn't the sort of example I was thinking of, though it
would be interesting to see the evidence that falsifies those claims.

Asking for evidence that bad philosophy (e.g. bad explanations) is false is the 
wrong approach.

It's like asking for evidence that eating grass doesn't cure the common cold (an 
example from FoR). Bad explanations should be rejected by criticism.

Only good explanations that survive initial criticism should be tested.

So step 1 is not asking for evidence to falsify those claims. It's providing 
explanations of how those claims could be true. Otherwise they are falsified by 
the *criticism*, not evidence, that they lack any explanation of how they work.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Science vs. Pesudoscience in understanding the brain
Date: February 6, 2012 at 2:47 AM

Hi all,

I read a book some years ago in which it was explained that
stimulatory neurons as well as inhibitory neurons were found in the
front of the cerebral cortex that terminated in the amygdala, the
supposed seat of "fight or flight" and other emotional responses.
From this finding, it was supposed an explanation was understood for
why exercising rational thought when faced with strong emotions can
calm them (by inhibiting the amygdala's activity through the
inhibitory neurons firing, because of their origin in the active
cortex areas), and also how panic can suppress rational thought.

It sounded reasonable to me, and I accepted it, although I haven't
done any real studying of the underlying experiments sufficiently to
claim real understanding of how they were performed.

But later, I referenced this once in an argument, and my friend called
it pseudoscience.  Is that true?  The book was by Daniel Dennet.  Is
his reputation such that his arguments are likely to be true if deep
examination is not possible (different from accepting his arguments on
authority, if not in actual outcome, at least in spirit)?

When I read this book, I concluded we must be fairly close to a pretty
good working theory for consciousness, but now it seems that may be
far off.  I hope not too far though.  What is the current most
promising avenue of research or theory that might lead to an answer?
What are the best examples of areas we know we do not know well
enough, where research could be likely to advance the theory?

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Science vs. Pesudoscience in understanding the brain
Date: February 6, 2012 at 3:47 AM

On Feb 5, 2012, at 11:47 PM, Jon Burchel wrote:

Hi all,

I read a book some years ago in which it was explained that
stimulatory neurons as well as inhibitory neurons were found in the
front of the cerebral cortex that terminated in the amygdala, the
supposed seat of "fight or flight" and other emotional responses.
From this finding, it was supposed an explanation was understood for
why exercising rational thought when faced with strong emotions can
calm them (by inhibiting the amygdala's activity through the
inhibitory neurons firing, because of their origin in the active
cortex areas), and also how panic can suppress rational thought.

It sounded reasonable to me, and I accepted it, although I haven't
done any real studying of the underlying experiments sufficiently to
claim real understanding of how they were performed.

But later, I referenced this once in an argument, and my friend called
it pseudoscience.  Is that true?

I don't think that's the best term for what's going on.

And it's hard to answer without the details.

But what it sounds like is the use of *bad philosophy* in "science".

Many people think they can just do whatever kind of thinking they want in their 
field, and call it science, just because they are a scientist studying a scientific 
field.

They don't adequately recognize when they touch on moral issues, or 
epistemological issues, or other issues *outside their area of scientific expertise*. 
They don't notice they've crossed a line, and that now what they are saying is 
dependent for its truth on their having gotten some *philosophy* (not science) 
right.



I call this scientism: the purported use of science to address non-scientific issues.

Above, the analysis strays from neuroscience about neurons:

- it uses high level abstractions, about real life human behavior. e.g. concepts like 
"fight" or "flight". There's a big gap between neurons and human behaviors.

- it invokes a conception of what "rational thought" is, which is an issue for 
epistemology not science

- it deals with emotions, a type of human idea important to moral philosophy, 
religious philosophy, common sense, many cultural traditions, memes, etc

- it brings up the concept "calm". also "panic". what does a neuroscientist know 
about those? he may think he's bridging the gap between those concepts and 
neurons, and thus shedding light on the concepts. but actually his philosophical 
concept of these concepts is crucial to his success

- it brings up the idea of "can suppress rational thought". this and various other 
parts implicitly rely on a model of how minds can work that is *not the one you 
would come up with if you understood the philosophy of BoI*, and what its ideas 
about *how knowledge can be created* say about how minds can and can't work, 
as well as BoI's ideas about *universality*, which also helps us understand some 
ways minds can and cannot work

- it deals with how ideas interact with other ideas (some thoughts calm others). 
again epistemology is extremely relevant and neurons not very relevant. this 
touches on topics like persuasion, tcs-coercion, changing one's mind, and 
learning.

The book was by Daniel Dennet. Is
his reputation such that his arguments are likely to be true if deep
examination is not possible (different from accepting his arguments on
authority, if not in actual outcome, at least in spirit)?

No, don't uncritically trust him.



People often have reputations they don't deserve, like Ramachandran, Mother 
Teresa, or Gandhi.

Since Dennett's wikipedia page makes no mention of him loudly proclaiming 
"Popper was right", presumably he's actually *bad* at philosophy. Any good, 
established philosopher dealing with epistemology -- as he does -- would take 
Popper's side unambiguously.

I've also read some bad things about him, e.g. that he's fallen for evolutionary 
psychology. I haven't read his books to check though.

When I read this book, I concluded we must be fairly close to a pretty
good working theory for consciousness, but now it seems that may be
far off.  I hope not too far though.  What is the current most
promising avenue of research or theory that might lead to an answer?

The most promising avenue of research is improving Popperian (non-
justificationist, evolutionary) epistemology, perhaps by working out the details of 
how it works with stuff like:

- knowledge structure
- TCS-coercion
- memes
- free will
- universality
- liberalism

The existing research in the field is basically useless because they have 
misconceptions about things like:

- what the problem they are trying to solve is
- what a solution would be
- how to approach epistemological problems



The most important next step in solving the problem of consciousness would be 
figuring out what the problem is.

Or, alternatively, dropping it to pursue real problems, and one day coming up 
against some different problem which, when solved, satisfies people regarding 
"consciousness".

What are the best examples of areas we know we do not know well
enough, where research could be likely to advance the theory?

Scientific research isn't going to clarify these philosophical issues.

And research into the brain isn't going to be terribly effective when the people 
doing it have no clue what to look for, and no clue what sorts of brain designs are 
possible and impossible, and no clue what is a good or bad argument.

Epistemological research would be more effective.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Uncertainty Principle
Date: February 6, 2012 at 9:19 AM

BoI Multiverse chapter:

Consider a single cosmic-ray particle travelling in the direction of Earth from 
deep space. That particle must be travelling in a range of slightly different 
directions, because the uncertainty principle implies that in the multiverse it 
must spread sideways like an ink blot as it travels. By the time it arrives, this ink 
blot may well be wider than the whole Earth – so most of it misses and the rest 
strikes everywhere on the exposed surface. Remember, this is just a single 
particle, which may consist of fungible instances.

I'm reminded of a phenomenon I learned from Optics. Why does light
travel the path of least time [as it does when going through a lens]?

I think this phenomenon is explained with the Uncertainty Principle. But how?

I understand how the Uncertainty Principle explains the structure of
the atom, but not the phenomenon of *photons travel the path of least
time*.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Uncertainty Principle
Date: February 6, 2012 at 11:48 AM

On Feb 6, 2012, at 6:19 AM, Rami Rustom wrote:

BoI Multiverse chapter:

Consider a single cosmic-ray particle travelling in the direction of Earth from 
deep space. That particle must be travelling in a range of slightly different 
directions, because the uncertainty principle implies that in the multiverse it 
must spread sideways like an ink blot as it travels. By the time it arrives, this 
ink blot may well be wider than the whole Earth – so most of it misses and the 
rest strikes everywhere on the exposed surface. Remember, this is just a 
single particle, which may consist of fungible instances.

I'm reminded of a phenomenon I learned from Optics. Why does light
travel the path of least time [as it does when going through a lens]?

http://www.amazon.com/QED-Strange-Theory-Light-Matter/dp/0691024170/

I think this phenomenon is explained with the Uncertainty Principle.

Why?

I think it'd make more sense to say it's explained by quantum mechanics.

The uncertainty principle says that not all observables of a quantum system can 
be sharp at the same time. (Sharp is the same in all universes. Some have to be 
diverse.)

This is more of a mathematical implication of quantum mechanics than a 
principle.

All quantum mechanical explanations about objects will involve objects with some 
non-sharp observables because all objects are like that. But I don't think that 
makes the uncertainty principle the main issue in general.

-- Elliot Temple

http://www.amazon.com/QED-Strange-Theory-Light-Matter/dp/0691024170/


http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Unconscious
Date: February 6, 2012 at 12:54 PM

I think the concept of the "unconscious" is a major tool of responsibility denial. 
People don't want to take responsibility for their "unconscious" thoughts.

Why are those thoughts "unconscious"? What is "unconscious"?

Well on the one hand our unconscious does things like make our heart beat or 
control breathing or blinking.

But on the other hand, it's commonly used to refer to any ideas we don't pay 
attention to. This is a separate category of stuff than the first usage.

Plus, we can easily exercise some control our breathing or blinking when we 
choose to. We can exercise some control over our heart beat rate too but that's a 
bit harder. Even the more legitimately unconscious stuff is not outside our control 
or responsibility.

Getting back to the thoughts people ignore: we only have so much "conscious" 
attention to go around, and we choose which things to pay attention to. I think 
whatever we pay enough attention to is conscious, and the rest isn't.

So unconscious is a terrible excuse. It mostly means thoughtless, ill considered, 
double thinked, rationalized, stuff one intentionally avoided thinking about, and so 
on.

Or perhaps it means one acted by habit, and failed to pay attention to whether his 
habits were causing problems, and to correct the errors in his habits. Or the same 
thing for "policies about how to live" instead of habits.

It's fine to "automate" (Rand's term) some of one's thinking, but one must watch 
for any problems it causes and change it as appropriate. A responsible person 
just lets it work "automatically" only as long as it's not doing anything bad.

Your whole mind is you. Refusing to think about parts of it doesn't prevent them 
from being your responsibility, and doesn't prevent them from being stuff you 
could exercise control over if you chose to.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 6, 2012 at 5:21 PM

On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with existing 
expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

1) Have existing expectations (e.g., about the ratios of bases -- could be lots of 
things)
2) Make observations that don't fit with these existing expectations (e.g., certain 
bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species (e.g., for 



Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions (e.g., 
the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction consists of. 
Somehow or another we infer a general principle from particular instances, and 
that's called induction.

According to C&R, the process consists of making guesses using creativity, and 
criticizing them. An initial guess may have already gone through an unnoticed 
process of criticism. We can quickly, without conscious attention, reject lots of 
ideas that don't make sense, don't fit with our evidence, don't fit with other 
existing ideas, etc. (This can make that initial guess look better than a random 
guess that didn't go through this process.)

What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? Why would 
there need to be a special process?

-Kristen



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 6, 2012 at 6:07 PM

On 6 Feb 2012, at 10:21pm, Kristen Ely wrote:

On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with existing 
expectations. Or noticing an error in an existing idea.

Yes.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

1) Have existing expectations (e.g., about the ratios of bases -- could be lots of 
things)
2) Make observations that don't fit with these existing expectations (e.g., certain 
bases appear in roughly 1-to-1 ratio) -- now there is a problem



As you said above, that is not the only way a problem can arise. It can also be 
purely theoretical -- in many different ways. I might be that someone notices that 
a theory has a surprising or puzzling consequence; or it might be that they notice 
a conflict between existing theories, or within a theory; or they might just want a 
theory with particular properties (e.g. a cure for cancer, or a quantitative theory of 
something that hitherto there has only been a qualitative theory for). Even when 
the problem does emerge from "observations that don't fit with these existing 
expectations", there will have been a reason why the observations were made, 
and even if that reason had nothing to do with suspecting that there might be a 
surprising outcome (we're now down to a tiny minority of all scientific problems) 
it's still only that *existing explanations conflict with each other*, because we 
never experience expectations conflicting with theories, only that they seem to. 
And that seeming is theoretical.

3) Repeat observations to check for experimental error, etc.

Well, one can't "check for experimental error" unless one has a testable theory of 
what the error might be. So strictly speaking one doesn't actually repeat the 
experiment, one performs a similar experiment, but this time in a way that tests 
some theory of what might have caused an error originally. (Even when one is 
testing for fraud, say, one is 'repeating' the experiment *with different 
experimenters*.)

4) Guess, using creativity, that this ratio holds across different species (e.g., for 
Chargaff's rule)

Not really. That guess will already be a logical consequence of the theory one is 
testing. Imagining that this is a further step is double counting.

5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions (e.g., 
the double helix theory)

Yes. But I think this would be better put as: The new knowledge creates a new 
problem situation, to which one then applies the whole of the above process 
starting with conjecturing a new explanation.

-- David Deutsch



From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 6, 2012 at 6:54 PM

On Feb 6, 2012, at 4:21 PM, Kristen Ely <kristeneely@yahoo.com> wrote:

On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with existing 
expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

I should have said, Here's an outline for C&R in certain cases that look like 
induction (or something like that). It's not just a generic outline for C&R.



-Kristen

1) Have existing expectations (e.g., about the ratios of bases -- could be lots of 
things)
2) Make observations that don't fit with these existing expectations (e.g., certain 
bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species (e.g., for 
Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions (e.g., 
the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction consists of. 
Somehow or another we infer a general principle from particular instances, and 
that's called induction.

According to C&R, the process consists of making guesses using creativity, and 
criticizing them. An initial guess may have already gone through an unnoticed 
process of criticism. We can quickly, without conscious attention, reject lots of 
ideas that don't make sense, don't fit with our evidence, don't fit with other 
existing ideas, etc. (This can make that initial guess look better than a random 
guess that didn't go through this process.)

What's wrong with this process?



Why can't we guess a generalization, like we guess anything else? Why would 
there need to be a special process?

-Kristen



From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Re: Science vs. Pesudoscience in understanding the brain
Date: February 7, 2012 at 1:01 AM

On Feb 6, 2:47 am, Elliot Temple <c...@curi.us> wrote:
On Feb 5, 2012, at 11:47 PM, Jon Burchel wrote:

Hi all,

I read a book some years ago in which it was explained that
stimulatory neurons as well as inhibitory neurons were found in the
front of the cerebral cortex that terminated in the amygdala, the
supposed seat of "fight or flight" and other emotional responses.
From this finding, it was supposed an explanation was understood for
why exercising rational thought when faced with strong emotions can
calm them (by inhibiting the amygdala's activity through the
inhibitory neurons firing, because of their origin in the active
cortex areas), and also how panic can suppress rational thought.

It sounded reasonable to me, and I accepted it, although I haven't
done any real studying of the underlying experiments sufficiently to
claim real understanding of how they were performed.

But later, I referenced this once in an argument, and my friend called
it pseudoscience.  Is that true?

I don't think that's the best term for what's going on.

And it's hard to answer without the details.

But what it sounds like is the use of *bad philosophy* in "science".



Many people think they can just do whatever kind of thinking they want in their 
field, and call it science, just because they are a scientist studying a scientific 
field.

They don't adequately recognize when they touch on moral issues, or 
epistemological issues, or other issues *outside their area of scientific 
expertise*. They don't notice they've crossed a line, and that now what they are 
saying is dependent for its truth on their having gotten some *philosophy* (not 
science) right.

I call this scientism: the purported use of science to address non-scientific 
issues.

Above, the analysis strays from neuroscience about neurons:

- it uses high level abstractions, about real life human behavior. e.g. concepts 
like "fight" or "flight". There's a big gap between neurons and human behaviors.

- it invokes a conception of what "rational thought" is, which is an issue for 
epistemology not science

- it deals with emotions, a type of human idea important to moral philosophy, 
religious philosophy, common sense, many cultural traditions, memes, etc

- it brings up the concept "calm". also "panic". what does a neuroscientist know 
about those? he may think he's bridging the gap between those concepts and 
neurons, and thus shedding light on the concepts. but actually his philosophical 
concept of these concepts is crucial to his success

- it brings up the idea of "can suppress rational thought". this and various other 
parts implicitly rely on a model of how minds can work that is *not the one you 
would come up with if you understood the philosophy of BoI*, and what its ideas 
about *how knowledge can be created* say about how minds can and can't 
work, as well as BoI's ideas about *universality*, which also helps us understand 
some ways minds can and cannot work

- it deals with how ideas interact with other ideas (some thoughts calm others). 
again epistemology is extremely relevant and neurons not very relevant. this 
touches on topics like persuasion, tcs-coercion, changing one's mind, and 
learning.



The book was by Daniel Dennet. Is
his reputation such that his arguments are likely to be true if deep
examination is not possible (different from accepting his arguments on
authority, if not in actual outcome, at least in spirit)?

No, don't uncritically trust him.

People often have reputations they don't deserve, like Ramachandran, Mother 
Teresa, or Gandhi.

Since Dennett's wikipedia page makes no mention of him loudly proclaiming 
"Popper was right", presumably he's actually *bad* at philosophy. Any good, 
established philosopher dealing with epistemology -- as he does -- would take 
Popper's side unambiguously.

I've also read some bad things about him, e.g. that he's fallen for evolutionary 
psychology. I haven't read his books to check though.

When I read this book, I concluded we must be fairly close to a pretty
good working theory for consciousness, but now it seems that may be
far off.  I hope not too far though.  What is the current most
promising avenue of research or theory that might lead to an answer?

The most promising avenue of research is improving Popperian (non-
justificationist, evolutionary) epistemology, perhaps by working out the details of 
how it works with stuff like:

- knowledge structure
- TCS-coercion
- memes
- free will
- universality
- liberalism

The existing research in the field is basically useless because they have 
misconceptions about things like:

- what the problem they are trying to solve is
- what a solution would be



- how to approach epistemological problems

The most important next step in solving the problem of consciousness would be 
figuring out what the problem is.

Or, alternatively, dropping it to pursue real problems, and one day coming up 
against some different problem which, when solved, satisfies people regarding 
"consciousness".

What are the best examples of areas we know we do not know well
enough, where research could be likely to advance the theory?

Scientific research isn't going to clarify these philosophical issues.

And research into the brain isn't going to be terribly effective when the people 
doing it have no clue what to look for, and no clue what sorts of brain designs 
are possible and impossible, and no clue what is a good or bad argument.

Epistemological research would be more effective.

-- Elliot Templehttp://beginningofinfinity.com/

Thanks for your reply.  It all sounds reasonable to me.  Yes, I do
agree it is very healthy to be skeptical of a lot of what is called
science.  In the list of areas of promising research areas you
mentioned "liberalism".  Are you referring to the common American and
western European political ideology?

For my own short term purposes, I think I would be happy enough if
"consciousness" remains outside what is well understood.  Much more
important in the short term I think, preservation and extension of
human lifespan.  Maybe this is "selfish" but I am much less concerned
about future generations than I am with my own.  If we could do full
brain simulations in sufficient detail that the output they produce is
equivalent to the original biological human, I wouldn't care if we
understood the implementation details of the underlying structures, at
least for now.  If we live much longer lives, it will be much more
relaxed and comfortable to take centuries wrestling with difficult
issues!  My main concern with understanding the underlying
"consciousness" at this stage is that full scale simulations at

http://beginningofinfinity.com/


sufficient detail to provide behavioral equivalence would be too
expensive to become widespread (maybe), but if we understood the
underlying mechanisms, we could probably discard a huge amount of
extraneous details - like Dr. Deutsch said, a modern laptop might be
sufficiently powerful to produce true AI if the algorithm were
understood.

I hope my reply is formatted correctly.  I am just putting my response
at the bottom of the quoted text.  I use the Google Groups web
interface.



From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Re: Unconscious
Date: February 7, 2012 at 1:12 AM

On Feb 6, 11:54 am, Elliot Temple <c...@curi.us> wrote:
I think the concept of the "unconscious" is a major tool of responsibility denial. 
People don't want to take responsibility for their "unconscious" thoughts.

Why are those thoughts "unconscious"? What is "unconscious"?

Well on the one hand our unconscious does things like make our heart beat or 
control breathing or blinking.

But on the other hand, it's commonly used to refer to any ideas we don't pay 
attention to. This is a separate category of stuff than the first usage.

Plus, we can easily exercise some control our breathing or blinking when we 
choose to. We can exercise some control over our heart beat rate too but that's 
a bit harder. Even the more legitimately unconscious stuff is not outside our 
control or responsibility.

Getting back to the thoughts people ignore: we only have so much "conscious" 
attention to go around, and we choose which things to pay attention to. I think 
whatever we pay enough attention to is conscious, and the rest isn't.

So unconscious is a terrible excuse. It mostly means thoughtless, ill considered, 
double thinked, rationalized, stuff one intentionally avoided thinking about, and 
so on.

Or perhaps it means one acted by habit, and failed to pay attention to whether 
his habits were causing problems, and to correct the errors in his habits. Or the 
same thing for "policies about how to live" instead of habits.

It's fine to "automate" (Rand's term) some of one's thinking, but one must watch 
for any problems it causes and change it as appropriate. A responsible person 
just lets it work "automatically" only as long as it's not doing anything bad.

Your whole mind is you. Refusing to think about parts of it doesn't prevent them 
from being your responsibility, and doesn't prevent them from being stuff you 
could exercise control over if you chose to.



-- Elliot Templehttp://curi.us/

I second that!  Whether "conscious" of it or not, each person is
ultimately responsible for everything our bodies do to interact with
the external environment.  It is usually a lame excuse for people's
bad behavior.

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Science vs. Pesudoscience in understanding the brain
Date: February 7, 2012 at 1:42 AM

On Feb 6, 2012, at 10:01 PM, Jon Burchel wrote:

On Feb 6, 2:47 am, Elliot Temple <c...@curi.us> wrote:
On Feb 5, 2012, at 11:47 PM, Jon Burchel wrote:

When I read this book, I concluded we must be fairly close to a pretty
good working theory for consciousness, but now it seems that may be
far off.  I hope not too far though.  What is the current most
promising avenue of research or theory that might lead to an answer?

The most promising avenue of research is improving Popperian (non-
justificationist, evolutionary) epistemology, perhaps by working out the details 
of how it works with stuff like:

- knowledge structure
- TCS-coercion
- memes
- free will
- universality
- liberalism

The existing research in the field is basically useless because they have 
misconceptions about things like:

- what the problem they are trying to solve is
- what a solution would be
- how to approach epistemological problems

The most important next step in solving the problem of consciousness would 
be figuring out what the problem is.

Or, alternatively, dropping it to pursue real problems, and one day coming up 
against some different problem which, when solved, satisfies people regarding 
"consciousness".



What are the best examples of areas we know we do not know well
enough, where research could be likely to advance the theory?

Scientific research isn't going to clarify these philosophical issues.

And research into the brain isn't going to be terribly effective when the people 
doing it have no clue what to look for, and no clue what sorts of brain designs 
are possible and impossible, and no clue what is a good or bad argument.

Epistemological research would be more effective.

Thanks for your reply.  It all sounds reasonable to me.  Yes, I do
agree it is very healthy to be skeptical of a lot of what is called
science.  In the list of areas of promising research areas you
mentioned "liberalism".  Are you referring to the common American and
western European political ideology?

Yes.

Note that I mentioned, specifically, *connections* between liberalism and 
epistemology, which I think are important and can help shed light on 
epistemology too, in addition to clarifying liberalism.

Note that I refer to the correct meaning, not the left-wing misuse where people 
without very much in common with liberals started calling themselves "liberals" 
because liberalism had popular approval (and for several other reasons, e.g. 
some of the confusions behind the French revolution).

This is a very good, short book about liberalism:

http://oll.libertyfund.org/?
option=com_staticxt&staticfile=show.php%3Ftitle=1463&Itemid=27

Other good authors on the topic include Karl Popper, Edmund Burke, William 
Godwin, and Ayn Rand. Be careful though, basically no one gets everything right 
and Popper in particular is quite good on some issues but not so much on others 
(e.g. he sympathizes with the anti-liberal Marx way too much).

http://oll.libertyfund.org/?option=com_staticxt&staticfile=show.php%3Ftitle=1463&Itemid=27


In general people writing about liberalism do not connect it with (true, Popperian) 
epistemology, but such connections do exist. (Popper makes some connections 
but there are more.)

For my own short term purposes, I think I would be happy enough if
"consciousness" remains outside what is well understood.  Much more
important in the short term I think, preservation and extension of
human lifespan.

I agree, however I don't think there's any good way to predict which progress will 
and won't be relevant to that goal. So I think all good problems are worth 
pursuing. I don't think the "consciousness" problem is very good in its current 
incarnation, but I also don't think "no explanation of how it's directly related to life 
extension" renders a problem secondary.

DD said something similar here: http://beginningofinfinity.com/interview

 Maybe this is "selfish" but I am much less concerned
about future generations than I am with my own.

Sure it's selfish, but that isn't bad.

If we could do full
brain simulations in sufficient detail that the output they produce is
equivalent to the original biological human, I wouldn't care if we
understood the implementation details of the underlying structures, at
least for now.  If we live much longer lives, it will be much more
relaxed and comfortable to take centuries wrestling with difficult
issues!

Yes and no.

The no part is this: there will always be problems. There will always be urgent 
problems. There will always be problems people regard as big and important.

It will always be possible to think that after we solve the current main problems, 
then life must be less stressful and its all downhill from there.

http://beginningofinfinity.com/interview


I don't think that can be true. We're always at the *beginning* of infinity, with so 
much we don't know ahead of us to figure out and cope with. And there's always 
problems, they are inevitable.

The yes part is this: I agree that death is one of the most important and large 
present problems, that solving it (or at least dramatically reducing how much it 
happens) is urgent, and I further think that emotional states like not-relaxed or 
uncomfortable are parochial problems that can be dealt with, so we will be able to 
live without those particular problems in the future.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Paul Slater <slater@kitp.ucsb.edu>
Subject: [BoI] no mention of the Bayesian approach to knowledge acquisition
Date: February 7, 2012 at 1:28 PM

I find the book highly impressive, ambitious and compelling, and it made me 
regret not having paid more attention in the past to "The Fabric of Reality", which 
it cursorily had appeared to me was simply one among a considerable number of 
more-or-less-similar popularizations of physics and related topics.

"Beginnings…" is certainly  quite comprehensive in scope, but early on I was 
mildly (but not bitterly) surprised to see no reference to the Bayesian approach to 
knowledge acquisition in the index. It would seem that its spirit meshes well with 
Deutsch's suggested continual improvement of explanations and underlying 
theories.

Perhaps this is an area of endeavor that the author--who has clearly read far and 
wide--has not had an opportunity yet to study or reflect upon in sufficient depth to 
make his characteristic shrewd pertinent observations.

Paul B. Slater



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] no mention of the Bayesian approach to knowledge acquisition
Date: February 7, 2012 at 2:11 PM

On Feb 7, 2012, at 10:28 AM, Paul Slater wrote:

I find the book highly impressive, ambitious and compelling, and it made me 
regret not having paid more attention in the past to "The Fabric of Reality", 
which it cursorily had appeared to me was simply one among a considerable 
number of more-or-less-similar popularizations of physics and related topics.

"Beginnings…" is certainly  quite comprehensive in scope, but early on I was 
mildly (but not bitterly) surprised to see no reference to the Bayesian approach 
to knowledge acquisition in the index. It would seem that its spirit meshes well 
with Deutsch's suggested continual improvement of explanations and underlying 
theories.

No, the Bayesians are inductivists, empiricists and justificationists who don't 
properly respect explanation or epistemology, and who don't like Popper.

If that doesn't make sense, please ask about it.

There's some previous discussion here:

http://groups.google.com/group/beginning-of-infinity/search?group=beginning-of-
infinity&q=bayesian&qt_g=Search+this+group

And you can find a lot of discussion between me and them on their Less Wrong 
website.

Though depending what you want to know, you might be better off just asking a 
question in a new post.

Perhaps this is an area of endeavor that the author--who has clearly read far 
and wide--has not had an opportunity yet to study or reflect upon in sufficient 
depth to make his characteristic shrewd pertinent observations.

http://groups.google.com/group/beginning-of-infinity/search?group=beginning-of-infinity&q=bayesian&qt_g=Search+this+group


No, Deutsch is aware of the Bayesians and what they are about.

By the way, Popper was aware of them too, and rejected their worldview.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Paul Slater <slater@kitp.ucsb.edu>
Subject: Re: [BoI] no mention of the Bayesian approach to knowledge acquisition
Date: February 7, 2012 at 3:45 PM

On Feb 7, 2012, at 11:11 AM, Elliot Temple wrote:

On Feb 7, 2012, at 10:28 AM, Paul Slater wrote:

I find the book highly impressive, ambitious and compelling, and it made me 
regret not having paid more attention in the past to "The Fabric of Reality", 
which it cursorily had appeared to me was simply one among a considerable 
number of more-or-less-similar popularizations of physics and related topics.

"Beginnings…" is certainly  quite comprehensive in scope, but early on I was 
mildly (but not bitterly) surprised to see no reference to the Bayesian approach 
to knowledge acquisition in the index. It would seem that its spirit meshes well 
with Deutsch's suggested continual improvement of explanations and 
underlying theories.

No, the Bayesians are inductivists, empiricists and justificationists who don't 
properly respect explanation or epistemology, and who don't like Popper.

If that doesn't make sense, please ask about it.

There's some previous discussion here:

http://groups.google.com/group/beginning-of-infinity/search?group=beginning-
of-infinity&q=bayesian&qt_g=Search+this+group

And you can find a lot of discussion between me and them on their Less Wrong 
website.

Though depending what you want to know, you might be better off just asking a 
question in a new post.

Perhaps this is an area of endeavor that the author--who has clearly read far 

http://groups.google.com/group/beginning-of-infinity/search?group=beginning-of-infinity&q=bayesian&qt_g=Search+this+group


and wide--has not had an opportunity yet to study or reflect upon in sufficient 
depth to make his characteristic shrewd pertinent observations.

No, Deutsch is aware of the Bayesians and what they are about.

By the way, Popper was aware of them too, and rejected their worldview.

-- Elliot Temple
http://curi.us/

Thanks, for the interesting reply.

Maybe Bayesians themselves, as a professional group, have the shortcomings
("inductivists, empiricists and justificationists who don't properly respect 
explanation or epistemology, and who don't like Popper") that you enumerate,
but, perhaps apart from that, how should Bayes' Theorem itself be viewed in the 
panoply of scientific methodologies?
It does seem to be regarded as a major, important tool with many notable 
successes
(see the 2011 wide-ranging, highly-engaging Yale U. Press book, "The Theory 
That Would Not Die" by Sharon Bertsch McGrayne,
for instance).

I would have been interested in reading Deutsch's take on Bayesianism, if only 
for him to criticize it.
(Does this all imply that he would be more sympathetic to the opposing 
"frequentist" wing of statistical analysis.?)

Also, might there be any special take on the use of objective (Jeffreys') priors?
I don't think I have any particular axe to grind here, although I have
tried studying somewhat related (Jeffreys' prior) issues in a quantum-mechanical 
context
(http://arxiv.org/find/quant-ph/1/au:+Slater_P/0/1/0/all/0/1

http://www.nature.com/nature/journal/v367/n6461/pdf/367328b0.pdf)

Paul B. Slater

http://curi.us/
http://arxiv.org/find/quant-ph/1/au:+Slater_P/0/1/0/all/0/1
http://www.nature.com/nature/journal/v367/n6461/pdf/367328b0.pdf


-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] no mention of the Bayesian approach to knowledge acquisition
Date: February 7, 2012 at 4:00 PM

On 7 Feb 2012, at 18:28, Paul Slater wrote:

I find the book highly impressive, ambitious and compelling, and it made me 
regret not having paid more attention in the past to "The Fabric of Reality", 
which it cursorily had appeared to me was simply one among a considerable 
number of more-or-less-similar popularizations of physics and related topics.

"Beginnings…" is certainly  quite comprehensive in scope, but early on I was 
mildly (but not bitterly) surprised to see no reference to the Bayesian approach 
to knowledge acquisition in the index. It would seem that its spirit meshes well 
with Deutsch's suggested continual improvement of explanations and underlying 
theories.

Bayesian epistemology is justificationist. It insists that there is a way of assigning 
a probability to a theory, i.e. - of making it more probable or showing that it is true. 
This is false. An explanation is either right or wrong, it has no probability.

You might try to defend Bayesian epistemology by saying it is only a model of 
individual decision-making, but this is also impossible. Decisions are not made by 
weighing, they are made by accepting or rejecting explanations. See Chapter 13 
of BoI, especially p. 340-352.

Finally, there just isn't a preferred measure over the space of all theories, such 
measures only make sense in the light of a law of physics. See BoI p. 175-180.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] no mention of the Bayesian approach to knowledge acquisition
Date: February 7, 2012 at 4:11 PM

On Feb 7, 2012, at 12:45 PM, Paul Slater wrote:

On Feb 7, 2012, at 11:11 AM, Elliot Temple wrote:

On Feb 7, 2012, at 10:28 AM, Paul Slater wrote:

I find the book highly impressive, ambitious and compelling, and it made me 
regret not having paid more attention in the past to "The Fabric of Reality", 
which it cursorily had appeared to me was simply one among a considerable 
number of more-or-less-similar popularizations of physics and related topics.

"Beginnings…" is certainly  quite comprehensive in scope, but early on I was 
mildly (but not bitterly) surprised to see no reference to the Bayesian 
approach to knowledge acquisition in the index. It would seem that its spirit 
meshes well with Deutsch's suggested continual improvement of 
explanations and underlying theories.

No, the Bayesians are inductivists, empiricists and justificationists who don't 
properly respect explanation or epistemology, and who don't like Popper.

If that doesn't make sense, please ask about it.

There's some previous discussion here:

http://groups.google.com/group/beginning-of-infinity/search?group=beginning-
of-infinity&q=bayesian&qt_g=Search+this+group

And you can find a lot of discussion between me and them on their Less 
Wrong website.

Though depending what you want to know, you might be better off just asking 
a question in a new post.

http://groups.google.com/group/beginning-of-infinity/search?group=beginning-of-infinity&q=bayesian&qt_g=Search+this+group


Perhaps this is an area of endeavor that the author--who has clearly read far 
and wide--has not had an opportunity yet to study or reflect upon in sufficient 
depth to make his characteristic shrewd pertinent observations.

No, Deutsch is aware of the Bayesians and what they are about.

By the way, Popper was aware of them too, and rejected their worldview.

-- Elliot Temple
http://curi.us/

Thanks, for the interesting reply.

Maybe Bayesians themselves, as a professional group, have the shortcomings
("inductivists, empiricists and justificationists who don't properly respect 
explanation or epistemology, and who don't like Popper") that you enumerate, 
but, perhaps apart from that, how should Bayes' Theorem itself be viewed in the 
panoply of scientific methodologies?

Bayes's Theorem itself is true and important, but does not constitute an 
epistemology. It's some math related to probability which needs to be used when 
applicable.

It's the attempts to make it an epistemology, both by adding stuff (e.g. ideas about 
"degree of belief" and how probability corresponds to justification, epistemic 
support, etc), and also by lowering standards for what an epistemology is (e.g. 
focussing on empirical evidence but not dealing with the creation of philosophical 
knowledge), that we disagree with.

It does seem to be regarded as a major, important tool with many notable 
successes
(see the 2011 wide-ranging, highly-engaging Yale U. Press book, "The Theory 
That Would Not Die" by Sharon Bertsch McGrayne, for instance).

I would have been interested in reading Deutsch's take on Bayesianism, if only 
for him to criticize it.

http://curi.us/


(Does this all imply that he would be more sympathetic to the opposing 
"frequentist" wing of statistical analysis.?)

You might take a look at this:

http://xxx.lanl.gov/abs/quant-ph/9906015

And here is a Bayesian vs Frequentist thing:

http://www.behind-the-enemy-lines.com/2008/01/are-you-bayesian-or-frequentist-
or.html

As I read it, the Bayesians get a different result by assuming a "prior" for no 
apparent reason. Making up a prior and letting it factor into your predictions 
seems to me like pure bias.

Quote: "If we assume that we know nothing about p, we can assume that the 
prior is a uniform distribution". I disagree that one can just *assume* that.

In other words: before the first datapoint they make up some stuff. Then they 
adjust the their ideas as data comes in. This is bad because the made up stuff is 
arbitrary and they'd get different results if they arbitrarily made up something else.

In practice they usually choose reasonable priors because they *think about it* (in 
a Popperian way) and use things like *common sense* and *criticism* to make 
good guesses to use as their prior. This minimizes the problem.

And in general if you take *knowledge* and you update it as new evidence comes 
in, that is good. But if you take an *arbitrary* prior, and update it by evidence, 
that's a mistake. It'd be better to leave out any arbitrary priors, they shouldn't 
count for anything.

Frequentists are wrong about stuff too. I'll send a separate post on that topic.

http://xxx.lanl.gov/abs/quant-ph/9906015
http://www.behind-the-enemy-lines.com/2008/01/are-you-bayesian-or-frequentist-or.html


One more thing, maybe relevant: in my view, *physical events* have probabilities 
(and probability makes sense *in the context of theories of physics* rather than a 
priori) but *ideas* do not have probabilities of being true.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] no mention of the Bayesian approach to knowledge acquisition
Date: February 7, 2012 at 4:19 PM

On 7 Feb 2012, at 20:45, Paul Slater wrote:

On Feb 7, 2012, at 11:11 AM, Elliot Temple wrote:

On Feb 7, 2012, at 10:28 AM, Paul Slater wrote:

I find the book highly impressive, ambitious and compelling, and it made me 
regret not having paid more attention in the past to "The Fabric of Reality", 
which it cursorily had appeared to me was simply one among a considerable 
number of more-or-less-similar popularizations of physics and related topics.

"Beginnings…" is certainly  quite comprehensive in scope, but early on I was 
mildly (but not bitterly) surprised to see no reference to the Bayesian 
approach to knowledge acquisition in the index. It would seem that its spirit 
meshes well with Deutsch's suggested continual improvement of 
explanations and underlying theories.

No, the Bayesians are inductivists, empiricists and justificationists who don't 
properly respect explanation or epistemology, and who don't like Popper.

If that doesn't make sense, please ask about it.

There's some previous discussion here:

http://groups.google.com/group/beginning-of-infinity/search?group=beginning-
of-infinity&q=bayesian&qt_g=Search+this+group

And you can find a lot of discussion between me and them on their Less 
Wrong website.

Though depending what you want to know, you might be better off just asking 
a question in a new post.

http://groups.google.com/group/beginning-of-infinity/search?group=beginning-of-infinity&q=bayesian&qt_g=Search+this+group


Perhaps this is an area of endeavor that the author--who has clearly read far 
and wide--has not had an opportunity yet to study or reflect upon in sufficient 
depth to make his characteristic shrewd pertinent observations.

No, Deutsch is aware of the Bayesians and what they are about.

By the way, Popper was aware of them too, and rejected their worldview.

-- Elliot Temple
http://curi.us/

Thanks, for the interesting reply.

Maybe Bayesians themselves, as a professional group, have the shortcomings
("inductivists, empiricists and justificationists who don't properly respect 
explanation or epistemology, and who don't like Popper") that you enumerate,
but, perhaps apart from that, how should Bayes' Theorem itself be viewed in the 
panoply of scientific methodologies?
It does seem to be regarded as a major, important tool with many notable 
successes (see the 2011 wide-ranging, highly-engaging Yale U. Press book, 
"The Theory That Would Not Die" by Sharon Bertsch McGrayne, for instance).

There's nothing wrong with Bayes' theorem per se, it's just a theorem in the 
calculus of probability. It just doesn't have much to do with epistemology.

I would have been interested in reading Deutsch's take on Bayesianism, if only 
for him to criticize it.
(Does this all imply that he would be more sympathetic to the opposing 
"frequentist" wing of statistical analysis.?)

If by Bayesian statistical analysis you mean that probabilities are subjective, 
David has criticised that idea here

http://vimeo.com/5490979

If probability isn't objective then there is no means by which people could come to 
agree on it and it would play no role in explaining much of anything.

http://curi.us/
http://vimeo.com/5490979


The idea that you have to be a subjectivist or a frequency theorist is a false 
dichotomy and the frequency theory is also a bad explanation of probability. It 
assumes without explanation that if there are equal numbers of X and Y  then the 
probability of X is equal to the probability of Y, but there can be different ways of 
counting and this theory doesn't explain which one we should pick. For example, 
if you have two computer simulations of the same person should you say that the 
probability of each is 1/2? Or if one of them is instantiated in more electrons than 
another should you say the one with more electrons is more likely.

Also, might there be any special take on the use of objective (Jeffreys') priors?
I don't think I have any particular axe to grind here, although I have
tried studying somewhat related (Jeffreys' prior) issues in a quantum-
mechanical context
(http://arxiv.org/find/quant-ph/1/au:+Slater_P/0/1/0/all/0/1

http://www.nature.com/nature/journal/v367/n6461/pdf/367328b0.pdf)

See

http://arxiv.org/abs/0906.2718

for a discussion of quantum probability developing a paper by David cited by 
Elliot in another post.

Alan

http://arxiv.org/find/quant-ph/1/au:+Slater_P/0/1/0/all/0/1
http://www.nature.com/nature/journal/v367/n6461/pdf/367328b0.pdf
http://arxiv.org/abs/0906.2718


From: Raymond Arnold <raemon777@gmail.com>
Subject: Re: [BoI] no mention of the Bayesian approach to knowledge acquisition
Date: February 7, 2012 at 4:29 PM

I've been hanging out in 'Bayesian' circles lately. I don't have a
particular attachment to Bayesianism as an worldview. I'm in the process of
attempting to build an epistemic worldview, and someone pointed me to you
guys as an alternate approach. This conversation seems like a good place to
learn.

Decisions are not made by weighing, they are made by accepting or
rejecting explanations. See Chapter 13 of BoI, especially p. 340-35
Can you summarize why this is the case?

Say I have two possible explanations for an event, neither of which can be
immediately falsified (they both are internally consistent and ahve
produced no negative results), and I have a limited timeframe in order to
make a decision (i.e. how most decisions work). The different explanations
would yield different results for a high-stakes decision I need to make in
the near future. How do I decide which explanation to go with?

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Intent of Experimenters; Frequentists
Date: February 7, 2012 at 4:52 PM

http://news.ycombinator.com/item?id=3189285

xenophanes is me.

Summary:

Someone complains about A/B software as not being Bayesian because

The original intent of the experimenter shouldn't affect his conclusions!

I mostly agree.

But one has to be careful.

He objects to:

However, the significance calculation makes a critical assumption that you have 
probably violated without even realizing it: that the sample size was fixed in 
advance. If instead of deciding ahead of time, “this experiment will collect 
exactly 1,000 observations,” you say, “we’ll run it until we see a significant 
difference,” all the reported significance levels become meaningless.

He's basically right: you do not need to specify in advance, "we'll stop at 1,000". 
You can do something *like* the second one. But you can't do exactly the second 
one.

The problem with the second one is it *may never ever ever halt*.

You need to have a stopping procedure that is guaranteed to halt.

The problem with (possibly) non-halting procedures is that data doesn't get 
reported.

http://news.ycombinator.com/item?id=3189285


In other words, if 10 experiments begin experiments, all using procedures that 
may never halt, then what could happen is 1 person's experiment halts and he 
publishes, and the other 9 die and never publish. So the *published* data is very 
unrepresentative of the actual data collected. That is not an issue of the 
experimenter's intent but of selective publishing.

As long as everyone is guaranteed to halt/publish so they aren't selective about 
which data makes it into the literature, then it's OK.

(If only the homeopathy people knew this! Instead you'll see 20 different people 
do studies, 1 publishes 95% confident that homeopathy works, and the others 
never publish their failures. That's no good.)

So for example you can have the following stopping procedure, and it's fine:

Halt after 10,000 observations or when X (some preferred outcome) is winning by 
10% or more.

That is fine.

In my (somewhat vague) understanding, the frequentist school thinks that is 
unacceptable, so they're wrong. Bayesians are right that the intent of an 
experiment doesn't matter as long as he follows acceptable rules. The 
experimenter is allowed to be biased, no problem, as long as he doesn't falsify 
his data. And he can have any rules for when to stop experimenting as long as, 
again, it doesn't essentially falsify data by never halting for certain data and 
therefore selectively never reporting that unwanted data.

BTW you can even change stopping procedures mid experiment as long as the 
changes are themselves done according to some procedure that, overall, 
guarantees the experiment halts. In other words one can have a meta-stopping-
procedure. But it must itself be fixed or only changed according to a meta-meta-
stopping procedure that, overall, guarantees halting.

See also:

http://lesswrong.com/lw/1gc/frequentist_statistics_are_frequently_subjective/

http://lesswrong.com/lw/1gc/frequentist_statistics_are_frequently_subjective/


http://lesswrong.com/lw/mt/beautiful_probability/

As I recall they are basically right except they don't understand, or omit, the 
necessity of *halting* procedures.

There's also another caveat: having weird stopping procedures as discussed is a 
bad idea. They can serve to increase the short term chance of having misleading 
data. They only work fine in the long run, eventually. So they are sort of 
technically OK but unwise.

This is the same issue as the man who bets a dollar, and every time he loses he 
doubles his bet. One betting session ends after a single victory, or when he runs 
out of money.

So what happens? Almost all betting sessions he comes out ahead a dollar. Even 
though it's a fair game, or even 52% for the casino. But in the long run his betting 
strategy has no effect on the expectation value of his winnings or losings.

And if you don't specify that he halts when running out of money, but assume he 
has infinite money and always plays until he wins, then you get problems!

-- Elliot Temple
http://curi.us/

http://lesswrong.com/lw/mt/beautiful_probability/
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] no mention of the Bayesian approach to knowledge acquisition
Date: February 7, 2012 at 4:59 PM

On Feb 7, 2012, at 1:29 PM, Raymond Arnold wrote:

I've been hanging out in 'Bayesian' circles lately. I don't have a
particular attachment to Bayesianism as an worldview. I'm in the process of
attempting to build an epistemic worldview, and someone pointed me to you
guys as an alternate approach. This conversation seems like a good place to
learn.

[Alan wrote:]

Decisions are not made by weighing, they are made by accepting or
rejecting explanations. See Chapter 13 of BoI, especially p. 340-35
Can you summarize why this is the case?

Say I have two possible explanations for an event, neither of which can be
immediately falsified (they both are internally consistent and ahve
produced no negative results), and I have a limited timeframe in order to
make a decision (i.e. how most decisions work). The different explanations
would yield different results for a high-stakes decision I need to make in
the near future. How do I decide which explanation to go with?

You have to come up with an explanation/idea that you do not have a criticism of.

Since these two ideas:

A) contradict each other

B) fail to adequately clarify why they are right and the other is wrong

then you have a criticism of *both* of them.

So you really have the situation of *zero* non-refuted ideas, not 2+.



What you need to do is therefore brainstorm new ideas and come up with one 
that isn't refuted.

This may sound hard but there is a trick to it: narrow scope.

These original ideas tried to solve big important problems, like maybe about how 
physics works.

These new ideas are trying to solve the narrow problem of making a decision in a 
limited time frame. That's a much easier problem.

See also:

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/7298b5480a8910ed/dac8e8522ad58554#dac8e852
2ad58554

http://fallibleideas.com/avoiding-coercion

-- Elliot Temple
http://elliottemple.com/

-- 

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/7298b5480a8910ed/dac8e8522ad58554#dac8e8522ad58554
http://fallibleideas.com/avoiding-coercion
http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] no mention of the Bayesian approach to knowledge acquisition
Date: February 7, 2012 at 5:07 PM

On 7 Feb 2012, at 21:29, Raymond Arnold wrote:

I've been hanging out in 'Bayesian' circles lately. I don't have a particular 
attachment to Bayesianism as an worldview. I'm in the process of attempting to 
build an epistemic worldview, and someone pointed me to you guys as an 
alternate approach. This conversation seems like a good place to learn.

Decisions are not made by weighing, they are made by accepting or rejecting 
explanations. See Chapter 13 of BoI, especially p. 340-35

Can you summarize why this is the case?

There are two problems. The first is that the whole idea is inconsistent owing to 
Arrow's theorem.

Say I have two possible explanations for an event, neither of which can be 
immediately falsified (they both are internally consistent and ahve produced no 
negative results), and I have a limited timeframe in order to make a decision (i.e. 
how most decisions work). The different explanations would yield different 
results for a high-stakes decision I need to make in the near future. How do I 
decide which explanation to go with?

First, experimental falsification is not the only relevant criterion. Far more relevant 
is whether it's a good explanation. See

http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.htm
l

Bad explanations should never get to the point of being experimentally tested. 
Claims that such explanations have been experimentally tested are based on 
fudging. For example, the copenhagen interpretation of quantum mechanics has 
never been tested because it doesn't specify exactly what the equations are for 
how quantum systems evolve. Different choices for where collapse happens 
could have different consequences for experiments, so you can just massage 
where the collapse takes place to fit any data unless you have a specific guess.

http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.html


But let's make the problem more difficult and suppose you have two explanations 
and no criticisms of either of them. Then you do have a criticism of them because 
the fact that there are two apparently equally good explanations means that they 
are easy to vary to the point where you can swap one for the other without 
noticing any difference. So neither of them are suitable for taking action. If you 
have to make the decision quickly, then you look for a small modification of either 
of them that will make it better than the other and if you find such a modification 
you use it. For example, if I have to choose between having a hot dog or having a 
burger and I don't prefer hot dogs over burgers per se, but I do prefer ketchup on 
hot dogs to ketchup on a burger, then I might change my preference to have a hot 
dog with ketchup.

I think this is an instance of Elliot's decision scope narrowing idea:

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/7298b5480a8910ed/dac8e8522ad58554#dac8e852
2ad58554

http://fallibleideas.com/avoiding-coercion

 It's narrowing the scope to "what meaty thing tastes better with ketchup" rather 
than "what meaty thing tastes good".

Alan

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/7298b5480a8910ed/dac8e8522ad58554#dac8e8522ad58554
http://fallibleideas.com/avoiding-coercion


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 8, 2012 at 1:34 AM

On Feb 6, 5:21 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with existing 
expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

1) Have existing expectations (e.g., about the ratios of bases -- could be lots of 
things)
2) Make observations that don't fit with these existing expectations (e.g., certain 
bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species (e.g., for 
Chargaff's rule)



5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions (e.g., 
the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction consists of. 
Somehow or another we infer a general principle from particular instances, and 
that's called induction.

According to C&R, the process consists of making guesses using creativity, and 
criticizing them. An initial guess may have already gone through an unnoticed 
process of criticism. We can quickly, without conscious attention, reject lots of 
ideas that don't make sense, don't fit with our evidence, don't fit with other 
existing ideas, etc. (This can make that initial guess look better than a random 
guess that didn't go through this process.)

What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? Why would 
there need to be a special process?

I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted
that outcome.  That's why I think it was an inductive inference.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 8, 2012 at 1:51 AM

On Feb 7, 2012, at 10:34 PM, Steve Push wrote:

On Feb 6, 5:21 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with existing 
expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

1) Have existing expectations (e.g., about the ratios of bases -- could be lots of 
things)
2) Make observations that don't fit with these existing expectations (e.g., 



certain bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species (e.g., for 
Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions 
(e.g., the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction consists of. 
Somehow or another we infer a general principle from particular instances, and 
that's called induction.

According to C&R, the process consists of making guesses using creativity, 
and criticizing them. An initial guess may have already gone through an 
unnoticed process of criticism. We can quickly, without conscious attention, 
reject lots of ideas that don't make sense, don't fit with our evidence, don't fit 
with other existing ideas, etc. (This can make that initial guess look better than 
a random guess that didn't go through this process.)

What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? Why would 
there need to be a special process?

I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted
that outcome.  That's why I think it was an inductive inference.



He guessed that the future would resemble the past *in some ways and not other 
ways*.

How and why did he choose those particular ways, while rejecting others? 
Induction holds no answers.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 8, 2012 at 2:02 AM

On Feb 6, 6:07 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 6 Feb 2012, at 10:21pm, Kristen Ely wrote:

On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with existing 
expectations. Or noticing an error in an existing idea.

Yes.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

1) Have existing expectations (e.g., about the ratios of bases -- could be lots of 
things)



2) Make observations that don't fit with these existing expectations (e.g., 
certain bases appear in roughly 1-to-1 ratio) -- now there is a problem

As you said above, that is not the only way a problem can arise. It can also be 
purely theoretical -- in many different ways. I might be that someone notices that 
a theory has a surprising or puzzling consequence; or it might be that they 
notice a conflict between existing theories, or within a theory; or they might just 
want a theory with particular properties (e.g. a cure for cancer, or a quantitative 
theory of something that hitherto there has only been a qualitative theory for). 
Even when the problem does emerge from "observations that don't fit with these 
existing expectations", there will have been a reason why the observations were 
made, and even if that reason had nothing to do with suspecting that there 
might be a surprising outcome (we're now down to a tiny minority of all scientific 
problems) it's still only that *existing explanations conflict with each other*, 
because we never experience expectations conflicting with theories, only that 
they seem to. And that seeming is theoretical.

3) Repeat observations to check for experimental error, etc.

Well, one can't "check for experimental error" unless one has a testable theory 
of what the error might be. So strictly speaking one doesn't actually repeat the 
experiment, one performs a similar experiment, but this time in a way that tests 
some theory of what might have caused an error originally. (Even when one is 
testing for fraud, say, one is 'repeating' the experiment *with different 
experimenters*.)

4) Guess, using creativity, that this ratio holds across different species (e.g., for 
Chargaff's rule)

Not really. That guess will already be a logical consequence of the theory one is 
testing. Imagining that this is a further step is double counting.

I don't see how the guess concerning base ratios was a logical
consequence of the theory Chargaff was testing.  The ratios were not
predicted by his theory.  They neither refuted nor corroborated his
theory.  In this case, the theory (i.e., the double helix) was a
logical consequence of the guess.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 8, 2012 at 2:09 AM

On Feb 7, 2012, at 11:02 PM, Steve Push wrote:

They neither refuted nor corroborated his theory.

What do you think is the difference between:

1) does not refute but does corroborate

2) does not refute and does not corroborate

?

What is this "corroboration" (you aren't using the word in the way Popper did) and 
how does it differ from non-refutation?

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 8, 2012 at 2:09 AM

On Feb 7, 2012, at 11:06 PM, Steve Push wrote:

On Feb 8, 1:51 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 10:34 PM, Steve Push wrote:

On Feb 6, 5:21 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with 
existing expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:



1) Have existing expectations (e.g., about the ratios of bases -- could be lots 
of things)
2) Make observations that don't fit with these existing expectations (e.g., 
certain bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species (e.g., 
for Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions 
(e.g., the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction consists 
of. Somehow or another we infer a general principle from particular 
instances, and that's called induction.

According to C&R, the process consists of making guesses using creativity, 
and criticizing them. An initial guess may have already gone through an 
unnoticed process of criticism. We can quickly, without conscious attention, 
reject lots of ideas that don't make sense, don't fit with our evidence, don't fit 
with other existing ideas, etc. (This can make that initial guess look better 
than a random guess that didn't go through this process.)

What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? Why 
would there need to be a special process?



I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted
that outcome.  That's why I think it was an inductive inference.

He guessed that the future would resemble the past *in some ways and not 
other ways*.

How and why did he choose those particular ways, while rejecting others? 
Induction holds no answers.

He chose those particular ways based solely on the regularities he
observed in the data.  He had no theory to help him with the choice.

The data had infinitely many regularities.

How and why did he chose to observe some particular regularities, while not 
observing others?

Induction holds no answers.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 8, 2012 at 2:06 AM

On Feb 8, 1:51 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 10:34 PM, Steve Push wrote:

On Feb 6, 5:21 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with 
existing expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

1) Have existing expectations (e.g., about the ratios of bases -- could be lots 
of things)
2) Make observations that don't fit with these existing expectations (e.g., 



certain bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species (e.g., 
for Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions 
(e.g., the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction consists of. 
Somehow or another we infer a general principle from particular instances, 
and that's called induction.

According to C&R, the process consists of making guesses using creativity, 
and criticizing them. An initial guess may have already gone through an 
unnoticed process of criticism. We can quickly, without conscious attention, 
reject lots of ideas that don't make sense, don't fit with our evidence, don't fit 
with other existing ideas, etc. (This can make that initial guess look better 
than a random guess that didn't go through this process.)

What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? Why 
would there need to be a special process?

I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted



that outcome.  That's why I think it was an inductive inference.

He guessed that the future would resemble the past *in some ways and not 
other ways*.

How and why did he choose those particular ways, while rejecting others? 
Induction holds no answers.

He chose those particular ways based solely on the regularities he
observed in the data.  He had no theory to help him with the choice.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 8, 2012 at 9:05 AM

On Feb 8, 2:09 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 11:02 PM, Steve Push wrote:

They neither refuted nor corroborated his theory.

What do you think is the difference between:

1) does not refute but does corroborate

Compatible with the theory and distinguishes it from competing
theories.

2) does not refute and does not corroborate

Compatible with the theory but does not distinguish it from competing
theories.

What is this "corroboration" (you aren't using the word in the way Popper did) 
and how does it differ from non-refutation?

I believe I am using the term as Popper did, but I think he focused on
observations of the type 1 from your question above.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 8, 2012 at 9:29 AM

On Feb 8, 2:09 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 11:06 PM, Steve Push wrote:

On Feb 8, 1:51 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 10:34 PM, Steve Push wrote:

On Feb 6, 5:21 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with 
existing expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:



1) Have existing expectations (e.g., about the ratios of bases -- could be 
lots of things)
2) Make observations that don't fit with these existing expectations (e.g., 
certain bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species 
(e.g., for Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions 
(e.g., the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction consists 
of. Somehow or another we infer a general principle from particular 
instances, and that's called induction.

According to C&R, the process consists of making guesses using 
creativity, and criticizing them. An initial guess may have already gone 
through an unnoticed process of criticism. We can quickly, without 
conscious attention, reject lots of ideas that don't make sense, don't fit with 
our evidence, don't fit with other existing ideas, etc. (This can make that 
initial guess look better than a random guess that didn't go through this 
process.)

What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? Why 
would there need to be a special process?



I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted
that outcome.  That's why I think it was an inductive inference.

He guessed that the future would resemble the past *in some ways and not 
other ways*.

How and why did he choose those particular ways, while rejecting others? 
Induction holds no answers.

He chose those particular ways based solely on the regularities he
observed in the data.  He had no theory to help him with the choice.

The data had infinitely many regularities.

How and why did he chose to observe some particular regularities, while not 
observing others?

He expected the base quantities to be unequal.  Thus he chose to look
for regularities among all of the base quantities.  Some were unequal;
some were not.  Taken as a whole, these observations corroborated this
hypothesis, because the competing hypothesis required that all bases
be equal.  But the base quantities that were equal (C = G and A = T)
came as a complete surprise to Chargaff and neither refuted nor
corroborated his hypothesis.  They were "orphan" observations that
were not predicted but any theory then in existence.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 8, 2012 at 11:29 AM

On Feb 8, 2012, at 6:29 AM, Steve Push wrote:

On Feb 8, 2:09 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 11:06 PM, Steve Push wrote:

On Feb 8, 1:51 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 10:34 PM, Steve Push wrote:

On Feb 6, 5:21 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with 
existing expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a 
theory



that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

1) Have existing expectations (e.g., about the ratios of bases -- could be 
lots of things)
2) Make observations that don't fit with these existing expectations (e.g., 
certain bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species 
(e.g., for Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions 
(e.g., the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction 
consists of. Somehow or another we infer a general principle from 
particular instances, and that's called induction.

According to C&R, the process consists of making guesses using 
creativity, and criticizing them. An initial guess may have already gone 
through an unnoticed process of criticism. We can quickly, without 
conscious attention, reject lots of ideas that don't make sense, don't fit 
with our evidence, don't fit with other existing ideas, etc. (This can make 
that initial guess look better than a random guess that didn't go through 
this process.)



What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? Why 
would there need to be a special process?

I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted
that outcome.  That's why I think it was an inductive inference.

He guessed that the future would resemble the past *in some ways and not 
other ways*.

How and why did he choose those particular ways, while rejecting others? 
Induction holds no answers.

He chose those particular ways based solely on the regularities he
observed in the data.  He had no theory to help him with the choice.

The data had infinitely many regularities.

How and why did he chose to observe some particular regularities, while not 
observing others?

He expected the base quantities to be unequal.

So you agree with us that he had ideas in advance.

 Thus he chose to look
for regularities among all of the base quantities.

And searched among the observations according to the ideas he already had.

So the success of his endeavor depends on, among other things, how good those 
pre-existing ideas are. Which depends on his critical consideration of them, and 
his creating new and better ideas for how to interpretation observations and 



which to look for. All that is done by guesses and criticism, and is a prerequisite to 
where induction even supposedly starts. Do you agree?

And "he had no theory to help him" is just false. He had many ideas helping him: 
the ones behind his expectations and choices, and the ones critically considering 
those, and many ideas that are part of his "background knowledge" which are 
relevant too.

Some were unequal;
some were not.  Taken as a whole, these observations corroborated this
hypothesis, because the competing hypothesis required that all bases
be equal.  But the base quantities that were equal (C = G and A = T)
came as a complete surprise to Chargaff and neither refuted nor
corroborated his hypothesis.  They were "orphan" observations that
were not predicted but any theory then in existence.

I don't know the history and I don't want to learn it merely to argue this point. 
Could you give a trivial, simple, contrived example of induction?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 8, 2012 at 11:36 AM

On Feb 8, 2012, at 6:05 AM, Steve Push wrote:

On Feb 8, 2:09 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 11:02 PM, Steve Push wrote:

They neither refuted nor corroborated his theory.

What do you think is the difference between:

1) does not refute but does corroborate

Compatible with the theory and distinguishes it from competing
theories.

2) does not refute and does not corroborate

Compatible with the theory but does not distinguish it from competing
theories.

What use do you think corroboration is? I think you're using it as a substitute for 
justification.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 8, 2012 at 1:57 PM

On Feb 8, 11:29 am, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 6:29 AM, Steve Push wrote:

On Feb 8, 2:09 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 11:06 PM, Steve Push wrote:

On Feb 8, 1:51 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 10:34 PM, Steve Push wrote:

On Feb 6, 5:21 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed 
day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with 
existing expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a 
theory



that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

1) Have existing expectations (e.g., about the ratios of bases -- could be 
lots of things)
2) Make observations that don't fit with these existing expectations (e.g., 
certain bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species 
(e.g., for Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory 
that explains all of the evidence and can be used to make testable 
predictions (e.g., the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction 
consists of. Somehow or another we infer a general principle from 
particular instances, and that's called induction.

According to C&R, the process consists of making guesses using 
creativity, and criticizing them. An initial guess may have already gone 
through an unnoticed process of criticism. We can quickly, without 
conscious attention, reject lots of ideas that don't make sense, don't fit 
with our evidence, don't fit with other existing ideas, etc. (This can make 
that initial guess look better than a random guess that didn't go through 
this process.)



What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? Why 
would there need to be a special process?

I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted
that outcome.  That's why I think it was an inductive inference.

He guessed that the future would resemble the past *in some ways and 
not other ways*.

How and why did he choose those particular ways, while rejecting others? 
Induction holds no answers.

He chose those particular ways based solely on the regularities he
observed in the data.  He had no theory to help him with the choice.

The data had infinitely many regularities.

How and why did he chose to observe some particular regularities, while not 
observing others?

He expected the base quantities to be unequal.

So you agree with us that he had ideas in advance.

Of course he had ideas.  The question is, What ideas?

 Thus he chose to look
for regularities among all of the base quantities.

And searched among the observations according to the ideas he already had.

Yes.



So the success of his endeavor depends on, among other things, how good 
those pre-existing ideas are. Which depends on his critical consideration of 
them, and his creating new and better ideas for how to interpretation 
observations and which to look for. All that is done by guesses and criticism, 
and is a prerequisite to where induction even supposedly starts. Do you agree?

No.  He was successful in refuting the tetranucleotide hypothesis, but
he failed to develop a new theory based on his observations.

And "he had no theory to help him" is just false. He had many ideas helping him: 
the ones behind his expectations and choices, and the ones critically 
considering those, and many ideas that are part of his "background knowledge" 
which are relevant too.

None of his theories or ideas told him to look for the particular
pattern of regularities he found.

Some were unequal;
some were not.  Taken as a whole, these observations corroborated this
hypothesis, because the competing hypothesis required that all bases
be equal.  But the base quantities that were equal (C = G and A = T)
came as a complete surprise to Chargaff and neither refuted nor
corroborated his hypothesis.  They were "orphan" observations that
were not predicted but any theory then in existence.

I don't know the history and I don't want to learn it merely to argue this point. 
Could you give a trivial, simple, contrived example of induction?

We've already tried that approach without much success.  I'd like to
proceed on the assumption that, if Popperian propositions are valid,
they must be subject to refutation by observation.  The proposition
that induction is impossible can be refuted by one reliable
observation to the contrary.

I have tried to state the relevant facts of the Chargaff case as
clearly as possible.  But I don't see a Popperian explanation.  It
seems to me that the C&R process requires more than simply having
ideas in advance.  There must be particular ideas that lead to
critical tests.  There was no prior idea of Chargaff's rules.  With
the benefit of 20/20 hindsight we can say, "Of course that was a



possible outcome of the experiments."  But despite writing a history
of the episode and describing his thought process in an autobiography,
there is no evidence that Chargaff or anyone else considered that
possibility until he observed the pattern in the data.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 8, 2012 at 2:12 PM

On Feb 8, 11:36 am, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 6:05 AM, Steve Push wrote:

On Feb 8, 2:09 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 11:02 PM, Steve Push wrote:

They neither refuted nor corroborated his theory.

What do you think is the difference between:

1) does not refute but does corroborate

Compatible with the theory and distinguishes it from competing
theories.

2) does not refute and does not corroborate

Compatible with the theory but does not distinguish it from competing
theories.

What use do you think corroboration is? I think you're using it as a substitute for 
justification.

According to Popper, corroboration is a "report of past performance"
in criticism.  The observed regularities in DNA bases were compatible
with Chargaff's theory (i.e., did not refute it) but were not entailed
by it.  Thus the observation of the regularities did nothing to
enhance or diminish his theory's performance.  The theory was,
however, corroborated by *other* observations (e.g., A is not equal to
C) made in the same experiments.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 8, 2012 at 3:16 PM

On Feb 8, 2012, at 10:57 AM, Steve Push wrote:

On Feb 8, 11:29 am, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 6:29 AM, Steve Push wrote:

On Feb 8, 2:09 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 11:06 PM, Steve Push wrote:

On Feb 8, 1:51 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 10:34 PM, Steve Push wrote:

On Feb 6, 5:21 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed 
day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with 
existing expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).



2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a 
theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

1) Have existing expectations (e.g., about the ratios of bases -- could 
be lots of things)
2) Make observations that don't fit with these existing expectations 
(e.g., certain bases appear in roughly 1-to-1 ratio) -- now there is a 
problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species 
(e.g., for Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory 
that explains all of the evidence and can be used to make testable 
predictions (e.g., the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio 
or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction 
consists of. Somehow or another we infer a general principle from 
particular instances, and that's called induction.

According to C&R, the process consists of making guesses using 
creativity, and criticizing them. An initial guess may have already gone 



through an unnoticed process of criticism. We can quickly, without 
conscious attention, reject lots of ideas that don't make sense, don't fit 
with our evidence, don't fit with other existing ideas, etc. (This can 
make that initial guess look better than a random guess that didn't go 
through this process.)

What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? 
Why would there need to be a special process?

I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted
that outcome.  That's why I think it was an inductive inference.

He guessed that the future would resemble the past *in some ways and 
not other ways*.

How and why did he choose those particular ways, while rejecting 
others? Induction holds no answers.

He chose those particular ways based solely on the regularities he
observed in the data.  He had no theory to help him with the choice.

The data had infinitely many regularities.

How and why did he chose to observe some particular regularities, while not 
observing others?

He expected the base quantities to be unequal.

So you agree with us that he had ideas in advance.

Of course he had ideas.  The question is, What ideas?

You wrote "He had no theory to help him with the choice"



Now you say the opposite: he did have theories to help him with the choice.

Maybe you think a "theory" is a special word? It means an idea for both Popper 
and Deutsch. It's the same thing. Only the connotations are a little different.

 Thus he chose to look
for regularities among all of the base quantities.

And searched among the observations according to the ideas he already had.

Yes.

So the success of his endeavor depends on, among other things, how good 
those pre-existing ideas are. Which depends on his critical consideration of 
them, and his creating new and better ideas for how to interpretation 
observations and which to look for. All that is done by guesses and criticism, 
and is a prerequisite to where induction even supposedly starts. Do you 
agree?

No.  He was successful in refuting the tetranucleotide hypothesis, but
he failed to develop a new theory based on his observations.

And "he had no theory to help him" is just false. He had many ideas helping 
him: the ones behind his expectations and choices, and the ones critically 
considering those, and many ideas that are part of his "background 
knowledge" which are relevant too.

None of his theories or ideas told him to look for the particular
pattern of regularities he found.

They told him what kinds of patterns to look for and not look for. He searched 
according to ideas. He found one pattern matching his criterion for what kinds to 
look for. So that is an idea-based search. And where did those ideas about what 
kinds of patterns to look for come from? Guesses and criticism.

Some were unequal;



some were not.  Taken as a whole, these observations corroborated this
hypothesis, because the competing hypothesis required that all bases
be equal.  But the base quantities that were equal (C = G and A = T)
came as a complete surprise to Chargaff and neither refuted nor
corroborated his hypothesis.  They were "orphan" observations that
were not predicted but any theory then in existence.

I don't know the history and I don't want to learn it merely to argue this point. 
Could you give a trivial, simple, contrived example of induction?

We've already tried that approach without much success.

You say things like "He was successful in refuting the tetranucleotide hypothesis, 
but he failed to develop a new theory based".

I thought part of the example was that he did develop a theory: that A/T and C/G 
are equal.

So the historical details seem to be causing confusion.

Meanwhile we have not tried that approach: you have never posted a simple 
example of induction that I've seen. I do have some unread emails so point me to 
it if you did post it.

 I'd like to
proceed on the assumption that, if Popperian propositions are valid,
they must be subject to refutation by observation.

This contains two mistakes.

1) it assumes that all knowledge is empirical. Philosophy cannot be *empirically* 
refuted. Induction can't be either.

2) it misuses the word "valid" which is part of deduction only. I can't guess what is 
actually meant unless it's merely something like "any good"

 The proposition



that induction is impossible can be refuted by one reliable
observation to the contrary.

But one can't observe induction happen except in the context of ideas about what 
induction is, what one is observing, how to tell if something is induction, etc, 
which may be false.

Meanwhile you have yet to give a clear statement of to do induction -- like a list of 
steps to follow -- so it seems like you wouldn't be able to judge if anything is 
induction or not before you figure that out.

I have tried to state the relevant facts of the Chargaff case as
clearly as possible.  But I don't see a Popperian explanation.  It
seems to me that the C&R process requires more than simply having
ideas in advance.  There must be particular ideas that lead to
critical tests.  There was no prior idea of Chargaff's rules.

I think you're mixing up acting on clear and specific ideas with having ideas at all. 
We always act on lots of background knowledge, vague expectations or hunches, 
and so on, even when we are semi-aimlessly exploring. Our exploration is never 
totally random, it's always taking into account a bunch of ideas we have.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 8, 2012 at 3:20 PM

On Feb 8, 2012, at 11:12 AM, Steve Push wrote:

On Feb 8, 11:36 am, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 6:05 AM, Steve Push wrote:

On Feb 8, 2:09 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 11:02 PM, Steve Push wrote:

They neither refuted nor corroborated his theory.

What do you think is the difference between:

1) does not refute but does corroborate

Compatible with the theory and distinguishes it from competing
theories.

2) does not refute and does not corroborate

Compatible with the theory but does not distinguish it from competing
theories.

What use do you think corroboration is? I think you're using it as a substitute 
for justification.

According to Popper, corroboration is a "report of past performance"
in criticism.  The observed regularities in DNA bases were compatible
with Chargaff's theory (i.e., did not refute it) but were not entailed
by it.  Thus the observation of the regularities did nothing to
enhance or diminish his theory's performance.  The theory was,
however, corroborated by *other* observations (e.g., A is not equal to
C) made in the same experiments.



OK but what does corroboration *do*? Why do you care about it? How do you 
use it?

I see it as primarily a *descriptive* term.

And if something neither refutes nor corroborates, that would mean *the 
observation was pointless/irrelevant* -- it wasn't being done in the context of 
actually addressing problem anyone had.

I'm skeptical that is what actually happened. I think all the interesting 
observations, worth talking about, did refute a variety of ideas that people may 
not have explicitly stated but did have in mind. If an observation didn't do that 
people wouldn't have found it interesting or notable.

What's the point of your argument about this? Maybe I'm not sure what point 
you're trying to make.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 8, 2012 at 3:25 PM

On 2/8/2012 6:57 PM, Steve Push wrote:
The proposition that induction is impossible can be refuted by one reliable 
observation to the contrary.

That this observation is reliable is contentious - we disagree that it is actually an 
instance of induction.

But if induction *isn't* impossible, then surely there ought to be lots of other 
opportunities to observe it. So why not try and come up with one that isn't so 
contentious?

If it *isn't* impossible, but you also can't come up with any other examples of it 
beyond Chargaff, then that in and of itself needs an explanation.

- Richard

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 8, 2012 at 3:38 PM

On 8 Feb 2012, at 8:25pm, Richard Fine wrote:

On 2/8/2012 6:57 PM, Steve Push wrote:
The proposition that induction is impossible can be refuted by one reliable 
observation to the contrary.

That this observation is reliable is contentious - we disagree that it is actually an 
instance of induction.

But if induction *isn't* impossible, then surely there ought to be lots of other 
opportunities to observe it. So why not try and come up with one that isn't so 
contentious?

If it *isn't* impossible, but you also can't come up with any other examples of it 
beyond Chargaff, then that in and of itself needs an explanation.

FWIW, to me, now that I've looked it up, the Chargaff story seems an unusually 
clear and simple example of how induction was not, and could not have been, 
involved in a scientific discovery, and of what actually was involved.

-- David Deutsch

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] What is hypnosis?
Date: February 8, 2012 at 5:37 PM

I just read an article about some martial arts guys who are acting as
though they've hypnotized themselves.

http://www.samharris.org/blog/item/the-pleasures-of-drowning

Master Ryuken apparently believed himself capable of defeating multiple 
attackers without deigning to touch them. Rather, he could rely upon the magic 
power of chi. Video of him demonstrating his devastating abilities shows that his 
students were grotesquely complicit in what must have been a long and colorful 
process of self-deception. Did these young athletes actually think that they were 
being hurled to the ground against their will? It is hard to know. What seems 
certain, however, is that Master Ryuken came to believe that he was invincible; 
otherwise he wouldn’t have invited a martial artist from another school to come 
test his powers.

end quote

Click on the link above to watch the video of him using Chi to defeat
his students, and then the next video of him learning that Chi doesn't
exist [he was punched in the face repeatedly without a fight before
going down].

So were the martial arts students hypnotized? Did the teacher hypnotize himself?

Hypnosis is a trance state characterized by extreme suggestibility,
relaxation and heightened imagination. It is a mental state. It is
usually induced by a procedure known as a hypnotic induction, which is
commonly composed of a long series of preliminary instructions and
suggestions. Hypnotic suggestions may be delivered by a hypnotist in
the presence of the subject, or may be self-administered.

Hypnotists claim that some people can be hypnotized while others
cannot. But why? I went to a seminar at university where a hypnotist
tried this to many people on stage. Apparently I am in the *cannot*
group.

http://www.samharris.org/blog/item/the-pleasures-of-drowning


Can hypnosis be explained by self-coercion?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Understanding the Multiverse theory
Date: February 8, 2012 at 6:44 PM

I'm almost through the Multiverse chapter of BoI.

What I've learned is that each universe is a history. But because I'm
not fungible, I can only experience one of these histories. It seems
as though the Multiverse theory is a way to work out the probabilities
of things.

If we take a coin and flip it 4 times, we can calculate the
probability that we'll get:

(A)  4 heads, 0 tails =   6.25%
(B)  3 heads, 1 tails = 25.00%
(C)  2 heads, 2 tails = 37.50%
(D)  1 heads, 3 tails = 25.00%
(E)  0 heads, 4 tails =   6.25%

So the Multiverse theory explains that:

6.25% of the histories got A
25% of the histories got B
37.5% of the histories got C
25% of the histories got D
6.25% of the histories got E

Is that right?

So it seems that the Multiverse theory is another qualitative way to
explain probability of things happening in the future.

But then there is the phenomenon exhibited by the Mach-Zehnder
Interferometer. BoI says:

Then, the fact that the intermediate histories X and Y both contribute to the 
deterministic final outcome X makes it inescapable that both are happening at 
the intermediate time. (p. 286)



I think this is what BoI says is the [only?] evidence of the
Multiverse, i.e. that more than one history is occurring at the same
time. Each history is a universe. So more than one history occurring
at the same time is evidence of more than one universe. And there is
no other explanation that exists currently that explains the
phenomenon of the Mach-Zehnder Interferometer.

And then there is also that the Multiverse theory gives rise to
Quantum Computation. As I understand it, a quantum computation is one
that is done in multiple histories [maybe millions], at the same time,
so that its far more efficient that classical computation which does a
computation in only one history.

What else does [or can] the Multiverse theory explain?

-- Rami

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 9, 2012 at 4:27 AM

On Feb 8, 3:38 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 8 Feb 2012, at 8:25pm, Richard Fine wrote:

On 2/8/2012 6:57 PM, Steve Push wrote:
The proposition that induction is impossible can be refuted by one reliable 
observation to the contrary.

That this observation is reliable is contentious - we disagree that it is actually 
an instance of induction.

But if induction *isn't* impossible, then surely there ought to be lots of other 
opportunities to observe it. So why not try and come up with one that isn't so 
contentious?
If it *isn't* impossible, but you also can't come up with any other examples of it 
beyond Chargaff, then that in and of itself needs an explanation.

FWIW, to me, now that I've looked it up, the Chargaff story seems an unusually 
clear and simple example of how induction was not, and could not have been, 
involved in a scientific discovery, and of what actually was involved.

I would find it very interesting if you could elaborate on your
analysis of the Chargaff story.

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 9, 2012 at 4:42 AM

On Feb 8, 3:25 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 2/8/2012 6:57 PM, Steve Push wrote:

The proposition that induction is impossible can be refuted by one
reliable observation to the contrary.

That this observation is reliable is contentious - we disagree that it
is actually an instance of induction.

But if induction *isn't* impossible, then surely there ought to be lots
of other opportunities to observe it. So why not try and come up with
one that isn't so contentious?

If it *isn't* impossible, but you also can't come up with any other
examples of it beyond Chargaff, then that in and of itself needs an
explanation.

I think any example I could offer would be contentious in this forum.
But here is another example (from Philosophy of Science: A Very Short
Introduction by Samir Okasha, Oxford Univ. Press, 2002):

Geneticists concluded that people with Down's syndrome have an extra
chromosome.  They drew this conclusion after observing the extra
chromosome in a large number of people with Down's syndrome.  Samir
says:  "It is easy to see that this is an inductive inference.  The
fact that the DS sufferers in the sample studied had 47 chromosomes
doesn't prove that all DS sufferers do.  It is possible, though
unlikely, that the sample was an unrepresentative one."

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 9, 2012 at 4:46 AM

On Feb 8, 3:20 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 11:12 AM, Steve Push wrote:

On Feb 8, 11:36 am, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 6:05 AM, Steve Push wrote:

On Feb 8, 2:09 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 11:02 PM, Steve Push wrote:

They neither refuted nor corroborated his theory.

What do you think is the difference between:

1) does not refute but does corroborate

Compatible with the theory and distinguishes it from competing
theories.

2) does not refute and does not corroborate

Compatible with the theory but does not distinguish it from competing
theories.

What use do you think corroboration is? I think you're using it as a substitute 
for justification.

According to Popper, corroboration is a "report of past performance"
in criticism.  The observed regularities in DNA bases were compatible
with Chargaff's theory (i.e., did not refute it) but were not entailed
by it.  Thus the observation of the regularities did nothing to
enhance or diminish his theory's performance.  The theory was,
however, corroborated by *other* observations (e.g., A is not equal to
C) made in the same experiments.



OK but what does corroboration *do*? Why do you care about it? How do you 
use it?

I see it as primarily a *descriptive* term.

And if something neither refutes nor corroborates, that would mean *the 
observation was pointless/irrelevant* -- it wasn't being done in the context of 
actually addressing problem anyone had.

I'm skeptical that is what actually happened. I think all the interesting 
observations, worth talking about, did refute a variety of ideas that people may 
not have explicitly stated but did have in mind. If an observation didn't do that 
people wouldn't have found it interesting or notable.

What's the point of your argument about this? Maybe I'm not sure what point 
you're trying to make.

My point is that the observation was irrelevant to the criticism of
Chargaff's theory.  It was not pointless, however, because it
eventually led to the double helix theory.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 9, 2012 at 5:44 AM

On Feb 8, 3:16 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 10:57 AM, Steve Push wrote:

On Feb 8, 11:29 am, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 6:29 AM, Steve Push wrote:

On Feb 8, 2:09 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 11:06 PM, Steve Push wrote:

On Feb 8, 1:51 am, Elliot Temple <c...@curi.us> wrote:
On Feb 7, 2012, at 10:34 PM, Steve Push wrote:

On Feb 6, 5:21 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the 
chicken
had its neck wrung.  But before that happened, the chicken was fed 
day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you 
start?

With a problem. For example, observing something that doesn't fit 
with existing expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in



roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a 
theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

1) Have existing expectations (e.g., about the ratios of bases -- could 
be lots of things)
2) Make observations that don't fit with these existing expectations 
(e.g., certain bases appear in roughly 1-to-1 ratio) -- now there is a 
problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different 
species (e.g., for Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory 
that explains all of the evidence and can be used to make testable 
predictions (e.g., the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio 
or
why that pattern should hold across different species.  He was 
finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction 
consists of. Somehow or another we infer a general principle from 
particular instances, and that's called induction.



According to C&R, the process consists of making guesses using 
creativity, and criticizing them. An initial guess may have already 
gone through an unnoticed process of criticism. We can quickly, 
without conscious attention, reject lots of ideas that don't make 
sense, don't fit with our evidence, don't fit with other existing ideas, 
etc. (This can make that initial guess look better than a random 
guess that didn't go through this process.)

What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? 
Why would there need to be a special process?

I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would 
resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted
that outcome.  That's why I think it was an inductive inference.

He guessed that the future would resemble the past *in some ways and 
not other ways*.

How and why did he choose those particular ways, while rejecting 
others? Induction holds no answers.

He chose those particular ways based solely on the regularities he
observed in the data.  He had no theory to help him with the choice.

The data had infinitely many regularities.

How and why did he chose to observe some particular regularities, while 
not observing others?

He expected the base quantities to be unequal.

So you agree with us that he had ideas in advance.



Of course he had ideas.  The question is, What ideas?

You wrote "He had no theory to help him with the choice"

Now you say the opposite: he did have theories to help him with the choice.

Maybe you think a "theory" is a special word? It means an idea for both Popper 
and Deutsch. It's the same thing. Only the connotations are a little different.

I do think theory is a special word.  A theory is a well-tested
scientific explanation.  But following usage in this forum, I have
sometimes used the term in a more general sense, as a synonym for an
idea, hypothesis, or conjecture.  Actually, I don't think Chargaff had
a theory; he had a hypothesis.

 Thus he chose to look
for regularities among all of the base quantities.

And searched among the observations according to the ideas he already 
had.

Yes.

So the success of his endeavor depends on, among other things, how good 
those pre-existing ideas are. Which depends on his critical consideration of 
them, and his creating new and better ideas for how to interpretation 
observations and which to look for. All that is done by guesses and criticism, 
and is a prerequisite to where induction even supposedly starts. Do you 
agree?

No.  He was successful in refuting the tetranucleotide hypothesis, but
he failed to develop a new theory based on his observations.

And "he had no theory to help him" is just false. He had many ideas helping 
him: the ones behind his expectations and choices, and the ones critically 
considering those, and many ideas that are part of his "background 
knowledge" which are relevant too.

None of his theories or ideas told him to look for the particular



pattern of regularities he found.

They told him what kinds of patterns to look for and not look for. He searched 
according to ideas. He found one pattern matching his criterion for what kinds to 
look for. So that is an idea-based search. And where did those ideas about what 
kinds of patterns to look for come from? Guesses and criticism.

Some were unequal;
some were not.  Taken as a whole, these observations corroborated this
hypothesis, because the competing hypothesis required that all bases
be equal.  But the base quantities that were equal (C = G and A = T)
came as a complete surprise to Chargaff and neither refuted nor
corroborated his hypothesis.  They were "orphan" observations that
were not predicted but any theory then in existence.

I don't know the history and I don't want to learn it merely to argue this point. 
Could you give a trivial, simple, contrived example of induction?

We've already tried that approach without much success.

You say things like "He was successful in refuting the tetranucleotide 
hypothesis, but he failed to develop a new theory based".

I thought part of the example was that he did develop a theory: that A/T and C/G 
are equal.

No.  My point is that neither Chargaff nor anyone else had thought of
these regularities until Chargaff observed them.  Observations may be
theory-laden, but his observations weren't laden with any theory that
would have predicted that outcome.

So the historical details seem to be causing confusion.

Meanwhile we have not tried that approach: you have never posted a simple 
example of induction that I've seen. I do have some unread emails so point me 
to it if you did post it.

I don't have the relevant posts at my fingertips, but if I find them
I'll direct you to them.



 I'd like to
proceed on the assumption that, if Popperian propositions are valid,
they must be subject to refutation by observation.

This contains two mistakes.

1) it assumes that all knowledge is empirical. Philosophy cannot be *empirically* 
refuted. Induction can't be either.

Unless I'm mistaken, Popper gave a account of how he believed science
is done.  We should be able to test Popper's claims as we would any
other claims about how the world works.

2) it misuses the word "valid" which is part of deduction only. I can't guess what 
is actually meant unless it's merely something like "any good"

Thank you for correcting my nomenclature.  "Any good" will do.

 The proposition
that induction is impossible can be refuted by one reliable
observation to the contrary.

But one can't observe induction happen except in the context of ideas about 
what induction is, what one is observing, how to tell if something is induction, 
etc, which may be false.

Meanwhile you have yet to give a clear statement of to do induction -- like a list 
of steps to follow -- so it seems like you wouldn't be able to judge if anything is 
induction or not before you figure that out.

I have stated it.  I don't understand why you find it unclear.

I have tried to state the relevant facts of the Chargaff case as
clearly as possible.  But I don't see a Popperian explanation.  It
seems to me that the C&R process requires more than simply having
ideas in advance.  There must be particular ideas that lead to
critical tests.  There was no prior idea of Chargaff's rules.



I think you're mixing up acting on clear and specific ideas with having ideas at 
all. We always act on lots of background knowledge, vague expectations or 
hunches, and so on, even when we are semi-aimlessly exploring. Our 
exploration is never totally random, it's always taking into account a bunch of 
ideas we have.

I agree that we always act on a background of ideas.  But as I
understand Popper, the C&R process requires more than a background of
ideas; it requires a "bold conjecture" that can be tested by
observation or experiment.

-- Steve



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] What is hypnosis?
Date: February 9, 2012 at 5:51 AM

On 8 Feb 2012, at 10:37 PM, Rami Rustom <rombomb@gmail.com> wrote:

I just read an article about some martial arts guys who are acting as
though they've hypnotized themselves.

http://www.samharris.org/blog/item/the-pleasures-of-drowning

Master Ryuken apparently believed himself capable of defeating multiple 
attackers without deigning to touch them. Rather, he could rely upon the magic 
power of chi. Video of him demonstrating his devastating abilities shows that 
his students were grotesquely complicit in what must have been a long and 
colorful process of self-deception. Did these young athletes actually think that 
they were being hurled to the ground against their will? It is hard to know. What 
seems certain, however, is that Master Ryuken came to believe that he was 
invincible; otherwise he wouldn’t have invited a martial artist from another 
school to come test his powers.

end quote

Click on the link above to watch the video of him using Chi to defeat
his students, and then the next video of him learning that Chi doesn't
exist [he was punched in the face repeatedly without a fight before
going down].

So were the martial arts students hypnotized? Did the teacher hypnotize 
himself?

Hypnosis is a trance state characterized by extreme suggestibility,
relaxation and heightened imagination. It is a mental state. It is
usually induced by a procedure known as a hypnotic induction, which is
commonly composed of a long series of preliminary instructions and
suggestions. Hypnotic suggestions may be delivered by a hypnotist in
the presence of the subject, or may be self-administered.

Hypnotists claim that some people can be hypnotized while others
cannot. But why? I went to a seminar at university where a hypnotist

http://www.samharris.org/blog/item/the-pleasures-of-drowning


tried this to many people on stage. Apparently I am in the *cannot*
group.

Can hypnosis be explained by self-coercion?

Why coercion? I think most people enjoy being hypnotised and want the hypnotist 
to succeed, and that's why it works.

In this case, it seems like they're essentially playing a game of imagining chi is 
real. And they can do fun flips and watch a guy plow through people without even 
touching them, so it's a show as well. It's like those games where a guy will pull 
out an imaginary gun and the other guy will respond by getting 'killed', or dodging 
Matrix-style.

Are you thinking of double-think? You sort of know it's not real but at the same 
time you believe it is?

Is double-think coercive?

-Lulie



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 9, 2012 at 8:11 AM

On 2/9/2012 9:42 AM, Steve Push wrote:

On Feb 8, 3:25 pm, Richard Fine<richard.f...@gmail.com>  wrote:
On 2/8/2012 6:57 PM, Steve Push wrote:

The proposition that induction is impossible can be refuted by one
reliable observation to the contrary.

That this observation is reliable is contentious - we disagree that it
is actually an instance of induction.

But if induction *isn't* impossible, then surely there ought to be lots
of other opportunities to observe it. So why not try and come up with
one that isn't so contentious?

If it *isn't* impossible, but you also can't come up with any other
examples of it beyond Chargaff, then that in and of itself needs an
explanation.

I think any example I could offer would be contentious in this forum.

Well, yes - that happens when you are trying to empirically show the existence of 
something that logically cannot exist :-) It may be that different examples will help 
us frame the disagreement in different ways, though, and then we can cross-
pollinate. If we can construct an explanation of how induction is carried out in one 
example, then it may hold for others. Similarly, if we can clearly illustrate how one 
perceived example is *not* induction, perhaps the ideas behind that can be 
carried over to the other examples. A large chunk of this discussion is still mired 
in mutual misunderstandings about things like what "induction" means as a term, 
too, so discussing more cases may help to clear that up.

(Observe the parallel! We're looking for ideas that will explain the function or 
absence of induction in general, but we're doing it by examining a small number 
of cases. How is it that we're not worried about explaining the function or absence 
of induction in only the cases we discuss? If induction is true, then shouldn't you 
be giving us as many examples as possible, such that we generalize from them 
to all situations?)



But here is another example (from Philosophy of Science: A Very Short
Introduction by Samir Okasha, Oxford Univ. Press, 2002):

Geneticists concluded that people with Down's syndrome have an extra
chromosome.  They drew this conclusion after observing the extra
chromosome in a large number of people with Down's syndrome.  Samir
says:  "It is easy to see that this is an inductive inference.  The
fact that the DS sufferers in the sample studied had 47 chromosomes
doesn't prove that all DS sufferers do.  It is possible, though
unlikely, that the sample was an unrepresentative one."

There is a difference between:

A) Idea 2 is a more general formulation of Idea 1
B) Idea 2 was constructed by generalizing Idea 1

The distinction is important because claims of type A allow for Idea 2 to have 
been constructed by *any* process, while claims of type B specifically require the 
existence of a 'generalizing process.' It *is* easy to see that the conclusion the 
geneticists reached is a more general formulation of what they had previously 
observed. But it is *not* easy to see that they reached it by any process in 
particular (generalizing or otherwise) - we cannot see inside their heads, at least 
for now.

So, in what way do you think this is an illustration of induction? If induction (as a 
'generalizing process') exists, then it would be one possible explanation for how 
the geneticists arrived at their conclusion in this case - but the case itself does not 
provide evidence about the use of any particular process. If we were considering 
induction on the one hand, and some other process by which people draw wide-
reaching conclusions after making specific observations on the other, then this 
case would not help us distinguish between them. Do you agree?

- Richard

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] What is hypnosis?
Date: February 9, 2012 at 8:16 AM

On Thu, Feb 9, 2012 at 4:51 AM, Lulie Tanett <luliet@gmail.com> wrote:
On 8 Feb 2012, at 10:37 PM, Rami Rustom <rombomb@gmail.com> wrote:

I just read an article about some martial arts guys who are acting as
though they've hypnotized themselves.

http://www.samharris.org/blog/item/the-pleasures-of-drowning

Master Ryuken apparently believed himself capable of defeating multiple 
attackers without deigning to touch them. Rather, he could rely upon the 
magic power of chi. Video of him demonstrating his devastating abilities 
shows that his students were grotesquely complicit in what must have been a 
long and colorful process of self-deception. Did these young athletes actually 
think that they were being hurled to the ground against their will? It is hard to 
know. What seems certain, however, is that Master Ryuken came to believe 
that he was invincible; otherwise he wouldn’t have invited a martial artist from 
another school to come test his powers.

end quote

Click on the link above to watch the video of him using Chi to defeat
his students, and then the next video of him learning that Chi doesn't
exist [he was punched in the face repeatedly without a fight before
going down].

So were the martial arts students hypnotized? Did the teacher hypnotize 
himself?

Hypnosis is a trance state characterized by extreme suggestibility,
relaxation and heightened imagination. It is a mental state. It is
usually induced by a procedure known as a hypnotic induction, which is
commonly composed of a long series of preliminary instructions and
suggestions. Hypnotic suggestions may be delivered by a hypnotist in
the presence of the subject, or may be self-administered.

Hypnotists claim that some people can be hypnotized while others

http://www.samharris.org/blog/item/the-pleasures-of-drowning


cannot. But why? I went to a seminar at university where a hypnotist
tried this to many people on stage. Apparently I am in the *cannot*
group.

Can hypnosis be explained by self-coercion?

Why coercion?

Its a wild guess. Maybe its the opposite. Persuasion.

I think most people enjoy being hypnotised and want the hypnotist to succeed, 
and that's why it works.

Your explanation suggests that the subject is aware that he is being
hypnotized. But in the case of the martial arts students, I don't
think they know that Chi is not real, otherwise they wouldn't pay for
the lessons. Right?

In this case, it seems like they're essentially playing a game of imagining chi is 
real. And they can do fun flips and watch a guy plow through people without 
even touching them, so it's a show as well. It's like those games where a guy 
will pull out an imaginary gun and the other guy will respond by getting 'killed', or 
dodging Matrix-style.

But even the teacher believed it to be real. This is evident from the
2nd video in the article above.

Are you thinking of double-think? You sort of know it's not real but at the same 
time you believe it is?

It does seem like doublethink. I just learned the doublethink is the
opposite of cognitive dissonance. Both terms mean that the mind is
currently holding two contradictory ideas, but with doublethink the
mind accepts both as true, and with cognitive dissonance the mind
realizes that they are contradictory.



Is double-think coercive?

Doublethink is not coercion. Coercion can only occur if the mind
realizes that the two ideas are contradictory.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 9, 2012 at 10:35 AM

On Feb 9, 8:11 am, Richard Fine <richard.f...@gmail.com> wrote:
On 2/9/2012 9:42 AM, Steve Push wrote:

On Feb 8, 3:25 pm, Richard Fine<richard.f...@gmail.com>  wrote:
On 2/8/2012 6:57 PM, Steve Push wrote:

The proposition that induction is impossible can be refuted by one
reliable observation to the contrary.

That this observation is reliable is contentious - we disagree that it
is actually an instance of induction.

But if induction *isn't* impossible, then surely there ought to be lots
of other opportunities to observe it. So why not try and come up with
one that isn't so contentious?

If it *isn't* impossible, but you also can't come up with any other
examples of it beyond Chargaff, then that in and of itself needs an
explanation.

I think any example I could offer would be contentious in this forum.

Well, yes - that happens when you are trying to empirically show the
existence of something that logically cannot exist :-) It may be that
different examples will help us frame the disagreement in different
ways, though, and then we can cross-pollinate. If we can construct an
explanation of how induction is carried out in one example, then it may
hold for others. Similarly, if we can clearly illustrate how one
perceived example is *not* induction, perhaps the ideas behind that can
be carried over to the other examples. A large chunk of this discussion
is still mired in mutual misunderstandings about things like what
"induction" means as a term, too, so discussing more cases may help to
clear that up.

(Observe the parallel! We're looking for ideas that will explain the
function or absence of induction in general, but we're doing it by
examining a small number of cases. How is it that we're not worried



about explaining the function or absence of induction in only the cases
we discuss? If induction is true, then shouldn't you be giving us as
many examples as possible, such that we generalize from them to all
situations?)

In principle, yes.  But if I cannot convince you of the example that I
believe is most clear-cut, it won’t help to pile on more examples.
And it required quite a bit of research to describe the Chargaff
example in detail.

But here is another example (from Philosophy of Science: A Very Short
Introduction by Samir Okasha, Oxford Univ. Press, 2002):

Geneticists concluded that people with Down's syndrome have an extra
chromosome.  They drew this conclusion after observing the extra
chromosome in a large number of people with Down's syndrome.  Samir
says:  "It is easy to see that this is an inductive inference.  The
fact that the DS sufferers in the sample studied had 47 chromosomes
doesn't prove that all DS sufferers do.  It is possible, though
unlikely, that the sample was an unrepresentative one."

There is a difference between:

A) Idea 2 is a more general formulation of Idea 1
B) Idea 2 was constructed by generalizing Idea 1

I see the distinction and agree it is important.

The distinction is important because claims of type A allow for Idea 2
to have been constructed by *any* process, while claims of type B
specifically require the existence of a 'generalizing process.' It *is*
easy to see that the conclusion the geneticists reached is a more
general formulation of what they had previously observed. But it is
*not* easy to see that they reached it by any process in particular
(generalizing or otherwise) - we cannot see inside their heads, at least
for now.

Chargaff provided us with a detailed description of his thought
process.  It seems to me in that case he did not use C&R to develop



his rules.  If he didn’t use C&R, that would seem to leave induction
as the only other option.

So, in what way do you think this is an illustration of induction? If
induction (as a 'generalizing process') exists, then it would be one
possible explanation for how the geneticists arrived at their conclusion
in this case - but the case itself does not provide evidence about the
use of any particular process. If we were considering induction on the
one hand, and some other process by which people draw wide-reaching
conclusions after making specific observations on the other, then this
case would not help us distinguish between them. Do you agree?

I’m not as familiar with this example.  I would say that if Jerome
Lejeune, who discovered the chromosomal abnormality, had a prior
conjecture that Down syndrome was caused by an extra chromosome, his
research fits the Popperian model.  On the other hand, if he was
looking at karyotypes without knowing what he was looking for and made
his conclusion based solely on the observation that a sample of Down
syndrome individuals had one more chromosome than a sample of non-Down
syndrome individuals, that would look like induction to me.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 9, 2012 at 11:23 AM

On Feb 9, 2012, at 2:44 AM, Steve Push wrote:

On Feb 8, 3:16 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 10:57 AM, Steve Push wrote:

 I'd like to
proceed on the assumption that, if Popperian propositions are valid,
they must be subject to refutation by observation.

This contains two mistakes.

1) it assumes that all knowledge is empirical. Philosophy cannot be 
*empirically* refuted. Induction can't be either.

Unless I'm mistaken, Popper gave a account of how he believed science
is done.  We should be able to test Popper's claims as we would any
other claims about how the world works.

Popper primarily provides claims about things like:

- how science *can possibly* be done, or not  (or more generally: what kinds of 
processes can and cannot create knowledge)
- as a logical consequence, how science was done in the cases it succeeded 
(must be in the "possible" category)
- how science *should* be done
- how to think about epistemology, induction, justificationism, etc

And more but it's not primarily about what people called "scientists" actually do. 
He's primarily a philosopher not a historian or or sociologist.

He does comment on history sometimes, and discuss examples, and so on, but 
his main theories of interest are about epistemology (and liberalism, and a few 
other topics).



Ideas about epistemology cannot be empirically tested because they are not 
scientific (empirical) ideas.

That's fine. Testing is a special case of *criticism* and criticism is the important 
thing in the general case. Philosophical ideas can be criticized.

2) it misuses the word "valid" which is part of deduction only. I can't guess what 
is actually meant unless it's merely something like "any good"

Thank you for correcting my nomenclature.  "Any good" will do.

So you think only empirical/scientific ideas are any good? That is what Deutsch 
calls "empiricism" and criticizes in BoI. It's not an uncommon view. It's common 
among inductivists because induction cannot explain how philosophical 
knowledge is created at all. And it's been advocated by the logical positivists, for 
example.

But ... what's wrong with philosophy?

Popper, for one, always made room in his worldview for "metaphysics" (non-
science). He objected to false claims that one's metaphysics was science (e.g.: 
Marx, Freud, Adler), but he didn't object to metaphysics on principle, and did a lot 
of it.

 The proposition
that induction is impossible can be refuted by one reliable
observation to the contrary.

But one can't observe induction happen except in the context of ideas about 
what induction is, what one is observing, how to tell if something is induction, 
etc, which may be false.

Meanwhile you have yet to give a clear statement of to do induction -- like a list 
of steps to follow -- so it seems like you wouldn't be able to judge if anything is 
induction or not before you figure that out.



I have stated it.  I don't understand why you find it unclear.

Can you repost it or restate it?

I haven't found it clear because I haven't seen any instructions that I could follow 
in order to do induction myself.

I have tried to state the relevant facts of the Chargaff case as
clearly as possible.  But I don't see a Popperian explanation.  It
seems to me that the C&R process requires more than simply having
ideas in advance.  There must be particular ideas that lead to
critical tests.  There was no prior idea of Chargaff's rules.

I think you're mixing up acting on clear and specific ideas with having ideas at 
all. We always act on lots of background knowledge, vague expectations or 
hunches, and so on, even when we are semi-aimlessly exploring. Our 
exploration is never totally random, it's always taking into account a bunch of 
ideas we have.

I agree that we always act on a background of ideas.  But as I
understand Popper, the C&R process requires more than a background of
ideas; it requires a "bold conjecture" that can be tested by
observation or experiment.

No, C&R is more general than that.

Bold conjectures are, in general, better and more productive. But any conjecture 
will do. ("Bold" is special terminology to mean that it sticks its neck out or in other 
words exposes itself to criticism and refutation a lot and clearly.)

But C&R is about how all knowledge is created, not just science, and not just bold 
conjectures. It also applies to, for example, *reinventing* ideas (which everyone 
must do to learn them, e.g. at school this happens constantly), which is often not 
very bold.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 9, 2012 at 8:49 PM

On 9 Feb 2012, at 15:35, Steve Push <stephen.push@gmail.com> wrote:

On Feb 9, 8:11 am, Richard Fine <richard.f...@gmail.com> wrote:
(Observe the parallel! We're looking for ideas that will explain the
function or absence of induction in general, but we're doing it by
examining a small number of cases. How is it that we're not worried
about explaining the function or absence of induction in only the cases
we discuss? If induction is true, then shouldn't you be giving us as
many examples as possible, such that we generalize from them to all
situations?)

In principle, yes.  But if I cannot convince you of the example that I
believe is most clear-cut, it won’t help to pile on more examples.

Unless there is a disagreement about what is clear-cut. As you've
seen, something that was a very clear example of induction to you, was
a very clear example of *not-induction* to David.

And it required quite a bit of research to describe the Chargaff
example in detail.

If we're discussing a structural feature of epistemology - induction
as a process that is available to all people everywhere - then how
much of that detail do you think was really relevant to making your
point? Surely induction does not work differently if you are a
geneticist, or if you are in America, or if you are studying ratios.

There is a difference between:

A) Idea 2 is a more general formulation of Idea 1
B) Idea 2 was constructed by generalizing Idea 1

I see the distinction and agree it is important.

The distinction is important because claims of type A allow for Idea 2



to have been constructed by *any* process, while claims of type B
specifically require the existence of a 'generalizing process.' It *is*
easy to see that the conclusion the geneticists reached is a more
general formulation of what they had previously observed. But it is
*not* easy to see that they reached it by any process in particular
(generalizing or otherwise) - we cannot see inside their heads, at least
for now.

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made mistakes like
overlooking his prior worldview (in the same way you dismissed the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

 It seems to me in that case he did not use C&R to develop
his rules.  If he didn’t use C&R, that would seem to leave induction
as the only other option.

Unless you think induction is refuted as well, in which case there are
no other options, and you have a phenomenon with *no* unproblematic
explanations to hand. You can't just ignore problems with one option
because it beats having no options at all - once you have eliminated
the impossible, then if *nothing* remains, you *do not know* the
truth. So, if you still think induction is an option, I take it you do
not consider our arguments as to its impossibility to be compelling.

I’m not as familiar with this example.  I would say that if Jerome
Lejeune, who discovered the chromosomal abnormality, had a prior
conjecture that Down syndrome was caused by an extra chromosome, his
research fits the Popperian model.

Would it also fit the Popperian model if his prior conjecture was that
it was caused by two extra chromosomes?

 On the other hand, if he was
looking at karyotypes without knowing what he was looking for



If he was just looking at karyotypes, do you agree that he at least
knew he was looking for "something in the karyotypes?" And that if he
didn't at least know that, then he would not have been looking at
them?

- Richard



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] What is hypnosis?
Date: February 10, 2012 at 4:57 AM

On 9 Feb 2012, at 01:16 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Feb 9, 2012 at 4:51 AM, Lulie Tanett <luliet@gmail.com> wrote:
On 8 Feb 2012, at 10:37 PM, Rami Rustom <rombomb@gmail.com> wrote:

I just read an article about some martial arts guys who are acting as
though they've hypnotized themselves.

http://www.samharris.org/blog/item/the-pleasures-of-drowning

Master Ryuken apparently believed himself capable of defeating multiple 
attackers without deigning to touch them. Rather, he could rely upon the 
magic power of chi. Video of him demonstrating his devastating abilities 
shows that his students were grotesquely complicit in what must have been 
a long and colorful process of self-deception. Did these young athletes 
actually think that they were being hurled to the ground against their will? It 
is hard to know. What seems certain, however, is that Master Ryuken came 
to believe that he was invincible; otherwise he wouldn’t have invited a 
martial artist from another school to come test his powers.

end quote

Click on the link above to watch the video of him using Chi to defeat
his students, and then the next video of him learning that Chi doesn't
exist [he was punched in the face repeatedly without a fight before
going down].

So were the martial arts students hypnotized? Did the teacher hypnotize 
himself?

Hypnosis is a trance state characterized by extreme suggestibility,
relaxation and heightened imagination. It is a mental state. It is
usually induced by a procedure known as a hypnotic induction, which is
commonly composed of a long series of preliminary instructions and
suggestions. Hypnotic suggestions may be delivered by a hypnotist in
the presence of the subject, or may be self-administered.

http://www.samharris.org/blog/item/the-pleasures-of-drowning


Hypnotists claim that some people can be hypnotized while others
cannot. But why? I went to a seminar at university where a hypnotist
tried this to many people on stage. Apparently I am in the *cannot*
group.

Can hypnosis be explained by self-coercion?

Why coercion?

Its a wild guess. Maybe its the opposite. Persuasion.

Or maybe not really either: just pre-existing ideas allowed to manifest.

I think most people enjoy being hypnotised and want the hypnotist to succeed, 
and that's why it works.

Your explanation suggests that the subject is aware that he is being
hypnotized. But in the case of the martial arts students, I don't
think they know that Chi is not real, otherwise they wouldn't pay for
the lessons. Right?

Why would this have to be a conscious thought process? I had in mind going 
along with it without realising that's what they're doing.

Self-awareness is hard for most people.

In this case, it seems like they're essentially playing a game of imagining chi is 
real. And they can do fun flips and watch a guy plow through people without 
even touching them, so it's a show as well. It's like those games where a guy 
will pull out an imaginary gun and the other guy will respond by getting 'killed', 
or dodging Matrix-style.

But even the teacher believed it to be real. This is evident from the
2nd video in the article above.

Yes, so? That just makes it easier to buy into.



So technically they're not 'imagining' but instead 'think is real'. But they *do* have 
to imagine *what it would be like if chi were real*, because they have to get the 
idea of being deflected by a hand movement somewhere. They need to make up 
the properties of chi. That's what I meant, above.

Are you thinking of double-think? You sort of know it's not real but at the same 
time you believe it is?

It does seem like doublethink. I just learned the doublethink is the
opposite of cognitive dissonance. Both terms mean that the mind is
currently holding two contradictory ideas, but with doublethink the
mind accepts both as true, and with cognitive dissonance the mind
realizes that they are contradictory.

Could one not have both doublethink and cognitive dissonance simultaneously? 
I'd guess one would have to to have cognitive dissonance -- otherwise there 
wouldn't be that contradiction because you wouldn't think both are true.

Is double-think coercive?

Doublethink is not coercion. Coercion can only occur if the mind
realizes that the two ideas are contradictory.

Right. But it could lead to coercion, e.g. when the doublethink causes you to keep 
defending something you have a criticism of?

--
Lulie Tanett



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 10, 2012 at 6:17 AM

On Feb 9, 11:23 am, Elliot Temple <c...@curi.us> wrote:
On Feb 9, 2012, at 2:44 AM, Steve Push wrote:

On Feb 8, 3:16 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 10:57 AM, Steve Push wrote:

 I'd like to
proceed on the assumption that, if Popperian propositions are valid,
they must be subject to refutation by observation.

This contains two mistakes.

1) it assumes that all knowledge is empirical. Philosophy cannot be 
*empirically* refuted. Induction can't be either.

Unless I'm mistaken, Popper gave a account of how he believed science
is done.  We should be able to test Popper's claims as we would any
other claims about how the world works.

Popper primarily provides claims about things like:

- how science *can possibly* be done, or not  (or more generally: what kinds of 
processes can and cannot create knowledge)
- as a logical consequence, how science was done in the cases it succeeded 
(must be in the "possible" category)
- how science *should* be done
- how to think about epistemology, induction, justificationism, etc

And more but it's not primarily about what people called "scientists" actually do. 
He's primarily a philosopher not a historian or or sociologist.

He does comment on history sometimes, and discuss examples, and so on, but 
his main theories of interest are about epistemology (and liberalism, and a few 
other topics).



Ideas about epistemology cannot be empirically tested because they are not 
scientific (empirical) ideas.

That's fine. Testing is a special case of *criticism* and criticism is the important 
thing in the general case. Philosophical ideas can be criticized.

2) it misuses the word "valid" which is part of deduction only. I can't guess 
what is actually meant unless it's merely something like "any good"

Thank you for correcting my nomenclature.  "Any good" will do.

So you think only empirical/scientific ideas are any good? That is what Deutsch 
calls "empiricism" and criticizes in BoI. It's not an uncommon view. It's common 
among inductivists because induction cannot explain how philosophical 
knowledge is created at all. And it's been advocated by the logical positivists, for 
example.

You misunderstood me.  I didn’t say that.  I have nothing against
philosophy.  But when a philosopher makes a statement of fact, that
statement is subject to criticism by observation or experiment.

But ... what's wrong with philosophy?

Nothing.  But it doesn’t get a free pass to make claims about facts
without those claims being subjected to empirical challenge.

Popper, for one, always made room in his worldview for "metaphysics" (non-
science). He objected to false claims that one's metaphysics was science (e.g.: 
Marx, Freud, Adler), but he didn't object to metaphysics on principle, and did a 
lot of it.

 The proposition
that induction is impossible can be refuted by one reliable
observation to the contrary.

But one can't observe induction happen except in the context of ideas about 
what induction is, what one is observing, how to tell if something is induction, 
etc, which may be false.



Meanwhile you have yet to give a clear statement of to do induction -- like a 
list of steps to follow -- so it seems like you wouldn't be able to judge if 
anything is induction or not before you figure that out.

I have stated it.  I don't understand why you find it unclear.

Can you repost it or restate it?

I haven't found it clear because I haven't seen any instructions that I could follow 
in order to do induction myself.

Observe that A is B.
Observe that A’ is B.
Observe that A” is B.
[Repeat these observations as long as you like.]
If all the As you observe are B, conclude that all As you haven’t
observed also are B.

A hypothetical example of this process in action:

I fly to an island I have never visited before.  The first three cars
I see are red.  I conclude that all cars on the island are red.

Now you could argue that my conclusion was not justified, and in this
case, I would probably agree with you.  But how can you say it was
impossible?  I just did it, and you could too.

I have tried to state the relevant facts of the Chargaff case as
clearly as possible.  But I don't see a Popperian explanation.  It
seems to me that the C&R process requires more than simply having
ideas in advance.  There must be particular ideas that lead to
critical tests.  There was no prior idea of Chargaff's rules.

I think you're mixing up acting on clear and specific ideas with having ideas at 
all. We always act on lots of background knowledge, vague expectations or 
hunches, and so on, even when we are semi-aimlessly exploring. Our 
exploration is never totally random, it's always taking into account a bunch of 
ideas we have.



I agree that we always act on a background of ideas.  But as I
understand Popper, the C&R process requires more than a background of
ideas; it requires a "bold conjecture" that can be tested by
observation or experiment.

No, C&R is more general than that.

Bold conjectures are, in general, better and more productive. But any conjecture 
will do. ("Bold" is special terminology to mean that it sticks its neck out or in 
other words exposes itself to criticism and refutation a lot and clearly.)

But C&R is about how all knowledge is created, not just science, and not just 
bold conjectures. It also applies to, for example, *reinventing* ideas (which 
everyone must do to learn them, e.g. at school this happens constantly), which 
is often not very bold.

Okay, not all conjectures must be bold.  But for C&R to work, I must
have a C, bold or not.  But I arrived on my hypothetical island with
no conjecture -- bold or otherwise -- about the colors of cars on the
island.  You could say that my belief about red cars is a conjecture
that I could criticize and refute by seeing a non-red car on the
island, but that process cannot occur until I have the belief.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 10, 2012 at 7:40 AM

On Feb 9, 8:49 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 9 Feb 2012, at 15:35, Steve Push <stephen.p...@gmail.com> wrote:

On Feb 9, 8:11 am, Richard Fine <richard.f...@gmail.com> wrote:
(Observe the parallel! We're looking for ideas that will explain the
function or absence of induction in general, but we're doing it by
examining a small number of cases. How is it that we're not worried
about explaining the function or absence of induction in only the cases
we discuss? If induction is true, then shouldn't you be giving us as
many examples as possible, such that we generalize from them to all
situations?)

In principle, yes.  But if I cannot convince you of the example that I
believe is most clear-cut, it won’t help to pile on more examples.

Unless there is a disagreement about what is clear-cut. As you've
seen, something that was a very clear example of induction to you, was
a very clear example of *not-induction* to David.

He said that, but I haven’t seen his explanation.

And it required quite a bit of research to describe the Chargaff
example in detail.

If we're discussing a structural feature of epistemology - induction
as a process that is available to all people everywhere - then how
much of that detail do you think was really relevant to making your
point? Surely induction does not work differently if you are a
geneticist, or if you are in America, or if you are studying ratios.

Although I believe induction works for everyone, that is not the point
of the Chargaff example.  I am trying to refute the claim that
induction is impossible.  If it were impossible, it would never have
occurred.  If I can show one example of induction in action, the
proposition that induction is impossible will be refuted.



There is a difference between:

A) Idea 2 is a more general formulation of Idea 1
B) Idea 2 was constructed by generalizing Idea 1

I see the distinction and agree it is important.

The distinction is important because claims of type A allow for Idea 2
to have been constructed by *any* process, while claims of type B
specifically require the existence of a 'generalizing process.' It *is*
easy to see that the conclusion the geneticists reached is a more
general formulation of what they had previously observed. But it is
*not* easy to see that they reached it by any process in particular
(generalizing or otherwise) - we cannot see inside their heads, at least
for now.

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made mistakes like
overlooking his prior worldview (in the same way you dismissed the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

Introspection and testimony can be unreliable.  But for several
reasons, I believe Chargaff is a credible witness.  We have his
contemporaneous writings, which historians generally regard as more
reliable than recollections made later in life.  Even his later
historical and autobiographical writings seem reliable, because he
makes what a lawyer would call “admissions against interest.”  If he
were going to shade his recollections -- consciously or unconsciously
-- I would expect him to inflate the importance of his own insights.
But he claims no prior knowledge of the relevance of his observations,
even though his work was the foundation for a Nobel Prize awarded to
others.

 It seems to me in that case he did not use C&R to develop



his rules.  If he didn’t use C&R, that would seem to leave induction
as the only other option.

Unless you think induction is refuted as well, in which case there are
no other options, and you have a phenomenon with *no* unproblematic
explanations to hand. You can't just ignore problems with one option
because it beats having no options at all - once you have eliminated
the impossible, then if *nothing* remains, you *do not know* the
truth. So, if you still think induction is an option, I take it you do
not consider our arguments as to its impossibility to be compelling.

That’s right.

I’m not as familiar with this example.  I would say that if Jerome
Lejeune, who discovered the chromosomal abnormality, had a prior
conjecture that Down syndrome was caused by an extra chromosome, his
research fits the Popperian model.

Would it also fit the Popperian model if his prior conjecture was that
it was caused by two extra chromosomes?

Yes.  Any conjecture about overabundance of chromosomes would do.

 On the other hand, if he was
looking at karyotypes without knowing what he was looking for

If he was just looking at karyotypes, do you agree that he at least
knew he was looking for "something in the karyotypes?" And that if he
didn't at least know that, then he would not have been looking at
them?

Yes.  He had already conjectured that Down syndrome had something to
do with genes.  His discovery corroborated that conjecture.  But
perhaps he didn’t conjecture that there might be extra copies of
chromosomes.  No one had had seen such a thing before.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 10, 2012 at 11:34 AM

On Feb 10, 2012, at 3:17 AM, Steve Push wrote:

On Feb 9, 11:23 am, Elliot Temple <c...@curi.us> wrote:
On Feb 9, 2012, at 2:44 AM, Steve Push wrote:

On Feb 8, 3:16 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 10:57 AM, Steve Push wrote:

I'd like to
proceed on the assumption that, if Popperian propositions are valid,
they must be subject to refutation by observation.

This contains two mistakes.

1) it assumes that all knowledge is empirical. Philosophy cannot be 
*empirically* refuted. Induction can't be either.

Unless I'm mistaken, Popper gave a account of how he believed science
is done.  We should be able to test Popper's claims as we would any
other claims about how the world works.

Popper primarily provides claims about things like:

- how science *can possibly* be done, or not  (or more generally: what kinds of 
processes can and cannot create knowledge)
- as a logical consequence, how science was done in the cases it succeeded 
(must be in the "possible" category)
- how science *should* be done
- how to think about epistemology, induction, justificationism, etc

And more but it's not primarily about what people called "scientists" actually 
do. He's primarily a philosopher not a historian or or sociologist.



He does comment on history sometimes, and discuss examples, and so on, 
but his main theories of interest are about epistemology (and liberalism, and a 
few other topics).

Ideas about epistemology cannot be empirically tested because they are not 
scientific (empirical) ideas.

That's fine. Testing is a special case of *criticism* and criticism is the important 
thing in the general case. Philosophical ideas can be criticized.

2) it misuses the word "valid" which is part of deduction only. I can't guess 
what is actually meant unless it's merely something like "any good"

Thank you for correcting my nomenclature.  "Any good" will do.

So you think only empirical/scientific ideas are any good? That is what 
Deutsch calls "empiricism" and criticizes in BoI. It's not an uncommon view. It's 
common among inductivists because induction cannot explain how 
philosophical knowledge is created at all. And it's been advocated by the 
logical positivists, for example.

You misunderstood me.  I didn’t say that.  I have nothing against
philosophy.  But when a philosopher makes a statement of fact, that
statement is subject to criticism by observation or experiment.

But we're discussing epistemology not empirical facts.

But ... what's wrong with philosophy?

Nothing.  But it doesn’t get a free pass to make claims about facts
without those claims being subjected to empirical challenge.

What claims about facts?

Popper, for one, always made room in his worldview for "metaphysics" (non-
science). He objected to false claims that one's metaphysics was science (e.g.: 
Marx, Freud, Adler), but he didn't object to metaphysics on principle, and did a 



lot of it.

The proposition
that induction is impossible can be refuted by one reliable
observation to the contrary.

But one can't observe induction happen except in the context of ideas about 
what induction is, what one is observing, how to tell if something is 
induction, etc, which may be false.

Meanwhile you have yet to give a clear statement of to do induction -- like a 
list of steps to follow -- so it seems like you wouldn't be able to judge if 
anything is induction or not before you figure that out.

I have stated it.  I don't understand why you find it unclear.

Can you repost it or restate it?

I haven't found it clear because I haven't seen any instructions that I could 
follow in order to do induction myself.

Observe that A is B.
Observe that A’ is B.
Observe that A” is B.
[Repeat these observations as long as you like.]
If all the As you observe are B, conclude that all As you haven’t
observed also are B.

What kinds of A and B should I look for? I can think of infinitely many possible A's 
to use, and infinitely many possible B's to use.

I can't do this process without some guidance about which to use. The 
instructions need a step 0 telling me how to pick A and B so I'm not just stumbling 
around blindly using *random* A and B and making no progress.

A hypothetical example of this process in action:

I fly to an island I have never visited before.  The first three cars



I see are red.

And metal. Why'd you focus on the red and not the metal? The instructions above 
didn't provide me any guidance for that step.

 I conclude that all cars on the island are red.

Now you could argue that my conclusion was not justified, and in this
case, I would probably agree with you.  But how can you say it was
impossible?  I just did it, and you could too.

The problem is you weren't actually following the steps above which do not 
adequately provide guidance.

Also you're explicitly advocating justificationism. I already gave you page 
numbers to read on that topic from Realism and the Aim of Science by Popper. 
Justificationism is refuted (basically it's the chapter called Induction). I don't recall 
any reply about this.

I have tried to state the relevant facts of the Chargaff case as
clearly as possible.  But I don't see a Popperian explanation.  It
seems to me that the C&R process requires more than simply having
ideas in advance.  There must be particular ideas that lead to
critical tests.  There was no prior idea of Chargaff's rules.

I think you're mixing up acting on clear and specific ideas with having ideas 
at all. We always act on lots of background knowledge, vague expectations 
or hunches, and so on, even when we are semi-aimlessly exploring. Our 
exploration is never totally random, it's always taking into account a bunch 
of ideas we have.

I agree that we always act on a background of ideas.  But as I
understand Popper, the C&R process requires more than a background of
ideas; it requires a "bold conjecture" that can be tested by
observation or experiment.

No, C&R is more general than that.



Bold conjectures are, in general, better and more productive. But any 
conjecture will do. ("Bold" is special terminology to mean that it sticks its neck 
out or in other words exposes itself to criticism and refutation a lot and clearly.)

But C&R is about how all knowledge is created, not just science, and not just 
bold conjectures. It also applies to, for example, *reinventing* ideas (which 
everyone must do to learn them, e.g. at school this happens constantly), which 
is often not very bold.

Okay, not all conjectures must be bold.  But for C&R to work, I must
have a C, bold or not.  But I arrived on my hypothetical island with
no conjecture -- bold or otherwise -- about the colors of cars on the
island.  You could say that my belief about red cars is a conjecture
that I could criticize and refute by seeing a non-red car on the
island, but that process cannot occur until I have the belief.

You arrived at the island with many ideas:

- car color matters and is worth paying attention to

- particular types of collections of atoms should be grouped together and 
considered single objects called "cars"

- a "car" has a color defined by the paint on some parts of the outside, despite the 
atom-collection being a variety of other colors

- when something is common it may be dominant locally -- e.g. if a bunch of cars 
are red, maybe they all will be (maybe the local cultures likes red, or whatever. 
not the most plausible idea but it's part of the hypothetical)

- which metals a car is made out of is not interesting unless it significantly violates 
one's inexplicit preconceptions. and repeat this for many things besides metal like 
whether the seats are real or faux leather.

- [a bunch of ideas about what sorts of things are notable or interesting, and 
worth thinking about. various criteria. initially, the red cars met those criteria while 
the local trees, roads, and lemonade did not. so then, in that situation, you started 
conjecturing about the cars but not the other things, using some of the ideas 
above, e.g. that your particular conception of car color is important and your 
unrealistic idea that 3 red cars implies all red]



There's also the issue of where the idea that all cars are red came from. Induction 
says it comes from the data but that is impossible (because the data is 
compatible with infinitely many patterns or theories and the data has no 
preference for one of those over another -- any way of selecting between those is 
coming from your background ideas and other ideas, not from the data. For 
example, your selection may involve ideas you have about occam's razor, or easy 
to vary explanations, or contrived theories, or just-so stories, or ad-hoc theories.).

One *possible* way it could be created is you could conjecture *thousands* of 
ideas and then reject the ones that are easy to criticize (e.g. "all cars here are 
blue"). Only the ones that survive trivial criticism make it to conscious attention, 
which is why it can seem sometimes that you just thought of the answer directly 
without conjecturing and criticizing.

Whether some other approaches are *possible* won't be terribly relevant to our 
debate as long as:

- they involve ideas, not just raw data

- they can't just generate only good ideas directly, reliably. they generate some 
bad ideas too some some brainstorm (generating multiple ideas) and criticism 
(differentiating good and bad ideas) is needed

- the process/approach is general purpose enough to generate *any type of idea*, 
including criticisms and philosophical ideas (otherwise it won't solve the general 
case problem and we'd still need to add another approach to account for life and 
learning)

As long as they meet some basic criteria like this, they are compatible with a 
conjecture-and-refutation type approach.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] What is hypnosis?
Date: February 10, 2012 at 2:10 PM

On Feb 10, 2012 3:57 AM, "Lulie Tanett" <luliet@gmail.com> wrote:
On 9 Feb 2012, at 01:16 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Feb 9, 2012 at 4:51 AM, Lulie Tanett <luliet@gmail.com> wrote:
On 8 Feb 2012, at 10:37 PM, Rami Rustom <rombomb@gmail.com> wrote:

I just read an article about some martial arts guys who are acting as
though they've hypnotized themselves.

http://www.samharris.org/blog/item/the-pleasures-of-drowning

Master Ryuken apparently believed himself capable of defeating multiple 
attackers without deigning to touch them. Rather, he could rely upon the 
magic power of chi. Video of him demonstrating his devastating abilities 
shows that his students were grotesquely complicit in what must have 
been a long and colorful process of self-deception. Did these young 
athletes actually think that they were being hurled to the ground against 
their will? It is hard to know. What seems certain, however, is that Master 
Ryuken came to believe that he was invincible; otherwise he wouldn’t have 
invited a martial artist from another school to come test his powers.

end quote

Click on the link above to watch the video of him using Chi to defeat
his students, and then the next video of him learning that Chi doesn't
exist [he was punched in the face repeatedly without a fight before
going down].

So were the martial arts students hypnotized? Did the teacher hypnotize 
himself?

Hypnosis is a trance state characterized by extreme suggestibility,
relaxation and heightened imagination. It is a mental state. It is
usually induced by a procedure known as a hypnotic induction, which is
commonly composed of a long series of preliminary instructions and
suggestions. Hypnotic suggestions may be delivered by a hypnotist in
the presence of the subject, or may be self-administered.

http://www.samharris.org/blog/item/the-pleasures-of-drowning


Hypnotists claim that some people can be hypnotized while others
cannot. But why? I went to a seminar at university where a hypnotist
tried this to many people on stage. Apparently I am in the *cannot*
group.

Can hypnosis be explained by self-coercion?

Why coercion?

Its a wild guess. Maybe its the opposite. Persuasion.

Or maybe not really either: just pre-existing ideas allowed to manifest.

I think most people enjoy being hypnotised and want the hypnotist to 
succeed, and that's why it works.

Your explanation suggests that the subject is aware that he is being
hypnotized. But in the case of the martial arts students, I don't
think they know that Chi is not real, otherwise they wouldn't pay for
the lessons. Right?

Why would this have to be a conscious thought process? I had in mind going 
along with it without realising that's what they're doing.

Self-awareness is hard for most people.

But the teacher explained what Chi is explicitly. During the
explanation, the students were consciously learning about Chi. So the
students were aware of their learning Chi.

In this case, it seems like they're essentially playing a game of imagining chi 
is real. And they can do fun flips and watch a guy plow through people 
without even touching them, so it's a show as well. It's like those games 
where a guy will pull out an imaginary gun and the other guy will respond by 
getting 'killed', or dodging Matrix-style.



But even the teacher believed it to be real. This is evident from the
2nd video in the article above.

Yes, so? That just makes it easier to buy into.

Yes.

So technically they're not 'imagining' but instead 'think is real'. But they *do* 
have to imagine *what it would be like if chi were real*, because they have to get 
the idea of being deflected by a hand movement somewhere. They need to 
make up the properties of chi. That's what I meant, above.

Are you thinking of double-think? You sort of know it's not real but at the 
same time you believe it is?

It does seem like doublethink. I just learned the doublethink is the
opposite of cognitive dissonance. Both terms mean that the mind is
currently holding two contradictory ideas, but with doublethink the
mind accepts both as true, and with cognitive dissonance the mind
realizes that they are contradictory.

Could one not have both doublethink and cognitive dissonance simultaneously?

No because they are opposites. Say there are two people X and Y, who
both have ideas A and idea B; and ideas A and B are contradictory.
Subject X is not aware that they are contradictory; this is
doublethink. Subject Y is aware they are contradictory; this is
cognitive dissonance [and coercion].

I'd guess one would have to to have cognitive dissonance -- otherwise there 
wouldn't be that contradiction because you wouldn't think both are true.

Is double-think coercive?

Doublethink is not coercion. Coercion can only occur if the mind
realizes that the two ideas are contradictory.



Right. But it could lead to coercion, e.g. when the doublethink causes you to 
keep defending something you have a criticism of?

I think what you mean is that person X at first doesn't realize that
ideas A and B are contradictory. And then later he does realize that
they are contradictory but instead of changing his mind, he
irrationally denies one of them. This is coercion.

-- Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] What is hypnosis?
Date: February 10, 2012 at 5:41 PM

On 8 Feb 2012, at 22:37, Rami Rustom wrote:

I just read an article about some martial arts guys who are acting as
though they've hypnotized themselves.

http://www.samharris.org/blog/item/the-pleasures-of-drowning

Master Ryuken apparently believed himself capable of defeating multiple 
attackers without deigning to touch them. Rather, he could rely upon the magic 
power of chi. Video of him demonstrating his devastating abilities shows that 
his students were grotesquely complicit in what must have been a long and 
colorful process of self-deception. Did these young athletes actually think that 
they were being hurled to the ground against their will? It is hard to know. What 
seems certain, however, is that Master Ryuken came to believe that he was 
invincible; otherwise he wouldn’t have invited a martial artist from another 
school to come test his powers.

end quote

Click on the link above to watch the video of him using Chi to defeat
his students, and then the next video of him learning that Chi doesn't
exist [he was punched in the face repeatedly without a fight before
going down].

So were the martial arts students hypnotized? Did the teacher hypnotize 
himself?

Hypnosis is a trance state characterized by extreme suggestibility,
relaxation and heightened imagination. It is a mental state. It is
usually induced by a procedure known as a hypnotic induction, which is
commonly composed of a long series of preliminary instructions and
suggestions. Hypnotic suggestions may be delivered by a hypnotist in
the presence of the subject, or may be self-administered.

Hypnotists claim that some people can be hypnotized while others
cannot. But why? I went to a seminar at university where a hypnotist

http://www.samharris.org/blog/item/the-pleasures-of-drowning


tried this to many people on stage. Apparently I am in the *cannot*
group.

Can hypnosis be explained by self-coercion?

Hypnosis is a bit like prayer. They are both behaviours that result from moral and 
factual ideas. The hypnotic subject either thinks he can be hypnotised, or he is 
willing to go along with the pretence that he can be hypnotised for money or 
notoriety or whatever. The person who prays thinks that he can talk to God, or is 
willing to pretend that he can talk to God.

The person who thinks he can be hypnotised, i.e. - that another person can 
control him through speaking softly or whirling a watch in front of his eyes or 
whatever, has a false belief. He's like the person who thinks he can actually talk 
to God by praying. Both beliefs can persist because people don't understand 
much about how to criticise and replace their ideas.

The hypnotic subject who goes along with the hypnotist is like the person who 
prays in church despite not really believing. He imagines that he will benefit from 
this performance. He may sometimes be right if he doesn't know of a better way 
to get what he wants. He may want to do it solely to please other people, in which 
case he  has a bad moral idea: pleasing other people is a good way to live your 
life. In that case he would be self-coercing. Or he may do hypnosis or prayer to 
try to learn something about himself, like whether he is willing to eat a live 
goldfish or whether he can calm himself down by doing a certain ritual. Or he may 
go along with the hypnosis for a laugh. I think it's probably not particularly 
common to pray for a laugh, but maybe some people do.

Alan



From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Embodiment and self
Date: February 10, 2012 at 5:47 PM

I saw this TED talk that seems to center around the same idea, and
read a number of things about the "embodiment" idea that our selves
are not possible without a physical body.  But I can easily imagine my
self existing without a body, so I don't think it is necessary, even
if self may have evolved from bodily awareness.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_consciousn
ess.html

-- 

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_consciousness.html


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] What is hypnosis?
Date: February 11, 2012 at 4:19 AM

On 10 Feb 2012, at 07:10 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Feb 10, 2012 3:57 AM, "Lulie Tanett" <luliet@gmail.com> wrote:
On 9 Feb 2012, at 01:16 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Feb 9, 2012 at 4:51 AM, Lulie Tanett <luliet@gmail.com> wrote:
On 8 Feb 2012, at 10:37 PM, Rami Rustom <rombomb@gmail.com> wrote:

I just read an article about some martial arts guys who are acting as
though they've hypnotized themselves.

http://www.samharris.org/blog/item/the-pleasures-of-drowning

Master Ryuken apparently believed himself capable of defeating multiple 
attackers without deigning to touch them. Rather, he could rely upon the 
magic power of chi. Video of him demonstrating his devastating abilities 
shows that his students were grotesquely complicit in what must have 
been a long and colorful process of self-deception. Did these young 
athletes actually think that they were being hurled to the ground against 
their will? It is hard to know. What seems certain, however, is that Master 
Ryuken came to believe that he was invincible; otherwise he wouldn’t 
have invited a martial artist from another school to come test his powers.

end quote

Click on the link above to watch the video of him using Chi to defeat
his students, and then the next video of him learning that Chi doesn't
exist [he was punched in the face repeatedly without a fight before
going down].

So were the martial arts students hypnotized? Did the teacher hypnotize 
himself?

Hypnosis is a trance state characterized by extreme suggestibility,
relaxation and heightened imagination. It is a mental state. It is
usually induced by a procedure known as a hypnotic induction, which is
commonly composed of a long series of preliminary instructions and

http://www.samharris.org/blog/item/the-pleasures-of-drowning


suggestions. Hypnotic suggestions may be delivered by a hypnotist in
the presence of the subject, or may be self-administered.

Hypnotists claim that some people can be hypnotized while others
cannot. But why? I went to a seminar at university where a hypnotist
tried this to many people on stage. Apparently I am in the *cannot*
group.

Can hypnosis be explained by self-coercion?

Why coercion?

Its a wild guess. Maybe its the opposite. Persuasion.

Or maybe not really either: just pre-existing ideas allowed to manifest.

I think most people enjoy being hypnotised and want the hypnotist to 
succeed, and that's why it works.

Your explanation suggests that the subject is aware that he is being
hypnotized. But in the case of the martial arts students, I don't
think they know that Chi is not real, otherwise they wouldn't pay for
the lessons. Right?

Why would this have to be a conscious thought process? I had in mind going 
along with it without realising that's what they're doing.

Self-awareness is hard for most people.

But the teacher explained what Chi is explicitly. During the
explanation, the students were consciously learning about Chi. So the
students were aware of their learning Chi.

Yes, consciously they would *say* they agree with the teacher, but these may in 
fact be meaningless words that they can repeat without consciously thinking 
about whether they really think it's true.

It's a bit like how people can make loads of jokes that point out huge flaws in 



romance, but when you call then out on it and try to get them to take it seriously, 
they don't know what you're taking about. If you push them to consider it 
consciously, they baulk.

In this case, it seems like they're essentially playing a game of imagining chi 
is real. And they can do fun flips and watch a guy plow through people 
without even touching them, so it's a show as well. It's like those games 
where a guy will pull out an imaginary gun and the other guy will respond by 
getting 'killed', or dodging Matrix-style.

But even the teacher believed it to be real. This is evident from the
2nd video in the article above.

Yes, so? That just makes it easier to buy into.

Yes.

So technically they're not 'imagining' but instead 'think is real'. But they *do* 
have to imagine *what it would be like if chi were real*, because they have to 
get the idea of being deflected by a hand movement somewhere. They need to 
make up the properties of chi. That's what I meant, above.

Are you thinking of double-think? You sort of know it's not real but at the 
same time you believe it is?

It does seem like doublethink. I just learned the doublethink is the
opposite of cognitive dissonance. Both terms mean that the mind is
currently holding two contradictory ideas, but with doublethink the
mind accepts both as true, and with cognitive dissonance the mind
realizes that they are contradictory.

Could one not have both doublethink and cognitive dissonance 
simultaneously?

No because they are opposites. Say there are two people X and Y, who
both have ideas A and idea B; and ideas A and B are contradictory.
Subject X is not aware that they are contradictory; this is
doublethink. Subject Y is aware they are contradictory; this is



cognitive dissonance [and coercion].

I was trying to say maybe they're not contradictory because maybe you could 
have them both at the same time. More below.

I'd guess one would have to to have cognitive dissonance -- otherwise there 
wouldn't be that contradiction because you wouldn't think both are true.

Is double-think coercive?

Doublethink is not coercion. Coercion can only occur if the mind
realizes that the two ideas are contradictory.

Right. But it could lead to coercion, e.g. when the doublethink causes you to 
keep defending something you have a criticism of?

I think what you mean is that person X at first doesn't realize that
ideas A and B are contradictory. And then later he does realize that
they are contradictory but instead of changing his mind, he
irrationally denies one of them. This is coercion.

I thought the definition of doublethink where you *continue* to hold two 
contracting ideas even though you know one or both has problems.

Otherwise, it's not the phenomenon 'doublethink', it's just someone who hasn't 
realised he has conflicting ideas (and if he did, he'd drop one easily).

This is why I was saying I think doublethink might be a necessary condition for 
cognitive dissonance: First, you need the two contradicting ideas. Then, you need 
to keep holding on to them even if you know of problems, or they make you feel 
uneasy. That step is where doublethink comes in.

The difference is that you identifiably feel bad *about the conflict* in cognitive 
dissonance, but you're not necessarily bothered by the conflict in doublethink.

--
Lulie Tanett



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] What is hypnosis?
Date: February 11, 2012 at 8:19 AM

On Sat, Feb 11, 2012 at 3:19 AM, Lulie Tanett <luliet@gmail.com> wrote:
On 10 Feb 2012, at 07:10 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Feb 10, 2012 3:57 AM, "Lulie Tanett" <luliet@gmail.com> wrote:
On 9 Feb 2012, at 01:16 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Feb 9, 2012 at 4:51 AM, Lulie Tanett <luliet@gmail.com> wrote:
On 8 Feb 2012, at 10:37 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

I just read an article about some martial arts guys who are acting as
though they've hypnotized themselves.

http://www.samharris.org/blog/item/the-pleasures-of-drowning

Master Ryuken apparently believed himself capable of defeating 
multiple attackers without deigning to touch them. Rather, he could rely 
upon the magic power of chi. Video of him demonstrating his 
devastating abilities shows that his students were grotesquely complicit 
in what must have been a long and colorful process of self-deception. 
Did these young athletes actually think that they were being hurled to 
the ground against their will? It is hard to know. What seems certain, 
however, is that Master Ryuken came to believe that he was invincible; 
otherwise he wouldn’t have invited a martial artist from another school 
to come test his powers.

end quote

Click on the link above to watch the video of him using Chi to defeat
his students, and then the next video of him learning that Chi doesn't
exist [he was punched in the face repeatedly without a fight before
going down].

So were the martial arts students hypnotized? Did the teacher hypnotize 
himself?

Hypnosis is a trance state characterized by extreme suggestibility,
relaxation and heightened imagination. It is a mental state. It is

http://www.samharris.org/blog/item/the-pleasures-of-drowning


usually induced by a procedure known as a hypnotic induction, which is
commonly composed of a long series of preliminary instructions and
suggestions. Hypnotic suggestions may be delivered by a hypnotist in
the presence of the subject, or may be self-administered.

Hypnotists claim that some people can be hypnotized while others
cannot. But why? I went to a seminar at university where a hypnotist
tried this to many people on stage. Apparently I am in the *cannot*
group.

Can hypnosis be explained by self-coercion?

Why coercion?

Its a wild guess. Maybe its the opposite. Persuasion.

Or maybe not really either: just pre-existing ideas allowed to manifest.

I think most people enjoy being hypnotised and want the hypnotist to 
succeed, and that's why it works.

Your explanation suggests that the subject is aware that he is being
hypnotized. But in the case of the martial arts students, I don't
think they know that Chi is not real, otherwise they wouldn't pay for
the lessons. Right?

Why would this have to be a conscious thought process? I had in mind going 
along with it without realising that's what they're doing.

Self-awareness is hard for most people.

But the teacher explained what Chi is explicitly. During the
explanation, the students were consciously learning about Chi. So the
students were aware of their learning Chi.

Yes, consciously they would *say* they agree with the teacher, but these may in 
fact be meaningless words that they can repeat without consciously thinking 
about whether they really think it's true.



Thats confusing. How they heck can people do that? Does everyone do
that, even if only a little bit? If not, why some and not others?

It's a bit like how people can make loads of jokes that point out huge flaws in 
romance, but when you call then out on it and try to get them to take it seriously, 
they don't know what you're taking about. If you push them to consider it 
consciously, they baulk.

I've never noticed that [that I can remember]. Can you give an example?

In this case, it seems like they're essentially playing a game of imagining 
chi is real. And they can do fun flips and watch a guy plow through people 
without even touching them, so it's a show as well. It's like those games 
where a guy will pull out an imaginary gun and the other guy will respond 
by getting 'killed', or dodging Matrix-style.

But even the teacher believed it to be real. This is evident from the
2nd video in the article above.

Yes, so? That just makes it easier to buy into.

Yes.

So technically they're not 'imagining' but instead 'think is real'. But they *do* 
have to imagine *what it would be like if chi were real*, because they have to 
get the idea of being deflected by a hand movement somewhere. They need 
to make up the properties of chi. That's what I meant, above.

Are you thinking of double-think? You sort of know it's not real but at the 
same time you believe it is?

It does seem like doublethink. I just learned the doublethink is the
opposite of cognitive dissonance. Both terms mean that the mind is
currently holding two contradictory ideas, but with doublethink the
mind accepts both as true, and with cognitive dissonance the mind



realizes that they are contradictory.

Could one not have both doublethink and cognitive dissonance 
simultaneously?

No because they are opposites. Say there are two people X and Y, who
both have ideas A and idea B; and ideas A and B are contradictory.
Subject X is not aware that they are contradictory; this is
doublethink. Subject Y is aware they are contradictory; this is
cognitive dissonance [and coercion].

I was trying to say maybe they're not contradictory because maybe you could 
have them both at the same time. More below.

I just looked up the definition again. I misunderstood. Doublethink
just means that A and B have been accepted as true, whether conscious
or unconscious. Cognitive dissonance means that A has long been
accepted as true, and then the person is presented with B and realizes
that they are contradictory and then he rejects B in order to relieve
the confused feeling.

I'd guess one would have to to have cognitive dissonance -- otherwise there 
wouldn't be that contradiction because you wouldn't think both are true.

Is double-think coercive?

Doublethink is not coercion. Coercion can only occur if the mind
realizes that the two ideas are contradictory.

Right. But it could lead to coercion, e.g. when the doublethink causes you to 
keep defending something you have a criticism of?

I think what you mean is that person X at first doesn't realize that
ideas A and B are contradictory. And then later he does realize that
they are contradictory but instead of changing his mind, he
irrationally denies one of them. This is coercion.

I thought the definition of doublethink where you *continue* to hold two 



contracting ideas even though you know one or both has problems.

I don't think that doublethink necessarily has the attribute that the
subject *knows that A or B has a problem*.

If A or B has problems, does that mean that they necessarily
contradict each other?

Otherwise, it's not the phenomenon 'doublethink', it's just someone who hasn't 
realised he has conflicting ideas (and if he did, he'd drop one easily).

To realize, one must be aware [I had to look it up to be sure].

This is why I was saying I think doublethink might be a necessary condition for 
cognitive dissonance: First, you need the two contradicting ideas. Then, you 
need to keep holding on to them even if you know of problems, or they make 
you feel uneasy. That step is where doublethink comes in.

No I don't see how doublethink is a necessary condition of cognitive
dissonance. I think I explained it above.

The difference is that you identifiably feel bad *about the conflict* in cognitive 
dissonance, but you're not necessarily bothered by the conflict in doublethink.

But in doublethink, A and B have been accepted as true and no problems
have been noticed. In cognitive dissonance, A has long been accepted
as true, and he is presented with B, and feels the confusion [and can
reject B just to relieve the confusion]. In doublethink, no confusion
is felt, and so the unconscious doesn't attempt any irrational
tactics.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 11, 2012 at 9:34 AM

On Feb 10, 11:34 am, Elliot Temple <c...@curi.us> wrote:
On Feb 10, 2012, at 3:17 AM, Steve Push wrote:

On Feb 9, 11:23 am, Elliot Temple <c...@curi.us> wrote:
On Feb 9, 2012, at 2:44 AM, Steve Push wrote:

On Feb 8, 3:16 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 10:57 AM, Steve Push wrote:

[…]

Thank you for correcting my nomenclature.  "Any good" will do.

So you think only empirical/scientific ideas are any good? That is what 
Deutsch calls "empiricism" and criticizes in BoI. It's not an uncommon view. 
It's common among inductivists because induction cannot explain how 
philosophical knowledge is created at all. And it's been advocated by the 
logical positivists, for example.

You misunderstood me.  I didn’t say that.  I have nothing against
philosophy.  But when a philosopher makes a statement of fact, that
statement is subject to criticism by observation or experiment.

But we're discussing epistemology not empirical facts.

But ... what's wrong with philosophy?

Nothing.  But it doesn’t get a free pass to make claims about facts
without those claims being subjected to empirical challenge.

What claims about facts?

To claim that induction is impossible is implicitly to claim that it
has never occurred.  Wouldn’t that claim be wrong if in fact induction
had occurred?



Popper, for one, always made room in his worldview for "metaphysics" (non-
science). He objected to false claims that one's metaphysics was science 
(e.g.: Marx, Freud, Adler), but he didn't object to metaphysics on principle, 
and did a lot of it.

The proposition
that induction is impossible can be refuted by one reliable
observation to the contrary.

But one can't observe induction happen except in the context of ideas 
about what induction is, what one is observing, how to tell if something is 
induction, etc, which may be false.

Meanwhile you have yet to give a clear statement of to do induction -- like 
a list of steps to follow -- so it seems like you wouldn't be able to judge if 
anything is induction or not before you figure that out.

I have stated it.  I don't understand why you find it unclear.

Can you repost it or restate it?

I haven't found it clear because I haven't seen any instructions that I could 
follow in order to do induction myself.

Observe that A is B.
Observe that A’ is B.
Observe that A” is B.
[Repeat these observations as long as you like.]
If all the As you observe are B, conclude that all As you haven’t
observed also are B.

What kinds of A and B should I look for? I can think of infinitely many possible 
A's to use, and infinitely many possible B's to use.

I can't do this process without some guidance about which to use. The 
instructions need a step 0 telling me how to pick A and B so I'm not just 
stumbling around blindly using *random* A and B and making no progress.



If you are suggesting that we approach all problems with prior
knowledge and beliefs, I agree.  Step 0 consists of the beliefs that
not all As are B and, in a large sample of As, some non-Bs are likely
to be observed.

A hypothetical example of this process in action:

I fly to an island I have never visited before.  The first three cars
I see are red.

And metal. Why'd you focus on the red and not the metal? The instructions 
above didn't provide me any guidance for that step.

If the cars are painted, the underlying material might not be
obvious.  But if I arrive on the island believing that some car bodies
are made of metal and some fiberglass, and if I were aware that the
first n cars I see on the island are made of fiberglass, I might
conclude that all cars on the island are made of fiberglass.

 I conclude that all cars on the island are red.

Now you could argue that my conclusion was not justified, and in this
case, I would probably agree with you.  But how can you say it was
impossible?  I just did it, and you could too.

The problem is you weren't actually following the steps above which do not 
adequately provide guidance.

Also you're explicitly advocating justificationism. I already gave you page 
numbers to read on that topic from Realism and the Aim of Science by Popper. 
Justificationism is refuted (basically it's the chapter called Induction). I don't 
recall any reply about this.

I am not advocating justificationism; I used the term “justified” in
the ordinary sense.  Popper wrote, “Giving reasons for one’s
preferences can of course be *called* a justification (in ordinary
language).  But it is not a justification in the sense criticized
here.  Our preferences are ‘justified’ only relative to the present



state of our discussion.”  (Realism and the Aim of Science, p.20).

Thank you for pointing me to that part of Popper’s writings.  I agree
with Popper’s arguments on pp. 18-34 of Realism and the Aim or
Science.  Based on this I would like to retract an earlier statement I
made.  I now believe that Popper solved the problem of induction.  He
did it by resolving the perceived conflict in Hume’s formulation of
the problem.  But I don’t see how that solution leads to the
conclusion that induction is impossible.

I have tried to state the relevant facts of the Chargaff case as
clearly as possible.  But I don't see a Popperian explanation.  It
seems to me that the C&R process requires more than simply having
ideas in advance.  There must be particular ideas that lead to
critical tests.  There was no prior idea of Chargaff's rules.

I think you're mixing up acting on clear and specific ideas with having 
ideas at all. We always act on lots of background knowledge, vague 
expectations or hunches, and so on, even when we are semi-aimlessly 
exploring. Our exploration is never totally random, it's always taking into 
account a bunch of ideas we have.

I agree that we always act on a background of ideas.  But as I
understand Popper, the C&R process requires more than a background of
ideas; it requires a "bold conjecture" that can be tested by
observation or experiment.

No, C&R is more general than that.

Bold conjectures are, in general, better and more productive. But any 
conjecture will do. ("Bold" is special terminology to mean that it sticks its neck 
out or in other words exposes itself to criticism and refutation a lot and 
clearly.)

But C&R is about how all knowledge is created, not just science, and not just 
bold conjectures. It also applies to, for example, *reinventing* ideas (which 
everyone must do to learn them, e.g. at school this happens constantly), 
which is often not very bold.



Okay, not all conjectures must be bold.  But for C&R to work, I must
have a C, bold or not.  But I arrived on my hypothetical island with
no conjecture -- bold or otherwise -- about the colors of cars on the
island.  You could say that my belief about red cars is a conjecture
that I could criticize and refute by seeing a non-red car on the
island, but that process cannot occur until I have the belief.

You arrived at the island with many ideas:

- car color matters and is worth paying attention to

- particular types of collections of atoms should be grouped together and 
considered single objects called "cars"

- a "car" has a color defined by the paint on some parts of the outside, despite 
the atom-collection being a variety of other colors

I agree with the three statements above but to not believe they are
relevant to the question of whether I induced my conclusion.

- when something is common it may be dominant locally -- e.g. if a bunch of 
cars are red, maybe they all will be (maybe the local cultures likes red, or 
whatever. not the most plausible idea but it's part of the hypothetical)

If I arrive on the island ignorant of the local cultural preferences,
I will not conjecture that red cars will be common until I make the
observations.  *After* I conclude that red cars are common, I can
begin to guess why that would be the case.

- which metals a car is made out of is not interesting unless it significantly 
violates one's inexplicit preconceptions. and repeat this for many things besides 
metal like whether the seats are real or faux leather.

- [a bunch of ideas about what sorts of things are notable or interesting, and 
worth thinking about. various criteria. initially, the red cars met those criteria 
while the local trees, roads, and lemonade did not. so then, in that situation, you 
started conjecturing about the cars but not the other things, using some of the 
ideas above, e.g. that your particular conception of car color is important and 
your unrealistic idea that 3 red cars implies all red]



I agree with the two points above.  They are consistent with Step 0.

There's also the issue of where the idea that all cars are red came from. 
Induction says it comes from the data but that is impossible (because the data is 
compatible with infinitely many patterns or theories and the data has no 
preference for one of those over another -- any way of selecting between those 
is coming from your background ideas and other ideas, not from the data. For 
example, your selection may involve ideas you have about occam's razor, or 
easy to vary explanations, or contrived theories, or just-so stories, or ad-hoc 
theories.).

I agree that *I* have the preference; of course data cannot have
preferences.  I agree that I come to the situation with many theories
and beliefs.  I also agree that others may draw conclusions about red
cars without induction.  For example, someone who believes that the
local culture favors the color red might predict that all (or most)
cars on the island will be red.  But unless one or more of my beliefs
lead to that prediction before I visit the island, my observations
will be essential to the *formulation* of my conjecture, not just to
the testing of it.

One *possible* way it could be created is you could conjecture *thousands* of 
ideas and then reject the ones that are easy to criticize (e.g. "all cars here are 
blue"). Only the ones that survive trivial criticism make it to conscious attention, 
which is why it can seem sometimes that you just thought of the answer directly 
without conjecturing and criticizing.

Whether some other approaches are *possible* won't be terribly relevant to our 
debate as long as:

- they involve ideas, not just raw data

- they can't just generate only good ideas directly, reliably. they generate some 
bad ideas too some some brainstorm (generating multiple ideas) and criticism 
(differentiating good and bad ideas) is needed

- the process/approach is general purpose enough to generate *any type of 
idea*, including criticisms and philosophical ideas (otherwise it won't solve the 
general case problem and we'd still need to add another approach to account 
for life and learning)



As long as they meet some basic criteria like this, they are compatible with a 
conjecture-and-refutation type approach.

So far we have generally depended on introspection in this
discussion.  Now you have put forward the idea that what appears to me
to be induction is actually an unconscious C&R process.  That is a
claim about empirical facts concerning how my brain functions.  Do you
have any evidence to support that claim?  What tests could be done to
refute it?

On the face of it, your claim seems unlikely, perhaps impossible.  For
C&R to be responsible for every conclusion I believe to be inductive,
I would have to have been born possessing an infinite number of
unconscious ideas.  I would even need to have inborn ideas about
phenomena that no human has yet observed.

-- Steve



From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 11, 2012 at 10:14 AM

On Feb 8, 2012, at 12:34 AM, Steve Push <stephen.push@gmail.com> wrote:

On Feb 6, 5:21 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with existing 
expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

1) Have existing expectations (e.g., about the ratios of bases -- could be lots of 
things)
2) Make observations that don't fit with these existing expectations (e.g., 



certain bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species (e.g., for 
Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions 
(e.g., the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction consists of. 
Somehow or another we infer a general principle from particular instances, and 
that's called induction.

According to C&R, the process consists of making guesses using creativity, 
and criticizing them. An initial guess may have already gone through an 
unnoticed process of criticism. We can quickly, without conscious attention, 
reject lots of ideas that don't make sense, don't fit with our evidence, don't fit 
with other existing ideas, etc. (This can make that initial guess look better than 
a random guess that didn't go through this process.)

What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? Why would 
there need to be a special process?

I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted
that outcome.  That's why I think it was an inductive inference.



We don't have to start out with a theory that will predict the outcome. 
Observations can surprise us. They can conflict with our existing ideas. Then we 
have a problem to solve. And we can create the knowledge to solve it with 
guesses and criticism. The guesses can come from modifying our existing ideas, 
or using other background knowledge we have to come up with something 
completely different.

Let me see if I understand something:

If we don't have existing theories that can predict what we observe, then 
according to induction, the knowledge must come from the observations 
themselves. Is that right?

C&R must be deficient because it can't explain where completely new, previously 
unthought of knowledge comes from. Induction is supposed to solve that 
problem. Is that right?

-Kristen



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 11, 2012 at 12:12 PM

On Feb 11, 10:14 am, Kristen Ely <kristene...@yahoo.com> wrote:
On Feb 8, 2012, at 12:34 AM, Steve Push <stephen.p...@gmail.com> wrote:

On Feb 6, 5:21 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with 
existing expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:

1) Have existing expectations (e.g., about the ratios of bases -- could be lots 
of things)
2) Make observations that don't fit with these existing expectations (e.g., 



certain bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species (e.g., 
for Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions 
(e.g., the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction consists of. 
Somehow or another we infer a general principle from particular instances, 
and that's called induction.

According to C&R, the process consists of making guesses using creativity, 
and criticizing them. An initial guess may have already gone through an 
unnoticed process of criticism. We can quickly, without conscious attention, 
reject lots of ideas that don't make sense, don't fit with our evidence, don't fit 
with other existing ideas, etc. (This can make that initial guess look better 
than a random guess that didn't go through this process.)

What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? Why 
would there need to be a special process?

I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted



that outcome.  That's why I think it was an inductive inference.

We don't have to start out with a theory that will predict the outcome. 
Observations can surprise us. They can conflict with our existing ideas. Then we 
have a problem to solve. And we can create the knowledge to solve it with 
guesses and criticism. The guesses can come from modifying our existing 
ideas, or using other background knowledge we have to come up with 
something completely different.

I agree that new ideas can come from those sources.  New ideas may
also come from induction.

Let me see if I understand something:

If we don't have existing theories that can predict what we observe, then 
according to induction, the knowledge must come from the observations 
themselves. Is that right?

Not exactly.  I would rephrase that:  “If we don't have existing
theories that can predict what we observe, new theories *may* come by
assuming the observations are universal.”  New theories may come in
other ways too.

C&R must be deficient because it can't explain where completely new, 
previously unthought of knowledge comes from. Induction is supposed to solve 
that problem. Is that right?

I’m not sure what you mean by deficient.  But I don’t believe that C&R
explains where all ideas come from, just as I don’t think the theory
of natural selection explains where all mutations come from.
Induction appears to be one source of new ideas.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 11, 2012 at 12:18 PM

On Feb 11, 2012, at 6:34 AM, Steve Push wrote:

On Feb 10, 11:34 am, Elliot Temple <c...@curi.us> wrote:
On Feb 10, 2012, at 3:17 AM, Steve Push wrote:

On Feb 9, 11:23 am, Elliot Temple <c...@curi.us> wrote:
On Feb 9, 2012, at 2:44 AM, Steve Push wrote:

On Feb 8, 3:16 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 10:57 AM, Steve Push wrote:

[…]

Thank you for correcting my nomenclature.  "Any good" will do.

So you think only empirical/scientific ideas are any good? That is what 
Deutsch calls "empiricism" and criticizes in BoI. It's not an uncommon view. 
It's common among inductivists because induction cannot explain how 
philosophical knowledge is created at all. And it's been advocated by the 
logical positivists, for example.

You misunderstood me.  I didn’t say that.  I have nothing against
philosophy.  But when a philosopher makes a statement of fact, that
statement is subject to criticism by observation or experiment.

But we're discussing epistemology not empirical facts.

But ... what's wrong with philosophy?

Nothing.  But it doesn’t get a free pass to make claims about facts
without those claims being subjected to empirical challenge.

What claims about facts?

To claim that induction is impossible is implicitly to claim that it



has never occurred.  Wouldn’t that claim be wrong if in fact induction
had occurred?

That's the logical consequence of an epistemological theory, not a primary claim. 
To evaluate it one has to analyze the epistemology.

There's absolutely no way to tell if induction occurred, or not, except in light of our 
epistemological theories that allow us to make such judgments. So trying to go at 
this by evidence is not a fruitful approach.

Popper, for one, always made room in his worldview for "metaphysics" (non-
science). He objected to false claims that one's metaphysics was science 
(e.g.: Marx, Freud, Adler), but he didn't object to metaphysics on principle, 
and did a lot of it.

The proposition
that induction is impossible can be refuted by one reliable
observation to the contrary.

But one can't observe induction happen except in the context of ideas 
about what induction is, what one is observing, how to tell if something is 
induction, etc, which may be false.

Meanwhile you have yet to give a clear statement of to do induction -- like 
a list of steps to follow -- so it seems like you wouldn't be able to judge if 
anything is induction or not before you figure that out.

I have stated it.  I don't understand why you find it unclear.

Can you repost it or restate it?

I haven't found it clear because I haven't seen any instructions that I could 
follow in order to do induction myself.

Observe that A is B.
Observe that A’ is B.
Observe that A” is B.
[Repeat these observations as long as you like.]



If all the As you observe are B, conclude that all As you haven’t
observed also are B.

What kinds of A and B should I look for? I can think of infinitely many possible 
A's to use, and infinitely many possible B's to use.

I can't do this process without some guidance about which to use. The 
instructions need a step 0 telling me how to pick A and B so I'm not just 
stumbling around blindly using *random* A and B and making no progress.

If you are suggesting that we approach all problems with prior
knowledge and beliefs, I agree.  Step 0 consists of the beliefs that
not all As are B and, in a large sample of As, some non-Bs are likely
to be observed.

So the method, in general, is:

- have ideas (about what to look for, and what not to look for, e.g. that A and B are 
important together, as well as having ideas about repetition, correlation, 
causation, induction, etc)

- observe according to those ideas

- conclude things accordingly

?

This is Popper with the *criticism* left out. Criticism is very important. And with the 
*explanations* left out. Explanations are very important.

And I left out an aspect of what you had above: I relegated some of the specific 
details to one's background knowledge, instead of trying to promote them to be 
core ideas of epistemology.

There's two reasons for that:

1) as with democracy, the important thing is error correction, and to avoid 
promoting anything to a place where it's hard to change should we find mistakes 



in it. we need the possibility of correcting all our mistakes. so it's better to have a 
more general method that doesn't have inductivist ideas built into it directly but 
instead can still work with any other ideas we might change to.

2) they are false. e.g.:

I observed several hundred black pixels on my computer screen. i conclude that 
all pixels are black.

In more detail:

A is a pixel. B is black.

A' is another pixel.

A'' is another pixel.

I repeated as long as I liked (a few hundred times).

So now I conclude that all pixels I haven't observed are black.

The thing is, correlation isn't causation, and this is all very naive and a good way 
to be wrong a lot.

It's so naive that *no one actually does it*. No one looks at a screen in sleep 
mode, sees a bunch of black pixels, and concludes all pixels are black. They 
think *critically* and trying to figure out the *explanation* for why the pixels are 
black. The explanation behind the blackness reveals what set of pixels can and 
can't be expected to apply to: screens that are off or in sleep mode are normally 
black (not always, I bet) while if they're on they show different colors.

All patterns like "black pixel, black pixel, black pixel" have some 
reach/applicability and you need to know the explanation behind it to know what 
the reach is. The reach is often not universal. Many patterns are parochial.

You must know the explanation to know what things are relevant and irrelevant. 
Everything also has many attributes. Those pixels have an on/off attribute, a size, 



a weight, a number of atoms they are made out of (average), a type of atoms 
they are made out of, a location, a status of being in a junkyard or not, a status of 
being in a library or not, a status of being in a garage or not, a status of being 
used by a rock band or not, and so on.

Many of these aren't relevant to what one is interested in, but some are. How can 
you tell? Only by thinking about explanations and criticism.

Especially no one does anything as naive as described above when figuring out 
anything interesting. The summary of induction is just not what people do. People 
do make correlation/causation mistakes sometimes (that's not  the same thing as 
what Popper and Deutsch said never happens and can't happen, which is the 
*generalizing* (inducing) step where you take a data set and find *the* general 
pattern, in some way other than C&R, even though there are infinitely many). But 
people don't just follow the instructions above, they think about explanations and 
criticisms even when making correlation mistakes or not noticing relevant factors 
or thinking badly or whatever.

A hypothetical example of this process in action:

I fly to an island I have never visited before.  The first three cars
I see are red.

And metal. Why'd you focus on the red and not the metal? The instructions 
above didn't provide me any guidance for that step.

If the cars are painted, the underlying material might not be
obvious.  But if I arrive on the island believing that some car bodies
are made of metal and some fiberglass, and if I were aware that the
first n cars I see on the island are made of fiberglass, I might
conclude that all cars on the island are made of fiberglass.

I conclude that all cars on the island are red.

Now you could argue that my conclusion was not justified, and in this
case, I would probably agree with you.  But how can you say it was
impossible?  I just did it, and you could too.



The problem is you weren't actually following the steps above which do not 
adequately provide guidance.

Also you're explicitly advocating justificationism. I already gave you page 
numbers to read on that topic from Realism and the Aim of Science by Popper. 
Justificationism is refuted (basically it's the chapter called Induction). I don't 
recall any reply about this.

I am not advocating justificationism; I used the term “justified” in
the ordinary sense.

The ordinary sense is justificationism. There is no other ordinary sense in a 
philosophical context.

In other contexts you might say, "How do you justify having an affair to yourself?" 
which isn't necessarily justificationism. But in philosophy when people talk about 
justifying philosophical arguments, it's ordinarily justificationism.

Above it's talking specifically about whether a philosophical conclusion is justified, 
which in ordinary language means whether it has enough 
support/backing/authority/justification/positive-arguments (to be "probably true" or 
"reliable" or something).

Popper wrote, “Giving reasons for one’s
preferences can of course be *called* a justification (in ordinary
language).  But it is not a justification in the sense criticized
here.  Our preferences are ‘justified’ only relative to the present
state of our discussion.”  (Realism and the Aim of Science, p.20).

Popper will allow people calling anything anything. People can use language 
however they want. He's just trying to clearly state what "justification" he is 
criticizing. He wasn't commenting on what ordinary or common use actually is. He 
was more trying to address people who use terminology changes mid debate to 
argue (badly) with him.

Thank you for pointing me to that part of Popper’s writings.  I agree
with Popper’s arguments on pp. 18-34 of Realism and the Aim or
Science.  Based on this I would like to retract an earlier statement I



made.  I now believe that Popper solved the problem of induction.  He
did it by resolving the perceived conflict in Hume’s formulation of
the problem.  But I don’t see how that solution leads to the
conclusion that induction is impossible.

Ah, great. This sounds like progress.

An impossible part of induction is finding *the* pattern, from an infinite set, with no 
guidance about which one(s) to look for. This is called "generalizing" or "inducing" 
and there's no way to do it. What can be done is picking out patterns selectively, 
according to one's existing ideas (including explanatory and critical ideas), that 
one deems interesting or important or whatever.

I think if you read about the history of induction you might be less impressed. For 
example, in C&R Popper discusses Bacon and how he wanted to "read from the 
book of nature" and he thought if we could *empty our minds of prejudice* (pre-
existing ideas) then we could basically just induce everything with no mistakes. 
He thought pre-existing ideas were a problem. But without them we can't do 
anything!

Allowing in one's existing ideas also ruins the process for the purposes of 
justification. Induction is supposed to, and intended to, provide at least *partial* 
justification if not full. But if its success depends on the quality of the ideas one 
already has, then it's ineffective for creating a justified worldview. One would have 
to get the justification *before starting the use of induction*, or else one will be 
inducing based on unjustified ideas.

I have tried to state the relevant facts of the Chargaff case as
clearly as possible.  But I don't see a Popperian explanation.  It
seems to me that the C&R process requires more than simply having
ideas in advance.  There must be particular ideas that lead to
critical tests.  There was no prior idea of Chargaff's rules.

I think you're mixing up acting on clear and specific ideas with having 
ideas at all. We always act on lots of background knowledge, vague 
expectations or hunches, and so on, even when we are semi-aimlessly 
exploring. Our exploration is never totally random, it's always taking into 



account a bunch of ideas we have.

I agree that we always act on a background of ideas.  But as I
understand Popper, the C&R process requires more than a background of
ideas; it requires a "bold conjecture" that can be tested by
observation or experiment.

No, C&R is more general than that.

Bold conjectures are, in general, better and more productive. But any 
conjecture will do. ("Bold" is special terminology to mean that it sticks its 
neck out or in other words exposes itself to criticism and refutation a lot and 
clearly.)

But C&R is about how all knowledge is created, not just science, and not 
just bold conjectures. It also applies to, for example, *reinventing* ideas 
(which everyone must do to learn them, e.g. at school this happens 
constantly), which is often not very bold.

Okay, not all conjectures must be bold.  But for C&R to work, I must
have a C, bold or not.  But I arrived on my hypothetical island with
no conjecture -- bold or otherwise -- about the colors of cars on the
island.  You could say that my belief about red cars is a conjecture
that I could criticize and refute by seeing a non-red car on the
island, but that process cannot occur until I have the belief.

You arrived at the island with many ideas:

- car color matters and is worth paying attention to

- particular types of collections of atoms should be grouped together and 
considered single objects called "cars"

- a "car" has a color defined by the paint on some parts of the outside, despite 
the atom-collection being a variety of other colors

I agree with the three statements above but to not believe they are
relevant to the question of whether I induced my conclusion.



- when something is common it may be dominant locally -- e.g. if a bunch of 
cars are red, maybe they all will be (maybe the local cultures likes red, or 
whatever. not the most plausible idea but it's part of the hypothetical)

If I arrive on the island ignorant of the local cultural preferences,
I will not conjecture that red cars will be common until I make the
observations.  *After* I conclude that red cars are common, I can
begin to guess why that would be the case.

- which metals a car is made out of is not interesting unless it significantly 
violates one's inexplicit preconceptions. and repeat this for many things 
besides metal like whether the seats are real or faux leather.

- [a bunch of ideas about what sorts of things are notable or interesting, and 
worth thinking about. various criteria. initially, the red cars met those criteria 
while the local trees, roads, and lemonade did not. so then, in that situation, 
you started conjecturing about the cars but not the other things, using some of 
the ideas above, e.g. that your particular conception of car color is important 
and your unrealistic idea that 3 red cars implies all red]

I agree with the two points above.  They are consistent with Step 0.

There's also the issue of where the idea that all cars are red came from. 
Induction says it comes from the data but that is impossible (because the data 
is compatible with infinitely many patterns or theories and the data has no 
preference for one of those over another -- any way of selecting between those 
is coming from your background ideas and other ideas, not from the data. For 
example, your selection may involve ideas you have about occam's razor, or 
easy to vary explanations, or contrived theories, or just-so stories, or ad-hoc 
theories.).

I agree that *I* have the preference; of course data cannot have
preferences.  I agree that I come to the situation with many theories
and beliefs.  I also agree that others may draw conclusions about red
cars without induction.  For example, someone who believes that the
local culture favors the color red might predict that all (or most)
cars on the island will be red.  But unless one or more of my beliefs
lead to that prediction before I visit the island, my observations
will be essential to the *formulation* of my conjecture, not just to
the testing of it.



One *possible* way it could be created is you could conjecture *thousands* of 
ideas and then reject the ones that are easy to criticize (e.g. "all cars here are 
blue"). Only the ones that survive trivial criticism make it to conscious attention, 
which is why it can seem sometimes that you just thought of the answer 
directly without conjecturing and criticizing.

Whether some other approaches are *possible* won't be terribly relevant to our 
debate as long as:

- they involve ideas, not just raw data

- they can't just generate only good ideas directly, reliably. they generate some 
bad ideas too some some brainstorm (generating multiple ideas) and criticism 
(differentiating good and bad ideas) is needed

- the process/approach is general purpose enough to generate *any type of 
idea*, including criticisms and philosophical ideas (otherwise it won't solve the 
general case problem and we'd still need to add another approach to account 
for life and learning)

As long as they meet some basic criteria like this, they are compatible with a 
conjecture-and-refutation type approach.

So far we have generally depended on introspection in this
discussion.  Now you have put forward the idea that what appears to me
to be induction is actually an unconscious C&R process.  That is a
claim about empirical facts concerning how my brain functions.  Do you
have any evidence to support that claim?

Not really, it's just that it's the only known way that it is possible to create 
knowledge, so when people do create knowledge then it's the only explanation 
we know of. So we should tentatively conclude it is going on.

What tests could be done to refute it?

To refute this one would need to *argue*, not test, that either:

1) there is some other way to create knowledge (explain what it is, how it works)



2) that people don't create knowledge (so you'd need to come up with a new 
explanation explaining how quantum mechanics isn't knowledge or wasn't 
created by people, and make the explanation broad enough to address many 
other real life examples. or, actually, all of them)

On the face of it, your claim seems unlikely, perhaps impossible.  For
C&R to be responsible for every conclusion I believe to be inductive,
I would have to have been born possessing an infinite number of
unconscious ideas.  I would even need to have inborn ideas about
phenomena that no human has yet observed.

I think you must have misunderstood what my position is.

Why would that be needed?

We start with a limited number of ideas. Then we *make more* and use those 
going forward.

Further, there are such things as ideas with reach: some ideas apply to things no 
one has ever observed. Perhaps well, perhaps badly, but in either case they can 
provide a starting point.

For example the idea of "big or small" applies to stars. Even before anyone knew 
what stars were. It's reach/scope/applicability is all material objects (I think, 
maybe there are tricky edge cases). It's certainly not useful in every case where 
it's coherent. WHen it's not useful we can recognize the problem and try to come 
up with better concepts, better ways of thinking about the world.

-- Elliot Temple
http://curi.us/

http://curi.us/
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How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with 
existing expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:



1) Have existing expectations (e.g., about the ratios of bases -- could be lots 
of things)
2) Make observations that don't fit with these existing expectations (e.g., 
certain bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species (e.g., 
for Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions 
(e.g., the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction consists 
of. Somehow or another we infer a general principle from particular 
instances, and that's called induction.

According to C&R, the process consists of making guesses using creativity, 
and criticizing them. An initial guess may have already gone through an 
unnoticed process of criticism. We can quickly, without conscious attention, 
reject lots of ideas that don't make sense, don't fit with our evidence, don't fit 
with other existing ideas, etc. (This can make that initial guess look better 
than a random guess that didn't go through this process.)

What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? Why 
would there need to be a special process?



I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted
that outcome.  That's why I think it was an inductive inference.

We don't have to start out with a theory that will predict the outcome. 
Observations can surprise us. They can conflict with our existing ideas. Then 
we have a problem to solve. And we can create the knowledge to solve it with 
guesses and criticism. The guesses can come from modifying our existing 
ideas, or using other background knowledge we have to come up with 
something completely different.

I agree that new ideas can come from those sources.  New ideas may
also come from induction.

Let me see if I understand something:

If we don't have existing theories that can predict what we observe, then 
according to induction, the knowledge must come from the observations 
themselves. Is that right?

Not exactly.  I would rephrase that:  “If we don't have existing
theories that can predict what we observe, new theories *may* come by
assuming the observations are universal.”  New theories may come in
other ways too.

There is more than one type of universality.

So when we are supposed to "[assume] the observations are universal" that isn't 
an instruction that is possible to follow without further elaboration about *which 
universality* to assume.

For example if we see 3 red objects, do we assume:

- all objects are red (universal, period)

- all cars are red (universal to cars)

- all cars and all towels are red (we observed 3 objects from the set {all cars, all 



towels}, they were all red, so why not conclude the whole set is red?)

- all objects on this island are red (universal to the scope of the island, much like 
universal computers are universal in the scope of computation but not universal in 
the scope of painting cars)

We know from previous discussion that you don't always use the *most* universal 
thing available. You said all cars are red instead of all objects are red. You 
observed red objects and then assumed a universality limited in scope to just 
cars on the island (rather than just metal objects on the island, or just cars and 
towels on the island, or just cars under 2 tons on the island (or whatever the 
weight of the heaviest car of the 3 was), and so on).

So, how is it decided what sort of universal to assume? Without an answer to 
that, you don't have a process anyone can do. "Assume it's universal" has no 
meaning without more details. It's impossible.

And note also:

- all objects and all non-objects are red (even more universal than what appeared 
to be the most universal option, at the cost of not making sense)

The solution to all this is:

1) don't assume, think
2) we want something like "it has the amount of reach (universality, scope) that 
makes sense"
3) how do we figure that out? explanation and criticism. we must consider the 
explanation for *why* it would or wouldn't have various different amounts of reach

-- Elliot Temple
http://curi.us/
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[…]

Thank you for correcting my nomenclature.  "Any good" will do.

So you think only empirical/scientific ideas are any good? That is what 
Deutsch calls "empiricism" and criticizes in BoI. It's not an uncommon 
view. It's common among inductivists because induction cannot explain 
how philosophical knowledge is created at all. And it's been advocated by 
the logical positivists, for example.

You misunderstood me.  I didn’t say that.  I have nothing against
philosophy.  But when a philosopher makes a statement of fact, that
statement is subject to criticism by observation or experiment.

But we're discussing epistemology not empirical facts.

But ... what's wrong with philosophy?

Nothing.  But it doesn’t get a free pass to make claims about facts
without those claims being subjected to empirical challenge.

What claims about facts?



To claim that induction is impossible is implicitly to claim that it
has never occurred.  Wouldn’t that claim be wrong if in fact induction
had occurred?

That's the logical consequence of an epistemological theory, not a primary 
claim. To evaluate it one has to analyze the epistemology.

There's absolutely no way to tell if induction occurred, or not, except in light of 
our epistemological theories that allow us to make such judgments. So trying to 
go at this by evidence is not a fruitful approach.

It appears that Popper would have disagreed with your position.  He
said that the question of whether we proceed by induction is “a purely
*factual* question.”  Following Hume, he made a sharp distinction
between the “question of validity” and the “factual, psychological,
and historical question.”  (Realism and the Aim of Science, p. 36,
emphasis in original.)

On the same page he also said that some scientists “may get their
ideas by observing, or by repeating observations.”  Thus, he said,
rather than holding that scientists “never” use induction, he believed
they “hardly ever” use it.

So his position is not that far from mine.  I say scientists sometimes
use induction; he said they hardly ever do.  The issue -- concerning
the factual question, at least -- is merely one of degree.

Popper, for one, always made room in his worldview for "metaphysics" 
(non-science). He objected to false claims that one's metaphysics was 
science (e.g.: Marx, Freud, Adler), but he didn't object to metaphysics on 
principle, and did a lot of it.

The proposition
that induction is impossible can be refuted by one reliable
observation to the contrary.

But one can't observe induction happen except in the context of ideas 
about what induction is, what one is observing, how to tell if something 
is induction, etc, which may be false.



Meanwhile you have yet to give a clear statement of to do induction -- 
like a list of steps to follow -- so it seems like you wouldn't be able to 
judge if anything is induction or not before you figure that out.

I have stated it.  I don't understand why you find it unclear.

Can you repost it or restate it?

I haven't found it clear because I haven't seen any instructions that I could 
follow in order to do induction myself.

Observe that A is B.
Observe that A’ is B.
Observe that A” is B.
[Repeat these observations as long as you like.]
If all the As you observe are B, conclude that all As you haven’t
observed also are B.

What kinds of A and B should I look for? I can think of infinitely many possible 
A's to use, and infinitely many possible B's to use.

I can't do this process without some guidance about which to use. The 
instructions need a step 0 telling me how to pick A and B so I'm not just 
stumbling around blindly using *random* A and B and making no progress.

If you are suggesting that we approach all problems with prior
knowledge and beliefs, I agree.  Step 0 consists of the beliefs that
not all As are B and, in a large sample of As, some non-Bs are likely
to be observed.

So the method, in general, is:

- have ideas (about what to look for, and what not to look for, e.g. that A and B 
are important together, as well as having ideas about repetition, correlation, 
causation, induction, etc)

- observe according to those ideas



- conclude things accordingly

?

This is Popper with the *criticism* left out. Criticism is very important. And with 
the *explanations* left out. Explanations are very important.

And I left out an aspect of what you had above: I relegated some of the specific 
details to one's background knowledge, instead of trying to promote them to be 
core ideas of epistemology.

There's two reasons for that:

1) as with democracy, the important thing is error correction, and to avoid 
promoting anything to a place where it's hard to change should we find mistakes 
in it. we need the possibility of correcting all our mistakes. so it's better to have a 
more general method that doesn't have inductivist ideas built into it directly but 
instead can still work with any other ideas we might change to.

2) they are false. e.g.:

I observed several hundred black pixels on my computer screen. i conclude that 
all pixels are black.

In more detail:

A is a pixel. B is black.

A' is another pixel.

A'' is another pixel.

I repeated as long as I liked (a few hundred times).

So now I conclude that all pixels I haven't observed are black.

The thing is, correlation isn't causation, and this is all very naive and a good way 
to be wrong a lot.

It's so naive that *no one actually does it*. No one looks at a screen in sleep 



mode, sees a bunch of black pixels, and concludes all pixels are black. They 
think *critically* and trying to figure out the *explanation* for why the pixels are 
black. The explanation behind the blackness reveals what set of pixels can and 
can't be expected to apply to: screens that are off or in sleep mode are normally 
black (not always, I bet) while if they're on they show different colors.

All patterns like "black pixel, black pixel, black pixel" have some 
reach/applicability and you need to know the explanation behind it to know what 
the reach is. The reach is often not universal. Many patterns are parochial.

You must know the explanation to know what things are relevant and irrelevant. 
Everything also has many attributes. Those pixels have an on/off attribute, a 
size, a weight, a number of atoms they are made out of (average), a type of 
atoms they are made out of, a location, a status of being in a junkyard or not, a 
status of being in a library or not, a status of being in a garage or not, a status of 
being used by a rock band or not, and so on.

Many of these aren't relevant to what one is interested in, but some are. How 
can you tell? Only by thinking about explanations and criticism.

Especially no one does anything as naive as described above when figuring out 
anything interesting. The summary of induction is just not what people do. 
People do make correlation/causation mistakes sometimes (that's not  the same 
thing as what Popper and Deutsch said never happens and can't happen, which 
is the *generalizing* (inducing) step where you take a data set and find *the* 
general pattern, in some way other than C&R, even though there are infinitely 
many). But people don't just follow the instructions above, they think about 
explanations and criticisms even when making correlation mistakes or not 
noticing relevant factors or thinking badly or whatever.

On the factual question, your entire argument above is irrelevant.
Even if induction were completely invalid, that would not be evidence
against the hypothesis that people sometimes use induction, regardless
of whether it has any logical worth.

On the question of validity, you might be surprised at how much I
agree with you.  Even though I believe induction is sometimes used, I
believe the value of inductive conclusions cannot be established
without criticism and explanation.  I also believe, however, that
sometimes we have no explanations and sometimes we temporarily run out



of ideas to criticize.  In such situations, I believe induction is a
source, among others, of ideas that can be criticized and ultimately
lead to new explanations.  Thus I’m not asserting that induction has
epistemic value by itself, but it does have value when viewed as part
of the C&R process.

A hypothetical example of this process in action:

I fly to an island I have never visited before.  The first three cars
I see are red.

And metal. Why'd you focus on the red and not the metal? The instructions 
above didn't provide me any guidance for that step.

If the cars are painted, the underlying material might not be
obvious.  But if I arrive on the island believing that some car bodies
are made of metal and some fiberglass, and if I were aware that the
first n cars I see on the island are made of fiberglass, I might
conclude that all cars on the island are made of fiberglass.

I conclude that all cars on the island are red.

Now you could argue that my conclusion was not justified, and in this
case, I would probably agree with you.  But how can you say it was
impossible?  I just did it, and you could too.

The problem is you weren't actually following the steps above which do not 
adequately provide guidance.

Also you're explicitly advocating justificationism. I already gave you page 
numbers to read on that topic from Realism and the Aim of Science by 
Popper. Justificationism is refuted (basically it's the chapter called Induction). 
I don't recall any reply about this.

I am not advocating justificationism; I used the term “justified” in
the ordinary sense.

The ordinary sense is justificationism. There is no other ordinary sense in a 



philosophical context.

In other contexts you might say, "How do you justify having an affair to 
yourself?" which isn't necessarily justificationism. But in philosophy when people 
talk about justifying philosophical arguments, it's ordinarily justificationism.

Above it's talking specifically about whether a philosophical conclusion is 
justified, which in ordinary language means whether it has enough 
support/backing/authority/justification/positive-arguments (to be "probably true" 
or "reliable" or something).

I thought Popperians didn’t argue over words.  You may substitute “not
based on sound reasoning” for “not justified” if you like.

Popper wrote, “Giving reasons for one’s
preferences can of course be *called* a justification (in ordinary
language).  But it is not a justification in the sense criticized
here.  Our preferences are ‘justified’ only relative to the present
state of our discussion.”  (Realism and the Aim of Science, p.20).

Popper will allow people calling anything anything. People can use language 
however they want. He's just trying to clearly state what "justification" he is 
criticizing. He wasn't commenting on what ordinary or common use actually is. 
He was more trying to address people who use terminology changes mid 
debate to argue (badly) with him.

Thank you for pointing me to that part of Popper’s writings.  I agree
with Popper’s arguments on pp. 18-34 of Realism and the Aim or
Science.  Based on this I would like to retract an earlier statement I
made.  I now believe that Popper solved the problem of induction.  He
did it by resolving the perceived conflict in Hume’s formulation of
the problem.  But I don’t see how that solution leads to the
conclusion that induction is impossible.

Ah, great. This sounds like progress.

An impossible part of induction is finding *the* pattern, from an infinite set, with 
no guidance about which one(s) to look for. This is called "generalizing" or 
"inducing" and there's no way to do it. What can be done is picking out patterns 
selectively, according to one's existing ideas (including explanatory and critical 



ideas), that one deems interesting or important or whatever.

I think if you read about the history of induction you might be less impressed. 
For example, in C&R Popper discusses Bacon and how he wanted to "read from 
the book of nature" and he thought if we could *empty our minds of prejudice* 
(pre-existing ideas) then we could basically just induce everything with no 
mistakes. He thought pre-existing ideas were a problem. But without them we 
can't do anything!

I agree.

Allowing in one's existing ideas also ruins the process for the purposes of 
justification. Induction is supposed to, and intended to, provide at least *partial* 
justification if not full. But if its success depends on the quality of the ideas one 
already has, then it's ineffective for creating a justified worldview. One would 
have to get the justification *before starting the use of induction*, or else one will 
be inducing based on unjustified ideas.

I thought that, according to Popper, *all* ideas are unjustified.  We
can only defend our preference for an idea, we cannot say that it is
true.

I have tried to state the relevant facts of the Chargaff case as
clearly as possible.  But I don't see a Popperian explanation.  It
seems to me that the C&R process requires more than simply having
ideas in advance.  There must be particular ideas that lead to
critical tests.  There was no prior idea of Chargaff's rules.

I think you're mixing up acting on clear and specific ideas with having 
ideas at all. We always act on lots of background knowledge, vague 
expectations or hunches, and so on, even when we are semi-aimlessly 
exploring. Our exploration is never totally random, it's always taking into 
account a bunch of ideas we have.

I agree that we always act on a background of ideas.  But as I
understand Popper, the C&R process requires more than a background 
of
ideas; it requires a "bold conjecture" that can be tested by
observation or experiment.



No, C&R is more general than that.

Bold conjectures are, in general, better and more productive. But any 
conjecture will do. ("Bold" is special terminology to mean that it sticks its 
neck out or in other words exposes itself to criticism and refutation a lot 
and clearly.)

But C&R is about how all knowledge is created, not just science, and not 
just bold conjectures. It also applies to, for example, *reinventing* ideas 
(which everyone must do to learn them, e.g. at school this happens 
constantly), which is often not very bold.

Okay, not all conjectures must be bold.  But for C&R to work, I must
have a C, bold or not.  But I arrived on my hypothetical island with
no conjecture -- bold or otherwise -- about the colors of cars on the
island.  You could say that my belief about red cars is a conjecture
that I could criticize and refute by seeing a non-red car on the
island, but that process cannot occur until I have the belief.

You arrived at the island with many ideas:

- car color matters and is worth paying attention to

- particular types of collections of atoms should be grouped together and 
considered single objects called "cars"

- a "car" has a color defined by the paint on some parts of the outside, 
despite the atom-collection being a variety of other colors

I agree with the three statements above but to not believe they are
relevant to the question of whether I induced my conclusion.

- when something is common it may be dominant locally -- e.g. if a bunch of 
cars are red, maybe they all will be (maybe the local cultures likes red, or 
whatever. not the most plausible idea but it's part of the hypothetical)

If I arrive on the island ignorant of the local cultural preferences,



I will not conjecture that red cars will be common until I make the
observations.  *After* I conclude that red cars are common, I can
begin to guess why that would be the case.

- which metals a car is made out of is not interesting unless it significantly 
violates one's inexplicit preconceptions. and repeat this for many things 
besides metal like whether the seats are real or faux leather.

- [a bunch of ideas about what sorts of things are notable or interesting, and 
worth thinking about. various criteria. initially, the red cars met those criteria 
while the local trees, roads, and lemonade did not. so then, in that situation, 
you started conjecturing about the cars but not the other things, using some 
of the ideas above, e.g. that your particular conception of car color is 
important and your unrealistic idea that 3 red cars implies all red]

I agree with the two points above.  They are consistent with Step 0.

There's also the issue of where the idea that all cars are red came from. 
Induction says it comes from the data but that is impossible (because the 
data is compatible with infinitely many patterns or theories and the data has 
no preference for one of those over another -- any way of selecting between 
those is coming from your background ideas and other ideas, not from the 
data. For example, your selection may involve ideas you have about occam's 
razor, or easy to vary explanations, or contrived theories, or just-so stories, or 
ad-hoc theories.).

I agree that *I* have the preference; of course data cannot have
preferences.  I agree that I come to the situation with many theories
and beliefs.  I also agree that others may draw conclusions about red
cars without induction.  For example, someone who believes that the
local culture favors the color red might predict that all (or most)
cars on the island will be red.  But unless one or more of my beliefs
lead to that prediction before I visit the island, my observations
will be essential to the *formulation* of my conjecture, not just to
the testing of it.

One *possible* way it could be created is you could conjecture *thousands* 
of ideas and then reject the ones that are easy to criticize (e.g. "all cars here 
are blue"). Only the ones that survive trivial criticism make it to conscious 



attention, which is why it can seem sometimes that you just thought of the 
answer directly without conjecturing and criticizing.

Whether some other approaches are *possible* won't be terribly relevant to 
our debate as long as:

- they involve ideas, not just raw data

- they can't just generate only good ideas directly, reliably. they generate 
some bad ideas too some some brainstorm (generating multiple ideas) and 
criticism (differentiating good and bad ideas) is needed

- the process/approach is general purpose enough to generate *any type of 
idea*, including criticisms and philosophical ideas (otherwise it won't solve 
the general case problem and we'd still need to add another approach to 
account for life and learning)

As long as they meet some basic criteria like this, they are compatible with a 
conjecture-and-refutation type approach.

So far we have generally depended on introspection in this
discussion.  Now you have put forward the idea that what appears to me
to be induction is actually an unconscious C&R process.  That is a
claim about empirical facts concerning how my brain functions.  Do you
have any evidence to support that claim?

Not really, it's just that it's the only known way that it is possible to create 
knowledge, so when people do create knowledge then it's the only explanation 
we know of. So we should tentatively conclude it is going on.

Why assume that I am creating knowledge?  Could I not be using
induction to arrive at invalid conclusions?  Perhaps many, even most,
of those conclusions will be useless.  But some might be useful.  Even
a broken clock is right twice a day.

What tests could be done to refute it?

To refute this one would need to *argue*, not test, that either:



1) there is some other way to create knowledge (explain what it is, how it works)

Maybe I’m not creating knowledge at all.

2) that people don't create knowledge (so you'd need to come up with a new 
explanation explaining how quantum mechanics isn't knowledge or wasn't 
created by people, and make the explanation broad enough to address many 
other real life examples. or, actually, all of them)

Maybe people create knowledge using C&R and arrive at invalid
conclusions using induction.

I’m not willing to concede that induction has no epistemic value.  My
point is -- and Popper would agree with this -- the question of
validity is distinct from the factual question of whether people ever
use induction.

On the face of it, your claim seems unlikely, perhaps impossible.  For
C&R to be responsible for every conclusion I believe to be inductive,
I would have to have been born possessing an infinite number of
unconscious ideas.  I would even need to have inborn ideas about
phenomena that no human has yet observed.

I think you must have misunderstood what my position is.

Why would that be needed?

We start with a limited number of ideas. Then we *make more* and use those 
going forward.

Further, there are such things as ideas with reach: some ideas apply to things 
no one has ever observed. Perhaps well, perhaps badly, but in either case they 
can provide a starting point.

For example the idea of "big or small" applies to stars. Even before anyone 
knew what stars were. It's reach/scope/applicability is all material objects (I 
think, maybe there are tricky edge cases). It's certainly not useful in every case 
where it's coherent. WHen it's not useful we can recognize the problem and try 
to come up with better concepts, better ways of thinking about the world.



Yes, some ideas have reach.  But the growth of knowledge also requires
new ideas.  Over time, *lots* of new ideas.  Does it matter where
those ideas come from, as long as they stand up to criticism?

-- Steve
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On Feb 6, 5:21 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On January 27, 2012, at 1:12 AM, Steve Push wrote:

How induction could possibly work:  Consider the Bertrand Russell
example about chickens that David Deutsch cited in The Fabric of
Reality.  The point of the story was to show how one day the chicken
had its neck wrung.  But before that happened, the chicken was fed day
after day.  Induction is far from perfect, but it works better than
assuming the world is completely random.

I can see the benefits of conjecture and refutation, but what do you
do when you don't have a conjecture to refute?  Where do you start?

With a problem. For example, observing something that doesn't fit with 
existing expectations. Or noticing an error in an existing idea.

I'll provide a generic outline based on how I think the Chargaff Rules
and other possible examples of scientific induction occurred:

1)  Make unexpected observations (e.g., certain bases appear in
roughly 1-to-1 ratio).
2)  Repeat observations to see if the pattern holds (i.e., is not due
to experimental error or is not a feature of only certain species).
3)  Combine this knowledge with other knowledge and formulate a theory
that explains all of the evidence and can be used to make testable
predictions (e.g., the double helix theory).

Here's a generic outline for C&R:



1) Have existing expectations (e.g., about the ratios of bases -- could be 
lots of things)
2) Make observations that don't fit with these existing expectations (e.g., 
certain bases appear in roughly 1-to-1 ratio) -- now there is a problem
3) Repeat observations to check for experimental error, etc.
4) Guess, using creativity, that this ratio holds across different species 
(e.g., for Chargaff's rule)
5) Combine this knowledge with other knowledge and guess a theory that 
explains all of the evidence and can be used to make testable predictions 
(e.g., the double helix theory)

If induction is a misconception, there should be a Popperian
explanation for this type of scientific discovery.  But the Chargaff
example does not seem to fit the Popperian model.  It's true that he
was testing and criticizing a conjecture: the tetranucleotide
hypothesis.  But once he rejected that hypothesis, he had no new
conjecture concerning why certain bases should be in a 1-to-1 ratio or
why that pattern should hold across different species.  He was finding
patterns in the data and eventually decided that these patterns were
not just a coincidence and thus might have something to do with the
structure and function of DNA.

No one seems to be able to explain what the process of induction consists 
of. Somehow or another we infer a general principle from particular 
instances, and that's called induction.

According to C&R, the process consists of making guesses using 
creativity, and criticizing them. An initial guess may have already gone 
through an unnoticed process of criticism. We can quickly, without 
conscious attention, reject lots of ideas that don't make sense, don't fit with 
our evidence, don't fit with other existing ideas, etc. (This can make that 
initial guess look better than a random guess that didn't go through this 
process.)

What's wrong with this process?

Why can't we guess a generalization, like we guess anything else? Why 
would there need to be a special process?



I have no problem with calling Chargaff's conclusion a guess.  He
guessed that the future (observations of other species) would resemble
the past (observations of species examined so far).  By his own
admission, he had no theory or conjecture that would have predicted
that outcome.  That's why I think it was an inductive inference.

We don't have to start out with a theory that will predict the outcome. 
Observations can surprise us. They can conflict with our existing ideas. Then 
we have a problem to solve. And we can create the knowledge to solve it with 
guesses and criticism. The guesses can come from modifying our existing 
ideas, or using other background knowledge we have to come up with 
something completely different.

I agree that new ideas can come from those sources.  New ideas may
also come from induction.

Let me see if I understand something:

If we don't have existing theories that can predict what we observe, then 
according to induction, the knowledge must come from the observations 
themselves. Is that right?

Not exactly.  I would rephrase that:  “If we don't have existing
theories that can predict what we observe, new theories *may* come by
assuming the observations are universal.”  New theories may come in
other ways too.

There is more than one type of universality.

So when we are supposed to "[assume] the observations are universal" that isn't 
an instruction that is possible to follow without further elaboration about *which 
universality* to assume.

That wasn’t meant to be an instruction.  I was merely correcting
Kristen’s characterization of my position.

For example if we see 3 red objects, do we assume:

- all objects are red (universal, period)



- all cars are red (universal to cars)

- all cars and all towels are red (we observed 3 objects from the set {all cars, all 
towels}, they were all red, so why not conclude the whole set is red?)

- all objects on this island are red (universal to the scope of the island, much like 
universal computers are universal in the scope of computation but not universal 
in the scope of painting cars)

We know from previous discussion that you don't always use the *most* 
universal thing available. You said all cars are red instead of all objects are red. 
You observed red objects and then assumed a universality limited in scope to 
just cars on the island (rather than just metal objects on the island, or just cars 
and towels on the island, or just cars under 2 tons on the island (or whatever the 
weight of the heaviest car of the 3 was), and so on).

So, how is it decided what sort of universal to assume? Without an answer to 
that, you don't have a process anyone can do. "Assume it's universal" has no 
meaning without more details. It's impossible.

And note also:

- all objects and all non-objects are red (even more universal than what 
appeared to be the most universal option, at the cost of not making sense)

In my hypothetical, the universe was all cars on the island.  I
selected that universe because that is where the observations appeared
to deviate from my prior belief, as stated in Step 0.  If I had also
observed red trees, buildings, etc., I might conclude that all objects
are red.  I ignore statements, such as those about red non-objects,
that make no sense.

My prior hypothesis (the null hypothesis) was that the island's cars
would display a variety of colors roughly equivalent to the variety of
car colors where I come from.  My observations caused me to reject the
null hypothesis and formulate the new hypothesis because I made the
inductive inference that all of the cars on the island would be the
same color as the three I saw.



The solution to all this is:

1) don't assume, think
2) we want something like "it has the amount of reach (universality, scope) that 
makes sense"
3) how do we figure that out? explanation and criticism. we must consider the 
explanation for *why* it would or wouldn't have various different amounts of 
reach

All good points, but not relevant to the question of whether I used
induction to conclude that all cars on the island are red.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 12, 2012 at 1:09 PM

On Feb 12, 2012, at 12:09 AM, Steve Push wrote:

On Feb 11, 12:18 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 11, 2012, at 6:34 AM, Steve Push wrote:

On Feb 10, 11:34 am, Elliot Temple <c...@curi.us> wrote:
On Feb 10, 2012, at 3:17 AM, Steve Push wrote:

On Feb 9, 11:23 am, Elliot Temple <c...@curi.us> wrote:

Popper, for one, always made room in his worldview for "metaphysics" 
(non-science). He objected to false claims that one's metaphysics was 
science (e.g.: Marx, Freud, Adler), but he didn't object to metaphysics on 
principle, and did a lot of it.

The proposition
that induction is impossible can be refuted by one reliable
observation to the contrary.

But one can't observe induction happen except in the context of ideas 
about what induction is, what one is observing, how to tell if something 
is induction, etc, which may be false.

Meanwhile you have yet to give a clear statement of to do induction -- 
like a list of steps to follow -- so it seems like you wouldn't be able to 
judge if anything is induction or not before you figure that out.

I have stated it.  I don't understand why you find it unclear.

Can you repost it or restate it?

I haven't found it clear because I haven't seen any instructions that I 
could follow in order to do induction myself.



Observe that A is B.
Observe that A’ is B.
Observe that A” is B.
[Repeat these observations as long as you like.]
If all the As you observe are B, conclude that all As you haven’t
observed also are B.

What kinds of A and B should I look for? I can think of infinitely many 
possible A's to use, and infinitely many possible B's to use.

I can't do this process without some guidance about which to use. The 
instructions need a step 0 telling me how to pick A and B so I'm not just 
stumbling around blindly using *random* A and B and making no progress.

If you are suggesting that we approach all problems with prior
knowledge and beliefs, I agree.  Step 0 consists of the beliefs that
not all As are B and, in a large sample of As, some non-Bs are likely
to be observed.

So the method, in general, is:

- have ideas (about what to look for, and what not to look for, e.g. that A and B 
are important together, as well as having ideas about repetition, correlation, 
causation, induction, etc)

- observe according to those ideas

- conclude things accordingly

?

This is Popper with the *criticism* left out. Criticism is very important. And with 
the *explanations* left out. Explanations are very important.

And I left out an aspect of what you had above: I relegated some of the 
specific details to one's background knowledge, instead of trying to promote 
them to be core ideas of epistemology.

There's two reasons for that:



1) as with democracy, the important thing is error correction, and to avoid 
promoting anything to a place where it's hard to change should we find 
mistakes in it. we need the possibility of correcting all our mistakes. so it's 
better to have a more general method that doesn't have inductivist ideas built 
into it directly but instead can still work with any other ideas we might change 
to.

2) they are false. e.g.:

I observed several hundred black pixels on my computer screen. i conclude 
that all pixels are black.

In more detail:

A is a pixel. B is black.

A' is another pixel.

A'' is another pixel.

I repeated as long as I liked (a few hundred times).

So now I conclude that all pixels I haven't observed are black.

The thing is, correlation isn't causation, and this is all very naive and a good 
way to be wrong a lot.

It's so naive that *no one actually does it*. No one looks at a screen in sleep 
mode, sees a bunch of black pixels, and concludes all pixels are black. They 
think *critically* and trying to figure out the *explanation* for why the pixels are 
black. The explanation behind the blackness reveals what set of pixels can 
and can't be expected to apply to: screens that are off or in sleep mode are 
normally black (not always, I bet) while if they're on they show different colors.

All patterns like "black pixel, black pixel, black pixel" have some 
reach/applicability and you need to know the explanation behind it to know 
what the reach is. The reach is often not universal. Many patterns are 
parochial.



You must know the explanation to know what things are relevant and 
irrelevant. Everything also has many attributes. Those pixels have an on/off 
attribute, a size, a weight, a number of atoms they are made out of (average), 
a type of atoms they are made out of, a location, a status of being in a 
junkyard or not, a status of being in a library or not, a status of being in a 
garage or not, a status of being used by a rock band or not, and so on.

Many of these aren't relevant to what one is interested in, but some are. How 
can you tell? Only by thinking about explanations and criticism.

Especially no one does anything as naive as described above when figuring 
out anything interesting. The summary of induction is just not what people do. 
People do make correlation/causation mistakes sometimes (that's not  the 
same thing as what Popper and Deutsch said never happens and can't 
happen, which is the *generalizing* (inducing) step where you take a data set 
and find *the* general pattern, in some way other than C&R, even though there 
are infinitely many). But people don't just follow the instructions above, they 
think about explanations and criticisms even when making correlation mistakes 
or not noticing relevant factors or thinking badly or whatever.

On the factual question, your entire argument above is irrelevant.
Even if induction were completely invalid, that would not be evidence
against the hypothesis that people sometimes use induction, regardless
of whether it has any logical worth.

On the question of validity, you might be surprised at how much I
agree with you.  Even though I believe induction is sometimes used, I
believe the value of inductive conclusions cannot be established
without criticism and explanation.  I also believe, however, that
sometimes we have no explanations and sometimes we temporarily run out
of ideas to criticize.  In such situations, I believe induction is a
source, among others, of ideas that can be criticized and ultimately
lead to new explanations.  Thus I’m not asserting that induction has
epistemic value by itself, but it does have value when viewed as part
of the C&R process.

I haven't argued that induction is invalid (by which I take you to mean that it 
sometimes, or perhaps even often, produces false conclusions. or that it can't be 
logically proved true. or what Hume meant. any of those).



What I've been arguing is that it's (as presented by you and many others) 
*undefined* and we cannot learn by *undefined* processes.

Consider the following business plan:

1) steal underpants
2) [blank]
3) profit

No business ever made money with this plan. The problem isn't that it doesn't 
work very well (which is a reasonable secondary complaint), but that one can't 
follow an undefined step.

One could follow a business plan that involved both stealing underpants and 
profit, but it wouldn't be the same one. Similarly one can learn by a process 
involving both observation (even repeated observation) and conclusions, but that 
doesn't make it induction.

Some people have tried being more specific about how induction works (e.g. 
Bacon's ideas about observing without pre-existing ideas), but in each case 
they've made mistakes. Those mistakes render it *not a process capable of 
creating knowledge* (and, in general, impossible to do. there is no way for a 
completely blank mind to observe, it doesn't know how or what to observe.), and 
therefore not ever the explanation of how people learned anything.

Another version of induction is basically "find the pattern". Or if you plot the data 
points on a graph, then "draw the reasonable curve between them which fills in 
many more data points". This is quite standard, but also quite impossible to do: it 
never tells you *which* curve to draw, or *which* pattern to find. When people do 
draw a curve, or find a pattern, they are using some process which *actually has 
substantive content about how to do that* (not induction).

BTW I'm not at all surprised that you think induction is invalid. Nor that you 
mistake that for my position. It's common. In FoR, Deutsch talks about crypto-
inductivists. Lots of (crypto-) inductivists think that induction *not 100% working* 
is a big important problem in epistemology. It's hard to find informed people, 
today, who actually claim both that induction 100% logically works and that we 



know how it works. They normally either think it doesn't quite work but we do it 
anyway, or it does work but we don't quite know how.

You suggest induction as a *source* of ideas *only*. Note first that C&R doesn't 
really care about sources of ideas and even accepts *myths* and *dreams* as 
acceptable sources of ideas. And that a source of ideas, only, is not something 
which addresses the problem of epistemology: how is knowledge created? Or, 
loosely, how do we get *good* ideas, not just any ideas?

Induction has been, and is, intended to address the problem of epistemology by 
its proponents. If you disagree with that, you are breaking with them. And if you're 
going to fundamentally disagree with inductivists, I think it may be misleading to 
say you're advocating "induction".

They do allow for induction to be incomplete and supplemented by things like 
deduction and abduction, but it's always meant more than merely a source of 
ideas of completely unknown quality which we must still criticize, explain and 
debate, which gives it the same status as *guessing random stuff 100 letters or 
less* (also a source of ideas of unknown quality) or the same status as 
*traditional myths*.

Induction has always meant a way of approach epistemology which, even if 
incomplete, at least does something to address the problem of getting some good 
ideas. If not guaranteed true ideas, then at least "probable" or "reliable" or 
"probably reliable" ideas. Not just ideas of 100% unknown status that can't be 
deemed superior to ideas from any other source.

So why not induction as a source of ideas? Because it's undefined (or mistaken, 
depending on who is talking) and "do undefined" isn't a method people can use.

Let me propose several sources of ideas, which are not induction, but which are 
something like the closest things possible:

- observe stuff, deduce the set of non-contradictory ideas which are under 10,000 



letters in English, choose one at random

- observe stuff, think about it, analyze it in terms of our existing ideas, interpret it, 
consider what kinds of ideas we think are interesting, what kinds of research 
directions we think are fruitful, and come up with an idea related to the 
observations and all our other ideas on the matter

- look at stuff, make guesses compatible with it which try to address problems you 
already have in your mind

Could you try to give a statement of induction along these lines? Which of these 
is it most like? How, exactly, does it differ from the first one other than 
perhaps/hopefully avoiding that length limit.

I think what people do (frequently when dealing with observations), which is not 
induction, is more like:

Take the set of non-contradictory ideas (to the observations), critically examine it 
and rule out a bunch of bad ideas by argument, and come up with some good 
explanations. Subject those to yet more criticism, perhaps in a debate with other 
people, and get it down to one idea or just a couple ideas for further testing. C&R.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 12, 2012 at 1:48 PM

On Feb 12, 2012, at 10:09 AM, Elliot Temple wrote:

Another version of induction is basically "find the pattern". Or if you plot the data 
points on a graph, then "draw the reasonable curve between them which fills in 
many more data points". This is quite standard, but also quite impossible to do: 
it never tells you *which* curve to draw, or *which* pattern to find. When people 
do draw a curve, or find a pattern, they are using some process which *actually 
has substantive content about how to do that* (not induction).

What one can do is, similar to this, is "Draw a curve according to your 
background knowledge and other inexplicit ideas you've chosen not to examine, 
criticize or think about consciously. Trust your uncritical assumptions about the 
world."

If induction means "think insufficiently critically" or "trust your intuition" then those 
are both possible approaches but not very good ones, and not something that 
professional inductivist philosophers would be willing to accept as what induction 
means.

If we did get conscious and critical thought involved, then we'd be drawing the 
curve according to our explanatory theories.

Steve Push says that explanation and criticism are great, but also says we 
sometimes don't have any explanations or other good ideas and presents 
induction as something of an alternative. That puts it either in the territory of:

1) draw the curve. which one? no comment.

2) draw the curve. which one? since we're discussing a scenario when we don't 
explicitly act on our critical thinking and explanation, just do it inexplicitly and then 
say no explanations were involved, and don't be critical, and claim it was genuine 
induction.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Embodiment and self
Date: February 13, 2012 at 8:30 AM

On Feb 10, 2012 4:48 PM, "Jon Burchel" <jonburchel@gmail.com> wrote:

I saw this TED talk that seems to center around the same idea, and
read a number of things about the "embodiment" idea that our selves
are not possible without a physical body.  But I can easily imagine my
self existing without a body, so I don't think it is necessary, even
if self may have evolved from bodily awareness.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_consciou
sness.html

I don't see how that is possible.

Our minds are based in physical laws that our brains abide by.

Our knowledge is saved physically in our brains.

-- Rami

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_consciousness.html


From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Re: Embodiment and self
Date: February 13, 2012 at 11:54 PM

On Feb 13, 7:30 am, Rami Rustom <romb...@gmail.com> wrote:
On Feb 10, 2012 4:48 PM, "Jon Burchel" <jonburc...@gmail.com> wrote:

I saw this TED talk that seems to center around the same idea, and
read a number of things about the "embodiment" idea that our selves
are not possible without a physical body.  But I can easily imagine my
self existing without a body, so I don't think it is necessary, even
if self may have evolved from bodily awareness.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons...

I don't see how that is possible.

Our minds are based in physical laws that our brains abide by.

Our knowledge is saved physically in our brains.

-- Rami

Oh, unfortunately I think my choice of words was very poor there!  I
didn't mean that I think our self can exist without any physical
embodiment in the brain - yes, that would be laughable!  But I meant
that don't think the mechanism of the self requires a physical body
*beyond* the brain to exist, even though a disembodied brain would be
unable to communicate or sense the world, it would still be possible
to have a *self*, even without everything beyond the brain (assuming
the brain would not immediately die of oxygen starvation of course -
say, if it were simulated and that requirement arbitrarily provided).
Several articles I read lately suggested a "new emerging idea" in
artificial intelligence was that the whole body, not just the brain,
was necessary for a true AI.  That seems false and awfully misguided
to me was what I meant... I had the impression this presenter at the
TED talk was not describing the same thing though, or if he was, maybe
those articles were just misinterpreting the same idea.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Embodiment and self
Date: February 14, 2012 at 9:06 PM

On Feb 13, 2012 11:55 PM, "Jon Burchel" <jonburchel@gmail.com> wrote:
On Feb 13, 7:30 am, Rami Rustom <romb...@gmail.com> wrote:

On Feb 10, 2012 4:48 PM, "Jon Burchel" <jonburc...@gmail.com> wrote:

I saw this TED talk that seems to center around the same idea, and
read a number of things about the "embodiment" idea that our selves
are not possible without a physical body.  But I can easily imagine my
self existing without a body, so I don't think it is necessary, even
if self may have evolved from bodily awareness.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons...

I don't see how that is possible.

Our minds are based in physical laws that our brains abide by.

Our knowledge is saved physically in our brains.

-- Rami

Oh, unfortunately I think my choice of words was very poor there!  I
didn't mean that I think our self can exist without any physical
embodiment in the brain - yes, that would be laughable!  But I meant
that don't think the mechanism of the self requires a physical body
*beyond* the brain to exist, even though a disembodied brain would be
unable to communicate or sense the world, it would still be possible
to have a *self*, even without everything beyond the brain (assuming
the brain would not immediately die of oxygen starvation of course -
say, if it were simulated and that requirement arbitrarily provided).
Several articles I read lately suggested a "new emerging idea" in
artificial intelligence was that the whole body, not just the brain,
was necessary for a true AI.  That seems false and awfully misguided
to me was what I meant... I had the impression this presenter at the
TED talk was not describing the same thing though, or if he was, maybe
those articles were just misinterpreting the same idea.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons


I see what you mean.

They say that the self doesn't exist unless it can interact with the
world. I agree with this.

You are saying that the self can exist without any interaction with
the world. I don't see how this is possible, unless we're talking
about a mind that had interaction with the world and then lost it.
This is what I think happens when a person is in a comma. They can be
conscious, but their senses are turned off.

But if you mean that a mind can have a self whereby the mind never had
interaction with the world, I disagree. The self is part of the world.
When the mind processes its sense's data, it creates explanations of
the incoming data. One of the types of explanations it creates is a
model of the world and the objects within it. One of those objects is
the self [which is the mind and body]. So the mind models the mind and
this is what we call the self.

So I can't imagine that a mind could create a model of itself without
having received sense data of the world and the mind's body.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 15, 2012 at 2:18 AM

On Feb 12, 1:09 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 12, 2012, at 12:09 AM, Steve Push wrote:

[…]

On the factual question, your entire argument above is irrelevant.
Even if induction were completely invalid, that would not be evidence
against the hypothesis that people sometimes use induction, regardless
of whether it has any logical worth.

On the question of validity, you might be surprised at how much I
agree with you.  Even though I believe induction is sometimes used, I
believe the value of inductive conclusions cannot be established
without criticism and explanation.  I also believe, however, that
sometimes we have no explanations and sometimes we temporarily run out
of ideas to criticize.  In such situations, I believe induction is a
source, among others, of ideas that can be criticized and ultimately
lead to new explanations.  Thus I’m not asserting that induction has
epistemic value by itself, but it does have value when viewed as part
of the C&R process.

I haven't argued that induction is invalid (by which I take you to mean that it 
sometimes, or perhaps even often, produces false conclusions. or that it can't 
be logically proved true. or what Hume meant. any of those).

What I've been arguing is that it's (as presented by you and many others) 
*undefined* and we cannot learn by *undefined* processes.

Consider the following business plan:

1) steal underpants
2) [blank]
3) profit

No business ever made money with this plan. The problem isn't that it doesn't 
work very well (which is a reasonable secondary complaint), but that one can't 



follow an undefined step.

In what way is the instruction “conclude that a characteristic
observed in a sample will be present in the population as a whole”
less defined than your instruction to “rule out a bunch of bad ideas”?

One could follow a business plan that involved both stealing underpants and 
profit, but it wouldn't be the same one. Similarly one can learn by a process 
involving both observation (even repeated observation) and conclusions, but 
that doesn't make it induction.

No, it doesn’t *necessarily* make it induction.  One could be making
an Inference to the best explanation, which involves finding the most
plausible explanation for a set of observations.  Ian Hacking offered
the following “rough definition”:  "Inductive logic analyzes risky
arguments using probability ideas."  (An Introduction to Probability
and Inductive Logic, Cambridge University Press, 2001.)

Some people have tried being more specific about how induction works (e.g. 
Bacon's ideas about observing without pre-existing ideas), but in each case 
they've made mistakes. Those mistakes render it *not a process capable of 
creating knowledge* (and, in general, impossible to do. there is no way for a 
completely blank mind to observe, it doesn't know how or what to observe.), and 
therefore not ever the explanation of how people learned anything.

I am not taking the position that we can or should observe with a
blank mind.

Another version of induction is basically "find the pattern". Or if you plot the data 
points on a graph, then "draw the reasonable curve between them which fills in 
many more data points". This is quite standard, but also quite impossible to do: 
it never tells you *which* curve to draw, or *which* pattern to find. When people 
do draw a curve, or find a pattern, they are using some process which *actually 
has substantive content about how to do that* (not induction).

I agree that curve-fitting is not induction, although it is sometimes
used in conjunction with induction.

BTW I'm not at all surprised that you think induction is invalid. Nor that you 
mistake that for my position. It's common. In FoR, Deutsch talks about crypto-



inductivists. Lots of (crypto-) inductivists think that induction *not 100% working* 
is a big important problem in epistemology. It's hard to find informed people, 
today, who actually claim both that induction 100% logically works and that we 
know how it works. They normally either think it doesn't quite work but we do it 
anyway, or it does work but we don't quite know how.

First I would say, We do induction.  As I noted earlier, that is a
factual question.  As an example, I offered Chargaff’s rules.  So far
no one has shown that Chargaff’s rules were deduced from a prior
theory or derived by any method other than induction.

Second I would say, Induction works.  Unlike deduction, it is risky.
But C&R is risky too.  Both induction and C&R require us to
acknowledge our fallibility.

Third I would say, We know quite a bit about how induction works.
That was not the case in Hume’s day.  But since then advances in
probability and statistics have improved our understanding.

You suggest induction as a *source* of ideas *only*. Note first that C&R doesn't 
really care about sources of ideas and even accepts *myths* and *dreams* as 
acceptable sources of ideas. And that a source of ideas, only, is not something 
which addresses the problem of epistemology: how is knowledge created? Or, 
loosely, how do we get *good* ideas, not just any ideas?

My intent was to suggest that induction can be a source of *good*
ideas.  But induction alone cannot provide good explanations.  I
believe induction is a very useful tool in reasoning.  But I wouldn’t
try to build a house with only a hammer.

Induction has been, and is, intended to address the problem of epistemology by 
its proponents. If you disagree with that, you are breaking with them. And if 
you're going to fundamentally disagree with inductivists, I think it may be 
misleading to say you're advocating "induction".

I’m not sure what your concern is.  If you could give me some
citations from the inductivists with whom you believe I’m breaking, I
might better be able to address this issue.

They do allow for induction to be incomplete and supplemented by things like 



deduction and abduction, but it's always meant more than merely a source of 
ideas of completely unknown quality which we must still criticize, explain and 
debate, which gives it the same status as *guessing random stuff 100 letters or 
less* (also a source of ideas of unknown quality) or the same status as 
*traditional myths*.

I believe that, even though induction is risky, it is much better that
random guessing.  (Traditional myths, which may incorporate cultural
knowledge, probably fall somewhere between induction and random
guessing.)

Induction has always meant a way of approach epistemology which, even if 
incomplete, at least does something to address the problem of getting some 
good ideas. If not guaranteed true ideas, then at least "probable" or "reliable" or 
"probably reliable" ideas. Not just ideas of 100% unknown status that can't be 
deemed superior to ideas from any other source.

I agree.

So why not induction as a source of ideas? Because it's undefined (or mistaken, 
depending on who is talking) and "do undefined" isn't a method people can use.

This is where we disagree.  I believe induction is well defined and
used often to good effect.

Let me propose several sources of ideas, which are not induction, but which are 
something like the closest things possible:

- observe stuff, deduce the set of non-contradictory ideas which are under 
10,000 letters in English, choose one at random

- observe stuff, think about it, analyze it in terms of our existing ideas, interpret 
it, consider what kinds of ideas we think are interesting, what kinds of research 
directions we think are fruitful, and come up with an idea related to the 
observations and all our other ideas on the matter

- look at stuff, make guesses compatible with it which try to address problems 
you already have in your mind

Could you try to give a statement of induction along these lines? Which of these 



is it most like? How, exactly, does it differ from the first one other than 
perhaps/hopefully avoiding that length limit.

I think what people do (frequently when dealing with observations), which is not 
induction, is more like:

Take the set of non-contradictory ideas (to the observations), critically examine it 
and rule out a bunch of bad ideas by argument, and come up with some good 
explanations. Subject those to yet more criticism, perhaps in a debate with other 
people, and get it down to one idea or just a couple ideas for further testing. 
C&R.

In the absence of induction, your process is undefined.

It’s interesting that your characterizations of methods something like
induction all start with observing stuff and your characterization of
C&R starts with ideas – but ideas “to the observations.”  Perhaps that
is because you realize that, just as observations cannot be made in
the absence of ideas, good ideas about reality cannot be developed
prior to any observation.

I’ll respond by paraphrasing Hacking’s book quoted earlier in this
message:

There are many forms of induction.  The following are three basic
forms:

1)  Observe a characteristic of a sample drawn from a population, and
attribute that characteristic to the population as a whole.

2)  Observe that a characteristic is common, but not universal, in a
population, and attribute that characteristic to a sample drawn from
the population.

3)  Observe a characteristic of sample drawn from a population, and
attribute that characteristic to a new sample drawn from the same
population.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 15, 2012 at 2:49 AM

On Feb 12, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 12, 2012, at 10:09 AM, Elliot Temple wrote:

Another version of induction is basically "find the pattern". Or if you plot the 
data points on a graph, then "draw the reasonable curve between them which 
fills in many more data points". This is quite standard, but also quite impossible 
to do: it never tells you *which* curve to draw, or *which* pattern to find. When 
people do draw a curve, or find a pattern, they are using some process which 
*actually has substantive content about how to do that* (not induction).

What one can do is, similar to this, is "Draw a curve according to your 
background knowledge and other inexplicit ideas you've chosen not to examine, 
criticize or think about consciously. Trust your uncritical assumptions about the 
world."

If induction means "think insufficiently critically" or "trust your intuition" then 
those are both possible approaches but not very good ones, and not something 
that professional inductivist philosophers would be willing to accept as what 
induction means.

Nor would I.

If we did get conscious and critical thought involved, then we'd be drawing the 
curve according to our explanatory theories.

Sometimes.

Steve Push says that explanation and criticism are great, but also says we 
sometimes don't have any explanations or other good ideas and presents 
induction as something of an alternative. That puts it either in the territory of:

1) draw the curve. which one? no comment.

2) draw the curve. which one? since we're discussing a scenario when we don't 
explicitly act on our critical thinking and explanation, just do it inexplicitly and 
then say no explanations were involved, and don't be critical, and claim it was 



genuine induction.

Sometimes we draw the curve based on probability theory.  The bell
curve, for instance, is not based on a theory that explains the
observations.  But it suggests what kinds of statistical inferences we
can properly make from a data set.

Chargaff’s “curve” -- the 1-to-1 ratio of certain bases – was not
based on an explanatory theory.  But it provided a good idea that,
combined with other goods ideas, led to an explanatory theory.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 15, 2012 at 2:48 AM

On Feb 14, 2012, at 11:18 PM, Steve Push wrote:

On Feb 12, 1:09 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 12, 2012, at 12:09 AM, Steve Push wrote:

[…]

On the factual question, your entire argument above is irrelevant.
Even if induction were completely invalid, that would not be evidence
against the hypothesis that people sometimes use induction, regardless
of whether it has any logical worth.

On the question of validity, you might be surprised at how much I
agree with you.  Even though I believe induction is sometimes used, I
believe the value of inductive conclusions cannot be established
without criticism and explanation.  I also believe, however, that
sometimes we have no explanations and sometimes we temporarily run out
of ideas to criticize.  In such situations, I believe induction is a
source, among others, of ideas that can be criticized and ultimately
lead to new explanations.  Thus I’m not asserting that induction has
epistemic value by itself, but it does have value when viewed as part
of the C&R process.

I haven't argued that induction is invalid (by which I take you to mean that it 
sometimes, or perhaps even often, produces false conclusions. or that it can't 
be logically proved true. or what Hume meant. any of those).

What I've been arguing is that it's (as presented by you and many others) 
*undefined* and we cannot learn by *undefined* processes.

Consider the following business plan:

1) steal underpants
2) [blank]



3) profit

No business ever made money with this plan. The problem isn't that it doesn't 
work very well (which is a reasonable secondary complaint), but that one can't 
follow an undefined step.

In what way is the instruction “conclude that a characteristic
observed in a sample will be present in the population as a whole”
less defined than your instruction to “rule out a bunch of bad ideas”?

This is mixing up issues.

Are you denying that "conclude that a characteristic...", with no statement about 
which one, when there are infinitely many, is ambiguous and not an instruction 
one can follow (except if they add to the instruction: choose arbitrarily, randomly, 
according to bias, or with some other rule like that.)

As a completely separate issue we can consider how C&R works. But let's not 
mix up two separate debates. The way you've answered makes it ambiguous 
which position you're taking on either of the issues you're comparing.

One could follow a business plan that involved both stealing underpants and 
profit, but it wouldn't be the same one. Similarly one can learn by a process 
involving both observation (even repeated observation) and conclusions, but 
that doesn't make it induction.

No, it doesn’t *necessarily* make it induction.  One could be making
an Inference to the best explanation, which involves finding the most
plausible explanation for a set of observations.  Ian Hacking offered
the following “rough definition”:  "Inductive logic analyzes risky
arguments using probability ideas."  (An Introduction to Probability
and Inductive Logic, Cambridge University Press, 2001.)

Some people have tried being more specific about how induction works (e.g. 
Bacon's ideas about observing without pre-existing ideas), but in each case 



they've made mistakes. Those mistakes render it *not a process capable of 
creating knowledge* (and, in general, impossible to do. there is no way for a 
completely blank mind to observe, it doesn't know how or what to observe.), 
and therefore not ever the explanation of how people learned anything.

I am not taking the position that we can or should observe with a
blank mind.

Another version of induction is basically "find the pattern". Or if you plot the 
data points on a graph, then "draw the reasonable curve between them which 
fills in many more data points". This is quite standard, but also quite impossible 
to do: it never tells you *which* curve to draw, or *which* pattern to find. When 
people do draw a curve, or find a pattern, they are using some process which 
*actually has substantive content about how to do that* (not induction).

I agree that curve-fitting is not induction, although it is sometimes
used in conjunction with induction.

BTW I'm not at all surprised that you think induction is invalid. Nor that you 
mistake that for my position. It's common. In FoR, Deutsch talks about crypto-
inductivists. Lots of (crypto-) inductivists think that induction *not 100% 
working* is a big important problem in epistemology. It's hard to find informed 
people, today, who actually claim both that induction 100% logically works and 
that we know how it works. They normally either think it doesn't quite work but 
we do it anyway, or it does work but we don't quite know how.

First I would say, We do induction.  As I noted earlier, that is a
factual question.

Whether we do "induction" is only a factual question when the word "induction" in 
that assertion is defined so that it's possible to 
factually/rationally/accurately/objectively evaluate what is and isn't induction.

 As an example, I offered Chargaff’s rules.  So far
no one has shown that Chargaff’s rules were deduced from a prior
theory or derived by any method other than induction.

This is a false dichotomy type of argument. You're expected it to either be



- induction
- deduction
- derivation

But the C&R position is none of those. That's why you're not understanding how it 
works: you're looking in the wrong place and assuming it has to fit a mold that it 
doesn't fit.

None of us have tried to show the Chargaff example was deduction or derivation 
because we don't think it was. You've misunderstood our position by mixing up 
some parts of it with your own preconceptions.

Second I would say, Induction works.  Unlike deduction, it is risky.
But C&R is risky too.  Both induction and C&R require us to
acknowledge our fallibility.

This sort of claim is meaningless while the "induction" you advocate is undefined.

You've told us what the "induction" you defend isn't: it isn't any of the mistakes 
made by any well known inductivist philosophers.

But what is it? And what does it mean to praise it before answering the question 
of what it is?

Third I would say, We know quite a bit about how induction works.
That was not the case in Hume’s day.  But since then advances in
probability and statistics have improved our understanding.

You suggest induction as a *source* of ideas *only*. Note first that C&R 
doesn't really care about sources of ideas and even accepts *myths* and 
*dreams* as acceptable sources of ideas. And that a source of ideas, only, is 
not something which addresses the problem of epistemology: how is 
knowledge created? Or, loosely, how do we get *good* ideas, not just any 
ideas?

My intent was to suggest that induction can be a source of *good*



ideas.  But induction alone cannot provide good explanations.  I
believe induction is a very useful tool in reasoning.  But I wouldn’t
try to build a house with only a hammer.

Induction has been, and is, intended to address the problem of epistemology 
by its proponents. If you disagree with that, you are breaking with them. And if 
you're going to fundamentally disagree with inductivists, I think it may be 
misleading to say you're advocating "induction".

I’m not sure what your concern is.  If you could give me some
citations from the inductivists with whom you believe I’m breaking, I
might better be able to address this issue.

I mentioned two types above (Bacon blank minders and curve fitters) and in both 
cases you replied that you disagree with them. So why is this an issue?

What inductivists are you *not* breaking with? All mainstream inductivists are 
justificationists by the way, and you said you're breaking with that. What are you 
actually saying that you'll stand behind and, if it's criticized, concede? You defend 
the *word* "induction" but what is the *substantive claim* that you're defending? 
Could you state it without the word "induction" or any synonym?\

This is where we disagree.  I believe induction is well defined and
used often to good effect.

So define it.

There are many forms of induction.  The following are three basic
forms:

1)  Observe a characteristic of a sample drawn from a population, and
attribute that characteristic to the population as a whole.

That's just being naive. That's not a source of good ideas! Take the population 
"things in my room", take a sample, and conclude all the things in my room are 
pillows.

It's so easy to make fun of this stuff because these instructions are so broad that 



most ways of following them just plain get silly answers. Like the example I 
previously gave about concluding all computer screen pixels are black.

No one uses this because it's a terrible approach. People actually think in other 
ways, not like this. At best you could say what they do is "induction" and is a 
*subset* of this: that there's more to it than you mentioned. But if so: go ahead 
and specify the rest.

2)  Observe that a characteristic is common, but not universal, in a
population, and attribute that characteristic to a sample drawn from
the population.

Same problem.

3)  Observe a characteristic of sample drawn from a population, and
attribute that characteristic to a new sample drawn from the same
population.

These are all rather broad and ambiguous. You keep saying "observe a 
characteristic" but leave out mention of which one and why. You know perfectly 
well that not any choice of characteristic will lead to reasonable or good 
conclusions. Most possible things one could do that, logically, match your 
descriptions would blatantly lead to false answers (e.g. my pillow example). You 
believe "induction" does better than leading to 99% ridiculously bad ideas. Yet 
you don't specify how real induction differs from these "forms" of induction that 
don't work, and you present them as "induction".

All of these basically amount to choosing a correlation or pattern according to 
unstated, uncriticized, unexamined, unconscious theories (biases)  (you never 
specify how to choose, I keep asking how to choose, you never say, what it really 
amounts to is choosing according to unstated, unexamined ideas) and then 
making naive assumptions about it being true.

To the extent one only thinks about ideas where cultural background knowledge 
is pretty accurate, the method of being a biased person who assumes his intuition 
is true will seem to work out pretty well. To the extent one deals with frontiers, 
new ideas, unexpected situations, cultural change and upheaval, progress, and 



so on, then it won't work out so well.

Such uncritical thinking is not the source of scientific progress.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 15, 2012 at 2:57 AM

On Feb 14, 2012, at 11:49 PM, Steve Push wrote:

On Feb 12, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 12, 2012, at 10:09 AM, Elliot Temple wrote:

Another version of induction is basically "find the pattern". Or if you plot the 
data points on a graph, then "draw the reasonable curve between them which 
fills in many more data points". This is quite standard, but also quite 
impossible to do: it never tells you *which* curve to draw, or *which* pattern 
to find. When people do draw a curve, or find a pattern, they are using some 
process which *actually has substantive content about how to do that* (not 
induction).

What one can do is, similar to this, is "Draw a curve according to your 
background knowledge and other inexplicit ideas you've chosen not to 
examine, criticize or think about consciously. Trust your uncritical assumptions 
about the world."

If induction means "think insufficiently critically" or "trust your intuition" then 
those are both possible approaches but not very good ones, and not 
something that professional inductivist philosophers would be willing to accept 
as what induction means.

Nor would I.

If we did get conscious and critical thought involved, then we'd be drawing the 
curve according to our explanatory theories.

Sometimes.

Steve Push says that explanation and criticism are great, but also says we 
sometimes don't have any explanations or other good ideas and presents 
induction as something of an alternative. That puts it either in the territory of:

1) draw the curve. which one? no comment.



2) draw the curve. which one? since we're discussing a scenario when we 
don't explicitly act on our critical thinking and explanation, just do it inexplicitly 
and then say no explanations were involved, and don't be critical, and claim it 
was genuine induction.

Sometimes we draw the curve based on probability theory.  The bell
curve, for instance, is not based on a theory that explains the
observations.

When we choose a bell curve, it's because we have ideas like that the laws of 
physics cause various categories of things to fall in that type of distribution. We 
don't choose the bell curve for anything at all, we actually have ideas about what 
it applies or not.

For example if we were counting up the number of oranges in different orchards, 
would we expect the results to fall in a bell curve?

Depends what kinds of orchards we used.

If they were all orange orchards, with the same number of acres, and reasonably 
similar policies for filling up the space with orange trees, of the same or similar 
species (genus?) then yes a bell curve makes sense.

If they are apple orchards, then it's not a bell curve. We'd instead estimate a flat 
0.

If they are orange orchards, and half are 5 acres, and half are 5000 acres, again 
a bell curve wouldn't work.

So the point is that you and I both have an understanding of when bell curves do 
and don't fit, and it depends on explanatory knowledge. People often apply this 
knowledge without conscious attention to it, without examining it, just using it as 
"intuition" or "background knowledge". When they do so, and it works, they don't 
know how they succeeded, so they attribute their success to things like 
"induction" when actually it's their explanatory knowledge.



There are explanatory ideas at work, just people don't always notice or think 
critically about the explanations.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Manolis.A.C. <manolis.a.c@gmail.com>
Subject: Re: [BoI] Re: Embodiment and self
Date: February 15, 2012 at 3:28 AM

On 15 Feb 2012, at 4:06, Rami Rustom <rombomb@gmail.com> wrote:

On Feb 13, 2012 11:55 PM, "Jon Burchel" <jonburchel@gmail.com> wrote:
On Feb 13, 7:30 am, Rami Rustom <romb...@gmail.com> wrote:

On Feb 10, 2012 4:48 PM, "Jon Burchel" <jonburc...@gmail.com> wrote:

I saw this TED talk that seems to center around the same idea, and
read a number of things about the "embodiment" idea that our selves
are not possible without a physical body.  But I can easily imagine my
self existing without a body, so I don't think it is necessary, even
if self may have evolved from bodily awareness.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons.
..

I don't see how that is possible.

Our minds are based in physical laws that our brains abide by.

Our knowledge is saved physically in our brains.

-- Rami

Oh, unfortunately I think my choice of words was very poor there!  I
didn't mean that I think our self can exist without any physical
embodiment in the brain - yes, that would be laughable!  But I meant
that don't think the mechanism of the self requires a physical body
*beyond* the brain to exist, even though a disembodied brain would be
unable to communicate or sense the world, it would still be possible
to have a *self*, even without everything beyond the brain (assuming
the brain would not immediately die of oxygen starvation of course -
say, if it were simulated and that requirement arbitrarily provided).
Several articles I read lately suggested a "new emerging idea" in
artificial intelligence was that the whole body, not just the brain,
was necessary for a true AI.  That seems false and awfully misguided

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons


to me was what I meant... I had the impression this presenter at the
TED talk was not describing the same thing though, or if he was, maybe
those articles were just misinterpreting the same idea.

I see what you mean.

They say that the self doesn't exist unless it can interact with the
world. I agree with this.

You are saying that the self can exist without any interaction with
the world. I don't see how this is possible, unless we're talking
about a mind that had interaction with the world and then lost it.
This is what I think happens when a person is in a comma. They can be
conscious, but their senses are turned off.

But if you mean that a mind can have a self whereby the mind never had
interaction with the world, I disagree. The self is part of the world.
When the mind processes its sense's data, it creates explanations of
the incoming data. One of the types of explanations it creates is a
model of the world and the objects within it. One of those objects is
the self [which is the mind and body]. So the mind models the mind and
this is what we call the self.

So I can't imagine that a mind could create a model of itself without
having received sense data of the world and the mind's body.

-- Rami
Some questions for you guys then:

1. Is a discrete entity (a discrete body, a discrete computer, a specific section of a 
hard drive) then a necessary condition for "selfhood"?

2. If so, can the specific section of a hard drive pption allow for a completely 
virtual, yet perfectly discernable and real self?

3.And if so again, can we assume that the future is almost deterministically bound 
to be disembodied (in the sense of purely virtual, "uploaded" entities)?

Manolis



-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 15, 2012 at 8:45 AM

On Feb 15, 2:48 am, Elliot Temple <c...@curi.us> wrote:
On Feb 14, 2012, at 11:18 PM, Steve Push wrote:

On Feb 12, 1:09 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 12, 2012, at 12:09 AM, Steve Push wrote:

[…]

On the factual question, your entire argument above is irrelevant.
Even if induction were completely invalid, that would not be evidence
against the hypothesis that people sometimes use induction, regardless
of whether it has any logical worth.

On the question of validity, you might be surprised at how much I
agree with you.  Even though I believe induction is sometimes used, I
believe the value of inductive conclusions cannot be established
without criticism and explanation.  I also believe, however, that
sometimes we have no explanations and sometimes we temporarily run out
of ideas to criticize.  In such situations, I believe induction is a
source, among others, of ideas that can be criticized and ultimately
lead to new explanations.  Thus I’m not asserting that induction has
epistemic value by itself, but it does have value when viewed as part
of the C&R process.

I haven't argued that induction is invalid (by which I take you to mean that it 
sometimes, or perhaps even often, produces false conclusions. or that it can't 
be logically proved true. or what Hume meant. any of those).

What I've been arguing is that it's (as presented by you and many others) 
*undefined* and we cannot learn by *undefined* processes.

Consider the following business plan:

1) steal underpants
2) [blank]



3) profit

No business ever made money with this plan. The problem isn't that it doesn't 
work very well (which is a reasonable secondary complaint), but that one 
can't follow an undefined step.

In what way is the instruction “conclude that a characteristic
observed in a sample will be present in the population as a whole”
less defined than your instruction to “rule out a bunch of bad ideas”?

This is mixing up issues.

Are you denying that "conclude that a characteristic...", with no statement about 
which one, when there are infinitely many, is ambiguous and not an instruction 
one can follow (except if they add to the instruction: choose arbitrarily, randomly, 
according to bias, or with some other rule like that.)

As a completely separate issue we can consider how C&R works. But let's not 
mix up two separate debates. The way you've answered makes it ambiguous 
which position you're taking on either of the issues you're comparing.

One could follow a business plan that involved both stealing underpants and 
profit, but it wouldn't be the same one. Similarly one can learn by a process 
involving both observation (even repeated observation) and conclusions, but 
that doesn't make it induction.

No, it doesn’t *necessarily* make it induction.  One could be making
an Inference to the best explanation, which involves finding the most
plausible explanation for a set of observations.  Ian Hacking offered
the following “rough definition”:  "Inductive logic analyzes risky
arguments using probability ideas."  (An Introduction to Probability
and Inductive Logic, Cambridge University Press, 2001.)

Some people have tried being more specific about how induction works (e.g. 
Bacon's ideas about observing without pre-existing ideas), but in each case 
they've made mistakes. Those mistakes render it *not a process capable of 
creating knowledge* (and, in general, impossible to do. there is no way for a 



completely blank mind to observe, it doesn't know how or what to observe.), 
and therefore not ever the explanation of how people learned anything.

I am not taking the position that we can or should observe with a
blank mind.

Another version of induction is basically "find the pattern". Or if you plot the 
data points on a graph, then "draw the reasonable curve between them which 
fills in many more data points". This is quite standard, but also quite 
impossible to do: it never tells you *which* curve to draw, or *which* pattern 
to find. When people do draw a curve, or find a pattern, they are using some 
process which *actually has substantive content about how to do that* (not 
induction).

I agree that curve-fitting is not induction, although it is sometimes
used in conjunction with induction.

BTW I'm not at all surprised that you think induction is invalid. Nor that you 
mistake that for my position. It's common. In FoR, Deutsch talks about crypto-
inductivists. Lots of (crypto-) inductivists think that induction *not 100% 
working* is a big important problem in epistemology. It's hard to find informed 
people, today, who actually claim both that induction 100% logically works 
and that we know how it works. They normally either think it doesn't quite 
work but we do it anyway, or it does work but we don't quite know how.

First I would say, We do induction.  As I noted earlier, that is a
factual question.

Whether we do "induction" is only a factual question when the word "induction" 
in that assertion is defined so that it's possible to 
factually/rationally/accurately/objectively evaluate what is and isn't induction.

 As an example, I offered Chargaff’s rules.  So far
no one has shown that Chargaff’s rules were deduced from a prior
theory or derived by any method other than induction.

This is a false dichotomy type of argument. You're expected it to either be

- induction



- deduction
- derivation

But the C&R position is none of those. That's why you're not understanding how 
it works: you're looking in the wrong place and assuming it has to fit a mold that 
it doesn't fit.

None of us have tried to show the Chargaff example was deduction or derivation 
because we don't think it was. You've misunderstood our position by mixing up 
some parts of it with your own preconceptions.

Second I would say, Induction works.  Unlike deduction, it is risky.
But C&R is risky too.  Both induction and C&R require us to
acknowledge our fallibility.

This sort of claim is meaningless while the "induction" you advocate is 
undefined.

You've told us what the "induction" you defend isn't: it isn't any of the mistakes 
made by any well known inductivist philosophers.

But what is it? And what does it mean to praise it before answering the question 
of what it is?

Third I would say, We know quite a bit about how induction works.
That was not the case in Hume’s day.  But since then advances in
probability and statistics have improved our understanding.

You suggest induction as a *source* of ideas *only*. Note first that C&R 
doesn't really care about sources of ideas and even accepts *myths* and 
*dreams* as acceptable sources of ideas. And that a source of ideas, only, is 
not something which addresses the problem of epistemology: how is 
knowledge created? Or, loosely, how do we get *good* ideas, not just any 
ideas?

My intent was to suggest that induction can be a source of *good*



ideas.  But induction alone cannot provide good explanations.  I
believe induction is a very useful tool in reasoning.  But I wouldn’t
try to build a house with only a hammer.

Induction has been, and is, intended to address the problem of epistemology 
by its proponents. If you disagree with that, you are breaking with them. And 
if you're going to fundamentally disagree with inductivists, I think it may be 
misleading to say you're advocating "induction".

I’m not sure what your concern is.  If you could give me some
citations from the inductivists with whom you believe I’m breaking, I
might better be able to address this issue.

I mentioned two types above (Bacon blank minders and curve fitters) and in 
both cases you replied that you disagree with them. So why is this an issue?

What inductivists are you *not* breaking with? All mainstream inductivists are 
justificationists by the way, and you said you're breaking with that. What are you 
actually saying that you'll stand behind and, if it's criticized, concede? You 
defend the *word* "induction" but what is the *substantive claim* that you're 
defending? Could you state it without the word "induction" or any synonym?\

This is where we disagree.  I believe induction is well defined and
used often to good effect.

So define it.

There are many forms of induction.  The following are three basic
forms:

1)  Observe a characteristic of a sample drawn from a population, and
attribute that characteristic to the population as a whole.

That's just being naive. That's not a source of good ideas! Take the population 
"things in my room", take a sample, and conclude all the things in my room are 
pillows.

It's so easy to make fun of this stuff because these instructions are so broad that 
most ways of following them just plain get silly answers. Like the example I 



previously gave about concluding all computer screen pixels are black.

No one uses this because it's a terrible approach. People actually think in other 
ways, not like this. At best you could say what they do is "induction" and is a 
*subset* of this: that there's more to it than you mentioned. But if so: go ahead 
and specify the rest.

2)  Observe that a characteristic is common, but not universal, in a
population, and attribute that characteristic to a sample drawn from
the population.

Same problem.

3)  Observe a characteristic of sample drawn from a population, and
attribute that characteristic to a new sample drawn from the same
population.

These are all rather broad and ambiguous. You keep saying "observe a 
characteristic" but leave out mention of which one and why. You know perfectly 
well that not any choice of characteristic will lead to reasonable or good 
conclusions. Most possible things one could do that, logically, match your 
descriptions would blatantly lead to false answers (e.g. my pillow example). You 
believe "induction" does better than leading to 99% ridiculously bad ideas. Yet 
you don't specify how real induction differs from these "forms" of induction that 
don't work, and you present them as "induction".

All of these basically amount to choosing a correlation or pattern according to 
unstated, uncriticized, unexamined, unconscious theories (biases)  (you never 
specify how to choose, I keep asking how to choose, you never say, what it 
really amounts to is choosing according to unstated, unexamined ideas) and 
then making naive assumptions about it being true.

To the extent one only thinks about ideas where cultural background knowledge 
is pretty accurate, the method of being a biased person who assumes his 
intuition is true will seem to work out pretty well. To the extent one deals with 
frontiers, new ideas, unexpected situations, cultural change and upheaval, 



progress, and so on, then it won't work out so well.

Such uncritical thinking is not the source of scientific progress.

You are applying a double standard.  One the one hand, you ask me to
provide a general outline of induction, without specifics.  Then you
criticize the outline because it lacks specifics.  On the other hand,
when to describe C&R, you use vague statements such as “rule out a
bunch of bad ideas by argument, and come up with some good
explanations.”

I wouldn’t be able to do C&R if all I had were your instructions.  How
do I know which ideas are bad?  How do I know which explanations are
good?

God is in the details for both induction and C&R.  That’s why I have
tried to focus on specific examples.  You say induction is impossible
and that all knowledge is created by C&R.  But you have not given me a
plausible explanation of how Chargaff discovered his rules.

Here is another real example from my everyday life.  I use bags to
scoop my dogs’ poop.  When I went to a pet supply store a few months
ago, I could not find my usual brand of bags, so I bought another
brand (brand X).  The brand X bags were, as far as I could tell,
identical to my usual brand.  But when I used them, 3 out of 600 brand
X bags ripped.  Now a 0.05% failure rate might not seem like a big
deal, but the consequences can be quite unpleasant.  I recalled that I
had been using my usual brand for years and do not recall any rips.
Even if there were a few, I’m sure the error rate was much less than
0.05%.  Thus I decided to forgo brand X and drive two miles farther
roundtrip to obtain my cherished brand of poop bags.  If I didn’t use
induction to make that decision, how did I do it?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 15, 2012 at 11:49 AM

On Feb 15, 2:57 am, Elliot Temple <c...@curi.us> wrote:
On Feb 14, 2012, at 11:49 PM, Steve Push wrote:

On Feb 12, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 12, 2012, at 10:09 AM, Elliot Temple wrote:

Another version of induction is basically "find the pattern". Or if you plot the 
data points on a graph, then "draw the reasonable curve between them 
which fills in many more data points". This is quite standard, but also quite 
impossible to do: it never tells you *which* curve to draw, or *which* pattern 
to find. When people do draw a curve, or find a pattern, they are using some 
process which *actually has substantive content about how to do that* (not 
induction).

What one can do is, similar to this, is "Draw a curve according to your 
background knowledge and other inexplicit ideas you've chosen not to 
examine, criticize or think about consciously. Trust your uncritical 
assumptions about the world."

If induction means "think insufficiently critically" or "trust your intuition" then 
those are both possible approaches but not very good ones, and not 
something that professional inductivist philosophers would be willing to 
accept as what induction means.

Nor would I.

If we did get conscious and critical thought involved, then we'd be drawing 
the curve according to our explanatory theories.

Sometimes.

Steve Push says that explanation and criticism are great, but also says we 
sometimes don't have any explanations or other good ideas and presents 
induction as something of an alternative. That puts it either in the territory of:



1) draw the curve. which one? no comment.

2) draw the curve. which one? since we're discussing a scenario when we 
don't explicitly act on our critical thinking and explanation, just do it inexplicitly 
and then say no explanations were involved, and don't be critical, and claim it 
was genuine induction.

Sometimes we draw the curve based on probability theory.  The bell
curve, for instance, is not based on a theory that explains the
observations.

When we choose a bell curve, it's because we have ideas like that the laws of 
physics cause various categories of things to fall in that type of distribution. We 
don't choose the bell curve for anything at all, we actually have ideas about what 
it applies or not.

For example if we were counting up the number of oranges in different orchards, 
would we expect the results to fall in a bell curve?

Depends what kinds of orchards we used.

If they were all orange orchards, with the same number of acres, and 
reasonably similar policies for filling up the space with orange trees, of the same 
or similar species (genus?) then yes a bell curve makes sense.

If they are apple orchards, then it's not a bell curve. We'd instead estimate a flat 
0.

If they are orange orchards, and half are 5 acres, and half are 5000 acres, again 
a bell curve wouldn't work.

So the point is that you and I both have an understanding of when bell curves 
do and don't fit, and it depends on explanatory knowledge. People often apply 
this knowledge without conscious attention to it, without examining it, just using 
it as "intuition" or "background knowledge". When they do so, and it works, they 
don't know how they succeeded, so they attribute their success to things like 
"induction" when actually it's their explanatory knowledge.

There are explanatory ideas at work, just people don't always notice or think 
critically about the explanations.



It works both ways.  In the examples you described you already know
some characteristics of the population that would affect the
distribution, so you can guess whether a bell curve will fit it.  But
often the types of characteristics you assume to be known are exactly
what we are trying to discover.  Thus we need to start by measuring.
When we have a sufficient number of measurements we can see what kind
of curve fits best and draw conclusions about the underlying
characteristics that might give rise to that distribution.  An example
from Robert R. Sokal and F. James Rohlf (Biometry, 2nd ed., 1981, p.
21):

“If, in a sample of immature insects, we discover that the
measurements are bimodally distributed (with two peaks), this would
indicate that the population is dimorphic; different species or races
may have become intermingled in our sample, or the dimorphism could
have arisen form the presence of both sexes or of different instars
[developmental stages].”

-- Steve



From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Re: Is Science compatible with capitalism?
Date: February 15, 2012 at 12:45 PM

On Feb 14, 2012, at 5:18 PM, Brett Hall wrote:

Some mathematicians have boycotted Elsevier.

http://www.nytimes.com/2012/02/14/science/researchers-boycott-elsevier-
journal-publisher.html?_r=1&smid=tw-nytimesscience&seid=auto

At the interface between science and capitalism, what's to be done here? 
Should scientists publish for free? Should we (or institutions?) pay for journals? 
What would be the right amount? Is *any* amount of money corrupting of a with 
a free-and-open Popperian spirit of open-honest investigation and criticism? 
How can I help participate in the criticism of ideas I cannot afford to read? 
Should there be two-tiers of knowledge seekers? Those who can pay for new 
knowledge and those who cannot?

What does the state of the academic press have to do with capitalism?

Government has a huge hand in academia, the university system, and scientific 
research.

And even if it didn't, there are many possible journal systems compatible with 
capitalism. Some good, some bad. Capitalism isn't a panacea but certainly allows 
for, and is compatible with, some possible good journal systems.

There are many solutions for the problem of publishers getting paid. They 
include:

- libraries can pay for stuff and then people can access it at the library. perhaps, 
soon, this can include the kindle lending library and one on iBooks and B&N.

- people who don't want to pay can be shown a few ads instead

http://www.nytimes.com/2012/02/14/science/researchers-boycott-elsevier-journal-publisher.html?_r=1&smid=tw-nytimesscience&seid=auto


- "pay as much as you want" pricing has had some success, maybe it'd work. 
perhaps only if the the right cultural mindset was established to go with it

- charge authors instead of readers

- become voluntary charities, paid by donors

- make money off having early access to proposed articles and using the ideas in 
industry before competitors who wait for the final publication

- charge for articles published in the last 3 months, then make them free after that

- various solutions that do involve charging, plus something else to deal with the 
problem. for example one might give free access to some favored groups like 
people who submit information about their income being low enough, and 
students, just as some simple examples. Or maybe give large discounts to 
members of certain organizations. I'm not sure what organizations that'd work 
well with today but if you can't think of one you could perhaps create one that's 
suitable.

- charging money  (why should it be free, exactly? why is that a problem? FWIW i 
think Elsevier isn't charging the profit maximizing price but rather one designed to 
push people in the direction of their university, library or large organization 
subscription plans.)

And much more. Someone who actually works in the industry, and thought about 
it for more than 10 minutes, could come up with many more solutions, and quite 
possibly much better ones.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 15, 2012 at 1:02 PM

On Feb 15, 2012, at 8:49 AM, Steve Push wrote:

On Feb 15, 2:57 am, Elliot Temple <c...@curi.us> wrote:
On Feb 14, 2012, at 11:49 PM, Steve Push wrote:

On Feb 12, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 12, 2012, at 10:09 AM, Elliot Temple wrote:

Another version of induction is basically "find the pattern". Or if you plot the 
data points on a graph, then "draw the reasonable curve between them 
which fills in many more data points". This is quite standard, but also quite 
impossible to do: it never tells you *which* curve to draw, or *which* 
pattern to find. When people do draw a curve, or find a pattern, they are 
using some process which *actually has substantive content about how to 
do that* (not induction).

What one can do is, similar to this, is "Draw a curve according to your 
background knowledge and other inexplicit ideas you've chosen not to 
examine, criticize or think about consciously. Trust your uncritical 
assumptions about the world."

If induction means "think insufficiently critically" or "trust your intuition" then 
those are both possible approaches but not very good ones, and not 
something that professional inductivist philosophers would be willing to 
accept as what induction means.

Nor would I.

If we did get conscious and critical thought involved, then we'd be drawing 
the curve according to our explanatory theories.

Sometimes.



Steve Push says that explanation and criticism are great, but also says we 
sometimes don't have any explanations or other good ideas and presents 
induction as something of an alternative. That puts it either in the territory of:

1) draw the curve. which one? no comment.

2) draw the curve. which one? since we're discussing a scenario when we 
don't explicitly act on our critical thinking and explanation, just do it 
inexplicitly and then say no explanations were involved, and don't be critical, 
and claim it was genuine induction.

Sometimes we draw the curve based on probability theory.  The bell
curve, for instance, is not based on a theory that explains the
observations.

When we choose a bell curve, it's because we have ideas like that the laws of 
physics cause various categories of things to fall in that type of distribution. We 
don't choose the bell curve for anything at all, we actually have ideas about 
what it applies or not.

For example if we were counting up the number of oranges in different 
orchards, would we expect the results to fall in a bell curve?

Depends what kinds of orchards we used.

If they were all orange orchards, with the same number of acres, and 
reasonably similar policies for filling up the space with orange trees, of the 
same or similar species (genus?) then yes a bell curve makes sense.

If they are apple orchards, then it's not a bell curve. We'd instead estimate a 
flat 0.

If they are orange orchards, and half are 5 acres, and half are 5000 acres, 
again a bell curve wouldn't work.

So the point is that you and I both have an understanding of when bell curves 
do and don't fit, and it depends on explanatory knowledge. People often apply 
this knowledge without conscious attention to it, without examining it, just using 
it as "intuition" or "background knowledge". When they do so, and it works, 
they don't know how they succeeded, so they attribute their success to things 



like "induction" when actually it's their explanatory knowledge.

There are explanatory ideas at work, just people don't always notice or think 
critically about the explanations.

It works both ways.  In the examples you described you already know
some characteristics of the population that would affect the
distribution, so you can guess whether a bell curve will fit it.  But
often the types of characteristics you assume to be known are exactly
what we are trying to discover.  Thus we need to start by measuring.

That's not "start by measuring" it is starting by knowing about Bell curves, and 
what kinds of things they fit or not, and then measuring to test whether a 
particular unknown thing fits or not.

First one guesses that it might or might not fit -- one has the idea that both of 
those are possible (and one currently has no refutation of either possibility), then 
one measures to test those two rival ideas.

In cases where no one is interested in testing that, or anything else, one doesn't 
measure.

Not also that in most cases (most logically possible cases) you don't have to 
measure. If the orchards aren't the same size, or don't contain oranges, then 
measuring would be a waste of time, you can just refute "it follows a Bell curve" 
with criticism because the (implicit) explanation of why/how it would/could follow a 
bell curve sucks.

Then in the tiny minority of logically possible cases (but a much larger proportion 
of *interesting, notable* cases), we don't have some easy criticism of our testable 
ideas before testing them, and so testing (measuring) becomes one of the main 
options for going forward.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 15, 2012 at 1:05 PM

On Feb 15, 2012, at 5:45 AM, Steve Push wrote:

You are applying a double standard.  One the one hand, you ask me to
provide a general outline of induction, without specifics.  Then you
criticize the outline because it lacks specifics.

I'm asking for one type of specifics (the rules of how induction works, or whatever 
else if it isn't rules) and not another type of specifics (stuff about biology). I want 
the philosophical specifics rather than the specifics of history.

 On the other hand,
when to describe C&R, you use vague statements such as “rule out a
bunch of bad ideas by argument, and come up with some good
explanations.”

If you want to understand C&R in more detail, start another thread and ask 
questions. It has more detail than that. Both it and induction, to be any good, 
should have more detail than that. Right?

You've read some Popper and some Deutsch so you're aware of some detail and 
specifics of C&R. So if you do start another thread, please be a bit more specific 
about where you think there are gaps or vague spots, or even where there aren't 
and we can help fill in the blanks.

I wouldn’t be able to do C&R if all I had were your instructions.  How
do I know which ideas are bad?

Criticism.

 How do I know which explanations are good?

Start by considering which are hard to vary.

Here is another real example from my everyday life.  I use bags to



scoop my dogs’ poop.  When I went to a pet supply store a few months
ago, I could not find my usual brand of bags, so I bought another
brand (brand X).  The brand X bags were, as far as I could tell,
identical to my usual brand.  But when I used them, 3 out of 600 brand
X bags ripped.  Now a 0.05% failure rate might not seem like a big
deal, but the consequences can be quite unpleasant.  I recalled that I
had been using my usual brand for years and do not recall any rips.
Even if there were a few, I’m sure the error rate was much less than
0.05%.  Thus I decided to forgo brand X and drive two miles farther
roundtrip to obtain my cherished brand of poop bags.  If I didn’t use
induction to make that decision, how did I do it?

What does this have to do with induction?

To say it has anything to do with induction you'll have to post what induction is 
and then compare this to that. You have omitted in this example any text 
comparing it with the induction and pointing out inductive parts.

What I hear is you thought about explanations to do with how unpleasant poopy 
messes are (explicitly), and how established, large brands have extremely 
consistent manufacturing processes (not mentioned explicitly, but just under the 
surface), and you thought about explanations about how you want to spend your 
time and what problems you have (e.g. whether you can spare time to drive 
further. and how you could get further which the car solves. and whether you can 
afford the gas to drive further, which you can. and so on). And you made a 
decision according to that. You also considered a number of rival ideas briefly 
without noticing, and at least one in more depth (continuing to use the new 
brand), but you had criticisms of them (you don't want 3 messes per year or 
whatever the rate is. or maybe you don't want to carry an extra thing with you 
each dog walk.) while you didn't have a criticism of driving further: that didn't 
cause you any problems, it fit into your life OK.

The part to do with observation is a pretty small part of the thought process, and 
even for that part you seem to be acting like anything to do with statistics or data 
sets must have to do with induction. statistics are ideas we have. applying them is 
applying one's (background) knowledge and totally compatible with C&R.

BTW I wonder if you considered ordering from amazon or pets.com or 



walmart.com, etc, if they have it. Delivery is cheap (often free at amazon) and 
beats driving out of your way, in general, IMO.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Tim Cook Speaks at Goldman Sachs Technology Conference
Date: February 15, 2012 at 2:41 PM

Tim Cook is the CEO of the most valuable publicly traded company. Apple's 
future matters heavily to the (near, and possibly long term) future of progress and 
wealth creation.

http://www.macrumors.com/2012/02/14/apple-ceo-tim-cook-speaks-at-goldman-
sachs-technology-conference/

Lots of great stuff. He is wise.

We're always focused on the future. We don't sit and think about how great 
things were yesterday. I love that trait, I think it's the thing that drives us all 
forward.

Forward progress matters.

Siri is another profound change in input [after multitouch]. All of us wanted this 
to work, it's sort of having a video call with FaceTime -- AHA! It can work! -- Siri 
is still a beta product, but now I feel like I can't live without it. They're [iCloud and 
Siri] not something we run P&L's on, we don't believe that. We run the company 
from the top and don't worry about the iCloud team or Siri team making money. 
Measuring things at that level wouldn't achieve anything.

Not worrying about those features making money is very wise. In general 
companies need to sell a few things, but also do things they don't directly sell or 
directly make money on.

There are countless other examples. Grocery stores give away services 
regarding making available information about what foods exist. They don't and 
shouldn't worry about selling the "menu", even though it's a useful, valuable thing 
which does cost them money to provide (they provide online versions, for 
example. and you can think of the physical store as existing in significant part to 
provide a high quality menu with 3D renderings of the available foods to provide 
detailed information about them, it's not just about distribution, and it's not the 
most efficient mechanism for distribution.)

http://www.macrumors.com/2012/02/14/apple-ceo-tim-cook-speaks-at-goldman-sachs-technology-conference/


Grocery stores also do work to figure out what foods people like, and some may 
even do a bit to come up with new foods to sell. I don't know about the industry 
but I think they *can* and *should* do that kind of thing -- and without worrying 
about directly making a profit on it. If you taste test all the foods you sell, and stop 
selling a few lesser ones, and you taste test other foods you don't sell, and start 
selling some of those, you can't ask your customer to pay you an extra buck, but 
you can satisfy him better and gain more sales for your existing business.

What I see is that there is a lot of commonality in what people around the world 
want. Everyone in every country wants the best product as it turns out. They're 
not looking for a cheap version of the best product -- they're looking for the best 
product.

This is wonderfully global in outlook, rather than racist or nationalistic.

One part I disagree with is the policy of refusing to engage in voluntary trade for 
mutual benefit with a select group of people where Apple says "We won't trade 
with you in the usual way because, although it would benefit us, and although you 
believe it would benefit you, we do not believe it would benefit you." I don't like 
that paternalistic attitude.

One specific example was Apple's idea that poor people with more time than 
money, or urgent need of money to buy medicine for one's child, or a strong 
desire to work hard and get ahead, or whatever ... must preserve some free time, 
so it won't hire them for as many hours as they wish to work.

Another example was Apple's idea that young people shouldn't be allowed to 
pursue certain lifestyles of their choosing (e.g. working for pay) but must instead 
pursue other lifestyles (e.g. chores, education, working at local companies like 
farms).

This one is more complicated though. To the extent Apple is protecting young 
people from being forced to work by their parents, who don't want the job, then 



it's good. They shouldn't accept workers who don't personally want to be there. It 
must be voluntary. To the extent Apple is refusing to play a part in parents 
controlling children, it's good.

But in general I want Apple to stop discriminating, and stop trying to push people 
into Apple-approved lifestyles. I know that Apple isn't the Government, and isn't 
forcing anyone, and has no responsibility to help young people or especially hard 
working people, but I still think Apple, and the world, would be better off without 
this kind of discrimination or pressure. People's lifestyles are their own business. 
Apple should care about: can they do the job, and do they voluntarily want to? It 
shouldn't be intrusive.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Qualia
Date: February 15, 2012 at 3:50 PM

“You could say that,” she said, a smile in her voice.

Why do people use expressions like this?

Because they don't have good words to use for many voice tones. They are hard 
to communicate about so they use a metaphor to relate it to something else that 
does have a word.

(Another approach would be to say, e.g., "She spoke in a happy tone of voice." 
This, too, doesn't explicitly communicate what the tone actually sounds like.)

Qualia are hard to communicate about too. But for some reason people treat that 
like some fundamental problem.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Qualia
Date: February 15, 2012 at 4:05 PM

On Wed, Feb 15, 2012 at 2:50 PM, Elliot Temple <curi@curi.us> wrote:
“You could say that,” she said, a smile in her voice.

Why do people use expressions like this?

Because they don't have good words to use for many voice tones. They are 
hard to communicate about so they use a metaphor to relate it to something 
else that does have a word.

(Another approach would be to say, e.g., "She spoke in a happy tone of voice." 
This, too, doesn't explicitly communicate what the tone actually sounds like.)

Qualia are hard to communicate about too. But for some reason people treat 
that like some fundamental problem.

I voice my own radio ads. My production guy has to remind me to smile
while we're recording [although I've made it a habit now]. There is a
difference in my [and all people's] voice while smiling vs not
smiling.

I don't think that the qualifier 'happy tone' could convey this. I
could be happy but not smiling and my voice doesn't come out the way
the production guy wants. I have to smile to get the tone he wants;
and this is regardless of whether or not I am happy.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Bell Curve Explanastions
Date: February 15, 2012 at 6:00 PM

When do bell curves apply? We have explanations about this.

For example, they apply only when there is *one peak*.

If you count up the oranges in a population of orchards that are either 5 or 500 
acres, you'll have 2 peaks (the average orange count for each size orchard), and 
you won't get a bell curve.

And they only apply when the deviations from the peak are *symmetrical*. If you 
count the oranges at apple orchards, the peak will be 0, and there will be 
deviations upwards (someone brings an orange for lunch, or the farmer plants a 
personal orange tree) but there will be no deviations downwards. You won't get a 
bell curve.

People might be tempted to say that bell curves apply to "random errors". Gauss 
had an idea along these lines. But you have to be careful. The case of errors is 
good because it has one peak (the true value), and also commonly (certainly not 
always, but the word "random" is kinda intended to express this) the errors will be 
symmetrical (can be in either direction away from the peak, no systematic bias for 
one way or the other). If the errors aren't symmetrical people wouldn't want to call 
them "random".

Consider some dice that are biased towards rolling a 6 90% of the time. They are 
supposed to always roll 6 but it doesn't always work. Assume that 1-5 each 
happen 2% of the time. They have a peak (6), and have errors (1-5), which are 
random and equally probable. But they aren't symmetric around the peak, so they 
don't fit the conception of "random errors" (an under specified term), and so *due 
explanatory knowledge* we know a bell curve won't apply.

The "symmetrical" is a little like the idea of "no systematic bias". Systematic bias 
messes up bell curves and some other stuff.

People do watch out for systematic bias. They have explanations about when and 
why it happens. They check for it. But they may not always list that as a step in 
their thinking. Sometimes they forget they did it and do it by intuition.



When I speak of a population of orchards which are all 5 or 500 acres, the 
systematic error is obvious to people. Yet they often still don't talk about it and 
just want to focus on "reasonable" cases without systematic error without talking 
about the method by which such systematic errors are caught and dealt with.

The whole process of figuring out when Bell Curves apply, and thinking about 
explanations of when they apply and why (e.g. deviations must be symmetrical 
around a single peak) is often done without conscious attention, yet it's a crucial 
step. It's steps like that which make the difference between "all ideas logically 
consistent with the data" (quite hopeless, useless, not a source of progress) and 
actually learning something.

And critically considering such explanations, this neglected step which is key to 
actually creating knowledge, is not induction, it doesn't have anything to do with 
induction, it's something the inductivists did not understand but Popper figured 
out. People already did it long before Popper, but Popper noticed and explained 
how they were thinking.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Finding Common Preferences (was: [BoI] Altruism (was: Deutsch's way 
of thinking IS methodical))
Date: February 15, 2012 at 7:07 PM

On Mon, Jan 30, 2012 at 4:11 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 1:05 PM, Rami Rustom wrote:

Ok taking the special case of children out for now.

The moral way is:

(1) Each person should act 100% selfishly, i.e. according to their own
preferences.

(2) Each person should make sure that their preferences do not
conflict with each other [this is self-coercion].

(3) If somebody chooses to interact with others, he should make
reasonable attempts to find their common preferences. This could
include self-persuasion which results in changing one's own
preferences. And it could include persuasion which could result in
others changing their preferences. [I'm not including the people that
you happen to be next to at a restaurant or on the street. In this
case, see (4).]

(4) Each person is 100% responsible for their own thoughts and
emotions and 100% not responsible for anybody else's thoughts and
emotions.

Hows that?

In general when we interact with others, we should follow well known rules of 
cooperation such as walking around each other on the sidewalk, using traffic 
lights, and so on.

We only have to go beyond that, in general, when:

1) there is an exceptional situation



2) our cooperation is greater, e.g. we work on a joint project

So the idea of *finding common preferences* includes the idea of
selfishness and excludes the idea of altruism.

While making plans for a group activity between adults, each person
does the following:

(1) Ensure that the activity meets your preferences by commuting them
to the group.

(2) Make reasonable attempts to allow other people to communicate
their preferences.

(3) If any person has a negative preference for the activity, then

(a) make reasonable attempts to pick a different activity that
alleviates the negative preference while maintaining as many of the
other preferences as possible.

(b) Repeat step (3) until there are no negative preferences.

What do you think?

Can the above steps be applied as is for ARR?

Once that is complete, I want to make one for TCS.

Then I want to make one for liberalism [stranger interactions].

Then I want to make one for business transactions.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Bell Curve Explanastions
Date: February 15, 2012 at 8:14 PM

On Wed, Feb 15, 2012 at 5:00 PM, Elliot Temple <curi@curi.us> wrote:
When do bell curves apply? We have explanations about this.

For example, they apply only when there is *one peak*.

If you count up the oranges in a population of orchards that are either 5 or 500 
acres, you'll have 2 peaks (the average orange count for each size orchard), 
and you won't get a bell curve.

And they only apply when the deviations from the peak are *symmetrical*. If you 
count the oranges at apple orchards, the peak will be 0, and there will be 
deviations upwards (someone brings an orange for lunch, or the farmer plants a 
personal orange tree) but there will be no deviations downwards. You won't get 
a bell curve.

This is straightforward enough to create a function that returns true
or false; true means Bell Curve is ok to use, and false is the
opposite.

Bell Curves are commonly used on groups of people. If the data is
biological, its definitely possible that number of peaks is one and
the deviations are symmetrical, i.e. the function returns true.

But if the data represents psychology, i.e. choice is involved, I
think that its impossible for the function to return true. Right?

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bell Curve Explanastions
Date: February 15, 2012 at 8:18 PM

On Feb 15, 2012, at 5:14 PM, Rami Rustom wrote:

On Wed, Feb 15, 2012 at 5:00 PM, Elliot Temple <curi@curi.us> wrote:
When do bell curves apply? We have explanations about this.

For example, they apply only when there is *one peak*.

If you count up the oranges in a population of orchards that are either 5 or 500 
acres, you'll have 2 peaks (the average orange count for each size orchard), 
and you won't get a bell curve.

And they only apply when the deviations from the peak are *symmetrical*. If 
you count the oranges at apple orchards, the peak will be 0, and there will be 
deviations upwards (someone brings an orange for lunch, or the farmer plants 
a personal orange tree) but there will be no deviations downwards. You won't 
get a bell curve.

This is straightforward enough to create a function that returns true
or false; true means Bell Curve is ok to use, and false is the
opposite.

Bell Curves are commonly used on groups of people. If the data is
biological, its definitely possible that number of peaks is one and
the deviations are symmetrical, i.e. the function returns true.

But if the data represents psychology, i.e. choice is involved, I
think that its impossible for the function to return true. Right?

It really depends on what attribute of people you're looking at.

Many attributes of people are defined in *highly information lossy* ways. By 
losing most information that makes people interesting, they can get simpler 
results that could fit a bell curve. For example, you might define all people as 
having 1 of 5 personalities, and you choose them so one is the most common 
and the others are defined by deviations in a single linear trait, two to each side, 



evenly spaced out.

People don't really have 5 different personality types. But the same kind of 
thinking which might believe they does can also be used to sometimes fit 
people's minds onto bell curves by missing their humanity.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Bell Curve Explanastions
Date: February 15, 2012 at 8:30 PM

On Wed, Feb 15, 2012 at 7:18 PM, Elliot Temple <curi@curi.us> wrote:
On Feb 15, 2012, at 5:14 PM, Rami Rustom wrote:

On Wed, Feb 15, 2012 at 5:00 PM, Elliot Temple <curi@curi.us> wrote:
When do bell curves apply? We have explanations about this.

For example, they apply only when there is *one peak*.

If you count up the oranges in a population of orchards that are either 5 or 
500 acres, you'll have 2 peaks (the average orange count for each size 
orchard), and you won't get a bell curve.

And they only apply when the deviations from the peak are *symmetrical*. If 
you count the oranges at apple orchards, the peak will be 0, and there will be 
deviations upwards (someone brings an orange for lunch, or the farmer 
plants a personal orange tree) but there will be no deviations downwards. 
You won't get a bell curve.

This is straightforward enough to create a function that returns true
or false; true means Bell Curve is ok to use, and false is the
opposite.

Bell Curves are commonly used on groups of people. If the data is
biological, its definitely possible that number of peaks is one and
the deviations are symmetrical, i.e. the function returns true.

But if the data represents psychology, i.e. choice is involved, I
think that its impossible for the function to return true. Right?

It really depends on what attribute of people you're looking at.

Many attributes of people are defined in *highly information lossy* ways. By 
losing most information that makes people interesting, they can get simpler 
results that could fit a bell curve. For example, you might define all people as 
having 1 of 5 personalities, and you choose them so one is the most common 
and the others are defined by deviations in a single linear trait, two to each side, 



evenly spaced out.

People don't really have 5 different personality types. But the same kind of 
thinking which might believe they does can also be used to sometimes fit 
people's minds onto bell curves by missing their humanity.

Ah so I was imagine the error on the wrong side of the situation.
There are a few components:

(1) The philosophy of the science.

(2) The methodology of how to collect the data. This step is based on step (1).

(3) The applied mathematics [Bell Curve] to be done on the data set.

My description above only considered step (3).

The scientists that would create your hypothetical experiment did
steps (2) and (3) but they did step (1) wrong, or rather they omitted
doing step (1) altogether.

In fact the error is in step (1). So a scientist that understands good
philosophy would never do step (2) or (3) on psychology things. Right?

If I'm right then I think that means that all of sociology is bad
science [i.e. science based in bad philosophy]. Right?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Tim Cook Speaks at Goldman Sachs Technology Conference
Date: February 15, 2012 at 8:53 PM

On Wed, Feb 15, 2012 at 1:41 PM, Elliot Temple <curi@curi.us> wrote:
Tim Cook is the CEO of the most valuable publicly traded company. Apple's 
future matters heavily to the (near, and possibly long term) future of progress 
and wealth creation.

http://www.macrumors.com/2012/02/14/apple-ceo-tim-cook-speaks-at-goldman-
sachs-technology-conference/

One part I disagree with is the policy of refusing to engage in voluntary trade for 
mutual benefit with a select group of people where Apple says "We won't trade 
with you in the usual way because, although it would benefit us, and although 
you believe it would benefit you, we do not believe it would benefit you." I don't 
like that paternalistic attitude.

One specific example was Apple's idea that poor people with more time than 
money, or urgent need of money to buy medicine for one's child, or a strong 
desire to work hard and get ahead, or whatever ... must preserve some free 
time, so it won't hire them for as many hours as they wish to work.

Another example was Apple's idea that young people shouldn't be allowed to 
pursue certain lifestyles of their choosing (e.g. working for pay) but must instead 
pursue other lifestyles (e.g. chores, education, working at local companies like 
farms).

This one is more complicated though. To the extent Apple is protecting young 
people from being forced to work by their parents, who don't want the job, then 
it's good. They shouldn't accept workers who don't personally want to be there. 
It must be voluntary. To the extent Apple is refusing to play a part in parents 
controlling children, it's good.

But in general I want Apple to stop discriminating, and stop trying to push 
people into Apple-approved lifestyles. I know that Apple isn't the Government, 
and isn't forcing anyone, and has no responsibility to help young people or 
especially hard working people, but I still think Apple, and the world, would be 
better off without this kind of discrimination or pressure. People's lifestyles are 
their own business. Apple should care about: can they do the job, and do they 
voluntarily want to? It shouldn't be intrusive.

http://www.macrumors.com/2012/02/14/apple-ceo-tim-cook-speaks-at-goldman-sachs-technology-conference/


I think Apple pushes the Apple-approved lifestyle because they are
trying to appease the American leftists. Is this a good policy?

If they don't do this they might lose market share, but I highly doubt
it. Why? Because American public attention on bad news like the
FoxComm stuff is very short lived. What do you think?

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Tim Cook Speaks at Goldman Sachs Technology Conference
Date: February 15, 2012 at 9:09 PM

On Feb 15, 2012, at 5:53 PM, Rami Rustom wrote:

On Wed, Feb 15, 2012 at 1:41 PM, Elliot Temple <curi@curi.us> wrote:
Tim Cook is the CEO of the most valuable publicly traded company. Apple's 
future matters heavily to the (near, and possibly long term) future of progress 
and wealth creation.

http://www.macrumors.com/2012/02/14/apple-ceo-tim-cook-speaks-at-
goldman-sachs-technology-conference/

One part I disagree with is the policy of refusing to engage in voluntary trade 
for mutual benefit with a select group of people where Apple says "We won't 
trade with you in the usual way because, although it would benefit us, and 
although you believe it would benefit you, we do not believe it would benefit 
you." I don't like that paternalistic attitude.

One specific example was Apple's idea that poor people with more time than 
money, or urgent need of money to buy medicine for one's child, or a strong 
desire to work hard and get ahead, or whatever ... must preserve some free 
time, so it won't hire them for as many hours as they wish to work.

Another example was Apple's idea that young people shouldn't be allowed to 
pursue certain lifestyles of their choosing (e.g. working for pay) but must 
instead pursue other lifestyles (e.g. chores, education, working at local 
companies like farms).

This one is more complicated though. To the extent Apple is protecting young 
people from being forced to work by their parents, who don't want the job, then 
it's good. They shouldn't accept workers who don't personally want to be there. 
It must be voluntary. To the extent Apple is refusing to play a part in parents 
controlling children, it's good.

But in general I want Apple to stop discriminating, and stop trying to push 
people into Apple-approved lifestyles. I know that Apple isn't the Government, 
and isn't forcing anyone, and has no responsibility to help young people or 
especially hard working people, but I still think Apple, and the world, would be 
better off without this kind of discrimination or pressure. People's lifestyles are 

http://www.macrumors.com/2012/02/14/apple-ceo-tim-cook-speaks-at-goldman-sachs-technology-conference/


their own business. Apple should care about: can they do the job, and do they 
voluntarily want to? It shouldn't be intrusive.

I think Apple pushes the Apple-approved lifestyle because they are
trying to appease the American leftists. Is this a good policy?

No it's not appeasement. Steve was a major leftist in many regards (a hippy even 
who believe in trendy lefty diets, but also he was generally pro-capitalism, pro-
business, anti-teachers-unions, and some other good stuff). He was a true 
believer in Green. They have Al Gore on their board of directors (Steve's 
decision, I believe).

If they don't do this they might lose market share, but I highly doubt
it. Why? Because American public attention on bad news like the
FoxComm stuff is very short lived. What do you think?

It's not about market share, it's about their values.

If Apple was appeasing, they wouldn't take the *lead* on any of this stuff. They 
wouldn't be the first company cooperating with these groups in such a big way to 
have huge third party inspections in China. They wouldn't be posting monthly 
data transparently on their website.

If it was about publicity they'd make more *promises* and deliver fewer *results*. 
But they do the opposite (fewer promises than Greenpeace and others demand, 
but more results). This had led to some bad publicity and complaints from 
organizations like Greenpeace that want promises, repentance, authority (for 
themselves) and submission (from others) more than they want the things they 
ostensibly are about.

They want people to take on the role of sinning children, to Greenpeace's (and 
many others) role as virtuous responsible people. But Apple does not play along. 
Apple takes the view that it is a responsible adult and that it holds itself to its 
*own* standards which are higher than anyone else's. This leaves Greenpeace 
as irrelevant, which they don't like.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Bell Curve Explanastions
Date: February 15, 2012 at 9:23 PM

On 15 Feb 2012, at 11:00pm, Elliot Temple wrote:

When do bell curves apply? We have explanations about this.

For example, they apply only when there is *one peak*.

If you count up the oranges in a population of orchards that are either 5 or 500 
acres, you'll have 2 peaks (the average orange count for each size orchard), 
and you won't get a bell curve.

And they only apply when the deviations from the peak are *symmetrical*. If you 
count the oranges at apple orchards, the peak will be 0, and there will be 
deviations upwards (someone brings an orange for lunch, or the farmer plants a 
personal orange tree) but there will be no deviations downwards. You won't get 
a bell curve.

People might be tempted to say that bell curves apply to "random errors".

They apply when there are random errors in large numbers of variables that are 
*added together* to give a total. That total has an almost Gaussian (bell curve) 
distribution, regardless of the distribution functions of the individual errors.

Gauss had an idea along these lines. But you have to be careful. The case of 
errors is good because it has one peak (the true value), and also commonly 
(certainly not always, but the word "random" is kinda intended to express this) 
the errors will be symmetrical (can be in either direction away from the peak, no 
systematic bias for one way or the other). If the errors aren't symmetrical people 
wouldn't want to call them "random".

Consider some dice that are biased towards rolling a 6 90% of the time. They 
are supposed to always roll 6 but it doesn't always work. Assume that 1-5 each 
happen 2% of the time. They have a peak (6), and have errors (1-5), which are 
random and equally probable. But they aren't symmetric around the peak, so 
they don't fit the conception of "random errors" (an under specified term),

They do fit the conditions for what I said above to happen if you add the values of 



N throws together and divide by N. If you do that whole thing many times, the 
peak of the distribution for the total will not occur at 6 but at 5.7, and the 
distribution will be very nearly symmetrical even though the distribution for 
individual throws is very skewed. It will tend towards a Gaussian as N tends to 
infinity.

This is why we can expect almost-Gaussian distributions in a very wide variety of 
circumstances -- basically circumstances where *many*, *independent* *random* 
quantities (even with distributions that are themselves skewed, multi-peaked etc) 
*adding together* to give the quantity of interest.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bell Curve Explanastions
Date: February 15, 2012 at 9:37 PM

On Feb 15, 2012, at 6:23 PM, David Deutsch wrote:

On 15 Feb 2012, at 11:00pm, Elliot Temple wrote:

When do bell curves apply? We have explanations about this.

For example, they apply only when there is *one peak*.

If you count up the oranges in a population of orchards that are either 5 or 500 
acres, you'll have 2 peaks (the average orange count for each size orchard), 
and you won't get a bell curve.

And they only apply when the deviations from the peak are *symmetrical*. If 
you count the oranges at apple orchards, the peak will be 0, and there will be 
deviations upwards (someone brings an orange for lunch, or the farmer plants 
a personal orange tree) but there will be no deviations downwards. You won't 
get a bell curve.

People might be tempted to say that bell curves apply to "random errors".

They apply when there are random errors in large numbers of variables that are 
*added together* to give a total. That total has an almost Gaussian (bell curve) 
distribution, regardless of the distribution functions of the individual errors.

Gauss had an idea along these lines. But you have to be careful. The case of 
errors is good because it has one peak (the true value), and also commonly 
(certainly not always, but the word "random" is kinda intended to express this) 
the errors will be symmetrical (can be in either direction away from the peak, 
no systematic bias for one way or the other). If the errors aren't symmetrical 
people wouldn't want to call them "random".

Consider some dice that are biased towards rolling a 6 90% of the time. They 
are supposed to always roll 6 but it doesn't always work. Assume that 1-5 each 
happen 2% of the time. They have a peak (6), and have errors (1-5), which are 
random and equally probable. But they aren't symmetric around the peak, so 
they don't fit the conception of "random errors" (an under specified term),



They do fit the conditions for what I said above to happen if you add the values 
of N throws together and divide by N.

Right, and nice point. The purpose of my example, however, was that not 
everything fits a Gaussian, so one always has to use explanatory knowledge to 
decide whether his topic fits or not.

Now the example is even better because it shows that the same dice do or don't 
roll a Gaussian depending on how you interpret the rolls. It's not just an matter of 
the objects but the function of the objects we're paying attention to. (Speaking 
more broadly, it's never a matter of our "raw" observations but always some 
*function* of the data, chosen by us, according to our philosophy, explanations, 
criticisms and problem situation. Inductive philosophy doesn't understand or 
elucidate any of this.)

If you do that whole thing many times, the peak of the distribution for the total 
will not occur at 6 but at 5.7, and the distribution will be very nearly symmetrical 
even though the distribution for individual throws is very skewed. It will tend 
towards a Gaussian as N tends to infinity.

This is why we can expect almost-Gaussian distributions in a very wide variety 
of circumstances -- basically circumstances where *many*, *independent* 
*random* quantities (even with distributions that are themselves skewed, multi-
peaked etc) *adding together* to give the quantity of interest.

Right. Thanks for correcting some details.

So, many supposed instances of "induction" actually consist of

- understanding this explanation about Gaussians (often not well enough to 
explain it as above, but still able to often get it right when dealing with issues like 
orchards)

- understanding, in an explanatory way, the specific topic enough to know if there 
are many independent, "random" quantities being added together or not [1]

- applying/using one's knowledge



Which really has nothing to do with the philosophy of induction. Induction doesn't 
work but *other approaches* like this, which are a subset of C&R, do work.

[1] For example we understand that orange trees grow a seemingly random 
number of oranges (which actually depends on *unpredictable* details like how 
many insects do what to the tree as it grows, how many clouds block its sun, how 
many of which nutrients its roots find, how much it rains, exactly how much 
fertilizer it gets, and so on.) We understand this because we have some 
understanding of how orange trees work.

Even if we lived in the pre-modern worlds, and maybe we didn't understand about 
nutrients, roots, or chlorophyll, we'd still have simpler and less accurate 
explanations that would be good enough to think of individual orange trees in the 
orchard as each growing a unpredictable, "random" number (in a weighted range) 
of oranges each. We'd still have adequate if rather flawed explanations for this.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Insults
Date: February 15, 2012 at 10:36 PM

According to wikipedia:

An insult (also called a slur, scoff, slight or putdown) is
an expression, statement (or sometimes behavior) which
is _considered degrading and offensive_. Insults (sometimes
called "cracks" "remarks" or one-liners)[1] may be intentional
or accidental. An example of the latter is a well-intended
simple explanation, which in fact is superfluous, but is given
due to underestimating the intelligence or knowledge of the other.

I'm confused about the underlined part. What is *considered
offensive*? Who is the person or group doing the consideration?

If person A says something that person B considers offensive, then
person B will consider the statement an insult. But person B could
have done this irrationally. Right? Isn't this responsibility
shifting?

-- Rami

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 16, 2012 at 10:54 AM

On Feb 15, 1:02 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 15, 2012, at 8:49 AM, Steve Push wrote:

On Feb 15, 2:57 am, Elliot Temple <c...@curi.us> wrote:
On Feb 14, 2012, at 11:49 PM, Steve Push wrote:

On Feb 12, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 12, 2012, at 10:09 AM, Elliot Temple wrote:

Another version of induction is basically "find the pattern". Or if you plot 
the data points on a graph, then "draw the reasonable curve between 
them which fills in many more data points". This is quite standard, but 
also quite impossible to do: it never tells you *which* curve to draw, or 
*which* pattern to find. When people do draw a curve, or find a pattern, 
they are using some process which *actually has substantive content 
about how to do that* (not induction).

What one can do is, similar to this, is "Draw a curve according to your 
background knowledge and other inexplicit ideas you've chosen not to 
examine, criticize or think about consciously. Trust your uncritical 
assumptions about the world."

If induction means "think insufficiently critically" or "trust your intuition" then 
those are both possible approaches but not very good ones, and not 
something that professional inductivist philosophers would be willing to 
accept as what induction means.

Nor would I.

If we did get conscious and critical thought involved, then we'd be drawing 
the curve according to our explanatory theories.

Sometimes.

Steve Push says that explanation and criticism are great, but also says we 



sometimes don't have any explanations or other good ideas and presents 
induction as something of an alternative. That puts it either in the territory 
of:

1) draw the curve. which one? no comment.

2) draw the curve. which one? since we're discussing a scenario when we 
don't explicitly act on our critical thinking and explanation, just do it 
inexplicitly and then say no explanations were involved, and don't be 
critical, and claim it was genuine induction.

Sometimes we draw the curve based on probability theory.  The bell
curve, for instance, is not based on a theory that explains the
observations.

When we choose a bell curve, it's because we have ideas like that the laws of 
physics cause various categories of things to fall in that type of distribution. 
We don't choose the bell curve for anything at all, we actually have ideas 
about what it applies or not.

For example if we were counting up the number of oranges in different 
orchards, would we expect the results to fall in a bell curve?

Depends what kinds of orchards we used.

If they were all orange orchards, with the same number of acres, and 
reasonably similar policies for filling up the space with orange trees, of the 
same or similar species (genus?) then yes a bell curve makes sense.

If they are apple orchards, then it's not a bell curve. We'd instead estimate a 
flat 0.

If they are orange orchards, and half are 5 acres, and half are 5000 acres, 
again a bell curve wouldn't work.

So the point is that you and I both have an understanding of when bell curves 
do and don't fit, and it depends on explanatory knowledge. People often 
apply this knowledge without conscious attention to it, without examining it, 



just using it as "intuition" or "background knowledge". When they do so, and it 
works, they don't know how they succeeded, so they attribute their success 
to things like "induction" when actually it's their explanatory knowledge.

There are explanatory ideas at work, just people don't always notice or think 
critically about the explanations.

It works both ways.  In the examples you described you already know
some characteristics of the population that would affect the
distribution, so you can guess whether a bell curve will fit it.  But
often the types of characteristics you assume to be known are exactly
what we are trying to discover.  Thus we need to start by measuring.

That's not "start by measuring" it is starting by knowing about Bell curves, and 
what kinds of things they fit or not, and then measuring to test whether a 
particular unknown thing fits or not.

First one guesses that it might or might not fit -- one has the idea that both of 
those are possible (and one currently has no refutation of either possibility), then 
one measures to test those two rival ideas.

In cases where no one is interested in testing that, or anything else, one doesn't 
measure.

Not also that in most cases (most logically possible cases) you don't have to 
measure. If the orchards aren't the same size, or don't contain oranges, then 
measuring would be a waste of time, you can just refute "it follows a Bell curve" 
with criticism because the (implicit) explanation of why/how it would/could follow 
a bell curve sucks.

Then in the tiny minority of logically possible cases (but a much larger 
proportion of *interesting, notable* cases), we don't have some easy criticism of 
our testable ideas before testing them, and so testing (measuring) becomes one 
of the main options for going forward.

Yes, scientists have the idea of frequency distribution curves before
they make measurements.  But frequency distributions are not
explanatory theories, they are descriptions of data.  To say that the
lengths of insects in a sample have a bimodal distribution merely
states that two size classes are present.  And unless the scientist is



already expecting a bimodal distribution, the measurement is not a
test of that idea.  When studying a previously unknown species or
populations, observations such as bimodal distributions can be
surprises.  When they are surprises, they are inductive conclusions.
At that point the scientist can propose explanatory theories and test
them.  For example, we could guess that two developmental stages are
present and predict that if only first instars are measured, the
distribution will have only one mode.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 16, 2012 at 12:07 PM

On Feb 15, 1:05 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 15, 2012, at 5:45 AM, Steve Push wrote:

You are applying a double standard.  One the one hand, you ask me to
provide a general outline of induction, without specifics.  Then you
criticize the outline because it lacks specifics.

I'm asking for one type of specifics (the rules of how induction works, or 
whatever else if it isn't rules) and not another type of specifics (stuff about 
biology). I want the philosophical specifics rather than the specifics of history.

 On the other hand,
when to describe C&R, you use vague statements such as “rule out a
bunch of bad ideas by argument, and come up with some good
explanations.”

If you want to understand C&R in more detail, start another thread and ask 
questions. It has more detail than that. Both it and induction, to be any good, 
should have more detail than that. Right?

You've read some Popper and some Deutsch so you're aware of some detail 
and specifics of C&R. So if you do start another thread, please be a bit more 
specific about where you think there are gaps or vague spots, or even where 
there aren't and we can help fill in the blanks.

I wouldn’t be able to do C&R if all I had were your instructions.  How
do I know which ideas are bad?

Criticism.

 How do I know which explanations are good?

Start by considering which are hard to vary.

Our discussions along these lines have a pattern.  You ask for



instructions about how to do induction.  If the instructions don’t
include some implicit steps, such as how we decide what the population
is, you declare that induction is impossible.  If the instructions do
include such detail, you declare that it is really unreflective C&R.

For you to incorporate what I’m calling induction into C&R, I think
you would have to dilute the definition of C&R.  It would have to be
any type of reasoning in which people make use of prior knowledge.
But I believe C&R is more specific.  It involves the development of
explanatory theories that can be refuted or corroborated in critical
tests.  That’s great when it happens.  But sometimes we don’t have
such theories.  I don’t see how you can do C&R without them.

Here is another real example from my everyday life.  I use bags to
scoop my dogs’ poop.  When I went to a pet supply store a few months
ago, I could not find my usual brand of bags, so I bought another
brand (brand X).  The brand X bags were, as far as I could tell,
identical to my usual brand.  But when I used them, 3 out of 600 brand
X bags ripped.  Now a 0.05% failure rate might not seem like a big
deal, but the consequences can be quite unpleasant.  I recalled that I
had been using my usual brand for years and do not recall any rips.
Even if there were a few, I’m sure the error rate was much less than
0.05%.  Thus I decided to forgo brand X and drive two miles farther
roundtrip to obtain my cherished brand of poop bags.  If I didn’t use
induction to make that decision, how did I do it?

What does this have to do with induction?

To say it has anything to do with induction you'll have to post what induction is 
and then compare this to that. You have omitted in this example any text 
comparing it with the induction and pointing out inductive parts.

What I hear is you thought about explanations to do with how unpleasant poopy 
messes are (explicitly), and how established, large brands have extremely 
consistent manufacturing processes (not mentioned explicitly, but just under the 
surface), and you thought about explanations about how you want to spend your 
time and what problems you have (e.g. whether you can spare time to drive 
further. and how you could get further which the car solves. and whether you 
can afford the gas to drive further, which you can. and so on). And you made a 
decision according to that. You also considered a number of rival ideas briefly 



without noticing, and at least one in more depth (continuing to use the new 
brand), but you had criticisms of them (you don't want 3 messes per year or 
whatever the rate is. or maybe you don't want to carry an extra thing with you 
each dog walk.) while you didn't have a criticism of driving further: that didn't 
cause you any problems, it fit into your life OK.

The part to do with observation is a pretty small part of the thought process, and 
even for that part you seem to be acting like anything to do with statistics or data 
sets must have to do with induction. statistics are ideas we have. applying them 
is applying one's (background) knowledge and totally compatible with C&R.

BTW I wonder if you considered ordering from amazon or pets.com or 
walmart.com, etc, if they have it. Delivery is cheap (often free at amazon) and 
beats driving out of your way, in general, IMO.

I have two brands of bags (X and Y) with no reason to prefer one over
the other.  (You suggested that one might be a larger, established
brand and thus more reliable.  That would be an explanatory theory,
but it is not the case.  I have no idea which company is larger or
more established, and I have no reason to believe that a larger, more
established company would make a better product because sometimes the
opposite is the case.)  The only “theory” I have is the null
hypothesis.

I have data.  Three of 600 brand X bags failed and none of more than
600 brand Y bags failed.  In deciding to go with brand Y, I have no
explanatory theory to guide me.  I have to make an “inductive leap.”
I conclude that the next 600 bags from each brand will perform more or
less as the last 600 bags did.  That is classic induction and is, I
believe, better than flipping a coin.

Now the story doesn’t have to stop there.  If time and money were no
object and I wanted a better answer I could formulate theories, such
as your big company theory, and test it.  I could do chemical analysis
on the bags and try to see why one brand might be weaker.  But in this
case all of that analysis comes after the induction.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 16, 2012 at 1:38 PM

On Feb 16, 2012, at 7:54 AM, Steve Push wrote:

On Feb 15, 1:02 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 15, 2012, at 8:49 AM, Steve Push wrote:

On Feb 15, 2:57 am, Elliot Temple <c...@curi.us> wrote:
On Feb 14, 2012, at 11:49 PM, Steve Push wrote:

On Feb 12, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 12, 2012, at 10:09 AM, Elliot Temple wrote:

Another version of induction is basically "find the pattern". Or if you plot 
the data points on a graph, then "draw the reasonable curve between 
them which fills in many more data points". This is quite standard, but 
also quite impossible to do: it never tells you *which* curve to draw, or 
*which* pattern to find. When people do draw a curve, or find a pattern, 
they are using some process which *actually has substantive content 
about how to do that* (not induction).

What one can do is, similar to this, is "Draw a curve according to your 
background knowledge and other inexplicit ideas you've chosen not to 
examine, criticize or think about consciously. Trust your uncritical 
assumptions about the world."

If induction means "think insufficiently critically" or "trust your intuition" 
then those are both possible approaches but not very good ones, and not 
something that professional inductivist philosophers would be willing to 
accept as what induction means.

Nor would I.

If we did get conscious and critical thought involved, then we'd be 
drawing the curve according to our explanatory theories.



Sometimes.

Steve Push says that explanation and criticism are great, but also says 
we sometimes don't have any explanations or other good ideas and 
presents induction as something of an alternative. That puts it either in 
the territory of:

1) draw the curve. which one? no comment.

2) draw the curve. which one? since we're discussing a scenario when 
we don't explicitly act on our critical thinking and explanation, just do it 
inexplicitly and then say no explanations were involved, and don't be 
critical, and claim it was genuine induction.

Sometimes we draw the curve based on probability theory.  The bell
curve, for instance, is not based on a theory that explains the
observations.

When we choose a bell curve, it's because we have ideas like that the laws 
of physics cause various categories of things to fall in that type of 
distribution. We don't choose the bell curve for anything at all, we actually 
have ideas about what it applies or not.

For example if we were counting up the number of oranges in different 
orchards, would we expect the results to fall in a bell curve?

Depends what kinds of orchards we used.

If they were all orange orchards, with the same number of acres, and 
reasonably similar policies for filling up the space with orange trees, of the 
same or similar species (genus?) then yes a bell curve makes sense.

If they are apple orchards, then it's not a bell curve. We'd instead estimate a 
flat 0.

If they are orange orchards, and half are 5 acres, and half are 5000 acres, 
again a bell curve wouldn't work.



So the point is that you and I both have an understanding of when bell 
curves do and don't fit, and it depends on explanatory knowledge. People 
often apply this knowledge without conscious attention to it, without 
examining it, just using it as "intuition" or "background knowledge". When 
they do so, and it works, they don't know how they succeeded, so they 
attribute their success to things like "induction" when actually it's their 
explanatory knowledge.

There are explanatory ideas at work, just people don't always notice or think 
critically about the explanations.

It works both ways.  In the examples you described you already know
some characteristics of the population that would affect the
distribution, so you can guess whether a bell curve will fit it.  But
often the types of characteristics you assume to be known are exactly
what we are trying to discover.  Thus we need to start by measuring.

That's not "start by measuring" it is starting by knowing about Bell curves, and 
what kinds of things they fit or not, and then measuring to test whether a 
particular unknown thing fits or not.

First one guesses that it might or might not fit -- one has the idea that both of 
those are possible (and one currently has no refutation of either possibility), 
then one measures to test those two rival ideas.

In cases where no one is interested in testing that, or anything else, one 
doesn't measure.

Not also that in most cases (most logically possible cases) you don't have to 
measure. If the orchards aren't the same size, or don't contain oranges, then 
measuring would be a waste of time, you can just refute "it follows a Bell 
curve" with criticism because the (implicit) explanation of why/how it 
would/could follow a bell curve sucks.

Then in the tiny minority of logically possible cases (but a much larger 
proportion of *interesting, notable* cases), we don't have some easy criticism 
of our testable ideas before testing them, and so testing (measuring) becomes 
one of the main options for going forward.



Yes, scientists have the idea of frequency distribution curves before
they make measurements.  But frequency distributions are not
explanatory theories, they are descriptions of data.

They also have explanations about the data (and its context), which they need in 
order to judge things like whether/which frequency distributions apply.

For example in the case of the orange counts, they'll understand things like what 
an orchard is and what attributes of orchards will be relevant (size, type of trees, 
location to the extent it affects weather) and irrelevant (number of daughters of 
the owner, exact number of blades of grass on the property, exact average color 
of the tree bark).

And they don't just know these things as memorized lists. They know them by 
explanatory understanding -- just as I was able to create these lists myself on the 
fly, so can they. How? Because they understand things like that more acres 
means more trees will fit. And that orange trees produce oranges but apple trees 
don't. And that how trees grow depends somewhat on how much sun and rain 
they get. They have some sense of how this stuff works which allows them to 
judge what will be relevant or not.

 To say that the
lengths of insects in a sample have a bimodal distribution merely
states that two size classes are present.  And unless the scientist is
already expecting a bimodal distribution, the measurement is not a
test of that idea.  When studying a previously unknown species or
populations, observations such as bimodal distributions can be
surprises.  When they are surprises, they are inductive conclusions.

The very idea of a surprise basically means:

- you expect X (perhaps some broad category including many possibilities, the 
set of all things you'd find unsurprising)

- you get Y

- you're surprised



So you had ideas, you tested them, they were refuted.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 16, 2012 at 2:01 PM

On Feb 16, 2012, at 9:07 AM, Steve Push wrote:

On Feb 15, 1:05 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 15, 2012, at 5:45 AM, Steve Push wrote:

You are applying a double standard.  One the one hand, you ask me to
provide a general outline of induction, without specifics.  Then you
criticize the outline because it lacks specifics.

I'm asking for one type of specifics (the rules of how induction works, or 
whatever else if it isn't rules) and not another type of specifics (stuff about 
biology). I want the philosophical specifics rather than the specifics of history.

On the other hand,
when to describe C&R, you use vague statements such as “rule out a
bunch of bad ideas by argument, and come up with some good
explanations.”

If you want to understand C&R in more detail, start another thread and ask 
questions. It has more detail than that. Both it and induction, to be any good, 
should have more detail than that. Right?

You've read some Popper and some Deutsch so you're aware of some detail 
and specifics of C&R. So if you do start another thread, please be a bit more 
specific about where you think there are gaps or vague spots, or even where 
there aren't and we can help fill in the blanks.

I wouldn’t be able to do C&R if all I had were your instructions.  How
do I know which ideas are bad?

Criticism.

How do I know which explanations are good?



Start by considering which are hard to vary.

Our discussions along these lines have a pattern.  You ask for
instructions about how to do induction.  If the instructions don’t
include some implicit steps, such as how we decide what the population
is, you declare that induction is impossible.  If the instructions do
include such detail, you declare that it is really unreflective C&R.

For you to incorporate what I’m calling induction into C&R, I think
you would have to dilute the definition of C&R.  It would have to be
any type of reasoning in which people make use of prior knowledge.
But I believe C&R is more specific.  It involves the development of
explanatory theories that can be refuted or corroborated in critical
tests.

You mean empirical tests? That would limit C&R to only work for empirical 
science, which is wrong. It works with any type of criticism. It's general purpose.

 That’s great when it happens.  But sometimes we don’t have
such theories.  I don’t see how you can do C&R without them.

We do always have ideas (first), and are always guided by ideas not observations 
(which can't guide, because they are always infinitely ambiguous until selectively 
interpreted by ideas). Observations factor into criticism.

We've gone over some examples like with orchards. Before observing how many 
oranges there are, one must have ideas about what oranges are, how they can 
be counted, how intermediate totals can be stored in physical objects, etc... You 
can't even count oranges without a bunch of understanding about how the world 
works.

And before coming up with conclusions like "orchards in california are more 
productive than ones in maine" one must have ideas about which attributes of 
orchards to document and compare, and which to ignore as irrelevant. (Why 
*must* one? Because there are infinitely many possibilities and we need ideas 
about it to be selective.)



Here is another real example from my everyday life.  I use bags to
scoop my dogs’ poop.  When I went to a pet supply store a few months
ago, I could not find my usual brand of bags, so I bought another
brand (brand X).  The brand X bags were, as far as I could tell,
identical to my usual brand.  But when I used them, 3 out of 600 brand
X bags ripped.  Now a 0.05% failure rate might not seem like a big
deal, but the consequences can be quite unpleasant.  I recalled that I
had been using my usual brand for years and do not recall any rips.
Even if there were a few, I’m sure the error rate was much less than
0.05%.  Thus I decided to forgo brand X and drive two miles farther
roundtrip to obtain my cherished brand of poop bags.  If I didn’t use
induction to make that decision, how did I do it?

What does this have to do with induction?

To say it has anything to do with induction you'll have to post what induction is 
and then compare this to that. You have omitted in this example any text 
comparing it with the induction and pointing out inductive parts.

What I hear is you thought about explanations to do with how unpleasant 
poopy messes are (explicitly), and how established, large brands have 
extremely consistent manufacturing processes (not mentioned explicitly, but 
just under the surface), and you thought about explanations about how you 
want to spend your time and what problems you have (e.g. whether you can 
spare time to drive further. and how you could get further which the car solves. 
and whether you can afford the gas to drive further, which you can. and so on). 
And you made a decision according to that. You also considered a number of 
rival ideas briefly without noticing, and at least one in more depth (continuing 
to use the new brand), but you had criticisms of them (you don't want 3 
messes per year or whatever the rate is. or maybe you don't want to carry an 
extra thing with you each dog walk.) while you didn't have a criticism of driving 
further: that didn't cause you any problems, it fit into your life OK.

The part to do with observation is a pretty small part of the thought process, 
and even for that part you seem to be acting like anything to do with statistics 
or data sets must have to do with induction. statistics are ideas we have. 
applying them is applying one's (background) knowledge and totally 
compatible with C&R.



BTW I wonder if you considered ordering from amazon or pets.com or 
walmart.com, etc, if they have it. Delivery is cheap (often free at amazon) and 
beats driving out of your way, in general, IMO.

I have two brands of bags (X and Y) with no reason to prefer one over
the other.  (You suggested that one might be a larger, established
brand and thus more reliable.  That would be an explanatory theory,
but it is not the case.  I have no idea which company is larger or
more established, and I have no reason to believe that a larger, more
established company would make a better product because sometimes the
opposite is the case.)  The only “theory” I have is the null
hypothesis.

I have data.  Three of 600 brand X bags failed and none of more than
600 brand Y bags failed.  In deciding to go with brand Y, I have no
explanatory theory to guide me.

Of course you do. You understand some things about how these bags are 
produced. E.g. they are made in factories. Companies rarely change factories. So 
if you buy more of brand X it will (probably) be from the same factory as the ones 
you already tried. Ditto for brand Y.

Factories are pretty consistent in things like the materials they use and thickness 
of the plastic for the bag and the specs for the product. As well as the failure rate 
they find acceptable -- they've already tested the product and wouldn't be mass 
producing it to be sold at retail stores if they weren't already satisfied.

The quality of products from particular factories, and the error rates, don't change 
terribly often. (Why? Well you have explanatory understanding of how businesses 
function, how inefficient big factories can be, how hard it can be to retool 
production lines or retrain workers, how hard it can be for a big bureaucratic mess 
to change direction, and so on. Even really great factories -- which, at a wild 
guess given my explanatory understanding of my society -- wouldn't be making 
this particular product when such expertise is more needed for making more 
difficult stuff like technology products which pay better and attract top talent. Or 
hey, maybe I'm wrong about this, but I do have some (tentative) ideas about it, 
and if you think I'm wrong that only demonstrates that you, too, have ideas about 
it.)



Anyway you have many ideas guiding your understanding of these issues.

Without this kind of context, background knowledge, and explanatory 
understanding (without every detail), you'd have literally no idea what kind of 
patterns to expect the bags to follow, or what kinds of distributions of bag qualities 
to expect.

WIthout background explanations, you wouldn't even know whether the 3 
defective bags were placed there *for you personally* or ended up there by an 
impersonal process that didn't care about you. Perhaps they were put there by 
leprechauns rather than people, as long as we're forgetting we have background 
knowledge and applicable understanding of the world.

 I have to make an “inductive leap.”

No, this "inductive leap" consists of thinking about your background knowledge 
and explanations, apparently unconsciously.

I conclude that the next 600 bags from each brand will perform more or
less as the last 600 bags did.

That makes no sense whatsoever without the context of our understanding of 
things like mass production.

With no context, no explanations of mass production, the bag quality could just as 
well follow *any of infinitely many patterns incorporating your data points*.

It's only because you understand the subject material that you're able to do better 
than that and know about what kinds of patterns to expect or not expect.

Not all possible production processes would make for a consistent percentage 
failure rate over time and in each box of 600 shipped. One possible process 
would be to detect all the defective bags in the factory and then place a random 
number of them, either 3 or 55 (50% chance of each), in each box of 600. But 
because of your understanding of manufacturing, business and our society, you 
don't believe that's happening. The data does nothing whatsoever to rule that out, 
it's only your explanations that let you criticize such possibilities.



 That is classic induction and is, I
believe, better than flipping a coin.

This is the classic misconception of induction. I'll basically agree to that.

And it is better than flipping a coin, too, but that betterness is coming from one's 
explanatory understanding of the world and his use of it.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Depression Scientism
Date: February 16, 2012 at 5:54 PM

http://www.theatlantic.com/health/print/2012/02/study-of-the-day-blood-tests-can-
accurately-diagnose-depression/252664/

I like the organization of this article in short, clear and understandable sections 
including one about the problem situation they want to address, plus a link to the 
actual paper. But the substance is bad:

METHODOLOGY: To test if an objective biological test could improve diagnosis 
accuracy, scientists recruited 36 adults with major depression and 43 healthy 
participants for a blood screening. They measured the levels of nine biomarkers 
associated with depressive symptoms, such as inflammation, the development 
and maintenance of neurons, and the interaction between brain structures 
involved with stress response and other key functions.

This is predicated on being able to know who is depressed in the first place. But 
since depression is a psychiatric label used for social control purposes, rather 
than a medical condition, there are no objective criteria for judging who has it or 
not.

So this doesn't work. You can't just recruit a group with depression and a group 
without depression before thinking about what depression is and how to assign 
people to those groups. And you can't establish an *objective* blood test by 
studying groups defined without objectivity.

One has to get the philosophy of the topic right before he can know what kinds of 
studies and methods make any sense, and which of his initial steps may not work 
as he wants them to.

study co-author John Bilello hopes that "the biological basis of this test may 
provide patients with insight into their depression as a treatable disease rather 
than a source of self-doubt and stigma."

Biological detectability does not imply:

1) biological cause

http://www.theatlantic.com/health/print/2012/02/study-of-the-day-blood-tests-can-accurately-diagnose-depression/252664/


2) biological interventions could change it

3) that it's a disease

The study author is therefore either or both:

1) incompetent (there's no excuse for not knowing these basic facts, outlined 
above, when you do this kind of work)

2) dishonest (a common form being to mislead the press, and be misleading in 
one's abstract, title and conclusion, while avoiding some of those false or 
misleading claims in the heart of your articles)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 16, 2012 at 10:56 PM

On Feb 16, 1:38 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 7:54 AM, Steve Push wrote:

On Feb 15, 1:02 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 15, 2012, at 8:49 AM, Steve Push wrote:

On Feb 15, 2:57 am, Elliot Temple <c...@curi.us> wrote:
On Feb 14, 2012, at 11:49 PM, Steve Push wrote:

On Feb 12, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 12, 2012, at 10:09 AM, Elliot Temple wrote:

Another version of induction is basically "find the pattern". Or if you 
plot the data points on a graph, then "draw the reasonable curve 
between them which fills in many more data points". This is quite 
standard, but also quite impossible to do: it never tells you *which* 
curve to draw, or *which* pattern to find. When people do draw a 
curve, or find a pattern, they are using some process which *actually 
has substantive content about how to do that* (not induction).

What one can do is, similar to this, is "Draw a curve according to your 
background knowledge and other inexplicit ideas you've chosen not to 
examine, criticize or think about consciously. Trust your uncritical 
assumptions about the world."

If induction means "think insufficiently critically" or "trust your intuition" 
then those are both possible approaches but not very good ones, and 
not something that professional inductivist philosophers would be willing 
to accept as what induction means.

Nor would I.

If we did get conscious and critical thought involved, then we'd be 
drawing the curve according to our explanatory theories.



Sometimes.

Steve Push says that explanation and criticism are great, but also says 
we sometimes don't have any explanations or other good ideas and 
presents induction as something of an alternative. That puts it either in 
the territory of:

1) draw the curve. which one? no comment.

2) draw the curve. which one? since we're discussing a scenario when 
we don't explicitly act on our critical thinking and explanation, just do it 
inexplicitly and then say no explanations were involved, and don't be 
critical, and claim it was genuine induction.

Sometimes we draw the curve based on probability theory.  The bell
curve, for instance, is not based on a theory that explains the
observations.

When we choose a bell curve, it's because we have ideas like that the 
laws of physics cause various categories of things to fall in that type of 
distribution. We don't choose the bell curve for anything at all, we actually 
have ideas about what it applies or not.

For example if we were counting up the number of oranges in different 
orchards, would we expect the results to fall in a bell curve?

Depends what kinds of orchards we used.

If they were all orange orchards, with the same number of acres, and 
reasonably similar policies for filling up the space with orange trees, of the 
same or similar species (genus?) then yes a bell curve makes sense.

If they are apple orchards, then it's not a bell curve. We'd instead estimate 
a flat 0.

If they are orange orchards, and half are 5 acres, and half are 5000 acres, 
again a bell curve wouldn't work.



So the point is that you and I both have an understanding of when bell 
curves do and don't fit, and it depends on explanatory knowledge. People 
often apply this knowledge without conscious attention to it, without 
examining it, just using it as "intuition" or "background knowledge". When 
they do so, and it works, they don't know how they succeeded, so they 
attribute their success to things like "induction" when actually it's their 
explanatory knowledge.

There are explanatory ideas at work, just people don't always notice or 
think critically about the explanations.

It works both ways.  In the examples you described you already know
some characteristics of the population that would affect the
distribution, so you can guess whether a bell curve will fit it.  But
often the types of characteristics you assume to be known are exactly
what we are trying to discover.  Thus we need to start by measuring.

That's not "start by measuring" it is starting by knowing about Bell curves, 
and what kinds of things they fit or not, and then measuring to test whether a 
particular unknown thing fits or not.

First one guesses that it might or might not fit -- one has the idea that both of 
those are possible (and one currently has no refutation of either possibility), 
then one measures to test those two rival ideas.

In cases where no one is interested in testing that, or anything else, one 
doesn't measure.

Not also that in most cases (most logically possible cases) you don't have to 
measure. If the orchards aren't the same size, or don't contain oranges, then 
measuring would be a waste of time, you can just refute "it follows a Bell 
curve" with criticism because the (implicit) explanation of why/how it 
would/could follow a bell curve sucks.

Then in the tiny minority of logically possible cases (but a much larger 
proportion of *interesting, notable* cases), we don't have some easy criticism 
of our testable ideas before testing them, and so testing (measuring) 
becomes one of the main options for going forward.



Yes, scientists have the idea of frequency distribution curves before
they make measurements.  But frequency distributions are not
explanatory theories, they are descriptions of data.

They also have explanations about the data (and its context), which they need 
in order to judge things like whether/which frequency distributions apply.

For example in the case of the orange counts, they'll understand things like what 
an orchard is and what attributes of orchards will be relevant (size, type of trees, 
location to the extent it affects weather) and irrelevant (number of daughters of 
the owner, exact number of blades of grass on the property, exact average color 
of the tree bark).

And they don't just know these things as memorized lists. They know them by 
explanatory understanding -- just as I was able to create these lists myself on 
the fly, so can they. How? Because they understand things like that more acres 
means more trees will fit. And that orange trees produce oranges but apple 
trees don't. And that how trees grow depends somewhat on how much sun and 
rain they get. They have some sense of how this stuff works which allows them 
to judge what will be relevant or not.

Yes, they have knowledge of their subject matter and explanatory
theories.  Despite this knowledge, they will sometimes encounter
observations that they could not have deduced.

 To say that the
lengths of insects in a sample have a bimodal distribution merely
states that two size classes are present.  And unless the scientist is
already expecting a bimodal distribution, the measurement is not a
test of that idea.  When studying a previously unknown species or
populations, observations such as bimodal distributions can be
surprises.  When they are surprises, they are inductive conclusions.

The very idea of a surprise basically means:

- you expect X (perhaps some broad category including many possibilities, the 
set of all things you'd find unsurprising)

- you get Y



- you're surprised

So you had ideas, you tested them, they were refuted.

The ideas are refuted only if Y contradicts X.  Suppose Y neither
refuted nor corroborated X.  Then we would have a novel observation
that was not predicted by any of our theories.  This new result may be
amenable to analysis with C&R, but the result itself is a product of
induction.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 17, 2012 at 12:07 AM

On Feb 16, 2:01 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 9:07 AM, Steve Push wrote:

On Feb 15, 1:05 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 15, 2012, at 5:45 AM, Steve Push wrote:

You are applying a double standard.  One the one hand, you ask me to
provide a general outline of induction, without specifics.  Then you
criticize the outline because it lacks specifics.

I'm asking for one type of specifics (the rules of how induction works, or 
whatever else if it isn't rules) and not another type of specifics (stuff about 
biology). I want the philosophical specifics rather than the specifics of history.

On the other hand,
when to describe C&R, you use vague statements such as “rule out a
bunch of bad ideas by argument, and come up with some good
explanations.”

If you want to understand C&R in more detail, start another thread and ask 
questions. It has more detail than that. Both it and induction, to be any good, 
should have more detail than that. Right?

You've read some Popper and some Deutsch so you're aware of some detail 
and specifics of C&R. So if you do start another thread, please be a bit more 
specific about where you think there are gaps or vague spots, or even where 
there aren't and we can help fill in the blanks.

I wouldn’t be able to do C&R if all I had were your instructions.  How
do I know which ideas are bad?

Criticism.

How do I know which explanations are good?



Start by considering which are hard to vary.

Our discussions along these lines have a pattern.  You ask for
instructions about how to do induction.  If the instructions don’t
include some implicit steps, such as how we decide what the population
is, you declare that induction is impossible.  If the instructions do
include such detail, you declare that it is really unreflective C&R.

For you to incorporate what I’m calling induction into C&R, I think
you would have to dilute the definition of C&R.  It would have to be
any type of reasoning in which people make use of prior knowledge.
But I believe C&R is more specific.  It involves the development of
explanatory theories that can be refuted or corroborated in critical
tests.

You mean empirical tests? That would limit C&R to only work for empirical 
science, which is wrong. It works with any type of criticism. It's general purpose.

I realize that Popper recognizes various kinds of criticism, in
addition to observation.  But even in a non-scientific context,
wouldn’t there have to be some kind of critical test?  If not, I think
you would have the C without the R.

 That’s great when it happens.  But sometimes we don’t have
such theories.  I don’t see how you can do C&R without them.

We do always have ideas (first), and are always guided by ideas not 
observations (which can't guide, because they are always infinitely ambiguous 
until selectively interpreted by ideas). Observations factor into criticism.

We've gone over some examples like with orchards. Before observing how 
many oranges there are, one must have ideas about what oranges are, how 
they can be counted, how intermediate totals can be stored in physical objects, 
etc... You can't even count oranges without a bunch of understanding about how 
the world works.

And before coming up with conclusions like "orchards in california are more 
productive than ones in maine" one must have ideas about which attributes of 
orchards to document and compare, and which to ignore as irrelevant. (Why 



*must* one? Because there are infinitely many possibilities and we need ideas 
about it to be selective.)

I agree.

Here is another real example from my everyday life.  I use bags to
scoop my dogs’ poop.  When I went to a pet supply store a few months
ago, I could not find my usual brand of bags, so I bought another
brand (brand X).  The brand X bags were, as far as I could tell,
identical to my usual brand.  But when I used them, 3 out of 600 brand
X bags ripped.  Now a 0.05% failure rate might not seem like a big
deal, but the consequences can be quite unpleasant.  I recalled that I
had been using my usual brand for years and do not recall any rips.
Even if there were a few, I’m sure the error rate was much less than
0.05%.  Thus I decided to forgo brand X and drive two miles farther
roundtrip to obtain my cherished brand of poop bags.  If I didn’t use
induction to make that decision, how did I do it?

What does this have to do with induction?

To say it has anything to do with induction you'll have to post what induction 
is and then compare this to that. You have omitted in this example any text 
comparing it with the induction and pointing out inductive parts.

What I hear is you thought about explanations to do with how unpleasant 
poopy messes are (explicitly), and how established, large brands have 
extremely consistent manufacturing processes (not mentioned explicitly, but 
just under the surface), and you thought about explanations about how you 
want to spend your time and what problems you have (e.g. whether you can 
spare time to drive further. and how you could get further which the car 
solves. and whether you can afford the gas to drive further, which you can. 
and so on). And you made a decision according to that. You also considered 
a number of rival ideas briefly without noticing, and at least one in more depth 
(continuing to use the new brand), but you had criticisms of them (you don't 
want 3 messes per year or whatever the rate is. or maybe you don't want to 
carry an extra thing with you each dog walk.) while you didn't have a criticism 
of driving further: that didn't cause you any problems, it fit into your life OK.

The part to do with observation is a pretty small part of the thought process, 



and even for that part you seem to be acting like anything to do with statistics 
or data sets must have to do with induction. statistics are ideas we have. 
applying them is applying one's (background) knowledge and totally 
compatible with C&R.

BTW I wonder if you considered ordering from amazon or pets.com or 
walmart.com, etc, if they have it. Delivery is cheap (often free at amazon) and 
beats driving out of your way, in general, IMO.

I have two brands of bags (X and Y) with no reason to prefer one over
the other.  (You suggested that one might be a larger, established
brand and thus more reliable.  That would be an explanatory theory,
but it is not the case.  I have no idea which company is larger or
more established, and I have no reason to believe that a larger, more
established company would make a better product because sometimes the
opposite is the case.)  The only “theory” I have is the null
hypothesis.

I have data.  Three of 600 brand X bags failed and none of more than
600 brand Y bags failed.  In deciding to go with brand Y, I have no
explanatory theory to guide me.

Of course you do. You understand some things about how these bags are 
produced. E.g. they are made in factories. Companies rarely change factories. 
So if you buy more of brand X it will (probably) be from the same factory as the 
ones you already tried. Ditto for brand Y.

Factories are pretty consistent in things like the materials they use and 
thickness of the plastic for the bag and the specs for the product. As well as the 
failure rate they find acceptable -- they've already tested the product and 
wouldn't be mass producing it to be sold at retail stores if they weren't already 
satisfied.

The quality of products from particular factories, and the error rates, don't 
change terribly often. (Why? Well you have explanatory understanding of how 
businesses function, how inefficient big factories can be, how hard it can be to 
retool production lines or retrain workers, how hard it can be for a big 
bureaucratic mess to change direction, and so on. Even really great factories -- 
which, at a wild guess given my explanatory understanding of my society -- 
wouldn't be making this particular product when such expertise is more needed 



for making more difficult stuff like technology products which pay better and 
attract top talent. Or hey, maybe I'm wrong about this, but I do have some 
(tentative) ideas about it, and if you think I'm wrong that only demonstrates that 
you, too, have ideas about it.)

Anyway you have many ideas guiding your understanding of these issues.

Without this kind of context, background knowledge, and explanatory 
understanding (without every detail), you'd have literally no idea what kind of 
patterns to expect the bags to follow, or what kinds of distributions of bag 
qualities to expect.

WIthout background explanations, you wouldn't even know whether the 3 
defective bags were placed there *for you personally* or ended up there by an 
impersonal process that didn't care about you. Perhaps they were put there by 
leprechauns rather than people, as long as we're forgetting we have background 
knowledge and applicable understanding of the world.

I agree that I have such background theories.  But those theories did
not predict the observations I described, and thus the observations
cannot be a test of the prior theories.

 I have to make an “inductive leap.”

No, this "inductive leap" consists of thinking about your background knowledge 
and explanations, apparently unconsciously.

My background theories do not come into play until after I have made
my induction.

I conclude that the next 600 bags from each brand will perform more or
less as the last 600 bags did.

That makes no sense whatsoever without the context of our understanding of 
things like mass production.

With no context, no explanations of mass production, the bag quality could just 
as well follow *any of infinitely many patterns incorporating your data points*.

It's only because you understand the subject material that you're able to do 



better than that and know about what kinds of patterns to expect or not expect.

Not all possible production processes would make for a consistent percentage 
failure rate over time and in each box of 600 shipped. One possible process 
would be to detect all the defective bags in the factory and then place a random 
number of them, either 3 or 55 (50% chance of each), in each box of 600. But 
because of your understanding of manufacturing, business and our society, you 
don't believe that's happening. The data does nothing whatsoever to rule that 
out, it's only your explanations that let you criticize such possibilities.

All of that criticism takes place after the induction, without which
there is no new problem to explain and no new explanations to
criticize.

 That is classic induction and is, I
believe, better than flipping a coin.

This is the classic misconception of induction. I'll basically agree to that.

And it is better than flipping a coin, too, but that betterness is coming from one's 
explanatory understanding of the world and his use of it.

Most of my background knowledge is unnecessary for the induction.  For
the induction, I need to know that there are two distinct groups of
bags and that three ripped in one group and none in the other.  The
knowledge of mass production is not used until after the observations
reveal a problem to be solved.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] C&R and Deductive Science
Date: February 17, 2012 at 12:29 AM

If I understand Popper, for C&R to work (in science, at least) we must
-- among other steps -- create explanatory theories, deduce expected
observations from these theories, and test these expectations against
actual observations.  Is C&R possible without those steps?  If so, how
does it create new scientific knowledge in the absence of critical
empirical tests?

-- Steve

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Insults
Date: February 17, 2012 at 12:43 AM

On Feb 15, 10:36 pm, Rami Rustom <romb...@gmail.com> wrote:
According to wikipedia:

An insult (also called a slur, scoff, slight or putdown) is
an expression, statement (or sometimes behavior) which
is _considered degrading and offensive_. Insults (sometimes
called "cracks" "remarks" or one-liners)[1] may be intentional
or accidental. An example of the latter is a well-intended
simple explanation, which in fact is superfluous, but is given
due to underestimating the intelligence or knowledge of the other.

I'm confused about the underlined part. What is *considered
offensive*? Who is the person or group doing the consideration?

If person A says something that person B considers offensive, then
person B will consider the statement an insult. But person B could
have done this irrationally. Right? Isn't this responsibility
shifting?

I would suggest a "reasonable person" standard.  If a reasonbale
person would find something offensive, don't say/do it.  If we yield
to everyone's view of offensiveness, we would be trapped in prison of
political correctness.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Animal Consciousness (Was: Embodiment and self)
Date: February 17, 2012 at 1:00 AM

On Feb 10, 5:47 pm, Jon Burchel <jonburc...@gmail.com> wrote:
I saw this TED talk that seems to center around the same idea, and
read a number of things about the "embodiment" idea that our selves
are not possible without a physical body.  But I can easily imagine my
self existing without a body, so I don't think it is necessary, even
if self may have evolved from bodily awareness.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons...

In addition to the embodiment idea, this presentation by Antonio
Damasio supports the idea that animals are conscious -- something that
some here were arguing against in the earlier thread on animal pain.

-- Steve

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 17, 2012 at 1:51 AM

On Feb 16, 2012, at 9:07 PM, Steve Push wrote:

On Feb 16, 2:01 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 9:07 AM, Steve Push wrote:

On Feb 15, 1:05 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 15, 2012, at 5:45 AM, Steve Push wrote:

You are applying a double standard.  One the one hand, you ask me to
provide a general outline of induction, without specifics.  Then you
criticize the outline because it lacks specifics.

I'm asking for one type of specifics (the rules of how induction works, or 
whatever else if it isn't rules) and not another type of specifics (stuff about 
biology). I want the philosophical specifics rather than the specifics of 
history.

On the other hand,
when to describe C&R, you use vague statements such as “rule out a
bunch of bad ideas by argument, and come up with some good
explanations.”

If you want to understand C&R in more detail, start another thread and ask 
questions. It has more detail than that. Both it and induction, to be any good, 
should have more detail than that. Right?

You've read some Popper and some Deutsch so you're aware of some 
detail and specifics of C&R. So if you do start another thread, please be a 
bit more specific about where you think there are gaps or vague spots, or 
even where there aren't and we can help fill in the blanks.

I wouldn’t be able to do C&R if all I had were your instructions.  How
do I know which ideas are bad?



Criticism.

How do I know which explanations are good?

Start by considering which are hard to vary.

Our discussions along these lines have a pattern.  You ask for
instructions about how to do induction.  If the instructions don’t
include some implicit steps, such as how we decide what the population
is, you declare that induction is impossible.  If the instructions do
include such detail, you declare that it is really unreflective C&R.

For you to incorporate what I’m calling induction into C&R, I think
you would have to dilute the definition of C&R.  It would have to be
any type of reasoning in which people make use of prior knowledge.
But I believe C&R is more specific.  It involves the development of
explanatory theories that can be refuted or corroborated in critical
tests.

You mean empirical tests? That would limit C&R to only work for empirical 
science, which is wrong. It works with any type of criticism. It's general 
purpose.

I realize that Popper recognizes various kinds of criticism, in
addition to observation.  But even in a non-scientific context,
wouldn’t there have to be some kind of critical test?  If not, I think
you would have the C without the R.

We normally use the word "test" to refer to empirical tests (only), where you test 
contradictory predictions of ideas which make predictions. I don't see that the 
word "testing" describes philosophical criticism very well.

I have data.  Three of 600 brand X bags failed and none of more than
600 brand Y bags failed.  In deciding to go with brand Y, I have no
explanatory theory to guide me.

Of course you do. You understand some things about how these bags are 



produced. E.g. they are made in factories. Companies rarely change factories. 
So if you buy more of brand X it will (probably) be from the same factory as the 
ones you already tried. Ditto for brand Y.

Factories are pretty consistent in things like the materials they use and 
thickness of the plastic for the bag and the specs for the product. As well as 
the failure rate they find acceptable -- they've already tested the product and 
wouldn't be mass producing it to be sold at retail stores if they weren't already 
satisfied.

The quality of products from particular factories, and the error rates, don't 
change terribly often. (Why? Well you have explanatory understanding of how 
businesses function, how inefficient big factories can be, how hard it can be to 
retool production lines or retrain workers, how hard it can be for a big 
bureaucratic mess to change direction, and so on. Even really great factories -- 
which, at a wild guess given my explanatory understanding of my society -- 
wouldn't be making this particular product when such expertise is more needed 
for making more difficult stuff like technology products which pay better and 
attract top talent. Or hey, maybe I'm wrong about this, but I do have some 
(tentative) ideas about it, and if you think I'm wrong that only demonstrates that 
you, too, have ideas about it.)

Anyway you have many ideas guiding your understanding of these issues.

Without this kind of context, background knowledge, and explanatory 
understanding (without every detail), you'd have literally no idea what kind of 
patterns to expect the bags to follow, or what kinds of distributions of bag 
qualities to expect.

WIthout background explanations, you wouldn't even know whether the 3 
defective bags were placed there *for you personally* or ended up there by an 
impersonal process that didn't care about you. Perhaps they were put there by 
leprechauns rather than people, as long as we're forgetting we have 
background knowledge and applicable understanding of the world.

I agree that I have such background theories.  But those theories did
not predict the observations I described, and thus the observations
cannot be a test of the prior theories.

The goal here isn't to test your background knowledge. To do that, you'd have to 



come up with a *rival idea* to some idea in background knowledge. Testing 
requires *two or more contradictory ideas which make empirical predictions* and 
then you test them by finding something they predict differently and trying it and 
thus refuting some.

The goal isn't to criticize one's background knowledge either. That's a worthy 
endeavor, but not what we were discussing.

The goal is to solve human problems like understanding which bags to buy next 
time. For that purpose, these ideas which did not predict exactly what would 
happen in advance are quite useful.

I have to make an “inductive leap.”

No, this "inductive leap" consists of thinking about your background knowledge 
and explanations, apparently unconsciously.

My background theories do not come into play until after I have made
my induction.

What part is "the induction"?

I think it's supposed to be the part where you assume/infer the reliability of the 
batches of bags of each brand you've tried so far is indicative of the future 
reliability of bags of each brand. But that relies heavily on background theories 
about, e.g., manufacturing and what a company is (the thing behind the brand). 
Without such background theories one has literally no idea which of the infinitely 
many possible patterns the bags fit into.

Without background theories, one doesn't even know that dividing up bags by 
brand makes any sense, or what brands are. You wouldn't know, without 
background theories, that having the same brand marker next month means 
being (likely) made by the same people, processes, factories, designs, etc... 
Without the background knowledge like that, there is no reason to think the next 
batch of bags will be similar to the last in regards to not just reliability but also: 
color, size, purpose, shape, price, materials, non-poisonousness, being 
inanimate, etc Logically, any or all of those attributes could vary next time and 
that would be logically consistent with your prior data.



-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 17, 2012 at 1:54 AM

On Feb 16, 2012, at 7:56 PM, Steve Push wrote:

On Feb 16, 1:38 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 7:54 AM, Steve Push wrote:

On Feb 15, 1:02 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 15, 2012, at 8:49 AM, Steve Push wrote:

On Feb 15, 2:57 am, Elliot Temple <c...@curi.us> wrote:
On Feb 14, 2012, at 11:49 PM, Steve Push wrote:

On Feb 12, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 12, 2012, at 10:09 AM, Elliot Temple wrote:

Another version of induction is basically "find the pattern". Or if you 
plot the data points on a graph, then "draw the reasonable curve 
between them which fills in many more data points". This is quite 
standard, but also quite impossible to do: it never tells you *which* 
curve to draw, or *which* pattern to find. When people do draw a 
curve, or find a pattern, they are using some process which *actually 
has substantive content about how to do that* (not induction).

What one can do is, similar to this, is "Draw a curve according to your 
background knowledge and other inexplicit ideas you've chosen not to 
examine, criticize or think about consciously. Trust your uncritical 
assumptions about the world."

If induction means "think insufficiently critically" or "trust your intuition" 
then those are both possible approaches but not very good ones, and 
not something that professional inductivist philosophers would be 
willing to accept as what induction means.

Nor would I.



If we did get conscious and critical thought involved, then we'd be 
drawing the curve according to our explanatory theories.

Sometimes.

Steve Push says that explanation and criticism are great, but also says 
we sometimes don't have any explanations or other good ideas and 
presents induction as something of an alternative. That puts it either in 
the territory of:

1) draw the curve. which one? no comment.

2) draw the curve. which one? since we're discussing a scenario when 
we don't explicitly act on our critical thinking and explanation, just do it 
inexplicitly and then say no explanations were involved, and don't be 
critical, and claim it was genuine induction.

Sometimes we draw the curve based on probability theory.  The bell
curve, for instance, is not based on a theory that explains the
observations.

When we choose a bell curve, it's because we have ideas like that the 
laws of physics cause various categories of things to fall in that type of 
distribution. We don't choose the bell curve for anything at all, we actually 
have ideas about what it applies or not.

For example if we were counting up the number of oranges in different 
orchards, would we expect the results to fall in a bell curve?

Depends what kinds of orchards we used.

If they were all orange orchards, with the same number of acres, and 
reasonably similar policies for filling up the space with orange trees, of 
the same or similar species (genus?) then yes a bell curve makes sense.

If they are apple orchards, then it's not a bell curve. We'd instead 
estimate a flat 0.



If they are orange orchards, and half are 5 acres, and half are 5000 
acres, again a bell curve wouldn't work.

So the point is that you and I both have an understanding of when bell 
curves do and don't fit, and it depends on explanatory knowledge. People 
often apply this knowledge without conscious attention to it, without 
examining it, just using it as "intuition" or "background knowledge". When 
they do so, and it works, they don't know how they succeeded, so they 
attribute their success to things like "induction" when actually it's their 
explanatory knowledge.

There are explanatory ideas at work, just people don't always notice or 
think critically about the explanations.

It works both ways.  In the examples you described you already know
some characteristics of the population that would affect the
distribution, so you can guess whether a bell curve will fit it.  But
often the types of characteristics you assume to be known are exactly
what we are trying to discover.  Thus we need to start by measuring.

That's not "start by measuring" it is starting by knowing about Bell curves, 
and what kinds of things they fit or not, and then measuring to test whether 
a particular unknown thing fits or not.

First one guesses that it might or might not fit -- one has the idea that both 
of those are possible (and one currently has no refutation of either 
possibility), then one measures to test those two rival ideas.

In cases where no one is interested in testing that, or anything else, one 
doesn't measure.

Not also that in most cases (most logically possible cases) you don't have to 
measure. If the orchards aren't the same size, or don't contain oranges, 
then measuring would be a waste of time, you can just refute "it follows a 
Bell curve" with criticism because the (implicit) explanation of why/how it 
would/could follow a bell curve sucks.

Then in the tiny minority of logically possible cases (but a much larger 



proportion of *interesting, notable* cases), we don't have some easy 
criticism of our testable ideas before testing them, and so testing 
(measuring) becomes one of the main options for going forward.

Yes, scientists have the idea of frequency distribution curves before
they make measurements.  But frequency distributions are not
explanatory theories, they are descriptions of data.

They also have explanations about the data (and its context), which they need 
in order to judge things like whether/which frequency distributions apply.

For example in the case of the orange counts, they'll understand things like 
what an orchard is and what attributes of orchards will be relevant (size, type 
of trees, location to the extent it affects weather) and irrelevant (number of 
daughters of the owner, exact number of blades of grass on the property, exact 
average color of the tree bark).

And they don't just know these things as memorized lists. They know them by 
explanatory understanding -- just as I was able to create these lists myself on 
the fly, so can they. How? Because they understand things like that more acres 
means more trees will fit. And that orange trees produce oranges but apple 
trees don't. And that how trees grow depends somewhat on how much sun 
and rain they get. They have some sense of how this stuff works which allows 
them to judge what will be relevant or not.

Yes, they have knowledge of their subject matter and explanatory
theories.  Despite this knowledge, they will sometimes encounter
observations that they could not have deduced.

What does observations not being deduced or predicted in advance have to do 
with anything?

To say that the
lengths of insects in a sample have a bimodal distribution merely
states that two size classes are present.  And unless the scientist is
already expecting a bimodal distribution, the measurement is not a
test of that idea.  When studying a previously unknown species or
populations, observations such as bimodal distributions can be
surprises.  When they are surprises, they are inductive conclusions.



The very idea of a surprise basically means:

- you expect X (perhaps some broad category including many possibilities, the 
set of all things you'd find unsurprising)

- you get Y

- you're surprised

So you had ideas, you tested them, they were refuted.

The ideas are refuted only if Y contradicts X.

Right. I had in mind expecting X (only, and X may be a set) and Y being a non-X.

Suppose Y neither
refuted nor corroborated X.  Then we would have a novel observation
that was not predicted by any of our theories.  This new result may be
amenable to analysis with C&R, but the result itself is a product of
induction.

Unpredicted observations are induction? What?

-- Elliot Temple
http://curi.us/
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] C&R and Deductive Science
Date: February 17, 2012 at 2:24 AM

On Feb 16, 2012, at 9:29 PM, Steve Push wrote:

If I understand Popper, for C&R to work (in science, at least) we must
-- among other steps -- create explanatory theories, deduce expected
observations from these theories, and test these expectations against
actual observations.  Is C&R possible without those steps?  If so, how
does it create new scientific knowledge in the absence of critical
empirical tests?

C&R works by guessing ideas and criticizing them. That's how we learn in 
general. It's the same underlying way that knowledge is created as with evolution.

Sometimes we get a little bit stuck. We have these ideas which are both good 
explanations. They don't contradict themselves. They aren't vague. They aren't 
mess of ad hoc complications. They're hard to vary. We don't see anything wrong 
with them. They both, if true, would solve some problem of interest. And yet they 
contradict each other regarding the real, empirical, physical world. So we have a 
*scientific* (empirically relevant) problem on our hands.

What do we do then?

We take that area where they make contradictory predictions and we find a 
specific *test experiment* we can do. How do we think of a test experiment, by 
the way? That is C&R and often no scientific testing is needed to do it. We guess 
some experiment designs and criticize them in terms of issues like whether our 
theories of interest do or don't make contradictory predictions about the result 
and what sources of error the experiment may have and how expensive it would 
be to perform.

So we'll do X for our test, and one theory predicts result Y while the other predicts 
result Z. So then we do it and at least one of our theories is refuted by the 
experiment, and so we've gotten unstuck and made some more progress.

(There are also some other possible cases. For example you could have two 
theories where one is basically a subset of another. Then you could do a test that 
might refute the more specific theory, or might refute neither. So there's no 



guaranteed progress from doing the test but you might try it anyway. You would 
however still be also testing the more specific theory against its negation.)

These steps are always possible when applicable -- when/why wouldn't they be? 
-- though sometimes it can be hard to think of a relevant experiment we can do 
with current technology, and sometimes we've had to wait for new technology to 
be invented in order to carry out some tests.

Where did deduction come in? It really has no notable role here. It's just that 
ideas have consequences. E.g. if you have the idea that "all loaves of bread are 
at least 5 lbs", and you have a particular loaf of bread, then you can *deduce* 
that (according to the idea) it's over 5 lbs. The deduction step in this case is 
sufficiently trivial it doesn't normally deserve attention or a fancy word. (Actually if 
you wanted to be picky I'm sure you could point out multiple uses of deduction 
through the scientific process with getting a scale, weighing it, etc)

Someone who didn't know what "deduction" was could still do this and get it right 
cause that part -- deducing from "all loaves of bread are at least 5 lbs" that *this 
one* is at least 5 lbs -- is pretty easy.

-- Elliot Temple
http://curi.us/
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From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: C&R and Deductive Science
Date: February 17, 2012 at 10:55 AM

On Feb 17, 2:24 am, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 9:29 PM, Steve Push wrote:

If I understand Popper, for C&R to work (in science, at least) we must
-- among other steps -- create explanatory theories, deduce expected
observations from these theories, and test these expectations against
actual observations.  Is C&R possible without those steps?  If so, how
does it create new scientific knowledge in the absence of critical
empirical tests?

C&R works by guessing ideas and criticizing them. That's how we learn in 
general. It's the same underlying way that knowledge is created as with 
evolution.

Sometimes we get a little bit stuck. We have these ideas which are both good 
explanations. They don't contradict themselves. They aren't vague. They aren't 
mess of ad hoc complications. They're hard to vary. We don't see anything 
wrong with them. They both, if true, would solve some problem of interest. And 
yet they contradict each other regarding the real, empirical, physical world. So 
we have a *scientific* (empirically relevant) problem on our hands.

What do we do then?

We take that area where they make contradictory predictions and we find a 
specific *test experiment* we can do. How do we think of a test experiment, by 
the way? That is C&R and often no scientific testing is needed to do it. We 
guess some experiment designs and criticize them in terms of issues like 
whether our theories of interest do or don't make contradictory predictions about 
the result and what sources of error the experiment may have and how 
expensive it would be to perform.

So we'll do X for our test, and one theory predicts result Y while the other 
predicts result Z. So then we do it and at least one of our theories is refuted by 
the experiment, and so we've gotten unstuck and made some more progress.

(There are also some other possible cases. For example you could have two 



theories where one is basically a subset of another. Then you could do a test 
that might refute the more specific theory, or might refute neither. So there's no 
guaranteed progress from doing the test but you might try it anyway. You would 
however still be also testing the more specific theory against its negation.)

These steps are always possible when applicable -- when/why wouldn't they 
be? -- though sometimes it can be hard to think of a relevant experiment we can 
do with current technology, and sometimes we've had to wait for new technology 
to be invented in order to carry out some tests.

Thank you for that lucid summary.

Where did deduction come in? It really has no notable role here. It's just that 
ideas have consequences. E.g. if you have the idea that "all loaves of bread are 
at least 5 lbs", and you have a particular loaf of bread, then you can *deduce* 
that (according to the idea) it's over 5 lbs. The deduction step in this case is 
sufficiently trivial it doesn't normally deserve attention or a fancy word. (Actually 
if you wanted to be picky I'm sure you could point out multiple uses of deduction 
through the scientific process with getting a scale, weighing it, etc)

Someone who didn't know what "deduction" was could still do this and get it 
right cause that part -- deducing from "all loaves of bread are at least 5 lbs" that 
*this one* is at least 5 lbs -- is pretty easy.

Popper seemed to think the deduction is non-trivial.  He emphasized it
on several occasions.  I have the impression that the deductive
validity of refutation was essential to his view of scientific method
and his solution to Hume’s problem of induction.

-- Steve



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: C&R and Deductive Science
Date: February 17, 2012 at 11:19 AM

On 17 Feb 2012, at 3:55pm, Steve Push wrote:

Popper seemed to think the deduction is non-trivial.  He emphasized it
on several occasions.  I have the impression that the deductive
validity of refutation was essential to his view of scientific method
and his solution to Hume’s problem of induction.

It's essential to his explanation of how scientific knowledge is created that the 
deduction of predictions from theories is 'valid' in the sense that it is

-- Not nonsense; and

-- Actually possible to do (and for others to check that one has done), rather than 
just vaguely claim one has done.

But it is not 'valid' as a

-- Means of creating new scientific theories (except of course that such theories 
must not contain logical contradictions); nor

-- As a way of justifying any scientific idea as true or probable.

Or false: As for the 'deductive validity of refutation', that is only important in 
contrast to the deductive invalidity of confirmation. The 'deductive validity of 
refutation' is not a means of justifying the falsehood of a theory, because the 
refutation is never by the observation alone, but only by the observation in the 
light of background knowledge, which consists of many other theories and 
assumptions, some of which were are not (yet) explicitly aware of at any given 
time. Hence the only thing that *logically* follows from the refuting observation is 
that 'something is wrong with some of our ideas, somewhere' -- which is always 
true and therefore has no relevant content. Which idea or ideas are false, 
remains a matter not for deduction but for conjecture in the light of what 
explanations are available.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] C&R and Deductive Science
Date: February 17, 2012 at 12:58 PM

On Feb 17, 2012, at 7:55 AM, Steve Push wrote:

On Feb 17, 2:24 am, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 9:29 PM, Steve Push wrote:

If I understand Popper, for C&R to work (in science, at least) we must
-- among other steps -- create explanatory theories, deduce expected
observations from these theories, and test these expectations against
actual observations.  Is C&R possible without those steps?  If so, how
does it create new scientific knowledge in the absence of critical
empirical tests?

C&R works by guessing ideas and criticizing them. That's how we learn in 
general. It's the same underlying way that knowledge is created as with 
evolution.

Sometimes we get a little bit stuck. We have these ideas which are both good 
explanations. They don't contradict themselves. They aren't vague. They aren't 
mess of ad hoc complications. They're hard to vary. We don't see anything 
wrong with them. They both, if true, would solve some problem of interest. And 
yet they contradict each other regarding the real, empirical, physical world. So 
we have a *scientific* (empirically relevant) problem on our hands.

What do we do then?

We take that area where they make contradictory predictions and we find a 
specific *test experiment* we can do. How do we think of a test experiment, by 
the way? That is C&R and often no scientific testing is needed to do it. We 
guess some experiment designs and criticize them in terms of issues like 
whether our theories of interest do or don't make contradictory predictions 
about the result and what sources of error the experiment may have and how 
expensive it would be to perform.

So we'll do X for our test, and one theory predicts result Y while the other 



predicts result Z. So then we do it and at least one of our theories is refuted by 
the experiment, and so we've gotten unstuck and made some more progress.

(There are also some other possible cases. For example you could have two 
theories where one is basically a subset of another. Then you could do a test 
that might refute the more specific theory, or might refute neither. So there's no 
guaranteed progress from doing the test but you might try it anyway. You 
would however still be also testing the more specific theory against its 
negation.)

These steps are always possible when applicable -- when/why wouldn't they 
be? -- though sometimes it can be hard to think of a relevant experiment we 
can do with current technology, and sometimes we've had to wait for new 
technology to be invented in order to carry out some tests.

Thank you for that lucid summary.

Where did deduction come in? It really has no notable role here. It's just that 
ideas have consequences. E.g. if you have the idea that "all loaves of bread 
are at least 5 lbs", and you have a particular loaf of bread, then you can 
*deduce* that (according to the idea) it's over 5 lbs. The deduction step in this 
case is sufficiently trivial it doesn't normally deserve attention or a fancy word. 
(Actually if you wanted to be picky I'm sure you could point out multiple uses of 
deduction through the scientific process with getting a scale, weighing it, etc)

Someone who didn't know what "deduction" was could still do this and get it 
right cause that part -- deducing from "all loaves of bread are at least 5 lbs" 
that *this one* is at least 5 lbs -- is pretty easy.

Popper seemed to think the deduction is non-trivial.  He emphasized it
on several occasions.  I have the impression that the deductive
validity of refutation was essential to his view of scientific method
and his solution to Hume’s problem of induction.

I thought he emphasized deduction for reasons including:

1) it uncontroversially *is not induction*. Any step that is deduction cannot have 
any induction hiding there.

2) it uncontroversially works. so any step people agree is deduction they won't be 



attacking at all.

3) Popper's early work is overly formal in style (though still less than the average 
in the field) and deduction appeals to such people

4) Popper, more so early on, had some interest in logic and logical systems, and 
spent time working with them and studying that kind of thing, and understanding 
their capabilities and limits

However there is no "deductive validity of refutation" except in the following 
senses:

1) certain sub-steps of refutation are deductively valid

2) refutation as a whole is *not* deductively *invalid* -- it doesn't contradict 
deduction

But if you want to know if the conclusion of your refutation is true -- e.g. not all 
loaves of bread are more than 5 lbs -- that conclusion is not a matter or pure 
deduction and cannot be defended as deductively valid. Reaching that conclusion 
involved steps other than deduction and you had to get those steps right for the 
conclusion to be true.

Popper very much knew this and wrote about it as early as in his first well know 
book, The Logic of Scientific Discovery (LScD). Then he was, bizarrely, criticized 
for not knowing it and for making a philosophy that is unaware of this issue and 
doesn't work due to this issue.

The issue has been called the Duhem-Quine problem but would be better called 
the Duhem-Quine-Popper problem.

It's basically what DD said:

the refutation is never by the observation alone, but only by the observation in 
the light of background knowledge, which consists of many other theories and 
assumptions, some of which were are not (yet) explicitly aware of at any given 
time. Hence the only thing that *logically* follows from the refuting observation is 
that 'something is wrong with some of our ideas, somewhere'



Or put another way: refutations are actually *contradictions* and the error could 
always be on either or both sides (e.g. it could be in one's measuring technique, 
or his understanding of what he observed, or one's understanding of how to apply 
a theory he's refuting, as well as it could be in the theory he's refuting).

Logically we have a symmetrical situation: some ideas contradict and at least one 
is false. So that is an interesting and notable problem.

Popper talks about this in LScD section 30 (and elsewhere). Some things he says 
include:

- some people would choose the set of ideas (the contradiction is between 
multiple sets of ideas) which is simplest. he's more interested in the one that has 
been more severely tested. (note he's focussed on scientific theories here, and 
it's a book about the logic of *scientific* discovery, but that doesn't mean his 
worldview/epistemology only deals with testable, scientific theories)

- we shouldn't/can't decide by "experiential justification" of some basic statements 
(observation statements) nor by logic or deduction (which isn't up to the task)

- "We choose the theory which best holds its own in competition with other 
theories"

- "it is *decisions* which settle the fate of theories"  (this could be read, out of 
context, as advocating subjectivism or idealism, but is not, what it's doing is 
emphasizing the human role in thinking, which is necessary, and our results 
depend on how well we do it. it can't be avoided b/c tools like deduction can't do 
everything)

- "Science does not rest upon solid bedrock. THe bold structure of its theories 
rises, as it were, above a swamp. It is like a building erected on piles. The piles 
are driven down from above into the swamp but not down to any natural or 'given' 
base; and if we stop driving the piles deeper, it is not because we have reached 
firm ground. We simply stop when we are satisfied that the piles are firm enough 
to carry the structure, at least for the time being."



Popper also discusses the issue directly in LScD section 18.

-- Elliot Temple
http://curi.us/
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Insults
Date: February 17, 2012 at 1:01 PM

On Feb 16, 2012, at 9:43 PM, Steve Push wrote:

On Feb 15, 10:36 pm, Rami Rustom <romb...@gmail.com> wrote:
According to wikipedia:

An insult (also called a slur, scoff, slight or putdown) is
an expression, statement (or sometimes behavior) which
is _considered degrading and offensive_. Insults (sometimes
called "cracks" "remarks" or one-liners)[1] may be intentional
or accidental. An example of the latter is a well-intended
simple explanation, which in fact is superfluous, but is given
due to underestimating the intelligence or knowledge of the other.

I'm confused about the underlined part. What is *considered
offensive*? Who is the person or group doing the consideration?

If person A says something that person B considers offensive, then
person B will consider the statement an insult. But person B could
have done this irrationally. Right? Isn't this responsibility
shifting?

I would suggest a "reasonable person" standard.  If a reasonbale
person would find something offensive, don't say/do it.  If we yield
to everyone's view of offensiveness, we would be trapped in prison of
political correctness.

Doesn't this standard also trap us? If a "reasonable person" (normal person in our 
society, reasonable by societal standards) believes X, X may well still be a 
parochial mistake.

My other objection to the advice is that it doesn't take into account the problem 
one is trying to solve. What one should do in regards to offensiveness varies 
considerably by what problem(s) one is trying to solve with his offensiveness 



policy. E.g. Daniel Tosh and other offensive comedians benefit by being offensive.

If you want to please person Y, don't say things offensive to *him*, whether he is 
reasonable or unreasonable. If you don't know his tastes, then research him or 
consider the broad segment of our culture you can put him in (e.g. 40 year old 
businesswoman, or 20 year old guy who likes to party) and go by stereotypical 
standards for that segment (and stay on the conservative side).

If you have some other goal, maybe one more about yourself or something 
substantive, then whether you worry about pleasing someone depends on 
whether their help is important to achieving your goal. For most projects, most 
people's help is quite unnecessary, so there's little to gain by not offending them. 
(You do have to worry that they will tell their friends, who may tell their friends. 
But so what? The whole gossip network, and all its members, are useless to 
many projects, and the better people involved will set it aside it when there is an 
important project at stake. And the best people to work with won't be part of that 
gossip network because they prefer to spend their time/attention thinking about 
worthwhile things.)

There's also not offending one's customers which is a different problem.

Or if the problem situation is "living life" more broadly, and the person is a 
neighbor or some other category where you might have to have multiple future 
interactions or they might be relevant to unknown future projects, then trying not 
to offend them makes a little sense but not much: better to live life on your own 
terms than be held hostage to conservative appeasement of everyone in order to 
keep one's future options open.

If you want a quiet life, with a wife, 2 kids, a picket fence, a boring career, a 
regular retirement at 70, a dog, extended family get togethers on holidays, plenty 
of TV, few non-fiction books, and, most of all, *a regular social life*, then don't 
offend people.

If you want an *awesome* life instead of a *social* life, then almost nothing 
depends on whether you offend people or not. (The best people won't be 
offended, or won't let offense guide their decisions, anyway.)



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Popper, Logic of Scientific Discovery, Section 18
Date: February 17, 2012 at 1:07 PM

18 LEVELS OF UNIVERSALITY. THE MODUS TOLLENS

We may distinguish, within a theoretical system, statements belonging to various 
levels of universality. The statements on the highest level of universality are the 
axioms; statements on the lower levels can be

--------- next page ---------

deduced from them. Higher level empirical statements have always the character 
of hypotheses relative to the lower level statements deducible from them: they 
can be falsified by the falsification of these less uni- versal statements. But in any 
hypothetical deductive system, these less universal statements are themselves 
still strictly universal statements, in the sense here understood. Thus they too 
must have the character of hypotheses—a fact which has often been overlooked 
in the case of lower- level universal statements. Mach, for example, calls[1] 
Fourier’s theory of heat conduction a ‘model theory of physics’ for the curious 
reason that ‘this theory is founded not on a hypothesis but on an observable fact’. 
However, the ‘observable fact’ to which Mach refers is described by him by the 
statement. ‘ . . . the velocity of the levelling out of tempera- ture differences, 
provided these differences of temperature are small, is proportional to these 
differences themselves’—an all-statement whose hypothetical character should 
be sufficiently conspicuous.

I shall say even of some singular statements that they are hypo- thetical, seeing 
that conclusions may be derived from them (with the help of a theoretical system) 
such that the falsification of these conclusions may falsify the singular statements 
in question.

The falsifying mode of inference here referred to—the way in which the 
falsification of a conclusion entails the falsification of the system from which it is 
derived—is the modus tollens of classical logic. It may be described as follows:
[*1]

Let p be a conclusion of a system t of statements which may consist of theories 
and initial conditions (for the sake of simplicity I will not distinguish between 
them). We may then symbolize the relation of derivability (analytical implication) 
of p from t by ‘t → p’ which may



--------- footnotes ---------

1 Mach, Principien der Wärmelehre, 1896, p. 115.
*1 In connection with the present passage and two later passages (cf. notes *1 to 
section 35 and *1 to section 36) in which I use the symbol ‘ → ’, I wish to say that 
when writing the book, I was still in a state of confusion about the distinction 
between a conditional statement (if-then-statement; sometimes called, somewhat 
misleadingly, ‘material implication’) and a statement about deducibility (or a 
statement asserting that some conditional statement is logically true, or analytic, 
or that its antecedent entails its consequent)—a distinction which I was taught to 
understand by Alfred Tarski, a few months after the publication of the book. The 
problem is not very relevant to the context of the book; but the confusion should 
be pointed out nevertheless. (These problems are discussed more fully, for 
example, in my paper in Mind, 56, 1947, pp. 193 ff.)

--------- next page ---------

be read: ‘p follows from t’. Assume p to be false, which we may write ‘p ’̄, to be 
read ‘not-p’. Given the relation of deducibility, t → p, and the assumption p ,̄ we 
can then infer t̄ (read ‘not-t’); that is, we regard t as falsified. If we denote the 
conjunction (simultaneous assertion) of two statements by putting a point 
between the symbols standing for them, we may also write the falsifying inference 
thus: ((t → p). p̄) → t̄, or in words: ‘If p is derivable from t, and if p is false, then t 
also is false’.

By means of this mode of inference we falsify the whole system (the theory as 
well as the initial conditions) which was required for the deduction of the 
statement p, i.e. of the falsified statement. Thus it cannot be asserted of any one 
statement of the system that it is, or is not, specifically upset by the falsification. 
Only if p is independent of some part of the system can we say that this part is 
not involved in the falsification.[2] With this is connected the following possibility: 
we may, in some cases, perhaps in consideration of the levels of universality, 
attrib- ute the falsification to some definite hypothesis—for instance to a newly 
introduced hypothesis. This may happen if a well-corroborated theory, and one 
which continues to be further corroborated, has been deductively explained by a 
new hypothesis of a higher level. The attempt will have to be made to test this 
new hypothesis by means of some of its consequences which have not yet been 



tested. If any of these are falsified, then we may well attribute the falsification to 
the new hypothesis alone. We shall then seek, in its stead, other high-level 
generalizations, but we shall not feel obliged to regard the old system, of lesser 
generality, as having been falsified. (Cf. also the remarks on ‘quasi-induction’ in 
section 85.)

--------- footnotes ---------

2 Thus we cannot at first know which among the various statements of the 
remaining sub-system t′ (of which p is not independent) we are to blame for the 
falsity of p; which of these statements we have to alter, and which we should 
retain. (I am not here discuss- ing interchangeable statements.) It is often only the 
scientific instinct of the investigator (influenced, of course, by the results of testing 
and re-testing) that makes him guess which statements of t′ he should regard as 
innocuous, and which he should regard as being in need of modification. Yet it is 
worth remembering that it is often the modifica- tion of what we are inclined to 
regard as obviously innocuous (because of its complete agreement with our 
normal habits of thought) which may produce a decisive advance. A notable 
example of this is Einstein’s modification of the concept of simultaneity.

-- Elliot Temple
http://curi.us/
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From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 17, 2012 at 1:20 PM

On Feb 17, 1:51 am, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 9:07 PM, Steve Push wrote:

On Feb 16, 2:01 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 9:07 AM, Steve Push wrote:

On Feb 15, 1:05 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 15, 2012, at 5:45 AM, Steve Push wrote:

You are applying a double standard.  One the one hand, you ask me to
provide a general outline of induction, without specifics.  Then you
criticize the outline because it lacks specifics.

I'm asking for one type of specifics (the rules of how induction works, or 
whatever else if it isn't rules) and not another type of specifics (stuff about 
biology). I want the philosophical specifics rather than the specifics of 
history.

On the other hand,
when to describe C&R, you use vague statements such as “rule out a
bunch of bad ideas by argument, and come up with some good
explanations.”

If you want to understand C&R in more detail, start another thread and ask 
questions. It has more detail than that. Both it and induction, to be any 
good, should have more detail than that. Right?

You've read some Popper and some Deutsch so you're aware of some 
detail and specifics of C&R. So if you do start another thread, please be a 
bit more specific about where you think there are gaps or vague spots, or 
even where there aren't and we can help fill in the blanks.

I wouldn’t be able to do C&R if all I had were your instructions.  How
do I know which ideas are bad?



Criticism.

How do I know which explanations are good?

Start by considering which are hard to vary.

Our discussions along these lines have a pattern.  You ask for
instructions about how to do induction.  If the instructions don’t
include some implicit steps, such as how we decide what the population
is, you declare that induction is impossible.  If the instructions do
include such detail, you declare that it is really unreflective C&R.

For you to incorporate what I’m calling induction into C&R, I think
you would have to dilute the definition of C&R.  It would have to be
any type of reasoning in which people make use of prior knowledge.
But I believe C&R is more specific.  It involves the development of
explanatory theories that can be refuted or corroborated in critical
tests.

You mean empirical tests? That would limit C&R to only work for empirical 
science, which is wrong. It works with any type of criticism. It's general 
purpose.

I realize that Popper recognizes various kinds of criticism, in
addition to observation.  But even in a non-scientific context,
wouldn’t there have to be some kind of critical test?  If not, I think
you would have the C without the R.

We normally use the word "test" to refer to empirical tests (only), where you test 
contradictory predictions of ideas which make predictions. I don't see that the 
word "testing" describes philosophical criticism very well.

I have data.  Three of 600 brand X bags failed and none of more than
600 brand Y bags failed.  In deciding to go with brand Y, I have no
explanatory theory to guide me.

Of course you do. You understand some things about how these bags are 
produced. E.g. they are made in factories. Companies rarely change 
factories. So if you buy more of brand X it will (probably) be from the same 



factory as the ones you already tried. Ditto for brand Y.

Factories are pretty consistent in things like the materials they use and 
thickness of the plastic for the bag and the specs for the product. As well as 
the failure rate they find acceptable -- they've already tested the product and 
wouldn't be mass producing it to be sold at retail stores if they weren't already 
satisfied.

The quality of products from particular factories, and the error rates, don't 
change terribly often. (Why? Well you have explanatory understanding of how 
businesses function, how inefficient big factories can be, how hard it can be 
to retool production lines or retrain workers, how hard it can be for a big 
bureaucratic mess to change direction, and so on. Even really great factories 
-- which, at a wild guess given my explanatory understanding of my society -- 
wouldn't be making this particular product when such expertise is more 
needed for making more difficult stuff like technology products which pay 
better and attract top talent. Or hey, maybe I'm wrong about this, but I do 
have some (tentative) ideas about it, and if you think I'm wrong that only 
demonstrates that you, too, have ideas about it.)

Anyway you have many ideas guiding your understanding of these issues.

Without this kind of context, background knowledge, and explanatory 
understanding (without every detail), you'd have literally no idea what kind of 
patterns to expect the bags to follow, or what kinds of distributions of bag 
qualities to expect.

WIthout background explanations, you wouldn't even know whether the 3 
defective bags were placed there *for you personally* or ended up there by 
an impersonal process that didn't care about you. Perhaps they were put 
there by leprechauns rather than people, as long as we're forgetting we have 
background knowledge and applicable understanding of the world.

I agree that I have such background theories.  But those theories did
not predict the observations I described, and thus the observations
cannot be a test of the prior theories.

The goal here isn't to test your background knowledge. To do that, you'd have to 
come up with a *rival idea* to some idea in background knowledge. Testing 



requires *two or more contradictory ideas which make empirical predictions* and 
then you test them by finding something they predict differently and trying it and 
thus refuting some.

The goal isn't to criticize one's background knowledge either. That's a worthy 
endeavor, but not what we were discussing.

The goal is to solve human problems like understanding which bags to buy next 
time. For that purpose, these ideas which did not predict exactly what would 
happen in advance are quite useful.

I have to make an “inductive leap.”

No, this "inductive leap" consists of thinking about your background 
knowledge and explanations, apparently unconsciously.

My background theories do not come into play until after I have made
my induction.

What part is "the induction"?

I think it's supposed to be the part where you assume/infer the reliability of the 
batches of bags of each brand you've tried so far is indicative of the future 
reliability of bags of each brand. But that relies heavily on background theories 
about, e.g., manufacturing and what a company is (the thing behind the brand). 
Without such background theories one has literally no idea which of the infinitely 
many possible patterns the bags fit into.

Without background theories, one doesn't even know that dividing up bags by 
brand makes any sense, or what brands are. You wouldn't know, without 
background theories, that having the same brand marker next month means 
being (likely) made by the same people, processes, factories, designs, etc... 
Without the background knowledge like that, there is no reason to think the next 
batch of bags will be similar to the last in regards to not just reliability but also: 
color, size, purpose, shape, price, materials, non-poisonousness, being 
inanimate, etc Logically, any or all of those attributes could vary next time and 
that would be logically consistent with your prior data.

I see how my background theories about bags, brands, manufacturing,
etc. contributed to my original idea that the bags would be the more



or less the same and also to my new idea that they are different.  But
none of those theories caused the switch from the first idea to the
second.  The only factor that changed was the repeated observations of
failure by brand X bags.  So despite the importance of background
theories, I don’t see why you consider my decision to be a C&R
process.  Do you consider the brand X failure rate in the sample of
600 bags to be a refutation of my expectation of no difference?

In my opinion, my choice was, using Hacking’s terminology, “risky
decision-making using ideas of probability and utility.”  The utility
is the value I place on bags that don’t rip.  In this case, the
utility is constant.  The probability is the 0.05% vs. 0.00% failure
rates.  Without further research into possible differences in bag
composition and manufacturing practices, I don’t see how we can
distinguish between those two failure rates by criticism and
refutation.  With my current knowledge, the only way to distinguish
between the two brands of bags is by considering my repeated
observations.  And without further research, I see no way to make the
decision without an inductive leap, because brand X might have had
only one bad batch of bags or I might have merely had a string of good
luck with the brand Y bags.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 17, 2012 at 1:48 PM

On Feb 17, 2012, at 10:20 AM, Steve Push wrote:

On Feb 17, 1:51 am, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 9:07 PM, Steve Push wrote:

On Feb 16, 2:01 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 9:07 AM, Steve Push wrote:

On Feb 15, 1:05 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 15, 2012, at 5:45 AM, Steve Push wrote:

You are applying a double standard.  One the one hand, you ask me to
provide a general outline of induction, without specifics.  Then you
criticize the outline because it lacks specifics.

I'm asking for one type of specifics (the rules of how induction works, or 
whatever else if it isn't rules) and not another type of specifics (stuff about 
biology). I want the philosophical specifics rather than the specifics of 
history.

On the other hand,
when to describe C&R, you use vague statements such as “rule out a
bunch of bad ideas by argument, and come up with some good
explanations.”

If you want to understand C&R in more detail, start another thread and 
ask questions. It has more detail than that. Both it and induction, to be 
any good, should have more detail than that. Right?

You've read some Popper and some Deutsch so you're aware of some 
detail and specifics of C&R. So if you do start another thread, please be a 
bit more specific about where you think there are gaps or vague spots, or 
even where there aren't and we can help fill in the blanks.



I wouldn’t be able to do C&R if all I had were your instructions.  How
do I know which ideas are bad?

Criticism.

How do I know which explanations are good?

Start by considering which are hard to vary.

Our discussions along these lines have a pattern.  You ask for
instructions about how to do induction.  If the instructions don’t
include some implicit steps, such as how we decide what the population
is, you declare that induction is impossible.  If the instructions do
include such detail, you declare that it is really unreflective C&R.

For you to incorporate what I’m calling induction into C&R, I think
you would have to dilute the definition of C&R.  It would have to be
any type of reasoning in which people make use of prior knowledge.
But I believe C&R is more specific.  It involves the development of
explanatory theories that can be refuted or corroborated in critical
tests.

You mean empirical tests? That would limit C&R to only work for empirical 
science, which is wrong. It works with any type of criticism. It's general 
purpose.

I realize that Popper recognizes various kinds of criticism, in
addition to observation.  But even in a non-scientific context,
wouldn’t there have to be some kind of critical test?  If not, I think
you would have the C without the R.

We normally use the word "test" to refer to empirical tests (only), where you 
test contradictory predictions of ideas which make predictions. I don't see that 
the word "testing" describes philosophical criticism very well.

I have data.  Three of 600 brand X bags failed and none of more than
600 brand Y bags failed.  In deciding to go with brand Y, I have no
explanatory theory to guide me.



Of course you do. You understand some things about how these bags are 
produced. E.g. they are made in factories. Companies rarely change 
factories. So if you buy more of brand X it will (probably) be from the same 
factory as the ones you already tried. Ditto for brand Y.

Factories are pretty consistent in things like the materials they use and 
thickness of the plastic for the bag and the specs for the product. As well as 
the failure rate they find acceptable -- they've already tested the product and 
wouldn't be mass producing it to be sold at retail stores if they weren't 
already satisfied.

The quality of products from particular factories, and the error rates, don't 
change terribly often. (Why? Well you have explanatory understanding of 
how businesses function, how inefficient big factories can be, how hard it 
can be to retool production lines or retrain workers, how hard it can be for a 
big bureaucratic mess to change direction, and so on. Even really great 
factories -- which, at a wild guess given my explanatory understanding of 
my society -- wouldn't be making this particular product when such expertise 
is more needed for making more difficult stuff like technology products 
which pay better and attract top talent. Or hey, maybe I'm wrong about this, 
but I do have some (tentative) ideas about it, and if you think I'm wrong that 
only demonstrates that you, too, have ideas about it.)

Anyway you have many ideas guiding your understanding of these issues.

Without this kind of context, background knowledge, and explanatory 
understanding (without every detail), you'd have literally no idea what kind 
of patterns to expect the bags to follow, or what kinds of distributions of bag 
qualities to expect.

WIthout background explanations, you wouldn't even know whether the 3 
defective bags were placed there *for you personally* or ended up there by 
an impersonal process that didn't care about you. Perhaps they were put 
there by leprechauns rather than people, as long as we're forgetting we 
have background knowledge and applicable understanding of the world.

I agree that I have such background theories.  But those theories did
not predict the observations I described, and thus the observations



cannot be a test of the prior theories.

The goal here isn't to test your background knowledge. To do that, you'd have 
to come up with a *rival idea* to some idea in background knowledge. Testing 
requires *two or more contradictory ideas which make empirical predictions* 
and then you test them by finding something they predict differently and trying 
it and thus refuting some.

The goal isn't to criticize one's background knowledge either. That's a worthy 
endeavor, but not what we were discussing.

The goal is to solve human problems like understanding which bags to buy 
next time. For that purpose, these ideas which did not predict exactly what 
would happen in advance are quite useful.

I have to make an “inductive leap.”

No, this "inductive leap" consists of thinking about your background 
knowledge and explanations, apparently unconsciously.

My background theories do not come into play until after I have made
my induction.

What part is "the induction"?

I think it's supposed to be the part where you assume/infer the reliability of the 
batches of bags of each brand you've tried so far is indicative of the future 
reliability of bags of each brand. But that relies heavily on background theories 
about, e.g., manufacturing and what a company is (the thing behind the 
brand). Without such background theories one has literally no idea which of 
the infinitely many possible patterns the bags fit into.

Without background theories, one doesn't even know that dividing up bags by 
brand makes any sense, or what brands are. You wouldn't know, without 
background theories, that having the same brand marker next month means 
being (likely) made by the same people, processes, factories, designs, etc... 
Without the background knowledge like that, there is no reason to think the 
next batch of bags will be similar to the last in regards to not just reliability but 
also: color, size, purpose, shape, price, materials, non-poisonousness, being 
inanimate, etc Logically, any or all of those attributes could vary next time and 



that would be logically consistent with your prior data.

I see how my background theories about bags, brands, manufacturing,
etc. contributed to my original idea that the bags would be the more
or less the same and also to my new idea that they are different.  But
none of those theories caused the switch from the first idea to the
second.  The only factor that changed was the repeated observations of
failure by brand X bags.  So despite the importance of background
theories, I don’t see why you consider my decision to be a C&R
process.  Do you consider the brand X failure rate in the sample of
600 bags to be a refutation of my expectation of no difference?

Updating one's problem situation, and conclusions, as new ideas *and data* are 
added, is not induction and is allowed in C&R (important to C&R, even). C&R 
does not consist of ignoring new data.

One gets this new data and perhaps it contradicts (taking into account some 
background knowledge) the tentative explanation he had before that all brands in 
this field are about equal (or at least all brands reputable enough that your store 
would switch to them).

So he needs a new idea (to help guide his purchasing decisions). He guesses 
that this new brand sucks consistently. Or that it was a bad batch and will be fine 
next time. Both are possible given the data and it's a matter of one's background 
ideas which he chooses and why.

He may come up with all sorts of other new ideas too, but most of them can be 
refuted by criticism, both philosophical criticism (e.g. some are self-contradictory 
or vague) and empirical criticism (some contradict the data we do have).

In my opinion, my choice was, using Hacking’s terminology, “risky
decision-making using ideas of probability and utility.”  The utility
is the value I place on bags that don’t rip.  In this case, the
utility is constant.  The probability is the 0.05% vs. 0.00% failure
rates.  Without further research into possible differences in bag
composition and manufacturing practices, I don’t see how we can
distinguish between those two failure rates by criticism and
refutation.  With my current knowledge, the only way to distinguish
between the two brands of bags is by considering my repeated



observations.  And without further research, I see no way to make the
decision without an inductive leap, because brand X might have had
only one bad batch of bags or I might have merely had a string of good
luck with the brand Y bags.

Note that further observations are only meaningful depending on your ideas.

If you have the idea of the "bad batch" then you could buy more bags, find they 
break, and be no more worried the brand sucks than you were before this second 
set of data.

What sorts of further observations are relevant depends on your ideas. It's not 
just a matter of "gather more data, all we have to go on is data". The data is only 
meaningful in light of ideas about what it means.

Choose between "bad batch" or "bad consistently" is not an inductive leap. What 
does "inductive leap" mean here? Assume the more universal thing ("bad 
consistently") is true? That'd be very silly. In this particular case it's not a bad 
guess but in the more general case that's a poor technique.

The thing to do is to criticize the ideas "bad batch" and "bad consistently". And 
your ideas about your purchasing decisions. So you might think the "bad batch" 
guess, as it relates to the decision of purchasing more of those bags, is too risky 
given your desire to avoid bad bags and your lack of knowledge about which 
possibility is true. There, problem solved by a criticism of the "bad batch" theory 
in context of your problem situation.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] C&R and Deductive Science
Date: February 17, 2012 at 4:56 PM

Picking up Eliott's point on the Duhem-Popper problem (Quine just recycled it 
without adding value), I wrote a thesis on the topic, which I thought was really 
boring at the time but in retrospect it provides a useful survey of the issue and the 
state of play in recent times. Duhem's own response to the problem was very 
interesting (and Popperian)!

http://www.the-rathouse.com/Theses/Duhem-QuineIntroPopperians.html

Right now I am preparing a reading guide on The Logic of Scientific Discovery. 
The idea is to prepare a series, of reading guides. The first (in well advanced 
draft) is The Poverty of Historicism (Popper's shortest book).

http://www.the-rathouse.com/Popper-papers/PH-READER.html

This is some stuff drafted for the LSD Reader.

Why The Logic of Scientific Discovery Matters

The Logic of Scientific Discovery is one of the great “game changing” books of 
the 20th century. Originally published in 1935/5 as Logik de Forschung (The 
Logic of Scientific Investigation) it emancipated the philosophy of science from 
the program of the logical positivists. It also provided philosophical support for 
several aspects of Einstein’s methods and his revolutionary program in physics

The book advances two of the four “turns” that represent Karl Popper’s lifetime 
achievement. These are the “conjectural turn” to accept the inevitably fallible 
nature of our knowledge and the “social” or “conventional” turn to take account of 
the “rules of the game” in scientific investigation.

http://www.the-rathouse.com/Theses/Duhem-QuineIntroPopperians.html
http://www.the-rathouse.com/Popper-papers/PH-READER.html


Not a good book for beginners

Readers need to be warned about some traps in reading LSD. It is a book that 
was written for a time of crisis and it is absolutely essential to understand, in 
outline, the state of play in philosophy and physics at the time. This does not 
mean that it is necessary to come to grips with the detailed treatment of 
probability theory and physics which occupies large sections of the book. Another 
aspect of the book that is likely to distract attention from the major issues on 
induction and demarcation is the amount of detail devoted to the “fine print”, the 
language used to formulate the arguments. This was Popper’s concession to the 
“linguistic turn” among the Logical Positivists.

The essential ideas can probably be gleaned from Part I, less than 60 pages, and 
the last chapter on corroboration (30 pages).  (90 out of 500 pages)

Background: the philosophy of science in the early 20th century.

Popper’s contribution has to be understood against the background of the ideas 
that dominated Anglo-Saxon philosophy in the early 20th century, largely under 
the influence of Bertrand Russell and Ludwig Wittgenstein. This history has 
largely dropped out of sight among the generations that grew up with the science 
wars of the 1960s and 70s under the influence of Kuhn, Lakatos and Feyerabend.

The philosophy of science was not institutionalised or professionalised until the 
1930s when it became an official movement driven by the logical positivists on 
the Continent and later by the logical empiricists in the US. When Popper first 
became interested there was only a handful of academics in that field in the 
world. The issues that are now addressed by some thousands of fulltime staff and 
students around the globe, were in those days the preserve of small groups of 
interested people, including working scientists such as Pierre Duhem, some of 



them outside the universities, like Charles Sanders Peirce.

Such was the Vienna Circle of logical positivists who gathered around Professor 
Moritz Schlick (1882-1936), Rudolph Carnap (1891-1970) and Otto Neurath 
(1883-1945). Their spiritual predecessor was Ernst Mach (1838-1916) a 
philosopher-physicist in the strong empiricist tradition of David Hume whose 
mission was to purge science of metaphysics and place it on the firm "positive" 
foundations of sensation. Few philosophers have had such a deep and wide-
ranging influence. Mach virtually became the official philosopher of Viennese 
progressivism through his influence in psychology, physics (the young Einstein), 
literature (Robert Musil), and painting (the Impressionists).

The members of the Circle pursued Mach's positivism, with Russell's Principia 
their inspiration and Wittgenstein's Tractatus providing the program (both these 
books are probably not being read these days). This was essentially a war on 
metaphysics, initially using the strict "verificationist" definition of meaning. They 
proposed that statements should be regarded as literally meaningless if they 
could not be confirmed or verified by evidence. The propositions of logic and 
mathematics were exempt from the requirement for verification on the 
understanding that they are true by definition and they do not pretend to convey 
information about the world.

Popper’s Progress

After leaving school (in 1919?) Popper went to lectures at Vienna University as a 
non-matriculated student, devoted much effort to politics and social work and 
became a qualified cabinet maker.

He contemplated a career in music but instead joined the teacher-training course 
established in the University to support the Austrian school reforms that were 



under way at the time. He qualified as a teacher in 1928 (check) after majoring in 
psychology and writing two theses, one on habit formation in children and the 
other on the axioms of the various schools of geometry.

On the  way he studied philosophy as an autodidact, with some informal 
assistance from Gomperez, Kraft, M Polanyi and some others who were attached 
to the Circle. During 1929 he locked onto the twin problems of induction and 
demarcation like a heat-seeking missile and followed the logical 
positivists/empiricists in a lifelong mission of destruction. This unfortunately 
tended to distract attention from other important work that he did after Logik der 
Forschung.

A time of crisis

This was a book for a time of crisis in philosophy and physics. The crisis in 
philosophy was the failure to provide a justification for the logic of induction which 
was supposed to be the distinctive feature of science. Bertrand Russell described 
this as the “skeleton in the cupboard” of rationalism. Another looming disaster for 
the positivists was the failure of the verification criterion to provide a workable 
demarcation between science and metaphysics. In science there was the 
problem of understanding Einstein’s challenge to Newton and the tension 
between Bohr and Einstein on the interpretation of quantum theory.

Production of Logik der Forschung

This book is a savagely edited version of a two volume manuscript, one volume 
devoted to the problem of induction, the other with the demarcation of science. 
The second volume was lost and the first volume appeared in German in …and in 
English in 1978 titled … The Two Fundamental Problems etc



The original manuscripts ran over a thousand pages and Logik probably only 
contains about a third of the material. The English translation is boosted to yyy 
pages with new notes in the text and 150 pages of new appendices.

Overview of the Contents.   To be followed by a brief account of the main 
arguments about induction, demarcation and the significance of the “rules of the 
game” approach which is the real common feature with his social and political 
philosophy.

Rafe Champion



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Animal Consciousness (Was: Embodiment and self)
Date: February 17, 2012 at 7:42 PM

On Feb 17, 2012 12:00 AM, "Steve Push" <stephen.push@gmail.com> wrote:
On Feb 10, 5:47 pm, Jon Burchel <jonburc...@gmail.com> wrote:

I saw this TED talk that seems to center around the same idea, and
read a number of things about the "embodiment" idea that our selves
are not possible without a physical body.  But I can easily imagine my
self existing without a body, so I don't think it is necessary, even
if self may have evolved from bodily awareness.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons...

In addition to the embodiment idea, this presentation by Antonio
Damasio supports the idea that animals are conscious -- something that
some here were arguing against in the earlier thread on animal pain.

I don't remember anyone arguing against non-human animals being conscious.

What we argued against was that their minds interpret sense data like ours do.

But an employee of mine reminded me of a few examples of non-human
animals doing things that I think might be construed as interpretation
of sense data.

What psychiatrists call mental disorders, we call mental symptoms
caused by ideas.

So according to our current theory, non-human animals can not exhibit
mental symptoms that mimic that of humans. Right?

If so, then I have an example that falsifies that theory.

Elephants suffer from psychological flashbacks and the equivalent of
post-traumatic stress disorder. I watched a video about this years ago
but I can't find it right now. It described a group of young adult
elephants rampaging in the streets killing many people. This group of
elephants were treated very poorly when they were young.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons


They also take revenge:
http://www.youtube.com/watch?v=A3E_a1Oau6c

And they mourn their dead:
http://www.youtube.com/watch?v=TjtrdpSwEUY&feature=relmfu

And they exhibit distressed behavior from confinement:
http://www.youtube.com/watch?v=xM08iiLDCCI

Here's one showing a camel and a horse exhibiting the same distressed
behavior as the elephant:
http://www.youtube.com/watch?v=k1LgrM7Kw9M&feature=related

-- Rami

http://www.youtube.com/watch?v=A3E_a1Oau6c
http://www.youtube.com/watch?v=TjtrdpSwEUY&feature=relmfu
http://www.youtube.com/watch?v=xM08iiLDCCI
http://www.youtube.com/watch?v=k1LgrM7Kw9M&feature=related


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Depression Scientism
Date: February 17, 2012 at 11:02 PM

On Thu, Feb 16, 2012 at 4:54 PM, Elliot Temple <curi@curi.us> wrote:
http://www.theatlantic.com/health/print/2012/02/study-of-the-day-blood-tests-
can-accurately-diagnose-depression/252664/

I like the organization of this article in short, clear and understandable sections 
including one about the problem situation they want to address, plus a link to the 
actual paper. But the substance is bad:

METHODOLOGY: To test if an objective biological test could improve 
diagnosis accuracy, scientists recruited 36 adults with major depression and 43 
healthy participants for a blood screening. They measured the levels of nine 
biomarkers associated with depressive symptoms, such as inflammation, the 
development and maintenance of neurons, and the interaction between brain 
structures involved with stress response and other key functions.

This is predicated on being able to know who is depressed in the first place. But 
since depression is a psychiatric label used for social control purposes, rather 
than a medical condition, there are no objective criteria for judging who has it or 
not.

So this doesn't work. You can't just recruit a group with depression and a group 
without depression before thinking about what depression is and how to assign 
people to those groups. And you can't establish an *objective* blood test by 
studying groups defined without objectivity.

How could it be done objectively? I think it can't.

All they could do is ask the subject questions. Their answers are
subjective. Hence no objectivity.

Or is there a possibility for asking the subjects objective questions?

-- Rami

http://www.theatlantic.com/health/print/2012/02/study-of-the-day-blood-tests-can-accurately-diagnose-depression/252664/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Consciousness (Was: Embodiment and self)
Date: February 18, 2012 at 2:31 AM

On Feb 17, 7:42 pm, Rami Rustom <romb...@gmail.com> wrote:
On Feb 17, 2012 12:00 AM, "Steve Push" <stephen.p...@gmail.com> wrote:

On Feb 10, 5:47 pm, Jon Burchel <jonburc...@gmail.com> wrote:
I saw this TED talk that seems to center around the same idea, and
read a number of things about the "embodiment" idea that our selves
are not possible without a physical body.  But I can easily imagine my
self existing without a body, so I don't think it is necessary, even
if self may have evolved from bodily awareness.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons...

In addition to the embodiment idea, this presentation by Antonio
Damasio supports the idea that animals are conscious -- something that
some here were arguing against in the earlier thread on animal pain.

I don't remember anyone arguing against non-human animals being conscious.

What we argued against was that their minds interpret sense data like ours do.

Some others (not you) were arguing that animals are not self-aware and
don't have pain qualia.  Damasio's persuasive argument for self-
consciousness in animals contradicts that view.

But an employee of mine reminded me of a few examples of non-human
animals doing things that I think might be construed as interpretation
of sense data.

What psychiatrists call mental disorders, we call mental symptoms
caused by ideas.

So according to our current theory, non-human animals can not exhibit
mental symptoms that mimic that of humans. Right?

If so, then I have an example that falsifies that theory.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons


Elephants suffer from psychological flashbacks and the equivalent of
post-traumatic stress disorder. I watched a video about this years ago
but I can't find it right now. It described a group of young adult
elephants rampaging in the streets killing many people. This group of
elephants were treated very poorly when they were young.

They also take revenge:http://www.youtube.com/watch?v=A3E_a1Oau6c

And they mourn their dead:http://www.youtube.com/watch?
v=TjtrdpSwEUY&feature=relmfu

And they exhibit distressed behavior from 
confinement:http://www.youtube.com/watch?v=xM08iiLDCCI

Here's one showing a camel and a horse exhibiting the same distressed
behavior as the elephant:http://www.youtube.com/watch?
v=k1LgrM7Kw9M&feature=related

Yes, it is well-established that animals can suffer from grief and
mental illness.  Animal models of mental illness are very useful in
mental health research.

-- Steve

http://www.youtube.com/watch?v=A3E_a1Oau6c
http://www.youtube.com/watch?v=TjtrdpSwEUY&feature=relmfu
http://www.youtube.com/watch?v=xM08iiLDCCI
http://www.youtube.com/watch?v=k1LgrM7Kw9M&feature=related


From: Elliot Temple <curi@curi.us>
Subject: [BoI] libraries, libertarians
Date: February 18, 2012 at 2:34 PM

http://news.ycombinator.com/item?id=3607217

xenophanes = me

The issues coming up are important to the future of society. What do you think?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://news.ycombinator.com/item?id=3607217
http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] libraries, libertarians
Date: February 18, 2012 at 3:16 PM

On 18 Feb 2012, at 19:34, Elliot Temple wrote:

http://news.ycombinator.com/item?id=3607217

xenophanes = me

The issues coming up are important to the future of society. What do you think?

On the narrow issue of support for libraries, I think that many government policies 
make it more difficult for them to operate. To pick one example, copyright 
currently extends to 75 years after an author's death and publishers can copyright 
a book for ninety years or some similarly ridiculous length of time. Cutting this 
term from its current ridiculous state to something more modest would reduce the 
price of many books and so make it easier to run a library. I don't think current 
copyright terms would survive for long in a more liberal society because people 
would be more focused on getting rid of onerous restrictions on liberty than in 
trying to get the government to give them stuff.

Alan

http://news.ycombinator.com/item?id=3607217


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 19, 2012 at 7:59 AM

On Feb 17, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 17, 2012, at 10:20 AM, Steve Push wrote:

On Feb 17, 1:51 am, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 9:07 PM, Steve Push wrote:

On Feb 16, 2:01 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 9:07 AM, Steve Push wrote:

On Feb 15, 1:05 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 15, 2012, at 5:45 AM, Steve Push wrote:

You are applying a double standard.  One the one hand, you ask me to
provide a general outline of induction, without specifics.  Then you
criticize the outline because it lacks specifics.

I'm asking for one type of specifics (the rules of how induction works, or 
whatever else if it isn't rules) and not another type of specifics (stuff 
about biology). I want the philosophical specifics rather than the 
specifics of history.

On the other hand,
when to describe C&R, you use vague statements such as “rule out a
bunch of bad ideas by argument, and come up with some good
explanations.”

If you want to understand C&R in more detail, start another thread and 
ask questions. It has more detail than that. Both it and induction, to be 
any good, should have more detail than that. Right?

You've read some Popper and some Deutsch so you're aware of some 
detail and specifics of C&R. So if you do start another thread, please be 
a bit more specific about where you think there are gaps or vague 
spots, or even where there aren't and we can help fill in the blanks.



I wouldn’t be able to do C&R if all I had were your instructions.  How
do I know which ideas are bad?

Criticism.

How do I know which explanations are good?

Start by considering which are hard to vary.

Our discussions along these lines have a pattern.  You ask for
instructions about how to do induction.  If the instructions don’t
include some implicit steps, such as how we decide what the population
is, you declare that induction is impossible.  If the instructions do
include such detail, you declare that it is really unreflective C&R.

For you to incorporate what I’m calling induction into C&R, I think
you would have to dilute the definition of C&R.  It would have to be
any type of reasoning in which people make use of prior knowledge.
But I believe C&R is more specific.  It involves the development of
explanatory theories that can be refuted or corroborated in critical
tests.

You mean empirical tests? That would limit C&R to only work for empirical 
science, which is wrong. It works with any type of criticism. It's general 
purpose.

I realize that Popper recognizes various kinds of criticism, in
addition to observation.  But even in a non-scientific context,
wouldn’t there have to be some kind of critical test?  If not, I think
you would have the C without the R.

We normally use the word "test" to refer to empirical tests (only), where you 
test contradictory predictions of ideas which make predictions. I don't see that 
the word "testing" describes philosophical criticism very well.

I have data.  Three of 600 brand X bags failed and none of more than
600 brand Y bags failed.  In deciding to go with brand Y, I have no
explanatory theory to guide me.



Of course you do. You understand some things about how these bags are 
produced. E.g. they are made in factories. Companies rarely change 
factories. So if you buy more of brand X it will (probably) be from the same 
factory as the ones you already tried. Ditto for brand Y.

Factories are pretty consistent in things like the materials they use and 
thickness of the plastic for the bag and the specs for the product. As well 
as the failure rate they find acceptable -- they've already tested the product 
and wouldn't be mass producing it to be sold at retail stores if they weren't 
already satisfied.

The quality of products from particular factories, and the error rates, don't 
change terribly often. (Why? Well you have explanatory understanding of 
how businesses function, how inefficient big factories can be, how hard it 
can be to retool production lines or retrain workers, how hard it can be for 
a big bureaucratic mess to change direction, and so on. Even really great 
factories -- which, at a wild guess given my explanatory understanding of 
my society -- wouldn't be making this particular product when such 
expertise is more needed for making more difficult stuff like technology 
products which pay better and attract top talent. Or hey, maybe I'm wrong 
about this, but I do have some (tentative) ideas about it, and if you think 
I'm wrong that only demonstrates that you, too, have ideas about it.)

Anyway you have many ideas guiding your understanding of these issues.

Without this kind of context, background knowledge, and explanatory 
understanding (without every detail), you'd have literally no idea what kind 
of patterns to expect the bags to follow, or what kinds of distributions of 
bag qualities to expect.

WIthout background explanations, you wouldn't even know whether the 3 
defective bags were placed there *for you personally* or ended up there by 
an impersonal process that didn't care about you. Perhaps they were put 
there by leprechauns rather than people, as long as we're forgetting we 
have background knowledge and applicable understanding of the world.

I agree that I have such background theories.  But those theories did
not predict the observations I described, and thus the observations



cannot be a test of the prior theories.

The goal here isn't to test your background knowledge. To do that, you'd have 
to come up with a *rival idea* to some idea in background knowledge. Testing 
requires *two or more contradictory ideas which make empirical predictions* 
and then you test them by finding something they predict differently and trying 
it and thus refuting some.

The goal isn't to criticize one's background knowledge either. That's a worthy 
endeavor, but not what we were discussing.

The goal is to solve human problems like understanding which bags to buy 
next time. For that purpose, these ideas which did not predict exactly what 
would happen in advance are quite useful.

I have to make an “inductive leap.”

No, this "inductive leap" consists of thinking about your background 
knowledge and explanations, apparently unconsciously.

My background theories do not come into play until after I have made
my induction.

What part is "the induction"?

I think it's supposed to be the part where you assume/infer the reliability of 
the batches of bags of each brand you've tried so far is indicative of the future 
reliability of bags of each brand. But that relies heavily on background 
theories about, e.g., manufacturing and what a company is (the thing behind 
the brand). Without such background theories one has literally no idea which 
of the infinitely many possible patterns the bags fit into.

Without background theories, one doesn't even know that dividing up bags by 
brand makes any sense, or what brands are. You wouldn't know, without 
background theories, that having the same brand marker next month means 
being (likely) made by the same people, processes, factories, designs, etc... 
Without the background knowledge like that, there is no reason to think the 
next batch of bags will be similar to the last in regards to not just reliability but 



also: color, size, purpose, shape, price, materials, non-poisonousness, being 
inanimate, etc Logically, any or all of those attributes could vary next time and 
that would be logically consistent with your prior data.

I see how my background theories about bags, brands, manufacturing,
etc. contributed to my original idea that the bags would be the more
or less the same and also to my new idea that they are different.  But
none of those theories caused the switch from the first idea to the
second.  The only factor that changed was the repeated observations of
failure by brand X bags.  So despite the importance of background
theories, I don’t see why you consider my decision to be a C&R
process.  Do you consider the brand X failure rate in the sample of
600 bags to be a refutation of my expectation of no difference?

Updating one's problem situation, and conclusions, as new ideas *and data* are 
added, is not induction and is allowed in C&R (important to C&R, even). C&R 
does not consist of ignoring new data.

One gets this new data and perhaps it contradicts (taking into account some 
background knowledge) the tentative explanation he had before that all brands 
in this field are about equal (or at least all brands reputable enough that your 
store would switch to them).

So he needs a new idea (to help guide his purchasing decisions). He guesses 
that this new brand sucks consistently. Or that it was a bad batch and will be 
fine next time. Both are possible given the data and it's a matter of one's 
background ideas which he chooses and why.

He may come up with all sorts of other new ideas too, but most of them can be 
refuted by criticism, both philosophical criticism (e.g. some are self-contradictory 
or vague) and empirical criticism (some contradict the data we do have).

In my opinion, my choice was, using Hacking’s terminology, “risky
decision-making using ideas of probability and utility.”  The utility
is the value I place on bags that don’t rip.  In this case, the
utility is constant.  The probability is the 0.05% vs. 0.00% failure
rates.  Without further research into possible differences in bag
composition and manufacturing practices, I don’t see how we can
distinguish between those two failure rates by criticism and
refutation.  With my current knowledge, the only way to distinguish



between the two brands of bags is by considering my repeated
observations.  And without further research, I see no way to make the
decision without an inductive leap, because brand X might have had
only one bad batch of bags or I might have merely had a string of good
luck with the brand Y bags.

Note that further observations are only meaningful depending on your ideas.

If you have the idea of the "bad batch" then you could buy more bags, find they 
break, and be no more worried the brand sucks than you were before this 
second set of data.

What sorts of further observations are relevant depends on your ideas. It's not 
just a matter of "gather more data, all we have to go on is data". The data is only 
meaningful in light of ideas about what it means.

Choose between "bad batch" or "bad consistently" is not an inductive leap. 
What does "inductive leap" mean here? Assume the more universal thing ("bad 
consistently") is true? That'd be very silly. In this particular case it's not a bad 
guess but in the more general case that's a poor technique.

The thing to do is to criticize the ideas "bad batch" and "bad consistently". And 
your ideas about your purchasing decisions. So you might think the "bad batch" 
guess, as it relates to the decision of purchasing more of those bags, is too risky 
given your desire to avoid bad bags and your lack of knowledge about which 
possibility is true. There, problem solved by a criticism of the "bad batch" theory 
in context of your problem situation.

We agree that both “bad batch” and “bad consistently” are possible
given the data available.  (There are also other possibilities we
haven’t discussed.)  And we agree that my values (i.e., my desire to
avoid bad bags) influence the decision.

But you haven’t explained why, given my current knowledge, three
ripped bags – or one, or ten – is grounds for assuming that the bags
will be different in the future.  You’ve given it a name: “updating
one’s problem situation.”  And you’ve suggested some avenues of
additional research that might in the future explain why we should
expect different (or the same) performance from the two brands.  But
you haven’t explained why I should have that expectation now.



-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: C&R and Deductive Science
Date: February 19, 2012 at 8:20 AM

On Feb 17, 11:19 am, David Deutsch <david.deut...@qubit.org> wrote:

It's essential to his explanation of how scientific knowledge is created that the 
deduction of predictions from theories is 'valid' in the sense that it is

-- Not nonsense; and

-- Actually possible to do (and for others to check that one has done), rather 
than just vaguely claim one has done.

But it is not 'valid' as a

-- Means of creating new scientific theories (except of course that such theories 
must not contain logical contradictions); nor

-- As a way of justifying any scientific idea as true or probable.

Or false: As for the 'deductive validity of refutation', that is only important in 
contrast to the deductive invalidity of confirmation. The 'deductive validity of 
refutation' is not a means of justifying the falsehood of a theory, because the 
refutation is never by the observation alone, but only by the observation in the 
light of background knowledge, which consists of many other theories and 
assumptions, some of which were are not (yet) explicitly aware of at any given 
time. Hence the only thing that *logically* follows from the refuting observation is 
that 'something is wrong with some of our ideas, somewhere' -- which is always 
true and therefore has no relevant content. Which idea or ideas are false, 
remains a matter not for deduction but for conjecture in the light of what 
explanations are available.

What I find most attractive about C&R is the focus on the process of
deducing expected outcomes from explanatory theories in order to
subject them to critical testing.  Perhaps the famous experiment
performed during the 1919 eclipse didn’t justify the falsehood of
Newton’s theory, but didn’t it justify the preference for Einstein’s
theory over Newton’s?



-- Steve



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: C&R and Deductive Science
Date: February 19, 2012 at 9:10 AM

On 19 Feb 2012, at 1:20pm, Steve Push wrote:

On Feb 17, 11:19 am, David Deutsch <david.deut...@qubit.org> wrote:

It's essential to his explanation of how scientific knowledge is created that the 
deduction of predictions from theories is 'valid' in the sense that it is

-- Not nonsense; and

-- Actually possible to do (and for others to check that one has done), rather 
than just vaguely claim one has done.

But it is not 'valid' as a

-- Means of creating new scientific theories (except of course that such 
theories must not contain logical contradictions); nor

-- As a way of justifying any scientific idea as true or probable.

Or false: As for the 'deductive validity of refutation', that is only important in 
contrast to the deductive invalidity of confirmation. The 'deductive validity of 
refutation' is not a means of justifying the falsehood of a theory, because the 
refutation is never by the observation alone, but only by the observation in the 
light of background knowledge, which consists of many other theories and 
assumptions, some of which were are not (yet) explicitly aware of at any given 
time. Hence the only thing that *logically* follows from the refuting observation 
is that 'something is wrong with some of our ideas, somewhere' -- which is 
always true and therefore has no relevant content. Which idea or ideas are 
false, remains a matter not for deduction but for conjecture in the light of what 
explanations are available.

What I find most attractive about C&R is the focus on the process of
deducing expected outcomes from explanatory theories in order to
subject them to critical testing.  Perhaps the famous experiment
performed during the 1919 eclipse didn’t justify the falsehood of
Newton’s theory, but didn’t it justify the preference for Einstein’s



theory over Newton’s?

Newton's was refuted. Not 'less preferred'.

More precisely, Newton's theory was already highly problematic before the 
experiment, because there was no good explanation for how it could be 
compatible with Maxwell's electrodynamics and with special relativity. Einstein's 
theory of gravity (general relativity) was already unproblematic in those ways 
before the experiment, which was why Einstein, and everyone who understood 
the theory, already expected the experiment to go as it did. The experiment was a 
promising way to try to discover flaws in it, because it tested this expectation 
against previous expectations. Had the outcome been consistent with Newton's 
theory, there would have been no good explanation known at all. Physicists would 
have started to form new conjectures to try to find one, along the general lines of:

Modify Newton's theory in a different way.

Modify Einstein's theory.

Modify some piece of background knowledge in physics -- say, assumptions 
about space and time, or about starlight.

Modify the theory that the experiment tested what it was believed to test.

Or some combination of the above.

Note that exactly the same would have happened if the outcome had violated 
*both* predictions. Einstein's theory had predicted that the sun would deflect light 
by twice as much as Newton's theory predicted. If the result had instead been a 
deflection of *four* times as much, and physicists had done the above, and 
succeeded, and the resulting theory had been a new theory of gravity that then 
became uncontroversial background knowledge, inductivists would today be 
retrospectively interpreting the new theory as having been induced from the 
observation '4'. How could it be otherwise? After all, any way of obtaining a theory 
that isn't deduction is induction, by definition, right?

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 19, 2012 at 12:02 PM

On Feb 19, 2012, at 4:59 AM, Steve Push wrote:

On Feb 17, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 17, 2012, at 10:20 AM, Steve Push wrote:

On Feb 17, 1:51 am, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 9:07 PM, Steve Push wrote:

On Feb 16, 2:01 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 16, 2012, at 9:07 AM, Steve Push wrote:

On Feb 15, 1:05 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 15, 2012, at 5:45 AM, Steve Push wrote:

You are applying a double standard.  One the one hand, you ask me 
to
provide a general outline of induction, without specifics.  Then you
criticize the outline because it lacks specifics.

I'm asking for one type of specifics (the rules of how induction works, 
or whatever else if it isn't rules) and not another type of specifics (stuff 
about biology). I want the philosophical specifics rather than the 
specifics of history.

On the other hand,
when to describe C&R, you use vague statements such as “rule out a
bunch of bad ideas by argument, and come up with some good
explanations.”

If you want to understand C&R in more detail, start another thread and 
ask questions. It has more detail than that. Both it and induction, to be 
any good, should have more detail than that. Right?



You've read some Popper and some Deutsch so you're aware of some 
detail and specifics of C&R. So if you do start another thread, please 
be a bit more specific about where you think there are gaps or vague 
spots, or even where there aren't and we can help fill in the blanks.

I wouldn’t be able to do C&R if all I had were your instructions.  How
do I know which ideas are bad?

Criticism.

How do I know which explanations are good?

Start by considering which are hard to vary.

Our discussions along these lines have a pattern.  You ask for
instructions about how to do induction.  If the instructions don’t
include some implicit steps, such as how we decide what the population
is, you declare that induction is impossible.  If the instructions do
include such detail, you declare that it is really unreflective C&R.

For you to incorporate what I’m calling induction into C&R, I think
you would have to dilute the definition of C&R.  It would have to be
any type of reasoning in which people make use of prior knowledge.
But I believe C&R is more specific.  It involves the development of
explanatory theories that can be refuted or corroborated in critical
tests.

You mean empirical tests? That would limit C&R to only work for 
empirical science, which is wrong. It works with any type of criticism. It's 
general purpose.

I realize that Popper recognizes various kinds of criticism, in
addition to observation.  But even in a non-scientific context,
wouldn’t there have to be some kind of critical test?  If not, I think
you would have the C without the R.

We normally use the word "test" to refer to empirical tests (only), where you 
test contradictory predictions of ideas which make predictions. I don't see 



that the word "testing" describes philosophical criticism very well.

I have data.  Three of 600 brand X bags failed and none of more than
600 brand Y bags failed.  In deciding to go with brand Y, I have no
explanatory theory to guide me.

Of course you do. You understand some things about how these bags 
are produced. E.g. they are made in factories. Companies rarely change 
factories. So if you buy more of brand X it will (probably) be from the 
same factory as the ones you already tried. Ditto for brand Y.

Factories are pretty consistent in things like the materials they use and 
thickness of the plastic for the bag and the specs for the product. As well 
as the failure rate they find acceptable -- they've already tested the 
product and wouldn't be mass producing it to be sold at retail stores if 
they weren't already satisfied.

The quality of products from particular factories, and the error rates, don't 
change terribly often. (Why? Well you have explanatory understanding of 
how businesses function, how inefficient big factories can be, how hard it 
can be to retool production lines or retrain workers, how hard it can be for 
a big bureaucratic mess to change direction, and so on. Even really great 
factories -- which, at a wild guess given my explanatory understanding of 
my society -- wouldn't be making this particular product when such 
expertise is more needed for making more difficult stuff like technology 
products which pay better and attract top talent. Or hey, maybe I'm wrong 
about this, but I do have some (tentative) ideas about it, and if you think 
I'm wrong that only demonstrates that you, too, have ideas about it.)

Anyway you have many ideas guiding your understanding of these 
issues.

Without this kind of context, background knowledge, and explanatory 
understanding (without every detail), you'd have literally no idea what 
kind of patterns to expect the bags to follow, or what kinds of distributions 
of bag qualities to expect.

WIthout background explanations, you wouldn't even know whether the 3 
defective bags were placed there *for you personally* or ended up there 



by an impersonal process that didn't care about you. Perhaps they were 
put there by leprechauns rather than people, as long as we're forgetting 
we have background knowledge and applicable understanding of the 
world.

I agree that I have such background theories.  But those theories did
not predict the observations I described, and thus the observations
cannot be a test of the prior theories.

The goal here isn't to test your background knowledge. To do that, you'd 
have to come up with a *rival idea* to some idea in background knowledge. 
Testing requires *two or more contradictory ideas which make empirical 
predictions* and then you test them by finding something they predict 
differently and trying it and thus refuting some.

The goal isn't to criticize one's background knowledge either. That's a 
worthy endeavor, but not what we were discussing.

The goal is to solve human problems like understanding which bags to buy 
next time. For that purpose, these ideas which did not predict exactly what 
would happen in advance are quite useful.

I have to make an “inductive leap.”

No, this "inductive leap" consists of thinking about your background 
knowledge and explanations, apparently unconsciously.

My background theories do not come into play until after I have made
my induction.

What part is "the induction"?

I think it's supposed to be the part where you assume/infer the reliability of 
the batches of bags of each brand you've tried so far is indicative of the 
future reliability of bags of each brand. But that relies heavily on background 
theories about, e.g., manufacturing and what a company is (the thing behind 
the brand). Without such background theories one has literally no idea 
which of the infinitely many possible patterns the bags fit into.



Without background theories, one doesn't even know that dividing up bags 
by brand makes any sense, or what brands are. You wouldn't know, without 
background theories, that having the same brand marker next month means 
being (likely) made by the same people, processes, factories, designs, etc... 
Without the background knowledge like that, there is no reason to think the 
next batch of bags will be similar to the last in regards to not just reliability 
but also: color, size, purpose, shape, price, materials, non-poisonousness, 
being inanimate, etc Logically, any or all of those attributes could vary next 
time and that would be logically consistent with your prior data.

I see how my background theories about bags, brands, manufacturing,
etc. contributed to my original idea that the bags would be the more
or less the same and also to my new idea that they are different.  But
none of those theories caused the switch from the first idea to the
second.  The only factor that changed was the repeated observations of
failure by brand X bags.  So despite the importance of background
theories, I don’t see why you consider my decision to be a C&R
process.  Do you consider the brand X failure rate in the sample of
600 bags to be a refutation of my expectation of no difference?

Updating one's problem situation, and conclusions, as new ideas *and data* 
are added, is not induction and is allowed in C&R (important to C&R, even). 
C&R does not consist of ignoring new data.

One gets this new data and perhaps it contradicts (taking into account some 
background knowledge) the tentative explanation he had before that all brands 
in this field are about equal (or at least all brands reputable enough that your 
store would switch to them).

So he needs a new idea (to help guide his purchasing decisions). He guesses 
that this new brand sucks consistently. Or that it was a bad batch and will be 
fine next time. Both are possible given the data and it's a matter of one's 
background ideas which he chooses and why.

He may come up with all sorts of other new ideas too, but most of them can be 
refuted by criticism, both philosophical criticism (e.g. some are self-
contradictory or vague) and empirical criticism (some contradict the data we do 
have).



In my opinion, my choice was, using Hacking’s terminology, “risky
decision-making using ideas of probability and utility.”  The utility
is the value I place on bags that don’t rip.  In this case, the
utility is constant.  The probability is the 0.05% vs. 0.00% failure
rates.  Without further research into possible differences in bag
composition and manufacturing practices, I don’t see how we can
distinguish between those two failure rates by criticism and
refutation.  With my current knowledge, the only way to distinguish
between the two brands of bags is by considering my repeated
observations.  And without further research, I see no way to make the
decision without an inductive leap, because brand X might have had
only one bad batch of bags or I might have merely had a string of good
luck with the brand Y bags.

Note that further observations are only meaningful depending on your ideas.

If you have the idea of the "bad batch" then you could buy more bags, find they 
break, and be no more worried the brand sucks than you were before this 
second set of data.

What sorts of further observations are relevant depends on your ideas. It's not 
just a matter of "gather more data, all we have to go on is data". The data is 
only meaningful in light of ideas about what it means.

Choose between "bad batch" or "bad consistently" is not an inductive leap. 
What does "inductive leap" mean here? Assume the more universal thing 
("bad consistently") is true? That'd be very silly. In this particular case it's not a 
bad guess but in the more general case that's a poor technique.

The thing to do is to criticize the ideas "bad batch" and "bad consistently". And 
your ideas about your purchasing decisions. So you might think the "bad 
batch" guess, as it relates to the decision of purchasing more of those bags, is 
too risky given your desire to avoid bad bags and your lack of knowledge 
about which possibility is true. There, problem solved by a criticism of the "bad 
batch" theory in context of your problem situation.

We agree that both “bad batch” and “bad consistently” are possible
given the data available.  (There are also other possibilities we
haven’t discussed.)  And we agree that my values (i.e., my desire to
avoid bad bags) influence the decision.



But you haven’t explained why, given my current knowledge, three
ripped bags – or one, or ten – is grounds for assuming that the bags
will be different in the future.  You’ve given it a name: “updating
one’s problem situation.”  And you’ve suggested some avenues of
additional research that might in the future explain why we should
expect different (or the same) performance from the two brands.  But
you haven’t explained why I should have that expectation now.

Given the quite limited data in the example, I don't think there are "grounds" for 
such an *expectation*. The expectation should be: you don't really know what the 
future will hold.

As to the problem of guessing at the future, we came up with *two* main 
possibilities which we didn't have any criticism of. We should therefore be 
basically indifferent between them pending further progress (or perhaps differing 
judgments of the state of the argument, differing background knowledge, etc, 
which might, for example, cynically say lots of companies suck.)

While it would be possible to resolve that problem, it's not necessary.

The human problem in question is what to buy next time. For that, due to the risks 
involved, the solution is to adopt a conservative strategy. Such a conservative 
strategy, avoiding this risk, does not depend on having grounds for assuming the 
risk would have happened.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Insults
Date: February 19, 2012 at 12:35 PM

On Feb 15, 2012, at 7:36 PM, Rami Rustom wrote:

According to wikipedia:

An insult (also called a slur, scoff, slight or putdown) is
an expression, statement (or sometimes behavior) which
is _considered degrading and offensive_. Insults (sometimes
called "cracks" "remarks" or one-liners)[1] may be intentional
or accidental. An example of the latter is a well-intended
simple explanation, which in fact is superfluous, but is given
due to underestimating the intelligence or knowledge of the other.

I'm confused about the underlined part. What is *considered
offensive*? Who is the person or group doing the consideration?

The group is usually mainstream society. Insults are a type of deviance from the 
social rules of the game, as established by the people in social power (is that the 
masses or the elite? see The Fountainhead for an answer.)

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: Subjective Experiences (was: [BoI] Re: Weighing Evidence (was: 
Animal Pain))
Date: February 19, 2012 at 1:48 PM

On Feb 1, 2012, at 11:21 PM, Steve Push wrote:

On Jan 21, 8:05 am, Rami Rustom <ramir...@gmail.com> wrote:

Btw, I you're mistaken on this point. None of us have said that
non-human animals don't experience pain.

But we have said that only humans experience distress or any other
subjective experience.

Subjective experiences are a result of ideas. Our ideas are what cause
humans to experience things differently, i.e. subjectively.

But non-human animals do not have ideas in their minds and thus they
can not experience anything subjectively.

Consider this thought experiment. All children and dogs have a natural
inclination for their parent's [master's] physical affection. So lets
say that a person has a child and a dog and that the person has a bad
temper [the reasons why he has a temper don't matter for this
experiment]. So the child and the dog occasionally come to him for
physical affection. The person is sometimes busy and that causes him
to yell at the child and dog. Immediately after doing it, the person
feels bad and regrets doing it but its too late. The child and dog
already received the reaction. What happens to the child and dog? Lets
say this happens many many times over the course of 10 years.

What does the child think? What does that thinking cause in the
child's behavior?

What does the dog think? What does that thinking cause in the dog's 
behavior?



I wouldn't venture to guess.  I would ask a child what he or she
thinks.  Since the dog cannot tell us about its inner life, we would
have to use indirect evidence, such as behavioral and physiological
changes.

And we'd have to combine that indirect evidence with our explanatory ideas about 
its causes and reasons, e.g. about the mechanisms in the dog which control its 
behaviors.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Why are you a muslim?
Date: February 20, 2012 at 12:53 AM

On islam-watch.org, a muslim sort of criticized an author of an article:

It proves to me as a Muslim he [Mohamed] did his job right. 14
centuries on he is still able to get that reaction from the enemies of
Islam. To me that's a beautiful thing. To the Muslims he will always
be a source of comfort. Get your head around that If you can!!!!

I wrote:

I'm trying to do just that. But I'm having trouble.

Why do you think that Mohamed's job was to piss off nonmuslims? I
thought his job was to get nonmuslims to convert to Islam. They won't
convert if they are pissed at him. And you're saying that muslims will
be comforted by the idea that nonmuslims hate Mohamed. Why? Won't that
prevent conversions to Islam? Why would they want that? I thought
muslims want Islam to grow.

He wrote:

No it was not the job of the prophet to piss anyone off! His message
did though didn't it????? It rocked the very foundation of their
existance [the Arabs of 7th century]! Of course some people converted
and some didn't! It's all good. The plane of hijaz [area of Mecca] was
turned to absolute monotheism! Of course it's good to see that the
prophets message is still making an impact on people! Islam is growing
irrespective! Before you say it's birth rate not conversion!
Irrespective!

I wrote:

First you wrote "I'm glad you viscerally hate the prophet because as
an enemy of Islam you should. It proves to me as a Muslim he did his



job right." Then you wrote "No it was not the job of the prophet to
piss anyone off!"

I'm only noting how you changed your mind. You noticed your error and
you corrected it. So clearly you are open-minded to this idea.

So why do you believe that Allah exists? Why are you a muslim?

He wrote:

There is no mind changing there! The prophet delivered his message!
That pissed the pagans off because it rocked the core of their
existance! Its great to see that the message is stll having the same
impact. The prophets job was plain deliverance. So no the statements
are not contradictory! Feel free to make a valid point!!!

I wrote:

I'm confused. Are you saying that people who hate Islam *should* hate
Mohamed. And that you are happy about this? I don't yet understand
this idea.

Does anyone understand this?

He wrote:

I dunno, what do you think I mean smart guy???? This is gonna be
fun!!! Away you go young sigmond!!!

BTW, I explained to another poster why I'm on the site and I was trying
to persuade him to come to BoI and the other lists. I mentioned a list of
topics that we've been discussing, which is a big list. So now this
guy thinks [rightfully] that I'm trying to persuade him to unlearn the
Islam meme-complex. And he started calling me sigmond but I go by
"Fineliving56's son" because my mom goes by "Fineliving56".



I've been asking him questions like 'Why do you
believe that Allah exists? and 'Why are you a muslim?' but I've gotten
zero responses about that.

So I figured I'd start making guesses with the hope that he would
agree or disagree with my guesses.

I wrote:

I'll figure it out soon, assuming you choose to continue discussion.
In the meantime, I'd like to bring up the question of 'why you believe
in Allah'.

You haven't answered me. That tells me that you've never asked
yourself the question.

So I imagine you were born to a family of muslims who taught you
Islam. Did your parents tell you that you would burn in hell if you
question Allah?

But he hasn't answered me.

How do I get him to answer?

BTW, when I was a muslim, I did not run away from this question. I
asked it and answered it many times.

I realize that I could bring up the *what problem does it solve* but I
think its best to get their answer to the more open-ended question
*why do you believe that Allah exists*. My reasoning is that he doesn't
think in terms of problems and solutions. BTW, I plan to bring out the
*what problem does it solve* after refuting his answer to my question.
Good plan? What would you do?

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Why are you a muslim?
Date: February 20, 2012 at 1:45 AM

On Sun, Feb 19, 2012 at 11:53 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

BTW, I explained to another poster why I'm on the site and I was trying
to persuade him to come to BoI and the other lists. I mentioned a list of
topics that we've been discussing, which is a big list. So now this
guy thinks [rightfully] that I'm trying to persuade him to unlearn the
Islam meme-complex. And he started calling me sigmond but I go by
"Fineliving56's son" because my mom goes by "Fineliving56".

I've been asking him questions like 'Why do you
believe that Allah exists? and 'Why are you a muslim?' but I've gotten
zero responses about that.

So I figured I'd start making guesses with the hope that he would
agree or disagree with my guesses.

I wrote:

I'll figure it out soon, assuming you choose to continue discussion.
In the meantime, I'd like to bring up the question of 'why you believe
in Allah'.

You haven't answered me. That tells me that you've never asked
yourself the question.

So I imagine you were born to a family of muslims who taught you
Islam. Did your parents tell you that you would burn in hell if you
question Allah?

But he hasn't answered me.

How do I get him to answer?



BTW, when I was a muslim, I did not run away from this question. I
asked it and answered it many times.

I realize that I could bring up the *what problem does it solve* but I
think its best to get their answer to the more open-ended question
*why do you believe that Allah exists*. My reasoning is that he doesn't
think in terms of problems and solutions. BTW, I plan to bring out the
*what problem does it solve* after refuting his answer to my question.
Good plan? What would you do?

-- Rami

BTW, the muslim's name is M&P and actually there is another guy with
the exact same views named rzq.

So there was another discussion about Islam and its position on slaves:

An exmuslim wrote:

Yes Yibel listen. 1400 years ago it was ok to have slaves in general.

M&P wrote:

There is one very small difference. SLAVES HAD "RIGHTS" IN ISLAM. Do
some research into how slaves OUTSIDE of Islam were treated liar.

An exmuslim wrote:

Very lamy my moronic pumpkin. Allah supposes to guide and all you're
saying is, well slavery was a common thing so Allah didn't abolish it
and favoured some of his warriors with sex slaves. That's my point my
moronic friend, your Allah is nothing but the conscious of a 7th
century (arabic) bedouin. [snip]

I wrote [in reply to M&P]:



Why would we need to do research? Are you saying that slaves under
Islam had better rights as compared to slaves under other religions of
the 7th century? Lets take the example of having the right to choose
one's own sex partner. Slaves under Islam did not have that right.
Their masters had the right to rape them. This is Machmoed's point.

Why do you think that he needs to research how slaves outside Islam
were treated? Were they raped in a *worse* way outside Islam?

M&P wrote:

This right [choose your own sex partner] did not exist 1400 years ago
- period. Let's take for example the rape of slaves who were captured
whilst pregnant shall we. Islam gave them rights - it was not
permissible for a man to touch a pregnant woman. Just one example btw.

I wrote:

So you're saying that slaves under Islam had it better than slaves
outside Islam. Ok. Why does that matter?

You think Islam is perfect, right? So why does Islam condone an
immoral act? Its because they thought is was moral. Thats not perfect.
Its not even close. Its very bad.

Don't you think it would have been better for the Quran to outlaw
slavery? Then today Saudi's wouldn't rape their servants.

He didn't reply about this. But later there was another discussion
where I brought this back up.

He wrote:

The Quran is complete.



I wrote:

So what does *Quran is complete* mean? And what would the phrase *the
Quran is incomplete* mean?

M&P wrote:

It means it is complete.

I wrote:

So I think you mean that Muslims need no additional moral guidelines
besides the Quran [and Hadith as further clarification of the Quran]?

So what about slavery? Don't you think that Islam's guidelines of the
morality of slavery is wrong? And that Muslims need additional moral
guidelines which would guide them to steer away from committing the
immoral act of keeping slaves [Saudi servants] and raping them?

If you agree, then you should also agree that the Quran is not
complete. If not, then please explain your position.

If you disagree, then please explain how Islam *does* provide the
proper moral guidelines against slavery.

Suggestions? Comments?

-- Rami

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Why are you a muslim?
Date: February 20, 2012 at 3:35 AM

On 20 Feb 2012, at 06:45, Rami Rustom wrote:

On Sun, Feb 19, 2012 at 11:53 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

BTW, I explained to another poster why I'm on the site and I was trying
to persuade him to come to BoI and the other lists. I mentioned a list of
topics that we've been discussing, which is a big list. So now this
guy thinks [rightfully] that I'm trying to persuade him to unlearn the
Islam meme-complex. And he started calling me sigmond but I go by
"Fineliving56's son" because my mom goes by "Fineliving56".

I've been asking him questions like 'Why do you
believe that Allah exists? and 'Why are you a muslim?' but I've gotten
zero responses about that.

So I figured I'd start making guesses with the hope that he would
agree or disagree with my guesses.

I wrote:

I'll figure it out soon, assuming you choose to continue discussion.
In the meantime, I'd like to bring up the question of 'why you believe
in Allah'.

You haven't answered me. That tells me that you've never asked
yourself the question.

So I imagine you were born to a family of muslims who taught you
Islam. Did your parents tell you that you would burn in hell if you
question Allah?

But he hasn't answered me.



How do I get him to answer?

BTW, when I was a muslim, I did not run away from this question. I
asked it and answered it many times.

I realize that I could bring up the *what problem does it solve* but I
think its best to get their answer to the more open-ended question
*why do you believe that Allah exists*. My reasoning is that he doesn't
think in terms of problems and solutions. BTW, I plan to bring out the
*what problem does it solve* after refuting his answer to my question.
Good plan? What would you do?

-- Rami

BTW, the muslim's name is M&P and actually there is another guy with
the exact same views named rzq.

So there was another discussion about Islam and its position on slaves:

An exmuslim wrote:

Yes Yibel listen. 1400 years ago it was ok to have slaves in general.

M&P wrote:

There is one very small difference. SLAVES HAD "RIGHTS" IN ISLAM. Do
some research into how slaves OUTSIDE of Islam were treated liar.

An exmuslim wrote:

Very lamy my moronic pumpkin. Allah supposes to guide and all you're
saying is, well slavery was a common thing so Allah didn't abolish it
and favoured some of his warriors with sex slaves. That's my point my
moronic friend, your Allah is nothing but the conscious of a 7th
century (arabic) bedouin. [snip]



I wrote [in reply to M&P]:

Why would we need to do research? Are you saying that slaves under
Islam had better rights as compared to slaves under other religions of
the 7th century? Lets take the example of having the right to choose
one's own sex partner. Slaves under Islam did not have that right.
Their masters had the right to rape them. This is Machmoed's point.

Why do you think that he needs to research how slaves outside Islam
were treated? Were they raped in a *worse* way outside Islam?

M&P wrote:

This right [choose your own sex partner] did not exist 1400 years ago
- period. Let's take for example the rape of slaves who were captured
whilst pregnant shall we. Islam gave them rights - it was not
permissible for a man to touch a pregnant woman. Just one example btw.

I wrote:

So you're saying that slaves under Islam had it better than slaves
outside Islam. Ok. Why does that matter?

You think Islam is perfect, right? So why does Islam condone an
immoral act? Its because they thought is was moral. Thats not perfect.
Its not even close. Its very bad.

Don't you think it would have been better for the Quran to outlaw
slavery? Then today Saudi's wouldn't rape their servants.

He didn't reply about this. But later there was another discussion
where I brought this back up.

He wrote:

The Quran is complete.



I wrote:

So what does *Quran is complete* mean? And what would the phrase *the
Quran is incomplete* mean?

M&P wrote:

It means it is complete.

I wrote:

So I think you mean that Muslims need no additional moral guidelines
besides the Quran [and Hadith as further clarification of the Quran]?

So what about slavery? Don't you think that Islam's guidelines of the
morality of slavery is wrong? And that Muslims need additional moral
guidelines which would guide them to steer away from committing the
immoral act of keeping slaves [Saudi servants] and raping them?

If you agree, then you should also agree that the Quran is not
complete. If not, then please explain your position.

If you disagree, then please explain how Islam *does* provide the
proper moral guidelines against slavery.

Suggestions? Comments?

If the Quran is complete, then it presumably contains information about how to 
convert all of the non-Muslims in the world as fast as possible consistent with the 
laws of physics. So how come we're not all Muslims? Why didn't we all instantly 
become Muslims by Mohammed reprogramming our brains with nanotechnology?

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: C&R and Deductive Science
Date: February 20, 2012 at 8:14 AM

On Feb 19, 9:10 am, David Deutsch <david.deut...@qubit.org> wrote:
On 19 Feb 2012, at 1:20pm, Steve Push wrote:

On Feb 17, 11:19 am, David Deutsch <david.deut...@qubit.org> wrote:

It's essential to his explanation of how scientific knowledge is created that the 
deduction of predictions from theories is 'valid' in the sense that it is

-- Not nonsense; and

-- Actually possible to do (and for others to check that one has done), rather 
than just vaguely claim one has done.

But it is not 'valid' as a

-- Means of creating new scientific theories (except of course that such 
theories must not contain logical contradictions); nor

-- As a way of justifying any scientific idea as true or probable.

Or false: As for the 'deductive validity of refutation', that is only important in 
contrast to the deductive invalidity of confirmation. The 'deductive validity of 
refutation' is not a means of justifying the falsehood of a theory, because the 
refutation is never by the observation alone, but only by the observation in 
the light of background knowledge, which consists of many other theories 
and assumptions, some of which were are not (yet) explicitly aware of at any 
given time. Hence the only thing that *logically* follows from the refuting 
observation is that 'something is wrong with some of our ideas, somewhere' -- 
which is always true and therefore has no relevant content. Which idea or 
ideas are false, remains a matter not for deduction but for conjecture in the 
light of what explanations are available.

What I find most attractive about C&R is the focus on the process of
deducing expected outcomes from explanatory theories in order to
subject them to critical testing.  Perhaps the famous experiment



performed during the 1919 eclipse didn’t justify the falsehood of
Newton’s theory, but didn’t it justify the preference for Einstein’s
theory over Newton’s?

Newton's was refuted. Not 'less preferred'.

More precisely, Newton's theory was already highly problematic before the 
experiment, because there was no good explanation for how it could be 
compatible with Maxwell's electrodynamics and with special relativity. Einstein's 
theory of gravity (general relativity) was already unproblematic in those ways 
before the experiment, which was why Einstein, and everyone who understood 
the theory, already expected the experiment to go as it did. The experiment was 
a promising way to try to discover flaws in it, because it tested this expectation 
against previous expectations. Had the outcome been consistent with Newton's 
theory, there would have been no good explanation known at all. Physicists 
would have started to form new conjectures to try to find one, along the general 
lines of:

Modify Newton's theory in a different way.

Modify Einstein's theory.

Modify some piece of background knowledge in physics -- say, assumptions 
about space and time, or about starlight.

Modify the theory that the experiment tested what it was believed to test.

Or some combination of the above.

Note that exactly the same would have happened if the outcome had violated 
*both* predictions. Einstein's theory had predicted that the sun would deflect 
light by twice as much as Newton's theory predicted. If the result had instead 
been a deflection of *four* times as much, and physicists had done the above, 
and succeeded, and the resulting theory had been a new theory of gravity that 
then became uncontroversial background knowledge, inductivists would today 
be retrospectively interpreting the new theory as having been induced from the 
observation '4'. How could it be otherwise? After all, any way of obtaining a 
theory that isn't deduction is induction, by definition, right?

I don’t think we can conclude that a theory is obtained by induction



based solely on the elimination of deduction as an option.  And I
doubt that physicists could have induced a new theory of gravitation.
But in the absence of a theory, might not they have induced that the
deflection measured by Eddington conforms to a law that might have
become part of the background knowledge leading to a new theory?

-- Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Why are you a muslim?
Date: February 20, 2012 at 8:31 AM

On Mon, Feb 20, 2012 at 2:35 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 20 Feb 2012, at 06:45, Rami Rustom wrote:
On Sun, Feb 19, 2012 at 11:53 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

BTW, I explained to another poster why I'm on the site and I was trying
to persuade him to come to BoI and the other lists. I mentioned a list of
topics that we've been discussing, which is a big list. So now this
guy thinks [rightfully] that I'm trying to persuade him to unlearn the
Islam meme-complex. And he started calling me sigmond but I go by
"Fineliving56's son" because my mom goes by "Fineliving56".

I've been asking him questions like 'Why do you
believe that Allah exists? and 'Why are you a muslim?' but I've gotten
zero responses about that.

So I figured I'd start making guesses with the hope that he would
agree or disagree with my guesses.

I wrote:

I'll figure it out soon, assuming you choose to continue discussion.
In the meantime, I'd like to bring up the question of 'why you believe
in Allah'.

You haven't answered me. That tells me that you've never asked
yourself the question.

So I imagine you were born to a family of muslims who taught you
Islam. Did your parents tell you that you would burn in hell if you
question Allah?

But he hasn't answered me.



How do I get him to answer?

BTW, when I was a muslim, I did not run away from this question. I
asked it and answered it many times.

I realize that I could bring up the *what problem does it solve* but I
think its best to get their answer to the more open-ended question
*why do you believe that Allah exists*. My reasoning is that he doesn't
think in terms of problems and solutions. BTW, I plan to bring out the
*what problem does it solve* after refuting his answer to my question.
Good plan? What would you do?

-- Rami

BTW, the muslim's name is M&P and actually there is another guy with
the exact same views named rzq.

So there was another discussion about Islam and its position on slaves:

An exmuslim wrote:

Yes Yibel listen. 1400 years ago it was ok to have slaves in general.

M&P wrote:

There is one very small difference. SLAVES HAD "RIGHTS" IN ISLAM. Do
some research into how slaves OUTSIDE of Islam were treated liar.

An exmuslim wrote:

Very lamy my moronic pumpkin. Allah supposes to guide and all you're
saying is, well slavery was a common thing so Allah didn't abolish it
and favoured some of his warriors with sex slaves. That's my point my
moronic friend, your Allah is nothing but the conscious of a 7th
century (arabic) bedouin. [snip]



I wrote [in reply to M&P]:

Why would we need to do research? Are you saying that slaves under
Islam had better rights as compared to slaves under other religions of
the 7th century? Lets take the example of having the right to choose
one's own sex partner. Slaves under Islam did not have that right.
Their masters had the right to rape them. This is Machmoed's point.

Why do you think that he needs to research how slaves outside Islam
were treated? Were they raped in a *worse* way outside Islam?

M&P wrote:

This right [choose your own sex partner] did not exist 1400 years ago
- period. Let's take for example the rape of slaves who were captured
whilst pregnant shall we. Islam gave them rights - it was not
permissible for a man to touch a pregnant woman. Just one example btw.

I wrote:

So you're saying that slaves under Islam had it better than slaves
outside Islam. Ok. Why does that matter?

You think Islam is perfect, right? So why does Islam condone an
immoral act? Its because they thought is was moral. Thats not perfect.
Its not even close. Its very bad.

Don't you think it would have been better for the Quran to outlaw
slavery? Then today Saudi's wouldn't rape their servants.

He didn't reply about this. But later there was another discussion
where I brought this back up.

He wrote:



The Quran is complete.

I wrote:

So what does *Quran is complete* mean? And what would the phrase *the
Quran is incomplete* mean?

M&P wrote:

It means it is complete.

I wrote:

So I think you mean that Muslims need no additional moral guidelines
besides the Quran [and Hadith as further clarification of the Quran]?

So what about slavery? Don't you think that Islam's guidelines of the
morality of slavery is wrong? And that Muslims need additional moral
guidelines which would guide them to steer away from committing the
immoral act of keeping slaves [Saudi servants] and raping them?

If you agree, then you should also agree that the Quran is not
complete. If not, then please explain your position.

If you disagree, then please explain how Islam *does* provide the
proper moral guidelines against slavery.

Suggestions? Comments?

If the Quran is complete, then it presumably contains information about how to 
convert all of the non-Muslims in the world as fast as possible consistent with 
the laws of physics. So how come we're not all Muslims? Why didn't we all 
instantly become Muslims by Mohammed reprogramming our brains with 
nanotechnology?

lol.. a muslim would say that *it doesn't work that way*. This life is



a test that Allah administers that determines whether each individual
will go to heaven or hell.

So you might ask, what about the people who never get the test? Take
for example the people who never were introduced to Islam. Do they
pass or fail? I'm not sure what they would say but I guess they would
say they get a free pass.

And what is the test exactly? Whether or not someone acts morally? And
what is moral? Part of morality for a muslim is submission to and fear
of Allah. I remember saying to my then wife: "But I don't fear him. I
can't make myself fear something. So what does that mean? Am I bad?"
Of course it was not a genuine question as I didn't believe that I was
bad. I was questioning her understanding of Islam. So basically I had
created my own version of Islam. She had no answer of course.

What about the people who are not mentally capable of being tested?
Take for example young children or the mentally retarded. Muslims
would say they get a free pass.

These things will come up eventually on the site. Suggestions?

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: C&R and Deductive Science
Date: February 20, 2012 at 9:23 AM

On 20 Feb 2012, at 1:14pm, Steve Push wrote:

On Feb 19, 9:10 am, David Deutsch <david.deut...@qubit.org> wrote:

[In your view], any way of obtaining a theory that isn't deduction is induction, by 
definition, right?

I don’t think we can conclude that a theory is obtained by induction
based solely on the elimination of deduction as an option.  And I
doubt that physicists could have induced a new theory of gravitation.
But in the absence of a theory, might not they have induced that the
deflection measured by Eddington conforms to a law

A law of physics is an explanation. In the absence of a theory there would have 
been an absence of any good explanation or law.

They could have *guessed* that there was a new law to be found. They could 
have (and some did) guess this before, during and after the actual experimental 
results, and they could (and would have) guessed it before, during and after 
those hypothetical results too.

They could also have guessed (and many did in fact guess) that there was 
something wrong with the experiment. In fact, if I recall correctly, the consensus 
until recently seems to have been that Eddington's experiment *did not* actually 
obtain any results: its apparent results were experimental errors that conformed 
to the theory by luck or unconscious selection effects. But more recently, that 
explanation has been overturned by further analysis and argument.

that might have
become part of the background knowledge leading to a new theory?

In your view, whenever a theory was obtained in a way that wasn't deduction, it 
*might* have been induction?

-- David Deutsch



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 20, 2012 at 3:28 PM

On Feb 19, 12:02 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 19, 2012, at 4:59 AM, Steve Push wrote:

We agree that both “bad batch” and “bad consistently” are possible
given the data available.  (There are also other possibilities we
haven’t discussed.)  And we agree that my values (i.e., my desire to
avoid bad bags) influence the decision.

But you haven’t explained why, given my current knowledge, three
ripped bags – or one, or ten – is grounds for assuming that the bags
will be different in the future.  You’ve given it a name: “updating
one’s problem situation.”  And you’ve suggested some avenues of
additional research that might in the future explain why we should
expect different (or the same) performance from the two brands.  But
you haven’t explained why I should have that expectation now.

Given the quite limited data in the example, I don't think there are "grounds" for 
such an *expectation*. The expectation should be: you don't really know what 
the future will hold.

As to the problem of guessing at the future, we came up with *two* main 
possibilities which we didn't have any criticism of. We should therefore be 
basically indifferent between them pending further progress (or perhaps differing 
judgments of the state of the argument, differing background knowledge, etc, 
which might, for example, cynically say lots of companies suck.)

While it would be possible to resolve that problem, it's not necessary.

The human problem in question is what to buy next time. For that, due to the 
risks involved, the solution is to adopt a conservative strategy. Such a 
conservative strategy, avoiding this risk, does not depend on having grounds for 
assuming the risk would have happened.

The grounds for my decision seem sufficient to me.  I’m not a
statistician, but I suspect that 600 observations for each brand are
enough to draw a reasonable conclusion.



Even if my observations are not statistically reliable, that problem
could be resolved by making more observations.  Such problems are
solved every day without the aid of explanatory theories.

I think we both agree that, in an ideal world, the best way to answer
the question is to develop a theory that explains why some bags rip
and some don’t.  But I have neither the time nor the money to conduct
such research – so I’ll settle for “induction” (or whatever you want
to call conclusions based on observations in the absence of relevant
explanatory theories).  The manufacturer of brand X, however, might do
well to undertake such research.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ayn Rand on America vs Europe
Date: February 20, 2012 at 3:40 PM

Ayn Rand, _Philosophy: Who Needs It_

There are practical consequences of these two different attitudes.

An American economist told me the following story. He was sent to England by 
an American industrial concern, to investigate its European branch: in spite of 
the latest equipment and techniques, the productivity of the branch in England 
kept lagging far behind that of the parent-factory in the U.S. He found the cause: 
a rigidly circumscribed mentality, a kind of psychological caste system, on all the 
echelons of British labor and management. As he explained it: in America, if a 
machine breaks down, a worker volunteers to fix it, and usually does; in 
England, work stops and people wait for the appropriate department to summon 
the appropriate engineer. It is not a matter of laziness, but of a profoundly 
ingrained feeling that one must keep one’s place, do one’s prescribed duty, and 
never venture beyond it. It does not occur to the British worker that he is free to 
assume responsibility for anything beyond the limits of his particular job. 
Initiative is an “instinctive” (i.e., automatized) American characteristic; in an 
American consciousness, it occupies the place which, in a European one, is 
occupied by obedience.

As to the differences in the social atmosphere, here is an example. An elderly 
European woman, a research biochemist from Switzerland, on a visit to New 
York, told me that she wanted to buy some things at the five-and-ten. Since she 
could barely speak English, I offered to go with her; she hesitated, looking 
astonished and disturbed, then asked: “But wouldn’t that embarrass you?” I 
couldn’t understand what she meant: “Embarrass—how?” “Well,” she explained, 
“you are a famous person, and what if somebody sees you in the five-and-ten?” 
I laughed. She explained to me that in Switzerland, by unwritten law, there are 
different stores for different classes of people, and that she, as a professional, 
has to shop in certain stores, even though her salary is modest, that better 
goods at lower prices are available in the workingmen’s stores, but she would 
lose social status if she were seen shopping there. Can you conceive of living in 
an atmosphere of that kind? (We did go to the five-and-ten.)

Wow. Ugh.



-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 20, 2012 at 3:45 PM

On Feb 20, 2012, at 12:28 PM, Steve Push wrote:

On Feb 19, 12:02 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 19, 2012, at 4:59 AM, Steve Push wrote:

We agree that both “bad batch” and “bad consistently” are possible
given the data available.  (There are also other possibilities we
haven’t discussed.)  And we agree that my values (i.e., my desire to
avoid bad bags) influence the decision.

But you haven’t explained why, given my current knowledge, three
ripped bags – or one, or ten – is grounds for assuming that the bags
will be different in the future.  You’ve given it a name: “updating
one’s problem situation.”  And you’ve suggested some avenues of
additional research that might in the future explain why we should
expect different (or the same) performance from the two brands.  But
you haven’t explained why I should have that expectation now.

Given the quite limited data in the example, I don't think there are "grounds" for 
such an *expectation*. The expectation should be: you don't really know what 
the future will hold.

As to the problem of guessing at the future, we came up with *two* main 
possibilities which we didn't have any criticism of. We should therefore be 
basically indifferent between them pending further progress (or perhaps 
differing judgments of the state of the argument, differing background 
knowledge, etc, which might, for example, cynically say lots of companies 
suck.)

While it would be possible to resolve that problem, it's not necessary.

The human problem in question is what to buy next time. For that, due to the 
risks involved, the solution is to adopt a conservative strategy. Such a 
conservative strategy, avoiding this risk, does not depend on having grounds 



for assuming the risk would have happened.

The grounds for my decision seem sufficient to me.  I’m not a
statistician, but I suspect that 600 observations for each brand are
enough to draw a reasonable conclusion.

Whether that's enough data, or not, depends entirely on:

1) what problem you are trying to solve

2) your background knowledge and other explanations relating to the topic (which 
deals with, for example, the possibility that all your observations were in 
February, but observations in March will be different, as is the case with weather 
and some other things) as well as your understaading of statistics.

Even if my observations are not statistically reliable, that problem
could be resolved by making more observations.  Such problems are
solved every day without the aid of explanatory theories.

More data wouldn't help a lack of explanatory theories. It wouldn't address (1) or 
(2) above.

I think we both agree that, in an ideal world, the best way to answer
the question is to develop a theory that explains why some bags rip
and some don’t.

You're missing the point.

I didn't say anything about that.

An explanation doesn't have to be an explanation *of that*.

There are many sorts of explanations covering many issues. We always have 
some explanations but not all explanations.

We can certainly make a decision without an explanation of why that brand of bag 
rips, using only other explanations like the ones I've brought up.



I don't see that having an explanation about the details of the bag designs is 
ideal. It depends entirely on what problem one wants to solve. If he wants to 
make a purchasing decision it's overkill and too much work to bother with, not 
ideal. (If it's *free* in time, attention, etc, and infallible, then OK having it is always 
better than not having it. But life doesn't work that way.)

 But I have neither the time nor the money to conduct
such research – so I’ll settle for “induction” (or whatever you want
to call conclusions based on observations in the absence of relevant
explanatory theories).  The manufacturer of brand X, however, might do
well to undertake such research.

But I've talked repeatedly about many different explanatory theories involved -- 
about how manufacturing works, for example, and about when and how statistical 
theories apply to what sorts of things. Your response seems to be to forget them 
by focussing purely on a couple explanations we don't have..?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: C&R and Deductive Science
Date: February 20, 2012 at 5:14 PM

On Feb 20, 9:23 am, David Deutsch <david.deut...@qubit.org> wrote:
On 20 Feb 2012, at 1:14pm, Steve Push wrote:

On Feb 19, 9:10 am, David Deutsch <david.deut...@qubit.org> wrote:
[In your view], any way of obtaining a theory that isn't deduction is induction, 
by definition, right?

I don’t think we can conclude that a theory is obtained by induction
based solely on the elimination of deduction as an option.  And I
doubt that physicists could have induced a new theory of gravitation.
But in the absence of a theory, might not they have induced that the
deflection measured by Eddington conforms to a law

A law of physics is an explanation. In the absence of a theory there would have 
been an absence of any good explanation or law.

They could have *guessed* that there was a new law to be found. They could 
have (and some did) guess this before, during and after the actual experimental 
results, and they could (and would have) guessed it before, during and after 
those hypothetical results too.

They could also have guessed (and many did in fact guess) that there was 
something wrong with the experiment. In fact, if I recall correctly, the consensus 
until recently seems to have been that Eddington's experiment *did not* actually 
obtain any results: its apparent results were experimental errors that conformed 
to the theory by luck or unconscious selection effects. But more recently, that 
explanation has been overturned by further analysis and argument.

that might have
become part of the background knowledge leading to a new theory?

In your view, whenever a theory was obtained in a way that wasn't deduction, it 
*might* have been induction?

No.



In my view, theories explain why certain phenomena exist.  And
theories can be used to deduce expected observations.  If the outcome
of an observation differs from the expectation (assuming the
observations was not a result of error, bias, or fraud), then there
must be something wrong with the theory, which constitutes the
premises of the argument.

But I believe that sometimes observations are used to predict
unobserved phenomena in the absence of a theory.  (*Not* in the
absence of background knowledge; just in the absence of a theory that
explains why the observations must be as they are.)  In that case
(assuming the observations are not a result of error, bias, or fraud),
the failure of a prediction only requires us to discard the
prediction; the failure does not refute the premises, which are facts.

I believe this second kind of reasoning fits the definition of
induction.  But I suppose you could also call it conjecture, because
it is a kind of educated guess.  Induction seems like a more precise
term, however, because there are other kinds of conjectures that don’t
fit this definition.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Apple (was: Profit)
Date: February 20, 2012 at 6:08 PM

On Feb 3, 2012, at 8:09 AM, Jason wrote:

On Feb 2, 10:58 am, Elliot Temple <c...@curi.us> wrote:
http://techcrunch.com/2012/02/01/is-this-nuts/

This is relevant to BoI because creating wealth is crucial to human progress, 
and gaining more control over the multiverse.

What is the best approach or do we need both? How can each approach be 
done better?

-- Elliot Templehttp://fallibleideas.com/

We need both because different people benefit from each model.

Someone with a high degree of knowledge and interest in technology
usually benefits from the low margin distribution model. They're smart
enough to know what they want to do, how to do it, how to resolve
their own problems, etc. They need relatively less "help" - either
designed into the products (as Apple does) or in after-the-sale
service - than people with less knowledge and interest. Such "help"
can even be considered a detriment (negative value) to them. It is
common for technically savvy people to have never owned an Apple
product nor have any intention to, because Apple's "walled garden"
approach is repulsive to tinkerers, and their prices are much higher
than such people are willing to pay when they can get an "unlocked"
product for less.

This is completely false.

Mac is far and away the leader for technically minded communities like:

- hacker news
- ruby on rails programmers worldwide

http://techcrunch.com/2012/02/01/is-this-nuts/
http://fallibleideas.com/


I took a random, leading edge technology (redis) and typed into google "redis 
hackers mac windows"

And found http://redis.io/download

The Redis project does not directly support win32/win64, however we look at 
interest to projects trying to make a win32/win64 port that is separated from the 
main project.

Feel free to repeat similar experiments with other leading stuff. Like Node.js:

http://howtonode.org/how-to-install-nodejs

(Notice the order of the install instructions, and that the windows support consists 
of installing cygwin which is sort of like linux support for windows).

I can't tell you what the average, mediocre programmer working at Bank of 
America uses, because I'm not familiar with that community (which has less web 
presence), but the leaders in the field prefer Mac. It's not "common" for such 
people to avoid Apple.

The reason is that Apple makes the best hardware and offers the best OS. This is 
the standard opinion of the best programmers in the world.

Go to silicon valley, go visit the hot tech startups, look around at the cafes, and 
you can *see* it. Mac is extremely popular among the technical elite.

Macs save massive amounts of time. Professionals value their time and are 
willing to pay for higher quality stuff.

Mac also does great with other creative professionals like video editors where 
quality is a bigger concern than price.

Where Macs lose sales are:

http://redis.io/download
http://howtonode.org/how-to-install-nodejs


- people who don't know anything about computers, and go by recommendations 
of Best Buy staff, or whatever, rather than their own informed judgment

- when purchasing decisions are entrenched at big businesses

- people who don't care about computers much and want to spend less money. 
Macs are competitive on price with equivalent PCs but the minimum mac is a lot 
higher than the minimum PC (there is no $200 Mac).

- worries about compatibility and other advantages for the large incumbent like 
people already being used to windows and knowing how to use it

Macs, of course, are not a walled garden. The complaints above conflate Mac 
and iOS issues (price makes more sense as a Mac complaint, walled garden as 
an iOS complaint, but these two complaints can't just be arbitrarily combined and 
pointed at Apple in general.)

As for iOS, Apple's stuff, long story short, does not cost more. No one is beating 
the iPad or iPod touch on price with comparable specs -- all competitors are 
*losing* on price or dramatically cutting specs and quality, or just giving up 
without even trying (what plausible competition does the iPod Touch even have?). 
Apple has the best priced products on the market here.

Why? One major reason is that Apple has, hands down, the best supply chain in 
the business for high end/quality devices (I don't know how it compares with 
nokia making non-smart phones).

For iPhone, it's not the cheapest phone around but when you look at comparable 
specs it compares fine and most of the price is the monthly bill with the phone 
company so small differences in phone hardware prices aren't very important. It 
has the same supply chain advantages.

Apple also provides many other benefits which raise the value of their products 
and are often ignored in these comparisons. To take one example, Android 
phones in general *never ever get significant software updates* even as Android 
itself is updated. Apple, on the other hand, has top notch software update support 



for older iOS devices.

Apple's core strengths have mostly been ignored or overlooked in this discussion 
so far. For example, Apple got *one home button* approach to iPhone right. 
Android did 4 buttons which was wrong. Apple designs stuff better, and has better 
judgment, and this saves time and headache for its customers. Google could 
have copied Apple on this but they weren't even smart enough to do that and now 
Android users are paying the price: a messy transition, even more fragmentation 
(making it harder to develop software for android and/or making the software 
work less well -- a serious issue for Android customers who want good software 
support), and lots of badly designed UI to put up with (e.g. with issues with the 
back button and it being unclear or confusing where it will take one).

Or consider the "walled garden" idea. This is put forward as a complaint. Why 
does apple do it despite complaints? Because it's, in many ways, better. The 
iPhone started with, and still has, a completely open way to do apps: web apps 
(which it has top tier support for downloading to be icons on the phone just like 
other apps and then running offline). Why did they create the walled garden to 
supplement the open approach they initially favored? Because customers wanted 
it. And why does the walled garden option now gain more attention than the open 
option? Because it has proven considerably more popular. If people wanted open 
apps, well, apple made those available, first. But people wanted those less, so 
here we are. The "walled garden" is simply a good thing, which customers *and 
developers* love, and it's e.g. the reason that malware is a much bigger issue on 
android than on iOS.

Another example of Apple's control is it told the carriers: no you can't touch the 
phones. You will not put any special software on them or modify iOS. This is a big 
win for users, be they novices or experts. Google/Android got this wrong and is 
now taking some late steps to partially fix it.

Apple stood up for *its customers* (the users of its products), against phone 
carriers just like it did with music companies (where it took the side of its 
customers in regards to issues like DRM and variable pricing). Who, savvy or not, 
wouldn't want to be a customer of a company that treats you right and has the 
power and influence to change the world for your benefit?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] C&R and Deductive Science
Date: February 20, 2012 at 6:16 PM

On Feb 20, 2012, at 2:14 PM, Steve Push wrote:

On Feb 20, 9:23 am, David Deutsch <david.deut...@qubit.org> wrote:
On 20 Feb 2012, at 1:14pm, Steve Push wrote:

On Feb 19, 9:10 am, David Deutsch <david.deut...@qubit.org> wrote:
[In your view], any way of obtaining a theory that isn't deduction is induction, 
by definition, right?

I don’t think we can conclude that a theory is obtained by induction
based solely on the elimination of deduction as an option.  And I
doubt that physicists could have induced a new theory of gravitation.
But in the absence of a theory, might not they have induced that the
deflection measured by Eddington conforms to a law

A law of physics is an explanation. In the absence of a theory there would have 
been an absence of any good explanation or law.

They could have *guessed* that there was a new law to be found. They could 
have (and some did) guess this before, during and after the actual 
experimental results, and they could (and would have) guessed it before, 
during and after those hypothetical results too.

They could also have guessed (and many did in fact guess) that there was 
something wrong with the experiment. In fact, if I recall correctly, the 
consensus until recently seems to have been that Eddington's experiment *did 
not* actually obtain any results: its apparent results were experimental errors 
that conformed to the theory by luck or unconscious selection effects. But more 
recently, that explanation has been overturned by further analysis and 
argument.

that might have
become part of the background knowledge leading to a new theory?



In your view, whenever a theory was obtained in a way that wasn't deduction, it 
*might* have been induction?

No.

In my view, theories explain why certain phenomena exist.  And
theories can be used to deduce expected observations.  If the outcome
of an observation differs from the expectation (assuming the
observations was not a result of error, bias, or fraud), then there
must be something wrong with the theory, which constitutes the
premises of the argument.

But I believe that sometimes observations are used to predict
unobserved phenomena in the absence of a theory.  (*Not* in the
absence of background knowledge; just in the absence of a theory that
explains why the observations must be as they are.)

So, it's not the absence of a theory. It's the presence of many relevant and 
necessary theories, and their critical application. Why do you want to describe 
that as "the absence of a theory"?

I believe this second kind of reasoning fits the definition of induction.

But we've been over this. Induction is about "inducing" ideas from data (with no 
answer to the question of which ideas to induce from the logically compatible set). 
Induction is not interpreting data according to one's existing ideas, finding some 
problem, conjecturing solutions according to one's existing explanatory 
knowledge, and then criticizing the conjectures until one is satisfied with a 
solution. What's going on here is straight out of Popper but is not accurately 
described in any inductivist book.

Could you cite any inductivist book which isn't substantially wrong or 
vague/incomplete? You've already conceded enough points that your view is 
incompatible with the philosophy of induction yet you still defend it.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Justin Mallone <justinceo@gmail.com>
Subject: Mises, Human Action, Chapter 1
Date: February 20, 2012 at 7:22 PM

This quote is an interesting criticism of trying to explain human action in a 
dehumanizing way (as mechanical and not as being based on ideas):

The question we have to deal with is whether it is possible to grasp human 
action intellectually if one refuses to comprehend it as meaningful and 
purposeful behavior aiming at the attainment of definite ends. Behaviorism and 
positivism want to apply the methods of the empirical natural sciences to the 
reality of human action. They interpret it as a response to stimuli. But these 
stimuli themselves are not open to description by the methods of the natural 
sciences. Every attempt to describe them must refer to the meaning which 
acting men attach to them. We may call the offering of a commodity for sale a 
"stimulus." But what is essential in such an offer and distinguishes it from other 
offers cannot be described without entering into the meaning which the acting 
parties attribute to the situation. No dialectical artifice can spirit away the fact 
that man is driven by the aim to attain certain ends. It is this purposeful 
behavior--viz., action--that is the subject matter of our science. We cannot 
approach our subject if we disregard the meaning which acting man attaches to 
the situation, i.e., the given state of affairs, and to his own behavior with regard 
to this situation.

-JM



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Why are you a muslim?
Date: February 20, 2012 at 9:31 PM

On Mon, Feb 20, 2012 at 12:45 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Feb 19, 2012 at 11:53 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

BTW, I explained to another poster why I'm on the site and I was trying
to persuade him to come to BoI and the other lists. I mentioned a list of
topics that we've been discussing, which is a big list. So now this
guy thinks [rightfully] that I'm trying to persuade him to unlearn the
Islam meme-complex. And he started calling me sigmond but I go by
"Fineliving56's son" because my mom goes by "Fineliving56".

I've been asking him questions like 'Why do you
believe that Allah exists? and 'Why are you a muslim?' but I've gotten
zero responses about that.

So I figured I'd start making guesses with the hope that he would
agree or disagree with my guesses.

I wrote:

I'll figure it out soon, assuming you choose to continue discussion.
In the meantime, I'd like to bring up the question of 'why you believe
in Allah'.

You haven't answered me. That tells me that you've never asked
yourself the question.

So I imagine you were born to a family of muslims who taught you
Islam. Did your parents tell you that you would burn in hell if you
question Allah?

But he hasn't answered me.



How do I get him to answer?

I got an answer.

M&P wrote:

Would you ask your Mum: "Are you REALLY my mum?"
Would you ask your Dad: "Are you REALLY my Dad?"

Only those in doubt ask themselves the questions you have put to me.

I have ABSOLUTELY no doubt, not even an Atom's worth of doubt
about Islam and my beliefs...........so your questions are useless and only
serve a purpose to those who are referred to as "wobblers". And even
the wobblers, providing they keep an open and unbiased mind about
Islam, end up even stronger in their faith.

I pray to Allah (the exalted) that I NEVER have to ask myself the useless
questions.....Insha-Allah.

How do you know what is a useless question until you've contemplated it?

I think its important to contemplate every question that enters one's
mind and to deem it important or not important only after sufficient
contemplation. And I have a very specific method for applying this
philosophy.

When the mind is contemplating a question, it is because of an
interest in the problem that the question addresses. As long as there
is interest in the problem, one should continue to contemplate it.
When and only when the interest subsides, should the question no
longer be contemplated. And there is only one way that the problem can
become uninteresting, and that is when it is solved, i.e. the answer
to the question is found.

So as long as one is interested in a problem, questions about it are useful.

As for the questions you proposed, they could be very interesting to
somebody who has information that leads him to believe that his



parents are not his biological parents. Lets consider a hypothetical
situation whereby a kid finds a secret picture of him with two other
people and a question pops in his head, "Why don't I have any pictures
of me as a baby with my parents? Are those two people in this secret
picture my real biological parents?"

In this hypothetical, the kid will should not stop contemplating the
question he has asked himself until the problem is no longer
interesting, i.e. he has found a sufficient solution that causes the
interest to subside.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Why are you a muslim?
Date: February 20, 2012 at 10:12 PM

On Mon, Feb 20, 2012 at 8:31 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Mon, Feb 20, 2012 at 12:45 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Feb 19, 2012 at 11:53 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

BTW, I explained to another poster why I'm on the site and I was trying
to persuade him to come to BoI and the other lists. I mentioned a list of
topics that we've been discussing, which is a big list. So now this
guy thinks [rightfully] that I'm trying to persuade him to unlearn the
Islam meme-complex. And he started calling me sigmond but I go by
"Fineliving56's son" because my mom goes by "Fineliving56".

I've been asking him questions like 'Why do you
believe that Allah exists? and 'Why are you a muslim?' but I've gotten
zero responses about that.

So I figured I'd start making guesses with the hope that he would
agree or disagree with my guesses.

I wrote:

I'll figure it out soon, assuming you choose to continue discussion.
In the meantime, I'd like to bring up the question of 'why you believe
in Allah'.

You haven't answered me. That tells me that you've never asked
yourself the question.

So I imagine you were born to a family of muslims who taught you
Islam. Did your parents tell you that you would burn in hell if you
question Allah?

But he hasn't answered me.



How do I get him to answer?

I got an answer.

M&P wrote:

Would you ask your Mum: "Are you REALLY my mum?"
Would you ask your Dad: "Are you REALLY my Dad?"

Only those in doubt ask themselves the questions you have put to me.

I have ABSOLUTELY no doubt, not even an Atom's worth of doubt
about Islam and my beliefs...........so your questions are useless and only
serve a purpose to those who are referred to as "wobblers". And even
the wobblers, providing they keep an open and unbiased mind about
Islam, end up even stronger in their faith.

I pray to Allah (the exalted) that I NEVER have to ask myself the useless
questions.....Insha-Allah.

How do you know what is a useless question until you've contemplated it?

I think its important to contemplate every question that enters one's
mind and to deem it important or not important only after sufficient
contemplation. And I have a very specific method for applying this
philosophy.

When the mind is contemplating a question, it is because of an
interest in the problem that the question addresses. As long as there
is interest in the problem, one should continue to contemplate it.
When and only when the interest subsides, should the question no
longer be contemplated. And there is only one way that the problem can
become uninteresting, and that is when it is solved, i.e. the answer
to the question is found.

So as long as one is interested in a problem, questions about it are useful.

As for the questions you proposed, they could be very interesting to



somebody who has information that leads him to believe that his
parents are not his biological parents. Lets consider a hypothetical
situation whereby a kid finds a secret picture of him with two other
people and a question pops in his head, "Why don't I have any pictures
of me as a baby with my parents? Are those two people in this secret
picture my real biological parents?"

In this hypothetical, the kid will should not stop contemplating the
question he has asked himself until the problem is no longer
interesting, i.e. he has found a sufficient solution that causes the
interest to subside.

And then his friend chimed in.

rzq wrote:

Let me tell you about the ONLY thing that is definite in your life. Forget
moms, dads kids, houses, cars, jobs! You are alive now and after a very
short period of time you will die. That is the only real certainty in your life.
You had better have contemplated for yourself about. 1. how did I get here.
2. What is my function here. 3. What happens when I leave here.

I wrote:

These are the reasons that you believe in Allah. So you believe that Allah
created you, and that Allah gave you a purpose [which is your function],
and that you will go to heaven or hell based on how your perform your function.

Lets start with the first one. Why do you believe that you were created by a god
rather than by evolution? Or do you believe in evolution and that god created
the universe?

Good start? Should I have said more?

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Muslims and Responsibility
Date: February 20, 2012 at 10:26 PM

On islam-watch.org, a muslim criticizes an author of an article.

rzq wrote:

As for the argument that Muslims find themselves on the shit heap
right now is because of Islam is false. It's not because of, but
because of a lack of it. Throughout the 14 centuries we have had high
highs and low lows. We are now going through a low. So as an enemy of
Islam it is prime time for you to attack. But rest assured we Muslims
know exactly why we are in the state we are in and who put us there. I
assure you that the Islamic giant is beginning to awake from its
slumber! It will not be long now before we havec those high highs
again! The cycle is turning! In a couple of years you will see!"

I wrote:

You've mentioned the situation that Islamic societies find them selves
in today. And you mentioned the cause too.

First you said, "It's not because of, but because of a lack of
[Islam]." Correct me if I'm wrong, but I think this means that you're
saying that muslims are not as religious as they used to be. So you're
putting the responsibility squares only yourselves.

Second you said, "But rest assured we Muslims know exactly why we are
in the state we are in and who put us there." Correct me if I'm wrong,
but I think this means that you're saying that muslims are in the
situations their in because of an outside force. I'm guessing you mean
the West is that force. So you're shifting the responsibility onto
someone else.

So which is it? Is it your fault? Or their fault? Or are you saying
that its both?



He wrote:

Yes I am saying its the Muslims fault for the state we find ourself!
However we are fully aware of the external forces that accelerated the
breakdown. Both points do not have to be mutually exclusive.

Then another poster chimed in [don't remember what was said], and...

rzq wrote:

I agree that the Muslim majority countries are messed up! Islam is rising
from the west not east!

I wrote:

You bring up an important point. I share this view that Muslims raised in the
West are better [on average] than Muslims raised in the East. Why do you
think this is the case?

Its because of the good traditions of the West. Namely classical liberalism.
It is a tradition that allows people to thrive. And its only 400 years old. And
this tradition hasn't been adopted by the East yet.

When it finally does get widely adopted in the East, then the East will
become as moral as the West.

Good explanation?

I think I stopped prematurely. What else should I have said that could
invite him to reply?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Apple vs Microsoft
Date: February 21, 2012 at 12:43 AM

http://joshsmithonwpf.wordpress.com/2012/02/19/becoming-an-ios-developer/

Despite my years of investment in becoming a Windows desktop software 
developer, and my four years as a Microsoft MVP, I decided to branch out

This guy is a long windows developer who recently switched to iOS.

IB [interface builder] rocks. It’s so good that I have never once needed to look at 
the XML it generates to serialize UIs. Imagine using Cider or Expression Blend 
and never needing to look at and edit XAML by hand!

That's important!

Apple expects developers to be smarter than Microsoft does. Microsoft works 
hard to ensure that programming technologies are usable by as broad a range 
of people as possible. Their tooling and documentation assume you aren’t quite 
sure what you’re doing. Apple, on the other hand, is not nearly as helpful and 
pandering. I’m not saying either approach is intrinsically better or worse, but as 
a reasonably intelligent developer I prefer not being handled with kid gloves.

Well that sure contradicts some stereotypes.

iOS apps run lightning fast. Not having the overhead of a managed runtime 
environment, a garbage collector, code-access security, etc. really helps keep 
iOS apps fast and easy on the battery.

Apple's efforts at better battery life (and quick launching apps with responsive UI) 
-- very important to end users -- run deep. They affect the hardware and the 
software development, they aren't just tacked on later. That's good design.

The primary design pattern used for structuring UIs is Model-View-Controller 
(MVC), not Model-View-ViewModel (MVVM) like in the WPF and Silverlight 
worlds. As I mentioned above, CocoaTouch has full support for MVC baked in. 
It’s quite nice to have that in the platform, because it’s less code you need to 
write and maintain.

http://joshsmithonwpf.wordpress.com/2012/02/19/becoming-an-ios-developer/


This is no accident. Steve Jobs talked about how Next's tools meant being able to 
do more with less code, and were thus a big win in terms of things like the 
Mythical Man Month, when he came back to Apple (and no doubt before that 
when pitching the tools to Apple). Good philosophy from over a decade ago is 
leading to competitive advantages today.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 21, 2012 at 10:51 AM

On Feb 20, 3:45 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 20, 2012, at 12:28 PM, Steve Push wrote:

On Feb 19, 12:02 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 19, 2012, at 4:59 AM, Steve Push wrote:

We agree that both “bad batch” and “bad consistently” are possible
given the data available.  (There are also other possibilities we
haven’t discussed.)  And we agree that my values (i.e., my desire to
avoid bad bags) influence the decision.

But you haven’t explained why, given my current knowledge, three
ripped bags – or one, or ten – is grounds for assuming that the bags
will be different in the future.  You’ve given it a name: “updating
one’s problem situation.”  And you’ve suggested some avenues of
additional research that might in the future explain why we should
expect different (or the same) performance from the two brands.  But
you haven’t explained why I should have that expectation now.

Given the quite limited data in the example, I don't think there are "grounds" 
for such an *expectation*. The expectation should be: you don't really know 
what the future will hold.

As to the problem of guessing at the future, we came up with *two* main 
possibilities which we didn't have any criticism of. We should therefore be 
basically indifferent between them pending further progress (or perhaps 
differing judgments of the state of the argument, differing background 
knowledge, etc, which might, for example, cynically say lots of companies 
suck.)

While it would be possible to resolve that problem, it's not necessary.

The human problem in question is what to buy next time. For that, due to the 
risks involved, the solution is to adopt a conservative strategy. Such a 
conservative strategy, avoiding this risk, does not depend on having grounds 



for assuming the risk would have happened.

The grounds for my decision seem sufficient to me.  I’m not a
statistician, but I suspect that 600 observations for each brand are
enough to draw a reasonable conclusion.

Whether that's enough data, or not, depends entirely on:

1) what problem you are trying to solve

Will brand X rip more than brand Y?

2) your background knowledge and other explanations relating to the topic 
(which deals with, for example, the possibility that all your observations were in 
February, but observations in March will be different, as is the case with weather 
and some other things) as well as your understaading of statistics.

I just want to answer the above question with the knowledge and data I
already have in hand.  If I switch to brand Y and those bags rip
during the summer, I can address that problem when it arises.

Even if my observations are not statistically reliable, that problem
could be resolved by making more observations.  Such problems are
solved every day without the aid of explanatory theories.

More data wouldn't help a lack of explanatory theories. It wouldn't address (1) or 
(2) above.

More data would tell me, given the data I have so far, the probability
that the observed difference is a result of chance alone.

I think we both agree that, in an ideal world, the best way to answer
the question is to develop a theory that explains why some bags rip
and some don’t.

You're missing the point.

I didn't say anything about that.



An explanation doesn't have to be an explanation *of that*.

There are many sorts of explanations covering many issues. We always have 
some explanations but not all explanations.

We can certainly make a decision without an explanation of why that brand of 
bag rips, using only other explanations like the ones I've brought up.

I don't see that having an explanation about the details of the bag designs is 
ideal. It depends entirely on what problem one wants to solve. If he wants to 
make a purchasing decision it's overkill and too much work to bother with, not 
ideal. (If it's *free* in time, attention, etc, and infallible, then OK having it is 
always better than not having it. But life doesn't work that way.)

That’s what I meant by “in an ideal world.”  It seems we agree that,
in my real-world situation, I must make my decision in the absence of
a *complete* explanatory theory.  I agree that I could conjecture some
untested hypotheses even with the information I have now.

 But I have neither the time nor the money to conduct
such research – so I’ll settle for “induction” (or whatever you want
to call conclusions based on observations in the absence of relevant
explanatory theories).  The manufacturer of brand X, however, might do
well to undertake such research.

But I've talked repeatedly about many different explanatory theories involved -- 
about how manufacturing works, for example, and about when and how 
statistical theories apply to what sorts of things. Your response seems to be to 
forget them by focussing purely on a couple explanations we don't have..?

I don’t have an explanatory theory that will solve my current
problem.  My previous “theory” predicted there would be no difference
between the brands.  I have lots of background knowledge, and I can
form lots of untested hypotheses concerning why the difference exists
-- or perhaps why the apparent difference is statistically
insignificant.  But I don’t have any reason to form such hypotheses,
not to mention criticize and test them, until after I have decided
that there is a difference.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: C&R and Deductive Science
Date: February 21, 2012 at 12:58 PM

On Feb 20, 6:16 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 20, 2012, at 2:14 PM, Steve Push wrote:

On Feb 20, 9:23 am, David Deutsch <david.deut...@qubit.org> wrote:
On 20 Feb 2012, at 1:14pm, Steve Push wrote:

On Feb 19, 9:10 am, David Deutsch <david.deut...@qubit.org> wrote:
[In your view], any way of obtaining a theory that isn't deduction is 
induction, by definition, right?

I don’t think we can conclude that a theory is obtained by induction
based solely on the elimination of deduction as an option.  And I
doubt that physicists could have induced a new theory of gravitation.
But in the absence of a theory, might not they have induced that the
deflection measured by Eddington conforms to a law

A law of physics is an explanation. In the absence of a theory there would 
have been an absence of any good explanation or law.

They could have *guessed* that there was a new law to be found. They could 
have (and some did) guess this before, during and after the actual 
experimental results, and they could (and would have) guessed it before, 
during and after those hypothetical results too.

They could also have guessed (and many did in fact guess) that there was 
something wrong with the experiment. In fact, if I recall correctly, the 
consensus until recently seems to have been that Eddington's experiment 
*did not* actually obtain any results: its apparent results were experimental 
errors that conformed to the theory by luck or unconscious selection effects. 
But more recently, that explanation has been overturned by further analysis 
and argument.

that might have
become part of the background knowledge leading to a new theory?



In your view, whenever a theory was obtained in a way that wasn't deduction, 
it *might* have been induction?

No.

In my view, theories explain why certain phenomena exist.  And
theories can be used to deduce expected observations.  If the outcome
of an observation differs from the expectation (assuming the
observations was not a result of error, bias, or fraud), then there
must be something wrong with the theory, which constitutes the
premises of the argument.

But I believe that sometimes observations are used to predict
unobserved phenomena in the absence of a theory.  (*Not* in the
absence of background knowledge; just in the absence of a theory that
explains why the observations must be as they are.)

So, it's not the absence of a theory. It's the presence of many relevant and 
necessary theories, and their critical application. Why do you want to describe 
that as "the absence of a theory"?

As I said, "in the absence of a theory *that explains why the
observations must be as they are.*"

I believe this second kind of reasoning fits the definition of induction.

But we've been over this. Induction is about "inducing" ideas from data (with no 
answer to the question of which ideas to induce from the logically compatible 
set). Induction is not interpreting data according to one's existing ideas, finding 
some problem, conjecturing solutions according to one's existing explanatory 
knowledge, and then criticizing the conjectures until one is satisfied with a 
solution. What's going on here is straight out of Popper but is not accurately 
described in any inductivist book.

Could you cite any inductivist book which isn't substantially wrong or 
vague/incomplete? You've already conceded enough points that your view is 
incompatible with the philosophy of induction yet you still defend it.

If you think I’m not an inductivist, we may be making progress.  From



the beginning of this discussion I have wondered whether our
differences were semantic.  Perhaps one person’s induction is another
person’s conjecture.

In previous posts, I have cited three recent books by philosophers of
science that define induction and provide examples of its use in
science and everyday life (Okasha, Godfrey-Smith, and Hacking).  My
views are influenced by these authors and appear to be compatible with
their views.  If I’m mistaken about that, perhaps you could show me
how.

You have said that I have broken with inductivists, but you haven’t
cited specific examples, other than saying that Bacon said we should
empty our minds before observing nature.  I’m not familiar enough with
Bacon’s writings to say whether that characterization is correct.  I
thought he was arguing against the blind acceptance of ancient ideas
to the exclusion of observation and experiment.  (If you could give me
a citation, I’d like to investigate further.)  If he did make the
extreme statement you suggest, I would disagree with him.  But I think
the contemporary authors I mentioned above would also disagree.

-- Steve



From: Justin Mallone <justinceo@gmail.com>
Subject: Understanding the Problem Situation is Important
Date: February 21, 2012 at 1:34 PM

On hacker news http://news.ycombinator.com/item?id=3616647

I never really "got" calculus until I read a book that explained the history of how 
Newton made up "infinitesimals", Leibniz made up "derivatives" and someone 
else made up limits. I had no idea how calculus worked until I understood the 
origins... sure I could write differential equations based on some cheat-sheet, 
but that deep-rooted understanding never came along until I walked through 
Newton's shoes. And to be honest, it was simply the dy/dx notation that made 
no sense to me, and none of my teachers could explain it to me, it was always 
"oh, that's the derivative of that axis value" (might as well have said "oh, a 
monad is a monoid in the category of endofunctors").

Popper makes this kinda point in the context of studying philosophy (and how the 
"prima facie" method of studying philosophers without understanding the problem 
situation they faced is a bad method).

-JM

http://news.ycombinator.com/item?id=3616647


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] False Equivalency - Bigotry
Date: February 21, 2012 at 2:17 PM

On islam-watch.org, a muslim criticized an author of an article with this:

M&P wrote:

I love the line about you have nothing against Muslims but detest
Islam. Bigots use that one all the time! As a coloured man in Europe,
If I got a penny every time some bigot said " I ain't got a problem
with darkies but......" then they justify it by saying " alot of my
friends are so and so. Typical behaviour."

I wrote:

You have falsely equated Muslims with darkies. Why is it a false
equivalency? Because muslims can become exmuslims but darkies can not
become exdarkies. A religion can be removed from a person, but a race
can not.

So the reason that the author, and others, say "I have nothing against
muslims but I detest Islam," is that we have nothing against people
but we detest anti-rational memes.

Remember that anti-rational memes can be unlearned. And note that a race
can not be changed.

Note that I had already explained memes and anti-rational memes.

M&P wrote:

Lol! The apple has not fallen far from the tree!!! Yes I'm calling you
an apple and your mother as a tree! Ooops that's false equivalency!!!
[snip]

I wrote:



That is not a false equivalency. It is in fact a true equivalency. My
mother and I are very much the same.

A false equivalence is a logical fallacy which describes a situation
where there is a logical and apparent equivalence, but when in fact
there is none.

A common way for this fallacy to be perpetuated is one shared trait
between two subjects is assumed to show equivalence, especially in
order of magnitude, when equivalence is not necessarily the logical result.

I got the false equivalency explanation from wikipedia.

Good explanations?

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Islam, Morality, Slaves
Date: February 21, 2012 at 2:22 PM

On islam-watch.org a muslim posted his views about Islam and its
position on slaves:

[An exmuslim said] 1400 years ago it was ok to have
slaves in general.

M&P wrote:

There is one very small difference. SLAVES HAD "RIGHTS" IN ISLAM. Do
some research into how slaves OUTSIDE of Islam were treated.

An exmuslim wrote:

Allah supposes to guide and all you're
saying is, well slavery was a common thing so Allah didn't abolish it
and favoured some of his warriors with sex slaves. That's my point my
friend, your Allah is nothing but the conscious of a 7th
century (arabic) bedouin. [snip]

I wrote [in reply to M&P]:

Why would we need to do research? Are you saying that slaves under
Islam had better rights as compared to slaves under other religions of
the 7th century? Lets take the example of having the right to choose
one's own sex partner. Slaves under Islam did not have that right.
Their masters had the right to rape them. This is Machmoed's point.

Why do you think that he needs to research how slaves outside Islam
were treated? Were they raped in a *worse* way outside Islam?

M&P wrote:



This right [choose your own sex partner] did not exist 1400 years ago
- period. Let's take for example the rape of slaves who were captured
whilst pregnant shall we. Islam gave them rights - it was not
permissible for a man to touch a pregnant woman. Just one example btw.

I wrote:

So you're saying that slaves under Islam had it better than slaves
outside Islam. Ok. Why does that matter?

You think Islam is perfect, right? So why does Islam condone an
immoral act? Its because they thought is was moral. Thats not perfect.
Its not even close. Its really bad.

Don't you think it would have been better for the Quran to outlaw
slavery? Then today Saudi's wouldn't rape their servants.

He didn't reply about this. But later there was another discussion
where I brought this back up.

He wrote:

The Quran is complete.

I wrote:

So what does *Quran is complete* mean? And what would the phrase *the
Quran is incomplete* mean?

M&P wrote:

It means it is complete.



I wrote:

So I think you mean that Muslims need no additional moral guidelines
besides the Quran [and Hadith as further clarification of the Quran]?

So what about slavery? Don't you think that Islam's guidelines of the
morality of slavery is wrong? And that Muslims need additional moral
guidelines which would guide them to steer away from committing the
immoral act of keeping slaves [Saudi servants] and raping them?

If you agree, then you should also agree that the Quran is not
complete. If not, then please explain your position.

If you disagree, then please explain how Islam *does* provide the
proper moral guidelines against slavery.

After much back and forth in different threads...

I wrote:

Let Y = your idea that the Quran is complete, i.e. you don't need any
additional moral guidelines.

M&P wrote:

As for Y, I disagree [actually he said some insults but I summarized].
The Holy Qur'an states: Obey Allah (the exalted) AND his Messenger
(peace be upon him). The Messenger (peace be upon him) can only
be obeyed using the Hadith (i.e. Sunnah). Islam offers muslims (when
it comes to marriage), many options which catered for muslims 1400
years ago, in line with the 'norm', and it will cater for muslims for the
next 100 centuries, whatever the norm is. The only condition is that
Shariah is adhered to. For example, love marriage is the thing these
days - Islam caters for love marriage. It is closed minded people that
are obsessed with child marriage.

I wrote:



I'll try to summarize your words and I'll call it A.

Let A be the idea that "Shariah works in relation to the current *norm*".

Let B be the fact that "It is the *norm* that Saudi's today rape their
servants based on the their understanding of the Quran that marrying
9 year olds is permissible. [BTW, he already admitted that the Quran
permitted marriage to 9 year olds.]

So you said A is true [assuming you agree with my summary]. Do you
agree with B?

Thoughts?

How do I explain that the Shariah can't possibly work in relation to
the then current norm?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 21, 2012 at 3:29 PM

On Feb 21, 2012, at 7:51 AM, Steve Push wrote:

On Feb 20, 3:45 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 20, 2012, at 12:28 PM, Steve Push wrote:

On Feb 19, 12:02 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 19, 2012, at 4:59 AM, Steve Push wrote:

We agree that both “bad batch” and “bad consistently” are possible
given the data available.  (There are also other possibilities we
haven’t discussed.)  And we agree that my values (i.e., my desire to
avoid bad bags) influence the decision.

But you haven’t explained why, given my current knowledge, three
ripped bags – or one, or ten – is grounds for assuming that the bags
will be different in the future.  You’ve given it a name: “updating
one’s problem situation.”  And you’ve suggested some avenues of
additional research that might in the future explain why we should
expect different (or the same) performance from the two brands.  But
you haven’t explained why I should have that expectation now.

Given the quite limited data in the example, I don't think there are "grounds" 
for such an *expectation*. The expectation should be: you don't really know 
what the future will hold.

As to the problem of guessing at the future, we came up with *two* main 
possibilities which we didn't have any criticism of. We should therefore be 
basically indifferent between them pending further progress (or perhaps 
differing judgments of the state of the argument, differing background 
knowledge, etc, which might, for example, cynically say lots of companies 
suck.)

While it would be possible to resolve that problem, it's not necessary.



The human problem in question is what to buy next time. For that, due to 
the risks involved, the solution is to adopt a conservative strategy. Such a 
conservative strategy, avoiding this risk, does not depend on having 
grounds for assuming the risk would have happened.

The grounds for my decision seem sufficient to me.  I’m not a
statistician, but I suspect that 600 observations for each brand are
enough to draw a reasonable conclusion.

Whether that's enough data, or not, depends entirely on:

1) what problem you are trying to solve

Will brand X rip more than brand Y?

No, that's not the problem. The problem is which to buy which doesn't necessarily 
depend on knowing which will rip more (which we don't know).

2) your background knowledge and other explanations relating to the topic 
(which deals with, for example, the possibility that all your observations were in 
February, but observations in March will be different, as is the case with 
weather and some other things) as well as your understaading of statistics.

I just want to answer the above question with the knowledge and data I
already have in hand.  If I switch to brand Y and those bags rip
during the summer, I can address that problem when it arises.

This is missing the point. What if the next box will last into summer? What if 
summer is next week?

But my point had nothing to do with summer. Any day of the year could be 
chosen as the day on which things change. It could be tomorrow.

The point is you have to know what kind of category the bags are in: the kind that 
changes performance on particular days of the year, or when particular events 
happen (e.g. sunny days), or which has basically identical year round 
performance?



You have to have background knowledge, to identify that bags don't behave like 
weather, nor according to weather, no matter how limited your wants. (Which, 
btw, is conceivably false. Some plastic might get brittle in snowy places. But we 
can assume in the hypothetical that weather doesn't matter, the point is you have 
to have knowledge to make such judgments, and then whatever comes after that, 
e.g. your purchasing decision, is now dependent on that knowledge and judgment 
you used.)

Even if my observations are not statistically reliable, that problem
could be resolved by making more observations.  Such problems are
solved every day without the aid of explanatory theories.

More data wouldn't help a lack of explanatory theories. It wouldn't address (1) 
or (2) above.

More data would tell me, given the data I have so far, the probability
that the observed difference is a result of chance alone.

No. More data can only tell you that in the context of deciding that a particular 
statistical framework applies. Which you can only decide according to 
explanations, as we've discussed with Gaussians and Bell Curves.

I think we both agree that, in an ideal world, the best way to answer
the question is to develop a theory that explains why some bags rip
and some don’t.

You're missing the point.

I didn't say anything about that.

An explanation doesn't have to be an explanation *of that*.

There are many sorts of explanations covering many issues. We always have 
some explanations but not all explanations.

We can certainly make a decision without an explanation of why that brand of 



bag rips, using only other explanations like the ones I've brought up.

I don't see that having an explanation about the details of the bag designs is 
ideal. It depends entirely on what problem one wants to solve. If he wants to 
make a purchasing decision it's overkill and too much work to bother with, not 
ideal. (If it's *free* in time, attention, etc, and infallible, then OK having it is 
always better than not having it. But life doesn't work that way.)

That’s what I meant by “in an ideal world.”  It seems we agree that,
in my real-world situation, I must make my decision in the absence of
a *complete* explanatory theory.  I agree that I could conjecture some
untested hypotheses even with the information I have now.

I don't consider omniscience the ideal world, or lack of omniscience a deviation 
from ideal. If we were omniscient we could not learn or make progress, and, 
prima facie, life would therefore have no meaning or purpose for anyone. E.g. 
why ever do anything? You already know what doing it would be like, including 
the full consequences and experience.

And it's not just that you could conjecture some stuff with limited information, it's 
that you *already are* acting on many explanations and conjectures you already 
have.

And you *absolutely always do* conjecture some more -- e.g. some "bridge" 
theories which make connections between more general purpose ideas you have 
in memory and the details of the current situation you're thinking about. (These 
may well never make it to conscious attention, and often are pretty trivial/simple.)

I'm a bit confused because you've conceded several times that we always need 
background knowledge (or, more generally, some theories whether in the 
background or not) in order to interpret data or do much of anything. But then 
when I bring this up in particular cases you make objections of various kinds. So 
I've become a bit lost as to what your position is, I don't see how it's consistent. 
Maybe you thought you conceded something else more limited. If so, what?

But I have neither the time nor the money to conduct



such research – so I’ll settle for “induction” (or whatever you want
to call conclusions based on observations in the absence of relevant
explanatory theories).  The manufacturer of brand X, however, might do
well to undertake such research.

But I've talked repeatedly about many different explanatory theories involved -- 
about how manufacturing works, for example, and about when and how 
statistical theories apply to what sorts of things. Your response seems to be to 
forget them by focussing purely on a couple explanations we don't have..?

I don’t have an explanatory theory that will solve my current
problem.

We have:

- many relevant explanatory theories
- relevant data
- a solution to the problem

We don't have any explanatory theories that would solve the problem if we took 
the data out of the picture and talked about two brands of bags we'd never tried 
and had no differentiating information for.

But setting that aside and taking into account the data, we have explanatory 
theories that, while not complete, do solve the problem. I posted the solution -- 
taking a conservative approach to your purchasing decision (based on 
explanations about when and why conservative approaches are appropriate, and 
considering the costs and risks involved) -- and don't recall any criticism.

 My previous “theory” predicted there would be no difference
between the brands.  I have lots of background knowledge, and I can
form lots of untested hypotheses concerning why the difference exists
-- or perhaps why the apparent difference is statistically
insignificant.  But I don’t have any reason to form such hypotheses,
not to mention criticize and test them, until after I have decided
that there is a difference.

How do you decide there is a difference?



By using explanatory theories. There is no other way. And we've been over this.

In order to know if your data implies a difference you must:

- interpret the data according to explanatory theories telling you if, for example, 
those 3 breaks were representative generally or were because you, contrary to 
usual habit, went for 3 walks on Friday the 13s while having the new brand of 
bags.

- think about whether a difference in past bags would imply a difference in future 
bags. this depends on things like how the bags are made. For example, if the 
past bags were hand made by Sue, and yesterday Sue was fired and the top 
expert John was hired instead, you can't expect similar results going forward. But 
if they are made in a factory and the tools and input materials and design remain 
the same, then you can expect similar results going forward.

- think about what statistics apply or not, based on explanations about bags. 
statistics only apply to some kinds of things and not others. e.g. DD posted:

They [Bell Curves] apply when there are random errors in large numbers of 
variables that are *added together* to give a total. That total has an almost 
Gaussian (bell curve) distribution, regardless of the distribution functions of the 
individual errors.

So we've been extensively over the various ways you can't judge anything 
whatsoever about the data without using all sorts of theories (often, being 
background knowledge, these theories are disregarded and not thought about, 
yet they do exist and matter). You've accepted some of these points and not 
objected to others. But your assertions, now -- about the possibility of judging 
whether there is a meaningful difference between bag brands *before* using 
explanatory thinking (which you call forming hypotheses, using background and 
other knowledge, about the bags) -- contradict them.

Maybe you've missed the point: it's impossible to apply your background 
knowledge, or any other knowledge you already had, to the current case of the 
bags, without making guesses about how it applies and subjecting those to 
criticism.

There are no steps, anywhere, ever, that involve thinking but no C&R. Thinking 



can't work, at all, without C&R. C&R is the only way. (Because we need 
background knowledge and explanations and interpretations at all times. And 
figuring out which are any good, and how they apply to what, and so on, requires 
creative thought or in other words C&R.)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] C&R and Deductive Science
Date: February 21, 2012 at 3:29 PM

On Feb 21, 2012, at 9:58 AM, Steve Push wrote:

On Feb 20, 6:16 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 20, 2012, at 2:14 PM, Steve Push wrote:

On Feb 20, 9:23 am, David Deutsch <david.deut...@qubit.org> wrote:
On 20 Feb 2012, at 1:14pm, Steve Push wrote:

On Feb 19, 9:10 am, David Deutsch <david.deut...@qubit.org> wrote:
[In your view], any way of obtaining a theory that isn't deduction is 
induction, by definition, right?

I don’t think we can conclude that a theory is obtained by induction
based solely on the elimination of deduction as an option.  And I
doubt that physicists could have induced a new theory of gravitation.
But in the absence of a theory, might not they have induced that the
deflection measured by Eddington conforms to a law

A law of physics is an explanation. In the absence of a theory there would 
have been an absence of any good explanation or law.

They could have *guessed* that there was a new law to be found. They 
could have (and some did) guess this before, during and after the actual 
experimental results, and they could (and would have) guessed it before, 
during and after those hypothetical results too.

They could also have guessed (and many did in fact guess) that there was 
something wrong with the experiment. In fact, if I recall correctly, the 
consensus until recently seems to have been that Eddington's experiment 
*did not* actually obtain any results: its apparent results were experimental 
errors that conformed to the theory by luck or unconscious selection effects. 
But more recently, that explanation has been overturned by further analysis 
and argument.



that might have
become part of the background knowledge leading to a new theory?

In your view, whenever a theory was obtained in a way that wasn't 
deduction, it *might* have been induction?

No.

In my view, theories explain why certain phenomena exist.  And
theories can be used to deduce expected observations.  If the outcome
of an observation differs from the expectation (assuming the
observations was not a result of error, bias, or fraud), then there
must be something wrong with the theory, which constitutes the
premises of the argument.

But I believe that sometimes observations are used to predict
unobserved phenomena in the absence of a theory.  (*Not* in the
absence of background knowledge; just in the absence of a theory that
explains why the observations must be as they are.)

So, it's not the absence of a theory. It's the presence of many relevant and 
necessary theories, and their critical application. Why do you want to describe 
that as "the absence of a theory"?

As I said, "in the absence of a theory *that explains why the
observations must be as they are.*"

I believe this second kind of reasoning fits the definition of induction.

But we've been over this. Induction is about "inducing" ideas from data (with no 
answer to the question of which ideas to induce from the logically compatible 
set). Induction is not interpreting data according to one's existing ideas, finding 
some problem, conjecturing solutions according to one's existing explanatory 
knowledge, and then criticizing the conjectures until one is satisfied with a 
solution. What's going on here is straight out of Popper but is not accurately 
described in any inductivist book.

Could you cite any inductivist book which isn't substantially wrong or 
vague/incomplete? You've already conceded enough points that your view is 



incompatible with the philosophy of induction yet you still defend it.

If you think I’m not an inductivist, we may be making progress.

I wouldn't go that far. But I think you've accepted some points that contradict 
induction.

 From
the beginning of this discussion I have wondered whether our
differences were semantic.  Perhaps one person’s induction is another
person’s conjecture.

I don't think so.

In previous posts, I have cited three recent books by philosophers of
science that define induction and provide examples of its use in
science and everyday life (Okasha, Godfrey-Smith, and Hacking).  My
views are influenced by these authors and appear to be compatible with
their views.  If I’m mistaken about that, perhaps you could show me
how.

Which is the *best book* which you have read and think contains *no serious 
mistakes* in what it says about induction (judged by your *current* 
understanding)? So that if I point out *one serious mistake* you'll consider your 
position refuted? And if I point out instances of the book having *poor quality 
arguments*, you'll be quite surprised and rethink your judgment of inductivists?

If there is no such book, or if you prefer, then could you give a statement of some 
kind which, if I point out *one serious mistake* you'll consider your position 
refuted? What specifically do *you* think needs further criticism, and what kind of 
criticism would you consider decisive?

You have said that I have broken with inductivists, but you haven’t
cited specific examples, other than saying that Bacon said we should
empty our minds before observing nature.  I’m not familiar enough with
Bacon’s writings to say whether that characterization is correct.  I
thought he was arguing against the blind acceptance of ancient ideas
to the exclusion of observation and experiment.  (If you could give me



a citation, I’d like to investigate further.)

Popper talks about Bacon in Conjectures and Refutations, in the Introduction.

It also talks about Hume, Descartes, and various others.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: C&R and Deductive Science
Date: February 22, 2012 at 8:17 AM

On Feb 21, 3:29 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 21, 2012, at 9:58 AM, Steve Push wrote:

On Feb 20, 6:16 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 20, 2012, at 2:14 PM, Steve Push wrote:

On Feb 20, 9:23 am, David Deutsch <david.deut...@qubit.org> wrote:
On 20 Feb 2012, at 1:14pm, Steve Push wrote:

On Feb 19, 9:10 am, David Deutsch <david.deut...@qubit.org> wrote:
[In your view], any way of obtaining a theory that isn't deduction is 
induction, by definition, right?

I don’t think we can conclude that a theory is obtained by induction
based solely on the elimination of deduction as an option.  And I
doubt that physicists could have induced a new theory of gravitation.
But in the absence of a theory, might not they have induced that the
deflection measured by Eddington conforms to a law

A law of physics is an explanation. In the absence of a theory there would 
have been an absence of any good explanation or law.

They could have *guessed* that there was a new law to be found. They 
could have (and some did) guess this before, during and after the actual 
experimental results, and they could (and would have) guessed it before, 
during and after those hypothetical results too.

They could also have guessed (and many did in fact guess) that there was 
something wrong with the experiment. In fact, if I recall correctly, the 
consensus until recently seems to have been that Eddington's experiment 
*did not* actually obtain any results: its apparent results were experimental 
errors that conformed to the theory by luck or unconscious selection 
effects. But more recently, that explanation has been overturned by further 
analysis and argument.



that might have
become part of the background knowledge leading to a new theory?

In your view, whenever a theory was obtained in a way that wasn't 
deduction, it *might* have been induction?

No.

In my view, theories explain why certain phenomena exist.  And
theories can be used to deduce expected observations.  If the outcome
of an observation differs from the expectation (assuming the
observations was not a result of error, bias, or fraud), then there
must be something wrong with the theory, which constitutes the
premises of the argument.

But I believe that sometimes observations are used to predict
unobserved phenomena in the absence of a theory.  (*Not* in the
absence of background knowledge; just in the absence of a theory that
explains why the observations must be as they are.)

So, it's not the absence of a theory. It's the presence of many relevant and 
necessary theories, and their critical application. Why do you want to 
describe that as "the absence of a theory"?

As I said, "in the absence of a theory *that explains why the
observations must be as they are.*"

I believe this second kind of reasoning fits the definition of induction.

But we've been over this. Induction is about "inducing" ideas from data (with 
no answer to the question of which ideas to induce from the logically 
compatible set). Induction is not interpreting data according to one's existing 
ideas, finding some problem, conjecturing solutions according to one's 
existing explanatory knowledge, and then criticizing the conjectures until one 
is satisfied with a solution. What's going on here is straight out of Popper but 
is not accurately described in any inductivist book.

Could you cite any inductivist book which isn't substantially wrong or 



vague/incomplete? You've already conceded enough points that your view is 
incompatible with the philosophy of induction yet you still defend it.

If you think I’m not an inductivist, we may be making progress.

I wouldn't go that far. But I think you've accepted some points that contradict 
induction.

 From
the beginning of this discussion I have wondered whether our
differences were semantic.  Perhaps one person’s induction is another
person’s conjecture.

I don't think so.

In previous posts, I have cited three recent books by philosophers of
science that define induction and provide examples of its use in
science and everyday life (Okasha, Godfrey-Smith, and Hacking).  My
views are influenced by these authors and appear to be compatible with
their views.  If I’m mistaken about that, perhaps you could show me
how.

Which is the *best book* which you have read and think contains *no serious 
mistakes* in what it says about induction (judged by your *current* 
understanding)? So that if I point out *one serious mistake* you'll consider your 
position refuted? And if I point out instances of the book having *poor quality 
arguments*, you'll be quite surprised and rethink your judgment of inductivists?

If there is no such book, or if you prefer, then could you give a statement of 
some kind which, if I point out *one serious mistake* you'll consider your 
position refuted? What specifically do *you* think needs further criticism, and 
what kind of criticism would you consider decisive?

You have said that I have broken with inductivists, but you haven’t
cited specific examples, other than saying that Bacon said we should
empty our minds before observing nature.  I’m not familiar enough with
Bacon’s writings to say whether that characterization is correct.  I
thought he was arguing against the blind acceptance of ancient ideas
to the exclusion of observation and experiment.  (If you could give me
a citation, I’d like to investigate further.)



Popper talks about Bacon in Conjectures and Refutations, in the Introduction.

It also talks about Hume, Descartes, and various others.

Theory and Reality: An Introduction to the Philosophy of Science by
Peter Godfrey-Smith (University of Chicago Press, 2003), especially
Chapter 3 (Induction and Confirmation) and Chapter 4 (Popper:
Conjecture and Refutation).

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 22, 2012 at 5:21 PM

On Feb 12, 2012, at 12:09 AM, Steve Push wrote:

On Feb 11, 12:18 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 11, 2012, at 6:34 AM, Steve Push wrote:

On Feb 10, 11:34 am, Elliot Temple <c...@curi.us> wrote:
On Feb 10, 2012, at 3:17 AM, Steve Push wrote:

On Feb 9, 11:23 am, Elliot Temple <c...@curi.us> wrote:
On Feb 9, 2012, at 2:44 AM, Steve Push wrote:

On Feb 8, 3:16 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 8, 2012, at 10:57 AM, Steve Push wrote:

[…]

Thank you for correcting my nomenclature.  "Any good" will do.

So you think only empirical/scientific ideas are any good? That is what 
Deutsch calls "empiricism" and criticizes in BoI. It's not an uncommon 
view. It's common among inductivists because induction cannot explain 
how philosophical knowledge is created at all. And it's been advocated by 
the logical positivists, for example.

You misunderstood me.  I didn’t say that.  I have nothing against
philosophy.  But when a philosopher makes a statement of fact, that
statement is subject to criticism by observation or experiment.

But we're discussing epistemology not empirical facts.

But ... what's wrong with philosophy?

Nothing.  But it doesn’t get a free pass to make claims about facts



without those claims being subjected to empirical challenge.

What claims about facts?

To claim that induction is impossible is implicitly to claim that it
has never occurred.  Wouldn’t that claim be wrong if in fact induction
had occurred?

That's the logical consequence of an epistemological theory, not a primary 
claim. To evaluate it one has to analyze the epistemology.

There's absolutely no way to tell if induction occurred, or not, except in light of 
our epistemological theories that allow us to make such judgments. So trying 
to go at this by evidence is not a fruitful approach.

It appears that Popper would have disagreed with your position.  He
said that the question of whether we proceed by induction is “a purely
*factual* question.”

No he didn't. He explicitly states his agreement with me in that very paragraph:

the alleged evidence in favour of this alleged fact is partly non-existent, and 
partly obtained by misinterpreting the facts.

In no way does Popper say or imply that it's possible to tell if induction occurred 
*not* in light of our theories. Nor does he say that approaching the issue by 
evidence first is fruitful or is how he approached it.

Following Hume, he made a sharp distinction
between the “question of validity” and the “factual, psychological,
and historical question.”  (Realism and the Aim of Science, p. 36,
emphasis in original.)

Induction being invalid is a separate issue from it being impossible. It's the 
impossibility, not the invalidity, which answers the factual question. People can 
and do commonly make/use invalid arguments.



On the same page he also said that some scientists “may get their
ideas by observing, or by repeating observations.”  Thus, he said,
rather than holding that scientists “never” use induction, he believed
they “hardly ever” use it.

He says we "hardly ever" use induction where "induction" is redefined to mean 
"we observe stuff and find it helpful to our conjecturing" which is quite different 
than the induction that Hume, Bacon, Popper in general, and most other 
philosophers care about.

I thought Popperians didn’t argue over words.  You may substitute “not
based on sound reasoning” for “not justified” if you like.

The problem isn't the words its the content. Your substitution is just as bad 
because it's still justificationist despite not using the word "justified". It says that 
ideas should be based on "sound reasoning" to be better (more justified). That's 
not how ideas are correctly evaluated: the correct way to evaluate them is *by 
whether one has a criticism or not*.

And it's foundationalist: it assumes ideas are "based on" things. In general they 
aren't.

Allowing in one's existing ideas also ruins the process for the purposes of 
justification. Induction is supposed to, and intended to, provide at least *partial* 
justification if not full. But if its success depends on the quality of the ideas one 
already has, then it's ineffective for creating a justified worldview. One would 
have to get the justification *before starting the use of induction*, or else one 
will be inducing based on unjustified ideas.

I thought that, according to Popper, *all* ideas are unjustified.  We
can only defend our preference for an idea, we cannot say that it is
true.

I was talking about how induction worked and this reply is about how Popperian 
epistemology works. What's the point? They are different.

I have tried to state the relevant facts of the Chargaff case as
clearly as possible.  But I don't see a Popperian explanation.  It



seems to me that the C&R process requires more than simply having
ideas in advance.  There must be particular ideas that lead to
critical tests.  There was no prior idea of Chargaff's rules.

I think you're mixing up acting on clear and specific ideas with having 
ideas at all. We always act on lots of background knowledge, vague 
expectations or hunches, and so on, even when we are semi-aimlessly 
exploring. Our exploration is never totally random, it's always taking 
into account a bunch of ideas we have.

I agree that we always act on a background of ideas.  But as I
understand Popper, the C&R process requires more than a background 
of
ideas; it requires a "bold conjecture" that can be tested by
observation or experiment.

No, C&R is more general than that.

Bold conjectures are, in general, better and more productive. But any 
conjecture will do. ("Bold" is special terminology to mean that it sticks its 
neck out or in other words exposes itself to criticism and refutation a lot 
and clearly.)

But C&R is about how all knowledge is created, not just science, and not 
just bold conjectures. It also applies to, for example, *reinventing* ideas 
(which everyone must do to learn them, e.g. at school this happens 
constantly), which is often not very bold.

Okay, not all conjectures must be bold.  But for C&R to work, I must
have a C, bold or not.  But I arrived on my hypothetical island with
no conjecture -- bold or otherwise -- about the colors of cars on the
island.  You could say that my belief about red cars is a conjecture
that I could criticize and refute by seeing a non-red car on the
island, but that process cannot occur until I have the belief.

You arrived at the island with many ideas:

- car color matters and is worth paying attention to



- particular types of collections of atoms should be grouped together and 
considered single objects called "cars"

- a "car" has a color defined by the paint on some parts of the outside, 
despite the atom-collection being a variety of other colors

I agree with the three statements above but to not believe they are
relevant to the question of whether I induced my conclusion.

- when something is common it may be dominant locally -- e.g. if a bunch of 
cars are red, maybe they all will be (maybe the local cultures likes red, or 
whatever. not the most plausible idea but it's part of the hypothetical)

If I arrive on the island ignorant of the local cultural preferences,
I will not conjecture that red cars will be common until I make the
observations.  *After* I conclude that red cars are common, I can
begin to guess why that would be the case.

- which metals a car is made out of is not interesting unless it significantly 
violates one's inexplicit preconceptions. and repeat this for many things 
besides metal like whether the seats are real or faux leather.

- [a bunch of ideas about what sorts of things are notable or interesting, and 
worth thinking about. various criteria. initially, the red cars met those criteria 
while the local trees, roads, and lemonade did not. so then, in that situation, 
you started conjecturing about the cars but not the other things, using some 
of the ideas above, e.g. that your particular conception of car color is 
important and your unrealistic idea that 3 red cars implies all red]

I agree with the two points above.  They are consistent with Step 0.

There's also the issue of where the idea that all cars are red came from. 
Induction says it comes from the data but that is impossible (because the 
data is compatible with infinitely many patterns or theories and the data has 
no preference for one of those over another -- any way of selecting between 
those is coming from your background ideas and other ideas, not from the 
data. For example, your selection may involve ideas you have about 
occam's razor, or easy to vary explanations, or contrived theories, or just-so 



stories, or ad-hoc theories.).

I agree that *I* have the preference; of course data cannot have
preferences.  I agree that I come to the situation with many theories
and beliefs.  I also agree that others may draw conclusions about red
cars without induction.  For example, someone who believes that the
local culture favors the color red might predict that all (or most)
cars on the island will be red.  But unless one or more of my beliefs
lead to that prediction before I visit the island, my observations
will be essential to the *formulation* of my conjecture, not just to
the testing of it.

One *possible* way it could be created is you could conjecture *thousands* 
of ideas and then reject the ones that are easy to criticize (e.g. "all cars here 
are blue"). Only the ones that survive trivial criticism make it to conscious 
attention, which is why it can seem sometimes that you just thought of the 
answer directly without conjecturing and criticizing.

Whether some other approaches are *possible* won't be terribly relevant to 
our debate as long as:

- they involve ideas, not just raw data

- they can't just generate only good ideas directly, reliably. they generate 
some bad ideas too some some brainstorm (generating multiple ideas) and 
criticism (differentiating good and bad ideas) is needed

- the process/approach is general purpose enough to generate *any type of 
idea*, including criticisms and philosophical ideas (otherwise it won't solve 
the general case problem and we'd still need to add another approach to 
account for life and learning)

As long as they meet some basic criteria like this, they are compatible with a 
conjecture-and-refutation type approach.

So far we have generally depended on introspection in this
discussion.  Now you have put forward the idea that what appears to me
to be induction is actually an unconscious C&R process.  That is a
claim about empirical facts concerning how my brain functions.  Do you



have any evidence to support that claim?

Not really, it's just that it's the only known way that it is possible to create 
knowledge, so when people do create knowledge then it's the only explanation 
we know of. So we should tentatively conclude it is going on.

Why assume that I am creating knowledge?  Could I not be using
induction to arrive at invalid conclusions?

Your mistake here is is to assume that knowledge is justified, true belief (JTB). It 
isn't.

Or in other words: they are knowledge. What else would they be? All remotely 
productive thinking is knowledge creation.

 Perhaps many, even most,
of those conclusions will be useless.  But some might be useful.  Even
a broken clock is right twice a day.

What tests could be done to refute it?

To refute this one would need to *argue*, not test, that either:

1) there is some other way to create knowledge (explain what it is, how it 
works)

Maybe I’m not creating knowledge at all.

It's important to understand what knowledge is in order to comment on 
epistemology.

David explains this in his books. What you need to do next is integrate those 
ideas into your thinking so that you use and apply them, instead of continuing to 
think about knowledge in terms of JTB.

2) that people don't create knowledge (so you'd need to come up with a new 
explanation explaining how quantum mechanics isn't knowledge or wasn't 
created by people, and make the explanation broad enough to address many 



other real life examples. or, actually, all of them)

Maybe people create knowledge using C&R and arrive at invalid
conclusions using induction.

I’m not willing to concede that induction has no epistemic value.

Ideas with epistemic value would be a reasonable definition of knowledge. Yet 
what you're saying is they have epistemic value but aren't knowledge.

Yes, some ideas have reach.  But the growth of knowledge also requires
new ideas.  Over time, *lots* of new ideas.  Does it matter where
those ideas come from, as long as they stand up to criticism?

No.

But what does matter is if we choose ideas from infinite sets, according to 
uncriticized and unstated background knowledge and other ideas (perhaps 
biases), and then we have no idea what we've done and call it "induction", and 
get really confused.

This has multiple problems.

First: we need to think critically including about those unstated, unacknowledged 
assumptions, background theories, etc

Second: the philosophy of induction is full of mistakes and confusions, so thinking 
we do it is a hinderance. It gets in the way of accurate introspection.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Understanding the Multiverse theory
Date: February 22, 2012 at 5:54 PM

On Feb 8, 2012, at 3:44 PM, Rami Rustom wrote:

I'm almost through the Multiverse chapter of BoI.

What I've learned is that each universe is a history. But because I'm
not fungible, I can only experience one of these histories.

No.

It doesn't even make sense to say whether you are fungible.

It's ambiguous about what "you" is referred to.

ANd fungibility is when multiple things are identical in every respect. So to talk 
about it you have to talk about multiple things to compare.

Is a paperclip fungible? Not with an elephant. Approximately with another 
paperclip. And yes with another instance of the same paperclip in the multiverse.

And the same for you. Replace "paperclip" with "Rami" in the above paragraph.

It seems as though the Multiverse theory is a way to work out the probabilities of 
things.

No, it talks about *what happens* not probability.

And what happens involves proportions: e.g. 60% do X and 40% do Y.

So probability is relevant but the multiverse is not about probability it's about the 
physical world and how it works.

If we take a coin and flip it 4 times, we can calculate the
probability that we'll get:

(A)  4 heads, 0 tails =   6.25%



(B)  3 heads, 1 tails = 25.00%
(C)  2 heads, 2 tails = 37.50%
(D)  1 heads, 3 tails = 25.00%
(E)  0 heads, 4 tails =   6.25%

So the Multiverse theory explains that:

6.25% of the histories got A
25% of the histories got B
37.5% of the histories got C
25% of the histories got D
6.25% of the histories got E

Is that right?

It's kind of backwards. The histories happen according to the laws of physics and 
the probability is a consequence, not the other way around.

So it seems that the Multiverse theory is another qualitative way to
explain probability of things happening in the future.

But then there is the phenomenon exhibited by the Mach-Zehnder
Interferometer. BoI says:

Then, the fact that the intermediate histories X and Y both contribute to the 
deterministic final outcome X makes it inescapable that both are happening at 
the intermediate time. (p. 286)

I think this is what BoI says is the [only?] evidence of the
Multiverse, i.e. that more than one history is occurring at the same
time. Each history is a universe. So more than one history occurring
at the same time is evidence of more than one universe. And there is
no other explanation that exists currently that explains the
phenomenon of the Mach-Zehnder Interferometer.

And then there is also that the Multiverse theory gives rise to
Quantum Computation. As I understand it, a quantum computation is one
that is done in multiple histories [maybe millions], at the same time,
so that its far more efficient that classical computation which does a



computation in only one history.

It's not "far more efficient". It enables certain algorithms that are otherwise 
impossible. That's a qualitative difference not quantitative.

Those algorithms, in many cases, provide no help at all. But in some cases, when 
you find a good use for them, they can change the complexity class of ur 
computation, e.g. from O(N^2) to O(NlogN), which is again not really "more 
efficient" but can simply change it from intractable to tractable for large N.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 23, 2012 at 1:24 PM

On Feb 21, 3:29 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 21, 2012, at 7:51 AM, Steve Push wrote:

On Feb 20, 3:45 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 20, 2012, at 12:28 PM, Steve Push wrote:

On Feb 19, 12:02 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 19, 2012, at 4:59 AM, Steve Push wrote:

We agree that both “bad batch” and “bad consistently” are possible
given the data available.  (There are also other possibilities we
haven’t discussed.)  And we agree that my values (i.e., my desire to
avoid bad bags) influence the decision.

But you haven’t explained why, given my current knowledge, three
ripped bags – or one, or ten – is grounds for assuming that the bags
will be different in the future.  You’ve given it a name: “updating
one’s problem situation.”  And you’ve suggested some avenues of
additional research that might in the future explain why we should
expect different (or the same) performance from the two brands.  But
you haven’t explained why I should have that expectation now.

Given the quite limited data in the example, I don't think there are 
"grounds" for such an *expectation*. The expectation should be: you don't 
really know what the future will hold.

As to the problem of guessing at the future, we came up with *two* main 
possibilities which we didn't have any criticism of. We should therefore be 
basically indifferent between them pending further progress (or perhaps 
differing judgments of the state of the argument, differing background 
knowledge, etc, which might, for example, cynically say lots of companies 
suck.)

While it would be possible to resolve that problem, it's not necessary.



The human problem in question is what to buy next time. For that, due to 
the risks involved, the solution is to adopt a conservative strategy. Such a 
conservative strategy, avoiding this risk, does not depend on having 
grounds for assuming the risk would have happened.

The grounds for my decision seem sufficient to me.  I’m not a
statistician, but I suspect that 600 observations for each brand are
enough to draw a reasonable conclusion.

Whether that's enough data, or not, depends entirely on:

1) what problem you are trying to solve

Will brand X rip more than brand Y?

No, that's not the problem. The problem is which to buy which doesn't 
necessarily depend on knowing which will rip more (which we don't know).

I half agree.  The problem *is* which to buy.  But it *does* depend on
which will (probably) rip, which we don’t know with certainty but
about which we can venture an educated guess.

2) your background knowledge and other explanations relating to the topic 
(which deals with, for example, the possibility that all your observations were 
in February, but observations in March will be different, as is the case with 
weather and some other things) as well as your understaading of statistics.

I just want to answer the above question with the knowledge and data I
already have in hand.  If I switch to brand Y and those bags rip
during the summer, I can address that problem when it arises.

This is missing the point. What if the next box will last into summer? What if 
summer is next week?

But my point had nothing to do with summer. Any day of the year could be 
chosen as the day on which things change. It could be tomorrow.

The point is you have to know what kind of category the bags are in: the kind 
that changes performance on particular days of the year, or when particular 



events happen (e.g. sunny days), or which has basically identical year round 
performance?

You have to have background knowledge, to identify that bags don't behave like 
weather, nor according to weather, no matter how limited your wants. (Which, 
btw, is conceivably false. Some plastic might get brittle in snowy places. But we 
can assume in the hypothetical that weather doesn't matter, the point is you 
have to have knowledge to make such judgments, and then whatever comes 
after that, e.g. your purchasing decision, is now dependent on that knowledge 
and judgment you used.)

It is admirable to make explicit the background knowledge that went
into my decision.  But as discussed in Chapter 4 of the Godfrey-Smith
book, C&R has a serious problem when it comes to making such
decisions.  As you point out, there are many logically possible
theories that are not refuted by the data we have so far.  It seems
that, by denying the possibility of confirmation, C&R cannot choose
between different unrefuted theories.

Even if my observations are not statistically reliable, that problem
could be resolved by making more observations.  Such problems are
solved every day without the aid of explanatory theories.

More data wouldn't help a lack of explanatory theories. It wouldn't address (1) 
or (2) above.

More data would tell me, given the data I have so far, the probability
that the observed difference is a result of chance alone.

No. More data can only tell you that in the context of deciding that a particular 
statistical framework applies. Which you can only decide according to 
explanations, as we've discussed with Gaussians and Bell Curves.

Prior knowledge may tell you what statistical test is appropriate, but
additional data increases the probability that you will detect a
difference when in fact one exists.

I think we both agree that, in an ideal world, the best way to answer
the question is to develop a theory that explains why some bags rip



and some don’t.

You're missing the point.

I didn't say anything about that.

An explanation doesn't have to be an explanation *of that*.

There are many sorts of explanations covering many issues. We always have 
some explanations but not all explanations.

We can certainly make a decision without an explanation of why that brand of 
bag rips, using only other explanations like the ones I've brought up.

I don't see that having an explanation about the details of the bag designs is 
ideal. It depends entirely on what problem one wants to solve. If he wants to 
make a purchasing decision it's overkill and too much work to bother with, not 
ideal. (If it's *free* in time, attention, etc, and infallible, then OK having it is 
always better than not having it. But life doesn't work that way.)

That’s what I meant by “in an ideal world.”  It seems we agree that,
in my real-world situation, I must make my decision in the absence of
a *complete* explanatory theory.  I agree that I could conjecture some
untested hypotheses even with the information I have now.

I don't consider omniscience the ideal world, or lack of omniscience a deviation 
from ideal. If we were omniscient we could not learn or make progress, and, 
prima facie, life would therefore have no meaning or purpose for anyone. E.g. 
why ever do anything? You already know what doing it would be like, including 
the full consequences and experience.

By “ideal world” I meant unlimited time and resources to make the
decision.

And it's not just that you could conjecture some stuff with limited information, it's 
that you *already are* acting on many explanations and conjectures you already 
have.



And you *absolutely always do* conjecture some more -- e.g. some "bridge" 
theories which make connections between more general purpose ideas you 
have in memory and the details of the current situation you're thinking about. 
(These may well never make it to conscious attention, and often are pretty 
trivial/simple.)

I'm a bit confused because you've conceded several times that we always need 
background knowledge (or, more generally, some theories whether in the 
background or not) in order to interpret data or do much of anything. But then 
when I bring this up in particular cases you make objections of various kinds. So 
I've become a bit lost as to what your position is, I don't see how it's consistent. 
Maybe you thought you conceded something else more limited. If so, what?

I acknowledge that we have and use background knowledge.  I don’t see
that such knowledge is inconsistent with induction.  What does seem
inconsistent with induction is the insistence that confirmation is
impossible.

But I have neither the time nor the money to conduct
such research – so I’ll settle for “induction” (or whatever you want
to call conclusions based on observations in the absence of relevant
explanatory theories).  The manufacturer of brand X, however, might do
well to undertake such research.

But I've talked repeatedly about many different explanatory theories involved 
-- about how manufacturing works, for example, and about when and how 
statistical theories apply to what sorts of things. Your response seems to be 
to forget them by focussing purely on a couple explanations we don't have..?

I don’t have an explanatory theory that will solve my current
problem.

We have:

- many relevant explanatory theories
- relevant data
- a solution to the problem

We don't have any explanatory theories that would solve the problem if we took 
the data out of the picture and talked about two brands of bags we'd never tried 



and had no differentiating information for.

But setting that aside and taking into account the data, we have explanatory 
theories that, while not complete, do solve the problem. I posted the solution -- 
taking a conservative approach to your purchasing decision (based on 
explanations about when and why conservative approaches are appropriate, 
and considering the costs and risks involved) -- and don't recall any criticism.

My criticism is the same as stated above:  There are numerous
logically possible, unrefuted (I guess that’s redundant) theories
consistent with the data we have so far.  By denying the possibility
of confirmation, C&R cannot choose between different unrefuted
theories.  To saying that one decision is more conservative than
another, aren’t you favoring one unrefuted theory over others?

 My previous “theory” predicted there would be no difference
between the brands.  I have lots of background knowledge, and I can
form lots of untested hypotheses concerning why the difference exists
-- or perhaps why the apparent difference is statistically
insignificant.  But I don’t have any reason to form such hypotheses,
not to mention criticize and test them, until after I have decided
that there is a difference.

How do you decide there is a difference?

By using explanatory theories. There is no other way. And we've been over this.

In order to know if your data implies a difference you must:

- interpret the data according to explanatory theories telling you if, for example, 
those 3 breaks were representative generally or were because you, contrary to 
usual habit, went for 3 walks on Friday the 13s while having the new brand of 
bags.

- think about whether a difference in past bags would imply a difference in future 
bags. this depends on things like how the bags are made. For example, if the 
past bags were hand made by Sue, and yesterday Sue was fired and the top 
expert John was hired instead, you can't expect similar results going forward. 
But if they are made in a factory and the tools and input materials and design 
remain the same, then you can expect similar results going forward.



- think about what statistics apply or not, based on explanations about bags. 
statistics only apply to some kinds of things and not others. e.g. DD posted:

They [Bell Curves] apply when there are random errors in large numbers of 
variables that are *added together* to give a total. That total has an almost 
Gaussian (bell curve) distribution, regardless of the distribution functions of the 
individual errors.

So we've been extensively over the various ways you can't judge anything 
whatsoever about the data without using all sorts of theories (often, being 
background knowledge, these theories are disregarded and not thought about, 
yet they do exist and matter). You've accepted some of these points and not 
objected to others. But your assertions, now -- about the possibility of judging 
whether there is a meaningful difference between bag brands *before* using 
explanatory thinking (which you call forming hypotheses, using background and 
other knowledge, about the bags) -- contradict them.

Maybe you've missed the point: it's impossible to apply your background 
knowledge, or any other knowledge you already had, to the current case of the 
bags, without making guesses about how it applies and subjecting those to 
criticism.

There are no steps, anywhere, ever, that involve thinking but no C&R. Thinking 
can't work, at all, without C&R. C&R is the only way. (Because we need 
background knowledge and explanations and interpretations at all times. And 
figuring out which are any good, and how they apply to what, and so on, 
requires creative thought or in other words C&R.)

You’ve sold me on the importance of background knowledge, including
various explanatory theories.  But I still see a possibly fatal
problem with C&R.  As discussed above, C&R cannot choose between
different unrefuted theories.  There are logically possible, unrefuted
theories according to which brand X will perform as well as or better
than brand Y in the future.  Without induction or confirmation, I
think the only way out of this dilemma is to develop and
experimentally test a theory that *requires* brand X to always rip
more often than brand Y.  The superiority of brand Y would have to be
a law of nature.



-- Steve



From: Elliot Temple <curi@curi.us>
Subject: [curi] Re: [BoI] BoI on Induction
Date: February 23, 2012 at 2:57 PM

On Feb 23, 2012, at 10:24 AM, Steve Push wrote:

On Feb 21, 3:29 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 21, 2012, at 7:51 AM, Steve Push wrote:

On Feb 20, 3:45 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 20, 2012, at 12:28 PM, Steve Push wrote:

On Feb 19, 12:02 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 19, 2012, at 4:59 AM, Steve Push wrote:

We agree that both “bad batch” and “bad consistently” are possible
given the data available.  (There are also other possibilities we
haven’t discussed.)  And we agree that my values (i.e., my desire to
avoid bad bags) influence the decision.

But you haven’t explained why, given my current knowledge, three
ripped bags – or one, or ten – is grounds for assuming that the bags
will be different in the future.  You’ve given it a name: “updating
one’s problem situation.”  And you’ve suggested some avenues of
additional research that might in the future explain why we should
expect different (or the same) performance from the two brands.  But
you haven’t explained why I should have that expectation now.

Given the quite limited data in the example, I don't think there are 
"grounds" for such an *expectation*. The expectation should be: you 
don't really know what the future will hold.

As to the problem of guessing at the future, we came up with *two* main 
possibilities which we didn't have any criticism of. We should therefore be 
basically indifferent between them pending further progress (or perhaps 
differing judgments of the state of the argument, differing background 
knowledge, etc, which might, for example, cynically say lots of companies 



suck.)

While it would be possible to resolve that problem, it's not necessary.

The human problem in question is what to buy next time. For that, due to 
the risks involved, the solution is to adopt a conservative strategy. Such a 
conservative strategy, avoiding this risk, does not depend on having 
grounds for assuming the risk would have happened.

The grounds for my decision seem sufficient to me.  I’m not a
statistician, but I suspect that 600 observations for each brand are
enough to draw a reasonable conclusion.

Whether that's enough data, or not, depends entirely on:

1) what problem you are trying to solve

Will brand X rip more than brand Y?

No, that's not the problem. The problem is which to buy which doesn't 
necessarily depend on knowing which will rip more (which we don't know).

I half agree.  The problem *is* which to buy.  But it *does* depend on
which will (probably) rip, which we don’t know with certainty but
about which we can venture an educated guess.

Which will "probably" rip more is not the same question as:

- which will rip more?
- what is an explanation of how the bag designs work explaining which rips more 
and why?

There is a lot behind this word "probably". It's not as simple as it may sound.

For example, it's not a matter of probability whether or not the brand X design is 
better than the brand Y design. One is better and one is worse. There is an 
explanation for that and a truth of the matter (which we may not know).



One way "probably" is used is to refer to situations of *uncertainty*. But 
uncertainty is quite a different issue than probability. That is a loose usage.

When we venture educated guesses about things, that raises some issues:

In what sense is the guess educated? what does that mean? what makes it 
"educated"? what are the consequences? how does a guess get to be educated? 
which are and aren't? why do we care if it's educated or not? is that a kind of 
epistemic status, justification, or something else? what, if anything, does that 
have to do with probability?

2) your background knowledge and other explanations relating to the topic 
(which deals with, for example, the possibility that all your observations 
were in February, but observations in March will be different, as is the case 
with weather and some other things) as well as your understaading of 
statistics.

I just want to answer the above question with the knowledge and data I
already have in hand.  If I switch to brand Y and those bags rip
during the summer, I can address that problem when it arises.

This is missing the point. What if the next box will last into summer? What if 
summer is next week?

But my point had nothing to do with summer. Any day of the year could be 
chosen as the day on which things change. It could be tomorrow.

The point is you have to know what kind of category the bags are in: the kind 
that changes performance on particular days of the year, or when particular 
events happen (e.g. sunny days), or which has basically identical year round 
performance?

You have to have background knowledge, to identify that bags don't behave 
like weather, nor according to weather, no matter how limited your wants. 
(Which, btw, is conceivably false. Some plastic might get brittle in snowy 
places. But we can assume in the hypothetical that weather doesn't matter, the 
point is you have to have knowledge to make such judgments, and then 



whatever comes after that, e.g. your purchasing decision, is now dependent on 
that knowledge and judgment you used.)

It is admirable to make explicit the background knowledge that went
into my decision.  But as discussed in Chapter 4 of the Godfrey-Smith
book,

it is coming but not here yet.

C&R has a serious problem when it comes to making such
decisions.  As you point out, there are many logically possible
theories that are not refuted by the data we have so far.  It seems
that, by denying the possibility of confirmation, C&R cannot choose
between different unrefuted theories.

we have a solution to that but i'll hold off on commenting much until the book 
comes.

further, even if we didn't have a solution that would not be a defense of any 
criticism of induction. so this is a separate topic than whether induction, or 
justificationism (the idea of "confirming" stuff means justifying them in our 
terminology. actually in non-Popperian terminology too: in the same terminology 
that says knowledge is "justified, true belief" -- that justification can come from 
"confirmation") is any good. the concept that we must justify (confirm, support, 
whatever) our theories as the only possible way to differentiate theories is 
something only a justificationist would think -- that is a core justificationist idea 
that only makes sense in a justificationist worldview. i emphasize this because 
you previously denied being a justificationist. so either you were mistaken 
previously or your views have a clash here.

if you weren't seeking justification, it wouldn't bother you to act on an unjustified 
(unconfirmed) idea, and you wouldn't think that if we can't differentiate ideas by 
justification (such as confirmation) then they are therefore not differentiated.



And it's not just that you could conjecture some stuff with limited information, 
it's that you *already are* acting on many explanations and conjectures you 
already have.

And you *absolutely always do* conjecture some more -- e.g. some "bridge" 
theories which make connections between more general purpose ideas you 
have in memory and the details of the current situation you're thinking about. 
(These may well never make it to conscious attention, and often are pretty 
trivial/simple.)

I'm a bit confused because you've conceded several times that we always 
need background knowledge (or, more generally, some theories whether in the 
background or not) in order to interpret data or do much of anything. But then 
when I bring this up in particular cases you make objections of various kinds. 
So I've become a bit lost as to what your position is, I don't see how it's 
consistent. Maybe you thought you conceded something else more limited. If 
so, what?

I acknowledge that we have and use background knowledge.  I don’t see
that such knowledge is inconsistent with induction.

whether it's possible for induction to be consistent with it or not, one thing i've 
been saying is that the use of background knowledge and interpretative theories 
is inconsistent with *various statements you have posted* (e.g. statements that I 
read as denying this, e.g. when you said something like that we do the induction 
before the background theories get involved, or when you said, a bit below, 
"conclusions based on observations in the absence of relevant explanatory 
theories" -- I'm saying there are always relevant, explanatory theories in our 
background knowledge, there is never ever a total absence of those. you've 
seemed to acknowledge my points on this topic sometimes -- to agree with me -- 
but claims like an absence of relevant explanatory theories contradicts me.)

What does seem inconsistent with induction is the insistence that confirmation is 
impossible.

agreed. induction is part of the justificationist worldview, so denials of 
justificationism don't fit with it.

But I have neither the time nor the money to conduct



such research – so I’ll settle for “induction” (or whatever you want
to call conclusions based on observations in the absence of relevant
explanatory theories).  The manufacturer of brand X, however, might do
well to undertake such research.

But I've talked repeatedly about many different explanatory theories 
involved -- about how manufacturing works, for example, and about when 
and how statistical theories apply to what sorts of things. Your response 
seems to be to forget them by focussing purely on a couple explanations we 
don't have..?

I don’t have an explanatory theory that will solve my current
problem.

We have:

- many relevant explanatory theories
- relevant data
- a solution to the problem

We don't have any explanatory theories that would solve the problem if we 
took the data out of the picture and talked about two brands of bags we'd 
never tried and had no differentiating information for.

But setting that aside and taking into account the data, we have explanatory 
theories that, while not complete, do solve the problem. I posted the solution -- 
taking a conservative approach to your purchasing decision (based on 
explanations about when and why conservative approaches are appropriate, 
and considering the costs and risks involved) -- and don't recall any criticism.

My criticism is the same as stated above:  There are numerous
logically possible, unrefuted (I guess that’s redundant) theories
consistent with the data we have so far.  By denying the possibility
of confirmation, C&R cannot choose between different unrefuted
theories.  To saying that one decision is more conservative than
another, aren’t you favoring one unrefuted theory over others?

we have a solution. more comments below.



My previous “theory” predicted there would be no difference
between the brands.  I have lots of background knowledge, and I can
form lots of untested hypotheses concerning why the difference exists
-- or perhaps why the apparent difference is statistically
insignificant.  But I don’t have any reason to form such hypotheses,
not to mention criticize and test them, until after I have decided
that there is a difference.

How do you decide there is a difference?

By using explanatory theories. There is no other way. And we've been over 
this.

In order to know if your data implies a difference you must:

- interpret the data according to explanatory theories telling you if, for example, 
those 3 breaks were representative generally or were because you, contrary to 
usual habit, went for 3 walks on Friday the 13s while having the new brand of 
bags.

- think about whether a difference in past bags would imply a difference in 
future bags. this depends on things like how the bags are made. For example, 
if the past bags were hand made by Sue, and yesterday Sue was fired and the 
top expert John was hired instead, you can't expect similar results going 
forward. But if they are made in a factory and the tools and input materials and 
design remain the same, then you can expect similar results going forward.

- think about what statistics apply or not, based on explanations about bags. 
statistics only apply to some kinds of things and not others. e.g. DD posted:

They [Bell Curves] apply when there are random errors in large numbers of 
variables that are *added together* to give a total. That total has an almost 
Gaussian (bell curve) distribution, regardless of the distribution functions of 
the individual errors.

So we've been extensively over the various ways you can't judge anything 
whatsoever about the data without using all sorts of theories (often, being 
background knowledge, these theories are disregarded and not thought about, 



yet they do exist and matter). You've accepted some of these points and not 
objected to others. But your assertions, now -- about the possibility of judging 
whether there is a meaningful difference between bag brands *before* using 
explanatory thinking (which you call forming hypotheses, using background 
and other knowledge, about the bags) -- contradict them.

Maybe you've missed the point: it's impossible to apply your background 
knowledge, or any other knowledge you already had, to the current case of the 
bags, without making guesses about how it applies and subjecting those to 
criticism.

There are no steps, anywhere, ever, that involve thinking but no C&R. Thinking 
can't work, at all, without C&R. C&R is the only way. (Because we need 
background knowledge and explanations and interpretations at all times. And 
figuring out which are any good, and how they apply to what, and so on, 
requires creative thought or in other words C&R.)

You’ve sold me on the importance of background knowledge, including
various explanatory theories.  But I still see a possibly fatal
problem with C&R.  As discussed above, C&R cannot choose between
different unrefuted theories.  There are logically possible, unrefuted
theories according to which brand X will perform as well as or better
than brand Y in the future.  Without induction or confirmation, I
think the only way out of this dilemma is to develop and
experimentally test a theory that *requires* brand X to always rip
more often than brand Y.  The superiority of brand Y would have to be
a law of nature.

that's not the only way out of the dilemma. i've written a number of posts relevant 
to this topic. maybe we can use them as a starting point for discussing this.

there is only a dilemma when the number of non-refuted ideas isn't one. so 
there's two problematic cases:

1) there are zero non-refuted ideas

2) there are two or more non-refuted ideas

to start with, check out the post with subject line "we can always act on non-
criticized ideas" from jan 17.



being able to have a non-criticized idea to act on, always, addresses (1) for cases 
of human action. (this is the hard case)

for cases that aren't human action, (1) can be addressed by further research 
taking an indefinite amount of time (there are only time limits when human action 
comes up).

For (2), it can always be converted to (1) by pointing out that if we have these 
ideas and none refute each other, then that is a criticism of all of them: none of 
them are good enough to guide us, none have a full understanding of the issue, 
none are complete enough. so pending some additions to them, they're all 
refuted in their current form.

I guess I should add, to avoid potential confusion, that I've improved on Popper 
here.

now, setting aside how C&R can solve the problem, there is the issue of how 
induction, confirmation or justification can or cannot solve it. these are separate 
issues, agreed?

in other words, whether or not the C&R solution works, and whether or not the 
inductivist/etc type solution works, are independent issues and it could be yes for 
both, no for both, or yes for one and no for the other. agreed?

so with that said, i consider it kind of distracting to respond to criticism of the 
inductivist approach by criticizing the C&R approach. make sense? i think 
discussion of how C&R works, and criticism of C&R, should pretty much be a 
different discussion than whether induction works or not. the two topics are 
related because the C&R perspective (and inductivist perspective) on both topics 
has common points and re-uses some ideas. but in any case, none of these 
comments here about a possible problem for C&R provide any kind of defense of 
induction. right?



if we *need* induction/confirmation (b/c C&R and other rivals fail), but induction 
doesn't work, then it just doesn't work. our need wouldn't improve its viability or 
solve any of its weaknesses.

so, do you have a defense of induction? or should we just wait until i get your 
book? does it provide a defense of induction against the relevant C&R type 
criticisms?

one other way to approach the problem, which i think is enlightening, is to 
consider:

which observations do and don't confirm which theories (and how much?). what 
is the *exact rule* for this?

also how is confirmation used? do we *always* act on the theory with more 
confirmation? if the position is we should *always* act on the non-refuted(?) 
theory with the highest confirmation number, then that is a simple rule which is 
fine and the remaining problems are: 1) does that rule actually do a good job?  2) 
as above, what are the rules for calculating the amount of confirmation for each 
case and getting comparable numbers? (we have to calculate it on the same 
scale every time)

on the other hand if the rule for using confirmation values is more complicated 
(one reason for that would be if they aren't numbers or aren't directly comparable) 
then it's an issue too.

the main point here is: if you want confirmation (or i'd normally call it "support" -- 
e.g. you might try to say that some piece of evidence supports some theory) then, 
by trying to specify exactly how it works, you'll either:

A) get something that works and you know all about

or

B) find that in trying to fill in the details you can't actually make it work. this is 
what i think will happen: there are no good answers to these questions about the 
details of how support works, so trying to consider those details carefully will 
reveal this.



-- Elliot Temple
http://curi.us/
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From: Richard Fine <richard.fine@gmail.com>
Subject: [BoI] Universality and specialized hardware
Date: February 23, 2012 at 4:17 PM

My understanding of universality is: the brain is capable of computing anything 
that is computable.

However, this does not mean that all brains will compute all things in the same 
way, or that one brain will compute all things in the same general way.

If we know how to do particular things - like recognise faces, or classify objects 
into categories - then that knowledge must have a physical representation.

So, what, if anything, is wrong with the claim that while we *are* universal 
computers, we do still have specialised hardware (not necessarily fixed at/from 
birth) for performing particular tasks? Indeed, if there's some particular fact I 
know, then wouldn't the neurons allocated for storing that fact comprise the 
"dedicated hardware" for knowing that fact?

If there's nothing wrong with it, then what is wrong with the idea that particular 
hardware is coded for in the genome, and that this hardware *can* affect 
behaviour, and thus that there is a biological norm (albeit not a biological 
*imperative*) for different genders or different races to behave in different ways? I 
know that this can also be accounted for by culture, but how can we tell which 
behaviours are learned from culture and which are coded for by the genome?

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universality and specialized hardware
Date: February 23, 2012 at 4:24 PM

On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of computing anything 
that is computable.

However, this does not mean that all brains will compute all things in the same 
way, or that one brain will compute all things in the same general way.

If we know how to do particular things - like recognise faces, or classify objects 
into categories - then that knowledge must have a physical representation.

So, what, if anything, is wrong with the claim that while we *are* universal 
computers, we do still have specialised hardware (not necessarily fixed at/from 
birth) for performing particular tasks?

You forgot that we are universal knowledge creators.

There's more than one type of universality.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Justin Mallone <justinceo@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: End of Democracy?
Date: February 23, 2012 at 4:54 PM

Consider this quote by Alexander Fraser Tytler:

A democracy will continue to exist up until the time that voters discover that they 
can vote themselves generous gifts from the public treasury.

This is false.

Democracy is a process. Democracy's strength is not reaching a particular 
outcome, or avoiding some particular mistake, but in being a framework for error 
correction, by which people can try out ideas and policies, be persuaded of better 
ideas and policies, and implement those through peaceful political change.

-JM



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Universality and specialized hardware
Date: February 23, 2012 at 7:33 PM

On 2/23/2012 9:24 PM, Elliot Temple wrote:
On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of computing anything 
that is computable.

However, this does not mean that all brains will compute all things in the same 
way, or that one brain will compute all things in the same general way.

If we know how to do particular things - like recognise faces, or classify objects 
into categories - then that knowledge must have a physical representation.

So, what, if anything, is wrong with the claim that while we *are* universal 
computers, we do still have specialised hardware (not necessarily fixed at/from 
birth) for performing particular tasks?

You forgot that we are universal knowledge creators.

Yes, OK. So we can create - or build a machine that creates - and then store - or 
create storage for - any idea. Combined with universal computation, we can 
create and process any abstract structure.

How does this impact the argument, though? Would having specialized hardware 
imply that we wouldn't be universal knowledge creators? The claim that we're 
universal knowledge creators would imply that we don't *need* any specialized 
hardware to create particular kinds of knowledge, but it doesn't imply that we 
don't *have* any.

There's more than one type of universality.

Yes, sure. We're universal computers and universal knowledge creators; are 
there are kinds of universality we have that are important?

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universality and specialized hardware
Date: February 23, 2012 at 8:21 PM

On Feb 23, 2012, at 4:33 PM, Richard Fine wrote:

On 2/23/2012 9:24 PM, Elliot Temple wrote:
On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of computing 
anything that is computable.

However, this does not mean that all brains will compute all things in the 
same way, or that one brain will compute all things in the same general way.

If we know how to do particular things - like recognise faces, or classify 
objects into categories - then that knowledge must have a physical 
representation.

So, what, if anything, is wrong with the claim that while we *are* universal 
computers, we do still have specialised hardware (not necessarily fixed 
at/from birth) for performing particular tasks?

You forgot that we are universal knowledge creators.

Yes, OK. So we can create - or build a machine that creates - and then store - or 
create storage for - any idea. Combined with universal computation, we can 
create and process any abstract structure.

How does this impact the argument, though?

Because saying we have special knowledge creating brain regions is about the 
equivalent of saying dogs have special brain regions to provide extra 
*computational* features, like bubble sort.

But dogs do not have bubble sort hardware. Because their universal computation 
is an emergent property of simpler components and it would make no sense to 
have specialized bubble sort hardware.

Also there's no known method of creating *any* knowledge that isn't universal, 



which is different from computation where you at least *can* make non-universal 
bubble sort hardware but it's just silly (and it would involve all the components 
necessary for universality, internally, but just with no way to access them for 
arbitrary usage).

Using the same model: imagine that somehow we could make a brain region for 
language that didn't do universal knowledge creation -- no one has any 
explanation of how that could be possible, but set that aside. What does the 
parallel tell us? That this region would have all the components necessary for 
universal knowledge creation, just without direct access to some stuff so it's 
crippled

Is it plausible that humans have universal lots of redundant, crippled knowledge 
creation components? Nope.

Humans do have some specialized *computation* hardware, which animals have 
too -- for optimizing some speed sensitive computations like part of vision 
processing -- but no specialized *knowledge creation* hardware. Besides the 
above issues, another issue is: what bottlenecks would it optimize? If needing 
some knowledge was predictable your genes would just encode that knowledge 
(e.g. make it an initial idea at brain formation), they wouldn't code for something 
to recreate it. And if it's not predictable, then again they can't code for something 
to optimize the bottleneck since there isn't one known in advance.

Would having specialized hardware imply that we wouldn't be universal 
knowledge creators? The claim that we're universal knowledge creators would 
imply that we don't *need* any specialized hardware to create particular kinds of 
knowledge, but it doesn't imply that we don't *have* any.

Not needing stuff, in general, in an evolutionary context, actually does imply not 
having it. There are exceptions but those are the exceptions and need good 
explanations.

There's more than one type of universality.



Yes, sure. We're universal computers and universal knowledge creators; are 
there are kinds of universality we have that are important?

Well the text above discussed whether one type of universality implied 
something, when it doesn't, but another type does.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Universality and specialized hardware
Date: February 24, 2012 at 3:57 AM

On 24 Feb 2012, at 01:21, Elliot Temple wrote:

On Feb 23, 2012, at 4:33 PM, Richard Fine wrote:

On 2/23/2012 9:24 PM, Elliot Temple wrote:
On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of computing 
anything that is computable.

However, this does not mean that all brains will compute all things in the 
same way, or that one brain will compute all things in the same general way.

If we know how to do particular things - like recognise faces, or classify 
objects into categories - then that knowledge must have a physical 
representation.

So, what, if anything, is wrong with the claim that while we *are* universal 
computers, we do still have specialised hardware (not necessarily fixed 
at/from birth) for performing particular tasks?

You forgot that we are universal knowledge creators.

Yes, OK. So we can create - or build a machine that creates - and then store - 
or create storage for - any idea. Combined with universal computation, we can 
create and process any abstract structure.

How does this impact the argument, though?

Because saying we have special knowledge creating brain regions is about the 
equivalent of saying dogs have special brain regions to provide extra 
*computational* features, like bubble sort.

But dogs do not have bubble sort hardware. Because their universal 
computation is an emergent property of simpler components and it would make 
no sense to have specialized bubble sort hardware.



Also there's no known method of creating *any* knowledge that isn't universal, 
which is different from computation where you at least *can* make non-universal 
bubble sort hardware but it's just silly (and it would involve all the components 
necessary for universality, internally, but just with no way to access them for 
arbitrary usage).

Creativity in humans creates explanatory knowledge and there are arguments in 
BoI that its knowledge creation ability is universal.

Biological evolution using DNA creates non-explanatory knowledge, so it seems 
plausible to suggest that it creates knowledge but has some lower level of 
universality.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universality and specialized hardware
Date: February 24, 2012 at 12:07 PM

On Feb 24, 2012, at 12:57 AM, Alan Forrester wrote:

On 24 Feb 2012, at 01:21, Elliot Temple wrote:

On Feb 23, 2012, at 4:33 PM, Richard Fine wrote:

On 2/23/2012 9:24 PM, Elliot Temple wrote:
On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of computing 
anything that is computable.

However, this does not mean that all brains will compute all things in the 
same way, or that one brain will compute all things in the same general 
way.

If we know how to do particular things - like recognise faces, or classify 
objects into categories - then that knowledge must have a physical 
representation.

So, what, if anything, is wrong with the claim that while we *are* universal 
computers, we do still have specialised hardware (not necessarily fixed 
at/from birth) for performing particular tasks?

You forgot that we are universal knowledge creators.

Yes, OK. So we can create - or build a machine that creates - and then store 
- or create storage for - any idea. Combined with universal computation, we 
can create and process any abstract structure.

How does this impact the argument, though?

Because saying we have special knowledge creating brain regions is about the 
equivalent of saying dogs have special brain regions to provide extra 
*computational* features, like bubble sort.



But dogs do not have bubble sort hardware. Because their universal 
computation is an emergent property of simpler components and it would 
make no sense to have specialized bubble sort hardware.

Also there's no known method of creating *any* knowledge that isn't universal, 
which is different from computation where you at least *can* make non-
universal bubble sort hardware but it's just silly (and it would involve all the 
components necessary for universality, internally, but just with no way to 
access them for arbitrary usage).

Creativity in humans creates explanatory knowledge and there are arguments in 
BoI that its knowledge creation ability is universal.

Biological evolution using DNA creates non-explanatory knowledge, so it seems 
plausible to suggest that it creates knowledge but has some lower level of 
universality.

What does it mean to say the knowledge of aerodynamics in a fly is "non-
explanatory"? What's the important difference?

I have some guesses and I looked back over how BoI introduces the concept, but 
I'd like to hear your answer.

Also biological evolution created explanations via us. Why doesn't that count?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Re: Popper, Everett, Feynman
Date: February 24, 2012 at 12:21 PM

On Feb 23, 2012, at 4:26 PM, Brian Scurfield wrote:

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Evere
tt%2017-June-1957.pdf?sequence=1

Jaynes is amazingly naive, more than once, on the first page. About both 
epistemology and life.

Page 2 begins with comments about how linguistic choices, not people, are 
responsible for how people think and the success, or not, of persuasion.

As for what it's about, the top of page 3 and the top of the second paragraph of 
page 3 are amazing. Jaynes thinks that if there is a correct weighting function 
(scare quotes on "correct"), but we don't know what it is, then who cares? Let's 
just keep assuming the default one he prefers, which he thinks is trivial but 
actually is full of complex background ideas that he's never subjected to critical 
scrutiny and which vary from Bayesian to Bayesian.

So summary of his approach:

When we don't know, let unconscious, parochial bias reign. This is standard 
inductivism.

When we have some information, use it only as a modifier on the biased starting 
point so that the initial bias always retains some influence (diminishing to 0 as we 
approach omniscience). This is not standard inductivism; inductivism does allow 
for changing one's mind and actually rejecting one's initial ideas.

-- Elliot Temple
http://curi.us/

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Everett%2017-June-1957.pdf?sequence=1
http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Universality and specialized hardware
Date: February 24, 2012 at 2:07 PM

On 24 Feb 2012, at 17:07, Elliot Temple wrote:

On Feb 24, 2012, at 12:57 AM, Alan Forrester wrote:

On 24 Feb 2012, at 01:21, Elliot Temple wrote:

On Feb 23, 2012, at 4:33 PM, Richard Fine wrote:

On 2/23/2012 9:24 PM, Elliot Temple wrote:
On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of computing 
anything that is computable.

However, this does not mean that all brains will compute all things in the 
same way, or that one brain will compute all things in the same general 
way.

If we know how to do particular things - like recognise faces, or classify 
objects into categories - then that knowledge must have a physical 
representation.

So, what, if anything, is wrong with the claim that while we *are* universal 
computers, we do still have specialised hardware (not necessarily fixed 
at/from birth) for performing particular tasks?

You forgot that we are universal knowledge creators.

Yes, OK. So we can create - or build a machine that creates - and then 
store - or create storage for - any idea. Combined with universal 
computation, we can create and process any abstract structure.

How does this impact the argument, though?



Because saying we have special knowledge creating brain regions is about 
the equivalent of saying dogs have special brain regions to provide extra 
*computational* features, like bubble sort.

But dogs do not have bubble sort hardware. Because their universal 
computation is an emergent property of simpler components and it would 
make no sense to have specialized bubble sort hardware.

Also there's no known method of creating *any* knowledge that isn't 
universal, which is different from computation where you at least *can* make 
non-universal bubble sort hardware but it's just silly (and it would involve all 
the components necessary for universality, internally, but just with no way to 
access them for arbitrary usage).

Creativity in humans creates explanatory knowledge and there are arguments 
in BoI that its knowledge creation ability is universal.

Biological evolution using DNA creates non-explanatory knowledge, so it 
seems plausible to suggest that it creates knowledge but has some lower level 
of universality.

What does it mean to say the knowledge of aerodynamics in a fly is "non-
explanatory"? What's the important difference?

The fly doesn't understand any aerodynamics. Explanations are created to 
understand some aspect of how the world works, and are written down in forms 
that make it easy to criticise. The knowledge that it instantiates about how to fly 
isn't written down in a form that makes it easy to understand and criticise.

Knowledge in genes is tested by building machines for making more copies of 
those genes that have to work first time. Explanatory knowledge doesn't have to 
work first time. We can try it out in models and in critical discussion before trying 
to do stuff with it. If there is anything worth preserving about a piece of knowledge 
we can preserve it and keep working on it until it can be used to make things that 
work.

Also biological evolution created explanations via us. Why doesn't that count?

Biological evolution created the hardware on which the software for creating 



explanations was created. Virtually none of the resulting explanatory knowledge 
has ever been instantiated in genes and virtually none of it uses genes except in 
the sense of running on that hardware. And when we understand creativity it will 
not be necessary to run it on machines made of meat due to the universality of 
computation. It's a bit like saying Intel should get the credit for MacOS X.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universality and specialized hardware
Date: February 24, 2012 at 2:19 PM

On Feb 24, 2012, at 11:07 AM, Alan Forrester wrote:

On 24 Feb 2012, at 17:07, Elliot Temple wrote:

On Feb 24, 2012, at 12:57 AM, Alan Forrester wrote:

On 24 Feb 2012, at 01:21, Elliot Temple wrote:

On Feb 23, 2012, at 4:33 PM, Richard Fine wrote:

On 2/23/2012 9:24 PM, Elliot Temple wrote:
On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of computing 
anything that is computable.

However, this does not mean that all brains will compute all things in the 
same way, or that one brain will compute all things in the same general 
way.

If we know how to do particular things - like recognise faces, or classify 
objects into categories - then that knowledge must have a physical 
representation.

So, what, if anything, is wrong with the claim that while we *are* 
universal computers, we do still have specialised hardware (not 
necessarily fixed at/from birth) for performing particular tasks?

You forgot that we are universal knowledge creators.

Yes, OK. So we can create - or build a machine that creates - and then 
store - or create storage for - any idea. Combined with universal 
computation, we can create and process any abstract structure.



How does this impact the argument, though?

Because saying we have special knowledge creating brain regions is about 
the equivalent of saying dogs have special brain regions to provide extra 
*computational* features, like bubble sort.

But dogs do not have bubble sort hardware. Because their universal 
computation is an emergent property of simpler components and it would 
make no sense to have specialized bubble sort hardware.

Also there's no known method of creating *any* knowledge that isn't 
universal, which is different from computation where you at least *can* 
make non-universal bubble sort hardware but it's just silly (and it would 
involve all the components necessary for universality, internally, but just with 
no way to access them for arbitrary usage).

Creativity in humans creates explanatory knowledge and there are 
arguments in BoI that its knowledge creation ability is universal.

Biological evolution using DNA creates non-explanatory knowledge, so it 
seems plausible to suggest that it creates knowledge but has some lower 
level of universality.

What does it mean to say the knowledge of aerodynamics in a fly is "non-
explanatory"? What's the important difference?

The fly doesn't understand any aerodynamics.

Books have explanatory knowledge (right?) but, not having minds, don't 
understand stuff anymore than flies do.

So I don't see the relevance.

Explanations are created to understand some aspect of how the world works, 
and are written down in forms that make it easy to criticise. The knowledge that 
it instantiates about how to fly isn't written down in a form that makes it easy to 
understand and criticise.



How do you know that?

Perhaps, if you knew how to read it, you would find it is easy to understand and 
criticize.

Why would it be clear or criticizable when there is no evolutionary selection 
pressure to do this directly? Because it may be a consequence of something else 
there is selection pressure for. Good design often has reach and will be useful in 
multiple ways.

A more specific example: it may be that high quality knowledge, by its nature, is 
(sometimes? often? the more high quality the more this happens?) clear and 
criticizable. So simply by creating high quality knowledge, biological evolution 
might create knowledge of the type you want. (And, btw, I don't see why we 
would call clear/criticizable/understandable knowledge "explanatory knowledge", 
that seems like a different issue to me.)

Knowledge in genes is tested by building machines for making more copies of 
those genes that have to work first time. Explanatory knowledge doesn't have to 
work first time. We can try it out in models and in critical discussion before trying 
to do stuff with it. If there is anything worth preserving about a piece of 
knowledge we can preserve it and keep working on it until it can be used to 
make things that work.

Also biological evolution created explanations via us. Why doesn't that count?

Biological evolution created the hardware on which the software for creating 
explanations was created. Virtually none of the resulting explanatory knowledge 
has ever been instantiated in genes and virtually none of it uses genes except in 
the sense of running on that hardware. And when we understand creativity it will 
not be necessary to run it on machines made of meat due to the universality of 
computation. It's a bit like saying Intel should get the credit for MacOS X.

No it's not like that. Genes wrote intelligence software which then created 
knowledge without any outside help from non-genes. Intel didn't write OS X.



-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Universality and specialized hardware
Date: February 24, 2012 at 6:52 PM

On 24 Feb 2012, at 19:19, Elliot Temple wrote:

On Feb 24, 2012, at 11:07 AM, Alan Forrester wrote:

On 24 Feb 2012, at 17:07, Elliot Temple wrote:

On Feb 24, 2012, at 12:57 AM, Alan Forrester wrote:

On 24 Feb 2012, at 01:21, Elliot Temple wrote:

On Feb 23, 2012, at 4:33 PM, Richard Fine wrote:

On 2/23/2012 9:24 PM, Elliot Temple wrote:
On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of computing 
anything that is computable.

However, this does not mean that all brains will compute all things in 
the same way, or that one brain will compute all things in the same 
general way.

If we know how to do particular things - like recognise faces, or classify 
objects into categories - then that knowledge must have a physical 
representation.

So, what, if anything, is wrong with the claim that while we *are* 
universal computers, we do still have specialised hardware (not 
necessarily fixed at/from birth) for performing particular tasks?

You forgot that we are universal knowledge creators.



Yes, OK. So we can create - or build a machine that creates - and then 
store - or create storage for - any idea. Combined with universal 
computation, we can create and process any abstract structure.

How does this impact the argument, though?

Because saying we have special knowledge creating brain regions is 
about the equivalent of saying dogs have special brain regions to provide 
extra *computational* features, like bubble sort.

But dogs do not have bubble sort hardware. Because their universal 
computation is an emergent property of simpler components and it would 
make no sense to have specialized bubble sort hardware.

Also there's no known method of creating *any* knowledge that isn't 
universal, which is different from computation where you at least *can* 
make non-universal bubble sort hardware but it's just silly (and it would 
involve all the components necessary for universality, internally, but just 
with no way to access them for arbitrary usage).

Creativity in humans creates explanatory knowledge and there are 
arguments in BoI that its knowledge creation ability is universal.

Biological evolution using DNA creates non-explanatory knowledge, so it 
seems plausible to suggest that it creates knowledge but has some lower 
level of universality.

What does it mean to say the knowledge of aerodynamics in a fly is "non-
explanatory"? What's the important difference?

The fly doesn't understand any aerodynamics.

Books have explanatory knowledge (right?) but, not having minds, don't 
understand stuff anymore than flies do.

So I don't see the relevance.

It is often difficult to see the relevance of a sentence that has been taken out of 



the context of an argument of which it is a part.

Explanations are created to understand some aspect of how the world works, 
and are written down in forms that make it easy to criticise. The knowledge 
that it instantiates about how to fly isn't written down in a form that makes it 
easy to understand and criticise.

How do you know that?

Perhaps, if you knew how to read it, you would find it is easy to understand and 
criticise.

Why would it be clear or criticizable when there is no evolutionary selection 
pressure to do this directly? Because it may be a consequence of something 
else there is selection pressure for. Good design often has reach and will be 
useful in multiple ways.

There is selection pressure for genes to be short because otherwise they run into 
problems with copying errors. (See "Mendel's Demon" by Mark Ridley, aka "The 
Cooperative Gene".) My guess is that natural selection is very good at 
compression and is against easy criticisability whenever it conflicts with 
compressibility.

A more specific example: it may be that high quality knowledge, by its nature, is 
(sometimes? often? the more high quality the more this happens?) clear and 
criticizable. So simply by creating high quality knowledge, biological evolution 
might create knowledge of the type you want. (And, btw, I don't see why we 
would call clear/criticizable/understandable knowledge "explanatory knowledge", 
that seems like a different issue to me.)

If a piece of knowledge does nothing to explain what features of the world make it 
useful, then it cannot reasonably be called clear. It may, as a result of creativity 
become part of some clear knowledge that includes an explanation of how the 
original piece of knowledge works, but that's a substantial modification of, and 
improvement of, the original knowledge.

Knowledge in genes is tested by building machines for making more copies of 
those genes that have to work first time. Explanatory knowledge doesn't have 
to work first time. We can try it out in models and in critical discussion before 
trying to do stuff with it. If there is anything worth preserving about a piece of 



knowledge we can preserve it and keep working on it until it can be used to 
make things that work.

Also biological evolution created explanations via us. Why doesn't that count?

Biological evolution created the hardware on which the software for creating 
explanations was created. Virtually none of the resulting explanatory 
knowledge has ever been instantiated in genes and virtually none of it uses 
genes except in the sense of running on that hardware. And when we 
understand creativity it will not be necessary to run it on machines made of 
meat due to the universality of computation. It's a bit like saying Intel should 
get the credit for MacOS X.

No it's not like that. Genes wrote intelligence software which then created 
knowledge without any outside help from non-genes. Intel didn't write OS X.

Genes had help from non-genes in creating explanatory knowledge: memes. The 
only role of genes was to create the hardware and some of the software. Intel 
didn't write OSX, but they have written some machine code.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universality and specialized hardware
Date: February 24, 2012 at 7:03 PM

On Feb 24, 2012, at 3:52 PM, Alan Forrester wrote:

On 24 Feb 2012, at 19:19, Elliot Temple wrote:

On Feb 24, 2012, at 11:07 AM, Alan Forrester wrote:

On 24 Feb 2012, at 17:07, Elliot Temple wrote:

On Feb 24, 2012, at 12:57 AM, Alan Forrester wrote:

On 24 Feb 2012, at 01:21, Elliot Temple wrote:

On Feb 23, 2012, at 4:33 PM, Richard Fine wrote:

On 2/23/2012 9:24 PM, Elliot Temple wrote:
On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of computing 
anything that is computable.

However, this does not mean that all brains will compute all things in 
the same way, or that one brain will compute all things in the same 
general way.

If we know how to do particular things - like recognise faces, or 
classify objects into categories - then that knowledge must have a 
physical representation.

So, what, if anything, is wrong with the claim that while we *are* 
universal computers, we do still have specialised hardware (not 
necessarily fixed at/from birth) for performing particular tasks?



You forgot that we are universal knowledge creators.

Yes, OK. So we can create - or build a machine that creates - and then 
store - or create storage for - any idea. Combined with universal 
computation, we can create and process any abstract structure.

How does this impact the argument, though?

Because saying we have special knowledge creating brain regions is 
about the equivalent of saying dogs have special brain regions to provide 
extra *computational* features, like bubble sort.

But dogs do not have bubble sort hardware. Because their universal 
computation is an emergent property of simpler components and it would 
make no sense to have specialized bubble sort hardware.

Also there's no known method of creating *any* knowledge that isn't 
universal, which is different from computation where you at least *can* 
make non-universal bubble sort hardware but it's just silly (and it would 
involve all the components necessary for universality, internally, but just 
with no way to access them for arbitrary usage).

Creativity in humans creates explanatory knowledge and there are 
arguments in BoI that its knowledge creation ability is universal.

Biological evolution using DNA creates non-explanatory knowledge, so it 
seems plausible to suggest that it creates knowledge but has some lower 
level of universality.

What does it mean to say the knowledge of aerodynamics in a fly is "non-
explanatory"? What's the important difference?

The fly doesn't understand any aerodynamics.

Books have explanatory knowledge (right?) but, not having minds, don't 
understand stuff anymore than flies do.

So I don't see the relevance.



It is often difficult to see the relevance of a sentence that has been taken out of 
the context of an argument of which it is a part.

Do books have explanatory knowledge?

Explanations are created to understand some aspect of how the world works, 
and are written down in forms that make it easy to criticise. The knowledge 
that it instantiates about how to fly isn't written down in a form that makes it 
easy to understand and criticise.

How do you know that?

Perhaps, if you knew how to read it, you would find it is easy to understand 
and criticise.

Why would it be clear or criticizable when there is no evolutionary selection 
pressure to do this directly? Because it may be a consequence of something 
else there is selection pressure for. Good design often has reach and will be 
useful in multiple ways.

There is selection pressure for genes to be short because otherwise they run 
into problems with copying errors. (See "Mendel's Demon" by Mark Ridley, aka 
"The Cooperative Gene".) My guess is that natural selection is very good at 
compression and is against easy criticisability whenever it conflicts with 
compressibility.

Do they ever conflict? When/why?

A more specific example: it may be that high quality knowledge, by its nature, 
is (sometimes? often? the more high quality the more this happens?) clear and 
criticizable. So simply by creating high quality knowledge, biological evolution 
might create knowledge of the type you want. (And, btw, I don't see why we 
would call clear/criticizable/understandable knowledge "explanatory 
knowledge", that seems like a different issue to me.)



If a piece of knowledge does nothing to explain what features of the world make 
it useful, then it cannot reasonably be called clear.

Do you think that no Ruby (or Objective-C or whatever) code can be clear without 
comments (or comments in disguise e.g. by very lengthy variable or method 
names)?

It may, as a result of creativity become part of some clear knowledge that 
includes an explanation of how the original piece of knowledge works, but that's 
a substantial modification of, and improvement of, the original knowledge.

The explanations in books require creativity to be understood. The application of 
creativity to understand things, which we always do to understand anything, 
doesn't have to constitute a substantial modification or improvement.

Knowledge in genes is tested by building machines for making more copies 
of those genes that have to work first time. Explanatory knowledge doesn't 
have to work first time. We can try it out in models and in critical discussion 
before trying to do stuff with it. If there is anything worth preserving about a 
piece of knowledge we can preserve it and keep working on it until it can be 
used to make things that work.

Also biological evolution created explanations via us. Why doesn't that 
count?

Biological evolution created the hardware on which the software for creating 
explanations was created. Virtually none of the resulting explanatory 
knowledge has ever been instantiated in genes and virtually none of it uses 
genes except in the sense of running on that hardware. And when we 
understand creativity it will not be necessary to run it on machines made of 
meat due to the universality of computation. It's a bit like saying Intel should 
get the credit for MacOS X.

No it's not like that. Genes wrote intelligence software which then created 
knowledge without any outside help from non-genes. Intel didn't write OS X.



Genes had help from non-genes in creating explanatory knowledge: memes.

Genes created the original memes so that isn't outside help. Intel didn't found 
Apple.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Universality and specialized hardware
Date: February 24, 2012 at 9:23 PM

On 2/24/2012 1:21 AM, Elliot Temple wrote:
On Feb 23, 2012, at 4:33 PM, Richard Fine wrote:

On 2/23/2012 9:24 PM, Elliot Temple wrote:
On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of computing 
anything that is computable.

However, this does not mean that all brains will compute all things in the 
same way, or that one brain will compute all things in the same general way.

If we know how to do particular things - like recognise faces, or classify 
objects into categories - then that knowledge must have a physical 
representation.

So, what, if anything, is wrong with the claim that while we *are* universal 
computers, we do still have specialised hardware (not necessarily fixed 
at/from birth) for performing particular tasks?

You forgot that we are universal knowledge creators.
Yes, OK. So we can create - or build a machine that creates - and then store - 
or create storage for - any idea. Combined with universal computation, we can 
create and process any abstract structure.

How does this impact the argument, though?
Because saying we have special knowledge creating brain regions is about the 
equivalent of saying dogs have special brain regions to provide extra 
*computational* features, like bubble sort.

But dogs do not have bubble sort hardware. Because their universal 
computation is an emergent property of simpler components and it would make 
no sense to have specialized bubble sort hardware.

I don't really see why the knowledge-creation case and the dog case are 
equivalent. Do you mean that our universal knowledge creation is an emergent 
property of simpler components too? What are those components?



Should half a brain still be a universal knowledge creator? What about a quarter 
of a brain? Or an eighth?

Also there's no known method of creating *any* knowledge that isn't universal, 
which is different from computation where you at least *can* make non-universal 
bubble sort hardware but it's just silly (and it would involve all the components 
necessary for universality, internally, but just with no way to access them for 
arbitrary usage).

Is C&R a universal method for creating knowledge in the sense that we're talking 
about here? Or we we talking about something lower-level (like coming up with 
the conjectures in the first place)?

Using the same model: imagine that somehow we could make a brain region for 
language that didn't do universal knowledge creation -- no one has any 
explanation of how that could be possible, but set that aside. What does the 
parallel tell us? That this region would have all the components necessary for 
universal knowledge creation, just without direct access to some stuff so it's 
crippled

Why would the region necessarily have all the components for universal 
knowledge creation? (This may be obvious once I understand what those 
components are).

Is it plausible that humans have universal lots of redundant, crippled knowledge 
creation components? Nope.

Humans do have some specialized *computation* hardware, which animals 
have too -- for optimizing some speed sensitive computations like part of vision 
processing -- but no specialized *knowledge creation* hardware. Besides the 
above issues, another issue is: what bottlenecks would it optimize? If needing 
some knowledge was predictable your genes would just encode that knowledge 
(e.g. make it an initial idea at brain formation), they wouldn't code for something 
to recreate it. And if it's not predictable, then again they can't code for something 
to optimize the bottleneck since there isn't one known in advance.

By "your genes would just encode that knowledge," are you including the 
possibility that genes would encode the knowledge in some compressed way - 



e.g. in the form of a program that must be run to decompress the knowledge? If 
so, how's that really different from coding for something to recreate knowledge? If 
not, why not?

Would having specialized hardware imply that we wouldn't be universal 
knowledge creators? The claim that we're universal knowledge creators would 
imply that we don't *need* any specialized hardware to create particular kinds 
of knowledge, but it doesn't imply that we don't *have* any.

Not needing stuff, in general, in an evolutionary context, actually does imply not 
having it. There are exceptions but those are the exceptions and need good 
explanations.

Didn't we become universal knowledge creators pretty recently, in evolutionary 
terms? Is it plausible that we have specialized hardware still left over from before 
we were universal knowledge creators, and that because we still have it we've 
not been very interested in creating the knowledge of how to do without it, and so 
there is still pressure to keep it?

There's more than one type of universality.
Yes, sure. We're universal computers and universal knowledge creators; are 
there are kinds of universality we have that are important?

Well the text above discussed whether one type of universality implied 
something, when it doesn't, but another type does.

Sorry, that was a typo. I meant to say "are there *other* kinds of universality we 
have that are important?"

- Richard



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 24, 2012 at 10:06 PM

On Feb 23, 2:57 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 23, 2012, at 10:24 AM, Steve Push wrote:

On Feb 21, 3:29 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 21, 2012, at 7:51 AM, Steve Push wrote:

[…]

Will brand X rip more than brand Y?

No, that's not the problem. The problem is which to buy which doesn't 
necessarily depend on knowing which will rip more (which we don't know).

I half agree.  The problem *is* which to buy.  But it *does* depend on
which will (probably) rip, which we don’t know with certainty but
about which we can venture an educated guess.

Which will "probably" rip more is not the same question as:

- which will rip more?
- what is an explanation of how the bag designs work explaining which rips more 
and why?

There is a lot behind this word "probably". It's not as simple as it may sound.

For example, it's not a matter of probability whether or not the brand X design is 
better than the brand Y design. One is better and one is worse. There is an 
explanation for that and a truth of the matter (which we may not know).

One way "probably" is used is to refer to situations of *uncertainty*. But 
uncertainty is quite a different issue than probability. That is a loose usage.

In this case, “will probably rip” means “is more likely to rip.”  It
is a conclusion based on the probability estimate derived from the
sample.



When we venture educated guesses about things, that raises some issues:

In what sense is the guess educated? what does that mean? what makes it 
"educated"? what are the consequences? how does a guess get to be 
educated? which are and aren't? why do we care if it's educated or not? is that a 
kind of epistemic status, justification, or something else? what, if anything, does 
that have to do with probability?

The guess is “educated” because it is based on at least 600
observations of each brand.  That is more educated than the guess I
made in the pet supply store when I first bought brand X and had no
experience with it.

[…]

I just want to answer the above question with the knowledge and data I
already have in hand.  If I switch to brand Y and those bags rip
during the summer, I can address that problem when it arises.

This is missing the point. What if the next box will last into summer? What if 
summer is next week?

But my point had nothing to do with summer. Any day of the year could be 
chosen as the day on which things change. It could be tomorrow.

The point is you have to know what kind of category the bags are in: the kind 
that changes performance on particular days of the year, or when particular 
events happen (e.g. sunny days), or which has basically identical year round 
performance?

You have to have background knowledge, to identify that bags don't behave 
like weather, nor according to weather, no matter how limited your wants. 
(Which, btw, is conceivably false. Some plastic might get brittle in snowy 
places. But we can assume in the hypothetical that weather doesn't matter, 
the point is you have to have knowledge to make such judgments, and then 
whatever comes after that, e.g. your purchasing decision, is now dependent 
on that knowledge and judgment you used.)



It is admirable to make explicit the background knowledge that went
into my decision.  But as discussed in Chapter 4 of the Godfrey-Smith
book,

it is coming but not here yet.

C&R has a serious problem when it comes to making such
decisions.  As you point out, there are many logically possible
theories that are not refuted by the data we have so far.  It seems
that, by denying the possibility of confirmation, C&R cannot choose
between different unrefuted theories.

we have a solution to that but i'll hold off on commenting much until the book 
comes.

further, even if we didn't have a solution that would not be a defense of any 
criticism of induction. so this is a separate topic than whether induction, or 
justificationism (the idea of "confirming" stuff means justifying them in our 
terminology. actually in non-Popperian terminology too: in the same terminology 
that says knowledge is "justified, true belief" -- that justification can come from 
"confirmation") is any good. the concept that we must justify (confirm, support, 
whatever) our theories as the only possible way to differentiate theories is 
something only a justificationist would think -- that is a core justificationist idea 
that only makes sense in a justificationist worldview. i emphasize this because 
you previously denied being a justificationist. so either you were mistaken 
previously or your views have a clash here.

After reviewing the definitions of “justificationism” and
“fallibilism” in BoI, I would say that I am a justificationist by that
terminology.  I believe there are more-or-less “reliable means of
justifying ideas as being true or probable.”

if you weren't seeking justification, it wouldn't bother you to act on an unjustified 
(unconfirmed) idea, and you wouldn't think that if we can't differentiate ideas by 
justification (such as confirmation) then they are therefore not differentiated.

It doesn’t much bother me to act on the “unjustified” idea of
induction.  I’d like to see the problem of induction solved -- or
determined to not be a problem after all.  But I haven’t let that
uncertainty stop me from believing in and using induction.



And it's not just that you could conjecture some stuff with limited information, 
it's that you *already are* acting on many explanations and conjectures you 
already have.

And you *absolutely always do* conjecture some more -- e.g. some "bridge" 
theories which make connections between more general purpose ideas you 
have in memory and the details of the current situation you're thinking about. 
(These may well never make it to conscious attention, and often are pretty 
trivial/simple.)

I'm a bit confused because you've conceded several times that we always 
need background knowledge (or, more generally, some theories whether in 
the background or not) in order to interpret data or do much of anything. But 
then when I bring this up in particular cases you make objections of various 
kinds. So I've become a bit lost as to what your position is, I don't see how it's 
consistent. Maybe you thought you conceded something else more limited. If 
so, what?

I acknowledge that we have and use background knowledge.  I don’t see
that such knowledge is inconsistent with induction.

whether it's possible for induction to be consistent with it or not, one thing i've 
been saying is that the use of background knowledge and interpretative theories 
is inconsistent with *various statements you have posted* (e.g. statements that I 
read as denying this, e.g. when you said something like that we do the induction 
before the background theories get involved, or when you said, a bit below, 
"conclusions based on observations in the absence of relevant explanatory 
theories" -- I'm saying there are always relevant, explanatory theories in our 
background knowledge, there is never ever a total absence of those. you've 
seemed to acknowledge my points on this topic sometimes -- to agree with me -
- but claims like an absence of relevant explanatory theories contradicts me.)

We always have background knowledge and theories.  But sometimes we
encounter facts that can’t be explained by our current theories.

What does seem inconsistent with induction is the insistence that confirmation 
is impossible.



agreed. induction is part of the justificationist worldview, so denials of 
justificationism don't fit with it.

Then you may call me a “justificationist” if you like.

I don’t have an explanatory theory that will solve my current
problem.

We have:

- many relevant explanatory theories
- relevant data
- a solution to the problem

We don't have any explanatory theories that would solve the problem if we 
took the data out of the picture and talked about two brands of bags we'd 
never tried and had no differentiating information for.

But setting that aside and taking into account the data, we have explanatory 
theories that, while not complete, do solve the problem. I posted the solution -
- taking a conservative approach to your purchasing decision (based on 
explanations about when and why conservative approaches are appropriate, 
and considering the costs and risks involved) -- and don't recall any criticism.

My criticism is the same as stated above:  There are numerous
logically possible, unrefuted (I guess that’s redundant) theories
consistent with the data we have so far.  By denying the possibility
of confirmation, C&R cannot choose between different unrefuted
theories.  To saying that one decision is more conservative than
another, aren’t you favoring one unrefuted theory over others?

we have a solution. more comments below.

My previous “theory” predicted there would be no difference
between the brands.  I have lots of background knowledge, and I can
form lots of untested hypotheses concerning why the difference exists
-- or perhaps why the apparent difference is statistically
insignificant.  But I don’t have any reason to form such hypotheses,
not to mention criticize and test them, until after I have decided



that there is a difference.

How do you decide there is a difference?

By using explanatory theories. There is no other way. And we've been over 
this.

In order to know if your data implies a difference you must:

- interpret the data according to explanatory theories telling you if, for 
example, those 3 breaks were representative generally or were because you, 
contrary to usual habit, went for 3 walks on Friday the 13s while having the 
new brand of bags.

- think about whether a difference in past bags would imply a difference in 
future bags. this depends on things like how the bags are made. For 
example, if the past bags were hand made by Sue, and yesterday Sue was 
fired and the top expert John was hired instead, you can't expect similar 
results going forward. But if they are made in a factory and the tools and 
input materials and design remain the same, then you can expect similar 
results going forward.

- think about what statistics apply or not, based on explanations about bags. 
statistics only apply to some kinds of things and not others. e.g. DD posted:

They [Bell Curves] apply when there are random errors in large numbers of 
variables that are *added together* to give a total. That total has an almost 
Gaussian (bell curve) distribution, regardless of the distribution functions of 
the individual errors.

So we've been extensively over the various ways you can't judge anything 
whatsoever about the data without using all sorts of theories (often, being 
background knowledge, these theories are disregarded and not thought 
about, yet they do exist and matter). You've accepted some of these points 
and not objected to others. But your assertions, now -- about the possibility of 
judging whether there is a meaningful difference between bag brands 
*before* using explanatory thinking (which you call forming hypotheses, using 
background and other knowledge, about the bags) -- contradict them.



Maybe you've missed the point: it's impossible to apply your background 
knowledge, or any other knowledge you already had, to the current case of 
the bags, without making guesses about how it applies and subjecting those 
to criticism.

There are no steps, anywhere, ever, that involve thinking but no C&R. 
Thinking can't work, at all, without C&R. C&R is the only way. (Because we 
need background knowledge and explanations and interpretations at all 
times. And figuring out which are any good, and how they apply to what, and 
so on, requires creative thought or in other words C&R.)

You’ve sold me on the importance of background knowledge, including
various explanatory theories.  But I still see a possibly fatal
problem with C&R.  As discussed above, C&R cannot choose between
different unrefuted theories.  There are logically possible, unrefuted
theories according to which brand X will perform as well as or better
than brand Y in the future.  Without induction or confirmation, I
think the only way out of this dilemma is to develop and
experimentally test a theory that *requires* brand X to always rip
more often than brand Y.  The superiority of brand Y would have to be
a law of nature.

that's not the only way out of the dilemma. i've written a number of posts 
relevant to this topic. maybe we can use them as a starting point for discussing 
this.

there is only a dilemma when the number of non-refuted ideas isn't one. so 
there's two problematic cases:

1) there are zero non-refuted ideas

2) there are two or more non-refuted ideas

to start with, check out the post with subject line "we can always act on non-
criticized ideas" from jan 17.

Thank you.  I have read it.

being able to have a non-criticized idea to act on, always, addresses (1) for 



cases of human action. (this is the hard case)

for cases that aren't human action, (1) can be addressed by further research 
taking an indefinite amount of time (there are only time limits when human 
action comes up).

For (2), it can always be converted to (1) by pointing out that if we have these 
ideas and none refute each other, then that is a criticism of all of them: none of 
them are good enough to guide us, none have a full understanding of the issue, 
none are complete enough. so pending some additions to them, they're all 
refuted in their current form.

I guess I should add, to avoid potential confusion, that I've improved on Popper 
here.

I don’t think your proposed solution solves the problem raised in
Chapter 4 of Godfrey-Smith’s book.  We can discuss this further after
you read it.

now, setting aside how C&R can solve the problem, there is the issue of how 
induction, confirmation or justification can or cannot solve it. these are separate 
issues, agreed?

in other words, whether or not the C&R solution works, and whether or not the 
inductivist/etc type solution works, are independent issues and it could be yes 
for both, no for both, or yes for one and no for the other. agreed?

so with that said, i consider it kind of distracting to respond to criticism of the 
inductivist approach by criticizing the C&R approach. make sense? i think 
discussion of how C&R works, and criticism of C&R, should pretty much be a 
different discussion than whether induction works or not. the two topics are 
related because the C&R perspective (and inductivist perspective) on both 
topics has common points and re-uses some ideas. but in any case, none of 
these comments here about a possible problem for C&R provide any kind of 
defense of induction. right?

if we *need* induction/confirmation (b/c C&R and other rivals fail), but induction 
doesn't work, then it just doesn't work. our need wouldn't improve its viability or 
solve any of its weaknesses.



I don’t agree that these are separate issues.  The challenge to Popper
described by Godfrey-Smith on pp. 67-71 has a direct bearing on
whether Popper has provided a realistic alternative to induction and
confirmation.

so, do you have a defense of induction? or should we just wait until i get your 
book? does it provide a defense of induction against the relevant C&R type 
criticisms?

Godfrey-Smith credits Popper with making an important contribution to
the philosophy of science, but he doesn’t find Popper’s criticism of
induction and confirmation compelling.

one other way to approach the problem, which i think is enlightening, is to 
consider:

which observations do and don't confirm which theories (and how much?). what 
is the *exact rule* for this?

also how is confirmation used? do we *always* act on the theory with more 
confirmation? if the position is we should *always* act on the non-refuted(?) 
theory with the highest confirmation number, then that is a simple rule which is 
fine and the remaining problems are: 1) does that rule actually do a good job?  
2) as above, what are the rules for calculating the amount of confirmation for 
each case and getting comparable numbers? (we have to calculate it on the 
same scale every time)

on the other hand if the rule for using confirmation values is more complicated 
(one reason for that would be if they aren't numbers or aren't directly 
comparable) then it's an issue too.

the main point here is: if you want confirmation (or i'd normally call it "support" -- 
e.g. you might try to say that some piece of evidence supports some theory) 
then, by trying to specify exactly how it works, you'll either:

A) get something that works and you know all about

or

B) find that in trying to fill in the details you can't actually make it work. this is 



what i think will happen: there are no good answers to these questions about 
the details of how support works, so trying to consider those details carefully will 
reveal this.

That would be an interesting exercise, and I will give it some
thought.  In specific cases it may be possible to calculate a number,
but if you want a general formulation, I think it will require a more
complex judgment.  I believe the ideal of a well-confirmed theory is
captured in the words of Theodosius Dobzhansky:  “Nothing in biology
makes sense except in the light of evolution.”

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universality and specialized hardware
Date: February 24, 2012 at 10:12 PM

On Feb 24, 2012, at 6:23 PM, Richard Fine wrote:

On 2/24/2012 1:21 AM, Elliot Temple wrote:
On Feb 23, 2012, at 4:33 PM, Richard Fine wrote:

On 2/23/2012 9:24 PM, Elliot Temple wrote:
On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of computing 
anything that is computable.

However, this does not mean that all brains will compute all things in the 
same way, or that one brain will compute all things in the same general 
way.

If we know how to do particular things - like recognise faces, or classify 
objects into categories - then that knowledge must have a physical 
representation.

So, what, if anything, is wrong with the claim that while we *are* universal 
computers, we do still have specialised hardware (not necessarily fixed 
at/from birth) for performing particular tasks?

You forgot that we are universal knowledge creators.
Yes, OK. So we can create - or build a machine that creates - and then store 
- or create storage for - any idea. Combined with universal computation, we 
can create and process any abstract structure.

How does this impact the argument, though?
Because saying we have special knowledge creating brain regions is about the 
equivalent of saying dogs have special brain regions to provide extra 
*computational* features, like bubble sort.

But dogs do not have bubble sort hardware. Because their universal 
computation is an emergent property of simpler components and it would 
make no sense to have specialized bubble sort hardware.



I don't really see why the knowledge-creation case and the dog case are 
equivalent. Do you mean that our universal knowledge creation is an emergent 
property of simpler components too?

Yes. I think that's how universalities work, e.g. it fits the known ones (like 
computation and our number system and our alphabet) and it also fits with, and 
explains, the jump to universality. And I think it makes sense. Why figure it's 
different for knowledge creation, and how could it be different?

What are those components?

Something like: guesses and criticism.

Exact details are not known well enough to implement it though.

Should half a brain still be a universal knowledge creator? What about a quarter 
of a brain? Or an eighth?

Any brain that can have a regular conversation is. Anything that kills you isn't.

Also there's no known method of creating *any* knowledge that isn't universal, 
which is different from computation where you at least *can* make non-
universal bubble sort hardware but it's just silly (and it would involve all the 
components necessary for universality, internally, but just with no way to 
access them for arbitrary usage).

Is C&R a universal method for creating knowledge in the sense that we're 
talking about here?

Yes.

Or we we talking about something lower-level (like coming up with the 
conjectures in the first place)?

Well, the implementation is presumably at a lower level. But we don't know all the 
details of that.



Using the same model: imagine that somehow we could make a brain region 
for language that didn't do universal knowledge creation -- no one has any 
explanation of how that could be possible, but set that aside. What does the 
parallel tell us? That this region would have all the components necessary for 
universal knowledge creation, just without direct access to some stuff so it's 
crippled

Why would the region necessarily have all the components for universal 
knowledge creation? (This may be obvious once I understand what those 
components are).

It's the same reason that all web browsers, all word processors, all spreadsheets, 
all video games, and so on, each one individually contains/uses all the functions 
needed for universal computation (which is quite a low bar).

Is it plausible that humans have universal lots of redundant, crippled 
knowledge creation components? Nope.

Humans do have some specialized *computation* hardware, which animals 
have too -- for optimizing some speed sensitive computations like part of vision 
processing -- but no specialized *knowledge creation* hardware. Besides the 
above issues, another issue is: what bottlenecks would it optimize? If needing 
some knowledge was predictable your genes would just encode that 
knowledge (e.g. make it an initial idea at brain formation), they wouldn't code 
for something to recreate it. And if it's not predictable, then again they can't 
code for something to optimize the bottleneck since there isn't one known in 
advance.

By "your genes would just encode that knowledge," are you including the 
possibility that genes would encode the knowledge in some compressed way - 
e.g. in the form of a program that must be run to decompress the knowledge?

yes

If so, how's that really different from coding for something to recreate 
knowledge? If not, why not?



because decompression is computation not knowledge creation. unzip isn't 
knowledge creation. my iMac can't think but can uncompress stuff. what's the 
issue here?

Would having specialized hardware imply that we wouldn't be universal 
knowledge creators? The claim that we're universal knowledge creators 
would imply that we don't *need* any specialized hardware to create 
particular kinds of knowledge, but it doesn't imply that we don't *have* any.

Not needing stuff, in general, in an evolutionary context, actually does imply 
not having it. There are exceptions but those are the exceptions and need 
good explanations.

Didn't we become universal knowledge creators pretty recently, in evolutionary 
terms?

depends what "recent" means i guess. apes aren't. also the timing isn't known 
very exactly.

Is it plausible that we have specialized hardware still left over from before we 
were universal knowledge creators, and that because we still have it we've not 
been very interested in creating the knowledge of how to do without it, and so 
there is still pressure to keep it?

but no animals have any specialized knowledge creation hardware.

they only have computation hardware.

There's more than one type of universality.
Yes, sure. We're universal computers and universal knowledge creators; are 
there are kinds of universality we have that are important?

Well the text above discussed whether one type of universality implied 
something, when it doesn't, but another type does.

Sorry, that was a typo. I meant to say "are there *other* kinds of universality we 
have that are important?"



Oh. Sure.

We're universal constructors.

We have a universal language. And a universal number system.

There's other stuff that's a bit harder to explain. Thinking about things in terms of 
universalities is unusual/new, instead of something our culture has known for 
decades, so it's harder.

We have some skills related to picking things up. We have opposable thumbs. 
They provide some sort of universality in that the concept of being able to grip 
things works for all objects (that fit). The "that fit" qualification kind of makes it 
sound not universal but I suspect that it would sound more like a universality if 
phrased in some other, better way.

Also, via our construction abilities, we can make levers, giant robot arms, etc, to 
help. So that's another universality since with that we can pick up anything that 
can be picked up, no qualification.

I think there must be many more universalities, many to do with obvious or 
common sense abilities we have. Which are important to think of as universalities 
is not known. Which are important in another sense is easier: e.g., our picking 
stuff up ability is important (quite useful and important to understanding humans).

-- Elliot Temple
http://curi.us/

http://curi.us/
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[…]

Will brand X rip more than brand Y?

No, that's not the problem. The problem is which to buy which doesn't 
necessarily depend on knowing which will rip more (which we don't know).

I half agree.  The problem *is* which to buy.  But it *does* depend on
which will (probably) rip, which we don’t know with certainty but
about which we can venture an educated guess.

Which will "probably" rip more is not the same question as:

- which will rip more?
- what is an explanation of how the bag designs work explaining which rips 
more and why?

There is a lot behind this word "probably". It's not as simple as it may sound.

For example, it's not a matter of probability whether or not the brand X design 
is better than the brand Y design. One is better and one is worse. There is an 
explanation for that and a truth of the matter (which we may not know).

One way "probably" is used is to refer to situations of *uncertainty*. But 
uncertainty is quite a different issue than probability. That is a loose usage.



In this case, “will probably rip” means “is more likely to rip.”  It
is a conclusion based on the probability estimate derived from the
sample.

But the scenario was designed so that we don't know which bag type is more 
likely to rip.

We can guess at it using explanations but we have so little information we really 
don't know much. That doesn't stop us from making a decision though: we don't 
need to know which bags are more likely to rip in order to make purchasing 
decisions. We can make purchasing decisions with quite limited information.

When we venture educated guesses about things, that raises some issues:

In what sense is the guess educated? what does that mean? what makes it 
"educated"? what are the consequences? how does a guess get to be 
educated? which are and aren't? why do we care if it's educated or not? is that 
a kind of epistemic status, justification, or something else? what, if anything, 
does that have to do with probability?

The guess is “educated” because it is based on at least 600
observations of each brand.  That is more educated than the guess I
made in the pet supply store when I first bought brand X and had no
experience with it.

I could make the opposite guess, also "based on" (logically consistent with) 600 
observations. So in what sense is your guess more educated than the opposite 
guess? Or in what sense is is "based on" those observations other than logical 
consistency (non-contradiction)?

(This is closely related to the questions at the end about what "support" is. Saying 
they are based on the observations is, I think, equivalent to claiming they are 
supported by the observations, or a subset of it.)

[…]



I just want to answer the above question with the knowledge and data I
already have in hand.  If I switch to brand Y and those bags rip
during the summer, I can address that problem when it arises.

This is missing the point. What if the next box will last into summer? What if 
summer is next week?

But my point had nothing to do with summer. Any day of the year could be 
chosen as the day on which things change. It could be tomorrow.

The point is you have to know what kind of category the bags are in: the 
kind that changes performance on particular days of the year, or when 
particular events happen (e.g. sunny days), or which has basically identical 
year round performance?

You have to have background knowledge, to identify that bags don't behave 
like weather, nor according to weather, no matter how limited your wants. 
(Which, btw, is conceivably false. Some plastic might get brittle in snowy 
places. But we can assume in the hypothetical that weather doesn't matter, 
the point is you have to have knowledge to make such judgments, and then 
whatever comes after that, e.g. your purchasing decision, is now dependent 
on that knowledge and judgment you used.)

It is admirable to make explicit the background knowledge that went
into my decision.  But as discussed in Chapter 4 of the Godfrey-Smith
book,

it is coming but not here yet.

C&R has a serious problem when it comes to making such
decisions.  As you point out, there are many logically possible
theories that are not refuted by the data we have so far.  It seems
that, by denying the possibility of confirmation, C&R cannot choose
between different unrefuted theories.

we have a solution to that but i'll hold off on commenting much until the book 
comes.



further, even if we didn't have a solution that would not be a defense of any 
criticism of induction. so this is a separate topic than whether induction, or 
justificationism (the idea of "confirming" stuff means justifying them in our 
terminology. actually in non-Popperian terminology too: in the same 
terminology that says knowledge is "justified, true belief" -- that justification can 
come from "confirmation") is any good. the concept that we must justify 
(confirm, support, whatever) our theories as the only possible way to 
differentiate theories is something only a justificationist would think -- that is a 
core justificationist idea that only makes sense in a justificationist worldview. i 
emphasize this because you previously denied being a justificationist. so either 
you were mistaken previously or your views have a clash here.

After reviewing the definitions of “justificationism” and
“fallibilism” in BoI, I would say that I am a justificationist by that
terminology.  I believe there are more-or-less “reliable means of
justifying ideas as being true or probable.”

OK but justificationism is refuted in Realism and the Aim of Science.

You read that chapter without, apparently, having any criticisms of it. So what's 
going on?

if you weren't seeking justification, it wouldn't bother you to act on an 
unjustified (unconfirmed) idea, and you wouldn't think that if we can't 
differentiate ideas by justification (such as confirmation) then they are therefore 
not differentiated.

It doesn’t much bother me to act on the “unjustified” idea of
induction.

Why? If there are reliable means of justifying ideas, shouldn't they be used on 
induction?

 I’d like to see the problem of induction solved -- or
determined to not be a problem after all.  But I haven’t let that
uncertainty stop me from believing in and using induction.

And it's not just that you could conjecture some stuff with limited information, 
it's that you *already are* acting on many explanations and conjectures you 



already have.

And you *absolutely always do* conjecture some more -- e.g. some "bridge" 
theories which make connections between more general purpose ideas you 
have in memory and the details of the current situation you're thinking 
about. (These may well never make it to conscious attention, and often are 
pretty trivial/simple.)

I'm a bit confused because you've conceded several times that we always 
need background knowledge (or, more generally, some theories whether in 
the background or not) in order to interpret data or do much of anything. But 
then when I bring this up in particular cases you make objections of various 
kinds. So I've become a bit lost as to what your position is, I don't see how 
it's consistent. Maybe you thought you conceded something else more 
limited. If so, what?

I acknowledge that we have and use background knowledge.  I don’t see
that such knowledge is inconsistent with induction.

whether it's possible for induction to be consistent with it or not, one thing i've 
been saying is that the use of background knowledge and interpretative 
theories is inconsistent with *various statements you have posted* (e.g. 
statements that I read as denying this, e.g. when you said something like that 
we do the induction before the background theories get involved, or when you 
said, a bit below, "conclusions based on observations in the absence of 
relevant explanatory theories" -- I'm saying there are always relevant, 
explanatory theories in our background knowledge, there is never ever a total 
absence of those. you've seemed to acknowledge my points on this topic 
sometimes -- to agree with me -- but claims like an absence of relevant 
explanatory theories contradicts me.)

We always have background knowledge and theories.  But sometimes we
encounter facts that can’t be explained by our current theories.

Can't be *fully* explained by our current theories, so we think more. So what?

What does seem inconsistent with induction is the insistence that 
confirmation is impossible.



agreed. induction is part of the justificationist worldview, so denials of 
justificationism don't fit with it.

Then you may call me a “justificationist” if you like.

I don’t have an explanatory theory that will solve my current
problem.

We have:

- many relevant explanatory theories
- relevant data
- a solution to the problem

We don't have any explanatory theories that would solve the problem if we 
took the data out of the picture and talked about two brands of bags we'd 
never tried and had no differentiating information for.

But setting that aside and taking into account the data, we have explanatory 
theories that, while not complete, do solve the problem. I posted the solution 
-- taking a conservative approach to your purchasing decision (based on 
explanations about when and why conservative approaches are 
appropriate, and considering the costs and risks involved) -- and don't recall 
any criticism.

My criticism is the same as stated above:  There are numerous
logically possible, unrefuted (I guess that’s redundant) theories
consistent with the data we have so far.  By denying the possibility
of confirmation, C&R cannot choose between different unrefuted
theories.  To saying that one decision is more conservative than
another, aren’t you favoring one unrefuted theory over others?

we have a solution. more comments below.

My previous “theory” predicted there would be no difference
between the brands.  I have lots of background knowledge, and I can
form lots of untested hypotheses concerning why the difference exists
-- or perhaps why the apparent difference is statistically



insignificant.  But I don’t have any reason to form such hypotheses,
not to mention criticize and test them, until after I have decided
that there is a difference.

How do you decide there is a difference?

By using explanatory theories. There is no other way. And we've been over 
this.

In order to know if your data implies a difference you must:

- interpret the data according to explanatory theories telling you if, for 
example, those 3 breaks were representative generally or were because 
you, contrary to usual habit, went for 3 walks on Friday the 13s while having 
the new brand of bags.

- think about whether a difference in past bags would imply a difference in 
future bags. this depends on things like how the bags are made. For 
example, if the past bags were hand made by Sue, and yesterday Sue was 
fired and the top expert John was hired instead, you can't expect similar 
results going forward. But if they are made in a factory and the tools and 
input materials and design remain the same, then you can expect similar 
results going forward.

- think about what statistics apply or not, based on explanations about bags. 
statistics only apply to some kinds of things and not others. e.g. DD posted:

They [Bell Curves] apply when there are random errors in large numbers 
of variables that are *added together* to give a total. That total has an 
almost Gaussian (bell curve) distribution, regardless of the distribution 
functions of the individual errors.

So we've been extensively over the various ways you can't judge anything 
whatsoever about the data without using all sorts of theories (often, being 
background knowledge, these theories are disregarded and not thought 
about, yet they do exist and matter). You've accepted some of these points 
and not objected to others. But your assertions, now -- about the possibility 
of judging whether there is a meaningful difference between bag brands 
*before* using explanatory thinking (which you call forming hypotheses, 



using background and other knowledge, about the bags) -- contradict them.

Maybe you've missed the point: it's impossible to apply your background 
knowledge, or any other knowledge you already had, to the current case of 
the bags, without making guesses about how it applies and subjecting those 
to criticism.

There are no steps, anywhere, ever, that involve thinking but no C&R. 
Thinking can't work, at all, without C&R. C&R is the only way. (Because we 
need background knowledge and explanations and interpretations at all 
times. And figuring out which are any good, and how they apply to what, 
and so on, requires creative thought or in other words C&R.)

You’ve sold me on the importance of background knowledge, including
various explanatory theories.  But I still see a possibly fatal
problem with C&R.  As discussed above, C&R cannot choose between
different unrefuted theories.  There are logically possible, unrefuted
theories according to which brand X will perform as well as or better
than brand Y in the future.  Without induction or confirmation, I
think the only way out of this dilemma is to develop and
experimentally test a theory that *requires* brand X to always rip
more often than brand Y.  The superiority of brand Y would have to be
a law of nature.

that's not the only way out of the dilemma. i've written a number of posts 
relevant to this topic. maybe we can use them as a starting point for discussing 
this.

there is only a dilemma when the number of non-refuted ideas isn't one. so 
there's two problematic cases:

1) there are zero non-refuted ideas

2) there are two or more non-refuted ideas

to start with, check out the post with subject line "we can always act on non-
criticized ideas" from jan 17.

Thank you.  I have read it.



being able to have a non-criticized idea to act on, always, addresses (1) for 
cases of human action. (this is the hard case)

for cases that aren't human action, (1) can be addressed by further research 
taking an indefinite amount of time (there are only time limits when human 
action comes up).

For (2), it can always be converted to (1) by pointing out that if we have these 
ideas and none refute each other, then that is a criticism of all of them: none of 
them are good enough to guide us, none have a full understanding of the 
issue, none are complete enough. so pending some additions to them, they're 
all refuted in their current form.

I guess I should add, to avoid potential confusion, that I've improved on Popper 
here.

I don’t think your proposed solution solves the problem raised in
Chapter 4 of Godfrey-Smith’s book.  We can discuss this further after
you read it.

now, setting aside how C&R can solve the problem, there is the issue of how 
induction, confirmation or justification can or cannot solve it. these are 
separate issues, agreed?

in other words, whether or not the C&R solution works, and whether or not the 
inductivist/etc type solution works, are independent issues and it could be yes 
for both, no for both, or yes for one and no for the other. agreed?

so with that said, i consider it kind of distracting to respond to criticism of the 
inductivist approach by criticizing the C&R approach. make sense? i think 
discussion of how C&R works, and criticism of C&R, should pretty much be a 
different discussion than whether induction works or not. the two topics are 
related because the C&R perspective (and inductivist perspective) on both 
topics has common points and re-uses some ideas. but in any case, none of 
these comments here about a possible problem for C&R provide any kind of 
defense of induction. right?

if we *need* induction/confirmation (b/c C&R and other rivals fail), but induction 
doesn't work, then it just doesn't work. our need wouldn't improve its viability or 



solve any of its weaknesses.

I don’t agree that these are separate issues.  The challenge to Popper
described by Godfrey-Smith on pp. 67-71 has a direct bearing on
whether Popper has provided a realistic alternative to induction and
confirmation.

But alternatives have no bearing on whether induction is refuted or not.

Do you disagree with this statement? Do you think whether induction works or 
does not work depends on what alternatives work or don't work? Why?

so, do you have a defense of induction? or should we just wait until i get your 
book? does it provide a defense of induction against the relevant C&R type 
criticisms?

Godfrey-Smith credits Popper with making an important contribution to
the philosophy of science, but he doesn’t find Popper’s criticism of
induction and confirmation compelling.

one other way to approach the problem, which i think is enlightening, is to 
consider:

which observations do and don't confirm which theories (and how much?). 
what is the *exact rule* for this?

also how is confirmation used? do we *always* act on the theory with more 
confirmation? if the position is we should *always* act on the non-refuted(?) 
theory with the highest confirmation number, then that is a simple rule which is 
fine and the remaining problems are: 1) does that rule actually do a good job?  
2) as above, what are the rules for calculating the amount of confirmation for 
each case and getting comparable numbers? (we have to calculate it on the 
same scale every time)

on the other hand if the rule for using confirmation values is more complicated 
(one reason for that would be if they aren't numbers or aren't directly 
comparable) then it's an issue too.

the main point here is: if you want confirmation (or i'd normally call it "support" -



- e.g. you might try to say that some piece of evidence supports some theory) 
then, by trying to specify exactly how it works, you'll either:

A) get something that works and you know all about

or

B) find that in trying to fill in the details you can't actually make it work. this is 
what i think will happen: there are no good answers to these questions about 
the details of how support works, so trying to consider those details carefully 
will reveal this.

That would be an interesting exercise, and I will give it some
thought.  In specific cases it may be possible to calculate a number,
but if you want a general formulation, I think it will require a more
complex judgment.  I believe the ideal of a well-confirmed theory is
captured in the words of Theodosius Dobzhansky:  “Nothing in biology
makes sense except in the light of evolution.”

Feel free to give it some thought, I think that's a good idea.

However, I'd like to add: you should not have to give this some thought. 
Inductivists should have addressed it already. Don't you think so? There should 
be a paper or book you can refer me to which directly addresses this issue. It's 
not an original question or thing to want to know about.

Do you have any thoughts on why no inductivist has ever addressed this, and 
why any of them stick to induction while being unable to address this? Or do you 
think someone has addressed it? I think that a *professional* inductivist, who has 
done years of research in the field and read tons of books about it, and taught 
classes on it or written famous books about it, that kind of person, has no excuse 
for not having already addressed this well.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/
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My understanding of universality is: the brain is capable of 
computing anything that is computable.

However, this does not mean that all brains will compute all things 
in the same way, or that one brain will compute all things in the 
same general way.

If we know how to do particular things - like recognise faces, or 
classify objects into categories - then that knowledge must have a 
physical representation.



So, what, if anything, is wrong with the claim that while we *are* 
universal computers, we do still have specialised hardware (not 
necessarily fixed at/from birth) for performing particular tasks?

You forgot that we are universal knowledge creators.

Yes, OK. So we can create - or build a machine that creates - and then 
store - or create storage for - any idea. Combined with universal 
computation, we can create and process any abstract structure.

How does this impact the argument, though?

Because saying we have special knowledge creating brain regions is 
about the equivalent of saying dogs have special brain regions to 
provide extra *computational* features, like bubble sort.

But dogs do not have bubble sort hardware. Because their universal 
computation is an emergent property of simpler components and it 
would make no sense to have specialized bubble sort hardware.

Also there's no known method of creating *any* knowledge that isn't 
universal, which is different from computation where you at least *can* 
make non-universal bubble sort hardware but it's just silly (and it would 
involve all the components necessary for universality, internally, but just 
with no way to access them for arbitrary usage).

Creativity in humans creates explanatory knowledge and there are 
arguments in BoI that its knowledge creation ability is universal.

Biological evolution using DNA creates non-explanatory knowledge, so it 
seems plausible to suggest that it creates knowledge but has some lower 
level of universality.

What does it mean to say the knowledge of aerodynamics in a fly is "non-
explanatory"? What's the important difference?

The fly doesn't understand any aerodynamics.

Books have explanatory knowledge (right?) but, not having minds, don't 



understand stuff anymore than flies do.

So I don't see the relevance.

It is often difficult to see the relevance of a sentence that has been taken out of 
the context of an argument of which it is a part.

Do books have explanatory knowledge?

Yes.

Explanations are created to understand some aspect of how the world 
works, and are written down in forms that make it easy to criticise. The 
knowledge that it instantiates about how to fly isn't written down in a form 
that makes it easy to understand and criticise.

How do you know that?

Perhaps, if you knew how to read it, you would find it is easy to understand 
and criticise.

Why would it be clear or criticizable when there is no evolutionary selection 
pressure to do this directly? Because it may be a consequence of something 
else there is selection pressure for. Good design often has reach and will be 
useful in multiple ways.

There is selection pressure for genes to be short because otherwise they run 
into problems with copying errors. (See "Mendel's Demon" by Mark Ridley, aka 
"The Cooperative Gene".) My guess is that natural selection is very good at 
compression and is against easy criticisability whenever it conflicts with 
compressibility.

Do they ever conflict? When/why?

A good explanation is hard to vary so there isn't a lot of irrelevant stuff you can 
easily cut out or compress.

A more specific example: it may be that high quality knowledge, by its nature, 
is (sometimes? often? the more high quality the more this happens?) clear 



and criticizable. So simply by creating high quality knowledge, biological 
evolution might create knowledge of the type you want. (And, btw, I don't see 
why we would call clear/criticizable/understandable knowledge "explanatory 
knowledge", that seems like a different issue to me.)

If a piece of knowledge does nothing to explain what features of the world 
make it useful, then it cannot reasonably be called clear.

Do you think that no Ruby (or Objective-C or whatever) code can be clear 
without comments (or comments in disguise e.g. by very lengthy variable or 
method names)?

I think it can usually be about as clear as an equation written down with no 
explanation of what it represents. If you already have a lot of background 
knowledge it might be clear, but not otherwise.

It may, as a result of creativity become part of some clear knowledge that 
includes an explanation of how the original piece of knowledge works, but 
that's a substantial modification of, and improvement of, the original 
knowledge.

The explanations in books require creativity to be understood. The application of 
creativity to understand things, which we always do to understand anything, 
doesn't have to constitute a substantial modification or improvement.

When you read a book you are reconstructing an explanation that is already in 
the book.

Knowledge in genes is tested by building machines for making more copies 
of those genes that have to work first time. Explanatory knowledge doesn't 
have to work first time. We can try it out in models and in critical discussion 
before trying to do stuff with it. If there is anything worth preserving about a 
piece of knowledge we can preserve it and keep working on it until it can be 
used to make things that work.

Also biological evolution created explanations via us. Why doesn't that 
count?

Biological evolution created the hardware on which the software for creating 



explanations was created. Virtually none of the resulting explanatory 
knowledge has ever been instantiated in genes and virtually none of it uses 
genes except in the sense of running on that hardware. And when we 
understand creativity it will not be necessary to run it on machines made of 
meat due to the universality of computation. It's a bit like saying Intel should 
get the credit for MacOS X.

No it's not like that. Genes wrote intelligence software which then created 
knowledge without any outside help from non-genes. Intel didn't write OS X.

Genes had help from non-genes in creating explanatory knowledge: memes.

Genes created the original memes so that isn't outside help. Intel didn't found 
Apple.

If there were no chips and no machine code, there would be no Apple. So Intel 
should get all the credit for everything Apple has done. Apple didn't help Intel at 
all. Except that things don't actually work that way. Apple have created a load of 
knowledge that Intel doesn't have about how to write good applications that use 
the machine code on Intel's chips. Intel didn't create that knowledge.

Memetic knowledge isn't instantiated in genes, it isn't varied in genes, or selected 
in genes, and it isn't selected by the same criteria as genetic knowledge. Memetic 
knowledge is not created by biological evolution.

Alan
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[…]

I half agree.  The problem *is* which to buy.  But it *does* depend on
which will (probably) rip, which we don’t know with certainty but
about which we can venture an educated guess.

Which will "probably" rip more is not the same question as:

- which will rip more?
- what is an explanation of how the bag designs work explaining which rips 
more and why?

There is a lot behind this word "probably". It's not as simple as it may sound.

For example, it's not a matter of probability whether or not the brand X design 
is better than the brand Y design. One is better and one is worse. There is an 
explanation for that and a truth of the matter (which we may not know).

One way "probably" is used is to refer to situations of *uncertainty*. But 
uncertainty is quite a different issue than probability. That is a loose usage.

In this case, “will probably rip” means “is more likely to rip.”  It
is a conclusion based on the probability estimate derived from the
sample.

But the scenario was designed so that we don't know which bag type is more 
likely to rip.

We can guess at it using explanations but we have so little information we really 



don't know much. That doesn't stop us from making a decision though: we don't 
need to know which bags are more likely to rip in order to make purchasing 
decisions. We can make purchasing decisions with quite limited information.

We can, but the less information we have the more risky the decision.
I made the initial decision based only on the fact that the bags
looked similar.  I changed my mind after 3 out of 600 brand X bags
ripped.

That’s still very little information.  I just did a Yates’ chi-squared
test and found that the difference is not statistically significant.
Nonetheless, my personal values caused me to be more concerned about
making a Type II error (accepting brand X when in fact it is inferior)
than a Type I error (rejecting brand X when in fact it is equivalent).

If I were indifferent to whether I made a Type I or Type II error, I
could have used the two brands alternately under a variety of
conditions.  Eventually the sample size would become large enough to
give me confidence in the results of a statistical test.  I’ll never
achieve 100% certainty, but with a large enough n value I could get
very close.

Of course, even that level of confidence doesn’t protect my conclusion
from future changes that affect the performance of the bags, such as a
change in manufacturing practices at one or both of the companies.  If
I had the time, money, and inclination, I could reduce such risks by
studying the manufacturing practices of both companies, doing chemical
analysis and quality tests on the bags, etc.

Given that I want bags that don't rip, I don't see how I can make a
good purchasing decision in the absence of observations.

[…]

When we venture educated guesses about things, that raises some issues:

In what sense is the guess educated? what does that mean? what makes it 
"educated"? what are the consequences? how does a guess get to be 
educated? which are and aren't? why do we care if it's educated or not? is 
that a kind of epistemic status, justification, or something else? what, if 



anything, does that have to do with probability?

The guess is “educated” because it is based on at least 600
observations of each brand.  That is more educated than the guess I
made in the pet supply store when I first bought brand X and had no
experience with it.

I could make the opposite guess, also "based on" (logically consistent with) 600 
observations. So in what sense is your guess more educated than the opposite 
guess? Or in what sense is is "based on" those observations other than logical 
consistency (non-contradiction)?

You could make the opposite guess, but in doing so you would have to
dismiss, explicitly or implicitly, either the 600 observations or my
personal values in preferring to avoid a Type II error.  Even though
the chi-squared test failed to reject the null hypothesis, it revealed
that there is a 70% likelihood the difference between the two samples
is not a result of chance alone.

(This is closely related to the questions at the end about what "support" is. 
Saying they are based on the observations is, I think, equivalent to claiming they 
are supported by the observations, or a subset of it.)

I agree.

[…]

It is admirable to make explicit the background knowledge that went
into my decision.  But as discussed in Chapter 4 of the Godfrey-Smith
book,

it is coming but not here yet.

C&R has a serious problem when it comes to making such
decisions.  As you point out, there are many logically possible
theories that are not refuted by the data we have so far.  It seems
that, by denying the possibility of confirmation, C&R cannot choose
between different unrefuted theories.



we have a solution to that but i'll hold off on commenting much until the book 
comes.

further, even if we didn't have a solution that would not be a defense of any 
criticism of induction. so this is a separate topic than whether induction, or 
justificationism (the idea of "confirming" stuff means justifying them in our 
terminology. actually in non-Popperian terminology too: in the same 
terminology that says knowledge is "justified, true belief" -- that justification 
can come from "confirmation") is any good. the concept that we must justify 
(confirm, support, whatever) our theories as the only possible way to 
differentiate theories is something only a justificationist would think -- that is a 
core justificationist idea that only makes sense in a justificationist worldview. i 
emphasize this because you previously denied being a justificationist. so 
either you were mistaken previously or your views have a clash here.

After reviewing the definitions of “justificationism” and
“fallibilism” in BoI, I would say that I am a justificationist by that
terminology.  I believe there are more-or-less “reliable means of
justifying ideas as being true or probable.”

OK but justificationism is refuted in Realism and the Aim of Science.

You read that chapter without, apparently, having any criticisms of it. So what's 
going on?

At the time I read the chapter, I didn’t fully appreciate the
implications of Popper’s proposed solution to the problem of
induction.  If that solution means denying that we can ever confirm
theories, even tentatively and temporarily, then I think the cure is
worse than the disease.

[…]

if you weren't seeking justification, it wouldn't bother you to act on an 
unjustified (unconfirmed) idea, and you wouldn't think that if we can't 
differentiate ideas by justification (such as confirmation) then they are 
therefore not differentiated.

It doesn’t much bother me to act on the “unjustified” idea of



induction.

Why? If there are reliable means of justifying ideas, shouldn't they be used on 
induction?

I haven’t heard any solutions to the problem of induction that I find
completely satisfying.  But I haven’t heard any defense of C&R that I
find completely satisfying either.

Some philosophers have suggested that there is no problem of
induction.  That trying to justify induction would be like trying to
justify reason.  Can we justify reason without using circular
reasoning?  In not, would that mean we must abandon reason?

[…]

 I’d like to see the problem of induction solved -- or
determined to not be a problem after all.  But I haven’t let that
uncertainty stop me from believing in and using induction.

I acknowledge that we have and use background knowledge.  I don’t see
that such knowledge is inconsistent with induction.

whether it's possible for induction to be consistent with it or not, one thing i've 
been saying is that the use of background knowledge and interpretative 
theories is inconsistent with *various statements you have posted* (e.g. 
statements that I read as denying this, e.g. when you said something like that 
we do the induction before the background theories get involved, or when 
you said, a bit below, "conclusions based on observations in the absence of 
relevant explanatory theories" -- I'm saying there are always relevant, 
explanatory theories in our background knowledge, there is never ever a total 
absence of those. you've seemed to acknowledge my points on this topic 
sometimes -- to agree with me -- but claims like an absence of relevant 
explanatory theories contradicts me.)

We always have background knowledge and theories.  But sometimes we
encounter facts that can’t be explained by our current theories.

Can't be *fully* explained by our current theories, so we think more. So what?



Why not think more *and” observe more?

[…]

What does seem inconsistent with induction is the insistence that 
confirmation is impossible.

agreed. induction is part of the justificationist worldview, so denials of 
justificationism don't fit with it.

Then you may call me a “justificationist” if you like.

My criticism is the same as stated above:  There are numerous
logically possible, unrefuted (I guess that’s redundant) theories
consistent with the data we have so far.  By denying the possibility
of confirmation, C&R cannot choose between different unrefuted
theories.  To saying that one decision is more conservative than
another, aren’t you favoring one unrefuted theory over others?

we have a solution. more comments below.

You’ve sold me on the importance of background knowledge, including
various explanatory theories.  But I still see a possibly fatal
problem with C&R.  As discussed above, C&R cannot choose between
different unrefuted theories.  There are logically possible, unrefuted
theories according to which brand X will perform as well as or better
than brand Y in the future.  Without induction or confirmation, I
think the only way out of this dilemma is to develop and
experimentally test a theory that *requires* brand X to always rip
more often than brand Y.  The superiority of brand Y would have to be
a law of nature.

that's not the only way out of the dilemma. i've written a number of posts 
relevant to this topic. maybe we can use them as a starting point for 
discussing this.

there is only a dilemma when the number of non-refuted ideas isn't one. so 
there's two problematic cases:



1) there are zero non-refuted ideas

2) there are two or more non-refuted ideas

to start with, check out the post with subject line "we can always act on non-
criticized ideas" from jan 17.

Thank you.  I have read it.

being able to have a non-criticized idea to act on, always, addresses (1) for 
cases of human action. (this is the hard case)

for cases that aren't human action, (1) can be addressed by further research 
taking an indefinite amount of time (there are only time limits when human 
action comes up).

For (2), it can always be converted to (1) by pointing out that if we have these 
ideas and none refute each other, then that is a criticism of all of them: none 
of them are good enough to guide us, none have a full understanding of the 
issue, none are complete enough. so pending some additions to them, 
they're all refuted in their current form.

I guess I should add, to avoid potential confusion, that I've improved on 
Popper here.

I don’t think your proposed solution solves the problem raised in
Chapter 4 of Godfrey-Smith’s book.  We can discuss this further after
you read it.

now, setting aside how C&R can solve the problem, there is the issue of how 
induction, confirmation or justification can or cannot solve it. these are 
separate issues, agreed?

in other words, whether or not the C&R solution works, and whether or not 
the inductivist/etc type solution works, are independent issues and it could be 
yes for both, no for both, or yes for one and no for the other. agreed?



so with that said, i consider it kind of distracting to respond to criticism of the 
inductivist approach by criticizing the C&R approach. make sense? i think 
discussion of how C&R works, and criticism of C&R, should pretty much be a 
different discussion than whether induction works or not. the two topics are 
related because the C&R perspective (and inductivist perspective) on both 
topics has common points and re-uses some ideas. but in any case, none of 
these comments here about a possible problem for C&R provide any kind of 
defense of induction. right?

if we *need* induction/confirmation (b/c C&R and other rivals fail), but 
induction doesn't work, then it just doesn't work. our need wouldn't improve 
its viability or solve any of its weaknesses.

I don’t agree that these are separate issues.  The challenge to Popper
described by Godfrey-Smith on pp. 67-71 has a direct bearing on
whether Popper has provided a realistic alternative to induction and
confirmation.

But alternatives have no bearing on whether induction is refuted or not.

Do you disagree with this statement? Do you think whether induction works or 
does not work depends on what alternatives work or don't work? Why?

I don’t believe induction has been refuted.  I think induction
presents unresolved philosophical problems.  But apparently so does
C&R.  So in the absence of a superior alternative (and in good
“inductivist” fashion), I’ll stay with what appears to have worked
reasonably well so far.

[…]

so, do you have a defense of induction? or should we just wait until i get your 
book? does it provide a defense of induction against the relevant C&R type 
criticisms?

Godfrey-Smith credits Popper with making an important contribution to
the philosophy of science, but he doesn’t find Popper’s criticism of
induction and confirmation compelling.



one other way to approach the problem, which i think is enlightening, is to 
consider:

which observations do and don't confirm which theories (and how much?). 
what is the *exact rule* for this?

also how is confirmation used? do we *always* act on the theory with more 
confirmation? if the position is we should *always* act on the non-refuted(?) 
theory with the highest confirmation number, then that is a simple rule which 
is fine and the remaining problems are: 1) does that rule actually do a good 
job?  2) as above, what are the rules for calculating the amount of 
confirmation for each case and getting comparable numbers? (we have to 
calculate it on the same scale every time)

on the other hand if the rule for using confirmation values is more 
complicated (one reason for that would be if they aren't numbers or aren't 
directly comparable) then it's an issue too.

the main point here is: if you want confirmation (or i'd normally call it "support" 
-- e.g. you might try to say that some piece of evidence supports some 
theory) then, by trying to specify exactly how it works, you'll either:

A) get something that works and you know all about

or

B) find that in trying to fill in the details you can't actually make it work. this is 
what i think will happen: there are no good answers to these questions about 
the details of how support works, so trying to consider those details carefully 
will reveal this.

That would be an interesting exercise, and I will give it some
thought.  In specific cases it may be possible to calculate a number,
but if you want a general formulation, I think it will require a more
complex judgment.  I believe the ideal of a well-confirmed theory is
captured in the words of Theodosius Dobzhansky:  “Nothing in biology
makes sense except in the light of evolution.”



Feel free to give it some thought, I think that's a good idea.

However, I'd like to add: you should not have to give this some thought. 
Inductivists should have addressed it already. Don't you think so? There should 
be a paper or book you can refer me to which directly addresses this issue. It's 
not an original question or thing to want to know about.

Do you have any thoughts on why no inductivist has ever addressed this, and 
why any of them stick to induction while being unable to address this? Or do you 
think someone has addressed it? I think that a *professional* inductivist, who 
has done years of research in the field and read tons of books about it, and 
taught classes on it or written famous books about it, that kind of person, has no 
excuse for not having already addressed this well.

I’m not completely sure what an “inductivist” is, not to mention a
“professional inductivist.”  If you mean a professional philosopher
who thinks there are no philosophical problems inherent in induction,
I would guess that's a fairly small minority.  If you mean a
professional philosopher who doesn’t find Popper’s proposed solution
to the problem of induction completely convincing, I would guess
that's probably a majority.

But I find this issue interesting, and I’m eager to read and think
about it more and discuss it further.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Universality and specialized hardware
Date: February 25, 2012 at 12:44 PM

On Feb 25, 2012, at 4:44 AM, Alan Forrester wrote:

On 25 Feb 2012, at 00:03, Elliot Temple wrote:

On Feb 24, 2012, at 3:52 PM, Alan Forrester wrote:

On 24 Feb 2012, at 19:19, Elliot Temple wrote:

On Feb 24, 2012, at 11:07 AM, Alan Forrester wrote:

On 24 Feb 2012, at 17:07, Elliot Temple wrote:

On Feb 24, 2012, at 12:57 AM, Alan Forrester wrote:

On 24 Feb 2012, at 01:21, Elliot Temple wrote:

On Feb 23, 2012, at 4:33 PM, Richard Fine wrote:

On 2/23/2012 9:24 PM, Elliot Temple wrote:
On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of 
computing anything that is computable.

However, this does not mean that all brains will compute all things 
in the same way, or that one brain will compute all things in the 
same general way.

If we know how to do particular things - like recognise faces, or 



classify objects into categories - then that knowledge must have a 
physical representation.

So, what, if anything, is wrong with the claim that while we *are* 
universal computers, we do still have specialised hardware (not 
necessarily fixed at/from birth) for performing particular tasks?

You forgot that we are universal knowledge creators.

Yes, OK. So we can create - or build a machine that creates - and 
then store - or create storage for - any idea. Combined with universal 
computation, we can create and process any abstract structure.

How does this impact the argument, though?

Because saying we have special knowledge creating brain regions is 
about the equivalent of saying dogs have special brain regions to 
provide extra *computational* features, like bubble sort.

But dogs do not have bubble sort hardware. Because their universal 
computation is an emergent property of simpler components and it 
would make no sense to have specialized bubble sort hardware.

Also there's no known method of creating *any* knowledge that isn't 
universal, which is different from computation where you at least *can* 
make non-universal bubble sort hardware but it's just silly (and it would 
involve all the components necessary for universality, internally, but 
just with no way to access them for arbitrary usage).

Creativity in humans creates explanatory knowledge and there are 
arguments in BoI that its knowledge creation ability is universal.

Biological evolution using DNA creates non-explanatory knowledge, so 
it seems plausible to suggest that it creates knowledge but has some 
lower level of universality.

What does it mean to say the knowledge of aerodynamics in a fly is "non-
explanatory"? What's the important difference?



The fly doesn't understand any aerodynamics.

Books have explanatory knowledge (right?) but, not having minds, don't 
understand stuff anymore than flies do.

So I don't see the relevance.

It is often difficult to see the relevance of a sentence that has been taken out 
of the context of an argument of which it is a part.

Do books have explanatory knowledge?

Yes.

Does a fly's lack of understanding of aerodynamics -- due to not having a mind -- 
in any way indicate what kind of knowledge its genes have about aerodynamics?

Explanations are created to understand some aspect of how the world 
works, and are written down in forms that make it easy to criticise. The 
knowledge that it instantiates about how to fly isn't written down in a form 
that makes it easy to understand and criticise.

How do you know that?

Perhaps, if you knew how to read it, you would find it is easy to understand 
and criticise.

Why would it be clear or criticizable when there is no evolutionary selection 
pressure to do this directly? Because it may be a consequence of 
something else there is selection pressure for. Good design often has reach 
and will be useful in multiple ways.

There is selection pressure for genes to be short because otherwise they run 
into problems with copying errors. (See "Mendel's Demon" by Mark Ridley, 
aka "The Cooperative Gene".) My guess is that natural selection is very good 
at compression and is against easy criticisability whenever it conflicts with 
compressibility.



Do they ever conflict? When/why?

A good explanation is hard to vary so there isn't a lot of irrelevant stuff you can 
easily cut out or compress.

So, at least most of the time, they don't conflict?

And even, sometimes, gains in compressibility could make for better quality 
knowledge?

A more specific example: it may be that high quality knowledge, by its 
nature, is (sometimes? often? the more high quality the more this 
happens?) clear and criticizable. So simply by creating high quality 
knowledge, biological evolution might create knowledge of the type you 
want. (And, btw, I don't see why we would call 
clear/criticizable/understandable knowledge "explanatory knowledge", that 
seems like a different issue to me.)

If a piece of knowledge does nothing to explain what features of the world 
make it useful, then it cannot reasonably be called clear.

Do you think that no Ruby (or Objective-C or whatever) code can be clear 
without comments (or comments in disguise e.g. by very lengthy variable or 
method names)?

I think it can usually be about as clear as an equation written down with no 
explanation of what it represents. If you already have a lot of background 
knowledge it might be clear, but not otherwise.

A book also isn't clear without a lot of background knowledge, but that doesn't 
stop a book from having explanatory knowledge.

Not being clear without background knowledge is therefore not sufficient grounds 
to say it's not explanatory knowledge.



It may, as a result of creativity become part of some clear knowledge that 
includes an explanation of how the original piece of knowledge works, but 
that's a substantial modification of, and improvement of, the original 
knowledge.

The explanations in books require creativity to be understood. The application 
of creativity to understand things, which we always do to understand anything, 
doesn't have to constitute a substantial modification or improvement.

When you read a book you are reconstructing an explanation that is already in 
the book.

So, the requirements to have creativity and background knowledge for accessing 
book knowledge are irrelevant. Right?

Knowledge in genes is tested by building machines for making more 
copies of those genes that have to work first time. Explanatory knowledge 
doesn't have to work first time. We can try it out in models and in critical 
discussion before trying to do stuff with it. If there is anything worth 
preserving about a piece of knowledge we can preserve it and keep 
working on it until it can be used to make things that work.

Also biological evolution created explanations via us. Why doesn't that 
count?

Biological evolution created the hardware on which the software for 
creating explanations was created. Virtually none of the resulting 
explanatory knowledge has ever been instantiated in genes and virtually 
none of it uses genes except in the sense of running on that hardware. 
And when we understand creativity it will not be necessary to run it on 
machines made of meat due to the universality of computation. It's a bit 
like saying Intel should get the credit for MacOS X.

No it's not like that. Genes wrote intelligence software which then created 
knowledge without any outside help from non-genes. Intel didn't write OS X.

Genes had help from non-genes in creating explanatory knowledge: memes.



Genes created the original memes so that isn't outside help. Intel didn't found 
Apple.

If there were no chips and no machine code, there would be no Apple. So Intel 
should get all the credit for everything Apple has done.

The analogy doesn't compare with the gene case because Apple brought some 
things to other people's chips which Intel didn't provide or create in the first place.

Apple didn't help Intel at all. Except that things don't actually work that way. 
Apple have created a load of knowledge that Intel doesn't have about how to 
write good applications that use the machine code on Intel's chips. Intel didn't 
create that knowledge.

Memetic knowledge isn't instantiated in genes, it isn't varied in genes, or 
selected in genes, and it isn't selected by the same criteria as genetic 
knowledge. Memetic knowledge is not created by biological evolution.

Memetic knowledge is created 100% by brains created by genes. Apple's 
knowledge of how to use computer chips was created in part by Woz's mind 
which Intel didn't create. So the cases are not parallel.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/
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[…]

I half agree.  The problem *is* which to buy.  But it *does* depend on
which will (probably) rip, which we don’t know with certainty but
about which we can venture an educated guess.

Which will "probably" rip more is not the same question as:

- which will rip more?
- what is an explanation of how the bag designs work explaining which rips 
more and why?

There is a lot behind this word "probably". It's not as simple as it may sound.

For example, it's not a matter of probability whether or not the brand X 
design is better than the brand Y design. One is better and one is worse. 
There is an explanation for that and a truth of the matter (which we may not 
know).

One way "probably" is used is to refer to situations of *uncertainty*. But 
uncertainty is quite a different issue than probability. That is a loose usage.

In this case, “will probably rip” means “is more likely to rip.”  It
is a conclusion based on the probability estimate derived from the
sample.



But the scenario was designed so that we don't know which bag type is more 
likely to rip.

We can guess at it using explanations but we have so little information we 
really don't know much. That doesn't stop us from making a decision though: 
we don't need to know which bags are more likely to rip in order to make 
purchasing decisions. We can make purchasing decisions with quite limited 
information.

We can, but the less information we have the more risky the decision.
I made the initial decision based only on the fact that the bags
looked similar.  I changed my mind after 3 out of 600 brand X bags
ripped.

That’s still very little information.  I just did a Yates’ chi-squared
test and found that the difference is not statistically significant.
Nonetheless, my personal values caused me to be more concerned about
making a Type II error (accepting brand X when in fact it is inferior)
than a Type I error (rejecting brand X when in fact it is equivalent).

If I were indifferent to whether I made a Type I or Type II error, I
could have used the two brands alternately under a variety of
conditions.  Eventually the sample size would become large enough to
give me confidence in the results of a statistical test.  I’ll never
achieve 100% certainty, but with a large enough n value I could get
very close.

Of course, even that level of confidence doesn’t protect my conclusion
from future changes that affect the performance of the bags, such as a
change in manufacturing practices at one or both of the companies.  If
I had the time, money, and inclination, I could reduce such risks by
studying the manufacturing practices of both companies, doing chemical
analysis and quality tests on the bags, etc.

Given that I want bags that don't rip, I don't see how I can make a
good purchasing decision in the absence of observations.

I didn't say anything about not using the observations. What I said is that we don't 
know which bag type is more likely to rip.



The basic point here is we don't have to have the truth about the world to make 
decisions in our lives. We can make decisions while having a some ignorance.

You said above that choosing which to buy *depends on* knowing which brand of 
bags has the better design that rips less. I'm saying we can make the decision 
without knowing which will that: it doesn't depend on that. We can be uncertain of 
that, due to insufficient information and explanations, and still solve the problem 
of making a decision. Nothing in my position on this matter says to disregard all 
the observations.

[…]

When we venture educated guesses about things, that raises some issues:

In what sense is the guess educated? what does that mean? what makes it 
"educated"? what are the consequences? how does a guess get to be 
educated? which are and aren't? why do we care if it's educated or not? is 
that a kind of epistemic status, justification, or something else? what, if 
anything, does that have to do with probability?

The guess is “educated” because it is based on at least 600
observations of each brand.  That is more educated than the guess I
made in the pet supply store when I first bought brand X and had no
experience with it.

I could make the opposite guess, also "based on" (logically consistent with) 
600 observations. So in what sense is your guess more educated than the 
opposite guess? Or in what sense is is "based on" those observations other 
than logical consistency (non-contradiction)?

You could make the opposite guess, but in doing so you would have to
dismiss, explicitly or implicitly, either the 600 observations or my
personal values in preferring to avoid a Type II error.

Why?



The opposite guess about which brand is more reliable is logically consistent with 
the 600 observations and also with your values.

 Even though
the chi-squared test failed to reject the null hypothesis, it revealed
that there is a 70% likelihood the difference between the two samples
is not a result of chance alone.

Contradicting your chi-squared test ideas is quite different than contradicting your 
personal values or your 600 observations. The 600 observations include no 
information about chi-squared tests and it's logically possible that chi-squared 
tests are wrong.

(This is closely related to the questions at the end about what "support" is. 
Saying they are based on the observations is, I think, equivalent to claiming 
they are supported by the observations, or a subset of it.)

I agree.

[…]

It is admirable to make explicit the background knowledge that went
into my decision.  But as discussed in Chapter 4 of the Godfrey-Smith
book,

it is coming but not here yet.

C&R has a serious problem when it comes to making such
decisions.  As you point out, there are many logically possible
theories that are not refuted by the data we have so far.  It seems
that, by denying the possibility of confirmation, C&R cannot choose
between different unrefuted theories.

we have a solution to that but i'll hold off on commenting much until the book 
comes.

further, even if we didn't have a solution that would not be a defense of any 
criticism of induction. so this is a separate topic than whether induction, or 



justificationism (the idea of "confirming" stuff means justifying them in our 
terminology. actually in non-Popperian terminology too: in the same 
terminology that says knowledge is "justified, true belief" -- that justification 
can come from "confirmation") is any good. the concept that we must justify 
(confirm, support, whatever) our theories as the only possible way to 
differentiate theories is something only a justificationist would think -- that is 
a core justificationist idea that only makes sense in a justificationist 
worldview. i emphasize this because you previously denied being a 
justificationist. so either you were mistaken previously or your views have a 
clash here.

After reviewing the definitions of “justificationism” and
“fallibilism” in BoI, I would say that I am a justificationist by that
terminology.  I believe there are more-or-less “reliable means of
justifying ideas as being true or probable.”

OK but justificationism is refuted in Realism and the Aim of Science.

You read that chapter without, apparently, having any criticisms of it. So what's 
going on?

At the time I read the chapter, I didn’t fully appreciate the
implications of Popper’s proposed solution to the problem of
induction.  If that solution means denying that we can ever confirm
theories, even tentatively and temporarily, then I think the cure is
worse than the disease.

Is Popper's position on justificationism false? Do you have a criticism of it?

What's bad about it?

Why do you think it's so important to retain confirmation (justification)?

[…]

if you weren't seeking justification, it wouldn't bother you to act on an 
unjustified (unconfirmed) idea, and you wouldn't think that if we can't 
differentiate ideas by justification (such as confirmation) then they are 
therefore not differentiated.



It doesn’t much bother me to act on the “unjustified” idea of
induction.

Why? If there are reliable means of justifying ideas, shouldn't they be used on 
induction?

I haven’t heard any solutions to the problem of induction that I find
completely satisfying.  But I haven’t heard any defense of C&R that I
find completely satisfying either.

Some philosophers have suggested that there is no problem of
induction.  That trying to justify induction would be like trying to
justify reason.  Can we justify reason without using circular
reasoning?  In not, would that mean we must abandon reason?

Isn't this kind of circularity a flaw in justificationism and a reason to reject it?

And more generally: how do you justify anything?

For justificationism to work, there has to be a way to justify things without using 
anything else that has already been justified with this procedure, in order to get 
started. (Or you get regress or circularity or that kind of thing).

Is this, like the problem of induction, another unsolved problem of non-Popperian 
epistemology (only), that seems to be pretty much impossible to solve according 
to current understandings of logic, but which no one seems to mind too much?

[…]

I’d like to see the problem of induction solved -- or
determined to not be a problem after all.  But I haven’t let that
uncertainty stop me from believing in and using induction.

I acknowledge that we have and use background knowledge.  I don’t see
that such knowledge is inconsistent with induction.

whether it's possible for induction to be consistent with it or not, one thing 



i've been saying is that the use of background knowledge and interpretative 
theories is inconsistent with *various statements you have posted* (e.g. 
statements that I read as denying this, e.g. when you said something like 
that we do the induction before the background theories get involved, or 
when you said, a bit below, "conclusions based on observations in the 
absence of relevant explanatory theories" -- I'm saying there are always 
relevant, explanatory theories in our background knowledge, there is never 
ever a total absence of those. you've seemed to acknowledge my points on 
this topic sometimes -- to agree with me -- but claims like an absence of 
relevant explanatory theories contradicts me.)

We always have background knowledge and theories.  But sometimes we
encounter facts that can’t be explained by our current theories.

Can't be *fully* explained by our current theories, so we think more. So what?

Why not think more *and” observe more?

You can. So what?

What kind of further observations will be useful?

Ones that help differentiate between rival ideas you're considering.

[…]

What does seem inconsistent with induction is the insistence that 
confirmation is impossible.

agreed. induction is part of the justificationist worldview, so denials of 
justificationism don't fit with it.

Then you may call me a “justificationist” if you like.

My criticism is the same as stated above:  There are numerous
logically possible, unrefuted (I guess that’s redundant) theories
consistent with the data we have so far.  By denying the possibility
of confirmation, C&R cannot choose between different unrefuted



theories.  To saying that one decision is more conservative than
another, aren’t you favoring one unrefuted theory over others?

we have a solution. more comments below.

You’ve sold me on the importance of background knowledge, including
various explanatory theories.  But I still see a possibly fatal
problem with C&R.  As discussed above, C&R cannot choose between
different unrefuted theories.  There are logically possible, unrefuted
theories according to which brand X will perform as well as or better
than brand Y in the future.  Without induction or confirmation, I
think the only way out of this dilemma is to develop and
experimentally test a theory that *requires* brand X to always rip
more often than brand Y.  The superiority of brand Y would have to be
a law of nature.

that's not the only way out of the dilemma. i've written a number of posts 
relevant to this topic. maybe we can use them as a starting point for 
discussing this.

there is only a dilemma when the number of non-refuted ideas isn't one. so 
there's two problematic cases:

1) there are zero non-refuted ideas

2) there are two or more non-refuted ideas

to start with, check out the post with subject line "we can always act on non-
criticized ideas" from jan 17.

Thank you.  I have read it.

being able to have a non-criticized idea to act on, always, addresses (1) for 
cases of human action. (this is the hard case)

for cases that aren't human action, (1) can be addressed by further research 
taking an indefinite amount of time (there are only time limits when human 
action comes up).



For (2), it can always be converted to (1) by pointing out that if we have 
these ideas and none refute each other, then that is a criticism of all of 
them: none of them are good enough to guide us, none have a full 
understanding of the issue, none are complete enough. so pending some 
additions to them, they're all refuted in their current form.

I guess I should add, to avoid potential confusion, that I've improved on 
Popper here.

I don’t think your proposed solution solves the problem raised in
Chapter 4 of Godfrey-Smith’s book.  We can discuss this further after
you read it.

now, setting aside how C&R can solve the problem, there is the issue of 
how induction, confirmation or justification can or cannot solve it. these are 
separate issues, agreed?

in other words, whether or not the C&R solution works, and whether or not 
the inductivist/etc type solution works, are independent issues and it could 
be yes for both, no for both, or yes for one and no for the other. agreed?

so with that said, i consider it kind of distracting to respond to criticism of the 
inductivist approach by criticizing the C&R approach. make sense? i think 
discussion of how C&R works, and criticism of C&R, should pretty much be 
a different discussion than whether induction works or not. the two topics 
are related because the C&R perspective (and inductivist perspective) on 
both topics has common points and re-uses some ideas. but in any case, 
none of these comments here about a possible problem for C&R provide 
any kind of defense of induction. right?

if we *need* induction/confirmation (b/c C&R and other rivals fail), but 
induction doesn't work, then it just doesn't work. our need wouldn't improve 
its viability or solve any of its weaknesses.

I don’t agree that these are separate issues.  The challenge to Popper
described by Godfrey-Smith on pp. 67-71 has a direct bearing on
whether Popper has provided a realistic alternative to induction and
confirmation.



But alternatives have no bearing on whether induction is refuted or not.

Do you disagree with this statement? Do you think whether induction works or 
does not work depends on what alternatives work or don't work? Why?

I don’t believe induction has been refuted.  I think induction
presents unresolved philosophical problems.

So:

there are criticisms of induction

today, there are no answers to them

and you want to call that non-refuted?

 But apparently so does
C&R. So in the absence of a superior alternative (and in good
“inductivist” fashion), I’ll stay with what appears to have worked
reasonably well so far.

[…]

so, do you have a defense of induction? or should we just wait until i get 
your book? does it provide a defense of induction against the relevant C&R 
type criticisms?

Godfrey-Smith credits Popper with making an important contribution to
the philosophy of science, but he doesn’t find Popper’s criticism of
induction and confirmation compelling.

one other way to approach the problem, which i think is enlightening, is to 
consider:

which observations do and don't confirm which theories (and how much?). 
what is the *exact rule* for this?

also how is confirmation used? do we *always* act on the theory with more 



confirmation? if the position is we should *always* act on the non-refuted(?) 
theory with the highest confirmation number, then that is a simple rule which 
is fine and the remaining problems are: 1) does that rule actually do a good 
job?  2) as above, what are the rules for calculating the amount of 
confirmation for each case and getting comparable numbers? (we have to 
calculate it on the same scale every time)

on the other hand if the rule for using confirmation values is more 
complicated (one reason for that would be if they aren't numbers or aren't 
directly comparable) then it's an issue too.

the main point here is: if you want confirmation (or i'd normally call it 
"support" -- e.g. you might try to say that some piece of evidence supports 
some theory) then, by trying to specify exactly how it works, you'll either:

A) get something that works and you know all about

or

B) find that in trying to fill in the details you can't actually make it work. this 
is what i think will happen: there are no good answers to these questions 
about the details of how support works, so trying to consider those details 
carefully will reveal this.

That would be an interesting exercise, and I will give it some
thought.  In specific cases it may be possible to calculate a number,
but if you want a general formulation, I think it will require a more
complex judgment.  I believe the ideal of a well-confirmed theory is
captured in the words of Theodosius Dobzhansky:  “Nothing in biology
makes sense except in the light of evolution.”

Feel free to give it some thought, I think that's a good idea.

However, I'd like to add: you should not have to give this some thought. 
Inductivists should have addressed it already. Don't you think so? There 
should be a paper or book you can refer me to which directly addresses this 
issue. It's not an original question or thing to want to know about.

Do you have any thoughts on why no inductivist has ever addressed this, and 



why any of them stick to induction while being unable to address this? Or do 
you think someone has addressed it? I think that a *professional* inductivist, 
who has done years of research in the field and read tons of books about it, 
and taught classes on it or written famous books about it, that kind of person, 
has no excuse for not having already addressed this well.

I’m not completely sure what an “inductivist” is, not to mention a
“professional inductivist.”  If you mean a professional philosopher
who thinks there are no philosophical problems inherent in induction,
I would guess that's a fairly small minority.  If you mean a
professional philosopher who doesn’t find Popper’s proposed solution
to the problem of induction completely convincing, I would guess
that's probably a majority.

But I find this issue interesting, and I’m eager to read and think
about it more and discuss it further.

OK please post further on this topic when you have more to say about it.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Islam, Morality, Slaves
Date: February 25, 2012 at 10:13 PM

On Tue, Feb 21, 2012 at 1:22 PM, Rami Rustom <rombomb@gmail.com> wrote:
On islam-watch.org a muslim posted his views about Islam and its
position on slaves:

[An exmuslim said] 1400 years ago it was ok to have
slaves in general.

M&P wrote:

There is one very small difference. SLAVES HAD "RIGHTS" IN ISLAM. Do
some research into how slaves OUTSIDE of Islam were treated.

An exmuslim wrote:

Allah supposes to guide and all you're
saying is, well slavery was a common thing so Allah didn't abolish it
and favoured some of his warriors with sex slaves. That's my point my
friend, your Allah is nothing but the conscious of a 7th
century (arabic) bedouin. [snip]

I wrote [in reply to M&P]:

Why would we need to do research? Are you saying that slaves under
Islam had better rights as compared to slaves under other religions of
the 7th century? Lets take the example of having the right to choose
one's own sex partner. Slaves under Islam did not have that right.
Their masters had the right to rape them. This is Machmoed's point.

Why do you think that he needs to research how slaves outside Islam
were treated? Were they raped in a *worse* way outside Islam?

M&P wrote:



This right [choose your own sex partner] did not exist 1400 years ago
- period. Let's take for example the rape of slaves who were captured
whilst pregnant shall we. Islam gave them rights - it was not
permissible for a man to touch a pregnant woman. Just one example btw.

I wrote:

So you're saying that slaves under Islam had it better than slaves
outside Islam. Ok. Why does that matter?

You think Islam is perfect, right? So why does Islam condone an
immoral act? Its because they thought is was moral. Thats not perfect.
Its not even close. Its really bad.

Don't you think it would have been better for the Quran to outlaw
slavery? Then today Saudi's wouldn't rape their servants.

He didn't reply about this. But later there was another discussion
where I brought this back up.

He wrote:

The Quran is complete.

I wrote:

So what does *Quran is complete* mean? And what would the phrase *the
Quran is incomplete* mean?

M&P wrote:

It means it is complete.



I wrote:

So I think you mean that Muslims need no additional moral guidelines
besides the Quran [and Hadith as further clarification of the Quran]?

So what about slavery? Don't you think that Islam's guidelines of the
morality of slavery is wrong? And that Muslims need additional moral
guidelines which would guide them to steer away from committing the
immoral act of keeping slaves [Saudi servants] and raping them?

If you agree, then you should also agree that the Quran is not
complete. If not, then please explain your position.

If you disagree, then please explain how Islam *does* provide the
proper moral guidelines against slavery.

After much back and forth in different threads...

I wrote:

Let Y = your idea that the Quran is complete, i.e. you don't need any
additional moral guidelines.

M&P wrote:

As for Y, I disagree [actually he said some insults but I summarized].
The Holy Qur'an states: Obey Allah (the exalted) AND his Messenger
(peace be upon him). The Messenger (peace be upon him) can only
be obeyed using the Hadith (i.e. Sunnah). Islam offers muslims (when
it comes to marriage), many options which catered for muslims 1400
years ago, in line with the 'norm', and it will cater for muslims for the
next 100 centuries, whatever the norm is. The only condition is that
Shariah is adhered to. For example, love marriage is the thing these
days - Islam caters for love marriage. It is closed minded people that
are obsessed with child marriage.



I wrote:

I'll try to summarize your words and I'll call it A.

Let A be the idea that "Shariah works in relation to the current *norm*".

Let B be the fact that "It is the *norm* that Saudi's today rape their
servants based on the their understanding of the Quran that marrying
9 year olds is permissible. [BTW, he already admitted that the Quran
permitted marriage to 9 year olds.]

So you said A is true [assuming you agree with my summary]. Do you
agree with B?

Thoughts?

How do I explain that the Shariah can't possibly work in relation to
the then current norm?

He didn't reply. So I wrote again:
And you didn't reply. Why not?

I'll give you another question. What exactly in the Quran or Hadith says
anything about the shariah working in relation to the current norm?

If you can't produce a quote from Quran or Hadith that says this, then you
are rationalizing. And why would you do that? Because you want to
believe that Allah, Quran, and Hadith is true.

He wrote [about the Shariah norm thing]:

Lol - With all due respect, this is another totally useless question.

A muslim is expected to follow the Shariah..........whatever society,
norm, country, planet, universe or environment he/she is in.



I wrote:

Doesn't the Quran instruct you to emulate Mohamed?
If yes, didn't Mohamed marry a 6 year old and consummate the
marriage when she was 9?

If yes, then do you agree that a muslim is permitted to emulate this
specific act that Mohamed committed? What have I misunderstood?

M&P wrote:

You said: "Doesn't the Quran instruct you to emulate Mohamed?"

Is that your understanding?

I wrote:

Yes. Why else do you think that I would form my question in the way
that I did?

So, are you saying that the Quran doesn't instruct you to emulate
Mohamed?

Consider this. In verses 3:132 and 4:80 Allah says that obeying Him and
Muhammad (i.e., Muhammad’s examples) is mandatory. This means
Muslims have no choice but to follow Muhammad’s deeds, as this
constitutes the obeying the commands of Allah.

Quran 3.132: And obey Allah and the Messenger that you may obtain
mercy.

Quran 4:80: He who obeys the Messenger has obeyed Allah; but those
who turn away - We have not sent you over them as a guardian.

So clearly, muslims who want to marry 9 year olds will do so and they will
be following Shariah. Just like it happens right now in Yemen and Saudi
Arabia.



So do you think this is moral behavior?

Do you think that the Quran provides all the moral guidelines that you
need? Because if you say yes, then you would think that its permissible to
marry a 9 year old. Would you want your daughter or sister to get married
at 9 years old?

He stopped replying to this question.

Why don't people like to think critically?

This is double think.

Even when I was a muslim, I thought critically [although poorly because I
didn't study philosophy].

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Debate class vs Creating Knowledge
Date: February 25, 2012 at 10:20 PM

In debate classes [including law school], people are taught to be able to
debate from either side of an issue. It seems to me that they are
practicing lying. Why? Because based on their current knowledge, they
usually believe one side to be true and the other side to be false.
Although in many cases, I'm so unsure of the situation that I can't pick a
side.

But in creating knowledge, we do not practice debating from either side of
an issue.

So debate [at least they way it is done in law school] seems wrong. It
develops a skill for lying. Isn't this immoral?

-- Rami

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Debate class vs Creating Knowledge
Date: February 25, 2012 at 10:38 PM

On 26 Feb 2012, at 3:20am, Rami Rustom wrote:

In debate classes [including law school], people are taught to be able to debate 
from either side of an issue. It seems to me that they are practicing lying. Why? 
Because based on their current knowledge, they usually believe one side to be 
true and the other side to be false. Although in many cases, I'm so unsure of the 
situation that I can't pick a side.

But in creating knowledge, we do not practice debating from either side of an 
issue.

So debate [at least they way it is done in law school] seems wrong. It develops 
a skill for lying. Isn't this immoral?

The devil is in the details.

The culture of debating societies often includes a deliberate and brazen disregard 
for truth or the pursuit of truth, and sometimes even a denial that truth and error 
exist. Those are very bad features. They substitute form for substance. They 
express moral and factual relativism and are subject to the dark logic of those, 
namely that a principled impartiality between good and evil is equivalent to 
mindless, systematic support for evil.

BUT

In some situations, particularly in law, it is important that even bad people get 
representation that presents their case in the best possible light. That is because 
sometimes innocent people can seem guilty even to a well-meaning observer. 
The only alternative to the institutions of fair trials etc is that cases get decided by 
policemen rather than courts. *The institutions are wiser than the people*. It is the 
same logic that insists on proper scientific procedure as a criterion for scientific 
publication rather than whether the editor thinks the claims are true.

AND



In any argument, if you cannot state the opponent's case in a way that *he* would 
endorse, then you haven't understood it. In particular, if it is profoundly bad, you 
haven't fully understood just how bad it is. And if it is false but contains some 
truth, you haven't understood, and may not be aware of, that truth.

-- David Deutsch



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Debate class vs Creating Knowledge
Date: February 25, 2012 at 10:57 PM

On Sat, Feb 25, 2012 at 9:38 PM, David Deutsch 
<david.deutsch@qubit.org>wrote:

On 26 Feb 2012, at 3:20am, Rami Rustom wrote:

In debate classes [including law school], people are taught to be able to
debate from either side of an issue. It seems to me that they are
practicing lying. Why? Because based on their current knowledge, they
usually believe one side to be true and the other side to be false.
Although in many cases, I'm so unsure of the situation that I can't pick a
side.

But in creating knowledge, we do not practice debating from either side of
an issue.

So debate [at least they way it is done in law school] seems wrong. It
develops a skill for lying. Isn't this immoral?

The devil is in the details.

The culture of debating societies often includes a deliberate and brazen
disregard for truth or the pursuit of truth, and sometimes even a denial
that truth and error exist. Those are very bad features. They substitute
form for substance. They express moral and factual relativism and are
subject to the dark logic of those, namely that a principled impartiality
between good and evil is equivalent to mindless, systematic support for
evil.

So that sounds like a negative side-effect of the skill learned out of the
necessity for the things you mention below.

BUT



In some situations, particularly in law, it is important that even bad
people get representation that presents their case in the best possible
light. That is because sometimes innocent people can seem guilty even to a
well-meaning observer. The only alternative to the institutions of fair
trials etc is that cases get decided by policemen rather than courts. *The
institutions are wiser than the people*. It is the same logic that insists
on proper scientific procedure as a criterion for scientific publication
rather than whether the editor thinks the claims are true.

AND

In any argument, if you cannot state the opponent's case in a way that
*he* would endorse, then you haven't understood it. In particular, if it is
profoundly bad, you haven't fully understood just how bad it is. And if it
is false but contains some truth, you haven't understood, and may not be
aware of, that truth.

Ah that is same as the technique of rephrasing your counterparts argument
in order to get confirmation [from them] that you understood their
argument. I use this at work a lot.

So one time during a brain storming meeting, a manager said to me, "You're
putting words in my mouth."  I said, "No I'm rephrasing your argument in
order to confirm that I understood it. And clearly I didn't understand it,
so please rephrase your argument and I'll rephrase it back to you to get
confirmation that I understood."

It didn't come out that nicely though. I had an angry tone and my face was
surely showing anger. I had been working with him for 7 years and I thought
that the technique of rephrasing your counterparts argument was something
he had learned by now. But I had never explained it to him. I assumed that
he learned it implicitly. And I guess I assumed this because I don't think
I ever learned it explicitly either. So immediately I apologized for
snapping and rephrased my explanation more clearly [closer to what I wrote
above].

So is it necessarily [generally] bad to say "You're putting words in my
mouth?"



-- Rami

-- 



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Debate class vs Creating Knowledge
Date: February 25, 2012 at 10:58 PM

On Feb 25, 2012, at 7:38 PM, David Deutsch wrote:

On 26 Feb 2012, at 3:20am, Rami Rustom wrote:

In debate classes [including law school], people are taught to be able to 
debate from either side of an issue. It seems to me that they are practicing 
lying. Why? Because based on their current knowledge, they usually believe 
one side to be true and the other side to be false. Although in many cases, I'm 
so unsure of the situation that I can't pick a side.

But in creating knowledge, we do not practice debating from either side of an 
issue.

So debate [at least they way it is done in law school] seems wrong. It develops 
a skill for lying. Isn't this immoral?

The devil is in the details.

The culture of debating societies often includes a deliberate and brazen 
disregard for truth or the pursuit of truth, and sometimes even a denial that truth 
and error exist. Those are very bad features. They substitute form for 
substance. They express moral and factual relativism and are subject to the 
dark logic of those, namely that a principled impartiality between good and evil 
is equivalent to mindless, systematic support for evil.

BUT

In some situations, particularly in law, it is important that even bad people get 
representation that presents their case in the best possible light. That is 
because sometimes innocent people can seem guilty even to a well-meaning 
observer. The only alternative to the institutions of fair trials etc is that cases get 
decided by policemen rather than courts. *The institutions are wiser than the 
people*. It is the same logic that insists on proper scientific procedure as a 
criterion for scientific publication rather than whether the editor thinks the claims 
are true.



AND

In any argument, if you cannot state the opponent's case in a way that *he* 
would endorse, then you haven't understood it. In particular, if it is profoundly 
bad, you haven't fully understood just how bad it is. And if it is false but contains 
some truth, you haven't understood, and may not be aware of, that truth.

-- David Deutsch

Being able to debate either side is super useful in law for another reason.

Often times the current law on something (like the Commerce Clause) is dumb. 
To be an effective advocate for liberty in the legal sphere, one has to recognize 
that one is going to be dealing with people who don't subscribe to your views. 
However, despite the fact that the current law is dumb, sometimes there is an 
argument for a limiting principle even within the current stupid framework that still 
protects liberty (like, "even if we accept expansive commerce clause, Statute X 
goes a bit too far.") But it's hard to make those arguments unless you really 
understand the other side's (false) position.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Debate class vs Creating Knowledge
Date: February 25, 2012 at 11:00 PM

On Feb 25, 2012, at 7:20 PM, Rami Rustom wrote:

In debate classes [including law school], people are taught to be able to
debate from either side of an issue. It seems to me that they are
practicing lying. Why? Because based on their current knowledge, they
usually believe one side to be true and the other side to be false.
Although in many cases, I'm so unsure of the situation that I can't pick a
side.

But in creating knowledge, we do not practice debating from either side of
an issue.

So debate [at least they way it is done in law school] seems wrong. It
develops a skill for lying. Isn't this immoral?

I agree. It's bad.

However, there are some similar things which are good and which these activities 
encourage as part of what one does.

In particular, while it's bad to argue that something is true when you think it's 
false, it's good to think of arguments and criticisms from all angles/perspectives. 
We shouldn't be biased for "our" side and only think of arguments for one side. 
We should try to think of all the true arguments and explanations relevant to the 
problem we're considering, no matter which conclusion they help or hurt.

We should think of, and say, all the arguments we think are true, no matter which 
side they are for. But we should not say/argue anything (we deem) false like that 
we believe a particular side is right overall when we think it's wrong.

The very concept of having a side is a mistake. We should do *open ended* truth 
seeking where the only side we're on is truth's and we don't try to reach particular 
conclusions decided in advance.



The above applies in any case where the object is (or should be) open ended 
truth seeking without allegiance to sides (so that would include debating societies 
and scientific discussions, but not trials where one is hired to help a side).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Debate class vs Creating Knowledge
Date: February 26, 2012 at 4:02 AM

On 26 Feb 2012, at 3:58am, Justin Mallone wrote:

On Feb 25, 2012, at 7:38 PM, David Deutsch wrote:

On 26 Feb 2012, at 3:20am, Rami Rustom wrote:

In debate classes [including law school], people are taught to be able to 
debate from either side of an issue. It seems to me that they are practicing 
lying. Why? Because based on their current knowledge, they usually believe 
one side to be true and the other side to be false. Although in many cases, 
I'm so unsure of the situation that I can't pick a side.

But in creating knowledge, we do not practice debating from either side of an 
issue.

So debate [at least they way it is done in law school] seems wrong. It 
develops a skill for lying. Isn't this immoral?

The devil is in the details.

The culture of debating societies often includes a deliberate and brazen 
disregard for truth or the pursuit of truth, and sometimes even a denial that 
truth and error exist. Those are very bad features. They substitute form for 
substance. They express moral and factual relativism and are subject to the 
dark logic of those, namely that a principled impartiality between good and evil 
is equivalent to mindless, systematic support for evil.

BUT

In some situations, particularly in law, it is important that even bad people get 
representation that presents their case in the best possible light. That is 
because sometimes innocent people can seem guilty even to a well-meaning 
observer. The only alternative to the institutions of fair trials etc is that cases 
get decided by policemen rather than courts. *The institutions are wiser than 
the people*. It is the same logic that insists on proper scientific procedure as a 



criterion for scientific publication rather than whether the editor thinks the 
claims are true.

AND

In any argument, if you cannot state the opponent's case in a way that *he* 
would endorse, then you haven't understood it. In particular, if it is profoundly 
bad, you haven't fully understood just how bad it is. And if it is false but 
contains some truth, you haven't understood, and may not be aware of, that 
truth.

-- David Deutsch

Being able to debate either side is super useful in law for another reason.

Often times the current law on something (like the Commerce Clause) is dumb.

Yes. The current law on the Commerce Clause is a good example of a bad 
explanation.

To be an effective advocate for liberty in the legal sphere, one has to recognize 
that one is going to be dealing with people who don't subscribe to your views. 
However, despite the fact that the current law is dumb, sometimes there is an 
argument for a limiting principle even within the current stupid framework that 
still protects liberty (like, "even if we accept expansive commerce clause, 
Statute X goes a bit too far.") But it's hard to make those arguments unless you 
really understand the other side's (false) position.

Yes indeed. And this applies not only in law. Progress involves converging on the 
truth *from different directions*, so converging on a particular truth must involve 
each participant reaching it from their own, mistaken world view, without having to 
correct everything else in that world view first.

-- David Deutsch



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 26, 2012 at 9:27 AM

On Feb 25, 12:59 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 25, 2012, at 7:28 AM, Steve Push wrote:

On Feb 24, 10:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 24, 2012, at 7:06 PM, Steve Push wrote:

On Feb 23, 2:57 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 23, 2012, at 10:24 AM, Steve Push wrote:

[…]

I half agree.  The problem *is* which to buy.  But it *does* depend on
which will (probably) rip, which we don’t know with certainty but
about which we can venture an educated guess.

Which will "probably" rip more is not the same question as:

- which will rip more?
- what is an explanation of how the bag designs work explaining which rips 
more and why?

There is a lot behind this word "probably". It's not as simple as it may 
sound.

For example, it's not a matter of probability whether or not the brand X 
design is better than the brand Y design. One is better and one is worse. 
There is an explanation for that and a truth of the matter (which we may 
not know).

One way "probably" is used is to refer to situations of *uncertainty*. But 
uncertainty is quite a different issue than probability. That is a loose usage.

In this case, “will probably rip” means “is more likely to rip.”  It
is a conclusion based on the probability estimate derived from the
sample.



But the scenario was designed so that we don't know which bag type is more 
likely to rip.

We can guess at it using explanations but we have so little information we 
really don't know much. That doesn't stop us from making a decision though: 
we don't need to know which bags are more likely to rip in order to make 
purchasing decisions. We can make purchasing decisions with quite limited 
information.

We can, but the less information we have the more risky the decision.
I made the initial decision based only on the fact that the bags
looked similar.  I changed my mind after 3 out of 600 brand X bags
ripped.

That’s still very little information.  I just did a Yates’ chi-squared
test and found that the difference is not statistically significant.
Nonetheless, my personal values caused me to be more concerned about
making a Type II error (accepting brand X when in fact it is inferior)
than a Type I error (rejecting brand X when in fact it is equivalent).

If I were indifferent to whether I made a Type I or Type II error, I
could have used the two brands alternately under a variety of
conditions.  Eventually the sample size would become large enough to
give me confidence in the results of a statistical test.  I’ll never
achieve 100% certainty, but with a large enough n value I could get
very close.

Of course, even that level of confidence doesn’t protect my conclusion
from future changes that affect the performance of the bags, such as a
change in manufacturing practices at one or both of the companies.  If
I had the time, money, and inclination, I could reduce such risks by
studying the manufacturing practices of both companies, doing chemical
analysis and quality tests on the bags, etc.

Given that I want bags that don't rip, I don't see how I can make a
good purchasing decision in the absence of observations.

I didn't say anything about not using the observations. What I said is that we 



don't know which bag type is more likely to rip.

The basic point here is we don't have to have the truth about the world to make 
decisions in our lives. We can make decisions while having a some ignorance.

You said above that choosing which to buy *depends on* knowing which brand 
of bags has the better design that rips less. I'm saying we can make the 
decision without knowing which will that: it doesn't depend on that. We can be 
uncertain of that, due to insufficient information and explanations, and still solve 
the problem of making a decision. Nothing in my position on this matter says to 
disregard all the observations.

Of course I can make a decision in the face of uncertainty.  That is
the point of the example.  But the only reasonable basis I have for
this particular decision is the observations I have made.  Of course I
interpret the observations in light of my background knowledge, but
the background knowledge in this case in completely neutral.  If three
brand Y bags and no brand X bags had ripped, I would have made the
opposite decision.

[…]

When we venture educated guesses about things, that raises some 
issues:

In what sense is the guess educated? what does that mean? what makes 
it "educated"? what are the consequences? how does a guess get to be 
educated? which are and aren't? why do we care if it's educated or not? is 
that a kind of epistemic status, justification, or something else? what, if 
anything, does that have to do with probability?

The guess is “educated” because it is based on at least 600
observations of each brand.  That is more educated than the guess I
made in the pet supply store when I first bought brand X and had no
experience with it.

I could make the opposite guess, also "based on" (logically consistent with) 
600 observations. So in what sense is your guess more educated than the 
opposite guess? Or in what sense is is "based on" those observations other 



than logical consistency (non-contradiction)?

You could make the opposite guess, but in doing so you would have to
dismiss, explicitly or implicitly, either the 600 observations or my
personal values in preferring to avoid a Type II error.

Why?

The opposite guess about which brand is more reliable is logically consistent 
with the 600 observations and also with your values.

You could make the opposite guess in the sense that you could hold the
opposite opinion.  You could also hold the opinion that the Earth is
flat.  But given the data and my values, there is no other
*reasonable* conclusion that I can make at this time.  I recognize
that this decision is based on very limited data, and I stand ready to
reverse it if sufficient contradictory evidence comes to light.

 Even though
the chi-squared test failed to reject the null hypothesis, it revealed
that there is a 70% likelihood the difference between the two samples
is not a result of chance alone.

Contradicting your chi-squared test ideas is quite different than contradicting 
your personal values or your 600 observations. The 600 observations include no 
information about chi-squared tests and it's logically possible that chi-squared 
tests are wrong.

Chi-squared tests are deductive, so they cannot be “wrong” unless the
premises are false.  People can apply them to the wrong situation,
input bad data, calculate incorrectly, misinterpret the results, or
make bad decisions based on the results.

(This is closely related to the questions at the end about what "support" is. 
Saying they are based on the observations is, I think, equivalent to claiming 
they are supported by the observations, or a subset of it.)

I agree.



[…]

It is admirable to make explicit the background knowledge that went
into my decision.  But as discussed in Chapter 4 of the Godfrey-Smith
book,

it is coming but not here yet.

C&R has a serious problem when it comes to making such
decisions.  As you point out, there are many logically possible
theories that are not refuted by the data we have so far.  It seems
that, by denying the possibility of confirmation, C&R cannot choose
between different unrefuted theories.

we have a solution to that but i'll hold off on commenting much until the 
book comes.

further, even if we didn't have a solution that would not be a defense of any 
criticism of induction. so this is a separate topic than whether induction, or 
justificationism (the idea of "confirming" stuff means justifying them in our 
terminology. actually in non-Popperian terminology too: in the same 
terminology that says knowledge is "justified, true belief" -- that justification 
can come from "confirmation") is any good. the concept that we must 
justify (confirm, support, whatever) our theories as the only possible way to 
differentiate theories is something only a justificationist would think -- that 
is a core justificationist idea that only makes sense in a justificationist 
worldview. i emphasize this because you previously denied being a 
justificationist. so either you were mistaken previously or your views have 
a clash here.

After reviewing the definitions of “justificationism” and
“fallibilism” in BoI, I would say that I am a justificationist by that
terminology.  I believe there are more-or-less “reliable means of
justifying ideas as being true or probable.”

OK but justificationism is refuted in Realism and the Aim of Science.

You read that chapter without, apparently, having any criticisms of it. So 
what's going on?



At the time I read the chapter, I didn’t fully appreciate the
implications of Popper’s proposed solution to the problem of
induction.  If that solution means denying that we can ever confirm
theories, even tentatively and temporarily, then I think the cure is
worse than the disease.

Is Popper's position on justificationism false? Do you have a criticism of it?

What's bad about it?

For one thing, I think he made a mistake with regard his discussion of
the two senses of “probability.”  On pp. 224-225 of Realism and the
Aim of Science, he points out that in one sense Maxwell’s theory of
light is more probable than Fresnel’s theory of light because it was
“better tested” but less probable because it had greater logical
content.  No problem so far.

But then Popper goes on to suggest that because Maxwell’s theory is
improbable with respect to logical content, the degree to which it is
better tested cannot be used to say that is more probably true.  I
believe that conclusion is wrong.  Maxwell’s theory is improbable in
the sense that, if we assume its logical components have independent
probabilities, chance militates against it passing a test.  But
passing the test is evidence against the truth of the assumption of
independence.  Thus the more tests it passes, the more probable it is
to be true.

Why do you think it's so important to retain confirmation (justification)?

One of the most important goals of science is to predict how the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

[…]

if you weren't seeking justification, it wouldn't bother you to act on an 
unjustified (unconfirmed) idea, and you wouldn't think that if we can't 



differentiate ideas by justification (such as confirmation) then they are 
therefore not differentiated.

It doesn’t much bother me to act on the “unjustified” idea of
induction.

Why? If there are reliable means of justifying ideas, shouldn't they be used on 
induction?

I haven’t heard any solutions to the problem of induction that I find
completely satisfying.  But I haven’t heard any defense of C&R that I
find completely satisfying either.

Some philosophers have suggested that there is no problem of
induction.  That trying to justify induction would be like trying to
justify reason.  Can we justify reason without using circular
reasoning?  In not, would that mean we must abandon reason?

Isn't this kind of circularity a flaw in justificationism and a reason to reject it?

I just read a little about Strawson, and I think he has a good
response to Hume’s problem.  But that doesn’t address the “new riddle
of induction” posed by Goodman’s “grue” and “bleen.”

And more generally: how do you justify anything?

For justificationism to work, there has to be a way to justify things without using 
anything else that has already been justified with this procedure, in order to get 
started. (Or you get regress or circularity or that kind of thing).

Is this, like the problem of induction, another unsolved problem of non-
Popperian epistemology (only), that seems to be pretty much impossible to 
solve according to current understandings of logic, but which no one seems to 
mind too much?

When you get Godfrey-Smith’s book, see the section on “Procedural
Naturalism” (pp. 214-217).

[…]



I’d like to see the problem of induction solved -- or
determined to not be a problem after all.  But I haven’t let that
uncertainty stop me from believing in and using induction.

I acknowledge that we have and use background knowledge.  I don’t see
that such knowledge is inconsistent with induction.

whether it's possible for induction to be consistent with it or not, one thing 
i've been saying is that the use of background knowledge and 
interpretative theories is inconsistent with *various statements you have 
posted* (e.g. statements that I read as denying this, e.g. when you said 
something like that we do the induction before the background theories get 
involved, or when you said, a bit below, "conclusions based on 
observations in the absence of relevant explanatory theories" -- I'm saying 
there are always relevant, explanatory theories in our background 
knowledge, there is never ever a total absence of those. you've seemed to 
acknowledge my points on this topic sometimes -- to agree with me -- but 
claims like an absence of relevant explanatory theories contradicts me.)

We always have background knowledge and theories.  But sometimes we
encounter facts that can’t be explained by our current theories.

Can't be *fully* explained by our current theories, so we think more. So what?

Why not think more *and” observe more?

You can. So what?

What kind of further observations will be useful?

Ones that help differentiate between rival ideas you're considering.

We seem to be in agreement on that point.  But there is another way in
which theories can be helpful.  In the dog bag example, if I already
knew that one brand was made with a better grade of plastic than the
other, I could make a reasonable decision without trying both kinds of
bags.  But in the absence of that particular kind of background
knowledge, I have no *reasonable* basis to choose one over the other.



Unless I make observations, I might as well flip a coin.

[…]

I don’t agree that these are separate issues.  The challenge to Popper
described by Godfrey-Smith on pp. 67-71 has a direct bearing on
whether Popper has provided a realistic alternative to induction and
confirmation.

But alternatives have no bearing on whether induction is refuted or not.

Do you disagree with this statement? Do you think whether induction works 
or does not work depends on what alternatives work or don't work? Why?

I don’t believe induction has been refuted.  I think induction
presents unresolved philosophical problems.

So:

there are criticisms of induction

Yes.

today, there are no answers to them

There are answers (e.g., Godfrey-Smith).

and you want to call that non-refuted?

Yes.

Is it your position that to have any doubts about a proposition is to
refute it?  Do you have *absolute* confidence in C&R?

[…]

--  Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 26, 2012 at 11:32 AM

On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Is Popper's position on justificationism false? Do you have a criticism of it?

What's bad about it?

For one thing, I think he made a mistake with regard his discussion of
the two senses of “probability.”  On pp. 224-225 of Realism and the
Aim of Science, he points out that in one sense Maxwell’s theory of
light is more probable than Fresnel’s theory of light because it was
“better tested” but less probable because it had greater logical
content.  No problem so far.

But then Popper goes on to suggest that because Maxwell’s theory is
improbable with respect to logical content, the degree to which it is
better tested cannot be used to say that is more probably true.  I
believe that conclusion is wrong.  Maxwell’s theory is improbable in
the sense that, if we assume its logical components have independent
probabilities, chance militates against it passing a test.  But
passing the test is evidence against the truth of the assumption of
independence.  Thus the more tests it passes, the more probable it is
to be true.

So your criticism of Popper's position on justificationism is that he did not 
incorporate inductivist ideas into it?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 26, 2012 at 4:47 PM

On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

On Feb 25, 12:59 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 25, 2012, at 7:28 AM, Steve Push wrote:

On Feb 24, 10:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 24, 2012, at 7:06 PM, Steve Push wrote:

On Feb 23, 2:57 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 23, 2012, at 10:24 AM, Steve Push wrote:

[…]

I half agree.  The problem *is* which to buy.  But it *does* depend on
which will (probably) rip, which we don’t know with certainty but
about which we can venture an educated guess.

Which will "probably" rip more is not the same question as:

- which will rip more?
- what is an explanation of how the bag designs work explaining which 
rips more and why?

There is a lot behind this word "probably". It's not as simple as it may 
sound.

For example, it's not a matter of probability whether or not the brand X 
design is better than the brand Y design. One is better and one is worse. 
There is an explanation for that and a truth of the matter (which we may 
not know).

One way "probably" is used is to refer to situations of *uncertainty*. But 
uncertainty is quite a different issue than probability. That is a loose 



usage.

In this case, “will probably rip” means “is more likely to rip.”  It
is a conclusion based on the probability estimate derived from the
sample.

But the scenario was designed so that we don't know which bag type is 
more likely to rip.

We can guess at it using explanations but we have so little information we 
really don't know much. That doesn't stop us from making a decision 
though: we don't need to know which bags are more likely to rip in order to 
make purchasing decisions. We can make purchasing decisions with quite 
limited information.

We can, but the less information we have the more risky the decision.
I made the initial decision based only on the fact that the bags
looked similar.  I changed my mind after 3 out of 600 brand X bags
ripped.

That’s still very little information.  I just did a Yates’ chi-squared
test and found that the difference is not statistically significant.
Nonetheless, my personal values caused me to be more concerned about
making a Type II error (accepting brand X when in fact it is inferior)
than a Type I error (rejecting brand X when in fact it is equivalent).

If I were indifferent to whether I made a Type I or Type II error, I
could have used the two brands alternately under a variety of
conditions.  Eventually the sample size would become large enough to
give me confidence in the results of a statistical test.  I’ll never
achieve 100% certainty, but with a large enough n value I could get
very close.

Of course, even that level of confidence doesn’t protect my conclusion
from future changes that affect the performance of the bags, such as a
change in manufacturing practices at one or both of the companies.  If
I had the time, money, and inclination, I could reduce such risks by
studying the manufacturing practices of both companies, doing chemical
analysis and quality tests on the bags, etc.



Given that I want bags that don't rip, I don't see how I can make a
good purchasing decision in the absence of observations.

I didn't say anything about not using the observations. What I said is that we 
don't know which bag type is more likely to rip.

The basic point here is we don't have to have the truth about the world to make 
decisions in our lives. We can make decisions while having a some ignorance.

You said above that choosing which to buy *depends on* knowing which brand 
of bags has the better design that rips less. I'm saying we can make the 
decision without knowing which will that: it doesn't depend on that. We can be 
uncertain of that, due to insufficient information and explanations, and still 
solve the problem of making a decision. Nothing in my position on this matter 
says to disregard all the observations.

Of course I can make a decision in the face of uncertainty.  That is
the point of the example.  But the only reasonable basis I have for
this particular decision is the observations I have made.  Of course I
interpret the observations in light of my background knowledge, but
the background knowledge in this case in completely neutral.

The background knowledge is not completely neutral!

What's neutral is the observations without any background knowledge. It's the 
background knowledge which tell us, given the observations, not to be neutral. 
It's only via our theories that we decide which way to go (using the observations 
which aren't primary and only have meaning in the context of our theories).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 26, 2012 at 5:03 PM

On Feb 26, 11:32 am, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Is Popper's position on justificationism false? Do you have a criticism of it?

What's bad about it?

For one thing, I think he made a mistake with regard his discussion of
the two senses of “probability.”  On pp. 224-225 of Realism and the
Aim of Science, he points out that in one sense Maxwell’s theory of
light is more probable than Fresnel’s theory of light because it was
“better tested” but less probable because it had greater logical
content.  No problem so far.

But then Popper goes on to suggest that because Maxwell’s theory is
improbable with respect to logical content, the degree to which it is
better tested cannot be used to say that is more probably true.  I
believe that conclusion is wrong.  Maxwell’s theory is improbable in
the sense that, if we assume its logical components have independent
probabilities, chance militates against it passing a test.  But
passing the test is evidence against the truth of the assumption of
independence.  Thus the more tests it passes, the more probable it is
to be true.

So your criticism of Popper's position on justificationism is that he did not 
incorporate inductivist ideas into it?

My criticism is that he was mistaken about what it means for a theory
to be less probable based on greater logical content.  His view on
this matter is based on the assumption that the probabilities of the
various theory components are independent.  This is clear from his use
of the dice example.  He correctly states that the probability of
getting a twelve (two sixes) with a pair of fair dice in lower than
the probability of getting a six with one die.  Thus, in Popper’s
view, Maxwell’s theory is less probable because it is both a wave



theory of light and a theory of electromagnetism, while Fresnel’s
theory is only a wave theory of light.

Now suppose I gave you a pair of dice, and you threw them a large
number of times – a thousand, a million, a billion times.  Each time,
the two dice have the same number face up – two ones, two twos, two
threes, etc.  Apparently you don’t believe you can predict what is
likely to happen on the next throw, but let’s forget about that for
the moment.  Just look at the history of the throws you have already
made.  Wouldn’t you say that there is something odd about these dice?
Don’t these results refute the theory that the dice are fair?

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 26, 2012 at 5:09 PM

On Feb 26, 2012, at 2:03 PM, Steve Push wrote:

On Feb 26, 11:32 am, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Is Popper's position on justificationism false? Do you have a criticism of it?

What's bad about it?

For one thing, I think he made a mistake with regard his discussion of
the two senses of “probability.”  On pp. 224-225 of Realism and the
Aim of Science, he points out that in one sense Maxwell’s theory of
light is more probable than Fresnel’s theory of light because it was
“better tested” but less probable because it had greater logical
content.  No problem so far.

But then Popper goes on to suggest that because Maxwell’s theory is
improbable with respect to logical content, the degree to which it is
better tested cannot be used to say that is more probably true.  I
believe that conclusion is wrong.  Maxwell’s theory is improbable in
the sense that, if we assume its logical components have independent
probabilities, chance militates against it passing a test.  But
passing the test is evidence against the truth of the assumption of
independence.  Thus the more tests it passes, the more probable it is
to be true.

So your criticism of Popper's position on justificationism is that he did not 
incorporate inductivist ideas into it?

My criticism is that he was mistaken about what it means for a theory
to be less probable based on greater logical content.  His view on
this matter is based on the assumption that the probabilities of the
various theory components are independent.  This is clear from his use



of the dice example.  He correctly states that the probability of
getting a twelve (two sixes) with a pair of fair dice in lower than
the probability of getting a six with one die.  Thus, in Popper’s
view, Maxwell’s theory is less probable because it is both a wave
theory of light and a theory of electromagnetism, while Fresnel’s
theory is only a wave theory of light.

Now suppose I gave you a pair of dice, and you threw them a large
number of times – a thousand, a million, a billion times.  Each time,
the two dice have the same number face up – two ones, two twos, two
threes, etc.  Apparently you don’t believe you can predict what is
likely to happen on the next throw, but let’s forget about that for
the moment.

Huh? You can predict it using your explanatory theories (plus the observations).

 Just look at the history of the throws you have already
made.  Wouldn’t you say that there is something odd about these dice?
Don’t these results refute the theory that the dice are fair?

The results, *combined with* theories, refutes the fair-dice theory (pending some 
kind of rebuttal I haven't thought of).

What does this have to do with justificationism and your claims like "the more 
tests it passes, the more probable it is to be true".

There is a big difference between probabilistically predicting physical events, 
fallibly/tentatively accepting theories that tell us about the future, or the thing 
Popper rejects: trying to state the epistemic status of a theory in terms of its 
probability of truth. Theories don't have a probability of truth, they are either true 
or false.

Epistemic status is a separate issue from probability. And regardless of that, 
Popper's main arguments about justificationism do not mention probability and 
are unaddressed.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Theory and Reality, 1
Date: February 27, 2012 at 12:28 AM

Quotes are from Theory and Reality by Peter Godfrey-Smith

I started at section 2.4 about problems with logical positivism. The first paragraph 
I read, says, p 31

Some of these problems [with logical positivism and its attempts to formulate a 
good verifiability principle] were almost comically simple. For example, if "Metals 
expand when heated" is testable, then "Metals expand when heated and the 
Absolute Spirit is perfect" is also testable.

"The Absolute Spirit is perfect" is an example of the kind of thing they want to 
exclude and condemn. (BTW, notice how that means that, despite logical 
positivism being a serious mistake and bad philosophy, some of their basic 
motivations were pretty reasonable.)

Anyway I found this passage notable because it's so silly. Testing whether metals 
expand when heated doesn't test anything about the Absolute Spirit. This is 
disregarding substance and explanation (if you think in terms of explanations of 
what something tests and why, you'll never be tempted to think testing metal 
expansion tests Absolute Spirit). Instead of looking at the substance of the ideas, 
and thinking in terms of explanations, it's looking at logical *form*.

A critical philosopher would also reject this mistake. He would say: sure I see the 
logical forms involved, but I have a criticism of the proposition that testing metals 
tests Absolute Spirit. He would give his criticism and he would think that criticism 
decides the issue, instead of being so impressed by this silly use of logic that he'd 
ignore the straightforward criticism of it.

The logical trick is that if you found metal didn't expand when heated, you would 
refute *both* propositions, so that's why they think it's testing both. So this is the 
kind problem that plagues *bad philosophy* that's overly formal, but which is 
solved by *critical thinking* and *explanation*.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 27, 2012 at 2:14 AM

On Feb 26, 5:09 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 2:03 PM, Steve Push wrote:

On Feb 26, 11:32 am, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Is Popper's position on justificationism false? Do you have a criticism of it?

What's bad about it?

For one thing, I think he made a mistake with regard his discussion of
the two senses of “probability.”  On pp. 224-225 of Realism and the
Aim of Science, he points out that in one sense Maxwell’s theory of
light is more probable than Fresnel’s theory of light because it was
“better tested” but less probable because it had greater logical
content.  No problem so far.

But then Popper goes on to suggest that because Maxwell’s theory is
improbable with respect to logical content, the degree to which it is
better tested cannot be used to say that is more probably true.  I
believe that conclusion is wrong.  Maxwell’s theory is improbable in
the sense that, if we assume its logical components have independent
probabilities, chance militates against it passing a test.  But
passing the test is evidence against the truth of the assumption of
independence.  Thus the more tests it passes, the more probable it is
to be true.

So your criticism of Popper's position on justificationism is that he did not 
incorporate inductivist ideas into it?

My criticism is that he was mistaken about what it means for a theory
to be less probable based on greater logical content.  His view on
this matter is based on the assumption that the probabilities of the
various theory components are independent.  This is clear from his use
of the dice example.  He correctly states that the probability of



getting a twelve (two sixes) with a pair of fair dice in lower than
the probability of getting a six with one die.  Thus, in Popper’s
view, Maxwell’s theory is less probable because it is both a wave
theory of light and a theory of electromagnetism, while Fresnel’s
theory is only a wave theory of light.

Now suppose I gave you a pair of dice, and you threw them a large
number of times – a thousand, a million, a billion times.  Each time,
the two dice have the same number face up – two ones, two twos, two
threes, etc.  Apparently you don’t believe you can predict what is
likely to happen on the next throw, but let’s forget about that for
the moment.

Huh? You can predict it using your explanatory theories (plus the observations).

 Just look at the history of the throws you have already
made.  Wouldn’t you say that there is something odd about these dice?
Don’t these results refute the theory that the dice are fair?

The results, *combined with* theories, refutes the fair-dice theory (pending 
some kind of rebuttal I haven't thought of).

What does this have to do with justificationism and your claims like "the more 
tests it passes, the more probable it is to be true".

There is a big difference between probabilistically predicting physical events, 
fallibly/tentatively accepting theories that tell us about the future, or the thing 
Popper rejects: trying to state the epistemic status of a theory in terms of its 
probability of truth. Theories don't have a probability of truth, they are either true 
or false.

Epistemic status is a separate issue from probability. And regardless of that, 
Popper's main arguments about justificationism do not mention probability and 
are unaddressed.

The fair-dice theory is refuted because the probabilities of the two
dice are not independent.  In the same way, the ability of Maxwell's
theory to pass experimental tests refutes the hypothesis that its
components have independent probabilities.  Thus, contrary to Popper's
assertion, Maxwell's theory is *not* "'less probable' in the sense of



the second usage," that is, "the probability of an event (or a
hypothesis) with respect to its chances."  This refutes Popper's claim
that "the degree of corroboration does not satisfy the calculus of
probability."

On p. 226, Popper discusses a third sense of the term "probable,"  I
agree with you that, in principle, a theory is either true or false.
But in practice, we don't know the truth with certainty, so we make
"probable inferences."  Popper's argument distinguishing degree of
corroboration from probable inference rests on his "contention that
degree of corroboration does not satisfy the probability calculus."
But because that contention has been refuted, his argument fails.

Starting on p. 227, Popper attempts to distinguish corroboration from
confirmation.  But here again, his argument rests on his claim that
"the degree of corroboration does not satisfy the calculus of
probability."  And again, since that claim has been refuted, his
argument fails.

Thus I conclude that the degree of corroboration of a theory can
support probable inferences about the truth of the theory and that
corroboration is equivalent to confirmation.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 27, 2012 at 2:42 AM

On Feb 26, 2012, at 11:14 PM, Steve Push wrote:

On Feb 26, 5:09 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 2:03 PM, Steve Push wrote:

On Feb 26, 11:32 am, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Is Popper's position on justificationism false? Do you have a criticism of 
it?

What's bad about it?

For one thing, I think he made a mistake with regard his discussion of
the two senses of “probability.”  On pp. 224-225 of Realism and the
Aim of Science, he points out that in one sense Maxwell’s theory of
light is more probable than Fresnel’s theory of light because it was
“better tested” but less probable because it had greater logical
content.  No problem so far.

But then Popper goes on to suggest that because Maxwell’s theory is
improbable with respect to logical content, the degree to which it is
better tested cannot be used to say that is more probably true.  I
believe that conclusion is wrong.  Maxwell’s theory is improbable in
the sense that, if we assume its logical components have independent
probabilities, chance militates against it passing a test.  But
passing the test is evidence against the truth of the assumption of
independence.  Thus the more tests it passes, the more probable it is
to be true.

So your criticism of Popper's position on justificationism is that he did not 
incorporate inductivist ideas into it?



My criticism is that he was mistaken about what it means for a theory
to be less probable based on greater logical content.  His view on
this matter is based on the assumption that the probabilities of the
various theory components are independent.  This is clear from his use
of the dice example.  He correctly states that the probability of
getting a twelve (two sixes) with a pair of fair dice in lower than
the probability of getting a six with one die.  Thus, in Popper’s
view, Maxwell’s theory is less probable because it is both a wave
theory of light and a theory of electromagnetism, while Fresnel’s
theory is only a wave theory of light.

Now suppose I gave you a pair of dice, and you threw them a large
number of times – a thousand, a million, a billion times.  Each time,
the two dice have the same number face up – two ones, two twos, two
threes, etc.  Apparently you don’t believe you can predict what is
likely to happen on the next throw, but let’s forget about that for
the moment.

Huh? You can predict it using your explanatory theories (plus the 
observations).

 Just look at the history of the throws you have already
made.  Wouldn’t you say that there is something odd about these dice?
Don’t these results refute the theory that the dice are fair?

The results, *combined with* theories, refutes the fair-dice theory (pending 
some kind of rebuttal I haven't thought of).

What does this have to do with justificationism and your claims like "the more 
tests it passes, the more probable it is to be true".

There is a big difference between probabilistically predicting physical events, 
fallibly/tentatively accepting theories that tell us about the future, or the thing 
Popper rejects: trying to state the epistemic status of a theory in terms of its 
probability of truth. Theories don't have a probability of truth, they are either 
true or false.

Epistemic status is a separate issue from probability. And regardless of that, 
Popper's main arguments about justificationism do not mention probability and 
are unaddressed.



The fair-dice theory is refuted because the probabilities of the two
dice are not independent.  In the same way, the ability of Maxwell's
theory to pass experimental tests refutes the hypothesis that its
components have independent probabilities.  Thus, contrary to Popper's
assertion, Maxwell's theory is *not* "'less probable' in the sense of
the second usage," that is, "the probability of an event (or a
hypothesis) with respect to its chances."  This refutes Popper's claim
that "the degree of corroboration does not satisfy the calculus of
probability."

On p. 226, Popper discusses a third sense of the term "probable,"  I
agree with you that, in principle, a theory is either true or false.
But in practice, we don't know the truth with certainty, so we make
"probable inferences."

Right that we make "probable inferences". But I think it's misleading to use 
probability words for that epistemic uncertainty type issues. But the important 
thing is to be clear, and specify what kind of probability one means each time he 
talks about it.

The main reason I don't think it's good to use probability words for epistemic 
uncertainty is that epistemic uncertainty does not obey the probability calculus (it 
is not even numerical; the important things are explanations and criticisms).

The secondary reason is the ambiguity between "probability" referring the real 
probability (of physical events), and between trying to talk about epistemic 
uncertainty. And, in particular, there is common confusion between

1) probability that a die will roll a 1 next roll

2) "probability" that the prediction "the die will roll a 1 next roll" is true

(2) is a particularly confusing example of:

3) probability that an idea is true

So, the probability the die will roll a 1 next is 1/6th.

As to the prediction that it will roll a 1 next, that is simply an ambiguous statement 



and therefore a bad idea. As it's refuted by criticism, I'd like to just call it false. I 
certainly wouldn't want to call it 1/6th true. What happens if you prediction a 1 
through 5? It's still an ambiguous, bad idea. Is it 5/6th true anyway?

Why is "the die will roll a 1 next roll" ambiguous? Because it doesn't say if it will 
definitely (100%) roll a 1 next roll (false and silly), or if it means something else 
(what?)? That one has a hunch? That one likes to say such things as part of 
social interaction? It doesn't specify what problem this prediction is trying to solve 
so its meaning is ambiguous, so it's a bad idea (a clarified version could be a 
better idea and would need separate evaluation).

 Popper's argument distinguishing degree of
corroboration from probable inference rests on his "contention that
degree of corroboration does not satisfy the probability calculus."
But because that contention has been refuted, his argument fails.

Starting on p. 227, Popper attempts to distinguish corroboration from
confirmation.  But here again, his argument rests on his claim that
"the degree of corroboration does not satisfy the calculus of
probability."  And again, since that claim has been refuted, his
argument fails.

Thus I conclude that the degree of corroboration of a theory can
support probable inferences about the truth of the theory and that
corroboration is equivalent to confirmation.

"Corroboration" is very badly named and this is due to Popper being mildly 
confused about the issue. Solving the problems of induction and justification 
requires a large change in worldview, and Popper grew up with the wrong 
worldview and then fixed it -- he's a transitional philosopher. While he made the 
bulk of the transition and basically solved the problems, he didn't get every detail 
right or always put things as clearly as one can from the perspective of the new 
and better way of thinking.

The difference between "corroboration" and "confirmation" is this:

If you observe something logically consistent with your theory, that confirms but 
does not corroborate it.



If you observe it a second time, that confirms your theory even more, but still 
does not corroborate your theory.

Corroboration only increases *once per unique test of actual rival theories*. 
Repeating the same test does not matter, nor do observations that do not 
differentiate between rival theories.

Confirmation is silly, confused and useless (in my view), while corroboration is a 
worthwhile concept (though imperfect).

However, viewing corroboration as anything along the lines of a numerical value 
is not useful.

Whenever we "corroborate" a theory (that is, it passes a test and thus defeats 
some rival theory), what's going on is that that rival is now refuted and the 
"corroborated" theory is not refuted. This, broadly, tells us nothing about how the 
corroborated theory will fair against its future rivals. It just beat the one rival that 
we did a test for. So what we've learned is that the theory refuted by the test is 
wrong. This thing we've learned is very poorly represented by a number on a 
continuum.

It's better represented by rival theories A and B both have a *boolean* (1 or 0) 
status as non-refuted or refuted. They contradicted each other and both had a 
status of 1. The test refutes B and therefore sets the status of B to 0. A is 
unchanged.

No probability in sight.

How can corroboration increase if it's not a numerical value? What's going on is 
the *stock of ready-made criticisms* for an idea is increased. This makes it 
progressively harder to come up with viable rival theories. Every test rules out a 
whole category of logically possible rival theories. Good tests rule out notable 
categories.

Every time we successfully criticize something, we gain the chance to re-use that 
criticism of a variant against future rival ideas. That is the sense in which 
"corroboration" (misnamed) actually increases: our *knowledge* of possible 



criticisms increases.

This applies to criticism in general. When it's an empirical test in particular, then 
one thing we learn is that any new rival theory must make empirical predictions 
compatible with the results of the test. This makes it harder on potential rival 
theories, and it also makes our theory better because we have more knowledge 
related to it (so you can think of the theory as gaining a new piece to it so it 
includes the new knowledge. of, if you prefer, it gains a reference/pointer to the 
new knowledge).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Theory and Reality, 2
Date: February 27, 2012 at 3:10 AM

Quotes are from Theory and Reality by Peter Godfrey-Smith

Chapter 3, p 39, begins by raising the problem: which observations "confirm" 
(support, justify) which theories (ideas)?

This is question I asked Steve Push recently, which he said he'd think about. The 
book says, p 39

In some ways, this has been *the* fundamental problem in the last hundred 
years of the philosophy of science.

I agree that this is one of the biggest and most fundamental problems for 
inductivist philosophy.

The book goes on to talk about people failing to solve it. It implies that it does 
have a solution, but it says chapter 3 will focus on historical attempts that mostly 
failed badly.

It goes on to summarize some standard stuff about induction and the history of 
induction. This discussion does not explain how induction could possibly work, 
specifically how to do it, or to answer the refutations of induction.

on p 46 we are told

Confirmation really *is* a puzzling thing.

Well, OK, I guess. But why does everyone assume induction and confirmation 
and whatnot work, while being unable to say how they work or solve the massive 
problems they have? Why not just accept they are refuted by these large, well 
known, unsolved and apparently insoluble problems?

(That doesn't contradict Deutsch's "all problems are soluble" because he allows 
for *changing one's understanding of the problem situation* -- e.g. realizing that 
the problem of induction can (only) be solved by *rejecting it and replacing it with 
a new and better problem*.)



Section 3.3 has the following sort of discussion:

Assume that observing lots of black ravens confirms "all ravens are black". Why? 
No reason stated. The unstated reason is that this is obvious.

Then try to puzzle out how to define "confirmation" (or the rules of confirmation) 
so that this is true, and other apparently obvious things are true, while making 
sure the definition doesn't imply anything obviously false (counter-intuitive).

This way of approaching the problem is doomed to fail because it begins with 
bad, unstated and unquestioned assumptions and with uncritical thinking.

I do not exaggerate. p 46 introduces it like this

How is it that repeated observations of black ravens can confirm the 
generalization that all ravens are black?

This framing of the problem quite simply assumes that confirmation is a legitimate 
idea and that repeated observations can do it, and that this is a correct example. 
Because their very conception of the *question* already assumes mistakes, 
everything that follows is deeply confused.

They put so much effort into answering the question, but miss the possibility of 
questioning the question and replacing it with other questions and rethinking their 
unexamined assumptions.

On p 47 we are told that Hempel believes observing a white shoe confirms that all 
ravens are black, and raises its epistemic status. This is absurd -- it violates the 
very common sense assumptions that were being taken for granted in the framing 
of the question. And, worse, it's ridiculous to try to learn about whether all ravens 
are black by observing shoes. That doesn't work! We need an epistemology that 
can help guide us to learn things, not one that sends us on fool's errands. It's stuff 
like this which gives philosophers a bad name.

The book does not agree with Hempel. It goes on to discuss *two* ideas which it 
thinks are on the right track. Or, in other words, it considers them both mistaken. 
So I'll skim past this since I'm not terribly interested in attempts to solve inductivist 



problems which even inductivist authors see as false.

section 3.4 is about Goodman. skipping since i know that stuff and in any case it 
will neither defend induction/etc nor criticize Popper.

end of chapter 3. no serious defense of induction is offered yet, just some 
comments and descriptions about various people's inadequate attempts and the 
problem situation. i guess the answers come later. but it's hard to tell which 
chapter they will be in, judging by the table of contents. which chapter solves the 
confirmation issue, if any, Steve Push? and which chapter, if any, defends 
induction with what the book considers to be a true defense?

I do have one thing I want to add related to the above.

It keeps talking about the issue: does an observation, O, confirm an idea, T?

This is an overly narrow focus.

Suppose O adds 5 confirmation points to T, but also adds 5 confirmation points to 
**all other theories**. THen T's *relative* status is unchanged, so the 
"confirmation" is worthless.

More realistically, we face the issue: if O adds 5 confirmation points to all theories 
logically compatible with it, while refuting the incompatible ones, then we have 
two categories:

1) refuted theories
2) non-refuted theories, all of which gained the same 5 points, so all of which 
retain the same relative status

So what good is confirmation? All that matters is criticism: refutation or not.

So what's necessary is not just to decide that O confirms T, but also to talk about 
what O doesn't confirm and doesn't contradict. There must be a category of stuff 
both non-confirmed and non-contradicted or the whole thing fails.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 27, 2012 at 10:22 AM

On Feb 27, 2:42 am, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 11:14 PM, Steve Push wrote:

On Feb 26, 5:09 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 2:03 PM, Steve Push wrote:

On Feb 26, 11:32 am, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

For one thing, I think he made a mistake with regard his discussion of
the two senses of “probability.”  On pp. 224-225 of Realism and the
Aim of Science, he points out that in one sense Maxwell’s theory of
light is more probable than Fresnel’s theory of light because it was
“better tested” but less probable because it had greater logical
content.  No problem so far.

But then Popper goes on to suggest that because Maxwell’s theory is
improbable with respect to logical content, the degree to which it is
better tested cannot be used to say that is more probably true.  I
believe that conclusion is wrong.  Maxwell’s theory is improbable in
the sense that, if we assume its logical components have independent
probabilities, chance militates against it passing a test.  But
passing the test is evidence against the truth of the assumption of
independence.  Thus the more tests it passes, the more probable it is
to be true.

So your criticism of Popper's position on justificationism is that he did not 
incorporate inductivist ideas into it?

My criticism is that he was mistaken about what it means for a theory
to be less probable based on greater logical content.  His view on
this matter is based on the assumption that the probabilities of the
various theory components are independent.  This is clear from his use
of the dice example.  He correctly states that the probability of
getting a twelve (two sixes) with a pair of fair dice in lower than



the probability of getting a six with one die.  Thus, in Popper’s
view, Maxwell’s theory is less probable because it is both a wave
theory of light and a theory of electromagnetism, while Fresnel’s
theory is only a wave theory of light.

Now suppose I gave you a pair of dice, and you threw them a large
number of times – a thousand, a million, a billion times.  Each time,
the two dice have the same number face up – two ones, two twos, two
threes, etc.  Apparently you don’t believe you can predict what is
likely to happen on the next throw, but let’s forget about that for
the moment.

Huh? You can predict it using your explanatory theories (plus the 
observations).

 Just look at the history of the throws you have already
made.  Wouldn’t you say that there is something odd about these dice?
Don’t these results refute the theory that the dice are fair?

The results, *combined with* theories, refutes the fair-dice theory (pending 
some kind of rebuttal I haven't thought of).

What does this have to do with justificationism and your claims like "the more 
tests it passes, the more probable it is to be true".

There is a big difference between probabilistically predicting physical events, 
fallibly/tentatively accepting theories that tell us about the future, or the thing 
Popper rejects: trying to state the epistemic status of a theory in terms of its 
probability of truth. Theories don't have a probability of truth, they are either 
true or false.

Epistemic status is a separate issue from probability. And regardless of that, 
Popper's main arguments about justificationism do not mention probability 
and are unaddressed.

The fair-dice theory is refuted because the probabilities of the two
dice are not independent.  In the same way, the ability of Maxwell's
theory to pass experimental tests refutes the hypothesis that its
components have independent probabilities.  Thus, contrary to Popper's



assertion, Maxwell's theory is *not* "'less probable' in the sense of
the second usage," that is, "the probability of an event (or a
hypothesis) with respect to its chances."  This refutes Popper's claim
that "the degree of corroboration does not satisfy the calculus of
probability."

On p. 226, Popper discusses a third sense of the term "probable,"  I
agree with you that, in principle, a theory is either true or false.
But in practice, we don't know the truth with certainty, so we make
"probable inferences."

Right that we make "probable inferences". But I think it's misleading to use 
probability words for that epistemic uncertainty type issues. But the important 
thing is to be clear, and specify what kind of probability one means each time he 
talks about it.

The main reason I don't think it's good to use probability words for epistemic 
uncertainty is that epistemic uncertainty does not obey the probability calculus 
(it is not even numerical; the important things are explanations and criticisms).

The principles of the probability calculus can be used to evaluate
subjective probabilities for coherence (Godfrey-Smith, pp. 205-208).

The secondary reason is the ambiguity between "probability" referring the real 
probability (of physical events), and between trying to talk about epistemic 
uncertainty. And, in particular, there is common confusion between

1) probability that a die will roll a 1 next roll

2) "probability" that the prediction "the die will roll a 1 next roll" is true

(2) is a particularly confusing example of:

3) probability that an idea is true

So, the probability the die will roll a 1 next is 1/6th.

As to the prediction that it will roll a 1 next, that is simply an ambiguous 
statement and therefore a bad idea. As it's refuted by criticism, I'd like to just call 
it false. I certainly wouldn't want to call it 1/6th true. What happens if you 



prediction a 1 through 5? It's still an ambiguous, bad idea. Is it 5/6th true 
anyway?

Why is "the die will roll a 1 next roll" ambiguous? Because it doesn't say if it will 
definitely (100%) roll a 1 next roll (false and silly), or if it means something else 
(what?)? That one has a hunch? That one likes to say such things as part of 
social interaction? It doesn't specify what problem this prediction is trying to 
solve so its meaning is ambiguous, so it's a bad idea (a clarified version could 
be a better idea and would need separate evaluation).

What the prediction says is that, in a large number of rolls (assuming
the die is not loaded), roughly 1/6 of the rolls will be 1.  In fact,
the larger the number of rolls, the closer to 1/6 the result will be.

 Popper's argument distinguishing degree of
corroboration from probable inference rests on his "contention that
degree of corroboration does not satisfy the probability calculus."
But because that contention has been refuted, his argument fails.

Starting on p. 227, Popper attempts to distinguish corroboration from
confirmation.  But here again, his argument rests on his claim that
"the degree of corroboration does not satisfy the calculus of
probability."  And again, since that claim has been refuted, his
argument fails.

Thus I conclude that the degree of corroboration of a theory can
support probable inferences about the truth of the theory and that
corroboration is equivalent to confirmation.

"Corroboration" is very badly named and this is due to Popper being mildly 
confused about the issue. Solving the problems of induction and justification 
requires a large change in worldview, and Popper grew up with the wrong 
worldview and then fixed it -- he's a transitional philosopher. While he made the 
bulk of the transition and basically solved the problems, he didn't get every 
detail right or always put things as clearly as one can from the perspective of the 
new and better way of thinking.

If Popper is not a good source on this point, who is?



The difference between "corroboration" and "confirmation" is this:

If you observe something logically consistent with your theory, that confirms but 
does not corroborate it.

If you observe it a second time, that confirms your theory even more, but still 
does not corroborate your theory.

Corroboration only increases *once per unique test of actual rival theories*. 
Repeating the same test does not matter, nor do observations that do not 
differentiate between rival theories.

Confirmation is silly, confused and useless (in my view), while corroboration is a 
worthwhile concept (though imperfect).

Confirmation, as you define it, is wrong in the sense that observing a
black raven does not confirm the proposition that “all ravens are
black.”  But in the case of the die, additional observations will
confirm whether the die is fair or loaded (in the light of background
knowledge, of course).

However, viewing corroboration as anything along the lines of a numerical value 
is not useful.

Whenever we "corroborate" a theory (that is, it passes a test and thus defeats 
some rival theory), what's going on is that that rival is now refuted and the 
"corroborated" theory is not refuted. This, broadly, tells us nothing about how the 
corroborated theory will fair against its future rivals. It just beat the one rival that 
we did a test for. So what we've learned is that the theory refuted by the test is 
wrong. This thing we've learned is very poorly represented by a number on a 
continuum.

It's better represented by rival theories A and B both have a *boolean* (1 or 0) 
status as non-refuted or refuted. They contradicted each other and both had a 
status of 1. The test refutes B and therefore sets the status of B to 0. A is 
unchanged.

No probability in sight.

Only a tautology has a probability of 1, and only a logical



contradiction has a probability of 0.  Everything else falls somewhere
in between.  In some cases, the probabilities may be subjective – in
which case it may be difficult, if not impossible, to determine
whether my probability estimate is better or worse that yours.  But at
least we can each determine whether our own probability estimate is
coherent.

How can corroboration increase if it's not a numerical value? What's going on is 
the *stock of ready-made criticisms* for an idea is increased. This makes it 
progressively harder to come up with viable rival theories. Every test rules out a 
whole category of logically possible rival theories. Good tests rule out notable 
categories.

Every time we successfully criticize something, we gain the chance to re-use 
that criticism of a variant against future rival ideas. That is the sense in which 
"corroboration" (misnamed) actually increases: our *knowledge* of possible 
criticisms increases.

This applies to criticism in general. When it's an empirical test in particular, then 
one thing we learn is that any new rival theory must make empirical predictions 
compatible with the results of the test. This makes it harder on potential rival 
theories, and it also makes our theory better because we have more knowledge 
related to it (so you can think of the theory as gaining a new piece to it so it 
includes the new knowledge. of, if you prefer, it gains a reference/pointer to the 
new knowledge).

I mostly agree with that analysis.  But unless they are logical
contradictions, refuted theories never have a probability of 0.  So we
have to be wary of our “stock of ready-made criticisms.”  They could
be wrong.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 2
Date: February 27, 2012 at 10:28 AM

On Feb 27, 3:10 am, Elliot Temple <c...@curi.us> wrote:
Quotes are from Theory and Reality by Peter Godfrey-Smith

Chapter 3, p 39, begins by raising the problem: which observations "confirm" 
(support, justify) which theories (ideas)?

This is question I asked Steve Push recently, which he said he'd think about. 
The book says, p 39

In some ways, this has been *the* fundamental problem in the last hundred 
years of the philosophy of science.

I agree that this is one of the biggest and most fundamental problems for 
inductivist philosophy.

The book goes on to talk about people failing to solve it. It implies that it does 
have a solution, but it says chapter 3 will focus on historical attempts that mostly 
failed badly.

It goes on to summarize some standard stuff about induction and the history of 
induction. This discussion does not explain how induction could possibly work, 
specifically how to do it, or to answer the refutations of induction.

on p 46 we are told

Confirmation really *is* a puzzling thing.

Well, OK, I guess. But why does everyone assume induction and confirmation 
and whatnot work, while being unable to say how they work or solve the 
massive problems they have? Why not just accept they are refuted by these 
large, well known, unsolved and apparently insoluble problems?

(That doesn't contradict Deutsch's "all problems are soluble" because he allows 
for *changing one's understanding of the problem situation* -- e.g. realizing that 
the problem of induction can (only) be solved by *rejecting it and replacing it 
with a new and better problem*.)



Section 3.3 has the following sort of discussion:

Assume that observing lots of black ravens confirms "all ravens are black". 
Why? No reason stated. The unstated reason is that this is obvious.

Then try to puzzle out how to define "confirmation" (or the rules of confirmation) 
so that this is true, and other apparently obvious things are true, while making 
sure the definition doesn't imply anything obviously false (counter-intuitive).

This way of approaching the problem is doomed to fail because it begins with 
bad, unstated and unquestioned assumptions and with uncritical thinking.

I do not exaggerate. p 46 introduces it like this

How is it that repeated observations of black ravens can confirm the 
generalization that all ravens are black?

This framing of the problem quite simply assumes that confirmation is a 
legitimate idea and that repeated observations can do it, and that this is a 
correct example. Because their very conception of the *question* already 
assumes mistakes, everything that follows is deeply confused.

They put so much effort into answering the question, but miss the possibility of 
questioning the question and replacing it with other questions and rethinking 
their unexamined assumptions.

On p 47 we are told that Hempel believes observing a white shoe confirms that 
all ravens are black, and raises its epistemic status. This is absurd -- it violates 
the very common sense assumptions that were being taken for granted in the 
framing of the question. And, worse, it's ridiculous to try to learn about whether 
all ravens are black by observing shoes. That doesn't work! We need an 
epistemology that can help guide us to learn things, not one that sends us on 
fool's errands. It's stuff like this which gives philosophers a bad name.

The book does not agree with Hempel. It goes on to discuss *two* ideas which it 
thinks are on the right track. Or, in other words, it considers them both mistaken. 
So I'll skim past this since I'm not terribly interested in attempts to solve 
inductivist problems which even inductivist authors see as false.



section 3.4 is about Goodman. skipping since i know that stuff and in any case it 
will neither defend induction/etc nor criticize Popper.

end of chapter 3. no serious defense of induction is offered yet, just some 
comments and descriptions about various people's inadequate attempts and the 
problem situation. i guess the answers come later. but it's hard to tell which 
chapter they will be in, judging by the table of contents. which chapter solves the 
confirmation issue, if any, Steve Push? and which chapter, if any, defends 
induction with what the book considers to be a true defense?

I do have one thing I want to add related to the above.

It keeps talking about the issue: does an observation, O, confirm an idea, T?

This is an overly narrow focus.

Suppose O adds 5 confirmation points to T, but also adds 5 confirmation points 
to **all other theories**. THen T's *relative* status is unchanged, so the 
"confirmation" is worthless.

More realistically, we face the issue: if O adds 5 confirmation points to all 
theories logically compatible with it, while refuting the incompatible ones, then 
we have two categories:

1) refuted theories
2) non-refuted theories, all of which gained the same 5 points, so all of which 
retain the same relative status

So what good is confirmation? All that matters is criticism: refutation or not.

So what's necessary is not just to decide that O confirms T, but also to talk 
about what O doesn't confirm and doesn't contradict. There must be a category 
of stuff both non-confirmed and non-contradicted or the whole thing fails.

Most of the book is a historical review of debates in the philosophy
of science, with the author's criticisms occasionally appearing here
and there.  He doesn't really start describing his own views until
around page 210.

But don't stop.  I am enjoying your chapter-by-chapter review.



-- Steve



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Theory and Reality, 1
Date: February 27, 2012 at 11:06 AM

2012/2/27 Elliot Temple <curi@curi.us>
Quotes are from Theory and Reality by Peter Godfrey-Smith

I started at section 2.4 about problems with logical positivism. The
first paragraph I read, says, p 31

Some of these problems [with logical positivism and its attempts to
formulate a good verifiability principle] were almost comically simple.
For example, if "Metals expand when heated" is testable, then "Metals
expand when heated and the Absolute Spirit is perfect" is also
testable.

"The Absolute Spirit is perfect" is an example of the kind of thing they
want to exclude and condemn. (BTW, notice how that means that, despite
logical positivism being a serious mistake and bad philosophy, some of
their basic motivations were pretty reasonable.)

Anyway I found this passage notable because it's so silly. Testing
whether metals expand when heated doesn't test anything about the
Absolute Spirit. This is disregarding substance and explanation (if you
think in terms of explanations of what something tests and why, you'll
never be tempted to think testing metal expansion tests Absolute
Spirit). Instead of looking at the substance of the ideas, and thinking
in terms of explanations, it's looking at logical *form*.

A critical philosopher would also reject this mistake. He would say:
sure I see the logical forms involved, but I have a criticism of the
proposition that testing metals tests Absolute Spirit. He would give his
criticism and he would think that criticism decides the issue, instead
of being so impressed by this silly use of logic that he'd ignore the
straightforward criticism of it.

The logical trick is that if you found metal didn't expand when heated,



you would refute *both* propositions, so that's why they think it's
testing both. So this is the kind problem that plagues *bad philosophy*
that's overly formal, but which is solved by *critical thinking* and
*explanation*.

No it wouldn't refute both propositions, it would refute the combined
proposition ("Metals expand when heated and the Absolute Spirit is
perfect").

The combined proposition ("Metals expand when heated and the Absolute
Spirit is perfect") being false, is consistent with "Absolute Spirit is
perfect" being true and "Absolute Spirit is perfect" being false.

So logically nothing weird is going on here.

So I'm not sure what problem the quoted paragraph is referring to.

Perhaps to the fact that if one thinks that the amount of verification
tells you something about the truth of a statement and you treat each
instance of metal expanding when heated, as a confirming instance of
("Metals expand when heated and the Absolute Spirit is perfect"), which it
logically is, then things start looking very weird.

But this last problem doesn't seem to arise due to being over formal, but
because of false justificationist ideas.

-- 
Matjaž Leonardis



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 27, 2012 at 11:30 AM

On Feb 27, 2012, at 7:22 AM, Steve Push wrote:

On Feb 27, 2:42 am, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 11:14 PM, Steve Push wrote:

On Feb 26, 5:09 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 2:03 PM, Steve Push wrote:

On Feb 26, 11:32 am, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

For one thing, I think he made a mistake with regard his discussion of
the two senses of “probability.”  On pp. 224-225 of Realism and the
Aim of Science, he points out that in one sense Maxwell’s theory of
light is more probable than Fresnel’s theory of light because it was
“better tested” but less probable because it had greater logical
content.  No problem so far.

But then Popper goes on to suggest that because Maxwell’s theory is
improbable with respect to logical content, the degree to which it is
better tested cannot be used to say that is more probably true.  I
believe that conclusion is wrong.  Maxwell’s theory is improbable in
the sense that, if we assume its logical components have independent
probabilities, chance militates against it passing a test.  But
passing the test is evidence against the truth of the assumption of
independence.  Thus the more tests it passes, the more probable it is
to be true.

So your criticism of Popper's position on justificationism is that he did not 
incorporate inductivist ideas into it?

My criticism is that he was mistaken about what it means for a theory
to be less probable based on greater logical content.  His view on



this matter is based on the assumption that the probabilities of the
various theory components are independent.  This is clear from his use
of the dice example.  He correctly states that the probability of
getting a twelve (two sixes) with a pair of fair dice in lower than
the probability of getting a six with one die.  Thus, in Popper’s
view, Maxwell’s theory is less probable because it is both a wave
theory of light and a theory of electromagnetism, while Fresnel’s
theory is only a wave theory of light.

Now suppose I gave you a pair of dice, and you threw them a large
number of times – a thousand, a million, a billion times.  Each time,
the two dice have the same number face up – two ones, two twos, two
threes, etc.  Apparently you don’t believe you can predict what is
likely to happen on the next throw, but let’s forget about that for
the moment.

Huh? You can predict it using your explanatory theories (plus the 
observations).

Just look at the history of the throws you have already
made.  Wouldn’t you say that there is something odd about these dice?
Don’t these results refute the theory that the dice are fair?

The results, *combined with* theories, refutes the fair-dice theory (pending 
some kind of rebuttal I haven't thought of).

What does this have to do with justificationism and your claims like "the 
more tests it passes, the more probable it is to be true".

There is a big difference between probabilistically predicting physical 
events, fallibly/tentatively accepting theories that tell us about the future, or 
the thing Popper rejects: trying to state the epistemic status of a theory in 
terms of its probability of truth. Theories don't have a probability of truth, 
they are either true or false.

Epistemic status is a separate issue from probability. And regardless of that, 
Popper's main arguments about justificationism do not mention probability 
and are unaddressed.



The fair-dice theory is refuted because the probabilities of the two
dice are not independent.  In the same way, the ability of Maxwell's
theory to pass experimental tests refutes the hypothesis that its
components have independent probabilities.  Thus, contrary to Popper's
assertion, Maxwell's theory is *not* "'less probable' in the sense of
the second usage," that is, "the probability of an event (or a
hypothesis) with respect to its chances."  This refutes Popper's claim
that "the degree of corroboration does not satisfy the calculus of
probability."

On p. 226, Popper discusses a third sense of the term "probable,"  I
agree with you that, in principle, a theory is either true or false.
But in practice, we don't know the truth with certainty, so we make
"probable inferences."

Right that we make "probable inferences". But I think it's misleading to use 
probability words for that epistemic uncertainty type issues. But the important 
thing is to be clear, and specify what kind of probability one means each time 
he talks about it.

The main reason I don't think it's good to use probability words for epistemic 
uncertainty is that epistemic uncertainty does not obey the probability calculus 
(it is not even numerical; the important things are explanations and criticisms).

The principles of the probability calculus can be used to evaluate
subjective probabilities for coherence (Godfrey-Smith, pp. 205-208).

Do you mean the following?

If we make up some probabilities to assign to ... what? The truth of theories? How 
does that make sense when theories are actually true or false? What is the real 
thing they mean?

Anyway, we make them up ... then we can check if they contradict each other 
(given the probability calculus rules), e.g. if they add up to 110% then that's no 
good.

But even if they add up to 100%, they're still no good. They're just stuff people 
made up that have no clear rules for how they can be criticized, refuted, judged, 
etc Nor are there clear rules for which "probabilities" to make up in what situation. 



Saying it is "subjective" is just dodging the issue: it's giving up on objective 
knowledge (sometimes, not always), rather than figuring out how (objective) 
knowledge actually works, which is the job of epistemology.

The secondary reason is the ambiguity between "probability" referring the real 
probability (of physical events), and between trying to talk about epistemic 
uncertainty. And, in particular, there is common confusion between

1) probability that a die will roll a 1 next roll

2) "probability" that the prediction "the die will roll a 1 next roll" is true

(2) is a particularly confusing example of:

3) probability that an idea is true

So, the probability the die will roll a 1 next is 1/6th.

As to the prediction that it will roll a 1 next, that is simply an ambiguous 
statement and therefore a bad idea. As it's refuted by criticism, I'd like to just 
call it false. I certainly wouldn't want to call it 1/6th true. What happens if you 
prediction a 1 through 5? It's still an ambiguous, bad idea. Is it 5/6th true 
anyway?

Why is "the die will roll a 1 next roll" ambiguous? Because it doesn't say if it will 
definitely (100%) roll a 1 next roll (false and silly), or if it means something else 
(what?)? That one has a hunch? That one likes to say such things as part of 
social interaction? It doesn't specify what problem this prediction is trying to 
solve so its meaning is ambiguous, so it's a bad idea (a clarified version could 
be a better idea and would need separate evaluation).

What the prediction says is that, in a large number of rolls (assuming
the die is not loaded), roughly 1/6 of the rolls will be 1.  In fact,
the larger the number of rolls, the closer to 1/6 the result will be.

That's not "the prediction", it's a different prediction than the one I was talking 
about above.



Popper's argument distinguishing degree of
corroboration from probable inference rests on his "contention that
degree of corroboration does not satisfy the probability calculus."
But because that contention has been refuted, his argument fails.

Starting on p. 227, Popper attempts to distinguish corroboration from
confirmation.  But here again, his argument rests on his claim that
"the degree of corroboration does not satisfy the calculus of
probability."  And again, since that claim has been refuted, his
argument fails.

Thus I conclude that the degree of corroboration of a theory can
support probable inferences about the truth of the theory and that
corroboration is equivalent to confirmation.

"Corroboration" is very badly named and this is due to Popper being mildly 
confused about the issue. Solving the problems of induction and justification 
requires a large change in worldview, and Popper grew up with the wrong 
worldview and then fixed it -- he's a transitional philosopher. While he made 
the bulk of the transition and basically solved the problems, he didn't get every 
detail right or always put things as clearly as one can from the perspective of 
the new and better way of thinking.

If Popper is not a good source on this point, who is?

Deutsch and I are better. I don't know anyone else.

BoI uses the word "corroborate" only twice and I think they're just using the 
dictionary definition.

The difference between "corroboration" and "confirmation" is this:

If you observe something logically consistent with your theory, that confirms 
but does not corroborate it.

If you observe it a second time, that confirms your theory even more, but still 
does not corroborate your theory.



Corroboration only increases *once per unique test of actual rival theories*. 
Repeating the same test does not matter, nor do observations that do not 
differentiate between rival theories.

Confirmation is silly, confused and useless (in my view), while corroboration is 
a worthwhile concept (though imperfect).

Confirmation, as you define it, is wrong in the sense that observing a
black raven does not confirm the proposition that “all ravens are
black.”  But in the case of the die, additional observations will
confirm whether the die is fair or loaded (in the light of background
knowledge, of course).

However, viewing corroboration as anything along the lines of a numerical 
value is not useful.

Whenever we "corroborate" a theory (that is, it passes a test and thus defeats 
some rival theory), what's going on is that that rival is now refuted and the 
"corroborated" theory is not refuted. This, broadly, tells us nothing about how 
the corroborated theory will fair against its future rivals. It just beat the one rival 
that we did a test for. So what we've learned is that the theory refuted by the 
test is wrong. This thing we've learned is very poorly represented by a number 
on a continuum.

It's better represented by rival theories A and B both have a *boolean* (1 or 0) 
status as non-refuted or refuted. They contradicted each other and both had a 
status of 1. The test refutes B and therefore sets the status of B to 0. A is 
unchanged.

No probability in sight.

Only a tautology has a probability of 1, and only a logical
contradiction has a probability of 0.

My 1 and 0 are not probabilities. They simply correspond to a list of two statuses 
(refuted, non-refuted). The numbers aren't necessary. Maybe it's better not to 
mention them.

Boolean variables do not allow any fractions.



 Everything else falls somewhere
in between.  In some cases, the probabilities may be subjective – in
which case it may be difficult, if not impossible, to determine
whether my probability estimate is better or worse that yours.  But at
least we can each determine whether our own probability estimate is
coherent.

The approach of making these estimates is intended to solve the problem 
something like:

what do we do when we have contradictory theories and we can't come up with a 
good explanation?

The superior solution is to come up with a good explanation, which, as I've written 
about, we always can do. And even if we fail, there are no substitutes. Since we 
haven't got a good explanation, in that case the "probability estimates" will be 
based on bad explanations or confusion, and so they won't be helping address 
the problem of lacking a good explanation.

How can corroboration increase if it's not a numerical value? What's going on 
is the *stock of ready-made criticisms* for an idea is increased. This makes it 
progressively harder to come up with viable rival theories. Every test rules out 
a whole category of logically possible rival theories. Good tests rule out 
notable categories.

Every time we successfully criticize something, we gain the chance to re-use 
that criticism of a variant against future rival ideas. That is the sense in which 
"corroboration" (misnamed) actually increases: our *knowledge* of possible 
criticisms increases.

This applies to criticism in general. When it's an empirical test in particular, 
then one thing we learn is that any new rival theory must make empirical 
predictions compatible with the results of the test. This makes it harder on 
potential rival theories, and it also makes our theory better because we have 
more knowledge related to it (so you can think of the theory as gaining a new 
piece to it so it includes the new knowledge. of, if you prefer, it gains a 
reference/pointer to the new knowledge).



I mostly agree with that analysis.  But unless they are logical
contradictions, refuted theories never have a probability of 0.  So we
have to be wary of our “stock of ready-made criticisms.”  They could
be wrong.

1 and 0 are standard ways to refer to true and false in some programming 
languages. (But in ruby, both evaluate to true!) Sorry if that was confusing, just 
ignore the numbers, which were never meant to be probabilities because *I am 
giving an alternative approach*, not a different way of doing the same approach.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Theory and Reality, 1
Date: February 27, 2012 at 11:40 AM

On Feb 27, 2012, at 8:06 AM, Matjaž Leonardis wrote:

2012/2/27 Elliot Temple <curi@curi.us>
Quotes are from Theory and Reality by Peter Godfrey-Smith

I started at section 2.4 about problems with logical positivism. The
first paragraph I read, says, p 31

Some of these problems [with logical positivism and its attempts to
formulate a good verifiability principle] were almost comically simple.
For example, if "Metals expand when heated" is testable, then "Metals
expand when heated and the Absolute Spirit is perfect" is also
testable.

"The Absolute Spirit is perfect" is an example of the kind of thing they
want to exclude and condemn. (BTW, notice how that means that, despite
logical positivism being a serious mistake and bad philosophy, some of
their basic motivations were pretty reasonable.)

Anyway I found this passage notable because it's so silly. Testing
whether metals expand when heated doesn't test anything about the
Absolute Spirit. This is disregarding substance and explanation (if you
think in terms of explanations of what something tests and why, you'll
never be tempted to think testing metal expansion tests Absolute
Spirit). Instead of looking at the substance of the ideas, and thinking
in terms of explanations, it's looking at logical *form*.

A critical philosopher would also reject this mistake. He would say:
sure I see the logical forms involved, but I have a criticism of the
proposition that testing metals tests Absolute Spirit. He would give his
criticism and he would think that criticism decides the issue, instead
of being so impressed by this silly use of logic that he'd ignore the
straightforward criticism of it.



The logical trick is that if you found metal didn't expand when heated,
you would refute *both* propositions, so that's why they think it's
testing both. So this is the kind problem that plagues *bad philosophy*
that's overly formal, but which is solved by *critical thinking* and
*explanation*.

No it wouldn't refute both propositions, it would refute the combined
proposition ("Metals expand when heated and the Absolute Spirit is
perfect").

You've misread.

There were two propositions discussed above. They are:

1) "Metals expand when heated"

2) "Metals expand when heated and the Absolute Spirit is perfect"

If you heat metal and it doesn't expand, you refute both of those propositions.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 27, 2012 at 12:15 PM

On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

You could make the opposite guess, but in doing so you would have to
dismiss, explicitly or implicitly, either the 600 observations or my
personal values in preferring to avoid a Type II error.

Why?

The opposite guess about which brand is more reliable is logically consistent 
with the 600 observations and also with your values.

You could make the opposite guess in the sense that you could hold the
opposite opinion.  You could also hold the opinion that the Earth is
flat.  But given the data and my values, there is no other
*reasonable* conclusion that I can make at this time.  I recognize
that this decision is based on very limited data, and I stand ready to
reverse it if sufficient contradictory evidence comes to light.

So:

induction = nonsense.

induction + extra rule to be "reasonable" = sensible results

What's going on? That suggestion to be reasonable means the following:

Think the Popperian way.

Induction is providing no value, and being "reasonable" (thinking critically, 
considering what makes sense, thinking about explanations, etc) provides all the 
value.

Note, specifically, that what is "reasonable" is not implied by the data. It's due to 
our explanations, theories, critical thinking, etc... The "reasonable" concept was 
introduced specifically because the data (plus all the "induction" you want) was 



insufficient.

Since induction is impossible, if you try to do both induction and Popper, you end 
up doing only Popper.

Also this all misses the point that was being discussed. Disagreeing about what is 
reasonable does not necessitate dismissing the 600 observations.

The statement:

in doing so you would have to dismiss, explicitly or implicitly, either the 600 
observations

was false.

What you could do instead is disagree about what is "reasonable" -- or in other 
words, disagree about which explanations and criticisms are good.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 27, 2012 at 12:21 PM

On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Even though
the chi-squared test failed to reject the null hypothesis, it revealed
that there is a 70% likelihood the difference between the two samples
is not a result of chance alone.

Contradicting your chi-squared test ideas is quite different than contradicting 
your personal values or your 600 observations. The 600 observations include 
no information about chi-squared tests and it's logically possible that chi-
squared tests are wrong.

Chi-squared tests are deductive, so they cannot be “wrong” unless the
premises are false.

This is false. Why? Because:

People can apply them to the wrong situation, input bad data, calculate 
incorrectly, misinterpret the results, or make bad decisions based on the results.

And these mistakes people can make: can they only happen in the premises, or 
not?

E.g. when they "calculate incorrectly" isn't that a mistake that isn't putting in 
wrong premises?

Also, you think chi-squared tests are deductively valid but you could be mistaken. 
So it can be wrong, *even given true premises*, if:

- people make other mistakes that aren't in the premises step, e.g. in the middle 
or at the end

- you're wrong that chi-squared tests are deductively valid



So, again, contradicting your chi-squared test ideas is quite different than 
contradicting your personal values or your 600 observations. The 600 
observations include no information about chi-squared tests and it's logically 
possible that chi-squared tests are wrong.

Your chi-square testing can go wrong by making a mistake in any part of it, or 
making a mistake about whether chi-squared tests are deductively valid or any 
other attribute of them. Those are all possible sources of error that do not involve 
rejecting the 600 observations.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 27, 2012 at 12:23 PM

On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation (justification)?

One of the most important goals of science is to predict how the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to use *other, 
better methods*.

We have to distinguish not with confirmation, which **does not work** (even 
inductivists like Godfrey-Smith are aware of many serious criticisms of 
confirmation!), but rather with explanation and criticism, which does work.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 27, 2012 at 12:24 PM

On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Is it your position that to have any doubts about a proposition is to
refute it?  Do you have *absolute* confidence in C&R?

"Doubts" is ambiguous. Criticisms refute ideas, not doubts. And it's not a matter 
of confidence.

Criticisms are explanations of flaws ideas have.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 28, 2012 at 3:40 AM

On Feb 27, 12:21 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Even though
the chi-squared test failed to reject the null hypothesis, it revealed
that there is a 70% likelihood the difference between the two samples
is not a result of chance alone.

Contradicting your chi-squared test ideas is quite different than contradicting 
your personal values or your 600 observations. The 600 observations include 
no information about chi-squared tests and it's logically possible that chi-
squared tests are wrong.

Chi-squared tests are deductive, so they cannot be “wrong” unless the
premises are false.

This is false. Why? Because:

People can apply them to the wrong situation, input bad data, calculate 
incorrectly, misinterpret the results, or make bad decisions based on the 
results.

And these mistakes people can make: can they only happen in the premises, or 
not?

E.g. when they "calculate incorrectly" isn't that a mistake that isn't putting in 
wrong premises?

Also, you think chi-squared tests are deductively valid but you could be 
mistaken. So it can be wrong, *even given true premises*, if:

- people make other mistakes that aren't in the premises step, e.g. in the middle 
or at the end

- you're wrong that chi-squared tests are deductively valid

So, again, contradicting your chi-squared test ideas is quite different than 



contradicting your personal values or your 600 observations. The 600 
observations include no information about chi-squared tests and it's logically 
possible that chi-squared tests are wrong.

Your chi-square testing can go wrong by making a mistake in any part of it, or 
making a mistake about whether chi-squared tests are deductively valid or any 
other attribute of them. Those are all possible sources of error that do not 
involve rejecting the 600 observations.

I've reported my methods and results.  Saying I might be wrong is not
an effective argument.  If you want to challenge my results, please
show me where I made an error, or report your own methods and results
so that I might criticize them.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 28, 2012 at 3:48 AM

On Feb 28, 2012, at 12:40 AM, Steve Push wrote:

On Feb 27, 12:21 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Even though
the chi-squared test failed to reject the null hypothesis, it revealed
that there is a 70% likelihood the difference between the two samples
is not a result of chance alone.

Contradicting your chi-squared test ideas is quite different than contradicting 
your personal values or your 600 observations. The 600 observations 
include no information about chi-squared tests and it's logically possible that 
chi-squared tests are wrong.

Chi-squared tests are deductive, so they cannot be “wrong” unless the
premises are false.

This is false. Why? Because:

People can apply them to the wrong situation, input bad data, calculate 
incorrectly, misinterpret the results, or make bad decisions based on the 
results.

And these mistakes people can make: can they only happen in the premises, 
or not?

E.g. when they "calculate incorrectly" isn't that a mistake that isn't putting in 
wrong premises?

Also, you think chi-squared tests are deductively valid but you could be 
mistaken. So it can be wrong, *even given true premises*, if:

- people make other mistakes that aren't in the premises step, e.g. in the 
middle or at the end



- you're wrong that chi-squared tests are deductively valid

So, again, contradicting your chi-squared test ideas is quite different than 
contradicting your personal values or your 600 observations. The 600 
observations include no information about chi-squared tests and it's logically 
possible that chi-squared tests are wrong.

Your chi-square testing can go wrong by making a mistake in any part of it, or 
making a mistake about whether chi-squared tests are deductively valid or any 
other attribute of them. Those are all possible sources of error that do not 
involve rejecting the 600 observations.

I've reported my methods and results.  Saying I might be wrong is not
an effective argument.  If you want to challenge my results, please
show me where I made an error, or report your own methods and results
so that I might criticize them.

You said:

Chi-squared tests are deductive, so they cannot be “wrong” unless the 
premises are false.

As I explained, this is false. Note that this is a philosophical claim.

I did not say you might be wrong or challenge your results.

I thought I was clear when I quoted the statement I disagreed with, stated it was 
false, and then presented my explanation of why. I was talking about what I said I 
was talking about, not something else. What is unclear?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 28, 2012 at 3:51 AM

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation (justification)?

One of the most important goals of science is to predict how the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to use *other, 
better methods*.

We have to distinguish not with confirmation, which **does not work** (even 
inductivists like Godfrey-Smith are aware of many serious criticisms of 
confirmation!), but rather with explanation and criticism, which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 28, 2012 at 4:19 AM

On Feb 27, 12:15 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

You could make the opposite guess, but in doing so you would have to
dismiss, explicitly or implicitly, either the 600 observations or my
personal values in preferring to avoid a Type II error.

Why?

The opposite guess about which brand is more reliable is logically consistent 
with the 600 observations and also with your values.

You could make the opposite guess in the sense that you could hold the
opposite opinion.  You could also hold the opinion that the Earth is
flat.  But given the data and my values, there is no other
*reasonable* conclusion that I can make at this time.  I recognize
that this decision is based on very limited data, and I stand ready to
reverse it if sufficient contradictory evidence comes to light.

So:

induction = nonsense.

induction + extra rule to be "reasonable" = sensible results

What's going on? That suggestion to be reasonable means the following:

Think the Popperian way.

Induction is providing no value, and being "reasonable" (thinking critically, 
considering what makes sense, thinking about explanations, etc) provides all 
the value.

Note, specifically, that what is "reasonable" is not implied by the data. It's due to 
our explanations, theories, critical thinking, etc... The "reasonable" concept was 
introduced specifically because the data (plus all the "induction" you want) was 



insufficient.

Since induction is impossible, if you try to do both induction and Popper, you 
end up doing only Popper.

But as I'm sure you know by now, I don't agree with your premise.  If
induction is possible, I don't end up doing only Popper.

Also this all misses the point that was being discussed. Disagreeing about what 
is reasonable does not necessitate dismissing the 600 observations.

The statement:

in doing so you would have to dismiss, explicitly or implicitly, either the 600 
observations

was false.

What you could do instead is disagree about what is "reasonable" -- or in other 
words, disagree about which explanations and criticisms are good.

No.  Given my desire to avoid ripped bags and the observations I have
made so far, there is no room for "good" criticisms (unless you can
call into question my interpretation of the observations by coming up
with a *good* criticism of my statistical analysis).

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 28, 2012 at 4:21 AM

On Feb 27, 12:24 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Is it your position that to have any doubts about a proposition is to
refute it?  Do you have *absolute* confidence in C&R?

"Doubts" is ambiguous. Criticisms refute ideas, not doubts. And it's not a matter 
of confidence.

Criticisms are explanations of flaws ideas have.

Would you agree that criticisms can have flaws, just as explanations
can?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 28, 2012 at 4:39 AM

On Feb 28, 3:48 am, Elliot Temple <c...@curi.us> wrote:
On Feb 28, 2012, at 12:40 AM, Steve Push wrote:

On Feb 27, 12:21 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Even though
the chi-squared test failed to reject the null hypothesis, it revealed
that there is a 70% likelihood the difference between the two samples
is not a result of chance alone.

Contradicting your chi-squared test ideas is quite different than 
contradicting your personal values or your 600 observations. The 600 
observations include no information about chi-squared tests and it's 
logically possible that chi-squared tests are wrong.

Chi-squared tests are deductive, so they cannot be “wrong” unless the
premises are false.

This is false. Why? Because:

People can apply them to the wrong situation, input bad data, calculate 
incorrectly, misinterpret the results, or make bad decisions based on the 
results.

And these mistakes people can make: can they only happen in the premises, 
or not?

E.g. when they "calculate incorrectly" isn't that a mistake that isn't putting in 
wrong premises?

Also, you think chi-squared tests are deductively valid but you could be 
mistaken. So it can be wrong, *even given true premises*, if:

- people make other mistakes that aren't in the premises step, e.g. in the 
middle or at the end



- you're wrong that chi-squared tests are deductively valid

So, again, contradicting your chi-squared test ideas is quite different than 
contradicting your personal values or your 600 observations. The 600 
observations include no information about chi-squared tests and it's logically 
possible that chi-squared tests are wrong.

Your chi-square testing can go wrong by making a mistake in any part of it, or 
making a mistake about whether chi-squared tests are deductively valid or 
any other attribute of them. Those are all possible sources of error that do not 
involve rejecting the 600 observations.

I've reported my methods and results.  Saying I might be wrong is not
an effective argument.  If you want to challenge my results, please
show me where I made an error, or report your own methods and results
so that I might criticize them.

You said:

Chi-squared tests are deductive, so they cannot be “wrong” unless the 
premises are false.

As I explained, this is false. Note that this is a philosophical claim.

The Yates' chi-squared test is a mathematical formula.  It was first
propose 78 years ago, and I'm not aware of any criticisms of it.

What is your argument?  Are you saying that mathematical formulas are
not deductive arguments?  Are you saying that the Yates' chi-squared
test is not a mathematical formula?  Are you saying that there in a
error in the formula?

I did not say you might be wrong or challenge your results.

Then I'm not sure why you raised this objection.  Do you accept my
results?

-- Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: February 28, 2012 at 8:37 AM

On 28 Feb 2012, at 09:21, Steve Push wrote:

On Feb 27, 12:24 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Is it your position that to have any doubts about a proposition is to
refute it?  Do you have *absolute* confidence in C&R?

"Doubts" is ambiguous. Criticisms refute ideas, not doubts. And it's not a 
matter of confidence.

Criticisms are explanations of flaws ideas have.

Would you agree that criticisms can have flaws, just as explanations
can?

Criticisms can have flaws, which is why they should be independently criticisable. 
That is, the criticism should say something about something other than the idea 
you're trying to criticise so that the criticism can be checked. That is one reason 
why "you're just wrong" is a bad argument.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: February 28, 2012 at 8:46 AM

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation (justification)?

One of the most important goals of science is to predict how the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to use *other, 
better methods*.

We have to distinguish not with confirmation, which **does not work** (even 
inductivists like Godfrey-Smith are aware of many serious criticisms of 
confirmation!), but rather with explanation and criticism, which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)



If a bridge design has not been tested that is a criticism of the idea of using that 
design. There could be something wrong with the design that you won't find out 
about until you test it. A test might include building the bridge, or a scale model of 
the bridge, or doing a simulation of the bridge, or it might just be a simpler 
calculation depending on the explanation for how the design works. All of the 
tests are criticisms. So unless confirmation just means "not failing when 
criticised", confirmation will not play any role at all in assessing the bridge.

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 28, 2012 at 10:06 AM

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation (justification)?

One of the most important goals of science is to predict how the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to use 
*other, better methods*.

We have to distinguish not with confirmation, which **does not work** (even 
inductivists like Godfrey-Smith are aware of many serious criticisms of 
confirmation!), but rather with explanation and criticism, which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)



If a bridge design has not been tested that is a criticism of the idea of using that 
design. There could be something wrong with the design that you won't find out 
about until you test it. A test might include building the bridge, or a scale model 
of the bridge, or doing a simulation of the bridge, or it might just be a simpler 
calculation depending on the explanation for how the design works. All of the 
tests are criticisms. So unless confirmation just means "not failing when 
criticised", confirmation will not play any role at all in assessing the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 28, 2012 at 12:42 PM

On Feb 28, 2012, at 1:21 AM, Steve Push wrote:

On Feb 27, 12:24 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Is it your position that to have any doubts about a proposition is to
refute it?  Do you have *absolute* confidence in C&R?

"Doubts" is ambiguous. Criticisms refute ideas, not doubts. And it's not a 
matter of confidence.

Criticisms are explanations of flaws ideas have.

Would you agree that criticisms can have flaws, just as explanations can?

Yes, absolutely.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 28, 2012 at 12:43 PM

On Feb 28, 2012, at 1:39 AM, Steve Push wrote:

On Feb 28, 3:48 am, Elliot Temple <c...@curi.us> wrote:
On Feb 28, 2012, at 12:40 AM, Steve Push wrote:

On Feb 27, 12:21 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Even though
the chi-squared test failed to reject the null hypothesis, it revealed
that there is a 70% likelihood the difference between the two samples
is not a result of chance alone.

Contradicting your chi-squared test ideas is quite different than 
contradicting your personal values or your 600 observations. The 600 
observations include no information about chi-squared tests and it's 
logically possible that chi-squared tests are wrong.

Chi-squared tests are deductive, so they cannot be “wrong” unless the
premises are false.

This is false. Why? Because:

People can apply them to the wrong situation, input bad data, calculate 
incorrectly, misinterpret the results, or make bad decisions based on the 
results.

And these mistakes people can make: can they only happen in the 
premises, or not?

E.g. when they "calculate incorrectly" isn't that a mistake that isn't putting in 
wrong premises?

Also, you think chi-squared tests are deductively valid but you could be 



mistaken. So it can be wrong, *even given true premises*, if:

- people make other mistakes that aren't in the premises step, e.g. in the 
middle or at the end

- you're wrong that chi-squared tests are deductively valid

So, again, contradicting your chi-squared test ideas is quite different than 
contradicting your personal values or your 600 observations. The 600 
observations include no information about chi-squared tests and it's logically 
possible that chi-squared tests are wrong.

Your chi-square testing can go wrong by making a mistake in any part of it, 
or making a mistake about whether chi-squared tests are deductively valid 
or any other attribute of them. Those are all possible sources of error that do 
not involve rejecting the 600 observations.

I've reported my methods and results.  Saying I might be wrong is not
an effective argument.  If you want to challenge my results, please
show me where I made an error, or report your own methods and results
so that I might criticize them.

You said:

Chi-squared tests are deductive, so they cannot be “wrong” unless the 
premises are false.

As I explained, this is false. Note that this is a philosophical claim.

The Yates' chi-squared test is a mathematical formula.  It was first
propose 78 years ago, and I'm not aware of any criticisms of it.

Not knowing any criticisms today does not make it so something "cannot" be 
wrong.

What is your argument?  Are you saying that mathematical formulas are
not deductive arguments?



I'm saying the things you guess are deductive arguments, are not infallible. You 
can be wrong, they can give you wrong answers when used.

 Are you saying that the Yates' chi-squared
test is not a mathematical formula?  Are you saying that there in a
error in the formula?

I'm saying there *can be* an error in the formula (and any other formula). There is 
always the possibility of error, and there is never a time to say one can't be 
wrong.

I know you qualified that you could be wrong in a specific way, only, but it's 
always possible to be wrong about *that*, or wrong in an unexpected way.

I did not say you might be wrong or challenge your results.

Then I'm not sure why you raised this objection.  Do you accept my
results?

I object to infallibilism which I consider relevant to the overall discussion.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 28, 2012 at 12:44 PM

On Feb 28, 2012, at 1:19 AM, Steve Push wrote:

On Feb 27, 12:15 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

You could make the opposite guess, but in doing so you would have to
dismiss, explicitly or implicitly, either the 600 observations or my
personal values in preferring to avoid a Type II error.

Why?

The opposite guess about which brand is more reliable is logically 
consistent with the 600 observations and also with your values.

You could make the opposite guess in the sense that you could hold the
opposite opinion.  You could also hold the opinion that the Earth is
flat.  But given the data and my values, there is no other
*reasonable* conclusion that I can make at this time.  I recognize
that this decision is based on very limited data, and I stand ready to
reverse it if sufficient contradictory evidence comes to light.

So:

induction = nonsense.

induction + extra rule to be "reasonable" = sensible results

What's going on? That suggestion to be reasonable means the following:

Think the Popperian way.

Induction is providing no value, and being "reasonable" (thinking critically, 
considering what makes sense, thinking about explanations, etc) provides all 
the value.



Note, specifically, that what is "reasonable" is not implied by the data. It's due 
to our explanations, theories, critical thinking, etc... The "reasonable" concept 
was introduced specifically because the data (plus all the "induction" you want) 
was insufficient.

Since induction is impossible, if you try to do both induction and Popper, you 
end up doing only Popper.

But as I'm sure you know by now, I don't agree with your premise.  If
induction is possible, I don't end up doing only Popper.

Also this all misses the point that was being discussed. Disagreeing about 
what is reasonable does not necessitate dismissing the 600 observations.

The statement:

in doing so you would have to dismiss, explicitly or implicitly, either the 600 
observations

was false.

What you could do instead is disagree about what is "reasonable" -- or in other 
words, disagree about which explanations and criticisms are good.

No.  Given my desire to avoid ripped bags and the observations I have
made so far, there is no room for "good" criticisms (unless you can
call into question my interpretation of the observations by coming up
with a *good* criticism of my statistical analysis).

So the issue depends on:

does one have a good criticism of your statistical analysis and the explanations 
behind it (e.g. used in judging which statistical models, if any, apply).

so that is critical thinking, and use of our knowledge, not induction.

whether i personally can think of a criticism of what you did in this case, vs 
whether i agree with you, isn't relevant to what sort of method is being used. i 



could use the critical method but not know anything you don't about the topic. 
then, because you avoided the stuff you know criticisms of already, if i don't know 
criticisms new to you then i might not have anything to add.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: [BoI] Defintions
Date: February 28, 2012 at 2:58 PM

http://fallibleideas.com/definitions

Definitions are not especially important, and we generally should not
begin conversations by discussing them. It's better to begin with a
statement of a problem to address, and a short explanation addressing
it.

Right.

There are a few special cases where one might want to start with a
definition (in form) like:

- If I make up a new word.

- If I'm using a word for which I know there are many possible
interpretations and I want to point to a specific one.

Are there any other common ones?

Then meanings of words can be discussed if, and only if, there is
some ambiguity or confusion hampering the discussion.

I think that's almost true, with the exception that they may sometimes be
used as a redundant measure to make communication more reliable.

Arguing about terminology is a waste of time. It's not important which
string of characters is mapped to which concept.

Terminology choice is not totally irrelevant. Some terms may be better to
use for various reasons.

But yes in general not important and not fundamental in any way.

It's not obvious what the definitions of words should be. We need to
know something about the topic under discussion before we can determine
what word definitions will be helpful. Definitions are better added

http://fallibleideas.com/definitions


later when we understand more.

I don't understand this last part.

Doesn't the problem I want to discuss make it clear what various words in
its formulation should mean?

Is it even possible to have a useful discussion about a problem, if our
knowledge of the problem isn't good enough to figure out what a given word
in its formulation should mean?

-- 
Matjaž Leonardis



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Defintions
Date: February 28, 2012 at 3:07 PM

On Feb 28, 2012, at 11:58 AM, Matjaž Leonardis wrote:

http://fallibleideas.com/definitions

Definitions are not especially important, and we generally should not
begin conversations by discussing them. It's better to begin with a
statement of a problem to address, and a short explanation addressing
it.

Right.

There are a few special cases where one might want to start with a
definition (in form) like:

- If I make up a new word.

That wouldn't be a good place to start a discussion, though.

Why are you making up the new word?

To address some problem.

And what is your answer to the problem which involves the new word?

So you would want to start by explaining the problem situation and your approach 
to it. Then coin the new word later after the value of it is clearer.

- If I'm using a word for which I know there are many possible
interpretations and I want to point to a specific one.

In general this should be solved by using a different word that isn't ambiguous, 
rephrasing the sentence to avoid the ambiguity, or adding some clarify words or 
statements (not normally phrased as definitions).

http://fallibleideas.com/definitions


Are there any other common ones?

Then meanings of words can be discussed if, and only if, there is
some ambiguity or confusion hampering the discussion.

I think that's almost true, with the exception that they may sometimes be
used as a redundant measure to make communication more reliable.

Arguing about terminology is a waste of time. It's not important which
string of characters is mapped to which concept.

Terminology choice is not totally irrelevant.

"Not important" does not mean "totally irrelevant".

Some terms may be better to
use for various reasons.

But yes in general not important and not fundamental in any way.

It's not obvious what the definitions of words should be. We need to
know something about the topic under discussion before we can determine
what word definitions will be helpful. Definitions are better added
later when we understand more.

I don't understand this last part.

Doesn't the problem I want to discuss make it clear what various words in
its formulation should mean?

Yes that's what I said too: you need a problem situation, and some understanding 
of it, *before* you can know what kinds of words or meanings will be useful to 
address it.

Is it even possible to have a useful discussion about a problem, if our
knowledge of the problem isn't good enough to figure out what a given word
in its formulation should mean?



Yes.

For example people don't know how to formulate what qualia should mean and 
define what they are like. And as much as I think those discussions aren't very 
fruitful, I wouldn't call them useless. They are a little bit useful.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: February 28, 2012 at 4:23 PM

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation (justification)?

One of the most important goals of science is to predict how the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to use 
*other, better methods*.

We have to distinguish not with confirmation, which **does not work** (even 
inductivists like Godfrey-Smith are aware of many serious criticisms of 
confirmation!), but rather with explanation and criticism, which does work.

What is your response to Godfery-Smith's objection to Popper on



confirmation?  In the example of choosing between tested and untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea of using 
that design. There could be something wrong with the design that you won't 
find out about until you test it. A test might include building the bridge, or a 
scale model of the bridge, or doing a simulation of the bridge, or it might just 
be a simpler calculation depending on the explanation for how the design 
works. All of the tests are criticisms. So unless confirmation just means "not 
failing when criticised", confirmation will not play any role at all in assessing the 
bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no reference to when 
the bridge is built, only to the conditions where it is built, the materials and so on. 
If those explanations are refuted then it's irrational to use them in the future 
because their future predictions have all been refuted when the original theory 
was refuted, and it would be irrational to use them. If the explanations are not 
refuted then their predictions, which include predictions about the future, also 
have not been refuted and it would be rational to use them.

See Chapter 7 of FoR.

Alan



From: Justin Mallone <justinceo@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Mises on Theory, Fact, and Economics
Date: February 28, 2012 at 8:22 PM

From Human Action, Chapter 2, Section 7.

I liked this because it emphasizes the primacy of explanatory theories.

[Some historians] try to oppose to the theorems of economics an appeal to 
documents allegedly proving things incompatible with these theorems. They do 
not realize that complex phenomena can neither prove nor disprove any 
theorem and therefore cannot bear witness against any statement of a theory. 
Economic history is possible only because there is an economic theory capable 
of throwing light upon economic actions. If there were no economic theory, 
reports concerning economic facts would be nothing more than a collection of 
unconnected data open to any arbitrary interpretation.

-JM



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Theory and Reality, 3
Date: February 28, 2012 at 10:20 PM

Quotes are from Theory and Reality by Peter Godfrey-Smith

p 57

Popper's appeal is not surprising.

This is a misleading presentation of Popper who, for example, did not get jobs at 
Oxford or Cambridge, despite being the best man for the job, because his ideas 
were deemed unappealing.

Most philosophers find him unappealing.

He's been appreciated by a number of the best and brightest (e.g. Feynman, 
Einstein, Deutsch, Szasz) but not broadly appreciated.

p 57

His view of science is centered around a couple of simple, clear, and striking 
ideas.

This is simply false. Popper had a lot of ideas!

What's going on is Godfrey-Smith's view of Popper is centered around a couple 
of ideas. They seem simply only because G-F doesn't understand their full depth.

In particular, G-F says Popper has been criticized a lot by philosophers (true) and 
that the criticisms themselves have no refutations or escape (false). This is 
because G-F doesn't understand Popper's complex views which provide the 
answers to the criticisms. This will become clearer as we go on.

p 58

There [at the London School of Economics] he [Popper] built up a loyal group of 
allies, whom he often accused of disloyalty.



This is such a slander!

First, it implies Popper's supports like him out of loyalty *to Popper* rather than 
"loyalty" to *truth*.

Next it says without argument that Popper was in the wrong when he criticized 
various associates for not understanding his views, promoting mistakes, and 
otherwise not being on his side. But he was completely right about that.

A better question than which of Popper's associates were wrongly criticized is: 
which of his associates didn't screw it up? G-F gives no names or specifics, he 
just says something nasty about Popper as a fact to be accepted by his reader 
without question.

G-F goes on to take a pseudo-netural stance on the Wittgenstein poker incident. 
He neglects stuff like:

1) Popper was in the right
2) Popper wouldn't lie. If he had a problem with Wittgenstein he'd criticize W's 
ideas, as he did.
3) Wittgenstein was a terrible philosopher, a bad thinker, not the sort of person to 
have a reasoned debate but the type to disrupt one
4) He neglects crucial background information, e.g. that Wittgenstein was fired 
from a teaching job for hitting students too hard. That's the kind of person he was, 
but most accounts of him pretend otherwise.

And G-F tries to frame it as a "he said, she said" when it isn't.

When W acts badly, and G-F presents it pseudo-neutrally, he's taking the side of 
evil (e.g. violent intimidation as a debating tactic) against good by taking a stance 
more favorable to evil than is true, and less favorable to good than is true.

p 58

All of Popper's philosophy starts from his proposed solution to this problem. [the 
problem of demarcation between science and non-science]

False. Not all of it. This is ridiculous. How do you even argue with someone who 



makes such broad, *unargued* statements? It's not even a non sequitur because 
there is nothing it's supposed to follow from. It's just a false, unexplained 
assertion.

It also neglects the point that in Popperian epistemology we don't start from 
foundations and base everything on them. So G-F doesn't understand the 
Popperian approach and is trying to comment on Popper's thinking from the 
perspective of his own justificationist, foundationalist, etc worldview. But Popper's 
thinking doesn't fit that worldview, so such a perspective doesn't do it justice.

p 58

"Falsificationism" was the name Popper gave to his solution. [to the problem of 
demarcation]

Wrong. So dead wrong. Factually wrong. A misquote. Unscholarly.

In _Realism and the Aim of Science_, p xxxi, Popper says, "... my views on 
science (sometimes, but not by me, called 'falsificationism') ..."

See my July 9, 2011 post on Demarcation for more information.

G-F didn't do his homework. He's incompetent and ignorant.

What more is there really to say? He hasn't adequately studied Popper, doesn't 
understand Popper, and doesn't know what he's talking about.

p 58

Popper also made use of the idea of falsification in a more far-reaching way. He 
claimed that *all* testing in science has the form of attempting to refute theories 
by means of observation.

Like the rest of the chapter so far, no sources are given.

This is ambiguous. Does "testing" here refer to criticism generally, or to empirical 
tests only?



p 59 makes ridiculous claims that Popper misled people to believe that he didn't 
reject confirmation and in this way gained fans. No sources or quotes are given. 
G-F himself, it seems, was not fooled.

p 59-60 discusses testing and refutation and totally neglects the possibility of 
criticism in general

p 60-61 gives an example about grails which is a hostile, ignorant parody of 
Popper but intended as actual summary. it consists of understanding 5% of what 
Popper said and then ridiculing it because it's so incomplete and so at odds with 
the prevailing inductivist/etc worldview. It's not a story a Popperian would 
endorse.

What's basically going on is the story, supposed about Popper's view, focusses 
on all the issues important to the non-Popperian view. It's all about the non-
Popperian problem situation. It doesn't realize there can be other perspectives 
and doesn't consider Popper's ideas on their own terms. Instead it does what 
most philosophers have done: find that Popper's ideas fail when judged 
according to the ideas they refute. And then reject Popper.

Finished section 4.2. There are no criticisms of Popper and there is no 
substantive philosophical discussion in chapter 4 so far. It's just a mix of brief, 
unsourced summary that is, variably, misleading, hostile or outright false -- or 
sometimes sort of roughly accurate if incomplete.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Theory and Reality, 4
Date: February 28, 2012 at 11:24 PM

Quotes are from Theory and Reality by Peter Godfrey-Smith

p 61

Popper's theory has an appealing simplicity. Science changes via a two-step 
cycle that repeats endlessly.

Except it's not as simple as this unsourced assertion.

In _Objective Knowledge_, Popper presents it as a repeated four-step cycle, not 
a two-step cycle. Except it's more complicated than that. See p 243.

In FoR, Deutsch presents it as five steps instead of four. How can that be? 
Because Popper's steps are not simple themselves and Deutsch wanted to 
elaborate on one part more by splitting it into separate steps.

Neither Popper's nor Deutsch's explanation of this type was intended to actually 
present Popperian epistemology adequately. It's just one more way to explain 
some aspects of it that may be helpful. But it's not supposed to communicate 
everything. The actual theory is more complicated than you can express in a 
simple schema. Each seemingly simple step in the schema has depth to it.

Further, the issue these schemas are about is just one issue. Epistemology has 
others, which Popper addressed. This kind of narrow focus neglects much of his 
work.

In another case of G-F missing the point, he states that (for Popper) a good 
conjecture is a *bold* one.

It's true that Popper liked bold conjectures. But he also liked various other kinds 
of conjectures. Popper's actual view is there are many things that can make 
conjectures good or bad. There isn't just one simple criterion for judging 
conjectures as G-F claims.



The p 61 discussion of ad hoc ideas is wrong. One much better discussion of the 
issue can be found in FoR chapter 7.

p 63 repeats standard anti-Popper myths about his stance on Darwin and 
evolution. Unsourced as always.

Now that G-F has set up various straw men and shown that he doesn't 
understand Popper, he decides it's time to knock down the straw men. The rest of 
the chapter will object to the extremely incomplete misconceptions of Popper he 
has presented.

The attempts at criticism are full of attributing mistakes to Popper that he never 
made, without sources. This is unscholarly slander. e.g. G-F comments on 
Popper's aim for demarcation (p 65). This is an issue Popper wrote about at 
length. G-F presents a straw man: that Popper wanted to be able to take a list of 
ideas and then mark each one as scientific or non-scientific. G-F then finds 
Popper's substantive views do not match this goal well, and so concludes not that 
he misunderstood but that Popper flip-flopped. But the thing is, Popper explained 
his thinking in this area at length and nothing G-F is saying seems to match what 
Popper himself said about it. I've read Popper on the topic and I'm reading G-F's 
claims about Popper and I just don't see the resemblance. And he doesn't give 
sources. So what's to be done besides ignore and dismiss G-F and try to find a 
book by a competent author to read instead? For example, Popper has some 
good books...

And it's just so full of unsourced assertions that it's really hard to deal with. e.g. 
the "Popper insisted..." claim on p 65. What does one say to that besides, "Uhh, 
where? I think you misunderstood the context or his point." Since G-F doesn't 
bother relating his version of Popper to actual stuff Popper said, and doesn't 
explain how he interpreted Popper, there isn't really anything to comment on 
other than that he's wrong and that he presents ideas in a way that hampers 
critical discussion.



I'm starting to think, after reading a section that's supposed to be about objections 
to Popper, that G-F doesn't know what criticism is. He hasn't included a 
substantive criticism in his book so far.

G-F's idea of criticism is basically to present a fraction of Popper's ideas, some 
incorrectly, and then to *be confused about how it's supposed to work*. He 
interprets that confusion and ignorance as a flaw in Popper's ideas themselves.

That and he says, quite unclearly, that Popper's ideas do not satisfy his craving 
for justification, foundations, etc, so he finds them unsatisfactory.

No where does G-F present any material or way of thinking a Popperian would 
endorse. Why? Because he doesn't know how to. He doesn't think like us, doesn't 
understand us, and doesn't know how to comment on what he doesn't 
understand let along criticize it. All of the statements where he says stuff about 
Popper's positions are so strikingly presented in *not* the right kind of context, 
and not addressing the right problem-situation, that it can be hard to figure out 
what they have to do with Popper at all. There is such a large gap between G-F's 
perspective and a Popperian one that he is utterly unable to present ideas in a 
way agreeable to Popperians. Instead he makes vague, non-Popperian 
complaints about ideas we don't want to defend anyway and just never really 
talks about anything we care about. He never mentions most of the good stuff 
about Popper; he hasn't even noticed it.

For example he doesn't discuss justificationism, nor does he say anything about 
*why* Popper said we can't confirm theories, nor about *what can replace 
confirmation*. He just omits this stuff.

Instead G-F is focussed on issues that are central to *his* worldview but not ours, 
and calls that discussion of Popper when it's actually all about him.

p67 says how Popper's picture of science is badly damaged, and then presents a 
picture of science Popper has never advocated and indeed refuted early in his 
career in LScD. Popper is a fallibilist, and always was for his whole career. G-F 
isn't a fallibilist and can't even tell the difference between fallibilist ways of 
thinking or not.

G-F acts like "omg the sky is falling on Popper now that we've learned that we 
can use criticisms that aren't deductive proofs". That's absurd. Explanation and 



criticism of all types are important to Popperian ways of thinking. It was never all 
about deduction; that's a misconception from other people projecting their own 
worldviews on Popper, not something Popper ever said or wanted.

The bridge thing is silly. It asks us to choose between *unspecified* theories 
based only on an unrealistic presentation of their traits. We always have more 
information than that, and always use it.

We have to think critically about the theories, but how are we to do that when the 
question refuses to say what either theory is?

There is no magical formula of epistemology. Epistemology is a *creative* 
endeavor. We have to think. And to do that, we have to know what we're to think 
about. You can't just say, "Red or blue, which is better?" and expect an answer. 
You have to say present the problem in context. For example maybe red is a 
*team* playing a *game* and the question is which team is better, and you can 
address is by considering the players on each team, and their individual skills, 
and their teamwork, and their coach, and so on. Or maybe red is a proposed 
color for a dress to wear to prom, and one can analyze that in context. And so on.

But what we can't do is think creatively about artificial problems intentionally 
constrained to remove context and sabotage all the ways we normally solve 
problems. The only answer is: that isn't who life works, it's irrelevant nonsense, 
we need never make a decision in that way.

The problem as described doesn't even make sense. One theory is tested and 
the other isn't? How? Whenever a test was done, did it not test both theories and 
all other theories in the field? If we invent a theory after a test, we can still look 
back and see how it fared in the test. We do do that. If it would have failed the 
test, we deem it refuted. The untested theory must survive all the same 
experiments the tested theory did. So in what sense is the untested theory any 
less tested? Just because it was thought of after the tests instead of before? This 
is silly, and perhaps more importantly it simply doesn't discuss or have anything 
to do with the way Popperians think and approach problems.

p 69

If confirmation does not exist, then it seems there is no policy that is *more* 



rational than choosing the *un*tested bridge.

This is a typical example of how what is supposedly a chapter about Popper is 
actually not.

This defines rational as confirmed, something Popper didn't do. It's confused 
because it's stuck thinking in terms of the non-Popperian conception of rationality. 
If you want to reply to Popper on topics like what is rational, you have to consider: 
what does Popper think rationality is? Is he right or wrong? Why? You have to 
actually address his positions instead of continuing to think about your own 
preconceptions while ignoring Popper.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Did Mendeleyev Induce the Periodic Table?
Date: February 29, 2012 at 12:57 AM

A friend suggested that the discovery/invention of the periodic table
of the elements is a good example of induction in science.

Although other chemists had organized tables of the known elements
based on atomic weight in the 1860s, Dmitri Mendeleyev went further in
1871. Observing patterns in the properties of the known elements, he
made a few changes, such as reversing the positions of tellurium and
iodine in his table.  He also left spaces where he predicted that
unknown elements with certain properties belonged.  His vision was
vindicated when the predicted elements were discovered and when, early
in the 20th Century, investigation of the structure of the atomic
nucleus revealed that the properties of the elements are correlated
with atomic *number* -- which is a few rare cases, such as tellurium
and iodine, is slightly different from atomic weight.  (Source:
History of Western Science, 1543-2001 by John Gribbin.  The Folio
Society, 2006, pp. 408-414.)

Of course Mendeleyev had much background knowledge on which draw.  But
he lacked knowledge of nuclear structure and atomic number.  Thus he
must have induced certain features of his table -- including the
properties of the unknown elements and the positions of tellurium and
iodine -- from the observed properties of the known elements.

-- Steve

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Did Mendeleyev Induce the Periodic Table?
Date: February 29, 2012 at 4:10 AM

On 29 Feb 2012, at 05:57, Steve Push wrote:

A friend suggested that the discovery/invention of the periodic table
of the elements is a good example of induction in science.

Although other chemists had organized tables of the known elements
based on atomic weight in the 1860s, Dmitri Mendeleyev went further in
1871. Observing patterns in the properties of the known elements, he
made a few changes, such as reversing the positions of tellurium and
iodine in his table.  He also left spaces where he predicted that
unknown elements with certain properties belonged.  His vision was
vindicated when the predicted elements were discovered and when, early
in the 20th Century, investigation of the structure of the atomic
nucleus revealed that the properties of the elements are correlated
with atomic *number* -- which is a few rare cases, such as tellurium
and iodine, is slightly different from atomic weight.  (Source:
History of Western Science, 1543-2001 by John Gribbin.  The Folio
Society, 2006, pp. 408-414.)

Of course Mendeleyev had much background knowledge on which draw.  But
he lacked knowledge of nuclear structure and atomic number.  Thus he
must have induced certain features of his table -- including the
properties of the unknown elements and the positions of tellurium and
iodine -- from the observed properties of the known elements.

No. Mendeleev could have come up with the table without induction. The 
argument could go like this: gosh, there are a lot of elements and they have all 
sorts of properties, I wonder if those properties are related to one another in a 
way that might be due to some internal structure? Then he tries out conjectures 
about the relation until he finds the one that isn't refuted by the existing 
knowledge and makes guesses about what people will find if his guess about the 
relations between the properties of chemicals is right.

And since there is no explanation of how induction is done it doesn't make any 
sense to say that he induced it, anymore than it makes sense to say he got it by 



reading tea leaves.

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: February 29, 2012 at 11:46 AM

On Feb 29, 4:10 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 05:57, Steve Push wrote:

A friend suggested that the discovery/invention of the periodic table
of the elements is a good example of induction in science.

Although other chemists had organized tables of the known elements
based on atomic weight in the 1860s, Dmitri Mendeleyev went further in
1871. Observing patterns in the properties of the known elements, he
made a few changes, such as reversing the positions of tellurium and
iodine in his table.  He also left spaces where he predicted that
unknown elements with certain properties belonged.  His vision was
vindicated when the predicted elements were discovered and when, early
in the 20th Century, investigation of the structure of the atomic
nucleus revealed that the properties of the elements are correlated
with atomic *number* -- which is a few rare cases, such as tellurium
and iodine, is slightly different from atomic weight.  (Source:
History of Western Science, 1543-2001 by John Gribbin.  The Folio
Society, 2006, pp. 408-414.)

Of course Mendeleyev had much background knowledge on which draw.  But
he lacked knowledge of nuclear structure and atomic number.  Thus he
must have induced certain features of his table -- including the
properties of the unknown elements and the positions of tellurium and
iodine -- from the observed properties of the known elements.

No. Mendeleev could have come up with the table without induction. The 
argument could go like this: gosh, there are a lot of elements and they have all 
sorts of properties, I wonder if those properties are related to one another in a 
way that might be due to some internal structure? Then he tries out conjectures 
about the relation until he finds the one that isn't refuted by the existing 
knowledge and makes guesses about what people will find if his guess about 
the relations between the properties of chemicals is right.

How could Mendeleyev have speculated about the internal structure of



atoms?  In 1871, no one knew atoms *had* internal structure.  In the
absence of such knowledge, he must have inferred unobserved properties
and relationships from observed but as-yet unexplained patterns.  That
seems to fit at least one definition of induction.

And since there is no explanation of how induction is done it doesn't make any 
sense to say that he induced it, anymore than it makes sense to say he got it by 
reading tea leaves.

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.  My position is that it is an
empirical fact that induction is used.  Induction raises some
philosophical problems (as does C&R).  But anyone who asserts that
induction is impossible cannot provide a satisfactory explanation of
how the periodic table came into existence.

Arranging the elements according to atomic weight created a pattern,
but no one at the time knew why.  Mendeleyev went even further and
made predictions from the pattern that would not be explained until
decades later.  I think any attempt to shoehorn that discovery into a
C&R narrative must either assume knowledge that didn’t exist in 1871
or create a just-so story of unrecorded reasoning that would be
unfalsifiable.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 29, 2012 at 1:07 PM

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation (justification)?

One of the most important goals of science is to predict how the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to use 
*other, better methods*.

We have to distinguish not with confirmation, which **does not work** 
(even inductivists like Godfrey-Smith are aware of many serious criticisms 
of confirmation!), but rather with explanation and criticism, which does 
work.



What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea of using 
that design. There could be something wrong with the design that you won't 
find out about until you test it. A test might include building the bridge, or a 
scale model of the bridge, or doing a simulation of the bridge, or it might just 
be a simpler calculation depending on the explanation for how the design 
works. All of the tests are criticisms. So unless confirmation just means "not 
failing when criticised", confirmation will not play any role at all in assessing 
the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no reference to when 
the bridge is built, only to the conditions where it is built, the materials and so 
on. If those explanations are refuted then it's irrational to use them in the future 
because their future predictions have all been refuted when the original theory 
was refuted, and it would be irrational to use them. If the explanations are not 
refuted then their predictions, which include predictions about the future, also 
have not been refuted and it would be rational to use them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing
“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that



the tested design is better confirmed than the untested design?

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for
selecting one design over the other.

See Chapter 7 of FoR.

My criticism of Chapter 7 of FoR is that the conversation takes place
in a contemporary timeframe, in which the theory of gravity allows us
to predict the outcome of jumping off the Eiffel Tower without
resorting to induction.  If the conversation had taken place between
two Iron Age people, before an explanatory theory of gravity had been
developed, induction would have been the only rational means of
predicting the outcome of jumping off a cliff.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 29, 2012 at 1:34 PM

On Feb 28, 12:43 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 28, 2012, at 1:39 AM, Steve Push wrote:

On Feb 28, 3:48 am, Elliot Temple <c...@curi.us> wrote:
On Feb 28, 2012, at 12:40 AM, Steve Push wrote:

On Feb 27, 12:21 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Even though
the chi-squared test failed to reject the null hypothesis, it revealed
that there is a 70% likelihood the difference between the two samples
is not a result of chance alone.

Contradicting your chi-squared test ideas is quite different than 
contradicting your personal values or your 600 observations. The 600 
observations include no information about chi-squared tests and it's 
logically possible that chi-squared tests are wrong.

Chi-squared tests are deductive, so they cannot be “wrong” unless the
premises are false.

This is false. Why? Because:

People can apply them to the wrong situation, input bad data, calculate 
incorrectly, misinterpret the results, or make bad decisions based on the 
results.

And these mistakes people can make: can they only happen in the 
premises, or not?

E.g. when they "calculate incorrectly" isn't that a mistake that isn't putting 
in wrong premises?

Also, you think chi-squared tests are deductively valid but you could be 
mistaken. So it can be wrong, *even given true premises*, if:



- people make other mistakes that aren't in the premises step, e.g. in the 
middle or at the end

- you're wrong that chi-squared tests are deductively valid

So, again, contradicting your chi-squared test ideas is quite different than 
contradicting your personal values or your 600 observations. The 600 
observations include no information about chi-squared tests and it's 
logically possible that chi-squared tests are wrong.

Your chi-square testing can go wrong by making a mistake in any part of it, 
or making a mistake about whether chi-squared tests are deductively valid 
or any other attribute of them. Those are all possible sources of error that 
do not involve rejecting the 600 observations.

I've reported my methods and results.  Saying I might be wrong is not
an effective argument.  If you want to challenge my results, please
show me where I made an error, or report your own methods and results
so that I might criticize them.

You said:

Chi-squared tests are deductive, so they cannot be “wrong” unless the 
premises are false.

As I explained, this is false. Note that this is a philosophical claim.

The Yates' chi-squared test is a mathematical formula.  It was first
propose 78 years ago, and I'm not aware of any criticisms of it.

Not knowing any criticisms today does not make it so something "cannot" be 
wrong.

What is your argument?  Are you saying that mathematical formulas are
not deductive arguments?



I'm saying the things you guess are deductive arguments, are not infallible. You 
can be wrong, they can give you wrong answers when used.

 Are you saying that the Yates' chi-squared
test is not a mathematical formula?  Are you saying that there in a
error in the formula?

I'm saying there *can be* an error in the formula (and any other formula). There 
is always the possibility of error, and there is never a time to say one can't be 
wrong.

I know you qualified that you could be wrong in a specific way, only, but it's 
always possible to be wrong about *that*, or wrong in an unexpected way.

I did not say you might be wrong or challenge your results.

Then I'm not sure why you raised this objection.  Do you accept my
results?

I object to infallibilism which I consider relevant to the overall discussion.

I'm not infallible, as my wife often points out.  :-)

But I'm not a fallibilist either.  As I mentioned earlier, I believe
there are more-or-less reliable means for justifying ideas as
*probable.*

I'm not convinced by the argument that the chi-squared test *could* be
wrong.  *Any* conclusion could be wrong.  What specifically in my
reasoning on the dog bag problem do you think is wrong, and why?

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 29, 2012 at 1:39 PM

On Feb 29, 2012, at 10:07 AM, Steve Push wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation (justification)?

One of the most important goals of science is to predict how the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to use 
*other, better methods*.

We have to distinguish not with confirmation, which **does not work** 



(even inductivists like Godfrey-Smith are aware of many serious 
criticisms of confirmation!), but rather with explanation and criticism, 
which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea of using 
that design. There could be something wrong with the design that you won't 
find out about until you test it. A test might include building the bridge, or a 
scale model of the bridge, or doing a simulation of the bridge, or it might just 
be a simpler calculation depending on the explanation for how the design 
works. All of the tests are criticisms. So unless confirmation just means "not 
failing when criticised", confirmation will not play any role at all in assessing 
the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no reference to when 
the bridge is built, only to the conditions where it is built, the materials and so 
on. If those explanations are refuted then it's irrational to use them in the future 
because their future predictions have all been refuted when the original theory 
was refuted, and it would be irrational to use them. If the explanations are not 
refuted then their predictions, which include predictions about the future, also 
have not been refuted and it would be rational to use them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing



“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

What's left is to question the premises of the scenario, which don't make sense.

In general when we propose a new theory, it is just as tested as the one it now 
rivals, because we design it to pass all the tests that have been done in the past.

So what does the scenario even mean when it asks us to consider a tested non-
refuted theory against a non-tested non-refuted theory?

Either the new theory passed all previous tests or is refuted, it can't be non-tested 
and non-refuted when tests have been done in the field.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for
selecting one design over the other.

See Chapter 7 of FoR.

My criticism of Chapter 7 of FoR is that the conversation takes place
in a contemporary timeframe, in which the theory of gravity allows us
to predict the outcome of jumping off the Eiffel Tower without
resorting to induction.  If the conversation had taken place between
two Iron Age people, before an explanatory theory of gravity had been
developed, induction would have been the only rational means of
predicting the outcome of jumping off a cliff.

This assumes that there's either the true, modern explanation or no ("rational") 
explanation.

That is false.

In the future, they will have a better explanation. Today's explanation will seem 
silly in comparison. Yet, today, we use it. We lack the superior future explanation, 



but we still have an explanation.

And just because our current explanations look dumb from a future perspective 
does not make them irrational or useless.

As we compare with the future, so the past compares with us.

People of the past had worse explanations than us, which they did use. And 
using the best explanations they had was the rational choice, because it was the 
best optional available. They should also have tried to improve their explanations, 
just as we should try to improve ours, too.

Part of the intuitive appeal of this argument is that I'm guessing no one here on 
this list actually knows the iron age perspective on gravity. I can't just say, "They 
thought all mortal object fall, and all divine objects float, because the Gods 
wanted to keep mortals and angels separate." because that's historically 
inaccurate (presumably). I can't easily tell you what explanations they used.

But if they did think that, they would have had an explanation.

You could call it "irrational" because, in light of modern ideas, it seems *false* and 
*ridiculous*. You could claim, therefore, that they wouldn't use that "irrational" 
idea (but there is tons of historical evidence that people believed, and often acted 
on, religious explanations for all aspects of life). But that'd be wrong too. 
Rationality is about whether one is open to correcting his mistakes, not about 
having primitive ideas. And anyway people can and do act on bad ideas, crude 
ideas, irrational ideas, etc...

What they can't have done is acted using no explanations whatsoever, because 
then they would have had no way to interpret any of their observations or make 
any sense of the world.

Consider:

Sometimes stuff falls, sometimes it doesn't.

Prima facie, our observations are a chaotic mess: we see lots of things, some 
falling, some not falling.



It's only by explanatory knowledge that we can recognize which case is which, 
and what some of the causal factors are, and be able to make any predictions.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 29, 2012 at 1:41 PM

On Feb 29, 2012, at 10:34 AM, Steve Push wrote:

On Feb 28, 12:43 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 28, 2012, at 1:39 AM, Steve Push wrote:

On Feb 28, 3:48 am, Elliot Temple <c...@curi.us> wrote:
On Feb 28, 2012, at 12:40 AM, Steve Push wrote:

On Feb 27, 12:21 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Even though
the chi-squared test failed to reject the null hypothesis, it revealed
that there is a 70% likelihood the difference between the two samples
is not a result of chance alone.

Contradicting your chi-squared test ideas is quite different than 
contradicting your personal values or your 600 observations. The 600 
observations include no information about chi-squared tests and it's 
logically possible that chi-squared tests are wrong.

Chi-squared tests are deductive, so they cannot be “wrong” unless the
premises are false.

This is false. Why? Because:

People can apply them to the wrong situation, input bad data, calculate 
incorrectly, misinterpret the results, or make bad decisions based on the 
results.

And these mistakes people can make: can they only happen in the 
premises, or not?

E.g. when they "calculate incorrectly" isn't that a mistake that isn't putting 



in wrong premises?

Also, you think chi-squared tests are deductively valid but you could be 
mistaken. So it can be wrong, *even given true premises*, if:

- people make other mistakes that aren't in the premises step, e.g. in the 
middle or at the end

- you're wrong that chi-squared tests are deductively valid

So, again, contradicting your chi-squared test ideas is quite different than 
contradicting your personal values or your 600 observations. The 600 
observations include no information about chi-squared tests and it's 
logically possible that chi-squared tests are wrong.

Your chi-square testing can go wrong by making a mistake in any part of 
it, or making a mistake about whether chi-squared tests are deductively 
valid or any other attribute of them. Those are all possible sources of 
error that do not involve rejecting the 600 observations.

I've reported my methods and results.  Saying I might be wrong is not
an effective argument.  If you want to challenge my results, please
show me where I made an error, or report your own methods and results
so that I might criticize them.

You said:

Chi-squared tests are deductive, so they cannot be “wrong” unless the 
premises are false.

As I explained, this is false. Note that this is a philosophical claim.

The Yates' chi-squared test is a mathematical formula.  It was first
propose 78 years ago, and I'm not aware of any criticisms of it.

Not knowing any criticisms today does not make it so something "cannot" be 
wrong.



What is your argument?  Are you saying that mathematical formulas are
not deductive arguments?

I'm saying the things you guess are deductive arguments, are not infallible. 
You can be wrong, they can give you wrong answers when used.

 Are you saying that the Yates' chi-squared
test is not a mathematical formula?  Are you saying that there in a
error in the formula?

I'm saying there *can be* an error in the formula (and any other formula). 
There is always the possibility of error, and there is never a time to say one 
can't be wrong.

I know you qualified that you could be wrong in a specific way, only, but it's 
always possible to be wrong about *that*, or wrong in an unexpected way.

I did not say you might be wrong or challenge your results.

Then I'm not sure why you raised this objection.  Do you accept my
results?

I object to infallibilism which I consider relevant to the overall discussion.

I'm not infallible, as my wife often points out.  :-)

But I'm not a fallibilist either.  As I mentioned earlier, I believe
there are more-or-less reliable means for justifying ideas as
*probable.*

I'm not convinced by the argument that the chi-squared test *could* be
wrong.  *Any* conclusion could be wrong.  What specifically in my
reasoning on the dog bag problem do you think is wrong, and why?

You now say any conclusion could be wrong.

This (if I read it correctly) contradicts what you said above where you denied the 



possibility of mistakes in some categories.

So your position, which contradicts itself, is partly mistaken.

That's my point.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 29, 2012 at 1:56 PM

On Feb 28, 12:44 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 28, 2012, at 1:19 AM, Steve Push wrote:

On Feb 27, 12:15 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

You could make the opposite guess, but in doing so you would have to
dismiss, explicitly or implicitly, either the 600 observations or my
personal values in preferring to avoid a Type II error.

Why?

The opposite guess about which brand is more reliable is logically 
consistent with the 600 observations and also with your values.

You could make the opposite guess in the sense that you could hold the
opposite opinion.  You could also hold the opinion that the Earth is
flat.  But given the data and my values, there is no other
*reasonable* conclusion that I can make at this time.  I recognize
that this decision is based on very limited data, and I stand ready to
reverse it if sufficient contradictory evidence comes to light.

So:

induction = nonsense.

induction + extra rule to be "reasonable" = sensible results

What's going on? That suggestion to be reasonable means the following:

Think the Popperian way.

Induction is providing no value, and being "reasonable" (thinking critically, 
considering what makes sense, thinking about explanations, etc) provides all 



the value.

Note, specifically, that what is "reasonable" is not implied by the data. It's due 
to our explanations, theories, critical thinking, etc... The "reasonable" concept 
was introduced specifically because the data (plus all the "induction" you 
want) was insufficient.

Since induction is impossible, if you try to do both induction and Popper, you 
end up doing only Popper.

But as I'm sure you know by now, I don't agree with your premise.  If
induction is possible, I don't end up doing only Popper.

Also this all misses the point that was being discussed. Disagreeing about 
what is reasonable does not necessitate dismissing the 600 observations.

The statement:

in doing so you would have to dismiss, explicitly or implicitly, either the 
600 observations

was false.

What you could do instead is disagree about what is "reasonable" -- or in 
other words, disagree about which explanations and criticisms are good.

No.  Given my desire to avoid ripped bags and the observations I have
made so far, there is no room for "good" criticisms (unless you can
call into question my interpretation of the observations by coming up
with a *good* criticism of my statistical analysis).

So the issue depends on:

does one have a good criticism of your statistical analysis and the explanations 
behind it (e.g. used in judging which statistical models, if any, apply).

so that is critical thinking, and use of our knowledge, not induction.



I agree that the statistical analysis itself is not induction.  There
are well-established theories and rules for the selection and use of
statistical tests.  As I mentioned earlier, the test itself is
deductive.

whether i personally can think of a criticism of what you did in this case, vs 
whether i agree with you, isn't relevant to what sort of method is being used. i 
could use the critical method but not know anything you don't about the topic. 
then, because you avoided the stuff you know criticisms of already, if i don't 
know criticisms new to you then i might not have anything to add.

At one point I think you suggested that we couldn't make a rational
decision -- there isn't enough information.  I think that is a
consistent Popperian view.  If the only difference between the bags is
the result of my unscientific, statistically insignificant test of the
two brands, then a Popperian ought to say that no ideas have been
refuted.

Our differences over this example seem trivial, since all that's at
stake is whether I get a little poop on my hands.  But in the bridge-
building example, the differences are more important.  Lives depend on
whether engineers believe testing is a reliable means of justifying
the idea that one bridge design is preferable to another.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: February 29, 2012 at 2:07 PM

On Feb 29, 2012, at 10:56 AM, Steve Push wrote:

On Feb 28, 12:44 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 28, 2012, at 1:19 AM, Steve Push wrote:

On Feb 27, 12:15 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

You could make the opposite guess, but in doing so you would have to
dismiss, explicitly or implicitly, either the 600 observations or my
personal values in preferring to avoid a Type II error.

Why?

The opposite guess about which brand is more reliable is logically 
consistent with the 600 observations and also with your values.

You could make the opposite guess in the sense that you could hold the
opposite opinion.  You could also hold the opinion that the Earth is
flat.  But given the data and my values, there is no other
*reasonable* conclusion that I can make at this time.  I recognize
that this decision is based on very limited data, and I stand ready to
reverse it if sufficient contradictory evidence comes to light.

So:

induction = nonsense.

induction + extra rule to be "reasonable" = sensible results

What's going on? That suggestion to be reasonable means the following:

Think the Popperian way.



Induction is providing no value, and being "reasonable" (thinking critically, 
considering what makes sense, thinking about explanations, etc) provides 
all the value.

Note, specifically, that what is "reasonable" is not implied by the data. It's 
due to our explanations, theories, critical thinking, etc... The "reasonable" 
concept was introduced specifically because the data (plus all the 
"induction" you want) was insufficient.

Since induction is impossible, if you try to do both induction and Popper, you 
end up doing only Popper.

But as I'm sure you know by now, I don't agree with your premise.  If
induction is possible, I don't end up doing only Popper.

Also this all misses the point that was being discussed. Disagreeing about 
what is reasonable does not necessitate dismissing the 600 observations.

The statement:

in doing so you would have to dismiss, explicitly or implicitly, either the 
600 observations

was false.

What you could do instead is disagree about what is "reasonable" -- or in 
other words, disagree about which explanations and criticisms are good.

No.  Given my desire to avoid ripped bags and the observations I have
made so far, there is no room for "good" criticisms (unless you can
call into question my interpretation of the observations by coming up
with a *good* criticism of my statistical analysis).

So the issue depends on:

does one have a good criticism of your statistical analysis and the explanations 
behind it (e.g. used in judging which statistical models, if any, apply).



so that is critical thinking, and use of our knowledge, not induction.

I agree that the statistical analysis itself is not induction.  There
are well-established theories and rules for the selection and use of
statistical tests.  As I mentioned earlier, the test itself is
deductive.

whether i personally can think of a criticism of what you did in this case, vs 
whether i agree with you, isn't relevant to what sort of method is being used. i 
could use the critical method but not know anything you don't about the topic. 
then, because you avoided the stuff you know criticisms of already, if i don't 
know criticisms new to you then i might not have anything to add.

At one point I think you suggested that we couldn't make a rational
decision -- there isn't enough information.

I wouldn't have said that. For one thing we can always make rational decisions. 
You're actually using the word "rational" differently than I use it -- you are using it 
in the justificationist/authoritarian way, instead of in the Popperian way where it 
means being open to error correction.

We can always make decisions that are "rational" in the sense of we're open to 
changing our mind in light of new information/ideas/criticisms.

 I think that is a
consistent Popperian view.  If the only difference between the bags is
the result of my unscientific, statistically insignificant test of the
two brands, then a Popperian ought to say that no ideas have been
refuted.

Many ideas can be and are refuted. For example:

setting aside statistical significance issues, which have limited meaning and 
applicability and don't just fully decide the issue and necessarily apply to all 
questions... we might think like this:

we have refuted, by years of zero problems, the idea that factory A (plus bag 
design A, choice of materials A, quality control checks A, etc) has consistent low 
quality. for factory B (plus their design, materials, quality control, etc) our data 



could be a fluke, or could be part of a consistent problem.

Since we have conservative preferences in this area and want to be safe, and 
since the cost of getting type A bags from further away is low, and since we have 
refuted "A is consistently bad" but have not refuted "B is consistently bad", then 
we, conservatively wanting to avoid a consistently bad experience, should choose 
to drive further and get A.

This is a choice using a critical examination of the relevant ideas and interpreted 
data. There are refutations and criticisms to be had, and they are sufficient to 
make a choice, as always.

Other refutations:

Someone might attribute this to "luck". You might think of the idea that it's luck 
then refute that idea. Perhaps entirely subconsciously. In any case, luck is a 
possible explanation and it's one we can refute.

If we didn't have a refutation of luck, that would change what kind of decision to 
make since luck implies it doesn't matter which brand we use, instead what 
matters is, e.g., how many black cats we see, four leaf clovers we pick, ladders 
we walk under, and so on.

Even your decision to think the relevant factor is which brand of bag, and not 
something else like luck or a Government conspiracy to replace your bags with 
other bags, is itself due to explanation and criticism of bad explanations.

then a Popperian ought to say that no ideas have been refuted.

What's going on is that you're not noticing the many refutations taking place. But 
they do exist.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: February 29, 2012 at 2:15 PM

On Feb 29, 1:41 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 29, 2012, at 10:34 AM, Steve Push wrote:

On Feb 28, 12:43 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 28, 2012, at 1:39 AM, Steve Push wrote:

On Feb 28, 3:48 am, Elliot Temple <c...@curi.us> wrote:
On Feb 28, 2012, at 12:40 AM, Steve Push wrote:

On Feb 27, 12:21 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Even though
the chi-squared test failed to reject the null hypothesis, it revealed
that there is a 70% likelihood the difference between the two 
samples
is not a result of chance alone.

Contradicting your chi-squared test ideas is quite different than 
contradicting your personal values or your 600 observations. The 600 
observations include no information about chi-squared tests and it's 
logically possible that chi-squared tests are wrong.

Chi-squared tests are deductive, so they cannot be “wrong” unless the
premises are false.

This is false. Why? Because:

People can apply them to the wrong situation, input bad data, 
calculate incorrectly, misinterpret the results, or make bad decisions 
based on the results.

And these mistakes people can make: can they only happen in the 
premises, or not?

E.g. when they "calculate incorrectly" isn't that a mistake that isn't 



putting in wrong premises?

Also, you think chi-squared tests are deductively valid but you could be 
mistaken. So it can be wrong, *even given true premises*, if:

- people make other mistakes that aren't in the premises step, e.g. in 
the middle or at the end

- you're wrong that chi-squared tests are deductively valid

So, again, contradicting your chi-squared test ideas is quite different 
than contradicting your personal values or your 600 observations. The 
600 observations include no information about chi-squared tests and it's 
logically possible that chi-squared tests are wrong.

Your chi-square testing can go wrong by making a mistake in any part of 
it, or making a mistake about whether chi-squared tests are deductively 
valid or any other attribute of them. Those are all possible sources of 
error that do not involve rejecting the 600 observations.

I've reported my methods and results.  Saying I might be wrong is not
an effective argument.  If you want to challenge my results, please
show me where I made an error, or report your own methods and results
so that I might criticize them.

You said:

Chi-squared tests are deductive, so they cannot be “wrong” unless the 
premises are false.

As I explained, this is false. Note that this is a philosophical claim.

The Yates' chi-squared test is a mathematical formula.  It was first
propose 78 years ago, and I'm not aware of any criticisms of it.

Not knowing any criticisms today does not make it so something "cannot" be 
wrong.



What is your argument?  Are you saying that mathematical formulas are
not deductive arguments?

I'm saying the things you guess are deductive arguments, are not infallible. 
You can be wrong, they can give you wrong answers when used.

 Are you saying that the Yates' chi-squared
test is not a mathematical formula?  Are you saying that there in a
error in the formula?

I'm saying there *can be* an error in the formula (and any other formula). 
There is always the possibility of error, and there is never a time to say one 
can't be wrong.

I know you qualified that you could be wrong in a specific way, only, but it's 
always possible to be wrong about *that*, or wrong in an unexpected way.

I did not say you might be wrong or challenge your results.

Then I'm not sure why you raised this objection.  Do you accept my
results?

I object to infallibilism which I consider relevant to the overall discussion.

I'm not infallible, as my wife often points out.  :-)

But I'm not a fallibilist either.  As I mentioned earlier, I believe
there are more-or-less reliable means for justifying ideas as
*probable.*

I'm not convinced by the argument that the chi-squared test *could* be
wrong.  *Any* conclusion could be wrong.  What specifically in my
reasoning on the dog bag problem do you think is wrong, and why?

You now say any conclusion could be wrong.

This (if I read it correctly) contradicts what you said above where you denied the 
possibility of mistakes in some categories.



So your position, which contradicts itself, is partly mistaken.

That's my point.

There is no contradiction.  What I said is that the conclusions of
deductive arguments are true *if* their premise are true.  But since
the premises may be wrong, then any conclusion can be wrong.  To
recognize that deductive arguments are truth-preserving is not the
same as saying that some conclusions are immune from error.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 29, 2012 at 2:24 PM

On Feb 29, 2012, at 11:15 AM, Steve Push wrote:

On Feb 29, 1:41 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 29, 2012, at 10:34 AM, Steve Push wrote:

On Feb 28, 12:43 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 28, 2012, at 1:39 AM, Steve Push wrote:

On Feb 28, 3:48 am, Elliot Temple <c...@curi.us> wrote:
On Feb 28, 2012, at 12:40 AM, Steve Push wrote:

On Feb 27, 12:21 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Even though
the chi-squared test failed to reject the null hypothesis, it revealed
that there is a 70% likelihood the difference between the two 
samples
is not a result of chance alone.

Contradicting your chi-squared test ideas is quite different than 
contradicting your personal values or your 600 observations. The 
600 observations include no information about chi-squared tests 
and it's logically possible that chi-squared tests are wrong.

Chi-squared tests are deductive, so they cannot be “wrong” unless 
the
premises are false.

This is false. Why? Because:

People can apply them to the wrong situation, input bad data, 
calculate incorrectly, misinterpret the results, or make bad decisions 
based on the results.



And these mistakes people can make: can they only happen in the 
premises, or not?

E.g. when they "calculate incorrectly" isn't that a mistake that isn't 
putting in wrong premises?

Also, you think chi-squared tests are deductively valid but you could 
be mistaken. So it can be wrong, *even given true premises*, if:

- people make other mistakes that aren't in the premises step, e.g. in 
the middle or at the end

- you're wrong that chi-squared tests are deductively valid

So, again, contradicting your chi-squared test ideas is quite different 
than contradicting your personal values or your 600 observations. The 
600 observations include no information about chi-squared tests and 
it's logically possible that chi-squared tests are wrong.

Your chi-square testing can go wrong by making a mistake in any part 
of it, or making a mistake about whether chi-squared tests are 
deductively valid or any other attribute of them. Those are all possible 
sources of error that do not involve rejecting the 600 observations.

I've reported my methods and results.  Saying I might be wrong is not
an effective argument.  If you want to challenge my results, please
show me where I made an error, or report your own methods and 
results
so that I might criticize them.

You said:

Chi-squared tests are deductive, so they cannot be “wrong” unless 
the premises are false.

As I explained, this is false. Note that this is a philosophical claim.



The Yates' chi-squared test is a mathematical formula.  It was first
propose 78 years ago, and I'm not aware of any criticisms of it.

Not knowing any criticisms today does not make it so something "cannot" be 
wrong.

What is your argument?  Are you saying that mathematical formulas are
not deductive arguments?

I'm saying the things you guess are deductive arguments, are not infallible. 
You can be wrong, they can give you wrong answers when used.

 Are you saying that the Yates' chi-squared
test is not a mathematical formula?  Are you saying that there in a
error in the formula?

I'm saying there *can be* an error in the formula (and any other formula). 
There is always the possibility of error, and there is never a time to say one 
can't be wrong.

I know you qualified that you could be wrong in a specific way, only, but it's 
always possible to be wrong about *that*, or wrong in an unexpected way.

I did not say you might be wrong or challenge your results.

Then I'm not sure why you raised this objection.  Do you accept my
results?

I object to infallibilism which I consider relevant to the overall discussion.

I'm not infallible, as my wife often points out.  :-)

But I'm not a fallibilist either.  As I mentioned earlier, I believe
there are more-or-less reliable means for justifying ideas as
*probable.*

I'm not convinced by the argument that the chi-squared test *could* be
wrong.  *Any* conclusion could be wrong.  What specifically in my



reasoning on the dog bag problem do you think is wrong, and why?

You now say any conclusion could be wrong.

This (if I read it correctly) contradicts what you said above where you denied 
the possibility of mistakes in some categories.

So your position, which contradicts itself, is partly mistaken.

That's my point.

There is no contradiction.  What I said is that the conclusions of
deductive arguments are true *if* their premise are true.

They are true if:

- their premises are true
- you're right that it is a valid deductive argument
- you correctly understand how deductive arguments work
- you did the middle part right (e.g. applying some deductive logic, or e.g. typing 
the right numbers into your calculator when doing the chi-squared test. making a 
typo could have gotten you a false conclusion)
- and more

When you say "any conclusion could be wrong" it means you could be wrong 
about any of these points (basically all ideas are conclusions. e.g. you conclude, 
from some line of thinking, that you're right that it's a valid deductive argument)

But when you said

Chi-squared tests are deductive, so they cannot be “wrong” unless 
the premises are false.

you were denying the possibility of all the sources of error i listed above except 
the first one. you were denying you could be wrong about those other things, 
denying there could be a mistake there.

there are many ways for your deductive arguments to go wrong other than the 
premises being wrong. you have both accepted and denied this.



-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Did Mendeleyev Induce the Periodic Table?
Date: February 29, 2012 at 4:08 PM

On 29 Feb 2012, at 16:46, Steve Push wrote:

On Feb 29, 4:10 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 05:57, Steve Push wrote:

A friend suggested that the discovery/invention of the periodic table
of the elements is a good example of induction in science.

Although other chemists had organized tables of the known elements
based on atomic weight in the 1860s, Dmitri Mendeleyev went further in
1871. Observing patterns in the properties of the known elements, he
made a few changes, such as reversing the positions of tellurium and
iodine in his table.  He also left spaces where he predicted that
unknown elements with certain properties belonged.  His vision was
vindicated when the predicted elements were discovered and when, early
in the 20th Century, investigation of the structure of the atomic
nucleus revealed that the properties of the elements are correlated
with atomic *number* -- which is a few rare cases, such as tellurium
and iodine, is slightly different from atomic weight.  (Source:
History of Western Science, 1543-2001 by John Gribbin.  The Folio
Society, 2006, pp. 408-414.)

Of course Mendeleyev had much background knowledge on which draw.  But
he lacked knowledge of nuclear structure and atomic number.  Thus he
must have induced certain features of his table -- including the
properties of the unknown elements and the positions of tellurium and
iodine -- from the observed properties of the known elements.

No. Mendeleev could have come up with the table without induction. The 
argument could go like this: gosh, there are a lot of elements and they have all 
sorts of properties, I wonder if those properties are related to one another in a 
way that might be due to some internal structure? Then he tries out 
conjectures about the relation until he finds the one that isn't refuted by the 



existing knowledge and makes guesses about what people will find if his guess 
about the relations between the properties of chemicals is right.

How could Mendeleyev have speculated about the internal structure of
atoms?  In 1871, no one knew atoms *had* internal structure.

In the absence of such knowledge, he must have inferred unobserved 
properties
and relationships from observed but as-yet unexplained patterns.  That
seems to fit at least one definition of induction.

As it turns out, he didn't guess about atoms, he just guessed about what he 
called "simple substances" and "homogenous bodies". He accepted that 
elements combined in particular ratios, but he didn't accept the atomic theory. 
See "A well-ordered thing: Dmitrii Mendeleev and the shadow of the periodic 
table" By Michael D. Gordin, starting on page 22. He didn't accept the atomic 
theory because he thought that it couldn't explain solution chemistry, so there 
were two conjectures available and he picked the one that he thought had not 
been successfully criticised.

And since there is no explanation of how induction is done it doesn't make any 
sense to say that he induced it, anymore than it makes sense to say he got it 
by reading tea leaves.

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.  My position is that it is an
empirical fact that induction is used.  Induction raises some
philosophical problems (as does C&R).  But anyone who asserts that
induction is impossible cannot provide a satisfactory explanation of
how the periodic table came into existence.

Arranging the elements according to atomic weight created a pattern,
but no one at the time knew why.  Mendeleyev went even further and
made predictions from the pattern that would not be explained until
decades later. I think any attempt to shoehorn that discovery into a
C&R narrative must either assume knowledge that didn’t exist in 1871
or create a just-so story of unrecorded reasoning that would be
unfalsifiable.

You have said that you know how induction works. You can't have records of a 



process you have no explanation for, so you have no records of induction. So 
your criticism applies far to inductivism than critical rationalism because for 
instances of which we do have records we can at least try to explain them in 
terms of critical rationalism, but we can't do that at all for inductivism.

Alan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Theory and Reality, 5
Date: February 29, 2012 at 4:09 PM

Quotes are from Theory and Reality by Peter Godfrey-Smith

p 70 accuses Popper of misleading people about one of his main points that he 
said over and over. It claims Popper misleading hid his disagreement with 
confirmation, when actually he proclaimed it loudly.

No source or specifics are given.

p 69-70 also uncritically covers some ideas about confirmation. it never mentions 
what Popper would say about them or why. it doesn't explain the Popperian 
arguments on the topic. it just says Popper rejected them but not *why*. leaving 
out Popper's explanations and arguments, and just reporting his conclusions, is 
misleading and flat out dumb.

p 70 also presents one of Popper's minor ideas as his biggest contribution. it 
ignores Popper's own opinion of what he had to say and what's important. so it 
presents a misleading picture -- not one a Popperian would endorse.

it'd be sort of like if I said Feynman's biggest philosophical contribution was 
explaining that the names of birds aren't too important and naming things is 
different than understanding. that is a nice point he made, but that would be a 
misleading way to talk about Feynman. it ignores more important philosophical 
issues he discusses, like fooling oneself or his attitude to authority.

the book likes to treat all ideas as partly good and partly bad, and then to sort of 
make vague semi-criticisms and then conclude that an idea partly works but isn't 
too good. it tries to make everything a matter of vague opinion and even brings 
into the discussion issues like how much respect an idea has in the community, 
rather than whether it is true.

all its evaluations are non-decisive and vague. e.g. p 71

Popper's analysis of *how* this exposure works does not work too well, but the 



basic idea is good.

What does this even mean? Does it work, or not? If it doesn't work, what is the 
criticism that refutes it? Stop hedging everything while also concluding negatively 
(overall) about Popper without providing specific refutations.

section 4.6 is concerned mostly with *the author's concerns, not Popper's 
concerns*. again it's focussed on the inductivist problem situation, while ignoring 
important aspects of the Popperian problem situation and Popperian philosophy. 
(e.g. there has been no discussion of justificationism, nor any real explanation of 
*why* Popper thinks induction and confirmation don't work -- Popper's criticisms 
are an important and, in this book, neglected part of his philosophy).

this sort of heavily biased and ignorant presentation of Popper's idea isn't able to 
criticize them or even explain them. basically the only criticism of Popper in the 
book is that G-F doesn't know how to use Popper's ideas, so G-F doesn't see 
how they work.

and 4.6 heavily attacks a straw man (again): a way of thinking about science or 
non-science which Popper didn't advocate in the form that is being attacked.

of course no sources or details are given so it's hard to comment more 
specifically.

even the further reading section is telling. it does not recommend things like "on 
the sources of knowledge and of ignorance" or "back to the pre-socratics". and 
there's nothing from Objective Knowledge, realism and the aim of science, or his 
replies to his critics. these are some of Popper's best introductory anti-inductivist 
material and the further reading just ignores them.

another example of something ignored is Popper's ideas about the myth of the 
framework. that's a major and relevant contribution which simply isn't mentioned.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Did Mendeleyev Induce the Periodic Table?
Date: February 29, 2012 at 4:25 PM

On 29 Feb 2012, at 21:08, Alan Forrester wrote:

On 29 Feb 2012, at 16:46, Steve Push wrote:

On Feb 29, 4:10 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 05:57, Steve Push wrote:

A friend suggested that the discovery/invention of the periodic table
of the elements is a good example of induction in science.

Although other chemists had organized tables of the known elements
based on atomic weight in the 1860s, Dmitri Mendeleyev went further in
1871. Observing patterns in the properties of the known elements, he
made a few changes, such as reversing the positions of tellurium and
iodine in his table.  He also left spaces where he predicted that
unknown elements with certain properties belonged.  His vision was
vindicated when the predicted elements were discovered and when, early
in the 20th Century, investigation of the structure of the atomic
nucleus revealed that the properties of the elements are correlated
with atomic *number* -- which is a few rare cases, such as tellurium
and iodine, is slightly different from atomic weight.  (Source:
History of Western Science, 1543-2001 by John Gribbin.  The Folio
Society, 2006, pp. 408-414.)

Of course Mendeleyev had much background knowledge on which draw.  
But
he lacked knowledge of nuclear structure and atomic number.  Thus he
must have induced certain features of his table -- including the
properties of the unknown elements and the positions of tellurium and
iodine -- from the observed properties of the known elements.

No. Mendeleev could have come up with the table without induction. The 



argument could go like this: gosh, there are a lot of elements and they have 
all sorts of properties, I wonder if those properties are related to one another 
in a way that might be due to some internal structure? Then he tries out 
conjectures about the relation until he finds the one that isn't refuted by the 
existing knowledge and makes guesses about what people will find if his 
guess about the relations between the properties of chemicals is right.

How could Mendeleyev have speculated about the internal structure of
atoms?  In 1871, no one knew atoms *had* internal structure.

In the absence of such knowledge, he must have inferred unobserved 
properties
and relationships from observed but as-yet unexplained patterns.  That
seems to fit at least one definition of induction.

As it turns out, he didn't guess about atoms, he just guessed about what he 
called "simple substances" and "homogenous bodies". He accepted that 
elements combined in particular ratios, but he didn't accept the atomic theory. 
See "A well-ordered thing: Dmitrii Mendeleev and the shadow of the periodic 
table" By Michael D. Gordin, starting on page 22. He didn't accept the atomic 
theory because he thought that it couldn't explain solution chemistry, so there 
were two conjectures available and he picked the one that he thought had not 
been successfully criticised.

And since there is no explanation of how induction is done it doesn't make 
any sense to say that he induced it, anymore than it makes sense to say he 
got it by reading tea leaves.

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.  My position is that it is an
empirical fact that induction is used.  Induction raises some
philosophical problems (as does C&R).  But anyone who asserts that
induction is impossible cannot provide a satisfactory explanation of
how the periodic table came into existence.

Arranging the elements according to atomic weight created a pattern,
but no one at the time knew why.  Mendeleyev went even further and
made predictions from the pattern that would not be explained until
decades later. I think any attempt to shoehorn that discovery into a
C&R narrative must either assume knowledge that didn’t exist in 1871



or create a just-so story of unrecorded reasoning that would be
unfalsifiable.

You have said that you know how induction works. You can't have records of a 
process you have no explanation for, so you have no records of induction. So 
your criticism applies far to inductivism than critical rationalism because for 
instances of which we do have records we can at least try to explain them in 
terms of critical rationalism, but we can't do that at all for inductivism.

Correction: in the first sentence of this paragraph I intended to write: "You have 
said that you don't know how induction works. "

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI on Induction
Date: February 29, 2012 at 4:27 PM

On 29 Feb 2012, at 18:07, Steve Push wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation (justification)?

One of the most important goals of science is to predict how the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to use 
*other, better methods*.

We have to distinguish not with confirmation, which **does not work** 



(even inductivists like Godfrey-Smith are aware of many serious 
criticisms of confirmation!), but rather with explanation and criticism, 
which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea of using 
that design. There could be something wrong with the design that you won't 
find out about until you test it. A test might include building the bridge, or a 
scale model of the bridge, or doing a simulation of the bridge, or it might just 
be a simpler calculation depending on the explanation for how the design 
works. All of the tests are criticisms. So unless confirmation just means "not 
failing when criticised", confirmation will not play any role at all in assessing 
the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no reference to when 
the bridge is built, only to the conditions where it is built, the materials and so 
on. If those explanations are refuted then it's irrational to use them in the future 
because their future predictions have all been refuted when the original theory 
was refuted, and it would be irrational to use them. If the explanations are not 
refuted then their predictions, which include predictions about the future, also 
have not been refuted and it would be rational to use them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing



“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

The tested bridge design solves problems that the untested bridge design doesn't 
solve.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for
selecting one design over the other.

Third option: one bridge solves problems and the other bridge doesn't.

See Chapter 7 of FoR.

My criticism of Chapter 7 of FoR is that the conversation takes place
in a contemporary timeframe, in which the theory of gravity allows us
to predict the outcome of jumping off the Eiffel Tower without
resorting to induction.  If the conversation had taken place between
two Iron Age people, before an explanatory theory of gravity had been
developed, induction would have been the only rational means of
predicting the outcome of jumping off a cliff.

Lack of explanatory theories doesn't help your cause because non-explanatory 
knowledge isn't justified or induced either. Rather it is a pattern of behaviour and 
internal states that arose because the replicators underlying it survived 
successive rounds of variation and selection. Some of that knowledge was varied 
and selected in the form of genes managing to get themselves passed on to an 
organism's ancestors; some of it was varied and selected in the form of memes 
managing to get themselves passed on through behaviour. This all fits Popper's 
evolutionary epistemology, short version: all knowledge arises through processes 
that consist of rounds of variation and selection, of which his theory of scientific 
knowledge is a part.

Alan



From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: February 29, 2012 at 8:11 PM

On Feb 29, 2012, at 12:07 PM, Steve Push <stephen.push@gmail.com> wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation (justification)?

One of the most important goals of science is to predict how the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to use 
*other, better methods*.

We have to distinguish not with confirmation, which **does not work** 



(even inductivists like Godfrey-Smith are aware of many serious 
criticisms of confirmation!), but rather with explanation and criticism, 
which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea of using 
that design. There could be something wrong with the design that you won't 
find out about until you test it. A test might include building the bridge, or a 
scale model of the bridge, or doing a simulation of the bridge, or it might just 
be a simpler calculation depending on the explanation for how the design 
works. All of the tests are criticisms. So unless confirmation just means "not 
failing when criticised", confirmation will not play any role at all in assessing 
the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no reference to when 
the bridge is built, only to the conditions where it is built, the materials and so 
on. If those explanations are refuted then it's irrational to use them in the future 
because their future predictions have all been refuted when the original theory 
was refuted, and it would be irrational to use them. If the explanations are not 
refuted then their predictions, which include predictions about the future, also 
have not been refuted and it would be rational to use them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing



“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

Why does it matter that the design itself hasn't been refuted?

If our two options are:

1 - use the bridge design that has been tested
2 - use the bridge design that hasn't been tested

And we refute option 2 because the idea of using an untested design has been 
criticized (and the criticism is, untested designs might have flaws in them we 
won't know about until we test them), how is that confirmation of anything? We're 
just using the option that hasn't been ruled out, because it's the best (only non-
refuted) option we have.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for
selecting one design over the other.

We *can* conclude that there is a rational basis for preferring the tested design 
over the untested. We take the criticism we have of untested designs, and rule 
out the untested bridge for that reason. Then we go with what we're left with -- the 
tested design. Not because it has been confirmed, but because it's the only 
option left that hasn't been refuted.

-Kristen



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 1, 2012 at 7:51 AM

On Feb 29, 4:08 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 16:46, Steve Push wrote:

On Feb 29, 4:10 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 05:57, Steve Push wrote:

A friend suggested that the discovery/invention of the periodic table
of the elements is a good example of induction in science.

Although other chemists had organized tables of the known elements
based on atomic weight in the 1860s, Dmitri Mendeleyev went further in
1871. Observing patterns in the properties of the known elements, he
made a few changes, such as reversing the positions of tellurium and
iodine in his table.  He also left spaces where he predicted that
unknown elements with certain properties belonged.  His vision was
vindicated when the predicted elements were discovered and when, early
in the 20th Century, investigation of the structure of the atomic
nucleus revealed that the properties of the elements are correlated
with atomic *number* -- which is a few rare cases, such as tellurium
and iodine, is slightly different from atomic weight.  (Source:
History of Western Science, 1543-2001 by John Gribbin.  The Folio
Society, 2006, pp. 408-414.)

Of course Mendeleyev had much background knowledge on which draw.  
But
he lacked knowledge of nuclear structure and atomic number.  Thus he
must have induced certain features of his table -- including the
properties of the unknown elements and the positions of tellurium and
iodine -- from the observed properties of the known elements.

No. Mendeleev could have come up with the table without induction. The 
argument could go like this: gosh, there are a lot of elements and they have 
all sorts of properties, I wonder if those properties are related to one another 
in a way that might be due to some internal structure? Then he tries out 



conjectures about the relation until he finds the one that isn't refuted by the 
existing knowledge and makes guesses about what people will find if his 
guess about the relations between the properties of chemicals is right.

How could Mendeleyev have speculated about the internal structure of
atoms?  In 1871, no one knew atoms *had* internal structure.

In the absence of such knowledge, he must have inferred unobserved 
properties
and relationships from observed but as-yet unexplained patterns.  That
seems to fit at least one definition of induction.

As it turns out, he didn't guess about atoms, he just guessed about what he 
called "simple substances" and "homogenous bodies". He accepted that 
elements combined in particular ratios, but he didn't accept the atomic theory. 
See "A well-ordered thing: Dmitrii Mendeleev and the shadow of the periodic 
table" By Michael D. Gordin, starting on page 22. He didn't accept the atomic 
theory because he thought that it couldn't explain solution chemistry, so there 
were two conjectures available and he picked the one that he thought had not 
been successfully criticised.

And since there is no explanation of how induction is done it doesn't make 
any sense to say that he induced it, anymore than it makes sense to say he 
got it by reading tea leaves.

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.  My position is that it is an
empirical fact that induction is used.  Induction raises some
philosophical problems (as does C&R).  But anyone who asserts that
induction is impossible cannot provide a satisfactory explanation of
how the periodic table came into existence.

Arranging the elements according to atomic weight created a pattern,
but no one at the time knew why.  Mendeleyev went even further and
made predictions from the pattern that would not be explained until
decades later. I think any attempt to shoehorn that discovery into a
C&R narrative must either assume knowledge that didn’t exist in 1871
or create a just-so story of unrecorded reasoning that would be
unfalsifiable.



You have said that you know how induction works. You can't have records of a 
process you have no explanation for, so you have no records of induction. So 
your criticism applies far to inductivism than critical rationalism because for 
instances of which we do have records we can at least try to explain them in 
terms of critical rationalism, but we can't do that at all for inductivism.

My position is that inductive reasoning exists as an observable fact.
How and why it works and whether people ought to use induction rather
than some other method are issues that raise interesting philosophical
problems.  But I don’t see how those problems can be solved by the
unfounded claim that induction is impossible or nonexistent.

Thank you for referring me to Gordin’s book.  It bolsters my case that
induction and confirmation are used in science.

First, Gordin comes right out and says so:  “Volume 1 [of Mendeleyev’s
textbook Principles of Chemistry] is an empirical introduction to
chemical practices and the *inductive* aspects of chemistry; volume 2
is a series of deductions from chemical theories, most saliently from
the periodic system.” (Emphasis added.)

Before reading Gordin, I didn’t know that Mendeleyev originally
developed his table as a teaching aid.  Gordin describes how
Mendeleyev started by searching for patterns in the data and only
later came to realize that the table reflected an underlying law of
nature.

Of particular interest is Gordin’s discussion of the prediction of the
properties of then-undiscovered elements.  This appears to be an
inductive leap, in which Mendeleyev reasoned that as-yet unobserved
properties could be predicted by interpolation from observed
properties.

Gordin also notes that the first discovery of one of Mendeleyev’s
predicted elements didn’t generate great enthusiasm for Mendeleyev’s
table, because chemists thought one such successful prediction could
have been a lucky guess.  But when the second element was discovered,
Gordin says, “Mendeleev’s case was more than twice as strong.”  This
seems to be a case of additional observations confirming the probable



truth of Mendeleyev’s ideas.

-- Steve



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 1, 2012 at 9:22 AM

On 2/29/2012 4:46 PM, Steve Push wrote:
I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.

I don't think this will be a very productive discussion if you do that:

* You're asking whether A is an instance of process B (and not anything else)
* The way to check that is to see whether the steps in A correspond to the steps 
in B (and not to anything else)
* You want to avoid figuring out all the steps in B

Asserting merely that B exists isn't sufficient; we need the details of how it works 
if we're going to seriously test whether it fits any particular case.

- Richard

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 1, 2012 at 9:29 AM

On Feb 29, 8:11 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On Feb 29, 2012, at 12:07 PM, Steve Push <stephen.p...@gmail.com> wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation 
(justification)?

One of the most important goals of science is to predict how the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to use 
*other, better methods*.



We have to distinguish not with confirmation, which **does not work** 
(even inductivists like Godfrey-Smith are aware of many serious 
criticisms of confirmation!), but rather with explanation and criticism, 
which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea of using 
that design. There could be something wrong with the design that you 
won't find out about until you test it. A test might include building the 
bridge, or a scale model of the bridge, or doing a simulation of the bridge, 
or it might just be a simpler calculation depending on the explanation for 
how the design works. All of the tests are criticisms. So unless 
confirmation just means "not failing when criticised", confirmation will not 
play any role at all in assessing the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no reference to 
when the bridge is built, only to the conditions where it is built, the materials 
and so on. If those explanations are refuted then it's irrational to use them in 
the future because their future predictions have all been refuted when the 
original theory was refuted, and it would be irrational to use them. If the 
explanations are not refuted then their predictions, which include predictions 
about the future, also have not been refuted and it would be rational to use 
them.



In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing
“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

Why does it matter that the design itself hasn't been refuted?

If our two options are:

1 - use the bridge design that has been tested
2 - use the bridge design that hasn't been tested

And we refute option 2 because the idea of using an untested design has been 
criticized (and the criticism is, untested designs might have flaws in them we 
won't know about until we test them), how is that confirmation of anything? 
We're just using the option that hasn't been ruled out, because it's the best (only 
non-refuted) option we have.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for
selecting one design over the other.

We *can* conclude that there is a rational basis for preferring the tested design 
over the untested. We take the criticism we have of untested designs, and rule 
out the untested bridge for that reason. Then we go with what we're left with -- 
the tested design. Not because it has been confirmed, but because it's the only 
option left that hasn't been refuted.

We can call it criticizing and refuting the option of using the
untested design.  If that's all C&R is, our differences are merely
semantic.

But whatever we call it, by choosing one design over the other when
the only difference is testing, we are rejecting Popper's distinction
between "degree of corroboration" (or whatever we agree to call it)
and "confirmation" (or whatever we agree to call it).



-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 1, 2012 at 9:38 AM

On Mar 1, 9:22 am, Richard Fine <richard.f...@gmail.com> wrote:
On 2/29/2012 4:46 PM, Steve Push wrote:

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.

I don't think this will be a very productive discussion if you do that:

* You're asking whether A is an instance of process B (and not anything
else)
* The way to check that is to see whether the steps in A correspond to
the steps in B (and not to anything else)
* You want to avoid figuring out all the steps in B

Asserting merely that B exists isn't sufficient; we need the details of
how it works if we're going to seriously test whether it fits any
particular case.

- Richard



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 1, 2012 at 10:05 AM

On Mar 1, 9:22 am, Richard Fine <richard.f...@gmail.com> wrote:
On 2/29/2012 4:46 PM, Steve Push wrote:

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.

I don't think this will be a very productive discussion if you do that:

* You're asking whether A is an instance of process B (and not anything
else)
* The way to check that is to see whether the steps in A correspond to
the steps in B (and not to anything else)
* You want to avoid figuring out all the steps in B

Asserting merely that B exists isn't sufficient; we need the details of
how it works if we're going to seriously test whether it fits any
particular case.

I've outlined the steps several times.  But some people here do not
accept my outline, so I don't think that's going to be a productive
avenue of discussion.

For the purpose of the current discussion, I don't think the issue is
whether Mendeleyev's work was induction and nothing else.  (In fact, I
think Mendeleyev used several methods.)  I think the issue is whether
certain aspects of Mendeleyev's work conform to induction or to C&R.
To answer that question, we need to agree on what distinguishes
induction from C&R.  Then we can examine this and other examples to
see whether they conform to one model or the other.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Did Mendeleyev Induce the Periodic Table?
Date: March 1, 2012 at 12:37 PM

On Mar 1, 2012, at 7:05 AM, Steve Push wrote:

On Mar 1, 9:22 am, Richard Fine <richard.f...@gmail.com> wrote:
On 2/29/2012 4:46 PM, Steve Push wrote:

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.

I don't think this will be a very productive discussion if you do that:

* You're asking whether A is an instance of process B (and not anything
else)
* The way to check that is to see whether the steps in A correspond to
the steps in B (and not to anything else)
* You want to avoid figuring out all the steps in B

Asserting merely that B exists isn't sufficient; we need the details of
how it works if we're going to seriously test whether it fits any
particular case.

I've outlined the steps several times.  But some people here do not
accept my outline, so I don't think that's going to be a productive
avenue of discussion.

For the purpose of the current discussion, I don't think the issue is
whether Mendeleyev's work was induction and nothing else.  (In fact, I
think Mendeleyev used several methods.)  I think the issue is whether
certain aspects of Mendeleyev's work conform to induction or to C&R.
To answer that question, we need to agree on what distinguishes
induction from C&R.  Then we can examine this and other examples to
see whether they conform to one model or the other.

So what do you think distinguishes induction and C&R?



That was kind of the point about the question about the steps of induction. 
Without ever giving unambiguous, logically possible steps for induction, without a 
bunch of hidden steps doing most of the work, we can't really compare events to 
see if they fit induction or not.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: March 1, 2012 at 1:03 PM

On Mar 1, 2012, at 6:29 AM, Steve Push wrote:

On Feb 29, 8:11 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On Feb 29, 2012, at 12:07 PM, Steve Push <stephen.p...@gmail.com> wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation 
(justification)?

One of the most important goals of science is to predict how the 
world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing



All it says is: we can't distinguish *with some methods*, we have to 
use *other, better methods*.

We have to distinguish not with confirmation, which **does not work** 
(even inductivists like Godfrey-Smith are aware of many serious 
criticisms of confirmation!), but rather with explanation and criticism, 
which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea of 
using that design. There could be something wrong with the design that 
you won't find out about until you test it. A test might include building the 
bridge, or a scale model of the bridge, or doing a simulation of the bridge, 
or it might just be a simpler calculation depending on the explanation for 
how the design works. All of the tests are criticisms. So unless 
confirmation just means "not failing when criticised", confirmation will not 
play any role at all in assessing the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no reference to 
when the bridge is built, only to the conditions where it is built, the materials 
and so on. If those explanations are refuted then it's irrational to use them in 
the future because their future predictions have all been refuted when the 
original theory was refuted, and it would be irrational to use them. If the 



explanations are not refuted then their predictions, which include predictions 
about the future, also have not been refuted and it would be rational to use 
them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing
“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

Why does it matter that the design itself hasn't been refuted?

If our two options are:

1 - use the bridge design that has been tested
2 - use the bridge design that hasn't been tested

And we refute option 2 because the idea of using an untested design has been 
criticized (and the criticism is, untested designs might have flaws in them we 
won't know about until we test them), how is that confirmation of anything? 
We're just using the option that hasn't been ruled out, because it's the best 
(only non-refuted) option we have.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for
selecting one design over the other.

We *can* conclude that there is a rational basis for preferring the tested design 
over the untested. We take the criticism we have of untested designs, and rule 
out the untested bridge for that reason. Then we go with what we're left with -- 
the tested design. Not because it has been confirmed, but because it's the only 
option left that hasn't been refuted.

We can call it criticizing and refuting the option of using the
untested design.  If that's all C&R is, our differences are merely
semantic.

But whatever we call it, by choosing one design over the other when



the only difference is testing, we are rejecting Popper's distinction
between "degree of corroboration" (or whatever we agree to call it)
and "confirmation" (or whatever we agree to call it).

Setting aside my previous point that the premises don't make sense:

Untested isn't a criticism in some contexts.

Maybe you want a surprise.

So it's not testing that is telling us what to do, at all. Testing can go either way.

It's criticisms in the context of our problem situation.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Theory and Reality, 6
Date: March 1, 2012 at 9:52 PM

Quotes are from Theory and Reality by Peter Godfrey-Smith

pp 202-210 explain and criticize Bayesian epistemology. some of the 
explanations are about right and some of the criticisms are good. but the whole 
discussion is disturbing in how wishy-washy it is. the author keeps saying maybe 
X is right, or maybe not-X is right and talking about which groups of people 
believe what.

and he'll point out some flaw in Bayesianism and then be like "so is that a feature 
or a bug? no comment".

he's constantly acting like we don't know much of anything, we're always deeply 
unsure, and which positions we accept is more about loyalty and picking sides 
than truth and decisive arguments. none of his arguments are meant to be 
decisive.

he acts like it's a bit of a matter of personal taste which philosophy you like. and 
the issue is which you like not which you judge true.

a lot of the techniques and style are the same kinds of things he did with Popper. 
one of his favorite phrases was, "For Popper, X is true". but Popper believed X 
was objectively true, it wasn't personal taste; Popper believed it was true for 
everyone.

and at the start of the Bayes chapter he brings up Popper briefly and says 
something like "so much failure to solve the problem of confirmation. but Popper 
must have been happy b/c he opposed confirmation". he's treating philosophers 
like *fans* rather than truth-seekers. as if they think their happiness and personal 
taste is relevant, and as if they enjoy *personally* being right as opposed to 
progress towards the truth *by anyone*, and so on.

G-F sees the world in a petty way, and assumes even great thinkers like Popper 
were petty too. even a good many of Popper's opponents were not petty. 
mistaken, but not petty. plenty of them were interested in ideas and truth, didn't 
personalize everything, and didn't see philosophical schools like school cliques or 
like sports teams with fanbases.



G-F doesn't understand that Popper opposed confirmation due to *arguments* 
(which G-F never explains and seems unaware of) rather than due to some kind 
of personal preference. Popper doesn't *enjoy* confirmation being a bad idea, he 
just *soberly judges* it is.

Philosophy isn't about schoolyard or workplace status and politics. And nor is it 
about being wishy washy and appreciating all the different *contradictory* sides 
and never making any strong judgments or decisive arguments. Truth seeking 
requires *refutations* and *bold positions* (an aspect of Popper G-F praised but 
doesn't use in his own book).

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Theory and Reality, 7
Date: March 1, 2012 at 10:16 PM

Quotes are from Theory and Reality by Peter Godfrey-Smith

On p 211 G-F begins saying some stuff he believes is true.

p 211 advocates a watered down, incomplete and vague version of Popper, while 
rejecting a lot of what Popper criticized and rejected ... but without any 
acknowledgement to Popper. And with equivocations about (paraphrased) 
"typically, not always".

Then G-F starts praising small parts of Kuhn. He wants to solve major 
philosophical problems with compromise. This is a mistake. Then p 212 
advocates "explanatory inference" which is a compromise between Popper and 
induction. And like many other compromises, it isn't quite coherent. He hedges 
that point by saying philosophers haven't made a lot of progress yet for 
understanding it, and isn't bothered to be advocating something which he doesn't 
believe anyone actually understands how it makes any sense.

then G-F brings up "eliminative inference". this is the bastard child of inductive 
inference and Popper's criticism. again it's a compromise, a bit vague, doesn't 
really make sense, doesn't really solve the problem, isn't clearly specified with 
problem it's supposed to solve, and Popper isn't given any credit.

p 214 starts advocating the view that we consider the context in which data was 
collected. so we only confirm X if we were trying to confirm X.

this doesn't actually address the problems in the field, including the ones Popper 
pointed out and which G-F has not mentioned. it's also just plain wrong in that we 
can use data intended for one purpose for some other purpose, and it just sort of 
tries to pretend we can't or shouldn't (this is, by the way, something that 
Bayesians do know. good for them. and G-F does not mention that Bayesians 
already provided some compelling arguments on this topic that refute what he's 
saying. maybe he studied them as badly as he studied Popper).

G-F goes on to do things like talk about collected random samples of ravens (p 
215). he fails to address the point that we have no way to do that. if we go raven 
hunting we won't be finding a random sample.



on the other hand, if we could do it, what would that be like? we'd need to find 
every raven on Earth, assume there are no ravens elsewhere in the universe (or 
our sample will have systematic bias), then do something like number every 
raven and pick some random numbers and then check those ravens.

but if we could do all that, e.g. *find every raven*, why bother with a random 
sample? we have amazing technology. just let it check the color of every raven 
while it's finding them. it will only take 5 minutes.

the chapter ends (pp 216-217) with G-F presenting what he believes is a *partial* 
(i.e. false as written) answer to the Grue problem. boring. if you don't even think 
what you're saying is true, do you really expect me to? a good philosophy would, 
like Popper's, actually solve these problems.

also he addresses the worse version of the grue problem in which it's just a 
labeling/terminology issue. the better version of the problem is that stuff actually 
changes color. that's harder for him and he doesn't try.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 1, 2012 at 10:32 PM

On Mar 1, 12:37 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 7:05 AM, Steve Push wrote:

On Mar 1, 9:22 am, Richard Fine <richard.f...@gmail.com> wrote:
On 2/29/2012 4:46 PM, Steve Push wrote:

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.

I don't think this will be a very productive discussion if you do that:

* You're asking whether A is an instance of process B (and not anything
else)
* The way to check that is to see whether the steps in A correspond to
the steps in B (and not to anything else)
* You want to avoid figuring out all the steps in B

Asserting merely that B exists isn't sufficient; we need the details of
how it works if we're going to seriously test whether it fits any
particular case.

I've outlined the steps several times.  But some people here do not
accept my outline, so I don't think that's going to be a productive
avenue of discussion.

For the purpose of the current discussion, I don't think the issue is
whether Mendeleyev's work was induction and nothing else.  (In fact, I
think Mendeleyev used several methods.)  I think the issue is whether
certain aspects of Mendeleyev's work conform to induction or to C&R.
To answer that question, we need to agree on what distinguishes
induction from C&R.  Then we can examine this and other examples to
see whether they conform to one model or the other.

So what do you think distinguishes induction and C&R?



If people sometimes use induction, they will sometimes have greater
confidence in the probable truth of a hypothesis or theory when they
make observations that are consistent with predictions made using that
hypothesis or theory.  But if induction is impossible, that cannot
happen.  Right?

-- Steve

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 1, 2012 at 11:37 PM

On Mar 1, 2012, at 7:32 PM, Steve Push wrote:

On Mar 1, 12:37 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 7:05 AM, Steve Push wrote:

On Mar 1, 9:22 am, Richard Fine <richard.f...@gmail.com> wrote:
On 2/29/2012 4:46 PM, Steve Push wrote:

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.

I don't think this will be a very productive discussion if you do that:

* You're asking whether A is an instance of process B (and not anything
else)
* The way to check that is to see whether the steps in A correspond to
the steps in B (and not to anything else)
* You want to avoid figuring out all the steps in B

Asserting merely that B exists isn't sufficient; we need the details of
how it works if we're going to seriously test whether it fits any
particular case.

I've outlined the steps several times.  But some people here do not
accept my outline, so I don't think that's going to be a productive
avenue of discussion.

For the purpose of the current discussion, I don't think the issue is
whether Mendeleyev's work was induction and nothing else.  (In fact, I
think Mendeleyev used several methods.)  I think the issue is whether
certain aspects of Mendeleyev's work conform to induction or to C&R.
To answer that question, we need to agree on what distinguishes
induction from C&R.  Then we can examine this and other examples to



see whether they conform to one model or the other.

So what do you think distinguishes induction and C&R?

If people sometimes use induction, they will sometimes have greater
confidence in the probable truth of a hypothesis or theory when they
make observations that are consistent with predictions made using that
hypothesis or theory.  But if induction is impossible, that cannot
happen.  Right?

What do you mean by confidence? People often have confidence in all kinds of 
things, including lucky streaks and astrology.

I'd prefer a phrasing focussed on objective attributes of the situation or the ideas, 
which clearly excludes people's whims or superstitions.

What is probable truth of an idea? Ideas are, in fact, true or false. So what does it 
mean?

This presentation also doesn't address the issue: are the ideas, compatible with 
the data, gaining status relative to other ideas also compatible with the data? 
Why? Which compatible ideas gain status and which don't? Determined by what 
rule, procedure or decision making criterion? Or do people get to choose 
arbitrarily according to their bias?

Does Godfrey-Smith address these issues? I haven't found answers to them yet. 
If so please provide page numbers.

I already read pp 214-217 which contains no direct answer to these 
questions/criticisms. Instead he's focussed on addressing non-Popperian 
criticisms and problems (the stuff that inductivists are worried about and talk 
about amongst themselves).

This focus on the non-Popperian problem situation is understandable for a non-
Popperian, yet it renders him irrelevant to a discussion to do with Popper. And 
also it makes him obsolete because the non-Popperian problem situation is 



refuted and confused, and we now have a better one.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 2, 2012 at 12:26 AM

On Mar 1, 11:37 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 7:32 PM, Steve Push wrote:

On Mar 1, 12:37 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 7:05 AM, Steve Push wrote:

On Mar 1, 9:22 am, Richard Fine <richard.f...@gmail.com> wrote:
On 2/29/2012 4:46 PM, Steve Push wrote:

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.

I don't think this will be a very productive discussion if you do that:

* You're asking whether A is an instance of process B (and not anything
else)
* The way to check that is to see whether the steps in A correspond to
the steps in B (and not to anything else)
* You want to avoid figuring out all the steps in B

Asserting merely that B exists isn't sufficient; we need the details of
how it works if we're going to seriously test whether it fits any
particular case.

I've outlined the steps several times.  But some people here do not
accept my outline, so I don't think that's going to be a productive
avenue of discussion.

For the purpose of the current discussion, I don't think the issue is
whether Mendeleyev's work was induction and nothing else.  (In fact, I
think Mendeleyev used several methods.)  I think the issue is whether
certain aspects of Mendeleyev's work conform to induction or to C&R.
To answer that question, we need to agree on what distinguishes
induction from C&R.  Then we can examine this and other examples to
see whether they conform to one model or the other.



So what do you think distinguishes induction and C&R?

If people sometimes use induction, they will sometimes have greater
confidence in the probable truth of a hypothesis or theory when they
make observations that are consistent with predictions made using that
hypothesis or theory.  But if induction is impossible, that cannot
happen.  Right?

What do you mean by confidence? People often have confidence in all kinds of 
things, including lucky streaks and astrology.

I'd prefer a phrasing focussed on objective attributes of the situation or the 
ideas, which clearly excludes people's whims or superstitions.

I thought your position was that induction is impossible.  Now you
seem to be saying that it's possible but unreliable.

What is probable truth of an idea? Ideas are, in fact, true or false. So what does 
it mean?

Ideas may be true or false in principle, but in most cases we cannot
know with certainty what the truth is.  Thus people hold ideas with
various degrees of conviction.  If they are rational, the degree of
conviction is related to the quantity and quality of the evidence.

This presentation also doesn't address the issue: are the ideas, compatible with 
the data, gaining status relative to other ideas also compatible with the data? 
Why? Which compatible ideas gain status and which don't? Determined by what 
rule, procedure or decision making criterion? Or do people get to choose 
arbitrarily according to their bias?

We should be able to determine these factors by examining the
examples.

Does Godfrey-Smith address these issues? I haven't found answers to them 
yet. If so please provide page numbers.

I already read pp 214-217 which contains no direct answer to these 



questions/criticisms. Instead he's focussed on addressing non-Popperian 
criticisms and problems (the stuff that inductivists are worried about and talk 
about amongst themselves).

You answered your own question below.  He addresses non-Popperian
issues because he is not a Popperian.  That is the type of book you
asked me to recommend.

This focus on the non-Popperian problem situation is understandable for a non-
Popperian, yet it renders him irrelevant to a discussion to do with Popper. And 
also it makes him obsolete because the non-Popperian problem situation is 
refuted and confused, and we now have a better one.

As you know, he criticized Popper's philosophy of science in Chapter
4.  I believe you responded to at least one of his criticisms in
another message.  I'll find that message and tell you what I think of
the response.

If you don't agree with my distinction between induction and C&R,
perhaps you could suggest one of your own.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 2, 2012 at 1:13 AM

On Mar 1, 1:03 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 6:29 AM, Steve Push wrote:

On Feb 29, 8:11 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On Feb 29, 2012, at 12:07 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation 
(justification)?

One of the most important goals of science is to predict how the 
world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and 
untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions



2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to 
use *other, better methods*.

We have to distinguish not with confirmation, which **does not work** 
(even inductivists like Godfrey-Smith are aware of many serious 
criticisms of confirmation!), but rather with explanation and criticism, 
which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and 
untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea of 
using that design. There could be something wrong with the design that 
you won't find out about until you test it. A test might include building the 
bridge, or a scale model of the bridge, or doing a simulation of the 
bridge, or it might just be a simpler calculation depending on the 
explanation for how the design works. All of the tests are criticisms. So 
unless confirmation just means "not failing when criticised", confirmation 
will not play any role at all in assessing the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no reference to 
when the bridge is built, only to the conditions where it is built, the 
materials and so on. If those explanations are refuted then it's irrational to 



use them in the future because their future predictions have all been 
refuted when the original theory was refuted, and it would be irrational to 
use them. If the explanations are not refuted then their predictions, which 
include predictions about the future, also have not been refuted and it 
would be rational to use them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing
“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

Why does it matter that the design itself hasn't been refuted?

If our two options are:

1 - use the bridge design that has been tested
2 - use the bridge design that hasn't been tested

And we refute option 2 because the idea of using an untested design has 
been criticized (and the criticism is, untested designs might have flaws in 
them we won't know about until we test them), how is that confirmation of 
anything? We're just using the option that hasn't been ruled out, because it's 
the best (only non-refuted) option we have.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for
selecting one design over the other.

We *can* conclude that there is a rational basis for preferring the tested 
design over the untested. We take the criticism we have of untested designs, 
and rule out the untested bridge for that reason. Then we go with what we're 
left with -- the tested design. Not because it has been confirmed, but because 
it's the only option left that hasn't been refuted.

We can call it criticizing and refuting the option of using the
untested design.  If that's all C&R is, our differences are merely



semantic.

But whatever we call it, by choosing one design over the other when
the only difference is testing, we are rejecting Popper's distinction
between "degree of corroboration" (or whatever we agree to call it)
and "confirmation" (or whatever we agree to call it).

Setting aside my previous point that the premises don't make sense:

Untested isn't a criticism in some contexts.

Maybe you want a surprise.

A bridge collapsing?  Who wants that surprise?

So it's not testing that is telling us what to do, at all. Testing can go either way.

The question is, Which design do you choose, and why?

It's criticisms in the context of our problem situation.

What does that mean, and how does it apply to the bridge problem?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 2, 2012 at 1:29 AM

On Feb 29, 1:39 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 29, 2012, at 10:07 AM, Steve Push wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation 
(justification)?

One of the most important goals of science is to predict how the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to use 
*other, better methods*.



We have to distinguish not with confirmation, which **does not work** 
(even inductivists like Godfrey-Smith are aware of many serious 
criticisms of confirmation!), but rather with explanation and criticism, 
which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea of using 
that design. There could be something wrong with the design that you 
won't find out about until you test it. A test might include building the 
bridge, or a scale model of the bridge, or doing a simulation of the bridge, 
or it might just be a simpler calculation depending on the explanation for 
how the design works. All of the tests are criticisms. So unless 
confirmation just means "not failing when criticised", confirmation will not 
play any role at all in assessing the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no reference to 
when the bridge is built, only to the conditions where it is built, the materials 
and so on. If those explanations are refuted then it's irrational to use them in 
the future because their future predictions have all been refuted when the 
original theory was refuted, and it would be irrational to use them. If the 
explanations are not refuted then their predictions, which include predictions 
about the future, also have not been refuted and it would be rational to use 
them.



In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing
“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

What's left is to question the premises of the scenario, which don't make sense.

In general when we propose a new theory, it is just as tested as the one it now 
rivals, because we design it to pass all the tests that have been done in the 
past.

So what does the scenario even mean when it asks us to consider a tested non-
refuted theory against a non-tested non-refuted theory?

Either the new theory passed all previous tests or is refuted, it can't be non-
tested and non-refuted when tests have been done in the field.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for
selecting one design over the other.

See Chapter 7 of FoR.

My criticism of Chapter 7 of FoR is that the conversation takes place
in a contemporary timeframe, in which the theory of gravity allows us
to predict the outcome of jumping off the Eiffel Tower without
resorting to induction.  If the conversation had taken place between
two Iron Age people, before an explanatory theory of gravity had been
developed, induction would have been the only rational means of
predicting the outcome of jumping off a cliff.

This assumes that there's either the true, modern explanation or no ("rational") 
explanation.

That is false.

In the future, they will have a better explanation. Today's explanation will seem 



silly in comparison. Yet, today, we use it. We lack the superior future 
explanation, but we still have an explanation.

And just because our current explanations look dumb from a future perspective 
does not make them irrational or useless.

As we compare with the future, so the past compares with us.

People of the past had worse explanations than us, which they did use. And 
using the best explanations they had was the rational choice, because it was the 
best optional available. They should also have tried to improve their 
explanations, just as we should try to improve ours, too.

Part of the intuitive appeal of this argument is that I'm guessing no one here on 
this list actually knows the iron age perspective on gravity. I can't just say, "They 
thought all mortal object fall, and all divine objects float, because the Gods 
wanted to keep mortals and angels separate." because that's historically 
inaccurate (presumably). I can't easily tell you what explanations they used.

But if they did think that, they would have had an explanation.

You could call it "irrational" because, in light of modern ideas, it seems *false* 
and *ridiculous*. You could claim, therefore, that they wouldn't use that 
"irrational" idea (but there is tons of historical evidence that people believed, and 
often acted on, religious explanations for all aspects of life). But that'd be wrong 
too. Rationality is about whether one is open to correcting his mistakes, not 
about having primitive ideas. And anyway people can and do act on bad ideas, 
crude ideas, irrational ideas, etc...

What they can't have done is acted using no explanations whatsoever, because 
then they would have had no way to interpret any of their observations or make 
any sense of the world.

What was the Iron Age theory of gravity?

Consider:

Sometimes stuff falls, sometimes it doesn't.

They knew from experience what stuff fell and what didn’t.  How did



they know the stuff that fell yesterday will fall tomorrow?

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Did Mendeleyev Induce the Periodic Table?
Date: March 2, 2012 at 2:29 AM

On Mar 1, 2012, at 9:26 PM, Steve Push wrote:

On Mar 1, 11:37 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 7:32 PM, Steve Push wrote:

On Mar 1, 12:37 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 7:05 AM, Steve Push wrote:

On Mar 1, 9:22 am, Richard Fine <richard.f...@gmail.com> wrote:
On 2/29/2012 4:46 PM, Steve Push wrote:

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.

I don't think this will be a very productive discussion if you do that:

* You're asking whether A is an instance of process B (and not anything
else)
* The way to check that is to see whether the steps in A correspond to
the steps in B (and not to anything else)
* You want to avoid figuring out all the steps in B

Asserting merely that B exists isn't sufficient; we need the details of
how it works if we're going to seriously test whether it fits any
particular case.

I've outlined the steps several times.  But some people here do not
accept my outline, so I don't think that's going to be a productive
avenue of discussion.

For the purpose of the current discussion, I don't think the issue is
whether Mendeleyev's work was induction and nothing else.  (In fact, I
think Mendeleyev used several methods.)  I think the issue is whether



certain aspects of Mendeleyev's work conform to induction or to C&R.
To answer that question, we need to agree on what distinguishes
induction from C&R.  Then we can examine this and other examples to
see whether they conform to one model or the other.

So what do you think distinguishes induction and C&R?

If people sometimes use induction, they will sometimes have greater
confidence in the probable truth of a hypothesis or theory when they
make observations that are consistent with predictions made using that
hypothesis or theory.  But if induction is impossible, that cannot
happen.  Right?

What do you mean by confidence? People often have confidence in all kinds of 
things, including lucky streaks and astrology.

I'd prefer a phrasing focussed on objective attributes of the situation or the 
ideas, which clearly excludes people's whims or superstitions.

I thought your position was that induction is impossible.  Now you
seem to be saying that it's possible but unreliable.

If "induction" is defined to count astrology as induction (via induction = 
confidence, and astrology provides confidence) then that is possible. The 
traditional, philosophical meaning of induction is what's impossible but it's easy to 
redefine it to be possible (but not useful; no longer able to do what it's supposed 
to do).

What is probable truth of an idea? Ideas are, in fact, true or false. So what 
does it mean?

Ideas may be true or false in principle, but in most cases we cannot
know with certainty what the truth is.  Thus people hold ideas with
various degrees of conviction.  If they are rational, the degree of
conviction is related to the quantity and quality of the evidence.

Related to the quantity and quality of evidence according to what rules or 
procedures or guidelines?



And if the situation is "I have good reasons to think X, b/c of quantity and quality 
of evidence and arguemnts" then saying "X is probably true" is a bad summary; I 
disagre with it.

This presentation also doesn't address the issue: are the ideas, compatible 
with the data, gaining status relative to other ideas also compatible with the 
data? Why? Which compatible ideas gain status and which don't? Determined 
by what rule, procedure or decision making criterion? Or do people get to 
choose arbitrarily according to their bias?

We should be able to determine these factors by examining the
examples.

So, you've examined examples before right. And you determined the factors? So 
now tell them to me?

Does Godfrey-Smith address these issues? I haven't found answers to them 
yet. If so please provide page numbers.

I already read pp 214-217 which contains no direct answer to these 
questions/criticisms. Instead he's focussed on addressing non-Popperian 
criticisms and problems (the stuff that inductivists are worried about and talk 
about amongst themselves).

You answered your own question below.  He addresses non-Popperian
issues because he is not a Popperian.  That is the type of book you
asked me to recommend.

I asked you to recommend a book which addressed the criticisms (the ones I care 
about, i.e. the good ones) of non-Popperian, inductivist positions! For example a 
book that addressed the criticisms I had posted on the list. I never asked for a 
book addressing Goodman.

I asked for a book which provides a defense of induction, or an explanation of 
how it can work. Not one that neglects to defend induction from any of the 
challenges that matter to the BoI worldview, and never actually bothers to explain 
how it works (because it can't!).



I also asked for a high quality book such that, if it had *any mistakes*, you would 
learn things and change your position. You said this book fit the bill. Instead the 
book was full of gross errors regarding Popper, plus even more errors of omission 
and ignorance; it wasn't scholarly or sourced. It further made basically no solid 
assertions about much of anything; it was an amorphous blob; its main defense 
against criticism is not that it actually addresses any issues but that it hedges its 
bets on most issues.

This focus on the non-Popperian problem situation is understandable for a 
non-Popperian, yet it renders him irrelevant to a discussion to do with Popper. 
And also it makes him obsolete because the non-Popperian problem situation 
is refuted and confused, and we now have a better one.

As you know, he criticized Popper's philosophy of science in Chapter
4.  I believe you responded to at least one of his criticisms in
another message.  I'll find that message and tell you what I think of
the response.

If you don't agree with my distinction between induction and C&R,
perhaps you could suggest one of your own.

C&R is learning by trial and error, explanation and criticism. The source of ideas 
is not deemed important; foundations and starting points are not deemed 
important. What's important is correcting errors by criticism in order to improve 
our ideas.

Induction is characterized by the following mistakes (individual inductivists often 
don't make *all* of them, and most people are rather vague about what induction 
is so often if you criticize one mistake they'll try to just keep going without the 
mistake by making ad hoc changes to induction, which is easy since they never 
defined it):

- justificationism (e.g. the mistake that if idea A has more *support* of some kind 
than idea B, then idea A is better *even if no one can think of any criticism of idea 
B. plus the mistakes about what support and its synonyms like confirmation are, 
and the confusion about which ideas are supported by what and why)
- foundationalism
- the idea of "raw" data



- the idea that data means anything whatsoever outside the context of an 
interpretation
- a neglect of criticism
- judging ideas by their source instead of their content (e.g. if it's created by 
inductive inference it's deemed better than if it's a "wild guess" or from a religion)
- the idea that data points can be generalized into patterns. not arbitrarily nor 
according to one's biases or ideas, but according to some kind of principle of 
induction or proper procedure
- the idea that "the future resembles the past" which is complete and utter 
nonsense (it does and some ways, and does not in some other ways, and this 
principle does nothing to tell us which cases are which. what believers of this 
principle do, in practice, is use their biases and unexamined ideas to decide in 
what ways they think the future will resemble the past. this is a mistake. they 
should discuss and examine the ideas they are using.)
- the idea that our ideas are prejudices while data is reliable
- the idea that the proper role of data is support not criticism

Induction is not characterized by any method of induction. There has never been 
one of those, and the whole concept is a confusion. It's not just you who can't 
provide that; no one has ever provided it (and many have tried and devoted lots 
of their career to trying).

The basic idea of induction is to "generalize" (or "induce") data into theories.

This has the mistaken idea of data coming before theories.

And it the idea that this generalizing step is not infinitely ambiguous. But it *is* 
infinitely ambiguous. So it's basically meaningless as written and in practice 
people fill in the gaps using unexamined or poorly examined ideas in non-
rigorous and often fickle and contradictory ways at different times.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: March 2, 2012 at 2:34 AM

On Mar 1, 2012, at 10:13 PM, Steve Push wrote:

On Mar 1, 1:03 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 6:29 AM, Steve Push wrote:

On Feb 29, 8:11 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On Feb 29, 2012, at 12:07 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation 
(justification)?

One of the most important goals of science is to predict how the 
world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and 
untested
but logically possible theories.

But Popperian philosophy makes no such assertion.



It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to 
use *other, better methods*.

We have to distinguish not with confirmation, which **does not 
work** (even inductivists like Godfrey-Smith are aware of many 
serious criticisms of confirmation!), but rather with explanation and 
criticism, which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and 
untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea of 
using that design. There could be something wrong with the design 
that you won't find out about until you test it. A test might include 
building the bridge, or a scale model of the bridge, or doing a 
simulation of the bridge, or it might just be a simpler calculation 
depending on the explanation for how the design works. All of the tests 
are criticisms. So unless confirmation just means "not failing when 
criticised", confirmation will not play any role at all in assessing the 
bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.



Not in the sense you mean.

The explanations for why the bridge would stay up make no reference to 
when the bridge is built, only to the conditions where it is built, the 
materials and so on. If those explanations are refuted then it's irrational to 
use them in the future because their future predictions have all been 
refuted when the original theory was refuted, and it would be irrational to 
use them. If the explanations are not refuted then their predictions, which 
include predictions about the future, also have not been refuted and it 
would be rational to use them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing
“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

Why does it matter that the design itself hasn't been refuted?

If our two options are:

1 - use the bridge design that has been tested
2 - use the bridge design that hasn't been tested

And we refute option 2 because the idea of using an untested design has 
been criticized (and the criticism is, untested designs might have flaws in 
them we won't know about until we test them), how is that confirmation of 
anything? We're just using the option that hasn't been ruled out, because it's 
the best (only non-refuted) option we have.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for
selecting one design over the other.

We *can* conclude that there is a rational basis for preferring the tested 
design over the untested. We take the criticism we have of untested 



designs, and rule out the untested bridge for that reason. Then we go with 
what we're left with -- the tested design. Not because it has been confirmed, 
but because it's the only option left that hasn't been refuted.

We can call it criticizing and refuting the option of using the
untested design.  If that's all C&R is, our differences are merely
semantic.

But whatever we call it, by choosing one design over the other when
the only difference is testing, we are rejecting Popper's distinction
between "degree of corroboration" (or whatever we agree to call it)
and "confirmation" (or whatever we agree to call it).

Setting aside my previous point that the premises don't make sense:

Untested isn't a criticism in some contexts.

Maybe you want a surprise.

A bridge collapsing?  Who wants that surprise?

I'm not sure if you understand what contexts are.

An example of a different context would be an untested theory that isn't about a 
bridge, but instead is about an ant.

So it's not testing that is telling us what to do, at all. Testing can go either way.

The question is, Which design do you choose, and why?

Provide the designs for us to evaluate! The scenario does provide the information 
we use in real life to actually make decisions.

Or answer my question about how come the "untested" theory hasn't passed all 
the tests the "tested" theory has.

It's criticisms in the context of our problem situation.



What does that mean, and how does it apply to the bridge problem?

It means you have to consider what you're trying to get or do, and then come up 
with criticisms relevant to that. In some cases, "untested" could be a criticism 
because in your situation a tested thing would be better. In other cases, untested 
would be a merit. It depends what you're trying to accomplish.

The fundamental thing is always to come up with explanations about what is good 
or bad in the context of addressing the problems at issue. It's important not to just 
make naive assumptions like that some things are good in all contexts.

Another example would be capitalization errors. Is a criticism of a capitalization 
error a good or bad criticism? It depends on the context. It depends what problem 
you're trying to solve. It may be important, or it may be irrelevant.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: March 2, 2012 at 2:37 AM

On Mar 1, 2012, at 10:29 PM, Steve Push wrote:

They knew from experience what stuff fell and what didn’t.  How did they know 
the stuff that fell yesterday will fall tomorrow?

They had an explanation that said it would continue to fall.

E.g. "That's how the world works (always)". Or "the gods like it that way and the 
gods are temperamental about some things but not this".

How else could they know? The data available is compatible with it ceasing to fall 
tomorrow. The data is infinitely ambiguous but their explanations aren't.

"knew from experience" is also completely ambiguous. does it mean knew from 
induction or what? C&R actually explains how people learn things but its rivals 
never do.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Did Mendeleyev Induce the Periodic Table?
Date: March 2, 2012 at 3:43 AM

On 1 Mar 2012, at 12:51, Steve Push wrote:

On Feb 29, 4:08 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 16:46, Steve Push wrote:

On Feb 29, 4:10 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 05:57, Steve Push wrote:

A friend suggested that the discovery/invention of the periodic table
of the elements is a good example of induction in science.

Although other chemists had organized tables of the known elements
based on atomic weight in the 1860s, Dmitri Mendeleyev went further in
1871. Observing patterns in the properties of the known elements, he
made a few changes, such as reversing the positions of tellurium and
iodine in his table.  He also left spaces where he predicted that
unknown elements with certain properties belonged.  His vision was
vindicated when the predicted elements were discovered and when, early
in the 20th Century, investigation of the structure of the atomic
nucleus revealed that the properties of the elements are correlated
with atomic *number* -- which is a few rare cases, such as tellurium
and iodine, is slightly different from atomic weight.  (Source:
History of Western Science, 1543-2001 by John Gribbin.  The Folio
Society, 2006, pp. 408-414.)

Of course Mendeleyev had much background knowledge on which draw.  
But
he lacked knowledge of nuclear structure and atomic number.  Thus he
must have induced certain features of his table -- including the
properties of the unknown elements and the positions of tellurium and
iodine -- from the observed properties of the known elements.



No. Mendeleev could have come up with the table without induction. The 
argument could go like this: gosh, there are a lot of elements and they have 
all sorts of properties, I wonder if those properties are related to one another 
in a way that might be due to some internal structure? Then he tries out 
conjectures about the relation until he finds the one that isn't refuted by the 
existing knowledge and makes guesses about what people will find if his 
guess about the relations between the properties of chemicals is right.

How could Mendeleyev have speculated about the internal structure of
atoms?  In 1871, no one knew atoms *had* internal structure.

In the absence of such knowledge, he must have inferred unobserved 
properties
and relationships from observed but as-yet unexplained patterns.  That
seems to fit at least one definition of induction.

As it turns out, he didn't guess about atoms, he just guessed about what he 
called "simple substances" and "homogenous bodies". He accepted that 
elements combined in particular ratios, but he didn't accept the atomic theory. 
See "A well-ordered thing: Dmitrii Mendeleev and the shadow of the periodic 
table" By Michael D. Gordin, starting on page 22. He didn't accept the atomic 
theory because he thought that it couldn't explain solution chemistry, so there 
were two conjectures available and he picked the one that he thought had not 
been successfully criticised.

And since there is no explanation of how induction is done it doesn't make 
any sense to say that he induced it, anymore than it makes sense to say he 
got it by reading tea leaves.

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.  My position is that it is an
empirical fact that induction is used.  Induction raises some
philosophical problems (as does C&R).  But anyone who asserts that
induction is impossible cannot provide a satisfactory explanation of
how the periodic table came into existence.

Arranging the elements according to atomic weight created a pattern,
but no one at the time knew why.  Mendeleyev went even further and
made predictions from the pattern that would not be explained until



decades later. I think any attempt to shoehorn that discovery into a
C&R narrative must either assume knowledge that didn’t exist in 1871
or create a just-so story of unrecorded reasoning that would be
unfalsifiable.

You have said that you know how induction works. You can't have records of a 
process you have no explanation for, so you have no records of induction. So 
your criticism applies far to inductivism than critical rationalism because for 
instances of which we do have records we can at least try to explain them in 
terms of critical rationalism, but we can't do that at all for inductivism.

My position is that inductive reasoning exists as an observable fact.
How and why it works and whether people ought to use induction rather
than some other method are issues that raise interesting philosophical
problems.  But I don’t see how those problems can be solved by the
unfounded claim that induction is impossible or nonexistent.

Thank you for referring me to Gordin’s book.  It bolsters my case that
induction and confirmation are used in science.

First, Gordin comes right out and says so:  “Volume 1 [of Mendeleyev’s
textbook Principles of Chemistry] is an empirical introduction to
chemical practices and the *inductive* aspects of chemistry; volume 2
is a series of deductions from chemical theories, most saliently from
the periodic system.” (Emphasis added.)

Using the word inductive with no explanation is irrelevant to the controversy.

Before reading Gordin, I didn’t know that Mendeleyev originally
developed his table as a teaching aid.  Gordin describes how
Mendeleyev started by searching for patterns in the data and only
later came to realize that the table reflected an underlying law of
nature.

So he was looking for a pattern originally because he wanted a nemonic, but at 
some point he started to look at the patterns he found as a criticism of that idea. 
He could do better than a nemonic.

Of particular interest is Gordin’s discussion of the prediction of the
properties of then-undiscovered elements.  This appears to be an



inductive leap, in which Mendeleyev reasoned that as-yet unobserved
properties could be predicted by interpolation from observed
properties.

He guessed there was a pattern. The absence of elements with certain properties 
seemed to refute that guess, but he interpreted it as an opportunity to test his 
theory instead by predicting that elements with certain properties should exist.

Gordin also notes that the first discovery of one of Mendeleyev’s
predicted elements didn’t generate great enthusiasm for Mendeleyev’s
table, because chemists thought one such successful prediction could
have been a lucky guess.  But when the second element was discovered,
Gordin says, “Mendeleev’s case was more than twice as strong.”  This
seems to be a case of additional observations confirming the probable
truth of Mendeleyev’s ideas.

Saying that Mendeleev's ideas are twice as strong without providing any 
explanation of what that means is just arranging words to make a sentence that 
sounds kinda pretty.

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 2, 2012 at 7:06 AM

On Mar 2, 2:29 am, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 9:26 PM, Steve Push wrote:

On Mar 1, 11:37 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 7:32 PM, Steve Push wrote:

On Mar 1, 12:37 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 7:05 AM, Steve Push wrote:

On Mar 1, 9:22 am, Richard Fine <richard.f...@gmail.com> wrote:
On 2/29/2012 4:46 PM, Steve Push wrote:

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.

I don't think this will be a very productive discussion if you do that:

* You're asking whether A is an instance of process B (and not anything
else)
* The way to check that is to see whether the steps in A correspond to
the steps in B (and not to anything else)
* You want to avoid figuring out all the steps in B

Asserting merely that B exists isn't sufficient; we need the details of
how it works if we're going to seriously test whether it fits any
particular case.

I've outlined the steps several times.  But some people here do not
accept my outline, so I don't think that's going to be a productive
avenue of discussion.

For the purpose of the current discussion, I don't think the issue is
whether Mendeleyev's work was induction and nothing else.  (In fact, I
think Mendeleyev used several methods.)  I think the issue is whether
certain aspects of Mendeleyev's work conform to induction or to C&R.



To answer that question, we need to agree on what distinguishes
induction from C&R.  Then we can examine this and other examples to
see whether they conform to one model or the other.

So what do you think distinguishes induction and C&R?

If people sometimes use induction, they will sometimes have greater
confidence in the probable truth of a hypothesis or theory when they
make observations that are consistent with predictions made using that
hypothesis or theory.  But if induction is impossible, that cannot
happen.  Right?

What do you mean by confidence? People often have confidence in all kinds 
of things, including lucky streaks and astrology.

I'd prefer a phrasing focussed on objective attributes of the situation or the 
ideas, which clearly excludes people's whims or superstitions.

I thought your position was that induction is impossible.  Now you
seem to be saying that it's possible but unreliable.

If "induction" is defined to count astrology as induction (via induction = 
confidence, and astrology provides confidence) then that is possible. The 
traditional, philosophical meaning of induction is what's impossible but it's easy 
to redefine it to be possible (but not useful; no longer able to do what it's 
supposed to do).

What is probable truth of an idea? Ideas are, in fact, true or false. So what 
does it mean?

Ideas may be true or false in principle, but in most cases we cannot
know with certainty what the truth is.  Thus people hold ideas with
various degrees of conviction.  If they are rational, the degree of
conviction is related to the quantity and quality of the evidence.

Related to the quantity and quality of evidence according to what rules or 
procedures or guidelines?



And if the situation is "I have good reasons to think X, b/c of quantity and quality 
of evidence and arguemnts" then saying "X is probably true" is a bad summary; 
I disagre with it.

This presentation also doesn't address the issue: are the ideas, compatible 
with the data, gaining status relative to other ideas also compatible with the 
data? Why? Which compatible ideas gain status and which don't? 
Determined by what rule, procedure or decision making criterion? Or do 
people get to choose arbitrarily according to their bias?

We should be able to determine these factors by examining the
examples.

So, you've examined examples before right. And you determined the factors? 
So now tell them to me?

Does Godfrey-Smith address these issues? I haven't found answers to them 
yet. If so please provide page numbers.

I already read pp 214-217 which contains no direct answer to these 
questions/criticisms. Instead he's focussed on addressing non-Popperian 
criticisms and problems (the stuff that inductivists are worried about and talk 
about amongst themselves).

You answered your own question below.  He addresses non-Popperian
issues because he is not a Popperian.  That is the type of book you
asked me to recommend.

I asked you to recommend a book which addressed the criticisms (the ones I 
care about, i.e. the good ones) of non-Popperian, inductivist positions! For 
example a book that addressed the criticisms I had posted on the list. I never 
asked for a book addressing Goodman.

I asked for a book which provides a defense of induction, or an explanation of 



how it can work. Not one that neglects to defend induction from any of the 
challenges that matter to the BoI worldview, and never actually bothers to 
explain how it works (because it can't!).

I also asked for a high quality book such that, if it had *any mistakes*, you would 
learn things and change your position. You said this book fit the bill. Instead the 
book was full of gross errors regarding Popper, plus even more errors of 
omission and ignorance; it wasn't scholarly or sourced. It further made basically 
no solid assertions about much of anything; it was an amorphous blob; its main 
defense against criticism is not that it actually addresses any issues but that it 
hedges its bets on most issues.

This focus on the non-Popperian problem situation is understandable for a 
non-Popperian, yet it renders him irrelevant to a discussion to do with 
Popper. And also it makes him obsolete because the non-Popperian problem 
situation is refuted and confused, and we now have a better one.

As you know, he criticized Popper's philosophy of science in Chapter
4.  I believe you responded to at least one of his criticisms in
another message.  I'll find that message and tell you what I think of
the response.

If you don't agree with my distinction between induction and C&R,
perhaps you could suggest one of your own.

C&R is learning by trial and error, explanation and criticism. The source of ideas 
is not deemed important; foundations and starting points are not deemed 
important. What's important is correcting errors by criticism in order to improve 
our ideas.

Induction is characterized by the following mistakes (individual inductivists often 
don't make *all* of them, and most people are rather vague about what induction 
is so often if you criticize one mistake they'll try to just keep going without the 
mistake by making ad hoc changes to induction, which is easy since they never 
defined it):

- justificationism (e.g. the mistake that if idea A has more *support* of some kind 
than idea B, then idea A is better *even if no one can think of any criticism of 



idea B. plus the mistakes about what support and its synonyms like confirmation 
are, and the confusion about which ideas are supported by what and why)
- foundationalism
- the idea of "raw" data
- the idea that data means anything whatsoever outside the context of an 
interpretation
- a neglect of criticism
- judging ideas by their source instead of their content (e.g. if it's created by 
inductive inference it's deemed better than if it's a "wild guess" or from a 
religion)
- the idea that data points can be generalized into patterns. not arbitrarily nor 
according to one's biases or ideas, but according to some kind of principle of 
induction or proper procedure
- the idea that "the future resembles the past" which is complete and utter 
nonsense (it does and some ways, and does not in some other ways, and this 
principle does nothing to tell us which cases are which. what believers of this 
principle do, in practice, is use their biases and unexamined ideas to decide in 
what ways they think the future will resemble the past. this is a mistake. they 
should discuss and examine the ideas they are using.)
- the idea that our ideas are prejudices while data is reliable
- the idea that the proper role of data is support not criticism

Induction is not characterized by any method of induction. There has never 
been one of those, and the whole concept is a confusion. It's not just you who 
can't provide that; no one has ever provided it (and many have tried and 
devoted lots of their career to trying).

The basic idea of induction is to "generalize" (or "induce") data into theories.

This has the mistaken idea of data coming before theories.

And it the idea that this generalizing step is not infinitely ambiguous. But it *is* 
infinitely ambiguous. So it's basically meaningless as written and in practice 
people fill in the gaps using unexamined or poorly examined ideas in non-
rigorous and often fickle and contradictory ways at different times.

Let me see if I understand you.  The bottom line is you cannot provide
a distinction that will allow us to determine whether these examples
of scientific reasoning are induction or C&R.  Is that correct?



-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 2, 2012 at 8:13 AM

On Mar 2, 3:43 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Mar 2012, at 12:51, Steve Push wrote:

On Feb 29, 4:08 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 16:46, Steve Push wrote:

On Feb 29, 4:10 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 05:57, Steve Push wrote:

A friend suggested that the discovery/invention of the periodic table
of the elements is a good example of induction in science.

Although other chemists had organized tables of the known elements
based on atomic weight in the 1860s, Dmitri Mendeleyev went further in
1871. Observing patterns in the properties of the known elements, he
made a few changes, such as reversing the positions of tellurium and
iodine in his table.  He also left spaces where he predicted that
unknown elements with certain properties belonged.  His vision was
vindicated when the predicted elements were discovered and when, early
in the 20th Century, investigation of the structure of the atomic
nucleus revealed that the properties of the elements are correlated
with atomic *number* -- which is a few rare cases, such as tellurium
and iodine, is slightly different from atomic weight.  (Source:
History of Western Science, 1543-2001 by John Gribbin.  The Folio
Society, 2006, pp. 408-414.)

Of course Mendeleyev had much background knowledge on which draw.  
But
he lacked knowledge of nuclear structure and atomic number.  Thus he
must have induced certain features of his table -- including the
properties of the unknown elements and the positions of tellurium and
iodine -- from the observed properties of the known elements.



No. Mendeleev could have come up with the table without induction. The 
argument could go like this: gosh, there are a lot of elements and they 
have all sorts of properties, I wonder if those properties are related to one 
another in a way that might be due to some internal structure? Then he 
tries out conjectures about the relation until he finds the one that isn't 
refuted by the existing knowledge and makes guesses about what people 
will find if his guess about the relations between the properties of 
chemicals is right.

How could Mendeleyev have speculated about the internal structure of
atoms?  In 1871, no one knew atoms *had* internal structure.

In the absence of such knowledge, he must have inferred unobserved 
properties
and relationships from observed but as-yet unexplained patterns.  That
seems to fit at least one definition of induction.

As it turns out, he didn't guess about atoms, he just guessed about what he 
called "simple substances" and "homogenous bodies". He accepted that 
elements combined in particular ratios, but he didn't accept the atomic theory. 
See "A well-ordered thing: Dmitrii Mendeleev and the shadow of the periodic 
table" By Michael D. Gordin, starting on page 22. He didn't accept the atomic 
theory because he thought that it couldn't explain solution chemistry, so there 
were two conjectures available and he picked the one that he thought had not 
been successfully criticised.

And since there is no explanation of how induction is done it doesn't make 
any sense to say that he induced it, anymore than it makes sense to say 
he got it by reading tea leaves.

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.  My position is that it is an
empirical fact that induction is used.  Induction raises some
philosophical problems (as does C&R).  But anyone who asserts that
induction is impossible cannot provide a satisfactory explanation of
how the periodic table came into existence.

Arranging the elements according to atomic weight created a pattern,



but no one at the time knew why.  Mendeleyev went even further and
made predictions from the pattern that would not be explained until
decades later. I think any attempt to shoehorn that discovery into a
C&R narrative must either assume knowledge that didn’t exist in 1871
or create a just-so story of unrecorded reasoning that would be
unfalsifiable.

You have said that you know how induction works. You can't have records of 
a process you have no explanation for, so you have no records of induction. 
So your criticism applies far to inductivism than critical rationalism because 
for instances of which we do have records we can at least try to explain them 
in terms of critical rationalism, but we can't do that at all for inductivism.

My position is that inductive reasoning exists as an observable fact.
How and why it works and whether people ought to use induction rather
than some other method are issues that raise interesting philosophical
problems.  But I don’t see how those problems can be solved by the
unfounded claim that induction is impossible or nonexistent.

Thank you for referring me to Gordin’s book.  It bolsters my case that
induction and confirmation are used in science.

First, Gordin comes right out and says so:  “Volume 1 [of Mendeleyev’s
textbook Principles of Chemistry] is an empirical introduction to
chemical practices and the *inductive* aspects of chemistry; volume 2
is a series of deductions from chemical theories, most saliently from
the periodic system.” (Emphasis added.)

Using the word inductive with no explanation is irrelevant to the controversy.

I don’t see how it is irrelevant.  An author you respected enough to
cite in this discussion believes in inductive science.  He could be
wrong, but it counts as evidence in support of the idea of that
induction is used in science.

Before reading Gordin, I didn’t know that Mendeleyev originally
developed his table as a teaching aid.  Gordin describes how
Mendeleyev started by searching for patterns in the data and only
later came to realize that the table reflected an underlying law of



nature.

So he was looking for a pattern originally because he wanted a nemonic, but at 
some point he started to look at the patterns he found as a criticism of that idea. 
He could do better than a nemonic.

I don’t recall Gordin saying anything about a mnemonic.  Mendeleyev’s
initial idea was to use the table to illustrate relationships among
the elements.  He induced the law from the pattern of relationships he
saw in the table.

Of particular interest is Gordin’s discussion of the prediction of the
properties of then-undiscovered elements.  This appears to be an
inductive leap, in which Mendeleyev reasoned that as-yet unobserved
properties could be predicted by interpolation from observed
properties.

He guessed there was a pattern. The absence of elements with certain 
properties seemed to refute that guess, but he interpreted it as an opportunity to 
test his theory instead by predicting that elements with certain properties should 
exist.

That narrative seems consistent with the facts, as does the inductive
narrative.  On this point at least, the difference between induction
and C&R seems merely semantic.

Gordin also notes that the first discovery of one of Mendeleyev’s
predicted elements didn’t generate great enthusiasm for Mendeleyev’s
table, because chemists thought one such successful prediction could
have been a lucky guess.  But when the second element was discovered,
Gordin says, “Mendeleev’s case was more than twice as strong.”  This
seems to be a case of additional observations confirming the probable
truth of Mendeleyev’s ideas.

Saying that Mendeleev's ideas are twice as strong without providing any 
explanation of what that means is just arranging words to make a sentence that 
sounds kinda pretty.

You may not like his choice of words, but the point he is making is



that chemists’ confidence in Mendeleyev’s table grew each time one of
his predicted elements was discovered.  This increase in confidence
occurred even though the second and third discoveries did not
constitute tests that were any stricter that the first.  I thought
that wasn’t allowed under C&R.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 2, 2012 at 9:07 AM

On Mar 2, 2:34 am, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 10:13 PM, Steve Push wrote:

On Mar 1, 1:03 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 6:29 AM, Steve Push wrote:

On Feb 29, 8:11 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On Feb 29, 2012, at 12:07 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation 
(justification)?

One of the most important goals of science is to predict how the 
world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that we
cannot distinguish between successfully tested theories and 
untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:



1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have to 
use *other, better methods*.

We have to distinguish not with confirmation, which **does not 
work** (even inductivists like Godfrey-Smith are aware of many 
serious criticisms of confirmation!), but rather with explanation and 
criticism, which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and 
untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea of 
using that design. There could be something wrong with the design 
that you won't find out about until you test it. A test might include 
building the bridge, or a scale model of the bridge, or doing a 
simulation of the bridge, or it might just be a simpler calculation 
depending on the explanation for how the design works. All of the 
tests are criticisms. So unless confirmation just means "not failing 
when criticised", confirmation will not play any role at all in assessing 
the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.



The explanations for why the bridge would stay up make no reference 
to when the bridge is built, only to the conditions where it is built, the 
materials and so on. If those explanations are refuted then it's irrational 
to use them in the future because their future predictions have all been 
refuted when the original theory was refuted, and it would be irrational 
to use them. If the explanations are not refuted then their predictions, 
which include predictions about the future, also have not been refuted 
and it would be rational to use them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing
“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

Why does it matter that the design itself hasn't been refuted?

If our two options are:

1 - use the bridge design that has been tested
2 - use the bridge design that hasn't been tested

And we refute option 2 because the idea of using an untested design has 
been criticized (and the criticism is, untested designs might have flaws in 
them we won't know about until we test them), how is that confirmation of 
anything? We're just using the option that hasn't been ruled out, because 
it's the best (only non-refuted) option we have.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for
selecting one design over the other.

We *can* conclude that there is a rational basis for preferring the tested 
design over the untested. We take the criticism we have of untested 
designs, and rule out the untested bridge for that reason. Then we go with 
what we're left with -- the tested design. Not because it has been 



confirmed, but because it's the only option left that hasn't been refuted.

We can call it criticizing and refuting the option of using the
untested design.  If that's all C&R is, our differences are merely
semantic.

But whatever we call it, by choosing one design over the other when
the only difference is testing, we are rejecting Popper's distinction
between "degree of corroboration" (or whatever we agree to call it)
and "confirmation" (or whatever we agree to call it).

Setting aside my previous point that the premises don't make sense:

Untested isn't a criticism in some contexts.

Maybe you want a surprise.

A bridge collapsing?  Who wants that surprise?

I'm not sure if you understand what contexts are.

An example of a different context would be an untested theory that isn't about a 
bridge, but instead is about an ant.

So it's not testing that is telling us what to do, at all. Testing can go either 
way.

The question is, Which design do you choose, and why?

Provide the designs for us to evaluate! The scenario does provide the 
information we use in real life to actually make decisions.

Or answer my question about how come the "untested" theory hasn't passed all 
the tests the "tested" theory has.



It's criticisms in the context of our problem situation.

What does that mean, and how does it apply to the bridge problem?

It means you have to consider what you're trying to get or do, and then come up 
with criticisms relevant to that. In some cases, "untested" could be a criticism 
because in your situation a tested thing would be better. In other cases, 
untested would be a merit. It depends what you're trying to accomplish.

The fundamental thing is always to come up with explanations about what is 
good or bad in the context of addressing the problems at issue. It's important not 
to just make naive assumptions like that some things are good in all contexts.

Another example would be capitalization errors. Is a criticism of a capitalization 
error a good or bad criticism? It depends on the context. It depends what 
problem you're trying to solve. It may be important, or it may be irrelevant.

This particular question has only one context.  I'm not asking about
ants or capital letters.  We want to build a bridge.  We have a old
design that is "tried and true," and we have a new design that seems
perfectly good in theory but has never been used before.  Which one
would you choose, and why?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 2, 2012 at 9:29 AM

On Mar 2, 2:37 am, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 10:29 PM, Steve Push wrote:

They knew from experience what stuff fell and what didn’t.  How did they know 
the stuff that fell yesterday will fall tomorrow?

They had an explanation that said it would continue to fall.

E.g. "That's how the world works (always)". Or "the gods like it that way and the 
gods are temperamental about some things but not this".

How else could they know? The data available is compatible with it ceasing to 
fall tomorrow. The data is infinitely ambiguous but their explanations aren't.

"knew from experience" is also completely ambiguous. does it mean knew from 
induction or what? C&R actually explains how people learn things but its rivals 
never do.

So you believe that substituting "the will of the gods" for "our best
theory of gravity" would make no meaningful difference in the
conversation between David and the "cryptoinductivist"?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 2, 2012 at 11:24 AM

On Mar 1, 9:52 pm, Elliot Temple <c...@curi.us> wrote:
Quotes are from Theory and Reality by Peter Godfrey-Smith

pp 202-210 explain and criticize Bayesian epistemology. some of the 
explanations are about right and some of the criticisms are good. but the whole 
discussion is disturbing in how wishy-washy it is. the author keeps saying 
maybe X is right, or maybe not-X is right and talking about which groups of 
people believe what.

and he'll point out some flaw in Bayesianism and then be like "so is that a 
feature or a bug? no comment".

he's constantly acting like we don't know much of anything, we're always deeply 
unsure, and which positions we accept is more about loyalty and picking sides 
than truth and decisive arguments. none of his arguments are meant to be 
decisive.

he acts like it's a bit of a matter of personal taste which philosophy you like. and 
the issue is which you like not which you judge true.

a lot of the techniques and style are the same kinds of things he did with 
Popper. one of his favorite phrases was, "For Popper, X is true". but Popper 
believed X was objectively true, it wasn't personal taste; Popper believed it was 
true for everyone.

and at the start of the Bayes chapter he brings up Popper briefly and says 
something like "so much failure to solve the problem of confirmation. but Popper 
must have been happy b/c he opposed confirmation". he's treating philosophers 
like *fans* rather than truth-seekers. as if they think their happiness and 
personal taste is relevant, and as if they enjoy *personally* being right as 
opposed to progress towards the truth *by anyone*, and so on.

G-F sees the world in a petty way, and assumes even great thinkers like Popper 
were petty too. even a good many of Popper's opponents were not petty. 
mistaken, but not petty. plenty of them were interested in ideas and truth, didn't 
personalize everything, and didn't see philosophical schools like school cliques 
or like sports teams with fanbases.



G-F doesn't understand that Popper opposed confirmation due to *arguments* 
(which G-F never explains and seems unaware of) rather than due to some kind 
of personal preference. Popper doesn't *enjoy* confirmation being a bad idea, 
he just *soberly judges* it is.

Philosophy isn't about schoolyard or workplace status and politics. And nor is it 
about being wishy washy and appreciating all the different *contradictory* sides 
and never making any strong judgments or decisive arguments. Truth seeking 
requires *refutations* and *bold positions* (an aspect of Popper G-F praised but 
doesn't use in his own book).

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: March 2, 2012 at 11:31 AM

On Mar 2, 2012, at 6:07 AM, Steve Push wrote:

On Mar 2, 2:34 am, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 10:13 PM, Steve Push wrote:

On Mar 1, 1:03 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 6:29 AM, Steve Push wrote:

On Feb 29, 8:11 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On Feb 29, 2012, at 12:07 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation 
(justification)?

One of the most important goals of science is to predict how the 
world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that 
we
cannot distinguish between successfully tested theories and 
untested



but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we have 
to use *other, better methods*.

We have to distinguish not with confirmation, which **does not 
work** (even inductivists like Godfrey-Smith are aware of many 
serious criticisms of confirmation!), but rather with explanation 
and criticism, which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and 
untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea 
of using that design. There could be something wrong with the 
design that you won't find out about until you test it. A test might 
include building the bridge, or a scale model of the bridge, or doing 
a simulation of the bridge, or it might just be a simpler calculation 
depending on the explanation for how the design works. All of the 
tests are criticisms. So unless confirmation just means "not failing 
when criticised", confirmation will not play any role at all in 
assessing the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)



Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no reference 
to when the bridge is built, only to the conditions where it is built, the 
materials and so on. If those explanations are refuted then it's 
irrational to use them in the future because their future predictions 
have all been refuted when the original theory was refuted, and it 
would be irrational to use them. If the explanations are not refuted then 
their predictions, which include predictions about the future, also have 
not been refuted and it would be rational to use them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing
“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

Why does it matter that the design itself hasn't been refuted?

If our two options are:

1 - use the bridge design that has been tested
2 - use the bridge design that hasn't been tested

And we refute option 2 because the idea of using an untested design has 
been criticized (and the criticism is, untested designs might have flaws in 
them we won't know about until we test them), how is that confirmation of 
anything? We're just using the option that hasn't been ruled out, because 
it's the best (only non-refuted) option we have.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for



selecting one design over the other.

We *can* conclude that there is a rational basis for preferring the tested 
design over the untested. We take the criticism we have of untested 
designs, and rule out the untested bridge for that reason. Then we go 
with what we're left with -- the tested design. Not because it has been 
confirmed, but because it's the only option left that hasn't been refuted.

We can call it criticizing and refuting the option of using the
untested design.  If that's all C&R is, our differences are merely
semantic.

But whatever we call it, by choosing one design over the other when
the only difference is testing, we are rejecting Popper's distinction
between "degree of corroboration" (or whatever we agree to call it)
and "confirmation" (or whatever we agree to call it).

Setting aside my previous point that the premises don't make sense:

Untested isn't a criticism in some contexts.

Maybe you want a surprise.

A bridge collapsing?  Who wants that surprise?

I'm not sure if you understand what contexts are.

An example of a different context would be an untested theory that isn't about 
a bridge, but instead is about an ant.

So it's not testing that is telling us what to do, at all. Testing can go either 
way.

The question is, Which design do you choose, and why?

Provide the designs for us to evaluate! The scenario does provide the 



information we use in real life to actually make decisions.

Or answer my question about how come the "untested" theory hasn't passed 
all the tests the "tested" theory has.

It's criticisms in the context of our problem situation.

What does that mean, and how does it apply to the bridge problem?

It means you have to consider what you're trying to get or do, and then come 
up with criticisms relevant to that. In some cases, "untested" could be a 
criticism because in your situation a tested thing would be better. In other 
cases, untested would be a merit. It depends what you're trying to accomplish.

The fundamental thing is always to come up with explanations about what is 
good or bad in the context of addressing the problems at issue. It's important 
not to just make naive assumptions like that some things are good in all 
contexts.

Another example would be capitalization errors. Is a criticism of a capitalization 
error a good or bad criticism? It depends on the context. It depends what 
problem you're trying to solve. It may be important, or it may be irrelevant.

This particular question has only one context.  I'm not asking about
ants or capital letters.  We want to build a bridge.  We have a old
design that is "tried and true," and we have a new design that seems
perfectly good in theory but has never been used before.  Which one
would you choose, and why?

This is using some kind of common sense meaning of testing in this paragraph. 
The initial presentation of the problem was about Popperian testing, not common 
sense concepts about "tried and true". This is changing the question in the middle 
of the discussion.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Theory and Reality, 6
Date: March 2, 2012 at 11:34 AM

On Mar 2, 2012, at 8:24 AM, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

Popper and Deutsch advocate objective truth. With arguments.

Do you have any criticisms. Does G-F?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 2, 2012 at 12:22 PM

On Mar 2, 11:31 am, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 6:07 AM, Steve Push wrote:

On Mar 2, 2:34 am, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 10:13 PM, Steve Push wrote:

On Mar 1, 1:03 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 6:29 AM, Steve Push wrote:

On Feb 29, 8:11 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On Feb 29, 2012, at 12:07 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation 
(justification)?

One of the most important goals of science is to predict how 
the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that 
we
cannot distinguish between successfully tested theories and 
untested
but logically possible theories.



But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we 
have to use *other, better methods*.

We have to distinguish not with confirmation, which **does not 
work** (even inductivists like Godfrey-Smith are aware of many 
serious criticisms of confirmation!), but rather with explanation 
and criticism, which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and 
untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea 
of using that design. There could be something wrong with the 
design that you won't find out about until you test it. A test might 
include building the bridge, or a scale model of the bridge, or doing 
a simulation of the bridge, or it might just be a simpler calculation 
depending on the explanation for how the design works. All of the 
tests are criticisms. So unless confirmation just means "not failing 
when criticised", confirmation will not play any role at all in 
assessing the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)



Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  
You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no 
reference to when the bridge is built, only to the conditions where it is 
built, the materials and so on. If those explanations are refuted then 
it's irrational to use them in the future because their future predictions 
have all been refuted when the original theory was refuted, and it 
would be irrational to use them. If the explanations are not refuted 
then their predictions, which include predictions about the future, also 
have not been refuted and it would be rational to use them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing
“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

Why does it matter that the design itself hasn't been refuted?

If our two options are:

1 - use the bridge design that has been tested
2 - use the bridge design that hasn't been tested

And we refute option 2 because the idea of using an untested design 
has been criticized (and the criticism is, untested designs might have 
flaws in them we won't know about until we test them), how is that 
confirmation of anything? We're just using the option that hasn't been 
ruled out, because it's the best (only non-refuted) option we have.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for



selecting one design over the other.

We *can* conclude that there is a rational basis for preferring the tested 
design over the untested. We take the criticism we have of untested 
designs, and rule out the untested bridge for that reason. Then we go 
with what we're left with -- the tested design. Not because it has been 
confirmed, but because it's the only option left that hasn't been refuted.

We can call it criticizing and refuting the option of using the
untested design.  If that's all C&R is, our differences are merely
semantic.

But whatever we call it, by choosing one design over the other when
the only difference is testing, we are rejecting Popper's distinction
between "degree of corroboration" (or whatever we agree to call it)
and "confirmation" (or whatever we agree to call it).

Setting aside my previous point that the premises don't make sense:

Untested isn't a criticism in some contexts.

Maybe you want a surprise.

A bridge collapsing?  Who wants that surprise?

I'm not sure if you understand what contexts are.

An example of a different context would be an untested theory that isn't about 
a bridge, but instead is about an ant.

So it's not testing that is telling us what to do, at all. Testing can go either 
way.

The question is, Which design do you choose, and why?

Provide the designs for us to evaluate! The scenario does provide the 
information we use in real life to actually make decisions.



Or answer my question about how come the "untested" theory hasn't passed 
all the tests the "tested" theory has.

It's criticisms in the context of our problem situation.

What does that mean, and how does it apply to the bridge problem?

It means you have to consider what you're trying to get or do, and then come 
up with criticisms relevant to that. In some cases, "untested" could be a 
criticism because in your situation a tested thing would be better. In other 
cases, untested would be a merit. It depends what you're trying to 
accomplish.

The fundamental thing is always to come up with explanations about what is 
good or bad in the context of addressing the problems at issue. It's important 
not to just make naive assumptions like that some things are good in all 
contexts.

Another example would be capitalization errors. Is a criticism of a 
capitalization error a good or bad criticism? It depends on the context. It 
depends what problem you're trying to solve. It may be important, or it may 
be irrelevant.

This particular question has only one context.  I'm not asking about
ants or capital letters.  We want to build a bridge.  We have a old
design that is "tried and true," and we have a new design that seems
perfectly good in theory but has never been used before.  Which one
would you choose, and why?

This is using some kind of common sense meaning of testing in this paragraph. 
The initial presentation of the problem was about Popperian testing, not 
common sense concepts about "tried and true". This is changing the question in 
the middle of the discussion.

-- Elliot Templehttp://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 2, 2012 at 12:27 PM

On Mar 2, 11:31 am, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 6:07 AM, Steve Push wrote:

On Mar 2, 2:34 am, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 10:13 PM, Steve Push wrote:

On Mar 1, 1:03 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 6:29 AM, Steve Push wrote:

On Feb 29, 8:11 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On Feb 29, 2012, at 12:07 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation 
(justification)?

One of the most important goals of science is to predict how 
the world
will behave.  I am suspicious of a philosophy of science that in
effect denies that such prediction is possible by asserting that 
we
cannot distinguish between successfully tested theories and 
untested
but logically possible theories.



But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we 
have to use *other, better methods*.

We have to distinguish not with confirmation, which **does not 
work** (even inductivists like Godfrey-Smith are aware of many 
serious criticisms of confirmation!), but rather with explanation 
and criticism, which does work.

What is your response to Godfery-Smith's objection to Popper on
confirmation?  In the example of choosing between tested and 
untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the idea 
of using that design. There could be something wrong with the 
design that you won't find out about until you test it. A test might 
include building the bridge, or a scale model of the bridge, or doing 
a simulation of the bridge, or it might just be a simpler calculation 
depending on the explanation for how the design works. All of the 
tests are criticisms. So unless confirmation just means "not failing 
when criticised", confirmation will not play any role at all in 
assessing the bridge.

All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the bridge
without doing at least some of the other tests first.)



Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  
You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no 
reference to when the bridge is built, only to the conditions where it is 
built, the materials and so on. If those explanations are refuted then 
it's irrational to use them in the future because their future predictions 
have all been refuted when the original theory was refuted, and it 
would be irrational to use them. If the explanations are not refuted 
then their predictions, which include predictions about the future, also 
have not been refuted and it would be rational to use them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing
“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

Why does it matter that the design itself hasn't been refuted?

If our two options are:

1 - use the bridge design that has been tested
2 - use the bridge design that hasn't been tested

And we refute option 2 because the idea of using an untested design 
has been criticized (and the criticism is, untested designs might have 
flaws in them we won't know about until we test them), how is that 
confirmation of anything? We're just using the option that hasn't been 
ruled out, because it's the best (only non-refuted) option we have.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for



selecting one design over the other.

We *can* conclude that there is a rational basis for preferring the tested 
design over the untested. We take the criticism we have of untested 
designs, and rule out the untested bridge for that reason. Then we go 
with what we're left with -- the tested design. Not because it has been 
confirmed, but because it's the only option left that hasn't been refuted.

We can call it criticizing and refuting the option of using the
untested design.  If that's all C&R is, our differences are merely
semantic.

But whatever we call it, by choosing one design over the other when
the only difference is testing, we are rejecting Popper's distinction
between "degree of corroboration" (or whatever we agree to call it)
and "confirmation" (or whatever we agree to call it).

Setting aside my previous point that the premises don't make sense:

Untested isn't a criticism in some contexts.

Maybe you want a surprise.

A bridge collapsing?  Who wants that surprise?

I'm not sure if you understand what contexts are.

An example of a different context would be an untested theory that isn't about 
a bridge, but instead is about an ant.

So it's not testing that is telling us what to do, at all. Testing can go either 
way.

The question is, Which design do you choose, and why?

Provide the designs for us to evaluate! The scenario does provide the 
information we use in real life to actually make decisions.



Or answer my question about how come the "untested" theory hasn't passed 
all the tests the "tested" theory has.

It's criticisms in the context of our problem situation.

What does that mean, and how does it apply to the bridge problem?

It means you have to consider what you're trying to get or do, and then come 
up with criticisms relevant to that. In some cases, "untested" could be a 
criticism because in your situation a tested thing would be better. In other 
cases, untested would be a merit. It depends what you're trying to 
accomplish.

The fundamental thing is always to come up with explanations about what is 
good or bad in the context of addressing the problems at issue. It's important 
not to just make naive assumptions like that some things are good in all 
contexts.

Another example would be capitalization errors. Is a criticism of a 
capitalization error a good or bad criticism? It depends on the context. It 
depends what problem you're trying to solve. It may be important, or it may 
be irrelevant.

This particular question has only one context.  I'm not asking about
ants or capital letters.  We want to build a bridge.  We have a old
design that is "tried and true," and we have a new design that seems
perfectly good in theory but has never been used before.  Which one
would you choose, and why?

This is using some kind of common sense meaning of testing in this paragraph. 
The initial presentation of the problem was about Popperian testing, not 
common sense concepts about "tried and true". This is changing the question in 
the middle of the discussion.

Nothing has changed.  From the start the question has been the one
posed by Godfrey-Smith on pp. 67-69.  "Tried and true" is a direct
quote from p. 67 and refers to empirical testing.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: March 2, 2012 at 12:34 PM

On Mar 2, 2012, at 9:27 AM, Steve Push wrote:

On Mar 2, 11:31 am, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 6:07 AM, Steve Push wrote:

On Mar 2, 2:34 am, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 10:13 PM, Steve Push wrote:

On Mar 1, 1:03 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 6:29 AM, Steve Push wrote:

On Feb 29, 8:11 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On Feb 29, 2012, at 12:07 PM, Steve Push 
<stephen.p...@gmail.com> wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation 
(justification)?

One of the most important goals of science is to predict how 
the world
will behave.  I am suspicious of a philosophy of science that 
in



effect denies that such prediction is possible by asserting 
that we
cannot distinguish between successfully tested theories and 
untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we 
have to use *other, better methods*.

We have to distinguish not with confirmation, which **does not 
work** (even inductivists like Godfrey-Smith are aware of 
many serious criticisms of confirmation!), but rather with 
explanation and criticism, which does work.

What is your response to Godfery-Smith's objection to Popper 
on
confirmation?  In the example of choosing between tested and 
untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the 
idea of using that design. There could be something wrong with 
the design that you won't find out about until you test it. A test 
might include building the bridge, or a scale model of the bridge, 
or doing a simulation of the bridge, or it might just be a simpler 
calculation depending on the explanation for how the design 
works. All of the tests are criticisms. So unless confirmation just 
means "not failing when criticised", confirmation will not play any 
role at all in assessing the bridge.



All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the 
bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  
You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no 
reference to when the bridge is built, only to the conditions where it 
is built, the materials and so on. If those explanations are refuted 
then it's irrational to use them in the future because their future 
predictions have all been refuted when the original theory was 
refuted, and it would be irrational to use them. If the explanations 
are not refuted then their predictions, which include predictions 
about the future, also have not been refuted and it would be rational 
to use them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing
“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

Why does it matter that the design itself hasn't been refuted?

If our two options are:

1 - use the bridge design that has been tested
2 - use the bridge design that hasn't been tested

And we refute option 2 because the idea of using an untested design 
has been criticized (and the criticism is, untested designs might have 



flaws in them we won't know about until we test them), how is that 
confirmation of anything? We're just using the option that hasn't been 
ruled out, because it's the best (only non-refuted) option we have.

There would seem to be only two options:  Either conclude that there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for
selecting one design over the other.

We *can* conclude that there is a rational basis for preferring the 
tested design over the untested. We take the criticism we have of 
untested designs, and rule out the untested bridge for that reason. 
Then we go with what we're left with -- the tested design. Not because 
it has been confirmed, but because it's the only option left that hasn't 
been refuted.

We can call it criticizing and refuting the option of using the
untested design.  If that's all C&R is, our differences are merely
semantic.

But whatever we call it, by choosing one design over the other when
the only difference is testing, we are rejecting Popper's distinction
between "degree of corroboration" (or whatever we agree to call it)
and "confirmation" (or whatever we agree to call it).

Setting aside my previous point that the premises don't make sense:

Untested isn't a criticism in some contexts.

Maybe you want a surprise.

A bridge collapsing?  Who wants that surprise?

I'm not sure if you understand what contexts are.

An example of a different context would be an untested theory that isn't 
about a bridge, but instead is about an ant.



So it's not testing that is telling us what to do, at all. Testing can go either 
way.

The question is, Which design do you choose, and why?

Provide the designs for us to evaluate! The scenario does provide the 
information we use in real life to actually make decisions.

Or answer my question about how come the "untested" theory hasn't 
passed all the tests the "tested" theory has.

It's criticisms in the context of our problem situation.

What does that mean, and how does it apply to the bridge problem?

It means you have to consider what you're trying to get or do, and then 
come up with criticisms relevant to that. In some cases, "untested" could be 
a criticism because in your situation a tested thing would be better. In other 
cases, untested would be a merit. It depends what you're trying to 
accomplish.

The fundamental thing is always to come up with explanations about what is 
good or bad in the context of addressing the problems at issue. It's 
important not to just make naive assumptions like that some things are good 
in all contexts.

Another example would be capitalization errors. Is a criticism of a 
capitalization error a good or bad criticism? It depends on the context. It 
depends what problem you're trying to solve. It may be important, or it may 
be irrelevant.

This particular question has only one context.  I'm not asking about
ants or capital letters.  We want to build a bridge.  We have a old
design that is "tried and true," and we have a new design that seems
perfectly good in theory but has never been used before.  Which one
would you choose, and why?

This is using some kind of common sense meaning of testing in this 



paragraph. The initial presentation of the problem was about Popperian 
testing, not common sense concepts about "tried and true". This is changing 
the question in the middle of the discussion.

Nothing has changed.  From the start the question has been the one
posed by Godfrey-Smith on pp. 67-69.  "Tried and true" is a direct
quote from p. 67 and refers to empirical testing.

Theory A has passed a bunch of tests.

Theory B -- addressing the identical situations (e.g. all bridges) -- has not passed 
those tests, but also is not refuted by them.

How is this possible?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 2, 2012 at 12:34 PM

On Mar 2, 11:34 am, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 8:24 AM, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

Popper and Deutsch advocate objective truth. With arguments.

Do you have any criticisms. Does G-F?

Yes.  The first is the objection on confirmation illustrated by the
bridge-building scenario.  I await you answer.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 2, 2012 at 12:39 PM

On Mar 2, 12:34 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 9:27 AM, Steve Push wrote:

On Mar 2, 11:31 am, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 6:07 AM, Steve Push wrote:

On Mar 2, 2:34 am, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 10:13 PM, Steve Push wrote:

On Mar 1, 1:03 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 1, 2012, at 6:29 AM, Steve Push wrote:

On Feb 29, 8:11 pm, Kristen Ely <kristene...@yahoo.com> wrote:
On Feb 29, 2012, at 12:07 PM, Steve Push 
<stephen.p...@gmail.com> wrote:

On Feb 28, 4:23 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 15:06, Steve Push wrote:

On Feb 28, 8:46 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 28 Feb 2012, at 08:51, Steve Push wrote:

On Feb 27, 12:23 pm, Elliot Temple <c...@curi.us> wrote:
On Feb 26, 2012, at 6:27 AM, Steve Push wrote:

Why do you think it's so important to retain confirmation 
(justification)?

One of the most important goals of science is to predict how 
the world
will behave.  I am suspicious of a philosophy of science that 
in
effect denies that such prediction is possible by asserting 



that we
cannot distinguish between successfully tested theories and 
untested
but logically possible theories.

But Popperian philosophy makes no such assertion.

It has no problem with:

1) predictions

2) distinguishing

All it says is: we can't distinguish *with some methods*, we 
have to use *other, better methods*.

We have to distinguish not with confirmation, which **does 
not work** (even inductivists like Godfrey-Smith are aware of 
many serious criticisms of confirmation!), but rather with 
explanation and criticism, which does work.

What is your response to Godfery-Smith's objection to Popper 
on
confirmation?  In the example of choosing between tested and 
untested
bridge designs, if confirmation does not exist, "there is also no
policy that is *more* rational than choosing the *un*tested
design."  (p. 69, emphasis in original)

If a bridge design has not been tested that is a criticism of the 
idea of using that design. There could be something wrong with 
the design that you won't find out about until you test it. A test 
might include building the bridge, or a scale model of the 
bridge, or doing a simulation of the bridge, or it might just be a 
simpler calculation depending on the explanation for how the 
design works. All of the tests are criticisms. So unless 
confirmation just means "not failing when criticised", 
confirmation will not play any role at all in assessing the bridge.



All of the tests you suggest seem reasonable to me.  (It would,
however, show a blatant disregard for human life to build the 
bridge
without doing at least some of the other tests first.)

Implicit in you answer is the premise that doing such tests will tell
us something useful about the future performance of the bridge.  
You
are tacitly accepting the possibility of confirmation.

Not in the sense you mean.

The explanations for why the bridge would stay up make no 
reference to when the bridge is built, only to the conditions where 
it is built, the materials and so on. If those explanations are refuted 
then it's irrational to use them in the future because their future 
predictions have all been refuted when the original theory was 
refuted, and it would be irrational to use them. If the explanations 
are not refuted then their predictions, which include predictions 
about the future, also have not been refuted and it would be 
rational to use them.

In this hypothetical example, neither the tested nor the untested
bridge design has been refuted.  Now if, as you say, lack of testing
“is a criticism of the idea of using that design,” what is the basis
for that criticism?  In cannot be a Popperian objection, because the
design has not been refuted.  What is left, other than to assume that
the tested design is better confirmed than the untested design?

Why does it matter that the design itself hasn't been refuted?

If our two options are:

1 - use the bridge design that has been tested
2 - use the bridge design that hasn't been tested

And we refute option 2 because the idea of using an untested design 
has been criticized (and the criticism is, untested designs might have 



flaws in them we won't know about until we test them), how is that 
confirmation of anything? We're just using the option that hasn't been 
ruled out, because it's the best (only non-refuted) option we have.

There would seem to be only two options:  Either conclude that 
there
is no rational basis for preferring the tested design over the
untested.  Or conclude that testing provides justification for
selecting one design over the other.

We *can* conclude that there is a rational basis for preferring the 
tested design over the untested. We take the criticism we have of 
untested designs, and rule out the untested bridge for that reason. 
Then we go with what we're left with -- the tested design. Not 
because it has been confirmed, but because it's the only option left 
that hasn't been refuted.

We can call it criticizing and refuting the option of using the
untested design.  If that's all C&R is, our differences are merely
semantic.

But whatever we call it, by choosing one design over the other when
the only difference is testing, we are rejecting Popper's distinction
between "degree of corroboration" (or whatever we agree to call it)
and "confirmation" (or whatever we agree to call it).

Setting aside my previous point that the premises don't make sense:

Untested isn't a criticism in some contexts.

Maybe you want a surprise.

A bridge collapsing?  Who wants that surprise?

I'm not sure if you understand what contexts are.

An example of a different context would be an untested theory that isn't 
about a bridge, but instead is about an ant.



So it's not testing that is telling us what to do, at all. Testing can go 
either way.

The question is, Which design do you choose, and why?

Provide the designs for us to evaluate! The scenario does provide the 
information we use in real life to actually make decisions.

Or answer my question about how come the "untested" theory hasn't 
passed all the tests the "tested" theory has.

It's criticisms in the context of our problem situation.

What does that mean, and how does it apply to the bridge problem?

It means you have to consider what you're trying to get or do, and then 
come up with criticisms relevant to that. In some cases, "untested" could 
be a criticism because in your situation a tested thing would be better. In 
other cases, untested would be a merit. It depends what you're trying to 
accomplish.

The fundamental thing is always to come up with explanations about what 
is good or bad in the context of addressing the problems at issue. It's 
important not to just make naive assumptions like that some things are 
good in all contexts.

Another example would be capitalization errors. Is a criticism of a 
capitalization error a good or bad criticism? It depends on the context. It 
depends what problem you're trying to solve. It may be important, or it may 
be irrelevant.

This particular question has only one context.  I'm not asking about
ants or capital letters.  We want to build a bridge.  We have a old
design that is "tried and true," and we have a new design that seems
perfectly good in theory but has never been used before.  Which one
would you choose, and why?



This is using some kind of common sense meaning of testing in this 
paragraph. The initial presentation of the problem was about Popperian 
testing, not common sense concepts about "tried and true". This is changing 
the question in the middle of the discussion.

Nothing has changed.  From the start the question has been the one
posed by Godfrey-Smith on pp. 67-69.  "Tried and true" is a direct
quote from p. 67 and refers to empirical testing.

Theory A has passed a bunch of tests.

Theory B -- addressing the identical situations (e.g. all bridges) -- has not 
passed those tests, but also is not refuted by them.

How is this possible?

Theory B (the new bridge design) has not passed all of the tests.
Specifically, no one has yet built a bridge with it.

-- Steve



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Theory and Reality, 6
Date: March 2, 2012 at 12:47 PM

On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is certainly one way 
of answering all questions. But is it the right way?

If it is, then according to itself, it cannot be the only right way.

What would be another right way?

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: March 2, 2012 at 1:15 PM

On Mar 2, 2012, at 9:39 AM, Steve Push wrote:

On Mar 2, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

Theory A has passed a bunch of tests.

Theory B -- addressing the identical situations (e.g. all bridges) -- has not 
passed those tests, but also is not refuted by them.

How is this possible?

Theory B (the new bridge design) has not passed all of the tests.
Specifically, no one has yet built a bridge with it.

Can you give an example of a test theory B hasn't passed or been refuted by, 
which theory A has passed?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Did Mendeleyev Induce the Periodic Table?
Date: March 2, 2012 at 1:27 PM

On 2 Mar 2012, at 13:13, Steve Push wrote:

On Mar 2, 3:43 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Mar 2012, at 12:51, Steve Push wrote:

On Feb 29, 4:08 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 16:46, Steve Push wrote:

On Feb 29, 4:10 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 05:57, Steve Push wrote:

A friend suggested that the discovery/invention of the periodic table
of the elements is a good example of induction in science.

Although other chemists had organized tables of the known elements
based on atomic weight in the 1860s, Dmitri Mendeleyev went further in
1871. Observing patterns in the properties of the known elements, he
made a few changes, such as reversing the positions of tellurium and
iodine in his table.  He also left spaces where he predicted that
unknown elements with certain properties belonged.  His vision was
vindicated when the predicted elements were discovered and when, 
early
in the 20th Century, investigation of the structure of the atomic
nucleus revealed that the properties of the elements are correlated
with atomic *number* -- which is a few rare cases, such as tellurium
and iodine, is slightly different from atomic weight.  (Source:
History of Western Science, 1543-2001 by John Gribbin.  The Folio
Society, 2006, pp. 408-414.)

Of course Mendeleyev had much background knowledge on which 
draw.  But



he lacked knowledge of nuclear structure and atomic number.  Thus he
must have induced certain features of his table -- including the
properties of the unknown elements and the positions of tellurium and
iodine -- from the observed properties of the known elements.

No. Mendeleev could have come up with the table without induction. The 
argument could go like this: gosh, there are a lot of elements and they 
have all sorts of properties, I wonder if those properties are related to one 
another in a way that might be due to some internal structure? Then he 
tries out conjectures about the relation until he finds the one that isn't 
refuted by the existing knowledge and makes guesses about what people 
will find if his guess about the relations between the properties of 
chemicals is right.

How could Mendeleyev have speculated about the internal structure of
atoms?  In 1871, no one knew atoms *had* internal structure.

In the absence of such knowledge, he must have inferred unobserved 
properties
and relationships from observed but as-yet unexplained patterns.  That
seems to fit at least one definition of induction.

As it turns out, he didn't guess about atoms, he just guessed about what he 
called "simple substances" and "homogenous bodies". He accepted that 
elements combined in particular ratios, but he didn't accept the atomic 
theory. See "A well-ordered thing: Dmitrii Mendeleev and the shadow of the 
periodic table" By Michael D. Gordin, starting on page 22. He didn't accept 
the atomic theory because he thought that it couldn't explain solution 
chemistry, so there were two conjectures available and he picked the one 
that he thought had not been successfully criticised.

And since there is no explanation of how induction is done it doesn't 
make any sense to say that he induced it, anymore than it makes sense 
to say he got it by reading tea leaves.

I hope you will forgive me if I put aside for now the more difficult
question of how induction could work.  My position is that it is an
empirical fact that induction is used.  Induction raises some
philosophical problems (as does C&R).  But anyone who asserts that



induction is impossible cannot provide a satisfactory explanation of
how the periodic table came into existence.

Arranging the elements according to atomic weight created a pattern,
but no one at the time knew why.  Mendeleyev went even further and
made predictions from the pattern that would not be explained until
decades later. I think any attempt to shoehorn that discovery into a
C&R narrative must either assume knowledge that didn’t exist in 1871
or create a just-so story of unrecorded reasoning that would be
unfalsifiable.

You have said that you know how induction works. You can't have records of 
a process you have no explanation for, so you have no records of induction. 
So your criticism applies far to inductivism than critical rationalism because 
for instances of which we do have records we can at least try to explain 
them in terms of critical rationalism, but we can't do that at all for 
inductivism.

My position is that inductive reasoning exists as an observable fact.
How and why it works and whether people ought to use induction rather
than some other method are issues that raise interesting philosophical
problems.  But I don’t see how those problems can be solved by the
unfounded claim that induction is impossible or nonexistent.

Thank you for referring me to Gordin’s book.  It bolsters my case that
induction and confirmation are used in science.

First, Gordin comes right out and says so:  “Volume 1 [of Mendeleyev’s
textbook Principles of Chemistry] is an empirical introduction to
chemical practices and the *inductive* aspects of chemistry; volume 2
is a series of deductions from chemical theories, most saliently from
the periodic system.” (Emphasis added.)

Using the word inductive with no explanation is irrelevant to the controversy.

I don’t see how it is irrelevant.  An author you respected enough to
cite in this discussion believes in inductive science.  He could be
wrong, but it counts as evidence in support of the idea of that
induction is used in science.



He doesn't explain induction, so he provides nothing that is relevant to deciding 
between our positions except insofar as his description is consistent with CR.

Before reading Gordin, I didn’t know that Mendeleyev originally
developed his table as a teaching aid.  Gordin describes how
Mendeleyev started by searching for patterns in the data and only
later came to realize that the table reflected an underlying law of
nature.

So he was looking for a pattern originally because he wanted a nemonic, but at 
some point he started to look at the patterns he found as a criticism of that 
idea. He could do better than a nemonic.

I don’t recall Gordin saying anything about a mnemonic.

He initially wanted something to help his students remember stuff.

Mendeleyev’s initial idea was to use the table to illustrate relationships among 
the elements.  He induced the law from the pattern of relationships he saw in 
the table.

You haven't provided an account of how he did this.

Of particular interest is Gordin’s discussion of the prediction of the
properties of then-undiscovered elements.  This appears to be an
inductive leap, in which Mendeleyev reasoned that as-yet unobserved
properties could be predicted by interpolation from observed
properties.

He guessed there was a pattern. The absence of elements with certain 
properties seemed to refute that guess, but he interpreted it as an opportunity 
to test his theory instead by predicting that elements with certain properties 
should exist.

That narrative seems consistent with the facts, as does the inductive
narrative.  On this point at least, the difference between induction
and C&R seems merely semantic.



I haven't heard any inductive narrative yet.

Gordin also notes that the first discovery of one of Mendeleyev’s
predicted elements didn’t generate great enthusiasm for Mendeleyev’s
table, because chemists thought one such successful prediction could
have been a lucky guess.  But when the second element was discovered,
Gordin says, “Mendeleev’s case was more than twice as strong.”  This
seems to be a case of additional observations confirming the probable
truth of Mendeleyev’s ideas.

Saying that Mendeleev's ideas are twice as strong without providing any 
explanation of what that means is just arranging words to make a sentence 
that sounds kinda pretty.

You may not like his choice of words, but the point he is making is
that chemists’ confidence in Mendeleyev’s table grew each time one of
his predicted elements was discovered.  This increase in confidence
occurred even though the second and third discoveries did not
constitute tests that were any stricter that the first.  I thought
that wasn’t allowed under C&R.

C and R isn't about what people subjectively feel, it's about how to create 
knowledge.

It is perfectly possible for a person to arbitrarily decide in the light of particular 
events to change something about his life. They could decide to feel happy if they 
see a duck, or to paint their ears blue if they see a rabbit running in a circle. Or 
they can decide to feel confident when they see that results of an experiment 
match a theory. These events are all equally irrelevant to epistemology.

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 2, 2012 at 4:01 PM

On Mar 2, 12:47 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is certainly one way 
of answering all questions. But is it the right way?

Sort of like saying “Never say never,” huh?  :-)

But seriously, my statement acknowledges the possibility that there is
one right way to answer *some* questions, or one right way to answer
*each* question.

If it is, then according to itself, it cannot be the only right way.

What would be another right way?

Godfrey-Smith describes some ideas about evidence and testing as
“procedural naturalism” (Theory and Reality, pp. 214-217).  He says
“an observation is only evidence if it is embedded in the right kind
of procedure.”  For example, observing a black raven in a random
sample of ravens is informative and, if the sample size is large
enough, can contribute to answering the questions “What is the
proportion of blackness among ravens?” and “Is it the case that 100
percent of ravens are black?”  But observing a black raven in a sample
of black things cannot answer those questions.

He applies these ideas to the “grue” problem in “Goodman's Problem and
Scientific Methodology” in Journal of Philosophy 100 (2003): pp.
573-590, which can be found at:



http://www.petergodfreysmith.com/PGS-Grue-04.pdf

-- Steve

http://www.petergodfreysmith.com/PGS-Grue-04.pdf


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 2, 2012 at 4:10 PM

On Mar 2, 1:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 9:39 AM, Steve Push wrote:

On Mar 2, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

Theory A has passed a bunch of tests.

Theory B -- addressing the identical situations (e.g. all bridges) -- has not 
passed those tests, but also is not refuted by them.

How is this possible?

Theory B (the new bridge design) has not passed all of the tests.
Specifically, no one has yet built a bridge with it.

Can you give an example of a test theory B hasn't passed or been refuted by, 
which theory A has passed?

Build the bridge, use it, and see if it collapses.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Theory and Reality, 6
Date: March 2, 2012 at 6:29 PM

On Mar 2, 2012, at 1:01 PM, Steve Push wrote:

On Mar 2, 12:47 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is certainly one 
way of answering all questions. But is it the right way?

Sort of like saying “Never say never,” huh?  :-)

But seriously, my statement acknowledges the possibility that there is
one right way to answer *some* questions, or one right way to answer
*each* question.

If there is one right way to answer each question, then there is one right way to 
answer all questions, defined (notionally) by a list of each each question plus the 
right way to approach it. Conforming to what the list says therefore constitutes a 
single approach which is the right way to answer all questions.

The real situation is that there are many known commonalities between things on 
the list, including some seemingly universal ones.

One commonality, to the best of our knowledge, is that every time the question 
requires knowledge creation then the approach must involve evolution which is 
the only known way to create knowledge (be it C&R or getting a planet, seeding it 
appropriately, and waiting a long time).



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: March 2, 2012 at 6:32 PM

On Mar 2, 2012, at 1:10 PM, Steve Push wrote:

On Mar 2, 1:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 9:39 AM, Steve Push wrote:

On Mar 2, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

Theory A has passed a bunch of tests.

Theory B -- addressing the identical situations (e.g. all bridges) -- has not 
passed those tests, but also is not refuted by them.

How is this possible?

Theory B (the new bridge design) has not passed all of the tests.
Specifically, no one has yet built a bridge with it.

Can you give an example of a test theory B hasn't passed or been refuted by, 
which theory A has passed?

Build the bridge, use it, and see if it collapses.

Popperian tests -- which are the topic -- involve rival theories. Popper doesn't 
consider it a test until you have substantive rival theories to test. You haven't 
specified substantive rival theories so this is not a very good attempt to describe 
Popperian testing.

I think you're also ignoring or misreading the statement above, "addressing the 
identical situations (e.g. all bridges)". If both theories address that situation -- all 
bridges -- and you build one bridge and see if it collapses, this tests both theories. 
Each one will either have predicted the bridge will collapse or not, and will either 
be refuted or pass the test.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 3, 2012 at 8:15 AM

On Mar 2, 1:27 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Mar 2012, at 13:13, Steve Push wrote:

On Mar 2, 3:43 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 1 Mar 2012, at 12:51, Steve Push wrote:

On Feb 29, 4:08 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 16:46, Steve Push wrote:

On Feb 29, 4:10 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 29 Feb 2012, at 05:57, Steve Push wrote:

A friend suggested that the discovery/invention of the periodic table
of the elements is a good example of induction in science.

Although other chemists had organized tables of the known elements
based on atomic weight in the 1860s, Dmitri Mendeleyev went further 
in
1871. Observing patterns in the properties of the known elements, he
made a few changes, such as reversing the positions of tellurium and
iodine in his table.  He also left spaces where he predicted that
unknown elements with certain properties belonged.  His vision was
vindicated when the predicted elements were discovered and when, 
early
in the 20th Century, investigation of the structure of the atomic
nucleus revealed that the properties of the elements are correlated
with atomic *number* -- which is a few rare cases, such as tellurium
and iodine, is slightly different from atomic weight.  (Source:
History of Western Science, 1543-2001 by John Gribbin.  The Folio
Society, 2006, pp. 408-414.)



Of course Mendeleyev had much background knowledge on which 
draw.  But
he lacked knowledge of nuclear structure and atomic number.  Thus 
he
must have induced certain features of his table -- including the
properties of the unknown elements and the positions of tellurium and
iodine -- from the observed properties of the known elements.

No. Mendeleev could have come up with the table without induction. 
The argument could go like this: gosh, there are a lot of elements and 
they have all sorts of properties, I wonder if those properties are related 
to one another in a way that might be due to some internal structure? 
Then he tries out conjectures about the relation until he finds the one 
that isn't refuted by the existing knowledge and makes guesses about 
what people will find if his guess about the relations between the 
properties of chemicals is right.

How could Mendeleyev have speculated about the internal structure of
atoms?  In 1871, no one knew atoms *had* internal structure.

In the absence of such knowledge, he must have inferred unobserved 
properties
and relationships from observed but as-yet unexplained patterns.  That
seems to fit at least one definition of induction.

As it turns out, he didn't guess about atoms, he just guessed about what 
he called "simple substances" and "homogenous bodies". He accepted 
that elements combined in particular ratios, but he didn't accept the atomic 
theory. See "A well-ordered thing: Dmitrii Mendeleev and the shadow of 
the periodic table" By Michael D. Gordin, starting on page 22. He didn't 
accept the atomic theory because he thought that it couldn't explain 
solution chemistry, so there were two conjectures available and he picked 
the one that he thought had not been successfully criticised.

And since there is no explanation of how induction is done it doesn't 
make any sense to say that he induced it, anymore than it makes sense 
to say he got it by reading tea leaves.

I hope you will forgive me if I put aside for now the more difficult



question of how induction could work.  My position is that it is an
empirical fact that induction is used.  Induction raises some
philosophical problems (as does C&R).  But anyone who asserts that
induction is impossible cannot provide a satisfactory explanation of
how the periodic table came into existence.

Arranging the elements according to atomic weight created a pattern,
but no one at the time knew why.  Mendeleyev went even further and
made predictions from the pattern that would not be explained until
decades later. I think any attempt to shoehorn that discovery into a
C&R narrative must either assume knowledge that didn’t exist in 1871
or create a just-so story of unrecorded reasoning that would be
unfalsifiable.

You have said that you know how induction works. You can't have records 
of a process you have no explanation for, so you have no records of 
induction. So your criticism applies far to inductivism than critical 
rationalism because for instances of which we do have records we can at 
least try to explain them in terms of critical rationalism, but we can't do that 
at all for inductivism.

My position is that inductive reasoning exists as an observable fact.
How and why it works and whether people ought to use induction rather
than some other method are issues that raise interesting philosophical
problems.  But I don’t see how those problems can be solved by the
unfounded claim that induction is impossible or nonexistent.

Thank you for referring me to Gordin’s book.  It bolsters my case that
induction and confirmation are used in science.

First, Gordin comes right out and says so:  “Volume 1 [of Mendeleyev’s
textbook Principles of Chemistry] is an empirical introduction to
chemical practices and the *inductive* aspects of chemistry; volume 2
is a series of deductions from chemical theories, most saliently from
the periodic system.” (Emphasis added.)

Using the word inductive with no explanation is irrelevant to the controversy.

I don’t see how it is irrelevant.  An author you respected enough to



cite in this discussion believes in inductive science.  He could be
wrong, but it counts as evidence in support of the idea of that
induction is used in science.

He doesn't explain induction, so he provides nothing that is relevant to deciding 
between our positions except insofar as his description is consistent with CR.

In what way is Gordin’s statement about “the inductive aspects of
chemistry” consistent with C&R?  Doesn’t C&R categorically reject the
possibility of induction?

Before reading Gordin, I didn’t know that Mendeleyev originally
developed his table as a teaching aid.  Gordin describes how
Mendeleyev started by searching for patterns in the data and only
later came to realize that the table reflected an underlying law of
nature.

So he was looking for a pattern originally because he wanted a nemonic, but 
at some point he started to look at the patterns he found as a criticism of that 
idea. He could do better than a nemonic.

I don’t recall Gordin saying anything about a mnemonic.

He initially wanted something to help his students remember stuff.

Mendeleyev’s initial idea was to use the table to illustrate relationships among 
the elements.  He induced the law from the pattern of relationships he saw in 
the table.

You haven't provided an account of how he did this.

I have provided an outline.  I could go into greater detail, for
instance, explaining what role valency had in his thinking.  What
precisely are you looking for?

Of particular interest is Gordin’s discussion of the prediction of the
properties of then-undiscovered elements.  This appears to be an
inductive leap, in which Mendeleyev reasoned that as-yet unobserved
properties could be predicted by interpolation from observed



properties.

He guessed there was a pattern. The absence of elements with certain 
properties seemed to refute that guess, but he interpreted it as an opportunity 
to test his theory instead by predicting that elements with certain properties 
should exist.

That narrative seems consistent with the facts, as does the inductive
narrative.  On this point at least, the difference between induction
and C&R seems merely semantic.

I haven't heard any inductive narrative yet.

Again, I have provided an outline.  What additional detail do you
need?

Gordin also notes that the first discovery of one of Mendeleyev’s
predicted elements didn’t generate great enthusiasm for Mendeleyev’s
table, because chemists thought one such successful prediction could
have been a lucky guess.  But when the second element was discovered,
Gordin says, “Mendeleev’s case was more than twice as strong.”  This
seems to be a case of additional observations confirming the probable
truth of Mendeleyev’s ideas.

Saying that Mendeleev's ideas are twice as strong without providing any 
explanation of what that means is just arranging words to make a sentence 
that sounds kinda pretty.

You may not like his choice of words, but the point he is making is
that chemists’ confidence in Mendeleyev’s table grew each time one of
his predicted elements was discovered.  This increase in confidence
occurred even though the second and third discoveries did not
constitute tests that were any stricter that the first.  I thought
that wasn’t allowed under C&R.

C and R isn't about what people subjectively feel, it's about how to create 
knowledge.

It is perfectly possible for a person to arbitrarily decide in the light of particular 



events to change something about his life. They could decide to feel happy if 
they see a duck, or to paint their ears blue if they see a rabbit running in a circle. 
Or they can decide to feel confident when they see that results of an experiment 
match a theory. These events are all equally irrelevant to epistemology.

I agree epistemology is not about subjective feelings, but it *is*
about subjective beliefs.  In many cases, whether a proposition is
objectively true cannot be known with complete certainty.  Thus
knowledge often involves a measure of confidence in whether our
beliefs are true.  That’s why scientific results are often expressed
in “confidence intervals” and why the high standard of proof imposed
on prosecutors in criminal cases is “beyond a *reasonable* doubt”
rather than beyond *any* doubt.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 3, 2012 at 8:51 AM

On Mar 2, 6:29 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:01 PM, Steve Push wrote:

On Mar 2, 12:47 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is certainly one 
way of answering all questions. But is it the right way?

Sort of like saying “Never say never,” huh?  :-)

But seriously, my statement acknowledges the possibility that there is
one right way to answer *some* questions, or one right way to answer
*each* question.

If there is one right way to answer each question, then there is one right way to 
answer all questions, defined (notionally) by a list of each each question plus 
the right way to approach it. Conforming to what the list says therefore 
constitutes a single approach which is the right way to answer all questions.

That right way would be always be a work in progress, because there
would always be new questions and new approaches.

The real situation is that there are many known commonalities between things 
on the list, including some seemingly universal ones.

Commonalities?  Yes.



A universal way?  How would we know?  We don’t know what problems we
will encounter in the future or whether our current methods will be up
to the task.

One commonality, to the best of our knowledge, is that every time the question 
requires knowledge creation then the approach must involve evolution which is 
the only known way to create knowledge (be it C&R or getting a planet, seeding 
it appropriately, and waiting a long time).

Are you using evolution as a metaphor?  Our do you believe that C&R
and biological evolution are the same process?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 3, 2012 at 8:55 AM

On Mar 2, 6:29 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:01 PM, Steve Push wrote:

On Mar 2, 12:47 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is certainly one 
way of answering all questions. But is it the right way?

Sort of like saying “Never say never,” huh?  :-)

But seriously, my statement acknowledges the possibility that there is
one right way to answer *some* questions, or one right way to answer
*each* question.

If there is one right way to answer each question, then there is one right way to 
answer all questions, defined (notionally) by a list of each each question plus 
the right way to approach it. Conforming to what the list says therefore 
constitutes a single approach which is the right way to answer all questions.

That right way would be always be a work in progress, because there
would always be new questions and new approaches.

The real situation is that there are many known commonalities between things 
on the list, including some seemingly universal ones.

Commonalities?  Yes.



A universal way?  How would we know?  We don’t know what problems we
will encounter in the future or whether our current methods will be up
to the task.

One commonality, to the best of our knowledge, is that every time the question 
requires knowledge creation then the approach must involve evolution which is 
the only known way to create knowledge (be it C&R or getting a planet, seeding 
it appropriately, and waiting a long time).

Are you using evolution as a metaphor?  Or do you believe that C&R
and biological evolution are the same process?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 3, 2012 at 8:59 AM

On Mar 2, 6:29 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:01 PM, Steve Push wrote:

On Mar 2, 12:47 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is certainly one 
way of answering all questions. But is it the right way?

Sort of like saying “Never say never,” huh?  :-)

But seriously, my statement acknowledges the possibility that there is
one right way to answer *some* questions, or one right way to answer
*each* question.

If there is one right way to answer each question, then there is one right way to 
answer all questions, defined (notionally) by a list of each each question plus 
the right way to approach it. Conforming to what the list says therefore 
constitutes a single approach which is the right way to answer all questions.

That right way would always be a work in progress, because there would
always be new questions and new approaches.

The real situation is that there are many known commonalities between things 
on the list, including some seemingly universal ones.

Commonalities?  Yes.



A universal way?  How would we know?  We don’t know what problems we
will encounter in the future or whether our current methods will be up
to the task.

One commonality, to the best of our knowledge, is that every time the question 
requires knowledge creation then the approach must involve evolution which is 
the only known way to create knowledge (be it C&R or getting a planet, seeding 
it appropriately, and waiting a long time).

Are you using evolution as a metaphor?  Or do you believe that C&R and
biological evolution are the same process?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 3, 2012 at 9:12 AM

On Mar 2, 6:32 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:10 PM, Steve Push wrote:

On Mar 2, 1:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 9:39 AM, Steve Push wrote:

On Mar 2, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

Theory A has passed a bunch of tests.

Theory B -- addressing the identical situations (e.g. all bridges) -- has not 
passed those tests, but also is not refuted by them.

How is this possible?

Theory B (the new bridge design) has not passed all of the tests.
Specifically, no one has yet built a bridge with it.

Can you give an example of a test theory B hasn't passed or been refuted by, 
which theory A has passed?

Build the bridge, use it, and see if it collapses.

Popperian tests -- which are the topic -- involve rival theories. Popper doesn't 
consider it a test until you have substantive rival theories to test. You haven't 
specified substantive rival theories so this is not a very good attempt to describe 
Popperian testing.

I think you're also ignoring or misreading the statement above, "addressing the 
identical situations (e.g. all bridges)". If both theories address that situation -- all 
bridges -- and you build one bridge and see if it collapses, this tests both 
theories. Each one will either have predicted the bridge will collapse or not, and 
will either be refuted or pass the test.

If you want to pose a different question, I'd be happy to discuss it



with you.  But nothing you have written above is responsive to the
question I posed.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Theory and Reality, 6
Date: March 3, 2012 at 12:28 PM

On Mar 3, 2012, at 5:51 AM, Steve Push wrote:

On Mar 2, 6:29 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:01 PM, Steve Push wrote:

On Mar 2, 12:47 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is certainly one 
way of answering all questions. But is it the right way?

Sort of like saying “Never say never,” huh?  :-)

But seriously, my statement acknowledges the possibility that there is
one right way to answer *some* questions, or one right way to answer
*each* question.

If there is one right way to answer each question, then there is one right way to 
answer all questions, defined (notionally) by a list of each each question plus 
the right way to approach it. Conforming to what the list says therefore 
constitutes a single approach which is the right way to answer all questions.

That right way would be always be a work in progress, because there
would always be new questions and new approaches.

There is an objective truth.



And our knowledge of it is a work in progress.

You now seem to be agreeing to this position. Is that right?

Before, you made statements objecting to it. You advocated pluralism and "not 
one right way to answer all questions", and defended G-F's lack of boldness and 
clear stands that shields his ideas from evaluation.

That's quite a different attitude.

I'm concerned that you're conceding the logical point while retaining the same 
attitude as before (since I see no comments about revising this attitude).

The same has been happening with induction, e.g. with the point that all 
observation is theory laden and all data must be interpreted to be meaningful. 
You've repeatedly conceded this point, but also retain contrary the attitudes and 
have continued to often say things contrary to it.

The real situation is that there are many known commonalities between things 
on the list, including some seemingly universal ones.

Commonalities?  Yes.

A universal way?  How would we know?  We don’t know what problems we
will encounter in the future or whether our current methods will be up
to the task.

That's a bit like saying: are our computers universal? How do we know? We don't 
know what kinds of computation we'll encounter in the future.

Or: is our alphabet universal? We don't know what kind of words we'll encounter 
in the future.

I think it's possible to (fallibly, as always) recognize universality without having to 
search the whole universe and future.

One commonality, to the best of our knowledge, is that every time the question 



requires knowledge creation then the approach must involve evolution which is 
the only known way to create knowledge (be it C&R or getting a planet, 
seeding it appropriately, and waiting a long time).

Are you using evolution as a metaphor?  Our do you believe that C&R
and biological evolution are the same process?

It's the same process.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: March 3, 2012 at 12:30 PM

On Mar 3, 2012, at 6:12 AM, Steve Push wrote:

On Mar 2, 6:32 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:10 PM, Steve Push wrote:

On Mar 2, 1:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 9:39 AM, Steve Push wrote:

On Mar 2, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

Theory A has passed a bunch of tests.

Theory B -- addressing the identical situations (e.g. all bridges) -- has not 
passed those tests, but also is not refuted by them.

How is this possible?

Theory B (the new bridge design) has not passed all of the tests.
Specifically, no one has yet built a bridge with it.

Can you give an example of a test theory B hasn't passed or been refuted 
by, which theory A has passed?

Build the bridge, use it, and see if it collapses.

Popperian tests -- which are the topic -- involve rival theories. Popper doesn't 
consider it a test until you have substantive rival theories to test. You haven't 
specified substantive rival theories so this is not a very good attempt to 
describe Popperian testing.

I think you're also ignoring or misreading the statement above, "addressing the 
identical situations (e.g. all bridges)". If both theories address that situation -- 
all bridges -- and you build one bridge and see if it collapses, this tests both 



theories. Each one will either have predicted the bridge will collapse or not, 
and will either be refuted or pass the test.

If you want to pose a different question, I'd be happy to discuss it
with you.  But nothing you have written above is responsive to the
question I posed.

Can you give an example of a (Popperian) test theory B hasn't passed or been 
refuted by, which theory A has passed?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Did Mendeleyev Induce the Periodic Table?
Date: March 3, 2012 at 12:34 PM

On Mar 3, 2012, at 5:15 AM, Steve Push wrote:

On Mar 2, 1:27 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Mar 2012, at 13:13, Steve Push wrote:

On Mar 2, 3:43 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Using the word inductive with no explanation is irrelevant to the controversy.

I don’t see how it is irrelevant.  An author you respected enough to
cite in this discussion believes in inductive science.  He could be
wrong, but it counts as evidence in support of the idea of that
induction is used in science.

He doesn't explain induction, so he provides nothing that is relevant to 
deciding between our positions except insofar as his description is consistent 
with CR.

In what way is Gordin’s statement about “the inductive aspects of
chemistry” consistent with C&R?  Doesn’t C&R categorically reject the
possibility of induction?

Alan's point is that assertions aren't relevant, only substantive 
arguments/explanations/criticisms etc are relevant. Gordin doesn't provide any 
relevant ideas regarding induction, just useless assertions.

Appeals to authority also aren't relevant to the truth seeking discussions which 
they list aims for.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 3, 2012 at 2:46 PM

On Mar 3, 12:34 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 5:15 AM, Steve Push wrote:

On Mar 2, 1:27 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Mar 2012, at 13:13, Steve Push wrote:

On Mar 2, 3:43 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Using the word inductive with no explanation is irrelevant to the 
controversy.

I don’t see how it is irrelevant.  An author you respected enough to
cite in this discussion believes in inductive science.  He could be
wrong, but it counts as evidence in support of the idea of that
induction is used in science.

He doesn't explain induction, so he provides nothing that is relevant to 
deciding between our positions except insofar as his description is consistent 
with CR.

In what way is Gordin’s statement about “the inductive aspects of
chemistry” consistent with C&R?  Doesn’t C&R categorically reject the
possibility of induction?

Alan's point is that assertions aren't relevant, only substantive 
arguments/explanations/criticisms etc are relevant. Gordin doesn't provide any 
relevant ideas regarding induction, just useless assertions.

Gordin's book is historical and biographical, not philosophical.

Appeals to authority also aren't relevant to the truth seeking discussions which 
they list aims for.



Alan introduced Gordin's book in support of his contention that
Mendeleyev could not have used induction.  It's fair to point out that
Gordin directly contradicts Alan's interpretation of his book.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Did Mendeleyev Induce the Periodic Table?
Date: March 3, 2012 at 2:51 PM

On Mar 3, 2012, at 11:46 AM, Steve Push wrote:

On Mar 3, 12:34 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 5:15 AM, Steve Push wrote:

On Mar 2, 1:27 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Mar 2012, at 13:13, Steve Push wrote:

On Mar 2, 3:43 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Using the word inductive with no explanation is irrelevant to the 
controversy.

I don’t see how it is irrelevant.  An author you respected enough to
cite in this discussion believes in inductive science.  He could be
wrong, but it counts as evidence in support of the idea of that
induction is used in science.

He doesn't explain induction, so he provides nothing that is relevant to 
deciding between our positions except insofar as his description is 
consistent with CR.

In what way is Gordin’s statement about “the inductive aspects of
chemistry” consistent with C&R?  Doesn’t C&R categorically reject the
possibility of induction?

Alan's point is that assertions aren't relevant, only substantive 
arguments/explanations/criticisms etc are relevant. Gordin doesn't provide any 
relevant ideas regarding induction, just useless assertions.

Gordin's book is historical and biographical, not philosophical.



Appeals to authority also aren't relevant to the truth seeking discussions which 
they list aims for.

Alan introduced Gordin's book in support of his contention that
Mendeleyev could not have used induction.  It's fair to point out that
Gordin directly contradicts Alan's interpretation of his book.

I don't know what it means for it to be "fair" in this context.

If the book introduces some historical facts or other propositions which you do not 
dispute, then Alan can use the book to help introduce those facts, and can use 
them in arguments. I don't think you are denying Alan's specific use of the book. 
So no problem there, I think.

If you do dispute the ideas from the book Alan brought up, then you could criticize 
those ideas.

However the use of a different part of the book, which doesn't contain any 
argument or relevant facts or anything else useful, is irrelevant.

It's common that books have good parts and bad parts, so it doesn't really matter 
that it's from the same book.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 3, 2012 at 3:03 PM

On Mar 3, 2:51 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 11:46 AM, Steve Push wrote:

On Mar 3, 12:34 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 5:15 AM, Steve Push wrote:

On Mar 2, 1:27 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Mar 2012, at 13:13, Steve Push wrote:

On Mar 2, 3:43 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Using the word inductive with no explanation is irrelevant to the 
controversy.

I don’t see how it is irrelevant.  An author you respected enough to
cite in this discussion believes in inductive science.  He could be
wrong, but it counts as evidence in support of the idea of that
induction is used in science.

He doesn't explain induction, so he provides nothing that is relevant to 
deciding between our positions except insofar as his description is 
consistent with CR.

In what way is Gordin’s statement about “the inductive aspects of
chemistry” consistent with C&R?  Doesn’t C&R categorically reject the
possibility of induction?

Alan's point is that assertions aren't relevant, only substantive 
arguments/explanations/criticisms etc are relevant. Gordin doesn't provide 
any relevant ideas regarding induction, just useless assertions.

Gordin's book is historical and biographical, not philosophical.



Appeals to authority also aren't relevant to the truth seeking discussions 
which they list aims for.

Alan introduced Gordin's book in support of his contention that
Mendeleyev could not have used induction.  It's fair to point out that
Gordin directly contradicts Alan's interpretation of his book.

I don't know what it means for it to be "fair" in this context.

If the book introduces some historical facts or other propositions which you do 
not dispute, then Alan can use the book to help introduce those facts, and can 
use them in arguments. I don't think you are denying Alan's specific use of the 
book. So no problem there, I think.

If you do dispute the ideas from the book Alan brought up, then you could 
criticize those ideas.

However the use of a different part of the book, which doesn't contain any 
argument or relevant facts or anything else useful, is irrelevant.

It's common that books have good parts and bad parts, so it doesn't really 
matter that it's from the same book.

I don't agree that was a "bad" part of the book, and I believe it is
relevant to the question at hand.  But it is a minor point.  I also
addressed the historical facts, which in my opinion, also don't
support the "induction is impossible" thesis.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 3, 2012 at 3:06 PM

On Mar 3, 2012, at 12:03 PM, Steve Push wrote:

On Mar 3, 2:51 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 11:46 AM, Steve Push wrote:

On Mar 3, 12:34 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 5:15 AM, Steve Push wrote:

On Mar 2, 1:27 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 2 Mar 2012, at 13:13, Steve Push wrote:

On Mar 2, 3:43 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Using the word inductive with no explanation is irrelevant to the 
controversy.

I don’t see how it is irrelevant.  An author you respected enough to
cite in this discussion believes in inductive science.  He could be
wrong, but it counts as evidence in support of the idea of that
induction is used in science.

He doesn't explain induction, so he provides nothing that is relevant to 
deciding between our positions except insofar as his description is 
consistent with CR.

In what way is Gordin’s statement about “the inductive aspects of
chemistry” consistent with C&R?  Doesn’t C&R categorically reject the
possibility of induction?

Alan's point is that assertions aren't relevant, only substantive 
arguments/explanations/criticisms etc are relevant. Gordin doesn't provide 



any relevant ideas regarding induction, just useless assertions.

Gordin's book is historical and biographical, not philosophical.

Appeals to authority also aren't relevant to the truth seeking discussions 
which they list aims for.

Alan introduced Gordin's book in support of his contention that
Mendeleyev could not have used induction.  It's fair to point out that
Gordin directly contradicts Alan's interpretation of his book.

I don't know what it means for it to be "fair" in this context.

If the book introduces some historical facts or other propositions which you do 
not dispute, then Alan can use the book to help introduce those facts, and can 
use them in arguments. I don't think you are denying Alan's specific use of the 
book. So no problem there, I think.

If you do dispute the ideas from the book Alan brought up, then you could 
criticize those ideas.

However the use of a different part of the book, which doesn't contain any 
argument or relevant facts or anything else useful, is irrelevant.

It's common that books have good parts and bad parts, so it doesn't really 
matter that it's from the same book.

I don't agree that was a "bad" part of the book, and I believe it is
relevant to the question at hand.  But it is a minor point.  I also
addressed the historical facts, which in my opinion, also don't
support the "induction is impossible" thesis.

Well, does that part include a substantive argument? Does it have anything 
relevant to our discussion? If it's not a bald assertion, tell us the substantive 
content.

I consider assertions without substance to be bad and irrelevant. How could they 
be relevant? Appeal to authority (Gordin's authority) is a mistake, not a relevant 
point. Bald assertions should be disregarded if they aren't argued or explained.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 3, 2012 at 3:07 PM

On Mar 3, 12:30 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 6:12 AM, Steve Push wrote:

On Mar 2, 6:32 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:10 PM, Steve Push wrote:

On Mar 2, 1:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 9:39 AM, Steve Push wrote:

On Mar 2, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

Theory A has passed a bunch of tests.

Theory B -- addressing the identical situations (e.g. all bridges) -- has 
not passed those tests, but also is not refuted by them.

How is this possible?

Theory B (the new bridge design) has not passed all of the tests.
Specifically, no one has yet built a bridge with it.

Can you give an example of a test theory B hasn't passed or been refuted 
by, which theory A has passed?

Build the bridge, use it, and see if it collapses.

Popperian tests -- which are the topic -- involve rival theories. Popper doesn't 
consider it a test until you have substantive rival theories to test. You haven't 
specified substantive rival theories so this is not a very good attempt to 
describe Popperian testing.

I think you're also ignoring or misreading the statement above, "addressing 
the identical situations (e.g. all bridges)". If both theories address that 
situation -- all bridges -- and you build one bridge and see if it collapses, this 



tests both theories. Each one will either have predicted the bridge will 
collapse or not, and will either be refuted or pass the test.

If you want to pose a different question, I'd be happy to discuss it
with you.  But nothing you have written above is responsive to the
question I posed.

Can you give an example of a (Popperian) test theory B hasn't passed or been 
refuted by, which theory A has passed?

The question was posed clearly in Godfery-Smith's book, and I have
said about all I can to clarify the question.  If you aren't going to
answer it, let's move on.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: March 3, 2012 at 3:11 PM

On Mar 3, 2012, at 12:07 PM, Steve Push wrote:

On Mar 3, 12:30 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 6:12 AM, Steve Push wrote:

On Mar 2, 6:32 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:10 PM, Steve Push wrote:

On Mar 2, 1:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 9:39 AM, Steve Push wrote:

On Mar 2, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

Theory A has passed a bunch of tests.

Theory B -- addressing the identical situations (e.g. all bridges) -- has 
not passed those tests, but also is not refuted by them.

How is this possible?

Theory B (the new bridge design) has not passed all of the tests.
Specifically, no one has yet built a bridge with it.

Can you give an example of a test theory B hasn't passed or been 
refuted by, which theory A has passed?

Build the bridge, use it, and see if it collapses.

Popperian tests -- which are the topic -- involve rival theories. Popper 
doesn't consider it a test until you have substantive rival theories to test. You 
haven't specified substantive rival theories so this is not a very good attempt 
to describe Popperian testing.



I think you're also ignoring or misreading the statement above, "addressing 
the identical situations (e.g. all bridges)". If both theories address that 
situation -- all bridges -- and you build one bridge and see if it collapses, this 
tests both theories. Each one will either have predicted the bridge will 
collapse or not, and will either be refuted or pass the test.

If you want to pose a different question, I'd be happy to discuss it
with you.  But nothing you have written above is responsive to the
question I posed.

Can you give an example of a (Popperian) test theory B hasn't passed or been 
refuted by, which theory A has passed?

The question was posed clearly in Godfery-Smith's book, and I have
said about all I can to clarify the question.  If you aren't going to
answer it, let's move on.

I pointed out flaws in the question and asked questions about it. Just asserting 
without argument that it's clear, while refusing to clarify, is not argument or 
discussion: it is pure refusal to think.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 3, 2012 at 4:07 PM

On Mar 3, 12:28 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 5:51 AM, Steve Push wrote:

On Mar 2, 6:29 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:01 PM, Steve Push wrote:

On Mar 2, 12:47 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is certainly 
one way of answering all questions. But is it the right way?

Sort of like saying “Never say never,” huh?  :-)

But seriously, my statement acknowledges the possibility that there is
one right way to answer *some* questions, or one right way to answer
*each* question.

If there is one right way to answer each question, then there is one right way 
to answer all questions, defined (notionally) by a list of each each question 
plus the right way to approach it. Conforming to what the list says therefore 
constitutes a single approach which is the right way to answer all questions.

That right way would be always be a work in progress, because there
would always be new questions and new approaches.

There is an objective truth.



And our knowledge of it is a work in progress.

You now seem to be agreeing to this position. Is that right?

I never disagreed with that position.

Before, you made statements objecting to it. You advocated pluralism and "not 
one right way to answer all questions", and defended G-F's lack of boldness and 
clear stands that shields his ideas from evaluation.

That's quite a different attitude.

I'm concerned that you're conceding the logical point while retaining the same 
attitude as before (since I see no comments about revising this attitude).

It doesn’t necessarily following form “There is an objective truth”
and “our knowledge of it is a work in progress” that there is only one
method for discovering the truth.

The same has been happening with induction, e.g. with the point that all 
observation is theory laden and all data must be interpreted to be meaningful. 
You've repeatedly conceded this point, but also retain contrary the attitudes and 
have continued to often say things contrary to it.

It doesn’t necessarily follow from “all observation is theory laden
and all data must be interpreted to be meaningful” that induction is
impossible.

The real situation is that there are many known commonalities between 
things on the list, including some seemingly universal ones.

Commonalities?  Yes.

A universal way?  How would we know?  We don’t know what problems we
will encounter in the future or whether our current methods will be up
to the task.

That's a bit like saying: are our computers universal? How do we know? We 
don't know what kinds of computation we'll encounter in the future.



I don’t doubt that computers, given enough time, can solve any
computation.  But it isn’t clear that computation can solve any
problem.

Or: is our alphabet universal? We don't know what kind of words we'll encounter 
in the future.

Our alphabet can spell any word (in English, at least).  But it isn’t
clear that verbal language can solve every problem.

I think it's possible to (fallibly, as always) recognize universality without having to 
search the whole universe and future.

Our current methods haven’t yet solved all the problems we know
about.  How can we know they will solve all problems we haven’t
encountered yet?

One commonality, to the best of our knowledge, is that every time the 
question requires knowledge creation then the approach must involve 
evolution which is the only known way to create knowledge (be it C&R or 
getting a planet, seeding it appropriately, and waiting a long time).

Are you using evolution as a metaphor?  Our do you believe that C&R
and biological evolution are the same process?

It's the same process.

How does consciousness figure in?  Is all evolution conscious?  Or is
consciousness unnecessary for knowledge creation?

-- Steve



From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] Chapter 10 notes
Date: March 3, 2012 at 4:10 PM

BoI Chapter 10

Epistemology -- knowledge of knowledge

What Socrates already knows:
-defiance of bullies and openness to persuasion are virtues
-one must first have a view of what is right before judging if a god or other 
authority figure is worth following, and therefore should be willing to criticize 
authority
-we can't be sure of anything
-to seek objective knowledge, but not justified belief, which leads to infinite 
regress
-justified belief is unattainable (we can always be mistaken, including authorities), 
unnecessary, and undesirable
-to keep all ideas open to criticism
-knowledge held immune from criticism can never be improved

What Socrates learns from Hermes:
-we can be misled and tricked about our moral knowledge just as we can be 
tricked by our senses with things like mirages, for example by certain traditions of 
our culture (such as -- to hold ideas immune from criticism, or to not be open to 
suggestions)
-banning persuasion is an error that is very difficult to undo, since it bans the 
means of correcting mistakes
-knowledge does  not come to us through our senses, it comes from persuasion 
(which we must make guesses about, in our own minds)
-all knowledge originates within ourselves, with the guesses we create
-guesswork is the origin of all knowledge, but it is also a source of error --  we 
must then criticize the guesses to find and correct the errors
-the sources of our guesses -- dreams, random speculation, etc. -- do not matter, 
what matters is what we do with those guesses
-knowledge of external reality originates within ourselves as well, and we test our 
guesses about reality against input from our senses, correcting our guesses to 
correspond to reality



Democracy can be destructive without traditions of liberty, virtue, and tolerance.

A static society, such as Sparta, fears the existence of a progressive society such 
as Athens. They see a city that is wealthy, free, and admired, such as theirs 
never will be. The improvement of the progressive society threatens the stability 
of the static society.

When seeking knowledge about the world, it isn't necessary to go to the 
originators of theories about the world. What matters is the content of those 
theories, and how they can be improved.

-Kristen



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Theory and Reality, 6
Date: March 3, 2012 at 4:13 PM

On Mar 3, 2012, at 1:07 PM, Steve Push wrote:

On Mar 3, 12:28 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 5:51 AM, Steve Push wrote:

On Mar 2, 6:29 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:01 PM, Steve Push wrote:

On Mar 2, 12:47 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is certainly 
one way of answering all questions. But is it the right way?

Sort of like saying “Never say never,” huh?  :-)

But seriously, my statement acknowledges the possibility that there is
one right way to answer *some* questions, or one right way to answer
*each* question.

If there is one right way to answer each question, then there is one right way 
to answer all questions, defined (notionally) by a list of each each question 
plus the right way to approach it. Conforming to what the list says therefore 
constitutes a single approach which is the right way to answer all questions.

That right way would be always be a work in progress, because there



would always be new questions and new approaches.

There is an objective truth.

And our knowledge of it is a work in progress.

You now seem to be agreeing to this position. Is that right?

I never disagreed with that position.

Before, you made statements objecting to it. You advocated pluralism and "not 
one right way to answer all questions", and defended G-F's lack of boldness 
and clear stands that shields his ideas from evaluation.

That's quite a different attitude.

I'm concerned that you're conceding the logical point while retaining the same 
attitude as before (since I see no comments about revising this attitude).

It doesn’t necessarily following form “There is an objective truth”
and “our knowledge of it is a work in progress” that there is only one
method for discovering the truth.

It follows from objective truth that there is an objective truth about the best 
method of discovering truth.

The same has been happening with induction, e.g. with the point that all 
observation is theory laden and all data must be interpreted to be meaningful. 
You've repeatedly conceded this point, but also retain contrary the attitudes 
and have continued to often say things contrary to it.

It doesn’t necessarily follow from “all observation is theory laden
and all data must be interpreted to be meaningful” that induction is
impossible.

The real situation is that there are many known commonalities between 
things on the list, including some seemingly universal ones.



Commonalities?  Yes.

A universal way?  How would we know?  We don’t know what problems we
will encounter in the future or whether our current methods will be up
to the task.

That's a bit like saying: are our computers universal? How do we know? We 
don't know what kinds of computation we'll encounter in the future.

I don’t doubt that computers, given enough time, can solve any
computation.  But it isn’t clear that computation can solve any
problem.

Since you don't know what computational universality is, I'd suggest rereading 
FoR and BoI, as well as perhaps some other sources on the topic.

Or: is our alphabet universal? We don't know what kind of words we'll 
encounter in the future.

Our alphabet can spell any word (in English, at least).  But it isn’t
clear that verbal language can solve every problem.

BoI does not say there's only one kind of universality to do with being able to 
solve every problem. You've misunderstood it.

One commonality, to the best of our knowledge, is that every time the 
question requires knowledge creation then the approach must involve 
evolution which is the only known way to create knowledge (be it C&R or 
getting a planet, seeding it appropriately, and waiting a long time).

Are you using evolution as a metaphor?  Our do you believe that C&R
and biological evolution are the same process?

It's the same process.



How does consciousness figure in?  Is all evolution conscious?  Or is
consciousness unnecessary for knowledge creation?

Consciousness it not necessary for replication with variation and selection.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 3, 2012 at 4:55 PM

On Mar 3, 4:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 1:07 PM, Steve Push wrote:

On Mar 3, 12:28 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 5:51 AM, Steve Push wrote:

On Mar 2, 6:29 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:01 PM, Steve Push wrote:

On Mar 2, 12:47 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is certainly 
one way of answering all questions. But is it the right way?

Sort of like saying “Never say never,” huh?  :-)

But seriously, my statement acknowledges the possibility that there is



one right way to answer *some* questions, or one right way to answer
*each* question.

If there is one right way to answer each question, then there is one right 
way to answer all questions, defined (notionally) by a list of each each 
question plus the right way to approach it. Conforming to what the list says 
therefore constitutes a single approach which is the right way to answer all 
questions.

That right way would be always be a work in progress, because there
would always be new questions and new approaches.

There is an objective truth.

And our knowledge of it is a work in progress.

You now seem to be agreeing to this position. Is that right?

I never disagreed with that position.

Before, you made statements objecting to it. You advocated pluralism and 
"not one right way to answer all questions", and defended G-F's lack of 
boldness and clear stands that shields his ideas from evaluation.

That's quite a different attitude.

I'm concerned that you're conceding the logical point while retaining the same 
attitude as before (since I see no comments about revising this attitude).

It doesn’t necessarily following form “There is an objective truth”
and “our knowledge of it is a work in progress” that there is only one
method for discovering the truth.

It follows from objective truth that there is an objective truth about the best 
method of discovering truth.

That's a good point.  Perhaps the objective truth is that
methodological pluralism is best.



The same has been happening with induction, e.g. with the point that all 
observation is theory laden and all data must be interpreted to be meaningful. 
You've repeatedly conceded this point, but also retain contrary the attitudes 
and have continued to often say things contrary to it.

It doesn’t necessarily follow from “all observation is theory laden
and all data must be interpreted to be meaningful” that induction is
impossible.

The real situation is that there are many known commonalities between 
things on the list, including some seemingly universal ones.

Commonalities?  Yes.

A universal way?  How would we know?  We don’t know what problems we
will encounter in the future or whether our current methods will be up
to the task.

That's a bit like saying: are our computers universal? How do we know? We 
don't know what kinds of computation we'll encounter in the future.

I don’t doubt that computers, given enough time, can solve any
computation.  But it isn’t clear that computation can solve any
problem.

Since you don't know what computational universality is, I'd suggest rereading 
FoR and BoI, as well as perhaps some other sources on the topic.

I'll do the suggested reading and get back to you.

Or: is our alphabet universal? We don't know what kind of words we'll 
encounter in the future.

Our alphabet can spell any word (in English, at least).  But it isn’t
clear that verbal language can solve every problem.

BoI does not say there's only one kind of universality to do with being able to 



solve every problem. You've misunderstood it.

One commonality, to the best of our knowledge, is that every time the 
question requires knowledge creation then the approach must involve 
evolution which is the only known way to create knowledge (be it C&R or 
getting a planet, seeding it appropriately, and waiting a long time).

Are you using evolution as a metaphor?  Our do you believe that C&R
and biological evolution are the same process?

It's the same process.

How does consciousness figure in?  Is all evolution conscious?  Or is
consciousness unnecessary for knowledge creation?

Consciousness it not necessary for replication with variation and selection.

If consciousness is not necessary for evolution, and if evolution is
the same process as C&R, does that mean consciousness is always
unnecessary for C&R?

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Theory and Reality, 6
Date: March 3, 2012 at 4:58 PM

On Mar 3, 2012, at 1:55 PM, Steve Push wrote:

On Mar 3, 4:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 1:07 PM, Steve Push wrote:

On Mar 3, 12:28 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 5:51 AM, Steve Push wrote:

On Mar 2, 6:29 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:01 PM, Steve Push wrote:

One commonality, to the best of our knowledge, is that every time the 
question requires knowledge creation then the approach must involve 
evolution which is the only known way to create knowledge (be it C&R or 
getting a planet, seeding it appropriately, and waiting a long time).

Are you using evolution as a metaphor?  Our do you believe that C&R
and biological evolution are the same process?

It's the same process.

How does consciousness figure in?  Is all evolution conscious?  Or is
consciousness unnecessary for knowledge creation?

Consciousness it not necessary for replication with variation and selection.

If consciousness is not necessary for evolution, and if evolution is
the same process as C&R, does that mean consciousness is always
unnecessary for C&R?

C&R epistemology does not depend on a particular theory of consciousness. It 
doesn't use one as a premise (which would make it incompatible with others). It is 
pretty neutral on this issue.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Everett book
Date: March 3, 2012 at 8:54 PM

There is a book of papers on the many worlds theory from Oxford University 
Press:

http://ukcatalogue.oup.com/product/9780199560561.do

The papers were mostly delivered at a couple of conferences in 2007. Many of 
the papers in the book can be found online from places like the LANL archive:

http://arxiv.org

Some of the conference talks are available on video: David's talk at the 
conference, which is good, is here

http://vimeo.com/5490979

and it has links to other talks.

Many of the papers are written by critics of the many worlds theory. The standard 
of these papers is really quite low. Many of them don't even pretend to explain the 
results of single particle interference experiments, EPR experiments and so on. 
The ones who do consistently try to use the equations of quantum theory while 
denying their implications. To the extent that they have anything interesting to say 
the issues they raise could easily have been raised in the context of accepting the 
many worlds theory. For example, some of them say some stuff about whether 
configuration space can be reproduced in quantum theory. Configuration space is 
the space of possible relative positions of classical particles in a continuous 3D 
space: so one point in this space might represent the current relative positions of 
me, my coffee cup and my copy of BoI if classical physics were true. But classical 
physics is false, space is not actually continuous and the real world doesn't 
consist of anything like a single configuration space point, so why do people use 
configuration space in quantum physics?

One contribution, by Zurek, does the weird dance of saying that Everett was right, 
but other universes don't exist. How exactly this is supposed to work is a mystery 
to me, and also, I suspect, to Zurek. Hartle seems not to get that different 
"interpretations" are either alternative theories or nonsense (the Copenhagen 
interpretation). I think these are all on the arxiv and are worth reading if you want 

http://ukcatalogue.oup.com/product/9780199560561.do
http://arxiv.org/
http://vimeo.com/5490979


to understand some of the maths of quantum mechanics.

Not all of the contributions defending the many worlds theory are good and most 
of them are too defensive. A much worse problem is that at least one of them, the 
contribution by Greaves and Myrvold, endorses Bayesian epistemology, and goes 
on to discuss confidence and so on as if this somehow has something to do with 
epistemology.

David Wallace's contributions are readable, say some interesting things and are 
available from the arxiv.

In Chapter 6, Simon Saunders, a supporter of the many world theory, uses a lot 
of philosopher jargon, but what he's saying boils down to the following. We need 
to look at a person's whole history in the multiverse. Two different versions of the 
same person will have the same experience up to some time t and then be 
different afterward. There are two ways to think about this. (1) Before t it might be 
the case that there are multiple versions of the person who are all the same, i.e. - 
they are fungible. (2) But it could also be the case that there is just one version of 
that person before t. According to Saunders (1) and (2) are equally okay. I think 
(2) is clearly worse because it seems to imply that universes are all that matters 
in quantum physics, things in the same universe cat be distinct in any sense. But 
lots of quantum experiments can't be explained in those terms, e.g. - interference 
experiments. These experiments all involve different versions being distinct in 
some senses but still not being in separate universes. Saunders is wrong.

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 4, 2012 at 7:54 AM

On Mar 3, 4:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 1:07 PM, Steve Push wrote:

On Mar 3, 12:28 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 5:51 AM, Steve Push wrote:

On Mar 2, 6:29 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:01 PM, Steve Push wrote:

On Mar 2, 12:47 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is certainly 
one way of answering all questions. But is it the right way?

Sort of like saying “Never say never,” huh?  :-)

But seriously, my statement acknowledges the possibility that there is
one right way to answer *some* questions, or one right way to answer
*each* question.

If there is one right way to answer each question, then there is one right 
way to answer all questions, defined (notionally) by a list of each each 
question plus the right way to approach it. Conforming to what the list says 
therefore constitutes a single approach which is the right way to answer all 
questions.

That right way would be always be a work in progress, because there



would always be new questions and new approaches.

There is an objective truth.

And our knowledge of it is a work in progress.

You now seem to be agreeing to this position. Is that right?

I never disagreed with that position.

Before, you made statements objecting to it. You advocated pluralism and 
"not one right way to answer all questions", and defended G-F's lack of 
boldness and clear stands that shields his ideas from evaluation.

That's quite a different attitude.

I'm concerned that you're conceding the logical point while retaining the same 
attitude as before (since I see no comments about revising this attitude).

It doesn’t necessarily following form “There is an objective truth”
and “our knowledge of it is a work in progress” that there is only one
method for discovering the truth.

It follows from objective truth that there is an objective truth about the best 
method of discovering truth.

The same has been happening with induction, e.g. with the point that all 
observation is theory laden and all data must be interpreted to be meaningful. 
You've repeatedly conceded this point, but also retain contrary the attitudes 
and have continued to often say things contrary to it.

It doesn’t necessarily follow from “all observation is theory laden
and all data must be interpreted to be meaningful” that induction is
impossible.

The real situation is that there are many known commonalities between 
things on the list, including some seemingly universal ones.



Commonalities?  Yes.

A universal way?  How would we know?  We don’t know what problems we
will encounter in the future or whether our current methods will be up
to the task.

That's a bit like saying: are our computers universal? How do we know? We 
don't know what kinds of computation we'll encounter in the future.

I don’t doubt that computers, given enough time, can solve any
computation.  But it isn’t clear that computation can solve any
problem.

Since you don't know what computational universality is, I'd suggest rereading 
FoR and BoI, as well as perhaps some other sources on the topic.

I've read up on computational universality, and stand by my original
view.  Computers, the alphabet, Arabic numerals, and DNA are universal
within limited domains.  It doesn't follow that any particular method
of reasoning is universal for an unlimited domain.

C&R in particular seems a poor candidate for universality.  It doesn't
even to seem to be able to solve current problems, such as which
bridge to build.

-- Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Theory and Reality, 6
Date: March 4, 2012 at 9:22 AM

On 4 Mar 2012, at 12:54, Steve Push wrote:

On Mar 3, 4:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 1:07 PM, Steve Push wrote:

On Mar 3, 12:28 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 5:51 AM, Steve Push wrote:

On Mar 2, 6:29 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:01 PM, Steve Push wrote:

On Mar 2, 12:47 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is certainly 
one way of answering all questions. But is it the right way?

Sort of like saying “Never say never,” huh?  :-)

But seriously, my statement acknowledges the possibility that there is
one right way to answer *some* questions, or one right way to answer
*each* question.

If there is one right way to answer each question, then there is one right 
way to answer all questions, defined (notionally) by a list of each each 
question plus the right way to approach it. Conforming to what the list 



says therefore constitutes a single approach which is the right way to 
answer all questions.

That right way would be always be a work in progress, because there
would always be new questions and new approaches.

There is an objective truth.

And our knowledge of it is a work in progress.

You now seem to be agreeing to this position. Is that right?

I never disagreed with that position.

Before, you made statements objecting to it. You advocated pluralism and 
"not one right way to answer all questions", and defended G-F's lack of 
boldness and clear stands that shields his ideas from evaluation.

That's quite a different attitude.

I'm concerned that you're conceding the logical point while retaining the 
same attitude as before (since I see no comments about revising this 
attitude).

It doesn’t necessarily following form “There is an objective truth”
and “our knowledge of it is a work in progress” that there is only one
method for discovering the truth.

It follows from objective truth that there is an objective truth about the best 
method of discovering truth.

The same has been happening with induction, e.g. with the point that all 
observation is theory laden and all data must be interpreted to be 
meaningful. You've repeatedly conceded this point, but also retain contrary 
the attitudes and have continued to often say things contrary to it.

It doesn’t necessarily follow from “all observation is theory laden
and all data must be interpreted to be meaningful” that induction is



impossible.

The real situation is that there are many known commonalities between 
things on the list, including some seemingly universal ones.

Commonalities?  Yes.

A universal way?  How would we know?  We don’t know what problems we
will encounter in the future or whether our current methods will be up
to the task.

That's a bit like saying: are our computers universal? How do we know? We 
don't know what kinds of computation we'll encounter in the future.

I don’t doubt that computers, given enough time, can solve any
computation.  But it isn’t clear that computation can solve any
problem.

Since you don't know what computational universality is, I'd suggest rereading 
FoR and BoI, as well as perhaps some other sources on the topic.

I've read up on computational universality, and stand by my original
view.  Computers, the alphabet, Arabic numerals, and DNA are universal
within limited domains.  It doesn't follow that any particular method
of reasoning is universal for an unlimited domain.

C&R in particular seems a poor candidate for universality.  It doesn't
even to seem to be able to solve current problems, such as which
bridge to build.

You haven't explained what problem people are trying to solve with the bridge, so 
there is no way of answering your question. That's not a flaw in critical 
rationalism, it is a flaw in your question.

If I were to say to somebody "How would you build a magnet?" they should say, if 
they were competent, "What do you want the magnet for?" If I want to hold stuff 
on my fridge, then they should advise me tot buy a fridge magnet online, if I want 
to build a particle accelerator I might need superconducting magnets. There 
would be different kinds of tests and explanations involved for the two different 



kinds of magnets, and the tests you would do might be constrained by the time 
and money available.

Likewise with a bridge. Why are you building the bridge? What are the 
explanations involved? What constraints are there on time, money and so on?

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 4, 2012 at 10:35 AM

On Mar 4, 9:22 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 4 Mar 2012, at 12:54, Steve Push wrote:

On Mar 3, 4:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 1:07 PM, Steve Push wrote:

On Mar 3, 12:28 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 3, 2012, at 5:51 AM, Steve Push wrote:

On Mar 2, 6:29 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 2, 2012, at 1:01 PM, Steve Push wrote:

On Mar 2, 12:47 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 2 Mar 2012, at 4:24pm, Steve Push wrote:

Perhaps Godfrey-Smith seems "wishy-washy" to you because he is 
a
pluralist.  He wrote “we may need to get used to the idea of a mixed
or pluralist theory of evidence in science.”

He may be unto something.  Perhaps there is not one right way to
answer all questions.

"Perhaps there is not one right way to answer all questions" is 
certainly one way of answering all questions. But is it the right way?

Sort of like saying “Never say never,” huh?  :-)

But seriously, my statement acknowledges the possibility that there is
one right way to answer *some* questions, or one right way to answer
*each* question.

If there is one right way to answer each question, then there is one right 
way to answer all questions, defined (notionally) by a list of each each 



question plus the right way to approach it. Conforming to what the list 
says therefore constitutes a single approach which is the right way to 
answer all questions.

That right way would be always be a work in progress, because there
would always be new questions and new approaches.

There is an objective truth.

And our knowledge of it is a work in progress.

You now seem to be agreeing to this position. Is that right?

I never disagreed with that position.

Before, you made statements objecting to it. You advocated pluralism and 
"not one right way to answer all questions", and defended G-F's lack of 
boldness and clear stands that shields his ideas from evaluation.

That's quite a different attitude.

I'm concerned that you're conceding the logical point while retaining the 
same attitude as before (since I see no comments about revising this 
attitude).

It doesn’t necessarily following form “There is an objective truth”
and “our knowledge of it is a work in progress” that there is only one
method for discovering the truth.

It follows from objective truth that there is an objective truth about the best 
method of discovering truth.

The same has been happening with induction, e.g. with the point that all 
observation is theory laden and all data must be interpreted to be 
meaningful. You've repeatedly conceded this point, but also retain contrary 
the attitudes and have continued to often say things contrary to it.

It doesn’t necessarily follow from “all observation is theory laden



and all data must be interpreted to be meaningful” that induction is
impossible.

The real situation is that there are many known commonalities between 
things on the list, including some seemingly universal ones.

Commonalities?  Yes.

A universal way?  How would we know?  We don’t know what problems 
we
will encounter in the future or whether our current methods will be up
to the task.

That's a bit like saying: are our computers universal? How do we know? 
We don't know what kinds of computation we'll encounter in the future.

I don’t doubt that computers, given enough time, can solve any
computation.  But it isn’t clear that computation can solve any
problem.

Since you don't know what computational universality is, I'd suggest 
rereading FoR and BoI, as well as perhaps some other sources on the topic.

I've read up on computational universality, and stand by my original
view.  Computers, the alphabet, Arabic numerals, and DNA are universal
within limited domains.  It doesn't follow that any particular method
of reasoning is universal for an unlimited domain.

C&R in particular seems a poor candidate for universality.  It doesn't
even to seem to be able to solve current problems, such as which
bridge to build.

You haven't explained what problem people are trying to solve with the bridge, 
so there is no way of answering your question. That's not a flaw in critical 
rationalism, it is a flaw in your question.

If I were to say to somebody "How would you build a magnet?" they should say, 
if they were competent, "What do you want the magnet for?" If I want to hold 



stuff on my fridge, then they should advise me tot buy a fridge magnet online, if I 
want to build a particle accelerator I might need superconducting magnets. 
There would be different kinds of tests and explanations involved for the two 
different kinds of magnets, and the tests you would do might be constrained by 
the time and money available.

Likewise with a bridge. Why are you building the bridge?

To convey motor vehicles across a river.

What are the explanations involved?

Bridge design A has been used on many previous bridges for many years
for the same purpose, and so far none of these bridges has collapsed.

Bridge design B is different from previous bridge designs and does not
appear to violate any engineering principles, but no bridge has ever
been built using this design.

What constraints are there on time, money and so on?

We have just enough time, money, and other resources to build a bridge
using one of these two designs.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 10 notes
Date: March 4, 2012 at 2:12 PM

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

BoI Chapter 10

Epistemology -- knowledge of knowledge

What Socrates already knows:
-defiance of bullies and openness to persuasion are virtues

Why are those virtues, do you think?

-one must first have a view of what is right before judging if a god or other 
authority figure is worth following, and therefore should be willing to criticize 
authority
-we can't be sure of anything
-to seek objective knowledge, but not justified belief, which leads to infinite 
regress
-justified belief is unattainable (we can always be mistaken, including 
authorities), unnecessary, and undesirable
-to keep all ideas open to criticism
-knowledge held immune from criticism can never be improved

It could be replaced, if an authority said to replace it; authorities can make 
arbitrary assertions without critical argument. The new dictate might be better, if 
you get lucky.

Criticism is the only reliable means of improvement, and the only way for changes 
to be improvements *on average*.

What Socrates learns from Hermes:
-we can be misled and tricked about our moral knowledge just as we can be 
tricked by our senses with things like mirages, for example by certain traditions 
of our culture (such as -- to hold ideas immune from criticism, or to not be open 
to suggestions)
-banning persuasion is an error that is very difficult to undo, since it bans the 



means of correcting mistakes
-knowledge does  not come to us through our senses, it comes from persuasion 
(which we must make guesses about, in our own minds)
-all knowledge originates within ourselves, with the guesses we create
-guesswork is the origin of all knowledge, but it is also a source of error --  we 
must then criticize the guesses to find and correct the errors

Our criticisms are themselves error-prone guesses. They, too, can be a source of 
error. What's the solution to that?

-the sources of our guesses -- dreams, random speculation, etc. -- do not 
matter, what matters is what we do with those guesses
-knowledge of external reality originates within ourselves as well, and we test 
our guesses about reality against input from our senses, correcting our guesses 
to correspond to reality

Democracy can be destructive without traditions of liberty, virtue, and tolerance.

And valuing objective morality -- wanting to vote for what is right or best -- instead 
of trying to always vote for personal gain.

A static society, such as Sparta, fears the existence of a progressive society 
such as Athens. They see a city that is wealthy, free, and admired, such as 
theirs never will be. The improvement of the progressive society threatens the 
stability of the static society.

When seeking knowledge about the world, it isn't necessary to go to the 
originators of theories about the world. What matters is the content of those 
theories, and how they can be improved.

Why does anyone deem the source, rather than content, of ideas to be important 
to their truth?

Are they not after truth? Or what?

I realize the source is necessary when you want to judge by status and authority, 
instead of by rational, critical evaluation. But why does anyone want to defer to 
authority or live by status games?



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Chapter 10 notes
Date: March 4, 2012 at 3:34 PM

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

BoI Chapter 10

Epistemology -- knowledge of knowledge

What Socrates already knows:
-defiance of bullies and openness to persuasion are virtues

Why are those virtues, do you think?

Defying bullies is not submitting to evil.

Openness to persuasion is being willing to accept criticisms of our ideas so that if 
we are wrong about something we can find out and improve.

In both cases we are wanting to do what is right.

-one must first have a view of what is right before judging if a god or other 
authority figure is worth following, and therefore should be willing to criticize 
authority
-we can't be sure of anything
-to seek objective knowledge, but not justified belief, which leads to infinite 
regress
-justified belief is unattainable (we can always be mistaken, including 
authorities), unnecessary, and undesirable
-to keep all ideas open to criticism
-knowledge held immune from criticism can never be improved

It could be replaced, if an authority said to replace it; authorities can make 
arbitrary assertions without critical argument. The new dictate might be better, if 
you get lucky.



Criticism is the only reliable means of improvement, and the only way for 
changes to be improvements *on average*.

Right. So I could change that to:

-knowledge held immune from criticism cannot reliably be improved

What Socrates learns from Hermes:
-we can be misled and tricked about our moral knowledge just as we can be 
tricked by our senses with things like mirages, for example by certain traditions 
of our culture (such as -- to hold ideas immune from criticism, or to not be open 
to suggestions)
-banning persuasion is an error that is very difficult to undo, since it bans the 
means of correcting mistakes
-knowledge does  not come to us through our senses, it comes from 
persuasion (which we must make guesses about, in our own minds)
-all knowledge originates within ourselves, with the guesses we create
-guesswork is the origin of all knowledge, but it is also a source of error --  we 
must then criticize the guesses to find and correct the errors

Our criticisms are themselves error-prone guesses. They, too, can be a source 
of error. What's the solution to that?

Keep the criticisms open to criticism as well.

-Kristen

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 10 notes
Date: March 4, 2012 at 3:41 PM

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

BoI Chapter 10

Epistemology -- knowledge of knowledge

What Socrates already knows:
-defiance of bullies and openness to persuasion are virtues

Why are those virtues, do you think?

Defying bullies is not submitting to evil.

Openness to persuasion is being willing to accept criticisms of our ideas so that 
if we are wrong about something we can find out and improve.

In both cases we are wanting to do what is right.

Is defying bullies always right? Wouldn't it, in some cases, be self-sacrifice? 
Because it's easier for you to comply or avoid them instead of directly dealing 
with a conflict with them?

What Socrates learns from Hermes:
-we can be misled and tricked about our moral knowledge just as we can be 
tricked by our senses with things like mirages, for example by certain 
traditions of our culture (such as -- to hold ideas immune from criticism, or to 
not be open to suggestions)



-banning persuasion is an error that is very difficult to undo, since it bans the 
means of correcting mistakes
-knowledge does  not come to us through our senses, it comes from 
persuasion (which we must make guesses about, in our own minds)
-all knowledge originates within ourselves, with the guesses we create
-guesswork is the origin of all knowledge, but it is also a source of error --  we 
must then criticize the guesses to find and correct the errors

Our criticisms are themselves error-prone guesses. They, too, can be a source 
of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Theory and Reality, 6
Date: March 4, 2012 at 4:48 PM

On 4 Mar 2012, at 3:35pm, Steve Push wrote:

Bridge design A has been used on many previous bridges for many years
for the same purpose, and so far none of these bridges has collapsed.

Bridge design B is different from previous bridge designs and does not
appear to violate any engineering principles, but no bridge has ever
been built using this design.

What is your take on the following position:

No two bridges have ever had the same design. And no two bridges have ever 
had the same purpose.

-- David Deutsch

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] disagree -> dismiss
Date: March 4, 2012 at 5:40 PM

people often dismiss ideas they disagree with (too much -- they will respect some 
mild or well known disagreements, but not others). here is a way they do it:

1) if someone says stuff that seems dumb to me, the best default explanation is 
that he has low status

2) people with low status can be dismissed

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Re: Everett book
Date: March 4, 2012 at 6:38 PM

On Mar 4, 1:54 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

There is a book of papers on the many worlds theory from Oxford University 
Press:

http://ukcatalogue.oup.com/product/9780199560561.do
...

In Chapter 6, Simon Saunders, a supporter of the many world theory, uses a lot 
of philosopher jargon, but what he's saying boils down to the following. We need 
to look at a person's whole history in the multiverse. Two different versions of 
the same person will have the same experience up to some time t and then be 
different afterward. There are two ways to think about this. (1) Before t it might 
be the case that there are multiple versions of the person who are all the same, 
i.e. - they are fungible. (2) But it could also be the case that there is just one 
version of that person before t. According to Saunders (1) and (2) are equally 
okay. I think (2) is clearly worse because it seems to imply that universes are all 
that matters in quantum physics, things in the same universe can't be distinct in 
any sense. But lots of quantum experiments can't be explained in those terms, 
e.g. - interference experiments. These experiments all involve different versions 
being distinct in some senses but still not being in separate universes. Saunders 
is wrong.

I got the distinction he was trying to make a bit wrong. The actual
distinction is this. (1) The different versions of a person overlap if
they're fungible and they have the same probability before time t. (2)
They diverge if they're fungible but they have different probability
before time t. See the diagram on p.199. He is right that it makes no
difference which of those two options you pick. The reason is that the
people before time t don't have any labels on them to say what their
probability will be later because they're fungible.

Alan

http://ukcatalogue.oup.com/product/9780199560561.do


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 4, 2012 at 10:09 PM

On Mar 4, 4:48 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 4 Mar 2012, at 3:35pm, Steve Push wrote:

Bridge design A has been used on many previous bridges for many years
for the same purpose, and so far none of these bridges has collapsed.

Bridge design B is different from previous bridge designs and does not
appear to violate any engineering principles, but no bridge has ever
been built using this design.

What is your take on the following position:

No two bridges have ever had the same design. And no two bridges have ever 
had the same purpose.

There are a limited number of basic bridge designs: suspension, truss,
beam, arch, etc.  When designing a new bridge, engineers will use a
variation of one (or more) of these basic designs.  There are also a
limited number of purposes:  pedestrians, motor vehicles, trains, etc.
or some combination of these.

As far as I know, the closest two bridges come to having the same
design and purpose are the two spans of the Delaware Memorial Bridge.
The first span of this suspension bridge was completed in the 1950s.
The second span, built in the 1960s, is virtually identical
structurally, with the following differences:

-- The original bridge was constructed with four 12-foot-wide lanes.
Because the cars of the era were wider, the new span was constructed
with four 13-foot-wide lanes.

-- A new signal system was installed to control traffic so that
traffic could be switched from lane to lane. The system could also
allow for reverse traffic flow in certain lanes.

-- The lighting system installed on the new bridge was brighter than



the one installed on the original bridge.

-- On the original span, sidewalks were open gratings. Sidewalks on
the new bridge were constructed of solid concrete, adding structural
strength.

(Source:  http://www.phillyroads.com/crossings/delaware-memorial/)

As far a purpose is concerned, one span normally carries northbound
traffic, the other southbound – although the directions can be and
sometimes are reversed.  The amount, weight, and speed of traffic
appear to be about the same on the two spans.

The two spans of the Chesapeake Bay Bridge are also almost identical.
This is a long bridge with a compound design incorporating various
elements: suspension, truss, and beam.  The second span, built about
two decades after the first, uses the same design elements at the same
places along the span.  One span normally carries eastbound traffic
and the other westbound, but again the directions are sometimes
reversed and the amount, weight, and speed of the traffic is about the
same.

For the purpose of this exercise, let’s assume that an engineer has
come up with a radical new design that does not fit into any of the
existing categories.  We plan to build a bridge in a location and for
a purpose similar to those of existed bridges that use a particular
type of design – say, a suspension bridge.  The new design “looks good
on paper,” that is, we can think of no reason why it wouldn’t work as
well as a suspension bridge.  But no bridge has ever been built using
this new design.

-- Steve

http://www.phillyroads.com/crossings/delaware-memorial/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Theory and Reality, 6
Date: March 4, 2012 at 10:22 PM

On Mar 4, 2012, at 7:09 PM, Steve Push wrote:

On Mar 4, 4:48 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 4 Mar 2012, at 3:35pm, Steve Push wrote:

Bridge design A has been used on many previous bridges for many years
for the same purpose, and so far none of these bridges has collapsed.

Bridge design B is different from previous bridge designs and does not
appear to violate any engineering principles, but no bridge has ever
been built using this design.

What is your take on the following position:

No two bridges have ever had the same design. And no two bridges have ever 
had the same purpose.

There are a limited number of basic bridge designs: suspension, truss,
beam, arch, etc.  When designing a new bridge, engineers will use a
variation of one (or more) of these basic designs.  There are also a
limited number of purposes:  pedestrians, motor vehicles, trains, etc.
or some combination of these.

As far as I know, the closest two bridges come to having the same
design and purpose are the two spans of the Delaware Memorial Bridge.
The first span of this suspension bridge was completed in the 1950s.
The second span, built in the 1960s, is virtually identical
structurally, with the following differences:

-- The original bridge was constructed with four 12-foot-wide lanes.
Because the cars of the era were wider, the new span was constructed
with four 13-foot-wide lanes.

-- A new signal system was installed to control traffic so that



traffic could be switched from lane to lane. The system could also
allow for reverse traffic flow in certain lanes.

-- The lighting system installed on the new bridge was brighter than
the one installed on the original bridge.

-- On the original span, sidewalks were open gratings. Sidewalks on
the new bridge were constructed of solid concrete, adding structural
strength.

(Source:  http://www.phillyroads.com/crossings/delaware-memorial/)

As far a purpose is concerned, one span normally carries northbound
traffic, the other southbound – although the directions can be and
sometimes are reversed.  The amount, weight, and speed of traffic
appear to be about the same on the two spans.

The two spans of the Chesapeake Bay Bridge are also almost identical.
This is a long bridge with a compound design incorporating various
elements: suspension, truss, and beam.  The second span, built about
two decades after the first, uses the same design elements at the same
places along the span.  One span normally carries eastbound traffic
and the other westbound, but again the directions are sometimes
reversed and the amount, weight, and speed of the traffic is about the
same.

For the purpose of this exercise, let’s assume that an engineer has
come up with a radical new design that does not fit into any of the
existing categories.  We plan to build a bridge in a location and for
a purpose similar to those of existed bridges that use a particular
type of design – say, a suspension bridge.  The new design “looks good
on paper,” that is, we can think of no reason why it wouldn’t work as
well as a suspension bridge.  But no bridge has ever been built using
this new design.

As I read this post, it's a lengthy attempt to deny as much as possible 
straightforward statements which are true, and which this post concedes are true 
as written. As if saying a bunch of things which do not refute them will somehow 
lessen them?

http://www.phillyroads.com/crossings/delaware-memorial/


So my question is: what is the motivation for denying the truths David pointed 
out?

Why not, for example, embrace those truths and only deny misuses of them? 
Surely you don't think any correct uses of truths can do harm.

If you criticized misuses, but accepted legitimate uses, you'd be making a true, 
rather than false, argument. That'd be so much better. So I don't understand all 
the above. Is it that you think you can lower the epistemic status of ideas without 
actually pointing out a reason they are *false*? Even if so, why do you want to?

I'd note also that, to a Popperian like me, I find it quite bizarre to offer a "take" on 
David's propositions which never states agreement or disagreement and never 
states whether you think they are true or false.

The take is also quite one sided. It tries to hard to pseudo-deny what David said 
(without saying anything that actually denies it in the sense of it being false), but 
spends no time pointing out the many examples of him being right. So it's biased 
-- it's advocacy of a particular perspective with no attempt at neutrality.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 5, 2012 at 12:14 AM

On Mar 4, 10:22 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 7:09 PM, Steve Push wrote:

On Mar 4, 4:48 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 4 Mar 2012, at 3:35pm, Steve Push wrote:

Bridge design A has been used on many previous bridges for many years
for the same purpose, and so far none of these bridges has collapsed.

Bridge design B is different from previous bridge designs and does not
appear to violate any engineering principles, but no bridge has ever
been built using this design.

What is your take on the following position:

No two bridges have ever had the same design. And no two bridges have 
ever had the same purpose.

There are a limited number of basic bridge designs: suspension, truss,
beam, arch, etc.  When designing a new bridge, engineers will use a
variation of one (or more) of these basic designs.  There are also a
limited number of purposes:  pedestrians, motor vehicles, trains, etc.
or some combination of these.

As far as I know, the closest two bridges come to having the same
design and purpose are the two spans of the Delaware Memorial Bridge.
The first span of this suspension bridge was completed in the 1950s.
The second span, built in the 1960s, is virtually identical
structurally, with the following differences:

-- The original bridge was constructed with four 12-foot-wide lanes.
Because the cars of the era were wider, the new span was constructed
with four 13-foot-wide lanes.

-- A new signal system was installed to control traffic so that



traffic could be switched from lane to lane. The system could also
allow for reverse traffic flow in certain lanes.

-- The lighting system installed on the new bridge was brighter than
the one installed on the original bridge.

-- On the original span, sidewalks were open gratings. Sidewalks on
the new bridge were constructed of solid concrete, adding structural
strength.

(Source:  http://www.phillyroads.com/crossings/delaware-memorial/)

As far a purpose is concerned, one span normally carries northbound
traffic, the other southbound – although the directions can be and
sometimes are reversed.  The amount, weight, and speed of traffic
appear to be about the same on the two spans.

The two spans of the Chesapeake Bay Bridge are also almost identical.
This is a long bridge with a compound design incorporating various
elements: suspension, truss, and beam.  The second span, built about
two decades after the first, uses the same design elements at the same
places along the span.  One span normally carries eastbound traffic
and the other westbound, but again the directions are sometimes
reversed and the amount, weight, and speed of the traffic is about the
same.

For the purpose of this exercise, let’s assume that an engineer has
come up with a radical new design that does not fit into any of the
existing categories.  We plan to build a bridge in a location and for
a purpose similar to those of existed bridges that use a particular
type of design – say, a suspension bridge.  The new design “looks good
on paper,” that is, we can think of no reason why it wouldn’t work as
well as a suspension bridge.  But no bridge has ever been built using
this new design.

As I read this post, it's a lengthy attempt to deny as much as possible 
straightforward statements which are true, and which this post concedes are 
true as written. As if saying a bunch of things which do not refute them will 
somehow lessen them?

http://www.phillyroads.com/crossings/delaware-memorial/


So my question is: what is the motivation for denying the truths David pointed 
out?

Why not, for example, embrace those truths and only deny misuses of them? 
Surely you don't think any correct uses of truths can do harm.

If you criticized misuses, but accepted legitimate uses, you'd be making a true, 
rather than false, argument. That'd be so much better. So I don't understand all 
the above. Is it that you think you can lower the epistemic status of ideas without 
actually pointing out a reason they are *false*? Even if so, why do you want to?

I'd note also that, to a Popperian like me, I find it quite bizarre to offer a "take" 
on David's propositions which never states agreement or disagreement and 
never states whether you think they are true or false.

The take is also quite one sided. It tries to hard to pseudo-deny what David said 
(without saying anything that actually denies it in the sense of it being false), but 
spends no time pointing out the many examples of him being right. So it's 
biased -- it's advocacy of a particular perspective with no attempt at neutrality.

While I don’t appreciate the ad hominem criticism, I’ll try to answer
your question.  I thought my position was obvious from the factual
information I provided above.  If not, I’ll be more direct:  David's
statement is not true in any way that is material to the question I
posed.  Some bridges are built according to substantially the same
design and for substantially the same purpose.

I have asked a simple, straightforward question that I believe
deserves an answer.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Theory and Reality, 6
Date: March 5, 2012 at 12:35 AM

On Mar 4, 2012, at 9:14 PM, Steve Push wrote:

On Mar 4, 10:22 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 7:09 PM, Steve Push wrote:

On Mar 4, 4:48 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 4 Mar 2012, at 3:35pm, Steve Push wrote:

Bridge design A has been used on many previous bridges for many years
for the same purpose, and so far none of these bridges has collapsed.

Bridge design B is different from previous bridge designs and does not
appear to violate any engineering principles, but no bridge has ever
been built using this design.

What is your take on the following position:

No two bridges have ever had the same design. And no two bridges have 
ever had the same purpose.

There are a limited number of basic bridge designs: suspension, truss,
beam, arch, etc.  When designing a new bridge, engineers will use a
variation of one (or more) of these basic designs.  There are also a
limited number of purposes:  pedestrians, motor vehicles, trains, etc.
or some combination of these.

As far as I know, the closest two bridges come to having the same
design and purpose are the two spans of the Delaware Memorial Bridge.
The first span of this suspension bridge was completed in the 1950s.
The second span, built in the 1960s, is virtually identical
structurally, with the following differences:

-- The original bridge was constructed with four 12-foot-wide lanes.



Because the cars of the era were wider, the new span was constructed
with four 13-foot-wide lanes.

-- A new signal system was installed to control traffic so that
traffic could be switched from lane to lane. The system could also
allow for reverse traffic flow in certain lanes.

-- The lighting system installed on the new bridge was brighter than
the one installed on the original bridge.

-- On the original span, sidewalks were open gratings. Sidewalks on
the new bridge were constructed of solid concrete, adding structural
strength.

(Source:  http://www.phillyroads.com/crossings/delaware-memorial/)

As far a purpose is concerned, one span normally carries northbound
traffic, the other southbound – although the directions can be and
sometimes are reversed.  The amount, weight, and speed of traffic
appear to be about the same on the two spans.

The two spans of the Chesapeake Bay Bridge are also almost identical.
This is a long bridge with a compound design incorporating various
elements: suspension, truss, and beam.  The second span, built about
two decades after the first, uses the same design elements at the same
places along the span.  One span normally carries eastbound traffic
and the other westbound, but again the directions are sometimes
reversed and the amount, weight, and speed of the traffic is about the
same.

For the purpose of this exercise, let’s assume that an engineer has
come up with a radical new design that does not fit into any of the
existing categories.  We plan to build a bridge in a location and for
a purpose similar to those of existed bridges that use a particular
type of design – say, a suspension bridge.  The new design “looks good
on paper,” that is, we can think of no reason why it wouldn’t work as
well as a suspension bridge.  But no bridge has ever been built using
this new design.

http://www.phillyroads.com/crossings/delaware-memorial/


As I read this post, it's a lengthy attempt to deny as much as possible 
straightforward statements which are true, and which this post concedes are 
true as written. As if saying a bunch of things which do not refute them will 
somehow lessen them?

So my question is: what is the motivation for denying the truths David pointed 
out?

Why not, for example, embrace those truths and only deny misuses of them? 
Surely you don't think any correct uses of truths can do harm.

If you criticized misuses, but accepted legitimate uses, you'd be making a true, 
rather than false, argument. That'd be so much better. So I don't understand all 
the above. Is it that you think you can lower the epistemic status of ideas 
without actually pointing out a reason they are *false*? Even if so, why do you 
want to?

I'd note also that, to a Popperian like me, I find it quite bizarre to offer a "take" 
on David's propositions which never states agreement or disagreement and 
never states whether you think they are true or false.

The take is also quite one sided. It tries to hard to pseudo-deny what David 
said (without saying anything that actually denies it in the sense of it being 
false), but spends no time pointing out the many examples of him being right. 
So it's biased -- it's advocacy of a particular perspective with no attempt at 
neutrality.

While I don’t appreciate the ad hominem criticism, I’ll try to answer
your question.  I thought my position was obvious from the factual
information I provided above.  If not, I’ll be more direct:  David's
statement is not true in any way that is material to the question I
posed.  Some bridges are built according to substantially the same
design and for substantially the same purpose.

I have asked a simple, straightforward question that I believe
deserves an answer.

Is David's statement true?

Before declaring it irrelevant, shouldn't you give him a chance to speak to the 



relevance? Just because you don't know of any relevance doesn't mean there is 
none; he could have had some point in mind while writing his post. Why would he 
have even posted if he didn't at least think he had some point in mind? By 
declaring it irrelevant, you never find out what he thinks his point is, and never 
explain to him why he's wrong, or consider that he might be right.

Why didn't you say, "This is true, exactly as written, but I don't see the 
relevance."? Why don't you want the discussion to go anywhere?

Also I've already told you ways the question is not straightforward to my mind. 
You literally refused to answer my questions or clarify it. Repeating your 
assertions about how simple and clear it is, while refusing to provide things like 
simple examples or clarifying details, basically amounts to pretending I don't 
exist, to my face. It's certainly not discussion; you already refused to discuss. 
Now you proceed as if you won the point you refused to debate. Ignoring critics, 
and pretending they don't exist, while it fits with justificationism just fine, does not 
fit with Popperian discussion. Perhaps that can help clarify to you how they are 
different.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 5, 2012 at 1:09 AM

On Mar 5, 12:35 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 9:14 PM, Steve Push wrote:

On Mar 4, 10:22 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 7:09 PM, Steve Push wrote:

On Mar 4, 4:48 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 4 Mar 2012, at 3:35pm, Steve Push wrote:

Bridge design A has been used on many previous bridges for many years
for the same purpose, and so far none of these bridges has collapsed.

Bridge design B is different from previous bridge designs and does not
appear to violate any engineering principles, but no bridge has ever
been built using this design.

What is your take on the following position:

No two bridges have ever had the same design. And no two bridges have 
ever had the same purpose.

There are a limited number of basic bridge designs: suspension, truss,
beam, arch, etc.  When designing a new bridge, engineers will use a
variation of one (or more) of these basic designs.  There are also a
limited number of purposes:  pedestrians, motor vehicles, trains, etc.
or some combination of these.

As far as I know, the closest two bridges come to having the same
design and purpose are the two spans of the Delaware Memorial Bridge.
The first span of this suspension bridge was completed in the 1950s.
The second span, built in the 1960s, is virtually identical
structurally, with the following differences:

-- The original bridge was constructed with four 12-foot-wide lanes.
Because the cars of the era were wider, the new span was constructed



with four 13-foot-wide lanes.

-- A new signal system was installed to control traffic so that
traffic could be switched from lane to lane. The system could also
allow for reverse traffic flow in certain lanes.

-- The lighting system installed on the new bridge was brighter than
the one installed on the original bridge.

-- On the original span, sidewalks were open gratings. Sidewalks on
the new bridge were constructed of solid concrete, adding structural
strength.

(Source:  http://www.phillyroads.com/crossings/delaware-memorial/)

As far a purpose is concerned, one span normally carries northbound
traffic, the other southbound – although the directions can be and
sometimes are reversed.  The amount, weight, and speed of traffic
appear to be about the same on the two spans.

The two spans of the Chesapeake Bay Bridge are also almost identical.
This is a long bridge with a compound design incorporating various
elements: suspension, truss, and beam.  The second span, built about
two decades after the first, uses the same design elements at the same
places along the span.  One span normally carries eastbound traffic
and the other westbound, but again the directions are sometimes
reversed and the amount, weight, and speed of the traffic is about the
same.

For the purpose of this exercise, let’s assume that an engineer has
come up with a radical new design that does not fit into any of the
existing categories.  We plan to build a bridge in a location and for
a purpose similar to those of existed bridges that use a particular
type of design – say, a suspension bridge.  The new design “looks good
on paper,” that is, we can think of no reason why it wouldn’t work as
well as a suspension bridge.  But no bridge has ever been built using
this new design.

As I read this post, it's a lengthy attempt to deny as much as possible 

http://www.phillyroads.com/crossings/delaware-memorial/


straightforward statements which are true, and which this post concedes are 
true as written. As if saying a bunch of things which do not refute them will 
somehow lessen them?

So my question is: what is the motivation for denying the truths David pointed 
out?

Why not, for example, embrace those truths and only deny misuses of them? 
Surely you don't think any correct uses of truths can do harm.

If you criticized misuses, but accepted legitimate uses, you'd be making a 
true, rather than false, argument. That'd be so much better. So I don't 
understand all the above. Is it that you think you can lower the epistemic 
status of ideas without actually pointing out a reason they are *false*? Even if 
so, why do you want to?

I'd note also that, to a Popperian like me, I find it quite bizarre to offer a "take" 
on David's propositions which never states agreement or disagreement and 
never states whether you think they are true or false.

The take is also quite one sided. It tries to hard to pseudo-deny what David 
said (without saying anything that actually denies it in the sense of it being 
false), but spends no time pointing out the many examples of him being right. 
So it's biased -- it's advocacy of a particular perspective with no attempt at 
neutrality.

While I don’t appreciate the ad hominem criticism, I’ll try to answer
your question.  I thought my position was obvious from the factual
information I provided above.  If not, I’ll be more direct:  David's
statement is not true in any way that is material to the question I
posed.  Some bridges are built according to substantially the same
design and for substantially the same purpose.

I have asked a simple, straightforward question that I believe
deserves an answer.

Is David's statement true?

Before declaring it irrelevant, shouldn't you give him a chance to speak to the 



relevance? Just because you don't know of any relevance doesn't mean there is 
none; he could have had some point in mind while writing his post. Why would 
he have even posted if he didn't at least think he had some point in mind? By 
declaring it irrelevant, you never find out what he thinks his point is, and never 
explain to him why he's wrong, or consider that he might be right.

Why didn't you say, "This is true, exactly as written, but I don't see the 
relevance."? Why don't you want the discussion to go anywhere?

Also I've already told you ways the question is not straightforward to my mind. 
You literally refused to answer my questions or clarify it. Repeating your 
assertions about how simple and clear it is, while refusing to provide things like 
simple examples or clarifying details, basically amounts to pretending I don't 
exist, to my face. It's certainly not discussion; you already refused to discuss. 
Now you proceed as if you won the point you refused to debate. Ignoring critics, 
and pretending they don't exist, while it fits with justificationism just fine, does 
not fit with Popperian discussion. Perhaps that can help clarify to you how they 
are different.

What do you find unclear about the question?

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Theory and Reality, 6
Date: March 5, 2012 at 1:22 AM

On Mar 4, 2012, at 10:09 PM, Steve Push wrote:

On Mar 5, 12:35 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 9:14 PM, Steve Push wrote:

On Mar 4, 10:22 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 7:09 PM, Steve Push wrote:

On Mar 4, 4:48 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 4 Mar 2012, at 3:35pm, Steve Push wrote:

Bridge design A has been used on many previous bridges for many 
years
for the same purpose, and so far none of these bridges has collapsed.

Bridge design B is different from previous bridge designs and does not
appear to violate any engineering principles, but no bridge has ever
been built using this design.

What is your take on the following position:

No two bridges have ever had the same design. And no two bridges have 
ever had the same purpose.

There are a limited number of basic bridge designs: suspension, truss,
beam, arch, etc.  When designing a new bridge, engineers will use a
variation of one (or more) of these basic designs.  There are also a
limited number of purposes:  pedestrians, motor vehicles, trains, etc.
or some combination of these.

As far as I know, the closest two bridges come to having the same
design and purpose are the two spans of the Delaware Memorial Bridge.
The first span of this suspension bridge was completed in the 1950s.



The second span, built in the 1960s, is virtually identical
structurally, with the following differences:

-- The original bridge was constructed with four 12-foot-wide lanes.
Because the cars of the era were wider, the new span was constructed
with four 13-foot-wide lanes.

-- A new signal system was installed to control traffic so that
traffic could be switched from lane to lane. The system could also
allow for reverse traffic flow in certain lanes.

-- The lighting system installed on the new bridge was brighter than
the one installed on the original bridge.

-- On the original span, sidewalks were open gratings. Sidewalks on
the new bridge were constructed of solid concrete, adding structural
strength.

(Source:  http://www.phillyroads.com/crossings/delaware-memorial/)

As far a purpose is concerned, one span normally carries northbound
traffic, the other southbound – although the directions can be and
sometimes are reversed.  The amount, weight, and speed of traffic
appear to be about the same on the two spans.

The two spans of the Chesapeake Bay Bridge are also almost identical.
This is a long bridge with a compound design incorporating various
elements: suspension, truss, and beam.  The second span, built about
two decades after the first, uses the same design elements at the same
places along the span.  One span normally carries eastbound traffic
and the other westbound, but again the directions are sometimes
reversed and the amount, weight, and speed of the traffic is about the
same.

For the purpose of this exercise, let’s assume that an engineer has
come up with a radical new design that does not fit into any of the
existing categories.  We plan to build a bridge in a location and for
a purpose similar to those of existed bridges that use a particular
type of design – say, a suspension bridge.  The new design “looks good

http://www.phillyroads.com/crossings/delaware-memorial/


on paper,” that is, we can think of no reason why it wouldn’t work as
well as a suspension bridge.  But no bridge has ever been built using
this new design.

As I read this post, it's a lengthy attempt to deny as much as possible 
straightforward statements which are true, and which this post concedes are 
true as written. As if saying a bunch of things which do not refute them will 
somehow lessen them?

So my question is: what is the motivation for denying the truths David 
pointed out?

Why not, for example, embrace those truths and only deny misuses of 
them? Surely you don't think any correct uses of truths can do harm.

If you criticized misuses, but accepted legitimate uses, you'd be making a 
true, rather than false, argument. That'd be so much better. So I don't 
understand all the above. Is it that you think you can lower the epistemic 
status of ideas without actually pointing out a reason they are *false*? Even 
if so, why do you want to?

I'd note also that, to a Popperian like me, I find it quite bizarre to offer a 
"take" on David's propositions which never states agreement or 
disagreement and never states whether you think they are true or false.

The take is also quite one sided. It tries to hard to pseudo-deny what David 
said (without saying anything that actually denies it in the sense of it being 
false), but spends no time pointing out the many examples of him being 
right. So it's biased -- it's advocacy of a particular perspective with no 
attempt at neutrality.

While I don’t appreciate the ad hominem criticism, I’ll try to answer
your question.  I thought my position was obvious from the factual
information I provided above.  If not, I’ll be more direct:  David's
statement is not true in any way that is material to the question I
posed.  Some bridges are built according to substantially the same
design and for substantially the same purpose.

I have asked a simple, straightforward question that I believe



deserves an answer.

Is David's statement true?

Before declaring it irrelevant, shouldn't you give him a chance to speak to the 
relevance? Just because you don't know of any relevance doesn't mean there 
is none; he could have had some point in mind while writing his post. Why 
would he have even posted if he didn't at least think he had some point in 
mind? By declaring it irrelevant, you never find out what he thinks his point is, 
and never explain to him why he's wrong, or consider that he might be right.

Why didn't you say, "This is true, exactly as written, but I don't see the 
relevance."? Why don't you want the discussion to go anywhere?

Also I've already told you ways the question is not straightforward to my mind. 
You literally refused to answer my questions or clarify it. Repeating your 
assertions about how simple and clear it is, while refusing to provide things like 
simple examples or clarifying details, basically amounts to pretending I don't 
exist, to my face. It's certainly not discussion; you already refused to discuss. 
Now you proceed as if you won the point you refused to debate. Ignoring 
critics, and pretending they don't exist, while it fits with justificationism just fine, 
does not fit with Popperian discussion. Perhaps that can help clarify to you 
how they are different.

What do you find unclear about the question?

For the third time:

Can you give an example of a (Popperian) test theory (bridge design) B hasn't 
passed or been refuted by, which theory A has passed?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 5, 2012 at 1:56 AM

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:09 PM, Steve Push wrote:

On Mar 5, 12:35 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 9:14 PM, Steve Push wrote:

On Mar 4, 10:22 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 7:09 PM, Steve Push wrote:

On Mar 4, 4:48 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 4 Mar 2012, at 3:35pm, Steve Push wrote:

Bridge design A has been used on many previous bridges for many 
years
for the same purpose, and so far none of these bridges has collapsed.

Bridge design B is different from previous bridge designs and does not
appear to violate any engineering principles, but no bridge has ever
been built using this design.

What is your take on the following position:

No two bridges have ever had the same design. And no two bridges 
have ever had the same purpose.

There are a limited number of basic bridge designs: suspension, truss,
beam, arch, etc.  When designing a new bridge, engineers will use a
variation of one (or more) of these basic designs.  There are also a
limited number of purposes:  pedestrians, motor vehicles, trains, etc.
or some combination of these.

As far as I know, the closest two bridges come to having the same
design and purpose are the two spans of the Delaware Memorial Bridge.
The first span of this suspension bridge was completed in the 1950s.
The second span, built in the 1960s, is virtually identical



structurally, with the following differences:

-- The original bridge was constructed with four 12-foot-wide lanes.
Because the cars of the era were wider, the new span was constructed
with four 13-foot-wide lanes.

-- A new signal system was installed to control traffic so that
traffic could be switched from lane to lane. The system could also
allow for reverse traffic flow in certain lanes.

-- The lighting system installed on the new bridge was brighter than
the one installed on the original bridge.

-- On the original span, sidewalks were open gratings. Sidewalks on
the new bridge were constructed of solid concrete, adding structural
strength.

(Source:  http://www.phillyroads.com/crossings/delaware-memorial/)

As far a purpose is concerned, one span normally carries northbound
traffic, the other southbound – although the directions can be and
sometimes are reversed.  The amount, weight, and speed of traffic
appear to be about the same on the two spans.

The two spans of the Chesapeake Bay Bridge are also almost identical.
This is a long bridge with a compound design incorporating various
elements: suspension, truss, and beam.  The second span, built about
two decades after the first, uses the same design elements at the same
places along the span.  One span normally carries eastbound traffic
and the other westbound, but again the directions are sometimes
reversed and the amount, weight, and speed of the traffic is about the
same.

For the purpose of this exercise, let’s assume that an engineer has
come up with a radical new design that does not fit into any of the
existing categories.  We plan to build a bridge in a location and for
a purpose similar to those of existed bridges that use a particular
type of design – say, a suspension bridge.  The new design “looks good
on paper,” that is, we can think of no reason why it wouldn’t work as

http://www.phillyroads.com/crossings/delaware-memorial/


well as a suspension bridge.  But no bridge has ever been built using
this new design.

As I read this post, it's a lengthy attempt to deny as much as possible 
straightforward statements which are true, and which this post concedes 
are true as written. As if saying a bunch of things which do not refute them 
will somehow lessen them?

So my question is: what is the motivation for denying the truths David 
pointed out?

Why not, for example, embrace those truths and only deny misuses of 
them? Surely you don't think any correct uses of truths can do harm.

If you criticized misuses, but accepted legitimate uses, you'd be making a 
true, rather than false, argument. That'd be so much better. So I don't 
understand all the above. Is it that you think you can lower the epistemic 
status of ideas without actually pointing out a reason they are *false*? 
Even if so, why do you want to?

I'd note also that, to a Popperian like me, I find it quite bizarre to offer a 
"take" on David's propositions which never states agreement or 
disagreement and never states whether you think they are true or false.

The take is also quite one sided. It tries to hard to pseudo-deny what David 
said (without saying anything that actually denies it in the sense of it being 
false), but spends no time pointing out the many examples of him being 
right. So it's biased -- it's advocacy of a particular perspective with no 
attempt at neutrality.

While I don’t appreciate the ad hominem criticism, I’ll try to answer
your question.  I thought my position was obvious from the factual
information I provided above.  If not, I’ll be more direct:  David's
statement is not true in any way that is material to the question I
posed.  Some bridges are built according to substantially the same
design and for substantially the same purpose.

I have asked a simple, straightforward question that I believe
deserves an answer.



Is David's statement true?

Before declaring it irrelevant, shouldn't you give him a chance to speak to the 
relevance? Just because you don't know of any relevance doesn't mean 
there is none; he could have had some point in mind while writing his post. 
Why would he have even posted if he didn't at least think he had some point 
in mind? By declaring it irrelevant, you never find out what he thinks his point 
is, and never explain to him why he's wrong, or consider that he might be 
right.

Why didn't you say, "This is true, exactly as written, but I don't see the 
relevance."? Why don't you want the discussion to go anywhere?

Also I've already told you ways the question is not straightforward to my 
mind. You literally refused to answer my questions or clarify it. Repeating 
your assertions about how simple and clear it is, while refusing to provide 
things like simple examples or clarifying details, basically amounts to 
pretending I don't exist, to my face. It's certainly not discussion; you already 
refused to discuss. Now you proceed as if you won the point you refused to 
debate. Ignoring critics, and pretending they don't exist, while it fits with 
justificationism just fine, does not fit with Popperian discussion. Perhaps that 
can help clarify to you how they are different.

What do you find unclear about the question?

For the third time:

Can you give an example of a (Popperian) test theory (bridge design) B hasn't 
passed or been refuted by, which theory A has passed?

The test that the old design passed and the new design hasn't is the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and how
that's relevant to the question I asked.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Theory and Reality, 6
Date: March 5, 2012 at 2:15 AM

On Mar 4, 2012, at 10:56 PM, Steve Push wrote:

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge design) B hasn't 
passed or been refuted by, which theory A has passed?

The test that the old design passed and the new design hasn't is the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and how
that's relevant to the question I asked.

A test is when you:

- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory implications, 
predictions or consequences)
- then test the specific thing they contradict about (e.g. with an experiment)
- then at least one is refuted

This example lacks all of these elements.

The issue under discussion is a supposed to be a challenge to Popperian 
epistemology. It can't challenge the Popperian philosophy and stance on testing if 
the "tests" involved are not something any Popperian would recognize as being 
tests. If no Popperian tests were involved, then the Popperian answer is simply: 
"both theories are untested, the question therefore doesn't really make sense".

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 5, 2012 at 7:30 AM

On Mar 5, 2:15 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:56 PM, Steve Push wrote:

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge design) B 
hasn't passed or been refuted by, which theory A has passed?

The test that the old design passed and the new design hasn't is the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and how
that's relevant to the question I asked.

A test is when you:

- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory implications, 
predictions or consequences)
- then test the specific thing they contradict about (e.g. with an experiment)
- then at least one is refuted

This example lacks all of these elements.

The issue under discussion is a supposed to be a challenge to Popperian 
epistemology. It can't challenge the Popperian philosophy and stance on testing 
if the "tests" involved are not something any Popperian would recognize as 
being tests. If no Popperian tests were involved, then the Popperian answer is 
simply: "both theories are untested, the question therefore doesn't really make 
sense".

That's not an answer to the bridge question, it's an evasion.  Your
non-answer implies that C&R is useless for making decisions under
conditions in which we lack complete information -- the conditions
under which most decisions are made.  You have allowed induction to



win my default.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] McGinn's Criticism of Popper's Philosophy
Date: March 5, 2012 at 12:11 PM

In a Nov. 21, 2002, article in The New York Review of Books,
philosopher Colin McGinn presented the following criticism of Popper’s
philosophy:

“But there is a worse problem for Popper's philosophy: he is committed
to inductive verification himself. Suppose we are testing the
hypothesis that all swans are white: we come across what we think is a
falsifying instance -- an apparent black swan. In order to use this
instance to reject the generalization we need to be convinced that we
are indeed confronted by a genuine black swan. But this means that we
need to verify that a black swan is really before us. This is an act
of verification, not falsification, and it requires that we make an
inductive inference, since the hypothesis that this animal is a swan
itself implies all sorts of things about its anatomy, evolutionary
history, and future behavior. We only count it a swan on the basis of
inductive generalizations about swans -- that they have long necks,
feathers, and a distinctive squawk. There are many inductive
consequences of its being a swan, and these must be taken to be
verified before we can be convinced that we really have a swan that
isn't white -- as opposed to something that merely looks like a swan.

“Popper might reply that the statement 'this is a black swan' is
itself a conjecture, which can be falsified but never verified; but
then we have lost the sole point of empirical purchase on scientific
theories, since now we will just have one conjecture versus another.
We have to know that 'this is a black swan' is true before we can use
it to reject 'all swans are white'; the mere logical inconsistency of
the two statements gets us nowhere. But then, contrary to Popper, we
have to be able to verify statements that have inductive
consequences.”

The full article can be found at

http://research.rem.sfu.ca/downloads/rem-
658/Electronic%20Readings/McGinnonPopper.pdf

-- Steve

http://research.rem.sfu.ca/downloads/rem-658/Electronic%20Readings/McGinnonPopper.pdf


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Theory and Reality, 6
Date: March 5, 2012 at 12:31 PM

On Mar 5, 2012, at 4:30 AM, Steve Push wrote:

On Mar 5, 2:15 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:56 PM, Steve Push wrote:

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge design) B 
hasn't passed or been refuted by, which theory A has passed?

The test that the old design passed and the new design hasn't is the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and how
that's relevant to the question I asked.

A test is when you:

- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory implications, 
predictions or consequences)
- then test the specific thing they contradict about (e.g. with an experiment)
- then at least one is refuted

This example lacks all of these elements.

The issue under discussion is a supposed to be a challenge to Popperian 
epistemology. It can't challenge the Popperian philosophy and stance on 
testing if the "tests" involved are not something any Popperian would 
recognize as being tests. If no Popperian tests were involved, then the 
Popperian answer is simply: "both theories are untested, the question 
therefore doesn't really make sense".



That's not an answer to the bridge question, it's an evasion.  Your
non-answer implies that C&R is useless for making decisions under
conditions in which we lack complete information -- the conditions
under which most decisions are made.  You have allowed induction to
win my default.

Pointing out that the question is unclear is not an answer, but also not an evasion. 
How do you expect me to answer a question I find unclear and have unanswered 
questions about?

Can you give an example of a (Popperian) test which theory (bridge design) B 
hasn't passed or been refuted by, which theory A has passed?

Examples help illustrate questions and clarify them for people. If you don't want to 
think about what your question means, you shouldn't blame others for finding it 
unclear too.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] McGinn's Criticism of Popper's Philosophy
Date: March 5, 2012 at 12:33 PM

On 3/5/2012 5:11 PM, Steve Push wrote:
In a Nov. 21, 2002, article in The New York Review of Books,
philosopher Colin McGinn presented the following criticism of Popper’s
philosophy:

“But there is a worse problem for Popper's philosophy: he is committed
to inductive verification himself. Suppose we are testing the
hypothesis that all swans are white: we come across what we think is a
falsifying instance -- an apparent black swan. In order to use this
instance to reject the generalization we need to be convinced that we
are indeed confronted by a genuine black swan.

Not *convinced* - we need only tentatively accept that it is a black swan. As 
McGinn observes in his second paragraph.

“Popper might reply that the statement 'this is a black swan' is
itself a conjecture, which can be falsified but never verified; but
then we have lost the sole point of empirical purchase on scientific
theories, since now we will just have one conjecture versus another.

Yes, I think that's the intention.

What is "the sole point of empirical purchase on scientific theories?"

Does he think that that empirical claims can never be wrong? If he doesn't then 
it's "one conjecture versus another" already *anyway*.

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] McGinn's Criticism of Popper's Philosophy
Date: March 5, 2012 at 12:43 PM

On Mar 5, 2012, at 9:11 AM, Steve Push wrote:

In a Nov. 21, 2002, article in The New York Review of Books,
philosopher Colin McGinn presented the following criticism of Popper’s
philosophy:

“But there is a worse problem for Popper's philosophy: he is committed
to inductive verification himself. Suppose we are testing the
hypothesis that all swans are white: we come across what we think is a
falsifying instance -- an apparent black swan. In order to use this
instance to reject the generalization we need to be convinced that we
are indeed confronted by a genuine black swan. But this means that we
need to verify that a black swan is really before us. This is an act
of verification, not falsification, and it requires that we make an
inductive inference, since the hypothesis that this animal is a swan
itself implies all sorts of things about its anatomy, evolutionary
history, and future behavior. We only count it a swan on the basis of
inductive generalizations about swans -- that they have long necks,
feathers, and a distinctive squawk. There are many inductive
consequences of its being a swan, and these must be taken to be
verified before we can be convinced that we really have a swan that
isn't white -- as opposed to something that merely looks like a swan.

That's how an inductivist would try to approach it, but not a Popperian. Popper 
explained a different way so he doesn't have to do this inductivist way.

So McGinn's argument, so far, seems to consist of pretending Popper's rival 
theory doesn't exist, and concluding Popper has to fill in the gaps, which McGinn 
just made up, by using induction.

“Popper might reply that the statement 'this is a black swan' is
itself a conjecture, which can be falsified but never verified;

Right...



but
then we have lost the sole point of empirical purchase on scientific
theories, since now we will just have one conjecture versus another.

So his complaint is: conjectures aren't a source of knowledge with authority. If 
they are our only source of knowledge, no idea can be more justified, by its 
source, than another. But the whole point of empiricism is to elevate observations 
to higher status than conjectures so that we'll be able to judge theories by their 
status/authority/source and have some actually win over others instead of always 
having a tie.

Or in other words: "I'm a justificationist and just don't understand at all that 
Popper criticized justification and offered an alternative."

We have to know that 'this is a black swan' is true before we can use
it to reject 'all swans are white';

Only if you're not a fallibilist.

the mere logical inconsistency of
the two statements gets us nowhere.

Not "nowhere". It presents a problem. If ideas are logically inconsistent, at least 
one is false (for completeness: the false idea could be in our conception of logic). 
This problem is soluble (using conjectures and refutations!).

McGinn doesn't respect problems, whereas Popperians view progress as 
something like successive steps from problems to new problems. Getting a new 
problem is getting somewhere!

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 5, 2012 at 4:59 PM

On Mar 5, 12:31 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 4:30 AM, Steve Push wrote:

On Mar 5, 2:15 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:56 PM, Steve Push wrote:

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge design) B 
hasn't passed or been refuted by, which theory A has passed?

The test that the old design passed and the new design hasn't is the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and how
that's relevant to the question I asked.

A test is when you:

- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory implications, 
predictions or consequences)
- then test the specific thing they contradict about (e.g. with an experiment)
- then at least one is refuted

This example lacks all of these elements.

The issue under discussion is a supposed to be a challenge to Popperian 
epistemology. It can't challenge the Popperian philosophy and stance on 
testing if the "tests" involved are not something any Popperian would 
recognize as being tests. If no Popperian tests were involved, then the 
Popperian answer is simply: "both theories are untested, the question 
therefore doesn't really make sense".

That's not an answer to the bridge question, it's an evasion.  Your



non-answer implies that C&R is useless for making decisions under
conditions in which we lack complete information -- the conditions
under which most decisions are made.  You have allowed induction to
win my default.

Pointing out that the question is unclear is not an answer, but also not an 
evasion. How do you expect me to answer a question I find unclear and have 
unanswered questions about?

Can you give an example of a (Popperian) test which theory (bridge design) B 
hasn't passed or been refuted by, which theory A has passed?

Examples help illustrate questions and clarify them for people. If you don't want 
to think about what your question means, you shouldn't blame others for finding 
it unclear too.

You are more knowledgeable about Popper's philosophy than I am.  Can
you suggest a Popperian test that will solve the problem I posed?

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Theory and Reality, 6
Date: March 5, 2012 at 5:06 PM

On Mar 5, 2012, at 1:59 PM, Steve Push wrote:

On Mar 5, 12:31 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 4:30 AM, Steve Push wrote:

On Mar 5, 2:15 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:56 PM, Steve Push wrote:

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge design) B 
hasn't passed or been refuted by, which theory A has passed?

The test that the old design passed and the new design hasn't is the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and how
that's relevant to the question I asked.

A test is when you:

- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory implications, 
predictions or consequences)
- then test the specific thing they contradict about (e.g. with an experiment)
- then at least one is refuted

This example lacks all of these elements.

The issue under discussion is a supposed to be a challenge to Popperian 
epistemology. It can't challenge the Popperian philosophy and stance on 
testing if the "tests" involved are not something any Popperian would 
recognize as being tests. If no Popperian tests were involved, then the 



Popperian answer is simply: "both theories are untested, the question 
therefore doesn't really make sense".

That's not an answer to the bridge question, it's an evasion.  Your
non-answer implies that C&R is useless for making decisions under
conditions in which we lack complete information -- the conditions
under which most decisions are made.  You have allowed induction to
win my default.

Pointing out that the question is unclear is not an answer, but also not an 
evasion. How do you expect me to answer a question I find unclear and have 
unanswered questions about?

Can you give an example of a (Popperian) test which theory (bridge design) B 
hasn't passed or been refuted by, which theory A has passed?

Examples help illustrate questions and clarify them for people. If you don't 
want to think about what your question means, you shouldn't blame others for 
finding it unclear too.

You are more knowledgeable about Popper's philosophy than I am.  Can
you suggest a Popperian test that will solve the problem I posed?

No. I've already posted saying I don't think the scenario makes sense. I think the 
premises are busted. I have no fix; I think it's a mistake.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 5, 2012 at 5:26 PM

On Mar 5, 12:33 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 3/5/2012 5:11 PM, Steve Push wrote:

In a Nov. 21, 2002, article in The New York Review of Books,
philosopher Colin McGinn presented the following criticism of Popper s
philosophy:

But there is a worse problem for Popper's philosophy: he is committed
to inductive verification himself. Suppose we are testing the
hypothesis that all swans are white: we come across what we think is a
falsifying instance -- an apparent black swan. In order to use this
instance to reject the generalization we need to be convinced that we
are indeed confronted by a genuine black swan.

Not *convinced* - we need only tentatively accept that it is a black
swan. As McGinn observes in his second paragraph.

Popper might reply that the statement 'this is a black swan' is
itself a conjecture, which can be falsified but never verified; but
then we have lost the sole point of empirical purchase on scientific
theories, since now we will just have one conjecture versus another.

Yes, I think that's the intention.

What is "the sole point of empirical purchase on scientific theories?"

Does he think that that empirical claims can never be wrong? If he
doesn't then it's "one conjecture versus another" already *anyway*.

Why do you believe empirical claims must be infallible to support a
conclusion that the black swan is indeed a swan?

-- Steve



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 5, 2012 at 5:48 PM

It may help to distinguish two aspects of this situation, one is the logical function 
of  observation statements, the other is the matter of the conventions or 'rules of 
the game" that we use to progress our efforts. Bearing in mind that Popper was 
Professor of Logic AND Scientific Method.

The logic of the situation is that a true observation statement permits the 
falsification of a generalization but it does not permit the verification of a 
generalization.

That is the logic of falsifiability.

Moving on to falsification (recalling that Popper insisted on the distinction 
between falsifiability and falsification).

In practice we cannot assume that any non-trivial observation statements are 
true. And so when we have adverse evidence (an apparently black swan) we 
need to have procedures or conventions to handle the situation, in the absence of 
certainty. For example critical observations need to be repeated in some other 
laboratory in addition to the place of the first report.

When you get past the logic of the situation the black swan example stops being 
helpful, because in real life we would not not be looking at the colour of  the swan 
to establish whether or not all swans are white, we would be concerned about 
some theory related to avian pigmentation for example.

Like the Duhem problem, which renders all falsifications conjectural, there is no 
logical solution, you just have to do more work in the field.

RC 
-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 5, 2012 at 6:34 PM

On 5 Mar 2012, at 22:26, Steve Push <stephen.push@gmail.com> wrote:

On Mar 5, 12:33 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 3/5/2012 5:11 PM, Steve Push wrote:

In a Nov. 21, 2002, article in The New York Review of Books,
philosopher Colin McGinn presented the following criticism of Popper s
philosophy:

But there is a worse problem for Popper's philosophy: he is committed
to inductive verification himself. Suppose we are testing the
hypothesis that all swans are white: we come across what we think is a
falsifying instance -- an apparent black swan. In order to use this
instance to reject the generalization we need to be convinced that we
are indeed confronted by a genuine black swan.

Not *convinced* - we need only tentatively accept that it is a black
swan. As McGinn observes in his second paragraph.

Popper might reply that the statement 'this is a black swan' is
itself a conjecture, which can be falsified but never verified; but
then we have lost the sole point of empirical purchase on scientific
theories, since now we will just have one conjecture versus another.

Yes, I think that's the intention.

What is "the sole point of empirical purchase on scientific theories?"

Does he think that that empirical claims can never be wrong? If he
doesn't then it's "one conjecture versus another" already *anyway*.

Why do you believe empirical claims must be infallible to support a
conclusion that the black swan is indeed a swan?

I don't. It seems that McGinn might; he does at least seem to believe



that empirical claims /do/ have some infallible quality, and that
sacrificing this quality would be bad. It's not clear whether he
thinks it's necessary.

He says that if Popper's philosophy is true then "we will just have
one conjecture versus another." This implies that if Popper's
philosophy is false, then we have something else - something that is
not conjecture, i.e. that is not fallible.

It sounds like he thinks "the sole point of empirical purchase on
scientific theories" is to make the theories somehow not be theories
any more, i.e. to make them infallible.

It's reasonable to distinguish between theories that have been
empirically tested and theories that have not - for practical reasons
- but, epistemically, both groups are equally conjecture.

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] McGinn's Criticism of Popper's Philosophy
Date: March 5, 2012 at 6:37 PM

On Mar 5, 2012, at 2:48 PM, Rafe Champion wrote:

It may help to distinguish two aspects of this situation, one is the logical function 
of  observation statements, the other is the matter of the conventions or 'rules of 
the game" that we use to progress our efforts. Bearing in mind that Popper was 
Professor of Logic AND Scientific Method.

The logic of the situation is that a true observation statement permits the 
falsification of a generalization but it does not permit the verification of a 
generalization.

That is the logic of falsifiability.

Moving on to falsification (recalling that Popper insisted on the distinction 
between falsifiability and falsification).

In practice we cannot assume that any non-trivial observation statements are 
true. And so when we have adverse evidence (an apparently black swan) we 
need to have procedures or conventions to handle the situation, in the absence 
of certainty. For example critical observations need to be repeated in some 
other laboratory in addition to the place of the first report.

When you get past the logic of the situation the black swan example stops being 
helpful, because in real life we would not not be looking at the colour of  the 
swan to establish whether or not all swans are white, we would be concerned 
about some theory related to avian pigmentation for example.

Like the Duhem problem, which renders all falsifications conjectural, there is no 
logical solution, you just have to do more work in the field.

And you have to use *imaginative, critical arguments* and *explanations*, instead 
of looking for a proof or formal argument.

It takes creative thinking, which doesn't follow a set of simple, exact rules. If it did, 
we could program a computer to do it (today, without inventing AI). Instead, any 
criticism goes, unless it is itself criticized. There are no privileged criteria of 



criticism, and the useful modes of criticism vary by problem situation and context.

So with bridges, for example, you would not want to look at one single attribute of 
the bridges, no matter what one attribute that is, and then make your decision. 
You'd want to understand the problem situation and the bridges. You'd find 
dozens of relevant facts and explanations about bridges. You'd see what 
criticisms you could come up with, taking into account these many things about 
bridges in general and the bridge designs under consideration in particular, and 
also taking into account the purpose of the bridge project, the constraints it has, 
and so on. And then the answer would depend on the result of that creative 
thinking, criticizing, explaining, and so on.

There are no rules like, "Always pick the more tested one, ignoring all other 
modes of criticism." If we were to make a rule, it'd be more like, "Always consider 
all sorts of criticisms, don't ignore any, and don't rigidly focus on a narrow view of 
the situation."

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] McGinn's Criticism of Popper's Philosophy
Date: March 5, 2012 at 7:03 PM

On Mar 5, 2012, at 3:34 PM, Richard Fine wrote:

On 5 Mar 2012, at 22:26, Steve Push <stephen.push@gmail.com> wrote:

On Mar 5, 12:33 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 3/5/2012 5:11 PM, Steve Push wrote:

In a Nov. 21, 2002, article in The New York Review of Books,
philosopher Colin McGinn presented the following criticism of Popper s
philosophy:

But there is a worse problem for Popper's philosophy: he is committed
to inductive verification himself. Suppose we are testing the
hypothesis that all swans are white: we come across what we think is a
falsifying instance -- an apparent black swan. In order to use this
instance to reject the generalization we need to be convinced that we
are indeed confronted by a genuine black swan.

Not *convinced* - we need only tentatively accept that it is a black
swan. As McGinn observes in his second paragraph.

Popper might reply that the statement 'this is a black swan' is
itself a conjecture, which can be falsified but never verified; but
then we have lost the sole point of empirical purchase on scientific
theories, since now we will just have one conjecture versus another.

Yes, I think that's the intention.

What is "the sole point of empirical purchase on scientific theories?"

Does he think that that empirical claims can never be wrong? If he
doesn't then it's "one conjecture versus another" already *anyway*.

Why do you believe empirical claims must be infallible to support a
conclusion that the black swan is indeed a swan?



I don't. It seems that McGinn might; he does at least seem to believe
that empirical claims /do/ have some infallible quality, and that
sacrificing this quality would be bad. It's not clear whether he
thinks it's necessary.

He says that if Popper's philosophy is true then "we will just have
one conjecture versus another." This implies that if Popper's
philosophy is false, then we have something else - something that is
not conjecture, i.e. that is not fallible.

"Not a conjecture" typically doesn't mean "not fallible". I think what they usually 
mean is more like this:

(In their view,) some ideas have *status* (aka justification or authority, which 
come from "weight", "support", "confirmation", "induction", and so on). They are 
not guesses but proofs, theorems, established theories, facts, and so on.

I think he's saying: if Popper is right, then all ideas have equal status. So it's just 
a "he said, she said" type affair where there's no possible way to decide which 
idea is better, because the only thing that can make one idea better than another 
is status. (That is a very standard view, which Popper called "justificationism" and 
refuted.)

Taking this analogy a little further, the implication is that he said, she said court 
cases should be decided in favor of the person with higher social status. That's a 
horrible idea. I don't think it's an accident that status-based epistemologies link to 
status-based approaches to society. Both are a mistake, and they are a little 
related.

Anyway, he's ignorant of Popper's philosophy. He's unaware that Popper solved 
this problem: Popper provided ways to decide between theories *other than their 
status* (much like we resolve court cases by looking at things other than the 
status of the litigants). So while Popper rejected the status method of choosing 
between ideas -- Popper was fine with them all being no-status conjectures, 
forever -- that wasn't a problem for him because he solved the problem of 
choosing between ideas in a different way that didn't use status.

Popper's solution is basically that we can criticize ideas and choose to act non-
refuted ideas over refuted ideas. Non-refuted is not a type of status in the sense 



under discussion.

That's a little confusing because the word "status" has two meanings:

Non-refuted is a status in the sense of "the position of affairs at a particular time".

But it is not a status like "the relative social, professional, or other standing of 
someone or something" and "high rank or social standing".

Non-refuted isn't high rank, it's not a source of justification or authority, it's not on 
a continuum, and there is no relative standing within the massive non-refuted 
category. It doesn't work in the typical status based epistemology because, when 
there's only two "ranks", we get vast numbers of ideas of each rank, and we 
cannot differentiate between them by rank, we have to do something else (or 
not!).

So major problems in Popperian epistemology are things like: What refutes an 
idea? What do we do when we have only refuted ideas? What do we do when we 
have multiple non-refuted ideas?

This is very different than status epistemologies where the questions are about 
how to differentiate ideas by assigning them different status levels on a 
continuum. In a status epistemology, what "refutes" an idea is a sufficiently low 
status that we no longer care about it. And what do we do when we have multiple 
non-refuted ideas? Just decide which has the highest status and use that. Or in 
other words, decide which one is less conjectural and say it wins. Popper's 
approach is different than that.

Trying out an analogy again, someone might claim we have a "status" society in 
that people get one status and TVs get another. People have rights, TVs don't. 
People can't be property, TVs are property. So there is something you could try to 
call status, but it's basically limited to two categories (either you have the status 
of human rights, or not), much like refuted vs non-refuted, and so it's routine to 
deal with equal status things (e.g. two people, or two non-refuted ideas), and it's 
routine to do this in a way that has nothing to do with status.

We do not have a status society just because people have a different status than 
TVs. That'd be unreasonable. Our society is substantively different than a status 
based society where, say, elders or men have special rights. E.g. a society where 



women's testimony in court counts for less or nothing, or they aren't allowed to 
testify against male family members, would be one where status is playing a large 
role, and our society is different.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David <davidsteglet@gmail.com>
Subject: [BoI] Fungible vs Branching vs Diverging
Date: March 5, 2012 at 11:34 PM

I am still very confused on the ontology of Fungible worlds, even
after email exchanges with David Deutsch and Elliot Temple.

I'll start this off by outlining the other views of Everettian QM.

1) Branching - This view was developed by DeWitt and Everett (mostly
DeWitt) and the jist of it is that before a branching moment there is
1 world and after there are several. So the world literally splits
into more worlds. This has a bunch of problems.
There has also been modernizing of this view.

2) Divergence - Championed by people like Simon Saunders and Alastair
Wilson, here we got all the worlds existing since the dawn of time,
but since they are identical until the differentiate, we can not say
"I'm on branch A", but the fact remains, you are only present in one
branch at all times. The are 100% identical, but separate.
In this view quantum immortality etc. is nothing but a illusion, as
argued in layman terms by Alastair Wilson here:

3) Fungible worlds - ??? Hybrid between the two ??? From what I
understand from the book and correspondence with Temple and Deutsch,
all the worlds already exist in this view too, but they are fungible
rather than divergent...
So it's my understanding that the worlds are not separate, there is
something that keeps them all together until they "branch".
So we can not say "I am in this branch", that is apparantly incoherent
because you are not one particular "I", you are all, but at the same
time you are not (I've been told). This is where things get very
fuzzy.

Now I definitely agree that when I say "I am in this branch" all my
doppelgangers say the exact same thing, and they are identical to me
so there is no way to distinguish me from them, even from a birds eye
view.
So far so good, but this is not enough I'm told.
If for simplicity's sake we say that only 10 Universes exist and I'm
in the middle of a quantum suicide, then obviously there are 10



universes and 10 me's, 1 in each. The math tells me that death is 90%
likely, so I will only live in 1 of the worlds after the experiment.
So if I am fungibly all of these me's, why am I not guaranteed
survival? If the worlds are not separate at all, it is inevitable that
I will end up as the living one because I can obviously not experience
death, so I am no longer those dead bodies...

So where is the mistake in my argument that QTI is inevitable if the
fungible reading of everettian qm is right?

What prohibits me from being the survivor if there is no separation
between the worlds?!

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Fungible vs Branching vs Diverging
Date: March 6, 2012 at 3:02 AM

On 6 Mar 2012, at 4:34am, David wrote:

I am still very confused on the ontology of Fungible worlds, even
after email exchanges with David Deutsch and Elliot Temple.

I'll start this off by outlining the other views of Everettian QM.

1) Branching - This view was developed by DeWitt and Everett (mostly
DeWitt) and the jist of it is that before a branching moment there is
1 world and after there are several. So the world literally splits
into more worlds.

Since all versions of the Everett interpretation have 'branching' in some 
metaphorical sense, 'branching' is a highly ambiguous term for the above view. It 
should be called 'splitting' of universes.

This has a bunch of problems.

Yes. DeWitt dropped the idea of splitting universes soon after publishing it, 
Everett never explicitly wrote of it, and as far as I know, no one working in the 
field has held it for decades now.

There has also been modernizing of this view.

Not to my knowledge.

-- David Deutsch

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungible vs Branching vs Diverging
Date: March 6, 2012 at 4:05 AM

On 6 Mar 2012, at 04:34, David wrote:

I am still very confused on the ontology of Fungible worlds, even
after email exchanges with David Deutsch and Elliot Temple.

I'll start this off by outlining the other views of Everettian QM.

1) Branching - This view was developed by DeWitt and Everett (mostly
DeWitt) and the jist of it is that before a branching moment there is
1 world and after there are several. So the world literally splits
into more worlds. This has a bunch of problems.
There has also been modernizing of this view.

2) Divergence - Championed by people like Simon Saunders and Alastair
Wilson, here we got all the worlds existing since the dawn of time,
but since they are identical until the differentiate, we can not say
"I'm on branch A", but the fact remains, you are only present in one
branch at all times. The are 100% identical, but separate.
In this view quantum immortality etc. is nothing but a illusion, as
argued in layman terms by Alastair Wilson here:

I don't think Saunders disagrees with fungibility even though he doesn't use the 
word:

http://groups.google.com/group/beginning-of-infinity/msg/26f8a1e205e434f3

3) Fungible worlds - ??? Hybrid between the two ??? From what I
understand from the book and correspondence with Temple and Deutsch,
all the worlds already exist in this view too, but they are fungible
rather than divergent...
So it's my understanding that the worlds are not separate, there is
something that keeps them all together until they "branch".
So we can not say "I am in this branch", that is apparantly incoherent
because you are not one particular "I", you are all, but at the same
time you are not (I've been told). This is where things get very
fuzzy.

http://groups.google.com/group/beginning-of-infinity/msg/26f8a1e205e434f3


They are all undergoing interference, so it's not the case that just one of them is 
you. But there is also a measure attached to them - probability, so if you watch a 
radioactive nucleus decay for a while and the probability of you seeing it decay is 
1/2, then you could say the number of versions of you is 1/2.

Now I definitely agree that when I say "I am in this branch" all my
doppelgangers say the exact same thing, and they are identical to me
so there is no way to distinguish me from them, even from a birds eye
view.

So far so good, but this is not enough I'm told.
If for simplicity's sake we say that only 10 Universes exist and I'm
in the middle of a quantum suicide, then obviously there are 10
universes and 10 me's, 1 in each. The math tells me that death is 90%
likely, so I will only live in 1 of the worlds after the experiment.
So if I am fungibly all of these me's, why am I not guaranteed
survival? If the worlds are not separate at all, it is inevitable that
I will end up as the living one because I can obviously not experience
death, so I am no longer those dead bodies…

Do you agree that some versions of you die and that there is no fact of the matter 
about which of the dead versions is the same as any particular living version of 
you before the experiment?

Alan



From: Justin Mallone <justinceo@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Pseudo-science vs democracy
Date: March 6, 2012 at 4:23 AM

http://news.yahoo.com/people-arent-smart-enough-democracy-flourish-scientists-
185601411.html

The democratic process relies on the assumption that citizens (the majority of 
them, at least) can recognize the best political candidate, or best policy idea, 
when they see it.

False. The argument for democracy that it lets you replace bad leaders and policy 
ideas and try out new ones peacefully. That's like the *opposite* of "it lets you 
select the obviously right idea*! If stuff was obviously right you wouldn't need 
democracy.

But a growing body of research

This phrase generally strikes me as an appeal to authority -- its touting a big pile 
of research as impressive regardless of argument quality.

 has revealed an unfortunate aspect of the human psyche

Vague term.

that would seem to disprove this notion,

So it attacks a strawman.

and imply instead that democratic elections produce mediocre leadership and 
policies.

Mediocre according to whom and by what measure?

The research, led by David Dunning, a psychologist at Cornell University, shows 
that incompetent people

Wonder what their "proxy" for incompetence is.

http://news.yahoo.com/people-arent-smart-enough-democracy-flourish-scientists-185601411.html


are inherently unable

Inherently unable? They can't be taught? That's quite a claim.

to judge the competence of other people, or the quality of those people's ideas. 
For example, if people lack expertise on tax reform, it is very difficult for them to 
identify the candidates who are actual experts. They simply lack the mental 
tools

They're brain-damaged?

needed to make meaningful judgments.

You don't need fine-tuned judgment for experts like this for people voting in a 
democracy. if people can pick the people with the right values to implement 
reforms (which they can in democracy), they can leave the task of figuring out the 
right bureaucrats to hire to somebody like the President.

As a result, no amount of information or facts about political candidates can 
override the inherent

There's that word again.

inability of many voters to accurately evaluate them. On top of that, "very smart 
ideas are going to be hard for people to adopt, because most people don’t have 
the sophistication to recognize how good an idea is," Dunning told Life's Little 
Mysteries.

Sounds like making up for a failure to persuade people by delegitimizing their 
disagreements.

He and colleague Justin Kruger, formerly of Cornell and now of New York 
University, have demonstrated again and again that people are self-delusional 
when it comes to their own intellectual skills.

What about the self-delusion of being able to judge whether others are "good 
enough" for democracy?



Whether the researchers are testing people's ability to rate the funniness of 
jokes, the correctness of grammar, or even their own performance in a game of 
chess, the duo has found  that people always assess their own performance as 
"above average" — even people who, when tested, actually perform at the very 
bottom of the pile. [Incompetent People Too Ignorant to Know It]

We're just as undiscerning about the skills of others as about ourselves. "To the 
extent that you are incompetent, you are a worse judge of incompetence in 
other people," Dunning said. In one study, the researchers asked students to 
grade quizzes that tested for grammar skill. "We found that students who had 
done worse on the test itself gave more inaccurate grades to other students." 
Essentially, they didn't recognize the correct answer even when they saw it.

The reason for this disconnect is simple: "If you have gaps in your knowledge in 
a given area, then you’re not in a position to assess your own gaps or the gaps 
of others," Dunning said. Strangely though, in these experiments, people tend to 
readily and accurately agree on who the worst performers are, while failing to 
recognize the best performers.

People who lack knowledge can't criticize others well effectively in areas related 
to the knowledge they lack. Therefore democracy sucks, QED?

The most incompetent among us serve as canaries in the coal mine signifying a 
larger quandary in the concept of democracy; truly ignorant people may be the 
worst judges of candidates and ideas, Dunning said, but we all suffer from a 
degree of blindness stemming from our own personal lack of expertise.

Mato Nagel, a sociologist in Germany, recently implemented Dunning and 
Kruger's theories by computer-simulating a democratic election. In his 
mathematical model of the election, he assumed that voters' own leadership 
skills were distributed on a bell curve — some were really good leaders, some, 
really bad, but most were mediocre — and that each voter was incapable of 
recognizing the leadership skills of a political candidate as being better than his 
or her own. When such an election was simulated, candidates whose leadership 
skills were only slightly better than average always won.

Nagel concluded that democracies rarely or never elect the best leaders.

What a leap.



Their advantage over dictatorships or other forms of government is merely that 
they "effectively prevent lower-than-average candidates from becoming 
leaders."

-JM



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 6, 2012 at 7:52 AM

On Mar 5, 5:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 1:59 PM, Steve Push wrote:

On Mar 5, 12:31 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 4:30 AM, Steve Push wrote:

On Mar 5, 2:15 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:56 PM, Steve Push wrote:

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge design) B 
hasn't passed or been refuted by, which theory A has passed?

The test that the old design passed and the new design hasn't is the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and how
that's relevant to the question I asked.

A test is when you:

- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory implications, 
predictions or consequences)
- then test the specific thing they contradict about (e.g. with an experiment)
- then at least one is refuted

This example lacks all of these elements.

The issue under discussion is a supposed to be a challenge to Popperian 
epistemology. It can't challenge the Popperian philosophy and stance on 
testing if the "tests" involved are not something any Popperian would 
recognize as being tests. If no Popperian tests were involved, then the 
Popperian answer is simply: "both theories are untested, the question 



therefore doesn't really make sense".

That's not an answer to the bridge question, it's an evasion.  Your
non-answer implies that C&R is useless for making decisions under
conditions in which we lack complete information -- the conditions
under which most decisions are made.  You have allowed induction to
win my default.

Pointing out that the question is unclear is not an answer, but also not an 
evasion. How do you expect me to answer a question I find unclear and have 
unanswered questions about?

Can you give an example of a (Popperian) test which theory (bridge design) 
B hasn't passed or been refuted by, which theory A has passed?

Examples help illustrate questions and clarify them for people. If you don't 
want to think about what your question means, you shouldn't blame others for 
finding it unclear too.

You are more knowledgeable about Popper's philosophy than I am.  Can
you suggest a Popperian test that will solve the problem I posed?

No. I've already posted saying I don't think the scenario makes sense. I think the 
premises are busted. I have no fix; I think it's a mistake.

Then I need to stand by my conclusion that C&R -- at least as you
interpret it -- is incapable of solving the practical problem I
posed.  Thus engineers must be using some other method -- induction,
in my opinion -- to solve such problems.

-- Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Theory and Reality, 6
Date: March 6, 2012 at 8:09 AM

On 6 Mar 2012, at 12:52, Steve Push wrote:

On Mar 5, 5:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 1:59 PM, Steve Push wrote:

On Mar 5, 12:31 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 4:30 AM, Steve Push wrote:

On Mar 5, 2:15 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:56 PM, Steve Push wrote:

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge design) 
B hasn't passed or been refuted by, which theory A has passed?

The test that the old design passed and the new design hasn't is the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and how
that's relevant to the question I asked.

A test is when you:

- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory implications, 
predictions or consequences)
- then test the specific thing they contradict about (e.g. with an 
experiment)
- then at least one is refuted

This example lacks all of these elements.



The issue under discussion is a supposed to be a challenge to Popperian 
epistemology. It can't challenge the Popperian philosophy and stance on 
testing if the "tests" involved are not something any Popperian would 
recognize as being tests. If no Popperian tests were involved, then the 
Popperian answer is simply: "both theories are untested, the question 
therefore doesn't really make sense".

That's not an answer to the bridge question, it's an evasion.  Your
non-answer implies that C&R is useless for making decisions under
conditions in which we lack complete information -- the conditions
under which most decisions are made.  You have allowed induction to
win my default.

Pointing out that the question is unclear is not an answer, but also not an 
evasion. How do you expect me to answer a question I find unclear and 
have unanswered questions about?

Can you give an example of a (Popperian) test which theory (bridge design) 
B hasn't passed or been refuted by, which theory A has passed?

Examples help illustrate questions and clarify them for people. If you don't 
want to think about what your question means, you shouldn't blame others 
for finding it unclear too.

You are more knowledgeable about Popper's philosophy than I am.  Can
you suggest a Popperian test that will solve the problem I posed?

No. I've already posted saying I don't think the scenario makes sense. I think 
the premises are busted. I have no fix; I think it's a mistake.

Then I need to stand by my conclusion that C&R -- at least as you
interpret it -- is incapable of solving the practical problem I
posed.  Thus engineers must be using some other method -- induction,
in my opinion -- to solve such problems.

An engineer wouldn't answer your question either. He would want to see the site 
where you want to build the bridge, ask about the budget, ask about the weather, 
ask about the seismic properties of the site, ask about the load you want the 
bridge to carry and many other questions that neither you nor I know anything 



about. He would have to think creatively about what questions to ask and he 
would have to think about the best way of solving the problem. And the problem 
wouldn't be: how do I build a bridge here? It would also include stuff like where 
the bridge should be built in the first place, whether the bridge should be built at 
all and so on.

Your problem isn't practical because it's just made up out of nothing. It's like 
asking: "What you do if a green unicorn with its eyes on stalks and yellow 
tentacles was standing in front of you wearing a velvet smoking jacket and asking 
you to recite the Torah backwards in Swahili?" Solving practical problems of any 
kind involve multiple rounds of trying to find more constraints on what you have to 
do to solve the problem. Your question has no constraints because there is no 
bridge.

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 6, 2012 at 8:29 AM

On Mar 5, 12:43 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 9:11 AM, Steve Push wrote:

In a Nov. 21, 2002, article in The New York Review of Books,
philosopher Colin McGinn presented the following criticism of Popper’s
philosophy:

“But there is a worse problem for Popper's philosophy: he is committed
to inductive verification himself. Suppose we are testing the
hypothesis that all swans are white: we come across what we think is a
falsifying instance -- an apparent black swan. In order to use this
instance to reject the generalization we need to be convinced that we
are indeed confronted by a genuine black swan. But this means that we
need to verify that a black swan is really before us. This is an act
of verification, not falsification, and it requires that we make an
inductive inference, since the hypothesis that this animal is a swan
itself implies all sorts of things about its anatomy, evolutionary
history, and future behavior. We only count it a swan on the basis of
inductive generalizations about swans -- that they have long necks,
feathers, and a distinctive squawk. There are many inductive
consequences of its being a swan, and these must be taken to be
verified before we can be convinced that we really have a swan that
isn't white -- as opposed to something that merely looks like a swan.

That's how an inductivist would try to approach it, but not a Popperian. Popper 
explained a different way so he doesn't have to do this inductivist way.

So McGinn's argument, so far, seems to consist of pretending Popper's rival 
theory doesn't exist, and concluding Popper has to fill in the gaps, which 
McGinn just made up, by using induction.

“Popper might reply that the statement 'this is a black swan' is
itself a conjecture, which can be falsified but never verified;

Right...



but
then we have lost the sole point of empirical purchase on scientific
theories, since now we will just have one conjecture versus another.

So his complaint is: conjectures aren't a source of knowledge with authority. If 
they are our only source of knowledge, no idea can be more justified, by its 
source, than another. But the whole point of empiricism is to elevate 
observations to higher status than conjectures so that we'll be able to judge 
theories by their status/authority/source and have some actually win over others 
instead of always having a tie.

Or in other words: "I'm a justificationist and just don't understand at all that 
Popper criticized justification and offered an alternative."

We have to know that 'this is a black swan' is true before we can use
it to reject 'all swans are white';

Only if you're not a fallibilist.

the mere logical inconsistency of
the two statements gets us nowhere.

Not "nowhere". It presents a problem. If ideas are logically inconsistent, at least 
one is false (for completeness: the false idea could be in our conception of 
logic). This problem is soluble (using conjectures and refutations!).

McGinn doesn't respect problems, whereas Popperians view progress as 
something like successive steps from problems to new problems. Getting a new 
problem is getting somewhere!

Please walk me through the Popperian solution.

Conjecture A:  All swans are white.

Conjecture B:  I see a black swan.

These two conjectures are mutually exclusive, so at least one of them
must be wrong.

How would a Popperian solve this problem?



-- Steve



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 6, 2012 at 8:44 AM

You would first state the problem that you are trying to solve by looking at swams.

RC

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 6, 2012 at 8:49 AM

On Mar 6, 8:09 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 6 Mar 2012, at 12:52, Steve Push wrote:

On Mar 5, 5:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 1:59 PM, Steve Push wrote:

On Mar 5, 12:31 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 4:30 AM, Steve Push wrote:

On Mar 5, 2:15 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:56 PM, Steve Push wrote:

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge design) 
B hasn't passed or been refuted by, which theory A has passed?

The test that the old design passed and the new design hasn't is the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and how
that's relevant to the question I asked.

A test is when you:

- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory implications, 
predictions or consequences)
- then test the specific thing they contradict about (e.g. with an 
experiment)
- then at least one is refuted

This example lacks all of these elements.



The issue under discussion is a supposed to be a challenge to 
Popperian epistemology. It can't challenge the Popperian philosophy 
and stance on testing if the "tests" involved are not something any 
Popperian would recognize as being tests. If no Popperian tests were 
involved, then the Popperian answer is simply: "both theories are 
untested, the question therefore doesn't really make sense".

That's not an answer to the bridge question, it's an evasion.  Your
non-answer implies that C&R is useless for making decisions under
conditions in which we lack complete information -- the conditions
under which most decisions are made.  You have allowed induction to
win my default.

Pointing out that the question is unclear is not an answer, but also not an 
evasion. How do you expect me to answer a question I find unclear and 
have unanswered questions about?

Can you give an example of a (Popperian) test which theory (bridge 
design) B hasn't passed or been refuted by, which theory A has passed?

Examples help illustrate questions and clarify them for people. If you don't 
want to think about what your question means, you shouldn't blame others 
for finding it unclear too.

You are more knowledgeable about Popper's philosophy than I am.  Can
you suggest a Popperian test that will solve the problem I posed?

No. I've already posted saying I don't think the scenario makes sense. I think 
the premises are busted. I have no fix; I think it's a mistake.

Then I need to stand by my conclusion that C&R -- at least as you
interpret it -- is incapable of solving the practical problem I
posed.  Thus engineers must be using some other method -- induction,
in my opinion -- to solve such problems.

An engineer wouldn't answer your question either. He would want to see the site 
where you want to build the bridge, ask about the budget, ask about the 
weather, ask about the seismic properties of the site, ask about the load you 



want the bridge to carry and many other questions that neither you nor I know 
anything about. He would have to think creatively about what questions to ask 
and he would have to think about the best way of solving the problem. And the 
problem wouldn't be: how do I build a bridge here? It would also include stuff 
like where the bridge should be built in the first place, whether the bridge should 
be built at all and so on.

Your problem isn't practical because it's just made up out of nothing. It's like 
asking: "What you do if a green unicorn with its eyes on stalks and yellow 
tentacles was standing in front of you wearing a velvet smoking jacket and 
asking you to recite the Torah backwards in Swahili?" Solving practical problems 
of any kind involve multiple rounds of trying to find more constraints on what you 
have to do to solve the problem. Your question has no constraints because 
there is no bridge.

For the purpose of this discussion, you may assume any initial
conditions (load, seismic activity, etc.) you like.  The constraints
of the problem are:

1)  Whatever conditions the engineer encounters, they do not by
themselves rule out either design.  The old design has worked well
under virtually identical conditions.  As far as we can tell, the new
design in principle should work well under these conditions.

2)  A bridge must be built.

3)  We have sufficient time, money, and other resources to build only
one bridge.  Thus we must select one of the two designs.

Is there any other information you need to solve the problem?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 6, 2012 at 10:07 AM

On Mar 6, 8:44 am, "Rafe Champion" <rch...@bigpond.net.au> wrote:
You would first state the problem that you are trying to solve by looking at
swams.

Problem:  Can I refute the conjecture the all swans are white?

What's next?

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] McGinn's Criticism of Popper's Philosophy
Date: March 6, 2012 at 11:35 AM

On Mar 6, 2012, at 7:07 AM, Steve Push wrote:

On Mar 6, 8:44 am, "Rafe Champion" <rch...@bigpond.net.au> wrote:
You would first state the problem that you are trying to solve by looking at
swams.

Problem:  Can I refute the conjecture the all swans are white?

What's next?

After everything, criticism can come next.

That's a bad problem because: who cares?

It's artificial, it's not like real life meaningful problems.

And it's low on details. It doesn't say what problem the conjecture under 
consideration is trying to solve, or why we want to refute it.

In real life, we often don't specify such details because we already know them, 
and the people we're talking to know them too. It's part of the context, so people 
might not think about it much but still be able to take it into account. For artificial 
problems, without a real context, we can't rely on background knowledge or 
assumptions, so we have to explain more.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Theory and Reality, 6
Date: March 6, 2012 at 11:56 AM

On Mar 6, 2012, at 5:49 AM, Steve Push wrote:

On Mar 6, 8:09 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 6 Mar 2012, at 12:52, Steve Push wrote:

On Mar 5, 5:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 1:59 PM, Steve Push wrote:

On Mar 5, 12:31 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 4:30 AM, Steve Push wrote:

On Mar 5, 2:15 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:56 PM, Steve Push wrote:

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge 
design) B hasn't passed or been refuted by, which theory A has 
passed?

The test that the old design passed and the new design hasn't is the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and how
that's relevant to the question I asked.

A test is when you:

- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory 
implications, predictions or consequences)
- then test the specific thing they contradict about (e.g. with an 



experiment)
- then at least one is refuted

This example lacks all of these elements.

The issue under discussion is a supposed to be a challenge to 
Popperian epistemology. It can't challenge the Popperian philosophy 
and stance on testing if the "tests" involved are not something any 
Popperian would recognize as being tests. If no Popperian tests were 
involved, then the Popperian answer is simply: "both theories are 
untested, the question therefore doesn't really make sense".

That's not an answer to the bridge question, it's an evasion.  Your
non-answer implies that C&R is useless for making decisions under
conditions in which we lack complete information -- the conditions
under which most decisions are made.  You have allowed induction to
win my default.

Pointing out that the question is unclear is not an answer, but also not an 
evasion. How do you expect me to answer a question I find unclear and 
have unanswered questions about?

Can you give an example of a (Popperian) test which theory (bridge 
design) B hasn't passed or been refuted by, which theory A has passed?

Examples help illustrate questions and clarify them for people. If you 
don't want to think about what your question means, you shouldn't blame 
others for finding it unclear too.

You are more knowledgeable about Popper's philosophy than I am.  Can
you suggest a Popperian test that will solve the problem I posed?

No. I've already posted saying I don't think the scenario makes sense. I 
think the premises are busted. I have no fix; I think it's a mistake.

Then I need to stand by my conclusion that C&R -- at least as you
interpret it -- is incapable of solving the practical problem I
posed.  Thus engineers must be using some other method -- induction,



in my opinion -- to solve such problems.

An engineer wouldn't answer your question either. He would want to see the 
site where you want to build the bridge, ask about the budget, ask about the 
weather, ask about the seismic properties of the site, ask about the load you 
want the bridge to carry and many other questions that neither you nor I know 
anything about. He would have to think creatively about what questions to ask 
and he would have to think about the best way of solving the problem. And the 
problem wouldn't be: how do I build a bridge here? It would also include stuff 
like where the bridge should be built in the first place, whether the bridge 
should be built at all and so on.

Your problem isn't practical because it's just made up out of nothing. It's like 
asking: "What you do if a green unicorn with its eyes on stalks and yellow 
tentacles was standing in front of you wearing a velvet smoking jacket and 
asking you to recite the Torah backwards in Swahili?" Solving practical 
problems of any kind involve multiple rounds of trying to find more constraints 
on what you have to do to solve the problem. Your question has no constraints 
because there is no bridge.

For the purpose of this discussion, you may assume any initial
conditions (load, seismic activity, etc.) you like.  The constraints
of the problem are:

1)  Whatever conditions the engineer encounters, they do not by
themselves rule out either design.  The old design has worked well
under virtually identical conditions.  As far as we can tell, the new
design in principle should work well under these conditions.

2)  A bridge must be built.

3)  We have sufficient time, money, and other resources to build only
one bridge.  Thus we must select one of the two designs.

Is there any other information you need to solve the problem?

To answer, we need the part where it claims one design is "tested" and one is 
"untested", to be clarified. What does that mean?

Does it mean, "According to my rough judgment using a big dose of intuition, 



bridge design A is a lot more similar to previous successful bridges than B. And 
the problem being solved is also similar to the problem those other bridges 
faced." ?

If yes, the answer is: no mention has been made of any Popperian testing (which 
is all about refuting some contradictory rival ideas). Therefore you can't use any 
of our ideas about testing or corroboration against us here, and we're free to say 
whatever we want. So our answer is just: we have two untested bridge designs, 
and no explanations of why either will work to criticize. So the further information 
needed is: provide the actual design options (preferably with explanations in 
addition to blueprints), and let us examine and judge (and possibly 
change/improve) them. (Note: doing this properly would require hiring some 
experts in the field. Being a Popperian doesn't substitute for being a structural 
engineer.)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungible vs Branching vs Diverging
Date: March 6, 2012 at 12:15 PM

On Mar 5, 2012, at 8:34 PM, David wrote:

Now I definitely agree that when I say "I am in this branch" all my
doppelgangers say the exact same thing, and they are identical to me
so there is no way to distinguish me from them, even from a birds eye
view.
So far so good, but this is not enough I'm told.
If for simplicity's sake we say that only 10 Universes exist and I'm
in the middle of a quantum suicide, then obviously there are 10
universes and 10 me's, 1 in each. The math tells me that death is 90%
likely, so I will only live in 1 of the worlds after the experiment.
So if I am fungibly all of these me's, why am I not guaranteed
survival? If the worlds are not separate at all, it is inevitable that
I will end up as the living one because I can obviously not experience
death, so I am no longer those dead bodies...

A consciousness cannot move from one body/brain to another. There were 10 
consciousnesses. 9 consciousnesses die and 1 stays where it was.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Chapter 10 notes
Date: March 6, 2012 at 3:03 PM

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our own minds)

-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.



Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the possibility of
refuting it open.

If there are no criticisms to a given criticism you can tentatively take it
as true.

So I don't really see where one could get a regress problem.

-- 
Matjaž Leonardis



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 10 notes
Date: March 6, 2012 at 3:08 PM

On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our own minds)

-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?



Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the possibility of
refuting it open.

If there are no criticisms to a given criticism you can tentatively take it
as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism sucks"? Then *that* one?

Repeat forever.

Is this a regress problem? Is it like the regress problems justifying ideas has?

What about a more practical version where people keep going back and forth 
making low quality versions of each other's criticisms. They don't spend forever 
on it, but they continue it until they give up. What should be said to that?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Chapter 10 notes
Date: March 6, 2012 at 3:54 PM

2012/3/6 Elliot Temple <curi@curi.us>
On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our
own minds)

-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?



Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the
possibility of refuting it open.

If there are no criticisms to a given criticism you can
tentatively take it as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism
sucks"? Then *that* one?

Repeat forever.

Is this a regress problem?

No, because there is nothing inevitable about it.

For example we can come up with the idea "these are bad criticisms because
they lead to regress".

Or "that criticism sucks is a bad criticism. It is not really and
explanation of a flaw in another criticism".

Also keeping criticism open to criticism doesn't necessarily mean trying to
come up with new ones all the time.

Is it like the regress problems justifying ideas has?

No because in that case you always get this problem. There is no known way
of justifying something that doesn't have a regress problem.



OTOH in the other scenario you get it only sometimes and even then you can
break out of it, by rejecting that line of thinking because it leads to
regress.

Actually it's kind of similar to the way justificationism gets refuted. A
justificationist can criticize any idea by "This isn't justified".

But he can break out by realizing that doesn't make sense by coming up with
a better epistemology.

What about a more practical version where people keep going back
and forth making low quality versions of each other's criticisms.
They don't spend forever on it, but they continue it until they
give up. What should be said to that?

They should have realized that this way of discussing is bad and change it.

And there really is no regress here since they came up with the idea that
discussing is no longer interesting and stopped discussing.

-- 
Matjaž Leonardis



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 6, 2012 at 4:44 PM

You would first state the problem that you are trying to solve by looking at
swams.

Problem:  Can I refute the conjecture the all swans are white?

What's next?

What is the background, the historical and theoretical problem situation that 
would tempt a busy person to spend more time reading what you have to say? Is 
it a problem in evolutionary biology, in theories of avian pigmentation, or an 
ecological problem about the numbes and distribution of swans of different 
colours?

RC 
-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 7, 2012 at 3:19 AM

On Mar 6, 4:44 pm, "Rafe Champion" <rch...@bigpond.net.au> wrote:

What is the background, the historical and theoretical problem situation
that would tempt a busy person to spend more time reading what you have to
say? Is it a problem in evolutionary biology, in theories of avian
pigmentation, or an ecological problem about the numbes and distribution of
swans of different colours?

I'm afraid I may have lost the busy people a long time ago.  :-)

But let's say I'm writing a book titled A Field Guide to the Swans of
the World.  I would need to know whether the statement "all swans are
white" is true.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 7, 2012 at 3:35 AM

On Mar 6, 11:35 am, Elliot Temple <c...@curi.us> wrote:
On Mar 6, 2012, at 7:07 AM, Steve Push wrote:

On Mar 6, 8:44 am, "Rafe Champion" <rch...@bigpond.net.au> wrote:
You would first state the problem that you are trying to solve by looking at
swams.

Problem:  Can I refute the conjecture the all swans are white?

What's next?

After everything, criticism can come next.

That's a bad problem because: who cares?

It's artificial, it's not like real life meaningful problems.

And it's low on details. It doesn't say what problem the conjecture under 
consideration is trying to solve, or why we want to refute it.

In real life, we often don't specify such details because we already know them, 
and the people we're talking to know them too. It's part of the context, so people 
might not think about it much but still be able to take it into account. For artificial 
problems, without a real context, we can't rely on background knowledge or 
assumptions, so we have to explain more.

I think the problem is interesting in two respects.

First, hypothetical problems concerning white swans, black ravens, and
"grue" emeralds can help illuminate epistemological issues.

Second, the matter of white vs. black swans is an example of a real
life problem.  Europeans believed all swans were white until the 18th
century, when they discovered the black swan in Australia and New
Zealand.



-- Steve



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 7, 2012 at 3:36 AM

I'm afraid I may have lost the busy people a long time ago.  :-)

But let's say I'm writing a book titled A Field Guide to the Swans of
the World.  I would need to know whether the statement "all swans are
white" is true.

-- Steve

That will depend on your definition of swans.  Which will depend on the purpose 
of your field guide.

I think you  have lost me.

Are you serious?

RC 
-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 7, 2012 at 3:52 AM

On Mar 7, 2012, at 12:19 AM, Steve Push wrote:

On Mar 6, 4:44 pm, "Rafe Champion" <rch...@bigpond.net.au> wrote:

What is the background, the historical and theoretical problem situation
that would tempt a busy person to spend more time reading what you have to
say? Is it a problem in evolutionary biology, in theories of avian
pigmentation, or an ecological problem about the numbes and distribution of
swans of different colours?

I'm afraid I may have lost the busy people a long time ago.  :-)

But let's say I'm writing a book titled A Field Guide to the Swans of
the World.  I would need to know whether the statement "all swans are
white" is true.

Not really. If you said it was a great mystery, and encouraged people to try to find 
black swans, they might find your book rather more exciting and buy more copies.

If you were incompetent, and said you had seen a black swan, but none existed, 
that could help too. Throw in a blurry photo!

Accurate swan research of any type isn't going to sell much, but if you make stuff 
up a little along the lines of bigfoot myths...

You may be annoyed that the details you gave led to completely not the answer 
you wanted. But this is going to happen a lot: context matters.

Also you don't mention why you are writing the book or otherwise provide realistic 
or particularly useful information about the problem situation. And you didn't 
answer Rafe's question about whether you were interested in evolutionary 
biology or avian pigmentation or ecology and population distribution or what. You 



didn't even slightly try to address that part of what he asked you. This kind of 
mistake, and other basic mistakes, is one of the reasons the discussion hasn't 
reached a conclusion yet and well worth trying to improve.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 7, 2012 at 3:53 AM

On Mar 7, 2012, at 12:35 AM, Steve Push wrote:

On Mar 6, 11:35 am, Elliot Temple <c...@curi.us> wrote:
On Mar 6, 2012, at 7:07 AM, Steve Push wrote:

On Mar 6, 8:44 am, "Rafe Champion" <rch...@bigpond.net.au> wrote:
You would first state the problem that you are trying to solve by looking at
swams.

Problem:  Can I refute the conjecture the all swans are white?

What's next?

After everything, criticism can come next.

That's a bad problem because: who cares?

It's artificial, it's not like real life meaningful problems.

And it's low on details. It doesn't say what problem the conjecture under 
consideration is trying to solve, or why we want to refute it.

In real life, we often don't specify such details because we already know them, 
and the people we're talking to know them too. It's part of the context, so 
people might not think about it much but still be able to take it into account. For 
artificial problems, without a real context, we can't rely on background 
knowledge or assumptions, so we have to explain more.

I think the problem is interesting in two respects.

First, hypothetical problems concerning white swans, black ravens, and
"grue" emeralds can help illuminate epistemological issues.



Maybe. I think Goodmans' version of grue causes more confusion than it helps, 
and there are plenty of other problems with induction which are clearer and easier 
to understand (try grue on most inductivists, I doubt you'll convince them to 
become Popperians). I also think the frequent discussion of swans and ravens is 
more misleading than helpful for most audiences. Philosophy isn't really about 
formal logic or those abstract scenarios. Most people would be better off learning 
about real problems. And not scientific ones, by the way, but problems like 
regular people face in their daily lives.

I know that you believe that swans, ravens and abstract bridges work well for you. 
But I am unsure. In the bridge case at least, I think contextual details are crucially 
important to understanding what's going on, and offering a scenario without them 
is part of the non-Popperian mistaken way of thinking -- non-Popperians don't 
understand what is relevant well enough, and don't pay enough attention to 
problem situation, context, human purposes, and so on -- nor just the wide variety 
of details which may lead to criticisms. Popperians do not make their decisions by 
picking 3 attributes and making their epistemology focus on only those. They 
accept all sorts of criticism, and to think creatively and imaginatively about a 
situation and come up with all sorts of criticism you need to know what the 
situation actually is instead of just a small list of minimal and unrealistic facts 
about it (and in the bridge case, they were ambiguous too).

Further, if you like to talk about swans, then answer this:

We observe 5,000 white swans.

What do you induce?

All swans are white? Why? The observations are logically compatible with black 
swans.

You claim the observations support "all swans are white", right? What is the 
logical rule of what observations support what? What's the produce for deciding 
what supports what?

I've asked you about this before and you said you'd think about the problem -- 
which Godfrey-Smith called the problem of confirmation -- but neither you nor he 
has answered it.



It seems to me this is the most interesting question about hypothetical swans but 
inductivists can never answer it.

The Popperian answer is: you're thinking about this wrong. It's a bad question 
(even if you change it to "What do you conclude?" rather than induce). What 
problem are you trying to solve? What explanations do you have? What you 
should do is use creative thinking to correct your mistakes and solve your 
problems, and we can help you do that better.

Second, the matter of white vs. black swans is an example of a real
life problem.  Europeans believed all swans were white until the 18th
century, when they discovered the black swan in Australia and New
Zealand.

To the extent it's a real life problem, all it does is make inductivists look bad. As 
do various other famous examples like sunrise and bread nourishing. We're 
aware of this: routine experience, repeated thousands of times by the ancients 
turned out to be false in various cases. But it hasn't persuaded you to change 
your position, so whatever. That's not a point I am interested in pressing.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 7, 2012 at 4:06 AM

On Mar 5, 6:34 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 5 Mar 2012, at 22:26, Steve Push <stephen.p...@gmail.com> wrote:

On Mar 5, 12:33 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 3/5/2012 5:11 PM, Steve Push wrote:

In a Nov. 21, 2002, article in The New York Review of Books,
philosopher Colin McGinn presented the following criticism of Popper s
philosophy:

But there is a worse problem for Popper's philosophy: he is committed
to inductive verification himself. Suppose we are testing the
hypothesis that all swans are white: we come across what we think is a
falsifying instance -- an apparent black swan. In order to use this
instance to reject the generalization we need to be convinced that we
are indeed confronted by a genuine black swan.

Not *convinced* - we need only tentatively accept that it is a black
swan. As McGinn observes in his second paragraph.

Popper might reply that the statement 'this is a black swan' is
itself a conjecture, which can be falsified but never verified; but
then we have lost the sole point of empirical purchase on scientific
theories, since now we will just have one conjecture versus another.

Yes, I think that's the intention.

What is "the sole point of empirical purchase on scientific theories?"

Does he think that that empirical claims can never be wrong? If he
doesn't then it's "one conjecture versus another" already *anyway*.

Why do you believe empirical claims must be infallible to support a
conclusion that the black swan is indeed a swan?



I don't. It seems that McGinn might; he does at least seem to believe
that empirical claims /do/ have some infallible quality, and that
sacrificing this quality would be bad. It's not clear whether he
thinks it's necessary.

He says that if Popper's philosophy is true then "we will just have
one conjecture versus another." This implies that if Popper's
philosophy is false, then we have something else - something that is
not conjecture, i.e. that is not fallible.

It sounds like he thinks "the sole point of empirical purchase on
scientific theories" is to make the theories somehow not be theories
any more, i.e. to make them infallible.

It's reasonable to distinguish between theories that have been
empirically tested and theories that have not - for practical reasons
- but, epistemically, both groups are equally conjecture.

I didn't see any claim of infallibility in McGinn's article.  What I
get from McGinn is that induction is a process of inferring unobserved
properties and relationships from observed properties and
relationships.  If we want to use the black swan to refute the "all
swans are white" theory, we must infer that what appears to be a black
swan is indeed a swan.

-- Steve



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 7, 2012 at 4:17 AM

Second, the matter of white vs. black swans is an example of a real
life problem.  Europeans believed all swans were white until the 18th
century, when they discovered the black swan in Australia and New
Zealand

What was the problem?

R

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 7, 2012 at 4:18 AM

On Mar 7, 2012, at 1:06 AM, Steve Push wrote:

On Mar 5, 6:34 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 5 Mar 2012, at 22:26, Steve Push <stephen.p...@gmail.com> wrote:

On Mar 5, 12:33 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 3/5/2012 5:11 PM, Steve Push wrote:

In a Nov. 21, 2002, article in The New York Review of Books,
philosopher Colin McGinn presented the following criticism of Popper s
philosophy:

But there is a worse problem for Popper's philosophy: he is committed
to inductive verification himself. Suppose we are testing the
hypothesis that all swans are white: we come across what we think is a
falsifying instance -- an apparent black swan. In order to use this
instance to reject the generalization we need to be convinced that we
are indeed confronted by a genuine black swan.

Not *convinced* - we need only tentatively accept that it is a black
swan. As McGinn observes in his second paragraph.

Popper might reply that the statement 'this is a black swan' is
itself a conjecture, which can be falsified but never verified; but
then we have lost the sole point of empirical purchase on scientific
theories, since now we will just have one conjecture versus another.

Yes, I think that's the intention.

What is "the sole point of empirical purchase on scientific theories?"

Does he think that that empirical claims can never be wrong? If he
doesn't then it's "one conjecture versus another" already *anyway*.



Why do you believe empirical claims must be infallible to support a
conclusion that the black swan is indeed a swan?

I don't. It seems that McGinn might; he does at least seem to believe
that empirical claims /do/ have some infallible quality, and that
sacrificing this quality would be bad. It's not clear whether he
thinks it's necessary.

He says that if Popper's philosophy is true then "we will just have
one conjecture versus another." This implies that if Popper's
philosophy is false, then we have something else - something that is
not conjecture, i.e. that is not fallible.

It sounds like he thinks "the sole point of empirical purchase on
scientific theories" is to make the theories somehow not be theories
any more, i.e. to make them infallible.

It's reasonable to distinguish between theories that have been
empirically tested and theories that have not - for practical reasons
- but, epistemically, both groups are equally conjecture.

I didn't see any claim of infallibility in McGinn's article.

It was the part where he said:

We have to know that 'this is a black swan' is true before we can use it to reject 
'all swans are white';

As he emphasizes with "is true", he's talking about "know" meaning having 
justified true belief (JTB), which is infallibilist it its demand that something isn't 
knowledge unless it's True.

He's rejecting fallible, conjectural knowledge and insisting we can only use JTB in 
our thinking.

In other words:

Popperians see knowledge as possible to improve. Newton's theories are 



knowledge despite being false. All useful progress is knowledge even though 
later we'll revise it. Revising our knowledge with even better knowledge is an 
Unended Quest, an infinite journey.

JTBers believe if we later come up with a better idea, then the first thing isn't 
knowledge and is a worthless piece of crap. Only the final, perfect truth is worth 
anything.

Newton's theories are not True, so they are not JTB, so they are not knowledge, 
so they're crap. (They don't normally apply it to this particular case! Just to 
"conjectures" and non-knowledge in general, ignoring that Newton's theories are 
both non-knowledge by their definitions, false, and yet also useful in various 
contexts.)

Only ideas with **no mistakes** are any good is an infallibilist attitude.

McGinn isn't shy about this stuff. He specifically trashes conjectures! This is how 
most philosophers think. He's in the majority and not hiding it. There is 
infallibilism, status and authority everywhere in philosophy (except the Popperian 
camp!).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 7, 2012 at 4:18 AM

On Mar 7, 3:36 am, "Rafe Champion" <rch...@bigpond.net.au> wrote:
I'm afraid I may have lost the busy people a long time ago.  :-)

But let's say I'm writing a book titled A Field Guide to the Swans of
the World.  I would need to know whether the statement "all swans are
white" is true.

-- Steve

That will depend on your definition of swans.  Which will depend on the
purpose of your field guide.

I think you  have lost me.

Are you serious?

Yes, I'm serious.  Field guides use observable characteristics to help
people correctly identify species and other taxonomic groups.  The
statement "all swans are white" in a field guide would be misleading
if in fact some swans are black.  The definition of a swan is based on
the biological species concept and on taxonomic rules that group swans
into a single genus and distinguish them from geese and other more
distantly related species.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 7, 2012 at 4:19 AM

On Mar 7, 2012, at 1:17 AM, Rafe Champion wrote:

Second, the matter of white vs. black swans is an example of a real
life problem.  Europeans believed all swans were white until the 18th
century, when they discovered the black swan in Australia and New
Zealand

What was the problem?

I think there wasn't a problem until they found a black swan. At that point it gained 
attention because it brought up the problems of culture clash, disappointed 
expectations, and so on. It was so *foreign* and that was problematic for people.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: McGinn's Criticism of Popper's Philosophy
Date: March 7, 2012 at 4:29 AM

On Mar 7, 3:52 am, Elliot Temple <c...@curi.us> wrote:
On Mar 7, 2012, at 12:19 AM, Steve Push wrote:

On Mar 6, 4:44 pm, "Rafe Champion" <rch...@bigpond.net.au> wrote:

What is the background, the historical and theoretical problem situation
that would tempt a busy person to spend more time reading what you have to
say? Is it a problem in evolutionary biology, in theories of avian
pigmentation, or an ecological problem about the numbes and distribution of
swans of different colours?

I'm afraid I may have lost the busy people a long time ago.  :-)

But let's say I'm writing a book titled A Field Guide to the Swans of
the World.  I would need to know whether the statement "all swans are
white" is true.

Not really. If you said it was a great mystery, and encouraged people to try to 
find black swans, they might find your book rather more exciting and buy more 
copies.

If you were incompetent, and said you had seen a black swan, but none existed, 
that could help too. Throw in a blurry photo!

Accurate swan research of any type isn't going to sell much, but if you make 
stuff up a little along the lines of bigfoot myths...

You may be annoyed that the details you gave led to completely not the answer 
you wanted. But this is going to happen a lot: context matters.

Also you don't mention why you are writing the book or otherwise provide 
realistic or particularly useful information about the problem situation. And you 
didn't answer Rafe's question about whether you were interested in evolutionary 
biology or avian pigmentation or ecology and population distribution or what. 



You didn't even slightly try to address that part of what he asked you. This kind 
of mistake, and other basic mistakes, is one of the reasons the discussion hasn't 
reached a conclusion yet and well worth trying to improve.

Identification of species is a prerequisite for addressing questions
of evolutionary biology, ecology, or population distribution.

Avian pigmentation may be interesting in its own right, but it has no
bearing on my field guide.  The usefulness and truth of the statement
"all bluejays are blue" does not depend on whether bluejays have blue
pigment or their blue color is a result of light interference caused
by the structure of their feathers.

-- Steve



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: [BoI] Against Induction
Date: March 7, 2012 at 4:30 AM

Gunther Wachterhauser, a German patent expert and Popperian has advanced 
some interesting arguments against induction in the context of biology, organic 
chemistry and the evolution of life on earth. A pdf file.

http://www.the-
rathouse.com/shortreviews/Wachterhauser_on_Popper___origin_of_life.pdf

That is one of many bits and pieces that I converted into pdf files when i mastered 
the scanner. Nothing was safe!

You can check them out on this list.

http://www.the-rathouse.com/2010/PDF-FILES.html

The piece on university reform makes interesting reading, it was written in 1935 
by a radical freethinking professor Anderson at Sydney Uni, he invited Popper to 
join the faculty in 1945 but Popper chose to go to London. He was sounding the 
alarm against allowing universities to be driven by commercial rather than 
scholarly interests!

RC

http://www.the-rathouse.com/shortreviews/Wachterhauser_on_Popper___origin_of_life.pdf
http://www.the-rathouse.com/2010/PDF-FILES.html


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Against Induction
Date: March 7, 2012 at 5:45 AM

On Mar 7, 4:30 am, "Rafe Champion" <rch...@bigpond.net.au> wrote:
Gunther Wachterhauser, a German patent expert and Popperian has advanced 
some interesting arguments against induction in the context of biology, organic 
chemistry and the evolution of life on earth. A pdf file.

http://www.the-rathouse.com/shortreviews/Wachterhauser_on_Popper___or...

That is one of many bits and pieces that I converted into pdf files when i 
mastered the scanner. Nothing was safe!

You can check them out on this list.

http://www.the-rathouse.com/2010/PDF-FILES.html

The piece on university reform makes interesting reading, it was written in 1935 
by a radical freethinking professor Anderson at Sydney Uni, he invited Popper to 
join the faculty in 1945 but Popper chose to go to London. He was sounding the 
alarm against allowing universities to be driven by commercial rather than 
scholarly interests!

Interesting article.  Thanks for posting it.

I think he sets up a false dichotomy.  I believe most scientists --
most contemporary scientists, at least -- use some elements of both
the "inductivist" and "Popperian" methods he outlines.

Also, his statement "the theories of chemistry are universal,
independent of space and time" strikes me as being a very inductivist
thing to say.

-- Steve

http://www.the-rathouse.com/shortreviews/Wachterhauser_on_Popper___or
http://www.the-rathouse.com/2010/PDF-FILES.html


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 7, 2012 at 8:09 AM

On Mar 6, 11:56 am, Elliot Temple <c...@curi.us> wrote:
On Mar 6, 2012, at 5:49 AM, Steve Push wrote:

On Mar 6, 8:09 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 6 Mar 2012, at 12:52, Steve Push wrote:

On Mar 5, 5:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 1:59 PM, Steve Push wrote:

On Mar 5, 12:31 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 4:30 AM, Steve Push wrote:

On Mar 5, 2:15 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:56 PM, Steve Push wrote:

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge 
design) B hasn't passed or been refuted by, which theory A has 
passed?

The test that the old design passed and the new design hasn't is the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and 
how
that's relevant to the question I asked.

A test is when you:

- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory 
implications, predictions or consequences)
- then test the specific thing they contradict about (e.g. with an 



experiment)
- then at least one is refuted

This example lacks all of these elements.

The issue under discussion is a supposed to be a challenge to 
Popperian epistemology. It can't challenge the Popperian philosophy 
and stance on testing if the "tests" involved are not something any 
Popperian would recognize as being tests. If no Popperian tests were 
involved, then the Popperian answer is simply: "both theories are 
untested, the question therefore doesn't really make sense".

That's not an answer to the bridge question, it's an evasion.  Your
non-answer implies that C&R is useless for making decisions under
conditions in which we lack complete information -- the conditions
under which most decisions are made.  You have allowed induction to
win my default.

Pointing out that the question is unclear is not an answer, but also not 
an evasion. How do you expect me to answer a question I find unclear 
and have unanswered questions about?

Can you give an example of a (Popperian) test which theory (bridge 
design) B hasn't passed or been refuted by, which theory A has 
passed?

Examples help illustrate questions and clarify them for people. If you 
don't want to think about what your question means, you shouldn't 
blame others for finding it unclear too.

You are more knowledgeable about Popper's philosophy than I am.  Can
you suggest a Popperian test that will solve the problem I posed?

No. I've already posted saying I don't think the scenario makes sense. I 
think the premises are busted. I have no fix; I think it's a mistake.

Then I need to stand by my conclusion that C&R -- at least as you
interpret it -- is incapable of solving the practical problem I



posed.  Thus engineers must be using some other method -- induction,
in my opinion -- to solve such problems.

An engineer wouldn't answer your question either. He would want to see the 
site where you want to build the bridge, ask about the budget, ask about the 
weather, ask about the seismic properties of the site, ask about the load you 
want the bridge to carry and many other questions that neither you nor I know 
anything about. He would have to think creatively about what questions to 
ask and he would have to think about the best way of solving the problem. 
And the problem wouldn't be: how do I build a bridge here? It would also 
include stuff like where the bridge should be built in the first place, whether 
the bridge should be built at all and so on.

Your problem isn't practical because it's just made up out of nothing. It's like 
asking: "What you do if a green unicorn with its eyes on stalks and yellow 
tentacles was standing in front of you wearing a velvet smoking jacket and 
asking you to recite the Torah backwards in Swahili?" Solving practical 
problems of any kind involve multiple rounds of trying to find more constraints 
on what you have to do to solve the problem. Your question has no 
constraints because there is no bridge.

For the purpose of this discussion, you may assume any initial
conditions (load, seismic activity, etc.) you like.  The constraints
of the problem are:

1)  Whatever conditions the engineer encounters, they do not by
themselves rule out either design.  The old design has worked well
under virtually identical conditions.  As far as we can tell, the new
design in principle should work well under these conditions.

2)  A bridge must be built.

3)  We have sufficient time, money, and other resources to build only
one bridge.  Thus we must select one of the two designs.

Is there any other information you need to solve the problem?

To answer, we need the part where it claims one design is "tested" and one is 
"untested", to be clarified. What does that mean?



Does it mean, "According to my rough judgment using a big dose of intuition, 
bridge design A is a lot more similar to previous successful bridges than B. And 
the problem being solved is also similar to the problem those other bridges 
faced." ?

In means bridge design A is substantially the same as designs used in
the past and bridge design B is novel -- it doesn't fit into any of
the existing bridge design categories.  And the problem being solved
is substantially the same as problems solved by bridges of a design
substantially the same as A.

If yes, the answer is: no mention has been made of any Popperian testing 
(which is all about refuting some contradictory rival ideas). Therefore you can't 
use any of our ideas about testing or corroboration against us here, and we're 
free to say whatever we want. So our answer is just: we have two untested 
bridge designs, and no explanations of why either will work to criticize. So the 
further information needed is: provide the actual design options (preferably with 
explanations in addition to blueprints), and let us examine and judge (and 
possibly change/improve) them. (Note: doing this properly would require hiring 
some experts in the field. Being a Popperian doesn't substitute for being a 
structural engineer.)

Yes, to a Popperian, you have two untested bridge designs.  You can
examine blueprints and hire experts, but that won't help you.  You can
even make changes up to a point, but unless you deprive design B of
its novelty, I don't see any way a Popperian can solve this problem.
In think you might as well flip a coin.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Against Induction
Date: March 7, 2012 at 12:52 PM

On Mar 7, 2012, at 2:45 AM, Steve Push wrote:

Also, his statement "the theories of chemistry are universal,
independent of space and time" strikes me as being a very inductivist
thing to say.

This is one sort of thing induction wanted to defend. But failed to.

It's related to the aspirations of induction.

So when Popper allowed for dealing with such things without the problem that 
induction doesn't work, inductivists should have been happy because *everything 
good that they wanted was now available in non-broken form*.

The statement above really has nothing to do with induction over Popper, it just 
has to do with objective truth, universality, and so on (topics Popper, and even 
more so Deutsch, are big on).

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Against Induction
Date: March 7, 2012 at 2:08 PM

On Mar 7, 12:52 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 7, 2012, at 2:45 AM, Steve Push wrote:

Also, his statement "the theories of chemistry are universal,
independent of space and time" strikes me as being a very inductivist
thing to say.

This is one sort of thing induction wanted to defend. But failed to.

It's related to the aspirations of induction.

So when Popper allowed for dealing with such things without the problem that 
induction doesn't work, inductivists should have been happy because 
*everything good that they wanted was now available in non-broken form*.

The statement above really has nothing to do with induction over Popper, it just 
has to do with objective truth, universality, and so on (topics Popper, and even 
more so Deutsch, are big on).

It seems perfectly reasonable *assume* theories of chemistry are
universal.  In fact, it appears to be necessary to make sense of the
universe.  But that assumption seems no more logically valid than
induction.  Past theories of chemistry have been proven wrong, and our
current theories of chemistry may be proven wrong in the future.
Perhaps there are “true” laws of nature that are universal, but I
believe we can never know the truth with complete certainty, so it
will always be possible for the laws as we know them to “change.”

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Against Induction
Date: March 7, 2012 at 2:14 PM

On Mar 7, 2012, at 11:08 AM, Steve Push wrote:

On Mar 7, 12:52 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 7, 2012, at 2:45 AM, Steve Push wrote:

Also, his statement "the theories of chemistry are universal,
independent of space and time" strikes me as being a very inductivist
thing to say.

This is one sort of thing induction wanted to defend. But failed to.

It's related to the aspirations of induction.

So when Popper allowed for dealing with such things without the problem that 
induction doesn't work, inductivists should have been happy because 
*everything good that they wanted was now available in non-broken form*.

The statement above really has nothing to do with induction over Popper, it just 
has to do with objective truth, universality, and so on (topics Popper, and even 
more so Deutsch, are big on).

It seems perfectly reasonable *assume* theories of chemistry are
universal.

Because of your context and ideas (e.g. about what kinds of things will be 
universal) which tell you it's reasonable, not because of "induction" or a priori 
logic.

 In fact, it appears to be necessary to make sense of the
universe.

That's blindness to one's own context and ideas, and inability to comprehend how 
the universe could be different. It's parochialism.



 But that assumption seems no more logically valid than
induction.

It's not "logical (deductive) validity or nothing". That's a false dichotomy.

And it's not an assumption. Or if it is for you, that's a mistake. But other people 
think instead of assuming. The thinking doesn't 100% prove it -- it has an element 
of being a fallible guess -- but it's not just being assumed (assuming means 
without any reasons/explanations/arguments/critical-analysis).

 Past theories of chemistry have been proven wrong, and our
current theories of chemistry may be proven wrong in the future.
Perhaps there are “true” laws of nature that are universal, but I
believe we can never know the truth with complete certainty, so it
will always be possible for the laws as we know them to “change.”

Right and "induction" provides no help in figuring out these changes or more 
generally in correcting our errors, while Popper does.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Bridge Designs and Testing (was: Theory and Reality, 6)
Date: March 7, 2012 at 2:18 PM

On Mar 7, 2012, at 5:09 AM, Steve Push wrote:

On Mar 6, 11:56 am, Elliot Temple <c...@curi.us> wrote:
On Mar 6, 2012, at 5:49 AM, Steve Push wrote:

For the purpose of this discussion, you may assume any initial
conditions (load, seismic activity, etc.) you like.  The constraints
of the problem are:

1)  Whatever conditions the engineer encounters, they do not by
themselves rule out either design.  The old design has worked well
under virtually identical conditions.  As far as we can tell, the new
design in principle should work well under these conditions.

2)  A bridge must be built.

3)  We have sufficient time, money, and other resources to build only
one bridge.  Thus we must select one of the two designs.

Is there any other information you need to solve the problem?

To answer, we need the part where it claims one design is "tested" and one is 
"untested", to be clarified. What does that mean?

Does it mean, "According to my rough judgment using a big dose of intuition, 
bridge design A is a lot more similar to previous successful bridges than B. 
And the problem being solved is also similar to the problem those other 
bridges faced." ?

In means bridge design A is substantially the same as designs used in
the past and bridge design B is novel -- it doesn't fit into any of
the existing bridge design categories.  And the problem being solved
is substantially the same as problems solved by bridges of a design
substantially the same as A.



If you want to solve substantially the same problem that was solved before (in 
your view).

And you have no criticisms of the previous solution and would be totally happy 
with it.

Why are you considering other designs in the first place?

The hypothetical doesn't make sense.

On the other hand, maybe you'd be content with the old way but it's missing some 
feature you'd like if you could get it without too much hassle/cost, and which the 
new design has. If so, then that's a reason to take an interest in a new design. 
And if that's the problem situation, it makes no sense at all to reject the new 
design for being new.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Against Induction
Date: March 7, 2012 at 6:23 PM

On Mar 7, 2:14 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 7, 2012, at 11:08 AM, Steve Push wrote:

On Mar 7, 12:52 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 7, 2012, at 2:45 AM, Steve Push wrote:

Also, his statement "the theories of chemistry are universal,
independent of space and time" strikes me as being a very inductivist
thing to say.

This is one sort of thing induction wanted to defend. But failed to.

It's related to the aspirations of induction.

So when Popper allowed for dealing with such things without the problem 
that induction doesn't work, inductivists should have been happy because 
*everything good that they wanted was now available in non-broken form*.

The statement above really has nothing to do with induction over Popper, it 
just has to do with objective truth, universality, and so on (topics Popper, and 
even more so Deutsch, are big on).

It seems perfectly reasonable *assume* theories of chemistry are
universal.

Because of your context and ideas (e.g. about what kinds of things will be 
universal) which tell you it's reasonable, not because of "induction" or a priori 
logic.

 In fact, it appears to be necessary to make sense of the
universe.

That's blindness to one's own context and ideas, and inability to comprehend 
how the universe could be different. It's parochialism.



 But that assumption seems no more logically valid than
induction.

It's not "logical (deductive) validity or nothing". That's a false dichotomy.

And it's not an assumption. Or if it is for you, that's a mistake. But other people 
think instead of assuming. The thinking doesn't 100% prove it -- it has an 
element of being a fallible guess -- but it's not just being assumed (assuming 
means without any reasons/explanations/arguments/critical-analysis).

 Past theories of chemistry have been proven wrong, and our
current theories of chemistry may be proven wrong in the future.
Perhaps there are “true” laws of nature that are universal, but I
believe we can never know the truth with complete certainty, so it
will always be possible for the laws as we know them to “change.”

Right and "induction" provides no help in figuring out these changes or more 
generally in correcting our errors, while Popper does.

If we agree that we can never be certain which theories are true, then
in what sense is the statement "the theories of chemistry are
universal" any more than an assumption?

It seems to me that the statement "the true theories of chemistry are
universal" is unfalsifiable.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Bridge Designs and Testing (was: Theory and Reality, 6)
Date: March 7, 2012 at 6:28 PM

On Mar 7, 2:18 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 7, 2012, at 5:09 AM, Steve Push wrote:

On Mar 6, 11:56 am, Elliot Temple <c...@curi.us> wrote:
On Mar 6, 2012, at 5:49 AM, Steve Push wrote:

For the purpose of this discussion, you may assume any initial
conditions (load, seismic activity, etc.) you like.  The constraints
of the problem are:

1)  Whatever conditions the engineer encounters, they do not by
themselves rule out either design.  The old design has worked well
under virtually identical conditions.  As far as we can tell, the new
design in principle should work well under these conditions.

2)  A bridge must be built.

3)  We have sufficient time, money, and other resources to build only
one bridge.  Thus we must select one of the two designs.

Is there any other information you need to solve the problem?

To answer, we need the part where it claims one design is "tested" and one is 
"untested", to be clarified. What does that mean?

Does it mean, "According to my rough judgment using a big dose of intuition, 
bridge design A is a lot more similar to previous successful bridges than B. 
And the problem being solved is also similar to the problem those other 
bridges faced." ?

In means bridge design A is substantially the same as designs used in
the past and bridge design B is novel -- it doesn't fit into any of
the existing bridge design categories.  And the problem being solved
is substantially the same as problems solved by bridges of a design
substantially the same as A.



If you want to solve substantially the same problem that was solved before (in 
your view).

And you have no criticisms of the previous solution and would be totally happy 
with it.

Why are you considering other designs in the first place?

The hypothetical doesn't make sense.

On the other hand, maybe you'd be content with the old way but it's missing 
some feature you'd like if you could get it without too much hassle/cost, and 
which the new design has. If so, then that's a reason to take an interest in a new 
design. And if that's the problem situation, it makes no sense at all to reject the 
new design for being new.

I have no problem selecting the old design under the constraints
stated.  But then, I have problem believing that the old design has
been confirmed by prior use.

The question is, on what grounds would a Popperian make the choice?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Bridge Designs and Testing (was: Theory and Reality, 6)
Date: March 7, 2012 at 6:32 PM

On Mar 7, 6:28 pm, Steve Push <stephen.p...@gmail.com> wrote:
On Mar 7, 2:18 pm, Elliot Temple <c...@curi.us> wrote:

On Mar 7, 2012, at 5:09 AM, Steve Push wrote:

On Mar 6, 11:56 am, Elliot Temple <c...@curi.us> wrote:
On Mar 6, 2012, at 5:49 AM, Steve Push wrote:

For the purpose of this discussion, you may assume any initial
conditions (load, seismic activity, etc.) you like.  The constraints
of the problem are:

1)  Whatever conditions the engineer encounters, they do not by
themselves rule out either design.  The old design has worked well
under virtually identical conditions.  As far as we can tell, the new
design in principle should work well under these conditions.

2)  A bridge must be built.

3)  We have sufficient time, money, and other resources to build only
one bridge.  Thus we must select one of the two designs.

Is there any other information you need to solve the problem?

To answer, we need the part where it claims one design is "tested" and one 
is "untested", to be clarified. What does that mean?

Does it mean, "According to my rough judgment using a big dose of 
intuition, bridge design A is a lot more similar to previous successful bridges 
than B. And the problem being solved is also similar to the problem those 
other bridges faced." ?

In means bridge design A is substantially the same as designs used in
the past and bridge design B is novel -- it doesn't fit into any of
the existing bridge design categories.  And the problem being solved



is substantially the same as problems solved by bridges of a design
substantially the same as A.

If you want to solve substantially the same problem that was solved before (in 
your view).

And you have no criticisms of the previous solution and would be totally happy 
with it.

Why are you considering other designs in the first place?

The hypothetical doesn't make sense.

On the other hand, maybe you'd be content with the old way but it's missing 
some feature you'd like if you could get it without too much hassle/cost, and 
which the new design has. If so, then that's a reason to take an interest in a 
new design. And if that's the problem situation, it makes no sense at all to 
reject the new design for being new.

I have no problem selecting the old design under the constraints
stated.  But then, I have problem believing that the old design has
been confirmed by prior use.

The question is, on what grounds would a Popperian make the choice?

-- Steve

Excuse me.  I meant to write, " I have *no* problem believing that the
old design has been confirmed by prior use."

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Against Induction
Date: March 7, 2012 at 6:52 PM

On Mar 7, 2012, at 3:23 PM, Steve Push wrote:

On Mar 7, 2:14 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 7, 2012, at 11:08 AM, Steve Push wrote:

On Mar 7, 12:52 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 7, 2012, at 2:45 AM, Steve Push wrote:

Also, his statement "the theories of chemistry are universal,
independent of space and time" strikes me as being a very inductivist
thing to say.

This is one sort of thing induction wanted to defend. But failed to.

It's related to the aspirations of induction.

So when Popper allowed for dealing with such things without the problem 
that induction doesn't work, inductivists should have been happy because 
*everything good that they wanted was now available in non-broken form*.

The statement above really has nothing to do with induction over Popper, it 
just has to do with objective truth, universality, and so on (topics Popper, 
and even more so Deutsch, are big on).

It seems perfectly reasonable *assume* theories of chemistry are
universal.

Because of your context and ideas (e.g. about what kinds of things will be 
universal) which tell you it's reasonable, not because of "induction" or a priori 
logic.

 In fact, it appears to be necessary to make sense of the
universe.



That's blindness to one's own context and ideas, and inability to comprehend 
how the universe could be different. It's parochialism.

 But that assumption seems no more logically valid than
induction.

It's not "logical (deductive) validity or nothing". That's a false dichotomy.

And it's not an assumption. Or if it is for you, that's a mistake. But other people 
think instead of assuming. The thinking doesn't 100% prove it -- it has an 
element of being a fallible guess -- but it's not just being assumed (assuming 
means without any reasons/explanations/arguments/critical-analysis).

 Past theories of chemistry have been proven wrong, and our
current theories of chemistry may be proven wrong in the future.
Perhaps there are “true” laws of nature that are universal, but I
believe we can never know the truth with complete certainty, so it
will always be possible for the laws as we know them to “change.”

Right and "induction" provides no help in figuring out these changes or more 
generally in correcting our errors, while Popper does.

If we agree that we can never be certain which theories are true, then
in what sense is the statement "the theories of chemistry are
universal" any more than an assumption?

It can be more than an assumption in the sense of being conjectural knowledge, 
or not knowledge!

An assumption means an idea you *assume* is true, instead of one you *think 
about critically and improve mistakes in*.

Epistemology has this big problem: how do we tell apart good ideas and bad 
ideas?

When you say "more than an assumption" I think what you're trying to say is how 
do we tell if it's a good idea rather than a bad idea?

And your view is: the only way to tell good ideas apart from bad are justification, 



induction, authority, status, evidence, weight, confirmation, and so on. Those 
things Popper rejects.

You believe -- without argument or much consideration that anything else is even 
possible -- just like most philosophers in the field -- that if we throw these out then 
we must be endorsing strong skepticism or relativism or idealism and giving up 
on realism, objective truth and rational methods of separating good and bad 
ideas.

But that is false. What Popper did is solve this problem: he told us how to 
separate good and bad ideas, in a different way that actually works. It does not 
consist of assuming, nor does it involve any justification or induction or any 
judging by source.

The method is criticism. We tell apart good and bad ideas by criticism.

It seems to me that the statement "the true theories of chemistry are
universal" is unfalsifiable.

Yeah that's a bad theory, I agree it's refuted on those grounds.

A good conjecture would be "this theory of chemistry is universal" which is open 
to criticism. Making a statement that can't be criticized, because we never know if 
it applies or not, is just useless.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Bridge Designs and Testing (was: Theory and Reality, 6)
Date: March 7, 2012 at 6:53 PM

On Mar 7, 2012, at 3:28 PM, Steve Push wrote:

On Mar 7, 2:18 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 7, 2012, at 5:09 AM, Steve Push wrote:

On Mar 6, 11:56 am, Elliot Temple <c...@curi.us> wrote:
On Mar 6, 2012, at 5:49 AM, Steve Push wrote:

For the purpose of this discussion, you may assume any initial
conditions (load, seismic activity, etc.) you like.  The constraints
of the problem are:

1)  Whatever conditions the engineer encounters, they do not by
themselves rule out either design.  The old design has worked well
under virtually identical conditions.  As far as we can tell, the new
design in principle should work well under these conditions.

2)  A bridge must be built.

3)  We have sufficient time, money, and other resources to build only
one bridge.  Thus we must select one of the two designs.

Is there any other information you need to solve the problem?

To answer, we need the part where it claims one design is "tested" and one 
is "untested", to be clarified. What does that mean?

Does it mean, "According to my rough judgment using a big dose of 
intuition, bridge design A is a lot more similar to previous successful bridges 
than B. And the problem being solved is also similar to the problem those 
other bridges faced." ?

In means bridge design A is substantially the same as designs used in



the past and bridge design B is novel -- it doesn't fit into any of
the existing bridge design categories.  And the problem being solved
is substantially the same as problems solved by bridges of a design
substantially the same as A.

If you want to solve substantially the same problem that was solved before (in 
your view).

And you have no criticisms of the previous solution and would be totally happy 
with it.

Why are you considering other designs in the first place?

The hypothetical doesn't make sense.

On the other hand, maybe you'd be content with the old way but it's missing 
some feature you'd like if you could get it without too much hassle/cost, and 
which the new design has. If so, then that's a reason to take an interest in a 
new design. And if that's the problem situation, it makes no sense at all to 
reject the new design for being new.

I have no problem selecting the old design under the constraints
stated.  But then, I have problem believing that the old design has
been confirmed by prior use.

The question is, on what grounds would a Popperian make the choice?

By considering the problem situation, the designs, and any criticisms we can think 
of.

Which is what I was talking about above.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Popper, Everett, Feynman
Date: March 7, 2012 at 7:25 PM

On Fri, Feb 24, 2012 at 11:21 AM, Elliot Temple <curi@curi.us> wrote:

On Feb 23, 2012, at 4:26 PM, Brian Scurfield wrote:

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Ever
ett%2017-June-1957.pdf?sequence=1

Jaynes is amazingly naive, more than once, on the first page. About both 
epistemology and life.

Page 2 begins with comments about how linguistic choices, not people, are 
responsible for how people think and the success, or not, of persuasion.

As for what it's about, the top of page 3 and the top of the second paragraph of 
page 3 are amazing. Jaynes thinks that if there is a correct weighting function 
(scare quotes on "correct"), but we don't know what it is, then who cares? Let's 
just keep assuming the default one he prefers, which he thinks is trivial but 
actually is full of complex background ideas that he's never subjected to critical 
scrutiny and which vary from Bayesian to Bayesian.

So summary of his approach:

When we don't know, let unconscious, parochial bias reign. This is standard 
inductivism.

When we have some information, use it only as a modifier on the biased starting 
point so that the initial bias always retains some influence (diminishing to 0 as 
we approach omniscience). This is not standard inductivism; inductivism does 
allow for changing one's mind and actually rejecting one's initial ideas.

So how could that guy possibly explain what Einstein did when he
completely did away with Newton's work and started from scratch? I

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Everett%2017-June-1957.pdf?sequence=1


only mention this specific case because this one was the one that hit
me hard when I was at University [when I read Relativity]. Einstein
didn't care what had been the prevailing knowledge for 400 years. He
saw a problem and that the current model did not explain it. So he
scratched the current model and started over.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: March 7, 2012 at 9:40 PM

On Mar 7, 2012, at 4:25 PM, Rami Rustom wrote:

On Fri, Feb 24, 2012 at 11:21 AM, Elliot Temple <curi@curi.us> wrote:

On Feb 23, 2012, at 4:26 PM, Brian Scurfield wrote:

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Ev
erett%2017-June-1957.pdf?sequence=1

Jaynes is amazingly naive, more than once, on the first page. About both 
epistemology and life.

Page 2 begins with comments about how linguistic choices, not people, are 
responsible for how people think and the success, or not, of persuasion.

As for what it's about, the top of page 3 and the top of the second paragraph of 
page 3 are amazing. Jaynes thinks that if there is a correct weighting function 
(scare quotes on "correct"), but we don't know what it is, then who cares? Let's 
just keep assuming the default one he prefers, which he thinks is trivial but 
actually is full of complex background ideas that he's never subjected to critical 
scrutiny and which vary from Bayesian to Bayesian.

So summary of his approach:

When we don't know, let unconscious, parochial bias reign. This is standard 
inductivism.

When we have some information, use it only as a modifier on the biased 
starting point so that the initial bias always retains some influence (diminishing 
to 0 as we approach omniscience). This is not standard inductivism; 
inductivism does allow for changing one's mind and actually rejecting one's 
initial ideas.

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Everett%2017-June-1957.pdf?sequence=1


So how could that guy possibly explain what Einstein did when he
completely did away with Newton's work and started from scratch? I
only mention this specific case because this one was the one that hit
me hard when I was at University [when I read Relativity]. Einstein
didn't care what had been the prevailing knowledge for 400 years. He
saw a problem and that the current model did not explain it. So he
scratched the current model and started over.

For what it's worth, I don't think "started from scratch" is anything like an accurate 
description of Einstein's physics.

If you're interested in the topic, I'd highly recommend reading Popper on Einstein. 
Popper knew Einstein, also found Einstein's new ideas very important (as a 
demonstration of our fallibility, and that even our very best ideas can turn out to 
be false), and used Einstein vs Newton as a frequent example in his books.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Re: Theory and Reality, 6
Date: March 7, 2012 at 9:13 AM

PS
The other parts of your thoughtful message, I think, are very important and I don't 
want to not give them appropriate attention, but I have to see a few patients.
In my view the future does not resemble the past except in one key respect. That 
which was true in the past is true in the future.

To the extent that the genome has implicit knowledge about the invariant laws of 
physics (for example an implicit knowledge of aerodynamics in a niche -that 
allows birds to fly), the implicit knowledge of the genome has "truth-content" (to 
use Deutsch's words) which applies to the past, present, and yes, the future.

Take Care,

Michael

Sent from my iPhone

On Mar 7, 2012, at 8:09 AM, Steve Push <stephen.push@gmail.com> wrote:

On Mar 6, 11:56 am, Elliot Temple <c...@curi.us> wrote:
On Mar 6, 2012, at 5:49 AM, Steve Push wrote:

On Mar 6, 8:09 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 6 Mar 2012, at 12:52, Steve Push wrote:

On Mar 5, 5:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 1:59 PM, Steve Push wrote:

On Mar 5, 12:31 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 4:30 AM, Steve Push wrote:

On Mar 5, 2:15 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:56 PM, Steve Push wrote:



On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge 
design) B hasn't passed or been refuted by, which theory A has 
passed?

The test that the old design passed and the new design hasn't is 
the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and 
how
that's relevant to the question I asked.

A test is when you:

- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory 
implications, predictions or consequences)
- then test the specific thing they contradict about (e.g. with an 
experiment)
- then at least one is refuted

This example lacks all of these elements.

The issue under discussion is a supposed to be a challenge to 
Popperian epistemology. It can't challenge the Popperian 
philosophy and stance on testing if the "tests" involved are not 
something any Popperian would recognize as being tests. If no 
Popperian tests were involved, then the Popperian answer is 
simply: "both theories are untested, the question therefore doesn't 
really make sense".

That's not an answer to the bridge question, it's an evasion.  Your
non-answer implies that C&R is useless for making decisions under
conditions in which we lack complete information -- the conditions
under which most decisions are made.  You have allowed induction 
to



win my default.

Pointing out that the question is unclear is not an answer, but also not 
an evasion. How do you expect me to answer a question I find unclear 
and have unanswered questions about?

Can you give an example of a (Popperian) test which theory (bridge 
design) B hasn't passed or been refuted by, which theory A has 
passed?

Examples help illustrate questions and clarify them for people. If you 
don't want to think about what your question means, you shouldn't 
blame others for finding it unclear too.

You are more knowledgeable about Popper's philosophy than I am.  
Can
you suggest a Popperian test that will solve the problem I posed?

No. I've already posted saying I don't think the scenario makes sense. I 
think the premises are busted. I have no fix; I think it's a mistake.

Then I need to stand by my conclusion that C&R -- at least as you
interpret it -- is incapable of solving the practical problem I
posed.  Thus engineers must be using some other method -- induction,
in my opinion -- to solve such problems.

An engineer wouldn't answer your question either. He would want to see the 
site where you want to build the bridge, ask about the budget, ask about the 
weather, ask about the seismic properties of the site, ask about the load you 
want the bridge to carry and many other questions that neither you nor I 
know anything about. He would have to think creatively about what 
questions to ask and he would have to think about the best way of solving 
the problem. And the problem wouldn't be: how do I build a bridge here? It 
would also include stuff like where the bridge should be built in the first 
place, whether the bridge should be built at all and so on.

Your problem isn't practical because it's just made up out of nothing. It's like 
asking: "What you do if a green unicorn with its eyes on stalks and yellow 
tentacles was standing in front of you wearing a velvet smoking jacket and 



asking you to recite the Torah backwards in Swahili?" Solving practical 
problems of any kind involve multiple rounds of trying to find more 
constraints on what you have to do to solve the problem. Your question has 
no constraints because there is no bridge.

For the purpose of this discussion, you may assume any initial
conditions (load, seismic activity, etc.) you like.  The constraints
of the problem are:

1)  Whatever conditions the engineer encounters, they do not by
themselves rule out either design.  The old design has worked well
under virtually identical conditions.  As far as we can tell, the new
design in principle should work well under these conditions.

2)  A bridge must be built.

3)  We have sufficient time, money, and other resources to build only
one bridge.  Thus we must select one of the two designs.

Is there any other information you need to solve the problem?

To answer, we need the part where it claims one design is "tested" and one is 
"untested", to be clarified. What does that mean?

Does it mean, "According to my rough judgment using a big dose of intuition, 
bridge design A is a lot more similar to previous successful bridges than B. 
And the problem being solved is also similar to the problem those other 
bridges faced." ?

In means bridge design A is substantially the same as designs used in
the past and bridge design B is novel -- it doesn't fit into any of
the existing bridge design categories.  And the problem being solved
is substantially the same as problems solved by bridges of a design
substantially the same as A.

If yes, the answer is: no mention has been made of any Popperian testing 
(which is all about refuting some contradictory rival ideas). Therefore you can't 
use any of our ideas about testing or corroboration against us here, and we're 
free to say whatever we want. So our answer is just: we have two untested 



bridge designs, and no explanations of why either will work to criticize. So the 
further information needed is: provide the actual design options (preferably 
with explanations in addition to blueprints), and let us examine and judge (and 
possibly change/improve) them. (Note: doing this properly would require hiring 
some experts in the field. Being a Popperian doesn't substitute for being a 
structural engineer.)

Yes, to a Popperian, you have two untested bridge designs.  You can
examine blueprints and hire experts, but that won't help you.  You can
even make changes up to a point, but unless you deprive design B of
its novelty, I don't see any way a Popperian can solve this problem.
In think you might as well flip a coin.

-- Steve

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Theory and Reality, 6
Date: March 8, 2012 at 4:02 AM

On 7 Mar 2012, at 13:09, Steve Push wrote:

On Mar 6, 11:56 am, Elliot Temple <c...@curi.us> wrote:
On Mar 6, 2012, at 5:49 AM, Steve Push wrote:

On Mar 6, 8:09 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 6 Mar 2012, at 12:52, Steve Push wrote:

On Mar 5, 5:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 1:59 PM, Steve Push wrote:

On Mar 5, 12:31 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 4:30 AM, Steve Push wrote:

On Mar 5, 2:15 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:56 PM, Steve Push wrote:

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge 
design) B hasn't passed or been refuted by, which theory A has 
passed?

The test that the old design passed and the new design hasn't is 
the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and 
how
that's relevant to the question I asked.

A test is when you:



- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory 
implications, predictions or consequences)
- then test the specific thing they contradict about (e.g. with an 
experiment)
- then at least one is refuted

This example lacks all of these elements.

The issue under discussion is a supposed to be a challenge to 
Popperian epistemology. It can't challenge the Popperian 
philosophy and stance on testing if the "tests" involved are not 
something any Popperian would recognize as being tests. If no 
Popperian tests were involved, then the Popperian answer is 
simply: "both theories are untested, the question therefore doesn't 
really make sense".

That's not an answer to the bridge question, it's an evasion.  Your
non-answer implies that C&R is useless for making decisions under
conditions in which we lack complete information -- the conditions
under which most decisions are made.  You have allowed induction 
to
win my default.

Pointing out that the question is unclear is not an answer, but also not 
an evasion. How do you expect me to answer a question I find unclear 
and have unanswered questions about?

Can you give an example of a (Popperian) test which theory (bridge 
design) B hasn't passed or been refuted by, which theory A has 
passed?

Examples help illustrate questions and clarify them for people. If you 
don't want to think about what your question means, you shouldn't 
blame others for finding it unclear too.

You are more knowledgeable about Popper's philosophy than I am.  
Can



you suggest a Popperian test that will solve the problem I posed?

No. I've already posted saying I don't think the scenario makes sense. I 
think the premises are busted. I have no fix; I think it's a mistake.

Then I need to stand by my conclusion that C&R -- at least as you
interpret it -- is incapable of solving the practical problem I
posed.  Thus engineers must be using some other method -- induction,
in my opinion -- to solve such problems.

An engineer wouldn't answer your question either. He would want to see the 
site where you want to build the bridge, ask about the budget, ask about the 
weather, ask about the seismic properties of the site, ask about the load you 
want the bridge to carry and many other questions that neither you nor I 
know anything about. He would have to think creatively about what 
questions to ask and he would have to think about the best way of solving 
the problem. And the problem wouldn't be: how do I build a bridge here? It 
would also include stuff like where the bridge should be built in the first 
place, whether the bridge should be built at all and so on.

Your problem isn't practical because it's just made up out of nothing. It's like 
asking: "What you do if a green unicorn with its eyes on stalks and yellow 
tentacles was standing in front of you wearing a velvet smoking jacket and 
asking you to recite the Torah backwards in Swahili?" Solving practical 
problems of any kind involve multiple rounds of trying to find more 
constraints on what you have to do to solve the problem. Your question has 
no constraints because there is no bridge.

For the purpose of this discussion, you may assume any initial
conditions (load, seismic activity, etc.) you like.  The constraints
of the problem are:

1)  Whatever conditions the engineer encounters, they do not by
themselves rule out either design.  The old design has worked well
under virtually identical conditions.  As far as we can tell, the new
design in principle should work well under these conditions.

2)  A bridge must be built.



3)  We have sufficient time, money, and other resources to build only
one bridge.  Thus we must select one of the two designs.

Is there any other information you need to solve the problem?

To answer, we need the part where it claims one design is "tested" and one is 
"untested", to be clarified. What does that mean?

Does it mean, "According to my rough judgment using a big dose of intuition, 
bridge design A is a lot more similar to previous successful bridges than B. 
And the problem being solved is also similar to the problem those other 
bridges faced." ?

In means bridge design A is substantially the same as designs used in
the past and bridge design B is novel -- it doesn't fit into any of
the existing bridge design categories.  And the problem being solved
is substantially the same as problems solved by bridges of a design
substantially the same as A.

If yes, the answer is: no mention has been made of any Popperian testing 
(which is all about refuting some contradictory rival ideas). Therefore you can't 
use any of our ideas about testing or corroboration against us here, and we're 
free to say whatever we want. So our answer is just: we have two untested 
bridge designs, and no explanations of why either will work to criticize. So the 
further information needed is: provide the actual design options (preferably 
with explanations in addition to blueprints), and let us examine and judge (and 
possibly change/improve) them. (Note: doing this properly would require hiring 
some experts in the field. Being a Popperian doesn't substitute for being a 
structural engineer.)

Yes, to a Popperian, you have two untested bridge designs.  You can
examine blueprints and hire experts, but that won't help you.  You can
even make changes up to a point, but unless you deprive design B of
its novelty, I don't see any way a Popperian can solve this problem.
In think you might as well flip a coin.

The engineers create some knowledge about the problem situation at hand. They 
compare the designs according to that knowledge.



Alan



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 8, 2012 at 2:41 PM

On Mar 6, 10:05 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

I don't think Saunders disagrees with fungibility even though he doesn't use the 
word:

http://groups.google.com/group/beginning-of-infinity/msg/26f8a1e205e4...

Well here is the crux of the issue, he clearly describes TWO different
readings of QM formalism, yet you interpret both as "fungible".
Is "fungible" this esoteric term that noone really know what means?

They are all undergoing interference, so it's not the case that just one of them is 
you.

So, I am all of them? so there is really just 1 world? not infinite
many before the branching?

Do you agree that some versions of you die and that there is no fact of the 
matter about which of the dead versions is the same as any particular living 
version of you before the experiment?

Not sure I understand what you are saying here...
In the divergent view there is a clear fact of the matter, if I am
alive it so happens I was on the branch where I survive. Although I
was 100% identical with the ones who died, I was never them. The atoms
making up me, does not make up them, eventhough we are 100% identical.

http://groups.google.com/group/beginning-of-infinity/msg/26f8a1e205e4


From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 8, 2012 at 2:43 PM

On Mar 6, 6:15 pm, Elliot Temple <c...@curi.us> wrote:

A consciousness cannot move from one body/brain to another. There were 10 
consciousnesses. 9 consciousnesses die and 1 stays where it was.

At first glance I would say "I agree!" but that only makes sense in a
divergent type view where there are indeed 10 consciousnesses in 10
worlds before the differentiating event.
Then obviously there is no magic that will transfer  me over to the
surviving branch.

However the way fungibility seems to be presented says that there is
really no 10 identical consiousnesses, but rather only 1 "meta-
consciousness" so you are not 1 of these 10, you ARE ALL of them at
the same time..



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Fungible vs Branching vs Diverging
Date: March 8, 2012 at 3:25 PM

On Mar 8, 2012, at 11:43 AM, David wrote:

On Mar 6, 6:15 pm, Elliot Temple <c...@curi.us> wrote:

A consciousness cannot move from one body/brain to another. There were 10 
consciousnesses. 9 consciousnesses die and 1 stays where it was.

At first glance I would say "I agree!" but that only makes sense in a
divergent type view where there are indeed 10 consciousnesses in 10
worlds before the differentiating event.
Then obviously there is no magic that will transfer  me over to the
surviving branch.

However the way fungibility seems to be presented says that there is
really no 10 identical consiousnesses, but rather only 1 "meta-
consciousness" so you are not 1 of these 10, you ARE ALL of them at
the same time..

Consciousness often confuses things, so let's try thinking about fungibility in 
terms of dollars in bank accounts first.

Dollars in a bank account are fungible.
Say a bank starts out with $10 in their electronic accounts, and $9 goes away 
(say a computer bug causes this).
That doesn't mean the bank's financial position is the same just cuz one fungible 
dollar is left, or that nothing happened to the $9 that got glitched away just 
because one fungible dollar "survives".

Agree?



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 8, 2012 at 3:47 PM

On Mar 8, 9:25 pm, Justin Mallone <justin...@gmail.com> wrote:

Consciousness often confuses things, so let's try thinking about fungibility in 
terms of dollars in bank accounts first.

I think we have to use consciouness, as it is the only thing that
makes sense in QTI.

The entire question rests upon the issue of whether the atoms in one
of those 10 worlds exist on their own or if they are somehow also the
other atoms in the identical worlds



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 8, 2012 at 3:59 PM

On Mar 8, 2012, at 12:47 PM, David wrote:

On Mar 8, 9:25 pm, Justin Mallone <justin...@gmail.com> wrote:

Consciousness often confuses things, so let's try thinking about fungibility in 
terms of dollars in bank accounts first.

I think we have to use consciouness, as it is the only thing that
makes sense in QTI.

The entire question rests upon the issue of whether the atoms in one
of those 10 worlds exist on their own or if they are somehow also the
other atoms in the identical worlds

Consciousness seems irrelevant to that issue.
If physics said something like "atoms from 1 universe are the same in 10 
universes", it wouldn't matter whether the were atoms of a conscious mind or a 
can of Spam, for that question.
Can you explain why you think it's relevant?

-JM



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 8, 2012 at 4:04 PM

On Mar 8, 9:59 pm, Justin Mallone <justin...@gmail.com> wrote:

Consciousness seems irrelevant to that issue.
If physics said something like "atoms from 1 universe are the same in 10 
universes", it wouldn't matter whether the were atoms of a conscious mind or a 
can of Spam, for that question.
Can you explain why you think it's relevant?

The point is with consciousness we can discuss both the frog POV and
the birds POV.

But tell me, the atoms making up your body, while obviously identical,
are they the SAME atoms that make up your doppelganger? Is there no
separation at all?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 8, 2012 at 4:11 PM

On Mar 8, 2012, at 1:04 PM, David wrote:

On Mar 8, 9:59 pm, Justin Mallone <justin...@gmail.com> wrote:

Consciousness seems irrelevant to that issue.
If physics said something like "atoms from 1 universe are the same in 10 
universes", it wouldn't matter whether the were atoms of a conscious mind or a 
can of Spam, for that question.
Can you explain why you think it's relevant?

The point is with consciousness we can discuss both the frog POV and
the birds POV.

But tell me, the atoms making up your body, while obviously identical,
are they the SAME atoms that make up your doppelganger? Is there no
separation at all?

They are fungible and there is more than one instance of each atom.

Thinking of it in terms of dopplegangers is misleading because a doppleganger 
would be in a different place or universe or something.

I think it'd be easier to agree on physics first and tackle consciousness stuff later.

Different universes/worlds are an emergent property of quantum physics. They 
are a way of labeling, describing and explaining. They are not a fundamental part 
of physics but a consequence. Therefore, if the discussion is about fundamental 
physics, talking about worlds can be misleading. So I'd suggest that in addition to 
leaving consciousness out of it, also leave worlds or universes out of it. Focus on 
the basics and bring in more stuff later.

-- Elliot Temple



http://curi.us/

http://curi.us/


From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 8, 2012 at 4:16 PM

On Mar 8, 10:11 pm, Elliot Temple <c...@curi.us> wrote:

They are fungible and there is more than one instance of each atom.

This still do not bring us any closer to what fungible means, which is
why I introduce the context of a simple 10 world multiverse...

You are saying that indeed there exist one of each atom in every
universe, so are the atom making up you right now the same as in 1
second? Or do the atoms somehow work interchangably between worlds?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 8, 2012 at 4:23 PM

On Mar 8, 2012, at 1:16 PM, David wrote:

On Mar 8, 10:11 pm, Elliot Temple <c...@curi.us> wrote:

They are fungible and there is more than one instance of each atom.

This still do not bring us any closer to what fungible means, which is
why I introduce the context of a simple 10 world multiverse...

You are saying that indeed there exist one of each atom in every
universe, so are the atom making up you right now the same as in 1
second? Or do the atoms somehow work interchangably between worlds?

I just said to leave universes out of it. There's no such thing as which instance is 
in which universe. Applying the concept of multiple universes to fungible 
instances doesn't even really make sense.

So yes something like they work interchangably between worlds.

Fungible is explained in BoI and means literally identical in all respects. In other 
words it means there is literally no such thing as which one is which; it's 
impossible to distinguish which is which. If you could say "atom A is in universe A, 
and atom B is in universe B" then that would be a way in which they were 
different and distinguishable, and would mean they weren't fungible.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 8, 2012 at 4:28 PM

On Mar 8, 10:23 pm, Elliot Temple <c...@curi.us> wrote:

So yes something like they work interchangably between worlds.

So immortality is confirmed in this view. In other words, yes
consciousness can "Jump" from pre-death to surviving branch.

Fungible is explained in BoI and means literally identical in all respects. In other 
words it means there is literally no such thing as which one is which; it's 
impossible to distinguish which is which. If you could say "atom A is in universe 
A, and atom B is in universe B" then that would be a way in which they were 
different and distinguishable, and would mean they weren't fungible.

This is false.
You can theoretically describe two 100% identical things, yet each of
them exist on their own. So although NOTHING makes them different from
eachother they ARE not eachother.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 8, 2012 at 5:24 PM

On 3/8/2012 9:28 PM, David wrote:
You can theoretically describe two 100% identical things, yet each of
them exist on their own. So although NOTHING makes them different from
eachother they ARE not eachother.

If they're 100% identical, then what exactly do you mean when you say that "each 
of them exist on their own?"

- Richard

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungible vs Branching vs Diverging
Date: March 8, 2012 at 5:31 PM

On 8 Mar 2012, at 21:28, David wrote:

On Mar 8, 10:23 pm, Elliot Temple <c...@curi.us> wrote:

So yes something like they work interchangably between worlds.

So immortality is confirmed in this view. In other words, yes
consciousness can "Jump" from pre-death to surviving branch.

Fungible is explained in BoI and means literally identical in all respects. In 
other words it means there is literally no such thing as which one is which; it's 
impossible to distinguish which is which. If you could say "atom A is in universe 
A, and atom B is in universe B" then that would be a way in which they were 
different and distinguishable, and would mean they weren't fungible.

This is false.
You can theoretically describe two 100% identical things, yet each of
them exist on their own. So although NOTHING makes them different from
eachother they ARE not eachother.

Suppose atom A is in universe A, and atom B is in universe B. In universe A my 
copy of BoI is on my bookshelf, in universe B it is on my table. Let's suppose that 
the atom in question is an atom that is part of my bookshelf.

Atom A is in a different position than atom B because the bookshelf has a bit 
more pressure on it in universe A than in universe B and so it is in a slightly 
different position. So they would not be fungible.

Alan



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 8, 2012 at 5:58 PM

On Mar 8, 11:31 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Suppose atom A is in universe A, and atom B is in universe B. In universe A my 
copy of BoI is on my bookshelf, in universe B it is on my table. Let's suppose 
that the atom in question is an atom that is part of my bookshelf.

Atom A is in a different position than atom B because the bookshelf has a bit 
more pressure on it in universe A than in universe B and so it is in a slightly 
different position. So they would not be fungible.

Yes, but that's just it. It still doesn't explain what "fungible"
means.
Say the BoI was in the bookshelf in both A and B so that the atom was
fungible, still there would be 2 atoms, eventhough they are 100%
identical in all properties, they are still two separate atom?



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 8, 2012 at 5:54 PM

On Mar 8, 11:24 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 3/8/2012 9:28 PM, David wrote:

You can theoretically describe two 100% identical things, yet each of
them exist on their own. So although NOTHING makes them different from
eachother they ARE not eachother.

If they're 100% identical, then what exactly do you mean when you say
that "each of them exist on their own?"

Well, there are two of them aren't there? Yes, so we know both exist
and that there aren't 1, so obviously each has their on "existence".
It's not like it's 1 atom jumping in and out of 2 universes



From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Google (was: Profit)
Date: March 8, 2012 at 6:43 PM

On Thu, Feb 2, 2012 at 11:22 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

Consider Google too. They've gotten into so many services and their only goal 
is to drive their main profit center, which is searches.

Google's profit center is advertising. Almost all their income comes from ads.

Search is one way to display ads.

Every one of their services exists solely to increase searches.

False. If the service can display ads (e.g. gmail), that's a win. If
the service can generate user data, which lets them target ads better,
that's a win (e.g. gmail or analytics).

Google's focus on advertising makes their customers not searchers but
ad buyers. Like other businesses, they cater to their customers and
provide them good support. But they provide terrible support to people
who are not their customers (searchers, gmail users, etc).

Google's idea is not really related to business planning but it seems worthwhile 
to note here anyway. Their creative employees work 4 days a week on Google's 
stuff and 1 day a week on what ever they want to work on.

No, 20% time is still Google stuff, not just whatever they want. It's
just that 20% of their time they are allowed to take more initiative
and think for themselves more. This is a little strange. If it was
good, why not do it 100% of the time? And if it's bad, don't do it at
all. Why is a mixed policy good, and why 20%?

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Google (was: Profit)
Date: March 8, 2012 at 8:23 PM

On Mar 8, 2012 5:43 PM, "Anonymous Person" <unattributedemail@gmail.com> 
wrote:

On Thu, Feb 2, 2012 at 11:22 AM, Rami Rustom <ramir.wx@gmail.com> wrote:

Consider Google too. They've gotten into so many services and their only goal 
is to drive their main profit center, which is searches.

Google's profit center is advertising. Almost all their income comes from ads.

Search is one way to display ads.

Every one of their services exists solely to increase searches.

False. If the service can display ads (e.g. gmail), that's a win. If
the service can generate user data, which lets them target ads better,
that's a win (e.g. gmail or analytics).

Google's focus on advertising makes their customers not searchers but
ad buyers. Like other businesses, they cater to their customers and
provide them good support. But they provide terrible support to people
who are not their customers (searchers, gmail users, etc).

Google's idea is not really related to business planning but it seems worthwhile 
to note here anyway. Their creative employees work 4 days a week on 
Google's stuff and 1 day a week on what ever they want to work on.

No, 20% time is still Google stuff, not just whatever they want. It's
just that 20% of their time they are allowed to take more initiative
and think for themselves more. This is a little strange. If it was
good, why not do it 100% of the time? And if it's bad, don't do it at
all. Why is a mixed policy good, and why 20%?

Well somebody has to be working on the projects that Google executives



decide on. So the creative people work 80% on executive-decided
projects and 20% on self-decided projects.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] _Conjectures and Refutations_: Testable Theories in Psychology
Date: March 8, 2012 at 9:01 PM

Popper talks about that theories that are irrefutable are
psuedo-science. And that Freud's and Alfred's theories were "simply
non-testable, irrefutable." That "there was no conceivable human
behavior which could contradict them." Then he says that much of what
Freud and Alfred say "may well play its part one day in a
psychological science which is testable." So what sort of testable
theories is Popper talking about?

Does he mean theories that use objective questions rather than
subjective ones. [And I'm guessing that Freud and Alfred used
subjective questions.]

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: March 8, 2012 at 9:21 PM

On Wed, Mar 7, 2012 at 8:40 PM, Elliot Temple <curi@curi.us> wrote:
On Mar 7, 2012, at 4:25 PM, Rami Rustom wrote:

On Fri, Feb 24, 2012 at 11:21 AM, Elliot Temple <curi@curi.us> wrote:
On Feb 23, 2012, at 4:26 PM, Brian Scurfield wrote:

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20E
verett%2017-June-1957.pdf?sequence=1

Jaynes is amazingly naive, more than once, on the first page. About both 
epistemology and life.

Page 2 begins with comments about how linguistic choices, not people, are 
responsible for how people think and the success, or not, of persuasion.

As for what it's about, the top of page 3 and the top of the second paragraph 
of page 3 are amazing. Jaynes thinks that if there is a correct weighting 
function (scare quotes on "correct"), but we don't know what it is, then who 
cares? Let's just keep assuming the default one he prefers, which he thinks is 
trivial but actually is full of complex background ideas that he's never 
subjected to critical scrutiny and which vary from Bayesian to Bayesian.

So summary of his approach:

When we don't know, let unconscious, parochial bias reign. This is standard 
inductivism.

When we have some information, use it only as a modifier on the biased 
starting point so that the initial bias always retains some influence 
(diminishing to 0 as we approach omniscience). This is not standard 
inductivism; inductivism does allow for changing one's mind and actually 
rejecting one's initial ideas.

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Everett%2017-June-1957.pdf?sequence=1


So how could that guy possibly explain what Einstein did when he
completely did away with Newton's work and started from scratch? I
only mention this specific case because this one was the one that hit
me hard when I was at University [when I read Relativity]. Einstein
didn't care what had been the prevailing knowledge for 400 years. He
saw a problem and that the current model did not explain it. So he
scratched the current model and started over.

For what it's worth, I don't think "started from scratch" is anything like an 
accurate description of Einstein's physics.

If you're interested in the topic, I'd highly recommend reading Popper on 
Einstein. Popper knew Einstein, also found Einstein's new ideas very important 
(as a demonstration of our fallibility, and that even our very best ideas can turn 
out to be false), and used Einstein vs Newton as a frequent example in his 
books.

BTW, I'm thinking about why I remembered the 'started from scratch'
idea [from 14 years ago when I read Relativity] and I realize that I
remember thinking *that* he 'started from scratch' but I don't
remember why I believe that.

Link? I googled Popper on Einstein and found _Conjectures and
Refutations_ and it did discuss Einstein but I don't think it
addressed the "started from scratch" idea. Then I searched "Popper on
Einstein" [in double quotes for an exact search] and there isn't much
besides our discussion.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: March 8, 2012 at 9:26 PM

On Mar 8, 2012, at 6:21 PM, Rami Rustom wrote:

On Wed, Mar 7, 2012 at 8:40 PM, Elliot Temple <curi@curi.us> wrote:
On Mar 7, 2012, at 4:25 PM, Rami Rustom wrote:

On Fri, Feb 24, 2012 at 11:21 AM, Elliot Temple <curi@curi.us> wrote:
On Feb 23, 2012, at 4:26 PM, Brian Scurfield wrote:

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20
Everett%2017-June-1957.pdf?sequence=1

Jaynes is amazingly naive, more than once, on the first page. About both 
epistemology and life.

Page 2 begins with comments about how linguistic choices, not people, are 
responsible for how people think and the success, or not, of persuasion.

As for what it's about, the top of page 3 and the top of the second paragraph 
of page 3 are amazing. Jaynes thinks that if there is a correct weighting 
function (scare quotes on "correct"), but we don't know what it is, then who 
cares? Let's just keep assuming the default one he prefers, which he thinks 
is trivial but actually is full of complex background ideas that he's never 
subjected to critical scrutiny and which vary from Bayesian to Bayesian.

So summary of his approach:

When we don't know, let unconscious, parochial bias reign. This is standard 
inductivism.

When we have some information, use it only as a modifier on the biased 
starting point so that the initial bias always retains some influence 
(diminishing to 0 as we approach omniscience). This is not standard 
inductivism; inductivism does allow for changing one's mind and actually 

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Everett%2017-June-1957.pdf?sequence=1


rejecting one's initial ideas.

So how could that guy possibly explain what Einstein did when he
completely did away with Newton's work and started from scratch? I
only mention this specific case because this one was the one that hit
me hard when I was at University [when I read Relativity]. Einstein
didn't care what had been the prevailing knowledge for 400 years. He
saw a problem and that the current model did not explain it. So he
scratched the current model and started over.

For what it's worth, I don't think "started from scratch" is anything like an 
accurate description of Einstein's physics.

If you're interested in the topic, I'd highly recommend reading Popper on 
Einstein. Popper knew Einstein, also found Einstein's new ideas very important 
(as a demonstration of our fallibility, and that even our very best ideas can turn 
out to be false), and used Einstein vs Newton as a frequent example in his 
books.

BTW, I'm thinking about why I remembered the 'started from scratch'
idea [from 14 years ago when I read Relativity] and I realize that I
remember thinking *that* he 'started from scratch' but I don't
remember why I believe that.

Link? I googled Popper on Einstein and found _Conjectures and
Refutations_ and it did discuss Einstein but I don't think it
addressed the "started from scratch" idea. Then I searched "Popper on
Einstein" [in double quotes for an exact search] and there isn't much
besides our discussion.

Einstein and his physics come up in various places. For example:

http://books.google.com/books?
id=V76PlyggwQkC&pg=PA123&lpg=PA123&dq=%22world+of+parmenides%22+
einstein&source=bl&ots=SYvhpkhczu&sig=hZOffWmvczfy5mHKebA9k67oThI&hl
=en&sa=X&ei=NmpZT5SnGOHgiALWn7jACw&ved=0CEUQ6AEwBA#v=onepag
e&q=%22world%20of%20parmenides%22%20einstein&f=false

-- Elliot Temple
http://fallibleideas.com/

http://books.google.com/books?id=V76PlyggwQkC&pg=PA123&lpg=PA123&dq=%22world+of+parmenides%22+einstein&source=bl&ots=SYvhpkhczu&sig=hZOffWmvczfy5mHKebA9k67oThI&hl=en&sa=X&ei=NmpZT5SnGOHgiALWn7jACw&ved=0CEUQ6AEwBA#v=onepage&q=%22world%20of%20parmenides%22%20einstein&f=false
http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Theory and Reality, 6
Date: March 9, 2012 at 10:44 AM

On Mar 8, 4:02 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 7 Mar 2012, at 13:09, Steve Push wrote:

On Mar 6, 11:56 am, Elliot Temple <c...@curi.us> wrote:
On Mar 6, 2012, at 5:49 AM, Steve Push wrote:

On Mar 6, 8:09 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 6 Mar 2012, at 12:52, Steve Push wrote:

On Mar 5, 5:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 1:59 PM, Steve Push wrote:

On Mar 5, 12:31 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 5, 2012, at 4:30 AM, Steve Push wrote:

On Mar 5, 2:15 am, Elliot Temple <c...@curi.us> wrote:
On Mar 4, 2012, at 10:56 PM, Steve Push wrote:

On Mar 5, 1:22 am, Elliot Temple <c...@curi.us> wrote:

Can you give an example of a (Popperian) test theory (bridge 
design) B hasn't passed or been refuted by, which theory A has 
passed?

The test that the old design passed and the new design hasn't is 
the
test of being built and used without collapsing.

If you think that's not a "Popperian test," please explain why and 
how
that's relevant to the question I asked.

A test is when you:



- have two (or more) rival theories
- find a way they contradict (e.g. you deduce contradictory 
implications, predictions or consequences)
- then test the specific thing they contradict about (e.g. with an 
experiment)
- then at least one is refuted

This example lacks all of these elements.

The issue under discussion is a supposed to be a challenge to 
Popperian epistemology. It can't challenge the Popperian 
philosophy and stance on testing if the "tests" involved are not 
something any Popperian would recognize as being tests. If no 
Popperian tests were involved, then the Popperian answer is 
simply: "both theories are untested, the question therefore doesn't 
really make sense".

That's not an answer to the bridge question, it's an evasion.  Your
non-answer implies that C&R is useless for making decisions under
conditions in which we lack complete information -- the conditions
under which most decisions are made.  You have allowed induction 
to
win my default.

Pointing out that the question is unclear is not an answer, but also not 
an evasion. How do you expect me to answer a question I find 
unclear and have unanswered questions about?

Can you give an example of a (Popperian) test which theory (bridge 
design) B hasn't passed or been refuted by, which theory A has 
passed?

Examples help illustrate questions and clarify them for people. If you 
don't want to think about what your question means, you shouldn't 
blame others for finding it unclear too.

You are more knowledgeable about Popper's philosophy than I am.  
Can



you suggest a Popperian test that will solve the problem I posed?

No. I've already posted saying I don't think the scenario makes sense. I 
think the premises are busted. I have no fix; I think it's a mistake.

Then I need to stand by my conclusion that C&R -- at least as you
interpret it -- is incapable of solving the practical problem I
posed.  Thus engineers must be using some other method -- induction,
in my opinion -- to solve such problems.

An engineer wouldn't answer your question either. He would want to see 
the site where you want to build the bridge, ask about the budget, ask 
about the weather, ask about the seismic properties of the site, ask about 
the load you want the bridge to carry and many other questions that 
neither you nor I know anything about. He would have to think creatively 
about what questions to ask and he would have to think about the best 
way of solving the problem. And the problem wouldn't be: how do I build a 
bridge here? It would also include stuff like where the bridge should be 
built in the first place, whether the bridge should be built at all and so on.

Your problem isn't practical because it's just made up out of nothing. It's 
like asking: "What you do if a green unicorn with its eyes on stalks and 
yellow tentacles was standing in front of you wearing a velvet smoking 
jacket and asking you to recite the Torah backwards in Swahili?" Solving 
practical problems of any kind involve multiple rounds of trying to find more 
constraints on what you have to do to solve the problem. Your question 
has no constraints because there is no bridge.

For the purpose of this discussion, you may assume any initial
conditions (load, seismic activity, etc.) you like.  The constraints
of the problem are:

1)  Whatever conditions the engineer encounters, they do not by
themselves rule out either design.  The old design has worked well
under virtually identical conditions.  As far as we can tell, the new
design in principle should work well under these conditions.

2)  A bridge must be built.



3)  We have sufficient time, money, and other resources to build only
one bridge.  Thus we must select one of the two designs.

Is there any other information you need to solve the problem?

To answer, we need the part where it claims one design is "tested" and one is 
"untested", to be clarified. What does that mean?

Does it mean, "According to my rough judgment using a big dose of intuition, 
bridge design A is a lot more similar to previous successful bridges than B. 
And the problem being solved is also similar to the problem those other 
bridges faced." ?

In means bridge design A is substantially the same as designs used in
the past and bridge design B is novel -- it doesn't fit into any of
the existing bridge design categories.  And the problem being solved
is substantially the same as problems solved by bridges of a design
substantially the same as A.

If yes, the answer is: no mention has been made of any Popperian testing 
(which is all about refuting some contradictory rival ideas). Therefore you 
can't use any of our ideas about testing or corroboration against us here, and 
we're free to say whatever we want. So our answer is just: we have two 
untested bridge designs, and no explanations of why either will work to 
criticize. So the further information needed is: provide the actual design 
options (preferably with explanations in addition to blueprints), and let us 
examine and judge (and possibly change/improve) them. (Note: doing this 
properly would require hiring some experts in the field. Being a Popperian 
doesn't substitute for being a structural engineer.)

Yes, to a Popperian, you have two untested bridge designs.  You can
examine blueprints and hire experts, but that won't help you.  You can
even make changes up to a point, but unless you deprive design B of
its novelty, I don't see any way a Popperian can solve this problem.
In think you might as well flip a coin.

The engineers create some knowledge about the problem situation at hand. 
They compare the designs according to that knowledge.



Some of that knowledge is that actual bridges similar to the "old"
design have been successful in the past.  That same knowledge is not
applicable to the "new" design -- or at least, is applicable to a
lesser degree.  So don't the data from the existing bridges "confirm"
the "old" design in some sense that would compel us -- all other
things being equal -- to select the "old" design as the safer option?

-- Steve



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 9, 2012 at 11:43 AM

On Mar 8, 10:23 pm, Elliot Temple <c...@curi.us> wrote:

Fungible is explained in BoI and means literally identical in all respects.

I just re-read the chapter and there is still no clear answers to my
rather simple questions.

To simplify it even further: when I hold a ball in my hand this ball
obviously consist of a definite and finite amount of atoms. According
to fungible-EQM there is a uncountably infinite identical me's holding
identical balls in identical universes.
Now my question is, the atoms making up my ball isn't THE same atoms
as the ones in my "neighbouring" Universes, so what keeps them apart
from eachother?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fungible vs Branching vs Diverging
Date: March 9, 2012 at 11:55 AM

On Mar 9, 2012, at 8:43 AM, David wrote:

On Mar 8, 10:23 pm, Elliot Temple <c...@curi.us> wrote:

Fungible is explained in BoI and means literally identical in all respects.

I just re-read the chapter and there is still no clear answers to my
rather simple questions.

To simplify it even further: when I hold a ball in my hand this ball
obviously consist of a definite and finite amount of atoms. According
to fungible-EQM there is a uncountably infinite identical me's holding
identical balls in identical universes.

No. You're putting words in our mouths. I already said this way of thinking about 
universes is a misconception. Try it again without the universes or the people. 
Start with, say, an electron "inkblot" like in BoI.

Now my question is, the atoms making up my ball isn't THE same atoms
as the ones in my "neighbouring" Universes, so what keeps them apart
from eachother?

The laws of physics.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 9, 2012 at 12:10 PM

On Mar 9, 5:55 pm, Elliot Temple <c...@curi.us> wrote:

No. You're putting words in our mouths. I already said this way of thinking about 
universes is a misconception. Try it again without the universes or the people. 
Start with, say, an electron "inkblot" like in BoI.

Well, let me ask very clearly then: are there at all times a definite
amount of atoms in each Universe ? (law of conservation)
And like you say the laws of physics make it so that the fungible
atoms are somehow separated from eachother so they ARE not eachother.

Then why is it wrong to think of a universe as a definite structure?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 9, 2012 at 12:24 PM

On Mar 9, 2012, at 9:10 AM, David wrote:

On Mar 9, 5:55 pm, Elliot Temple <c...@curi.us> wrote:

No. You're putting words in our mouths. I already said this way of thinking 
about universes is a misconception. Try it again without the universes or the 
people. Start with, say, an electron "inkblot" like in BoI.

Well, let me ask very clearly then: are there at all times a definite
amount of atoms in each Universe ? (law of conservation)
And like you say the laws of physics make it so that the fungible
atoms are somehow separated from eachother so they ARE not eachother.

Then why is it wrong to think of a universe as a definite structure?

Universes are emergent properties. They are good descriptions of some 
situations and not others.

For some questions, they don't apply and are misleading. Which universe an 
atom is in is not a fundamental property of that atom and is not an actual part of 
the laws of physics. There's no such thing as what universe it's in at the atomic 
level.

Universes are a description that we impose on physics to help us understand it. 
Universes are a tool of ours, an explanatory device. And it's helpful in some 
situations but not others.s

What does exist, at the low level, is the atom's history which governs what it can 
interfere and interact with or not (coherence and decoherence).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


-- 



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 9, 2012 at 12:35 PM

On Mar 9, 6:24 pm, Elliot Temple <c...@curi.us> wrote:

For some questions, they don't apply and are misleading. Which universe an 
atom is in is not a fundamental property of that atom and is not an actual part of 
the laws of physics. There's no such thing as what universe it's in at the atomic 
level.

It has to be fundamentally in a certain Universe, otherwise we'd be
able to break the law of conservation.
So each atom has to "belong" to a Universe or "emergent universe" or
whatever it should be called

Or are saying they are interchangable?
So when a atom is fungible it can really end up in an universe, it
does NOT belong to a certain Universe at all times?

If it's the latter I'm sure you see why quantum immortality follows
from this.
If the atoms making up Elliot Temple are not the same atoms can
suddenly exchange atoms through "emergent universes", then you can not
really say "these exact atoms are me" you have to say all the fungible
ones are you.
As there is a nonzero probability you will live...congratulations you
are immortal



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 9, 2012 at 1:19 PM

On Mar 6, 9:02 am, David Deutsch <david.deut...@qubit.org> w
rote:

Since all versions of the Everett interpretation have 'branching' in some 
metaphorical sense, 'branching' is a highly ambiguous term for the above view. 
It should be called 'splitting' of universes.

I agree, terminology is the source of a lot of confusion.

What would you call Wallace's work? fungible-branching or fungible-
divergent?

Simon Saunders amongst others prefer the divergent view, which in my
opinion, is much clearer in its ontology. What is wrong with this view?



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Embodiment and self
Date: March 9, 2012 at 3:33 PM

On Wed, Feb 15, 2012 at 12:28 AM, Manolis.A.C. <manolis.a.c@gmail.com> 
wrote:

On 15 Feb 2012, at 4:06, Rami Rustom <rombomb@gmail.com> wrote:

On Feb 13, 2012 11:55 PM, "Jon Burchel" <jonburchel@gmail.com> wrote:
On Feb 13, 7:30 am, Rami Rustom <romb...@gmail.com> wrote:

On Feb 10, 2012 4:48 PM, "Jon Burchel" <jonburc...@gmail.com> wrote:

I saw this TED talk that seems to center around the same idea, and
read a number of things about the "embodiment" idea that our selves
are not possible without a physical body.  But I can easily imagine my
self existing without a body, so I don't think it is necessary, even
if self may have evolved from bodily awareness.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_con
s...

I don't see how that is possible.

Our minds are based in physical laws that our brains abide by.

Our knowledge is saved physically in our brains.

-- Rami

Oh, unfortunately I think my choice of words was very poor there!  I
didn't mean that I think our self can exist without any physical
embodiment in the brain - yes, that would be laughable!  But I meant
that don't think the mechanism of the self requires a physical body
*beyond* the brain to exist, even though a disembodied brain would be
unable to communicate or sense the world, it would still be possible
to have a *self*, even without everything beyond the brain (assuming
the brain would not immediately die of oxygen starvation of course -
say, if it were simulated and that requirement arbitrarily provided).
Several articles I read lately suggested a "new emerging idea" in

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons


artificial intelligence was that the whole body, not just the brain,
was necessary for a true AI.  That seems false and awfully misguided
to me was what I meant... I had the impression this presenter at the
TED talk was not describing the same thing though, or if he was, maybe
those articles were just misinterpreting the same idea.

I see what you mean.

They say that the self doesn't exist unless it can interact with the
world. I agree with this.

You are saying that the self can exist without any interaction with
the world. I don't see how this is possible, unless we're talking
about a mind that had interaction with the world and then lost it.
This is what I think happens when a person is in a comma. They can be
conscious, but their senses are turned off.

But if you mean that a mind can have a self whereby the mind never had
interaction with the world, I disagree. The self is part of the world.
When the mind processes its sense's data, it creates explanations of
the incoming data. One of the types of explanations it creates is a
model of the world and the objects within it. One of those objects is
the self [which is the mind and body]. So the mind models the mind and
this is what we call the self.

So I can't imagine that a mind could create a model of itself without
having received sense data of the world and the mind's body.

-- Rami
Some questions for you guys then:

1. Is a discrete entity (a discrete body, a discrete computer, a specific section of 
a hard drive) then a necessary condition for "selfhood"?

What does it matter if it's a condition for "selfhood"? What is
"selfhood"? Why scare quotes?



2. If so, can the specific section of a hard drive pption allow for a completely 
virtual, yet perfectly discernable and real self?

Why is discernibility being brought up? Discernible by whom in what context?

3.And if so again, can we assume that the future is almost deterministically 
bound to be disembodied (in the sense of purely virtual, "uploaded" entities)?

No, such things depend on human choices not "almost" determinism
(which is a contradiction).



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Summary of Non-Popperian Epistemology
Date: March 9, 2012 at 4:21 PM

http://www.amazon.com/review/RZY5LX2C92N64/

Says some stuff, nice and openly.

No solutions in sight to its openly acknowledged flaws, of course.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://www.amazon.com/review/RZY5LX2C92N64/
http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungible vs Branching vs Diverging
Date: March 9, 2012 at 4:24 PM

On 9 Mar 2012, at 17:35, David wrote:

On Mar 9, 6:24 pm, Elliot Temple <c...@curi.us> wrote:

For some questions, they don't apply and are misleading. Which universe an 
atom is in is not a fundamental property of that atom and is not an actual part 
of the laws of physics. There's no such thing as what universe it's in at the 
atomic level.

It has to be fundamentally in a certain Universe, otherwise we'd be able to break 
the law of conservation.
So each atom has to "belong" to a Universe or "emergent universe" or whatever 
it should be called

Let's try a thought experiment set in a fictional world. Let's suppose that Bob has 
a bank account. The only way that the amount of money in Bob's bank account 
can increase or decrease is by money being transferred into it from another 
person's account, or by money being transferred out of to another person's 
account. The same is true for every other person's bank account. So we could 
say that the money in bank accounts is conserved.

The money in Bob's account is recorded in bits stored on a computer and the 
same if true of everybody else's account. It takes a finite time for a bit to be 
flipped from a one to a zero. During that time, the bit is not in the state 1 and it is 
also not in the state 0. Let's suppose that Alice makes a transfer of £5 into Bob's 
account. Some bits flip in Alice's account and in Bob's account to reflect this 
transfer. During the flips, the records do not say that the amount of money in 
Alice's account is £5 less than it used to be, nor does it say that Bob's account 
has £5 more. Does this mean that money isn't conserved among bank accounts. 
No. It just means that there are conditions under which the state of the registers 
in the computers in Bob's bank and Alice's bank can't be described in terms of 
accounts. The accounts just don't have a single value for their balance. The 
accounts are an emergent feature of the behaviour of those computers.

The bits, too, are an emergent feature of the hardware. The bit might be a section 
of the hardware where the number of atoms with a magnetic field pointing in the 



same direction determines whether the bit represented by that region is a one or 
a zero. If more than a certain number N are aligned then the bit is a one, if fewer 
than that number are aligned then it is a zero. If you watched just one atom, you 
might not be able to tell if it is in a bit with a value of one or a bit with a value of 
zero because that is a property of all the atoms in a region, not just of that 
particular atom. So there are scales of space on which talking of accounts would 
also be a bad way to understand what's going on.

Likewise, in the multiverse energy is conserved in any single universe, but 
universes are an emergent description that doesn't work under some 
circumstances. If energy arrives in one system in a given universe it must have 
come from another system in that universe. But there are circumstances under 
which universe talk doesn't accurately describe the multiverse, just as the bits 
and accounts are not always useful as a description of the bank's computer.

Alan



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 9, 2012 at 6:11 PM

On Mar 9, 10:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Likewise, in the multiverse energy is conserved in any single universe, but 
universes are an emergent description that doesn't work under some 
circumstances. If energy arrives in >one system in a given universe it must have 
come from another system in that universe. But there are circumstances under 
which universe talk doesn't accurately describe the >multiverse, just as the bits 
and accounts are not always useful as a description of the bank's computer.

Ok, so from your example there I take it that due to the nature of
"emergence", energy from a universe are interchangable with another
universe when they are fungible?
So a atom in a fungible grain of sand may be somehow end up in another
universe and the subsequent fungible particle in tht universe
instantly replaces the other one?

I think the divergent view (Saunders, Wilson, Wallace etc.) is the
future, the weird ontology of this fungible thingy does not seem to
make sense. What makes a certain atom switch positions with another
fungible atom?



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 9, 2012 at 6:29 PM

On 3/9/2012 11:11 PM, David wrote:

On Mar 9, 10:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com>  wrote:

Likewise, in the multiverse energy is conserved in any single universe, but 
universes are an emergent description that doesn't work under some 
circumstances. If energy arrives in>one system in a given universe it must 
have come from another system in that universe. But there are circumstances 
under which universe talk doesn't accurately describe the>multiverse, just as 
the bits and accounts are not always useful as a description of the bank's 
computer.

Ok, so from your example there I take it that due to the nature of
"emergence", energy from a universe are interchangable with another
universe when they are fungible?
So a atom in a fungible grain of sand may be somehow end up in another
universe and the subsequent fungible particle in tht universe
instantly replaces the other one?

I thought the point was that when they're fungible, then you can't tell whether the 
'switch positions' happened or not - you lose track of which is which because they 
are indistinguishable. Not only can you not tell, but neither can any physical 
process - so the question of whether there's been some kind of 'transfer of 
identity' between the two particles just doesn't mean anything.

It's like putting $1 into a checking account, and then another $1, and then trying 
to reason about whether they've switched positions inside the checking account 
or not.

It's not meaningful to consider the behaviour of individual members of a fungible 
group - you can only work with it in aggregate.

- Richard



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 9, 2012 at 6:42 PM

On Mar 10, 12:29 am, Richard Fine <richard.f...@gmail.com> wrote:

It's not meaningful to consider the behaviour of individual members of a
fungible group - you can only work with it in aggregate.

I disagree.
This is the fundamentals of physics. Sure we "lose track" and it's
impossible, even in principle, to tell them apart. But since they ARE
not the same atom, remember there are infinite ones, all just as real
as the other, not 1 that splits into infinite (old-DeWitt MWI).
Then there also HAS to be a fact whether a fungible atom is
interchangable with the other worlds...

Like the example Deutsch uses about gaining momentum on a bike and
then breaking. Sure it makes absolutely no difference which part of
the energy you exhaust. But in objective 100% reality, there is still
a fact about which energy you used!

Another example from Deutsch is photons in a laser being fungible. If
you put one photon in it and took another one out, it would make no
sense asking "is it the same I put in?" because they are 100%
identical. Yet in fundamental reality there is indeed a fact of the
matter whether that photon is the same...



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 9, 2012 at 7:10 PM

On 3/9/2012 11:42 PM, David wrote:

On Mar 10, 12:29 am, Richard Fine<richard.f...@gmail.com>  wrote:

It's not meaningful to consider the behaviour of individual members of a
fungible group - you can only work with it in aggregate.

I disagree.
This is the fundamentals of physics. Sure we "lose track" and it's
impossible, even in principle, to tell them apart. But since they ARE
not the same atom, remember there are infinite ones, all just as real
as the other, not 1 that splits into infinite (old-DeWitt MWI).

But again you're positing that "they ARE not the same atom" when I'm really not 
sure what that means in this context. When they're fungible, it's not clear to me 
that they 'ARE' *at all* as objects with different identities. Fungibility means that 
all observable properties are equal, right? So for them to be fungible, but to still 
have different identities, would require that identity is a non-observable property, 
correct?

To be clear: I do not understand what it means to say that a non-observable 
property or object "exists." I literally do not understand what the word "exists" 
entails for such an entity. It cannot mean "is in the universe," for as Alan says, 
universe is an emergent description, and if the property is non-observable then 
no part of the description can emerge from it. Nor can it mean "is in the 
multiverse," because if something is in no universe then it is not in the multiverse. 
So then what does it mean?

So barring the property of 'identity' existing in some domain beyond the 
multiverse, I do not think it can exist as a property and yet still be unique across 
fungible atoms.

Also: I don't see how any useful argument can ever be constructed on the back of 
a non-observable property, even if it *does* exist somehow. If anyone's got an 
argument that makes substantive claims about anything using a non-observable 
property as a premise then I'd be interested in hear it. (I've read the Wikipedia 
page about quantum immortality and the whole idea just seems like one big 



anthropic mistake to me).

- Richard

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 9, 2012 at 7:43 PM

On 9 Mar 2012, at 23:11, David wrote:

On Mar 9, 10:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Likewise, in the multiverse energy is conserved in any single universe, but 
universes are an emergent description that doesn't work under some 
circumstances. If energy arrives in one system in a given universe it must have 
come from another system in that universe. But there are circumstances under 
which universe talk doesn't accurately describe the multiverse, just as the bits 
and accounts are not always useful as a description of the bank's computer.

Ok, so from your example there I take it that due to the nature of
"emergence", energy from a universe are interchangable with another
universe when they are fungible?

No. I'm saying there are circumstances under which the way the multiverse 
behaves can't be understood in terms of it being a collection of universes. If 
you're trying to apply conservation laws under those circumstances it doesn't 
make a lot of sense because the conservation laws describe the relationship 
between the same universe at different times. The whole idea of a universe is on 
a higher level of emergence than the one you're dealing with when you're talking 
about fungible instances of a particle.

So a atom in a fungible grain of sand may be somehow end up in another
universe and the subsequent fungible particle in tht universe
instantly replaces the other one?

Nope. The atom is represented in the multiverse by a blob: the size of the blob in 
one direction might represent the probability of it being found in a particular 
region of space, in another direction the size might represent the probability that 
the atom is found to be moving in a particular direction. The blob changes shape 



over time. It's not the case that a particular part of the blob has moved so that the 
probability of it being found in region 1 has decreased because the stuff in that 
region has moved to region 2, say. Rather region 1 has changed what's going on 
in a way that spreads through the blob over time, so it's not the case that one part 
of the blob has been affected and another hasn't, so it's not the case that the 
decrease in region 1 has moved to region 2.

I think the divergent view (Saunders, Wilson, Wallace etc.) is the
future, the weird ontology of this fungible thingy does not seem to
make sense. What makes a certain atom switch positions with another
fungible atom?

You have provided no evidence at all that Saunders and Wallace disagree with 
David. For example, see the question and answer between Wallace and David on 
pp. 605-606 of the Everett book you cited, which refers to an example David 
discussed on p. 546 of that book.

Alan



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 9, 2012 at 7:26 PM

On Mar 10, 1:10 am, Richard Fine <richard.f...@gmail.com> wrote:

But again you're positing that "they ARE not the same atom" when I'm
really not sure what that means in this context. When they're fungible,
it's not clear to me that they 'ARE' *at all* as objects with different
identities. Fungibility means that all observable properties are equal,
right? So for them to be fungible, but to still have different
identities, would require that identity is a non-observable property,
correct?

I am not the one positing this. I'm not sure if it's allowed to
copypaste from his book here so I'll just have to recite what he says
somewhat. He says "they are 100% identical, but there is 2 of
them" (when he is using the 2 parallel universe example). Obviously he
would say "there are an infinite amount of them".

And then, yes, they have to exist on their own. Otherwise there is
just 1, but then we are back to old school splitting and huge
problems.

This is sort of the exact question I am asking too...

Also: I don't see how any useful argument can ever be constructed on the
back of a non-observable property, even if it *does* exist somehow. If
anyone's got an argument that makes substantive claims about anything
using a non-observable property as a premise then I'd be interested in
hear it. (I've read the Wikipedia page about quantum immortality and the
whole idea just seems like one big anthropic mistake to me).

How so?
I agree that in the divergent view of EQM quntum immortality is
nothing but an illusion...
However if we are to say "well there is only 1 you that will both end
up as dead and alive" you can obviously not end up dead (there is no



BEING dead) so you are automatically the living one...



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 9, 2012 at 8:06 PM

On Mar 10, 1:43 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

No. I'm saying there are circumstances under which the way the multiverse 
behaves can't be understood in terms of it >being a collection of universes. If 
you're trying to apply conservation laws under those circumstances it doesn't 
make a >lot of sense because the conservation laws describe the relationship 
between the same universe at different times. The >whole idea of a universe is 
on a higher level of emergence than the one you're dealing with when you're 
talking about >fungible instances of a particle.

I'm starting to think there will never be an answer to this question,
because it appears the hypothesis can't answer it.
Even if we are just talking about 2 "universes" where ALL that exist
is a single atom in each, both can't be in one of them, that would
violate law of conservation.
So atom in universe 1 and atom in universe 2 is definitely TWO equally
REAL atoms, but they ARE NOT EACHOTHER.
This is what it comes back to everytime and NOONE seems to know.

Do you agree that the atoms, albeit 100% identical, are still 2 atoms
and not one? If so, do they ever "change universes"?

I think the divergent view (Saunders, Wilson, Wallace etc.) is the
future, the weird ontology of this fungible thingy does not seem to
make sense. What makes a certain atom switch positions with another
fungible atom?

You have provided no evidence at all that Saunders and Wallace disagree with 
David. For example, see the question >and answer between Wallace and David 
on pp. 605-606 of the Everett book you cited, which refers to an example David 
>discussed on p. 546 of that book.

I don't got a copy of the book where I am, but read Saunder's chapter



where he talks about the divergent view.
You can also read any of Alastair Wilson's papers on it or if you wnt
to save time read his easier to digest blog: http://mrogblog.wordpress.com/?
s=diverge

http://mrogblog.wordpress.com/?s=diverge


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: Finding Common Preferences (was: [BoI] Altruism (was: Deutsch's 
way of thinking IS methodical))
Date: March 10, 2012 at 11:26 AM

On Wed, Feb 15, 2012 at 4:07 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Mon, Jan 30, 2012 at 4:11 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 30, 2012, at 1:05 PM, Rami Rustom wrote:

Ok taking the special case of children out for now.

The moral way is:

(1) Each person should act 100% selfishly, i.e. according to their own
preferences.

(2) Each person should make sure that their preferences do not
conflict with each other [this is self-coercion].

(3) If somebody chooses to interact with others, he should make
reasonable attempts to find their common preferences. This could
include self-persuasion which results in changing one's own
preferences. And it could include persuasion which could result in
others changing their preferences. [I'm not including the people that
you happen to be next to at a restaurant or on the street. In this
case, see (4).]

(4) Each person is 100% responsible for their own thoughts and
emotions and 100% not responsible for anybody else's thoughts and
emotions.

Hows that?

In general when we interact with others, we should follow well known rules of 
cooperation such as walking around each other on the sidewalk, using traffic 
lights, and so on.

We only have to go beyond that, in general, when:



1) there is an exceptional situation

2) our cooperation is greater, e.g. we work on a joint project

So the idea of *finding common preferences* includes the idea of
selfishness and excludes the idea of altruism.

While making plans for a group activity between adults, each person
does the following:

(1) Ensure that the activity meets your preferences by commuting them
to the group.

(2) Make reasonable attempts to allow other people to communicate
their preferences.

(3) If any person has a negative preference for the activity, then

(a) make reasonable attempts to pick a different activity that
alleviates the negative preference while maintaining as many of the
other preferences as possible.

(b) Repeat step (3) until there are no negative preferences.

What do you think?

Overly explicit and formalized.

People would find following these steps a burdensome hassle that often
misses the mark (e.g. gives insufficient attention to ideas people are
bad at communicating in words to the group, or don't want to
communicate for privacy or other reasons), while devoting too much
attention to some easy issues.

Also (3)(a) sounds like endorsement of compromise.

Can the above steps be applied as is for ARR?



Once that is complete, I want to make one for TCS.

Then I want to make one for liberalism [stranger interactions].

Then I want to make one for business transactions.

Why do you want to make different ones?

The principles of rational, non-harmful interaction are the same in
all these areas of life.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: Finding Common Preferences (was: [BoI] Altruism (was: Deutsch's 
way of thinking IS methodical))
Date: March 10, 2012 at 12:14 PM

On Sat, Mar 10, 2012 at 10:26 AM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Wed, Feb 15, 2012 at 4:07 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Mon, Jan 30, 2012 at 4:11 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 30, 2012, at 1:05 PM, Rami Rustom wrote:

Ok taking the special case of children out for now.

The moral way is:

(1) Each person should act 100% selfishly, i.e. according to their own
preferences.

(2) Each person should make sure that their preferences do not
conflict with each other [this is self-coercion].

(3) If somebody chooses to interact with others, he should make
reasonable attempts to find their common preferences. This could
include self-persuasion which results in changing one's own
preferences. And it could include persuasion which could result in
others changing their preferences. [I'm not including the people that
you happen to be next to at a restaurant or on the street. In this
case, see (4).]

(4) Each person is 100% responsible for their own thoughts and
emotions and 100% not responsible for anybody else's thoughts and
emotions.

Hows that?

In general when we interact with others, we should follow well known rules of 
cooperation such as walking around each other on the sidewalk, using traffic 
lights, and so on.



We only have to go beyond that, in general, when:

1) there is an exceptional situation

2) our cooperation is greater, e.g. we work on a joint project

So the idea of *finding common preferences* includes the idea of
selfishness and excludes the idea of altruism.

While making plans for a group activity between adults, each person
does the following:

(1) Ensure that the activity meets your preferences by commuting them
to the group.

(2) Make reasonable attempts to allow other people to communicate
their preferences.

(3) If any person has a negative preference for the activity, then

(a) make reasonable attempts to pick a different activity that
alleviates the negative preference while maintaining as many of the
other preferences as possible.

(b) Repeat step (3) until there are no negative preferences.

What do you think?

Overly explicit and formalized.

Explaining ideas more explicitly and more formalized helps me learn so
I guess that it would help others learn.

People would find following these steps a burdensome hassle that often
misses the mark (e.g. gives insufficient attention to ideas people are
bad at communicating in words to the group, or don't want to
communicate for privacy or other reasons), while devoting too much
attention to some easy issues.



I don't think that following the steps is necessary. I think the
algorithm helps people learn the idea. Once its learned, then the
steps can be forgotten. And if someone experiences a problem during
the process of finding common preferences, then they could return to
the algorithm to remember what steps they might have forgotten.

I use steps when training employees. And when they forget a step, I
can quickly say 'you've omitted step 2' and that would help them
recall.

BTW, I'm not suggesting that the steps alone are enough to learn this
idea. A good explanation of each step is required too. But I think
that the steps makes it easier to learn because it is a way of
breaking down the idea into smaller parts. I think this helps people
learn.

Also (3)(a) sounds like endorsement of compromise.

Hmm. I remember reading David's example of finding common preferences
on the TCS site where a family is picking a restaurant and member A
suggested a specific food that they like while member B didn't like
the smell of that food so member A suggested another food that they
like and member B liked it too. I think my (3)(a) fits this example.

Can the above steps be applied as is for ARR?

Once that is complete, I want to make one for TCS.

Then I want to make one for liberalism [stranger interactions].

Then I want to make one for business transactions.

Why do you want to make different ones?

Because each type of situation has different properties. For example,
in TCS a child who doesn't yet speak can not follow my algorithm



because he can't communicate what he wants.

The principles of rational, non-harmful interaction are the same in
all these areas of life.

Yes the end goal is the same. But the logic and rules are different
because the types of situation have different properties.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Cognitive Biases
Date: March 10, 2012 at 6:45 PM

On Monday, August 1, 2011 6:14:19 PM UTC-5, Elliot Temple wrote:
Cognitive biases are a fashionable form of scientism with parallels to
mental illnesses. Groups favoring them include dehumanizers such as
evolutionary psychology supporters and those who like to analyze human
choices in terms of math and probability.

Cognitive biases, like mental illnesses, are claimed to be physically
built into people's brains, rather than being (disapproved of) modes
of thinking. They take ways of thinking deemed illegitimate and
attribute this to physical defects in humans.

Thats not how I understand them [but I've never read any papers on
them]. I think they are logic-of-situation knowledge. I learned to
overestimate others and underestimate myself because I paid attention
to how I did things and I assumed that others did the same. After
noticing time and time again that my logic didn't fit the situations,
I realized that my logic was irrational. So I unlearned that idea and
replaced it with a rational one that led me to stop overestimating
other people and underestimating myself.

It is insisted that cognitive biases, such as confirmation bias, have
been proven by "scientific research". They are "well documented" and
generally accepted by, e.g., the press.

Hmm. Logic-of-situation explains The Dunning-Kruger Effect pretty
well. I don't see why we need scientific research to *prove* it
though. All it *proves* is that most people are living in similar
situations. If we fast forward 1,000 years, we might find that our
cultural knowledge is vastly different to the point where most people
are living in wildly different situations than today thus causing
wildly different logic-of-situation knowledge.

In actuality, the "science" is shoddy and designed to support
predetermined conclusions. It does not follow the methods of science,



and it is not persuasive. All the observations made are compatible
with other explanations. It is scientism.

Agreed.

The purpose this "science" serves is to provide authority with which
to silence dissenters.

Just as an exercise to help me learn this point, why would the
creators of The Dunning-Kruger Effect want to silence dissenters? Is
it to make themselves seem more important [as in increase their
authority]?

People who appeal to such authority, as a general rule, have not
carefully read nor seriously considered the "scientific research" with
which they bludgeon others.

The small minority of "scientists" who create and read the research
have incentives such as money, reputation and moral sanction for
providing new justifications for the age-old theme of dehumanizing
people as incompetent to use their own minds.

Cognitive biases deny the rich variety of human thinking. People are
individuals. People are different. Thinking and behavior are deeply
personal but explanation of people in terms of cognitive biases only
acknowledges the aspects of people which are shared with others.

How are cognitive biases used? What are they for?

Everything you say below is about the denial of responsibility of ones choices.

Cognitive biases as applied to other people are dehumanizing. It takes
human thinking, behavior, choices, etc, and it denies the humanity and
choice involved.

They are also a generic way to dispute and reject people's ideas



without giving any substantive argument on the topic.

In their capacity to dehumanize, cognitive biases are similar to
mental illnesses. They are imaginary things used to dehumanize humans.
They are a way of looking at human behavior which does not see the
humanity in it.

They are a way of trying to separate human misery, mistakes,
suffering, and deviance from being legitimate parts of human life.
"Biases" and "insanity" deny people responsibility and control in
regards to their misery and more generally their lives.

Cognitive biases as applied to oneself are scapegoats for one's
problems. They provide a non-human thing, which can be separated from
oneself, to blame for one's mistakes and troubles. They dehumanize a
part of oneself.

In this capacity, they are again similar to mental illnesses, which
people sometimes seek out in order to have something to blame for
their troubles.

When people give up on solving some problem, they sometimes like to be
told it is an illness and not their own fault or responsibility. They
are relieved to be told that success was impossible for them, and that
they can accept their place in life without further struggles.

People say or feel things such as, "I used to be frustrated at my
failure in social situations. Now that I have been diagnosed with
autism, it explains everything and the tension is gone from my life."

I think that The Dunning-Kruger Effect should be learned but not in
the context of a cognitive bias and rather as a logic-of-situation
knowledge. If someone were to learn the irrationality of this idea
[the effect], then they will have unlearned this logic-of-situation.

So maybe the problem is not the effect but the context in which it is
being presented, i.e. cognitive bias rather than logic-of-situation.



What do you think?

-- Rami

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Natural Kinds
Date: March 10, 2012 at 11:37 PM

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.  It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.

The terminology may differ, but I think the Popperian and the non-
Popperian come to the same conclusion for essentially the same reason.

-- Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Natural Kinds
Date: March 11, 2012 at 9:34 AM

On 11 Mar 2012, at 04:37, Steve Push wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.  It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.

The terminology may differ, but I think the Popperian and the non-
Popperian come to the same conclusion for essentially the same reason.

The Popperian is not trying to justify his ideas either by proving them or by 
making them more probable (justificationism), because there is no explanation of 
how to do either of those things that makes any sense. Quine was interested in 
doing those things, so he had a substantive disagreement with Popper.

In his contribution to "The Philosophy of Karl Popper", Part I, edited by Paul 
Arthur Schilpp, Quine points out Hempel's paradox, which is that the statement 
"All ravens are black" is supposedly supported by any observation of any non-
black non-raven. This just means that instances that agree with a theory are easy 
to find and not much use in criticism. On p.219, Quine then writes that "Hempel's 
paradox thus plagues only supporting evidence for 'All ravens are black.' I think, 
by the way, that even in this domain it can be answered." This means he is 



interested in answering it for "confirming evidence", which means that he is, in 
substance, a justificationist. He then starts writing about projectibility and 
Goodman and saying that natural kinds are projectible because our species 
survived by using those natural kinds.

This is, in the first place, all totally irrelevant. Justificationism doesn't make sense. 
It always involves starting with material that is conjectural and everything that is 
built on top of that involves more conjectures, so all justificationist arguments are 
just a giant pile of conjectures. Natural kinds doesn't do anything to help with this 
problem. The fact that our species survived by using certain natural kinds in the 
past implies nothing about their serviceability in the future. And in the second 
place, as a solution to Hempel's paradox, Quine's theory illustrates the deeper 
problem of the untenability of justificationism. It's just a conjecture and all Quine 
has done is slap a fancy label on it.

About natural kinds and concepts: those arise from expectations and theories 
about the world and not the other way around. They are, at best, shorthand for 
explanations. At worst,  they are obscurantist piffle that conceals an explanation 
by chopping it into pieces and distributing among the definitions of various terms. 
The obscurantism is illustrated by Quine's use of the term natural kinds as if it 
was a solution to any of the substantive problems of justificationism: if you don't 
pay attention to his explanation by looking past the terms he coins, then you end 
up thinking he has solved a problem when what he hasn't even addressed it. For 
more on treating definitions as if they solve problems, see Section IV of Chapter 3 
of "Open Society and Its Enemies" Volume 1.

Alan



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Cognitive Biases
Date: March 11, 2012 at 12:24 PM

On Sat, Mar 10, 2012 at 3:45 PM, Rami Rustom <rombomb@gmail.com> wrote:

I think that The Dunning-Kruger Effect should be learned but not in
the context of a cognitive bias and rather as a logic-of-situation
knowledge. If someone were to learn the irrationality of this idea
[the effect], then they will have unlearned this logic-of-situation.

So maybe the problem is not the effect but the context in which it is
being presented, i.e. cognitive bias rather than logic-of-situation.

What do you think?

The Dunning-Kruger Effect does not deserve a name. To the extent it's
a real thing instead of a "cognitive bias", it's a special case of
some better and well known ideas:

People fill in gaps in their knowledge with guesses based on their own
life experience.

In other words, when they don't understand other people, they just
guess those people are like them because it's the only starting point
they know much about.

This is a reasonable way to start, but one's initial guesses need to
be improved with criticism.

This also gets called "projection" which is a psychological-mystical
term for "projecting" one's own ideas/traits onto others. A fair
amount of the substance of the idea is about right: people use
themselves as examples of how humans think, since they have access to
some of their own thinking.

And people often think in a parochial way and assume their personal
experience has wider reach than it really has. So that's the same
basic issue too.



And people understand the merits of their own ideas better than the
merits of ideas they haven't adopted or only learned about recently.
No surprise there.

And people like themselves. No surprise there.

And people don't know all their own flaws. How could that be
otherwise? That isn't a cognitive bias, it's just the consequence of
them changing flaws they do understand and being imperfect.

This isn't a thing, it's just life and common sense and some broad principles.

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Natural Kinds
Date: March 11, 2012 at 1:56 PM

On Mar 11, 9:34 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 04:37, Steve Push wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.  It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.

The terminology may differ, but I think the Popperian and the non-
Popperian come to the same conclusion for essentially the same reason.

The Popperian is not trying to justify his ideas either by proving them or by 
making them more probable (justificationism), because there is no explanation 
of how to do either of those things that makes any sense. Quine was interested 
in doing those things, so he had a substantive disagreement with Popper.

In his contribution to "The Philosophy of Karl Popper", Part I, edited by Paul 
Arthur Schilpp, Quine points out Hempel's paradox, which is that the statement 
"All ravens are black" is supposedly supported by any observation of any non-
black non-raven. This just means that instances that agree with a theory are 
easy to find and not much use in criticism. On p.219, Quine then writes that 



"Hempel's paradox thus plagues only supporting evidence for 'All ravens are 
black.' I think, by the way, that even in this domain it can be answered." This 
means he is interested in answering it for "confirming evidence", which means 
that he is, in substance, a justificationist. He then starts writing about 
projectibility and Goodman and saying that natural kinds are projectible because 
our species survived by using those natural kinds.

This is, in the first place, all totally irrelevant. Justificationism doesn't make 
sense. It always involves starting with material that is conjectural and everything 
that is built on top of that involves more conjectures, so all justificationist 
arguments are just a giant pile of conjectures. Natural kinds doesn't do anything 
to help with this problem. The fact that our species survived by using certain 
natural kinds in the past implies nothing about their serviceability in the future. 
And in the second place, as a solution to Hempel's paradox, Quine's theory 
illustrates the deeper problem of the untenability of justificationism. It's just a 
conjecture and all Quine has done is slap a fancy label on it.

About natural kinds and concepts: those arise from expectations and theories 
about the world and not the other way around. They are, at best, shorthand for 
explanations. At worst,  they are obscurantist piffle that conceals an explanation 
by chopping it into pieces and distributing among the definitions of various 
terms. The obscurantism is illustrated by Quine's use of the term natural kinds 
as if it was a solution to any of the substantive problems of justificationism: if 
you don't pay attention to his explanation by looking past the terms he coins, 
then you end up thinking he has solved a problem when what he hasn't even 
addressed it. For more on treating definitions as if they solve problems, see 
Section IV of Chapter 3 of "Open Society and Its Enemies" Volume 1.

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Natural Kinds
Date: March 11, 2012 at 2:02 PM

On Mar 11, 9:34 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 04:37, Steve Push wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.  It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.

The terminology may differ, but I think the Popperian and the non-
Popperian come to the same conclusion for essentially the same reason.

The Popperian is not trying to justify his ideas either by proving them or by 
making them more probable (justificationism), because there is no explanation 
of how to do either of those things that makes any sense. Quine was interested 
in doing those things, so he had a substantive disagreement with Popper.

In his contribution to "The Philosophy of Karl Popper", Part I, edited by Paul 
Arthur Schilpp, Quine points out Hempel's paradox, which is that the statement 
"All ravens are black" is supposedly supported by any observation of any non-
black non-raven. This just means that instances that agree with a theory are 
easy to find and not much use in criticism. On p.219, Quine then writes that 



"Hempel's paradox thus plagues only supporting evidence for 'All ravens are 
black.' I think, by the way, that even in this domain it can be answered." This 
means he is interested in answering it for "confirming evidence", which means 
that he is, in substance, a justificationist. He then starts writing about 
projectibility and Goodman and saying that natural kinds are projectible because 
our species survived by using those natural kinds.

This is, in the first place, all totally irrelevant. Justificationism doesn't make 
sense. It always involves starting with material that is conjectural and everything 
that is built on top of that involves more conjectures, so all justificationist 
arguments are just a giant pile of conjectures. Natural kinds doesn't do anything 
to help with this problem. The fact that our species survived by using certain 
natural kinds in the past implies nothing about their serviceability in the future. 
And in the second place, as a solution to Hempel's paradox, Quine's theory 
illustrates the deeper problem of the untenability of justificationism. It's just a 
conjecture and all Quine has done is slap a fancy label on it.

About natural kinds and concepts: those arise from expectations and theories 
about the world and not the other way around. They are, at best, shorthand for 
explanations. At worst,  they are obscurantist piffle that conceals an explanation 
by chopping it into pieces and distributing among the definitions of various 
terms. The obscurantism is illustrated by Quine's use of the term natural kinds 
as if it was a solution to any of the substantive problems of justificationism: if 
you don't pay attention to his explanation by looking past the terms he coins, 
then you end up thinking he has solved a problem when what he hasn't even 
addressed it. For more on treating definitions as if they solve problems, see 
Section IV of Chapter 3 of "Open Society and Its Enemies" Volume 1.

I apologize for the blank reply.  What I meant to write was:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two
designs based on criteria other than the similarities and differences
among kinds of bridge designs?

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] big important principles/ideas
Date: March 11, 2012 at 3:41 PM

Examples:

All problems are soluble.

People make mistakes.

Reason and philosophy can guide us to improve on our mistakes.

Compromises hurt people and are not solutions to problems.

There are no conflicts of interest between rational people. We can all win; no one 
need lose.

The important part of people is their ideas -- their mind. That is what makes them 
human.

We can learn by guesses and criticism.

Learning is an active, not passive, process. We only learn when we try, we can't 
just absorb knowledge like a sponge absorbs water.

What are more? What are all the really big ones related to epistemology, conflict 
and solution, progress, morality, etc

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Natural Kinds
Date: March 11, 2012 at 3:42 PM

On 11 Mar 2012, at 18:02, Steve Push wrote:

On Mar 11, 9:34 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 04:37, Steve Push wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.  It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.

The terminology may differ, but I think the Popperian and the non-
Popperian come to the same conclusion for essentially the same reason.

The Popperian is not trying to justify his ideas either by proving them or by 
making them more probable (justificationism), because there is no explanation 
of how to do either of those things that makes any sense. Quine was 
interested in doing those things, so he had a substantive disagreement with 
Popper.



In his contribution to "The Philosophy of Karl Popper", Part I, edited by Paul 
Arthur Schilpp, Quine points out Hempel's paradox, which is that the statement 
"All ravens are black" is supposedly supported by any observation of any non-
black non-raven. This just means that instances that agree with a theory are 
easy to find and not much use in criticism. On p.219, Quine then writes that 
"Hempel's paradox thus plagues only supporting evidence for 'All ravens are 
black.' I think, by the way, that even in this domain it can be answered." This 
means he is interested in answering it for "confirming evidence", which means 
that he is, in substance, a justificationist. He then starts writing about 
projectibility and Goodman and saying that natural kinds are projectible 
because our species survived by using those natural kinds.

This is, in the first place, all totally irrelevant. Justificationism doesn't make 
sense. It always involves starting with material that is conjectural and 
everything that is built on top of that involves more conjectures, so all 
justificationist arguments are just a giant pile of conjectures. Natural kinds 
doesn't do anything to help with this problem. The fact that our species 
survived by using certain natural kinds in the past implies nothing about their 
serviceability in the future. And in the second place, as a solution to Hempel's 
paradox, Quine's theory illustrates the deeper problem of the untenability of 
justificationism. It's just a conjecture and all Quine has done is slap a fancy 
label on it.

About natural kinds and concepts: those arise from expectations and theories 
about the world and not the other way around. They are, at best, shorthand for 
explanations. At worst,  they are obscurantist piffle that conceals an 
explanation by chopping it into pieces and distributing among the definitions of 
various terms. The obscurantism is illustrated by Quine's use of the term 
natural kinds as if it was a solution to any of the substantive problems of 
justificationism: if you don't pay attention to his explanation by looking past the 
terms he coins, then you end up thinking he has solved a problem when what 
he hasn't even addressed it. For more on treating definitions as if they solve 
problems, see Section IV of Chapter 3 of "Open Society and Its Enemies" 
Volume 1.

I apologize for the blank reply.  What I meant to write was:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two
designs based on criteria other than the similarities and differences



among kinds of bridge designs?

I didn't say anything about bridge designs at all in this post. Rather, I criticised 
Quine's idea of using natural kinds and proposed (following Popper) that 
definitions should be used as shorthand for explanations. What do you think of 
those arguments?

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Fungible vs Branching vs Diverging
Date: March 11, 2012 at 4:17 PM

On 10 Mar 2012, at 01:06, David wrote:

I think the divergent view (Saunders, Wilson, Wallace etc.) is the
future, the weird ontology of this fungible thingy does not seem to
make sense. What makes a certain atom switch positions with another
fungible atom?

You have provided no evidence at all that Saunders and Wallace disagree with 
David. For example, see the question >and answer between Wallace and 
David on pp. 605-606 of the Everett book you cited, which refers to an 
example David >discussed on p. 546 of that book.

I don't got a copy of the book where I am, but read Saunder's chapter
where he talks about the divergent view.
You can also read any of Alastair Wilson's papers on it or if you want
to save time read his easier to digest blog: http://mrogblog.wordpress.com/?
s=diverge

In BoI on p. 265, David writes that two objects are fungible if they are identical "in 
literally every way except that there is two of them."

In his paper on p. 197, Saunders writes:
"Diverging worlds, composed of objects and events that do not overlap (that are 
qualitatively but not numerically identical) do not suffer from this problem."

Both overlapping worlds and diverging worlds consist of objects and events that 
are qualitatively identical. On p. 200 he states that

"Evidently the difference [the difference between branching and overlapping] 
concerns only their amplitudes."

So both views imply that up to the point of branching the worlds are qualitatively 
identical. When Saunders writes that two things are qualitatively identical does 
that mean something different from saying they are fungible, and if so what does 
he mean?

http://mrogblog.wordpress.com/?s=diverge


Alan



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] big important principles/ideas
Date: March 11, 2012 at 4:41 PM

On 3/11/2012 7:41 PM, Elliot Temple wrote:
Examples:

All problems are soluble.

People make mistakes.

Reason and philosophy can guide us to improve on our mistakes.

Compromises hurt people and are not solutions to problems.

There are no conflicts of interest between rational people. We can all win; no 
one need lose.

The important part of people is their ideas -- their mind. That is what makes 
them human.

We can learn by guesses and criticism.

Learning is an active, not passive, process. We only learn when we try, we can't 
just absorb knowledge like a sponge absorbs water.

What are more? What are all the really big ones related to epistemology, conflict 
and solution, progress, morality, etc

How about these?

* It's better to make one change at a time to our ideas or habits, than big 
sweeping revolutionary changes.
* We learn more from others by assuming that their position makes sense and 
that we have misunderstood it, than by assuming that it does not make sense and 
dismissing it.
* There is no way to guarantee that someone else holds exactly the same idea as 
you.



* There are right and wrong things to want.
* There is a reason behind every want - not necessarily a rational, carefully 
considered, good reason, but a reason none the less.
* We shouldn't feel bad about learning inconvenient truths; we are better off 
because now we can do something about it.

- Richard

-- 



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 11, 2012 at 6:12 PM

On Mar 11, 9:17 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

So both views imply that up to the point of branching the worlds are qualitatively 
identical. When Saunders writes that two things are qualitatively identical does 
that mean something >different from saying they are fungible, and if so what 
does he mean?

Well, since noone has really explained whether fungible means
interchangable and how it differs from oldschool splittin in that the
energy is the same etc. I can only partly answer this:

I interpret what he writes to mean that yes, there are many identical
worlds up until differentiation, but each world exist and ARE not the
other worlds (no overlapping).
So the atoms in a given world will always be that atom, eventhough
there are many qualitatively idetical atoms in qualitatively identical
worlds...



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Natural Kinds
Date: March 12, 2012 at 1:13 AM

On Mar 11, 3:42 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 18:02, Steve Push wrote:

On Mar 11, 9:34 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 04:37, Steve Push wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.  It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.

The terminology may differ, but I think the Popperian and the non-
Popperian come to the same conclusion for essentially the same reason.

The Popperian is not trying to justify his ideas either by proving them or by 
making them more probable (justificationism), because there is no 
explanation of how to do either of those things that makes any sense. Quine 
was interested in doing those things, so he had a substantive disagreement 
with Popper.



In his contribution to "The Philosophy of Karl Popper", Part I, edited by Paul 
Arthur Schilpp, Quine points out Hempel's paradox, which is that the 
statement "All ravens are black" is supposedly supported by any observation 
of any non-black non-raven. This just means that instances that agree with a 
theory are easy to find and not much use in criticism. On p.219, Quine then 
writes that "Hempel's paradox thus plagues only supporting evidence for 'All 
ravens are black.' I think, by the way, that even in this domain it can be 
answered." This means he is interested in answering it for "confirming 
evidence", which means that he is, in substance, a justificationist. He then 
starts writing about projectibility and Goodman and saying that natural kinds 
are projectible because our species survived by using those natural kinds.

This is, in the first place, all totally irrelevant. Justificationism doesn't make 
sense. It always involves starting with material that is conjectural and 
everything that is built on top of that involves more conjectures, so all 
justificationist arguments are just a giant pile of conjectures. Natural kinds 
doesn't do anything to help with this problem. The fact that our species 
survived by using certain natural kinds in the past implies nothing about their 
serviceability in the future. And in the second place, as a solution to Hempel's 
paradox, Quine's theory illustrates the deeper problem of the untenability of 
justificationism. It's just a conjecture and all Quine has done is slap a fancy 
label on it.

About natural kinds and concepts: those arise from expectations and theories 
about the world and not the other way around. They are, at best, shorthand 
for explanations. At worst,  they are obscurantist piffle that conceals an 
explanation by chopping it into pieces and distributing among the definitions 
of various terms. The obscurantism is illustrated by Quine's use of the term 
natural kinds as if it was a solution to any of the substantive problems of 
justificationism: if you don't pay attention to his explanation by looking past 
the terms he coins, then you end up thinking he has solved a problem when 
what he hasn't even addressed it. For more on treating definitions as if they 
solve problems, see Section IV of Chapter 3 of "Open Society and Its 
Enemies" Volume 1.

I apologize for the blank reply.  What I meant to write was:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two



designs based on criteria other than the similarities and differences
among kinds of bridge designs?

I didn't say anything about bridge designs at all in this post. Rather, I criticised 
Quine's idea of using natural kinds and proposed (following Popper) that 
definitions should be used as shorthand for explanations. What do you think of 
those arguments?

I know you didn’t say anything about bridge designs; I did.  An
inability to choose between bridge designs casts doubt on the utility
of Popper’s philosophy.  I suggested a solution that I thought might
be acceptable to both Popperians and non-Popperians.

Quine’s use of the natural kinds concept makes sense to me.  Do
natural kinds arise from expectations and theories?  They certainly
*involve* expectations and theories, but as the term “natural”
suggests, they are not human inventions.  They are descriptions of
groupings of entities based on natural similarities and differences.
Chemical elements, for instance, are natural kinds irrespective of our
expectations and theories about them.

Are definitions shorthand for explanations?  I don’t think so.
Definitions are tautologies.  But I believe definitions are
*prerequisites* for good explanations, because we need to know
precisely what we are trying to explain.

The section of Open Society of Its Enemies you recommended discusses
the differences between historicism and social engineering.  Is that
relevant?  Or did you mean to recommend a different section?

-- Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Natural Kinds
Date: March 12, 2012 at 5:03 AM

On 12 Mar 2012, at 05:13, Steve Push wrote:

On Mar 11, 3:42 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 18:02, Steve Push wrote:

On Mar 11, 9:34 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 04:37, Steve Push wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.  It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.

The terminology may differ, but I think the Popperian and the non-
Popperian come to the same conclusion for essentially the same reason.

The Popperian is not trying to justify his ideas either by proving them or by 



making them more probable (justificationism), because there is no 
explanation of how to do either of those things that makes any sense. Quine 
was interested in doing those things, so he had a substantive disagreement 
with Popper.

In his contribution to "The Philosophy of Karl Popper", Part I, edited by Paul 
Arthur Schilpp, Quine points out Hempel's paradox, which is that the 
statement "All ravens are black" is supposedly supported by any 
observation of any non-black non-raven. This just means that instances that 
agree with a theory are easy to find and not much use in criticism. On p.219, 
Quine then writes that "Hempel's paradox thus plagues only supporting 
evidence for 'All ravens are black.' I think, by the way, that even in this 
domain it can be answered." This means he is interested in answering it for 
"confirming evidence", which means that he is, in substance, a 
justificationist. He then starts writing about projectibility and Goodman and 
saying that natural kinds are projectible because our species survived by 
using those natural kinds.

This is, in the first place, all totally irrelevant. Justificationism doesn't make 
sense. It always involves starting with material that is conjectural and 
everything that is built on top of that involves more conjectures, so all 
justificationist arguments are just a giant pile of conjectures. Natural kinds 
doesn't do anything to help with this problem. The fact that our species 
survived by using certain natural kinds in the past implies nothing about 
their serviceability in the future. And in the second place, as a solution to 
Hempel's paradox, Quine's theory illustrates the deeper problem of the 
untenability of justificationism. It's just a conjecture and all Quine has done 
is slap a fancy label on it.

About natural kinds and concepts: those arise from expectations and 
theories about the world and not the other way around. They are, at best, 
shorthand for explanations. At worst,  they are obscurantist piffle that 
conceals an explanation by chopping it into pieces and distributing among 
the definitions of various terms. The obscurantism is illustrated by Quine's 
use of the term natural kinds as if it was a solution to any of the substantive 
problems of justificationism: if you don't pay attention to his explanation by 
looking past the terms he coins, then you end up thinking he has solved a 
problem when what he hasn't even addressed it. For more on treating 
definitions as if they solve problems, see Section IV of Chapter 3 of "Open 
Society and Its Enemies" Volume 1.



I apologize for the blank reply.  What I meant to write was:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two
designs based on criteria other than the similarities and differences
among kinds of bridge designs?

I didn't say anything about bridge designs at all in this post. Rather, I criticised 
Quine's idea of using natural kinds and proposed (following Popper) that 
definitions should be used as shorthand for explanations. What do you think of 
those arguments?

I know you didn’t say anything about bridge designs; I did.  An
inability to choose between bridge designs casts doubt on the utility
of Popper’s philosophy.  I suggested a solution that I thought might
be acceptable to both Popperians and non-Popperians.

According to critical rationalism, the problem is solved by proposing solutions and 
criticising those solutions.

Quine’s use of the natural kinds concept makes sense to me.  Do
natural kinds arise from expectations and theories?  They certainly
*involve* expectations and theories, but as the term “natural”
suggests, they are not human inventions.  They are descriptions of
groupings of entities based on natural similarities and differences.
Chemical elements, for instance, are natural kinds irrespective of our
expectations and theories about them.

If you're grouping things then you have expectations about them having 
properties that makes it sensible to put them in a group.

Are definitions shorthand for explanations?  I don’t think so.
Definitions are tautologies.  But I believe definitions are
*prerequisites* for good explanations, because we need to know
precisely what we are trying to explain.

The section of Open Society of Its Enemies you recommended discusses
the differences between historicism and social engineering.  Is that



relevant?  Or did you mean to recommend a different section?

Typo, Section VI on methodological essentialism. Also Section XII of "Sources of 
Knowledge and Ignorance" in "Conjectures and Refutations".

Alan



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: Natural Kinds
Date: March 12, 2012 at 10:58 AM

On 3/12/2012 5:13 AM, Steve Push wrote:
[Natural kinds] are descriptions of
groupings of entities based on natural similarities and differences.
Chemical elements, for instance, are natural kinds irrespective of our
expectations and theories about them.

What determines *which* natural similarities and differences are part of the 
description?

For example, one bridge may receive a different amount of sunlight to another 
bridge over the course of a day: this is a "natural" difference, in that it does not 
depend on humans [1] - at least not directly, because of course, humans chose to 
build the bridge in the first place, so really *every* property of it depends on 
humans - but we overlook it when considering whether the bridges are of the 
same kind or not.

Similarly, the properties of an atom can come to be what they are without human 
intervention, so they qualify as 'natural' properties, but it still falls to us to decide 
whether two different isotopes of an element are "the same kind" or not. Or 
whether two atoms with the same subatomic composition but differing velocities 
are the same kind or not.

- Richard

[1] http://plato.stanford.edu/entries/natural-kinds/

-- 

http://plato.stanford.edu/entries/natural-kinds/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Natural Kinds
Date: March 12, 2012 at 3:56 PM

On Mar 12, 5:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 12 Mar 2012, at 05:13, Steve Push wrote:

On Mar 11, 3:42 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 18:02, Steve Push wrote:

On Mar 11, 9:34 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 04:37, Steve Push wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.  It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.

The terminology may differ, but I think the Popperian and the non-
Popperian come to the same conclusion for essentially the same reason.

The Popperian is not trying to justify his ideas either by proving them or by 



making them more probable (justificationism), because there is no 
explanation of how to do either of those things that makes any sense. 
Quine was interested in doing those things, so he had a substantive 
disagreement with Popper.

In his contribution to "The Philosophy of Karl Popper", Part I, edited by 
Paul Arthur Schilpp, Quine points out Hempel's paradox, which is that the 
statement "All ravens are black" is supposedly supported by any 
observation of any non-black non-raven. This just means that instances 
that agree with a theory are easy to find and not much use in criticism. On 
p.219, Quine then writes that "Hempel's paradox thus plagues only 
supporting evidence for 'All ravens are black.' I think, by the way, that even 
in this domain it can be answered." This means he is interested in 
answering it for "confirming evidence", which means that he is, in 
substance, a justificationist. He then starts writing about projectibility and 
Goodman and saying that natural kinds are projectible because our 
species survived by using those natural kinds.

This is, in the first place, all totally irrelevant. Justificationism doesn't make 
sense. It always involves starting with material that is conjectural and 
everything that is built on top of that involves more conjectures, so all 
justificationist arguments are just a giant pile of conjectures. Natural kinds 
doesn't do anything to help with this problem. The fact that our species 
survived by using certain natural kinds in the past implies nothing about 
their serviceability in the future. And in the second place, as a solution to 
Hempel's paradox, Quine's theory illustrates the deeper problem of the 
untenability of justificationism. It's just a conjecture and all Quine has done 
is slap a fancy label on it.

About natural kinds and concepts: those arise from expectations and 
theories about the world and not the other way around. They are, at best, 
shorthand for explanations. At worst,  they are obscurantist piffle that 
conceals an explanation by chopping it into pieces and distributing among 
the definitions of various terms. The obscurantism is illustrated by Quine's 
use of the term natural kinds as if it was a solution to any of the 
substantive problems of justificationism: if you don't pay attention to his 
explanation by looking past the terms he coins, then you end up thinking 
he has solved a problem when what he hasn't even addressed it. For more 
on treating definitions as if they solve problems, see Section IV of Chapter 
3 of "Open Society and Its Enemies" Volume 1.



I apologize for the blank reply.  What I meant to write was:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two
designs based on criteria other than the similarities and differences
among kinds of bridge designs?

I didn't say anything about bridge designs at all in this post. Rather, I criticised 
Quine's idea of using natural kinds and proposed (following Popper) that 
definitions should be used as shorthand for explanations. What do you think 
of those arguments?

I know you didn’t say anything about bridge designs; I did.  An
inability to choose between bridge designs casts doubt on the utility
of Popper’s philosophy.  I suggested a solution that I thought might
be acceptable to both Popperians and non-Popperians.

According to critical rationalism, the problem is solved by proposing solutions 
and criticising those solutions.

Several Popperians have suggested analysis along the following lines:
Bridge design A is similar in relevant ways to designs of actual
bridges that have been successful.  Bridge design B is different in
relevant ways from actual, successful bridges.  Thus bridge design B
can be criticized and ruled out.  That leaves bridge design A as the
only option.

Does that seem like a reasonable Popperian solution to you?

Quine’s use of the natural kinds concept makes sense to me.  Do
natural kinds arise from expectations and theories?  They certainly
*involve* expectations and theories, but as the term “natural”
suggests, they are not human inventions.  They are descriptions of
groupings of entities based on natural similarities and differences.
Chemical elements, for instance, are natural kinds irrespective of our
expectations and theories about them.

If you're grouping things then you have expectations about them having 



properties that makes it sensible to put them in a group.

I have expectations.  But I may change the groupings when I observe
entities that do not fit into the expected groupings.

Are definitions shorthand for explanations?  I don’t think so.
Definitions are tautologies.  But I believe definitions are
*prerequisites* for good explanations, because we need to know
precisely what we are trying to explain.

The section of Open Society of Its Enemies you recommended discusses
the differences between historicism and social engineering.  Is that
relevant?  Or did you mean to recommend a different section?

Typo, Section VI on methodological essentialism. Also Section XII of "Sources 
of Knowledge and Ignorance" in "Conjectures and Refutations".

I am not advocating methodological essentialism as described by
Popper.  Nevertheless, I think names and definitions are important in
science.  If you want to study, say, differences in reproduction
between amphibians and reptiles, it is important to know what an
amphibian is, what a reptile is, and into which group each species
falls.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Natural Kinds
Date: March 12, 2012 at 5:29 PM

On Mar 12, 10:58 am, Richard Fine <richard.f...@gmail.com> wrote:
On 3/12/2012 5:13 AM, Steve Push wrote:

[Natural kinds] are descriptions of
groupings of entities based on natural similarities and differences.
Chemical elements, for instance, are natural kinds irrespective of our
expectations and theories about them.

What determines *which* natural similarities and differences are part of
the description?

For example, one bridge may receive a different amount of sunlight to
another bridge over the course of a day: this is a "natural" difference,
in that it does not depend on humans [1] - at least not directly,
because of course, humans chose to build the bridge in the first place,
so really *every* property of it depends on humans - but we overlook it
when considering whether the bridges are of the same kind or not.

The structure of the bridge and how the structure affects its
performance determine what kind of bridge it is.  Sunlight might be
relevant if it causes expansion of metals that affect performance.
Otherwise, sunlight would be no more relevant to determining what kind
of bridge we have than an alphabetical grouping by bridge name would
be.

Similarly, the properties of an atom can come to be what they are
without human intervention, so they qualify as 'natural' properties, but
it still falls to us to decide whether two different isotopes of an
element are "the same kind" or not. Or whether two atoms with the same
subatomic composition but differing velocities are the same kind or not.

Yes, the same entity could belong to several different groupings
simultaneously.  If we want to know how much carbon there is in a
certain volume of carbon dioxide, carbon is carbon, regardless of the
isotope.  If we want to do radiocarbon dating, we have to treat
carbon-14 as a separate isotope.  Even though humans make these



judgments, both the element and the isotope are natural kinds.

-- Steve

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Natural Kinds
Date: March 12, 2012 at 6:11 PM

On 12 Mar 2012, at 21:29, Steve Push wrote:

On Mar 12, 10:58 am, Richard Fine <richard.f...@gmail.com> wrote:
On 3/12/2012 5:13 AM, Steve Push wrote:

[Natural kinds] are descriptions of
groupings of entities based on natural similarities and differences.
Chemical elements, for instance, are natural kinds irrespective of our
expectations and theories about them.

What determines *which* natural similarities and differences are part of
the description?

For example, one bridge may receive a different amount of sunlight to
another bridge over the course of a day: this is a "natural" difference,
in that it does not depend on humans [1] - at least not directly,
because of course, humans chose to build the bridge in the first place,
so really *every* property of it depends on humans - but we overlook it
when considering whether the bridges are of the same kind or not.

The structure of the bridge and how the structure affects its
performance determine what kind of bridge it is.  Sunlight might be
relevant if it causes expansion of metals that affect performance.
Otherwise, sunlight would be no more relevant to determining what kind
of bridge we have than an alphabetical grouping by bridge name would
be.

So you're saying that bridgekind is defined by the "natural" properties:

* Structure
* How the structure affects performance
* Sunlight, if it causes expansion of metals that affect performance

And not by:



* Sunlight, if it does not cause expansion of metals that affect performance

What determines which properties are in the first group, and which are in the 
second?

Similarly, the properties of an atom can come to be what they are
without human intervention, so they qualify as 'natural' properties, but
it still falls to us to decide whether two different isotopes of an
element are "the same kind" or not. Or whether two atoms with the same
subatomic composition but differing velocities are the same kind or not.

Yes, the same entity could belong to several different groupings
simultaneously.  If we want to know how much carbon there is in a
certain volume of carbon dioxide, carbon is carbon, regardless of the
isotope.  If we want to do radiocarbon dating, we have to treat
carbon-14 as a separate isotope.  Even though humans make these
judgments, both the element and the isotope are natural kinds.

OK, but if we have to use our judgement in deciding which kind to use, then I'm 
not sure what use there is in saying that kinds exist without our judgement.

Also, I'd claim that:
* The set of natural kinds that an object is in is the power set of the object's set of 
natural properties - given N natural properties we can construct 2^N natural kinds
* Any object has an infinite number of natural properties. For example, a carbon 
atom has at least the natural properties {"does not have X electrons" | X ∈ N, X ≠ 
6} which is infinitely large.
* Therefore any object is a member of infinite natural kinds

Another, more intuitive way of saying this, is that there are an infinite number of 
ways of describing any object. We have to pick a set to work with - e.g. {"has 6 
protons", "has 6 electrons"} - in order to get anything done, and that picking 
makes use of our theories and explanations.

- Richard



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Cognitive Biases
Date: March 12, 2012 at 7:37 PM

On Mar 11, 2012 11:24 AM, "Anonymous Person"
<unattributedemail@gmail.com> wrote:

On Sat, Mar 10, 2012 at 3:45 PM, Rami Rustom <rombomb@gmail.com> wrote:

I think that The Dunning-Kruger Effect should be learned but not in
the context of a cognitive bias and rather as a logic-of-situation
knowledge. If someone were to learn the irrationality of this idea
[the effect], then they will have unlearned this logic-of-situation.

So maybe the problem is not the effect but the context in which it is
being presented, i.e. cognitive bias rather than logic-of-situation.

What do you think?

The Dunning-Kruger Effect does not deserve a name. To the extent it's
a real thing instead of a "cognitive bias", it's a special case of
some better and well known ideas:

People fill in gaps in their knowledge with guesses based on their own
life experience.

In other words, when they don't understand other people, they just
guess those people are like them because it's the only starting point
they know much about.

This is always why people anthropomorphize animals.

This is a reasonable way to start, but one's initial guesses need to
be improved with criticism.

This also gets called "projection" which is a psychological-mystical
term for "projecting" one's own ideas/traits onto others. A fair
amount of the substance of the idea is about right: people use
themselves as examples of how humans think, since they have access to
some of their own thinking.



And people often think in a parochial way and assume their personal
experience has wider reach than it really has. So that's the same
basic issue too.

I think this is simply because their gaps in knowledge are huge.

And people understand the merits of their own ideas better than the
merits of ideas they haven't adopted or only learned about recently.
No surprise there.

And people like themselves. No surprise there.

This one is weird. Some people don't like themselves and they are
depressed about it. Or maybe its the reverse. I don't know because I'm
not in this group.

And people don't know all their own flaws. How could that be
otherwise? That isn't a cognitive bias, it's just the consequence of
them changing flaws they do understand and being imperfect.

This isn't a thing, it's just life and common sense and some broad principles.

I wouldn't say its 'common'. This is Popperian, which is still widely
unaccepted.

-- Rami

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Natural Kinds
Date: March 13, 2012 at 3:42 AM

On Mar 12, 6:11 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 12 Mar 2012, at 21:29, Steve Push wrote:

On Mar 12, 10:58 am, Richard Fine <richard.f...@gmail.com> wrote:
On 3/12/2012 5:13 AM, Steve Push wrote:

[Natural kinds] are descriptions of
groupings of entities based on natural similarities and differences.
Chemical elements, for instance, are natural kinds irrespective of our
expectations and theories about them.

What determines *which* natural similarities and differences are part of
the description?

For example, one bridge may receive a different amount of sunlight to
another bridge over the course of a day: this is a "natural" difference,
in that it does not depend on humans [1] - at least not directly,
because of course, humans chose to build the bridge in the first place,
so really *every* property of it depends on humans - but we overlook it
when considering whether the bridges are of the same kind or not.

The structure of the bridge and how the structure affects its
performance determine what kind of bridge it is.  Sunlight might be
relevant if it causes expansion of metals that affect performance.
Otherwise, sunlight would be no more relevant to determining what kind
of bridge we have than an alphabetical grouping by bridge name would
be.

So you're saying that bridgekind is defined by the "natural" properties:

* Structure
* How the structure affects performance
* Sunlight, if it causes expansion of metals that affect performance

And not by:



* Sunlight, if it does not cause expansion of metals that affect performance

What determines which properties are in the first group, and which are in the 
second?

Not “bridgekind,” but “kind of bridge.”

In the Godfrey-Smith example, a certain kind of bridge would be
defined by the features that give it strength and support, while
distinguishing it from other kinds of bridges.  It would *not* be
defined by any other properties or features (e.g., not by “color” if
color is irrelevant to support and strength, not by “has a deck” if
all bridges have decks).

For example, a truss bridge is a kind of bridge that supports the deck
with a network of beams organized in a triangular pattern.  A
suspension bridge is a kind in which the deck is hung from cables.

Similarly, the properties of an atom can come to be what they are
without human intervention, so they qualify as 'natural' properties, but
it still falls to us to decide whether two different isotopes of an
element are "the same kind" or not. Or whether two atoms with the same
subatomic composition but differing velocities are the same kind or not.

Yes, the same entity could belong to several different groupings
simultaneously.  If we want to know how much carbon there is in a
certain volume of carbon dioxide, carbon is carbon, regardless of the
isotope.  If we want to do radiocarbon dating, we have to treat
carbon-14 as a separate isotope.  Even though humans make these
judgments, both the element and the isotope are natural kinds.

OK, but if we have to use our judgement in deciding which kind to use, then I'm 
not sure what use there is in saying that kinds exist without our judgement.

The point is to distinguish natural kinds from artificial groupings.
There is no reason to expect that bridges whose names start with the
letter C will share any properties that affect their strength and
support while distinguishing them from bridges whose names start with
D.



Also, I'd claim that:
* The set of natural kinds that an object is in is the power set of the object's set 
of natural properties - given N natural properties we can construct 2^N natural 
kinds
* Any object has an infinite number of natural properties. For example, a carbon 
atom has at least the natural properties {"does not have X electrons" | X ∈ N, X 
≠ 6} which is infinitely large.
* Therefore any object is a member of infinite natural kinds

Another, more intuitive way of saying this, is that there are an infinite number of 
ways of describing any object. We have to pick a set to work with - e.g. {"has 6 
protons", "has 6 electrons"} - in order to get anything done, and that picking 
makes use of our theories and explanations.

Yes, we have to pick a set to work with.  Why do you see that as a
problem?

-- Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Absolutism
Date: March 13, 2012 at 2:01 PM

Why does society think that absolutism is wrong?

In morality it is right. It is right in math and science.

Is it wrong in politics? I can't see why it could be if its right in
morality, math, and science.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Absolutism
Date: March 13, 2012 at 2:23 PM

On Mar 13, 2012, at 11:01 AM, Rami Rustom wrote:

Why does society think that absolutism is wrong?

In morality it is right. It is right in math and science.

Is it wrong in politics? I can't see why it could be if its right in
morality, math, and science.

Does absolutism mean that everyone should prefer chocolate ice cream rather 
than vanilla? One flavor is the absolute best?

Does it mean we have the objective truth?

Does it mean anything which isn't the final, perfect truth is absolutely useless?

Does it mean that if "offense is the best defense" is true in a game, then 100% of 
effort of the game players should always go towards offense? For example if it's 
hockey then are the only choices that it's absolutely true -- so they should pull out 
the goalie at all times -- or it's absolutely false?

Is absolute power for rulers good?

Do absolute answers to questions mean they aren't open to revision and 
reconsideration?

Does absolutism mean if someone is unsure, or finds something is unclear (say, 
something nature does rather than a poorly written sentence, so there's no 
human error by someone else to blame), then he's wrong and bad?



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Natural Kinds
Date: March 13, 2012 at 2:30 PM

On 12 Mar 2012, at 19:56, Steve Push wrote:

On Mar 12, 5:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 12 Mar 2012, at 05:13, Steve Push wrote:

On Mar 11, 3:42 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 18:02, Steve Push wrote:

On Mar 11, 9:34 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 04:37, Steve Push wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.  It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.



The terminology may differ, but I think the Popperian and the non-
Popperian come to the same conclusion for essentially the same 
reason.

The Popperian is not trying to justify his ideas either by proving them or 
by making them more probable (justificationism), because there is no 
explanation of how to do either of those things that makes any sense. 
Quine was interested in doing those things, so he had a substantive 
disagreement with Popper.

In his contribution to "The Philosophy of Karl Popper", Part I, edited by 
Paul Arthur Schilpp, Quine points out Hempel's paradox, which is that the 
statement "All ravens are black" is supposedly supported by any 
observation of any non-black non-raven. This just means that instances 
that agree with a theory are easy to find and not much use in criticism. 
On p.219, Quine then writes that "Hempel's paradox thus plagues only 
supporting evidence for 'All ravens are black.' I think, by the way, that 
even in this domain it can be answered." This means he is interested in 
answering it for "confirming evidence", which means that he is, in 
substance, a justificationist. He then starts writing about projectibility and 
Goodman and saying that natural kinds are projectible because our 
species survived by using those natural kinds.

This is, in the first place, all totally irrelevant. Justificationism doesn't 
make sense. It always involves starting with material that is conjectural 
and everything that is built on top of that involves more conjectures, so all 
justificationist arguments are just a giant pile of conjectures. Natural kinds 
doesn't do anything to help with this problem. The fact that our species 
survived by using certain natural kinds in the past implies nothing about 
their serviceability in the future. And in the second place, as a solution to 
Hempel's paradox, Quine's theory illustrates the deeper problem of the 
untenability of justificationism. It's just a conjecture and all Quine has 
done is slap a fancy label on it.

About natural kinds and concepts: those arise from expectations and 
theories about the world and not the other way around. They are, at best, 
shorthand for explanations. At worst,  they are obscurantist piffle that 
conceals an explanation by chopping it into pieces and distributing 
among the definitions of various terms. The obscurantism is illustrated by 
Quine's use of the term natural kinds as if it was a solution to any of the 



substantive problems of justificationism: if you don't pay attention to his 
explanation by looking past the terms he coins, then you end up thinking 
he has solved a problem when what he hasn't even addressed it. For 
more on treating definitions as if they solve problems, see Section IV of 
Chapter 3 of "Open Society and Its Enemies" Volume 1.

I apologize for the blank reply.  What I meant to write was:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two
designs based on criteria other than the similarities and differences
among kinds of bridge designs?

I didn't say anything about bridge designs at all in this post. Rather, I 
criticised Quine's idea of using natural kinds and proposed (following 
Popper) that definitions should be used as shorthand for explanations. What 
do you think of those arguments?

I know you didn’t say anything about bridge designs; I did.  An
inability to choose between bridge designs casts doubt on the utility
of Popper’s philosophy.  I suggested a solution that I thought might
be acceptable to both Popperians and non-Popperians.

According to critical rationalism, the problem is solved by proposing solutions 
and criticising those solutions.

Several Popperians have suggested analysis along the following lines:
Bridge design A is similar in relevant ways to designs of actual
bridges that have been successful.  Bridge design B is different in
relevant ways from actual, successful bridges.  Thus bridge design B
can be criticized and ruled out.  That leaves bridge design A as the
only option.

Does that seem like a reasonable Popperian solution to you?

What does different in relevant ways mean? It doesn't sound as if they have 
excluded the idea that it could be better. And when you're building a bridge more 
is involved than the design of the bridge, so the problem can't be phrased as 
"What design should I pick?"



Quine’s use of the natural kinds concept makes sense to me.  Do
natural kinds arise from expectations and theories?  They certainly
*involve* expectations and theories, but as the term “natural”
suggests, they are not human inventions.  They are descriptions of
groupings of entities based on natural similarities and differences.
Chemical elements, for instance, are natural kinds irrespective of our
expectations and theories about them.

If you're grouping things then you have expectations about them having 
properties that makes it sensible to put them in a group.

I have expectations.  But I may change the groupings when I observe
entities that do not fit into the expected groupings.

That's a strange way of putting the issue if you're going to be looking at what's 
going on in terms of explanations. For example, you might have a bad 
explanation for what test you're doing in which case the groupings aren't the 
issue at all.

Are definitions shorthand for explanations?  I don’t think so.
Definitions are tautologies.  But I believe definitions are
*prerequisites* for good explanations, because we need to know
precisely what we are trying to explain.

The section of Open Society of Its Enemies you recommended discusses
the differences between historicism and social engineering.  Is that
relevant?  Or did you mean to recommend a different section?

Typo, Section VI on methodological essentialism. Also Section XII of "Sources 
of Knowledge and Ignorance" in "Conjectures and Refutations".

I am not advocating methodological essentialism as described by
Popper.  Nevertheless, I think names and definitions are important in
science.  If you want to study, say, differences in reproduction
between amphibians and reptiles, it is important to know what an
amphibian is, what a reptile is, and into which group each species
falls.



If you are going to use those terms then it is important to make clear how you are 
using them.

Alan



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Natural Kinds
Date: March 13, 2012 at 2:41 PM

On Sun, Mar 11, 2012 at 11:02 AM, Steve Push <stephen.push@gmail.com> 
wrote:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two
designs based on criteria other than the similarities and differences
among kinds of bridge designs?

He wouldn't be indifferent. He also wouldn't used fixed criteria.

He'd consider the context (problem situation) and what criticisms are
relevant to it, and criticize the proposals as wholes (which includes
not just the bridges themselves but also the funding sources,
purposes, ability to fulfill those purposes, and so on).



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Absolutism
Date: March 13, 2012 at 2:49 PM

On Tue, Mar 13, 2012 at 1:23 PM, Elliot Temple <curi@curi.us> wrote:
On Mar 13, 2012, at 11:01 AM, Rami Rustom wrote:

Why does society think that absolutism is wrong?

In morality it is right. It is right in math and science.

Is it wrong in politics? I can't see why it could be if its right in
morality, math, and science.

Does absolutism mean that everyone should prefer chocolate ice cream rather 
than vanilla? One flavor is the absolute best?

No two persons' preferences are the same. So no.

And even with respect to one person's set of preferences, a person
might prefer chocolate ice cream and vanilla equally.

Does it mean we have the objective truth?

No. But it does mean that objective truth exists; which is absolute.

Does it mean anything which isn't the final, perfect truth is absolutely useless?

No. Our current conjectural knowledge is not absolutely true but it is
useful because its our best knowledge to date. So it is absolute in
that it is our current best.

Does it mean that if "offense is the best defense" is true in a game, then 100% 
of effort of the game players should always go towards offense? For example if 
it's hockey then are the only choices that it's absolutely true -- so they should 
pull out the goalie at all times -- or it's absolutely false?



No. But 'offense is the best defense' would lead the team to put more
attention on offense and less on defense.

Is absolute power for rulers good?

No. But what is absolutely true is that no ruler is perfect, in fact
they are very error prone, and so it best to have a system that
quickly and easily replaces rulers.

Do absolute answers to questions mean they aren't open to revision and 
reconsideration?

No. What is absolutely true is that humans are fallible and this leads
us to keep our questions open to revision and reconsideration.

Does absolutism mean if someone is unsure, or finds something is unclear (say, 
something nature does rather than a poorly written sentence, so there's no 
human error by someone else to blame), then he's wrong and bad?

No. What is absolutely true is that humans make mistakes often and
this leads us to develop and maintain a continual process of error
correction so that we may improve indefinitely.

So I'll rephrase:

I think that all fundamental ideas are absolute.

And that composite ideas consisting of those fundamental ideas may or
may not be absolute.

Questions:

With respect to fundamental ideas, is absolutism right or wrong? I
think its right.



With respect to composite ideas, I think most composite ideas are not
absolute. Of these, how do we judge them? The only thing that comes to
my mind is the C&R method. But I don't see how that is different than
the way we judge non-absolute ideas.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Karma
Date: March 13, 2012 at 6:10 PM

Why do people believe in Karma?

It seems that they think reality is fair. That if one does bad, then
bad will happen to him [and that somehow it is the Universe that is
delivering it].

It seems like a rationalization. When a person gets something stolen
from him, he thinks that the thief will get whats coming to him and
that makes him feel better. Its like revenge except that the
revenge-taker is letting the Universe perform the act of revenge.

What's interesting too is that many Christians believe in Karma, but
traditionally Christianity doesn't include Karma as part of its
morality. Christianity's morality says that the bad will come during
the after life.

So Karma seems to be the ex-theist's version of
Jewish/Christian/Islamic morality. All 4 of these moral traditions
explain that bad will come to the evildoers.

But in reality, there is no such 'fairness' in morality. All people
[good or bad] have bad things happen to them.

Some people assess risk and create and execute plans to reduce risk,
thus decreasing bad things from happening to them; and these people
can be good or bad.

The rest of the people don't do much assessing of risk, don't create
and execute plans to reduce risk, and thus don't decrease bad things
from happening to them; and these people can be good or bad.

Because we live in a more civilized society [than previous eras], bad
behavior involves more risk; so evildoers are inherently accepting a
certain level of risk.

But there are plenty of evildoers who decrease risk more so than many
good-doers. So these evildoers have less bad happening to them than



these good-doers.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Bigotry: A false equivalency
Date: March 13, 2012 at 6:28 PM

On that Islamwatch.org site a muslim wrote:

I love the line about you have nothing against Muslims but detest
Islam. Bigots use that one all the time! As a coloured man in Europe,
If I got a penny every time some bigot said " I ain't got a problem
with darkies but......" then they justify it by saying " alot of my
friends are so and so. Typical behaviour."

So I said:

You have falsely equated Muslims with darkies. Why is it a false
equivalency? Because muslims can become exmuslims but darkies can not
become exdarkies. A religion can be removed from a person, but a race
can not.

So the reason that the author, and others, say "I have nothing against
muslims but I detest Islam," is that we have nothing against people
but we detest anti-rational memes. Anti-rational memes can be
unlearned.

[Side note: I introduced the meme and anti-rational meme ideas a day
earlier to the same poster. But I highly doubt that my explanation and
his interest in it was enough to persuade him that Islam is
anti-rational. He didn't ask me any questions about my explanation.]

-- Rami

-- 



From: Stephen Push <stephen.push@gmail.com>
Subject: Re: [BoI] Re: Natural Kinds
Date: March 13, 2012 at 5:03 PM

On Mar 13, 2012 2:41 PM, "Anonymous Person" 
<unattributedemail@gmail.com>
wrote:

On Sun, Mar 11, 2012 at 11:02 AM, Steve Push <stephen.push@gmail.com>
wrote:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two
designs based on criteria other than the similarities and differences
among kinds of bridge designs?

He wouldn't be indifferent. He also wouldn't used fixed criteria.

He'd consider the context (problem situation) and what criticisms are
relevant to it, and criticize the proposals as wholes (which includes
not just the bridges themselves but also the funding sources,
purposes, ability to fulfill those purposes, and so on).

It seems he'd do everything except answer the question!  :-)

For the sake of argument, let's assume all other things are equal.  The
only difference between the two designs is that one closely resembles
successful actual bridges and one does not.  Do we select design A or B?
Or is it impossible for a Popperian to choose in this situation?

-- Steve

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: Natural Kinds
Date: March 13, 2012 at 7:11 PM

On 3/13/2012 7:42 AM, Steve Push wrote:

On Mar 12, 6:11 pm, Richard Fine<richard.f...@gmail.com>  wrote:
On 12 Mar 2012, at 21:29, Steve Push wrote:

On Mar 12, 10:58 am, Richard Fine<richard.f...@gmail.com>  wrote:
On 3/12/2012 5:13 AM, Steve Push wrote:

[Natural kinds] are descriptions of
groupings of entities based on natural similarities and differences.
Chemical elements, for instance, are natural kinds irrespective of our
expectations and theories about them.

What determines *which* natural similarities and differences are part of
the description?
For example, one bridge may receive a different amount of sunlight to
another bridge over the course of a day: this is a "natural" difference,
in that it does not depend on humans [1] - at least not directly,
because of course, humans chose to build the bridge in the first place,
so really *every* property of it depends on humans - but we overlook it
when considering whether the bridges are of the same kind or not.

The structure of the bridge and how the structure affects its
performance determine what kind of bridge it is.  Sunlight might be
relevant if it causes expansion of metals that affect performance.
Otherwise, sunlight would be no more relevant to determining what kind
of bridge we have than an alphabetical grouping by bridge name would
be.

So you're saying that bridgekind is defined by the "natural" properties:

* Structure
* How the structure affects performance
* Sunlight, if it causes expansion of metals that affect performance

And not by:

* Sunlight, if it does not cause expansion of metals that affect performance

What determines which properties are in the first group, and which are in the 



second?
Not “bridgekind,” but “kind of bridge.”

In the Godfrey-Smith example, a certain kind of bridge would be
defined by the features that give it strength and support, while
distinguishing it from other kinds of bridges.  It would *not* be
defined by any other properties or features (e.g., not by “color” if
color is irrelevant to support and strength, not by “has a deck” if
all bridges have decks).

For example, a truss bridge is a kind of bridge that supports the deck
with a network of beams organized in a triangular pattern.  A
suspension bridge is a kind in which the deck is hung from cables.

I used the word "bridgekind" deliberately, in an attempt to refer to the kind as a 
whole and not any particular instance of it.

But you've not really answered my question there. I'm not actually interested in 
bridges; I'm interested in the properties of the natural kind of "natural kinds." For 
example, it is a property of all natural kinds that they include some properties 
while excluding others. What governs how that property works?

Similarly, the properties of an atom can come to be what they are
without human intervention, so they qualify as 'natural' properties, but
it still falls to us to decide whether two different isotopes of an
element are "the same kind" or not. Or whether two atoms with the same
subatomic composition but differing velocities are the same kind or not.

Yes, the same entity could belong to several different groupings
simultaneously.  If we want to know how much carbon there is in a
certain volume of carbon dioxide, carbon is carbon, regardless of the
isotope.  If we want to do radiocarbon dating, we have to treat
carbon-14 as a separate isotope.  Even though humans make these
judgments, both the element and the isotope are natural kinds.

OK, but if we have to use our judgement in deciding which kind to use, then I'm 
not sure what use there is in saying that kinds exist without our judgement.

The point is to distinguish natural kinds from artificial groupings.
There is no reason to expect that bridges whose names start with the
letter C will share any properties that affect their strength and
support while distinguishing them from bridges whose names start with



D.

Natural kinds are different from other groupings only in that they exclude 
properties that are dependent on humans (and as I noted, bridges are man-made 
objects, so really *all* their properties depend on humans; there can be no 
'natural kind' of bridges). This is as per the source in my previous email. So, 
consider:

There is no reason to expect that bridges whose total number of atoms is exactly 
divisible by 2 will share any properties that affect their strength and support while 
distinguishing them from bridges whose total number of atoms is not divisible by 
2.

Whether the total number of atoms in something is divisible by 2 is not dependent 
on humans; so it's a natural property; so we can construct natural kinds that use 
it. So, just as some artificial groupings (such as by the first letter of their name) 
will share no useful properties, so will some natural kinds *also* share no useful 
properties.

So I'm still not sure what you're hoping to achieve here. You can separate all 
groupings into "based on properties that depend on humans" (artificial groupings) 
and "not based on properties that depend on humans" (natural kinds) but each 
side of the separation still contains a mixture of groupings that are useful and 
groupings that are useless. What do we gain from knowing this separation?

Also, I'd claim that:
* The set of natural kinds that an object is in is the power set of the object's set 
of natural properties - given N natural properties we can construct 2^N natural 
kinds
* Any object has an infinite number of natural properties. For example, a 
carbon atom has at least the natural properties {"does not have X electrons" | 
X ∈ N, X ≠ 6} which is infinitely large.
* Therefore any object is a member of infinite natural kinds

Another, more intuitive way of saying this, is that there are an infinite number 
of ways of describing any object. We have to pick a set to work with - e.g. 
{"has 6 protons", "has 6 electrons"} - in order to get anything done, and that 
picking makes use of our theories and explanations.

Yes, we have to pick a set to work with.  Why do you see that as a problem?



Because you (or Quine) proposed that a new design can be 'justified' by 
observing that it is the same natural kind as existing, tested bridges. But there are 
an infinite number of natural kinds to choose from, and it's up to us to choose, so 
we can choose to justify *any* new design by carefully picking an appropriate 
natural kind that it shares with old successful bridges - and a method that justifies 
*any input* is inconsistent.

The only solution is a strategy for picking 'good' natural kinds over 'bad' ones - 
such as C&R.

- Richard



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Understanding the Multiverse theory
Date: March 13, 2012 at 9:24 PM

On Feb 22, 2012 4:54 PM, "Elliot Temple" <curi@curi.us> wrote:
On Feb 8, 2012, at 3:44 PM, Rami Rustom wrote:

I'm almost through the Multiverse chapter of BoI.

What I've learned is that each universe is a history. But because I'm
not fungible, I can only experience one of these histories.

No.

It doesn't even make sense to say whether you are fungible.

It's ambiguous about what "you" is referred to.

ANd fungibility is when multiple things are identical in every respect. So to talk 
about it you have to talk about multiple things to compare.

Is a paperclip fungible? Not with an elephant. Approximately with another 
paperclip. And yes with another instance of the same paperclip in the 
multiverse.

And the same for you. Replace "paperclip" with "Rami" in the above paragraph.

I read somebody say something about consciousness in another thread.
There is only one of my consciousness at this moment, right? In other
words, all the other universes have Ramis with slightly different
consciousnesses. Or is it the case that all the Ramis have the same
consciousness until there occurs a divergence event that causes the
Ramis' consciousnesses to diverge?

It seems as though the Multiverse theory is a way to work out the probabilities 
of things.

No, it talks about *what happens* not probability.



And what happens involves proportions: e.g. 60% do X and 40% do Y.

So probability is relevant but the multiverse is not about probability it's about the 
physical world and how it works.

So then the reverse is true. Probabilities are an abstraction of
reality [Multiverse].

If we take a coin and flip it 4 times, we can calculate the
probability that we'll get:

(A)  4 heads, 0 tails =   6.25%
(B)  3 heads, 1 tails = 25.00%
(C)  2 heads, 2 tails = 37.50%
(D)  1 heads, 3 tails = 25.00%
(E)  0 heads, 4 tails =   6.25%

So the Multiverse theory explains that:

6.25% of the histories got A
25% of the histories got B
37.5% of the histories got C
25% of the histories got D
6.25% of the histories got E

Is that right?

It's kind of backwards. The histories happen according to the laws of physics 
and the probability is a consequence, not the other way around.

The reality is the multiverse while the abstraction is what we call probability.

So it seems that the Multiverse theory is another qualitative way to
explain probability of things happening in the future.

But then there is the phenomenon exhibited by the Mach-Zehnder



Interferometer. BoI says:

Then, the fact that the intermediate histories X and Y both contribute to the 
deterministic final outcome X makes it inescapable that both are happening 
at the intermediate time. (p. 286)

I think this is what BoI says is the [only?] evidence of the
Multiverse, i.e. that more than one history is occurring at the same
time. Each history is a universe. So more than one history occurring
at the same time is evidence of more than one universe. And there is
no other explanation that exists currently that explains the
phenomenon of the Mach-Zehnder Interferometer.

And then there is also that the Multiverse theory gives rise to
Quantum Computation. As I understand it, a quantum computation is one
that is done in multiple histories [maybe millions], at the same time,
so that its far more efficient that classical computation which does a
computation in only one history.

It's not "far more efficient". It enables certain algorithms that are otherwise 
impossible. That's a qualitative difference not quantitative.

Those algorithms, in many cases, provide no help at all. But in some cases, 
when you find a good use for them, they can change the complexity class of ur 
computation, e.g. from O(N^2) to O(NlogN), which is again not really "more 
efficient" but can simply change it from intractable to tractable for large N.

So 'making computation more efficient' is wrong. But 'making certain
types of computation possible' is right.

But isn't that certain type of computation also far more efficient also?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Chapter 10 notes
Date: March 13, 2012 at 10:01 PM

On Mar 6, 2012 2:54 PM, "Matjaž Leonardis" <sidranoel.zajtam@gmail.com> 
wrote:

2012/3/6 Elliot Temple <curi@curi.us>
On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>
On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our
own minds)

-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.



Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the
possibility of refuting it open.

If there are no criticisms to a given criticism you can
tentatively take it as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism
sucks"? Then *that* one?

Repeat forever.

Is this a regress problem?

No, because there is nothing inevitable about it.

For example we can come up with the idea "these are bad criticisms because 
they lead to regress".

I think you've answered a different question then what Elliot asked.
He asked if allowing criticisms that fit the 'that criticism sucks'
model will lead to a regress problem. I think the answer is yes.

You've introduced a content-rich criticism that doesn't fit Elliot's
content-empty model.

So content-empty criticisms are not acceptable in the C&R method.

Or "that criticism sucks is a bad criticism. It is not really and explanation of a 
flaw in another criticism".



Yes. It is content-empty. The content being the flaw of the criticism
that it is criticizing.

Also keeping criticism open to criticism doesn't necessarily mean trying to come 
up with new ones all the time.

Is it like the regress problems justifying ideas has?

No because in that case you always get this problem. There is no known way of 
justifying something that doesn't have a regress problem.

OTOH in the other scenario you get it only sometimes and even then you can 
break out of it, by rejecting that line of thinking because it leads to regress.

Actually it's kind of similar to the way justificationism gets refuted. A 
justificationist can criticize any idea by "This isn't justified".

But he can break out by realizing that doesn't make sense by coming up with a 
better epistemology.

But does that criticism B explain the flaw of criticism A that B
criticizes? [A is a criticism and B is a criticism that explains that
we need a better epistemology]. I think no because criticism B
criticizes a set of criticisms that have led to regress.

So I think that a criticism does not need to explain a flaw of *a*
criticism and instead it could explain a flaw of *a set* of
criticisms.

What about a more practical version where people keep going back
and forth making low quality versions of each other's criticisms.
They don't spend forever on it, but they continue it until they
give up. What should be said to that?

They should have realized that this way of discussing is bad and change it.



I think this means that each person should criticize their own
criticism creation methods.

And there really is no regress here since they came up with the idea that 
discussing is no longer interesting and stopped discussing.

Is the idea that discussing is no longer interesting a criticism? I
think no. So I think it can't terminate a regress problem. Its just
giving up.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Natural Kinds
Date: March 13, 2012 at 9:11 PM

On Mar 13, 2:30 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 12 Mar 2012, at 19:56, Steve Push wrote:

On Mar 12, 5:03 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 12 Mar 2012, at 05:13, Steve Push wrote:

On Mar 11, 3:42 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 18:02, Steve Push wrote:

On Mar 11, 9:34 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 11 Mar 2012, at 04:37, Steve Push wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.  It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.



The terminology may differ, but I think the Popperian and the non-
Popperian come to the same conclusion for essentially the same 
reason.

The Popperian is not trying to justify his ideas either by proving them or 
by making them more probable (justificationism), because there is no 
explanation of how to do either of those things that makes any sense. 
Quine was interested in doing those things, so he had a substantive 
disagreement with Popper.

In his contribution to "The Philosophy of Karl Popper", Part I, edited by 
Paul Arthur Schilpp, Quine points out Hempel's paradox, which is that 
the statement "All ravens are black" is supposedly supported by any 
observation of any non-black non-raven. This just means that instances 
that agree with a theory are easy to find and not much use in criticism. 
On p.219, Quine then writes that "Hempel's paradox thus plagues only 
supporting evidence for 'All ravens are black.' I think, by the way, that 
even in this domain it can be answered." This means he is interested in 
answering it for "confirming evidence", which means that he is, in 
substance, a justificationist. He then starts writing about projectibility 
and Goodman and saying that natural kinds are projectible because our 
species survived by using those natural kinds.

This is, in the first place, all totally irrelevant. Justificationism doesn't 
make sense. It always involves starting with material that is conjectural 
and everything that is built on top of that involves more conjectures, so 
all justificationist arguments are just a giant pile of conjectures. Natural 
kinds doesn't do anything to help with this problem. The fact that our 
species survived by using certain natural kinds in the past implies 
nothing about their serviceability in the future. And in the second place, 
as a solution to Hempel's paradox, Quine's theory illustrates the deeper 
problem of the untenability of justificationism. It's just a conjecture and 
all Quine has done is slap a fancy label on it.

About natural kinds and concepts: those arise from expectations and 
theories about the world and not the other way around. They are, at 
best, shorthand for explanations. At worst,  they are obscurantist piffle 
that conceals an explanation by chopping it into pieces and distributing 
among the definitions of various terms. The obscurantism is illustrated 
by Quine's use of the term natural kinds as if it was a solution to any of 



the substantive problems of justificationism: if you don't pay attention to 
his explanation by looking past the terms he coins, then you end up 
thinking he has solved a problem when what he hasn't even addressed 
it. For more on treating definitions as if they solve problems, see 
Section IV of Chapter 3 of "Open Society and Its Enemies" Volume 1.

I apologize for the blank reply.  What I meant to write was:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two
designs based on criteria other than the similarities and differences
among kinds of bridge designs?

I didn't say anything about bridge designs at all in this post. Rather, I 
criticised Quine's idea of using natural kinds and proposed (following 
Popper) that definitions should be used as shorthand for explanations. 
What do you think of those arguments?

I know you didn’t say anything about bridge designs; I did.  An
inability to choose between bridge designs casts doubt on the utility
of Popper’s philosophy.  I suggested a solution that I thought might
be acceptable to both Popperians and non-Popperians.

According to critical rationalism, the problem is solved by proposing solutions 
and criticising those solutions.

Several Popperians have suggested analysis along the following lines:
Bridge design A is similar in relevant ways to designs of actual
bridges that have been successful.  Bridge design B is different in
relevant ways from actual, successful bridges.  Thus bridge design B
can be criticized and ruled out.  That leaves bridge design A as the
only option.

Does that seem like a reasonable Popperian solution to you?

What does different in relevant ways mean?

For the purpose of this hypothetical, different kinds of bridges means



different structures for supporting a bridge’s deck.

It doesn't sound as if they have excluded the idea that it could be better. And 
when you're building a bridge more is involved than the design of the bridge, so 
the problem can't be phrased as "What design should I pick?"

For the sake of argument, please assume all other things are equal,
including the fact that -- based on theory, modeling, projected cost,
etc. -- neither design appears to be better.  The only differences
between the two designs are the kind of support and the fact that one
kind of support has been used in the past and the other hasn’t.

Quine’s use of the natural kinds concept makes sense to me.  Do
natural kinds arise from expectations and theories?  They certainly
*involve* expectations and theories, but as the term “natural”
suggests, they are not human inventions.  They are descriptions of
groupings of entities based on natural similarities and differences.
Chemical elements, for instance, are natural kinds irrespective of our
expectations and theories about them.

If you're grouping things then you have expectations about them having 
properties that makes it sensible to put them in a group.

I have expectations.  But I may change the groupings when I observe
entities that do not fit into the expected groupings.

That's a strange way of putting the issue if you're going to be looking at what's 
going on in terms of explanations. For example, you might have a bad 
explanation for what test you're doing in which case the groupings aren't the 
issue at all.

Good point.  In some cases the problem might be a bad explanation.  In
fact, in some cases the problem might a bad explanation that leads to
an inaccurate grouping.

Are definitions shorthand for explanations?  I don’t think so.
Definitions are tautologies.  But I believe definitions are
*prerequisites* for good explanations, because we need to know
precisely what we are trying to explain.



The section of Open Society of Its Enemies you recommended discusses
the differences between historicism and social engineering.  Is that
relevant?  Or did you mean to recommend a different section?

Typo, Section VI on methodological essentialism. Also Section XII of 
"Sources of Knowledge and Ignorance" in "Conjectures and Refutations".

I am not advocating methodological essentialism as described by
Popper.  Nevertheless, I think names and definitions are important in
science.  If you want to study, say, differences in reproduction
between amphibians and reptiles, it is important to know what an
amphibian is, what a reptile is, and into which group each species
falls.

If you are going to use those terms then it is important to make clear how you 
are using them.

Which terms do you believe are unclear?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Natural Kinds
Date: March 14, 2012 at 2:54 AM

On Mar 13, 7:11 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 3/13/2012 7:42 AM, Steve Push wrote:

On Mar 12, 6:11 pm, Richard Fine<richard.f...@gmail.com>  wrote:
On 12 Mar 2012, at 21:29, Steve Push wrote:

On Mar 12, 10:58 am, Richard Fine<richard.f...@gmail.com>  wrote:
On 3/12/2012 5:13 AM, Steve Push wrote:

[Natural kinds] are descriptions of
groupings of entities based on natural similarities and differences.
Chemical elements, for instance, are natural kinds irrespective of our
expectations and theories about them.

What determines *which* natural similarities and differences are part of
the description?
For example, one bridge may receive a different amount of sunlight to
another bridge over the course of a day: this is a "natural" difference,
in that it does not depend on humans [1] - at least not directly,
because of course, humans chose to build the bridge in the first place,
so really *every* property of it depends on humans - but we overlook it
when considering whether the bridges are of the same kind or not.

The structure of the bridge and how the structure affects its
performance determine what kind of bridge it is.  Sunlight might be
relevant if it causes expansion of metals that affect performance.
Otherwise, sunlight would be no more relevant to determining what kind
of bridge we have than an alphabetical grouping by bridge name would
be.

So you're saying that bridgekind is defined by the "natural" properties:

* Structure
* How the structure affects performance
* Sunlight, if it causes expansion of metals that affect performance

And not by:

* Sunlight, if it does not cause expansion of metals that affect performance



What determines which properties are in the first group, and which are in the 
second?

Not “bridgekind,” but “kind of bridge.”

In the Godfrey-Smith example, a certain kind of bridge would be
defined by the features that give it strength and support, while
distinguishing it from other kinds of bridges.  It would *not* be
defined by any other properties or features (e.g., not by “color” if
color is irrelevant to support and strength, not by “has a deck” if
all bridges have decks).

For example, a truss bridge is a kind of bridge that supports the deck
with a network of beams organized in a triangular pattern.  A
suspension bridge is a kind in which the deck is hung from cables.

I used the word "bridgekind" deliberately, in an attempt to refer to the
kind as a whole and not any particular instance of it.

But you've not really answered my question there. I'm not actually
interested in bridges; I'm interested in the properties of the natural
kind of "natural kinds." For example, it is a property of all natural
kinds that they include some properties while excluding others. What
governs how that property works?

I suppose you could avoid that property if you grouped everything into
the matter-energykind.  But if you want to have more than one kind,
you have to divide things according to differences -- or example, by
having a separate kind for anything made of atoms and molecules.

Similarly, the properties of an atom can come to be what they are
without human intervention, so they qualify as 'natural' properties, but
it still falls to us to decide whether two different isotopes of an
element are "the same kind" or not. Or whether two atoms with the same
subatomic composition but differing velocities are the same kind or not.

Yes, the same entity could belong to several different groupings
simultaneously.  If we want to know how much carbon there is in a
certain volume of carbon dioxide, carbon is carbon, regardless of the
isotope.  If we want to do radiocarbon dating, we have to treat



carbon-14 as a separate isotope.  Even though humans make these
judgments, both the element and the isotope are natural kinds.

OK, but if we have to use our judgement in deciding which kind to use, then 
I'm not sure what use there is in saying that kinds exist without our 
judgement.

The point is to distinguish natural kinds from artificial groupings.
There is no reason to expect that bridges whose names start with the
letter C will share any properties that affect their strength and
support while distinguishing them from bridges whose names start with
D.

Natural kinds are different from other groupings only in that they
exclude properties that are dependent on humans (and as I noted, bridges
are man-made objects, so really *all* their properties depend on humans;
there can be no 'natural kind' of bridges). This is as per the source in
my previous email.

Humans are not separate from nature and their products are natural
kinds, just as beaver dams or birds’ nests are.  Natural kinds exclude
artificial groupings based on criteria not inherent in the nature of
the members of the group.

So, consider:

There is no reason to expect that bridges whose total number of atoms is
exactly divisible by 2 will share any properties that affect their
strength and support while distinguishing them from bridges whose total
number of atoms is not divisible by 2.

Whether the total number of atoms in something is divisible by 2 is not
dependent on humans; so it's a natural property; so we can construct
natural kinds that use it. So, just as some artificial groupings (such
as by the first letter of their name) will share no useful properties,
so will some natural kinds *also* share no useful properties.

So I'm still not sure what you're hoping to achieve here. You can
separate all groupings into "based on properties that depend on humans"
(artificial groupings) and "not based on properties that depend on
humans" (natural kinds) but each side of the separation still contains a
mixture of groupings that are useful and groupings that are useless.



What do we gain from knowing this separation?

I doubt that even vs. odd number of atoms has any effect on the
variable performance of different kinds of bridges, but it conceivably
could have any effect on some other natural kinds.  Artificial
groupings, however, reflect no natural differences and are arbitrary
by definition.

Also, I'd claim that:
* The set of natural kinds that an object is in is the power set of the object's 
set of natural properties - given N natural properties we can construct 2^N 
natural kinds
* Any object has an infinite number of natural properties. For example, a 
carbon atom has at least the natural properties {"does not have X electrons" | 
X ∈ N, X ≠ 6} which is infinitely large.
* Therefore any object is a member of infinite natural kinds

Another, more intuitive way of saying this, is that there are an infinite number 
of ways of describing any object. We have to pick a set to work with - e.g. 
{"has 6 protons", "has 6 electrons"} - in order to get anything done, and that 
picking makes use of our theories and explanations.

Yes, we have to pick a set to work with.  Why do you see that as a problem?

Because you (or Quine) proposed that a new design can be 'justified' by
observing that it is the same natural kind as existing, tested bridges.
But there are an infinite number of natural kinds to choose from, and
it's up to us to choose, so we can choose to justify *any* new design by
carefully picking an appropriate natural kind that it shares with old
successful bridges - and a method that justifies *any input* is
inconsistent.

The only solution is a strategy for picking 'good' natural kinds over
'bad' ones - such as C&R.

I agree that we normal pick “good” natural kinds over “bad” ones.  In
the hypothetical, that picking has already been done for us.  The only
question that remains is, Which is the better kind of design for the
purpose of building the bridge we need:  design A or design B?



-- Steve



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Natural Kinds
Date: March 14, 2012 at 1:02 PM

On Tue, Mar 13, 2012 at 2:03 PM, Stephen Push <stephen.push@gmail.com> 
wrote:

On Mar 13, 2012 2:41 PM, "Anonymous Person" 
<unattributedemail@gmail.com>
wrote:

On Sun, Mar 11, 2012 at 11:02 AM, Steve Push <stephen.push@gmail.com>
wrote:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two
designs based on criteria other than the similarities and differences
among kinds of bridge designs?

He wouldn't be indifferent. He also wouldn't used fixed criteria.

He'd consider the context (problem situation) and what criticisms are
relevant to it, and criticize the proposals as wholes (which includes
not just the bridges themselves but also the funding sources,
purposes, ability to fulfill those purposes, and so on).

It seems he'd do everything except answer the question!  :-)

For the sake of argument, let's assume all other things are equal.  The only
difference between the two designs is that one closely resembles successful
actual bridges and one does not.  Do we select design A or B?  Or is it
impossible for a Popperian to choose in this situation?

Why are we considering a new bridge design in the first place? Do we
have a criticism of the old bridge, or not?

Popper's philosophy is aimed primarily at addressing *important*
questions, including all those we might encounter in real life, and
all unambiguous questions. But one thing we never do is build bridges
out of context, or face important questions which have no context.



Life happens in context. No bridge builder has ever faced this dilemma
without having a lot more information to use in solving it.



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Natural Kinds
Date: March 14, 2012 at 1:44 PM

On Mar 14, 1:02 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Tue, Mar 13, 2012 at 2:03 PM, Stephen Push <stephen.p...@gmail.com> 
wrote:

On Mar 13, 2012 2:41 PM, "Anonymous Person" 
<unattributedem...@gmail.com>
wrote:

On Sun, Mar 11, 2012 at 11:02 AM, Steve Push <stephen.p...@gmail.com>
wrote:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two
designs based on criteria other than the similarities and differences
among kinds of bridge designs?

He wouldn't be indifferent. He also wouldn't used fixed criteria.

He'd consider the context (problem situation) and what criticisms are
relevant to it, and criticize the proposals as wholes (which includes
not just the bridges themselves but also the funding sources,
purposes, ability to fulfill those purposes, and so on).

It seems he'd do everything except answer the question!  :-)

For the sake of argument, let's assume all other things are equal.  The only
difference between the two designs is that one closely resembles successful
actual bridges and one does not.  Do we select design A or B?  Or is it
impossible for a Popperian to choose in this situation?

Why are we considering a new bridge design in the first place? Do we
have a criticism of the old bridge, or not?

Let's say we have a design competition.  There are two entries.



Design A is conventional -- very much like some current bridges that
have worked well in similar situations.  Design B is visionary -- a
sharp break with past designs.  In all other respects, the two designs
appear to be of equal merit.  Does the conventional nature of design A
tip the scale in its favor?

Your suggestion that we must first have a criticism of the old bridge
design suggests that you value the use of "tried and true" designs.
Otherwise, why not try something new if it hasn't been refuted?

Popper's philosophy is aimed primarily at addressing *important*
questions, including all those we might encounter in real life, and
all unambiguous questions. But one thing we never do is build bridges
out of context, or face important questions which have no context.
Life happens in context. No bridge builder has ever faced this dilemma
without having a lot more information to use in solving it.

I haven't eliminated the context.  Rather I have specified simplifying
assumptions to isolate the effect conventionality might have in design
considerations.  If you need more information, assume whatever
information you want, with the proviso that this additional
information cannot enable you to distinguish between the two designs.
That may be an unusual situation, but it's not an inconceivable one.

Bridge building is a real life problem.  And it's an important
problem, both economically and in terms of public safety.  If no
bridge builder has ever faced this dilemma, that must be because they
value tried and true designs and won't consider novel designs until
they confront a problem that cannot be solved with the old designs.

I'm not sure what you mean by "all unambiguous questions."  Are to
saying that C&R cannot be used in situations where we lack complete
information -- or in situations in which we cannot achieve complete
certainty?

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: March 14, 2012 at 3:09 PM

On Jan 6, 2012, at 3:48 PM, Rami Rustom wrote:

On Jan 6, 5:21 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 3:08 PM, Rami Rustom wrote:

On Jan 6, 5:00 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 2:55 PM, Rami Rustom wrote:

On Jan 6, 12:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:45 AM, Rami Rustom wrote:

On Jan 6, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

If human possessions such as books and chairs should be protected, 
why wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be persuaded 
and make choices (in language you might not like, only persons have 
free will). Things without persuasion or choices, such as books, rocks, 
houses, etc, only have moral status via humans, but not on their own.

So how do I reconcile the idea that dog's rights are being protected
but cow's rights aren't. Or is this premise wrong?

You can't go brand, take or kill cows owned by farmers! Farmers' property 
is protected too.

Ok I'll rephrase. Consider all non-human sentient organisms.

What do you mean by "sentient"? Are there any non-human sentient 
organisms? Why do you think so? What attributes are you trying to say 
these organisms have?

As I understand it, humans exhibit sentience and sapience. Non-humans
exhibit only sentience.



Sentience according to wikipedia:
Sentience is the ability to feel, perceive or be conscious, or to have 
subjective experiences. Eighteenth century philosophers used the concept 
to distinguish the ability to think ("reason") from the ability to feel 
("sentience"). In modern western philosophy, sentience is the ability to have 
sensations or experiences.

Sapience according to wikipedia:
Sapience is often defined as wisdom, or the ability of an organism or entity 
to act with appropriate judgment, a mental faculty which is a component of 
intelligence or alternatively may be considered an additional faculty, apart 
from intelligence, with its own properties.

OK so this is not a scientific idea. It's an old idea based on looking at animals 
and watching what they do, and guessing they are like humans in some ways 
not others. Why should we accept it and apply it to various animals (which?)?

Ok if we take this stance, then why do we have Animal rights laws for dogs?

There are lots of bad laws. People make mistakes.

Where do these "feelings", distinct from thinking/ideas/reason, fit into BoI's 
conception of how minds work?

Don't know. What chapter?

Take a look at the choices chapter, and take into account BoI's epistemology.

Note that non-scientific animal watching is not very effective or reliable. In BoI, 
Deutsch presents research about apes which is not obvious to a casual 
observer, yet which offers more insight.

Can't wait to read it. What chapter? I did a search in the book for
apes and I browsed the chapter titles but to no avail.

Chapter 16 and check the bibliography for the paper.



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The physical vs meta-physical spaces (was: Fallibility)
Date: March 14, 2012 at 3:16 PM

On Jan 6, 2012, at 4:15 AM, Rami Rustom wrote:

On Jan 2, 2:52 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 12:26 PM, Rami Rustom wrote:

On Jan 2, 1:48 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 11:06 AM, Rami Rustom wrote:

On Jan 2, 11:48 am, Elliot Temple <c...@curi.us> wrote:
On Jan 2, 2012, at 8:26 AM, Rami Rustom wrote:

Objectivetruth(T) is absolutetruth, i.e. there is not error.

Conjectural knowledge (K) is not absolute because it contains error

May contain error. Or not. (In practice, it reliably does contain error.)

(∆EK) as compared toobjectivetruth. So...
* K <> T
* K = T +- ∆EK
* ∆EK > 0

It would help to define your terms and symbols.

(Also non-standard symbols like triangles may not show up for all readers 
with other fonts and software. Please stick to standard characters.)

I figure delta means change and <> is supposed to mean not equal, and 
E is error. Those I could guess but maybe other people wouldn't.

But then we read stuff like "change in error multiplied by knowledge"? 
what's that?

Maybe EK is supposed to mean more like E subscript K, that is the error 
for K? it's hard to tell.



it'd be improved by an english explanation of what it's supposed to mean, 
how it works, what the conclusion is, etc

Also the basic assumption that our conjectural knowledge is never 
theobjectivetruthis incorrect. There is nothing to prevent some of our 
guesses from being true (T). That can happen.

Some (or is it all?) mathematics is *knowledge* that are *objective
truths*.

No, all our ideas aboutmathare conjectural and fallible.

So that means that there is no error in these mathematics.

Definitely not.

Consider, as one of the issues, the argument from FoR that 
mathematicians use *physical processes* (e.g. they work out 
somemathusing paper and pen, not to mention their brains) and whether 
they have the mathematical conclusion right therefore depends on their 
understanding of physics (because if they misunderstand the physical 
properties of these tools, it invalidates their mathematical conclusions 
they reached using the tools).

Ok starting over then...

Conjectural knowledge (K) is not absolute because it may contain error
(EK) as compared toobjectivetruth. So...
* T isobjectivetruth
* K is conjectural knowledge
* K <> T             <> means *not equal to*
* K = T +- EK     K equals T plus or minus the error

You conceive of error as an amount and positive or negative? That assumes 
that error can be in two directions from thetruth. Actually it can be in many.

* EK > 0             EK (maybe) greater than 0



I don't understand that maybe.

It just saying that error exists in K.

Some mathematics and some philosophies are knowledge that are
*objectivetruths*, i.e. there is no error. Lets call this *absolute
knowledge*.

Are there any mathematics that areobjectivetruths?

There are, notionally, mathematical propositions which are objectively true. 
Also false ones. We only learn (aboutmathor anything else) by fallible, 
conjectural processes and we can't tell, infallibly, which ideas are which 
(true, false).

Ok this might be a dumb question but what about 0 = 0? I know this
sounds funny but in Linear Algebra we spent a day proving that 0 = 0
(but it wasn't in the real number space). It confused the crap out of
me. Is something like this an absolute knowledge?

How do you know if 0 = 0?

Presumably you do some process of checking what is on the left, what is on 
the right, and comparing.

How do you do that process? Well, you use physical tools such as pen and 
paper, or a computer screen.

A few days ago I read BoI chapter 5 titled _The Reality of
Abstractions_ which helped me figure out what happened in this thread.
But I didn't write anything until I ran across a thread titled _The
"Influences" Model_ which lead me to jumping to BoI chapter 13 titled
_Choices_. I skimmed until I read the part about that math is
fallible; which is what you have said in this thread.

In your explanation above, you've discussed both the physical and the
meta-physical spaces but I only meant to refer to the meta-physical
space. So as an example:



There is the pure abstraction about 1 + 1 = 2, and I think its
accurate to call this meta-physical, and then there is the physical
idea of 1 hole + 1 hole = 2 holes. I conjecture that the meta-physical
one is objective truth. And that the physical one is not; and an
example of how the physical can be false is if the holes are next to
each other thus making only 1 big hole. Hence 1 + 1 = 2 in the
physical space is fallible while 1 + 1 = 2 in the meta-physical space
is infallible.

I disagree.

Your understanding of the abstract space exists physically, and was created by 
fallible physical processes.

You have no knowledge of infallibility or infallible knowledge, period.

You have no abstract access to any abstract space.

See also the math chapter in The Fabric of Reality by DD.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals (was: The Danger of 
Industrialized Food (was: Vegetables and Children))
Date: March 15, 2012 at 7:50 AM

On Mar 14, 3:09 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 3:48 PM, Rami Rustom wrote:

On Jan 6, 5:21 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 3:08 PM, Rami Rustom wrote:

On Jan 6, 5:00 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 2:55 PM, Rami Rustom wrote:

On Jan 6, 12:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:45 AM, Rami Rustom wrote:

On Jan 6, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

If human possessions such as books and chairs should be protected, 
why wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be persuaded 
and make choices (in language you might not like, only persons have 
free will). Things without persuasion or choices, such as books, 
rocks, houses, etc, only have moral status via humans, but not on 
their own.

So how do I reconcile the idea that dog's rights are being protected
but cow's rights aren't. Or is this premise wrong?

You can't go brand, take or kill cows owned by farmers! Farmers' 
property is protected too.

Ok I'll rephrase. Consider all non-human sentient organisms.

What do you mean by "sentient"? Are there any non-human sentient 
organisms? Why do you think so? What attributes are you trying to say 
these organisms have?



As I understand it, humans exhibit sentience and sapience. Non-humans
exhibit only sentience.

Sentience according to wikipedia:
Sentience is the ability to feel, perceive or be conscious, or to have 
subjective experiences. Eighteenth century philosophers used the concept 
to distinguish the ability to think ("reason") from the ability to feel 
("sentience"). In modern western philosophy, sentience is the ability to 
have sensations or experiences.

Sapience according to wikipedia:
Sapience is often defined as wisdom, or the ability of an organism or entity 
to act with appropriate judgment, a mental faculty which is a component of 
intelligence or alternatively may be considered an additional faculty, apart 
from intelligence, with its own properties.

OK so this is not a scientific idea. It's an old idea based on looking at animals 
and watching what they do, and guessing they are like humans in some ways 
not others. Why should we accept it and apply it to various animals (which?)?

Ok if we take this stance, then why do we have Animal rights laws for dogs?

There are lots of bad laws. People make mistakes.

I’m not sure what Rami meant by “Animal rights laws.”  Although
“animal rights” is a fashionable topic in some circles, animal law is
not based on the concept of animal rights.  Most animal law is based
either on the concept of animals as property or on the concept of
“animal welfare.”  Animal welfare laws are based on the idea that the
public has an interest in insuring that animals are not abused or
treated with cruelty.  Examples of such laws are the U.S. Animal
Welfare Act, which regulates the treatment of animals in research and
exhibition, and the federal and state statutes against dog fighting
under which Michael Vick was convicted.

Do you think such animal welfare statutes are “bad laws” or
“mistakes”?

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 12:04 PM

On Mar 15, 2012, at 4:50 AM, Steve Push wrote:

On Mar 14, 3:09 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 3:48 PM, Rami Rustom wrote:

On Jan 6, 5:21 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 3:08 PM, Rami Rustom wrote:

On Jan 6, 5:00 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 2:55 PM, Rami Rustom wrote:

On Jan 6, 12:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:45 AM, Rami Rustom wrote:

On Jan 6, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

If human possessions such as books and chairs should be 
protected, why wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be persuaded 
and make choices (in language you might not like, only persons 
have free will). Things without persuasion or choices, such as 
books, rocks, houses, etc, only have moral status via humans, but 
not on their own.

So how do I reconcile the idea that dog's rights are being protected
but cow's rights aren't. Or is this premise wrong?

You can't go brand, take or kill cows owned by farmers! Farmers' 
property is protected too.

Ok I'll rephrase. Consider all non-human sentient organisms.

What do you mean by "sentient"? Are there any non-human sentient 



organisms? Why do you think so? What attributes are you trying to say 
these organisms have?

As I understand it, humans exhibit sentience and sapience. Non-humans
exhibit only sentience.

Sentience according to wikipedia:
Sentience is the ability to feel, perceive or be conscious, or to have 
subjective experiences. Eighteenth century philosophers used the 
concept to distinguish the ability to think ("reason") from the ability to feel 
("sentience"). In modern western philosophy, sentience is the ability to 
have sensations or experiences.

Sapience according to wikipedia:
Sapience is often defined as wisdom, or the ability of an organism or 
entity to act with appropriate judgment, a mental faculty which is a 
component of intelligence or alternatively may be considered an 
additional faculty, apart from intelligence, with its own properties.

OK so this is not a scientific idea. It's an old idea based on looking at 
animals and watching what they do, and guessing they are like humans in 
some ways not others. Why should we accept it and apply it to various 
animals (which?)?

Ok if we take this stance, then why do we have Animal rights laws for dogs?

There are lots of bad laws. People make mistakes.

I’m not sure what Rami meant by “Animal rights laws.”  Although
“animal rights” is a fashionable topic in some circles, animal law is
not based on the concept of animal rights.  Most animal law is based
either on the concept of animals as property or on the concept of
“animal welfare.”  Animal welfare laws are based on the idea that the
public has an interest in insuring that animals are not abused or
treated with cruelty.  Examples of such laws are the U.S. Animal
Welfare Act, which regulates the treatment of animals in research and
exhibition, and the federal and state statutes against dog fighting
under which Michael Vick was convicted.



Laws related to animals *as property* are in defense of human property rights. So 
I count them as human rights laws, not animal rights laws.

Do you think such animal welfare statutes are “bad laws” or “mistakes”?

I don't know about all of them, but I think some are bad. E.g. I think animal 
research should be more free. Restrictions on human activity, human rights, and 
scientific research, for imaginary benefit to animals, are a mistake!

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 1:03 PM

On Mar 15, 12:04 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 4:50 AM, Steve Push wrote:

On Mar 14, 3:09 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 3:48 PM, Rami Rustom wrote:

On Jan 6, 5:21 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 3:08 PM, Rami Rustom wrote:

On Jan 6, 5:00 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 2:55 PM, Rami Rustom wrote:

On Jan 6, 12:59 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 6, 2012, at 10:45 AM, Rami Rustom wrote:

On Jan 6, 12:34 pm, Elliot Temple <c...@curi.us> wrote:

If human possessions such as books and chairs should be 
protected, why wouldn't that include pets too in the same way?

Morality is centered on persons because persons can be 
persuaded and make choices (in language you might not like, only 
persons have free will). Things without persuasion or choices, 
such as books, rocks, houses, etc, only have moral status via 
humans, but not on their own.

So how do I reconcile the idea that dog's rights are being protected
but cow's rights aren't. Or is this premise wrong?

You can't go brand, take or kill cows owned by farmers! Farmers' 
property is protected too.

Ok I'll rephrase. Consider all non-human sentient organisms.

What do you mean by "sentient"? Are there any non-human sentient 
organisms? Why do you think so? What attributes are you trying to say 



these organisms have?

As I understand it, humans exhibit sentience and sapience. Non-humans
exhibit only sentience.

Sentience according to wikipedia:
Sentience is the ability to feel, perceive or be conscious, or to have 
subjective experiences. Eighteenth century philosophers used the 
concept to distinguish the ability to think ("reason") from the ability to 
feel ("sentience"). In modern western philosophy, sentience is the ability 
to have sensations or experiences.

Sapience according to wikipedia:
Sapience is often defined as wisdom, or the ability of an organism or 
entity to act with appropriate judgment, a mental faculty which is a 
component of intelligence or alternatively may be considered an 
additional faculty, apart from intelligence, with its own properties.

OK so this is not a scientific idea. It's an old idea based on looking at 
animals and watching what they do, and guessing they are like humans in 
some ways not others. Why should we accept it and apply it to various 
animals (which?)?

Ok if we take this stance, then why do we have Animal rights laws for dogs?

There are lots of bad laws. People make mistakes.

I’m not sure what Rami meant by “Animal rights laws.”  Although
“animal rights” is a fashionable topic in some circles, animal law is
not based on the concept of animal rights.  Most animal law is based
either on the concept of animals as property or on the concept of
“animal welfare.”  Animal welfare laws are based on the idea that the
public has an interest in insuring that animals are not abused or
treated with cruelty.  Examples of such laws are the U.S. Animal
Welfare Act, which regulates the treatment of animals in research and
exhibition, and the federal and state statutes against dog fighting
under which Michael Vick was convicted.

Laws related to animals *as property* are in defense of human property rights. 



So I count them as human rights laws, not animal rights laws.

Do you think such animal welfare statutes are “bad laws” or “mistakes”?

I don't know about all of them, but I think some are bad. E.g. I think animal 
research should be more free. Restrictions on human activity, human rights, and 
scientific research, for imaginary benefit to animals, are a mistake!

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Which of the following benefits would you classify as real and which
imaginary?

Adequate food and water.

Veterinary care.

Use of anesthesia during operations and analgesics during recovery.

Adequate space to avoid stereotypic behaviors (e.g., excessive
pacing).

Provision of environmental enrichment needed for expression of
instinctive behaviors (e.g., nesting materials).

For social species, opportunities to interact with humans and/or
conspecifics.

Freedom from use in blood sports.

Freedom from torture.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 1:13 PM

On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values (morally). Getting 
one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot have benefits.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Natural Kinds
Date: March 15, 2012 at 1:42 PM

On Sun, Mar 11, 2012 at 6:34 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 11 Mar 2012, at 04:37, Steve Push wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.  It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.

The terminology may differ, but I think the Popperian and the non-
Popperian come to the same conclusion for essentially the same reason.

The Popperian is not trying to justify his ideas either by proving them or by 
making them more probable (justificationism), because there is no explanation 
of how to do either of those things that makes any sense. Quine was interested 
in doing those things, so he had a substantive disagreement with Popper.

In his contribution to "The Philosophy of Karl Popper", Part I, edited by Paul 
Arthur Schilpp, Quine points out Hempel's paradox, which is that the statement 
"All ravens are black" is supposedly supported by any observation of any non-
black non-raven. This just means that instances that agree with a theory are 
easy to find and not much use in criticism. On p.219, Quine then writes that 



"Hempel's paradox thus plagues only supporting evidence for 'All ravens are 
black.' I think, by the way, that even in this domain it can be answered." This 
means he is interested in answering it for "confirming evidence", which means 
that he is, in substance, a justificationist. He then starts writing about 
projectibility and Goodman and saying that natural kinds are projectible because 
our species survived by using those natural kinds.

This is, in the first place, all totally irrelevant. Justificationism doesn't make 
sense. It always involves starting with material that is conjectural and everything 
that is built on top of that involves more conjectures, so all justificationist 
arguments are just a giant pile of conjectures. Natural kinds doesn't do anything 
to help with this problem. The fact that our species survived by using certain 
natural kinds in the past implies nothing about their serviceability in the future.

I agree with the main point. But "the future" is vague. The relevant
and more specific thing is *different contexts*. The future is an
instance of a different context (aka situation or problem situation),
but isn't always different in the relevant/important ways, while other
context shifts can matter too.



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 2:07 PM

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values (morally). Getting 
one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot have benefits.

Combining the above statement with your earlier statement, it appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

-- Steve

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 2:15 PM

On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values (morally). Getting 
one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot have 
benefits.

Combining the above statement with your earlier statement, it appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I disagree with the 
idea that repealing a law against X has anything to do with X being moral 
behavior.

What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.

So for example, following a vegan diet is arguably a bad way to live -- immoral -- 



but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave people alone 
with their freedom, instead of using laws to meddle and control.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 2:50 PM

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values (morally). 
Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot have 
benefits.

Combining the above statement with your earlier statement, it appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I disagree with 
the idea that repealing a law against X has anything to do with X being moral 
behavior.

What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.

So for example, following a vegan diet is arguably a bad way to live -- immoral -- 
but should be legal.



Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave people alone 
with their freedom, instead of using laws to meddle and control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 2:55 PM

On Mar 15, 2012, at 11:50 AM, Steve Push wrote:

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values (morally). 
Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot have 
benefits.

Combining the above statement with your earlier statement, it appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I disagree with 
the idea that repealing a law against X has anything to do with X being moral 
behavior.

What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.



So for example, following a vegan diet is arguably a bad way to live -- immoral 
-- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave people alone 
with their freedom, instead of using laws to meddle and control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your conclusions.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 3:03 PM

On Mar 15, 2:55 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:50 AM, Steve Push wrote:

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values (morally). 
Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot have 
benefits.

Combining the above statement with your earlier statement, it appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I disagree with 
the idea that repealing a law against X has anything to do with X being moral 
behavior.

What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.



So for example, following a vegan diet is arguably a bad way to live -- 
immoral -- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave people alone 
with their freedom, instead of using laws to meddle and control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your conclusions.

Okay.  Do you believe that the sport of dog-fighting is immoral but
should be legal?

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 3:06 PM

On Mar 15, 2012, at 12:03 PM, Steve Push wrote:

On Mar 15, 2:55 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:50 AM, Steve Push wrote:

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values (morally). 
Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot have 
benefits.

Combining the above statement with your earlier statement, it appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I disagree 
with the idea that repealing a law against X has anything to do with X being 
moral behavior.



What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.

So for example, following a vegan diet is arguably a bad way to live -- 
immoral -- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave people 
alone with their freedom, instead of using laws to meddle and control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your conclusions.

Okay.  Do you believe that the sport of dog-fighting is immoral but
should be legal?

This question is a trap. It's not an example chosen for neutrality and ease of 
discussion of the philosophical issues. It's chosen for propaganda reasons and 
will distract from the philosophical issues.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 3:59 PM

On Mar 15, 3:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 12:03 PM, Steve Push wrote:

On Mar 15, 2:55 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:50 AM, Steve Push wrote:

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values (morally). 
Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot have 
benefits.

Combining the above statement with your earlier statement, it appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I disagree 
with the idea that repealing a law against X has anything to do with X 
being moral behavior.

What is legal should be a much broader category than what is moral.



Moral = good lifestyles. Legal = lifestyles that we can tolerate.

So for example, following a vegan diet is arguably a bad way to live -- 
immoral -- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave people 
alone with their freedom, instead of using laws to meddle and control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your conclusions.

Okay.  Do you believe that the sport of dog-fighting is immoral but
should be legal?

This question is a trap. It's not an example chosen for neutrality and ease of 
discussion of the philosophical issues. It's chosen for propaganda reasons and 
will distract from the philosophical issues.

It's not a trap.  You have said that animal protection laws are
mistaken.  You have further suggested that some immoral behaviors
should be legal.  I'm trying to determine precisely what you mean.

Perhaps you could identify some specific animal protection laws you
believe are mistaken.

And/or perhaps you could describe some uses of animals you believe are
immoral but ought to be legal.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Learning; Morality of Animals
Date: March 15, 2012 at 4:08 PM

On Mar 15, 2012, at 12:59 PM, Steve Push wrote:

On Mar 15, 3:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 12:03 PM, Steve Push wrote:

On Mar 15, 2:55 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:50 AM, Steve Push wrote:

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values (morally). 
Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot have 
benefits.

Combining the above statement with your earlier statement, it appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I disagree 



with the idea that repealing a law against X has anything to do with X 
being moral behavior.

What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.

So for example, following a vegan diet is arguably a bad way to live -- 
immoral -- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave people 
alone with their freedom, instead of using laws to meddle and control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your 
conclusions.

Okay.  Do you believe that the sport of dog-fighting is immoral but
should be legal?

This question is a trap. It's not an example chosen for neutrality and ease of 
discussion of the philosophical issues. It's chosen for propaganda reasons and 
will distract from the philosophical issues.

It's not a trap.  You have said that animal protection laws are
mistaken.  You have further suggested that some immoral behaviors
should be legal.  I'm trying to determine precisely what you mean.

Perhaps you could identify some specific animal protection laws you
believe are mistaken.

And/or perhaps you could describe some uses of animals you believe are
immoral but ought to be legal.



I gave philosophical reasons, e.g. about how animals cannot benefit due to the 
nature of benefit. Do you agree with them? I don't see much point in discussing 
the consequences in detail when you have yet to discuss the ideas themselves. 
Let's focus on the philosophy first.

I'd also like to add that all changes to the law should be made by persuading 
people, not directly. Once people learn better ideas, they can then win votes by a 
landslide and then it's good to change the laws. The process of persuading 
people is truth seeking. It's impossible to predict what new knowledge will be 
created in the process and its consequences for what laws we'll choose in the 
future.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 8:16 PM

On Mar 15, 4:08 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 12:59 PM, Steve Push wrote:

On Mar 15, 3:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 12:03 PM, Steve Push wrote:

On Mar 15, 2:55 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:50 AM, Steve Push wrote:

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values 
(morally). Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot 
have benefits.

Combining the above statement with your earlier statement, it appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I 
disagree with the idea that repealing a law against X has anything to do 



with X being moral behavior.

What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.

So for example, following a vegan diet is arguably a bad way to live -- 
immoral -- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave people 
alone with their freedom, instead of using laws to meddle and control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your 
conclusions.

Okay.  Do you believe that the sport of dog-fighting is immoral but
should be legal?

This question is a trap. It's not an example chosen for neutrality and ease of 
discussion of the philosophical issues. It's chosen for propaganda reasons 
and will distract from the philosophical issues.

It's not a trap.  You have said that animal protection laws are
mistaken.  You have further suggested that some immoral behaviors
should be legal.  I'm trying to determine precisely what you mean.

Perhaps you could identify some specific animal protection laws you
believe are mistaken.

And/or perhaps you could describe some uses of animals you believe are
immoral but ought to be legal.

I gave philosophical reasons, e.g. about how animals cannot benefit due to the 



nature of benefit. Do you agree with them? I don't see much point in discussing 
the consequences in detail when you have yet to discuss the ideas themselves. 
Let's focus on the philosophy first.

If you look back to January in this thread you will see that I
discussed the ideas at some length.

You have said that animals have no preferences and thus “cannot have
benefits.”  Your premise is false.  A search of Google Scholar for the
term “animal preference” turns up 1,560 articles.  There may questions
about what specific preferences animals have, but there is a broad
consensus that they have preferences.

Animals not only have preferences.  They have interests that, in my
opinion, we are morally obliged to respect.

And I believe that discussing consequences is a good way to examine
ideas, especially ethical ideas.

I'd also like to add that all changes to the law should be made by persuading 
people, not directly. Once people learn better ideas, they can then win votes by 
a landslide and then it's good to change the laws. The process of persuading 
people is truth seeking. It's impossible to predict what new knowledge will be 
created in the process and its consequences for what laws we'll choose in the 
future.

I share your respect for the value of persuasion.  And I think most
people are persuaded by the idea that the public has an interest in
protecting animals from abuse.  That’s why we have animal welfare
laws.

I don’t think you’ve provide a compelling argument to support your
statement that these laws are mistaken.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 8:55 PM

On Mar 15, 8:16 pm, Steve Push <stephen.p...@gmail.com> wrote:
On Mar 15, 4:08 pm, Elliot Temple <c...@curi.us> wrote:

On Mar 15, 2012, at 12:59 PM, Steve Push wrote:

On Mar 15, 3:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 12:03 PM, Steve Push wrote:

On Mar 15, 2:55 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:50 AM, Steve Push wrote:

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept 
some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values 
(morally). Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot 
have benefits.

Combining the above statement with your earlier statement, it 
appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-



fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I 
disagree with the idea that repealing a law against X has anything to 
do with X being moral behavior.

What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.

So for example, following a vegan diet is arguably a bad way to live -- 
immoral -- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave 
people alone with their freedom, instead of using laws to meddle and 
control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your 
conclusions.

Okay.  Do you believe that the sport of dog-fighting is immoral but
should be legal?

This question is a trap. It's not an example chosen for neutrality and ease of 
discussion of the philosophical issues. It's chosen for propaganda reasons 
and will distract from the philosophical issues.

It's not a trap.  You have said that animal protection laws are
mistaken.  You have further suggested that some immoral behaviors
should be legal.  I'm trying to determine precisely what you mean.

Perhaps you could identify some specific animal protection laws you
believe are mistaken.



And/or perhaps you could describe some uses of animals you believe are
immoral but ought to be legal.

I gave philosophical reasons, e.g. about how animals cannot benefit due to the 
nature of benefit. Do you agree with them? I don't see much point in discussing 
the consequences in detail when you have yet to discuss the ideas 
themselves. Let's focus on the philosophy first.

If you look back to January in this thread you will see that I
discussed the ideas at some length.

You have said that animals have no preferences and thus “cannot have
benefits.”  Your premise is false.  A search of Google Scholar for the
term “animal preference” turns up 1,560 articles.  There may questions
about what specific preferences animals have, but there is a broad
consensus that they have preferences.

Animals not only have preferences.  They have interests that, in my
opinion, we are morally obliged to respect.

And I believe that discussing consequences is a good way to examine
ideas, especially ethical ideas.

I'd also like to add that all changes to the law should be made by persuading 
people, not directly. Once people learn better ideas, they can then win votes by 
a landslide and then it's good to change the laws. The process of persuading 
people is truth seeking. It's impossible to predict what new knowledge will be 
created in the process and its consequences for what laws we'll choose in the 
future.

I share your respect for the value of persuasion.  And I think most
people are persuaded by the idea that the public has an interest in
protecting animals from abuse.  That’s why we have animal welfare
laws.

I don’t think you’ve provide a compelling argument to support your
statement that these laws are mistaken.

P.S.:  The article at the following link shows how studies of animal



preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

-- Steve

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 15, 2012 at 11:00 PM

On 16 Mar 2012, at 13:16, Steve Push wrote:

On Mar 15, 4:08 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 12:59 PM, Steve Push wrote:

On Mar 15, 3:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 12:03 PM, Steve Push wrote:

On Mar 15, 2:55 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:50 AM, Steve Push wrote:

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept 
some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values 
(morally). Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot 
have benefits.

Combining the above statement with your earlier statement, it 
appears
that your believe concern for the welfare of animals cannot justify



any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I 
disagree with the idea that repealing a law against X has anything to 
do with X being moral behavior.

What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.

So for example, following a vegan diet is arguably a bad way to live -- 
immoral -- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave 
people alone with their freedom, instead of using laws to meddle and 
control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your 
conclusions.

Okay.  Do you believe that the sport of dog-fighting is immoral but
should be legal?

This question is a trap. It's not an example chosen for neutrality and ease of 
discussion of the philosophical issues. It's chosen for propaganda reasons 
and will distract from the philosophical issues.

It's not a trap.  You have said that animal protection laws are
mistaken.  You have further suggested that some immoral behaviors
should be legal.  I'm trying to determine precisely what you mean.



Perhaps you could identify some specific animal protection laws you
believe are mistaken.

And/or perhaps you could describe some uses of animals you believe are
immoral but ought to be legal.

I gave philosophical reasons, e.g. about how animals cannot benefit due to the 
nature of benefit. Do you agree with them? I don't see much point in discussing 
the consequences in detail when you have yet to discuss the ideas 
themselves. Let's focus on the philosophy first.

If you look back to January in this thread you will see that I
discussed the ideas at some length.

You have said that animals have no preferences and thus “cannot have
benefits.”  Your premise is false.

A search of Google Scholar for the
term “animal preference” turns up 1,560 articles.  There may questions
about what specific preferences animals have, but there is a broad
consensus that they have preferences.

You are saying that Elliot is wrong because he disagrees with the consensus. If 
everybody agreed with the consensus how could progress happen? You are just 
looking for authority.

Also, I'm guessing you would turn up a great deal of anthropomorphism and 
scientism in those articles. Did you check?

In order to do good research in this area, you need to know good philosophy and 
you need to know about things like universal explainers and the connections 
between epistemology and morality. In short, you need to know the BoI 
worldview. But that kind of knowledge is rare at present and I wonder how many 
of the 1560 articles discuss it specifically?

If any of the articles actually stands up to critical scrutiny, I'm guessing it will be in 
agreement with Elliot's position. Do you have an article that you think withstands 
critical scrutiny and that disagrees with his position?

-- Brian Scurfield



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 16, 2012 at 12:18 AM

On Mar 15, 11:00 pm, Brian Scurfield <briankscurfi...@gmail.com>
wrote:

On 16 Mar 2012, at 13:16, Steve Push wrote:

On Mar 15, 4:08 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 12:59 PM, Steve Push wrote:

On Mar 15, 3:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 12:03 PM, Steve Push wrote:

On Mar 15, 2:55 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:50 AM, Steve Push wrote:

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept 
some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values 
(morally). Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot 
have benefits.

Combining the above statement with your earlier statement, it 
appears
that your believe concern for the welfare of animals cannot justify



any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I 
disagree with the idea that repealing a law against X has anything to 
do with X being moral behavior.

What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.

So for example, following a vegan diet is arguably a bad way to live -- 
immoral -- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave 
people alone with their freedom, instead of using laws to meddle and 
control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your 
conclusions.

Okay.  Do you believe that the sport of dog-fighting is immoral but
should be legal?

This question is a trap. It's not an example chosen for neutrality and ease 
of discussion of the philosophical issues. It's chosen for propaganda 
reasons and will distract from the philosophical issues.

It's not a trap.  You have said that animal protection laws are
mistaken.  You have further suggested that some immoral behaviors
should be legal.  I'm trying to determine precisely what you mean.



Perhaps you could identify some specific animal protection laws you
believe are mistaken.

And/or perhaps you could describe some uses of animals you believe are
immoral but ought to be legal.

I gave philosophical reasons, e.g. about how animals cannot benefit due to 
the nature of benefit. Do you agree with them? I don't see much point in 
discussing the consequences in detail when you have yet to discuss the 
ideas themselves. Let's focus on the philosophy first.

If you look back to January in this thread you will see that I
discussed the ideas at some length.

You have said that animals have no preferences and thus “cannot have
benefits.”  Your premise is false.

A search of Google Scholar for the
term “animal preference” turns up 1,560 articles.  There may questions
about what specific preferences animals have, but there is a broad
consensus that they have preferences.

You are saying that Elliot is wrong because he disagrees with the consensus. If 
everybody agreed with the consensus how could progress happen? You are just 
looking for authority.

The consensus might be wrong.  But in a choice between the unsupported
assertion that “animals have no preferences” and a whole field of
scientific research documenting such preferences, I find the
scientific research more convincing.

Also, I'm guessing you would turn up a great deal of anthropomorphism and 
scientism in those articles. Did you check?

I haven’t read all of them, of course, and I’m sure some studies are
better than others.  But what I have read in this field does not match
your negative characterization.

In order to do good research in this area, you need to know good philosophy 



and you need to know about things like universal explainers and the 
connections between epistemology and morality. In short, you need to know the 
BoI worldview. But that kind of knowledge is rare at present and I wonder how 
many of the 1560 articles discuss it specifically?

You are presupposing that the BoI worldview is correct, or at least
superior to other worldviews.  That is in dispute.  And why do you
believe citing scientific papers is an appeal to authority while
citing BoI is not?

If any of the articles actually stands up to critical scrutiny, I'm guessing it will be 
in agreement with Elliot's position. Do you have an article that you think 
withstands critical scrutiny and that disagrees with his position?

See the article by Marian Stamp Dawkins to which I provided a link in
my previous message.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] scholars can be so silly
Date: March 16, 2012 at 1:49 AM

In "Edmund Burke and Adam Smith - Pioneers in the Field of Law and 
Economics", Robert W. McGee brings up an interesting topic.

In the 1776 Annual Register was a very positive review of The Wealth of Nations. 
Perhaps Burke wrote it. And McGee also brings up some other ways Burke 
helped The Wealth of Nations be an influential success.

McGee has no arguments or information of his own to offer for reaching an 
answer about whether Burke wrote the review. He makes no contribution.

Instead, McGee provides two footnotes. One for the existence of speculation that 
Burke wrote it, and a second from someone who attributes the review to Burke "in 
no uncertain terms".

McGee also fails to provide any useful contextual information -- e.g. that Burke 
was the editor of the Annual Register at the time, or information about who else 
helped write it. Good scholarship would help the reader understand the situation 
so he could make some judgments himself, but McGee doesn't do that.

So I looked up the footnotes. The first one tells us that we can't be sure because, 
although Burke was the editor and wrote most of the content, he had an 
assistant. However since Burke was friends with Smith and interested in 
economics, he probably wrote it.

The second footnote simply asserts that Burke wrote it without discussion. It does 
this in passing and isn't intended to argue the point.

So one guy doesn't know but provides a good explanation that Burke did write it. 
He's cited on the side of maybe!

The other guy doesn't know either (or if he does, doesn't speak of it) but provides 
an assertion and no arguments. He's cited on the side of Burke definitely wrote it!

This is backwards! The first guy persuaded me that Burke wrote it, while the 



second guy wasn't persuasive at all.

McGee could have provided all the relevant information from both footnotes in 
two sentences (both of which would cover the first; the second had no relevant 
information). Instead he appealed to their authority, while misrepresenting them 
and while declining to think about the topic himself.

McGee could have omitted the second footnote entirely since it's worthless (for 
this purpose). It only has one relevant sentence, in passing, which says:

In the *Annual Register*, editor Burke reviewed [The Wealth of Nations]...

This isn't an argument! It's not trying to be one either. It doesn't discuss the topic. 
Yet it's cited as if it would advance the debate on the topic and have useful 
information, which it doesn't. McGee cites without judging what's any good or not, 
what's an argument or not!

McGee's first cite is a better source but his text regarding it is misleading! McGee, 
again, refuses to think. The source provides a good argument that Burke wrote it, 
while admitting we can't be certain. McGee calls it speculation and is less 
impressed than he was by the assertion-in-passing! McGee doesn't realize the 
message of his first source is that Burke did write it.

What's the point of citing stuff in place of thinking, when you don't understand 
what the cites even say?

Why are scholarly publication standards so low?

PS of course many similar mistakes, and worse, will exist in animal preferences 
literature. and cognitive biases literature. and anti-MWI physics literature. and 
non-Popperian epistemology papers. and so on.

PPS On a related note, a bunch of papers about Godwin have a fake quote in 
which Burke trashes Godwin. What's going on? Why are they so easily fooled? 
How come a fake quote can keep being cited and spread? First, they don't 



investigate it. They don't care to do much research or thinking. Second, they don't 
understand Burke or Godwin so it doesn't jump out at them as something to 
investigate.

If you look at the scholarship in whatever field you know the most about, and find 
it's atrocious, one of the things you should realize is: other fields aren't better. 
Just because you don't know enough about those other fields to point out the 
mistakes and gross inaccuracies and terrible arguments doesn't mean they aren't 
there.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: A philosophical argument by a 3 year 4 month old
Date: March 16, 2012 at 11:59 AM

On Thu, Dec 29, 2011 at 8:22 PM, Rami Rustom <ramir.wx@gmail.com> wrote:

On Dec 29, 9:47 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 29, 2011, at 2:04 PM, Rami Rustom wrote:

I saw my daughter playing on the stairs. So I said:

Me: You are playing on the stairs? But I thought you are only supposed to 
walk on the stairs.

Why?

Stairs should be used for human benefit, not for imposing arbitrary rules on 
humans.

Well there is the chance of falling down the stairs which happened
often until this rule. I created the rule before I learned TCS btw.
But lets say that I learned TCS before my girls were born. And they
fell down the stairs while doing something like running down the
stairs with balls or something. How do I persuade them not to do such
dangerous things on the stairs?

Why does it need to be a *rule* instead of a *suggestion*?

If it was *useful* it could be a voluntarily followed suggestion. If
someone doesn't follow it voluntarily then that means they don't think
it's a good idea.

Making it a rule is using power to impose it, instead of persuasion.
Power works just as well with good or bad ideas -- it's not truth
seeking -- while persuasion only works well with good ideas, which is
an advantage.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: A philosophical argument by a 3 year 4 month old
Date: March 16, 2012 at 12:25 PM

On Fri, Mar 16, 2012 at 10:59 AM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Thu, Dec 29, 2011 at 8:22 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Dec 29, 9:47 pm, Elliot Temple <c...@curi.us> wrote:

On Dec 29, 2011, at 2:04 PM, Rami Rustom wrote:

I saw my daughter playing on the stairs. So I said:

Me: You are playing on the stairs? But I thought you are only supposed to 
walk on the stairs.

Why?

Stairs should be used for human benefit, not for imposing arbitrary rules on 
humans.

Well there is the chance of falling down the stairs which happened
often until this rule. I created the rule before I learned TCS btw.
But lets say that I learned TCS before my girls were born. And they
fell down the stairs while doing something like running down the
stairs with balls or something. How do I persuade them not to do such
dangerous things on the stairs?

Why does it need to be a *rule* instead of a *suggestion*?

It doesn't.

In fact, rules are only any good if someone created [or adopted] them
voluntarily. I was applying the rules on other people without their
volition.

If it was *useful* it could be a voluntarily followed suggestion. If
someone doesn't follow it voluntarily then that means they don't think
it's a good idea.



Yes persuasion is the only effective way to help someone adopt a rule or idea.

Making it a rule is using power to impose it, instead of persuasion.
Power works just as well with good or bad ideas -- it's not truth
seeking -- while persuasion only works well with good ideas, which is
an advantage.

Also, by making it a rule, I wasn't explaining the logic behind it.
Actually I did explain the logic early on, but afterwards, I was only
explaining the rule assuming that they remembered the logic.

As an example, if my girls inadvertently spit in my face [because they
like the sound that their lips make], instead of making a rule that,
(A) "You aren't allowed to spit in people's faces," I say (B) "I don't
like it when you spit in my face."

Statement (B) explains my preference and that they are acting against
my preference. It explains the logic without communicating a rule. And
the child is expected to deduce the rule on her own.

Statement (A) communicates a rule, but without explaining the logic
for the rule.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 16, 2012 at 4:20 PM

On Thu, Mar 15, 2012 at 2:06 PM, Elliot Temple <curi@curi.us> wrote:
On Mar 15, 2012, at 12:03 PM, Steve Push wrote:

On Mar 15, 2:55 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:50 AM, Steve Push wrote:

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values (morally). 
Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot have 
benefits.

Combining the above statement with your earlier statement, it appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I disagree 
with the idea that repealing a law against X has anything to do with X 
being moral behavior.

What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.



So for example, following a vegan diet is arguably a bad way to live -- 
immoral -- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave people 
alone with their freedom, instead of using laws to meddle and control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your conclusions.

Okay.  Do you believe that the sport of dog-fighting is immoral but
should be legal?

This question is a trap. It's not an example chosen for neutrality and ease of 
discussion of the philosophical issues. It's chosen for propaganda reasons and 
will distract from the philosophical issues.

Is it moral to run a dog-fighting event?

Maybe a better way to word this is: Is it moral to put two dogs in a
cage with the intention of having them fight each other.

But wait, how do people *get* dogs to fight each other? Why do the
dogs fight? Why don't they just sit there? Are the people making the
dogs believe that they are enemies?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Liberal view for safety belt law
Date: March 16, 2012 at 5:07 PM

So not wearing safety belts in cars should be legal. Right?

What was the reasoning for making it illegal? Because the law saves
lives. But I'm pretty sure it has nothing to do with saving lives. Its
about the government saving money. And saving lives saves money
because our government pays for poor children that have lost their
parents. Right?

-- Rami

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 16, 2012 at 9:35 PM

On Mar 16, 4:20 pm, Rami Rustom <romb...@gmail.com> wrote:
On Thu, Mar 15, 2012 at 2:06 PM, Elliot Temple <c...@curi.us> wrote:

On Mar 15, 2012, at 12:03 PM, Steve Push wrote:
On Mar 15, 2:55 pm, Elliot Temple <c...@curi.us> wrote:

On Mar 15, 2012, at 11:50 AM, Steve Push wrote:
On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:

On Mar 15, 2012, at 11:07 AM, Steve Push wrote:
On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:

On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values (morally). 
Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot have 
benefits.

Combining the above statement with your earlier statement, it appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I disagree 
with the idea that repealing a law against X has anything to do with X 
being moral behavior.

What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.



So for example, following a vegan diet is arguably a bad way to live -- 
immoral -- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave people 
alone with their freedom, instead of using laws to meddle and control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your 
conclusions.

Okay.  Do you believe that the sport of dog-fighting is immoral but
should be legal?

This question is a trap. It's not an example chosen for neutrality and ease of 
discussion of the philosophical issues. It's chosen for propaganda reasons and 
will distract from the philosophical issues.

Is it moral to run a dog-fighting event?

Maybe a better way to word this is: Is it moral to put two dogs in a
cage with the intention of having them fight each other.

But wait, how do people *get* dogs to fight each other? Why do the
dogs fight? Why don't they just sit there? Are the people making the
dogs believe that they are enemies?

Fighting is rare in well-socialized dogs.  When fights occur, the
weaker dog often will flee or try to appease the stronger dog with
submissive posturing.

Trainers of fighting dogs not only neglect the dogs' socialization,
they also beat and antagonize the dogs to exaggerate aggressive
tendencies.  Dogs that are insufficiently aggressive are often
abandoned or killed.  When they are put into a pit or ring to fight,



the dogs are prevented from fleeing, and the fight doesn't end until
one of the dogs is killed or so severely injured that it can no longer
fight.

And to answer your initial question, the "sport" of dog-fighting is
immoral.  Countries in which it is illegal include the U.K., the U.S.,
Canada, and Australia.

-- Steve



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 17, 2012 at 12:44 PM

On Fri, Mar 9, 2012 at 3:42 PM, David <davidsteglet@gmail.com> wrote:

On Mar 10, 12:29 am, Richard Fine <richard.f...@gmail.com> wrote:

It's not meaningful to consider the behaviour of individual members of a
fungible group - you can only work with it in aggregate.

I disagree.
This is the fundamentals of physics. Sure we "lose track" and it's
impossible, even in principle, to tell them apart. But since they ARE
not the same atom, remember there are infinite ones, all just as real
as the other, not 1 that splits into infinite (old-DeWitt MWI).
Then there also HAS to be a fact whether a fungible atom is
interchangable with the other worlds...

This assume that fungible means no difference that we can, even in
principle, *measure or be aware of*.

Actually it means no differences, period. So the concept that there
are different fungible atoms, doing different stuff, perhaps in
different places, and we can't tell which is which yet each has its
own separate history and events, is false.

It's a misunderstanding of what fungibility is. And fungibility is
part of quantum physics. It may be counter intuitive but to deny it
makes one's views incompatible with experiment (unless the denials
never have any measurable consequences, in which case they are just
bad explanations).

Like the example Deutsch uses about gaining momentum on a bike and
then breaking. Sure it makes absolutely no difference which part of
the energy you exhaust. But in objective 100% reality, there is still
a fact about which energy you used!

That's exactly what Deutsch denied. Simply contradicting him, and



disbelieving that he said what he said, and not listening ... is not a
rational argument.

Another example from Deutsch is photons in a laser being fungible. If
you put one photon in it and took another one out, it would make no
sense asking "is it the same I put in?" because they are 100%
identical. Yet in fundamental reality there is indeed a fact of the
matter whether that photon is the same...

No, that's the point: there isn't.



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 17, 2012 at 1:31 PM

On Mar 17, 5:44 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

Actually it means no differences, period. So the concept that there
are different fungible atoms, doing different stuff, perhaps in
different places, and we can't tell which is which yet each has its
own separate history and events, is false.

nope, a particular atom is a atom, do you deny this fact?
Thats the point, eventhough they are fungible, they ARE not eachother,
otherwise they could never branch...

It's a misunderstanding of what fungibility is. And fungibility is
part of quantum physics. It may be counter intuitive but to deny it
makes one's views incompatible with experiment (unless the denials
never have any measurable consequences, in which case they are just
bad explanations).

Fungibility in terms of MWI is a very recent proposal by Deutsch,
which in no way have been proven, I think Deutsch too will admit this
openly.

Like the example Deutsch uses about gaining momentum on a bike and
then breaking. Sure it makes absolutely no difference which part of
the energy you exhaust. But in objective 100% reality, there is still
a fact about which energy you used!

That's exactly what Deutsch denied. Simply contradicting him, and
disbelieving that he said what he said, and not listening ... is not a
rational argument.

So... you don't know basic physics at all?
It's like saying flames are fungible, ofcourse a certain part of the



flame is the part it is eventhough we can't tell which part is which

Another example from Deutsch is photons in a laser being fungible. If
you put one photon in it and took another one out, it would make no
sense asking "is it the same I put in?" because they are 100%
identical. Yet in fundamental reality there is indeed a fact of the
matter whether that photon is the same...

No, that's the point: there isn't.

Might be the point, but reality says that there is.
Obviously if I put a photon in there, for it to be there it has to be
there, if you dont grasp this then I am done talking to you.
The fact is, we can't ever know which photon it is, but it's in there
and it did not magically transform into the others



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Re: Fungible vs Branching vs Diverging
Date: March 17, 2012 at 2:02 PM

On 17 Mar 2012, at 17:32, David <davidsteglet@gmail.com> wrote:

On Mar 17, 5:44 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

It's a misunderstanding of what fungibility is. And fungibility is
part of quantum physics. It may be counter intuitive but to deny it
makes one's views incompatible with experiment (unless the denials
never have any measurable consequences, in which case they are just
bad explanations).

Fungibility in terms of MWI is a very recent proposal by Deutsch,
which in no way have been proven, I think Deutsch too will admit this
openly.

Claiming that fungibility *is not how things work* is different to
claiming what fungibility *is*. The discussion so far has mostly been
focused on the latter. If you want to discuss the former instead, then
OK, but let's agree exactly what claim you're saying is false first.

Like the example Deutsch uses about gaining momentum on a bike and
then breaking. Sure it makes absolutely no difference which part of
the energy you exhaust. But in objective 100% reality, there is still
a fact about which energy you used!

That's exactly what Deutsch denied. Simply contradicting him, and
disbelieving that he said what he said, and not listening ... is not a
rational argument.

So... you don't know basic physics at all?
It's like saying flames are fungible, ofcourse a certain part of the
flame is the part it is eventhough we can't tell which part is which

It's not like that at all, because different parts of a flame *aren't*
fungible. You can't point at something that isn't fungible, declare it



to be fungible, and then try and use it as an example of how
fungibility doesn't work.

Another example from Deutsch is photons in a laser being fungible. If
you put one photon in it and took another one out, it would make no
sense asking "is it the same I put in?" because they are 100%
identical. Yet in fundamental reality there is indeed a fact of the
matter whether that photon is the same...

No, that's the point: there isn't.

Might be the point, but reality says that there is.

Citation needed. Can you please direct us to the relevant passage of
reality where it says that?

I don't think "reality" says any such thing. *You* say such a thing,
and other people say such a thing, but why are you right and David
Deutsch wrong?

- Richard

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Did Mendeleyev Induce the Periodic Table?
Date: March 17, 2012 at 2:07 PM

On Tue, Feb 28, 2012 at 9:57 PM, Steve Push <stephen.push@gmail.com> 
wrote:

A friend suggested that the discovery/invention of the periodic table
of the elements is a good example of induction in science.

Although other chemists had organized tables of the known elements
based on atomic weight in the 1860s, Dmitri Mendeleyev went further in
1871. Observing patterns in the properties of the known elements, he
made a few changes, such as reversing the positions of tellurium and
iodine in his table.  He also left spaces where he predicted that
unknown elements with certain properties belonged.  His vision was
vindicated when the predicted elements were discovered and when, early
in the 20th Century, investigation of the structure of the atomic
nucleus revealed that the properties of the elements are correlated
with atomic *number* -- which is a few rare cases, such as tellurium
and iodine, is slightly different from atomic weight.

So his decision to swap tellurium and iodine -- was that induction?

Why did he swap them? Did he guess it was atomic number, not weight,
which mattered? If so, how did he figure that out if not a speculative
conjecture? Or if he didn't know that, then what was his reasoning?
Did the swapped placement better fit his (conjectured) theoretical
conception of what kind of organization a periodic table should have?

I don't see how one could observe what the best ordering for the table is.

Similarly when he left blank spaces in the table those were being
reserved for unobserved entities, which were only known about by
speculative conjecture. Right?

So this looks to me like a good example of speculative conjecture in science.



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] The Respect Tradition (was: A philosophical argument by a 3 year 
4 month old)
Date: March 17, 2012 at 3:25 PM

On Mar 16, 2012 11:25 AM, "Rami Rustom" <rombomb@gmail.com> wrote:
On Fri, Mar 16, 2012 at 10:59 AM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Thu, Dec 29, 2011 at 8:22 PM, Rami Rustom <ramir.wx@gmail.com> 
wrote:

On Dec 29, 9:47 pm, Elliot Temple <c...@curi.us> wrote:
On Dec 29, 2011, at 2:04 PM, Rami Rustom wrote:

I saw my daughter playing on the stairs. So I said:

Me: You are playing on the stairs? But I thought you are only supposed to 
walk on the stairs.

Why?

Stairs should be used for human benefit, not for imposing arbitrary rules on 
humans.

Well there is the chance of falling down the stairs which happened
often until this rule. I created the rule before I learned TCS btw.
But lets say that I learned TCS before my girls were born. And they
fell down the stairs while doing something like running down the
stairs with balls or something. How do I persuade them not to do such
dangerous things on the stairs?

Why does it need to be a *rule* instead of a *suggestion*?

It doesn't.

In fact, rules are only any good if someone created [or adopted] them
voluntarily. I was applying the rules on other people without their
volition.



If it was *useful* it could be a voluntarily followed suggestion. If
someone doesn't follow it voluntarily then that means they don't think
it's a good idea.

Yes persuasion is the only effective way to help someone adopt a rule or idea.

Making it a rule is using power to impose it, instead of persuasion.
Power works just as well with good or bad ideas -- it's not truth
seeking -- while persuasion only works well with good ideas, which is
an advantage.

Also, by making it a rule, I wasn't explaining the logic behind it.
Actually I did explain the logic early on, but afterwards, I was only
explaining the rule assuming that they remembered the logic.

As an example, if my girls inadvertently spit in my face [because they
like the sound that their lips make], instead of making a rule that,
(A) "You aren't allowed to spit in people's faces," I say (B) "I don't
like it when you spit in my face."

Statement (B) explains my preference and that they are acting against
my preference. It explains the logic without communicating a rule. And
the child is expected to deduce the rule on her own.

Statement (A) communicates a rule, but without explaining the logic
for the rule.

On a related note, some parents misunderstand the reason that kids
spit in faces. They are following traditions about how kids are
supposed to respect adults and they think they are being disrespected
when a kid spits in their face.

But that is irrational. This logic assumes that the child knows the
respect tradition. A better explanation for their behavior is that
they like the sound their lips make when they close them and pass air
through them.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 18, 2012 at 1:58 AM

On Mar 17, 2:07 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Tue, Feb 28, 2012 at 9:57 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

A friend suggested that the discovery/invention of the periodic table
of the elements is a good example of induction in science.

Although other chemists had organized tables of the known elements
based on atomic weight in the 1860s, Dmitri Mendeleyev went further in
1871. Observing patterns in the properties of the known elements, he
made a few changes, such as reversing the positions of tellurium and
iodine in his table.  He also left spaces where he predicted that
unknown elements with certain properties belonged.  His vision was
vindicated when the predicted elements were discovered and when, early
in the 20th Century, investigation of the structure of the atomic
nucleus revealed that the properties of the elements are correlated
with atomic *number* -- which is a few rare cases, such as tellurium
and iodine, is slightly different from atomic weight.

So his decision to swap tellurium and iodine -- was that induction?

Why did he swap them? Did he guess it was atomic number, not weight,
which mattered? If so, how did he figure that out if not a speculative
conjecture?

Neither he nor anyone else had any conception of atomic number at the
time he developed his table.

Or if he didn't know that, then what was his reasoning?
Did the swapped placement better fit his (conjectured) theoretical
conception of what kind of organization a periodic table should have?

I don't see how one could observe what the best ordering for the table is.

He originally ordered it according to atomic weight in eight columns
of elements with similar properties.  But he violated the order by



atomic weight for tellurium and iodine because he noticed that doing
so would place them in columns that better matched their properties.

Similarly when he left blank spaces in the table those were being
reserved for unobserved entities, which were only known about by
speculative conjecture. Right?

They were hypothesized by interpolation from the sequence of
properties in the table.

So this looks to me like a good example of speculative conjecture in science.

It was speculative conjecture based in inductive inference from the
patterns in the table.

-- Steve

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Universality and specialized hardware
Date: March 18, 2012 at 9:58 AM

On 25 Feb 2012, at 17:44, Elliot Temple wrote:

On Feb 25, 2012, at 4:44 AM, Alan Forrester wrote:

On 25 Feb 2012, at 00:03, Elliot Temple wrote:

On Feb 24, 2012, at 3:52 PM, Alan Forrester wrote:

On 24 Feb 2012, at 19:19, Elliot Temple wrote:

On Feb 24, 2012, at 11:07 AM, Alan Forrester wrote:

On 24 Feb 2012, at 17:07, Elliot Temple wrote:

On Feb 24, 2012, at 12:57 AM, Alan Forrester wrote:

On 24 Feb 2012, at 01:21, Elliot Temple wrote:

On Feb 23, 2012, at 4:33 PM, Richard Fine wrote:

On 2/23/2012 9:24 PM, Elliot Temple wrote:
On Feb 23, 2012, at 1:17 PM, Richard Fine wrote:

My understanding of universality is: the brain is capable of 
computing anything that is computable.

However, this does not mean that all brains will compute all 
things in the same way, or that one brain will compute all things 



in the same general way.

If we know how to do particular things - like recognise faces, or 
classify objects into categories - then that knowledge must have 
a physical representation.

So, what, if anything, is wrong with the claim that while we *are* 
universal computers, we do still have specialised hardware (not 
necessarily fixed at/from birth) for performing particular tasks?

You forgot that we are universal knowledge creators.

Yes, OK. So we can create - or build a machine that creates - and 
then store - or create storage for - any idea. Combined with 
universal computation, we can create and process any abstract 
structure.

How does this impact the argument, though?

Because saying we have special knowledge creating brain regions is 
about the equivalent of saying dogs have special brain regions to 
provide extra *computational* features, like bubble sort.

But dogs do not have bubble sort hardware. Because their universal 
computation is an emergent property of simpler components and it 
would make no sense to have specialized bubble sort hardware.

Also there's no known method of creating *any* knowledge that isn't 
universal, which is different from computation where you at least 
*can* make non-universal bubble sort hardware but it's just silly (and 
it would involve all the components necessary for universality, 
internally, but just with no way to access them for arbitrary usage).

Creativity in humans creates explanatory knowledge and there are 
arguments in BoI that its knowledge creation ability is universal.

Biological evolution using DNA creates non-explanatory knowledge, so 
it seems plausible to suggest that it creates knowledge but has some 
lower level of universality.



What does it mean to say the knowledge of aerodynamics in a fly is 
"non-explanatory"? What's the important difference?

The fly doesn't understand any aerodynamics.

Books have explanatory knowledge (right?) but, not having minds, don't 
understand stuff anymore than flies do.

So I don't see the relevance.

It is often difficult to see the relevance of a sentence that has been taken out 
of the context of an argument of which it is a part.

Do books have explanatory knowledge?

Yes.

Does a fly's lack of understanding of aerodynamics -- due to not having a mind -
- in any way indicate what kind of knowledge its genes have about 
aerodynamics?

No.

Explanations are created to understand some aspect of how the world 
works, and are written down in forms that make it easy to criticise. The 
knowledge that it instantiates about how to fly isn't written down in a form 
that makes it easy to understand and criticise.

How do you know that?

Perhaps, if you knew how to read it, you would find it is easy to understand 
and criticise.

Why would it be clear or criticizable when there is no evolutionary selection 
pressure to do this directly? Because it may be a consequence of 
something else there is selection pressure for. Good design often has 
reach and will be useful in multiple ways.



There is selection pressure for genes to be short because otherwise they 
run into problems with copying errors. (See "Mendel's Demon" by Mark 
Ridley, aka "The Cooperative Gene".) My guess is that natural selection is 
very good at compression and is against easy criticisability whenever it 
conflicts with compressibility.

Do they ever conflict? When/why?

A good explanation is hard to vary so there isn't a lot of irrelevant stuff you can 
easily cut out or compress.

So, at least most of the time, they don't conflict?

And even, sometimes, gains in compressibility could make for better quality 
knowledge?

It would lead to knowledge that is better in some respects and worse in others. In 
particular it would lead to knowledge that's more difficult to improve.

A more specific example: it may be that high quality knowledge, by its 
nature, is (sometimes? often? the more high quality the more this 
happens?) clear and criticizable. So simply by creating high quality 
knowledge, biological evolution might create knowledge of the type you 
want. (And, btw, I don't see why we would call 
clear/criticizable/understandable knowledge "explanatory knowledge", that 
seems like a different issue to me.)

If a piece of knowledge does nothing to explain what features of the world 
make it useful, then it cannot reasonably be called clear.

Do you think that no Ruby (or Objective-C or whatever) code can be clear 
without comments (or comments in disguise e.g. by very lengthy variable or 
method names)?

I think it can usually be about as clear as an equation written down with no 
explanation of what it represents. If you already have a lot of background 
knowledge it might be clear, but not otherwise.



A book also isn't clear without a lot of background knowledge, but that doesn't 
stop a book from having explanatory knowledge.

Not being clear without background knowledge is therefore not sufficient 
grounds to say it's not explanatory knowledge.

Okay.

It may, as a result of creativity become part of some clear knowledge that 
includes an explanation of how the original piece of knowledge works, but 
that's a substantial modification of, and improvement of, the original 
knowledge.

The explanations in books require creativity to be understood. The 
application of creativity to understand things, which we always do to 
understand anything, doesn't have to constitute a substantial modification or 
improvement.

When you read a book you are reconstructing an explanation that is already in 
the book.

So, the requirements to have creativity and background knowledge for 
accessing book knowledge are irrelevant. Right?

Yes.

Knowledge in genes is tested by building machines for making more 
copies of those genes that have to work first time. Explanatory 
knowledge doesn't have to work first time. We can try it out in models and 
in critical discussion before trying to do stuff with it. If there is anything 
worth preserving about a piece of knowledge we can preserve it and 
keep working on it until it can be used to make things that work.

Also biological evolution created explanations via us. Why doesn't that 
count?

Biological evolution created the hardware on which the software for 
creating explanations was created. Virtually none of the resulting 
explanatory knowledge has ever been instantiated in genes and virtually 



none of it uses genes except in the sense of running on that hardware. 
And when we understand creativity it will not be necessary to run it on 
machines made of meat due to the universality of computation. It's a bit 
like saying Intel should get the credit for MacOS X.

No it's not like that. Genes wrote intelligence software which then created 
knowledge without any outside help from non-genes. Intel didn't write OS 
X.

Genes had help from non-genes in creating explanatory knowledge: 
memes.

Genes created the original memes so that isn't outside help. Intel didn't found 
Apple.

If there were no chips and no machine code, there would be no Apple. So Intel 
should get all the credit for everything Apple has done.

The analogy doesn't compare with the gene case because Apple brought some 
things to other people's chips which Intel didn't provide or create in the first 
place.

Apple didn't help Intel at all. Except that things don't actually work that way. 
Apple have created a load of knowledge that Intel doesn't have about how to 
write good applications that use the machine code on Intel's chips. Intel didn't 
create that knowledge.

Memetic knowledge isn't instantiated in genes, it isn't varied in genes, or 
selected in genes, and it isn't selected by the same criteria as genetic 
knowledge. Memetic knowledge is not created by biological evolution.

Memetic knowledge is created 100% by brains created by genes. Apple's 
knowledge of how to use computer chips was created in part by Woz's mind 
which Intel didn't create. So the cases are not parallel.

Okay. The cases aren't parallel.



Memetic isn't instantiated in genes, or selected in genes and it isn't selected by 
the same criteria.

Alan



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 18, 2012 at 12:54 PM

On Sat, Mar 17, 2012 at 10:58 PM, Steve Push <stephen.push@gmail.com> 
wrote:

It was speculative conjecture based in inductive inference from the
patterns in the table.

What does this mean? Could you explain the substance of what you're
saying without using the word "induction"?

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] speaking vs writing
Date: March 18, 2012 at 2:39 PM

http://paulgraham.com/speak.html

http://news.ycombinator.com/item?id=3720416

The philosopher William Godwin basically said: if you have any criticism of my 
work, or anything to say, write it down.

He thought public speaking relied too much on rhetoric and emotion, whereas 
with writing it was easier for a sober consideration of the truth to be the prevailing 
factor.

-- Elliot Temple
http://elliottemple.com/

-- 

http://paulgraham.com/speak.html
http://news.ycombinator.com/item?id=3720416
http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] speaking vs writing
Date: March 18, 2012 at 3:20 PM

On Sun, Mar 18, 2012 at 1:39 PM, Elliot Temple <curi@curi.us> wrote:
http://paulgraham.com/speak.html

http://news.ycombinator.com/item?id=3720416

The philosopher William Godwin basically said: if you have any criticism of my 
work, or anything to say, write it down.

He thought public speaking relied too much on rhetoric and emotion, whereas 
with writing it was easier for a sober consideration of the truth to be the 
prevailing factor.

Agreed. I've also observed this phenomenon. I'm no good at speaking on
the fly [not to a group nor even one person]. I inadvertently lose
attention on my audience because I'm deep in thought processing their
last statement [usually because I heard something very unexpected] or
I'm deep in thought creating my next statement. Apparently I do this
so much that it breaks the flow of conversation.

So before meetings, I plan the meeting with bullet points, each with
just a few words, just enough for me to recall my entire thought; so
each point is a thought I want to convey. My meetings go very well
when I do this. Before I implemented this technique, I wouldn't get
through to people; mainly because I would jump around too much and
lose them.

So when ever I would forget where I was in my list, then I would just
refresh my memory with the bullet points.

Usually I test out my talk on a guinea pig, like a manager. And if I
lose him, then I consider rewording phrases and adding bullet points.

Also, immediately after a meeting, I almost invariably come up with a
few thoughts that I want to convey that didn't materialize during the
meeting [because there was not enough time]. So I follow up the
meeting [usually within 30 minutes] with an email explaining the

http://paulgraham.com/speak.html
http://news.ycombinator.com/item?id=3720416


additional thoughts. Sometimes I also recap what the other people said
during the meeting so as to make it known that I hold people to what
they say.

So yes, for me and the people that want to work with me, the written
word is far more effective than the spoken word.

-- Rami

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 18, 2012 at 6:37 PM

On Mar 18, 12:54 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sat, Mar 17, 2012 at 10:58 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

It was speculative conjecture based in inductive inference from the
patterns in the table.

What does this mean? Could you explain the substance of what you're
saying without using the word "induction"?

Mendeleyev inferred the properties of the unknown elements from the
observed properties of their neighbors on the periodic table.  He also
inferred the positions of some elements on the table from how their
observed properties compared to those of their neighbors.

-- Steve



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] speaking vs writing
Date: March 18, 2012 at 8:07 PM

2012/3/18 Elliot Temple <curi@curi.us>

http://paulgraham.com/speak.html

http://news.ycombinator.com/item?id=3720416

The philosopher William Godwin basically said: if you have any
criticism of my work, or anything to say, write it down.

He thought public speaking relied too much on rhetoric and emotion,
whereas with writing it was easier for a sober consideration of the
truth to be the prevailing factor.

What do you think about learning from lectures vs. learning form books/text?

Do these considerations apply there as well?

-- 
Matjaž Leonardis

http://paulgraham.com/speak.html
http://news.ycombinator.com/item?id=3720416


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] speaking vs writing
Date: March 18, 2012 at 8:15 PM

On Mar 18, 2012 7:07 PM, "Matjaž Leonardis" <sidranoel.zajtam@gmail.com> 
wrote:

2012/3/18 Elliot Temple <curi@curi.us>

http://paulgraham.com/speak.html

http://news.ycombinator.com/item?id=3720416

The philosopher William Godwin basically said: if you have any
criticism of my work, or anything to say, write it down.

He thought public speaking relied too much on rhetoric and emotion,
whereas with writing it was easier for a sober consideration of the
truth to be the prevailing factor.

What do you think about learning from lectures vs. learning form books/text?

Do these considerations apply there as well?

Video lectures are similar to written work; but better because of the
visual aids.

Live lectures are a bit closer to public speaking; but better because
of the visual aids.

But Paul Graham, author of the first link above, said this about lectures:

... it was a revelation to me how much less ideas mattered in speaking than 
writing. I'm not talking here about academic talks, which are a different type of 
thing. While the audience at an academic talk might appreciate a joke, they will 
(or at least should be) making a conscious effort to see what new ideas you're 
presenting.

end quote

http://paulgraham.com/speak.html
http://news.ycombinator.com/item?id=3720416


-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] speaking vs writing
Date: March 19, 2012 at 12:45 AM

On Mar 18, 2012, at 5:07 PM, Matjaž Leonardis wrote:

2012/3/18 Elliot Temple <curi@curi.us>

http://paulgraham.com/speak.html

http://news.ycombinator.com/item?id=3720416

The philosopher William Godwin basically said: if you have any
criticism of my work, or anything to say, write it down.

He thought public speaking relied too much on rhetoric and emotion,
whereas with writing it was easier for a sober consideration of the
truth to be the prevailing factor.

What do you think about learning from lectures vs. learning form books/text?

Do these considerations apply there as well?

Educational lectures use rhetoric and emotion less than public speaking in 
general. Especially in video form. So those considerations apply less.

And the people doing them -- especially if it's for video -- will use prepared scripts 
more and focus on content more than rapport.

There are other problems though. Writing is still the best way to think about one's 
ideas. Making them fit for video is an extra obstacle.

And reading is the best format for learning. It has the best play/pause/skim/speed 
controls, by far. It most encourages stopping on a dime to consider stuff, 
rereading exact parts, rewinding exact amounts, looking at exact words used 
instead of getting the general idea.

http://paulgraham.com/speak.html
http://news.ycombinator.com/item?id=3720416


This is more important the harder the ideas are. The easier they are -- and the 
less it matters if you ignore half at random because the topic just isn't too 
important -- then the less precision and control matter.

Written works are also the best to quote and reply to specific statements.

Commentary in general works better in writing. For example with writing you can 
write notes in the margin, or the electronic equivalent where you attach them to 
specific points in the book. But who does 10 second video comments on a dozen 
parts of a 5minute video, attached to the exact places they are commenting on? 
That would be an inconvenient format.

Also regarding Rami's comments about visual aids: written works can have visual 
aids too. Including video visual aids where appropriate (iBooks now support this, 
as do all webpages and even emails via linking to youtube.) On the other hand, 
not all statements work well with visual aids. Trying to invent visual aids for every 
idea, so that your video is always using the visual part, is a mistake.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 19, 2012 at 1:17 PM

On Sun, Mar 18, 2012 at 3:37 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 18, 12:54 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sat, Mar 17, 2012 at 10:58 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

It was speculative conjecture based in inductive inference from the
patterns in the table.

What does this mean? Could you explain the substance of what you're
saying without using the word "induction"?

Mendeleyev inferred the properties of the unknown elements from the
observed properties of their neighbors on the periodic table.  He also
inferred the positions of some elements on the table from how their
observed properties compared to those of their neighbors.

The word "inferred" here is a synonym for "induced" and doesn't
clarify for me what's going on. They both refer to "inductive
inference" which is what I'd like clarified.

What does the inferring consist of? Can you explain how it works?

Also, when you say that he inferred X "from" Y, do you mean X was
figured out using *only* Y? If not, what do you mean by "from"?



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] big important principles/ideas
Date: March 19, 2012 at 6:45 PM

On Sun, Mar 11, 2012 at 3:41 PM, Richard Fine <richard.fine@gmail.com> wrote:
On 3/11/2012 7:41 PM, Elliot Temple wrote:

Examples:

All problems are soluble.

People make mistakes.

Reason and philosophy can guide us to improve on our mistakes.

Compromises hurt people and are not solutions to problems.

There are no conflicts of interest between rational people. We can all
win; no one need lose.

The important part of people is their ideas -- their mind. That is what
makes them human.

We can learn by guesses and criticism.

Learning is an active, not passive, process. We only learn when we try, we
can't just absorb knowledge like a sponge absorbs water.

What are more? What are all the really big ones related to epistemology,
conflict and solution, progress, morality, etc

How about these?

* It's better to make one change at a time to our ideas or habits, than big
sweeping revolutionary changes.
* We learn more from others by assuming that their position makes sense and
that we have misunderstood it, than by assuming that it does not make sense



and dismissing it.
* There is no way to guarantee that someone else holds exactly the same idea
as you.

Ok. How do I act upon this? Is it this?

Its good to clarify your counterpart's position by restating it to him
and getting confirmation from him.

* There are right and wrong things to want.
* There is a reason behind every want - not necessarily a rational,
carefully considered, good reason, but a reason none the less.
* We shouldn't feel bad about learning inconvenient truths; we are better
off because now we can do something about it.

...

All emotions result from ideas, and each person is solely responsible
for his own ideas; i.e. no other person can put ideas in his head.
Thus each person is solely responsible for his emotions.

The effort put forth to solve an ongoing problem is much less painful
than experiencing the problem forever forward.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Popper, Logic of Scientific Discovery, Section 18
Date: March 19, 2012 at 7:14 PM

On Fri, Feb 17, 2012 at 12:07 PM, Elliot Temple <curi@curi.us> wrote:
18 LEVELS OF UNIVERSALITY. THE MODUS TOLLENS

We may distinguish, within a theoretical system, statements belonging to 
various levels of universality. The statements on the highest level of universality 
are the axioms; statements on the lower levels can be

--------- next page ---------

deduced from them. Higher level empirical statements have always the 
character of hypotheses relative to the lower level statements deducible from 
them: they can be falsified by the falsification of these less uni- versal 
statements. But in any hypothetical deductive system, these less universal 
statements are themselves still strictly universal statements, in the sense here 
understood. Thus they too must have the character of hypotheses—a fact which 
has often been overlooked in the case of lower- level universal statements. 
Mach, for example, calls[1] Fourier’s theory of heat conduction a ‘model theory 
of physics’ for the curious reason that ‘this theory is founded not on a hypothesis 
but on an observable fact’. However, the ‘observable fact’ to which Mach refers 
is described by him by the statement. ‘ . . . the velocity of the levelling out of 
tempera- ture differences, provided these differences of temperature are small, 
is proportional to these differences themselves’—an all-statement whose 
hypothetical character should be sufficiently conspicuous.

I shall say even of some singular statements that they are hypo- thetical, seeing 
that conclusions may be derived from them (with the help of a theoretical 
system) such that the falsification of these conclusions may falsify the singular 
statements in question.

The falsifying mode of inference here referred to—the way in which the 
falsification of a conclusion entails the falsification of the system from which it is 
derived—is the modus tollens of classical logic. It may be described as follows:
[*1]

Let p be a conclusion of a system t of statements which may consist of theories 
and initial conditions (for the sake of simplicity I will not distinguish between 
them). We may then symbolize the relation of derivability (analytical implication) 



of p from t by ‘t → p’ which may

--------- footnotes ---------

1 Mach, Principien der Wärmelehre, 1896, p. 115.
*1 In connection with the present passage and two later passages (cf. notes *1 
to section 35 and *1 to section 36) in which I use the symbol ‘ → ’, I wish to say 
that when writing the book, I was still in a state of confusion about the distinction 
between a conditional statement (if-then-statement; sometimes called, 
somewhat misleadingly, ‘material implication’) and a statement about 
deducibility (or a statement asserting that some conditional statement is logically 
true, or analytic, or that its antecedent entails its consequent)—a distinction 
which I was taught to understand by Alfred Tarski, a few months after the 
publication of the book. The problem is not very relevant to the context of the 
book; but the confusion should be pointed out nevertheless. (These problems 
are discussed more fully, for example, in my paper in Mind, 56, 1947, pp. 193 ff.)

--------- next page ---------

be read: ‘p follows from t’. Assume p to be false, which we may write ‘p ’̄, to be 
read ‘not-p’. Given the relation of deducibility, t → p, and the assumption p ,̄ we 
can then infer t̄ (read ‘not-t’); that is, we regard t as falsified. If we denote the 
conjunction (simultaneous assertion) of two statements by putting a point 
between the symbols standing for them, we may also write the falsifying 
inference thus: ((t → p). p̄) → t̄, or in words: ‘If p is derivable from t, and if p is 
false, then t also is false’.

By means of this mode of inference we falsify the whole system (the theory as 
well as the initial conditions) which was required for the deduction of the 
statement p, i.e. of the falsified statement. Thus it cannot be asserted of any one 
statement of the system that it is, or is not, specifically upset by the falsification.

I'm confused by this whole paragraph and I think its because of this
one statement [above]. Can somebody rephrase it. Is he saying that the
falsification of p does not mean that t is falsified?

And so the point is that only part(s) of t is falsified? And that
somebody can change part(s) of t, thus creating a new theory called



t2; and then we criticize and test t2.

-- Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Popper, Logic of Scientific Discovery, Section 18
Date: March 19, 2012 at 8:00 PM

On 19 Mar 2012, at 23:14, Rami Rustom wrote:

On Fri, Feb 17, 2012 at 12:07 PM, Elliot Temple <curi@curi.us> wrote:
18 LEVELS OF UNIVERSALITY. THE MODUS TOLLENS

We may distinguish, within a theoretical system, statements belonging to 
various levels of universality. The statements on the highest level of 
universality are the axioms; statements on the lower levels can be

--------- next page ---------

deduced from them. Higher level empirical statements have always the 
character of hypotheses relative to the lower level statements deducible from 
them: they can be falsified by the falsification of these less uni- versal 
statements. But in any hypothetical deductive system, these less universal 
statements are themselves still strictly universal statements, in the sense here 
understood. Thus they too must have the character of hypotheses—a fact 
which has often been overlooked in the case of lower- level universal 
statements. Mach, for example, calls[1] Fourier’s theory of heat conduction a 
‘model theory of physics’ for the curious reason that ‘this theory is founded not 
on a hypothesis but on an observable fact’. However, the ‘observable fact’ to 
which Mach refers is described by him by the statement. ‘ . . . the velocity of 
the levelling out of tempera- ture differences, provided these differences of 
temperature are small, is proportional to these differences themselves’—an all-
statement whose hypothetical character should be sufficiently conspicuous.

I shall say even of some singular statements that they are hypo- thetical, 
seeing that conclusions may be derived from them (with the help of a 
theoretical system) such that the falsification of these conclusions may falsify 
the singular statements in question.

The falsifying mode of inference here referred to—the way in which the 
falsification of a conclusion entails the falsification of the system from which it 
is derived—is the modus tollens of classical logic. It may be described as 
follows:[*1]

Let p be a conclusion of a system t of statements which may consist of 



theories and initial conditions (for the sake of simplicity I will not distinguish 
between them). We may then symbolize the relation of derivability (analytical 
implication) of p from t by ‘t → p’ which may

--------- footnotes ---------

1 Mach, Principien der Wärmelehre, 1896, p. 115.
*1 In connection with the present passage and two later passages (cf. notes *1 
to section 35 and *1 to section 36) in which I use the symbol ‘ → ’, I wish to say 
that when writing the book, I was still in a state of confusion about the 
distinction between a conditional statement (if-then-statement; sometimes 
called, somewhat misleadingly, ‘material implication’) and a statement about 
deducibility (or a statement asserting that some conditional statement is 
logically true, or analytic, or that its antecedent entails its consequent)—a 
distinction which I was taught to understand by Alfred Tarski, a few months 
after the publication of the book. The problem is not very relevant to the 
context of the book; but the confusion should be pointed out nevertheless. 
(These problems are discussed more fully, for example, in my paper in Mind, 
56, 1947, pp. 193 ff.)

--------- next page ---------

be read: ‘p follows from t’. Assume p to be false, which we may write ‘p ’̄, to be 
read ‘not-p’. Given the relation of deducibility, t → p, and the assumption p ,̄ we 
can then infer t̄ (read ‘not-t’); that is, we regard t as falsified. If we denote the 
conjunction (simultaneous assertion) of two statements by putting a point 
between the symbols standing for them, we may also write the falsifying 
inference thus: ((t → p). p̄) → t̄, or in words: ‘If p is derivable from t, and if p is 
false, then t also is false’.

By means of this mode of inference we falsify the whole system (the theory as 
well as the initial conditions) which was required for the deduction of the 
statement p, i.e. of the falsified statement. Thus it cannot be asserted of any 
one statement of the system that it is, or is not, specifically upset by the 
falsification.

I'm confused by this whole paragraph and I think its because of this
one statement [above]. Can somebody rephrase it. Is he saying that the



falsification of p does not mean that t is falsified?

And so the point is that only part(s) of t is falsified? And that
somebody can change part(s) of t, thus creating a new theory called
t2; and then we criticize and test t2.

Let's suppose you predict the motion of a planet using a theory T and then look 
through a telescope to check your prediction and the prediction turns out to be 
false. Does this refute T? Not necessarily. You could have made a mistake when 
you calculated where the planet would be. You could have misunderstood the 
laws of optics when you built the telescope. You could have misunderstood how 
your eye works so when you put it up to the telescope you didn't see what was 
really there. And there are many other mistakes you could have made. So what 
you know is that you've made a mistake somewhere, but you don't know 
specifically where you've made the mistake. To solve that problem you have to 
come up with an explanation of the error and your efforts to do this will be fallible.

Alan



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 19, 2012 at 9:00 PM

On Fri, Mar 16, 2012 at 1:55 PM, Steve Push <stephen.push@gmail.com> wrote:

On Mar 15, 8:16 pm, Steve Push <stephen.p...@gmail.com> wrote:
On Mar 15, 4:08 pm, Elliot Temple <c...@curi.us> wrote:

On Mar 15, 2012, at 12:59 PM, Steve Push wrote:

On Mar 15, 3:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 12:03 PM, Steve Push wrote:

On Mar 15, 2:55 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:50 AM, Steve Push wrote:

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept 
some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values 
(morally). Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot 
have benefits.

Combining the above statement with your earlier statement, it 
appears



that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I 
disagree with the idea that repealing a law against X has anything to 
do with X being moral behavior.

What is legal should be a much broader category than what is moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.

So for example, following a vegan diet is arguably a bad way to live -- 
immoral -- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave 
people alone with their freedom, instead of using laws to meddle and 
control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your 
conclusions.

Okay.  Do you believe that the sport of dog-fighting is immoral but
should be legal?

This question is a trap. It's not an example chosen for neutrality and ease 
of discussion of the philosophical issues. It's chosen for propaganda 
reasons and will distract from the philosophical issues.

It's not a trap.  You have said that animal protection laws are
mistaken.  You have further suggested that some immoral behaviors
should be legal.  I'm trying to determine precisely what you mean.



Perhaps you could identify some specific animal protection laws you
believe are mistaken.

And/or perhaps you could describe some uses of animals you believe are
immoral but ought to be legal.

I gave philosophical reasons, e.g. about how animals cannot benefit due to 
the nature of benefit. Do you agree with them? I don't see much point in 
discussing the consequences in detail when you have yet to discuss the 
ideas themselves. Let's focus on the philosophy first.

If you look back to January in this thread you will see that I
discussed the ideas at some length.

You have said that animals have no preferences and thus “cannot have
benefits.”  Your premise is false.  A search of Google Scholar for the
term “animal preference” turns up 1,560 articles.  There may questions
about what specific preferences animals have, but there is a broad
consensus that they have preferences.

Animals not only have preferences.  They have interests that, in my
opinion, we are morally obliged to respect.

And I believe that discussing consequences is a good way to examine
ideas, especially ethical ideas.

I'd also like to add that all changes to the law should be made by persuading 
people, not directly. Once people learn better ideas, they can then win votes 
by a landslide and then it's good to change the laws. The process of 
persuading people is truth seeking. It's impossible to predict what new 
knowledge will be created in the process and its consequences for what laws 
we'll choose in the future.

I share your respect for the value of persuasion.  And I think most
people are persuaded by the idea that the public has an interest in
protecting animals from abuse.  That’s why we have animal welfare
laws.

I don’t think you’ve provide a compelling argument to support your



statement that these laws are mistaken.

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

You said you value persuasion but did you notice that Dawkins herself
does not value persuasion:

The animals' point of view cannot be considered in isolation from long-term 
health interests (any more than a child's view about going to the dentist can be).

Notice, also, that she minces words here despite her entreaty at the
beginning of the article to "[l]et us not mince words". She is saying
that it is OK to force children regardless of the child's preferences
but she dresses it up by saying it is doing what is in the child's
'interests" (and never refers to force).

Why does she not have high regard for children's suffering and
children's preferences? Part of the reason is that she thinks animals,
children, and adults lie on a continuum in terms of their ability to
create knowledge. This leads to her devaluing children and
over-valuing animals.

The BoI point of view says there is no continuum: Only people create
knowledge, animals do not. The argument for this is philosophical but
nowhere does Dawkins draw on any philosophy and even acknowledge that
a philosophical approach is possible. She thinks that in considering
animal suffering we should look for a middle way between "scientific
respectability and practical considerations". What does that even
mean?

Why does she frame things like this? Why does she disregard
philosophy? Is it because she sees science as conferring authority and
if we step too far outside the bounds of science we lose authority?

-- Brian Scurfield

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Popper, Logic of Scientific Discovery, Section 18
Date: March 19, 2012 at 9:08 PM

On Mon, Mar 19, 2012 at 7:00 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 19 Mar 2012, at 23:14, Rami Rustom wrote:
On Fri, Feb 17, 2012 at 12:07 PM, Elliot Temple <curi@curi.us> wrote:

18 LEVELS OF UNIVERSALITY. THE MODUS TOLLENS

We may distinguish, within a theoretical system, statements belonging to 
various levels of universality. The statements on the highest level of 
universality are the axioms; statements on the lower levels can be

--------- next page ---------

deduced from them. Higher level empirical statements have always the 
character of hypotheses relative to the lower level statements deducible from 
them: they can be falsified by the falsification of these less uni- versal 
statements. But in any hypothetical deductive system, these less universal 
statements are themselves still strictly universal statements, in the sense 
here understood. Thus they too must have the character of hypotheses—a 
fact which has often been overlooked in the case of lower- level universal 
statements. Mach, for example, calls[1] Fourier’s theory of heat conduction a 
‘model theory of physics’ for the curious reason that ‘this theory is founded 
not on a hypothesis but on an observable fact’. However, the ‘observable fact’ 
to which Mach refers is described by him by the statement. ‘ . . . the velocity 
of the levelling out of tempera- ture differences, provided these differences of 
temperature are small, is proportional to these differences themselves’—an 
all-statement whose hypothetical character should be sufficiently 
conspicuous.

I shall say even of some singular statements that they are hypo- thetical, 
seeing that conclusions may be derived from them (with the help of a 
theoretical system) such that the falsification of these conclusions may falsify 
the singular statements in question.

The falsifying mode of inference here referred to—the way in which the 
falsification of a conclusion entails the falsification of the system from which it 
is derived—is the modus tollens of classical logic. It may be described as 
follows:[*1]



Let p be a conclusion of a system t of statements which may consist of 
theories and initial conditions (for the sake of simplicity I will not distinguish 
between them). We may then symbolize the relation of derivability (analytical 
implication) of p from t by ‘t → p’ which may

--------- footnotes ---------

1 Mach, Principien der Wärmelehre, 1896, p. 115.
*1 In connection with the present passage and two later passages (cf. notes 
*1 to section 35 and *1 to section 36) in which I use the symbol ‘ → ’, I wish to 
say that when writing the book, I was still in a state of confusion about the 
distinction between a conditional statement (if-then-statement; sometimes 
called, somewhat misleadingly, ‘material implication’) and a statement about 
deducibility (or a statement asserting that some conditional statement is 
logically true, or analytic, or that its antecedent entails its consequent)—a 
distinction which I was taught to understand by Alfred Tarski, a few months 
after the publication of the book. The problem is not very relevant to the 
context of the book; but the confusion should be pointed out nevertheless. 
(These problems are discussed more fully, for example, in my paper in Mind, 
56, 1947, pp. 193 ff.)

--------- next page ---------

be read: ‘p follows from t’. Assume p to be false, which we may write ‘p ’̄, to 
be read ‘not-p’. Given the relation of deducibility, t → p, and the assumption p 
̄, we can then infer t̄ (read ‘not-t’); that is, we regard t as falsified. If we 

denote the conjunction (simultaneous assertion) of two statements by putting 
a point between the symbols standing for them, we may also write the 
falsifying inference thus: ((t → p). p̄) → t̄, or in words: ‘If p is derivable from t, 
and if p is false, then t also is false’.

By means of this mode of inference we falsify the whole system (the theory 
as well as the initial conditions) which was required for the deduction of the 
statement p, i.e. of the falsified statement. Thus it cannot be asserted of any 
one statement of the system that it is, or is not, specifically upset by the 
falsification.



I'm confused by this whole paragraph and I think its because of this
one statement [above]. Can somebody rephrase it. Is he saying that the
falsification of p does not mean that t is falsified?

And so the point is that only part(s) of t is falsified? And that
somebody can change part(s) of t, thus creating a new theory called
t2; and then we criticize and test t2.

Let's suppose you predict the motion of a planet using a theory T and then look 
through a telescope to check your prediction and the prediction turns out to be 
false. Does this refute T? Not necessarily. You could have made a mistake when 
you calculated where the planet would be. You could have misunderstood the 
laws of optics when you built the telescope. You could have misunderstood how 
your eye works so when you put it up to the telescope you didn't see what was 
really there. And there are many other mistakes you could have made. So what 
you know is that you've made a mistake somewhere, but you don't know 
specifically where you've made the mistake. To solve that problem you have to 
come up with an explanation of the error and your efforts to do this will be 
fallible.

Ok so the point that I missed was that *you have to come up with an
explanation of the error*.

...

I reread Popper's paragraph and it seems to say more than the above
statement. So I'll try to rephrase each statement:

Only if p is independent of some part of the system can we say that this part is 
not involved in the falsification.[2]

Thats like a quadruple negative; hard to understand.

Is the point that p *is* necessarily dependent of all parts of the
system? And so that part is *always* involved in the falsification?
But what does this mean anyway?

With this is connected the following possibility: we may, in some cases, perhaps 
in consideration of the levels of universality, attrib- ute the falsification to some 



definite hypothesis—for instance to a newly introduced hypothesis. This may 
happen if a well-corroborated theory, and one which continues to be further 
corroborated, has been deductively explained by a new hypothesis of a higher 
level.

Like Newton's explanation of gravity reexplained by Einstein's
explanation of gravity.

The attempt will have to be made to test this new hypothesis by means of some 
of its consequences which have not yet been tested.

Like the eclipse phenomenon.

If any of these are falsified, then we may well attribute the falsification to the 
new hypothesis alone. We shall then seek, in its stead, other high-level 
generalizations, but we shall not feel obliged to regard the old system, of lesser 
generality, as having been falsified.

Ah yes. If Einstein's explanation of gravity was falsified, it doesn't
mean that Newton's explanation of gravity is falsified with it.

-- Rami



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] big important principles/ideas
Date: March 19, 2012 at 8:18 PM

On 19 Mar 2012, at 22:45, Rami Rustom wrote:

On Sun, Mar 11, 2012 at 3:41 PM, Richard Fine <richard.fine@gmail.com> 
wrote:

* There is no way to guarantee that someone else holds exactly the same idea
as you.

Ok. How do I act upon this? Is it this?

Its good to clarify your counterpart's position by restating it to him
and getting confirmation from him.

That can eliminate some discrepancies between the idea you hold and the idea 
he holds, but as I said, it still doesn't guarantee that you have eliminated all of 
them (or even any of them). Ultimately, discrepancies will only be revealed by 
putting the two versions of the idea into problem-situations and seeing whether 
they produce differing results.

Ways of acting on this include:
* Conduct affairs in a way that allows for the possibility of misunderstandings, 
even after explaining the ideas involved, even if you or they have said "I 
understand." This applies both to conversations, and also to other contexts, e.g. 
trusting people to do things for you.
* Don't waste time trying to 'fully define' the terms in something; it's futile. It can 
be worth predicting some misunderstandings and clarifying things up front, but 
such predictions are often be wrong, and so catering to them wastes time (or 
even create additional misunderstandings) - you have to use your judgement on 
how much to clarify.

- Richard



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 20, 2012 at 8:17 AM

On Mar 19, 1:17 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Mar 18, 2012 at 3:37 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 18, 12:54 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sat, Mar 17, 2012 at 10:58 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

It was speculative conjecture based in inductive inference from the
patterns in the table.

What does this mean? Could you explain the substance of what you're
saying without using the word "induction"?

Mendeleyev inferred the properties of the unknown elements from the
observed properties of their neighbors on the periodic table.  He also
inferred the positions of some elements on the table from how their
observed properties compared to those of their neighbors.

The word "inferred" here is a synonym for "induced" and doesn't
clarify for me what's going on. They both refer to "inductive
inference" which is what I'd like clarified.

What does the inferring consist of? Can you explain how it works?

Also, when you say that he inferred X "from" Y, do you mean X was
figured out using *only* Y? If not, what do you mean by "from"?

After arranging the elements according to atomic weight and in groups
with similar properties, Mendeleyev noticed several gaps in the
table.  He reckoned that for each of these gaps, an additional element
would be discovered that has properties similar to the other members
of the group and an atomic weight intermediate between the weights of
adjacent elements.



-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 20, 2012 at 8:36 AM

On Mar 19, 9:00 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 16, 2012 at 1:55 PM, Steve Push <stephen.p...@gmail.com> wrote:

On Mar 15, 8:16 pm, Steve Push <stephen.p...@gmail.com> wrote:
On Mar 15, 4:08 pm, Elliot Temple <c...@curi.us> wrote:

On Mar 15, 2012, at 12:59 PM, Steve Push wrote:

On Mar 15, 3:06 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 12:03 PM, Steve Push wrote:

On Mar 15, 2:55 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:50 AM, Steve Push wrote:

On Mar 15, 2:15 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 11:07 AM, Steve Push wrote:

On Mar 15, 1:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 15, 2012, at 10:03 AM, Steve Push wrote:

From your statement above, I conclude that you would accept 
some
restrictions on "human activity, human rights, and scientific
research" for *real* benefits to animals.

Benefit is a moral concept.

Benefit consists of something like: getting things one values 
(morally). Getting one's preferences satisfied.

Animals haven't got values or preferences, or morality, so cannot 
have benefits.

Combining the above statement with your earlier statement, it 



appears
that your believe concern for the welfare of animals cannot justify
any restrictions on human activities.  Does that mean you would
support the repeal of animal cruelty laws and would tolerate dog-
fighting and other blood sports as morally acceptable behavior?

I don't think that the law should be designed to match morality. I 
disagree with the idea that repealing a law against X has anything 
to do with X being moral behavior.

What is legal should be a much broader category than what is 
moral.

Moral = good lifestyles. Legal = lifestyles that we can tolerate.

So for example, following a vegan diet is arguably a bad way to live 
-- immoral -- but should be legal.

Or suicide is sometimes a mistake but should also be legal.

I want a society that is highly tolerant, and highly willing to leave 
people alone with their freedom, instead of using laws to meddle 
and control.

So your position is that cruelty to animals is immoral but should be
legal.  Is that right?

Cruelty to animals is a loaded term which assumes some of your 
conclusions.

Okay.  Do you believe that the sport of dog-fighting is immoral but
should be legal?

This question is a trap. It's not an example chosen for neutrality and ease 
of discussion of the philosophical issues. It's chosen for propaganda 
reasons and will distract from the philosophical issues.

It's not a trap.  You have said that animal protection laws are



mistaken.  You have further suggested that some immoral behaviors
should be legal.  I'm trying to determine precisely what you mean.

Perhaps you could identify some specific animal protection laws you
believe are mistaken.

And/or perhaps you could describe some uses of animals you believe are
immoral but ought to be legal.

I gave philosophical reasons, e.g. about how animals cannot benefit due to 
the nature of benefit. Do you agree with them? I don't see much point in 
discussing the consequences in detail when you have yet to discuss the 
ideas themselves. Let's focus on the philosophy first.

If you look back to January in this thread you will see that I
discussed the ideas at some length.

You have said that animals have no preferences and thus “cannot have
benefits.”  Your premise is false.  A search of Google Scholar for the
term “animal preference” turns up 1,560 articles.  There may questions
about what specific preferences animals have, but there is a broad
consensus that they have preferences.

Animals not only have preferences.  They have interests that, in my
opinion, we are morally obliged to respect.

And I believe that discussing consequences is a good way to examine
ideas, especially ethical ideas.

I'd also like to add that all changes to the law should be made by 
persuading people, not directly. Once people learn better ideas, they can 
then win votes by a landslide and then it's good to change the laws. The 
process of persuading people is truth seeking. It's impossible to predict what 
new knowledge will be created in the process and its consequences for 
what laws we'll choose in the future.

I share your respect for the value of persuasion.  And I think most
people are persuaded by the idea that the public has an interest in



protecting animals from abuse.  That’s why we have animal welfare
laws.

I don’t think you’ve provide a compelling argument to support your
statement that these laws are mistaken.

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

You said you value persuasion but did you notice that Dawkins herself
does not value persuasion:

The animals' point of view cannot be considered in isolation from long-term 
health interests (any more than a child's view about going to the dentist can 
be).

Notice, also, that she minces words here despite her entreaty at the
beginning of the article to "[l]et us not mince words". She is saying
that it is OK to force children regardless of the child's preferences
but she dresses it up by saying it is doing what is in the child's
'interests" (and never refers to force).

Why does she not have high regard for children's suffering and
children's preferences? Part of the reason is that she thinks animals,
children, and adults lie on a continuum in terms of their ability to
create knowledge. This leads to her devaluing children and
over-valuing animals.

The BoI point of view says there is no continuum: Only people create
knowledge, animals do not. The argument for this is philosophical but
nowhere does Dawkins draw on any philosophy and even acknowledge that
a philosophical approach is possible. She thinks that in considering
animal suffering we should look for a middle way between "scientific
respectability and practical considerations". What does that even
mean?

Why does she frame things like this? Why does she disregard

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


philosophy? Is it because she sees science as conferring authority and
if we step too far outside the bounds of science we lose authority?

I'm not able to comment on Dawkins' views on child-rearing or
epistemology.  My reason for citing her paper and the other literature
on animal preference is to show that, contrary to Elliot's assertion,
animals have preferences and that these preferences are useful in
helping us determine what animals' interests are.

-- Steve



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 21, 2012 at 12:10 PM

On Tue, Mar 20, 2012 at 5:17 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 19, 1:17 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Mar 18, 2012 at 3:37 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 18, 12:54 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sat, Mar 17, 2012 at 10:58 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

It was speculative conjecture based in inductive inference from the
patterns in the table.

What does this mean? Could you explain the substance of what you're
saying without using the word "induction"?

Mendeleyev inferred the properties of the unknown elements from the
observed properties of their neighbors on the periodic table.  He also
inferred the positions of some elements on the table from how their
observed properties compared to those of their neighbors.

The word "inferred" here is a synonym for "induced" and doesn't
clarify for me what's going on. They both refer to "inductive
inference" which is what I'd like clarified.

What does the inferring consist of? Can you explain how it works?

Also, when you say that he inferred X "from" Y, do you mean X was
figured out using *only* Y? If not, what do you mean by "from"?

After arranging the elements according to atomic weight and in groups
with similar properties, Mendeleyev noticed several gaps in the
table.  He reckoned that for each of these gaps, an additional element



would be discovered that has properties similar to the other members
of the group and an atomic weight intermediate between the weights of
adjacent elements.

This description I can understand what everything says and means, and
it seems about right to me. But I don't see that it has anything at
all to do with induction. Can you point out all the connections
between this passage and induction?

The passage involves things like noticing (selective attention guided
by one's ideas, including disappointed expectations, and so on) and
reckoning (conjecturing).

There was also criticism which isn't mentioned in this story but must
have happened. For example when he noticed gaps he was thinking
critically and he considered the gaps a criticism (flaw, problem) and
therefore tried to improve the table so that criticism would no longer
apply.

This passage no longer explains the tellurium/iodine swap we were
discussing but I think I can guess how to add it with the same style
of explanation. Something like, "He noticed that most of the table was
arranged by some properties of the elements which he reckoned were
important properties. He noticed a few exceptions to this organization
and reckoned the table was wrong and fixed it." This reads as a
description of C&R.



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 21, 2012 at 9:50 PM

On Wed, Mar 21, 2012 at 1:36 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 19, 9:00 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 16, 2012 at 1:55 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

You said you value persuasion but did you notice that Dawkins herself
does not value persuasion:

The animals' point of view cannot be considered in isolation from long-term 
health interests (any more than a child's view about going to the dentist can 
be).

Notice, also, that she minces words here despite her entreaty at the
beginning of the article to "[l]et us not mince words". She is saying
that it is OK to force children regardless of the child's preferences
but she dresses it up by saying it is doing what is in the child's
'interests" (and never refers to force).

Why does she not have high regard for children's suffering and
children's preferences? Part of the reason is that she thinks animals,
children, and adults lie on a continuum in terms of their ability to
create knowledge. This leads to her devaluing children and
over-valuing animals.

The BoI point of view says there is no continuum: Only people create
knowledge, animals do not. The argument for this is philosophical but
nowhere does Dawkins draw on any philosophy and even acknowledge that
a philosophical approach is possible. She thinks that in considering
animal suffering we should look for a middle way between "scientific

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


respectability and practical considerations". What does that even
mean?

Why does she frame things like this? Why does she disregard
philosophy? Is it because she sees science as conferring authority and
if we step too far outside the bounds of science we lose authority?

I'm not able to comment on Dawkins' views on child-rearing or
epistemology.

Why not? Do you agree that her biases and ignorance with regard to
these things are not independent from her views on animals?

My reason for citing her paper and the other literature on animal
preference is to show that, contrary to Elliot's assertion,

Elliot's position (and my own) is not merely an assertion but a
consequence of BoI philosophy. He has explained his views on animals
at length in various places. But he wants you to focus on the
philosophy first and to ask questions about this. If you don't
understand the philosophy, then you won't understand anything that
follows.

animals have preferences and that these preferences are useful in
helping us determine what animals' interests are.

What is Dawkins argument? She said she is seeking a middle way between
"scientific respectability and practical considerations". I don't know
what this means. Do you?

It seems to me that Dawkins is the one just making assertions. She
says things like "subjective feelings can be assumed to have evolved
because they help animals ... to avoid death and failure to reproduce"
and that suffering occurs "because the animal is unable to carry out
the actions that would normally reduce risks to life and
reproduction".

What arguments I see are by analogy with human beings. But what is her
explanation that animals are analogous to humans in the relevant area
of interest?



-- Brian Scurfield



From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Re: Mises on Theory, Fact, and Economics
Date: March 22, 2012 at 8:43 AM

On Feb 28, 2012 7:22 PM, "Justin Mallone" <justinceo@gmail.com> wrote:

From Human Action, Chapter 2, Section 7.

I liked this because it emphasizes the primacy of explanatory theories.

[Some historians] try to oppose to the theorems of economics an appeal to 
documents allegedly proving things incompatible with these theorems. They do 
not realize that complex phenomena can neither prove nor disprove any 
theorem and therefore cannot bear witness against any statement of a theory.

But I thought we can disprove theories [with criticism] but we can not
prove them. And the criticisms could be explanations of how the
complex phenomena disprove the theories. So there is the difference.
The complex phenomena themselves are not criticism; while an
explanation of them and how they interact with the economic theory can
be a criticism, and this explanation is itself a theory. So the point
is that only a theory can criticize a theory; so data [like complex
phenomena] can not be a criticism of a theory.

On another note, complex phenomena like economic events involve many
levels of emergence that we do not understand. Therefore any economic
theory that encompasses these complex phenomena must contain huge gaps
in explanation through many levels of emergence; which is bad
reductionism, which Popper already refuted. So all of these theories
that apply bad reductionism are already disproved.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 22, 2012 at 10:42 AM

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Wed, Mar 21, 2012 at 1:36 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 19, 9:00 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 16, 2012 at 1:55 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

You said you value persuasion but did you notice that Dawkins herself
does not value persuasion:

The animals' point of view cannot be considered in isolation from long-term 
health interests (any more than a child's view about going to the dentist can 
be).

Notice, also, that she minces words here despite her entreaty at the
beginning of the article to "[l]et us not mince words". She is saying
that it is OK to force children regardless of the child's preferences
but she dresses it up by saying it is doing what is in the child's
'interests" (and never refers to force).

Why does she not have high regard for children's suffering and
children's preferences? Part of the reason is that she thinks animals,
children, and adults lie on a continuum in terms of their ability to
create knowledge. This leads to her devaluing children and
over-valuing animals.

The BoI point of view says there is no continuum: Only people create
knowledge, animals do not. The argument for this is philosophical but
nowhere does Dawkins draw on any philosophy and even acknowledge that

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


a philosophical approach is possible. She thinks that in considering
animal suffering we should look for a middle way between "scientific
respectability and practical considerations". What does that even
mean?

Why does she frame things like this? Why does she disregard
philosophy? Is it because she sees science as conferring authority and
if we step too far outside the bounds of science we lose authority?

I'm not able to comment on Dawkins' views on child-rearing or
epistemology.

Why not? Do you agree that her biases and ignorance with regard to
these things are not independent from her views on animals?

I don't have any good reason to believe that she is biased or ignorant
on those topics.  But if she is, I don't care.  Her expertise is in
animal behavior, and that's the only topic on which I care about her
views.  Her views on child-rearing and epistemology are no more
relevant than what political party she supports.  Bringing up these
other issues is an ad hominem argument.

Do you dismiss Newton's views on physics and mathematics because he
was an inductivist?  Would you think less of Einstein's views if you
believed the reports that he was a neglectful father?

My reason for citing her paper and the other literature on animal
preference is to show that, contrary to Elliot's assertion,

Elliot's position (and my own) is not merely an assertion but a
consequence of BoI philosophy. He has explained his views on animals
at length in various places. But he wants you to focus on the
philosophy first and to ask questions about this. If you don't
understand the philosophy, then you won't understand anything that
follows.

Whether animals have preferences is an empirical question.  But if you
have a philosophical argument that you believe refutes my view, please
explain.



animals have preferences and that these preferences are useful in
helping us determine what animals' interests are.

What is Dawkins argument? She said she is seeking a middle way between
"scientific respectability and practical considerations". I don't know
what this means. Do you?

It means that, even though it is difficult to determine what animals
experience, the scientific study of animal behavior can make a
contribution to practical decisions about how to treat animals.

It seems to me that Dawkins is the one just making assertions. She
says things like "subjective feelings can be assumed to have evolved
because they help animals ... to avoid death and failure to reproduce"
and that suffering occurs "because the animal is unable to carry out
the actions that would normally reduce risks to life and
reproduction".

What arguments I see are by analogy with human beings. But what is her
explanation that animals are analogous to humans in the relevant area
of interest?

That is a different issue from whether animals have preferences.  That
they have preferences is an empirical fact.  Your questions relate to
whether animals have qualia, specifically qualia of suffering.  For
mammals at least, the argument for animal suffering is based more on
homology than analogy.  According to the argument from homology, we
assume that animals can suffer because the anatomy and physiology that
gives rise to suffering in humans was inherited from a common ancestor
of all mammals and exists in a similar form in all living mammalian
species.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Did Mendeleyev Induce the Periodic Table?
Date: March 22, 2012 at 11:08 AM

On Mar 21, 12:10 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Tue, Mar 20, 2012 at 5:17 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 19, 1:17 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Mar 18, 2012 at 3:37 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 18, 12:54 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sat, Mar 17, 2012 at 10:58 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

It was speculative conjecture based in inductive inference from the
patterns in the table.

What does this mean? Could you explain the substance of what you're
saying without using the word "induction"?

Mendeleyev inferred the properties of the unknown elements from the
observed properties of their neighbors on the periodic table.  He also
inferred the positions of some elements on the table from how their
observed properties compared to those of their neighbors.

The word "inferred" here is a synonym for "induced" and doesn't
clarify for me what's going on. They both refer to "inductive
inference" which is what I'd like clarified.

What does the inferring consist of? Can you explain how it works?

Also, when you say that he inferred X "from" Y, do you mean X was
figured out using *only* Y? If not, what do you mean by "from"?

After arranging the elements according to atomic weight and in groups



with similar properties, Mendeleyev noticed several gaps in the
table.  He reckoned that for each of these gaps, an additional element
would be discovered that has properties similar to the other members
of the group and an atomic weight intermediate between the weights of
adjacent elements.

This description I can understand what everything says and means, and
it seems about right to me. But I don't see that it has anything at
all to do with induction. Can you point out all the connections
between this passage and induction?

The passage involves things like noticing (selective attention guided
by one's ideas, including disappointed expectations, and so on) and
reckoning (conjecturing).

There was also criticism which isn't mentioned in this story but must
have happened. For example when he noticed gaps he was thinking
critically and he considered the gaps a criticism (flaw, problem) and
therefore tried to improve the table so that criticism would no longer
apply.

This passage no longer explains the tellurium/iodine swap we were
discussing but I think I can guess how to add it with the same style
of explanation. Something like, "He noticed that most of the table was
arranged by some properties of the elements which he reckoned were
important properties. He noticed a few exceptions to this organization
and reckoned the table was wrong and fixed it." This reads as a
description of C&R.

It looks like C&R to you.  It's also what most people seem to mean
when they talk about induction.  But I think the term "induction" is
useful, because it is more precise.  As most people seem to define the
term, induction signifies only situations in which someone
extrapolates, interpolates, or otherwise assigns properties to
unexamined cases based on what is known about the properties of
examined cases.

Another key difference between C&R and induction is the issue of
corroboration vs. confirmation.  According to Gordin, chemists gained
greater confidence in the predictive value of Mendeleyev's periodic



law with each new element that was discovered in accordance with his
predictions.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Animal Fight Video
Date: March 22, 2012 at 11:23 AM

http://bit.ly/GMW6kh

Looks to me like animal fights make good TV.

Part of the BoI way of thinking is being willing[1] to challenge your 
preconceptions.

[1] happily, not with gritted teeth, not with stress, not "making yourself do it"

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://bit.ly/GMW6kh
http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Mises, Human Action, Chapter 1 rational-politics-
list@googlegroups.com
Date: March 22, 2012 at 12:00 PM

On Feb 20, 2012 6:23 PM, "Justin Mallone" <justinceo@gmail.com> wrote:

This quote is an interesting criticism of trying to explain human action in a 
dehumanizing way (as mechanical and not as being based on ideas):

The question we have to deal with is whether it is possible to grasp human 
action intellectually if one refuses to comprehend it as meaningful and 
purposeful behavior aiming at the attainment of definite ends. Behaviorism and 
positivism want to apply the methods of the empirical natural sciences to the 
reality of human action. They interpret it as a response to stimuli.

Bad reductionism. They are filling in the huge gaps in the theory [the
gaps are levels of emergence] with wild guesses.

But these stimuli themselves are not open to description by the methods of the 
natural sciences. Every attempt to describe them must refer to the meaning 
which acting men attach to them. We may call the offering of a commodity for 
sale a "stimulus." But what is essential in such an offer and distinguishes it from 
other offers cannot be described without entering into the meaning which the 
acting parties attribute to the situation.

Popper explained that these sort of theories contain a problem which
is that they are not hard-to-vary. This means that it is impossible to
create tests that could falsify them. And this is a problem because
theories can only be proved false; its impossible to prove theories
true.

So the creators of these theories can apply their theories to any
phenomena and explain that the phenomena confirm their theories.

No dialectical artifice can spirit away the fact that man is driven by the aim to 
attain certain ends. It is this purposeful behavior--viz., action--that is the subject 
matter of our science. We cannot approach our subject if we disregard the 



meaning which acting man attaches to the situation, i.e., the given state of 
affairs, and to his own behavior with regard to this situation.

I think this just says that we can not predict how people will act
because we don't know their situations and because no two situations
are identical. He notes also that a person's situation includes his
ideas [of his environmental conditions and in general].

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] scholars can be so silly
Date: March 22, 2012 at 12:30 PM

On Mar 16, 2012 12:49 AM, "Elliot Temple" <curi@curi.us> wrote:

In "Edmund Burke and Adam Smith - Pioneers in the Field of Law and 
Economics", Robert W. McGee brings up an interesting topic.

In the 1776 Annual Register was a very positive review of The Wealth of 
Nations. Perhaps Burke wrote it. And McGee also brings up some other ways 
Burke helped The Wealth of Nations be an influential success.

McGee has no arguments or information of his own to offer for reaching an 
answer about whether Burke wrote the review. He makes no contribution.

Instead, McGee provides two footnotes. One for the existence of speculation 
that Burke wrote it, and a second from someone who attributes the review to 
Burke "in no uncertain terms".

McGee also fails to provide any useful contextual information -- e.g. that Burke 
was the editor of the Annual Register at the time, or information about who else 
helped write it. Good scholarship would help the reader understand the situation 
so he could make some judgments himself, but McGee doesn't do that.

So I looked up the footnotes. The first one tells us that we can't be sure 
because, although Burke was the editor and wrote most of the content, he had 
an assistant. However since Burke was friends with Smith and interested in 
economics, he probably wrote it.

The second footnote simply asserts that Burke wrote it without discussion. It 
does this in passing and isn't intended to argue the point.

So one guy doesn't know but provides a good explanation that Burke did write it. 
He's cited on the side of maybe!

The other guy doesn't know either (or if he does, doesn't speak of it) but 
provides an assertion and no arguments. He's cited on the side of Burke 
definitely wrote it!



This is backwards! The first guy persuaded me that Burke wrote it, while the 
second guy wasn't persuasive at all.

McGee could have provided all the relevant information from both footnotes in 
two sentences (both of which would cover the first; the second had no relevant 
information). Instead he appealed to their authority, while misrepresenting them 
and while declining to think about the topic himself.

McGee could have omitted the second footnote entirely since it's worthless (for 
this purpose). It only has one relevant sentence, in passing, which says:

In the *Annual Register*, editor Burke reviewed [The Wealth of Nations]...

This isn't an argument! It's not trying to be one either. It doesn't discuss the 
topic. Yet it's cited as if it would advance the debate on the topic and have 
useful information, which it doesn't. McGee cites without judging what's any 
good or not, what's an argument or not!

McGee's first cite is a better source but his text regarding it is misleading! 
McGee, again, refuses to think. The source provides a good argument that 
Burke wrote it, while admitting we can't be certain. McGee calls it speculation 
and is less impressed than he was by the assertion-in-passing! McGee doesn't 
realize the message of his first source is that Burke did write it.

What's the point of citing stuff in place of thinking, when you don't understand 
what the cites even say?

Why are scholarly publication standards so low?

All people are affected by memes in much the same way. All the people
that have the authority meme will appeal to authority by citing bald
assertions made by authorities. Some of these authority-meme people
are scholars.



PS of course many similar mistakes, and worse, will exist in animal preferences 
literature. and cognitive biases literature. and anti-MWI physics literature. and 
non-Popperian epistemology papers. and so on.

PPS On a related note, a bunch of papers about Godwin have a fake quote in 
which Burke trashes Godwin. What's going on? Why are they so easily fooled? 
How come a fake quote can keep being cited and spread? First, they don't 
investigate it. They don't care to do much research or thinking. Second, they 
don't understand Burke or Godwin so it doesn't jump out at them as something 
to investigate.

Well the authority meme can cause someone not to question bald
assertions; mainly because they are not accustomed to [or don't even
know that they should] question authority.

If you look at the scholarship in whatever field you know the most about, and 
find it's atrocious, one of the things you should realize is: other fields aren't 
better. Just because you don't know enough about those other fields to point out 
the mistakes and gross inaccuracies and terrible arguments doesn't mean they 
aren't there.

And it doesn't mean that such a person couldn't point out the
fallacious arguments in those other fields. The ability to notice
fallacious arguments doesn't necessarily require field-specific
knowledge. It may only require epistemological knowledge [which is not
field-specific].

-- Rami



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Learning; Morality of Animals
Date: March 22, 2012 at 1:57 PM

On Mar 22, 2012, at 7:42 AM, Steve Push wrote:

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:

What arguments I see are by analogy with human beings. But what is her
explanation that animals are analogous to humans in the relevant area
of interest?

That is a different issue from whether animals have preferences.  That
they have preferences is an empirical fact.  Your questions relate to
whether animals have qualia, specifically qualia of suffering.

Can you explain in 1-2 sentences what you mean by preference?

-JM



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 22, 2012 at 2:37 PM

On Mar 22, 1:57 pm, Justin Mallone <justin...@gmail.com> wrote:
On Mar 22, 2012, at 7:42 AM, Steve Push wrote:

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:

What arguments I see are by analogy with human beings. But what is her
explanation that animals are analogous to humans in the relevant area
of interest?

That is a different issue from whether animals have preferences.  That
they have preferences is an empirical fact.  Your questions relate to
whether animals have qualia, specifically qualia of suffering.

Can you explain in 1-2 sentences what you mean by preference?

By preference I mean a greater liking for, and/or more frequent choice
of, one alternative over another or others.  We don't have direct
access to what animals like, but we can observe what they choose.

-- Steve



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 22, 2012 at 2:41 PM

On Thu, Mar 22, 2012 at 11:37 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 22, 1:57 pm, Justin Mallone <justin...@gmail.com> wrote:
On Mar 22, 2012, at 7:42 AM, Steve Push wrote:

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:

What arguments I see are by analogy with human beings. But what is her
explanation that animals are analogous to humans in the relevant area
of interest?

That is a different issue from whether animals have preferences.  That
they have preferences is an empirical fact.  Your questions relate to
whether animals have qualia, specifically qualia of suffering.

Can you explain in 1-2 sentences what you mean by preference?

By preference I mean a greater liking for, and/or more frequent choice
of, one alternative over another or others.  We don't have direct
access to what animals like, but we can observe what they choose.

Do computers and computer software have preferences and make choices?

If not, what's the difference? Computers can be observed to do some
actions rather than others.

For example we might observe a robotic car drive left instead of right
around an obstacle. And we might observe a cat walk left instead of
right around an obstacle.



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Animal Consciousness (Was: Embodiment and self)
Date: March 22, 2012 at 2:45 PM

On Feb 17, 2012, at 11:31 PM, Steve Push wrote:

On Feb 17, 7:42 pm, Rami Rustom <romb...@gmail.com> wrote:
On Feb 17, 2012 12:00 AM, "Steve Push" <stephen.p...@gmail.com> wrote:

On Feb 10, 5:47 pm, Jon Burchel <jonburc...@gmail.com> wrote:
I saw this TED talk that seems to center around the same idea, and
read a number of things about the "embodiment" idea that our selves
are not possible without a physical body.  But I can easily imagine my
self existing without a body, so I don't think it is necessary, even
if self may have evolved from bodily awareness.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons.
..

In addition to the embodiment idea, this presentation by Antonio
Damasio supports the idea that animals are conscious -- something that
some here were arguing against in the earlier thread on animal pain.

I don't remember anyone arguing against non-human animals being 
conscious.

What we argued against was that their minds interpret sense data like ours do.

Some others (not you) were arguing that animals are not self-aware and
don't have pain qualia.  Damasio's persuasive argument for self-
consciousness in animals contradicts that view.

But an employee of mine reminded me of a few examples of non-human
animals doing things that I think might be construed as interpretation
of sense data.

What psychiatrists call mental disorders, we call mental symptoms
caused by ideas.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons


So according to our current theory, non-human animals can not exhibit
mental symptoms that mimic that of humans. Right?

If so, then I have an example that falsifies that theory.

Elephants suffer from psychological flashbacks and the equivalent of
post-traumatic stress disorder. I watched a video about this years ago
but I can't find it right now. It described a group of young adult
elephants rampaging in the streets killing many people. This group of
elephants were treated very poorly when they were young.

They also take revenge:http://www.youtube.com/watch?v=A3E_a1Oau6c

And they mourn their dead:http://www.youtube.com/watch?
v=TjtrdpSwEUY&feature=relmfu

And they exhibit distressed behavior from 
confinement:http://www.youtube.com/watch?v=xM08iiLDCCI

Here's one showing a camel and a horse exhibiting the same distressed
behavior as the elephant:http://www.youtube.com/watch?
v=k1LgrM7Kw9M&feature=related

Yes, it is well-established that animals can suffer from grief and
mental illness.  Animal models of mental illness are very useful in
mental health research.

I was thinking more about this.

Mourning is the product of a bunch of fairly high level human ideas (this list is just 
illustrative):

1) An understanding that someone you care about is gone forever (I think  that 
this idea can be hard to explain to young children)

2) The idea that the absence of someone you care about should cause you 
suffering (while this is a common idea in Western and other cultures, people of 
different philosophies -- e.g. some Buddhists -- would disagree with this)

http://www.youtube.com/watch?v=A3E_a1Oau6c
http://www.youtube.com/watch?v=TjtrdpSwEUY&feature=relmfu
http://www.youtube.com/watch?v=xM08iiLDCCI
http://www.youtube.com/watch?v=k1LgrM7Kw9M&feature=related


3) The idea that one way of coping with this pain is to have a brief period of 
grieving (even accepting the notion that loss should cause suffering, one could 
imagine a cultural norm something along the lines of "just try and ignore it when 
bad things happen and hope it goes away" on the one end, or "engage in a year 
long period of mourning" on the other.)

So saying elephants grieve/mourn is not only anthropomorphizing them, but it is 
anthropomorphizing them into a specific culture, and making fine-grained claims 
about the details and practices of that culture. All this without any evidence (of 
language, philosophy, scientific research) that elephants have a culture....



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Consciousness (Was: Embodiment and self)
Date: March 22, 2012 at 4:03 PM

On Mar 22, 2:45 pm, Justin Mallone <justin...@gmail.com> wrote:
On Feb 17, 2012, at 11:31 PM, Steve Push wrote:

On Feb 17, 7:42 pm, Rami Rustom <romb...@gmail.com> wrote:
On Feb 17, 2012 12:00 AM, "Steve Push" <stephen.p...@gmail.com> wrote:

On Feb 10, 5:47 pm, Jon Burchel <jonburc...@gmail.com> wrote:
I saw this TED talk that seems to center around the same idea, and
read a number of things about the "embodiment" idea that our selves
are not possible without a physical body.  But I can easily imagine my
self existing without a body, so I don't think it is necessary, even
if self may have evolved from bodily awareness.

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_con
s...

In addition to the embodiment idea, this presentation by Antonio
Damasio supports the idea that animals are conscious -- something that
some here were arguing against in the earlier thread on animal pain.

I don't remember anyone arguing against non-human animals being 
conscious.

What we argued against was that their minds interpret sense data like ours 
do.

Some others (not you) were arguing that animals are not self-aware and
don't have pain qualia.  Damasio's persuasive argument for self-
consciousness in animals contradicts that view.

But an employee of mine reminded me of a few examples of non-human
animals doing things that I think might be construed as interpretation
of sense data.

What psychiatrists call mental disorders, we call mental symptoms

http://www.ted.com/talks/antonio_damasio_the_quest_to_understand_cons


caused by ideas.

So according to our current theory, non-human animals can not exhibit
mental symptoms that mimic that of humans. Right?

If so, then I have an example that falsifies that theory.

Elephants suffer from psychological flashbacks and the equivalent of
post-traumatic stress disorder. I watched a video about this years ago
but I can't find it right now. It described a group of young adult
elephants rampaging in the streets killing many people. This group of
elephants were treated very poorly when they were young.

They also take revenge:http://www.youtube.com/watch?v=A3E_a1Oau6c

And they mourn their dead:http://www.youtube.com/watch?
v=TjtrdpSwEUY&feature=relmfu

And they exhibit distressed behavior from 
confinement:http://www.youtube.com/watch?v=xM08iiLDCCI

Here's one showing a camel and a horse exhibiting the same distressed
behavior as the elephant:http://www.youtube.com/watch?
v=k1LgrM7Kw9M&feature=related

Yes, it is well-established that animals can suffer from grief and
mental illness.  Animal models of mental illness are very useful in
mental health research.

I was thinking more about this.

Mourning is the product of a bunch of fairly high level human ideas (this list is 
just illustrative):

1) An understanding that someone you care about is gone forever (I think  that 
this idea can be hard to explain to young children)

2) The idea that the absence of someone you care about should cause you 

http://www.youtube.com/watch?v=A3E_a1Oau6c
http://www.youtube.com/watch?v=TjtrdpSwEUY&feature=relmfu
http://www.youtube.com/watch?v=xM08iiLDCCI
http://www.youtube.com/watch?v=k1LgrM7Kw9M&feature=related


suffering (while this is a common idea in Western and other cultures, people of 
different philosophies -- e.g. some Buddhists -- would disagree with this)

3) The idea that one way of coping with this pain is to have a brief period of 
grieving (even accepting the notion that loss should cause suffering, one could 
imagine a cultural norm something along the lines of "just try and ignore it when 
bad things happen and hope it goes away" on the one end, or "engage in a year 
long period of mourning" on the other.)

So saying elephants grieve/mourn is not only anthropomorphizing them, but it is 
anthropomorphizing them into a specific culture, and making fine-grained claims 
about the details and practices of that culture. All this without any evidence (of 
language, philosophy, scientific research) that elephants have a culture....

You are confusing grief and mourning.  Grief is an emotion.  With the
possible exception of sociopaths, all humans feel it, even Buddhists.
Mourning is a cultural practice, and as point out, it varies from
culture to culture.

The behavior of elephants around the remains of their dead relatives
strongly suggests that they feel something like grief.  Even animals
that cannot appreciate the permanence of death can experience anxiety
in the absence of an individual to whom they are attached.

I don't know whether elephants have cultural differences in mourning,
but I wouldn't be surprised if they had culture of some kind.  Many
animals do.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 22, 2012 at 4:15 PM

On Mar 22, 2:41 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Mar 22, 2012 at 11:37 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 22, 1:57 pm, Justin Mallone <justin...@gmail.com> wrote:
On Mar 22, 2012, at 7:42 AM, Steve Push wrote:

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:

What arguments I see are by analogy with human beings. But what is her
explanation that animals are analogous to humans in the relevant area
of interest?

That is a different issue from whether animals have preferences.  That
they have preferences is an empirical fact.  Your questions relate to
whether animals have qualia, specifically qualia of suffering.

Can you explain in 1-2 sentences what you mean by preference?

By preference I mean a greater liking for, and/or more frequent choice
of, one alternative over another or others.  We don't have direct
access to what animals like, but we can observe what they choose.

Do computers and computer software have preferences and make choices?

If not, what's the difference? Computers can be observed to do some
actions rather than others.

For example we might observe a robotic car drive left instead of right
around an obstacle. And we might observe a cat walk left instead of
right around an obstacle.

I agree.  It's possible for unconscious entities to have preferences.



The argument that animals can suffer is not based on preferences.  But
if one accepts that animals can suffer, preferences can be a guide to
understanding what conditions cause their suffering and what condition
alleviate it.

--  Steve



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Re: Animal Fight Video
Date: March 22, 2012 at 9:44 PM

This is slightly different - but ever wondered who would win in a
fight - tiger or lion? The North Koreans apparently did and used their
zoo as a cage match some years back. Here's the result:

http://www.youtube.com/watch?v=YVOY_pzcLDs

They did other animals (I think bears vs gorillas/lions) as well.

But I didn't find it good TV. Sort of boring after 1 or 2. Point is
(to my mind) the outcome doesn't demonstrate anything (how many times
would a tiger have to beat a lion to show the tiger's superiority?
Infinite?) And - given I'm prepared to say we just don't yet know
enough about qualia - let along qualia of animals - I don't know if
there's not suffering going on here. I think there might be. I think
the original set of videos they took has been released under the title
"Battle of the Beasts".

Brett.

On Mar 23, 2:23 am, Elliot Temple <c...@curi.us> wrote:
http://bit.ly/GMW6kh

Looks to me like animal fights make good TV.

Part of the BoI way of thinking is being willing[1] to challenge your 
preconceptions.

[1] happily, not with gritted teeth, not with stress, not "making yourself do it"

-- Elliot Templehttp://beginningofinfinity.com/

http://www.youtube.com/watch?v=YVOY_pzcLDs
http://bit.ly/GMW6kh
http://beginningofinfinity.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Animal Fight Video
Date: March 22, 2012 at 9:53 PM

On Thu, Mar 22, 2012 at 6:44 PM, Brett Hall <brhalluk@hotmail.com> wrote:
This is slightly different - but ever wondered who would win in a
fight - tiger or lion? The North Koreans apparently did and used their
zoo as a cage match some years back. Here's the result:

http://www.youtube.com/watch?v=YVOY_pzcLDs

They did other animals (I think bears vs gorillas/lions) as well.

But I didn't find it good TV.

No surprise there. Closed societies are extremely bad at TV (and most
everything else) compared to open societies like ours. And even in our
society, lots of TV is boring, especially outside its target audience.

And - given I'm prepared to say we just don't yet know
enough about qualia - let along qualia of animals - I don't know if
there's not suffering going on here. I think there might be. I think
the original set of videos they took has been released under the title
"Battle of the Beasts".

Are you advocating the precautionary principle? When in doubt, do the
"safe"/conservative thing where safe is defined as whatever you want?
If not, what is the principle here?

-- 

http://www.youtube.com/watch?v=YVOY_pzcLDs


From: Elliot Temple <curi@curi.us>
Subject: [BoI] anti-sexism won't solve anything
Date: March 22, 2012 at 11:17 PM

http://news.ycombinator.com/item?id=3743423

All this talk about "Don't do X, it's sexist" or "Don't do Y if it's for Men not People" 
has a negative focus: what not to do.

And then punishing offenders instead of helping them learn better. People don't 
learn by punishment. (See: Karl Popper.)

At best, this gets people to hide overt problems. It sweeps problems under the 
rug without getting rid of them. People will still think sexist thoughts, then add 
self-censorship on top of that.

Real solutions will come from discussion of better ways of life and thinking: what 
to do instead. And how to characterize this by what it's about rather than a list of 
things excluded. Life needs a whitelist more than a blacklist.

More generally, being against stuff is a bad focus for one's life. This is why Ayn 
Rand's novels all have heroes instead of cynics or protestors.

And people don't learn from pure criticism alone. They need good ideas too. And 
critics can explain some to help them out. (However: there's no need to have 
criticism and suggestions in the same message. You can go one step at a time. 
But if you do, a lot of people get confused and don't understand that what seems 
like a mess now would get better if they continued on further, and get 
discouraged or object.)

A lot of atheists are misguided in this regard. They regard criticisms of God as 
more important than they are, while neglecting issues of what are good ways of 
life. Life isn't awesome be default and simply removing religion for an arbitrary, 
unthoughtful replacement won't get a good result.

Lots of environmentalists are misguided too. Many environmentalists know what 
they hate but give pathetically little thought to what they do want to happen. They 
think a lot about how much they hate gas powered cars. But then when they 

http://news.ycombinator.com/item?id=3743423


suggest electric cars they never bother to think that through. So it doesn't occur 
to them that electric cars are powered off the electric grid which is powered 
mostly by fossil fuels. Their focus is on opposing stuff, not finding good ways of 
life.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 23, 2012 at 3:18 AM

On Fri, Mar 23, 2012 at 3:42 AM, Steve Push <stephen.push@gmail.com> wrote:

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Wed, Mar 21, 2012 at 1:36 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 19, 9:00 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 16, 2012 at 1:55 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

You said you value persuasion but did you notice that Dawkins herself
does not value persuasion:

The animals' point of view cannot be considered in isolation from long-term 
health interests (any more than a child's view about going to the dentist 
can be).

Notice, also, that she minces words here despite her entreaty at the
beginning of the article to "[l]et us not mince words". She is saying
that it is OK to force children regardless of the child's preferences
but she dresses it up by saying it is doing what is in the child's
'interests" (and never refers to force).

Why does she not have high regard for children's suffering and
children's preferences? Part of the reason is that she thinks animals,
children, and adults lie on a continuum in terms of their ability to
create knowledge. This leads to her devaluing children and
over-valuing animals.

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


The BoI point of view says there is no continuum: Only people create
knowledge, animals do not. The argument for this is philosophical but
nowhere does Dawkins draw on any philosophy and even acknowledge that
a philosophical approach is possible. She thinks that in considering
animal suffering we should look for a middle way between "scientific
respectability and practical considerations". What does that even
mean?

Why does she frame things like this? Why does she disregard
philosophy? Is it because she sees science as conferring authority and
if we step too far outside the bounds of science we lose authority?

I'm not able to comment on Dawkins' views on child-rearing or
epistemology.

Why not? Do you agree that her biases and ignorance with regard to
these things are not independent from her views on animals?

I don't have any good reason to believe that she is biased or ignorant
on those topics.

You don't think the quote about children is good reason?

But if she is, I don't care.  Her expertise is in
animal behavior, and that's the only topic on which I care about her
views.

If one wants to take positions about whether animals learn, suffer
etc, then one is either explicitly or implicitly taking positions
about knowledge and the growth of knowledge. That puts one squarely in
the domain of epistemology.

Her views on child-rearing and epistemology are no more
relevant than what political party she supports.  Bringing up these
other issues is an ad hominem argument.

No, I gave an example of how her biases/ignorance in these areas
colours her thinking: She thinks the ability to create knowledge comes
on a continuum. But that contradicts what we know about the



universality of knowledge creators.

As explained in BoI, universality jumps. A small change can make the
difference between not being able to create knowledge and having
universal ability to do so. That change happened during the evolution
of humans and it is a consequence of *reach* (another thing explained
in BoI).

So one cannot go from a-little-bit-universal to partially-universal to
fully-universal. The (often implicit) assumption that you can is
prevalent, however, and  it leads to all sorts of mistakes in areas
ranging from animals studies to child-rearing to AI.

-- Brian Scurfield



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 23, 2012 at 3:42 AM

On Mar 23, 3:18 am, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 23, 2012 at 3:42 AM, Steve Push <stephen.p...@gmail.com> wrote:

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Wed, Mar 21, 2012 at 1:36 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 19, 9:00 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 16, 2012 at 1:55 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

You said you value persuasion but did you notice that Dawkins herself
does not value persuasion:

The animals' point of view cannot be considered in isolation from long-
term health interests (any more than a child's view about going to the 
dentist can be).

Notice, also, that she minces words here despite her entreaty at the
beginning of the article to "[l]et us not mince words". She is saying
that it is OK to force children regardless of the child's preferences
but she dresses it up by saying it is doing what is in the child's
'interests" (and never refers to force).

Why does she not have high regard for children's suffering and
children's preferences? Part of the reason is that she thinks animals,
children, and adults lie on a continuum in terms of their ability to
create knowledge. This leads to her devaluing children and
over-valuing animals.

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


The BoI point of view says there is no continuum: Only people create
knowledge, animals do not. The argument for this is philosophical but
nowhere does Dawkins draw on any philosophy and even acknowledge 
that
a philosophical approach is possible. She thinks that in considering
animal suffering we should look for a middle way between "scientific
respectability and practical considerations". What does that even
mean?

Why does she frame things like this? Why does she disregard
philosophy? Is it because she sees science as conferring authority and
if we step too far outside the bounds of science we lose authority?

I'm not able to comment on Dawkins' views on child-rearing or
epistemology.

Why not? Do you agree that her biases and ignorance with regard to
these things are not independent from her views on animals?

I don't have any good reason to believe that she is biased or ignorant
on those topics.

You don't think the quote about children is good reason?

But if she is, I don't care.  Her expertise is in
animal behavior, and that's the only topic on which I care about her
views.

If one wants to take positions about whether animals learn, suffer
etc, then one is either explicitly or implicitly taking positions
about knowledge and the growth of knowledge. That puts one squarely in
the domain of epistemology.

Her views on child-rearing and epistemology are no more
relevant than what political party she supports.  Bringing up these
other issues is an ad hominem argument.

No, I gave an example of how her biases/ignorance in these areas
colours her thinking: She thinks the ability to create knowledge comes



on a continuum. But that contradicts what we know about the
universality of knowledge creators.

As explained in BoI, universality jumps. A small change can make the
difference between not being able to create knowledge and having
universal ability to do so. That change happened during the evolution
of humans and it is a consequence of *reach* (another thing explained
in BoI).

So one cannot go from a-little-bit-universal to partially-universal to
fully-universal. The (often implicit) assumption that you can is
prevalent, however, and  it leads to all sorts of mistakes in areas
ranging from animals studies to child-rearing to AI.

Let me see if I understand your position.  You believe consciousness
didn't evolve over millions of years.  Rather it sprang forth pretty
much in its current form with the evolution of modern humans.  And all
appearances of continuity in behavior and brain anatomy and physiology
between humans and other mammals are illusory.

And you cite as your source for this view a philosophically oriented
book written for a nonspecialist audience by a theoretical physicist.
And any attempts to counter that view with the work of specialists in
the fields of evolutionary biology or animal behavior can be dismissed
as appeals to authority.

Did I get that right?

Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 23, 2012 at 7:57 AM

On Mar 23, 3:18 am, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 23, 2012 at 3:42 AM, Steve Push <stephen.p...@gmail.com> wrote:

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Wed, Mar 21, 2012 at 1:36 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 19, 9:00 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 16, 2012 at 1:55 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

You said you value persuasion but did you notice that Dawkins herself
does not value persuasion:

The animals' point of view cannot be considered in isolation from long-
term health interests (any more than a child's view about going to the 
dentist can be).

Notice, also, that she minces words here despite her entreaty at the
beginning of the article to "[l]et us not mince words". She is saying
that it is OK to force children regardless of the child's preferences
but she dresses it up by saying it is doing what is in the child's
'interests" (and never refers to force).

Why does she not have high regard for children's suffering and
children's preferences? Part of the reason is that she thinks animals,
children, and adults lie on a continuum in terms of their ability to
create knowledge. This leads to her devaluing children and
over-valuing animals.

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


The BoI point of view says there is no continuum: Only people create
knowledge, animals do not. The argument for this is philosophical but
nowhere does Dawkins draw on any philosophy and even acknowledge 
that
a philosophical approach is possible. She thinks that in considering
animal suffering we should look for a middle way between "scientific
respectability and practical considerations". What does that even
mean?

Why does she frame things like this? Why does she disregard
philosophy? Is it because she sees science as conferring authority and
if we step too far outside the bounds of science we lose authority?

I'm not able to comment on Dawkins' views on child-rearing or
epistemology.

Why not? Do you agree that her biases and ignorance with regard to
these things are not independent from her views on animals?

I don't have any good reason to believe that she is biased or ignorant
on those topics.

You don't think the quote about children is good reason?

But if she is, I don't care.  Her expertise is in
animal behavior, and that's the only topic on which I care about her
views.

If one wants to take positions about whether animals learn, suffer
etc, then one is either explicitly or implicitly taking positions
about knowledge and the growth of knowledge. That puts one squarely in
the domain of epistemology.

Her views on child-rearing and epistemology are no more
relevant than what political party she supports.  Bringing up these
other issues is an ad hominem argument.

No, I gave an example of how her biases/ignorance in these areas
colours her thinking: She thinks the ability to create knowledge comes



on a continuum. But that contradicts what we know about the
universality of knowledge creators.

As explained in BoI, universality jumps. A small change can make the
difference between not being able to create knowledge and having
universal ability to do so. That change happened during the evolution
of humans and it is a consequence of *reach* (another thing explained
in BoI).

So one cannot go from a-little-bit-universal to partially-universal to
fully-universal. The (often implicit) assumption that you can is
prevalent, however, and  it leads to all sorts of mistakes in areas
ranging from animals studies to child-rearing to AI.

It seems to me BoI contradicts the view that animals don't have
qualia.  In Chapter 12 Deutsch concludes, "In reality, science has,
and will have, no access to this issue until explanatory knowledge
about qualia has been discovered."

While I disagree with that conclusion, if we were to grant it for the
sake of argument, we would have to conclude that the only reasonable
position on this question is agnosticism.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fields, Expertise (was: Learning; Morality of Animals)
Date: March 23, 2012 at 2:40 PM

On Mar 23, 2012, at 12:42 AM, Steve Push wrote:

And you cite as your source for this view a philosophically oriented
book written for a nonspecialist audience by a theoretical physicist.
And any attempts to counter that view with the work of specialists in
the fields of evolutionary biology or animal behavior can be dismissed
as appeals to authority.

Did I get that right?

These sorts of judgments of people by authority are the wrong approach. But they 
raise some more interesting points about what kind of knowledge helps us solve 
which questions.

This is the wrong idea about David's credentials. It not only judges by authority, 
but the judgments of who has authority are completely off the mark. This 
illustrates a general problem that people who disagree about a topic don't 
normally agree about who has authority to defer to regarding that topic.

Nor, often enough, do people in an argument even agree about what types of 
specialty are relevant.

David is, by authority type criteria, the leading Popperian philosopher in the world. 
Number one. By a mile. He's the only person to ever publish substantial 
improvements on Popper.

David, being the highest authority (Popperian) epistemologist in the world, has 
written a book about, more than anything else, (Popperian) epistemology. Then 
Steve Push complained he wasn't qualified! Given that non-Popperian 
epistemology is false, no one was more qualified to address epistemological 
issues. David was literally the best person in the world to write it, by a large 
margin.

The "specialists" are all grossly ignorant of the topic we're actually discussing: 
epistemology. They are so ignorant they don't even know they have a problem or 
there's something to learn. They haven't even gotten started. Instead, they rely on 



their unexamined and substantially unconscious philosophical ideas that are 
anything but expert.

David is a specialist here -- as are me and Brian -- but none of these paper 
authors are even versed in the area. They aren't just non-specialists, they aren't 
even *aware* of the right field.

Evolution is a topic in epistemology (biological evolution is a special case of 
something broader, as BoI explains). There is no way to get around this. One 
must understand epistemology to approach evolution well in any kind of broader 
context than a narrow biology problem.

Analyzing animal behavior is also a topic where one needs epistemology. (E.g. to 
be able to judge which explanations and interpretations for the observations are 
good are bad, and to understand the difference between observing X and 
observing Y then interpreting it as X.)

What is someone better off with for commenting on animals? Lots of knowledge 
of epistemology and a little of animals, or vice versa? The answer is the lots of 
epistemology. It'd be best to have lots of knowledge of both, but at least 
epistemological knowledge helps one not go in the wrong direction and actually 
make useful progress and get some stuff right. The other option is to know a lot 
about animals but misinterpret it all b/c one isn't philosophically sophisticated 
enough to correct his errors and learn well.

It's the same with evolution. Hence we have stuff like Richard Dawkins publishing 
incompetent papers which he thinks are in his speciality (see: The Evolution of 
Evolvability). His knowledge is too specialized and limited so he doesn't even 
know when he exceeds his limits or not (a common problem for the 
philosophically naive -- they don't even know what field stuff is in. In this regard, 
see also Ramachandran and his misconception that autism is part of 
neuroscience and that neuroscience backs up his moral theories about how to 
treat children.). Another example of Dawkins messing up is the "artificial 
selection" stuff in The Ancestor's Tale. It's hard to tell if he was wrong or just 
trying to mislead his readers to make evolution look good, but the text seems to 
be saying that evolution can create dogs from wolves in 20 years of breeding 
(without the knowledge already existing in advance). It can't. The alternative 
interpretation (note: if he was a better philosophy, he'd write less ambiguously) is 



that he was trying to say: look how much the gradual progress method can 
accomplish over 20 steps! And he used an example that was the equivalent of: a 
master pianist quits for a year. Then gets back to the top 1% in 20 weeks of step-
by-step training. That doesn't illustrate how powerful step-by-step progress is for 
creating something new.

Dawkins in particular has a longstanding habit of overestimating his knowledge 
and straying far outside his knowledge while believing he's still wise. See for 
example: his interview with Derren Brown about skepticism, superstition and 
charlatans, all his political commentary, all his comments regarding religion, and 
all his comments regarding morality. Also evolutionary psychology which strays 
heavily into epistemology (stuff about how people learn and make choices, as 
well as what kinds of explanations of human behavior are any good, and what 
humans are and how they think).

Ideas have reach, and epistemology and physics have some of the most reach of 
all. Result: epistemology and physics ideas routinely reach *into* apparently other 
fields, and ideas in apparently other fields routinely reach *out* of those fields.

Why does epistemology have so much reach? Because it covers learning, and 
the way we make progress in all other fields is by learning about them. And 
epistemology covers the topic of mistakes. In all fields we make mistakes. 
Whether we do well is a matter of correcting mistakes which is a topic 
epistemology covers. So we always need some epistemology to be much good at 
anything. And then there are many other less general purpose connections, e.g. 
epistemology helps us understand what knowledge structure is (not a metaphor) 
and what structures have what properties, and then this applies to understanding 
how animal and human knowledge is structured. Or there are a bunch of 
connections between epistemology and morality (for an introduction, this comes 
up a bit in the Socrates chapter of BoI).

Why does physics have so much reach? Because it addresses the material 
world. E.g. animals are made out of atoms obeying the laws of physics. I'm not 
saying physics has a lot to say about the animal topic but it has a lot of reach in 
general and helps one cover a broad array of topics well. And you do need at 
least some basic knowledge of physics to understand animals, e.g. so that you 
know they won't randomly explode or go back in time or start ignoring gravity, and 
they can't be cursed with bad luck (curses and luck not being part of the laws of 



physics).

There are of course questions in evolutionary biology and animal behavior which 
are parochial enough not to substantially reach to other fields, and to require a 
bunch of expertise to answer. But no one is criticizing any of what the relevant 
experts say about any questions of that type.

Meanwhile a question like "What are the connections and relationship between 
human behavior and animal behavior?" is blatantly going outside the scope of an 
animal behavior specialist. So is any question about "qualia", "preferences", 
"values", "suffering", "wants", "morality of humans doing X to animals", and so on 
-- all of those are concepts from outside the field of animal behavior where the 
relevant kind of expert is a philosopher like Deutsch or myself.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] a science/epistemology connection
Date: March 23, 2012 at 3:00 PM

http://news.ycombinator.com/item?id=3746326

Here is a simple explanation of the experiment:
1. The set of neurons that was active only during learning was determined.
2. The genes activated in those neurons were determined.
3. Genetic engineering was done to make the activation of those genes always 
happen in conjunction with activation of the gene being responsible for the 
neuron becoming sensitive to light.
4. The mouse was put through a learning experience, during which the small 
group of neurons affected became sensitive to light.
5. Via stimulating those neurons with light, the experience was reproduced in 
the mouse in a completely different environment (so the comparisions to Pavlov 
are not justified).
In this way the abstract concept of a memory and of the process of 
remembering something was related very closely to a specific physical 
phenomena. Even the methods used to make the experiment are interesting by 
themselves (at least for a lay person) and I think you cannot easily dismiss the 
importance of this discovery as some people do here.

Step 1 requires understanding when learning is happening or not. Which is a 
topic in epistemology! So did they bring in an epistemology expert to help them 
get it right? No...

Step 4 also requires understanding learning.

http://www.mit.edu/newsoffice/2012/conjuring-memories-artificially-0322.html

“We wanted to artificially activate a memory without the usual required sensory 
experience, which provides experimental evidence that even ephemeral 
phenomena, such as personal memories, reside in the physical machinery of 
the brain,” adds co-author Steve Ramirez, a graduate student in Tonegawa’s 
lab.

Wait, so they want to demonstrate that the physical brain "machinery" has the 
information for memories? What for? To shut up mystics?

http://news.ycombinator.com/item?id=3746326
http://www.mit.edu/newsoffice/2012/conjuring-memories-artificially-0322.html


Referring to the 17th-century French philosopher who wrote, “I think, therefore I 
am,” Tonegawa says, “René Descartes didn’t believe the mind can be studied 
as a natural science. He was wrong. This experimental method is the ultimate 
way of demonstrating that mind, like memory recall, is based on changes in 
matter.”

Hey look, they are explicitly trying to comment on philosophy and say they are 
making philosophical progress with their science. And they are doing this without 
knowing much of anything about philosophy. They are making statements outside 
their expertise to the press and trying to back them up with the authority of 
scientific experiment and their own scientific credentials. This is scientism: the 
purported use of scientific techniques (e.g. brain experiments in mice) to address 
non-scientific problems. Science doesn't have the answers to philosophy!

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] what programming is about
Date: March 23, 2012 at 3:18 PM

http://www.cs.berkeley.edu/~bh/ssch0/preface.html

some pretty good philosophy? any important criticisms?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://www.cs.berkeley.edu/~bh/ssch0/preface.html
http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] what programming is about
Date: March 23, 2012 at 6:26 PM

On Fri, Mar 23, 2012 at 2:18 PM, Elliot Temple <curi@curi.us> wrote:
http://www.cs.berkeley.edu/~bh/ssch0/preface.html

some pretty good philosophy? any important criticisms?

So LISP allows for programming to be centered around ideas [which
includes nesting of ideas]; which is better because humans think in
ideas and we're the ones making the programs.

What LISP sacrifices [as described in the link], is increased
potential for human errors causing performance problems.

I think that the pros outweigh the cons.

The pro is that programs in LISP are easier to design and read, saving
lots of time. Note that this is the conjecture step of C&R.

The con is that it is more prone to human error. But with better error
correction methods, this step is manageable. As I understand it, Apple
OSX has great error correction tools that for example allows for the
measuring of performance times. This tool would easily find errors as
described by the link above. Note that this is the refutation step of
C&R.

-- Rami

-- 

http://www.cs.berkeley.edu/~bh/ssch0/preface.html


From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Re: Animal Fight Video
Date: March 23, 2012 at 6:35 PM

On Mar 23, 12:53 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Mar 22, 2012 at 6:44 PM, Brett Hall <brhal...@hotmail.com> wrote:
This is slightly different - but ever wondered who would win in a
fight - tiger or lion? The North Koreans apparently did and used their
zoo as a cage match some years back. Here's the result:

http://www.youtube.com/watch?v=YVOY_pzcLDs

They did other animals (I think bears vs gorillas/lions) as well.

But I didn't find it good TV.

No surprise there. Closed societies are extremely bad at TV (and most
everything else) compared to open societies like ours. And even in our
society, lots of TV is boring, especially outside its target audience.

And - given I'm prepared to say we just don't yet know
enough about qualia - let along qualia of animals - I don't know if
there's not suffering going on here. I think there might be. I think
the original set of videos they took has been released under the title
"Battle of the Beasts".

Are you advocating the precautionary principle?

Not quite. I think that there are things to be known here. So i'm not
simply arguing not trying new things. Actually i am arguing we need to
do more to understand this issue. Animals fighing might be part of
this but to my mind there are better ways. As others on here have
observed - so much is shared between other animals and humans and it
seems that consciousness, mind, the capacity to be a universal
knowledge creator, thinking, perception, qualia, suffering and pain
are all so poorly understood (yet understood imperfectly nonetheless)
that acting on the best theory of these things would involve
attributing at least pain and possibly suffering to animals. I am not

http://www.youtube.com/watch?v=YVOY_pzcLDs


sure about this but until we have a better theory I will act on the
basis that although animals other than humans are not universal
explainers I still the they can suffer...because I am not convinced
that suffering "emerges" out of being a universal knowledge creator.

So how to determine if animals suffer? If they deserve our moral
concern? That will only come with a new theory of consciousness, mind,
qualia, suffering and so forth. For now, the best theory I know of is
that consciousness arises from brains and the more complex the brain
and nervous system the richer the experience. Humans have the richest
experience but animals have experiences also - one experience they
don't seem to have is that of being a universal knowledge creator. But
that has nothing to do with their other qualia...including their
capacity to experience pain and suffer. I am not yet convinced that
interpretation of certain stimuli is required for us to label it pain
or suffering. But I'm open to being convinced.

When in doubt, do the
"safe"/conservative thing where safe is defined as whatever you want?

Oh I wouldn't suggest that. That's a recipe for making no progress
ever. I think there are objective differences between making mistakes
that haven't been made before and ignoring our best theories and
repeating the same mistakes. I think that certain kinds of animal
fighting (for example) are neither entertaining nor able to teach us
anything new nor decide between rival explanations. In what way can
animal fighting make progress? Do you find it entertaining?

If not, what is the principle here?

Act on our best theories and criticise them. What would you prefer to
do? Is this question seeking knowledge in an Socratically motivated
open and honest way or testing my understanding of epistemology?

Brett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] what programming is about
Date: March 23, 2012 at 8:56 PM

On Mar 23, 2012, at 3:26 PM, Rami Rustom wrote:

On Fri, Mar 23, 2012 at 2:18 PM, Elliot Temple <curi@curi.us> wrote:
http://www.cs.berkeley.edu/~bh/ssch0/preface.html

some pretty good philosophy? any important criticisms?

So LISP allows for programming to be centered around ideas [which
includes nesting of ideas]; which is better because humans think in
ideas and we're the ones making the programs.

What LISP sacrifices [as described in the link], is increased
potential for human errors causing performance problems.

I think that the pros outweigh the cons.

The pro is that programs in LISP are easier to design and read, saving
lots of time. Note that this is the conjecture step of C&R.

The con is that it is more prone to human error.

Not really. If you only use advanced tools when you know what you're doing, they 
won't cause any errors just for existing. Actually the danger of lisp macros is way 
overrated. As is the danger of ruby's open classes and the editing of core classes 
by projects like rails. Sure bugs do happen but bugs always happen in these 
areas, but bugs always happen so that doesn't mean much.

Languages like ruby and python are in widespread use and they don't make you 
declare data types for your variables. Basically no one is saying this causes lots 
of bugs (at least not in the ruby and HN communities where people actually use 
the languages. maybe the C programmers who haven't tried it are saying that 
over on their forums). It doesn't cause more bugs. Actually development with ruby 
and python is faster and less buggy than with languages like C because they are 
easier to use and therefore less prone to human error.

What cuts down on bugs, first and foremost, is if people can read the code and 

http://www.cs.berkeley.edu/~bh/ssch0/preface.html


keep it *short* and understand it. Ruby and Python help with this. Making you 
write out all the variable types makes code longer and therefore contributes to 
more bugs. Just like adding any extra junk to code to make it more messy would 
increase bug rates at least a little.

In the cases where it's unclear what a variable is, you need to name it better, re-
organize your code better, or perhaps even write the type in comments or with 
some other optional mechanism. (I believe with some lisp compilers you can 
declare variable types optionally when you want to so the compiler can use the 
information to do optimizations.)

Just declaring the type doesn't solve this problem and perhaps can even obscure 
the problem.

The number one cause of human error in substantial computer programs, by a 
large factor over all other causes, is difficulty dealing with and managing the 
knowledge complexity.

Programming is about organizing knowledge and if you want to cut down on 
errors you need tools which help you do this and don't get in your way. That is 
how you reduce bugs.

That's the dominant issue. Staying organized with substantial programs is much 
more difficult than actually writing this or that feature. Yeah there do exist a few 
features that are hard to write but knowledge organization is the big, general 
problem in the field.

You might expect programmers to therefore study epistemology and maybe some 
philosophers study programming too. But they don't. And regular epistemology is 
worthless anyway.

Of course some people here are exceptions. E.g. I think me, DD, Alan and Brian 
know programming (at least conventional programming, maybe not any lisp) and 
epistemology both.

Organizing lots of knowledge requires *good abstractions* and *good flexibility*. 
lisp provides this by giving the programmer enough *power and control* to 
implement the abstractions he thinks best and set up his programming 



environment as he thinks best. Other languages handicap you and limit the use of 
abstractions and limit how much you can control the environment. This simply 
makes it harder to deal with large amounts of knowledge and lowers the bar for 
how much large programming projects can succeed.

But with better error
correction methods, this step is manageable. As I understand it, Apple
OSX has great error correction tools that for example allows for the
measuring of performance times. This tool would easily find errors as
described by the link above. Note that this is the refutation step of
C&R.

Some lisp systems have had the best error correction tools, e.g. being able to 
conveniently stop a program when there's an error, see exactly where it is in 
execution and examine the program state (in a normal lisp environment, not in 
some special, limited debug tools), then edit the source code and have it 
continue.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Fields, Expertise (was: Learning; Morality of Animals)
Date: March 23, 2012 at 9:02 PM

On Mar 23, 2:40 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 23, 2012, at 12:42 AM, Steve Push wrote:

And you cite as your source for this view a philosophically oriented
book written for a nonspecialist audience by a theoretical physicist.
And any attempts to counter that view with the work of specialists in
the fields of evolutionary biology or animal behavior can be dismissed
as appeals to authority.

Did I get that right?

These sorts of judgments of people by authority are the wrong approach. But 
they raise some more interesting points about what kind of knowledge helps us 
solve which questions.

This is the wrong idea about David's credentials. It not only judges by authority, 
but the judgments of who has authority are completely off the mark. This 
illustrates a general problem that people who disagree about a topic don't 
normally agree about who has authority to defer to regarding that topic.

Nor, often enough, do people in an argument even agree about what types of 
specialty are relevant.

David is, by authority type criteria, the leading Popperian philosopher in the 
world. Number one. By a mile. He's the only person to ever publish substantial 
improvements on Popper.

David, being the highest authority (Popperian) epistemologist in the world, has 
written a book about, more than anything else, (Popperian) epistemology. Then 
Steve Push complained he wasn't qualified! Given that non-Popperian 
epistemology is false, no one was more qualified to address epistemological 
issues. David was literally the best person in the world to write it, by a large 
margin.

The "specialists" are all grossly ignorant of the topic we're actually discussing: 
epistemology. They are so ignorant they don't even know they have a problem 



or there's something to learn. They haven't even gotten started. Instead, they 
rely on their unexamined and substantially unconscious philosophical ideas that 
are anything but expert.

David is a specialist here -- as are me and Brian -- but none of these paper 
authors are even versed in the area. They aren't just non-specialists, they aren't 
even *aware* of the right field.

Evolution is a topic in epistemology (biological evolution is a special case of 
something broader, as BoI explains). There is no way to get around this. One 
must understand epistemology to approach evolution well in any kind of broader 
context than a narrow biology problem.

Analyzing animal behavior is also a topic where one needs epistemology. (E.g. 
to be able to judge which explanations and interpretations for the observations 
are good are bad, and to understand the difference between observing X and 
observing Y then interpreting it as X.)

What is someone better off with for commenting on animals? Lots of knowledge 
of epistemology and a little of animals, or vice versa? The answer is the lots of 
epistemology. It'd be best to have lots of knowledge of both, but at least 
epistemological knowledge helps one not go in the wrong direction and actually 
make useful progress and get some stuff right. The other option is to know a lot 
about animals but misinterpret it all b/c one isn't philosophically sophisticated 
enough to correct his errors and learn well.

It's the same with evolution. Hence we have stuff like Richard Dawkins 
publishing incompetent papers which he thinks are in his speciality (see: The 
Evolution of Evolvability). His knowledge is too specialized and limited so he 
doesn't even know when he exceeds his limits or not (a common problem for the 
philosophically naive -- they don't even know what field stuff is in. In this regard, 
see also Ramachandran and his misconception that autism is part of 
neuroscience and that neuroscience backs up his moral theories about how to 
treat children.). Another example of Dawkins messing up is the "artificial 
selection" stuff in The Ancestor's Tale. It's hard to tell if he was wrong or just 
trying to mislead his readers to make evolution look good, but the text seems to 
be saying that evolution can create dogs from wolves in 20 years of breeding 
(without the knowledge already existing in advance). It can't. The alternative 
interpretation (note: if he was a better philosophy, he'd write less ambiguously) 
is that he was trying to say: look how much the gradual progress method can 



accomplish over 20 steps! And he used an example that was the equivalent of: 
a master pianist quits for a year. Then gets back to the top 1% in 20 weeks of 
step-by-step training. That doesn't illustrate how powerful step-by-step progress 
is for creating something new.

Dawkins in particular has a longstanding habit of overestimating his knowledge 
and straying far outside his knowledge while believing he's still wise. See for 
example: his interview with Derren Brown about skepticism, superstition and 
charlatans, all his political commentary, all his comments regarding religion, and 
all his comments regarding morality. Also evolutionary psychology which strays 
heavily into epistemology (stuff about how people learn and make choices, as 
well as what kinds of explanations of human behavior are any good, and what 
humans are and how they think).

Ideas have reach, and epistemology and physics have some of the most reach 
of all. Result: epistemology and physics ideas routinely reach *into* apparently 
other fields, and ideas in apparently other fields routinely reach *out* of those 
fields.

Why does epistemology have so much reach? Because it covers learning, and 
the way we make progress in all other fields is by learning about them. And 
epistemology covers the topic of mistakes. In all fields we make mistakes. 
Whether we do well is a matter of correcting mistakes which is a topic 
epistemology covers. So we always need some epistemology to be much good 
at anything. And then there are many other less general purpose connections, 
e.g. epistemology helps us understand what knowledge structure is (not a 
metaphor) and what structures have what properties, and then this applies to 
understanding how animal and human knowledge is structured. Or there are a 
bunch of connections between epistemology and morality (for an introduction, 
this comes up a bit in the Socrates chapter of BoI).

Why does physics have so much reach? Because it addresses the material 
world. E.g. animals are made out of atoms obeying the laws of physics. I'm not 
saying physics has a lot to say about the animal topic but it has a lot of reach in 
general and helps one cover a broad array of topics well. And you do need at 
least some basic knowledge of physics to understand animals, e.g. so that you 
know they won't randomly explode or go back in time or start ignoring gravity, 
and they can't be cursed with bad luck (curses and luck not being part of the 
laws of physics).



There are of course questions in evolutionary biology and animal behavior 
which are parochial enough not to substantially reach to other fields, and to 
require a bunch of expertise to answer. But no one is criticizing any of what the 
relevant experts say about any questions of that type.

Meanwhile a question like "What are the connections and relationship between 
human behavior and animal behavior?" is blatantly going outside the scope of 
an animal behavior specialist. So is any question about "qualia", "preferences", 
"values", "suffering", "wants", "morality of humans doing X to animals", and so 
on -- all of those are concepts from outside the field of animal behavior where 
the relevant kind of expert is a philosopher like Deutsch or myself.

Several of the statements above contradict positions taken by David in
BoI and this forum.

David has clearly stated that he believes there is no induction and
that the process of scientific discovery is Popperian, even if the
scientists involved think they are using induction.  If that is true,
Popper’s work is descriptive, not normative, and it makes no
difference what a scientist’s epistemological views are.

David has also made his views on reductionism and emergent properties
clear.  So while biologists need to know physics to avoid theories
that are incompatible with physical laws, biology cannot be reduced to
physics.

And as I explained in an earlier message, David’s view on qualia in
animals is agnostic, while others in this forum claim to have
determined that animals don’t have qualia.

I believe that philosophers can make contributions in many areas of
science, including the study of evolution and consciousness.  But to
do so they have to learn the science.  These questions are no more
reducible to philosophy than they are to physics.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fields, Expertise (was: Learning; Morality of Animals)
Date: March 23, 2012 at 9:11 PM

On Mar 23, 2012, at 6:02 PM, Steve Push wrote:

On Mar 23, 2:40 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 23, 2012, at 12:42 AM, Steve Push wrote:

And you cite as your source for this view a philosophically oriented
book written for a nonspecialist audience by a theoretical physicist.
And any attempts to counter that view with the work of specialists in
the fields of evolutionary biology or animal behavior can be dismissed
as appeals to authority.

Did I get that right?

These sorts of judgments of people by authority are the wrong approach. But 
they raise some more interesting points about what kind of knowledge helps us 
solve which questions.

This is the wrong idea about David's credentials. It not only judges by authority, 
but the judgments of who has authority are completely off the mark. This 
illustrates a general problem that people who disagree about a topic don't 
normally agree about who has authority to defer to regarding that topic.

Nor, often enough, do people in an argument even agree about what types of 
specialty are relevant.

David is, by authority type criteria, the leading Popperian philosopher in the 
world. Number one. By a mile. He's the only person to ever publish substantial 
improvements on Popper.

David, being the highest authority (Popperian) epistemologist in the world, has 
written a book about, more than anything else, (Popperian) epistemology. Then 
Steve Push complained he wasn't qualified! Given that non-Popperian 
epistemology is false, no one was more qualified to address epistemological 
issues. David was literally the best person in the world to write it, by a large 



margin.

The "specialists" are all grossly ignorant of the topic we're actually discussing: 
epistemology. They are so ignorant they don't even know they have a problem 
or there's something to learn. They haven't even gotten started. Instead, they 
rely on their unexamined and substantially unconscious philosophical ideas 
that are anything but expert.

David is a specialist here -- as are me and Brian -- but none of these paper 
authors are even versed in the area. They aren't just non-specialists, they 
aren't even *aware* of the right field.

Evolution is a topic in epistemology (biological evolution is a special case of 
something broader, as BoI explains). There is no way to get around this. One 
must understand epistemology to approach evolution well in any kind of 
broader context than a narrow biology problem.

Analyzing animal behavior is also a topic where one needs epistemology. (E.g. 
to be able to judge which explanations and interpretations for the observations 
are good are bad, and to understand the difference between observing X and 
observing Y then interpreting it as X.)

What is someone better off with for commenting on animals? Lots of 
knowledge of epistemology and a little of animals, or vice versa? The answer 
is the lots of epistemology. It'd be best to have lots of knowledge of both, but at 
least epistemological knowledge helps one not go in the wrong direction and 
actually make useful progress and get some stuff right. The other option is to 
know a lot about animals but misinterpret it all b/c one isn't philosophically 
sophisticated enough to correct his errors and learn well.

It's the same with evolution. Hence we have stuff like Richard Dawkins 
publishing incompetent papers which he thinks are in his speciality (see: The 
Evolution of Evolvability). His knowledge is too specialized and limited so he 
doesn't even know when he exceeds his limits or not (a common problem for 
the philosophically naive -- they don't even know what field stuff is in. In this 
regard, see also Ramachandran and his misconception that autism is part of 
neuroscience and that neuroscience backs up his moral theories about how to 
treat children.). Another example of Dawkins messing up is the "artificial 
selection" stuff in The Ancestor's Tale. It's hard to tell if he was wrong or just 
trying to mislead his readers to make evolution look good, but the text seems 



to be saying that evolution can create dogs from wolves in 20 years of 
breeding (without the knowledge already existing in advance). It can't. The 
alternative interpretation (note: if he was a better philosophy, he'd write less 
ambiguously) is that he was trying to say: look how much the gradual progress 
method can accomplish over 20 steps! And he used an example that was the 
equivalent of: a master pianist quits for a year. Then gets back to the top 1% in 
20 weeks of step-by-step training. That doesn't illustrate how powerful step-by-
step progress is for creating something new.

Dawkins in particular has a longstanding habit of overestimating his knowledge 
and straying far outside his knowledge while believing he's still wise. See for 
example: his interview with Derren Brown about skepticism, superstition and 
charlatans, all his political commentary, all his comments regarding religion, 
and all his comments regarding morality. Also evolutionary psychology which 
strays heavily into epistemology (stuff about how people learn and make 
choices, as well as what kinds of explanations of human behavior are any 
good, and what humans are and how they think).

Ideas have reach, and epistemology and physics have some of the most reach 
of all. Result: epistemology and physics ideas routinely reach *into* apparently 
other fields, and ideas in apparently other fields routinely reach *out* of those 
fields.

Why does epistemology have so much reach? Because it covers learning, and 
the way we make progress in all other fields is by learning about them. And 
epistemology covers the topic of mistakes. In all fields we make mistakes. 
Whether we do well is a matter of correcting mistakes which is a topic 
epistemology covers. So we always need some epistemology to be much good 
at anything. And then there are many other less general purpose connections, 
e.g. epistemology helps us understand what knowledge structure is (not a 
metaphor) and what structures have what properties, and then this applies to 
understanding how animal and human knowledge is structured. Or there are a 
bunch of connections between epistemology and morality (for an introduction, 
this comes up a bit in the Socrates chapter of BoI).

Why does physics have so much reach? Because it addresses the material 
world. E.g. animals are made out of atoms obeying the laws of physics. I'm not 
saying physics has a lot to say about the animal topic but it has a lot of reach 
in general and helps one cover a broad array of topics well. And you do need 
at least some basic knowledge of physics to understand animals, e.g. so that 



you know they won't randomly explode or go back in time or start ignoring 
gravity, and they can't be cursed with bad luck (curses and luck not being part 
of the laws of physics).

There are of course questions in evolutionary biology and animal behavior 
which are parochial enough not to substantially reach to other fields, and to 
require a bunch of expertise to answer. But no one is criticizing any of what the 
relevant experts say about any questions of that type.

Meanwhile a question like "What are the connections and relationship between 
human behavior and animal behavior?" is blatantly going outside the scope of 
an animal behavior specialist. So is any question about "qualia", "preferences", 
"values", "suffering", "wants", "morality of humans doing X to animals", and so 
on -- all of those are concepts from outside the field of animal behavior where 
the relevant kind of expert is a philosopher like Deutsch or myself.

Several of the statements above contradict positions taken by David in
BoI and this forum.

David has clearly stated that he believes there is no induction and
that the process of scientific discovery is Popperian, even if the
scientists involved think they are using induction.  If that is true,
Popper’s work is descriptive, not normative, and it makes no
difference what a scientist’s epistemological views are.

That doesn't follow and is not what David believes.

Scientists sometimes do the right thing while having the wrong epistemology. 
Correct so far.

And if they succeed we can infer that they did something which could possibly 
succeed, which means some Popperian stuff.

But a lot of times they mess up and don't make progress and fail. They don't 
discover anything and waste their time. You can do that in a non-Popperian way! 
If they know the right methods they can do those methods a lot more consistently 
and make progress more reliably and also they can sometimes use that explicit 
knowledge to help correct some errors.



David has also made his views on reductionism and emergent properties
clear.  So while biologists need to know physics to avoid theories
that are incompatible with physical laws, biology cannot be reduced to
physics.

Right, I agree. That doesn't contradict physics being a field with a lot of reach.

And as I explained in an earlier message, David’s view on qualia in
animals is agnostic, while others in this forum claim to have
determined that animals don’t have qualia.

That's going a bit far. I've talked to David at length about qualia and he's rather 
more opinionated than agnostic.

Anyway are you trying to say I'm contradicting him by not being agnostic enough? 
I don't think he's said everyone ought to be agnostic about it. I don't recall him 
objecting to people taking positions. In general, taking positions -- even bold ones 
-- is an important part of making progress that makes it easier for one's ideas to 
be criticized.

I believe that philosophers can make contributions in many areas of
science, including the study of evolution and consciousness.  But to
do so they have to learn the science.  These questions are no more
reducible to philosophy than they are to physics.

We do know a lot about science. So problem solved.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] what programming is about
Date: March 23, 2012 at 9:15 PM

On Fri, Mar 23, 2012 at 7:56 PM, Elliot Temple <curi@curi.us> wrote:
On Mar 23, 2012, at 3:26 PM, Rami Rustom wrote:

On Fri, Mar 23, 2012 at 2:18 PM, Elliot Temple <curi@curi.us> wrote:
http://www.cs.berkeley.edu/~bh/ssch0/preface.html

some pretty good philosophy? any important criticisms?

So LISP allows for programming to be centered around ideas [which
includes nesting of ideas]; which is better because humans think in
ideas and we're the ones making the programs.

What LISP sacrifices [as described in the link], is increased
potential for human errors causing performance problems.

I think that the pros outweigh the cons.

The pro is that programs in LISP are easier to design and read, saving
lots of time. Note that this is the conjecture step of C&R.

The con is that it is more prone to human error.

Not really. If you only use advanced tools when you know what you're doing, 
they won't cause any errors just for existing. Actually the danger of lisp macros 
is way overrated. As is the danger of ruby's open classes and the editing of core 
classes by projects like rails. Sure bugs do happen but bugs always happen in 
these areas, but bugs always happen so that doesn't mean much.

Languages like ruby and python are in widespread use and they don't make you 
declare data types for your variables. Basically no one is saying this causes lots 
of bugs (at least not in the ruby and HN communities where people actually use 
the languages. maybe the C programmers who haven't tried it are saying that 
over on their forums). It doesn't cause more bugs. Actually development with 
ruby and python is faster and less buggy than with languages like C because 
they are easier to use and therefore less prone to human error.

What cuts down on bugs, first and foremost, is if people can read the code and 

http://www.cs.berkeley.edu/~bh/ssch0/preface.html


keep it *short* and understand it. Ruby and Python help with this. Making you 
write out all the variable types makes code longer and therefore contributes to 
more bugs. Just like adding any extra junk to code to make it more messy would 
increase bug rates at least a little.

In the cases where it's unclear what a variable is, you need to name it better, re-
organize your code better, or perhaps even write the type in comments or with 
some other optional mechanism. (I believe with some lisp compilers you can 
declare variable types optionally when you want to so the compiler can use the 
information to do optimizations.)

Just declaring the type doesn't solve this problem and perhaps can even 
obscure the problem.

The number one cause of human error in substantial computer programs, by a 
large factor over all other causes, is difficulty dealing with and managing the 
knowledge complexity.

Programming is about organizing knowledge and if you want to cut down on 
errors you need tools which help you do this and don't get in your way. That is 
how you reduce bugs.

That's the dominant issue. Staying organized with substantial programs is much 
more difficult than actually writing this or that feature. Yeah there do exist a few 
features that are hard to write but knowledge organization is the big, general 
problem in the field.

You might expect programmers to therefore study epistemology and maybe 
some philosophers study programming too. But they don't. And regular 
epistemology is worthless anyway.

Of course some people here are exceptions. E.g. I think me, DD, Alan and Brian 
know programming (at least conventional programming, maybe not any lisp) 
and epistemology both.

Organizing lots of knowledge requires *good abstractions* and *good flexibility*. 
lisp provides this by giving the programmer enough *power and control* to 
implement the abstractions he thinks best and set up his programming 



environment as he thinks best. Other languages handicap you and limit the use 
of abstractions and limit how much you can control the environment. This simply 
makes it harder to deal with large amounts of knowledge and lowers the bar for 
how much large programming projects can succeed.

I like the nesting ideas explained in the link above. Object oriented
programming [like in C#] also provides nesting with classes.

Can you compare OOP in C# with LISP [with respect to the programmer's
power and control to implement abstraction and setting up programming
environment.

But with better error
correction methods, this step is manageable. As I understand it, Apple
OSX has great error correction tools that for example allows for the
measuring of performance times. This tool would easily find errors as
described by the link above. Note that this is the refutation step of
C&R.

Some lisp systems have had the best error correction tools, e.g. being able to 
conveniently stop a program when there's an error, see exactly where it is in 
execution and examine the program state (in a normal lisp environment, not in 
some special, limited debug tools), then edit the source code and have it 
continue.

C# does that too. Maybe many of the languages in Visual Studio do it too.

Stepping through code during run time one line of code at a time is nice too.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Reductionism (was: Fields, Expertise (was: Learning; Morality of 
Animals))
Date: March 23, 2012 at 9:42 PM

On Fri, Mar 23, 2012 at 8:11 PM, Elliot Temple <curi@curi.us> wrote:
On Mar 23, 2012, at 6:02 PM, Steve Push wrote:

David has also made his views on reductionism and emergent properties
clear.  So while biologists need to know physics to avoid theories
that are incompatible with physical laws, biology cannot be reduced to
physics.

Right, I agree. That doesn't contradict physics being a field with a lot of reach.

Reductionism is not wrong. Only bad reductionism is wrong, which
involves making straightforward explanations that don't respect big
jumps in emergence. An example of bad reductionism is: metabolism is
just calories in minus calories out equals fat gained or lost. This
explanation assumes that your metabolic rate is constant over time
[and across other variables].

But a good reductionism explanation will consider all of the variables
[i.e. processes and systems]. For now I'll just consider the time
variable. During sleep, your metabolic rate is at its lowest. So as a
thought experiment, lets consider yourself consuming *all* your daily
calories minutes before you sleep.

Your body has min and max thresholds for blood glucose level. Shortly
after that before-you-sleep meal, your blood glucose level rises above
the threshold. Why? Because it was a large amount of calories and
because your body didn't metabolize that energy fast enough. And when
that max threshold is met, your insulin system kicks in which does
many things including kick starting the fat storage system. This
brings the glucose level below the max threshold.

And during the day, when your metabolic rate is higher, and because
you haven't eaten, your blood glucose level drops below the min
threshold. One of the systems that gets activated decreases the
metabolic rate in order to conserve energy. That means less calories



burned per day. Another system induces cravings for starches and fats.
Both of these systems work to bring the glucose level above the min
threshold.

-- Rami



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] what programming is about
Date: March 23, 2012 at 9:54 PM

On 24 Mar 2012, at 00:56, Elliot Temple wrote:

Languages like ruby and python are in widespread use and they don't make you 
declare data types for your variables. Basically no one is saying this causes lots 
of bugs (at least not in the ruby and HN communities where people actually use 
the languages. maybe the C programmers who haven't tried it are saying that 
over on their forums). It doesn't cause more bugs. Actually development with 
ruby and python is faster and less buggy than with languages like C because 
they are easier to use and therefore less prone to human error.

What cuts down on bugs, first and foremost, is if people can read the code and 
keep it *short* and understand it. Ruby and Python help with this. Making you 
write out all the variable types makes code longer and therefore contributes to 
more bugs. Just like adding any extra junk to code to make it more messy would 
increase bug rates at least a little.

In the cases where it's unclear what a variable is, you need to name it better, re-
organize your code better, or perhaps even write the type in comments or with 
some other optional mechanism. (I believe with some lisp compilers you can 
declare variable types optionally when you want to so the compiler can use the 
information to do optimizations.)

Just declaring the type doesn't solve this problem and perhaps can even 
obscure the problem.

I agree that not being required to declare types is a good thing.

What about static typing in languages with type inference (like C#, or Haskell)? 
You have to write a bit more code (type definitions), though not as much as 
languages without type inference like C, but in return it's very easy for tools to 
catch lots of bugs that would otherwise not be found until exercising the code. I 
guess the best option would be to allow the use of statically typed data when you 
want, but to also allow dynamically typed data when you want it, like C# 4 has.

The number one cause of human error in substantial computer programs, by a 



large factor over all other causes, is difficulty dealing with and managing the 
knowledge complexity.

Programming is about organizing knowledge and if you want to cut down on 
errors you need tools which help you do this and don't get in your way. That is 
how you reduce bugs.

That's the dominant issue. Staying organized with substantial programs is much 
more difficult than actually writing this or that feature. Yeah there do exist a few 
features that are hard to write but knowledge organization is the big, general 
problem in the field.

You might expect programmers to therefore study epistemology and maybe 
some philosophers study programming too. But they don't. And regular 
epistemology is worthless anyway.

A lot of programmers don't have a good understanding of what programming is. 
They think it's about issuing commands to a machine. They don't think of it in 
terms of describing and connecting concepts. I think that's why it doesn't occur to 
them that epistemology would be relevant.

Organizing lots of knowledge requires *good abstractions* and *good flexibility*. 
lisp provides this by giving the programmer enough *power and control* to 
implement the abstractions he thinks best and set up his programming 
environment as he thinks best. Other languages handicap you and limit the use 
of abstractions and limit how much you can control the environment. This simply 
makes it harder to deal with large amounts of knowledge and lowers the bar for 
how much large programming projects can succeed.

It's also important that errors in the way the knowledge is organised can be easily 
corrected, i.e. that languages are friendly to refactoring. Is Lisp easy to refactor?

- Richard



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Fields, Expertise (was: Learning; Morality of Animals)
Date: March 23, 2012 at 10:01 PM

On Mar 23, 9:11 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 23, 2012, at 6:02 PM, Steve Push wrote:

On Mar 23, 2:40 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 23, 2012, at 12:42 AM, Steve Push wrote:

And you cite as your source for this view a philosophically oriented
book written for a nonspecialist audience by a theoretical physicist.
And any attempts to counter that view with the work of specialists in
the fields of evolutionary biology or animal behavior can be dismissed
as appeals to authority.

Did I get that right?

These sorts of judgments of people by authority are the wrong approach. But 
they raise some more interesting points about what kind of knowledge helps 
us solve which questions.

This is the wrong idea about David's credentials. It not only judges by 
authority, but the judgments of who has authority are completely off the mark. 
This illustrates a general problem that people who disagree about a topic 
don't normally agree about who has authority to defer to regarding that topic.

Nor, often enough, do people in an argument even agree about what types of 
specialty are relevant.

David is, by authority type criteria, the leading Popperian philosopher in the 
world. Number one. By a mile. He's the only person to ever publish 
substantial improvements on Popper.

David, being the highest authority (Popperian) epistemologist in the world, 
has written a book about, more than anything else, (Popperian) epistemology. 
Then Steve Push complained he wasn't qualified! Given that non-Popperian 
epistemology is false, no one was more qualified to address epistemological 
issues. David was literally the best person in the world to write it, by a large 



margin.

The "specialists" are all grossly ignorant of the topic we're actually 
discussing: epistemology. They are so ignorant they don't even know they 
have a problem or there's something to learn. They haven't even gotten 
started. Instead, they rely on their unexamined and substantially unconscious 
philosophical ideas that are anything but expert.

David is a specialist here -- as are me and Brian -- but none of these paper 
authors are even versed in the area. They aren't just non-specialists, they 
aren't even *aware* of the right field.

Evolution is a topic in epistemology (biological evolution is a special case of 
something broader, as BoI explains). There is no way to get around this. One 
must understand epistemology to approach evolution well in any kind of 
broader context than a narrow biology problem.

Analyzing animal behavior is also a topic where one needs epistemology. 
(E.g. to be able to judge which explanations and interpretations for the 
observations are good are bad, and to understand the difference between 
observing X and observing Y then interpreting it as X.)

What is someone better off with for commenting on animals? Lots of 
knowledge of epistemology and a little of animals, or vice versa? The answer 
is the lots of epistemology. It'd be best to have lots of knowledge of both, but 
at least epistemological knowledge helps one not go in the wrong direction 
and actually make useful progress and get some stuff right. The other option 
is to know a lot about animals but misinterpret it all b/c one isn't 
philosophically sophisticated enough to correct his errors and learn well.

It's the same with evolution. Hence we have stuff like Richard Dawkins 
publishing incompetent papers which he thinks are in his speciality (see: The 
Evolution of Evolvability). His knowledge is too specialized and limited so he 
doesn't even know when he exceeds his limits or not (a common problem for 
the philosophically naive -- they don't even know what field stuff is in. In this 
regard, see also Ramachandran and his misconception that autism is part of 
neuroscience and that neuroscience backs up his moral theories about how 
to treat children.). Another example of Dawkins messing up is the "artificial 
selection" stuff in The Ancestor's Tale. It's hard to tell if he was wrong or just 



trying to mislead his readers to make evolution look good, but the text seems 
to be saying that evolution can create dogs from wolves in 20 years of 
breeding (without the knowledge already existing in advance). It can't. The 
alternative interpretation (note: if he was a better philosophy, he'd write less 
ambiguously) is that he was trying to say: look how much the gradual 
progress method can accomplish over 20 steps! And he used an example 
that was the equivalent of: a master pianist quits for a year. Then gets back to 
the top 1% in 20 weeks of step-by-step training. That doesn't illustrate how 
powerful step-by-step progress is for creating something new.

Dawkins in particular has a longstanding habit of overestimating his 
knowledge and straying far outside his knowledge while believing he's still 
wise. See for example: his interview with Derren Brown about skepticism, 
superstition and charlatans, all his political commentary, all his comments 
regarding religion, and all his comments regarding morality. Also evolutionary 
psychology which strays heavily into epistemology (stuff about how people 
learn and make choices, as well as what kinds of explanations of human 
behavior are any good, and what humans are and how they think).

Ideas have reach, and epistemology and physics have some of the most 
reach of all. Result: epistemology and physics ideas routinely reach *into* 
apparently other fields, and ideas in apparently other fields routinely reach 
*out* of those fields.

Why does epistemology have so much reach? Because it covers learning, 
and the way we make progress in all other fields is by learning about them. 
And epistemology covers the topic of mistakes. In all fields we make 
mistakes. Whether we do well is a matter of correcting mistakes which is a 
topic epistemology covers. So we always need some epistemology to be 
much good at anything. And then there are many other less general purpose 
connections, e.g. epistemology helps us understand what knowledge 
structure is (not a metaphor) and what structures have what properties, and 
then this applies to understanding how animal and human knowledge is 
structured. Or there are a bunch of connections between epistemology and 
morality (for an introduction, this comes up a bit in the Socrates chapter of 
BoI).

Why does physics have so much reach? Because it addresses the material 
world. E.g. animals are made out of atoms obeying the laws of physics. I'm 
not saying physics has a lot to say about the animal topic but it has a lot of 



reach in general and helps one cover a broad array of topics well. And you do 
need at least some basic knowledge of physics to understand animals, e.g. 
so that you know they won't randomly explode or go back in time or start 
ignoring gravity, and they can't be cursed with bad luck (curses and luck not 
being part of the laws of physics).

There are of course questions in evolutionary biology and animal behavior 
which are parochial enough not to substantially reach to other fields, and to 
require a bunch of expertise to answer. But no one is criticizing any of what 
the relevant experts say about any questions of that type.

Meanwhile a question like "What are the connections and relationship 
between human behavior and animal behavior?" is blatantly going outside the 
scope of an animal behavior specialist. So is any question about "qualia", 
"preferences", "values", "suffering", "wants", "morality of humans doing X to 
animals", and so on -- all of those are concepts from outside the field of 
animal behavior where the relevant kind of expert is a philosopher like 
Deutsch or myself.

Several of the statements above contradict positions taken by David in
BoI and this forum.

David has clearly stated that he believes there is no induction and
that the process of scientific discovery is Popperian, even if the
scientists involved think they are using induction.  If that is true,
Popper’s work is descriptive, not normative, and it makes no
difference what a scientist’s epistemological views are.

That doesn't follow and is not what David believes.

Scientists sometimes do the right thing while having the wrong epistemology. 
Correct so far.

And if they succeed we can infer that they did something which could possibly 
succeed, which means some Popperian stuff.

But a lot of times they mess up and don't make progress and fail. They don't 
discover anything and waste their time. You can do that in a non-Popperian way! 
If they know the right methods they can do those methods a lot more 



consistently and make progress more reliably and also they can sometimes use 
that explicit knowledge to help correct some errors.

The position stated in BoI and in this forum is not that induction is
unreliable or misleading; it is that induction is impossible,
nonexistent.  So if scientists are messing up, it cannot be because
they have wrong ideas about something they cannot possibly be doing.

David has also made his views on reductionism and emergent properties
clear.  So while biologists need to know physics to avoid theories
that are incompatible with physical laws, biology cannot be reduced to
physics.

Right, I agree. That doesn't contradict physics being a field with a lot of reach.

Physics has reach in the sense that biology is actually a branch of
physics.  By physics in the narrower sense of what people called
"physicists" study has little bearing on understanding the emergent
properties of biology and other fields.

And as I explained in an earlier message, David’s view on qualia in
animals is agnostic, while others in this forum claim to have
determined that animals don’t have qualia.

That's going a bit far. I've talked to David at length about qualia and he's rather 
more opinionated than agnostic.

Anyway are you trying to say I'm contradicting him by not being agnostic 
enough? I don't think he's said everyone ought to be agnostic about it. I don't 
recall him objecting to people taking positions. In general, taking positions -- 
even bold ones -- is an important part of making progress that makes it easier 
for one's ideas to be criticized.

If you believe, as David does, that science has “no access to this
issue,” such positions are nothing more than idle speculation.

I believe that philosophers can make contributions in many areas of
science, including the study of evolution and consciousness.  But to
do so they have to learn the science.  These questions are no more



reducible to philosophy than they are to physics.

We do know a lot about science. So problem solved.

Not about evolution or animal behavior.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] what programming is about
Date: March 23, 2012 at 10:03 PM

On Mar 23, 2012, at 6:15 PM, Rami Rustom wrote:

On Fri, Mar 23, 2012 at 7:56 PM, Elliot Temple <curi@curi.us> wrote:
On Mar 23, 2012, at 3:26 PM, Rami Rustom wrote:

On Fri, Mar 23, 2012 at 2:18 PM, Elliot Temple <curi@curi.us> wrote:
http://www.cs.berkeley.edu/~bh/ssch0/preface.html

some pretty good philosophy? any important criticisms?

So LISP allows for programming to be centered around ideas [which
includes nesting of ideas]; which is better because humans think in
ideas and we're the ones making the programs.

What LISP sacrifices [as described in the link], is increased
potential for human errors causing performance problems.

I think that the pros outweigh the cons.

The pro is that programs in LISP are easier to design and read, saving
lots of time. Note that this is the conjecture step of C&R.

The con is that it is more prone to human error.

Not really. If you only use advanced tools when you know what you're doing, 
they won't cause any errors just for existing. Actually the danger of lisp macros 
is way overrated. As is the danger of ruby's open classes and the editing of 
core classes by projects like rails. Sure bugs do happen but bugs always 
happen in these areas, but bugs always happen so that doesn't mean much.

Languages like ruby and python are in widespread use and they don't make 
you declare data types for your variables. Basically no one is saying this 
causes lots of bugs (at least not in the ruby and HN communities where people 
actually use the languages. maybe the C programmers who haven't tried it are 
saying that over on their forums). It doesn't cause more bugs. Actually 
development with ruby and python is faster and less buggy than with 
languages like C because they are easier to use and therefore less prone to 

http://www.cs.berkeley.edu/~bh/ssch0/preface.html


human error.

What cuts down on bugs, first and foremost, is if people can read the code and 
keep it *short* and understand it. Ruby and Python help with this. Making you 
write out all the variable types makes code longer and therefore contributes to 
more bugs. Just like adding any extra junk to code to make it more messy 
would increase bug rates at least a little.

In the cases where it's unclear what a variable is, you need to name it better, 
re-organize your code better, or perhaps even write the type in comments or 
with some other optional mechanism. (I believe with some lisp compilers you 
can declare variable types optionally when you want to so the compiler can 
use the information to do optimizations.)

Just declaring the type doesn't solve this problem and perhaps can even 
obscure the problem.

The number one cause of human error in substantial computer programs, by a 
large factor over all other causes, is difficulty dealing with and managing the 
knowledge complexity.

Programming is about organizing knowledge and if you want to cut down on 
errors you need tools which help you do this and don't get in your way. That is 
how you reduce bugs.

That's the dominant issue. Staying organized with substantial programs is 
much more difficult than actually writing this or that feature. Yeah there do exist 
a few features that are hard to write but knowledge organization is the big, 
general problem in the field.

You might expect programmers to therefore study epistemology and maybe 
some philosophers study programming too. But they don't. And regular 
epistemology is worthless anyway.

Of course some people here are exceptions. E.g. I think me, DD, Alan and 
Brian know programming (at least conventional programming, maybe not any 
lisp) and epistemology both.



Organizing lots of knowledge requires *good abstractions* and *good 
flexibility*. lisp provides this by giving the programmer enough *power and 
control* to implement the abstractions he thinks best and set up his 
programming environment as he thinks best. Other languages handicap you 
and limit the use of abstractions and limit how much you can control the 
environment. This simply makes it harder to deal with large amounts of 
knowledge and lowers the bar for how much large programming projects can 
succeed.

I like the nesting ideas explained in the link above. Object oriented
programming [like in C#] also provides nesting with classes.

Can you compare OOP in C# with LISP [with respect to the programmer's
power and control to implement abstraction and setting up programming
environment.

Summary: OOP is *one* programming technique, lisp is about letting you use 
*any* programming technique instead of hardcoding a specific one into the 
language and telling you to use it.

OOP can easily be implemented in lisp (simple OOP system in ~50 lines of code, 
which btw is really good for learning about what OOP really is and how it works). 
If you need OOP built into your language because your language isn't powerful 
enough to easily create OOP, then your language kinda sucks.

OOP is one useful design pattern of many and is currently overrated.

When something else becomes the new fad, various languages will need to be 
changed. But lisp won't need to be changed because it will be able to offer the 
new fad as a library. Just as lisp offers OOP as a library and didn't have to be 
redesigned when OOP got popular. Meanwhile we got C++ and Objective-C and 
C# because plain C wasn't good enough for OOP (which speaks to a much 
broader problem: C isn't powerful enough for lots of stuff.)

Of course C is turing complete. You can implement lisp in C if you want, and you 
can implement OOP in C if you try hard enough. But that's no solution. Too 



messy.

See also:

http://en.wikipedia.org/wiki/Greenspun's_tenth_rule

Any sufficiently complicated C or Fortran program contains an ad hoc, 
informally-specified, bug-ridden, slow implementation of half of Common Lisp.

end quote

But with better error
correction methods, this step is manageable. As I understand it, Apple
OSX has great error correction tools that for example allows for the
measuring of performance times. This tool would easily find errors as
described by the link above. Note that this is the refutation step of
C&R.

Some lisp systems have had the best error correction tools, e.g. being able to 
conveniently stop a program when there's an error, see exactly where it is in 
execution and examine the program state (in a normal lisp environment, not in 
some special, limited debug tools), then edit the source code and have it 
continue.

C# does that too. Maybe many of the languages in Visual Studio do it too.

it's not the same. e.g. i don't think you can get a REPL and do whatever you want 
with it in the middle of running your program in VS.

here's some more info:

http://www.google.com/search?client=safari&rls=en&q=lisp+machine+debug

-- Elliot Temple
http://beginningofinfinity.com/

http://en.wikipedia.org/wiki/Greenspun
http://www.google.com/search?client=safari&rls=en&q=lisp+machine+debug
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] what programming is about
Date: March 23, 2012 at 10:07 PM

On Mar 23, 2012, at 6:54 PM, Richard Fine wrote:

On 24 Mar 2012, at 00:56, Elliot Temple wrote:

You might expect programmers to therefore study epistemology and maybe 
some philosophers study programming too. But they don't. And regular 
epistemology is worthless anyway.

A lot of programmers don't have a good understanding of what programming is. 
They think it's about issuing commands to a machine. They don't think of it in 
terms of describing and connecting concepts. I think that's why it doesn't occur 
to them that epistemology would be relevant.

Right because they don't get taught programming in the SICP tradition.

Organizing lots of knowledge requires *good abstractions* and *good 
flexibility*. lisp provides this by giving the programmer enough *power and 
control* to implement the abstractions he thinks best and set up his 
programming environment as he thinks best. Other languages handicap you 
and limit the use of abstractions and limit how much you can control the 
environment. This simply makes it harder to deal with large amounts of 
knowledge and lowers the bar for how much large programming projects can 
succeed.

It's also important that errors in the way the knowledge is organised can be 
easily corrected, i.e. that languages are friendly to refactoring. Is Lisp easy to 
refactor?

In my understanding, S-expressions are considerably easier to do arbitrary 
automated refactorings on than syntax heavy languages.

And well designed/organized programs are easier to refactor in general. E.g. 
because they are highly de-coupled. Coupling is a big problem for refactoring.



-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] the reach of physics and epistemology
Date: March 23, 2012 at 10:08 PM

having a bit of knowledge about physics is important to most fields.

for example: tennis, chess, hockey, baseball, architecture, chemistry, biology, 
cooking, cleaning, building computers, building chairs, and so on.

The amount of physics knowledge needed for basic competence in this fields is 
small: the large majority of people in our culture have enough already.

You don't see people trying to heat their food in the freezer.

You don't see people losing tennis tournaments because they were confused 
about physics.

You don't see people doing chemistry experiments using only water and 
expecting each portion of water to transmute into the right chemicals because 
they want it to.

So, people take for granted having some understanding of physics as 
background knowledge. That knowledge still matters and it's still correct to say 
physics has a lot of reach even if people take it for granted.

If you get this basic physics stuff wrong, you can be really screwed. All sorts of 
stuff can go horribly wrong. Getting it right does matter a lot.

In general you don't need to know the details of quantum physics. That has less 
reach. It's quite important for some stuff like building nano meter scale computer 
chips. But you don't need to know any quantum physics to win a tennis 
tournament or cook dinner or even to build a skyscraper.

To do basic science you do need to know some physics, but often not quantum 
physics, and often not any physics that goes beyond the background knowledge 
your average scientist will have and get right. If they messed up the physics they 
need it could easily invalidate all their experiments in their field and make all their 
conclusions wrong, but in practice this rarely (never?) comes up because they 
don't get it wrong.



There are people who get a lot of basic physics wrong. We call them superstitious 
or gullible or stuff like that. It matters. But they are a minority. And a lot of the 
people watching seance TV shows or getting fooled by bending spoons or talking 
about "crystal energy" or "dreamcatchers" aren't actually getting physics wrong, 
they are making different kinds of mistakes like they think it helps provide 
meaning for their life and they intentionally don't think about whether the physics 
is right or not.

Epistemology is a lot like physics in this regard. A relatively small amount of 
epistemology knowledge is relevant and important to pretty much every human 
endeavor. It matters to tennis, chess, hockey, baseball, architecture, and all the 
rest, same as with physics.

And our culture has some good quality knowledge of epistemology which people 
take for granted and routinely use.

But, contrary to physics, most have large mistakes in their basic epistemology 
background knowledge. There are widespread mistakes in our culture. And they 
don't just affect some special minorities that stand out, they affect 99%.

The result? All sorts of stuff goes wrong, and people don't know why or 
sometimes don't even know something went wrong.

People do lose tennis tournaments due to bad epistemology. That's actually 
common. Top people in all types of competition face significant *psychological* 
issues. They have to keep the right kind of mindset and focus to play their best. 
And what happens is they get to the finals and make a mistake. Then they make 
5 more mistakes. Then, some people will set it aside and continue to play their 
best. But other people will get frustrated and have the wrong attitude to mistakes 
and let it "rattle" them, and will "lose focus" and start playing worse and making 
more mistakes they wouldn't normally make if they were relaxed in a low 
pressure situation, or wouldn't make if they weren't frustrated with previous 
mistakes.

Sometimes these problems dealing with mistakes decide a match. Better 
attitudes to mistakes and learning, and better understanding of their mind and 
emotions -- better philosophical knowledge -- could have won the match.



Sometimes players come back the next year, get in a similar situation, but then 
get past it and win this time. They thought hard about it and improved their 
epistemological knowledge (and some other knowledge too). Without knowing the 
name of the field. Without having the benefit of a lot of already-known and useful 
stuff in the field. They have to re-invent some stuff, and pick some up in bits and 
pieces from advice from their coach and sports/competition related books and so 
on.

Some people never get past these mental issues and never become champions. 
That's common too. It's hard to reinvent enough epistemology and pick it up from 
scattered places. More people fail at this than succeed.

Epistemology comes up, and sometimes goes wrong, it all sorts of more 
mundane situations too. People get frustrated while playing a video game and 
throw the controller at the TV and break it, or just feel bad. People get stuck 
playing a video game and don't improve. People fight with their friends when 
playing a team video game and blame each other for letting the team down. Bad 
epistemology (in the background knowledge of our culture that people take for 
granted) contributes to these problems and good epistemology could address 
them.

And epistemology comes up, and goes wrong, when scientists start talking 
philosophy and trying to draw philosophical conclusions from their work.

Just like there are some places where physics reaches more (e.g. building GPS 
devices) and more advanced physics is important, there are also places where 
epistemology reaches more and more advanced epistemology is important.

Without physics well beyond the background knowledge in our culture, you're 
going to have a lot of problems building a GPS device. The background 
knowledge isn't even close to good enough.

And without more advanced knowledge of epistemology, you're going to design 
schools wrong. Education is an area where epistemology very heavily reaches. 
The background knowledge about epistemology in our culture is faulty but but the 
error rate with some of the "more advanced" knowledge (like explicit versions 
induction, empiricism, justificationism and other stuff you can read in philosophy 



books) is a lot worse.

It's a bit like using superstition to build a GPS device. It's so wrong that you make 
a compete and utter mess of things.

That is, by the way, why our schools are "failing". (They don't even know what 
succeeding would be and are judging be the wrong criteria. But our schools do 
happen to be bad according to better criteria too. FYI US schools are far better 
than all the asian countries though.)

So there are various areas where epistemology is extra relevant. You don't just 
need a bit, you need lots. Everything has to do with learning, but some stuff more 
than others.

Epistemology heavy topics include: education (including lots of parenting stuff), 
morality, stuff to do with organizing knowledge (like programming or organizing a 
library), stuff to do with brains, stuff to do with how people or animals or 
computers or anything think or learn or create knowledge, stuff to do with 
evolution, stuff to do with ideas or types of ideas (like the distinctions people draw 
between emotions vs theories vs values vs guesses, etc), qualia, stuff to do with 
fallibility, errors, mistakes, sources of error, good explanations, judging 
explanations, methods of interpreting observations, scientific methods (b/c the 
point of science is to create knowledge, so the methods for doing that are 
methods of creating knowledge, methods in epistemology).

When scientists try to do science to address questions about how people think 
and live, and how that compares with animals, and the consequences for 
morality, they are straying especially heavily into epistemology in multiple ways 
and going far beyond what cultural background knowledge can be expected to 
handle (sort of handle, but actually fail a fair amount). When their epistemology is 
grossly false, they make multiple large mistakes per substantial idea in these 
areas, and so all their conclusions are crap.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] The Myth of the Closed Mind, 1
Date: March 24, 2012 at 1:01 AM

http://curi.us/1544-the-myth-of-the-closed-mind-1

The Myth of the Closed Mind by Ray Scott Percival

p 1

The myth of the closed mind is the popular theory that some people, or some 
beliefs, are impervious to argument. Almost everyone today seems to accept 
the myth of the closed mind.

Not the people I know, e.g. on The Beginning of Infinity email list. It's generally 
accepted there that such a thing is false.

What people do have is criticism-resistant ideas. But if you know the right thing to 
say, you can persuade them. This can be hard. Often the right thing(s) to say isn't 
the direct approach. Just directly explaining the truth on some subject, in the 
straightforward way, doesn't reliably work very well with criticism-resistant 
people/ideas/attitudes.

People do things like argue in circles. Or make a bunch of inconsistent 
statements to defend some entrenched idea they have, and each time one is 
refuted they make another, either an old one or an ad hoc new one, and they just 
keep going forever, not caring that they often contradict themselves and keep 
being wrong over and over.

Why? Well, one reason is they have some other misconception(s) they aren't 
communicating which is behind the whole mess. And if you explained better ideas 
about *that* then you could make progress, but they won't give you much help in 
figuring out what that is.

Another reason people don't accept ideas we try to persuade them of is that we 
are mistaken. (They may also be mistaken, too, or not.)

http://curi.us/1544-the-myth-of-the-closed-mind-1


Another common issue is that people are in a mode of trying to lecture and 
correct you, instead of listening and learning. Or that you are in such a mode and 
not listening enough. Even if you're mostly right -- and you might not be -- the 
other guy may have some good points which your view doesn't address well 
enough. If you improved your view to better address those issues, it'd be more 
persuasive.

p 2

Our evolution has made us sensitive to the way the world is, given us a degree 
of general curiosity about the world, a respect for logic, and a respect for 
effective and efficient means.

Not so. Some cultures, and persons, do not respect logic (really: Percival's 
conception of logic, which I share, but some people do not share). And biological 
evolution doesn't have knowledge about logic. These descriptions of our attitudes 
to life our cultural not biological.

pp 2-3

We can decide not to read or listen to an argument, but we can't decide to 
remain untouched by a telling argument that we have heard or read.

I agree we can't just arbitrarily decide to ignore it *once we decide it is telling*. 
But there is a big gap between reading it and understanding why it's telling.

By "we" I mean most people in our culture. There have existed cultures and 
people that wouldn't care if an argument was telling, and which don't respect 
reason or logic.

The gap between reading something and understanding it is that you have to 
*learn the content* which goes beyond the words. One can hear or even 
memorize sentences without understanding what they are about. To understand, 
we have to think about them. We have to *guess* the meaning and *improve* and 
refine our guesses with *criticism*. That's how we learn things.

Whether we take an *active*, learning role -- with guesses and criticism -- or take 
a *passive* role and don't make the effort to understand -- is a choice that's up to 
us. Learning is an active process -- requiring activity by the learner himself -- 
passivity after hearing or reading can sabotage progress.



The book goes on to say we can't decide to be unmoved by arguments that we 
grasp, and can't knowingly accept error (what we regard as error). I agree there 
but it's not equivalent to the prior statement and also doesn't elucidate issues 
about how people must take an active, learning role in order to grasp things. 
There's a common assumption that if we listen to someone say something in 
English, and we speak English, then we know what it means automatically. Not 
so, as Karl Popper's philosophy implies and is covered more in The Beginning of 
Infinity chapter 10 and at http://fallibleideas.com/communication-is-hard

p 3

Darwinian evolution has given us rough and ready but robust and irrepressible, 
specialized brain modules for solving special recurring problems our ancestors 
faced during the Pleistocene: choosing a mate, detecting cheats, making 
inferences about the world of people, animals, and objects.

No, as The Beginning of Infinity explains our minds have universality (with regard 
to creating knowledge), they aren't a collection of special case algorithms.

Even setting that aside, as a matter of logic and some basic facts, nothing from 
Darwinian evolution is "irrepressible" which means "impossible to repress". Our 
minds are powerful enough to create technology including technologies for 
changing human genomes. So at the very least we will be able repress such 
things using those technologies, when they are a bit more advanced. There's 
nothing impossible about that kind of technology, and nothing about our genes to 
absolutely prevent us from taking that kind of action.

Or, similarly, we could upload our minds into computers to escape our genes. I 
don't think such drastic steps are necessary to be autonomous persons in control 
of our own lives, but in any case they mean it is possible to repress our genes.

-- Elliot Temple
http://beginningofinfinity.com/

http://fallibleideas.com/communication-is-hard
http://beginningofinfinity.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] what programming is about
Date: March 24, 2012 at 6:52 AM

On 3/23/2012 7:18 PM, Elliot Temple wrote:
http://www.cs.berkeley.edu/~bh/ssch0/preface.html

some pretty good philosophy? any important criticisms?

I noticed that when comparing Scheme to Pascal, they ask:

Why do they pick this particular distinction (whole numbers and decimals) to 
worry about? Why not positive and negative numbers, for example? Why not 
odd and even numbers?

The answer is: because that is what best suits the hardware. Most chips have 
native support for two different ways of encoding numbers - fixed-point and 
floating-point. You *can* encode all numbers as one or the other, but they have 
pros and cons: for a given encoding size, fixed-point numbers have limited range, 
while floating-point numbers have varying precision (and limited range, but it's a 
much, much larger range). In Pascal, the 'integer' data type denotes 'store this as 
fixed-point' while the 'real' data type denotes 'store this as floating-point.' So when 
you pick which variant of the function you want to use, you're really picking which 
hardware encoding is best for your data.

I think concerns about what works well with the hardware are pervasive in other 
("low-level") languages. Universality of computation means that any valid 
program in a language can produce the correct answer in the end, but it may 
require a lot of memory or take a long time. Languages like C were originally 
used in situations where ignoring hardware parameters could add hours to a 
program's execution time, massively increasing the cost of running it. So I think it 
made sense, in that situation, to get programmers to make explicit statements 
about those hardware parameters throughout the program.

Here is a benchmark comparing Lisp's performance to C's:

http://shootout.alioth.debian.org/u32/benchmark.php?
test=all&lang=sbcl&lang2=gcc 
<http://shootout.alioth.debian.org/u32/benchmark.php?
test=all&lang=sbcl&lang2=gcc>

http://www.cs.berkeley.edu/~bh/ssch0/preface.html
http://shootout.alioth.debian.org/u32/benchmark.php?test=all&lang=sbcl&lang2=gcc
http://shootout.alioth.debian.org/u32/benchmark.php?test=all&lang=sbcl&lang2=gcc


On a few programs it's just as fast (or faster) and uses the same amount of 
memory (or less) but for most of them it uses more.

The details of how computers encode numbers and how much memory is used is 
not "what programming is about," for the most part, but in some situations - even 
today - they're important. The audience they're targeting may not be in that 
situation, but I think it's a mistake to dismiss languages that focus on it as "silly."

- Richard

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] what programming is about
Date: March 24, 2012 at 10:20 AM

On Mar 24, 2012 5:52 AM, "Richard Fine" <richard.fine@gmail.com> wrote:
On 3/23/2012 7:18 PM, Elliot Temple wrote:

http://www.cs.berkeley.edu/~bh/ssch0/preface.html

some pretty good philosophy? any important criticisms?

I noticed that when comparing Scheme to Pascal, they ask:

Why do they pick this particular distinction (whole numbers and decimals) to 
worry about? Why not positive and negative numbers, for example? Why not 
odd and even numbers?

The answer is: because that is what best suits the hardware. Most chips have 
native support for two different ways of encoding numbers - fixed-point and 
floating-point. You *can* encode all numbers as one or the other, but they have 
pros and cons: for a given encoding size, fixed-point numbers have limited 
range, while floating-point numbers have varying precision (and limited range, 
but it's a much, much larger range). In Pascal, the 'integer' data type denotes 
'store this as fixed-point' while the 'real' data type denotes 'store this as floating-
point.' So when you pick which variant of the function you want to use, you're 
really picking which hardware encoding is best for your data.

I think concerns about what works well with the hardware are pervasive in other 
("low-level") languages. Universality of computation means that any valid 
program in a language can produce the correct answer in the end, but it may 
require a lot of memory or take a long time. Languages like C were originally 
used in situations where ignoring hardware parameters could add hours to a 
program's execution time, massively increasing the cost of running it. So I think 
it made sense, in that situation, to get programmers to make explicit statements 
about those hardware parameters throughout the program.

Here is a benchmark comparing Lisp's performance to C's:

http://shootout.alioth.debian.org/u32/benchmark.php?

http://www.cs.berkeley.edu/~bh/ssch0/preface.html
http://shootout.alioth.debian.org/u32/benchmark.php?test=all&lang=sbcl&lang2=gcc


test=all&lang=sbcl&lang2=gcc

On a few programs it's just as fast (or faster) and uses the same amount of 
memory (or less) but for most of them it uses more.

The details of how computers encode numbers and how much memory is used 
is not "what programming is about," for the most part, but in some situations - 
even today - they're important. The audience they're targeting may not be in that 
situation, but I think it's a mistake to dismiss languages that focus on it as "silly."

What is important to consider is what is the limited factor. Decades
ago, the limited factors were the speed and capacity of memory and
processor, no matter what the programming situation. It was ok for
humans to expend a lot of time to ensure that programs did not consume
too much memory and processing capacity.

But today, in the vast majority of programming situations, the
limiting factor is human time. Only in very few programming situations
is the limiting factor still memory and processing capacity; like
google search engine servers.

Note that our brains do not operate in the conditions that google
search engine servers do. Our brains are designed for flexibility [for
changing knowledge] rather than capacity [for processing data]. Thats
why we're not very good at memorizing stuff, but we're very good at
creativity.

-- Rami

http://shootout.alioth.debian.org/u32/benchmark.php?test=all&lang=sbcl&lang2=gcc


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] what programming is about
Date: March 24, 2012 at 12:11 PM

On Mar 24, 2012, at 3:52 AM, Richard Fine wrote:

On 3/23/2012 7:18 PM, Elliot Temple wrote:
http://www.cs.berkeley.edu/~bh/ssch0/preface.html

some pretty good philosophy? any important criticisms?

I noticed that when comparing Scheme to Pascal, they ask:

Why do they pick this particular distinction (whole numbers and decimals) to 
worry about? Why not positive and negative numbers, for example? Why not 
odd and even numbers?

The answer is: because that is what best suits the hardware. Most chips have 
native support for two different ways of encoding numbers - fixed-point and 
floating-point. You *can* encode all numbers as one or the other,

False. lisp/ruby/python/etc still know what data type stuff is, and still have data 
types, the programmer just doesn't specify types for all variables. They don't just 
use only floats or only integers.

but they have pros and cons: for a given encoding size, fixed-point numbers 
have limited range, while floating-point numbers have varying precision (and 
limited range, but it's a much, much larger range). In Pascal, the 'integer' data 
type denotes 'store this as fixed-point' while the 'real' data type denotes 'store 
this as floating-point.' So when you pick which variant of the function you want to 
use, you're really picking which hardware encoding is best for your data.

Which is bad: programmers should not be wasting their time telling the compiler 
what to do. 99% the compilation details don't really matter. And when they do, the 
compiler is going to be right a lot more than the programmer.

If you want a fast program, you have to run it and use tools to find bottlenecks 
and then optimize only those parts. Leave the rest alone.

Any kind of optimization that goes in 100% of your code instead of 1% is bad!

http://www.cs.berkeley.edu/~bh/ssch0/preface.html


I think concerns about what works well with the hardware are pervasive in other 
("low-level") languages. Universality of computation means that any valid 
program in a language can produce the correct answer in the end, but it may 
require a lot of memory or take a long time. Languages like C were originally 
used in situations where ignoring hardware parameters could add hours to a 
program's execution time, massively increasing the cost of running it. So I think 
it made sense, in that situation, to get programmers to make explicit statements 
about those hardware parameters throughout the program.

No, this is the wrong approach.

Even with very bad computers, most code still isn't a bottleneck.

A better explanation of C's popularity back then is that people are bad at math 
and thinking and didn't (and don't) understand how to design computer programs. 
It's not as if they changed their mind when lisp became blatantly fast enough. 
Now tons of people use ruby/python/javascript/etc even though lisp generally 
accepted as faster than those.

Alternatively, perhaps it was because people sucked at writing compilers. That's a 
way better explanation. If you took modern compiler knowledge back in time, lisp 
wouldn't have a problem.

Here is a benchmark comparing Lisp's performance to C's:

http://shootout.alioth.debian.org/u32/benchmark.php?
test=all&lang=sbcl&lang2=gcc 
<http://shootout.alioth.debian.org/u32/benchmark.php?
test=all&lang=sbcl&lang2=gcc>

What this says is that lisp is close to C and java, while ruby/python/perl/php are 
much slower.

http://shootout.alioth.debian.org/u32/which-programming-languages-are-
fastest.php?
calc=chart&ifc=on&gpp=on&java=on&csharp=on&sbcl=on&v8=on&lua=on&yarv=
on&php=on&python3=on&perl=on

http://shootout.alioth.debian.org/u32/benchmark.php?test=all&lang=sbcl&lang2=gcc
http://shootout.alioth.debian.org/u32/benchmark.php?test=all&lang=sbcl&lang2=gcc
http://shootout.alioth.debian.org/u32/which-programming-languages-are-fastest.php?calc=chart&ifc=on&gpp=on&java=on&csharp=on&sbcl=on&v8=on&lua=on&yarv=on&php=on&python3=on&perl=on


Note that it's drawn on a log scale (I think. It's sure not linear.) So it's really 
misleading if you just glance.

On a few programs it's just as fast (or faster) and uses the same amount of 
memory (or less) but for most of them it uses more.

This is a very misleading sample of programs.

They are all:

1) stuff simple enough that all the languages in the shootout can easily write 
implementations. this means none make much use of lisp's advantages.

2) they're all small programs. this means there isn't a lot of knowledge 
organization to do.

3) the people writing them are presumably more experienced with C and similar 
languages than lisp, so the C programs may be better written

4) it's unclear what sort of optimization they did. did they just write in some kind of 
"typical" style for the language then do no further optimization of bottlenecks?

5) they don't look at what happens when project requirements change midway 
(this is very common) and then you have to modify the programs (an area where 
lisp has more advantage over C)

Benchmarks of this type basically mean "Pretend programs always work. Ignore 
the issues of bugs and organizing complexity. Pretend the purpose of software is 
to make the computer do large amounts of repetitive work as fast as possible. 
Don't use powerful tools or abstractions unless they are good for making the 
computer do repetitive work as fast as possible. Now what language is best?"

The same website also claims C and Python programs are equally long and links 
to:

http://plg.uwaterloo.ca/~migod/846/2011-Winter/projects/Simon-
LanguageChoiceVCS-report.pdf

http://plg.uwaterloo.ca/~migod/846/2011-Winter/projects/Simon-LanguageChoiceVCS-report.pdf


This is utterly stupid. They looked at the code bases of 5 version control systems, 
never mind that none of them actually do the same thing.

Note even in this tiny sample, Mercurial and Bazaar are both python heavy and 
have a large (4x) difference in lines of code used.

The paper is just like "hey look, not all python software is less lines of code". It's 
pathetic. And the shootout website links to it approvingly. They are misguided. 
Don't let them fool you.

The details of how computers encode numbers and how much memory is used 
is not "what programming is about," for the most part, but in some situations - 
even today - they're important. The audience they're targeting may not be in that 
situation, but I think it's a mistake to dismiss languages that focus on it as "silly."

In some small minority of situations today it matters.

C isn't silly for existing (pascal is!) but C languages are the wrong tool 90%+ of 
the time they're currently used.

Lisp's lack of popularity has nothing to do with speed -- many languages that 
everyone knows are way slower than lisp see a lot of use, even in performance 
sensitive contexts such as ruby running high volume websites.

This is mitigated by those languages borrowing features from lisp so they are 
better than C in general. (once upon a time, ruby was a lisp, but then it was 
modified especially to remove S-expressions and lisp macros).

And it's mitigated by language speed not meaning very much or being very 
important in most cases.

Even most cases where performance matters -- like console games or popular 
websites -- "fast" languages are in general not only the wrong choice but also not 
faster. Speed doesn't normally come from "fast" languages but from good design 
(such as choice of algorithm), lack of bugs (bugs or confused code can slow 
things way way down), and optimization of bottlenecks. All of which are easier 



with good languages that help the human programmers instead of misguidedly 
trying to help the compiler (e.g. C) or, worse, control the programmer (e.g. 
pascal).

BTW do you know what could have won the shootout if they'd tried it? Assembly. 
Doesn't mean you should use assembly.

The same reasons people use C over assembly are good reasons to use lisp 
over C, and also not to be scared of ruby/python/etc. Assembly makes things 
harder on the programmer and that's bad!

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] what programming is about
Date: March 24, 2012 at 12:19 PM

On Mar 24, 2012, at 7:20 AM, Rami Rustom wrote:

On Mar 24, 2012 5:52 AM, "Richard Fine" <richard.fine@gmail.com> wrote:
On 3/23/2012 7:18 PM, Elliot Temple wrote:

http://www.cs.berkeley.edu/~bh/ssch0/preface.html

some pretty good philosophy? any important criticisms?

I noticed that when comparing Scheme to Pascal, they ask:

Why do they pick this particular distinction (whole numbers and decimals) to 
worry about? Why not positive and negative numbers, for example? Why not 
odd and even numbers?

The answer is: because that is what best suits the hardware. Most chips have 
native support for two different ways of encoding numbers - fixed-point and 
floating-point. You *can* encode all numbers as one or the other, but they have 
pros and cons: for a given encoding size, fixed-point numbers have limited 
range, while floating-point numbers have varying precision (and limited range, 
but it's a much, much larger range). In Pascal, the 'integer' data type denotes 
'store this as fixed-point' while the 'real' data type denotes 'store this as 
floating-point.' So when you pick which variant of the function you want to use, 
you're really picking which hardware encoding is best for your data.

I think concerns about what works well with the hardware are pervasive in 
other ("low-level") languages. Universality of computation means that any valid 
program in a language can produce the correct answer in the end, but it may 
require a lot of memory or take a long time. Languages like C were originally 
used in situations where ignoring hardware parameters could add hours to a 
program's execution time, massively increasing the cost of running it. So I think 
it made sense, in that situation, to get programmers to make explicit 
statements about those hardware parameters throughout the program.

Here is a benchmark comparing Lisp's performance to C's:

http://www.cs.berkeley.edu/~bh/ssch0/preface.html


http://shootout.alioth.debian.org/u32/benchmark.php?
test=all&lang=sbcl&lang2=gcc

On a few programs it's just as fast (or faster) and uses the same amount of 
memory (or less) but for most of them it uses more.

The details of how computers encode numbers and how much memory is used 
is not "what programming is about," for the most part, but in some situations - 
even today - they're important. The audience they're targeting may not be in 
that situation, but I think it's a mistake to dismiss languages that focus on it as 
"silly."

What is important to consider is what is the limited factor. Decades
ago, the limited factors were the speed and capacity of memory and
processor, no matter what the programming situation. It was ok for
humans to expend a lot of time to ensure that programs did not consume
too much memory and processing capacity.

Yes but that still doesn't excuse using the wrong types of methods for 
accomplishing that task.

But today, in the vast majority of programming situations, the
limiting factor is human time. Only in very few programming situations
is the limiting factor still memory and processing capacity; like
google search engine servers.

Google search and web crawling and data storage and lookup is complicated. 
Therefore there are a bunch of mistakes in the code. Fixing those mistakes can 
provide the largest performance win. Using a human-friendly programming 
language would facilitate doing that.

Some of them are large mistakes. Others are little inefficiencies that add up over 
millions of queries. There are tons of those. Tons of places where some 
programmer got a little confused and didn't write the best thing. Tons of places 
where some later programmer was unsure exactly how something worked so left 
it alone to be safe instead of improving it but risking a problem.

What happens when someone has a new design idea to improve things, but it's 

http://shootout.alioth.debian.org/u32/benchmark.php?test=all&lang=sbcl&lang2=gcc


too hard to change the codebase to use it? Then a less human friendly language 
is providing a performance penalty.

It's a bit like premature optimization. It's a little faster in the short term but over 
time as things like making changes matter more, it loses.

Note that our brains do not operate in the conditions that google
search engine servers do. Our brains are designed for flexibility [for
changing knowledge] rather than capacity [for processing data]. Thats
why we're not very good at memorizing stuff, but we're very good at
creativity.

We are good at memorizing stuff, when we want to and are interested. Good 
players of computer games often memorize (aka remember) hundreds if not 
thousands of facts, statistics and numbers from the game.

Similarly programmers will remember hundreds (thousands?) of core library 
functions and syntax rules and coding tricks and so on.

And regular people remember thousands of English words, including 
pronunciation, spelling and meaning. Many also remember thousands of words in 
other languages.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] what programming is about
Date: March 24, 2012 at 5:28 PM

On 24 Mar 2012, at 16:11, Elliot Temple wrote:

A better explanation of C's popularity back then is that people are bad at math 
and thinking and didn't (and don't) understand how to design computer 
programs. It's not as if they changed their mind when lisp became blatantly fast 
enough. Now tons of people use ruby/python/javascript/etc even though lisp 
generally accepted as faster than those.

So in this explanation people use Ruby, Python etc rather than Lisp because they 
are bad at thinking and maths and designing programs? And the reason for that 
is that languages other than Lisp give people a more or less standardised way of 
writing programs that prevents them from having to think about the best way of 
doing it in each particular case.

Alternatively, perhaps it was because people sucked at writing compilers. That's 
a way better explanation. If you took modern compiler knowledge back in time, 
lisp wouldn't have a problem.

We have modern compiler knowledge now, so how does that explain Lisp's lack 
of popularity now?

Alan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] The Myth of the Closed Mind, 2
Date: March 24, 2012 at 5:55 PM

http://curi.us/1545-the-myth-of-the-closed-mind-2

Comments?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://curi.us/1545-the-myth-of-the-closed-mind-2
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] what programming is about
Date: March 24, 2012 at 6:34 PM

On Mar 24, 2012, at 2:28 PM, Alan Forrester wrote:

On 24 Mar 2012, at 16:11, Elliot Temple wrote:

A better explanation of C's popularity back then is that people are bad at math 
and thinking and didn't (and don't) understand how to design computer 
programs. It's not as if they changed their mind when lisp became blatantly fast 
enough. Now tons of people use ruby/python/javascript/etc even though lisp 
generally accepted as faster than those.

So in this explanation people use Ruby, Python etc rather than Lisp because 
they are bad at thinking and maths and designing programs?

Yes. That's not the whole explanation though. E.g. as one individual choosing a 
language, ruby has various advantages over current implementations of lisp 
because a lot more effort has gone into making ruby nice and modern. Being an 
incumbent has advantages. But why did ruby get more development effort than 
lisp to get it to this point? (ruby is much newer than lisp). And why did Matz 
intentionally remove some lisp features from ruby? Because of bad thinking.

And the reason for that is that languages other than Lisp give people a more or 
less standardised way of writing programs that prevents them from having to 
think about the best way of doing it in each particular case.

No! You can write simple, standard programs following simple patterns, without 
giving it much thought, in any language. lisp doesn't do anything to prevent that.

I wouldn't recommend it though. Anytime you can do it without much thought is 
an opportunity to automate it and let the computer do it for you.

Alternatively, perhaps it was because people sucked at writing compilers. 
That's a way better explanation. If you took modern compiler knowledge back 
in time, lisp wouldn't have a problem.

We have modern compiler knowledge now, so how does that explain Lisp's lack 



of popularity now?

It doesn't.

Lisp isn't popular now b/c people are taught bad ideas in almost all the comp sci 
courses, and almost all people who get used to a C-type/family language 
(including java, ruby, python, php, perl) find lisp too weird or strange or something 
to want to learn it and think about it seriously. And because people are mistaken. 
Why? Hard to say.

For example, people are grossly irrational about S-expressions. They give 
arguments on the topic that make no sense and betray a large lack of thought.

You have to understand that most programmers are extremely incompetent. For 
example, a CS professor told me that most computer science *graduates* at his 
(reputable) university don't understand recursion.

Even among the top 5% of programmers, a great deal of knowledge is self-taught 
in disorganized ways and has lots of rules of thumb and they don't usually 
understand the best (more abstract, less practical) programming principles much.

Computer science is a pretty new field and people are just plain bad at it and lisp 
is still, in various ways, ahead of its time. Substantial amounts of lisp have now 
been copied into other languages, but always dumbed down and made to look 
familiar. Like javascript is actually pretty lispy but then they stuck some pretty ugly 
and inconvenient C-like syntax on it. See e.g.: 
http://www.crockford.com/javascript/little.html

For a comparison, C is way better than induction, but less dominant than 
induction. So compared to philosophers, I guess programmers are doing 
something better. So perhaps there isn't much to explain. People make mistakes 
-- no more than in many other fields.

There is this apparently weird thing where in many different fields people oppose 
good stuff. It's not that we don't know better yet but we do know better and people 
don't like it. How do so many people even know what's any good to hate? How do 
so many manage to pick out Popperian epistemology, lisp, Jews, Americans, 
Apple, TCS, ARR, liberalism, and so on for their enemies? Why are they taken in 

http://www.crockford.com/javascript/little.html


by socialism, evolutionary psychology, psychiatry, java, authoritarian parenting, 
monogamous marriages, anti-semitism, anti-Americanism, induction, etc? These 
bad things have so little to offer...

There are unifying ideas but I don't think we have all the answers. One unifying 
idea is that people find responsibility uncomfortable since they're going to make 
mistakes and not do much about it and don't like being blamed. Psychiatry, 
evolutionary psychology and anti-semitism all deny a great deal of human 
responsibility. Psychiatry directly by attributing human choices to diseases. 
Evolutionary psychology by attributing human choices to genes/biology/evolution. 
And anti-semitism has an idea that people aren't very responsible for their fate 
and have little control over their lives, and life doesn't offer much legitimate 
opportunity for advancement (so it's not your fault when you don't make much 
progress), and since Jews consistently do well, they must therefore be cheating 
(e.g. by breaking moral rules that constrain action).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Hating the Good (was: what programming is about)
Date: March 24, 2012 at 6:51 PM

On Mar 24, 2012, at 3:34 PM, Elliot Temple wrote:

There is this apparently weird thing where in many different fields people 
oppose good stuff. It's not that we don't know better yet but we do know better 
and people don't like it. How do so many people even know what's any good to 
hate? How do so many manage to pick out Popperian epistemology, lisp, Jews, 
Americans, Apple, TCS, ARR, liberalism, and so on for their enemies? Why are 
they taken in by socialism, evolutionary psychology, psychiatry, java, 
authoritarian parenting, monogamous marriages, anti-semitism, anti-
Americanism, induction, etc? These bad things have so little to offer...

There are unifying ideas but I don't think we have all the answers. One unifying 
idea is that people find responsibility uncomfortable since they're going to make 
mistakes and not do much about it and don't like being blamed. Psychiatry, 
evolutionary psychology and anti-semitism all deny a great deal of human 
responsibility. Psychiatry directly by attributing human choices to diseases. 
Evolutionary psychology by attributing human choices to 
genes/biology/evolution. And anti-semitism has an idea that people aren't very 
responsible for their fate and have little control over their lives, and life doesn't 
offer much legitimate opportunity for advancement (so it's not your fault when 
you don't make much progress), and since Jews consistently do well, they must 
therefore be cheating (e.g. by breaking moral rules that constrain action).

Other good stuff tons of people hate: McDonalds, Walmart, TV, 
internet/computers, video games, nuclear power, vaccines, DDT.

And there's the myths about cellphones and microwaves giving you cancer. But 
no corresponding myths that wedding dresses and vegan diets give you cancer.

There's this pattern where something really awesome is created and then lots of 
people oppose it for nonsense reasons.

If you're going to use nonsense reasons, you could oppose anything at all, your 
choice. So why do they pick so many good things to oppose?

One theme of all good things is that they can cause *progress* and *change* and 



disrupt a static society. They are uncomfortable for people with some of the static 
society mindset, which is (still) common.

And where applicable, people will take whichever ones kids like and then 
especially try to keep kids away from those. Hence many parents limit "screen 
time" and believe that the child's interest in using electronic screens more -- the 
mere fact that he likes them -- is evidence of harm.

See also:

http://www.takingchildrenseriously.com/node/83

David Deutsch writes:

If you look at it closely, the evidence [that video games are harmful] boils down 
to no more than the fact that children like video games. There seems to be a 
very common tendency among parents to regard children *liking* something as 
*prima facie* evidence that it is bad for them. If they are spending a lot of time 
doing something, parents wonder what harm it must be doing them. I think this 
is fundamentally the wrong attitude.

The right attitude is: if children are spending a lot of time doing something, let's 
try to find ways of letting them do *even more* of it. *Prima facie*, the fact that 
they like doing it is an indication that it is good for them.

I think that overwhelmingly the thing which draws people's attention to video 
games is the fact that children like them. People jump from that solitary piece of 
evidence to the conclusion that there must be something wrong with video 
games!

end quote

-- Elliot Temple
http://fallibleideas.com/

http://www.takingchildrenseriously.com/node/83
http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] what programming is about
Date: March 24, 2012 at 8:49 PM

On 24 Mar 2012, at 22:34, Elliot Temple wrote:

On Mar 24, 2012, at 2:28 PM, Alan Forrester wrote:

On 24 Mar 2012, at 16:11, Elliot Temple wrote:

Alternatively, perhaps it was because people sucked at writing compilers. 
That's a way better explanation. If you took modern compiler knowledge back 
in time, lisp wouldn't have a problem.

We have modern compiler knowledge now, so how does that explain Lisp's 
lack of popularity now?

It doesn't.

Lisp isn't popular now b/c people are taught bad ideas in almost all the comp sci 
courses, and almost all people who get used to a C-type/family language 
(including java, ruby, python, php, perl) find lisp too weird or strange or 
something to want to learn it and think about it seriously. And because people 
are mistaken. Why? Hard to say.

For example, people are grossly irrational about S-expressions. They give 
arguments on the topic that make no sense and betray a large lack of thought.

What sorts of arguments? I've done some scripting in Scheme and haven't found 
it particularly difficult.

You have to understand that most programmers are extremely incompetent. For 
example, a CS professor told me that most computer science *graduates* at his 
(reputable) university don't understand recursion.

What is it that they don't understand about recursion?

Even among the top 5% of programmers, a great deal of knowledge is self-



taught in disorganized ways and has lots of rules of thumb and they don't 
usually understand the best (more abstract, less practical) programming 
principles much.

Is there a good source about those principles?

There is this apparently weird thing where in many different fields people 
oppose good stuff. It's not that we don't know better yet but we do know better 
and people don't like it. How do so many people even know what's any good to 
hate? How do so many manage to pick out Popperian epistemology, lisp, Jews, 
Americans, Apple, TCS, ARR, liberalism, and so on for their enemies? Why are 
they taken in by socialism, evolutionary psychology, psychiatry, java, 
authoritarian parenting, monogamous marriages, anti-semitism, anti-
Americanism, induction, etc? These bad things have so little to offer...

There are unifying ideas but I don't think we have all the answers. One unifying 
idea is that people find responsibility uncomfortable since they're going to make 
mistakes and not do much about it and don't like being blamed.

One of the problems that helps propagate that meme is punishment. Rather than 
helping people to fix errors it encourages people to conceal errors and so 
ensures that many of them go uncorrected.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] what programming is about
Date: March 24, 2012 at 9:44 PM

On Mar 24, 2012, at 5:49 PM, Alan Forrester wrote:

On 24 Mar 2012, at 22:34, Elliot Temple wrote:

On Mar 24, 2012, at 2:28 PM, Alan Forrester wrote:

On 24 Mar 2012, at 16:11, Elliot Temple wrote:

Alternatively, perhaps it was because people sucked at writing compilers. 
That's a way better explanation. If you took modern compiler knowledge 
back in time, lisp wouldn't have a problem.

We have modern compiler knowledge now, so how does that explain Lisp's 
lack of popularity now?

It doesn't.

Lisp isn't popular now b/c people are taught bad ideas in almost all the comp 
sci courses, and almost all people who get used to a C-type/family language 
(including java, ruby, python, php, perl) find lisp too weird or strange or 
something to want to learn it and think about it seriously. And because people 
are mistaken. Why? Hard to say.

For example, people are grossly irrational about S-expressions. They give 
arguments on the topic that make no sense and betray a large lack of thought.

What sorts of arguments? I've done some scripting in Scheme and haven't 
found it particularly difficult.

That they are hard to read, confusing, bad. Why? Umm, it's hard to remember. 
People make such incoherent arguments. Maybe you can find some discussions 
on Google. Here's something relevant:



http://briancarper.net/blog/442/lisp-syntax-doesnt-suck

One thing people don't like is prefix instead of infix.

But then you point out that C function calls are prefix too, just with the open paren 
moved and commas. And they just get confused.

People don't even make the same complaints about Objective-C method calls I 
don't think. They do complain about those as hard to learn at first (and they only 
put up with it b/c iOS is popular) but they don't treat it the same as lisp.

Another thing people complain about is parentheses. They want invisible order of 
operations rules to let us omit a bunch of parentheses or something (order of 
operations is a common source of bugs and confusion, and kind of a bad idea a 
lot of the time). And they don't make the same complaints about close brackets in 
C or "end" statements in ruby. Unless they are python programmers, then they 
complain about ruby's "end" b/c they seem to think writing code in whitespace 
makes sense. (It's not actually a bad idea as an optional shortcut but you should 
be really wary of building invisible magic into your language or just using it in 
general. Explicit clarity is important in programming just like in writing. So for 
example it's good to use long, clear variable names a lot. Hiding all the end 
statements goes in the other direction.)

Fortunately Objective-C uses square brackets to solve the parentheses problem 
;-)

You have to understand that most programmers are extremely incompetent. 
For example, a CS professor told me that most computer science *graduates* 
at his (reputable) university don't understand recursion.

What is it that they don't understand about recursion?

The whole thing. How to do it in general, how it works, why it works, what's going 
on, how to read someone else's code with recursive functions and figure out what 
they do.

You think that's bad? I suspect lots of people get quite confused by nested 
functions. Explicitly. Like this:

http://briancarper.net/blog/442/lisp-syntax-doesnt-suck


(foo (bar a b (baz (foo c d (cat (dog x (foo y)) z))) w) q)

(That's a pretty nasty one, those trailing arguments are hard to deal with without 
proper indentation.)

Recursion is a little like this (causes a bunch of nesting) except with the number 
of nested calls not determined or clearly written out in advance, and stuff 
happening in between calls.

People also don't like to chain much in C type languages like foo(bar(x, y, baz(z)). 
Partly because the inferior notation makes it worse.

But they are more OK with chaining with objects: myObject.foo.bar(x, 
y).baz.cat(z)  Note how in this case the notation makes it pretty reasonably 
readable and also it has a more linear one-thing-at-a-time rather than nested 
approach.

Even among the top 5% of programmers, a great deal of knowledge is self-
taught in disorganized ways and has lots of rules of thumb and they don't 
usually understand the best (more abstract, less practical) programming 
principles much.

Is there a good source about those principles?

You can learn some in Simply Scheme and The Structure and Interpretation of 
Computer Programs, and other lisp books and blogs. Also relevant is The 
Mythical Man Month.

One important principle is that modifying state is the cause of tons of bugs.

There is this apparently weird thing where in many different fields people 
oppose good stuff. It's not that we don't know better yet but we do know better 
and people don't like it. How do so many people even know what's any good to 
hate? How do so many manage to pick out Popperian epistemology, lisp, 
Jews, Americans, Apple, TCS, ARR, liberalism, and so on for their enemies? 
Why are they taken in by socialism, evolutionary psychology, psychiatry, java, 



authoritarian parenting, monogamous marriages, anti-semitism, anti-
Americanism, induction, etc? These bad things have so little to offer...

There are unifying ideas but I don't think we have all the answers. One unifying 
idea is that people find responsibility uncomfortable since they're going to 
make mistakes and not do much about it and don't like being blamed.

One of the problems that helps propagate that meme is punishment. Rather 
than helping people to fix errors it encourages people to conceal errors and so 
ensures that many of them go uncorrected.

Any ideas what to do about that?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Hating the Good (was: what programming is about)
Date: March 24, 2012 at 10:21 PM

On Mar 24, 2012 5:51 PM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 24, 2012, at 3:34 PM, Elliot Temple wrote:

There is this apparently weird thing where in many different fields people 
oppose good stuff. It's not that we don't know better yet but we do know better 
and people don't like it. How do so many people even know what's any good to 
hate? How do so many manage to pick out Popperian epistemology, lisp, 
Jews, Americans, Apple, TCS, ARR, liberalism, and so on for their enemies? 
Why are they taken in by socialism, evolutionary psychology, psychiatry, java, 
authoritarian parenting, monogamous marriages, anti-semitism, anti-
Americanism, induction, etc? These bad things have so little to offer...

Because they don't question the status quo. Its the status meme.

There are unifying ideas but I don't think we have all the answers. One unifying 
idea is that people find responsibility uncomfortable since they're going to 
make mistakes and not do much about it and don't like being blamed. 
Psychiatry, evolutionary psychology and anti-semitism all deny a great deal of 
human responsibility. Psychiatry directly by attributing human choices to 
diseases. Evolutionary psychology by attributing human choices to 
genes/biology/evolution. And anti-semitism has an idea that people aren't very 
responsible for their fate and have little control over their lives, and life doesn't 
offer much legitimate opportunity for advancement (so it's not your fault when 
you don't make much progress), and since Jews consistently do well, they 
must therefore be cheating (e.g. by breaking moral rules that constrain action).

So they pick the option that makes them feel better, which is to deny
responsibility of their mistakes, which of course prevents learning
from their mistakes because "its not my fault". So responsibility
denial is an anti-rational meme.

Other good stuff tons of people hate: McDonalds, Walmart, TV, 
internet/computers, video games, nuclear power, vaccines, DDT.



And there's the myths about cellphones and microwaves giving you cancer. But 
no corresponding myths that wedding dresses and vegan diets give you cancer.

There's this pattern where something really awesome is created and then lots of 
people oppose it for nonsense reasons.

You've described the good-is-bad-and-bad-is-good meme, which is that
if its enjoyable now, then its bad for you in the longterm, and that
the bad is yet-undiscovered but that doesn't matter because science
will reveal the bad one day. And if its boring or disgusting now, then
its good for you in the longterm and again it doesn't matter if
science has any supporting evidence because they just assume it.

-- Rami



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 25, 2012 at 12:43 AM

On Fri, Mar 23, 2012 at 8:42 PM, Steve Push <stephen.push@gmail.com> wrote:

On Mar 23, 3:18 am, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 23, 2012 at 3:42 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Wed, Mar 21, 2012 at 1:36 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 19, 9:00 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 16, 2012 at 1:55 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

You said you value persuasion but did you notice that Dawkins herself
does not value persuasion:

The animals' point of view cannot be considered in isolation from long-
term health interests (any more than a child's view about going to the 
dentist can be).

Notice, also, that she minces words here despite her entreaty at the
beginning of the article to "[l]et us not mince words". She is saying
that it is OK to force children regardless of the child's preferences
but she dresses it up by saying it is doing what is in the child's
'interests" (and never refers to force).

Why does she not have high regard for children's suffering and
children's preferences? Part of the reason is that she thinks animals,

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


children, and adults lie on a continuum in terms of their ability to
create knowledge. This leads to her devaluing children and
over-valuing animals.

The BoI point of view says there is no continuum: Only people create
knowledge, animals do not. The argument for this is philosophical but
nowhere does Dawkins draw on any philosophy and even acknowledge 
that
a philosophical approach is possible. She thinks that in considering
animal suffering we should look for a middle way between "scientific
respectability and practical considerations". What does that even
mean?

Why does she frame things like this? Why does she disregard
philosophy? Is it because she sees science as conferring authority and
if we step too far outside the bounds of science we lose authority?

I'm not able to comment on Dawkins' views on child-rearing or
epistemology.

Why not? Do you agree that her biases and ignorance with regard to
these things are not independent from her views on animals?

I don't have any good reason to believe that she is biased or ignorant
on those topics.

You don't think the quote about children is good reason?

But if she is, I don't care.  Her expertise is in
animal behavior, and that's the only topic on which I care about her
views.

If one wants to take positions about whether animals learn, suffer
etc, then one is either explicitly or implicitly taking positions
about knowledge and the growth of knowledge. That puts one squarely in
the domain of epistemology.

Her views on child-rearing and epistemology are no more
relevant than what political party she supports.  Bringing up these



other issues is an ad hominem argument.

No, I gave an example of how her biases/ignorance in these areas
colours her thinking: She thinks the ability to create knowledge comes
on a continuum. But that contradicts what we know about the
universality of knowledge creators.

As explained in BoI, universality jumps. A small change can make the
difference between not being able to create knowledge and having
universal ability to do so. That change happened during the evolution
of humans and it is a consequence of *reach* (another thing explained
in BoI).

So one cannot go from a-little-bit-universal to partially-universal to
fully-universal. The (often implicit) assumption that you can is
prevalent, however, and  it leads to all sorts of mistakes in areas
ranging from animals studies to child-rearing to AI.

Let me see if I understand your position.  You believe consciousness
didn't evolve over millions of years.  Rather it sprang forth pretty
much in its current form with the evolution of modern humans.  And all
appearances of continuity in behavior and brain anatomy and physiology
between humans and other mammals are illusory.

It is no illusion that jumps to universality happen as a result of *small* changes, 
often made for parochial reasons. So, in many respects, a universal system is 
indeed similar to its non-universal predecessor, yet new realms of possibility are 
open to the new system that were not open to the old system.

And you cite as your source for this view a philosophically oriented
book written for a nonspecialist audience by a theoretical physicist.

So, in your view, BoI is a piece of light entertainment not to be taken seriously? 
Neither David nor his book have enough gravitas for you. But who, apart from 
David, could have written BoI?The answer is nobody. He is not just a darn good 
physicist but the foremost Popperian philosopher of our times. Geniuses like him 
are few and far between. David has got authority all right, if you want to play that 
game, but it's a game you shouldn't want to play.

Another great philosopher is Elliot Temple. But he isn't resident on any academic 



faculty nor has he published any books or papers. What he has done is write tens 
of thousands of philosophical posts to the internet and in doing so he has 
achieved a degree of philosophical knowledge way beyond any academic 
philosopher (even sustaining his rate of high quality posts is an epistemological 
achievement).

David and Elliot encounter a lot of hostility: people with new ideas usually do. I 
think we are lucky to have a forum such as this where both are accessible. So 
why not try to learn from them? Don't just be another hostile poster with whom 
they are so wearingly familiar.

And any attempts to counter that view with the work of specialists in
the fields of evolutionary biology or animal behavior can be dismissed
as appeals to authority.

Did I get that right?

No. See Elliot's recent posts.

-- Brian Scurfield



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Educational Research in Practice, 1
Date: March 25, 2012 at 3:08 AM

http://curi.us/1546-educational-research-in-practice-1

-- Elliot Temple
http://fallibleideas.com/

-- 

http://curi.us/1546-educational-research-in-practice-1
http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 25, 2012 at 8:12 AM

On Mar 25, 12:43 am, Brian Scurfield <briankscurfi...@gmail.com>
wrote:

On Fri, Mar 23, 2012 at 8:42 PM, Steve Push <stephen.p...@gmail.com> wrote:

On Mar 23, 3:18 am, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 23, 2012 at 3:42 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Wed, Mar 21, 2012 at 1:36 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 19, 9:00 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 16, 2012 at 1:55 PM, Steve Push 
<stephen.p...@gmail.com> wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

You said you value persuasion but did you notice that Dawkins herself
does not value persuasion:

The animals' point of view cannot be considered in isolation from long-
term health interests (any more than a child's view about going to the 
dentist can be).

Notice, also, that she minces words here despite her entreaty at the
beginning of the article to "[l]et us not mince words". She is saying
that it is OK to force children regardless of the child's preferences
but she dresses it up by saying it is doing what is in the child's
'interests" (and never refers to force).

Why does she not have high regard for children's suffering and

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


children's preferences? Part of the reason is that she thinks animals,
children, and adults lie on a continuum in terms of their ability to
create knowledge. This leads to her devaluing children and
over-valuing animals.

The BoI point of view says there is no continuum: Only people create
knowledge, animals do not. The argument for this is philosophical but
nowhere does Dawkins draw on any philosophy and even acknowledge 
that
a philosophical approach is possible. She thinks that in considering
animal suffering we should look for a middle way between "scientific
respectability and practical considerations". What does that even
mean?

Why does she frame things like this? Why does she disregard
philosophy? Is it because she sees science as conferring authority and
if we step too far outside the bounds of science we lose authority?

I'm not able to comment on Dawkins' views on child-rearing or
epistemology.

Why not? Do you agree that her biases and ignorance with regard to
these things are not independent from her views on animals?

I don't have any good reason to believe that she is biased or ignorant
on those topics.

You don't think the quote about children is good reason?

But if she is, I don't care.  Her expertise is in
animal behavior, and that's the only topic on which I care about her
views.

If one wants to take positions about whether animals learn, suffer
etc, then one is either explicitly or implicitly taking positions
about knowledge and the growth of knowledge. That puts one squarely in
the domain of epistemology.



Her views on child-rearing and epistemology are no more
relevant than what political party she supports.  Bringing up these
other issues is an ad hominem argument.

No, I gave an example of how her biases/ignorance in these areas
colours her thinking: She thinks the ability to create knowledge comes
on a continuum. But that contradicts what we know about the
universality of knowledge creators.

As explained in BoI, universality jumps. A small change can make the
difference between not being able to create knowledge and having
universal ability to do so. That change happened during the evolution
of humans and it is a consequence of *reach* (another thing explained
in BoI).

So one cannot go from a-little-bit-universal to partially-universal to
fully-universal. The (often implicit) assumption that you can is
prevalent, however, and  it leads to all sorts of mistakes in areas
ranging from animals studies to child-rearing to AI.

Let me see if I understand your position.  You believe consciousness
didn't evolve over millions of years.  Rather it sprang forth pretty
much in its current form with the evolution of modern humans.  And all
appearances of continuity in behavior and brain anatomy and physiology
between humans and other mammals are illusory.

It is no illusion that jumps to universality happen as a result of *small* changes, 
often made for parochial reasons. So, in many respects, a universal system is 
indeed similar to its non-universal predecessor, yet new realms of possibility are 
open to the new system that were not open to the old system.

It is certainly *possible* that a "jump to universality" can be a
result of a small change.  But what evidence do you have that's what
happened in this case?

And how do you know that consciousness even *is* a jump to
universality?  I think you are assuming that consciousness is
inextricably linked to human intelligence.  I see no evidence of such
a link.



And you cite as your source for this view a philosophically oriented
book written for a nonspecialist audience by a theoretical physicist.

So, in your view, BoI is a piece of light entertainment not to be taken seriously? 
Neither David nor his book have enough gravitas for you.

No, that's not what I said.

But who, apart from David, could have written BoI?The answer is nobody. He is 
not just a darn good physicist but the foremost Popperian philosopher of our 
times. Geniuses like him are few and far between. David has got authority all 
right, if you want to play that game, but it's a game you shouldn't want to play.

Being an expert in one field -- even being a genius -- does not make
one an expert in all fields.  For example, I see an error in David's
thinking about evolution, which is not surprising, because it is the
same error that Popper made.

Another great philosopher is Elliot Temple. But he isn't resident on any 
academic faculty nor has he published any books or papers. What he has done 
is write tens of thousands of philosophical posts to the internet and in doing so 
he has achieved a degree of philosophical knowledge way beyond any 
academic philosopher (even sustaining his rate of high quality posts is an 
epistemological achievement).

I agree that Elliot knows a lot about Popper, and probably about
philosophy generally and computer science as well.  I also agree that
many of his posts are excellent.  But when comparing him to other
philosophers, the fact that his ideas have not been subjected to peer
criticism makes it difficult for me, a non-expert, to evaluate their
veracity.

And again, even if Elliot is an expert in Popperian philosophy, that's
doesn't make him an expert in all fields.  He appears to know very
little about animal behavior, for instance.

David and Elliot encounter a lot of hostility: people with new ideas usually do. I 
think we are lucky to have a forum such as this where both are accessible. So 
why not try to learn from them? Don't just be another hostile poster with whom 



they are so wearingly familiar.

Why are you implying that I'm hostile?  I have some criticisms, but
isn't that part of the C&R process?

And I am learning a lot from these discussions.  But what I have
learned may be different from what you expect me to learn.

And any attempts to counter that view with the work of specialists in
the fields of evolutionary biology or animal behavior can be dismissed
as appeals to authority.

Did I get that right?

No. See Elliot's recent posts.

I read his posts.  He has neither provided any substantive criticisms
of the literature I cited nor any reason to believe that literature is
irrelevant to the topic we are discussing.

-- Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Learning; Morality of Animals
Date: March 25, 2012 at 10:13 AM

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

On page 5 Dawkins describes how preference in animals are measured by 
setting up a situation in which the animal have to perform more tasks for the 
same amount of food and this illustrates the animal's preferences when it comes 
to food. On page 7 in Section 7, Dawkins states that inelasticity of the animal's 
demand curve can help indicate when the animal is suffering: if the animal 
performs more tasks for the same amount of food that indicates that it is not 
willing to do without the food and so that it suffers if it doesn't get the food.

Amoebae engage in complex behaviour to maintain their food supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

Do amoebae suffer?

Alan

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf
https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] what programming is about
Date: March 25, 2012 at 10:37 AM

On 3/24/2012 4:11 PM, Elliot Temple wrote:
On Mar 24, 2012, at 3:52 AM, Richard Fine wrote:

On 3/23/2012 7:18 PM, Elliot Temple wrote:
http://www.cs.berkeley.edu/~bh/ssch0/preface.html

some pretty good philosophy? any important criticisms?
I noticed that when comparing Scheme to Pascal, they ask:

Why do they pick this particular distinction (whole numbers and decimals) to 
worry about? Why not positive and negative numbers, for example? Why not 
odd and even numbers?

The answer is: because that is what best suits the hardware. Most chips have 
native support for two different ways of encoding numbers - fixed-point and 
floating-point. You *can* encode all numbers as one or the other,

False. lisp/ruby/python/etc still know what data type stuff is, and still have data 
types, the programmer just doesn't specify types for all variables. They don't just 
use only floats or only integers.

I don't see a contradiction between what you've said here and what I said. What 
are you saying is false?

but they have pros and cons: for a given encoding size, fixed-point numbers 
have limited range, while floating-point numbers have varying precision (and 
limited range, but it's a much, much larger range). In Pascal, the 'integer' data 
type denotes 'store this as fixed-point' while the 'real' data type denotes 'store 
this as floating-point.' So when you pick which variant of the function you want 
to use, you're really picking which hardware encoding is best for your data.

Which is bad: programmers should not be wasting their time telling the compiler 
what to do. 99% the compilation details don't really matter. And when they do, 
the compiler is going to be right a lot more than the programmer.

That depends on the extent to which the programmer is able to express their 
intention to the compiler. When the compilation details don't matter, then yes, 
they should be left up to the compiler to decide. I suspect that all imperative code 

http://www.cs.berkeley.edu/~bh/ssch0/preface.html


is bad for this purpose.

If you want a fast program, you have to run it and use tools to find bottlenecks 
and then optimize only those parts. Leave the rest alone.

Does this mean that we should not attempt to predict where bottlenecks will be 
and write those parts in an optimized way pre-emptively? We can reason about 
bottlenecks after all - for example we can work out which code is only run rarely 
and which code is run hundreds of thousands of times a second. We can also 
consider where the bottlenecks were in previous programs that did similar things. 
If we

Any kind of optimization that goes in 100% of your code instead of 1% is bad!

That's true of any other concern as well, right? Having to repeat your optimization 
decisions throughout the code is as bad as having to repeat your logic.

I think concerns about what works well with the hardware are pervasive in 
other ("low-level") languages. Universality of computation means that any valid 
program in a language can produce the correct answer in the end, but it may 
require a lot of memory or take a long time. Languages like C were originally 
used in situations where ignoring hardware parameters could add hours to a 
program's execution time, massively increasing the cost of running it. So I think 
it made sense, in that situation, to get programmers to make explicit 
statements about those hardware parameters throughout the program.

No, this is the wrong approach.

Even with very bad computers, most code still isn't a bottleneck.

A better explanation of C's popularity back then is that people are bad at math 
and thinking and didn't (and don't) understand how to design computer 
programs. It's not as if they changed their mind when lisp became blatantly fast 
enough. Now tons of people use ruby/python/javascript/etc even though lisp 
generally accepted as faster than those.

Alternatively, perhaps it was because people sucked at writing compilers. That's 
a way better explanation. If you took modern compiler knowledge back in time, 
lisp wouldn't have a problem.

Yes, I think it's mostly that we've been very bad at writing compilers. It doesn't 



help that a large number of the people writing compilers have been focused on 
languages that either don't permit the compiler much room to optimize (like C) or 
that are so difficult to parse and crammed full of ambiguous behaviour that it's 
enough of a struggle trying to make sure that it produces the correct result in 
every situation, let alone a fast one (like C++).

Tellingly, the prevalent approach in compilation of imperative languages is to 
convert the parsed program text into an abstract syntax tree - something 
resembling an S-Expression. :-)

On a few programs it's just as fast (or faster) and uses the same amount of 
memory (or less) but for most of them it uses more.

This is a very misleading sample of programs.

They are all:

1) stuff simple enough that all the languages in the shootout can easily write 
implementations. this means none make much use of lisp's advantages.

2) they're all small programs. this means there isn't a lot of knowledge 
organization to do.

3) the people writing them are presumably more experienced with C and similar 
languages than lisp, so the C programs may be better written

4) it's unclear what sort of optimization they did. did they just write in some kind 
of "typical" style for the language then do no further optimization of bottlenecks?

5) they don't look at what happens when project requirements change midway 
(this is very common) and then you have to modify the programs (an area where 
lisp has more advantage over C)

Benchmarks of this type basically mean "Pretend programs always work. Ignore 
the issues of bugs and organizing complexity. Pretend the purpose of software 
is to make the computer do large amounts of repetitive work as fast as possible. 
Don't use powerful tools or abstractions unless they are good for making the 
computer do repetitive work as fast as possible. Now what language is best?"

Sure. They're measuring program performance and program performance only; in 
practice we also care a lot about developer performance.



The details of how computers encode numbers and how much memory is used 
is not "what programming is about," for the most part, but in some situations - 
even today - they're important. The audience they're targeting may not be in 
that situation, but I think it's a mistake to dismiss languages that focus on it as 
"silly."

In some small minority of situations today it matters.

I'm not convinced that it really is a minority. I might have a skewed perspective on 
this because I write video games, and I might also be mistaking "widely written" 
for "widely used." Needing a high-performance webserver is a common problem, 
but needing to write one isn't.

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] what programming is about
Date: March 25, 2012 at 2:00 PM

On Mar 25, 2012, at 7:37 AM, Richard Fine wrote:

On 3/24/2012 4:11 PM, Elliot Temple wrote:
On Mar 24, 2012, at 3:52 AM, Richard Fine wrote:

On 3/23/2012 7:18 PM, Elliot Temple wrote:
http://www.cs.berkeley.edu/~bh/ssch0/preface.html

some pretty good philosophy? any important criticisms?
I noticed that when comparing Scheme to Pascal, they ask:

Why do they pick this particular distinction (whole numbers and decimals) to 
worry about? Why not positive and negative numbers, for example? Why 
not odd and even numbers?

The answer is: because that is what best suits the hardware. Most chips have 
native support for two different ways of encoding numbers - fixed-point and 
floating-point. You *can* encode all numbers as one or the other,

False. lisp/ruby/python/etc still know what data type stuff is, and still have data 
types, the programmer just doesn't specify types for all variables. They don't 
just use only floats or only integers.

I don't see a contradiction between what you've said here and what I said. What 
are you saying is false?

You were talking about how one can encode all numbers as only one data type, 
but one shouldn't, and it doesn't suit the hardware to do so. But we're not doing 
that, and specifying data types of variables doesn't suit the hardware better.

If you want a fast program, you have to run it and use tools to find bottlenecks 
and then optimize only those parts. Leave the rest alone.

Does this mean that we should not attempt to predict where bottlenecks will be 
and write those parts in an optimized way pre-emptively?

http://www.cs.berkeley.edu/~bh/ssch0/preface.html


Right, as a general rule that's called premature optimization and to be avoided.

It's hard to predict much about complex code.

There are of course some partial exceptions. If we're looping through 20 gigs of 
data and doing something to all of it, and repeating to update every minute, then 
yeah a mildly experienced programmer know the code inside the loop is going to 
need some optimization before it works. The right method will still be: right it, then 
run it (with less data), then optimize bottlenecks. Estimate how fast it needs to run 
and look at what percent of the full data set you're running with and you can get a 
good idea of what size bottleneck is too big to be a problem and keep removing 
one bottleneck at a time until you don't have one that's too big.

And even before we run any test, we know a O(n^4) algorithm isn't going to work 
for updating 20 gigs of data every minute.

But the majority of coding decisions aren't like that.

I think concerns about what works well with the hardware are pervasive in 
other ("low-level") languages. Universality of computation means that any 
valid program in a language can produce the correct answer in the end, but it 
may require a lot of memory or take a long time. Languages like C were 
originally used in situations where ignoring hardware parameters could add 
hours to a program's execution time, massively increasing the cost of running 
it. So I think it made sense, in that situation, to get programmers to make 
explicit statements about those hardware parameters throughout the 
program.

No, this is the wrong approach.

Even with very bad computers, most code still isn't a bottleneck.

A better explanation of C's popularity back then is that people are bad at math 
and thinking and didn't (and don't) understand how to design computer 
programs. It's not as if they changed their mind when lisp became blatantly fast 
enough. Now tons of people use ruby/python/javascript/etc even though lisp 
generally accepted as faster than those.



Alternatively, perhaps it was because people sucked at writing compilers. 
That's a way better explanation. If you took modern compiler knowledge back 
in time, lisp wouldn't have a problem.

Yes, I think it's mostly that we've been very bad at writing compilers. It doesn't 
help that a large number of the people writing compilers have been focused on 
languages that either don't permit the compiler much room to optimize (like C) or 
that are so difficult to parse and crammed full of ambiguous behaviour that it's 
enough of a struggle trying to make sure that it produces the correct result in 
every situation, let alone a fast one (like C++).

Tellingly, the prevalent approach in compilation of imperative languages is to 
convert the parsed program text into an abstract syntax tree - something 
resembling an S-Expression. :-)

By the way, ruby syntax is really awful to interpret. It's so full of shortcuts and 
conveniences for the programmer that it causes a lot of problems for the 
interpreter to figure out what's going on.

On a few programs it's just as fast (or faster) and uses the same amount of 
memory (or less) but for most of them it uses more.

This is a very misleading sample of programs.

They are all:

1) stuff simple enough that all the languages in the shootout can easily write 
implementations. this means none make much use of lisp's advantages.

2) they're all small programs. this means there isn't a lot of knowledge 
organization to do.

3) the people writing them are presumably more experienced with C and 
similar languages than lisp, so the C programs may be better written

4) it's unclear what sort of optimization they did. did they just write in some kind 
of "typical" style for the language then do no further optimization of 
bottlenecks?



5) they don't look at what happens when project requirements change midway 
(this is very common) and then you have to modify the programs (an area 
where lisp has more advantage over C)

Benchmarks of this type basically mean "Pretend programs always work. 
Ignore the issues of bugs and organizing complexity. Pretend the purpose of 
software is to make the computer do large amounts of repetitive work as fast 
as possible. Don't use powerful tools or abstractions unless they are good for 
making the computer do repetitive work as fast as possible. Now what 
language is best?"

Sure. They're measuring program performance and program performance only; 
in practice we also care a lot about developer performance.

The details of how computers encode numbers and how much memory is 
used is not "what programming is about," for the most part, but in some 
situations - even today - they're important. The audience they're targeting 
may not be in that situation, but I think it's a mistake to dismiss languages 
that focus on it as "silly."

In some small minority of situations today it matters.

I'm not convinced that it really is a minority. I might have a skewed perspective 
on this because I write video games, and I might also be mistaking "widely 
written" for "widely used." Needing a high-performance webserver is a common 
problem, but needing to write one isn't.

Perhaps you then know that console games have been written in lisp before. It 
can be done, it does not kill performance. Actually it should be expected to 
improve performance substantially because all those video games in C have 
bugs and mistakes due to it being harder on the developer, and those extra 
mistakes make for slowdowns.

The only reasons I can think of not use lisp for most console games would be 
things like:

- turns out Erlang and Haskell or something is even better for writing video 
games. I don't know a ton about those languages, just that they are modern 
languages with some modern stuff that I don't think any lisp has incorporated yet. 
So that could potentially give them an edge, unlike C.



- we want to buy a physics engine for our game instead of writing our own. all the 
good ones on sale are in C.

- we work for Sony and they won't let us. or Yahoo.

- it's hard to find lisp programmers to hire (though it's not as if most of the industry 
is hiring people who understand what they're doing in C, anyway)

- it's harder to find buyers for your company if your software is lisp

- it takes substantial work to get good a good enough lisp development 
environment for making console games (including writing some tools yourself, I 
expect), so that extra overhead isn't worth it for small, cheap quick games with 
unknown future (maybe no sequel to re-use the tools on). the benefits of lisp play 
out more with harder problems where something good is needed more, which 
includes in general just the more code being written the more it matters

- lack of well established process for porting your game to other platforms with 
lisp codebase. with regular codebase this is a problem there's already lots of 
knowledge about

- lots of sample code, examples, books explaining algorithms, and so on, are in C 
or similar

- lisp doesn't have nearly as much effort put into game related libraries by other 
people that you can use. this is maybe the single biggest problem and its 
importance depends on the size and scope of your project and expectation of 
doing future projects

(Note: most games aren't Skyrim anyway. most games do not have the latest and 
greatest graphics and push hardware limits. the "performance is everything" 
games are a minority and, I suspect, are doing it wrong. I think skyrim would have 
been better off with slightly worse graphics and, instead, put that effort into 
improved design and some more cool features.)

None of these are performance problem issues. As a rule, lisp will perform better 
than C for any complex project because the dominant factor is humans 



understanding how to improve the performance, and lisp helps them understand 
that more. The benchmarks are very misleading about this because the use only 
simple projects where the developer has an any time in any language.

Developers having an easier time, as lisp provides, is not just a convenience or 
nicety. There's a common idea that "real developers" can deal with pointer 
arithmetic and hairy optimizations and other nasty stuff, and in return they get to 
use C and have faster results. Actually they are using time inefficiently -- just 
because it's hard doesn't mean it's efficient. Human time is valuable and the 
performance of games is always limited substantially by developer time allocated 
to it, and that time can go further with a better language.

Also note that there's no reason to write your game in only one language (unless 
it's lisp which is good at everything!). So we see a lot of games writing substantial 
parts of the game in a "scripting" language such as lua. Or, if they're stupid, they 
create custom made C-like scripting language like jass or the one blizzard made 
for starcraft 2.

Anyway one of the reasons they do this is they realize their developers are less 
productive in C so they want to use a better language such as lua which is nicer 
than C. And they don't care that lua is on the order of 30 times slower than C (so 
like 10x below lisp) in artificial benchmarks because they recognize that doesn't 
actually matter and they use it where they think they won't have bottlenecks (e.g. 
not in the physics engine or graphics rendering code, but rather for tasks like 
scripting enemy behaviors).

Why not lisp there instead of lua?

Anyway the video game industry is doing it wrong (partly due to bad momentum, 
partly to continuing to make bad decisions). They aren't an exception. they're just 
way behind the curve. we can run giant websites with tons of ruby but even lots of 
smaller games still think they should use C or something which is just plain 
wrong. web developers have realized better languages help them be more 
productive, the vast majority of game devs are just wrong. lots of numerical and 
scientific computation is done in python, because those people realized better 
languages let them be more productive ... game devs are just wrong.  (note: the 
advantages of ruby, python, lua, etc, over C, as far as language design goes, are 
a subset of lisp's advantages. they do have some practical advantages over 
current implementations of lisp -- e.g. ruby's large and convenient built-in libraries 



-- basically b/c more effort has gone into them)

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] The Speed of C
Date: March 25, 2012 at 3:28 PM

http://news.ycombinator.com/item?id=3752303

C can be fast (icc) and slow (CINT) depending on compiler/interpreter and 
OS/platform.

MSVC on Windows can be 40% faster than gcc on the same platform. I think icc 
(Intel C Compiler) can be several times faster than gcc for some workloads.

I can write OpenCL code, that will be 100 times faster than plain C, when 
running on the same GPU.

So if lisp is 3x slower than C in some benchmark, does that even mean anything? 
There's routinely more variance than that among different versions of C and for 
different workloads.

The comment goes on to explain:

The reason for this, is that we still use procedural languages rather than 
declarative.

In declarative language I would say: "The contents of this block of memory 
should be identical to the contents of that block of memory." I would also specify 
that blocks are non-overlapping, if it's not possible to infer from the block 
definitions themselves.

Instead of this, memcopy C code describes procedure of iterative byte-by-byte 
copying. This is only one way out of many to do it and maybe it even was the 
fastest way to do it on PDP-11, but not on modern or future machines.

Similarly if you trying to micromanage your employees, you will not get most 
optimized result.

To have the best performance, you do not need to be Close-to-The-Metal(tm). 
You need to be able to express what your desired result is in the highest 
possible abstracted, but still correct, way.

http://news.ycombinator.com/item?id=3752303


Similar to what I've been saying.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 25, 2012 at 5:21 PM

On Mar 25, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

On page 5 Dawkins describes how preference in animals are measured by 
setting up a situation in which the animal have to perform more tasks for the 
same amount of food and this illustrates the animal's preferences when it comes 
to food. On page 7 in Section 7, Dawkins states that inelasticity of the animal's 
demand curve can help indicate when the animal is suffering: if the animal 
performs more tasks for the same amount of food that indicates that it is not 
willing to do without the food and so that it suffers if it doesn't get the food.

Amoebae engage in complex behaviour to maintain their food supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

Do amoebae suffer?

Probably not.  But thank you for the link to that very interesting
article.

My response concerning farming amoebas is the same as my response a
few days ago concerning computers with preferences:

"I agree.  It's possible for unconscious entities to have preferences.

"The argument that animals can suffer is not based on preferences.
But
if one accepts that animals can suffer, preferences can be a guide to
understanding what conditions cause their suffering and what condition
alleviate it."

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf
https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


And as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

-- Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 25, 2012 at 5:24 PM

On 25 Mar 2012, at 22:21, Steve Push wrote:

On Mar 25, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

On page 5 Dawkins describes how preference in animals are measured by 
setting up a situation in which the animal have to perform more tasks for the 
same amount of food and this illustrates the animal's preferences when it 
comes to food. On page 7 in Section 7, Dawkins states that inelasticity of the 
animal's demand curve can help indicate when the animal is suffering: if the 
animal performs more tasks for the same amount of food that indicates that it 
is not willing to do without the food and so that it suffers if it doesn't get the 
food.

Amoebae engage in complex behaviour to maintain their food supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

Do amoebae suffer?

Probably not.  But thank you for the link to that very interesting
article.

My response concerning farming amoebas is the same as my response a
few days ago concerning computers with preferences:

"I agree.  It's possible for unconscious entities to have preferences.

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf
https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


"The argument that animals can suffer is not based on preferences.
But
if one accepts that animals can suffer, preferences can be a guide to
understanding what conditions cause their suffering and what condition
alleviate it."

And as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

Alan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Educational Research in Practice, 2
Date: March 25, 2012 at 5:34 PM

http://curi.us/1547-educational-research-in-practice-2

-- Elliot Temple
http://fallibleideas.com/

-- 

http://curi.us/1547-educational-research-in-practice-2
http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 25, 2012 at 5:41 PM

On 25 Mar 2012, at 10:24pm, Alan Forrester wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

As a matter of logic, the only ones that can possibly be relevant to making the 
case that all mammals have qualia and can suffer must be attributes that

(1) All mammals including humans have; and

(2) No entity that uncontroversially lacks qualia (e.g. amoeabae, present-day 
robots) has; and

(3) All future artificial entities with qualia will have.

Is there such an attribute?

-- David Deutsch

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 25, 2012 at 6:04 PM

On Mar 25, 5:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

On Mar 25, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

On page 5 Dawkins describes how preference in animals are measured by 
setting up a situation in which the animal have to perform more tasks for the 
same amount of food and this illustrates the animal's preferences when it 
comes to food. On page 7 in Section 7, Dawkins states that inelasticity of the 
animal's demand curve can help indicate when the animal is suffering: if the 
animal performs more tasks for the same amount of food that indicates that it 
is not willing to do without the food and so that it suffers if it doesn't get the 
food.

Amoebae engage in complex behaviour to maintain their food supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

Do amoebae suffer?

Probably not.  But thank you for the link to that very interesting
article.

My response concerning farming amoebas is the same as my response a
few days ago concerning computers with preferences:

"I agree.  It's possible for unconscious entities to have preferences.

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf
https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


"The argument that animals can suffer is not based on preferences.
But
if one accepts that animals can suffer, preferences can be a guide to
understanding what conditions cause their suffering and what condition
alleviate it."

And as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

Many parts of the central nervous system and other systems are
involved.  But for pain important areas include the insular cortex,
the anterior cingulate cortex, and the amygdala.  These areas are
involved in humans when they experience pain qualia and in animals
when they respond to painful stimuli.

-- Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Learning; Morality of Animals
Date: March 25, 2012 at 7:04 PM

On 25 Mar 2012, at 23:04, Steve Push wrote:

On Mar 25, 5:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

On Mar 25, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

On page 5 Dawkins describes how preference in animals are measured by 
setting up a situation in which the animal have to perform more tasks for the 
same amount of food and this illustrates the animal's preferences when it 
comes to food. On page 7 in Section 7, Dawkins states that inelasticity of 
the animal's demand curve can help indicate when the animal is suffering: if 
the animal performs more tasks for the same amount of food that indicates 
that it is not willing to do without the food and so that it suffers if it doesn't 
get the food.

Amoebae engage in complex behaviour to maintain their food supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

Do amoebae suffer?

Probably not.  But thank you for the link to that very interesting
article.

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf
https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


My response concerning farming amoebas is the same as my response a
few days ago concerning computers with preferences:

"I agree.  It's possible for unconscious entities to have preferences.

"The argument that animals can suffer is not based on preferences.
But
if one accepts that animals can suffer, preferences can be a guide to
understanding what conditions cause their suffering and what condition
alleviate it."

And as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

Many parts of the central nervous system and other systems are
involved.  But for pain important areas include the insular cortex,
the anterior cingulate cortex, and the amygdala.  These areas are
involved in humans when they experience pain qualia and in animals
when they respond to painful stimuli.

Why are those parts of the brain relevant? What information processing do they 
do that doesn't take place in an amoeba?

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Hating people vs hating ideas
Date: March 25, 2012 at 8:27 PM

I know that hating a person [or group of people] is
other-people-oriented, and so its irrational.

But what about hating an idea? Like Islam. Is that irrational?

The problem that I see is that hating an idea causes a strong negative
emotion, which can have the effect of making the subject irrational
while thinking about the idea. This seriously debilitates the hater's
ability to persuade Muslims. So by this standard, hating an idea is
irrational.

So how do I persuade an ex-muslim not hate Islam?

How do I persuade somebody that idea hating is irrational?

-- Rami

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 25, 2012 at 8:30 PM

On Mar 25, 5:41 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 25 Mar 2012, at 10:24pm, Alan Forrester wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

As a matter of logic, the only ones that can possibly be relevant to making the 
case that all mammals have qualia and can suffer must be attributes that

(1) All mammals including humans have; and

(2) No entity that uncontroversially lacks qualia (e.g. amoeabae, present-day 
robots) has; and

(3) All future artificial entities with qualia will have.

Is there such an attribute?

I can see how a future artificial entity that models the mammalian
brain and has qualia could make the case that all mammals have
qualia.  But why do you say that *all* future entities with qualia
must have the same attributes?  Isn’t it conceivable that a future
artificial entity could develop qualia by a different mechanism?

I think it’s also conceivable that somewhere in the universe there is
an organism with qualia that evolved independently of life on Earth.
In fact, it’s conceivable that qualia evolved independently in another
line of Earth organisms – octopuses perhaps – that don’t share any
relevant homologous attributes with mammals.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 25, 2012 at 8:37 PM

On Mar 25, 7:04 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 23:04, Steve Push wrote:

On Mar 25, 5:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

On Mar 25, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

On page 5 Dawkins describes how preference in animals are measured by 
setting up a situation in which the animal have to perform more tasks for 
the same amount of food and this illustrates the animal's preferences 
when it comes to food. On page 7 in Section 7, Dawkins states that 
inelasticity of the animal's demand curve can help indicate when the 
animal is suffering: if the animal performs more tasks for the same amount 
of food that indicates that it is not willing to do without the food and so that 
it suffers if it doesn't get the food.

Amoebae engage in complex behaviour to maintain their food supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

Do amoebae suffer?

Probably not.  But thank you for the link to that very interesting
article.

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf
https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


My response concerning farming amoebas is the same as my response a
few days ago concerning computers with preferences:

"I agree.  It's possible for unconscious entities to have preferences.

"The argument that animals can suffer is not based on preferences.
But
if one accepts that animals can suffer, preferences can be a guide to
understanding what conditions cause their suffering and what condition
alleviate it."

And as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

Many parts of the central nervous system and other systems are
involved.  But for pain important areas include the insular cortex,
the anterior cingulate cortex, and the amygdala.  These areas are
involved in humans when they experience pain qualia and in animals
when they respond to painful stimuli.

Why are those parts of the brain relevant? What information processing do they 
do that doesn't take place in an amoeba?

In humans, they are involved in the subjective experience of and
emotional response to pain.

-- Steve



From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Educational Research in Practice, 2
Date: March 25, 2012 at 8:51 PM

On Mar 25, 2012, at 4:34 PM, Elliot Temple <curi@curi.us> wrote:

http://curi.us/1547-educational-research-in-practice-2

What is inappropriate criticism?

Criticism that isn't wanted?

-Kristen

-- 

http://curi.us/1547-educational-research-in-practice-2


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 25, 2012 at 8:52 PM

On 26 Mar 2012, at 1:30am, Steve Push wrote:

On Mar 25, 5:41 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 25 Mar 2012, at 10:24pm, Alan Forrester wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

As a matter of logic, the only ones that can possibly be relevant to making the 
case that all mammals have qualia and can suffer must be attributes that

(1) All mammals including humans have; and

(2) No entity that uncontroversially lacks qualia (e.g. amoeabae, present-day 
robots) has; and

(3) All future artificial entities with qualia will have.

Is there such an attribute?

I can see how a future artificial entity that models the mammalian
brain and has qualia could make the case that all mammals have
qualia.  But why do you say that *all* future entities with qualia
must have the same attributes?  Isn’t it conceivable that a future
artificial entity could develop qualia by a different mechanism?

Yes, my mistake. You're making a case that the homologous attribute is a 
sufficient criterion for concluding that an entity has qualia, not that it is a 
necessary condition. Hence point (3) should have read: All future artificial entities 
that have the attribute will have qualia.



So -- what is the attribute that satisfies (1), (2), and the amended (3)?

-- David Deutsch



From: George Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Hating people vs hating ideas
Date: March 25, 2012 at 9:05 PM

On Mar 25, 2012, at 5:27 PM, Rami Rustom wrote:

I know that hating a person [or group of people] is
other-people-oriented, and so its irrational.

But what about hating an idea? Like Islam. Is that irrational?

The problem that I see is that hating an idea causes a strong negative
emotion, which can have the effect of making the subject irrational
while thinking about the idea. This seriously debilitates the hater's
ability to persuade Muslims. So by this standard, hating an idea is
irrational.

So how do I persuade an ex-muslim not hate Islam?

How do I persuade somebody that idea hating is irrational?

-- Rami

Spending time and energy hating  bad ideas is *making them central to your life*. 
So if you spend lots of time hating on Islam, you're spending similar amounts of 
time on Islam as a Muslim! Seems counter to your goals!

Better to work on learning better ideas.

BTW spending time hating on stuff is very different than spending time thinking 
up *good persuasive arguments* for people who think false ideas, or figuring out 
how to destroy them if necessary (like, if you're a general fighting the Nazis, you 
could say you spend lots of time thinking about the Nazis, but that isn't the same 
thing at all).

-JM



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Hating people vs hating ideas
Date: March 25, 2012 at 9:40 PM

On Sun, Mar 25, 2012 at 8:05 PM, George Justin Mallone
<justinceo@gmail.com> wrote:

On Mar 25, 2012, at 5:27 PM, Rami Rustom wrote:

I know that hating a person [or group of people] is
other-people-oriented, and so its irrational.

But what about hating an idea? Like Islam. Is that irrational?

The problem that I see is that hating an idea causes a strong negative
emotion, which can have the effect of making the subject irrational
while thinking about the idea. This seriously debilitates the hater's
ability to persuade Muslims. So by this standard, hating an idea is
irrational.

So how do I persuade an ex-muslim not hate Islam?

How do I persuade somebody that idea hating is irrational?

-- Rami

Spending time and energy hating  bad ideas is *making them central to your 
life*. So if you spend lots of time hating on Islam, you're spending similar 
amounts of time on Islam as a Muslim! Seems counter to your goals!

Agreed. Lots of people do that, but thats not what I was talking
about. I meant what you say below.

Better to work on learning better ideas.

BTW spending time hating on stuff is very different than spending time thinking 
up *good persuasive arguments* for people who think false ideas

Some ex-muslims, while spending time persuading muslims, will



occasionally get angry because of an idea they just read. In effect,
they are allowing their emotions to infect their thoughts, which
temporarily decreases their capacity to create persuasive arguments.

Sometimes the hate is aroused when a new article highlights some news
about the latest horrifying stuff that commonly happens in Islam.

That stuff doesn't get to me. But I didn't go through a childhood
living in a muslim country experiencing that stuff everyday, firsthand
and secondhand. News highlighting the latest events can't cause me to
recall memories that don't exist. But for some of those people that
have those memories, they get angry because those memories replay in
their minds.

And of course they can change their ideas that are causing those
memories to replay. Is there a straightforward explanation that could
persuade somebody to stop this? Or is it complicated because it
involves the details of the memories?

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Educational Research in Practice, 2
Date: March 25, 2012 at 9:44 PM

On Mar 25, 2012, at 5:51 PM, Kristen Ely wrote:

On Mar 25, 2012, at 4:34 PM, Elliot Temple <curi@curi.us> wrote:

http://curi.us/1547-educational-research-in-practice-2

What is inappropriate criticism?

Criticism that isn't wanted?

Nice positive interpretation but I don't see why to write "inappropriate" to mean 
"unwanted".

Also, if it means "don't do unwanted criticism to students" why is it so specific 
instead of saying "don't do unwanted anything to students"? Is Swann super 
worried about unwanted criticism but not really worried about unwanted 
homework, unwanted tests, unwanted grades, unwanted requirements to get 
rewards, unwanted answers to unasked questions? That wouldn't really make 
sense.

-- Elliot Temple
http://fallibleideas.com/

http://curi.us/1547-educational-research-in-practice-2
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Peer Review (was: Learning; Morality of Animals)
Date: March 25, 2012 at 10:39 PM

On Mar 25, 2012, at 5:12 AM, Steve Push wrote:

On Mar 25, 12:43 am, Brian Scurfield <briankscurfi...@gmail.com>
wrote:

On Fri, Mar 23, 2012 at 8:42 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 23, 3:18 am, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 23, 2012 at 3:42 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Wed, Mar 21, 2012 at 1:36 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

On Mar 19, 9:00 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 16, 2012 at 1:55 PM, Steve Push 
<stephen.p...@gmail.com> wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

You said you value persuasion but did you notice that Dawkins herself
does not value persuasion:

The animals' point of view cannot be considered in isolation from 
long-term health interests (any more than a child's view about going 
to the dentist can be).

Notice, also, that she minces words here despite her entreaty at the
beginning of the article to "[l]et us not mince words". She is saying

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


that it is OK to force children regardless of the child's preferences
but she dresses it up by saying it is doing what is in the child's
'interests" (and never refers to force).

Why does she not have high regard for children's suffering and
children's preferences? Part of the reason is that she thinks animals,
children, and adults lie on a continuum in terms of their ability to
create knowledge. This leads to her devaluing children and
over-valuing animals.

The BoI point of view says there is no continuum: Only people create
knowledge, animals do not. The argument for this is philosophical but
nowhere does Dawkins draw on any philosophy and even 
acknowledge that
a philosophical approach is possible. She thinks that in considering
animal suffering we should look for a middle way between "scientific
respectability and practical considerations". What does that even
mean?

Why does she frame things like this? Why does she disregard
philosophy? Is it because she sees science as conferring authority and
if we step too far outside the bounds of science we lose authority?

I'm not able to comment on Dawkins' views on child-rearing or
epistemology.

Why not? Do you agree that her biases and ignorance with regard to
these things are not independent from her views on animals?

I don't have any good reason to believe that she is biased or ignorant
on those topics.

You don't think the quote about children is good reason?

But if she is, I don't care.  Her expertise is in
animal behavior, and that's the only topic on which I care about her
views.



If one wants to take positions about whether animals learn, suffer
etc, then one is either explicitly or implicitly taking positions
about knowledge and the growth of knowledge. That puts one squarely in
the domain of epistemology.

Her views on child-rearing and epistemology are no more
relevant than what political party she supports.  Bringing up these
other issues is an ad hominem argument.

No, I gave an example of how her biases/ignorance in these areas
colours her thinking: She thinks the ability to create knowledge comes
on a continuum. But that contradicts what we know about the
universality of knowledge creators.

As explained in BoI, universality jumps. A small change can make the
difference between not being able to create knowledge and having
universal ability to do so. That change happened during the evolution
of humans and it is a consequence of *reach* (another thing explained
in BoI).

So one cannot go from a-little-bit-universal to partially-universal to
fully-universal. The (often implicit) assumption that you can is
prevalent, however, and  it leads to all sorts of mistakes in areas
ranging from animals studies to child-rearing to AI.

Let me see if I understand your position.  You believe consciousness
didn't evolve over millions of years.  Rather it sprang forth pretty
much in its current form with the evolution of modern humans.  And all
appearances of continuity in behavior and brain anatomy and physiology
between humans and other mammals are illusory.

It is no illusion that jumps to universality happen as a result of *small* changes, 
often made for parochial reasons. So, in many respects, a universal system is 
indeed similar to its non-universal predecessor, yet new realms of possibility 
are open to the new system that were not open to the old system.

It is certainly *possible* that a "jump to universality" can be a
result of a small change.  But what evidence do you have that's what
happened in this case?



It's what always happens due to the logic of universality.

Consider:

You can't get to infinity in steps, 10% at a time.

You're always at the beginning of infinity ... until you're not. There has to be a 
jump to get there.

But who, apart from David, could have written BoI?The answer is nobody. He 
is not just a darn good physicist but the foremost Popperian philosopher of our 
times. Geniuses like him are few and far between. David has got authority all 
right, if you want to play that game, but it's a game you shouldn't want to play.

Being an expert in one field -- even being a genius -- does not make
one an expert in all fields.  For example, I see an error in David's
thinking about evolution, which is not surprising, because it is the
same error that Popper made.

What's the error?

Feel free to answer with a link to a previous post if appropriate. I think there might 
be one but I tried a search and didn't spot it.

Note, btw, that Deutsch's views on evolution are borrowed heavily from Richard 
Dawkins, an expert.

Another great philosopher is Elliot Temple. But he isn't resident on any 
academic faculty nor has he published any books or papers. What he has 
done is write tens of thousands of philosophical posts to the internet and in 
doing so he has achieved a degree of philosophical knowledge way beyond 
any academic philosopher (even sustaining his rate of high quality posts is an 
epistemological achievement).

I agree that Elliot knows a lot about Popper, and probably about
philosophy generally and computer science as well.  I also agree that



many of his posts are excellent.  But when comparing him to other
philosophers, the fact that his ideas have not been subjected to peer
criticism makes it difficult for me, a non-expert, to evaluate their
veracity.

Peer criticism is any interesting topic.

All my public posts are subjected to criticism by my peers as well as any 
interested parties.

I believe the level of critical scrutiny they are subjected to is often higher than that 
used at academic journals. (Note: around half of this is in private.)

Just as an example, and without taking anything away from many other people, 
my writing has thousands of times been looked over and criticized by David 
Deutsch. David is much better at this than most peer reviewers. More generally 
I've already had critical discussions with some of the best thinkers in the world. 
Lots are missing too, but publishing in journals wouldn't do a good job of filling in 
those gaps!

For example I would like to discuss with Ayaan Hirsi Ali and Derren Brown, but 
they are not accessible to me and also not accessible via journals. (Those two 
people also happen to be highly underrated. Or put another way: it's important to 
make our own judgments about who we respect instead of going by popular 
opinion.) Meanwhile more academic and not-too-famous people like Aubrey de 
Grey, Joanna Swann, David Deutsch, Rafe Champion, David Miller, Mark Philp or 
Harry Binswanger can easily be contacted by email without publishing anything. 
They may or may not be interested in what you have to say, but I don't think 
publishing would change their interest level much. If it did -- if they assumed 
ideas by email were bad, but evaluated publications by different standards -- 
that'd just be a flaw in them.

In general good people intentionally make themselves available for critical 
discussion, unless they are too famous, in which case a few journal articles won't 
normally change anything.

If I submitted articles to a journal, they would not be reviewed by my peers. 
They'd be reviewed by people rather different from me in outlook, qualifications, 
worldview, approach to evaluating ideas, and so on.



Are philosophy journals any good? Popper didn't think so. I don't think so.

Why? Because most philosophers are incompetent. What's the point of people 
reviewing my work who I consider incompetent? I mean they are welcome to 
come here and comment but I don't see getting their comments as especially 
important.

Do you really want to substitute their judgment for your own? Do you want them 
to do your thinking for you? If they came back and said, "Yup, it all checks out. 
You should believe all of Elliot's positions" would you concede all our debates? 
Even if you did, what good would that do if you didn't understand why my 
positions are right?

What if they come back and say I'm wrong. Will you reject all my ideas, even the 
ones you were persuaded of? And what good will any of this do you without 
explanations of why my ideas are wrong?

Professional philosophers have had ample opportunity to review Popper and 
Deutsch's publications. This has not been productive.

BTW, the academic system has a long history of screwing over good thinkers. For 
example Popper was rejected from jobs at Oxford and Cambridge universities -- 
for which he was the best candidate -- because bad philosophers disagreed with 
Popper's ideas.

And in my understanding, Popper, Deutsch and Szasz -- after being well known! -
- have all had persistent problems with journals rejecting their articles. Not 
because the articles were low quality but because the reviewers disagree with 
their worldviews and the journal editors have agendas.

Doesn't sound like fun to me. Why would I want to gain the approval of people I 
don't respect and jump through their hoops? And if I did, would you respect me 
more for compromising my philosophical principles?

And again, even if Elliot is an expert in Popperian philosophy, that's



doesn't make him an expert in all fields.

As I've explained at length, epistemology is relevant to all fields. And highly 
relevant to a number of fields.

He appears to know very
little about animal behavior, for instance.

Do you believe there is a fact about animals which, if only I knew it, I would 
change my mind?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: March 25, 2012 at 10:43 PM

On Sun, Mar 25, 2012 at 5:37 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 25, 7:04 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 23:04, Steve Push wrote:

On Mar 25, 5:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

On Mar 25, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

On page 5 Dawkins describes how preference in animals are measured 
by setting up a situation in which the animal have to perform more tasks 
for the same amount of food and this illustrates the animal's preferences 
when it comes to food. On page 7 in Section 7, Dawkins states that 
inelasticity of the animal's demand curve can help indicate when the 
animal is suffering: if the animal performs more tasks for the same 
amount of food that indicates that it is not willing to do without the food 
and so that it suffers if it doesn't get the food.

Amoebae engage in complex behaviour to maintain their food supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

Do amoebae suffer?

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf
https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


Probably not.  But thank you for the link to that very interesting
article.

My response concerning farming amoebas is the same as my response a
few days ago concerning computers with preferences:

"I agree.  It's possible for unconscious entities to have preferences.

"The argument that animals can suffer is not based on preferences.
But
if one accepts that animals can suffer, preferences can be a guide to
understanding what conditions cause their suffering and what condition
alleviate it."

And as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

Many parts of the central nervous system and other systems are
involved.  But for pain important areas include the insular cortex,
the anterior cingulate cortex, and the amygdala.  These areas are
involved in humans when they experience pain qualia and in animals
when they respond to painful stimuli.

Why are those parts of the brain relevant? What information processing do 
they do that doesn't take place in an amoeba?

In humans, they are involved in the subjective experience of and
emotional response to pain.

By "involved in" do you mean "correlated with"?



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Animal Consciousness (Was: Embodiment and self)
Date: March 25, 2012 at 11:14 PM

On Thu, Mar 22, 2012 at 1:03 PM, Steve Push <stephen.push@gmail.com> 
wrote:

Grief is an emotion.  With the
possible exception of sociopaths, all humans feel it, even Buddhists.

Is this a philosophical or a scientific view? Or just an assertion?



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 26, 2012 at 4:00 AM

On Mar 25, 8:52 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 26 Mar 2012, at 1:30am, Steve Push wrote:

On Mar 25, 5:41 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 25 Mar 2012, at 10:24pm, Alan Forrester wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

As a matter of logic, the only ones that can possibly be relevant to making the 
case that all mammals have qualia and can suffer must be attributes that

(1) All mammals including humans have; and

(2) No entity that uncontroversially lacks qualia (e.g. amoeabae, present-day 
robots) has; and

(3) All future artificial entities with qualia will have.

Is there such an attribute?

I can see how a future artificial entity that models the mammalian
brain and has qualia could make the case that all mammals have
qualia.  But why do you say that *all* future entities with qualia
must have the same attributes?  Isn’t it conceivable that a future
artificial entity could develop qualia by a different mechanism?

Yes, my mistake. You're making a case that the homologous attribute is a 
sufficient criterion for concluding that an entity has qualia, not that it is a 
necessary condition. Hence point (3) should have read: All future artificial 



entities that have the attribute will have qualia.

So -- what is the attribute that satisfies (1), (2), and the amended (3)?

I’m not sure that “attribute” is the right word, because a quale may
be an emergent property of a system.

With that proviso, I would say that conditions (1) and (2) would be
satisfied by those elements of the brain that all mammals have in
common (along with associated inputs from the rest of the nervous and
endocrine systems).  If future technology can model this “basic”
mammalian brain – say, with computers or genetic engineering –
condition (3) could be satisfied as well.

But because this model of the basic mammalian brain would lack
language ability, how would we know if it has qualia?  Perhaps the
model brain could be rapidly “evolved” to develop language ability,
while retaining the memory of qualia from its pre-sapient condition.

I’ll leave it to a future generation to determine whether such an
experiment would be ethical.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 26, 2012 at 4:10 AM

On Mar 25, 10:43 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Mar 25, 2012 at 5:37 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 25, 7:04 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 23:04, Steve Push wrote:

On Mar 25, 5:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

On Mar 25, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

On page 5 Dawkins describes how preference in animals are measured 
by setting up a situation in which the animal have to perform more tasks 
for the same amount of food and this illustrates the animal's preferences 
when it comes to food. On page 7 in Section 7, Dawkins states that 
inelasticity of the animal's demand curve can help indicate when the 
animal is suffering: if the animal performs more tasks for the same 
amount of food that indicates that it is not willing to do without the food 
and so that it suffers if it doesn't get the food.

Amoebae engage in complex behaviour to maintain their food supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf
https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


Do amoebae suffer?

Probably not.  But thank you for the link to that very interesting
article.

My response concerning farming amoebas is the same as my response a
few days ago concerning computers with preferences:

"I agree.  It's possible for unconscious entities to have preferences.

"The argument that animals can suffer is not based on preferences.
But
if one accepts that animals can suffer, preferences can be a guide to
understanding what conditions cause their suffering and what condition
alleviate it."

And as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

Many parts of the central nervous system and other systems are
involved.  But for pain important areas include the insular cortex,
the anterior cingulate cortex, and the amygdala.  These areas are
involved in humans when they experience pain qualia and in animals
when they respond to painful stimuli.

Why are those parts of the brain relevant? What information processing do 
they do that doesn't take place in an amoeba?

In humans, they are involved in the subjective experience of and
emotional response to pain.

By "involved in" do you mean "correlated with"?

Both correlated with *and* involved in.  When focal lesions in those
areas cause a change in the subjective experience or emotional
response, that is strong evidence that the area is involved in



producing the experience or response.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Consciousness (Was: Embodiment and self)
Date: March 26, 2012 at 4:25 AM

On Mar 25, 11:14 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Mar 22, 2012 at 1:03 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

Grief is an emotion.  With the
possible exception of sociopaths, all humans feel it, even Buddhists.

Is this a philosophical or a scientific view? Or just an assertion?

It's personal observation.  (Actually, I haven't observed all humans,
so there is some induction involved as well.)

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Peer Review (was: Learning; Morality of Animals)
Date: March 26, 2012 at 5:42 AM

On Mar 25, 10:39 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 25, 2012, at 5:12 AM, Steve Push wrote:

On Mar 25, 12:43 am, Brian Scurfield <briankscurfi...@gmail.com>
wrote:

On Fri, Mar 23, 2012 at 8:42 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 23, 3:18 am, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Fri, Mar 23, 2012 at 3:42 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:
On Wed, Mar 21, 2012 at 1:36 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

On Mar 19, 9:00 pm, Brian Scurfield <briankscurfi...@gmail.com> 
wrote:

On Fri, Mar 16, 2012 at 1:55 PM, Steve Push 
<stephen.p...@gmail.com> wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

You said you value persuasion but did you notice that Dawkins 
herself
does not value persuasion:

The animals' point of view cannot be considered in isolation from 
long-term health interests (any more than a child's view about going 
to the dentist can be).

Notice, also, that she minces words here despite her entreaty at the

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


beginning of the article to "[l]et us not mince words". She is saying
that it is OK to force children regardless of the child's preferences
but she dresses it up by saying it is doing what is in the child's
'interests" (and never refers to force).

Why does she not have high regard for children's suffering and
children's preferences? Part of the reason is that she thinks animals,
children, and adults lie on a continuum in terms of their ability to
create knowledge. This leads to her devaluing children and
over-valuing animals.

The BoI point of view says there is no continuum: Only people create
knowledge, animals do not. The argument for this is philosophical but
nowhere does Dawkins draw on any philosophy and even 
acknowledge that
a philosophical approach is possible. She thinks that in considering
animal suffering we should look for a middle way between "scientific
respectability and practical considerations". What does that even
mean?

Why does she frame things like this? Why does she disregard
philosophy? Is it because she sees science as conferring authority 
and
if we step too far outside the bounds of science we lose authority?

I'm not able to comment on Dawkins' views on child-rearing or
epistemology.

Why not? Do you agree that her biases and ignorance with regard to
these things are not independent from her views on animals?

I don't have any good reason to believe that she is biased or ignorant
on those topics.

You don't think the quote about children is good reason?

But if she is, I don't care.  Her expertise is in
animal behavior, and that's the only topic on which I care about her
views.



If one wants to take positions about whether animals learn, suffer
etc, then one is either explicitly or implicitly taking positions
about knowledge and the growth of knowledge. That puts one squarely in
the domain of epistemology.

Her views on child-rearing and epistemology are no more
relevant than what political party she supports.  Bringing up these
other issues is an ad hominem argument.

No, I gave an example of how her biases/ignorance in these areas
colours her thinking: She thinks the ability to create knowledge comes
on a continuum. But that contradicts what we know about the
universality of knowledge creators.

As explained in BoI, universality jumps. A small change can make the
difference between not being able to create knowledge and having
universal ability to do so. That change happened during the evolution
of humans and it is a consequence of *reach* (another thing explained
in BoI).

So one cannot go from a-little-bit-universal to partially-universal to
fully-universal. The (often implicit) assumption that you can is
prevalent, however, and  it leads to all sorts of mistakes in areas
ranging from animals studies to child-rearing to AI.

Let me see if I understand your position.  You believe consciousness
didn't evolve over millions of years.  Rather it sprang forth pretty
much in its current form with the evolution of modern humans.  And all
appearances of continuity in behavior and brain anatomy and physiology
between humans and other mammals are illusory.

It is no illusion that jumps to universality happen as a result of *small* 
changes, often made for parochial reasons. So, in many respects, a universal 
system is indeed similar to its non-universal predecessor, yet new realms of 
possibility are open to the new system that were not open to the old system.

It is certainly *possible* that a "jump to universality" can be a
result of a small change.  But what evidence do you have that's what



happened in this case?

It's what always happens due to the logic of universality.

Consider:

You can't get to infinity in steps, 10% at a time.

You're always at the beginning of infinity ... until you're not. There has to be a 
jump to get there.

I can see how a jump to universality can open infinite
*possibilities*, but it doesn’t “get to infinity.”

But who, apart from David, could have written BoI?The answer is nobody. He 
is not just a darn good physicist but the foremost Popperian philosopher of 
our times. Geniuses like him are few and far between. David has got 
authority all right, if you want to play that game, but it's a game you shouldn't 
want to play.

Being an expert in one field -- even being a genius -- does not make
one an expert in all fields.  For example, I see an error in David's
thinking about evolution, which is not surprising, because it is the
same error that Popper made.

What's the error?

The idea that evolution is goal-directed. (Objective Knowledge, pp.
256-284)

Feel free to answer with a link to a previous post if appropriate. I think there 
might be one but I tried a search and didn't spot it.

In the thread “Biological Universality,” on Jan 5, 7:27 am, David
Deutsch <david.deut...@qubit.org> wrote:

“The term 'devolution' implies only that evolution *sometimes*
produces greater 'complexity or perfection' (or, more precisely,
knowledge, or progress), and sometimes goes the other way.”



Note, btw, that Deutsch's views on evolution are borrowed heavily from Richard 
Dawkins, an expert.

I believe Richard Dawkins has used "progress" as a metaphor for
convergent evolution to counter Stephen Jay Gould's emphasis on
contingency in evolution.  In the context of the above quote, David
seems to be using the term "progress" literally.  If he was using
"progress" in the metaphorical sense, I stand corrected.

Another great philosopher is Elliot Temple. But he isn't resident on any 
academic faculty nor has he published any books or papers. What he has 
done is write tens of thousands of philosophical posts to the internet and in 
doing so he has achieved a degree of philosophical knowledge way beyond 
any academic philosopher (even sustaining his rate of high quality posts is an 
epistemological achievement).

I agree that Elliot knows a lot about Popper, and probably about
philosophy generally and computer science as well.  I also agree that
many of his posts are excellent.  But when comparing him to other
philosophers, the fact that his ideas have not been subjected to peer
criticism makes it difficult for me, a non-expert, to evaluate their
veracity.

Peer criticism is any interesting topic.

All my public posts are subjected to criticism by my peers as well as any 
interested parties.

I believe the level of critical scrutiny they are subjected to is often higher than 
that used at academic journals. (Note: around half of this is in private.)

Just as an example, and without taking anything away from many other people, 
my writing has thousands of times been looked over and criticized by David 
Deutsch. David is much better at this than most peer reviewers. More generally 
I've already had critical discussions with some of the best thinkers in the world. 
Lots are missing too, but publishing in journals wouldn't do a good job of filling in 
those gaps!

For example I would like to discuss with Ayaan Hirsi Ali and Derren Brown, but 



they are not accessible to me and also not accessible via journals. (Those two 
people also happen to be highly underrated. Or put another way: it's important 
to make our own judgments about who we respect instead of going by popular 
opinion.) Meanwhile more academic and not-too-famous people like Aubrey de 
Grey, Joanna Swann, David Deutsch, Rafe Champion, David Miller, Mark Philp 
or Harry Binswanger can easily be contacted by email without publishing 
anything. They may or may not be interested in what you have to say, but I don't 
think publishing would change their interest level much. If it did -- if they 
assumed ideas by email were bad, but evaluated publications by different 
standards -- that'd just be a flaw in them.

In general good people intentionally make themselves available for critical 
discussion, unless they are too famous, in which case a few journal articles 
won't normally change anything.

If I submitted articles to a journal, they would not be reviewed by my peers. 
They'd be reviewed by people rather different from me in outlook, qualifications, 
worldview, approach to evaluating ideas, and so on.

Are philosophy journals any good? Popper didn't think so. I don't think so.

Why? Because most philosophers are incompetent. What's the point of people 
reviewing my work who I consider incompetent? I mean they are welcome to 
come here and comment but I don't see getting their comments as especially 
important.

Do you really want to substitute their judgment for your own? Do you want them 
to do your thinking for you? If they came back and said, "Yup, it all checks out. 
You should believe all of Elliot's positions" would you concede all our debates? 
Even if you did, what good would that do if you didn't understand why my 
positions are right?

What if they come back and say I'm wrong. Will you reject all my ideas, even the 
ones you were persuaded of? And what good will any of this do you without 
explanations of why my ideas are wrong?

Professional philosophers have had ample opportunity to review Popper and 
Deutsch's publications. This has not been productive.

BTW, the academic system has a long history of screwing over good thinkers. 



For example Popper was rejected from jobs at Oxford and Cambridge 
universities -- for which he was the best candidate -- because bad philosophers 
disagreed with Popper's ideas.

And in my understanding, Popper, Deutsch and Szasz -- after being well known! 
-- have all had persistent problems with journals rejecting their articles. Not 
because the articles were low quality but because the reviewers disagree with 
their worldviews and the journal editors have agendas.

Doesn't sound like fun to me. Why would I want to gain the approval of people I 
don't respect and jump through their hoops? And if I did, would you respect me 
more for compromising my philosophical principles?

Knowledge creation is a social project.  It’s not enough to be right;
you need to convince others that you are right.  Journals, meetings,
and books have been the traditional means of developing consensus.
Perhaps the Internet will change all that.  But this forum seems to
attract a limited number of participants who mostly already agree with
each other.  As a non-expert, it gives me pause when I see large
numbers of professional philosophers who are taking a different view.

And again, even if Elliot is an expert in Popperian philosophy, that's
doesn't make him an expert in all fields.

As I've explained at length, epistemology is relevant to all fields. And highly 
relevant to a number of fields.

That makes sense.  But it doesn’t address my point:  No matter how
much you know about epistemology, you also need knowledge of the field
to which you are applying it.

He appears to know very
little about animal behavior, for instance.

Do you believe there is a fact about animals which, if only I knew it, I would 
change my mind?

A single fact?  Probably not.  But if you had more knowledge of animal
behavior you probably wouldn’t have said that animals lack



preferences.

-- Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Avoiding Coercion
Date: March 26, 2012 at 9:31 AM

http://fallibleideas.com/avoiding-coercion

Your problem solving method is simple and the explanation clear. But I
think its missing something important.

What if we can't think of any solutions? Is creativity a requirement? No it's not.

Its missing the importance of questions. The moment that I learned the
socratic method, I found that my problem solving skills dramatically
improved. Why? I think the answer is simple. When we are trying to
create potential solutions, many of us just sit there waiting for
ideas to pop up in our minds. And we say stuff like, "I'm drawing a
blank." This is passive thinking.

But if we ask ourselves [and our counterparts] good questions, then
the answers to those questions are ideas that can be used as potential
solutions or as stepping stones towards potential solutions. Of course
your method does include some questions, but I think they are limited
because they are cookie cutter questions. Your explanation doesn't
include how to create other questions.

-- Rami

-- 

http://fallibleideas.com/avoiding-coercion


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Animal Preferences (was: Peer Review)
Date: March 26, 2012 at 12:35 PM

On Mar 26, 2012, at 2:42 AM, Steve Push wrote:

He appears to know very
little about animal behavior, for instance.

Do you believe there is a fact about animals which, if only I knew it, I would 
change my mind?

A single fact?  Probably not.  But if you had more knowledge of animal
behavior you probably wouldn’t have said that animals lack
preferences.

FWIW that was a terminology issue! I define "preference" as what you might call 
"human preference" -- certainly not to include anything that any current day 
computers or robots have.

When you say animals have "preferences" in the same sense as video game 
enemies, that isn't contradicting the substance of my view. Animals have all sorts 
of the same features of video games, no problem there. And video game enemies 
do not suffer.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Learning; Morality of Animals
Date: March 26, 2012 at 7:24 PM

On 26 Mar 2012, at 09:10, Steve Push wrote:

On Mar 25, 10:43 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Mar 25, 2012 at 5:37 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 25, 7:04 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 23:04, Steve Push wrote:

On Mar 25, 5:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

On Mar 25, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

On page 5 Dawkins describes how preference in animals are 
measured by setting up a situation in which the animal have to perform 
more tasks for the same amount of food and this illustrates the 
animal's preferences when it comes to food. On page 7 in Section 7, 
Dawkins states that inelasticity of the animal's demand curve can help 
indicate when the animal is suffering: if the animal performs more 
tasks for the same amount of food that indicates that it is not willing to 
do without the food and so that it suffers if it doesn't get the food.

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


Amoebae engage in complex behaviour to maintain their food supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

Do amoebae suffer?

Probably not.  But thank you for the link to that very interesting
article.

My response concerning farming amoebas is the same as my response 
a
few days ago concerning computers with preferences:

"I agree.  It's possible for unconscious entities to have preferences.

"The argument that animals can suffer is not based on preferences.
But
if one accepts that animals can suffer, preferences can be a guide to
understanding what conditions cause their suffering and what condition
alleviate it."

And as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

Many parts of the central nervous system and other systems are
involved.  But for pain important areas include the insular cortex,
the anterior cingulate cortex, and the amygdala.  These areas are
involved in humans when they experience pain qualia and in animals
when they respond to painful stimuli.

Why are those parts of the brain relevant? What information processing do 
they do that doesn't take place in an amoeba?

In humans, they are involved in the subjective experience of and
emotional response to pain.

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


By "involved in" do you mean "correlated with"?

Both correlated with *and* involved in.  When focal lesions in those
areas cause a change in the subjective experience or emotional
response, that is strong evidence that the area is involved in
producing the experience or response.

So let's say that we agree that those brain regions are involved in pain in 
humans. One variant of that idea is that those regions do something that is 
necessary for suffering as a result of pain, but not necessarily sufficient. In some 
people it doesn't cause suffering when those regions go off: they like the 
sensation of pain under some circumstances. So the question is: what specific 
pattern of information processing causes suffering as well as pain?

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: March 26, 2012 at 8:46 PM

On Mon, Jan 30, 2012 at 12:39 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 2, 2012, at 3:13 PM, Rami Rustom wrote:

Elliot wrote:

The answer is: yes, fallibility is fallible.

What about the concept of *the necessity for error correction in all things*? 
Can that be an objective truth?

Those aren't opposites. We can have fallible knowledge of an idea that is, in 
fact, an objective truth.

What aren't opposites? I see only one idea that I wrote: "All things
need error correction".

-- Rami

-- 



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: March 26, 2012 at 9:04 PM

2012/3/27 Rami Rustom <rombomb@gmail.com>

On Mon, Jan 30, 2012 at 12:39 PM, Elliot Temple <curi@curi.us> wrote:
On Jan 2, 2012, at 3:13 PM, Rami Rustom wrote:

Elliot wrote:

The answer is: yes, fallibility is fallible.

What about the concept of *the necessity for error correction in
all things*? Can that be an objective truth?

Those aren't opposites. We can have fallible knowledge of an idea
that is, in fact, an objective truth.

What aren't opposites? I see only one idea that I wrote: "All things
need error correction"

I think he meant :

An idea X can be an objective truth and be fallible at the same time.

So "being an objective truth" and "being fallible" aren't "opposites".

-- 
Matjaž Leonardis



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Rigid methodology (was: Deutsch's way of thinking IS methodical)
Date: March 26, 2012 at 9:07 PM

On Wed, Dec 28, 2011 at 12:57 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Dec 28, 10:29 am, Elliot Temple <c...@curi.us> wrote:

On Dec 21, 2011, at 8:19 AM, Rami Rustom wrote:

It was suggested in a TCS article that Deutsch's way of thinking is
not methodical.

Specifically:

http://www.takingchildrenseriously.com/node/95

SL: But as a scientist don't you need to be free of distractions and work 
methodically?

DD: In my experience, scientific progress is never methodical. The answer to 
the question never comes from the route that one first thinks of. It never 
comes from even the hundredth route that one would have planned in 
advance. The conversation one has in the tea room is more important than 
the seminar that one is ostensibly attending. The paper that one comes 
across accidentally in the library is more important than the one that one went 
there to fetch.

Likewise, thinking that the research might be impeded by being ‘distracted’ 
suggests that there is some correct state of mind that you could be in that is 
not ‘distracted’ – the state of mind which will lead to the answer, as opposed 
to the ‘distracted’ one, which won't. But actually, since, as I said, scientific 
progress is very untidy and involves lots of back-tracking and it often involves 
going in a direction which one would have initially thought irrelevant, being 
‘distracted’ is actually part of the very stuff of discovery, provided that one is 
distracted by things that seem to make sense.

So, to clarify, *intentionally* not methodical.

But I disagree. He follows his intuition. He follows
is trains of thought. He does not try to control them nor does he try
to prevent changing from one train to another. And he does what he can

http://www.takingchildrenseriously.com/node/95


to eliminate the external (and probably internal) things that impede
these trains of thought.

Methodical means *not* doing what you describe. It means doing something 
else instead: "done according to a systematic or established form of 
procedure"

Methodical means planning stuff out in advance and carefully proceeding in an 
organized way.

I think I know what you're saying so let me confirm. You mean that the
term *methodical*, as used in Deutsch's argument, suggests that future
work is planned. And the way I used the term, Deutsch's way of working
*is* methodical but that there is no planning of future work. So I
think Deutsch was saying that there isn't a method so that others
wouldn't confused the idea of a method with the misconception that a
method necessarily means that there is planning of future work.

I think most people's idea of methodology is too rigid.

My way of flagging problems by adding them to my task list is a
methodology, but I don't follow rigid requirements about when or where
or how I will solve the problems. The only requirement is that I do it
when/where/how I want to, and that I don't delete the task until I
complete it or decide not to do it anymore. Why do I only do it when I
want to? Because any other time/place/way is not the opportune time to
solve the problem. I must be in a state of mind that allows me to put
my attention towards creating a solution.

All the not-so-fun work that I have I prefer to do in the morning
right after my coffee. I leave the fun stuff for the rest of the day.
This is much less stressful because I feel like my work is done and
the rest of the day is free. BTW, I started this method in 1st grade
[or what ever grade they started to give us homework in]. I would do
my homework immediately after coming home from school so that I didn't
have to think about it for the rest of the night.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: March 26, 2012 at 9:16 PM

On Mon, Mar 26, 2012 at 8:04 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

2012/3/27 Rami Rustom <rombomb@gmail.com>
On Mon, Jan 30, 2012 at 12:39 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 2, 2012, at 3:13 PM, Rami Rustom wrote:

Elliot wrote:

The answer is: yes, fallibility is fallible.

What about the concept of *the necessity for error correction in
all things*? Can that be an objective truth?

Those aren't opposites. We can have fallible knowledge of an idea
that is, in fact, an objective truth.

What aren't opposites? I see only one idea that I wrote: "All things
need error correction"

I think he meant :

An idea X can be an objective truth and be fallible at the same time.

So "being an objective truth" and "being fallible" aren't "opposites".

Ah.

So that means that we could be wrong about this idea: "All things need
error correction." Right? If so, I don't get it.

Another idea that is fallible: No two people have the same interests
or preferences. So this one could be wrong too?

Maybe I don't understand the relationship between objective truth and
fallibility. Clarification?



-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Intuition
Date: March 26, 2012 at 9:18 PM

From: http://curi.us/1172-how-to-ask-questions-6

Caeli: What is the justified, true belief view you mentioned earlier?
...
Caeli: OK, what about belief?
Elliot: They mean we only have a certain piece of knowledge if we
believe it. But people have all sorts of knowledge that isn't beliefs.
For example, our intuition contains knowledge.

end quote

What do you mean by intuition? Do you mean all the knowledge in our
minds that is inexplicit?

-- Rami

-- 

http://curi.us/1172-how-to-ask-questions-6


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Fallibility and Error Correction
Date: March 26, 2012 at 10:35 PM

From: http://fallibleideas.com/fallibility

In order to become excellent at noticing mistakes takes a certain kind
of attitude. If we're ashamed of them, then we're not going to see as
many. We'll always be tempted to look the other way.

Many people do much worse than that. They deny responsibility of their
mistakes by blaming other people or factors like having bad luck, or
bad genes, or a stressful job, etc. They do this for so long that they
actually *believe* that they are not to blame. This is the passive
approach to dealing with problems. This completely stops error
correction.

We could force
ourselves to try to spot them anyway, but it's not as effective as
genuinely wanting to find mistakes. We need an attitude where we're
eager and excited to find mistakes. We need to see it as an
accomplishment to pursue and be proud of. We also need to listen to
criticism from others, and we need to do our best to take their
criticism and improve it so it does a better job of revealing our
mistakes and weak points.

That is the active approach to dealing with problems.

-- Rami

-- 

http://fallibleideas.com/fallibility


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: March 27, 2012 at 12:31 AM

On Mar 26, 2012, at 6:16 PM, Rami Rustom wrote:

On Mon, Mar 26, 2012 at 8:04 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

2012/3/27 Rami Rustom <rombomb@gmail.com>
On Mon, Jan 30, 2012 at 12:39 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 2, 2012, at 3:13 PM, Rami Rustom wrote:

Elliot wrote:

The answer is: yes, fallibility is fallible.

What about the concept of *the necessity for error correction in
all things*? Can that be an objective truth?

Those aren't opposites. We can have fallible knowledge of an idea
that is, in fact, an objective truth.

What aren't opposites? I see only one idea that I wrote: "All things
need error correction"

I think he meant :

An idea X can be an objective truth and be fallible at the same time.

So "being an objective truth" and "being fallible" aren't "opposites".

Ah.

So that means that we could be wrong about this idea: "All things need
error correction." Right?

right

If so, I don't get it.



all our understanding of anything is fallible

Another idea that is fallible: No two people have the same interests
or preferences. So this one could be wrong too?

sure. we could have some misconception in this area that we don't realize.

Maybe I don't understand the relationship between objective truth and
fallibility. Clarification?

something is true but our understanding of what is true could always have errors.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intuition
Date: March 27, 2012 at 12:57 AM

On Mar 26, 2012, at 6:18 PM, Rami Rustom wrote:

From: http://curi.us/1172-how-to-ask-questions-6

Caeli: What is the justified, true belief view you mentioned earlier?
...
Caeli: OK, what about belief?
Elliot: They mean we only have a certain piece of knowledge if we
believe it. But people have all sorts of knowledge that isn't beliefs.
For example, our intuition contains knowledge.

end quote

What do you mean by intuition? Do you mean all the knowledge in our
minds that is inexplicit?

Not all of that. Some of that.

Maybe a better point is that a Creationist might understand the theory of evolution 
really well if he studies it -- he has knowledge about how evolution works -- but he 
does not *believe* it's the real explanation of sheep, he thinks God made sheep.

You can understand stuff while thinking it's false. That's legitimate knowledge.

Or an atheist -- or Jew or whatever -- can have knowledge about Christianity 
without believing Christianity.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://curi.us/1172-how-to-ask-questions-6
http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Preferences (was: Peer Review)
Date: March 27, 2012 at 3:28 AM

On Mar 26, 12:35 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 26, 2012, at 2:42 AM, Steve Push wrote:

He appears to know very
little about animal behavior, for instance.

Do you believe there is a fact about animals which, if only I knew it, I would 
change my mind?

A single fact?  Probably not.  But if you had more knowledge of animal
behavior you probably wouldn’t have said that animals lack
preferences.

FWIW that was a terminology issue! I define "preference" as what you might call 
"human preference" -- certainly not to include anything that any current day 
computers or robots have.

That begs the question.  You cannot prove animals lack consciousness
by asserting they are not conscious of their preferences.

When you say animals have "preferences" in the same sense as video game 
enemies, that isn't contradicting the substance of my view. Animals have all 
sorts of the same features of video games, no problem there. And video game 
enemies do not suffer.

The difference is that video game enemies don’t have mammalian brains.

By the reasoning you are using, however, you cannot say the video game
enemies don’t suffer.  If we have no ability to determine whether non-
humans have qualia, you cannot say video game characters *lack* qualia
any more than you can say animals *have* qualia.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Learning; Morality of Animals
Date: March 27, 2012 at 3:33 AM

On Mar 26, 7:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 26 Mar 2012, at 09:10, Steve Push wrote:

On Mar 25, 10:43 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Mar 25, 2012 at 5:37 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 25, 7:04 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 23:04, Steve Push wrote:

On Mar 25, 5:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

On Mar 25, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

On page 5 Dawkins describes how preference in animals are 
measured by setting up a situation in which the animal have to 
perform more tasks for the same amount of food and this illustrates 
the animal's preferences when it comes to food. On page 7 in 
Section 7, Dawkins states that inelasticity of the animal's demand 
curve can help indicate when the animal is suffering: if the animal 
performs more tasks for the same amount of food that indicates that 
it is not willing to do without the food and so that it suffers if it doesn't 
get the food.

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


Amoebae engage in complex behaviour to maintain their food supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

Do amoebae suffer?

Probably not.  But thank you for the link to that very interesting
article.

My response concerning farming amoebas is the same as my 
response a
few days ago concerning computers with preferences:

"I agree.  It's possible for unconscious entities to have preferences.

"The argument that animals can suffer is not based on preferences.
But
if one accepts that animals can suffer, preferences can be a guide to
understanding what conditions cause their suffering and what 
condition
alleviate it."

And as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

Many parts of the central nervous system and other systems are
involved.  But for pain important areas include the insular cortex,
the anterior cingulate cortex, and the amygdala.  These areas are
involved in humans when they experience pain qualia and in animals
when they respond to painful stimuli.

Why are those parts of the brain relevant? What information processing do 
they do that doesn't take place in an amoeba?

In humans, they are involved in the subjective experience of and

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


emotional response to pain.

By "involved in" do you mean "correlated with"?

Both correlated with *and* involved in.  When focal lesions in those
areas cause a change in the subjective experience or emotional
response, that is strong evidence that the area is involved in
producing the experience or response.

So let's say that we agree that those brain regions are involved in pain in 
humans. One variant of that idea is that those regions do something that is 
necessary for suffering as a result of pain, but not necessarily sufficient. In some 
people it doesn't cause suffering when those regions go off: they like the 
sensation of pain under some circumstances. So the question is: what specific 
pattern of information processing causes suffering as well as pain?

Regarding sufficiency, I refer you to the discussion we had about two
months ago concerning ketamine, a drug that has both analgesic and
anesthetic effects in humans and other mammals.  Studies have shown
that ketamine affects the same brain areas in humans and other mammals
and that, in humans, subanesthetic doses reduce the unpleasantness of
pain more than they reduce the awareness of pain.  This suggests that
these brain areas shared by humans and other mammals are both
necessary and sufficient for pain qualia.

What do you mean by “like the sensation of pain under some
circumstances”?  Are you talking about masochism?  Does anyone
actually find pain itself pleasurable?  Or are there some people who
receive sexual gratification from pain, despite its otherwise
unpleasant effects?

Even though I question whether pain itself can be pleasurable, I
believe that humans can override feelings of pain.  The frontal lobes
are able to inhibit pain sensations to some extent, and with practice,
people can improve their ability to do this.

-- Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: March 27, 2012 at 1:07 PM

On Mar 26, 2012 11:31 PM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 26, 2012, at 6:16 PM, Rami Rustom wrote:

On Mon, Mar 26, 2012 at 8:04 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

2012/3/27 Rami Rustom <rombomb@gmail.com>
On Mon, Jan 30, 2012 at 12:39 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 2, 2012, at 3:13 PM, Rami Rustom wrote:

Elliot wrote:

The answer is: yes, fallibility is fallible.

What about the concept of *the necessity for error correction in
all things*? Can that be an objective truth?

Those aren't opposites. We can have fallible knowledge of an idea
that is, in fact, an objective truth.

What aren't opposites? I see only one idea that I wrote: "All things
need error correction"

I think he meant :

An idea X can be an objective truth and be fallible at the same time.

So "being an objective truth" and "being fallible" aren't "opposites".

Ah.

So that means that we could be wrong about this idea: "All things need
error correction." Right?

right

If so, I don't get it.



all our understanding of anything is fallible

Another idea that is fallible: No two people have the same interests
or preferences. So this one could be wrong too?

sure. we could have some misconception in this area that we don't realize.

Maybe I don't understand the relationship between objective truth and
fallibility. Clarification?

something is true but our understanding of what is true could always have 
errors.

I get the fundamental idea that fundamental ideas are absolute. So all
our knowledge is fallible, period.

What we do is find problems in our fundamental ideas and instead of
making exceptions, we change them in order to solve those problems.
And by change I mean *make it more universal*.

So considering the fundamental idea: "No two people have the same
interests or preferences." What problem could someone find that would
cause him to change it to solve that problem? What ever the problem
is, the solution is a more universal idea.

Einstein found a problem in Newton's theory of gravity which was that
it doesn't explain light particles.

I think the problem I was having with the relationship between
conjectural knowledge and objective truth is what constitutes an
objective truth.

Newton's and Einstein's theories of gravity explain sets of
situations. The former explains a subset of situations of the latter.

So regarding the idea: "No two people have the same interests or
preferences", a more universal idea would be one that includes the
original set of situations plus more situations.



So a more universal idea could be: "No two people have the same X",
where X is more than just interests and preferences. In this sense,
the original idea is wrong in that it is incomplete and doesn't
explain all the situations that the more universal idea explains.

So I was confused about what it means for a conjectural knowledge to
be wrong. Its not completely wrong but rather its just slightly wrong.

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: March 27, 2012 at 1:13 PM

Ideas can be true or false.

People, or other knowledge-handling systems, are always fallible.

It doesn't make sense to say "2+2=4 is fallible" or "2+2=4 is infallible" or "2+2=5 is 
fallible".

In any case, "2+2=4" is just some pixels. Or a lack of pixels, actually. To convert 
those to a statement, and the statement to a proposition, and to apply the 
proposition to certain abstract entities... all require interpretation.

-- David Deutsch

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fallibility
Date: March 27, 2012 at 1:39 PM

On Mar 27, 2012, at 10:13 AM, David Deutsch wrote:

Ideas can be true or false.

People, or other knowledge-handling systems, are always fallible.

It doesn't make sense to say "2+2=4 is fallible" or "2+2=4 is infallible" or "2+2=5 
is fallible".

In any case, "2+2=4" is just some pixels. Or a lack of pixels, actually. To convert 
those to a statement, and the statement to a proposition, and to apply the 
proposition to certain abstract entities... all require interpretation.

And that interpretation is fallible -- the interpreter can make mistakes in the 
process.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal Preferences (was: Peer Review)
Date: March 27, 2012 at 1:43 PM

On Mar 27, 2012, at 12:28 AM, Steve Push wrote:

On Mar 26, 12:35 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 26, 2012, at 2:42 AM, Steve Push wrote:

He appears to know very
little about animal behavior, for instance.

Do you believe there is a fact about animals which, if only I knew it, I would 
change my mind?

A single fact?  Probably not.  But if you had more knowledge of animal
behavior you probably wouldn’t have said that animals lack
preferences.

FWIW that was a terminology issue! I define "preference" as what you might 
call "human preference" -- certainly not to include anything that any current 
day computers or robots have.

That begs the question.  You cannot prove animals lack consciousness
by asserting they are not conscious of their preferences.

When you say animals have "preferences" in the same sense as video game 
enemies, that isn't contradicting the substance of my view. Animals have all 
sorts of the same features of video games, no problem there. And video game 
enemies do not suffer.

The difference is that video game enemies don’t have mammalian brains.

By the reasoning you are using, however, you cannot say the video game
enemies don’t suffer.  If we have no ability to determine whether non-
humans have qualia, you cannot say video game characters *lack* qualia
any more than you can say animals *have* qualia.

Suffering is caused by TCS-coercion, not qualia. When it happens, it may cause 



qualia too (depending on one's view of qualia, which I'd rather avoid discussing). 
But it's not caused by qualia except indirectly.

Setting aside temporarily whether I'm right above, would you agree that humans 
can be TCS-coerced while animals and video games cannot be?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Reflection - Why and How?
Date: March 27, 2012 at 4:29 PM

People make lots of mistakes. To improve reliably we need good error
correction methods. But most people take a passive approach with this.
They expect [or hope] that they'll notice their mistakes.

But a passive approach doesn't work reliably. Why not? Because the
mind does the vast majority of its work without conscious attention.
That means that most of the mistakes we make are done without knowing
that they occurred. Why are our mind like this? Because there is way
to much sensory input for our minds to pay attention to all of it. Our
minds disregard the vast majority of it.

And even for the stuff that we do pay attention to, there is not
enough time during our experiences for us to really think about the
consequences of our actions. We just don't have enough resources for
that, not even close.

So how do our minds decide what to pay attention to? Its based on what
we consider to be important. And what do we consider important? That
is based on our ideas. Its also based on the habits we've developed,
which is based on our ideas.

But why do I still have habits that don't match up with my current
ideas? Its because I haven't developed new habits based on my new
ideas. And because I haven't gotten rid of my bad habits based on my
old [bad] ideas.

So whats the solution? How do I improve my habits to match my new
ideas? Well what is a habit? A habit is something we do that is done
without conscious attention. By definition, it is *passive*. Passivity
doesn't work. Only an *active* approach can work reliably. So what is
an *active* approach to changing ones habits? Reflection.

Reflection means to think about your experiences after they've
happened. Why does this work? Its because during the experience, you
did not have enough time to think about the consequences of your
actions. But afterwords, you have more time to reflect on those
experiences and its like you are replaying those experiences the way



we do with a VHS player.

Why did I say VHS instead of Blueray? Because Blueray functionality
requires a special type of reflection, which is writing. When writing
about your experiences, you have more functionality like pause, skim,
speed controls, jump forward and backwards with as much control as you
want.

So how should we write? Well you could write in a journal, but then
you only have yourself to criticize it. I've found that having other
people there to criticize my writing is much more effective. These
lists are perfect for that [because the members know good
epistemology].

-- Rami

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Reflection - Why and How?
Date: March 27, 2012 at 4:59 PM

On 27 Mar 2012, at 21:29, Rami Rustom wrote:

People make lots of mistakes. To improve reliably we need good error
correction methods. But most people take a passive approach with this.
They expect [or hope] that they'll notice their mistakes.

But a passive approach doesn't work reliably. Why not? Because the
mind does the vast majority of its work without conscious attention.
That means that most of the mistakes we make are done without knowing
that they occurred. Why are our mind like this? Because there is way
to much sensory input for our minds to pay attention to all of it. Our
minds disregard the vast majority of it.

And even for the stuff that we do pay attention to, there is not
enough time during our experiences for us to really think about the
consequences of our actions. We just don't have enough resources for
that, not even close.

There are some situations in which you don't currently know how to stop and 
think without producing a worse result. That, in and of itself, is a problem.

So how do our minds decide what to pay attention to? Its based on what
we consider to be important. And what do we consider important? That
is based on our ideas. Its also based on the habits we've developed,
which is based on our ideas.

Habits can be a result of inexplicit knowledge or anti-rational memes rather than 
ideas you have carefully considered.

But why do I still have habits that don't match up with my current
ideas? Its because I haven't developed new habits based on my new
ideas. And because I haven't gotten rid of my bad habits based on my
old [bad] ideas.

So whats the solution? How do I improve my habits to match my new
ideas? Well what is a habit? A habit is something we do that is done



without conscious attention. By definition, it is *passive*. Passivity
doesn't work. Only an *active* approach can work reliably. So what is
an *active* approach to changing ones habits? Reflection.

Reflection means to think about your experiences after they've
happened. Why does this work? Its because during the experience, you
did not have enough time to think about the consequences of your
actions. But afterwords, you have more time to reflect on those
experiences and its like you are replaying those experiences the way
we do with a VHS player.

Why did I say VHS instead of Blueray? Because Blueray functionality
requires a special type of reflection, which is writing. When writing
about your experiences, you have more functionality like pause, skim,
speed controls, jump forward and backwards with as much control as you
want.

So how should we write? Well you could write in a journal, but then
you only have yourself to criticize it. I've found that having other
people there to criticize my writing is much more effective. These
lists are perfect for that [because the members know good
epistemology].

I think this is a bit unclear. I think a better way of putting it is this. When you've 
done something you should consider whether there was anything problematic 
about it at the first available opportunity. If you can see a problem you should 
make a note of it and preferably try to come up with ways to solve the problem.

Alan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Energy Progress
Date: March 27, 2012 at 5:44 PM

http://curi.us/1548-alex-epstein-energy-articles

In this post, I link two very good articles and put them in context, explaining how 
they relate to BoI.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://curi.us/1548-alex-epstein-energy-articles
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Energy Progress
Date: March 27, 2012 at 5:49 PM

http://curi.us/1548-alex-epstein-energy-articles

In this post, I link two very good articles and put them in context, explaining how 
they relate to BoI.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://curi.us/1548-alex-epstein-energy-articles
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ayn Rand vs Environmentalism
Date: March 27, 2012 at 6:08 PM

http://centerforindustrialprogress.com/2011/09/15/ayn-rand-on-environmental-
issues/

Very nice collection of quotes.

The spirit of BoI, and the spirit of environmentalism, are in serious conflict. 
Anyone want to comment on why? Regardless, these quotes help explain why.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://centerforindustrialprogress.com/2011/09/15/ayn-rand-on-environmental-issues/
http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Ayn Rand vs Environmentalism
Date: March 27, 2012 at 6:39 PM

On 27 Mar 2012, at 23:08, Elliot Temple wrote:

http://centerforindustrialprogress.com/2011/09/15/ayn-rand-on-environmental-
issues/

Very nice collection of quotes.

The spirit of BoI, and the spirit of environmentalism, are in serious conflict. 
Anyone want to comment on why? Regardless, these quotes help explain why.

(1) Environmentalists insist, wrongly, that nature provides what humans need to 
survive.

(2) They think the fact that new technology will produce new problems is a strike 
against technology. But our state with earlier technology was also problematic 
and the problems were worse - less interesting, more parochial, less rational and 
so on.

(3) They complain about people wanting new stuff, but without people wanting 
new and better products and ideas and so on, progress will end. We will stop 
being at the beginning of infinity and at some point we will be destroyed. If that 
happens all life on Earth may also be destroyed by asteroid strikes, large 
amounts of volcanic activity, the sun becoming a red giant and turning the Earth 
into a barren cinder, or any one of many other dangers, unless there is a new 
beginning of infinity.

Alan

http://centerforindustrialprogress.com/2011/09/15/ayn-rand-on-environmental-issues/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Preferences (was: Peer Review)
Date: March 27, 2012 at 9:49 PM

On Mar 27, 1:43 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 27, 2012, at 12:28 AM, Steve Push wrote:

On Mar 26, 12:35 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 26, 2012, at 2:42 AM, Steve Push wrote:

He appears to know very
little about animal behavior, for instance.

Do you believe there is a fact about animals which, if only I knew it, I would 
change my mind?

A single fact?  Probably not.  But if you had more knowledge of animal
behavior you probably wouldn’t have said that animals lack
preferences.

FWIW that was a terminology issue! I define "preference" as what you might 
call "human preference" -- certainly not to include anything that any current 
day computers or robots have.

That begs the question.  You cannot prove animals lack consciousness
by asserting they are not conscious of their preferences.

When you say animals have "preferences" in the same sense as video game 
enemies, that isn't contradicting the substance of my view. Animals have all 
sorts of the same features of video games, no problem there. And video 
game enemies do not suffer.

The difference is that video game enemies don’t have mammalian brains.

By the reasoning you are using, however, you cannot say the video game
enemies don’t suffer.  If we have no ability to determine whether non-
humans have qualia, you cannot say video game characters *lack* qualia
any more than you can say animals *have* qualia.



Suffering is caused by TCS-coercion, not qualia. When it happens, it may cause 
qualia too (depending on one's view of qualia, which I'd rather avoid discussing). 
But it's not caused by qualia except indirectly.

I didn’t say qualia cause suffering.  Qualia are subjective
experiences.  The subjective experience of suffering is one kind of
quale.

I read the description of TCS-coercion.  It seems like what
psychologists call cognitive dissonance, which may cause suffering but
is only one of a number of causes.

Setting aside temporarily whether I'm right above, would you agree that humans 
can be TCS-coerced while animals and video games cannot be?

Cognitive dissonance has been documented in monkeys.  If scientists do
the right experiments, they may find cognitive dissonance in other
kinds of animals as well.

But even if it turns out that some animals don’t suffer from TCS-
coercion, that doesn’t mean they cannot suffer from other causes, such
as anxiety or physical pain.

Video game characters could be programmed to display the outward signs
of TCS-coercion in response to the types of situations that cause TCS-
coercion in humans.  If we adhere to the principle that we cannot have
any access to the subjective states of non-humans, then we cannot rule
out the possibility that TCS-coercion causes suffering in video game
characters.

-- Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Reflection - Why and How?
Date: March 27, 2012 at 10:22 PM

On Mar 27, 2012 3:59 PM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 27 Mar 2012, at 21:29, Rami Rustom wrote:

People make lots of mistakes. To improve reliably we need good error
correction methods. But most people take a passive approach with this.
They expect [or hope] that they'll notice their mistakes.

But a passive approach doesn't work reliably. Why not? Because the
mind does the vast majority of its work without conscious attention.
That means that most of the mistakes we make are done without knowing
that they occurred. Why are our mind like this? Because there is way
to much sensory input for our minds to pay attention to all of it. Our
minds disregard the vast majority of it.

And even for the stuff that we do pay attention to, there is not
enough time during our experiences for us to really think about the
consequences of our actions. We just don't have enough resources for
that, not even close.

There are some situations in which you don't currently know how to stop and 
think without producing a worse result. That, in and of itself, is a problem.

Huh? Thinking could possibly produce a worse result? Or do you mean
neutral result? As in no solution to the problem. Oh! I think I know
what you mean.

Some people *dwell* on their problems and worry themselves into an
anxiety attack. I've seen this with an employee. I taught him about
reflection and months later he said that he thinks he's not doing it
right. He was focusing on his mistakes rather than on learning from
them, i.e. preventing them in the future. He said he had thoughts
like, "Why did I do that" and "Whats wrong with me". I explained to
him about mistakes and learning from them and what we should be
focusing on when we reflect, and it did seem to help; he looked like
he had an epiphany. But then he read Elliot's 'How to think'



[http://curi.us/think/] and he was ecstatic.

So yes, understanding fallibility
[http://fallibleideas.com/fallibility] is huge.

So how do our minds decide what to pay attention to? Its based on what
we consider to be important. And what do we consider important? That
is based on our ideas. Its also based on the habits we've developed,
which is based on our ideas.

Habits can be a result of inexplicit knowledge or anti-rational memes rather than 
ideas you have carefully considered.

But why do I still have habits that don't match up with my current
ideas? Its because I haven't developed new habits based on my new
ideas. And because I haven't gotten rid of my bad habits based on my
old [bad] ideas.

So whats the solution? How do I improve my habits to match my new
ideas? Well what is a habit? A habit is something we do that is done
without conscious attention. By definition, it is *passive*. Passivity
doesn't work. Only an *active* approach can work reliably. So what is
an *active* approach to changing ones habits? Reflection.

Reflection means to think about your experiences after they've
happened. Why does this work? Its because during the experience, you
did not have enough time to think about the consequences of your
actions. But afterwords, you have more time to reflect on those
experiences and its like you are replaying those experiences the way
we do with a VHS player.

Why did I say VHS instead of Blueray? Because Blueray functionality
requires a special type of reflection, which is writing. When writing
about your experiences, you have more functionality like pause, skim,
speed controls, jump forward and backwards with as much control as you
want.

So how should we write? Well you could write in a journal, but then
you only have yourself to criticize it. I've found that having other

http://curi.us/think/
http://fallibleideas.com/fallibility


people there to criticize my writing is much more effective. These
lists are perfect for that [because the members know good
epistemology].

I think this is a bit unclear. I think a better way of putting it is this. When you've 
done something

What things?

you should consider whether there was anything problematic

Did somebody get hurt? Was someone coerced?

What else?

about it at the first available opportunity. If you can see a problem you should 
make a note of it

Almost everyone has smartphones now. So you could make a note of it by
starting an email draft [to: self].

and preferably try to come up with ways to solve the problem.

So when you get home and have free time, pull up your drafts and
reflect on those problems. Just write like you would write in a
journal.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal Preferences (was: Peer Review)
Date: March 28, 2012 at 12:18 AM

On Mar 27, 2012, at 6:49 PM, Steve Push wrote:

On Mar 27, 1:43 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 27, 2012, at 12:28 AM, Steve Push wrote:

On Mar 26, 12:35 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 26, 2012, at 2:42 AM, Steve Push wrote:

He appears to know very
little about animal behavior, for instance.

Do you believe there is a fact about animals which, if only I knew it, I 
would change my mind?

A single fact?  Probably not.  But if you had more knowledge of animal
behavior you probably wouldn’t have said that animals lack
preferences.

FWIW that was a terminology issue! I define "preference" as what you might 
call "human preference" -- certainly not to include anything that any current 
day computers or robots have.

That begs the question.  You cannot prove animals lack consciousness
by asserting they are not conscious of their preferences.

When you say animals have "preferences" in the same sense as video 
game enemies, that isn't contradicting the substance of my view. Animals 
have all sorts of the same features of video games, no problem there. And 
video game enemies do not suffer.

The difference is that video game enemies don’t have mammalian brains.

By the reasoning you are using, however, you cannot say the video game
enemies don’t suffer.  If we have no ability to determine whether non-
humans have qualia, you cannot say video game characters *lack* qualia



any more than you can say animals *have* qualia.

Suffering is caused by TCS-coercion, not qualia. When it happens, it may 
cause qualia too (depending on one's view of qualia, which I'd rather avoid 
discussing). But it's not caused by qualia except indirectly.

I didn’t say qualia cause suffering.  Qualia are subjective
experiences.  The subjective experience of suffering is one kind of
quale.

I read the description of TCS-coercion.  It seems like what
psychologists call cognitive dissonance, which may cause suffering but
is only one of a number of causes.

Setting aside temporarily whether I'm right above, would you agree that 
humans can be TCS-coerced while animals and video games cannot be?

Cognitive dissonance has been documented in monkeys.

TCS-coercion has to do with making choices. So it requires free will. Are you 
saying that monkeys have free will or maybe we're talking about different things.

I've read a little about cognitive dissonance and the ideas surrounding it are very 
different than TCS ideas.

 If scientists do
the right experiments, they may find cognitive dissonance in other
kinds of animals as well.

But even if it turns out that some animals don’t suffer from TCS-
coercion, that doesn’t mean they cannot suffer from other causes, such
as anxiety or physical pain.

Sometimes people have physical pain and do not suffer.

Other times they have physical pain and do suffer.

What's the difference? TCS-coercion. Or in other words: if they are in physical 
pain and *don't want to be*, then they suffer. That second component is both 



what makes it TCS-coercion and suffering.

Anxiety refers to an unwanted state, so always refers to TCS-coercion.

So it turns out there are no types of suffering that isn't TCS-coercion.

Video game characters could be programmed to display the outward signs
of TCS-coercion in response to the types of situations that cause TCS-
coercion in humans.  If we adhere to the principle that we cannot have
any access to the subjective states of non-humans, then we cannot rule
out the possibility that TCS-coercion causes suffering in video game
characters.

I don't think "we cannot rule out X" is a good criterion for believing X. Do you?

As fallible entities, we cannot ever totally rule anything out.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Reflection - Why and How?
Date: March 28, 2012 at 3:51 AM

On 28 Mar 2012, at 03:22, Rami Rustom wrote:

On Mar 27, 2012 3:59 PM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 27 Mar 2012, at 21:29, Rami Rustom wrote:

People make lots of mistakes. To improve reliably we need good error
correction methods. But most people take a passive approach with this.
They expect [or hope] that they'll notice their mistakes.

But a passive approach doesn't work reliably. Why not? Because the
mind does the vast majority of its work without conscious attention.
That means that most of the mistakes we make are done without knowing
that they occurred. Why are our mind like this? Because there is way
to much sensory input for our minds to pay attention to all of it. Our
minds disregard the vast majority of it.

And even for the stuff that we do pay attention to, there is not
enough time during our experiences for us to really think about the
consequences of our actions. We just don't have enough resources for
that, not even close.

There are some situations in which you don't currently know how to stop and 
think without producing a worse result. That, in and of itself, is a problem.

Huh? Thinking could possibly produce a worse result? Or do you mean
neutral result? As in no solution to the problem. Oh! I think I know
what you mean.

If you're driving down the road and you don't know how to concentrate on the 
road and think deeply at the same time, then you should either develop that 
knowledge or keep driving.

Some people *dwell* on their problems and worry themselves into an
anxiety attack. I've seen this with an employee. I taught him about
reflection and months later he said that he thinks he's not doing it



right. He was focusing on his mistakes rather than on learning from
them, i.e. preventing them in the future. He said he had thoughts
like, "Why did I do that" and "Whats wrong with me". I explained to
him about mistakes and learning from them and what we should be
focusing on when we reflect, and it did seem to help; he looked like
he had an epiphany. But then he read Elliot's 'How to think'
[http://curi.us/think/] and he was ecstatic.

He wasn't focusing on the problem. He was focusing on an imaginary 
homogeneous blob of badness - his soul.

So yes, understanding fallibility
[http://fallibleideas.com/fallibility] is huge.

Fallibility is important, but I'm not sure how the general fact of fallibility is a 
conclusion from the specific problems above.

So how do our minds decide what to pay attention to? Its based on what
we consider to be important. And what do we consider important? That
is based on our ideas. Its also based on the habits we've developed,
which is based on our ideas.

Habits can be a result of inexplicit knowledge or anti-rational memes rather 
than ideas you have carefully considered.

But why do I still have habits that don't match up with my current
ideas? Its because I haven't developed new habits based on my new
ideas. And because I haven't gotten rid of my bad habits based on my
old [bad] ideas.

So whats the solution? How do I improve my habits to match my new
ideas? Well what is a habit? A habit is something we do that is done
without conscious attention. By definition, it is *passive*. Passivity
doesn't work. Only an *active* approach can work reliably. So what is
an *active* approach to changing ones habits? Reflection.

Reflection means to think about your experiences after they've
happened. Why does this work? Its because during the experience, you
did not have enough time to think about the consequences of your
actions. But afterwords, you have more time to reflect on those

http://curi.us/think/
http://fallibleideas.com/fallibility


experiences and its like you are replaying those experiences the way
we do with a VHS player.

Why did I say VHS instead of Blueray? Because Blueray functionality
requires a special type of reflection, which is writing. When writing
about your experiences, you have more functionality like pause, skim,
speed controls, jump forward and backwards with as much control as you
want.

So how should we write? Well you could write in a journal, but then
you only have yourself to criticize it. I've found that having other
people there to criticize my writing is much more effective. These
lists are perfect for that [because the members know good
epistemology].

I think this is a bit unclear. I think a better way of putting it is this. When you've 
done something

What things?

First, what you said had metaphors in it, and the metaphors were not clear. VHS 
means something like reviewing it the time and Blueray means something like 
viewing it later. However, viewing is the wrong metaphor too because there are 
many things it doesn't take into account. All memory involves interpretation and 
thinking about it need not involve playing it back. The "playback" can just be 
remembering that a particular event happened and abstracting away most of the 
detail. For example, I might remember that I wrote a script to do a physics 
calculation yesterday and the result wasn't physically reasonable, which means I 
made a mistake, but I won't remember the specifics of what the result looked like 
in terms of its position on the computer screen.

you should consider whether there was anything problematic

Did somebody get hurt? Was someone coerced?

What else?

Any problem. Many of them would be domain specific. Should I shop at the 
nearest shop or go a bit further to another shop that's cheaper?



about it at the first available opportunity. If you can see a problem you should 
make a note of it

Almost everyone has smartphones now. So you could make a note of it by
starting an email draft [to: self].

As I often do.

and preferably try to come up with ways to solve the problem.

So when you get home and have free time, pull up your drafts and
reflect on those problems. Just write like you would write in a
journal.

Yes.

Alan



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Preferences (was: Peer Review)
Date: March 28, 2012 at 5:01 AM

On Mar 28, 12:18 am, Elliot Temple <c...@curi.us> wrote:
On Mar 27, 2012, at 6:49 PM, Steve Push wrote:

On Mar 27, 1:43 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 27, 2012, at 12:28 AM, Steve Push wrote:

On Mar 26, 12:35 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 26, 2012, at 2:42 AM, Steve Push wrote:

He appears to know very
little about animal behavior, for instance.

Do you believe there is a fact about animals which, if only I knew it, I 
would change my mind?

A single fact?  Probably not.  But if you had more knowledge of animal
behavior you probably wouldn’t have said that animals lack
preferences.

FWIW that was a terminology issue! I define "preference" as what you 
might call "human preference" -- certainly not to include anything that any 
current day computers or robots have.

That begs the question.  You cannot prove animals lack consciousness
by asserting they are not conscious of their preferences.

When you say animals have "preferences" in the same sense as video 
game enemies, that isn't contradicting the substance of my view. Animals 
have all sorts of the same features of video games, no problem there. And 
video game enemies do not suffer.

The difference is that video game enemies don’t have mammalian brains.

By the reasoning you are using, however, you cannot say the video game
enemies don’t suffer.  If we have no ability to determine whether non-



humans have qualia, you cannot say video game characters *lack* qualia
any more than you can say animals *have* qualia.

Suffering is caused by TCS-coercion, not qualia. When it happens, it may 
cause qualia too (depending on one's view of qualia, which I'd rather avoid 
discussing). But it's not caused by qualia except indirectly.

I didn’t say qualia cause suffering.  Qualia are subjective
experiences.  The subjective experience of suffering is one kind of
quale.

I read the description of TCS-coercion.  It seems like what
psychologists call cognitive dissonance, which may cause suffering but
is only one of a number of causes.

Setting aside temporarily whether I'm right above, would you agree that 
humans can be TCS-coerced while animals and video games cannot be?

Cognitive dissonance has been documented in monkeys.

TCS-coercion has to do with making choices. So it requires free will. Are you 
saying that monkeys have free will or maybe we're talking about different things.

Monkeys make choices.  Thus if free will is defined as making choices,
monkeys have free will.

But if free will is defined as making choices free from the constraint
of determinism, it’s not clear to me that humans have free will.

I've read a little about cognitive dissonance and the ideas surrounding it are very 
different than TCS ideas.

In what way?

 If scientists do
the right experiments, they may find cognitive dissonance in other
kinds of animals as well.



But even if it turns out that some animals don’t suffer from TCS-
coercion, that doesn’t mean they cannot suffer from other causes, such
as anxiety or physical pain.

Sometimes people have physical pain and do not suffer.

I agree.  That’s what happens, for example, when people are treated
with ketamine.

Other times they have physical pain and do suffer.

What's the difference? TCS-coercion. Or in other words: if they are in physical 
pain and *don't want to be*, then they suffer. That second component is both 
what makes it TCS-coercion and suffering.

Suppose a mother enters a burning building to save her child and
receives third-degree burns over much of her body.  She feels she has
freely chosen her action and, if the need arose, would do it again
without hesitation.  After the shock wears off, do you think she would
not suffer from the pain of her burns?

Anxiety refers to an unwanted state, so always refers to TCS-coercion.

Animals sometimes have anxiety, so by your definition, they must
sometimes be affected by TCS-coercion.

So it turns out there are no types of suffering that isn't TCS-coercion.

Video game characters could be programmed to display the outward signs
of TCS-coercion in response to the types of situations that cause TCS-
coercion in humans.  If we adhere to the principle that we cannot have
any access to the subjective states of non-humans, then we cannot rule
out the possibility that TCS-coercion causes suffering in video game
characters.

I don't think "we cannot rule out X" is a good criterion for believing X. Do you?

No I don’t.  That’s exactly the point I’m trying to make.  According
to the philosophy described in BoI, all we can say about the



proposition that animals are incapable of suffering is that we cannot
rule it out.

As fallible entities, we cannot ever totally rule anything out.

As Descartes explained, I can totally rule out my own nonexistence.
But I agree if your proposition is restated as follows:  It is rarely
the case that we can we totally rule out a proposition.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal Preferences (was: Peer Review)
Date: March 28, 2012 at 12:51 PM

On Mar 28, 2012, at 2:01 AM, Steve Push wrote:

On Mar 28, 12:18 am, Elliot Temple <c...@curi.us> wrote:
On Mar 27, 2012, at 6:49 PM, Steve Push wrote:

On Mar 27, 1:43 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 27, 2012, at 12:28 AM, Steve Push wrote:

On Mar 26, 12:35 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 26, 2012, at 2:42 AM, Steve Push wrote:

He appears to know very
little about animal behavior, for instance.

Do you believe there is a fact about animals which, if only I knew it, I 
would change my mind?

A single fact?  Probably not.  But if you had more knowledge of animal
behavior you probably wouldn’t have said that animals lack
preferences.

FWIW that was a terminology issue! I define "preference" as what you 
might call "human preference" -- certainly not to include anything that any 
current day computers or robots have.

That begs the question.  You cannot prove animals lack consciousness
by asserting they are not conscious of their preferences.

When you say animals have "preferences" in the same sense as video 
game enemies, that isn't contradicting the substance of my view. Animals 
have all sorts of the same features of video games, no problem there. 
And video game enemies do not suffer.



The difference is that video game enemies don’t have mammalian brains.

By the reasoning you are using, however, you cannot say the video game
enemies don’t suffer.  If we have no ability to determine whether non-
humans have qualia, you cannot say video game characters *lack* qualia
any more than you can say animals *have* qualia.

Suffering is caused by TCS-coercion, not qualia. When it happens, it may 
cause qualia too (depending on one's view of qualia, which I'd rather avoid 
discussing). But it's not caused by qualia except indirectly.

I didn’t say qualia cause suffering.  Qualia are subjective
experiences.  The subjective experience of suffering is one kind of
quale.

I read the description of TCS-coercion.  It seems like what
psychologists call cognitive dissonance, which may cause suffering but
is only one of a number of causes.

Setting aside temporarily whether I'm right above, would you agree that 
humans can be TCS-coerced while animals and video games cannot be?

Cognitive dissonance has been documented in monkeys.

TCS-coercion has to do with making choices. So it requires free will. Are you 
saying that monkeys have free will or maybe we're talking about different 
things.

Monkeys make choices.

Do you think video game characters make choices?

Free will means making choices that are not what (modern day, pre-AI) video 
game characters do.

I've read a little about cognitive dissonance and the ideas surrounding it are 



very different than TCS ideas.

In what way?

If scientists do
the right experiments, they may find cognitive dissonance in other
kinds of animals as well.

But even if it turns out that some animals don’t suffer from TCS-
coercion, that doesn’t mean they cannot suffer from other causes, such
as anxiety or physical pain.

Sometimes people have physical pain and do not suffer.

I agree.  That’s what happens, for example, when people are treated
with ketamine.

Other times they have physical pain and do suffer.

What's the difference? TCS-coercion. Or in other words: if they are in physical 
pain and *don't want to be*, then they suffer. That second component is both 
what makes it TCS-coercion and suffering.

Suppose a mother enters a burning building to save her child and
receives third-degree burns over much of her body.  She feels she has
freely chosen her action and, if the need arose, would do it again
without hesitation.  After the shock wears off, do you think she would
not suffer from the pain of her burns?

It depends on her state of mind, which is the point.

It's hard to control your state of mind to be perfectly rational or never suffer or 
whatever. Most such mothers would suffer some. They would have mixed, 
conflicted feelings/ideas on the matter.

Anxiety refers to an unwanted state, so always refers to TCS-coercion.

Animals sometimes have anxiety, so by your definition, they must



sometimes be affected by TCS-coercion.

I don't agree that animals have the same anxiety that humans have.

Your method of judging these things, as I understand it, involves a significant 
component of looking for outward similarities. These are not reliable guides to 
mental states.

So it turns out there are no types of suffering that isn't TCS-coercion.

Video game characters could be programmed to display the outward signs
of TCS-coercion in response to the types of situations that cause TCS-
coercion in humans.  If we adhere to the principle that we cannot have
any access to the subjective states of non-humans, then we cannot rule
out the possibility that TCS-coercion causes suffering in video game
characters.

I don't think "we cannot rule out X" is a good criterion for believing X. Do you?

No I don’t.  That’s exactly the point I’m trying to make.  According
to the philosophy described in BoI, all we can say about the
proposition that animals are incapable of suffering is that we cannot
rule it out.

As fallible entities, we cannot ever totally rule anything out.

As Descartes explained, I can totally rule out my own nonexistence.

No, he was wrong, and fallibilism refutes him!

He didn't offer a way out of fallibilism, he just offered a proposition that we don't 
today know any refutation of. But in the future maybe we'll think of one. That 
could happen.

I know he gave arguments that it can't happen because of logic, but maybe we're 
mistaken about logic. We might discover that in the future, too.

People have been really damn sure of stuff before and then later we find out it's 



wrong. It happens. He didn't do anything to make that impossible.

As to animal suffering, what we can do is figure out the single best explanation 
(the one we have no criticism of) and act on that.

Since animals can be fully explained as having Turing machine brains running 
software to control their behavior, but not having AI (or really just plain 
Intelligence), the best explanation is that this is what's going on. It's something we 
all agree animals have and it governs at least a lot of their behavior, and it can 
account for it all, so why not just guess that it does account for it all?

As to rival theories, the ones that attribute intelligence face major problems, e.g.:

Intelligence is universal knowledge creation but animals don't do that, they are 
something less than humans. And due to the jump to universality, the next step 
down isn't 50% intelligent but unintelligent -- the next step down from what they 
don't have is the guess above that they are just Turning machine brains running 
computations using genetic knowledge.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] the reach of physics and epistemology
Date: March 28, 2012 at 1:10 PM

On Mar 23, 2012 9:08 PM, "Elliot Temple" <curi@curi.us> wrote:

having a bit of knowledge about physics is important to most fields.

for example: tennis, chess, hockey, baseball, architecture, chemistry, biology, 
cooking, cleaning, building computers, building chairs, and so on.

The amount of physics knowledge needed for basic competence in this fields is 
small: the large majority of people in our culture have enough already.

You don't see people trying to heat their food in the freezer.

You don't see people losing tennis tournaments because they were confused 
about physics.

You don't see people doing chemistry experiments using only water and 
expecting each portion of water to transmute into the right chemicals because 
they want it to.

So, people take for granted having some understanding of physics as 
background knowledge. That knowledge still matters and it's still correct to say 
physics has a lot of reach even if people take it for granted.

If you get this basic physics stuff wrong, you can be really screwed. All sorts of 
stuff can go horribly wrong. Getting it right does matter a lot.

In general you don't need to know the details of quantum physics. That has less 
reach. It's quite important for some stuff like building nano meter scale computer 
chips. But you don't need to know any quantum physics to win a tennis 
tournament or cook dinner or even to build a skyscraper.

To do basic science you do need to know some physics, but often not quantum 
physics, and often not any physics that goes beyond the background knowledge 
your average scientist will have and get right. If they messed up the physics 
they need it could easily invalidate all their experiments in their field and make 
all their conclusions wrong, but in practice this rarely (never?) comes up 



because they don't get it wrong.

I think you're asking if scientists ever get physics wrong. I don't
see how we could be sure that it never happens. But yes I think its
extremely implausible. Say a biologist is studying the effects of low
atmospheric oxygen on rats. The physics is so simple for such
experiments. The jumps in universality are what make it simple. The
lower levels of universality [like how molecules in a gas "bump" into
each other] need not be considered because they don't affect the
higher levels [like how a volume of gas exerts pressure on its
enclosure].

There are people who get a lot of basic physics wrong. We call them 
superstitious or gullible or stuff like that. It matters. But they are a minority. And 
a lot of the people watching seance TV shows or getting fooled by bending 
spoons or talking about "crystal energy" or "dreamcatchers" aren't actually 
getting physics wrong, they are making different kinds of mistakes like they think 
it helps provide meaning for their life and they intentionally don't think about 
whether the physics is right or not.

Some of those people think that God is "outside" of physics, even
people who know lots of physics.

Epistemology is a lot like physics in this regard. A relatively small amount of 
epistemology knowledge is relevant and important to pretty much every human 
endeavor. It matters to tennis, chess, hockey, baseball, architecture, and all the 
rest, same as with physics.

And our culture has some good quality knowledge of epistemology which people 
take for granted and routinely use.

But, contrary to physics, most have large mistakes in their basic epistemology 
background knowledge. There are widespread mistakes in our culture. And they 
don't just affect some special minorities that stand out, they affect 99%.

The result? All sorts of stuff goes wrong, and people don't know why or 
sometimes don't even know something went wrong.



People do lose tennis tournaments due to bad epistemology. That's actually 
common. Top people in all types of competition face significant *psychological* 
issues. They have to keep the right kind of mindset and focus to play their best. 
And what happens is they get to the finals and make a mistake. Then they make 
5 more mistakes. Then, some people will set it aside and continue to play their 
best. But other people will get frustrated and have the wrong attitude to 
mistakes and let it "rattle" them, and will "lose focus" and start playing worse 
and making more mistakes they wouldn't normally make if they were relaxed in 
a low pressure situation, or wouldn't make if they weren't frustrated with 
previous mistakes.

So do all psychological issues result from bad epistemology?

Sometimes these problems dealing with mistakes decide a match. Better 
attitudes to mistakes and learning, and better understanding of their mind and 
emotions -- better philosophical knowledge -- could have won the match.

Sometimes players come back the next year, get in a similar situation, but then 
get past it and win this time. They thought hard about it and improved their 
epistemological knowledge (and some other knowledge too). Without knowing 
the name of the field. Without having the benefit of a lot of already-known and 
useful stuff in the field. They have to re-invent some stuff, and pick some up in 
bits and pieces from advice from their coach and sports/competition related 
books and so on.

Some people never get past these mental issues and never become 
champions. That's common too. It's hard to reinvent enough epistemology and 
pick it up from scattered places. More people fail at this than succeed.

Epistemology comes up, and sometimes goes wrong, it all sorts of more 
mundane situations too. People get frustrated while playing a video game and 
throw the controller at the TV and break it, or just feel bad. People get stuck 
playing a video game and don't improve. People fight with their friends when 
playing a team video game and blame each other for letting the team down. Bad 
epistemology (in the background knowledge of our culture that people take for 
granted) contributes to these problems and good epistemology could address 
them.



And another problem is what happens between two people where one of
them has much worse epistemology than the other. One of them often
gets angry because he loses, and the other is always calm when he
loses. The calm one looks at the angry one and thinks, "Man you're
crazy."  Why? Because he thinks that his epistemological knowledge is
obvious. He doesn't realize how he learned it or even *that* he
learned it. This knowledge exists inexplicitly in his mind.

And epistemology comes up, and goes wrong, when scientists start talking 
philosophy and trying to draw philosophical conclusions from their work.

Like how the guy in my above example concluded that the angry one is
crazy. This guy and those scientists make assumptions because they
have huge gaps in their epistemological knowledge but they don't know
those gaps are there. They jump the gaps with huge assumptions and
they don't realize it.

Just like there are some places where physics reaches more (e.g. building GPS 
devices) and more advanced physics is important, there are also places where 
epistemology reaches more and more advanced epistemology is important.

Without physics well beyond the background knowledge in our culture, you're 
going to have a lot of problems building a GPS device. The background 
knowledge isn't even close to good enough.

And without more advanced knowledge of epistemology, you're going to design 
schools wrong. Education is an area where epistemology very heavily reaches. 
The background knowledge about epistemology in our culture is faulty but but 
the error rate with some of the "more advanced" knowledge (like explicit 
versions induction, empiricism, justificationism and other stuff you can read in 
philosophy books) is a lot worse.

So as epistemological knowledge increases, errors decrease and error
correction rates increase.



-- Rami



From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] big important principles/ideas
Date: March 28, 2012 at 7:51 PM

On Mar 11, 2012, at 2:41 PM, Elliot Temple <curi@curi.us> wrote:

Examples:

All problems are soluble.

People make mistakes.

Reason and philosophy can guide us to improve on our mistakes.

Compromises hurt people and are not solutions to problems.

There are no conflicts of interest between rational people. We can all win; no 
one need lose.

The important part of people is their ideas -- their mind. That is what makes 
them human.

We can learn by guesses and criticism.

Learning is an active, not passive, process. We only learn when we try, we can't 
just absorb knowledge like a sponge absorbs water.

What are more? What are all the really big ones related to epistemology, conflict 
and solution, progress, morality, etc

Criticism is a good thing, something to seek out and like.

Altruism/sacrifice hurts and does not solve problems.

Emotions are ideas that we can criticize, improve, and change.

Something about not caring what other people think. (Not being other-people 
oriented.)



-Kristen

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: RE: [BoI] Animal Preferences (was: Peer Review)
Date: March 28, 2012 at 7:11 PM

Subject: Re: [BoI] Animal Preferences (was: Peer Review)
From: curi@curi.us
Date: Wed, 28 Mar 2012 09:51:52 -0700
To: beginning-of-infinity@googlegroups.com

<snipped>

As Descartes explained, I can totally rule out my own nonexistence.

No, he was wrong, and fallibilism refutes him!

He didn't offer a way out of fallibilism, he just offered a proposition that we don't 
today know any refutation of. But in the future maybe we'll think of one. That 
could happen.

I know he gave arguments that it can't happen because of logic, but maybe 
we're mistaken about logic. We might discover that in the future, too.

People have been really damn sure of stuff before and then later we find out it's 
wrong. It happens. He didn't do anything to make that impossible.

Agreed. But - except for the mistake that he thought he could not doubt his own 
existence (and perhaps the language that allowed him to express this idea and 
perhaps the fact he thought language represented certain things and that the 
interpretation of those things was correct) I think Descartes made some good 
progress in undermining the idea that certain knowledge was attainable in many 
areas that previously people thought was uncontroversial. It was a step towards 
fallibilism.

As to animal suffering, what we can do is figure out the single best explanation 
(the one we have no criticism of) and act on that.

Since animals can be fully explained as having Turing machine brains running 
software to control their behavior, but not having AI (or really just plain 
Intelligence), the best explanation is that this is what's going on. It's something 



we all agree animals have and it governs at least a lot of their behavior, and it 
can account for it all, so why not just guess that it does account for it all?

As to rival theories, the ones that attribute intelligence face major problems, 
e.g.:

Intelligence is universal knowledge creation but animals don't do that, they are 
something less than humans. And due to the jump to universality, the next step 
down isn't 50% intelligent but unintelligent -- the next step down from what they 
don't have is the guess above that they are just Turning machine brains running 
computations using genetic knowledge.

How can we attribute subjectivity to something other than through 'reportability' 
(i.e: something tells us that it has experiences like suffering)? It seems to me that 
the only criteria we use (currently) for deciding whether something is or is not 
able to have an experience seems to be whether or not is says is is - and yet we 
also know there must be exceptions which suggest this test is not very useful in 
interesting cases. Clearly we think that current computer game AI likely do not 
suffer and yet they could be programmed to say that they are. The corollary of 
this is that just because something doesn't have the capacity to report its internal 
state doesn't mean it doesn't have subjectivity. So we know that reportability - as 
a special case of observing behaviour - is not really useful in deciding if 
something is or is not having an experience/is conscious or in particular is 
suffering.The point about 'intelligence' seems to me to be orthogonal to the 
discussion unless it's being suggested that intelligence is a necessary 
precondition for suffering. Is it? Must it be? A person with "locked in" syndrome 
has no way of communicating with the outside world yet we think they can suffer. 
Can some animals be like this? What about children who have not learned to 
express their suffering? Can very young people suffer? How young? When does 
it kick in? Is a very young child able to suffer as much as a chimp? How old? 5 
year old? 3 year old? 2? Do they deserve equal moral status? If not, what grants 
them moral status? Their future *potential* to suffer? Much the same can be said 
for any cell - or any bit of matter - given the right nuclear physics and genetic 
engineering.
I don't think there's any way of knowing if something suffers or not because we 
don't have an explanation of what suffering (or any quale) actually is. Without 
such an explanatory theory of consciousness generally and quale like suffering in 
particular - then Descartes' may have some relevance here. We can probably 
only have knowledge (as in a working explanatory theory) of our own subjectivity. 
Indeed it is within our own minds that we can test theories about subjectivity - or 
not at all. No objective test can reveal any truth at all about the subjectivity of 



some other entity - AI or otherwise. It seems at least parsimonious to think that 
where the objective features of anatomy are the same, the subjective might be. 
So other people *might* be zombies and be *pretending* to be conscious but that 
is a strange form of solipsism. So best assume they have experiences more or 
less like I do. And so it runs down the phylogenic tree. Jumps to universality aside 
(so I grant that intelligence/being a knowledge creator *is* a jump to universality) - 
consciousness and so 'richness of experience' arises out of the complexity of a 
nervous system. It doesn't seem to depend on other higher-order features (like 
intelligence). But this could be wrong.
So intelligence is an example of a jump to universality according to the arguments 
in BOI. But is consciousness - or are there degrees of consciousness? Does the 
argument in BOI or some other argument imply a similar "jump to 
consciousness"? Is there any theory which can explain this one way or the other? 
Is it not the case that more complex nervous systems have more consciousness 
and thus a richer repertoire of experiences? Is intelligence required for 
subjectivity of any sort? I don't know the answers to these questions and would 
really like some ideas. Thanks, Brett

-- Elliot Temple
http://fallibleideas.com/

-- 

          

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] fallibleideas.com/emotions
Date: March 28, 2012 at 8:33 PM

From: fallibleideas.com/emotions

With practice you'll learn to notice things faster. Instead of hours
later while reflecting, you'll notice minutes later. You'll have ideas
what to do better, and spot things you wish you didn't do or feel.
Then with more skill, you'll start to notice in seconds.

I completely forgot that it used to take me a long time to notice what
went wrong. And that over time, the lag period decreased, and now its
seconds or less. So the point is that reflection needs practice for it
to improve.

If you can notice within seconds, and you act and feel slowly, you'll
be able to notice before you've done or felt anything. Then you can do
something else! Now you have better control over your life.

So these two habits, reflection and delaying emotional response, turn
an emotional person into rational person.

I'm confused about the last paragraph of fallibleideas.com/emotions

None of this is disrespectful to emotions. It doesn't assume they are
all wrong, or worthless, or don't contain knowledge.

I don't see how emotions could contain knowledge. I think that an
emotion can be caused by a thought, and the thought is an idea. Do you
mean that an emotion is evidence of a thought?

It's the same sort of approach one should take to ideas in general:
criticize their flaws, conjecture ways to improve them, and gradually
move forward. Sometimes people go wrong by trying to ignore their
emotions without replacing them.



This is bad. I used to do it. It was my way of getting rid of the
emotion. It doesn't work well at all.

People sometimes do the same thing
with ideas. This doesn't work because we have ideas and emotions for a
reason. They solve some problem. At the least, a certain emotional
reaction gives guidance about what to do in a certain category of
situation.

Huh? What sort of guidance?

If I see my kid bump her head and its bleeding now. I could freak out
and scream out of irrational fear. Or I can wait to check out the
situation and even if its really bad, I shouldn't freak out and scream
because the child will be scared too. So its better to be calm and
take her to the hospital. Freaking out makes its harder to think about
the correct thing to do.

So why do I need an emotion to guide me to be concerned about my
child's bleeding head? I don't. I just need reason. Right?

What other emotional reactions can be used as guidance in certain
categories of situation?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Hating people vs hating ideas
Date: March 29, 2012 at 12:35 AM

On Mar 25, 2012, at 5:27 PM, Rami Rustom wrote:

I know that hating a person [or group of people] is
other-people-oriented, and so its irrational.

But what about hating an idea? Like Islam. Is that irrational?

What's the meaning of "hating" as opposed to things like

- disagreeing with
- thinking will do harm in general
- thinking will hurt you personally
- thinking people often hold irrationally
- thinking has lots of large mistakes

If hating means getting emotional, I don't see the wisdom in that.

The problem that I see is that hating an idea causes a strong negative
emotion, which can have the effect of making the subject

No, it doesn't *make* the subject, he has free will and responsibility.

From Rami Rustom's followup email, "In effect, they are allowing their emotions 
to infect their thoughts, which temporarily decreases their capacity to create 
persuasive arguments." is the same sort of mistake.

irrational
while thinking about the idea. This seriously debilitates the hater's
ability to persuade Muslims. So by this standard, hating an idea is
irrational.

So how do I persuade an ex-muslim not hate Islam?

How do I persuade somebody that idea hating is irrational?



Start by saying "is a mistake" instead of "is irrational". They aren't synonyms.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fields, Expertise (was: Learning; Morality of Animals)
Date: March 29, 2012 at 12:36 AM

On Mar 23, 2012, at 7:01 PM, Steve Push wrote:

On Mar 23, 9:11 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 23, 2012, at 6:02 PM, Steve Push wrote:

Several of the statements above contradict positions taken by David in
BoI and this forum.

David has clearly stated that he believes there is no induction and
that the process of scientific discovery is Popperian, even if the
scientists involved think they are using induction.  If that is true,
Popper’s work is descriptive, not normative, and it makes no
difference what a scientist’s epistemological views are.

That doesn't follow and is not what David believes.

Scientists sometimes do the right thing while having the wrong epistemology. 
Correct so far.

And if they succeed we can infer that they did something which could possibly 
succeed, which means some Popperian stuff.

But a lot of times they mess up and don't make progress and fail. They don't 
discover anything and waste their time. You can do that in a non-Popperian 
way! If they know the right methods they can do those methods a lot more 
consistently and make progress more reliably and also they can sometimes 
use that explicit knowledge to help correct some errors.

The position stated in BoI and in this forum is not that induction is
unreliable or misleading; it is that induction is impossible,
nonexistent.  So if scientists are messing up, it cannot be because
they have wrong ideas about something they cannot possibly be doing.

Being confused about what to do -- and how to evaluate statements about 



methods -- can contribute to mistakes.

David has also made his views on reductionism and emergent properties
clear.  So while biologists need to know physics to avoid theories
that are incompatible with physical laws, biology cannot be reduced to
physics.

Right, I agree. That doesn't contradict physics being a field with a lot of reach.

Physics has reach in the sense that biology is actually a branch of
physics.  By physics in the narrower sense of what people called
"physicists" study has little bearing on understanding the emergent
properties of biology and other fields.

Physics has reach in the sense that mistakes in physics can render one's 
conclusions false in many, many other subjects -- one's ideas in other fields 
usually depend on some ideas about physics.

However, the amount of physics with that much reach is limited. Quantum physics 
is usually not relevant. It's usually more basic stuff which people take for granted 
and usually get right (when they aren't superstitious or mystical or "spiritual" or 
something).

And as I explained in an earlier message, David’s view on qualia in
animals is agnostic, while others in this forum claim to have
determined that animals don’t have qualia.

That's going a bit far. I've talked to David at length about qualia and he's rather 
more opinionated than agnostic.

Anyway are you trying to say I'm contradicting him by not being agnostic 
enough? I don't think he's said everyone ought to be agnostic about it. I don't 
recall him objecting to people taking positions. In general, taking positions -- 
even bold ones -- is an important part of making progress that makes it easier 
for one's ideas to be criticized.



If you believe, as David does, that science has “no access to this
issue,” such positions are nothing more than idle speculation.

No. You're assuming that all non-science is idle speculation. That's a wildly 
different approach than David and Popper take: they believe philosophy (non-
science) is valuable and important and meaningful.

David's point is closer to the opposite of how you took it: in this area, all scientific 
speculation is irrelevant, bad and scientism, while philosophical speculation is the 
proper, reasonable approach.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Karma
Date: March 29, 2012 at 12:37 AM

On Mar 13, 2012, at 3:10 PM, Rami Rustom wrote:

Why do people believe in Karma?

maybe it's an ancient static meme.

it's also comforting in some ways.

it fits nicely into the mindset where i'm a poor failure because i'm moral, and i'll be 
rewarded for this, while successful people are cheating jews who will surely be 
punished, their immorality can only bring temporary profit.

It seems that they think reality is fair. That if one does bad, then
bad will happen to him [and that somehow it is the Universe that is
delivering it].

a true idea is that: living morally has good consequences, living immorally has 
bad consequences.

but no promises! that's kinda an "on average" thing. sometimes you make 
mistakes and get lucky. sometimes you make good decisions but get bad results.

people can believe karma will average it out. this is silly but you can see a little 
truth to it.

people can also believe that blatantly non-self-interested stuff is moral, like 
altruism or turning the other cheek or self-denial or whatever. so how can living 
baldy like that get good consequences? that'll require divine intervention, karma, 
whatever.

the more people have their morality disconnected from being what actually is 
effective in life or not, the more they need to rely on external intervention like 
punishing deviations. or, failing that, just praying for interventions or believing in 
karma or whatever.



It seems like a rationalization. When a person gets something stolen
from him, he thinks that the thief will get whats coming to him and
that makes him feel better. Its like revenge except that the
revenge-taker is letting the Universe perform the act of revenge.

What's interesting too is that many Christians believe in Karma, but
traditionally Christianity doesn't include Karma as part of its
morality. Christianity's morality says that the bad will come during
the after life.

So Karma seems to be the ex-theist's version of
Jewish/Christian/Islamic morality. All 4 of these moral traditions
explain that bad will come to the evildoers.

Karma is common in religions, not just for non-theists.

http://en.wikipedia.org/wiki/Karma#In_the_Indian_religions

But in reality, there is no such 'fairness' in morality. All people
[good or bad] have bad things happen to them.

Ah, but there is fairness: the better the person, the better he can cope with 
events.

Some people assess risk and create and execute plans to reduce risk,
thus decreasing bad things from happening to them; and these people
can be good or bad.

No. Dealing rationally with risk is moral, that *is good*. It's not independent of 
morality.

The rest of the people don't do much assessing of risk, don't create
and execute plans to reduce risk, and thus don't decrease bad things
from happening to them; and these people can be good or bad.

No, they are living badly.

http://en.wikipedia.org/wiki/Karma#In_the_Indian_religions


They might live well in some other ways, but they are immoral in the relevant way.

Because we live in a more civilized society [than previous eras], bad
behavior involves more risk; so evildoers are inherently accepting a
certain level of risk.

But there are plenty of evildoers who decrease risk more so than many
good-doers. So these evildoers have less bad happening to them than
these good-doers.

Morality isn't primarily about being a good guy or bad guy. Morality is about how 
to live and the interesting questions are more about how to live when there isn't a 
war or big conflict to dominate the discussion, but what is good in regular and 
mundane life. One's attitudes to issues that come up frequently end up having a 
large effect on his life overall because they get used so often.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] fallibleideas.com/emotions
Date: March 29, 2012 at 2:47 AM

On Mar 28, 2012, at 5:33 PM, Rami Rustom wrote:

I'm confused about the last paragraph of fallibleideas.com/emotions

None of this is disrespectful to emotions. It doesn't assume they are
all wrong, or worthless, or don't contain knowledge.

I don't see how emotions could contain knowledge. I think that an
emotion can be caused by a thought, and the thought is an idea. Do you
mean that an emotion is evidence of a thought?

Maybe someone is in a relationship and their partner does something and they 
feel bad. Maybe they even feel jealous.

And they can't explain why what the partner did is bad very well. They don't have 
good arguments.

But the emotion might be right. Maybe it really is bad. Emotions aren't random or 
always wrong. Some of them sometimes have a bit of wisdom in them.

Sometimes people emotionally think something is bad but hear some intellectual 
arguments that it's good which seem true to them. But they still emotionally think 
it's bad. They're conflicted. Sometimes the emotion is right. Just ignoring the 
emotion is often a bad approach.

Edmund Burke talks about this stuff some in his defense of "prejudice" in 
Reflections on the Revolution in France.

It's the same sort of approach one should take to ideas in general:
criticize their flaws, conjecture ways to improve them, and gradually
move forward. Sometimes people go wrong by trying to ignore their
emotions without replacing them.

This is bad. I used to do it. It was my way of getting rid of the



emotion. It doesn't work well at all.

People sometimes do the same thing
with ideas. This doesn't work because we have ideas and emotions for a
reason. They solve some problem. At the least, a certain emotional
reaction gives guidance about what to do in a certain category of
situation.

Huh? What sort of guidance?

E.g. to oppose something that you emotionally dislike.

Or to abort something scary and leave/avoid that situation.

Or to not let your boyfriend spend time with that other girl.

Or to go out of your way to help your kid who is hurting instead of continuing 
watching TV.

If something makes you happy that guides you to do it more. Sad, the reverse.

If I see my kid bump her head and its bleeding now. I could freak out
and scream out of irrational fear. Or I can wait to check out the
situation and even if its really bad, I shouldn't freak out and scream
because the child will be scared too. So its better to be calm and
take her to the hospital. Freaking out makes its harder to think about
the correct thing to do.

So why do I need an emotion to guide me to be concerned about my
child's bleeding head? I don't. I just need reason. Right?

What other emotional reactions can be used as guidance in certain
categories of situation?

I wasn't saying we need emotion to guide us. I was saying emotions do have 
guidance so you need to replace an emotional way of life with better knowledge 
and better ideas instead of just getting rid of the emotions.

Note that we don't have time to think every decision through fully. We need to 



have shortcuts, life policies, rules of thumb, guidelines and so on. We can make 
these ourselves, adjust them to our satisfaction, watch out for problems with 
them, and adjust them further ask needed. They can be rational, intelligent, and 
good.

We need to automate some of our life because we have limited attention. 
Emotions are a step in this direction in that they help one make some decisions 
and get some guidance without taking much conscious attention to figure out 
what's going on. But, in some respects, emotions are a pretty crude way to do 
this. It's possible to do better.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Animal Preferences (was: Peer Review)
Date: March 29, 2012 at 3:15 AM

On Mar 28, 12:51 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 28, 2012, at 2:01 AM, Steve Push wrote:

On Mar 28, 12:18 am, Elliot Temple <c...@curi.us> wrote:
On Mar 27, 2012, at 6:49 PM, Steve Push wrote:

On Mar 27, 1:43 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 27, 2012, at 12:28 AM, Steve Push wrote:

On Mar 26, 12:35 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 26, 2012, at 2:42 AM, Steve Push wrote:

He appears to know very
little about animal behavior, for instance.

Do you believe there is a fact about animals which, if only I knew it, I 
would change my mind?

A single fact?  Probably not.  But if you had more knowledge of animal
behavior you probably wouldn’t have said that animals lack
preferences.

FWIW that was a terminology issue! I define "preference" as what you 
might call "human preference" -- certainly not to include anything that 
any current day computers or robots have.

That begs the question.  You cannot prove animals lack consciousness
by asserting they are not conscious of their preferences.

When you say animals have "preferences" in the same sense as video 
game enemies, that isn't contradicting the substance of my view. 
Animals have all sorts of the same features of video games, no problem 
there. And video game enemies do not suffer.

The difference is that video game enemies don’t have mammalian brains.



By the reasoning you are using, however, you cannot say the video game
enemies don’t suffer.  If we have no ability to determine whether non-
humans have qualia, you cannot say video game characters *lack* qualia
any more than you can say animals *have* qualia.

Suffering is caused by TCS-coercion, not qualia. When it happens, it may 
cause qualia too (depending on one's view of qualia, which I'd rather avoid 
discussing). But it's not caused by qualia except indirectly.

I didn’t say qualia cause suffering.  Qualia are subjective
experiences.  The subjective experience of suffering is one kind of
quale.

I read the description of TCS-coercion.  It seems like what
psychologists call cognitive dissonance, which may cause suffering but
is only one of a number of causes.

Setting aside temporarily whether I'm right above, would you agree that 
humans can be TCS-coerced while animals and video games cannot be?

Cognitive dissonance has been documented in monkeys.

TCS-coercion has to do with making choices. So it requires free will. Are you 
saying that monkeys have free will or maybe we're talking about different 
things.

Monkeys make choices.

Do you think video game characters make choices?

No.

Free will means making choices that are not what (modern day, pre-AI) video 
game characters do.

Free will means making choices in the absence of constraints.  I am
not exercising free will if I make a choice with a gun to my head, but



I am exercising free will of sorts if I make the same choice without
the threat of violence.  Similarly, animals can be constrained from
expressing their preferences.  I agree there is a difference between
humans and animals, but it is a difference in degree, not in kind.

I've read a little about cognitive dissonance and the ideas surrounding it are 
very different than TCS ideas.

In what way?

If scientists do
the right experiments, they may find cognitive dissonance in other
kinds of animals as well.

But even if it turns out that some animals don’t suffer from TCS-
coercion, that doesn’t mean they cannot suffer from other causes, such
as anxiety or physical pain.

Sometimes people have physical pain and do not suffer.

I agree.  That’s what happens, for example, when people are treated
with ketamine.

Other times they have physical pain and do suffer.

What's the difference? TCS-coercion. Or in other words: if they are in 
physical pain and *don't want to be*, then they suffer. That second 
component is both what makes it TCS-coercion and suffering.

Suppose a mother enters a burning building to save her child and
receives third-degree burns over much of her body.  She feels she has
freely chosen her action and, if the need arose, would do it again
without hesitation.  After the shock wears off, do you think she would
not suffer from the pain of her burns?

It depends on her state of mind, which is the point.

It's hard to control your state of mind to be perfectly rational or never suffer or 



whatever. Most such mothers would suffer some. They would have mixed, 
conflicted feelings/ideas on the matter.

I think it’s usually a bad idea to make absolute statements, but I’m
going to go out on a limb on this one.  No one has ever had extensive
third degree burns, and survived, without suffering from pain,
regardless of how rational they might be.

Anxiety refers to an unwanted state, so always refers to TCS-coercion.

Animals sometimes have anxiety, so by your definition, they must
sometimes be affected by TCS-coercion.

I don't agree that animals have the same anxiety that humans have.

Not the same, but similar.

Your method of judging these things, as I understand it, involves a significant 
component of looking for outward similarities. These are not reliable guides to 
mental states.

What do you mean by outward?  The similarities are not only
behavioral; they also involve neuroanatomy, neurophysiology,
endocrinology.

But if by outward you mean outside the subjective experience of the
animal, I agree that we can never see the animal from its own point of
view.  Thomas Nagel made that point clearly in “What Is It Like to Be
a Bat?”

We can, however, learn about animal minds by studying their outward
manifestations, just as astrophysicists can learn about the reactions
at the center of the sun even though no one has ever visited the
center of the sun.

So it turns out there are no types of suffering that isn't TCS-coercion.

Video game characters could be programmed to display the outward signs
of TCS-coercion in response to the types of situations that cause TCS-



coercion in humans.  If we adhere to the principle that we cannot have
any access to the subjective states of non-humans, then we cannot rule
out the possibility that TCS-coercion causes suffering in video game
characters.

I don't think "we cannot rule out X" is a good criterion for believing X. Do you?

No I don’t.  That’s exactly the point I’m trying to make.  According
to the philosophy described in BoI, all we can say about the
proposition that animals are incapable of suffering is that we cannot
rule it out.

As fallible entities, we cannot ever totally rule anything out.

As Descartes explained, I can totally rule out my own nonexistence.

No, he was wrong, and fallibilism refutes him!

He didn't offer a way out of fallibilism, he just offered a proposition that we don't 
today know any refutation of. But in the future maybe we'll think of one. That 
could happen.

I know he gave arguments that it can't happen because of logic, but maybe 
we're mistaken about logic. We might discover that in the future, too.

People have been really damn sure of stuff before and then later we find out it's 
wrong. It happens. He didn't do anything to make that impossible.

If I think of a refutation of Descartes’ dictum, there has to be
someone to think of the refutation.

As to animal suffering, what we can do is figure out the single best explanation 
(the one we have no criticism of) and act on that.

Since animals can be fully explained as having Turing machine brains running 
software to control their behavior, but not having AI (or really just plain 
Intelligence), the best explanation is that this is what's going on. It's something 
we all agree animals have and it governs at least a lot of their behavior, and it 
can account for it all, so why not just guess that it does account for it all?



As to rival theories, the ones that attribute intelligence face major problems, 
e.g.:

Intelligence is universal knowledge creation but animals don't do that, they are 
something less than humans. And due to the jump to universality, the next step 
down isn't 50% intelligent but unintelligent -- the next step down from what they 
don't have is the guess above that they are just Turning machine brains running 
computations using genetic knowledge.

My questions about and criticisms of your conjecture:

1) Can you give an example in which a Turing machine model has
successfully explained an animal’s behavior?  I doubt that it’s been
done.

2) But if it is possible to use a Turing machine model to explain
animal behavior right up to the emergence of human intelligence, I see
no reason in principle that a Turing machine model couldn’t also
explain human intelligence.

3) What evidence is there that animal behavior can be reduced to a
genetic algorithm?  Almost nothing that happens in living organisms
can be explained by genetics alone.

4)  I agree that humans took a big leap in cognitive ability in a
short span of evolutionary time.  But intelligence was not created de
novo when modern humans emerged.  Many of our cognitive abilities have
precursors in animals and in our hominid ancestors.

5) The link between cognition and consciousness is not as strong as
you suggest.  There is no reason to believe that basic levels of
consciousness and basic emotions like fear require higher-order
cognitive abilities.

An alternative explanation is that the mammalian brain evolved to a
large extent by addition.  Some areas evolved more or less rapidly,
and some areas were reorganized or repurposed.  But there is a core
mammalian brain that has been largely retained from our non-human
ancestors.  These primitive areas appear to be necessary and



sufficient to produce primitive forms of consciousness and emotion,
while newer areas have more to do with advanced language, abstract
reasoning, and moral decision-making – skills that are
quintessentially human.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Fields, Expertise (was: Learning; Morality of Animals)
Date: March 29, 2012 at 3:50 AM

On Mar 29, 12:36 am, Elliot Temple <c...@curi.us> wrote:
On Mar 23, 2012, at 7:01 PM, Steve Push wrote:

On Mar 23, 9:11 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 23, 2012, at 6:02 PM, Steve Push wrote:

Several of the statements above contradict positions taken by David in
BoI and this forum.

David has clearly stated that he believes there is no induction and
that the process of scientific discovery is Popperian, even if the
scientists involved think they are using induction.  If that is true,
Popper’s work is descriptive, not normative, and it makes no
difference what a scientist’s epistemological views are.

That doesn't follow and is not what David believes.

Scientists sometimes do the right thing while having the wrong epistemology. 
Correct so far.

And if they succeed we can infer that they did something which could 
possibly succeed, which means some Popperian stuff.

But a lot of times they mess up and don't make progress and fail. They don't 
discover anything and waste their time. You can do that in a non-Popperian 
way! If they know the right methods they can do those methods a lot more 
consistently and make progress more reliably and also they can sometimes 
use that explicit knowledge to help correct some errors.

The position stated in BoI and in this forum is not that induction is
unreliable or misleading; it is that induction is impossible,
nonexistent.  So if scientists are messing up, it cannot be because
they have wrong ideas about something they cannot possibly be doing.

Being confused about what to do -- and how to evaluate statements about 



methods -- can contribute to mistakes.

David has also made his views on reductionism and emergent properties
clear.  So while biologists need to know physics to avoid theories
that are incompatible with physical laws, biology cannot be reduced to
physics.

Right, I agree. That doesn't contradict physics being a field with a lot of reach.

Physics has reach in the sense that biology is actually a branch of
physics.  By physics in the narrower sense of what people called
"physicists" study has little bearing on understanding the emergent
properties of biology and other fields.

Physics has reach in the sense that mistakes in physics can render one's 
conclusions false in many, many other subjects -- one's ideas in other fields 
usually depend on some ideas about physics.

However, the amount of physics with that much reach is limited. Quantum 
physics is usually not relevant. It's usually more basic stuff which people take for 
granted and usually get right (when they aren't superstitious or mystical or 
"spiritual" or something).

And as I explained in an earlier message, David’s view on qualia in
animals is agnostic, while others in this forum claim to have
determined that animals don’t have qualia.

That's going a bit far. I've talked to David at length about qualia and he's 
rather more opinionated than agnostic.

Anyway are you trying to say I'm contradicting him by not being agnostic 
enough? I don't think he's said everyone ought to be agnostic about it. I don't 
recall him objecting to people taking positions. In general, taking positions -- 
even bold ones -- is an important part of making progress that makes it easier 
for one's ideas to be criticized.

If you believe, as David does, that science has “no access to this
issue,” such positions are nothing more than idle speculation.



No. You're assuming that all non-science is idle speculation. That's a wildly 
different approach than David and Popper take: they believe philosophy (non-
science) is valuable and important and meaningful.

David's point is closer to the opposite of how you took it: in this area, all 
scientific speculation is irrelevant, bad and scientism, while philosophical 
speculation is the proper, reasonable approach.

Your “philosophical” speculation is replete with factual claims:
Animals have Turing machine brains, they lack intelligence, they have
no preferences.  If “all scientific speculation is irrelevant, bad and
scientism,” those claims are too.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] is global warming bad?
Date: March 29, 2012 at 12:14 PM

making the globe warmer could be good. why do people assume it's bad?

the current environment wasn't specifically designed for us, as BoI explains.

human civilization is more constrained by cold than heat. we live at the equator 
but not the poles.

if the globe warms up a bit, that will increase habitable land. isn't that, prima facie, 
good?

there's only one reason that, *prima facie*, global warming would be bad: 
transition costs.

if it happened overnight, it'd do harm. why? because we're organized/adapted for 
the current temperatures.

but if we have a century to make changes, how big are transition costs? they 
could easily be lower than the positive gain from increased land area in good 
temperature ranges. as well as lower than the costs of Kyoto and other plans.

farmers will change around their crops between then and now whether the 
temperature changes or not. they have to do that anyway, now and then. so how 
expensive is it, really, for them to get a new kind of seed for slightly warmer 
climates?

business isn't static. there's always transitions to be made. a small one with lots 
of advanced warning shouldn't be that big a deal.

what are people so worried about? ocean levels rising? how much land loss does 
that cause compared to how much we gain from higher temperatures? how 
expensive is building some walls? might it create some new beaches and other 
positive things? are there places where the water is too shallow and this will 
help?

-- Elliot Temple



http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] is global warming bad?
Date: March 29, 2012 at 1:00 PM

On 29 Mar 2012, at 17:14, Elliot Temple <curi@curi.us> wrote:

the current environment wasn't specifically designed for us, as BoI explains.

human civilization is more constrained by cold than heat. we live at the equator 
but not the poles.

if the globe warms up a bit, that will increase habitable land. isn't that, prima 
facie, good?

Prima facie it is, but I'm not sure that it would be a net increase in
habitable land;, because I don't think the temperature increase is
evenly distributed across the whole planet.

Because the warming effect is due to extra radiation bounces, rather
than extra input radiation, then the heat increase must be a function
of the amount of input radiation. Some of the heat is distributed into
an ambient/global/average term, but I think that's small compared to
the effect of local radiation.

So places like the equator would get a much bigger temperature
increase than places like the poles, potentially rendering them as
uninhabitable as the surface of the oceans.

We can learn to live in those places (just as we can learn to live on
the surface of the oceans) but it takes knowledge and resources to do.

there's only one reason that, *prima facie*, global warming would be bad: 
transition costs.

if it happened overnight, it'd do harm. why? because we're organized/adapted 
for the current temperatures.

but if we have a century to make changes, how big are transition costs? they 
could easily be lower than the positive gain from increased land area in good 
temperature ranges. as well as lower than the costs of Kyoto and other plans.



Isn't there a knowledge cost too - i.e. new things that need to be
discovered/invented in order to make the transition? For example, a
home air-conditioning unit can drop the ambient temperature by 10-20
degrees, but larger drops require industrial units that are big,
noisy, and expensive.

We can't predict when that knowledge will be created, so we can try to
buy time by slowing the rate of climate change until we have the
knowledge in the bag. (The price of that time may be
disproportionately high, though).

This is a case of solving a problem under time pressure. Buying time
is one strategy. Another is to make fewer demands on the solution -
maybe we should all just change our preferences to be OK with having
noisy industrial air conditioners in our houses?

farmers will change around their crops between then and now whether the 
temperature changes or not. they have to do that anyway, now and then. so how 
expensive is it, really, for them to get a new kind of seed for slightly warmer 
climates?

business isn't static. there's always transitions to be made. a small one with lots 
of advanced warning shouldn't be that big a deal.

In general, I agree; there has been far too much focus on blaming
people for climate change, and on trying to halt it, and not enough on
finding ways to adapt to it. Adapting human life to higher-temperature
environments seems to have more reach, too - useful if we wanted to
colonise Mars, for example.

what are people so worried about?

I think part of what they're worried about is that this is a change to
something that will affect a great many systems on the planet, so
there is a higher potential for unexpected problems to emerge.

how expensive is building some walls?

Well, the Dutch intend to spend $144bn on their walls over the next 190 years:



http://en.wikipedia.org/wiki/Delta_Works

I couldn't find figures on how much they spend on maintaining their
existing walls.

Walls break sometimes (like in New Orleans). Isn't it better to not need them?

- Richard

-- 

http://en.wikipedia.org/wiki/Delta_Works


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fields, Expertise
Date: March 29, 2012 at 1:12 PM

On Mar 29, 2012, at 12:50 AM, Steve Push wrote:

Your “philosophical” speculation is replete with factual claims:
Animals have Turing machine brains, they lack intelligence, they have
no preferences.  If “all scientific speculation is irrelevant, bad and
scientism,” those claims are too.

I think you mixed up qualia with other topics.

Do you believe animal brains aren't Turing complete computers? What are they?

Issues like figuring whether animals have preferences or intelligence only require 
basic, uncontroversial background knowledge of factual issues. The issue is all 
about philosophy.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] is global warming bad?
Date: March 29, 2012 at 2:02 PM

On Mar 29, 2012 11:14 AM, "Elliot Temple" <curi@curi.us> wrote:

making the globe warmer could be good. why do people assume it's bad?

the current environment wasn't specifically designed for us, as BoI explains.

human civilization is more constrained by cold than heat. we live at the equator 
but not the poles.

if the globe warms up a bit, that will increase habitable land. isn't that, prima 
facie, good?

But you're missing the idea that the temperature increase is not equal
across space and time. An increase in average temperature can cause
dry places to get drier, wet places to get wetter, wet places to
become dry, dry places to become wet, etc. The point is that localized
weather could change dramatically to the point that extreme whether
happens more frequently. So that means more tornadoes, hurricanes,
floods, etc.

Another problem is that the ocean current belt system [thermohaline
circulation] could change. Currently the ocean currents move warm
water to cold areas thus acting as a heat circulatory system like we
use in car engines. This makes the cold places warmer and the warm
places cooler. It has been conjectured that a sufficient increase in
average global temperature could cause the belt to slowdown or even
shutdown. This would have the effect of causing the cold places to not
be warmed by warm water and the warm places to not be cooled by the
cold water, i.e. more extreme localized climates.

A belt system shutdown could mean [lets call this my guess] a major
ice age where the polar ice caps would grow so huge covering half of
America and Europe so these places would have a Siberian climate.

Recent studies have shown that a belt shutdown would require at least
an order of magnitude more of an increase in global temperature than



originally conjectured; so they say that such an event is at least a
hundred years away.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Rules Of Thumb vs Rules
Date: March 29, 2012 at 2:23 PM

*Rules of thumb* are used by humans and other animals; they are a specific
case of *rules*. *Rules* are ways of behaving in certain categories of
situation.

This begs the question, "What are rules that are not rules of thumb?", or
in other words, "What property do rules of thumb have that warrant using
the qualifier *of  thumb*?" The answer is that rules of thumb lack
explanations that explain the whys and hows to apply them in certain
situations.

Why are explanations important? Because without them, we can not know which
rules to apply to which specific situations without first experiencing
those specific situations; this is trial and error. With rules of thumb, we
have to resort to aimlessly trying a rule in a situation, and if we like
the outcome, then we remember to use that rule of thumb again in the same
situations in the future. But what if we're presented with a new type of
situation? How do we know what rules to apply? This is where explanations
come in handy.

With explanations, our rules have logic explaining them allowing us to
figure out which rules should apply to which situations, even if those
situations are ones we've never experienced before. With explanations our
rules are far more useful because we can use reason to figure out what to
do before doing it. But with rules of thumb we have to resort to trial and
error which inherently means doing things randomly with lots more errors.

Explanations are what separates us from the other animals. We use *logical
rules* where other animals use *rules of thumb*.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] fallibleideas.com/emotions
Date: March 29, 2012 at 5:59 PM

On Mar 29, 2012 1:48 AM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 28, 2012, at 5:33 PM, Rami Rustom wrote:

I'm confused about the last paragraph of fallibleideas.com/emotions

None of this is disrespectful to emotions. It doesn't assume they are
all wrong, or worthless, or don't contain knowledge.

I don't see how emotions could contain knowledge. I think that an
emotion can be caused by a thought, and the thought is an idea. Do you
mean that an emotion is evidence of a thought?

Maybe someone is in a relationship and their partner does something and they 
feel bad. Maybe they even feel jealous.

Jealousy is irrational. If person A doesn't trust person B, then A
should end the relationship with B. Viola.

But first person A should address the reasons for the distrust. If he
can't come up with reasons, then the emotion is based in a gut feeling
that she is cheating on him, i.e. inexplicit knowledge. He should
confront her directly about this. And if he isn't able to control his
jealous emotions, then he should consider if his own ideas are the
problem, like maybe he had previous relationships with similar
problems. In this case, I think person B should dump A.

Lots of people figure out indirect ways to find out if she is cheating
by performing tests like getting strangers to hit on her or something.
I think this is bad. I rather dump her. Its less work. Although I've
never been jealous.

Either way, the jealousy should end almost immediately.

And they can't explain why what the partner did is bad very well. They don't 
have good arguments.



But the emotion might be right. Maybe it really is bad. Emotions aren't random 
or always wrong. Some of them sometimes have a bit of wisdom in them.

Yes he might have seen her react a certain way to another guy and his
mind has inexplicit knowledge about these things based on past
experience so he may be right about what it means but he can't explain
it.

Sometimes people emotionally think something is bad but hear some intellectual 
arguments that it's good which seem true to them. But they still emotionally think 
it's bad. They're conflicted. Sometimes the emotion is right. Just ignoring the 
emotion is often a bad approach.

Hmm. Is confusion an emotion? I've been saying that I pay attention to
the feeling I get when I'm confused. This is an emotion, right?

Edmund Burke talks about this stuff some in his defense of "prejudice" in 
Reflections on the Revolution in France.

It's the same sort of approach one should take to ideas in general:
criticize their flaws, conjecture ways to improve them, and gradually
move forward. Sometimes people go wrong by trying to ignore their
emotions without replacing them.

This is bad. I used to do it. It was my way of getting rid of the
emotion. It doesn't work well at all.

People sometimes do the same thing
with ideas. This doesn't work because we have ideas and emotions for a
reason. They solve some problem. At the least, a certain emotional
reaction gives guidance about what to do in a certain category of
situation.

Huh? What sort of guidance?



E.g. to oppose something that you emotionally dislike.

Or to abort something scary and leave/avoid that situation.

Or to not let your boyfriend spend time with that other girl.

Or to go out of your way to help your kid who is hurting instead of continuing 
watching TV.

If something makes you happy that guides you to do it more. Sad, the reverse.

Ah. If I'm happy while doing something then I prefer to do it; if sad
then prefer not to do it.

If I see my kid bump her head and its bleeding now. I could freak out
and scream out of irrational fear. Or I can wait to check out the
situation and even if its really bad, I shouldn't freak out and scream
because the child will be scared too. So its better to be calm and
take her to the hospital. Freaking out makes its harder to think about
the correct thing to do.

So why do I need an emotion to guide me to be concerned about my
child's bleeding head? I don't. I just need reason. Right?

What other emotional reactions can be used as guidance in certain
categories of situation?

I wasn't saying we need emotion to guide us. I was saying emotions do have 
guidance so you need to replace an emotional way of life with better knowledge 
and better ideas instead of just getting rid of the emotions.

Note that we don't have time to think every decision through fully. We need to 
have shortcuts, life policies, rules of thumb, guidelines and so on. We can make 
these ourselves, adjust them to our satisfaction, watch out for problems with 
them, and adjust them further ask needed. They can be rational, intelligent, and 
good.

We need to automate some of our life because we have limited attention. 
Emotions are a step in this direction in that they help one make some decisions 



and get some guidance without taking much conscious attention to figure out 
what's going on. But, in some respects, emotions are a pretty crude way to do 
this. It's possible to do better.

So far I see happy and sad and useful emotions because they tell us
what we prefer and don't prefer.

These are the ones I think are useful: happy/sad, curiosity/boredom,
disgust, what else?

These are the ones I think are not useful: jealousy, fear, anger,
worry, embarrassment, frustration, guilt, hope, pride, regret, shame,
what else?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Hating people vs hating ideas
Date: March 29, 2012 at 6:07 PM

On Mar 28, 2012 11:35 PM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 25, 2012, at 5:27 PM, Rami Rustom wrote:

I know that hating a person [or group of people] is
other-people-oriented, and so its irrational.

But what about hating an idea? Like Islam. Is that irrational?

What's the meaning of "hating" as opposed to things like

- disagreeing with

Yes

- thinking will do harm in general

Yes

- thinking will hurt you personally

Yes

- thinking people often hold irrationally

Huh?

- thinking has lots of large mistakes

I don't understand the question.



If hating means getting emotional, I don't see the wisdom in that.

Me too.

The problem that I see is that hating an idea causes a strong negative
emotion, which can have the effect of making the subject

No, it doesn't *make* the subject, he has free will and responsibility.

From Rami Rustom's followup email, "In effect, they are allowing their emotions 
to infect their thoughts, which temporarily decreases their capacity to create 
persuasive arguments." is the same sort of mistake.

I'm not clear on this. I said "are allowing" so I was saying that the
subject "chooses" to let his emotions infect his thoughts.

irrational
while thinking about the idea. This seriously debilitates the hater's
ability to persuade Muslims. So by this standard, hating an idea is
irrational.

So how do I persuade an ex-muslim not hate Islam?

How do I persuade somebody that idea hating is irrational?

Start by saying "is a mistake" instead of "is irrational". They aren't synonyms.

So hating is a mistake and its irrational.

Hating is a mistake in that it doesn't solve a problem.

Hating is irrational in that the emotion temporarily debilitates the
subject's capacity to think rationally.

-- Rami



-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Homology (was: Learning; Morality of Animals)
Date: March 29, 2012 at 6:45 PM

On Thu, Mar 22, 2012 at 7:42 AM, Steve Push <stephen.push@gmail.com> 
wrote:

For
mammals at least, the argument for animal suffering is based more on
homology than analogy.  According to the argument from homology, we
assume that animals can suffer because the anatomy and physiology that
gives rise to suffering in humans was inherited from a common ancestor
of all mammals and exists in a similar form in all living mammalian
species.

Whether this argument is any good depends on whether its premise or
assumption -- that human suffering arises from anatomy and physiology
-- is any good. Right?



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] fallibleideas.com/emotions
Date: March 29, 2012 at 6:47 PM

On 29 Mar 2012, at 22:59, Rami Rustom wrote:

On Mar 29, 2012 1:48 AM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 28, 2012, at 5:33 PM, Rami Rustom wrote:

I'm confused about the last paragraph of fallibleideas.com/emotions

None of this is disrespectful to emotions. It doesn't assume they are
all wrong, or worthless, or don't contain knowledge.

I don't see how emotions could contain knowledge. I think that an
emotion can be caused by a thought, and the thought is an idea. Do you
mean that an emotion is evidence of a thought?

Maybe someone is in a relationship and their partner does something and they 
feel bad. Maybe they even feel jealous.

Jealousy is irrational. If person A doesn't trust person B, then A
should end the relationship with B. Viola.

But first person A should address the reasons for the distrust. If he can't come 
up with reasons, then the emotion is based in a gut feeling
that she is cheating on him, i.e. inexplicit knowledge. He should confront her 
directly about this. And if he isn't able to control his jealous emotions, then he 
should consider if his own ideas are the problem, like maybe he had previous 
relationships with similar problems. In this case, I think person B should dump 
A.

I don't think A should confront B because A could be wrong. This could be part of 
a pattern of irrational memes A has. What A might do is sit down with B and 
explain that he's feeling jealous when B does particular things and he'd like to 
work out why. B might help A solve the problem in a variety of ways, e.g. - by 
pointing that some part of what he's saying doesn't make sense. Or B might say 
that she's banging C and A and B might discuss what is the best way of 
proceeding. If B isn't interested in having the discussion then A knows there are 
some problems that B is not interested in and A can evaluate what he should do 



in the light of that.

There is another issue, which is that A and B might some anti-rational memes 
that fit together, and they might be better off if they can work out what those 
memes are. For example, A might consistently pick slutty women and then act 
aggrieved when they are slutty. B might consistently pick possessive men and 
then piss them off because she likes the thrill of getting away with stuff and also B 
might think that a man doesn't really love her unless he gets angry at her 
infidelity. That might mean that they should get away from one another because 
they're just going to hurt each other because they don't know how to deal with 
their baggage. Or they might be able work out a way to get rid of their bad 
memes and get along because their problems can be interpreted as clues about 
their anti-rational memes.

Lots of people figure out indirect ways to find out if she is cheating
by performing tests like getting strangers to hit on her or something.
I think this is bad. I rather dump her. Its less work. Although I've
never been jealous.

It's bad because A is no longer cooperating with B, he's working against her. If A 
gets to the point of actually doing this sort of thing I think he should stop going out 
with B and do some serious thinking about how he ended up in that situation. 
When A does something like this he has become dangerous to B regardless of 
whether he is right or wrong that B is canoodling with somebody else. And what A 
is doing is also bad for A, because it means he doesn't understand that he should 
either cooperate with B or get out.

These are the ones I think are not useful: jealousy, fear, anger,
worry, embarrassment, frustration, guilt, hope, pride, regret, shame,
what else?

I think usefulness or lack thereof of emotions depends on what you do with them. 
You should be interested in figuring out why you're having those emotions and 
fixing any underlying problems that you might have.

Alan



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Free Will
Date: March 29, 2012 at 6:17 PM

Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

Can you account for why some options and not others came into your
mind?



Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

Thanks,

Brett.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] fallibleideas.com/emotions
Date: March 29, 2012 at 6:55 PM

On Thu, Mar 29, 2012 at 5:47 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 29 Mar 2012, at 22:59, Rami Rustom wrote:
On Mar 29, 2012 1:48 AM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 28, 2012, at 5:33 PM, Rami Rustom wrote:

I'm confused about the last paragraph of fallibleideas.com/emotions

None of this is disrespectful to emotions. It doesn't assume they are
all wrong, or worthless, or don't contain knowledge.

I don't see how emotions could contain knowledge. I think that an
emotion can be caused by a thought, and the thought is an idea. Do you
mean that an emotion is evidence of a thought?

Maybe someone is in a relationship and their partner does something and 
they feel bad. Maybe they even feel jealous.

Jealousy is irrational. If person A doesn't trust person B, then A
should end the relationship with B. Viola.

But first person A should address the reasons for the distrust. If he can't come 
up with reasons, then the emotion is based in a gut feeling
that she is cheating on him, i.e. inexplicit knowledge. He should confront her 
directly about this. And if he isn't able to control his jealous emotions, then he 
should consider if his own ideas are the problem, like maybe he had previous 
relationships with similar problems. In this case, I think person B should dump 
A.

I don't think A should confront B because A could be wrong. This could be part 
of a pattern of irrational memes A has. What A might do is sit down with B and 
explain that he's feeling jealous when B does particular things and he'd like to 
work out why. B might help A solve the problem in a variety of ways, e.g. - by 
pointing that some part of what he's saying doesn't make sense. Or B might say 
that she's banging C and A and B might discuss what is the best way of 
proceeding. If B isn't interested in having the discussion then A knows there are 



some problems that B is not interested in and A can evaluate what he should do 
in the light of that.

All the stuff you said *is* a confrontation. Its A and B talking about
the problem that A is jealous.

There is another issue, which is that A and B might some anti-rational memes 
that fit together, and they might be better off if they can work out what those 
memes are. For example, A might consistently pick slutty women and then act 
aggrieved when they are slutty. B might consistently pick possessive men and 
then piss them off because she likes the thrill of getting away with stuff and also 
B might think that a man doesn't really love her unless he gets angry at her 
infidelity. That might mean that they should get away from one another because 
they're just going to hurt each other because they don't know how to deal with 
their baggage. Or they might be able work out a way to get rid of their bad 
memes and get along because their problems can be interpreted as clues about 
their anti-rational memes.

Lots of people figure out indirect ways to find out if she is cheating
by performing tests like getting strangers to hit on her or something.
I think this is bad. I rather dump her. Its less work. Although I've
never been jealous.

It's bad because A is no longer cooperating with B, he's working against her. If A 
gets to the point of actually doing this sort of thing I think he should stop going 
out with B and do some serious thinking about how he ended up in that 
situation. When A does something like this he has become dangerous to B 
regardless of whether he is right or wrong that B is canoodling with somebody 
else. And what A is doing is also bad for A, because it means he doesn't 
understand that he should either cooperate with B or get out.

These are the ones I think are not useful: jealousy, fear, anger,
worry, embarrassment, frustration, guilt, hope, pride, regret, shame,
what else?

I think usefulness or lack thereof of emotions depends on what you do with 
them. You should be interested in figuring out why you're having those emotions 
and fixing any underlying problems that you might have.



I see so thats what Elliot meant about emotions containing knowledge.
We should reflect on all our emotions and figure out why we're having
them, i.e. figure out the knowledge contained within them. These
negative emotions are indications that we might have bad ideas and so
by reflecting on them we can fix them. The alternative is to avoid
dealing with these negative emotions which is bad because we don't
learn about the underlying problems.

-- Rami



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Free Will
Date: March 29, 2012 at 7:42 PM

On Mar 29, 2012, at 3:17 PM, Brett Hall wrote:

Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

The idea of free will explains a lot. People have bad habits, then learn and 
choose to change them. Drunks become sober, pessimists become optimists, 
socialists become Objectivists.

You don't need 100% knowledge of your ideas in order to think about, criticize, 
and improve them. Doing so is free will in action.

I also think its bad to focus on free will in trivial contexts like coffee/tea or celebrity 
names. This approach seems focused on trying to "solve" a perceived problem of 
free will that grows out of the reductionism of the people proposing such thought 
experiments.

Instead ask yourself, does the idea of taking free will seriously:

1. Provide the best way of understanding how humans act?
(I seem to remember DD, I think maybe it was in FoR (could be wrong), having 
an example of trying to explain the presence of a copper atom at the tip of a 
statute of Winston Churchill's nose through physics, and how you couldn't really 
do it through just physics-- to *really* understand the statute you needed 
knowledge of history, politics, civilizations, moral theories, war, etc.

And you can't really explain humans in general without taking seriously the idea 



that they are acting agents with ideas  that can change -- genetics and such 
certainly won't get you there!)

2. Vastly improve the lives of human beings, and encourage them to take 
responsibility and improve themselves?

3. Solve important moral problems in various fields? (i.e. we think people have 
personal responsibility and so, when they commit harmful actions, they should be 
responsible for paying compensation to others)

-JM



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Homology (was: Learning; Morality of Animals)
Date: March 30, 2012 at 1:31 PM

On Thu, Mar 29, 2012 at 5:45 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Thu, Mar 22, 2012 at 7:42 AM, Steve Push <stephen.push@gmail.com> 
wrote:

For
mammals at least, the argument for animal suffering is based more on
homology than analogy.  According to the argument from homology, we
assume that animals can suffer because the anatomy and physiology that
gives rise to suffering in humans was inherited from a common ancestor
of all mammals and exists in a similar form in all living mammalian
species.

Whether this argument is any good depends on whether its premise or
assumption -- that human suffering arises from anatomy and physiology
-- is any good. Right?

I think you're right.

But, human brains in fact do not share the same anatomy [that gives
rise to suffering] as other animal brains [right?], so the point is
irrelevant.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Free Will
Date: March 30, 2012 at 1:54 PM

On Thu, Mar 29, 2012 at 6:42 PM, Justin Mallone <justinceo@gmail.com> wrote:
On Mar 29, 2012, at 3:17 PM, Brett Hall wrote:

Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

The idea of free will explains a lot. People have bad habits, then learn and 
choose to change them. Drunks become sober, pessimists become optimists, 
socialists become Objectivists.

You don't need 100% knowledge of your ideas in order to think about, criticize, 
and improve them. Doing so is free will in action.

I also think its bad to focus on free will in trivial contexts like coffee/tea or 
celebrity names. This approach seems focused on trying to "solve" a perceived 
problem of free will that grows out of the reductionism of the people proposing 
such thought experiments.

Instead ask yourself, does the idea of taking free will seriously:

1. Provide the best way of understanding how humans act?
(I seem to remember DD, I think maybe it was in FoR (could be wrong), having 
an example of trying to explain the presence of a copper atom at the tip of a 
statute of Winston Churchill's nose through physics, and how you couldn't really 
do it through just physics-- to *really* understand the statute you needed 
knowledge of history, politics, civilizations, moral theories, war, etc.



And you can't really explain humans in general without taking seriously the idea 
that they are acting agents with ideas  that can change -- genetics and such 
certainly won't get you there!)

2. Vastly improve the lives of human beings, and encourage them to take 
responsibility and improve themselves?

3. Solve important moral problems in various fields? (i.e. we think people have 
personal responsibility and so, when they commit harmful actions, they should 
be responsible for paying compensation to others)

I'd like to give another account of why 'Free Will' is true, contrary
to what Sam Harris says.

The mind is two parts, the unconscious and the conscious. The
conscious has no direct control of the unconscious, but it does have
indirect control. Sam Harris believes that because the conscious has
no direct control of the unconscious, free will is an illusion.

The unconscious/conscious model of the mind is analogous to a company.
The employees are the unconscious while the boss is the conscious. The
boss has no direct control over his employees, but he does have
indirect control. He can train them. He can replace them with better
employees.

Consider that another company's boss B talks to this company's boss A.
They make an agreement to do business together. Lets say that boss B's
employees mess up and break the agreement. Boss B talks to boss A to
try to solve the problem. What can boss B do? There are 2 options:

(1) He can think about the problem and conjecture way to solve it.
Those ways might include retraining, or a new type of training, or a
new computer system, or fire that employee, or whatever.

OR

(2) He could say, "Hey I don't have any control of my employees,
you're just going to have to accept that this problem exists and won't
go away."



If boss B chooses option (2), then the problem will continue surfacing
and will never be solved. But if boss B chooses option (1), the
problem may surface some more times, but eventually he'll be able to
solve it. It might take days, or weeks, or months, or years, but it
will happen. The only reason that it doesn't happen is if the boss is
not a good problem solver, i.e. he has bad epistemology.

Notice that option (2) is responsibility denial. And that it assumes
that free will doesn't exist.

Option (1) says that free will exists. The bosses are like the
conscious part of the minds of two people, while the employees are the
unconscious part of the minds of those people.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: [BoI] changing opinions about science
Date: March 30, 2012 at 2:21 PM

http://daringfireball.net/linked/2012/03/29/conservatives-science

Gruber writes:

Alan Boyle, MSNBC.com’s Cosmic Log:

An analysis of 36 years’ worth of polling data indicates that confidence in 
science as an institution has steadily declined among Americans who consider 
themselves conservatives, while confidence levels have been at steadier 
levels for other ideological groups.

No other trend has done more harm to the U.S. than this one.

Maybe it's because of all the scientism which usually has a strong lefty bias.

It's reasonable not to be confident in a lot of the left wing propaganda calling itself 
science.

BoI talks about some of this pseudo-science. I wonder if Gruber thinks that BoI is 
super unreasonable? Or is David Deutsch permitted by Gruber to doubt lefty 
scientism but American Christian Republicans aren't?

If you want science to be respected, do/promote only respectable science and 
criticize  the propaganda masquerading as science which puts some people off 
"science" when they think that really is part of science.

-- Elliot Temple
http://fallibleideas.com/

http://daringfireball.net/linked/2012/03/29/conservatives-science
http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] changing opinions about science
Date: March 30, 2012 at 2:39 PM

On 30 Mar 2012, at 7:21pm, Elliot Temple wrote:

http://daringfireball.net/linked/2012/03/29/conservatives-science

Gruber writes:

Alan Boyle, MSNBC.com’s Cosmic Log:

An analysis of 36 years’ worth of polling data indicates that confidence in 
science as an institution has steadily declined among Americans who 
consider themselves conservatives, while confidence levels have been at 
steadier levels for other ideological groups.

No other trend has done more harm to the U.S. than this one.

Maybe it's because of all the scientism which usually has a strong lefty bias.

It's reasonable not to be confident in a lot of the left wing propaganda calling 
itself science.

BoI talks about some of this pseudo-science. I wonder if Gruber thinks that BoI 
is super unreasonable? Or is David Deutsch permitted by Gruber to doubt lefty 
scientism but American Christian Republicans aren't?

If you want science to be respected, do/promote only respectable science and 
criticize  the propaganda masquerading as science which puts some people off 
"science" when they think that really is part of science.

Unfortunately I can't recall ever seeing a commentator from the left *or* right 
responding to a scientistic study that purports to support their political or moral 
position by saying: "I'm sure the conclusion is true, but that study has no bearing 
on whether it is true or false".

-- David Deutsch

http://daringfireball.net/linked/2012/03/29/conservatives-science


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] changing opinions about science
Date: March 30, 2012 at 2:48 PM

On Mar 30, 2012, at 11:39 AM, David Deutsch wrote:

On 30 Mar 2012, at 7:21pm, Elliot Temple wrote:

http://daringfireball.net/linked/2012/03/29/conservatives-science

Gruber writes:

Alan Boyle, MSNBC.com’s Cosmic Log:

An analysis of 36 years’ worth of polling data indicates that confidence in 
science as an institution has steadily declined among Americans who 
consider themselves conservatives, while confidence levels have been at 
steadier levels for other ideological groups.

No other trend has done more harm to the U.S. than this one.

Maybe it's because of all the scientism which usually has a strong lefty bias.

It's reasonable not to be confident in a lot of the left wing propaganda calling 
itself science.

BoI talks about some of this pseudo-science. I wonder if Gruber thinks that BoI 
is super unreasonable? Or is David Deutsch permitted by Gruber to doubt lefty 
scientism but American Christian Republicans aren't?

If you want science to be respected, do/promote only respectable science and 
criticize  the propaganda masquerading as science which puts some people off 
"science" when they think that really is part of science.

Unfortunately I can't recall ever seeing a commentator from the left *or* right 
responding to a scientistic study that purports to support their political or moral 
position by saying: "I'm sure the conclusion is true, but that study has no bearing 
on whether it is true or false".

http://daringfireball.net/linked/2012/03/29/conservatives-science


You mean a political commentator?

I've seen it before. If I recall correctly, you've done it (regarding a pro video game 
scientistic study on TCS list).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Directing Creativity
Date: March 30, 2012 at 8:37 PM

On Sun, Jan 1, 2012 at 7:26 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 1, 9:19 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir...@gmail.com> wrote:
On Nov 19, 10:27 pm, Elliot Temple <c...@curi.us> wrote:

Consider vegetables. There is a truth of the matter about the attitude to 
eating. It's in everyone's interest to figure out this truth and use it to help 
them make better decisions. People should cooperate.

When food goes wrong, it's often because the parents are not using their 
creativity to solve the problem by finding out what the truth is and doing that. 
They have a different idea of what the problem is. They are trying to solve a 
different problem than the child is, and that's why they can't agree.

The problem the parent is trying to solve is: "How do I make my child eat 
vegetables?"

I'd like to give two solutions; my way and the way that most others
that I know do it. Two friends of mine whom have children a bit older
than mine gave up on the vegetables altogether and give their children
chicken nuggets because thats what their children want.

Good.

And they supplement with vitamins.

Is *that* what the children want, too?

Don't know. Didn't ask.

That's bad.

They think that this way is as healthy as



vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

Why? Because of scientism?

Nope. Part of my own theories.

That doesn't answer why.

What I did was to start eating salads in front of my girls and I rave
about how much I love the vegetables;

You lie to them (by actions as well as words) in order to manipulate
them into copying you in living a lifestyle that neither you nor they
prefer?

I get 1.5 lbs of salad (heavy
vegetables not just leaves) for lunch and I am very generous with the
*all natural* sweet dressing.

Natural does not mean good.

Usually it does. And industrialized food usually means bad.

BoI explains that "natural" does not usually mean good. The Earth is
not uniquely suited for humans. Nature constantly kills, and would
kill us too if we didn't use knowledge to thwart nature. Our modern
knowledge -- including modern approaches to food -- are very effective
compared to the more natural eating styles of the past. Life
expectancy is way up, death from starvation way down, death from dirty
low-quality food way down, availability of a wide variety of foods way
up. Today if food spoils at all we can just throw it away, that's so
much better than the past; nature spoils food and makes it unsafe,
it's up to us to do better than nature.

As BoI explains, nature is good at hurting and killing us. It is only
our knowledge that prevents this.



Sure. In the cases where nature does hurt us.

Nature has killed many, many people with food. Food is a case where
nature does hurt us.

And I allowed them to eat from my plate, and they did.

Did you also allow (offer) them alternatives such as eating from a
plate of chicken nuggets, and another of candy, and another of pizza,
and so on? All easily accessible with no hassle or debate?

They eat those sorts of things if they choose to when they are at
parties and family gatherings.

Rather than always.

I don't hassle or debate anything
anymore because my nanny takes care of the food situation and she lets
them eat anything they want. But what they want is usually vegetables
and fruit.

Your non-TCS nanny silenced debate and ended hassle and complaints
without giving in. How?

About 1.5 years into this method and my girls still
prefer salad over other foods. They prefer water over soda or even
fruit juice, because thats what I drink in front of them. *Leading by
example* works better than *leading by words* (is that how its said)?

It's true that merely saying stuff is not the best way to manipulate
or control one's children. It's usually less effective for directing
their lives than methods that use more than words. And it can also can
be less effective for the parent fooling himself into thinking his
kids have consented and even genuinely prefer what's being done to
them.



But the goals here are bad, so being better at achieving them does harm.

Which goals are bad? Showing them that vegetables are good and an
acceptable thing to eat for lunch?

The goal of "showing them that vegetables are good" is a bad goal. It
assumes that vegetables are good.

The goal should be: helping them think for themselves and helping them
eat in the ways they think are good. Not getting them to agree to
parent's views.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Directing Creativity
Date: March 30, 2012 at 9:08 PM

On Fri, Mar 30, 2012 at 7:37 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Sun, Jan 1, 2012 at 7:26 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 1, 9:19 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir...@gmail.com> 
wrote:

On Nov 19, 10:27 pm, Elliot Temple <c...@curi.us> wrote:

Consider vegetables. There is a truth of the matter about the attitude to 
eating. It's in everyone's interest to figure out this truth and use it to help 
them make better decisions. People should cooperate.

When food goes wrong, it's often because the parents are not using their 
creativity to solve the problem by finding out what the truth is and doing 
that. They have a different idea of what the problem is. They are trying to 
solve a different problem than the child is, and that's why they can't agree.

The problem the parent is trying to solve is: "How do I make my child eat 
vegetables?"

I'd like to give two solutions; my way and the way that most others
that I know do it. Two friends of mine whom have children a bit older
than mine gave up on the vegetables altogether and give their children
chicken nuggets because thats what their children want.

Good.

And they supplement with vitamins.

Is *that* what the children want, too?

Don't know. Didn't ask.

That's bad.



Which part is bad? That I didn't ask?[1] Or that I didn't think of the
question to ask?[2]

[1] Well I already get negative reactions from people with the way I
talk so I try not to make it worse. People always say, 'You ask a lot
of questions' and 'You have an answer for everything'. So I learned to
curb my questions and answers around people.

[2] In this specific case, I was focused on something besides the
child's preferences. I hadn't learned TCS yet. Also the child wasn't
present.

They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

Why? Because of scientism?

Nope. Part of my own theories.

That doesn't answer why.

Actually we don't know how bad processed foods are. I explain in
another thread that the toxins ingested from processed foods might not
cause the DNA error generation rate to increase beyond the DNA error
correction rate. So I was applying the precautionary principle.

What I did was to start eating salads in front of my girls and I rave
about how much I love the vegetables;

You lie to them (by actions as well as words) in order to manipulate
them into copying you in living a lifestyle that neither you nor they
prefer?

I get 1.5 lbs of salad (heavy
vegetables not just leaves) for lunch and I am very generous with the



*all natural* sweet dressing.

Natural does not mean good.

Usually it does. And industrialized food usually means bad.

BoI explains that "natural" does not usually mean good. The Earth is
not uniquely suited for humans. Nature constantly kills, and would
kill us too if we didn't use knowledge to thwart nature. Our modern
knowledge -- including modern approaches to food -- are very effective
compared to the more natural eating styles of the past. Life
expectancy is way up, death from starvation way down, death from dirty
low-quality food way down,

I think you're talking about food during an era in our history long
after civilization started where disease was rampant where people
gathered in one place. But before civilization natural food was good.

availability of a wide variety of foods way
up. Today if food spoils at all we can just throw it away, that's so
much better than the past; nature spoils food and makes it unsafe,

Long ago we used salt.

it's up to us to do better than nature.

Agreed.

As BoI explains, nature is good at hurting and killing us. It is only
our knowledge that prevents this.

Sure. In the cases where nature does hurt us.

Nature has killed many, many people with food. Food is a case where
nature does hurt us.



Nothing is coming to mind. What are you thinking of?

And I allowed them to eat from my plate, and they did.

Did you also allow (offer) them alternatives such as eating from a
plate of chicken nuggets, and another of candy, and another of pizza,
and so on? All easily accessible with no hassle or debate?

They eat those sorts of things if they choose to when they are at
parties and family gatherings.

Rather than always.

Ya its all different now. Anything goes. Whats interesting is that
they still like vegetables. They ask for carrots and dressing the
most.

I don't hassle or debate anything
anymore because my nanny takes care of the food situation and she lets
them eat anything they want. But what they want is usually vegetables
and fruit.

Your non-TCS nanny silenced debate and ended hassle and complaints
without giving in. How?

Huh? She gives them what they want. No debate or hassle. With respect
to food, she was TCS before I taught it to her. She even got them the
special plates that they wanted that they purchased together at the
dollar store.

With respect to everything else, there's only a few things that I had
to explain to her to match TCS.

BTW, this is the same lady who is ARR with her husband and she was
never exposed to ARR.



About 1.5 years into this method and my girls still
prefer salad over other foods. They prefer water over soda or even
fruit juice, because thats what I drink in front of them. *Leading by
example* works better than *leading by words* (is that how its said)?

It's true that merely saying stuff is not the best way to manipulate
or control one's children. It's usually less effective for directing
their lives than methods that use more than words. And it can also can
be less effective for the parent fooling himself into thinking his
kids have consented and even genuinely prefer what's being done to
them.

But the goals here are bad, so being better at achieving them does harm.

Which goals are bad? Showing them that vegetables are good and an
acceptable thing to eat for lunch?

The goal of "showing them that vegetables are good" is a bad goal. It
assumes that vegetables are good.

I see.

This is the problem I had that I was trying to solve: I was raised
[like many people] without eating fresh vegetables. Everything was
cooked. As an adult I started to eat fresh vegetables and I liked it
more than cooked. So I didn't want my kids to not have the opportunity
to experience eating fresh vegetables.

The goal should be: helping them think for themselves and helping them
eat in the ways they think are good. Not getting them to agree to
parent's views.

Agreed.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Homology (was: Learning; Morality of Animals)
Date: March 31, 2012 at 3:04 AM

On Mar 30, 1:31 pm, Rami Rustom <romb...@gmail.com> wrote:
On Thu, Mar 29, 2012 at 5:45 PM, Anonymous Person

<unattributedem...@gmail.com> wrote:
On Thu, Mar 22, 2012 at 7:42 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

For
mammals at least, the argument for animal suffering is based more on
homology than analogy.  According to the argument from homology, we
assume that animals can suffer because the anatomy and physiology that
gives rise to suffering in humans was inherited from a common ancestor
of all mammals and exists in a similar form in all living mammalian
species.

Whether this argument is any good depends on whether its premise or
assumption -- that human suffering arises from anatomy and physiology
-- is any good. Right?

I think you're right.

But, human brains in fact do not share the same anatomy [that gives
rise to suffering] as other animal brains [right?], so the point is
irrelevant.

The human brain has some features that animals lack.  Thus there
likely are types of suffering and other experiences that humans have
and animals lack.

But I'm referring to matters such as suffering from, for example,
physical pain due to tissue damage or psychological distress due to an
inability to engage in normal behaviors (e.g., isolation in a social
species).  With regard to those kinds of suffering, please describe
the relevant anatomical differences between human and animal brains.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Homology (was: Learning; Morality of Animals)
Date: March 31, 2012 at 3:04 AM

On Mar 29, 6:45 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Mar 22, 2012 at 7:42 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

For
mammals at least, the argument for animal suffering is based more on
homology than analogy.  According to the argument from homology, we
assume that animals can suffer because the anatomy and physiology that
gives rise to suffering in humans was inherited from a common ancestor
of all mammals and exists in a similar form in all living mammalian
species.

Whether this argument is any good depends on whether its premise or
assumption -- that human suffering arises from anatomy and physiology
-- is any good. Right?

Right.  Unless you believe in an immaterial soul, what else could it
arise from?

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Free Will
Date: March 31, 2012 at 3:48 AM

On Mar 29, 6:17 pm, Brett Hall <brhal...@hotmail.com> wrote:
Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

Can you account for why some options and not others came into your
mind?



Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

Thanks,

In one sense, I agree with Harris.  Just like other aspects of
reality, our behavior is determined by the laws of nature.  Even if



there is an element of indeterminism in nature, that element is random
and thus gives no support for the idea of free will.

But in another sense, we act as if free will exists because that's
what we must do to live in society.  As Justin points out, the concept
of free will is needed to solve moral problems.

For example, if I choose not to steal, that is an act of free will.  I
could, and some others do, make the opposite choice.  But there is
also a deterministic explanation involving my genes, my upbringing,
and the influence of social praise and opprobrium.

I don't see any conflict in believing in free will in the one sense
and rejecting it in the other.

-- Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: March 31, 2012 at 7:52 AM

On Sat, Mar 31, 2012 at 2:48 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 29, 6:17 pm, Brett Hall <brhal...@hotmail.com> wrote:
Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.



Can you account for why some options and not others came into your
mind?

Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

Thanks,



In one sense, I agree with Harris.  Just like other aspects of
reality, our behavior is determined by the laws of nature.  Even if
there is an element of indeterminism in nature, that element is random
and thus gives no support for the idea of free will.

But in another sense, we act as if free will exists because that's
what we must do to live in society.  As Justin points out, the concept
of free will is needed to solve moral problems.

For example, if I choose not to steal, that is an act of free will.  I
could, and some others do, make the opposite choice.  But there is
also a deterministic explanation involving my genes, my upbringing,
and the influence of social praise and opprobrium.

I don't see any conflict in believing in free will in the one sense
and rejecting it in the other.

I think its a *huge* problem. It tells people that they are not
responsible for their choices. And when people deny responsibility for
their mistaken choices, then they can not invoke error correction
methods to prevent that type of mistake in the future. I think this is
the worst learning disability.

-- Rami



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Natural Kinds
Date: March 31, 2012 at 12:49 PM

On Sat, Mar 10, 2012 at 8:37 PM, Steve Push <stephen.push@gmail.com> 
wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.

Where did the scenario specify that?

 It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.

Innovation is not automatically worthy of criticism. You have to
figure out the problem situation. If you're building it for a pond
inside a historical museum, and it's part of an exhibit, *then* you'd
have a criticism on the basis that it's different.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: March 31, 2012 at 12:50 PM

On Thu, Feb 9, 2012 at 1:42 AM, Steve Push <stephen.push@gmail.com> wrote:

here is another example (from Philosophy of Science: A Very Short
Introduction by Samir Okasha, Oxford Univ. Press, 2002):

Geneticists concluded that people with Down's syndrome have an extra
chromosome.  They drew this conclusion after observing the extra
chromosome in a large number of people with Down's syndrome.  Samir
says:  "It is easy to see that this is an inductive inference.  The
fact that the DS sufferers in the sample studied had 47 chromosomes
doesn't prove that all DS sufferers do.  It is possible, though
unlikely, that the sample was an unrepresentative one."

So the steps they followed were something like:

1) think of all types of things that could cause or explain Down's syndrome

2) improve the list with criticism

3) look through their data for patterns fitting their speculative list

4) find one (only one? if it was more that will entail more critical
steps to refute the others)

5) criticize it and any rival ideas, possibly with some testing. For
example they would have wanted to consider if maybe every has 47
chromosomes -- they are relying on pre-existing knowledge about
chromosomes as part of their argument. In this example, I'm guessing
the testing was already done well in advance. In other cases, they
might do new tests.

You believe induction is an observable fact, yet observations always
require interpretation so it's only an "observable fact" in the
context of your way of interpreting, which we have criticized on
points such as vagueness and having no solution to the problem of



confirmation or Hume's problem of induction. If you adopt a Popperian
way of thinking, you'll find induction is no longer an observable
fact, and also those criticisms will no longer apply.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: BoI on Induction
Date: March 31, 2012 at 12:51 PM

On Fri, Feb 10, 2012 at 4:40 AM, Steve Push <stephen.push@gmail.com> wrote:

On Feb 9, 8:49 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 9 Feb 2012, at 15:35, Steve Push <stephen.p...@gmail.com> wrote:

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made mistakes like
overlooking his prior worldview (in the same way you dismissed the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

Introspection and testimony can be unreliable.  But for several
reasons, I believe Chargaff is a credible witness.  We have his
contemporaneous writings, which historians generally regard as more
reliable than recollections made later in life.  Even his later
historical and autobiographical writings seem reliable, because he
makes what a lawyer would call “admissions against interest.”  If he
were going to shade his recollections -- consciously or unconsciously
-- I would expect him to inflate the importance of his own insights.
But he claims no prior knowledge of the relevance of his observations,
even though his work was the foundation for a Nobel Prize awarded to
others.

Suppose that you, Steve Push, made a major scientific breakthrough 10 years 
ago.

And wrote a journal about your thought processes while doing the research.

And then presented it on this list as evidence that induction is possible.

And we said:



Your description of your own thoughts is unreliable: it's biased by
your belief in induction. If we're right that you're making
philosophical mistakes regarding induction, then those very same
mistakes will render your journal evidence flawed because they cause
misinterpretations of what you did and thought.

Would we be right, or do you think we should concede to your
hypothetical journal?



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] fallibleideas.com / Parenting and Fallibility
Date: March 31, 2012 at 5:25 PM

From http://fallibleideas.com/parenting-and-fallibility

Parents, like all people, have mistaken ideas. One their goals, like
all people, should be to discover and correct their mistakes.

Missing the word 'of' in 'One [of] their goals...'.

Parents are in a position to pass on ideas to children. Parents
usually pass on a large number of ideas, some true, and some mistaken.
It's important how they handle this responsibility.

Is it 'usually' or 'every case' [assuming they raised them]?

This passing on of ideas is an opportunity for error correction. If
the child uses his judgment before accepting each idea from the
parent, then he may catch some errors.

Unfortunately, the standard approach of both parents and teachers is
that they want the child to adopt the idea they are teaching,
verbatim. They want the child to "listen" and if he won't accept the
idea than they consider that a failure. For example, schools use tests
which check that the child learned to write the answer the teacher
told him to write. Those tests work out badly children who think for
themselves and sometimes come to different conclusions than their
educator.

Missing the word 'for' in the phrase 'Those tests work out badly [for]
children...'.

By suppressing dissent from children, educators claim to be doing
children a favor. They may be forcing some mistakes on children, but
most of the material they teach is correct, they claim. If they let
children judge for themselves, they might correct a mistake to two,

http://fallibleideas.com/parenting-and-fallibility


but they'd make several hundred new mistakes. By looking at it this
way, educators are saying they have no confidence in their ability to
persuade children even of basic truths. Educators are saying they
can't explain truths so children can understand them and be persuaded.
If educators could explain their ideas well, children would happily
adopt most of them. Whenever a child disagrees with an educator,
either the educator was mistaken or could have communicated the idea
better.

Educators pretend to force ideas on children because they know what
they're talking about. Actually they are intolerant of dissent when
their rational arguments are weakest. Whenever they can persuade
children rationally they do that. It's only when they fail to
rationally persuade that they resort to other approaches.

Some people say that it's great to let children exercise judgment
sometimes, but other times when it's really important, and health,
safety, education, future welfare, politeness, sex, other people,
money or other significant things are at stake, then children
shouldn't be allowed to make mistakes. Those issues, and some others,
are momentous and children should only make their mistakes when
nothing big is at stake. Unfortunately, those areas are so broad that
they include most of life.

A fallibilist knows that even when he feels most sure of himself, he
may be mistaken. Thus, he can't necessarily know which times the
children are mistaken, or not. Sometimes he may be the one who is
mistaken. So even if health or something else important is at stake,
using his own judgment over his child's is no guarantee. It is
irrational to pass judgment in any disagreement based on which person
is in favor of which idea. Instead, ideas must be judged on their own
merits, not the personal characteristics of whoever suggested them.

How do we know if our judgement of an ideas merit's is any good? We
can't rely on it being our judgment. So what else is there? We can
persuade others. If they hear our idea, and see nothing wrong with it,
that's a good sign. If we tell others, and they don't see the merit,
that's a bad sign. If we're such a good judge of this idea, why can't
we explain it well enough for others to see it our way?



Children are especially easy to persuade because they are ignorant.
Ignorance means they haven't heard a lot of ideas.

But this doesn't mean that adults should manipulate children while
they are persuading. They should be honest and not take advantage of
the child's ignorance.

When you want to
convince an adult of something, he may already has an idea on the
subject, and you have to tell him a better idea.

'Have' not 'has' in the phrase 'he may already [have]...'

Children often don't
have a preexisting idea for you to compete with. That makes persuasion
easier. If you can't persuade a child — especially your own child who
has a strong interest in getting along with you — then you should
reconsider your idea. Maybe it's mistaken. Or maybe it happens to be
true, but your reasons for believing it aren't very good, and you
accepted the idea too easily without thinking through all of it.

Fallibilists shouldn't fear that people using their minds to judge
ideas may lead to mistakes. It may, but what is guaranteed to lead to
mistakes, and make them last forever, is people not using their minds
to judge ideas.

And this only comes with practice. People can't just flip a switch
from not judging any ideas during childhood to judging all ideas as
soon as they enter the 'real' world. The only way it can work is for
people to learn to think gradually from childhood to adulthood and the
only way to do that is for children to think for themselves and learn
from their mistakes.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Free Will
Date: March 31, 2012 at 7:20 PM

On Mar 31, 7:52 am, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 2:48 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 29, 6:17 pm, Brett Hall <brhal...@hotmail.com> wrote:
Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in



your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

Can you account for why some options and not others came into your
mind?

Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our



subjectivity - or not at all.

Thanks,

In one sense, I agree with Harris.  Just like other aspects of
reality, our behavior is determined by the laws of nature.  Even if
there is an element of indeterminism in nature, that element is random
and thus gives no support for the idea of free will.

But in another sense, we act as if free will exists because that's
what we must do to live in society.  As Justin points out, the concept
of free will is needed to solve moral problems.

For example, if I choose not to steal, that is an act of free will.  I
could, and some others do, make the opposite choice.  But there is
also a deterministic explanation involving my genes, my upbringing,
and the influence of social praise and opprobrium.

I don't see any conflict in believing in free will in the one sense
and rejecting it in the other.

I think its a *huge* problem. It tells people that they are not
responsible for their choices. And when people deny responsibility for
their mistaken choices, then they can not invoke error correction
methods to prevent that type of mistake in the future. I think this is
the worst learning disability.

I’m all for personal responsibility.  But I don’t understand how
“free” will plays a role in it.  Free from what?  Causation?  Is free
will an uncaused cause?

Taking responsibility for our own actions, and holding others
responsible for theirs, is a product of our evolutionary and social
history.  I don’t see how it could be otherwise without invoking
supernatural forces.

-- Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] fallibleideas.com / Relationships and Fallibility
Date: March 31, 2012 at 7:32 PM

From: http://fallibleideas.com/relationships-and-fallibility

Some people search for a "soulmate" who they get along with perfectly.
They want "someone who understands me (really, really well)."
Sometimes they want a person who will understand them without them
having to explain. They want a person they never disagree with. And
many people want someone to "spend their life with" — they want long
term guarantees or promises.

And these are ideas that people learn from childhood through fairy
tales. The fairy tales are not at fault. And its not bad to watch
fairy tale cartoons. But what is bad is to let children believe in
fairy tales like Santa, the Easter Bunny, and the Tooth Fairy, even
when they ask their parents for the truth. Parents think that its ok
and even have fun watching their children fumble with these ideas. But
they don't realize that letting their children believe in fake stuff
debilitates their ability to judge ideas and it causes them to *want*
to believe in fairy tales as adults, like finding soulmates.

These might be nice things if they were possible. But they aren't.
Everyone makes frequent mistakes, and no one understands everything
the same way. That means no people will ever get along perfectly. And
you can't just find a person who understands you well; it takes
learning to create understanding. You can't reliably understand each
other without explaining ideas to each other; communication helps
people correct errors in their ideas about each other, and without
error correction mistakes will be a constant occurrence. Fighting in a
mean way can be avoided, but disagreements cannot be, and
disagreements may be substantial, may be about important issues like
core principles or right and wrong, and may not be resolved for
centuries even if both parties approach them rationally.

As fallible people, we must make a serious and continued effort to
find and correct errors if we hope to solve a lot of our problems and
be happy. That means using communication and criticism as best we can,

http://fallibleideas.com/relationships-and-fallibility


not dreaming of a day when we won't need it.

Dreaming. Hoping. Its the passive approach to life.

There's three ways people can seem to understand each other without
communicating. The first is when they both have a one-size-fits-all
stereotypical idea from their culture. In that case, they can both
understand the same idea without ever discussing it together.

This is why many people suggest to marry from within a culture.

BTW, I've suggested in the past too. Its so much easier. The
expectations that people from other cultures have of you can easily
ruin a relationship. For example, Westerns generally give each other
freedom in a relationship. Neither person expects that the other
person will blow up their phone all the time just to know where they
are; which is a sign of jealousy. But in other cultures, women expect
this behavior from men. So if a Western man marries a women from this
example culture, then the woman expects jealous behavior and when she
doesn't get it, she thinks that the man doesn't love her.

The
second way is to have extremely true ideas; truth seeking can lead
people to become more similar.

Ah. This is why its easy for rational people to interact with each
other. Its because they easily reach the same truth, and on many
subjects they've done so before they've met.

And the third way is to have simple
ideas; the less content there is, the less communication is required;
if the idea is insubstantial enough, it may be able to be communicated
purely through body language or other non-verbal mechanisms.

This doesn't seem right. Having simple ideas doesn't stop life from
happening. Life brings with it a lot of situations that simple ideas
can't explain. So with these unexplained situations, people with



simple ideas will be lost. Right?

Sometimes philosophical debates last centuries or more. Scientific
debates can too. So can religious debates. In fact, any debate can
last indefinitely. There are no guarantees about when someone will
think of a good enough explanation to satisfy everyone. And even if a
debate is resolved, it could potentially be reopened if someone has a
new idea. This means that we need to have a type of relationship that
can handle disagreements. We need to be prepared to live with them,
and not as a mild annoyance we're stuck with, but so that we genuinely
don't mind at all. That means avoiding unrealistic expectations about
agreeing with any person about everything. It means disagreement can't
be seen as failure.

Some people hope to be together forever. But how do they know what
they will want in the future? They can have pretty good guesses about
the future, but they should be open to changing their minds, and allow
for it by avoiding such strong commitments. Long term and large
commitments are possible, but unlimited commitments are unreasonable.
All good people change and grow over time because they learn new
things. This can result in similar people becoming different. It can
even result in similar people one day finding they have nothing in
common anymore. When people disagree about what new interests are
worth taking up, they can discuss that and try to agree. And they
might succeed, but they might not. People should be open to the
possibility that it may no longer make sense to be with the same
person at some point in the future.

Candidly acknowledging the issue that people's interests can and do
drift apart, and this may be good for both of them, and they may not
be able to rationally prevent it even if they both want to, can help
people stay together longer, or move on more amicably. Some people try
to avoid thinking about the issue, and hope that promises and vows can
make it go away. But not thinking means not correcting errors and
always ends badly.

Its the passive approach again.

Another mistake is to think that you should change yourself for your



partner. This is self-sacrifice. What sucks is that sometimes the
person believes that he is at fault because the partner told him so.
So he believes he should change. This happens because both parties
don't understand individual responsibility and so one of them pushes
their responsibility on the other while the other accepts it. Both are
thinking irrationally.

There are two techniques that do a pretty good job of keeping people
similar. The first is to suppress all change and all learning; don't
do that. The second is continued, open-ended discussions. Sometimes
people are scared of fighting and hide their differences. By the time
they tell their spouse about their new interest, they've already
developed it pretty far, but their spouse knows nothing about it. They
have created a difference between them! If they had discussions from
day one, they might learn about the new thing together. Each time one
person found something good about it, he could share the idea, and the
other person could learn to like it too. Because people are different,
this isn't going to work every time, but it can work sometimes because
there is a truth of the matter about what is interesting, what
activities are worthwhile, and so on, and as people learn they can
converge on the truth which creates agreement.

It doesn't make sense to try to rely on one person for everything
because people are different and have a variety of skills, talents,
interests, and knowledge. Interacting with a variety of people is also
valuable for error correction: you'll get a broader range of criticism
that way. If you focus on one person, and you both share a blind spot
or misconception — and you should expect to share several — then you
will have a hard time finding out.

Focussing your life around one person is a risky strategy. What if
that person makes a large mistake in his or her thinking and becomes a
bad person, or stops making progress and becomes unhappy? Many people
assume that could never happen to their spouse. But why not? People,
including people who are currently pretty smart and rational,
frequently make mistakes. Some of those mistakes will be large. A
fallibilist must acknowledge that his spouse is fully capable of
making large mistakes, and then making further mistakes that prevent
the first from being corrected. Equally possible is that I think my



spouse has made a huge mistaken, but actually he or she has learned an
important truth, and I am making a mistake in not understanding this.
If either of these things happens, we may not get along well anymore,
and will benefit from having plenty of other things and other people
in our lives.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: March 31, 2012 at 7:44 PM

On Sat, Mar 31, 2012 at 6:20 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 31, 7:52 am, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 2:48 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 29, 6:17 pm, Brett Hall <brhal...@hotmail.com> wrote:
Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have



led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

Can you account for why some options and not others came into your
mind?

Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems



entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

Thanks,

In one sense, I agree with Harris.  Just like other aspects of
reality, our behavior is determined by the laws of nature.  Even if
there is an element of indeterminism in nature, that element is random
and thus gives no support for the idea of free will.

But in another sense, we act as if free will exists because that's
what we must do to live in society.  As Justin points out, the concept
of free will is needed to solve moral problems.

For example, if I choose not to steal, that is an act of free will.  I
could, and some others do, make the opposite choice.  But there is
also a deterministic explanation involving my genes, my upbringing,
and the influence of social praise and opprobrium.

I don't see any conflict in believing in free will in the one sense
and rejecting it in the other.

I think its a *huge* problem. It tells people that they are not
responsible for their choices. And when people deny responsibility for
their mistaken choices, then they can not invoke error correction
methods to prevent that type of mistake in the future. I think this is
the worst learning disability.

I’m all for personal responsibility.  But I don’t understand how
“free” will plays a role in it.  Free from what?  Causation?  Is free
will an uncaused cause?

I don't know what you're asking.

But you said in your previous post that you don't see a conflict in
believing that free will exists in one sense and not in another.

And I explained the conflict. There is a problem in believing that



free will doesn't exist. It tells people to rationalize their mistaken
choices. Its debilitates personal progress.

People who believe that free will doesn't exist in the sense that Sam
Harris described will rationalize that they are not in control of
their actions, their thoughts, their emotions, their unconscious mind.
This is very bad.

Its better to create a new culture that understands individual
responsibility where no one denies it, where no one blames their
genes, or their upbringing, or their school, or their addiction, or
what ever.

I think we need a new cultural agent of change that will change our
culture for the better. That agent of change is epistemological
knowledge of responsibility, choices, mistakes, progress, etc.

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Natural Kinds
Date: March 31, 2012 at 7:49 PM

On Mar 31, 12:49 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sat, Mar 10, 2012 at 8:37 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.

Where did the scenario specify that?

My characterization above is equivalent to the original description of
the scenario that I cited from p. 67 of Theory and Reality by Peter
Godfrey-Smith, who talks of two bridge designs -- one "tired and true"
and the other novel.  David Deutsch and Elliot Temple suggested that
no two bridge designs are ever the same.  To allow for that
possibility, I am presenting the scenario as two *kinds* of bridge
designs, one "tried and true" and the other novel.

 It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,
tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.



Innovation is not automatically worthy of criticism. You have to
figure out the problem situation. If you're building it for a pond
inside a historical museum, and it's part of an exhibit, *then* you'd
have a criticism on the basis that it's different.

I'm talking about structural designs, not esthetic designs.  Godfrey-
Smith says, and I agree with him, that engineers use tried and true
designs as much as possible.  Novel structural designs are introduced
in situations that are beyond the capabilities of previous designs,
either in theory or because the previous designs have been tried and
have failed.

But I realize some here may disagree.  The point of Godfrey-Smith's
scenario was to show that Popper had no rational basis for choosing
one design (or kind of design) over the other.  That is Godfrey-
Smith's criticism of Popper's view of confirmation.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Tons of "science" is just plain false
Date: March 31, 2012 at 8:01 PM

http://www.ahrp.org/cms/content/view/839/9/

100 Amgen scientists were astonished to find that they were able to replicate 
the results of only 6 of 53 widely cited landmark cancer research papers.

A committee of the National Academy of Sciences heard testimony about the 
tenfold increase during the last decade, in the number of scientific journal 
articles that had to be retracted.

But that number may obscure the far greater number of unsupportable 
published reports in so-called peer reviewed academic journals that are never 
retracted.

Cancer research is "hard" science. Imagine how much worse it is with the "soft" 
sciences where a lot of published research is too vague to even try to repeat! 
Plus groups of human subjects are more variable than the things studied by hard 
sciences.

["]As we tried to reproduce these papers we became convinced you can't take 
anything at face value."

Good advice for judging papers.

even when the academic got the result he published only once--after attempting, 
but failing, six times to replicate his own finding--he nevertheless submitted his 
unsupportable finding for publication.

Ugh.

Some authors required the Amgen scientists sign a confidentiality agreement 
barring them from disclosing data at odds with the original findings. "The world 
will never know" which 47 studies -- many of them highly cited -- are apparently 
wrong, Begley said. Such a legal shield protects fraud and fraudsters.

Ugh!

http://www.ahrp.org/cms/content/view/839/9/


How can one justify a public expenditure of more than $4.9 billion annually for 
cancer research whose integrity cannot be relied upon?

Indeed. How can one justify any public expenditure at all in this area?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] fallibleideas.com / Reason
Date: March 31, 2012 at 8:02 PM

From: http://fallibleideas.com/reason

Why is Reason Important?

Reason (or rationality) is a tradition about how to think properly. It
tries to avoid bias, and find the truth whether we like that truth or
not. It avoids superstition, magical thinking, parochialism, faith,
hardheadedness and whim.

Whim seems to be what happens when the mind makes a guess but doesn't
criticize it. What do you think?

Reason requires people be open to changing
their mind, and it rejects the idea that authorities can or should
tell us what the truth is.

I think those two ideas [open-minded and rejecting authority] should
be separated into two sentences. The first one is very important and
when reading them together, people can easily over look it. Also the
rest of the paragraph only addresses the second idea.

Instead, we should judge ideas ourselves,
and based on the content of the idea not the person who said it. Even
if I am the person who said an idea, and I have a PhD, that doesn't
count for anything, it could be mistaken and should be judged on its
merits.

Reason is not about which ideas are true. It's a meta-tradition. It's
about how to treat ideas, and how to treat disagreements. You aren't
unreasonable or irrational if you believe something false. I'm
irrational if I believe something false and justify it with "because I
said so" or "look at these certifications on my wall". With an
attitude like that, if I am mistaken I will never find out and never
improve. It's assuming I know the truth from the outset, and cutting

http://fallibleideas.com/reason


off the possibility of learning I am mistaken or learning a better
idea, that is violates the dictates of reason.

That last sentence is much harder to understand than compared to the
rest of this article. Had to read it 3 times. I think it should be
simplified to match the complexity of the rest of the article.

One of the core ideas of the reason tradition is that the truth is not
obvious. People make mistakes. Even when we're really sure of
ourselves, we still might be mistaken. And this isn't just a
technicality. Mistakes are common, and we should be aware of them all
the time. In a disagreement a follower of reason thinks, "Maybe this
other guy knows something I don't. Mistakes are common, so I may have
made a mistake." So followers of reason try to learn from each other,
and offer criticisms, arguments and reasons for their beliefs. This is
not an easy process, but through it sometimes we learn something or
correct a mistake.

Reason is all about correcting mistakes. We need to approach ideas in
such a way that if we're wrong we will find out and improve. We can't
ever get guarantees, but we can do a good job of it.

Reason rejects authoritative or privileged sources of knowledge.
Accepting them would mean not using your own judgment. We need to use
our own judgment to spot errors and try to do something about them.
Leaving our judgment out of our approach to knowledge, even just
sometimes, is taking away a possible source of error correction.

Reason is used in all fields of human endeavor that make progress. For
example, the scientific method is a kind of reason. The scientific
method is a meta-tradition that doesn't tell us what to think
directly, but instead tells us about how to seek the truth. The
physicist Richard Feynman said that science is about how to avoid
fooling ourselves. In other words, the scientific method is designed
to make it hard for mistakes to be repeated indefinitely. By following
the scientific method, it's harder to make mistakes and repeat them,
even if you want to (due to a prejudice, say). That's because the
scientific method says important experiments should be double and
triple checked by different people, and scientists should criticize



each other, and scientific controversies can never be settled by
working out who has a more prestigious degree or higher IQ score. The
scientific method gives guidance about what to do to avoid and fix
errors.

Mistakes can hurt people. Mistakes make things go wrong in our life,
and not work out like we wanted. False ideas can lead to everything
from economic recessions or wars to losing money with a gambling habit
or being late to a meeting. Making less mistakes means being happier
and meeting more of your goals. Reason is important because it can
help with this.

I think 'meeting more of your goals' should be inverted with 'being
happier'. Isn't one the cause of the other?

-- Rami

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 31, 2012 at 8:03 PM

On Mar 31, 12:51 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Fri, Feb 10, 2012 at 4:40 AM, Steve Push <stephen.p...@gmail.com> wrote:

On Feb 9, 8:49 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 9 Feb 2012, at 15:35, Steve Push <stephen.p...@gmail.com> wrote:

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made mistakes like
overlooking his prior worldview (in the same way you dismissed the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

Introspection and testimony can be unreliable.  But for several
reasons, I believe Chargaff is a credible witness.  We have his
contemporaneous writings, which historians generally regard as more
reliable than recollections made later in life.  Even his later
historical and autobiographical writings seem reliable, because he
makes what a lawyer would call “admissions against interest.”  If he
were going to shade his recollections -- consciously or unconsciously
-- I would expect him to inflate the importance of his own insights.
But he claims no prior knowledge of the relevance of his observations,
even though his work was the foundation for a Nobel Prize awarded to
others.

Suppose that you, Steve Push, made a major scientific breakthrough 10 years 
ago.

And wrote a journal about your thought processes while doing the research.

And then presented it on this list as evidence that induction is possible.

And we said:



Your description of your own thoughts is unreliable: it's biased by
your belief in induction. If we're right that you're making
philosophical mistakes regarding induction, then those very same
mistakes will render your journal evidence flawed because they cause
misinterpretations of what you did and thought.

Would we be right, or do you think we should concede to your
hypothetical journal?

If, as you suggest in your scenario, the reporter has an a priori
position on the use of induction in science, I agree that the report
could not be viewed as unbiased.  But I saw nothing in Chargaff's
writings in which he took a position on induction, C&R, or any other
issue in philosophy of science.  As far as I can tell, he provided
factual reports of his discovery, which Godfrey-Smith and I both
interpret as an inductive process.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 31, 2012 at 8:08 PM

On Mar 31, 12:50 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Feb 9, 2012 at 1:42 AM, Steve Push <stephen.p...@gmail.com> wrote:
here is another example (from Philosophy of Science: A Very Short
Introduction by Samir Okasha, Oxford Univ. Press, 2002):

Geneticists concluded that people with Down's syndrome have an extra
chromosome.  They drew this conclusion after observing the extra
chromosome in a large number of people with Down's syndrome.  Samir
says:  "It is easy to see that this is an inductive inference.  The
fact that the DS sufferers in the sample studied had 47 chromosomes
doesn't prove that all DS sufferers do.  It is possible, though
unlikely, that the sample was an unrepresentative one."

So the steps they followed were something like:

1) think of all types of things that could cause or explain Down's syndrome

2) improve the list with criticism

3) look through their data for patterns fitting their speculative list

4) find one (only one? if it was more that will entail more critical
steps to refute the others)

5) criticize it and any rival ideas, possibly with some testing. For
example they would have wanted to consider if maybe every has 47
chromosomes -- they are relying on pre-existing knowledge about
chromosomes as part of their argument. In this example, I'm guessing
the testing was already done well in advance. In other cases, they
might do new tests.

You believe induction is an observable fact, yet observations always
require interpretation so it's only an "observable fact" in the
context of your way of interpreting, which we have criticized on
points such as vagueness and having no solution to the problem of



confirmation or Hume's problem of induction. If you adopt a Popperian
way of thinking, you'll find induction is no longer an observable
fact, and also those criticisms will no longer apply.

I don't know if you followed the entire discussion of this example.
It proved to be inconclusive, because none of us know enough about the
facts of the case.  If he had a prior conjecture concerning chromosome
number, then I agree it was C&R, not induction.  But if he didn't have
such a prior conjecture, then I maintain it was induction.  I don't
know which it was, and no one has yet called my attention to any
evidence that could answer that question.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: March 31, 2012 at 8:11 PM

On Mar 31, 2012, at 5:08 PM, Steve Push wrote:

On Mar 31, 12:50 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Feb 9, 2012 at 1:42 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

here is another example (from Philosophy of Science: A Very Short
Introduction by Samir Okasha, Oxford Univ. Press, 2002):

Geneticists concluded that people with Down's syndrome have an extra
chromosome.  They drew this conclusion after observing the extra
chromosome in a large number of people with Down's syndrome.  Samir
says:  "It is easy to see that this is an inductive inference.  The
fact that the DS sufferers in the sample studied had 47 chromosomes
doesn't prove that all DS sufferers do.  It is possible, though
unlikely, that the sample was an unrepresentative one."

So the steps they followed were something like:

1) think of all types of things that could cause or explain Down's syndrome

2) improve the list with criticism

3) look through their data for patterns fitting their speculative list

4) find one (only one? if it was more that will entail more critical
steps to refute the others)

5) criticize it and any rival ideas, possibly with some testing. For
example they would have wanted to consider if maybe every has 47
chromosomes -- they are relying on pre-existing knowledge about
chromosomes as part of their argument. In this example, I'm guessing
the testing was already done well in advance. In other cases, they
might do new tests.



You believe induction is an observable fact, yet observations always
require interpretation so it's only an "observable fact" in the
context of your way of interpreting, which we have criticized on
points such as vagueness and having no solution to the problem of
confirmation or Hume's problem of induction. If you adopt a Popperian
way of thinking, you'll find induction is no longer an observable
fact, and also those criticisms will no longer apply.

I don't know if you followed the entire discussion of this example.
It proved to be inconclusive, because none of us know enough about the
facts of the case.  If he had a prior conjecture concerning chromosome
number, then I agree it was C&R, not induction.  But if he didn't have
such a prior conjecture, then I maintain it was induction.  I don't
know which it was, and no one has yet called my attention to any
evidence that could answer that question.

If he didn't have a prior conjecture related to chromosome number (e.g. that it's 
important enough to pay attention to), he never would have counted how many 
there were or written it down, and could not have made any discovery to do with 
it.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: March 31, 2012 at 8:13 PM

On Mar 31, 2012, at 5:03 PM, Steve Push wrote:

On Mar 31, 12:51 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Fri, Feb 10, 2012 at 4:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 9, 8:49 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 9 Feb 2012, at 15:35, Steve Push <stephen.p...@gmail.com> wrote:

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made mistakes like
overlooking his prior worldview (in the same way you dismissed the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

Introspection and testimony can be unreliable.  But for several
reasons, I believe Chargaff is a credible witness.  We have his
contemporaneous writings, which historians generally regard as more
reliable than recollections made later in life.  Even his later
historical and autobiographical writings seem reliable, because he
makes what a lawyer would call “admissions against interest.”  If he
were going to shade his recollections -- consciously or unconsciously
-- I would expect him to inflate the importance of his own insights.
But he claims no prior knowledge of the relevance of his observations,
even though his work was the foundation for a Nobel Prize awarded to
others.

Suppose that you, Steve Push, made a major scientific breakthrough 10 years 
ago.



And wrote a journal about your thought processes while doing the research.

And then presented it on this list as evidence that induction is possible.

And we said:

Your description of your own thoughts is unreliable: it's biased by
your belief in induction. If we're right that you're making
philosophical mistakes regarding induction, then those very same
mistakes will render your journal evidence flawed because they cause
misinterpretations of what you did and thought.

Would we be right, or do you think we should concede to your
hypothetical journal?

If, as you suggest in your scenario, the reporter has an a priori
position on the use of induction in science, I agree that the report
could not be viewed as unbiased.  But I saw nothing in Chargaff's
writings in which he took a position on induction, C&R, or any other
issue in philosophy of science.  As far as I can tell, he provided
factual reports of his discovery, which Godfrey-Smith and I both
interpret as an inductive process.

All English speaking scientists before Popper but after, say, 1000 A.D., can be 
assumed inductivists.

Where would they have learned anything else?

Or certainly after people like Bacon and Hume dominated the discourse.

Non-scientists too. For example Edmund Burke and William Godwin can be 
assumed inductivists.

What position do you think Chargaff might have held other than induction?

And I don't think you've taken our point that there is no such thing as a "factual 
report" -- **all** observation reports are theory laden (interpreted).

-- Elliot Temple



http://fallibleideas.com/

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Free Will
Date: March 31, 2012 at 8:28 PM

On Mar 31, 7:44 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 6:20 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:52 am, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 2:48 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 29, 6:17 pm, Brett Hall <brhal...@hotmail.com> wrote:
Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-



hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

Can you account for why some options and not others came into your
mind?

Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions



going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

Thanks,

In one sense, I agree with Harris.  Just like other aspects of
reality, our behavior is determined by the laws of nature.  Even if
there is an element of indeterminism in nature, that element is random
and thus gives no support for the idea of free will.

But in another sense, we act as if free will exists because that's
what we must do to live in society.  As Justin points out, the concept
of free will is needed to solve moral problems.

For example, if I choose not to steal, that is an act of free will.  I
could, and some others do, make the opposite choice.  But there is
also a deterministic explanation involving my genes, my upbringing,
and the influence of social praise and opprobrium.

I don't see any conflict in believing in free will in the one sense
and rejecting it in the other.

I think its a *huge* problem. It tells people that they are not
responsible for their choices. And when people deny responsibility for
their mistaken choices, then they can not invoke error correction
methods to prevent that type of mistake in the future. I think this is
the worst learning disability.

I’m all for personal responsibility.  But I don’t understand how
“free” will plays a role in it.  Free from what?  Causation?  Is free
will an uncaused cause?

I don't know what you're asking.

But you said in your previous post that you don't see a conflict in
believing that free will exists in one sense and not in another.



And I explained the conflict. There is a problem in believing that
free will doesn't exist. It tells people to rationalize their mistaken
choices. Its debilitates personal progress.

People who believe that free will doesn't exist in the sense that Sam
Harris described will rationalize that they are not in control of
their actions, their thoughts, their emotions, their unconscious mind.
This is very bad.

Its better to create a new culture that understands individual
responsibility where no one denies it, where no one blames their
genes, or their upbringing, or their school, or their addiction, or
what ever.

I think we need a new cultural agent of change that will change our
culture for the better. That agent of change is epistemological
knowledge of responsibility, choices, mistakes, progress, etc.

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

I haven't read Harris's new book on free will, and I haven't read
anything by Eagleman, so I can't comment on them specifically.

Since I believe in naturalism, I don't see how human behavior can be
immune from causal explanations.  But I also don't think such
explanations absolve us from taking responsibility for our actions or
prevent us from judging the actions of others.  Such social judgements
are among the causes that influence our behavior.

If you want to talk about free will as metaphor for responsibility, I
have no problem.  But if you want to hold that our behavior cannot be
explained as a natural phenomenon, I think that is a scientifically
unsound position.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 31, 2012 at 8:35 PM

On Mar 31, 8:11 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:08 PM, Steve Push wrote:

On Mar 31, 12:50 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Feb 9, 2012 at 1:42 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

here is another example (from Philosophy of Science: A Very Short
Introduction by Samir Okasha, Oxford Univ. Press, 2002):

Geneticists concluded that people with Down's syndrome have an extra
chromosome.  They drew this conclusion after observing the extra
chromosome in a large number of people with Down's syndrome.  Samir
says:  "It is easy to see that this is an inductive inference.  The
fact that the DS sufferers in the sample studied had 47 chromosomes
doesn't prove that all DS sufferers do.  It is possible, though
unlikely, that the sample was an unrepresentative one."

So the steps they followed were something like:

1) think of all types of things that could cause or explain Down's syndrome

2) improve the list with criticism

3) look through their data for patterns fitting their speculative list

4) find one (only one? if it was more that will entail more critical
steps to refute the others)

5) criticize it and any rival ideas, possibly with some testing. For
example they would have wanted to consider if maybe every has 47
chromosomes -- they are relying on pre-existing knowledge about
chromosomes as part of their argument. In this example, I'm guessing
the testing was already done well in advance. In other cases, they
might do new tests.



You believe induction is an observable fact, yet observations always
require interpretation so it's only an "observable fact" in the
context of your way of interpreting, which we have criticized on
points such as vagueness and having no solution to the problem of
confirmation or Hume's problem of induction. If you adopt a Popperian
way of thinking, you'll find induction is no longer an observable
fact, and also those criticisms will no longer apply.

I don't know if you followed the entire discussion of this example.
It proved to be inconclusive, because none of us know enough about the
facts of the case.  If he had a prior conjecture concerning chromosome
number, then I agree it was C&R, not induction.  But if he didn't have
such a prior conjecture, then I maintain it was induction.  I don't
know which it was, and no one has yet called my attention to any
evidence that could answer that question.

If he didn't have a prior conjecture related to chromosome number (e.g. that it's 
important enough to pay attention to), he never would have counted how many 
there were or written it down, and could not have made any discovery to do with 
it.

From the little I've read about it, all I can tell is that he guessed
it might have something to do with chromosomes.  It might not have
occurred to him that the chromosomes numbers would be different until
he made the observations.  I just don't know enough about the history
of the discovery to know which it was.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 31, 2012 at 8:56 PM

On Mar 31, 8:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:03 PM, Steve Push wrote:

On Mar 31, 12:51 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Fri, Feb 10, 2012 at 4:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 9, 8:49 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 9 Feb 2012, at 15:35, Steve Push <stephen.p...@gmail.com> wrote:

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made mistakes like
overlooking his prior worldview (in the same way you dismissed the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

Introspection and testimony can be unreliable.  But for several
reasons, I believe Chargaff is a credible witness.  We have his
contemporaneous writings, which historians generally regard as more
reliable than recollections made later in life.  Even his later
historical and autobiographical writings seem reliable, because he
makes what a lawyer would call “admissions against interest.”  If he
were going to shade his recollections -- consciously or unconsciously
-- I would expect him to inflate the importance of his own insights.
But he claims no prior knowledge of the relevance of his observations,
even though his work was the foundation for a Nobel Prize awarded to
others.

Suppose that you, Steve Push, made a major scientific breakthrough 10 
years ago.



And wrote a journal about your thought processes while doing the research.

And then presented it on this list as evidence that induction is possible.

And we said:

Your description of your own thoughts is unreliable: it's biased by
your belief in induction. If we're right that you're making
philosophical mistakes regarding induction, then those very same
mistakes will render your journal evidence flawed because they cause
misinterpretations of what you did and thought.

Would we be right, or do you think we should concede to your
hypothetical journal?

If, as you suggest in your scenario, the reporter has an a priori
position on the use of induction in science, I agree that the report
could not be viewed as unbiased.  But I saw nothing in Chargaff's
writings in which he took a position on induction, C&R, or any other
issue in philosophy of science.  As far as I can tell, he provided
factual reports of his discovery, which Godfrey-Smith and I both
interpret as an inductive process.

All English speaking scientists before Popper but after, say, 1000 A.D., can be 
assumed inductivists.

Where would they have learned anything else?

Or certainly after people like Bacon and Hume dominated the discourse.

Non-scientists too. For example Edmund Burke and William Godwin can be 
assumed inductivists.

What position do you think Chargaff might have held other than induction?

Chargaff was Popper's contemporary.  And like Popper, he was an
Austrian who immigrated to an English-speaking country during the Nazi
era, so he may have been aware of Popper and his work.  Without some
specific evidence, I don't think we can say what he believed.



And I don't think you've taken our point that there is no such thing as a "factual 
report" -- **all** observation reports are theory laden (interpreted).

Maybe "factual report" is not the right term.  He provided
contemporaneous scientific reports, personal memoirs, and scientific
histories.  Of course, all of these involved interpretation.  But if
he had any bias concerning induction vs. C&R, it wasn't apparent in
his writings.

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: March 31, 2012 at 8:56 PM

On Mar 31, 2012, at 5:35 PM, Steve Push wrote:

On Mar 31, 8:11 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:08 PM, Steve Push wrote:

On Mar 31, 12:50 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Feb 9, 2012 at 1:42 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

here is another example (from Philosophy of Science: A Very Short
Introduction by Samir Okasha, Oxford Univ. Press, 2002):

Geneticists concluded that people with Down's syndrome have an extra
chromosome.  They drew this conclusion after observing the extra
chromosome in a large number of people with Down's syndrome.  Samir
says:  "It is easy to see that this is an inductive inference.  The
fact that the DS sufferers in the sample studied had 47 chromosomes
doesn't prove that all DS sufferers do.  It is possible, though
unlikely, that the sample was an unrepresentative one."

So the steps they followed were something like:

1) think of all types of things that could cause or explain Down's syndrome

2) improve the list with criticism

3) look through their data for patterns fitting their speculative list

4) find one (only one? if it was more that will entail more critical
steps to refute the others)

5) criticize it and any rival ideas, possibly with some testing. For
example they would have wanted to consider if maybe every has 47



chromosomes -- they are relying on pre-existing knowledge about
chromosomes as part of their argument. In this example, I'm guessing
the testing was already done well in advance. In other cases, they
might do new tests.

You believe induction is an observable fact, yet observations always
require interpretation so it's only an "observable fact" in the
context of your way of interpreting, which we have criticized on
points such as vagueness and having no solution to the problem of
confirmation or Hume's problem of induction. If you adopt a Popperian
way of thinking, you'll find induction is no longer an observable
fact, and also those criticisms will no longer apply.

I don't know if you followed the entire discussion of this example.
It proved to be inconclusive, because none of us know enough about the
facts of the case.  If he had a prior conjecture concerning chromosome
number, then I agree it was C&R, not induction.  But if he didn't have
such a prior conjecture, then I maintain it was induction.  I don't
know which it was, and no one has yet called my attention to any
evidence that could answer that question.

If he didn't have a prior conjecture related to chromosome number (e.g. that it's 
important enough to pay attention to), he never would have counted how many 
there were or written it down, and could not have made any discovery to do 
with it.

From the little I've read about it, all I can tell is that he guessed
it might have something to do with chromosomes.  It might not have
occurred to him that the chromosomes numbers would be different until
he made the observations.  I just don't know enough about the history
of the discovery to know which it was.

You just said which it was: he had ideas first and observations second. As always 
it must be, as a matter of logic.

I don't think you have a clear enough conception of what you're arguing over.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: March 31, 2012 at 9:06 PM

On Sat, Mar 31, 2012 at 7:28 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 31, 7:44 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 6:20 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:52 am, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 2:48 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 29, 6:17 pm, Brett Hall <brhal...@hotmail.com> wrote:
Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you



selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

Can you account for why some options and not others came into your
mind?

Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.



It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

Thanks,

In one sense, I agree with Harris.  Just like other aspects of
reality, our behavior is determined by the laws of nature.  Even if
there is an element of indeterminism in nature, that element is random
and thus gives no support for the idea of free will.

But in another sense, we act as if free will exists because that's
what we must do to live in society.  As Justin points out, the concept
of free will is needed to solve moral problems.

For example, if I choose not to steal, that is an act of free will.  I
could, and some others do, make the opposite choice.  But there is
also a deterministic explanation involving my genes, my upbringing,
and the influence of social praise and opprobrium.

I don't see any conflict in believing in free will in the one sense
and rejecting it in the other.

I think its a *huge* problem. It tells people that they are not
responsible for their choices. And when people deny responsibility for
their mistaken choices, then they can not invoke error correction
methods to prevent that type of mistake in the future. I think this is
the worst learning disability.

I’m all for personal responsibility.  But I don’t understand how
“free” will plays a role in it.  Free from what?  Causation?  Is free
will an uncaused cause?

I don't know what you're asking.

But you said in your previous post that you don't see a conflict in



believing that free will exists in one sense and not in another.

And I explained the conflict. There is a problem in believing that
free will doesn't exist. It tells people to rationalize their mistaken
choices. Its debilitates personal progress.

People who believe that free will doesn't exist in the sense that Sam
Harris described will rationalize that they are not in control of
their actions, their thoughts, their emotions, their unconscious mind.
This is very bad.

Its better to create a new culture that understands individual
responsibility where no one denies it, where no one blames their
genes, or their upbringing, or their school, or their addiction, or
what ever.

I think we need a new cultural agent of change that will change our
culture for the better. That agent of change is epistemological
knowledge of responsibility, choices, mistakes, progress, etc.

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

I haven't read Harris's new book on free will, and I haven't read
anything by Eagleman, so I can't comment on them specifically.

Since I believe in naturalism, I don't see how human behavior can be
immune from causal explanations.  But I also don't think such
explanations absolve us from taking responsibility for our actions or
prevent us from judging the actions of others.  Such social judgements
are among the causes that influence our behavior.

If you want to talk about free will as metaphor for responsibility, I
have no problem.  But if you want to hold that our behavior cannot be
explained as a natural phenomenon, I think that is a scientifically
unsound position.

Science can't explain behavior. When it does attempt to do so, we're
now crossed over into the field of philosophy. So science can't
possibly have a position on the subject.



What Eagleman explains in _Incognito: The Secret Lives of the Brain_
is the same thing that Sam Harris explains, which is that the
conscious part of the mind does not have direct access to the
unconscious part. So they say that we are not absolutely responsible
for our actions. And again, as soon as they talk about actions, they
have crossed over into philosophy and away from science.

But I maintain that we *are* absolutely responsible for our actions
even though we do not have direct access to the unconscious parts of
our minds. Why? Because we have indirect access. We can reflect on our
behavior and choose to change our habits. There is no limit to how
much we can do this, assuming we choose to do it.

But there is a learning disability that does limit our ability to
choose to change our habits. Its called *responsibility denial*. And
that is what Sam Harris and David Eagleman's ideas lead us to.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: March 31, 2012 at 9:13 PM

On Mar 31, 8:56 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:35 PM, Steve Push wrote:

On Mar 31, 8:11 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:08 PM, Steve Push wrote:

On Mar 31, 12:50 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Feb 9, 2012 at 1:42 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

here is another example (from Philosophy of Science: A Very Short
Introduction by Samir Okasha, Oxford Univ. Press, 2002):

Geneticists concluded that people with Down's syndrome have an extra
chromosome.  They drew this conclusion after observing the extra
chromosome in a large number of people with Down's syndrome.  Samir
says:  "It is easy to see that this is an inductive inference.  The
fact that the DS sufferers in the sample studied had 47 chromosomes
doesn't prove that all DS sufferers do.  It is possible, though
unlikely, that the sample was an unrepresentative one."

So the steps they followed were something like:

1) think of all types of things that could cause or explain Down's syndrome

2) improve the list with criticism

3) look through their data for patterns fitting their speculative list

4) find one (only one? if it was more that will entail more critical
steps to refute the others)

5) criticize it and any rival ideas, possibly with some testing. For
example they would have wanted to consider if maybe every has 47
chromosomes -- they are relying on pre-existing knowledge about



chromosomes as part of their argument. In this example, I'm guessing
the testing was already done well in advance. In other cases, they
might do new tests.

You believe induction is an observable fact, yet observations always
require interpretation so it's only an "observable fact" in the
context of your way of interpreting, which we have criticized on
points such as vagueness and having no solution to the problem of
confirmation or Hume's problem of induction. If you adopt a Popperian
way of thinking, you'll find induction is no longer an observable
fact, and also those criticisms will no longer apply.

I don't know if you followed the entire discussion of this example.
It proved to be inconclusive, because none of us know enough about the
facts of the case.  If he had a prior conjecture concerning chromosome
number, then I agree it was C&R, not induction.  But if he didn't have
such a prior conjecture, then I maintain it was induction.  I don't
know which it was, and no one has yet called my attention to any
evidence that could answer that question.

If he didn't have a prior conjecture related to chromosome number (e.g. that 
it's important enough to pay attention to), he never would have counted how 
many there were or written it down, and could not have made any discovery 
to do with it.

From the little I've read about it, all I can tell is that he guessed
it might have something to do with chromosomes.  It might not have
occurred to him that the chromosomes numbers would be different until
he made the observations.  I just don't know enough about the history
of the discovery to know which it was.

You just said which it was: he had ideas first and observations second. As 
always it must be, as a matter of logic.

I don't think you have a clear enough conception of what you're arguing over.

Of course he had ideas first.  But which ideas?  If a difference in
chromosome number didn't occur to him, he couldn't have been testing
that conjecture when he observed the chromosomes.



-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: March 31, 2012 at 9:14 PM

On Mar 31, 2012, at 5:56 PM, Steve Push wrote:

On Mar 31, 8:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:03 PM, Steve Push wrote:

On Mar 31, 12:51 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Fri, Feb 10, 2012 at 4:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 9, 8:49 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 9 Feb 2012, at 15:35, Steve Push <stephen.p...@gmail.com> wrote:

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made mistakes like
overlooking his prior worldview (in the same way you dismissed the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

Introspection and testimony can be unreliable.  But for several
reasons, I believe Chargaff is a credible witness.  We have his
contemporaneous writings, which historians generally regard as more
reliable than recollections made later in life.  Even his later
historical and autobiographical writings seem reliable, because he
makes what a lawyer would call “admissions against interest.”  If he
were going to shade his recollections -- consciously or unconsciously
-- I would expect him to inflate the importance of his own insights.
But he claims no prior knowledge of the relevance of his observations,
even though his work was the foundation for a Nobel Prize awarded to
others.



Suppose that you, Steve Push, made a major scientific breakthrough 10 
years ago.

And wrote a journal about your thought processes while doing the research.

And then presented it on this list as evidence that induction is possible.

And we said:

Your description of your own thoughts is unreliable: it's biased by
your belief in induction. If we're right that you're making
philosophical mistakes regarding induction, then those very same
mistakes will render your journal evidence flawed because they cause
misinterpretations of what you did and thought.

Would we be right, or do you think we should concede to your
hypothetical journal?

If, as you suggest in your scenario, the reporter has an a priori
position on the use of induction in science, I agree that the report
could not be viewed as unbiased.  But I saw nothing in Chargaff's
writings in which he took a position on induction, C&R, or any other
issue in philosophy of science.  As far as I can tell, he provided
factual reports of his discovery, which Godfrey-Smith and I both
interpret as an inductive process.

All English speaking scientists before Popper but after, say, 1000 A.D., can be 
assumed inductivists.

Where would they have learned anything else?

Or certainly after people like Bacon and Hume dominated the discourse.

Non-scientists too. For example Edmund Burke and William Godwin can be 
assumed inductivists.

What position do you think Chargaff might have held other than induction?



Chargaff was Popper's contemporary.  And like Popper, he was an
Austrian who immigrated to an English-speaking country during the Nazi
era, so he may have been aware of Popper and his work.  Without some
specific evidence, I don't think we can say what he believed.

Oh, I had the time period wrong!

Looks like his work was around 1950. Logic of Scientific Discovery came out in 
1959 in English (too late), but in 1934 in German (early enough)! And Chargaff 
studied in Vienna, so may have known about Popper.

Further, Chargaff talked with Watson and Crick. Crick and Popper corresponded 
by letters:

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs/true

And I don't think you've taken our point that there is no such thing as a "factual 
report" -- **all** observation reports are theory laden (interpreted).

Maybe "factual report" is not the right term.  He provided
contemporaneous scientific reports, personal memoirs, and scientific
histories.  Of course, all of these involved interpretation.  But if
he had any bias concerning induction vs. C&R, it wasn't apparent in
his writings.

You chose his writing as an example of induction in science, but now you claim 
they are neutral? If they seemed to you especially suitable to demonstrating to 
induction's strongest opponents that actually it's real, then that doesn't sound like 
they are neutral.

Can you give a specific quote from Chargaff's testimony that is not compatible 
with Popper's account of knowledge creation, and point out the contradiction?

-- Elliot Temple
http://curi.us/

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs/true
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] All Observation is Always Selective (was: BoI on Induction)
Date: March 31, 2012 at 9:19 PM

On Mar 31, 2012, at 6:13 PM, Steve Push wrote:

On Mar 31, 8:56 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:35 PM, Steve Push wrote:

On Mar 31, 8:11 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:08 PM, Steve Push wrote:

On Mar 31, 12:50 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

On Thu, Feb 9, 2012 at 1:42 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

here is another example (from Philosophy of Science: A Very Short
Introduction by Samir Okasha, Oxford Univ. Press, 2002):

Geneticists concluded that people with Down's syndrome have an extra
chromosome.  They drew this conclusion after observing the extra
chromosome in a large number of people with Down's syndrome.  Samir
says:  "It is easy to see that this is an inductive inference.  The
fact that the DS sufferers in the sample studied had 47 chromosomes
doesn't prove that all DS sufferers do.  It is possible, though
unlikely, that the sample was an unrepresentative one."

So the steps they followed were something like:

1) think of all types of things that could cause or explain Down's 
syndrome

2) improve the list with criticism

3) look through their data for patterns fitting their speculative list



4) find one (only one? if it was more that will entail more critical
steps to refute the others)

5) criticize it and any rival ideas, possibly with some testing. For
example they would have wanted to consider if maybe every has 47
chromosomes -- they are relying on pre-existing knowledge about
chromosomes as part of their argument. In this example, I'm guessing
the testing was already done well in advance. In other cases, they
might do new tests.

You believe induction is an observable fact, yet observations always
require interpretation so it's only an "observable fact" in the
context of your way of interpreting, which we have criticized on
points such as vagueness and having no solution to the problem of
confirmation or Hume's problem of induction. If you adopt a Popperian
way of thinking, you'll find induction is no longer an observable
fact, and also those criticisms will no longer apply.

I don't know if you followed the entire discussion of this example.
It proved to be inconclusive, because none of us know enough about the
facts of the case.  If he had a prior conjecture concerning chromosome
number, then I agree it was C&R, not induction.  But if he didn't have
such a prior conjecture, then I maintain it was induction.  I don't
know which it was, and no one has yet called my attention to any
evidence that could answer that question.

If he didn't have a prior conjecture related to chromosome number (e.g. that 
it's important enough to pay attention to), he never would have counted how 
many there were or written it down, and could not have made any discovery 
to do with it.

From the little I've read about it, all I can tell is that he guessed
it might have something to do with chromosomes.  It might not have
occurred to him that the chromosomes numbers would be different until
he made the observations.  I just don't know enough about the history
of the discovery to know which it was.

You just said which it was: he had ideas first and observations second. As 
always it must be, as a matter of logic.



I don't think you have a clear enough conception of what you're arguing over.

Of course he had ideas first.  But which ideas?  If a difference in
chromosome number didn't occur to him, he couldn't have been testing
that conjecture when he observed the chromosomes.

If he didn't have the idea in advance that chromosome number could matter, he 
would not have paid attention to what the number was when doing his 
experiments or observations.

There were many different observables of his data which he could have noticed, 
written down, etc... He only focussed on a small subset, including number of 
chromosomes. This is a requirement of logic, even without any historical 
evidence.

That small subset he chose to pay attention to was selected by ideas, and it 
included chromosome number before he wrote down or counted the chromosome 
number. Again this is a matter of logic rather than the methods scientists use.

All observation is always selective, and selection is done according to ideas or 
knowledge we have. Anything else is impossible (as a matter of logic and 
philosophy).

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: March 31, 2012 at 9:20 PM

On Mar 31, 2012, at 5:56 PM, Steve Push wrote:

On Mar 31, 8:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:03 PM, Steve Push wrote:

On Mar 31, 12:51 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Fri, Feb 10, 2012 at 4:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 9, 8:49 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 9 Feb 2012, at 15:35, Steve Push <stephen.p...@gmail.com> wrote:

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made mistakes like
overlooking his prior worldview (in the same way you dismissed the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

Introspection and testimony can be unreliable.  But for several
reasons, I believe Chargaff is a credible witness.  We have his
contemporaneous writings, which historians generally regard as more
reliable than recollections made later in life.  Even his later
historical and autobiographical writings seem reliable, because he
makes what a lawyer would call “admissions against interest.”  If he
were going to shade his recollections -- consciously or unconsciously
-- I would expect him to inflate the importance of his own insights.
But he claims no prior knowledge of the relevance of his observations,
even though his work was the foundation for a Nobel Prize awarded to
others.



Suppose that you, Steve Push, made a major scientific breakthrough 10 
years ago.

And wrote a journal about your thought processes while doing the research.

And then presented it on this list as evidence that induction is possible.

And we said:

Your description of your own thoughts is unreliable: it's biased by
your belief in induction. If we're right that you're making
philosophical mistakes regarding induction, then those very same
mistakes will render your journal evidence flawed because they cause
misinterpretations of what you did and thought.

Would we be right, or do you think we should concede to your
hypothetical journal?

If, as you suggest in your scenario, the reporter has an a priori
position on the use of induction in science, I agree that the report
could not be viewed as unbiased.  But I saw nothing in Chargaff's
writings in which he took a position on induction, C&R, or any other
issue in philosophy of science.  As far as I can tell, he provided
factual reports of his discovery, which Godfrey-Smith and I both
interpret as an inductive process.

All English speaking scientists before Popper but after, say, 1000 A.D., can be 
assumed inductivists.

Where would they have learned anything else?

Or certainly after people like Bacon and Hume dominated the discourse.

Non-scientists too. For example Edmund Burke and William Godwin can be 
assumed inductivists.

What position do you think Chargaff might have held other than induction?



Chargaff was Popper's contemporary.  And like Popper, he was an
Austrian who immigrated to an English-speaking country during the Nazi
era, so he may have been aware of Popper and his work.  Without some
specific evidence, I don't think we can say what he believed.

Oh, I had the time period wrong!

Looks like his work was around 1950. Logic of Scientific Discovery came out in 
1959 in English (too late), but in 1934 in German (early enough)! And Chargaff 
studied in Vienna, so may have known about Popper.

Further, Chargaff talked with Watson and Crick. Crick and Popper corresponded 
by letters:

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs/true

And I don't think you've taken our point that there is no such thing as a "factual 
report" -- **all** observation reports are theory laden (interpreted).

Maybe "factual report" is not the right term.  He provided
contemporaneous scientific reports, personal memoirs, and scientific
histories.  Of course, all of these involved interpretation.  But if
he had any bias concerning induction vs. C&R, it wasn't apparent in
his writings.

You chose his writing as an example of induction in science, but now you claim 
they are neutral? If they seemed to you especially suitable to demonstrating to 
induction's strongest opponents that actually it's real, then that doesn't sound like 
they are neutral.

Can you give a specific quote from Chargaff's testimony that is not compatible 
with Popper's account of knowledge creation, and point out the contradiction? Is 
there such a quote by which Chargaff *refutes* Popper?

-- Elliot Temple
http://curi.us/

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs/true
http://curi.us/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Free Will
Date: March 31, 2012 at 9:31 PM

On Mar 31, 9:06 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 7:28 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:44 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 6:20 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:52 am, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 2:48 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 29, 6:17 pm, Brett Hall <brhal...@hotmail.com> wrote:
Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you



select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

Can you account for why some options and not others came into your
mind?

Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.



It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

Thanks,

In one sense, I agree with Harris.  Just like other aspects of
reality, our behavior is determined by the laws of nature.  Even if
there is an element of indeterminism in nature, that element is random
and thus gives no support for the idea of free will.

But in another sense, we act as if free will exists because that's
what we must do to live in society.  As Justin points out, the concept
of free will is needed to solve moral problems.

For example, if I choose not to steal, that is an act of free will.  I
could, and some others do, make the opposite choice.  But there is
also a deterministic explanation involving my genes, my upbringing,
and the influence of social praise and opprobrium.

I don't see any conflict in believing in free will in the one sense
and rejecting it in the other.

I think its a *huge* problem. It tells people that they are not
responsible for their choices. And when people deny responsibility for
their mistaken choices, then they can not invoke error correction
methods to prevent that type of mistake in the future. I think this is
the worst learning disability.

I’m all for personal responsibility.  But I don’t understand how
“free” will plays a role in it.  Free from what?  Causation?  Is free
will an uncaused cause?

I don't know what you're asking.



But you said in your previous post that you don't see a conflict in
believing that free will exists in one sense and not in another.

And I explained the conflict. There is a problem in believing that
free will doesn't exist. It tells people to rationalize their mistaken
choices. Its debilitates personal progress.

People who believe that free will doesn't exist in the sense that Sam
Harris described will rationalize that they are not in control of
their actions, their thoughts, their emotions, their unconscious mind.
This is very bad.

Its better to create a new culture that understands individual
responsibility where no one denies it, where no one blames their
genes, or their upbringing, or their school, or their addiction, or
what ever.

I think we need a new cultural agent of change that will change our
culture for the better. That agent of change is epistemological
knowledge of responsibility, choices, mistakes, progress, etc.

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

I haven't read Harris's new book on free will, and I haven't read
anything by Eagleman, so I can't comment on them specifically.

Since I believe in naturalism, I don't see how human behavior can be
immune from causal explanations.  But I also don't think such
explanations absolve us from taking responsibility for our actions or
prevent us from judging the actions of others.  Such social judgements
are among the causes that influence our behavior.

If you want to talk about free will as metaphor for responsibility, I
have no problem.  But if you want to hold that our behavior cannot be
explained as a natural phenomenon, I think that is a scientifically
unsound position.



Science can't explain behavior. When it does attempt to do so, we're
now crossed over into the field of philosophy. So science can't
possibly have a position on the subject.

Psychology, neuroscience, cognitive science, and ethology are among
the sciences that explain behavior.  But most scientists know to avoid
the is-ought fallacy.  Science can explain how human behavior is, but
it cannot tell us how it ought to be.

What Eagleman explains in _Incognito: The Secret Lives of the Brain_
is the same thing that Sam Harris explains, which is that the
conscious part of the mind does not have direct access to the
unconscious part. So they say that we are not absolutely responsible
for our actions. And again, as soon as they talk about actions, they
have crossed over into philosophy and away from science.

I agree that the conscious part of the mind does not have direct
access to the unconscious part.  Talking about actions does not
necessarily cross into philosophy, but talking about responsibility
does.  What I'm saying is that, even if Harris and Eagleman are right
about the science, as a matter of philosophy and law, we can hold
ourselves and others responsible for our (or their) actions.

But I maintain that we *are* absolutely responsible for our actions
even though we do not have direct access to the unconscious parts of
our minds. Why? Because we have indirect access. We can reflect on our
behavior and choose to change our habits. There is no limit to how
much we can do this, assuming we choose to do it.

I generally agree with you.  In most cases people should be held
responsible for their actions.  But there are rare cases, such as
legal insanity, in which people should not be held responsible.

-- Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: March 31, 2012 at 9:54 PM

On Sat, Mar 31, 2012 at 8:31 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 31, 9:06 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 7:28 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:44 pm, Rami Rustom <romb...@gmail.com> wrote:

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

I haven't read Harris's new book on free will, and I haven't read
anything by Eagleman, so I can't comment on them specifically.

Since I believe in naturalism, I don't see how human behavior can be
immune from causal explanations.  But I also don't think such
explanations absolve us from taking responsibility for our actions or
prevent us from judging the actions of others.  Such social judgements
are among the causes that influence our behavior.

If you want to talk about free will as metaphor for responsibility, I
have no problem.  But if you want to hold that our behavior cannot be
explained as a natural phenomenon, I think that is a scientifically
unsound position.

Science can't explain behavior. When it does attempt to do so, we're
now crossed over into the field of philosophy. So science can't
possibly have a position on the subject.

Psychology, neuroscience, cognitive science, and ethology are among
the sciences that explain behavior.  But most scientists know to avoid
the is-ought fallacy.  Science can explain how human behavior is, but
it cannot tell us how it ought to be.

What Eagleman explains in _Incognito: The Secret Lives of the Brain_
is the same thing that Sam Harris explains, which is that the



conscious part of the mind does not have direct access to the
unconscious part. So they say that we are not absolutely responsible
for our actions. And again, as soon as they talk about actions, they
have crossed over into philosophy and away from science.

I agree that the conscious part of the mind does not have direct
access to the unconscious part.  Talking about actions does not
necessarily cross into philosophy, but talking about responsibility
does.  What I'm saying is that, even if Harris and Eagleman are right
about the science, as a matter of philosophy and law, we can hold
ourselves and others responsible for our (or their) actions.

But I maintain that we *are* absolutely responsible for our actions
even though we do not have direct access to the unconscious parts of
our minds. Why? Because we have indirect access. We can reflect on our
behavior and choose to change our habits. There is no limit to how
much we can do this, assuming we choose to do it.

I generally agree with you.  In most cases people should be held
responsible for their actions.  But there are rare cases, such as
legal insanity, in which people should not be held responsible.

The law doesn't understand insanity. The law is very far behind the
times. Its a bunch of old traditions that haven't adopted any new
ideas. And even compared to the science that you're talking about, the
law is way behind. But even if the law adopted the newer views as
explained by David Eagleman in _Incognito_, its still way behind the
times. Our newest understanding of choice and ideas comes from Popper,
Szasz, and others.

Lets consider a real example. In Eagleman's book, he referenced many
cases where ordinary citizens all of a sudden turned to criminal acts
and were found to have brain impairments like brain tumors. All of the
cases involved brain impairments of a specific part of the brain and
all of the cases led to criminal acts.

In one example, a regular citizen with no criminal history got a brain
tumor [but didn't know it] and then killed his family. Right before
doing so he wrote a letter before he killed them. He wrote that he was
not thinking like his normal self. He said he was having bad thoughts.



Eagleman explained that the brain impairment of the specific part of
the brain causes the bad thinking.

Where does the responsibility lie: (1) squarely on him, or (2) on his
brain tumor?

If (1) then he gets his brain tumor removed and goes to jail.

But if (2) then he gets his brain tumor removed and goes about his
life as a free man.

What do you think? Do you agree with my question and two possible
answers and consequences? If not, how should they be changed and why?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] fallibleideas.com / Parenting And Reason
Date: March 31, 2012 at 10:00 PM

From: http://fallibleideas.com/parenting-and-reason

Parenting and Reason

The following is the epitome of unreason: "The guy who disagrees with
me isn't a thinking person with a genuine opinion. He is an ignorant
idiot who has not seen the self-evident truth I know. Therefore, it's
not a real disagreement, he's just being a stubborn jerk even though
there's no possibility he's right."

That attitude is most commonly applied to Republicans. Just kidding.
It's most commonly applied to children.

Republicans are second! Just kidding.

Seriously though!  Thats what I've noticed.

What I've noticed is that very irrational people are Republican. And
very rational people are Republican. And everybody in the middle are
Democrats.

The attitude is bad because mistakes are common, and it's important to
have an attitude that lets us learn new things and fix our mistaken
ideas. The attitude assumes that "I am right" and doesn't allow for
the possibility of a mistake.

It's true that children are ignorant, and they are often mistaken
about things most adults know because they aren't familiar with some
valuable, traditional knowledge.

It's also true that children sometimes are correct, but the adults
think they are ignorant and mistaken, because the adults have a
misconception. If adults do have misconceptions, including about
matters they consider simple, then that's bound to come up sometimes.

http://fallibleideas.com/parenting-and-reason


The way to deal with disagreements due to ignorance is by informing
the other person of some relevant things he doesn't know. Now he may
agree. If he doesn't, the disagreement isn't due to ignorance anymore.
Maybe it's because the arguments you gave aren't complete, and you
accepted them anyway, but the other guy is unsure. If that's the case,
then this is a great opportunity. In fleshing them out, you'll learn
something too. And also, when looking into the details more might have
the opportunity to discover you were mistaken and change your mind.

A common complaint parents have is that if I tell a child a
persuasive, complete argument or explanation then he still won't
listen. But why wouldn't someone accept a compelling argument?

Perhaps the argument didn't address some question he had, or some
criticism of it, or some counter argument. In that case, it wasn't
really complete, and I was mistaken about how good my argument was.

Perhaps my argument was hard to understand, or confusing. In that
case, it's not a persuasive argument after all. How can I expect
someone to be persuaded by something he doesn't understand?

Perhaps accepting my argument would lead to a problem for the child.
Maybe it contradicts one of his existing ideas. If so, the argument is
incomplete for the child, even though it was complete for me. It
doesn't contain all the knowledge necessary for the child to fit it
into his mind. He needs to know how to reconcile it with his existing
knowledge.

Yes. That means that adults should try to form their explanation using
knowledge that the children have.

And bosses to employees, and physicists to non-physicists, and
programmers to non-programmers.

All of these are common. And they can be addressed by an effort. It
may take some time, especially when new to problem solving, but
there's no rational alternative to approaching disagreements
rationally.



This sounds funny: "there's no rational alternative to approaching
disagreements rationally". Not wrong or unclear, just funny. But maybe
it would be unclear to newbies.

And using reason is a skill which you can improve at until
it is always second nature.

Disagreements always indicate at least one person has made at least
some small mistake. Therefore, approaching them rationally — in a way
capable of correcting mistakes — is crucial.

One mistake parents sometimes make is to assume that because their
argument or explanation is compelling and complete, then there's no
reason for the child not to accept it, and therefore the only
conclusion left is malice.

Every situation has an infinite number of possible explanations. Just
one of them is malice. And parents just assume it. They don't realize
that exist so many other possible explanations.

The child won't listen because he's
selfish, greedy, hateful, spiteful, sinful, stupid, childish,
immature, wants to be difficult, or something like that. This attitude
leads to a bad parent-child relationship; prevents parents from
improving their communication and truth seeking skill; prevents
parents from looking into issues in enough depth to find mistakes they
may have made; and pressures the child to defer to authority (the
parent starts threatening punishments for non-compliance since the
conversation is at an end), rather than helping him learn to think and
judge for himself.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Free Will
Date: March 31, 2012 at 10:08 PM

On 01/04/2012, at 11:07 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Mar 31, 2012 at 7:28 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 31, 7:44 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 6:20 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:52 am, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 2:48 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 29, 6:17 pm, Brett Hall <brhal...@hotmail.com> wrote:
Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever



names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

Can you account for why some options and not others came into your
mind?

Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night



sky tonight.

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

Thanks,

In one sense, I agree with Harris.  Just like other aspects of
reality, our behavior is determined by the laws of nature.  Even if
there is an element of indeterminism in nature, that element is random
and thus gives no support for the idea of free will.

But in another sense, we act as if free will exists because that's
what we must do to live in society.  As Justin points out, the concept
of free will is needed to solve moral problems.

For example, if I choose not to steal, that is an act of free will.  I
could, and some others do, make the opposite choice.  But there is
also a deterministic explanation involving my genes, my upbringing,
and the influence of social praise and opprobrium.

I don't see any conflict in believing in free will in the one sense
and rejecting it in the other.

I think its a *huge* problem. It tells people that they are not
responsible for their choices. And when people deny responsibility for
their mistaken choices, then they can not invoke error correction
methods to prevent that type of mistake in the future. I think this is
the worst learning disability.

I’m all for personal responsibility.  But I don’t understand how
“free” will plays a role in it.  Free from what?  Causation?  Is free
will an uncaused cause?



I don't know what you're asking.

But you said in your previous post that you don't see a conflict in
believing that free will exists in one sense and not in another.

And I explained the conflict. There is a problem in believing that
free will doesn't exist. It tells people to rationalize their mistaken
choices. Its debilitates personal progress.

People who believe that free will doesn't exist in the sense that Sam
Harris described will rationalize that they are not in control of
their actions, their thoughts, their emotions, their unconscious mind.
This is very bad.

Its better to create a new culture that understands individual
responsibility where no one denies it, where no one blames their
genes, or their upbringing, or their school, or their addiction, or
what ever.

I think we need a new cultural agent of change that will change our
culture for the better. That agent of change is epistemological
knowledge of responsibility, choices, mistakes, progress, etc.

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

I haven't read Harris's new book on free will, and I haven't read
anything by Eagleman, so I can't comment on them specifically.

Since I believe in naturalism, I don't see how human behavior can be
immune from causal explanations.  But I also don't think such
explanations absolve us from taking responsibility for our actions or
prevent us from judging the actions of others.  Such social judgements
are among the causes that influence our behavior.

If you want to talk about free will as metaphor for responsibility, I
have no problem.  But if you want to hold that our behavior cannot be
explained as a natural phenomenon, I think that is a scientifically
unsound position.



Science can't explain behavior. When it does attempt to do so, we're
now crossed over into the field of philosophy. So science can't
possibly have a position on the subject.

What Eagleman explains in _Incognito: The Secret Lives of the Brain_
is the same thing that Sam Harris explains, which is that the
conscious part of the mind does not have direct access to the
unconscious part. So they say that we are not absolutely responsible
for our actions. And again, as soon as they talk about actions, they
have crossed over into philosophy and away from science.

But I maintain that we *are* absolutely responsible for our actions
even though we do not have direct access to the unconscious parts of
our minds. Why? Because we have indirect access. We can reflect on our
behavior and choose to change our habits. There is no limit to how
much we can do this, assuming we choose to do it.

But there is a learning disability that does limit our ability to
choose to change our habits. Its called *responsibility denial*. And
that is what Sam Harris and David Eagleman's ideas lead us to.

You a not identical to the thoughts that enter your consciousness. You perceive 
your thoughts much as you perceive objects in the world. You are not identical to 
them.  Does this make sense? You seem to be skeptical that science has 
anything whatsoever to contribute to our growing understanding of what it means 
to be a person. A first person, introspective science is required here.

Harris agrees that choices are important. A person who chooses to do the wrong 
thing (say a sociopath who murders or rapes or steals) needs to be restrained 
and imprisoned. There may be a possibility for rehabilitation. I don't understand 
the subtext of fear that seems associated with the idea that our will is not free. 
What would change about our world if we ceased to believe in free will?

The discussion seems to be at cross purposes though. To some extent I see a 
bridge that cannot be crossed between us. I admit that choices are real. I make 
choices and if I make a bad choice that causes harm to others then I need to be 
held to account. If I am dangerous I need to be locked up or even possibly killed. 
This is true whether or not the concept of free will makes sense in the way that 
people think it does. Choices are actually made by me. But this is not what "free 



will" is about. It is not scientism to think that science has something to contribute 
towards topics that have previously been the exclusive domain of philosophy. I 
think science can say something about the human mind. And ethics. Simply ruling 
science out of the discussion through some sort of adhominem against science 
itself through charges of scientism seems against the method of criticism required 
to shine light on some of these difficult questions.

When we use the term "free will" there's this sense in which most people 
uninterested in philosophy have a pop-notion of the idea- that it means you are 
the author of your own "will" - that is that you choose your own desires. Yet we 
know this cannot be. It leads to an infinite regress.

This reminds me of the way some religious people really do believe that God is a 
bearded old man and that Jesus really was born of a virgin - or that Mohammed 
really did fly to heaven on a winged horse or any of many other ludicrous ideas. 
They really believe it and on the most important issues of their lives they use 
these ideas to help form the basis for some of their most important decisions. Yet 
there are some philosophers and intellectuals who jump to the defene of such 
people in a rather dishonest way. They say such ideas are not ridiculous because 
god is just another word for "everything that exists" in Spinoza's sense of the 
word and that somehow this latter idea of god supports the former ludicrous 
notion.

Free will in the sense most people believe in it makes no sense in its own terms. 
Redefining it to mean "free choice" in the way the compatibalists do seems to me 
to be a bait and switch just as Harris suggests. I believe in choice and that choice 
is important and that people make choices and that the idea of choice is essential 
in the legal system. But I also believe that the popular conception of free will 
cannot be compatible with determinism - or indeed indeterminism. It makes no 
sense taken seriously in its own terms.

The point about what the correct level of explanation is for why a copper atom 
rests at the tip of a statue is important. Yes  - a historical explanation would be 
best. But this is only because it does not conflict with the laws of physics - if it did, 
it would be a *bad* explanation. So it is with free will. Free will taken seriously as 
the idea that we author our own wills - means that our wills are not determined by 
anything - certainly not the laws of physics. Free will is thus a bad explanation. 
But the idea that I make choices and should be judged on the choices I make is 
not in conflict with the laws of physics. If I choose to do good things - judge me as 
a good person. If I choose to do evil- do what you must because I might be 



dangerous. You don't need this idea of free will to make these judgements. It's a 
straw man to say that Harris and Eagleman believe that people without free will 
cannot change their habits. This is simply false. Free choice and free will are 
different things.

Brett

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: March 31, 2012 at 11:23 PM

On Sat, Mar 31, 2012 at 9:08 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/04/2012, at 11:07 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Mar 31, 2012 at 7:28 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 31, 7:44 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 6:20 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:52 am, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 2:48 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

On Mar 29, 6:17 pm, Brett Hall <brhal...@hotmail.com> wrote:
Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever



names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may 
have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

Can you account for why some options and not others came into your
mind?

Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I 
am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of



the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness 
seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

Thanks,

In one sense, I agree with Harris.  Just like other aspects of
reality, our behavior is determined by the laws of nature.  Even if
there is an element of indeterminism in nature, that element is random
and thus gives no support for the idea of free will.

But in another sense, we act as if free will exists because that's
what we must do to live in society.  As Justin points out, the concept
of free will is needed to solve moral problems.

For example, if I choose not to steal, that is an act of free will.  I
could, and some others do, make the opposite choice.  But there is
also a deterministic explanation involving my genes, my upbringing,
and the influence of social praise and opprobrium.

I don't see any conflict in believing in free will in the one sense
and rejecting it in the other.

I think its a *huge* problem. It tells people that they are not
responsible for their choices. And when people deny responsibility for
their mistaken choices, then they can not invoke error correction
methods to prevent that type of mistake in the future. I think this is
the worst learning disability.

I’m all for personal responsibility.  But I don’t understand how
“free” will plays a role in it.  Free from what?  Causation?  Is free



will an uncaused cause?

I don't know what you're asking.

But you said in your previous post that you don't see a conflict in
believing that free will exists in one sense and not in another.

And I explained the conflict. There is a problem in believing that
free will doesn't exist. It tells people to rationalize their mistaken
choices. Its debilitates personal progress.

People who believe that free will doesn't exist in the sense that Sam
Harris described will rationalize that they are not in control of
their actions, their thoughts, their emotions, their unconscious mind.
This is very bad.

Its better to create a new culture that understands individual
responsibility where no one denies it, where no one blames their
genes, or their upbringing, or their school, or their addiction, or
what ever.

I think we need a new cultural agent of change that will change our
culture for the better. That agent of change is epistemological
knowledge of responsibility, choices, mistakes, progress, etc.

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

I haven't read Harris's new book on free will, and I haven't read
anything by Eagleman, so I can't comment on them specifically.

Since I believe in naturalism, I don't see how human behavior can be
immune from causal explanations.  But I also don't think such
explanations absolve us from taking responsibility for our actions or
prevent us from judging the actions of others.  Such social judgements
are among the causes that influence our behavior.

If you want to talk about free will as metaphor for responsibility, I
have no problem.  But if you want to hold that our behavior cannot be
explained as a natural phenomenon, I think that is a scientifically



unsound position.

Science can't explain behavior. When it does attempt to do so, we're
now crossed over into the field of philosophy. So science can't
possibly have a position on the subject.

What Eagleman explains in _Incognito: The Secret Lives of the Brain_
is the same thing that Sam Harris explains, which is that the
conscious part of the mind does not have direct access to the
unconscious part. So they say that we are not absolutely responsible
for our actions. And again, as soon as they talk about actions, they
have crossed over into philosophy and away from science.

But I maintain that we *are* absolutely responsible for our actions
even though we do not have direct access to the unconscious parts of
our minds. Why? Because we have indirect access. We can reflect on our
behavior and choose to change our habits. There is no limit to how
much we can do this, assuming we choose to do it.

But there is a learning disability that does limit our ability to
choose to change our habits. Its called *responsibility denial*. And
that is what Sam Harris and David Eagleman's ideas lead us to.

You a not identical to the thoughts that enter your consciousness. You perceive 
your thoughts much as you perceive objects in the world. You are not identical 
to them.  Does this make sense? You seem to be skeptical that science has 
anything whatsoever to contribute to our growing understanding of what it 
means to be a person. A first person, introspective science is required here.

I haven't said that its useless. I read _Incognito_ and it provides a
wealth of knowledge to me about how my mind works. And it allowed me
to better reflect on my behavior. I think everyone should read it!

But the philosophical implications that Eagleman poses are wrong.

Harris agrees that choices are important. A person who chooses to do the 
wrong thing (say a sociopath who murders or rapes or steals) needs to be 
restrained and imprisoned. There may be a possibility for rehabilitation. I don't 



understand the subtext of fear that seems associated with the idea that our will 
is not free. What would change about our world if we ceased to believe in free 
will?

People will deny responsibility for their actions. And our
institutions and our laws will tends towards that idea too. Its very
bad!

The discussion seems to be at cross purposes though. To some extent I see a 
bridge that cannot be crossed between us. I admit that choices are real. I make 
choices and if I make a bad choice that causes harm to others then I need to be 
held to account. If I am dangerous I need to be locked up or even possibly 
killed. This is true whether or not the concept of free will makes sense in the 
way that people think it does. Choices are actually made by me. But this is not 
what "free will" is about. It is not scientism to think that science has something to 
contribute towards topics that have previously been the exclusive domain of 
philosophy. I think science can say something about the human mind.

Agreed.

And ethics.

No.

Simply ruling science out of the discussion through some sort of adhominem 
against science itself through charges of scientism seems against the method of 
criticism required to shine light on some of these difficult questions.

But their conclusions are wrong. And its wrong because they are doing
the philosophy wrong.

When we use the term "free will" there's this sense in which most people 
uninterested in philosophy have a pop-notion of the idea- that it means you are 
the author of your own "will" - that is that you choose your own desires. Yet we 
know this cannot be. It leads to an infinite regress.



Its wrong for another reason. We can't directly measure our minds. We
can't know what we want until we indirectly measure how we feel when
we try things. When we try stuff, and if we feel good, then thats an
indication that we want it. But if we feel bad, then thats an
indication that we don't want it.

This reminds me of the way some religious people really do believe that God is 
a bearded old man and that Jesus really was born of a virgin - or that 
Mohammed really did fly to heaven on a winged horse or any of many other 
ludicrous ideas. They really believe it and on the most important issues of their 
lives they use these ideas to help form the basis for some of their most 
important decisions. Yet there are some philosophers and intellectuals who jump 
to the defene of such people in a rather dishonest way. They say such ideas are 
not ridiculous because god is just another word for "everything that exists" in 
Spinoza's sense of the word and that somehow this latter idea of god supports 
the former ludicrous notion.

Those are philosophers doing some really bad philosophy.

Free will in the sense most people believe in it makes no sense in its own terms. 
Redefining it to mean "free choice" in the way the compatibalists do seems to 
me to be a bait and switch just as Harris suggests. I believe in choice and that 
choice is important and that people make choices and that the idea of choice is 
essential in the legal system. But I also believe that the popular conception of 
free will cannot be compatible with determinism - or indeed indeterminism. It 
makes no sense taken seriously in its own terms.

The point about what the correct level of explanation is for why a copper atom 
rests at the tip of a statue is important. Yes  - a historical explanation would be 
best. But this is only because it does not conflict with the laws of physics - if it 
did, it would be a *bad* explanation. So it is with free will. Free will taken 
seriously as the idea that we author our own wills - means that our wills are not 
determined by anything - certainly not the laws of physics. Free will is thus a 
bad explanation. But the idea that I make choices and should be judged on the 
choices I make is not in conflict with the laws of physics. If I choose to do good 
things - judge me as a good person. If I choose to do evil- do what you must 
because I might be dangerous. You don't need this idea of free will to make 



these judgements. It's a straw man to say that Harris and Eagleman believe that 
people without free will cannot change their habits. This is simply false. Free 
choice and free will are different things.

They don't say that specifically.

But Eagleman does say give an example of something similar to that. I
explained it in a post in this thread about the same time you sent
this post. Please tell me what you think.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Free Will
Date: April 1, 2012 at 1:46 AM

Sent from my iPad

On 01/04/2012, at 1:23 PM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Mar 31, 2012 at 9:08 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/04/2012, at 11:07 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Mar 31, 2012 at 7:28 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 31, 7:44 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 6:20 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:52 am, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 2:48 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

On Mar 29, 6:17 pm, Brett Hall <brhal...@hotmail.com> wrote:
Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.



Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may 
have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose 
that
which *did not even occur to you to choose*.

Can you account for why some options and not others came into your
mind?

Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I 
am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say 
"But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and 
says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice



(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

It seems we are not identical to our thoughts - we simply witness 
them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness 
seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

Thanks,

In one sense, I agree with Harris.  Just like other aspects of
reality, our behavior is determined by the laws of nature.  Even if
there is an element of indeterminism in nature, that element is random
and thus gives no support for the idea of free will.

But in another sense, we act as if free will exists because that's
what we must do to live in society.  As Justin points out, the concept
of free will is needed to solve moral problems.

For example, if I choose not to steal, that is an act of free will.  I
could, and some others do, make the opposite choice.  But there is
also a deterministic explanation involving my genes, my upbringing,
and the influence of social praise and opprobrium.

I don't see any conflict in believing in free will in the one sense
and rejecting it in the other.



I think its a *huge* problem. It tells people that they are not
responsible for their choices. And when people deny responsibility for
their mistaken choices, then they can not invoke error correction
methods to prevent that type of mistake in the future. I think this is
the worst learning disability.

I’m all for personal responsibility.  But I don’t understand how
“free” will plays a role in it.  Free from what?  Causation?  Is free
will an uncaused cause?

I don't know what you're asking.

But you said in your previous post that you don't see a conflict in
believing that free will exists in one sense and not in another.

And I explained the conflict. There is a problem in believing that
free will doesn't exist. It tells people to rationalize their mistaken
choices. Its debilitates personal progress.

People who believe that free will doesn't exist in the sense that Sam
Harris described will rationalize that they are not in control of
their actions, their thoughts, their emotions, their unconscious mind.
This is very bad.

Its better to create a new culture that understands individual
responsibility where no one denies it, where no one blames their
genes, or their upbringing, or their school, or their addiction, or
what ever.

I think we need a new cultural agent of change that will change our
culture for the better. That agent of change is epistemological
knowledge of responsibility, choices, mistakes, progress, etc.

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

I haven't read Harris's new book on free will, and I haven't read
anything by Eagleman, so I can't comment on them specifically.

Since I believe in naturalism, I don't see how human behavior can be



immune from causal explanations.  But I also don't think such
explanations absolve us from taking responsibility for our actions or
prevent us from judging the actions of others.  Such social judgements
are among the causes that influence our behavior.

If you want to talk about free will as metaphor for responsibility, I
have no problem.  But if you want to hold that our behavior cannot be
explained as a natural phenomenon, I think that is a scientifically
unsound position.

Science can't explain behavior. When it does attempt to do so, we're
now crossed over into the field of philosophy. So science can't
possibly have a position on the subject.

What Eagleman explains in _Incognito: The Secret Lives of the Brain_
is the same thing that Sam Harris explains, which is that the
conscious part of the mind does not have direct access to the
unconscious part. So they say that we are not absolutely responsible
for our actions. And again, as soon as they talk about actions, they
have crossed over into philosophy and away from science.

But I maintain that we *are* absolutely responsible for our actions
even though we do not have direct access to the unconscious parts of
our minds. Why? Because we have indirect access. We can reflect on our
behavior and choose to change our habits. There is no limit to how
much we can do this, assuming we choose to do it.

But there is a learning disability that does limit our ability to
choose to change our habits. Its called *responsibility denial*. And
that is what Sam Harris and David Eagleman's ideas lead us to.

You a not identical to the thoughts that enter your consciousness. You perceive 
your thoughts much as you perceive objects in the world. You are not identical 
to them.  Does this make sense? You seem to be skeptical that science has 
anything whatsoever to contribute to our growing understanding of what it 
means to be a person. A first person, introspective science is required here.

I haven't said that its useless. I read _Incognito_ and it provides a
wealth of knowledge to me about how my mind works. And it allowed me



to better reflect on my behavior. I think everyone should read it!

But the philosophical implications that Eagleman poses are wrong.

Harris agrees that choices are important. A person who chooses to do the 
wrong thing (say a sociopath who murders or rapes or steals) needs to be 
restrained and imprisoned. There may be a possibility for rehabilitation. I don't 
understand the subtext of fear that seems associated with the idea that our will 
is not free. What would change about our world if we ceased to believe in free 
will?

People will deny responsibility for their actions. And our
institutions and our laws will tends towards that idea too. Its very
bad!

That's prophesy. No wonder it's pessimistic! People may not be ultimately 
responsible but that makes no difference to their being a necessary part of a 
causal chain of events. So if a murderer is a murderer because of his choices 
based upon a will that is some combination of his genes, his ideas and luck - 
none of which he has any control over - then we need to treat him as the 
dangerous psychopath he is. It makes no difference that he has free will.

If we could lock up or execute tornadoes and natural disasters, wouldn't we? It 
makes no difference that they are simply determined by the laws of physics 
and/or other emergent laws of science - does it? They're still dangerous 
problems, right? Same with bad people with bad ideas. It's just that we *can* 
sometimes more easily solve the problem of bad people than we can natural 
disasters.

The discussion seems to be at cross purposes though. To some extent I see a 
bridge that cannot be crossed between us. I admit that choices are real. I 
make choices and if I make a bad choice that causes harm to others then I 
need to be held to account. If I am dangerous I need to be locked up or even 
possibly killed. This is true whether or not the concept of free will makes sense 
in the way that people think it does. Choices are actually made by me. But this 
is not what "free will" is about. It is not scientism to think that science has 



something to contribute towards topics that have previously been the exclusive 
domain of philosophy. I think science can say something about the human 
mind.

Agreed.

And ethics.

No.

Simply ruling science out of the discussion through some sort of adhominem 
against science itself through charges of scientism seems against the method 
of criticism required to shine light on some of these difficult questions.

But their conclusions are wrong. And its wrong because they are doing
the philosophy wrong.

I think you - and daniel dennett (who believes in free will) and David in BoI and 
FoR and others are doing the philosophy wrong. I get the impression there is 
almost a dogmatic adherence to the concept of free will even though it is 
incoherent philosophically because you want to keep it for ethical reasons. But 
you don't need it for good ethics. You do need "choice" for ethics and " problem 
solving" and I would argue "well being" but not freedom of the will. That's just bad 
philosophy to insist you do. Bad because it's a bad explanation of what the "will" 
in free will is, because the "free" seems to be about choices not "wills" and 
because the "you" in "you have free will" is not the conscious subject of your 
experience. Instead the "you" seems to be identified with "your thoughts" which - 
given we do not have a proper first person science yet - is bad philosophy.

When we use the term "free will" there's this sense in which most people 
uninterested in philosophy have a pop-notion of the idea- that it means you are 
the author of your own "will" - that is that you choose your own desires. Yet we 
know this cannot be. It leads to an infinite regress.

Its wrong for another reason. We can't directly measure our minds. We
can't know what we want until we indirectly measure how we feel when



we try things. When we try stuff, and if we feel good, then thats an
indication that we want it. But if we feel bad, then thats an
indication that we don't want it.

Agreed. And you have no control over what you feel good and bad about, do 
you? Even if you make choices to change what you want to feel good and bad 
about then this itself is chosen because of desires (a will) you have no control 
over. You rightly point out that we cannot measure our minds. We don't know 
what we want until we do something. Again - doesn't that just prove the point that 
we have no control over what we will want. Our will is not free. We are not in 
control. Some other things provide our will to us unbidden as if sprung from the 
void.

Recently I have found that unlike when I was younger I feel a little uncomfortable 
talking in front of large groups of people. My will not to talk in front of large groups 
is a mystery to me. These feelings arise in my mind unbidden and my desire 
comes with them. My will is what it is and I have no control. I cannot choose to 
feel how I do not feel. I want to change it. But why? I have no control over that 
desire either. I explain to myself that because of other things I want to do in the 
future that I need to practise more speaking in front of large groups so I have 
been taking actions to change my feelings about this. Now my feelings are 
changing. I have made choices that seem to have changed my feelings. But my 
increased feelings of comfort still come to me - I do not change my feelings. They 
change me. And so my will now is changing too. Now instead of fear and 
discomfort I feel excitement. But I have no control over it and that I now want to 
speak in front of people is not a desire I have chosen to have - I simply welcome 
it like a pleasant visitor. My choices were free but my desires are a mystery to 
me. Notice at no point here, I hope you will agree, have I slipped out of 
philosophy and into scientism. I need consider little more than my own 
motivations and that takes introspection.

This reminds me of the way some religious people really do believe that God is 
a bearded old man and that Jesus really was born of a virgin - or that 
Mohammed really did fly to heaven on a winged horse or any of many other 
ludicrous ideas. They really believe it and on the most important issues of their 
lives they use these ideas to help form the basis for some of their most 
important decisions. Yet there are some philosophers and intellectuals who 
jump to the defene of such people in a rather dishonest way. They say such 
ideas are not ridiculous because god is just another word for "everything that 



exists" in Spinoza's sense of the word and that somehow this latter idea of god 
supports the former ludicrous notion.

Those are philosophers doing some really bad philosophy.

Free will in the sense most people believe in it makes no sense in its own 
terms. Redefining it to mean "free choice" in the way the compatibalists do 
seems to me to be a bait and switch just as Harris suggests. I believe in choice 
and that choice is important and that people make choices and that the idea of 
choice is essential in the legal system. But I also believe that the popular 
conception of free will cannot be compatible with determinism - or indeed 
indeterminism. It makes no sense taken seriously in its own terms.

The point about what the correct level of explanation is for why a copper atom 
rests at the tip of a statue is important. Yes  - a historical explanation would be 
best. But this is only because it does not conflict with the laws of physics - if it 
did, it would be a *bad* explanation. So it is with free will. Free will taken 
seriously as the idea that we author our own wills - means that our wills are not 
determined by anything - certainly not the laws of physics. Free will is thus a 
bad explanation. But the idea that I make choices and should be judged on the 
choices I make is not in conflict with the laws of physics. If I choose to do good 
things - judge me as a good person. If I choose to do evil- do what you must 
because I might be dangerous. You don't need this idea of free will to make 
these judgements. It's a straw man to say that Harris and Eagleman believe 
that people without free will cannot change their habits. This is simply false. 
Free choice and free will are different things.

They don't say that specifically.

But Eagleman does say give an example of something similar to that. I
explained it in a post in this thread about the same time you sent
this post. Please tell me what you think.

I will read that post, thank you. Unfortunately I have not read Eagleman. I will put 
him on the list. I know Harris has had some disagreements with him on various 
topics - though perhaps not on the topic of free will as far as I am aware.

Brett



-- Rami

-- 



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: April 1, 2012 at 8:41 AM

On Mar 31, 9:14 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:56 PM, Steve Push wrote:

On Mar 31, 8:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:03 PM, Steve Push wrote:

On Mar 31, 12:51 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Fri, Feb 10, 2012 at 4:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 9, 8:49 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 9 Feb 2012, at 15:35, Steve Push <stephen.p...@gmail.com> wrote:

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made mistakes 
like
overlooking his prior worldview (in the same way you dismissed the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

Introspection and testimony can be unreliable.  But for several
reasons, I believe Chargaff is a credible witness.  We have his
contemporaneous writings, which historians generally regard as more
reliable than recollections made later in life.  Even his later
historical and autobiographical writings seem reliable, because he
makes what a lawyer would call “admissions against interest.”  If he
were going to shade his recollections -- consciously or unconsciously
-- I would expect him to inflate the importance of his own insights.
But he claims no prior knowledge of the relevance of his observations,
even though his work was the foundation for a Nobel Prize awarded to
others.



Suppose that you, Steve Push, made a major scientific breakthrough 10 
years ago.

And wrote a journal about your thought processes while doing the 
research.

And then presented it on this list as evidence that induction is possible.

And we said:

Your description of your own thoughts is unreliable: it's biased by
your belief in induction. If we're right that you're making
philosophical mistakes regarding induction, then those very same
mistakes will render your journal evidence flawed because they cause
misinterpretations of what you did and thought.

Would we be right, or do you think we should concede to your
hypothetical journal?

If, as you suggest in your scenario, the reporter has an a priori
position on the use of induction in science, I agree that the report
could not be viewed as unbiased.  But I saw nothing in Chargaff's
writings in which he took a position on induction, C&R, or any other
issue in philosophy of science.  As far as I can tell, he provided
factual reports of his discovery, which Godfrey-Smith and I both
interpret as an inductive process.

All English speaking scientists before Popper but after, say, 1000 A.D., can 
be assumed inductivists.

Where would they have learned anything else?

Or certainly after people like Bacon and Hume dominated the discourse.

Non-scientists too. For example Edmund Burke and William Godwin can be 
assumed inductivists.



What position do you think Chargaff might have held other than induction?

Chargaff was Popper's contemporary.  And like Popper, he was an
Austrian who immigrated to an English-speaking country during the Nazi
era, so he may have been aware of Popper and his work.  Without some
specific evidence, I don't think we can say what he believed.

Oh, I had the time period wrong!

Looks like his work was around 1950. Logic of Scientific Discovery came out in 
1959 in English (too late), but in 1934 in German (early enough)! And Chargaff 
studied in Vienna, so may have known about Popper.

Further, Chargaff talked with Watson and Crick. Crick and Popper corresponded 
by letters:

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs...

And I don't think you've taken our point that there is no such thing as a 
"factual report" -- **all** observation reports are theory laden (interpreted).

Maybe "factual report" is not the right term.  He provided
contemporaneous scientific reports, personal memoirs, and scientific
histories.  Of course, all of these involved interpretation.  But if
he had any bias concerning induction vs. C&R, it wasn't apparent in
his writings.

You chose his writing as an example of induction in science, but now you claim 
they are neutral? If they seemed to you especially suitable to demonstrating to 
induction's strongest opponents that actually it's real, then that doesn't sound 
like they are neutral.

I'm not citing Chargaff as a philosopher of science; I think he is a
reliable reporter about a particular scientific discovery.  The
interpretation is Godfery-Smith's and mine.

Can you give a specific quote from Chargaff's testimony that is not compatible 
with Popper's account of knowledge creation, and point out the contradiction? Is 
there such a quote by which Chargaff *refutes* Popper?

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs


If Chargaff had conjectured the DNA regularities prior to conducting
his experiments, he didn't give any indication in his writings.  The
regularities didn't occur to him until he was trying to make sense of
the data.  As he put it, the regularities "emerged" from the data.
(Chargaff, E. Heraclitean Fire: Sketches from a Life before Nature.
Rockefeller University Press, 1978).

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: All Observation is Always Selective (was: BoI on Induction)
Date: April 1, 2012 at 8:57 AM

On Mar 31, 9:19 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 6:13 PM, Steve Push wrote:

On Mar 31, 8:56 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:35 PM, Steve Push wrote:

On Mar 31, 8:11 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:08 PM, Steve Push wrote:

On Mar 31, 12:50 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

On Thu, Feb 9, 2012 at 1:42 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

here is another example (from Philosophy of Science: A Very Short
Introduction by Samir Okasha, Oxford Univ. Press, 2002):

Geneticists concluded that people with Down's syndrome have an 
extra
chromosome.  They drew this conclusion after observing the extra
chromosome in a large number of people with Down's syndrome.  
Samir
says:  "It is easy to see that this is an inductive inference.  The
fact that the DS sufferers in the sample studied had 47 chromosomes
doesn't prove that all DS sufferers do.  It is possible, though
unlikely, that the sample was an unrepresentative one."

So the steps they followed were something like:

1) think of all types of things that could cause or explain Down's 
syndrome

2) improve the list with criticism

3) look through their data for patterns fitting their speculative list



4) find one (only one? if it was more that will entail more critical
steps to refute the others)

5) criticize it and any rival ideas, possibly with some testing. For
example they would have wanted to consider if maybe every has 47
chromosomes -- they are relying on pre-existing knowledge about
chromosomes as part of their argument. In this example, I'm guessing
the testing was already done well in advance. In other cases, they
might do new tests.

You believe induction is an observable fact, yet observations always
require interpretation so it's only an "observable fact" in the
context of your way of interpreting, which we have criticized on
points such as vagueness and having no solution to the problem of
confirmation or Hume's problem of induction. If you adopt a Popperian
way of thinking, you'll find induction is no longer an observable
fact, and also those criticisms will no longer apply.

I don't know if you followed the entire discussion of this example.
It proved to be inconclusive, because none of us know enough about the
facts of the case.  If he had a prior conjecture concerning chromosome
number, then I agree it was C&R, not induction.  But if he didn't have
such a prior conjecture, then I maintain it was induction.  I don't
know which it was, and no one has yet called my attention to any
evidence that could answer that question.

If he didn't have a prior conjecture related to chromosome number (e.g. 
that it's important enough to pay attention to), he never would have 
counted how many there were or written it down, and could not have made 
any discovery to do with it.

From the little I've read about it, all I can tell is that he guessed
it might have something to do with chromosomes.  It might not have
occurred to him that the chromosomes numbers would be different until
he made the observations.  I just don't know enough about the history
of the discovery to know which it was.

You just said which it was: he had ideas first and observations second. As 



always it must be, as a matter of logic.

I don't think you have a clear enough conception of what you're arguing over.

Of course he had ideas first.  But which ideas?  If a difference in
chromosome number didn't occur to him, he couldn't have been testing
that conjecture when he observed the chromosomes.

If he didn't have the idea in advance that chromosome number could matter, he 
would not have paid attention to what the number was when doing his 
experiments or observations.

There were many different observables of his data which he could have noticed, 
written down, etc... He only focussed on a small subset, including number of 
chromosomes. This is a requirement of logic, even without any historical 
evidence.

That small subset he chose to pay attention to was selected by ideas, and it 
included chromosome number before he wrote down or counted the 
chromosome number. Again this is a matter of logic rather than the methods 
scientists use.

All observation is always selective, and selection is done according to ideas or 
knowledge we have. Anything else is impossible (as a matter of logic and 
philosophy).

If you haven't researched the facts, you don't know.  He could have
been looking for something different.  He could have been looking with
knowing what he was looking for.  Forty-seven chromosomes where 46 had
been found in the past is a gross difference that would be obvious
even to someone who hadn't conjectured a numerical difference in
advance.

What's more, at that point in time, few human cells had been
karyotyped worldwide.  So scientists first had to induce that 46 was
the norm and not an anomaly of the cells studied so far.  Then he had
to induce that the 47th he saw was typical of Down's syndrome and not
an anomaly of the few samples he had examined so far.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Free Will
Date: April 1, 2012 at 9:08 AM

On Mar 31, 9:54 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 8:31 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 9:06 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 7:28 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:44 pm, Rami Rustom <romb...@gmail.com> wrote:

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

I haven't read Harris's new book on free will, and I haven't read
anything by Eagleman, so I can't comment on them specifically.

Since I believe in naturalism, I don't see how human behavior can be
immune from causal explanations.  But I also don't think such
explanations absolve us from taking responsibility for our actions or
prevent us from judging the actions of others.  Such social judgements
are among the causes that influence our behavior.

If you want to talk about free will as metaphor for responsibility, I
have no problem.  But if you want to hold that our behavior cannot be
explained as a natural phenomenon, I think that is a scientifically
unsound position.

Science can't explain behavior. When it does attempt to do so, we're
now crossed over into the field of philosophy. So science can't
possibly have a position on the subject.

Psychology, neuroscience, cognitive science, and ethology are among
the sciences that explain behavior.  But most scientists know to avoid
the is-ought fallacy.  Science can explain how human behavior is, but
it cannot tell us how it ought to be.

What Eagleman explains in _Incognito: The Secret Lives of the Brain_



is the same thing that Sam Harris explains, which is that the
conscious part of the mind does not have direct access to the
unconscious part. So they say that we are not absolutely responsible
for our actions. And again, as soon as they talk about actions, they
have crossed over into philosophy and away from science.

I agree that the conscious part of the mind does not have direct
access to the unconscious part.  Talking about actions does not
necessarily cross into philosophy, but talking about responsibility
does.  What I'm saying is that, even if Harris and Eagleman are right
about the science, as a matter of philosophy and law, we can hold
ourselves and others responsible for our (or their) actions.

But I maintain that we *are* absolutely responsible for our actions
even though we do not have direct access to the unconscious parts of
our minds. Why? Because we have indirect access. We can reflect on our
behavior and choose to change our habits. There is no limit to how
much we can do this, assuming we choose to do it.

I generally agree with you.  In most cases people should be held
responsible for their actions.  But there are rare cases, such as
legal insanity, in which people should not be held responsible.

The law doesn't understand insanity. The law is very far behind the
times. Its a bunch of old traditions that haven't adopted any new
ideas. And even compared to the science that you're talking about, the
law is way behind. But even if the law adopted the newer views as
explained by David Eagleman in _Incognito_, its still way behind the
times. Our newest understanding of choice and ideas comes from Popper,
Szasz, and others.

Lets consider a real example. In Eagleman's book, he referenced many
cases where ordinary citizens all of a sudden turned to criminal acts
and were found to have brain impairments like brain tumors. All of the
cases involved brain impairments of a specific part of the brain and
all of the cases led to criminal acts.

In one example, a regular citizen with no criminal history got a brain
tumor [but didn't know it] and then killed his family. Right before
doing so he wrote a letter before he killed them. He wrote that he was



not thinking like his normal self. He said he was having bad thoughts.
Eagleman explained that the brain impairment of the specific part of
the brain causes the bad thinking.

Where does the responsibility lie: (1) squarely on him, or (2) on his
brain tumor?

If (1) then he gets his brain tumor removed and goes to jail.

But if (2) then he gets his brain tumor removed and goes about his
life as a free man.

What do you think? Do you agree with my question and two possible
answers and consequences? If not, how should they be changed and why?

If a jury concludes that, because of the brain tumor, he was not able
to determine the difference between right and wrong at the time he
killed his family, he should go free.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Free Will
Date: April 1, 2012 at 10:13 AM

On Mar 31, 11:23 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 9:08 PM, Brett Hall <brhal...@hotmail.com> wrote:

On 01/04/2012, at 11:07 AM, "Rami Rustom" <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 7:28 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:44 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 6:20 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:52 am, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 2:48 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

On Mar 29, 6:17 pm, Brett Hall <brhal...@hotmail.com> wrote:
Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why



didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may 
have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose 
that
which *did not even occur to you to choose*.

Can you account for why some options and not others came into your
mind?

Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I 
am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say 
"But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and 
says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?



Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

It seems we are not identical to our thoughts - we simply witness 
them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness 
seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

Thanks,

In one sense, I agree with Harris.  Just like other aspects of
reality, our behavior is determined by the laws of nature.  Even if
there is an element of indeterminism in nature, that element is random
and thus gives no support for the idea of free will.

But in another sense, we act as if free will exists because that's
what we must do to live in society.  As Justin points out, the concept
of free will is needed to solve moral problems.

For example, if I choose not to steal, that is an act of free will.  I
could, and some others do, make the opposite choice.  But there is
also a deterministic explanation involving my genes, my upbringing,
and the influence of social praise and opprobrium.

I don't see any conflict in believing in free will in the one sense
and rejecting it in the other.

I think its a *huge* problem. It tells people that they are not
responsible for their choices. And when people deny responsibility for
their mistaken choices, then they can not invoke error correction



methods to prevent that type of mistake in the future. I think this is
the worst learning disability.

I’m all for personal responsibility.  But I don’t understand how
“free” will plays a role in it.  Free from what?  Causation?  Is free
will an uncaused cause?

I don't know what you're asking.

But you said in your previous post that you don't see a conflict in
believing that free will exists in one sense and not in another.

And I explained the conflict. There is a problem in believing that
free will doesn't exist. It tells people to rationalize their mistaken
choices. Its debilitates personal progress.

People who believe that free will doesn't exist in the sense that Sam
Harris described will rationalize that they are not in control of
their actions, their thoughts, their emotions, their unconscious mind.
This is very bad.

Its better to create a new culture that understands individual
responsibility where no one denies it, where no one blames their
genes, or their upbringing, or their school, or their addiction, or
what ever.

I think we need a new cultural agent of change that will change our
culture for the better. That agent of change is epistemological
knowledge of responsibility, choices, mistakes, progress, etc.

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

I haven't read Harris's new book on free will, and I haven't read
anything by Eagleman, so I can't comment on them specifically.

Since I believe in naturalism, I don't see how human behavior can be
immune from causal explanations.  But I also don't think such



explanations absolve us from taking responsibility for our actions or
prevent us from judging the actions of others.  Such social judgements
are among the causes that influence our behavior.

If you want to talk about free will as metaphor for responsibility, I
have no problem.  But if you want to hold that our behavior cannot be
explained as a natural phenomenon, I think that is a scientifically
unsound position.

Science can't explain behavior. When it does attempt to do so, we're
now crossed over into the field of philosophy. So science can't
possibly have a position on the subject.

What Eagleman explains in _Incognito: The Secret Lives of the Brain_
is the same thing that Sam Harris explains, which is that the
conscious part of the mind does not have direct access to the
unconscious part. So they say that we are not absolutely responsible
for our actions. And again, as soon as they talk about actions, they
have crossed over into philosophy and away from science.

But I maintain that we *are* absolutely responsible for our actions
even though we do not have direct access to the unconscious parts of
our minds. Why? Because we have indirect access. We can reflect on our
behavior and choose to change our habits. There is no limit to how
much we can do this, assuming we choose to do it.

But there is a learning disability that does limit our ability to
choose to change our habits. Its called *responsibility denial*. And
that is what Sam Harris and David Eagleman's ideas lead us to.

You a not identical to the thoughts that enter your consciousness. You perceive 
your thoughts much as you perceive objects in the world. You are not identical 
to them.  Does this make sense? You seem to be skeptical that science has 
anything whatsoever to contribute to our growing understanding of what it 
means to be a person. A first person, introspective science is required here.

I haven't said that its useless. I read _Incognito_ and it provides a
wealth of knowledge to me about how my mind works. And it allowed me
to better reflect on my behavior. I think everyone should read it!



But the philosophical implications that Eagleman poses are wrong.

Harris agrees that choices are important. A person who chooses to do the 
wrong thing (say a sociopath who murders or rapes or steals) needs to be 
restrained and imprisoned. There may be a possibility for rehabilitation. I don't 
understand the subtext of fear that seems associated with the idea that our will 
is not free. What would change about our world if we ceased to believe in free 
will?

People will deny responsibility for their actions. And our
institutions and our laws will tends towards that idea too. Its very
bad!

The discussion seems to be at cross purposes though. To some extent I see a 
bridge that cannot be crossed between us. I admit that choices are real. I 
make choices and if I make a bad choice that causes harm to others then I 
need to be held to account. If I am dangerous I need to be locked up or even 
possibly killed. This is true whether or not the concept of free will makes sense 
in the way that people think it does. Choices are actually made by me. But this 
is not what "free will" is about. It is not scientism to think that science has 
something to contribute towards topics that have previously been the exclusive 
domain of philosophy. I think science can say something about the human 
mind.

Agreed.

And ethics.

No.

Science cannot tell us what our ethics *ought* to be.  But it can tell
us what our moral intuitions *are*, where they come from, how and why
they change.  Some philosophers recognize this and have started a
field of "experimental philosophy" to study these issues.

-- Steve



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: fallibleideas.com / Relationships and Fallibility
Date: April 1, 2012 at 11:18 AM

On Mar 31, 4:32 pm, Rami Rustom <romb...@gmail.com> wrote:
From:http://fallibleideas.com/relationships-and-fallibility

Some people search for a "soulmate" who they get along with perfectly.
They want "someone who understands me (really, really well)."
Sometimes they want a person who will understand them without them
having to explain. They want a person they never disagree with. And
many people want someone to "spend their life with" — they want long
term guarantees or promises.

And these are ideas that people learn from childhood through fairy
tales. The fairy tales are not at fault. And its not bad to watch
fairy tale cartoons. But what is bad is to let children believe in
fairy tales like Santa, the Easter Bunny, and the Tooth Fairy, even
when they ask their parents for the truth. Parents think that its ok
and even have fun watching their children fumble with these ideas. But
they don't realize that letting their children believe in fake stuff
debilitates their ability to judge ideas and it causes them to *want*
to believe in fairy tales as adults, like finding soulmates.

I agree that promulgating fairy tales to children is bad. The term
"soulmate" has religious/mystical overtones which are of course fairy
tales. And ideas like mind reading with people you are close enough to
are fairy tales. However, I don't think the general tie of marriage to
fairy tales is entirely accurate.

Nobody actually receives presents from Santa, eggs from the Easter
Bunny, or money from the Tooth Fairy. Any child who makes even a
moderate attempt to criticize those ideas is going to know they are
false. All children I've ever known without significant cognitive
impairments figure it out regardless of how much or little their
parents try to hide the truth.

However, some people do get married and stay married for life. Some of
those marriages are "happy", at least in the sense that the partners

http://fallibleideas.com/relationships-and-fallibility


do not say or appear to regret being married, and do not engage in
grossly abusive or disrespectful practices.

It is possible for children to grow up in a large extended family
where not only their own parents but every family member they've ever
known older than their 20's got married, stays married until one of
the pair dies, and at least outwardly appears very happy and
prosperous from the arrangement.

In such circumstances the criticisms of traditional marriage ideas are
relatively complex: They need to understand that their family
experience is not typical (and why and in what ways it isn't), that
not everyone gets married, that problems.in a marriage are sometimes
subtle and hard to see, that a good observable outcome could have been
traded for the loss of an even better outcome that isn't seen (the
idea of opportunity costs), and that past performance is not a
guarantee of future results.

Playing with friends who have seen divorce or even had parents divorce
might help some. Avoiding promoting beliefs in fairy tales is good
too. But I think active promotion of critical thinking skills is also
necessary.

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: April 1, 2012 at 12:07 PM

On Apr 1, 2012, at 5:41 AM, Steve Push wrote:

On Mar 31, 9:14 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:56 PM, Steve Push wrote:

On Mar 31, 8:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:03 PM, Steve Push wrote:

On Mar 31, 12:51 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

On Fri, Feb 10, 2012 at 4:40 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Feb 9, 8:49 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 9 Feb 2012, at 15:35, Steve Push <stephen.p...@gmail.com> 
wrote:

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made mistakes 
like
overlooking his prior worldview (in the same way you dismissed the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

Introspection and testimony can be unreliable.  But for several
reasons, I believe Chargaff is a credible witness.  We have his
contemporaneous writings, which historians generally regard as more
reliable than recollections made later in life.  Even his later
historical and autobiographical writings seem reliable, because he



makes what a lawyer would call “admissions against interest.”  If he
were going to shade his recollections -- consciously or unconsciously
-- I would expect him to inflate the importance of his own insights.
But he claims no prior knowledge of the relevance of his observations,
even though his work was the foundation for a Nobel Prize awarded to
others.

Suppose that you, Steve Push, made a major scientific breakthrough 10 
years ago.

And wrote a journal about your thought processes while doing the 
research.

And then presented it on this list as evidence that induction is possible.

And we said:

Your description of your own thoughts is unreliable: it's biased by
your belief in induction. If we're right that you're making
philosophical mistakes regarding induction, then those very same
mistakes will render your journal evidence flawed because they cause
misinterpretations of what you did and thought.

Would we be right, or do you think we should concede to your
hypothetical journal?

If, as you suggest in your scenario, the reporter has an a priori
position on the use of induction in science, I agree that the report
could not be viewed as unbiased.  But I saw nothing in Chargaff's
writings in which he took a position on induction, C&R, or any other
issue in philosophy of science.  As far as I can tell, he provided
factual reports of his discovery, which Godfrey-Smith and I both
interpret as an inductive process.

All English speaking scientists before Popper but after, say, 1000 A.D., can 
be assumed inductivists.

Where would they have learned anything else?



Or certainly after people like Bacon and Hume dominated the discourse.

Non-scientists too. For example Edmund Burke and William Godwin can be 
assumed inductivists.

What position do you think Chargaff might have held other than induction?

Chargaff was Popper's contemporary.  And like Popper, he was an
Austrian who immigrated to an English-speaking country during the Nazi
era, so he may have been aware of Popper and his work.  Without some
specific evidence, I don't think we can say what he believed.

Oh, I had the time period wrong!

Looks like his work was around 1950. Logic of Scientific Discovery came out in 
1959 in English (too late), but in 1934 in German (early enough)! And Chargaff 
studied in Vienna, so may have known about Popper.

Further, Chargaff talked with Watson and Crick. Crick and Popper 
corresponded by letters:

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs...

And I don't think you've taken our point that there is no such thing as a 
"factual report" -- **all** observation reports are theory laden (interpreted).

Maybe "factual report" is not the right term.  He provided
contemporaneous scientific reports, personal memoirs, and scientific
histories.  Of course, all of these involved interpretation.  But if
he had any bias concerning induction vs. C&R, it wasn't apparent in
his writings.

You chose his writing as an example of induction in science, but now you claim 
they are neutral? If they seemed to you especially suitable to demonstrating to 
induction's strongest opponents that actually it's real, then that doesn't sound 
like they are neutral.

I'm not citing Chargaff as a philosopher of science; I think he is a

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs


reliable reporter about a particular scientific discovery.  The
interpretation is Godfery-Smith's and mine.

Can you give a specific quote from Chargaff's testimony that is not compatible 
with Popper's account of knowledge creation, and point out the contradiction? 
Is there such a quote by which Chargaff *refutes* Popper?

If Chargaff had conjectured the DNA regularities prior to conducting
his experiments, he didn't give any indication in his writings.  The
regularities didn't occur to him until he was trying to make sense of
the data.  As he put it, the regularities "emerged" from the data.
(Chargaff, E. Heraclitean Fire: Sketches from a Life before Nature.
Rockefeller University Press, 1978).

Are you trying to say he had to conjecture *the answer he ended up with at the 
end*, in advance, for it to be Popperian?

Because that isn't our position at all.

Roughly it has to be like this: he conjectured a bunch of stuff in advance, used it 
to gather data, and then he looked over the data using ideas he had in advance 
of looking over the data, and then he made guesses about how to explain the 
data (what you call regularities emerging, which is wrong because the regularities 
are not active and don't verb, the thinker is active and verbs) and settled on one 
after many rounds of criticism and refinement.

What the above leaves out is that in each part he was thinking actively, so for 
example he might adjust his data gathering conjectures in the middle of gathering 
data. Which is fine.

So: I specifically asked for something *that refutes Popper* by being not 
compatible, and asked you to "point out the contradiction". You have not done 
this. You have not tried to do this. You gave a story but no statement about how 
you think it contradicts Popper (which would involve a statement about what you 
think Popper said, and a comparison statement about how this contradicts). 
Please be more explicit so I have to make fewer guesses about what you're 
saying -- just say it.



-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: fallibleideas.com / Relationships and Fallibility
Date: April 1, 2012 at 2:24 PM

On Apr 1, 2012 10:18 AM, "Jason" <auvenj@gmail.com> wrote:
On Mar 31, 4:32 pm, Rami Rustom <romb...@gmail.com> wrote:

From:http://fallibleideas.com/relationships-and-fallibility

Some people search for a "soulmate" who they get along with perfectly.
They want "someone who understands me (really, really well)."
Sometimes they want a person who will understand them without them
having to explain. They want a person they never disagree with. And
many people want someone to "spend their life with" — they want long
term guarantees or promises.

And these are ideas that people learn from childhood through fairy
tales. The fairy tales are not at fault. And its not bad to watch
fairy tale cartoons. But what is bad is to let children believe in
fairy tales like Santa, the Easter Bunny, and the Tooth Fairy, even
when they ask their parents for the truth. Parents think that its ok
and even have fun watching their children fumble with these ideas. But
they don't realize that letting their children believe in fake stuff
debilitates their ability to judge ideas and it causes them to *want*
to believe in fairy tales as adults, like finding soulmates.

I agree that promulgating fairy tales to children is bad. The term
"soulmate" has religious/mystical overtones which are of course fairy
tales. And ideas like mind reading with people you are close enough to
are fairy tales. However, I don't think the general tie of marriage to
fairy tales is entirely accurate.

I wasn't suggesting that marriage is wrong or that its only for fairy
tales. But the way that fairy tales presents marriage is wrong.

Nobody actually receives presents from Santa, eggs from the Easter
Bunny, or money from the Tooth Fairy. Any child who makes even a
moderate attempt to criticize those ideas is going to know they are
false. All children I've ever known without significant cognitive

http://fallibleideas.com/relationships-and-fallibility


impairments figure it out regardless of how much or little their
parents try to hide the truth.

No no no. Many parents lie to their kids. When the kids ask, who
brought these presents, the parents answer, 'Santa'. Who put money
under my pillow? The Tooth Fairy. The parents are lieing and kids
believe their parents. Sometimes the kids are upwards of 10 years old
before they realize that their parents have been lieing to them.

However, some people do get married and stay married for life. Some of
those marriages are "happy", at least in the sense that the partners
do not say or appear to regret being married, and do not engage in
grossly abusive or disrespectful practices.

Yep. I know some.

It is possible for children to grow up in a large extended family
where not only their own parents but every family member they've ever
known older than their 20's got married, stays married until one of
the pair dies, and at least outwardly appears very happy and
prosperous from the arrangement.

Possible? Sure. Has it happened? I doubt it. Do you know of any?

In such circumstances the criticisms of traditional marriage ideas are
relatively complex: They need to understand that their family
experience is not typical (and why and in what ways it isn't), that
not everyone gets married, that problems.in a marriage are sometimes
subtle and hard to see, that a good observable outcome could have been
traded for the loss of an even better outcome that isn't seen (the
idea of opportunity costs), and that past performance is not a
guarantee of future results.

And that its not bad to be single. And that people that are single are
not necessarily sad because they are alone. Some single people like
being alone. And if more people understood this stuff, many more of



them would like being single.

Playing with friends who have seen divorce or even had parents divorce
might help some. Avoiding promoting beliefs in fairy tales is good
too. But I think active promotion of critical thinking skills is also
necessary.

And not learning to care what other people think, and learning how to
find one's preferences, and others.

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: April 1, 2012 at 3:08 PM

On Apr 1, 12:07 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 1, 2012, at 5:41 AM, Steve Push wrote:

On Mar 31, 9:14 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:56 PM, Steve Push wrote:

On Mar 31, 8:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:03 PM, Steve Push wrote:

On Mar 31, 12:51 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

On Fri, Feb 10, 2012 at 4:40 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

On Feb 9, 8:49 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 9 Feb 2012, at 15:35, Steve Push <stephen.p...@gmail.com> 
wrote:

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made mistakes 
like
overlooking his prior worldview (in the same way you dismissed the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

Introspection and testimony can be unreliable.  But for several
reasons, I believe Chargaff is a credible witness.  We have his
contemporaneous writings, which historians generally regard as more
reliable than recollections made later in life.  Even his later
historical and autobiographical writings seem reliable, because he
makes what a lawyer would call “admissions against interest.”  If he



were going to shade his recollections -- consciously or unconsciously
-- I would expect him to inflate the importance of his own insights.
But he claims no prior knowledge of the relevance of his observations,
even though his work was the foundation for a Nobel Prize awarded to
others.

Suppose that you, Steve Push, made a major scientific breakthrough 10 
years ago.

And wrote a journal about your thought processes while doing the 
research.

And then presented it on this list as evidence that induction is possible.

And we said:

Your description of your own thoughts is unreliable: it's biased by
your belief in induction. If we're right that you're making
philosophical mistakes regarding induction, then those very same
mistakes will render your journal evidence flawed because they cause
misinterpretations of what you did and thought.

Would we be right, or do you think we should concede to your
hypothetical journal?

If, as you suggest in your scenario, the reporter has an a priori
position on the use of induction in science, I agree that the report
could not be viewed as unbiased.  But I saw nothing in Chargaff's
writings in which he took a position on induction, C&R, or any other
issue in philosophy of science.  As far as I can tell, he provided
factual reports of his discovery, which Godfrey-Smith and I both
interpret as an inductive process.

All English speaking scientists before Popper but after, say, 1000 A.D., can 
be assumed inductivists.

Where would they have learned anything else?



Or certainly after people like Bacon and Hume dominated the discourse.

Non-scientists too. For example Edmund Burke and William Godwin can 
be assumed inductivists.

What position do you think Chargaff might have held other than induction?

Chargaff was Popper's contemporary.  And like Popper, he was an
Austrian who immigrated to an English-speaking country during the Nazi
era, so he may have been aware of Popper and his work.  Without some
specific evidence, I don't think we can say what he believed.

Oh, I had the time period wrong!

Looks like his work was around 1950. Logic of Scientific Discovery came out 
in 1959 in English (too late), but in 1934 in German (early enough)! And 
Chargaff studied in Vienna, so may have known about Popper.

Further, Chargaff talked with Watson and Crick. Crick and Popper 
corresponded by letters:

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs...

And I don't think you've taken our point that there is no such thing as a 
"factual report" -- **all** observation reports are theory laden (interpreted).

Maybe "factual report" is not the right term.  He provided
contemporaneous scientific reports, personal memoirs, and scientific
histories.  Of course, all of these involved interpretation.  But if
he had any bias concerning induction vs. C&R, it wasn't apparent in
his writings.

You chose his writing as an example of induction in science, but now you 
claim they are neutral? If they seemed to you especially suitable to 
demonstrating to induction's strongest opponents that actually it's real, then 
that doesn't sound like they are neutral.

I'm not citing Chargaff as a philosopher of science; I think he is a

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs


reliable reporter about a particular scientific discovery.  The
interpretation is Godfery-Smith's and mine.

Can you give a specific quote from Chargaff's testimony that is not 
compatible with Popper's account of knowledge creation, and point out the 
contradiction? Is there such a quote by which Chargaff *refutes* Popper?

If Chargaff had conjectured the DNA regularities prior to conducting
his experiments, he didn't give any indication in his writings.  The
regularities didn't occur to him until he was trying to make sense of
the data.  As he put it, the regularities "emerged" from the data.
(Chargaff, E. Heraclitean Fire: Sketches from a Life before Nature.
Rockefeller University Press, 1978).

Are you trying to say he had to conjecture *the answer he ended up with at the 
end*, in advance, for it to be Popperian?

Because that isn't our position at all.

Roughly it has to be like this: he conjectured a bunch of stuff in advance, used it 
to gather data, and then he looked over the data using ideas he had in advance 
of looking over the data, and then he made guesses about how to explain the 
data (what you call regularities emerging, which is wrong because the 
regularities are not active and don't verb, the thinker is active and verbs) and 
settled on one after many rounds of criticism and refinement.

Chargaff was using "emerged" as a metaphor.  He was saying he didn't
guess the relationship until he saw the pattern in the data.

What the above leaves out is that in each part he was thinking actively, so for 
example he might adjust his data gathering conjectures in the middle of 
gathering data. Which is fine.

So: I specifically asked for something *that refutes Popper* by being not 
compatible, and asked you to "point out the contradiction". You have not done 
this. You have not tried to do this. You gave a story but no statement about how 
you think it contradicts Popper (which would involve a statement about what you 
think Popper said, and a comparison statement about how this contradicts). 
Please be more explicit so I have to make fewer guesses about what you're 
saying -- just say it.



The statement has been made that, according to Popperian epistemology,
inductive reasoning is not possible.  That is the statement I am
refuting.

I have presented a description of how Chargaff discovered the rules
that bear his name.  It conforms to the definition of inductive
reasoning.  No one as presented any evidence to the contrary.  Thus
the statement above is refuted.

I'm don't think I can say it any more plainly than that.

-- Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: April 1, 2012 at 3:16 PM

On Sun, Apr 1, 2012 at 12:46 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/04/2012, at 1:23 PM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Mar 31, 2012 at 9:08 PM, Brett Hall <brhalluk@hotmail.com> wrote:

You a not identical to the thoughts that enter your consciousness. You 
perceive your thoughts much as you perceive objects in the world. You are 
not identical to them.  Does this make sense? You seem to be skeptical that 
science has anything whatsoever to contribute to our growing understanding 
of what it means to be a person. A first person, introspective science is 
required here.

I haven't said that its useless. I read _Incognito_ and it provides a
wealth of knowledge to me about how my mind works. And it allowed me
to better reflect on my behavior. I think everyone should read it!

But the philosophical implications that Eagleman poses are wrong.

Harris agrees that choices are important. A person who chooses to do the 
wrong thing (say a sociopath who murders or rapes or steals) needs to be 
restrained and imprisoned. There may be a possibility for rehabilitation. I 
don't understand the subtext of fear that seems associated with the idea that 
our will is not free. What would change about our world if we ceased to 
believe in free will?

People will deny responsibility for their actions. And our
institutions and our laws will tends towards that idea too. Its very
bad!

That's prophesy. No wonder it's pessimistic!

Thats interesting. Prophesy, as explained in BoI, means to make
predictions of what will happen in the future without having knowledge
of the new technological knowledge that will be created in that
future. So did I do that? What technological knowledge could be



created in the future that would change my prediction? I think none.
Why? Because we're talking about something within the minds of humans,
choices and ideas. Technology can't affect it, at least not in the
relevant sense.

People may not be ultimately responsible but that makes no difference to their 
being a necessary part of a causal chain of events. So if a murderer is a 
murderer because of his choices based upon a will that is some combination of 
his genes, his ideas and luck - none of which he has any control over - then we 
need to treat him as the dangerous psychopath he is. It makes no difference 
that he has free will.

Wait. What do you mean he doesn't have control over his ideas?

And about luck; the guy could make choices that reduce risk, thus
increasing his luck.

Free will does make a difference. Had he realized that he can change
his ideas, and that he can make choices to reduce risk, then he could
make different choices that didn't lead him committing crimes.

If we could lock up or execute tornadoes and natural disasters, wouldn't we? It 
makes no difference that they are simply determined by the laws of physics 
and/or other emergent laws of science - does it? They're still dangerous 
problems, right? Same with bad people with bad ideas.

No. People can choose to change their ideas. This is free will.

It's just that we *can* sometimes more easily solve the problem of bad people 
than we can natural disasters.

The discussion seems to be at cross purposes though. To some extent I see 
a bridge that cannot be crossed between us. I admit that choices are real. I 
make choices and if I make a bad choice that causes harm to others then I 



need to be held to account. If I am dangerous I need to be locked up or even 
possibly killed. This is true whether or not the concept of free will makes 
sense in the way that people think it does. Choices are actually made by me. 
But this is not what "free will" is about. It is not scientism to think that science 
has something to contribute towards topics that have previously been the 
exclusive domain of philosophy. I think science can say something about the 
human mind.

Agreed.

And ethics.

No.

Simply ruling science out of the discussion through some sort of adhominem 
against science itself through charges of scientism seems against the method 
of criticism required to shine light on some of these difficult questions.

But their conclusions are wrong. And its wrong because they are doing
the philosophy wrong.

I think you - and daniel dennett (who believes in free will) and David in BoI and 
FoR and others are doing the philosophy wrong. I get the impression there is 
almost a dogmatic adherence to the concept of free will even though it is 
incoherent philosophically because you want to keep it for ethical reasons. But 
you don't need it for good ethics. You do need "choice" for ethics and " problem 
solving" and I would argue "well being" but not freedom of the will. That's just 
bad philosophy to insist you do. Bad because it's a bad explanation of what the 
"will" in free will is, because the "free" seems to be about choices not "wills" and 
because the "you" in "you have free will" is not the conscious subject of your 
experience. Instead the "you" seems to be identified with "your thoughts" which 
- given we do not have a proper first person science yet - is bad philosophy.

I don't think we are talking about the same thing. By free will I mean
the freedom to choose, to choose our ideas, to choose to change our
habits, to choose to do better. This means that everyone is
responsible for their choices.



What do you mean by free will?

When we use the term "free will" there's this sense in which most people 
uninterested in philosophy have a pop-notion of the idea- that it means you 
are the author of your own "will" - that is that you choose your own desires. 
Yet we know this cannot be. It leads to an infinite regress.

Its wrong for another reason. We can't directly measure our minds. We
can't know what we want until we indirectly measure how we feel when
we try things. When we try stuff, and if we feel good, then thats an
indication that we want it. But if we feel bad, then thats an
indication that we don't want it.

Agreed. And you have no control over what you feel good and bad about, do 
you?

Yes we do. I used to get angry for stupid shit. And now I don't. Why?
Because I changed by ideas. I changed the underlying problems that
caused the anger. What were those problems? Bad ideas, not the events
that occurred in my life. I am in control of my emotions because I am
in control of how I interpret the events in my life. The world is not
in control of my emotions.

Even if you make choices to change what you want to feel good and bad about 
then this itself is chosen because of desires (a will) you have no control over.

No. When we change our ideas, our desires change with them. We don't
have direct access to change the desires, but we do have direct access
to changing our ideas, which then change our desires, even though we
don't know exactly how those desires will change.

You rightly point out that we cannot measure our minds. We don't know what we 
want until we do something. Again - doesn't that just prove the point that we 
have no control over what we will want.



No. Because like I say above, when we change our ideas, our wants
change with them [even though we don't know how they will change].

Our will is not free. We are not in control. Some other things provide our will to 
us unbidden as if sprung from the void.

But we have indirect access as I say above.

Recently I have found that unlike when I was younger I feel a little 
uncomfortable talking in front of large groups of people.

You learned a few irrational memes from society: (1) mistakes are bad,
and (2) you care what other people think of you.

My will not to talk in front of large groups is a mystery to me.

Mystery solved.

These feelings arise in my mind unbidden and my desire comes with them.

Once you unlearn those memes, then your desire will change.

My will is what it is and I have no control. I cannot choose to feel how I do not 
feel. I want to change it. But why? I have no control over that desire either. I 
explain to myself that because of other things I want to do in the future that I 
need to practise more speaking in front of large groups so I have been taking 
actions to change my feelings about this.

Exactly. You want something, and you realize you need to change
something else in you, so you chose to work on your problem. And then
you solved that problem. This is free will in action!



Now my feelings are changing. I have made choices that seem to have changed 
my feelings. But my increased feelings of comfort still come to me - I do not 
change my feelings. They change me. And so my will now is changing too. Now 
instead of fear and discomfort I feel excitement. But I have no control over it and 
that I now want to speak in front of people is not a desire I have chosen to have 
- I simply welcome it like a pleasant visitor. My choices were free but my desires 
are a mystery to me.

No. What you did was change your ideas about public speaking. You did
it by unlearning the memes I mentioned above. You became confident in
yourself after experiencing some success. And now you feel good when
public speaking because confidence has that effect on people. But it
was all a matter of choosing to change yourself.

Notice at no point here, I hope you will agree, have I slipped out of philosophy 
and into scientism. I need consider little more than my own motivations and that 
takes introspection.

Yes you are doing philosophy. But you are mistaking some things. You
haven't realized that you chose to change your mind, and that your
choices and resulting experiences have resulted in new interpretations
of what public speaking is supposed to be like and that has resulted
in different emotions.

So ideas cause emotions. And to change emotions, you changed your ideas.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: April 1, 2012 at 3:17 PM

On Apr 1, 2012, at 12:08 PM, Steve Push wrote:

On Apr 1, 12:07 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 1, 2012, at 5:41 AM, Steve Push wrote:

On Mar 31, 9:14 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:56 PM, Steve Push wrote:

On Mar 31, 8:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:03 PM, Steve Push wrote:

On Mar 31, 12:51 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

On Fri, Feb 10, 2012 at 4:40 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

On Feb 9, 8:49 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 9 Feb 2012, at 15:35, Steve Push <stephen.p...@gmail.com> 
wrote:

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made 
mistakes like
overlooking his prior worldview (in the same way you dismissed the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

Introspection and testimony can be unreliable.  But for several
reasons, I believe Chargaff is a credible witness.  We have his



contemporaneous writings, which historians generally regard as more
reliable than recollections made later in life.  Even his later
historical and autobiographical writings seem reliable, because he
makes what a lawyer would call “admissions against interest.”  If he
were going to shade his recollections -- consciously or unconsciously
-- I would expect him to inflate the importance of his own insights.
But he claims no prior knowledge of the relevance of his 
observations,
even though his work was the foundation for a Nobel Prize awarded 
to
others.

Suppose that you, Steve Push, made a major scientific breakthrough 
10 years ago.

And wrote a journal about your thought processes while doing the 
research.

And then presented it on this list as evidence that induction is possible.

And we said:

Your description of your own thoughts is unreliable: it's biased by
your belief in induction. If we're right that you're making
philosophical mistakes regarding induction, then those very same
mistakes will render your journal evidence flawed because they cause
misinterpretations of what you did and thought.

Would we be right, or do you think we should concede to your
hypothetical journal?

If, as you suggest in your scenario, the reporter has an a priori
position on the use of induction in science, I agree that the report
could not be viewed as unbiased.  But I saw nothing in Chargaff's
writings in which he took a position on induction, C&R, or any other
issue in philosophy of science.  As far as I can tell, he provided
factual reports of his discovery, which Godfrey-Smith and I both
interpret as an inductive process.



All English speaking scientists before Popper but after, say, 1000 A.D., 
can be assumed inductivists.

Where would they have learned anything else?

Or certainly after people like Bacon and Hume dominated the discourse.

Non-scientists too. For example Edmund Burke and William Godwin can 
be assumed inductivists.

What position do you think Chargaff might have held other than 
induction?

Chargaff was Popper's contemporary.  And like Popper, he was an
Austrian who immigrated to an English-speaking country during the Nazi
era, so he may have been aware of Popper and his work.  Without some
specific evidence, I don't think we can say what he believed.

Oh, I had the time period wrong!

Looks like his work was around 1950. Logic of Scientific Discovery came out 
in 1959 in English (too late), but in 1934 in German (early enough)! And 
Chargaff studied in Vienna, so may have known about Popper.

Further, Chargaff talked with Watson and Crick. Crick and Popper 
corresponded by letters:

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs...

And I don't think you've taken our point that there is no such thing as a 
"factual report" -- **all** observation reports are theory laden 
(interpreted).

Maybe "factual report" is not the right term.  He provided
contemporaneous scientific reports, personal memoirs, and scientific
histories.  Of course, all of these involved interpretation.  But if
he had any bias concerning induction vs. C&R, it wasn't apparent in
his writings.

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs


You chose his writing as an example of induction in science, but now you 
claim they are neutral? If they seemed to you especially suitable to 
demonstrating to induction's strongest opponents that actually it's real, then 
that doesn't sound like they are neutral.

I'm not citing Chargaff as a philosopher of science; I think he is a
reliable reporter about a particular scientific discovery.  The
interpretation is Godfery-Smith's and mine.

Can you give a specific quote from Chargaff's testimony that is not 
compatible with Popper's account of knowledge creation, and point out the 
contradiction? Is there such a quote by which Chargaff *refutes* Popper?

If Chargaff had conjectured the DNA regularities prior to conducting
his experiments, he didn't give any indication in his writings.  The
regularities didn't occur to him until he was trying to make sense of
the data.  As he put it, the regularities "emerged" from the data.
(Chargaff, E. Heraclitean Fire: Sketches from a Life before Nature.
Rockefeller University Press, 1978).

Are you trying to say he had to conjecture *the answer he ended up with at the 
end*, in advance, for it to be Popperian?

Because that isn't our position at all.

Roughly it has to be like this: he conjectured a bunch of stuff in advance, used 
it to gather data, and then he looked over the data using ideas he had in 
advance of looking over the data, and then he made guesses about how to 
explain the data (what you call regularities emerging, which is wrong because 
the regularities are not active and don't verb, the thinker is active and verbs) 
and settled on one after many rounds of criticism and refinement.

Chargaff was using "emerged" as a metaphor.  He was saying he didn't
guess the relationship until he saw the pattern in the data.

What the above leaves out is that in each part he was thinking actively, so for 
example he might adjust his data gathering conjectures in the middle of 
gathering data. Which is fine.



So: I specifically asked for something *that refutes Popper* by being not 
compatible, and asked you to "point out the contradiction". You have not done 
this. You have not tried to do this. You gave a story but no statement about 
how you think it contradicts Popper (which would involve a statement about 
what you think Popper said, and a comparison statement about how this 
contradicts). Please be more explicit so I have to make fewer guesses about 
what you're saying -- just say it.

The statement has been made that, according to Popperian epistemology,
inductive reasoning is not possible.  That is the statement I am
refuting.

I have presented a description of how Chargaff discovered the rules
that bear his name.  It conforms to the definition of inductive
reasoning.  No one as presented any evidence to the contrary.  Thus
the statement above is refuted.

I'm don't think I can say it any more plainly than that.

You've never provided any clear definition of induction and explanation of how it 
works and precisely what does and doesn't qualify. Nor, after your vague 
statements about what induction is, have you ever followed up by actually 
carefully relating your statements about how induction works to any specifics from 
history. E.g. here you say it conforms to induction but while doing that you never 
mention anything about what induction is or how it conforms to any definition of 
induction stated previously -- there's a big disconnect between your attempts to 
define induction and your attempts to say stuff is inductive without using the 
definitions you've given.

You have not provided a comparison between an explanation of how induction 
works and Chargaff's reports. You have not properly argued about how it 
conforms to induction. If you want to make such an argument, then go ahead and 
try arguing it. But you simply haven't done it.

Also do you believe anything about Chargaff's reports contradicts Popper's 
*positive* statements about how thinking works, or 100% fit Popper's model of 
thinking? I am unclear on what your position is...



Note that nothing conforming to Popper's *positive* account of how thinking 
works is considered "induction" by Popper or would be something he said is 
impossible when he said induction is a myth.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: April 1, 2012 at 3:21 PM

On Sun, Apr 1, 2012 at 8:08 AM, Steve Push <stephen.push@gmail.com> wrote:
On Mar 31, 9:54 pm, Rami Rustom <romb...@gmail.com> wrote:

On Sat, Mar 31, 2012 at 8:31 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 9:06 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 7:28 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:44 pm, Rami Rustom <romb...@gmail.com> wrote:

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

I haven't read Harris's new book on free will, and I haven't read
anything by Eagleman, so I can't comment on them specifically.

Since I believe in naturalism, I don't see how human behavior can be
immune from causal explanations.  But I also don't think such
explanations absolve us from taking responsibility for our actions or
prevent us from judging the actions of others.  Such social judgements
are among the causes that influence our behavior.

If you want to talk about free will as metaphor for responsibility, I
have no problem.  But if you want to hold that our behavior cannot be
explained as a natural phenomenon, I think that is a scientifically
unsound position.

Science can't explain behavior. When it does attempt to do so, we're
now crossed over into the field of philosophy. So science can't
possibly have a position on the subject.

Psychology, neuroscience, cognitive science, and ethology are among
the sciences that explain behavior.  But most scientists know to avoid
the is-ought fallacy.  Science can explain how human behavior is, but
it cannot tell us how it ought to be.



What Eagleman explains in _Incognito: The Secret Lives of the Brain_
is the same thing that Sam Harris explains, which is that the
conscious part of the mind does not have direct access to the
unconscious part. So they say that we are not absolutely responsible
for our actions. And again, as soon as they talk about actions, they
have crossed over into philosophy and away from science.

I agree that the conscious part of the mind does not have direct
access to the unconscious part.  Talking about actions does not
necessarily cross into philosophy, but talking about responsibility
does.  What I'm saying is that, even if Harris and Eagleman are right
about the science, as a matter of philosophy and law, we can hold
ourselves and others responsible for our (or their) actions.

But I maintain that we *are* absolutely responsible for our actions
even though we do not have direct access to the unconscious parts of
our minds. Why? Because we have indirect access. We can reflect on our
behavior and choose to change our habits. There is no limit to how
much we can do this, assuming we choose to do it.

I generally agree with you.  In most cases people should be held
responsible for their actions.  But there are rare cases, such as
legal insanity, in which people should not be held responsible.

The law doesn't understand insanity. The law is very far behind the
times. Its a bunch of old traditions that haven't adopted any new
ideas. And even compared to the science that you're talking about, the
law is way behind. But even if the law adopted the newer views as
explained by David Eagleman in _Incognito_, its still way behind the
times. Our newest understanding of choice and ideas comes from Popper,
Szasz, and others.

Lets consider a real example. In Eagleman's book, he referenced many
cases where ordinary citizens all of a sudden turned to criminal acts
and were found to have brain impairments like brain tumors. All of the
cases involved brain impairments of a specific part of the brain and
all of the cases led to criminal acts.

In one example, a regular citizen with no criminal history got a brain
tumor [but didn't know it] and then killed his family. Right before



doing so he wrote a letter before he killed them. He wrote that he was
not thinking like his normal self. He said he was having bad thoughts.
Eagleman explained that the brain impairment of the specific part of
the brain causes the bad thinking.

Where does the responsibility lie: (1) squarely on him, or (2) on his
brain tumor?

If (1) then he gets his brain tumor removed and goes to jail.

But if (2) then he gets his brain tumor removed and goes about his
life as a free man.

What do you think? Do you agree with my question and two possible
answers and consequences? If not, how should they be changed and why?

If a jury concludes that, because of the brain tumor, he was not able
to determine the difference between right and wrong at the time he
killed his family, he should go free.

But the letter the guy wrote means that he understood right from
wrong. He said he's having *bad* thoughts. How could he know they were
bad thoughts? Because he knows right from wrong. Right is good and
wrong is bad.

So how could the brain tumor matter?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: April 1, 2012 at 3:23 PM

On Sun, Apr 1, 2012 at 9:13 AM, Steve Push <stephen.push@gmail.com> wrote:

Science cannot tell us what our ethics *ought* to be.  But it can tell
us what our moral intuitions *are*, where they come from, how and why
they change.  Some philosophers recognize this and have started a
field of "experimental philosophy" to study these issues.

What is moral intuition?

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: April 1, 2012 at 3:48 PM

On Apr 1, 3:17 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 1, 2012, at 12:08 PM, Steve Push wrote:

On Apr 1, 12:07 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 1, 2012, at 5:41 AM, Steve Push wrote:

On Mar 31, 9:14 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:56 PM, Steve Push wrote:

On Mar 31, 8:13 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 31, 2012, at 5:03 PM, Steve Push wrote:

On Mar 31, 12:51 pm, Anonymous Person 
<unattributedem...@gmail.com>
wrote:

On Fri, Feb 10, 2012 at 4:40 AM, Steve Push 
<stephen.p...@gmail.com> wrote:

On Feb 9, 8:49 pm, Richard Fine <richard.f...@gmail.com> wrote:
On 9 Feb 2012, at 15:35, Steve Push <stephen.p...@gmail.com> 
wrote:

Chargaff provided us with a detailed description of his thought
process.

Bear in mind that he may be wrong! He very possibly made 
mistakes like
overlooking his prior worldview (in the same way you dismissed 
the
"null hypothesis"). He had the opportunity to tell us certain things
we can't find out any other way, but this does make him a reliable
witness by any means.

Introspection and testimony can be unreliable.  But for several
reasons, I believe Chargaff is a credible witness.  We have his



contemporaneous writings, which historians generally regard as 
more
reliable than recollections made later in life.  Even his later
historical and autobiographical writings seem reliable, because he
makes what a lawyer would call “admissions against interest.”  If he
were going to shade his recollections -- consciously or 
unconsciously
-- I would expect him to inflate the importance of his own insights.
But he claims no prior knowledge of the relevance of his 
observations,
even though his work was the foundation for a Nobel Prize awarded 
to
others.

Suppose that you, Steve Push, made a major scientific breakthrough 
10 years ago.

And wrote a journal about your thought processes while doing the 
research.

And then presented it on this list as evidence that induction is 
possible.

And we said:

Your description of your own thoughts is unreliable: it's biased by
your belief in induction. If we're right that you're making
philosophical mistakes regarding induction, then those very same
mistakes will render your journal evidence flawed because they 
cause
misinterpretations of what you did and thought.

Would we be right, or do you think we should concede to your
hypothetical journal?

If, as you suggest in your scenario, the reporter has an a priori
position on the use of induction in science, I agree that the report
could not be viewed as unbiased.  But I saw nothing in Chargaff's
writings in which he took a position on induction, C&R, or any other



issue in philosophy of science.  As far as I can tell, he provided
factual reports of his discovery, which Godfrey-Smith and I both
interpret as an inductive process.

All English speaking scientists before Popper but after, say, 1000 A.D., 
can be assumed inductivists.

Where would they have learned anything else?

Or certainly after people like Bacon and Hume dominated the discourse.

Non-scientists too. For example Edmund Burke and William Godwin 
can be assumed inductivists.

What position do you think Chargaff might have held other than 
induction?

Chargaff was Popper's contemporary.  And like Popper, he was an
Austrian who immigrated to an English-speaking country during the Nazi
era, so he may have been aware of Popper and his work.  Without some
specific evidence, I don't think we can say what he believed.

Oh, I had the time period wrong!

Looks like his work was around 1950. Logic of Scientific Discovery came 
out in 1959 in English (too late), but in 1934 in German (early enough)! 
And Chargaff studied in Vienna, so may have known about Popper.

Further, Chargaff talked with Watson and Crick. Crick and Popper 
corresponded by letters:

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs...

And I don't think you've taken our point that there is no such thing as a 
"factual report" -- **all** observation reports are theory laden 
(interpreted).

Maybe "factual report" is not the right term.  He provided

http://profiles.nlm.nih.gov/ps/retrieve/Narrative/SC/p-nid/145/p-docs


contemporaneous scientific reports, personal memoirs, and scientific
histories.  Of course, all of these involved interpretation.  But if
he had any bias concerning induction vs. C&R, it wasn't apparent in
his writings.

You chose his writing as an example of induction in science, but now you 
claim they are neutral? If they seemed to you especially suitable to 
demonstrating to induction's strongest opponents that actually it's real, 
then that doesn't sound like they are neutral.

I'm not citing Chargaff as a philosopher of science; I think he is a
reliable reporter about a particular scientific discovery.  The
interpretation is Godfery-Smith's and mine.

Can you give a specific quote from Chargaff's testimony that is not 
compatible with Popper's account of knowledge creation, and point out the 
contradiction? Is there such a quote by which Chargaff *refutes* Popper?

If Chargaff had conjectured the DNA regularities prior to conducting
his experiments, he didn't give any indication in his writings.  The
regularities didn't occur to him until he was trying to make sense of
the data.  As he put it, the regularities "emerged" from the data.
(Chargaff, E. Heraclitean Fire: Sketches from a Life before Nature.
Rockefeller University Press, 1978).

Are you trying to say he had to conjecture *the answer he ended up with at 
the end*, in advance, for it to be Popperian?

Because that isn't our position at all.

Roughly it has to be like this: he conjectured a bunch of stuff in advance, 
used it to gather data, and then he looked over the data using ideas he had in 
advance of looking over the data, and then he made guesses about how to 
explain the data (what you call regularities emerging, which is wrong because 
the regularities are not active and don't verb, the thinker is active and verbs) 
and settled on one after many rounds of criticism and refinement.

Chargaff was using "emerged" as a metaphor.  He was saying he didn't
guess the relationship until he saw the pattern in the data.



What the above leaves out is that in each part he was thinking actively, so for 
example he might adjust his data gathering conjectures in the middle of 
gathering data. Which is fine.

So: I specifically asked for something *that refutes Popper* by being not 
compatible, and asked you to "point out the contradiction". You have not done 
this. You have not tried to do this. You gave a story but no statement about 
how you think it contradicts Popper (which would involve a statement about 
what you think Popper said, and a comparison statement about how this 
contradicts). Please be more explicit so I have to make fewer guesses about 
what you're saying -- just say it.

The statement has been made that, according to Popperian epistemology,
inductive reasoning is not possible.  That is the statement I am
refuting.

I have presented a description of how Chargaff discovered the rules
that bear his name.  It conforms to the definition of inductive
reasoning.  No one as presented any evidence to the contrary.  Thus
the statement above is refuted.

I'm don't think I can say it any more plainly than that.

You've never provided any clear definition of induction and explanation of how it 
works and precisely what does and doesn't qualify. Nor, after your vague 
statements about what induction is, have you ever followed up by actually 
carefully relating your statements about how induction works to any specifics 
from history. E.g. here you say it conforms to induction but while doing that you 
never mention anything about what induction is or how it conforms to any 
definition of induction stated previously -- there's a big disconnect between your 
attempts to define induction and your attempts to say stuff is inductive without 
using the definitions you've given.

You have not provided a comparison between an explanation of how induction 
works and Chargaff's reports. You have not properly argued about how it 
conforms to induction. If you want to make such an argument, then go ahead 
and try arguing it. But you simply haven't done it.



Also do you believe anything about Chargaff's reports contradicts Popper's 
*positive* statements about how thinking works, or 100% fit Popper's model of 
thinking? I am unclear on what your position is...

Note that nothing conforming to Popper's *positive* account of how thinking 
works is considered "induction" by Popper or would be something he said is 
impossible when he said induction is a myth.

By induction I mean "inferences by particular observations in support
of generalizations."  (Godfrey-Smith, Theory and Reality, p. 42)

-- Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: April 1, 2012 at 3:52 PM

On Apr 1, 2012, at 12:48 PM, Steve Push wrote:

By induction I mean "inferences by particular observations in support
of generalizations."  (Godfrey-Smith, Theory and Reality, p. 42)

What is "support"? Is it "logical consistency (with)"? If not, how does it differ from 
logical consistency?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Free Will
Date: April 1, 2012 at 4:25 PM

On Apr 1, 3:21 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sun, Apr 1, 2012 at 8:08 AM, Steve Push <stephen.p...@gmail.com> wrote:

On Mar 31, 9:54 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 8:31 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 9:06 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 7:28 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:44 pm, Rami Rustom <romb...@gmail.com> wrote:

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

I haven't read Harris's new book on free will, and I haven't read
anything by Eagleman, so I can't comment on them specifically.

Since I believe in naturalism, I don't see how human behavior can be
immune from causal explanations.  But I also don't think such
explanations absolve us from taking responsibility for our actions or
prevent us from judging the actions of others.  Such social judgements
are among the causes that influence our behavior.

If you want to talk about free will as metaphor for responsibility, I
have no problem.  But if you want to hold that our behavior cannot be
explained as a natural phenomenon, I think that is a scientifically
unsound position.

Science can't explain behavior. When it does attempt to do so, we're
now crossed over into the field of philosophy. So science can't
possibly have a position on the subject.

Psychology, neuroscience, cognitive science, and ethology are among
the sciences that explain behavior.  But most scientists know to avoid
the is-ought fallacy.  Science can explain how human behavior is, but
it cannot tell us how it ought to be.



What Eagleman explains in _Incognito: The Secret Lives of the Brain_
is the same thing that Sam Harris explains, which is that the
conscious part of the mind does not have direct access to the
unconscious part. So they say that we are not absolutely responsible
for our actions. And again, as soon as they talk about actions, they
have crossed over into philosophy and away from science.

I agree that the conscious part of the mind does not have direct
access to the unconscious part.  Talking about actions does not
necessarily cross into philosophy, but talking about responsibility
does.  What I'm saying is that, even if Harris and Eagleman are right
about the science, as a matter of philosophy and law, we can hold
ourselves and others responsible for our (or their) actions.

But I maintain that we *are* absolutely responsible for our actions
even though we do not have direct access to the unconscious parts of
our minds. Why? Because we have indirect access. We can reflect on our
behavior and choose to change our habits. There is no limit to how
much we can do this, assuming we choose to do it.

I generally agree with you.  In most cases people should be held
responsible for their actions.  But there are rare cases, such as
legal insanity, in which people should not be held responsible.

The law doesn't understand insanity. The law is very far behind the
times. Its a bunch of old traditions that haven't adopted any new
ideas. And even compared to the science that you're talking about, the
law is way behind. But even if the law adopted the newer views as
explained by David Eagleman in _Incognito_, its still way behind the
times. Our newest understanding of choice and ideas comes from Popper,
Szasz, and others.

Lets consider a real example. In Eagleman's book, he referenced many
cases where ordinary citizens all of a sudden turned to criminal acts
and were found to have brain impairments like brain tumors. All of the
cases involved brain impairments of a specific part of the brain and
all of the cases led to criminal acts.



In one example, a regular citizen with no criminal history got a brain
tumor [but didn't know it] and then killed his family. Right before
doing so he wrote a letter before he killed them. He wrote that he was
not thinking like his normal self. He said he was having bad thoughts.
Eagleman explained that the brain impairment of the specific part of
the brain causes the bad thinking.

Where does the responsibility lie: (1) squarely on him, or (2) on his
brain tumor?

If (1) then he gets his brain tumor removed and goes to jail.

But if (2) then he gets his brain tumor removed and goes about his
life as a free man.

What do you think? Do you agree with my question and two possible
answers and consequences? If not, how should they be changed and why?

If a jury concludes that, because of the brain tumor, he was not able
to determine the difference between right and wrong at the time he
killed his family, he should go free.

But the letter the guy wrote means that he understood right from
wrong. He said he's having *bad* thoughts. How could he know they were
bad thoughts? Because he knows right from wrong. Right is good and
wrong is bad.

So how could the brain tumor matter?

If the evidence indicated, beyond a reasonable doubt, that he knew
what he was doing was "bad" at the time he did it, I would vote for
conviction.

-- Steve



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Free Will
Date: April 1, 2012 at 4:31 PM

On Apr 1, 3:23 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sun, Apr 1, 2012 at 9:13 AM, Steve Push <stephen.p...@gmail.com> wrote:

Science cannot tell us what our ethics *ought* to be.  But it can tell
us what our moral intuitions *are*, where they come from, how and why
they change.  Some philosophers recognize this and have started a
field of "experimental philosophy" to study these issues.

What is moral intuition?

The rules or values we tend to use when making moral judgments, such
as fairness or an aversion to harming others.

-- Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: April 1, 2012 at 5:00 PM

On Sun, Apr 1, 2012 at 3:25 PM, Steve Push <stephen.push@gmail.com> wrote:
On Apr 1, 3:21 pm, Rami Rustom <romb...@gmail.com> wrote:

On Sun, Apr 1, 2012 at 8:08 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 9:54 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 8:31 PM, Steve Push <stephen.p...@gmail.com>

I generally agree with you.  In most cases people should be held
responsible for their actions.  But there are rare cases, such as
legal insanity, in which people should not be held responsible.

The law doesn't understand insanity. The law is very far behind the
times. Its a bunch of old traditions that haven't adopted any new
ideas. And even compared to the science that you're talking about, the
law is way behind. But even if the law adopted the newer views as
explained by David Eagleman in _Incognito_, its still way behind the
times. Our newest understanding of choice and ideas comes from Popper,
Szasz, and others.

Lets consider a real example. In Eagleman's book, he referenced many
cases where ordinary citizens all of a sudden turned to criminal acts
and were found to have brain impairments like brain tumors. All of the
cases involved brain impairments of a specific part of the brain and
all of the cases led to criminal acts.

In one example, a regular citizen with no criminal history got a brain
tumor [but didn't know it] and then killed his family. Right before
doing so he wrote a letter before he killed them. He wrote that he was
not thinking like his normal self. He said he was having bad thoughts.
Eagleman explained that the brain impairment of the specific part of
the brain causes the bad thinking.

Where does the responsibility lie: (1) squarely on him, or (2) on his
brain tumor?



If (1) then he gets his brain tumor removed and goes to jail.

But if (2) then he gets his brain tumor removed and goes about his
life as a free man.

What do you think? Do you agree with my question and two possible
answers and consequences? If not, how should they be changed and why?

If a jury concludes that, because of the brain tumor, he was not able
to determine the difference between right and wrong at the time he
killed his family, he should go free.

But the letter the guy wrote means that he understood right from
wrong. He said he's having *bad* thoughts. How could he know they were
bad thoughts? Because he knows right from wrong. Right is good and
wrong is bad.

So how could the brain tumor matter?

If the evidence indicated, beyond a reasonable doubt, that he knew
what he was doing was "bad" at the time he did it, I would vote for
conviction.

And what about from the time he wrote the letter to the time that he
did it? Why didn't he seek help? Do you agree that it was his
responsibility to seek help immediately after noticing that he was
having bad thoughts?

-- Rami



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: BoI on Induction
Date: April 1, 2012 at 5:03 PM

On Apr 1, 3:52 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 1, 2012, at 12:48 PM, Steve Push wrote:

By induction I mean "inferences by particular observations in support
of generalizations."  (Godfrey-Smith, Theory and Reality, p. 42)

What is "support"? Is it "logical consistency (with)"? If not, how does it differ from 
logical consistency?

Of course it needs to be logically consistent, but it needs to be more
than that.  A single observation could be logically consistent but
wouldn't support a generalization.  But numerous observations in
various situations (in Chargaff's case, dozens of observations in
eight species) tend to indicate the truth of the generalization.

-- Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: April 1, 2012 at 5:06 PM

On Sun, Apr 1, 2012 at 3:31 PM, Steve Push <stephen.push@gmail.com> wrote:
On Apr 1, 3:23 pm, Rami Rustom <romb...@gmail.com> wrote:

On Sun, Apr 1, 2012 at 9:13 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

Science cannot tell us what our ethics *ought* to be.  But it can tell
us what our moral intuitions *are*, where they come from, how and why
they change.  Some philosophers recognize this and have started a
field of "experimental philosophy" to study these issues.

What is moral intuition?

The rules or values we tend to use when making moral judgments, such
as fairness or an aversion to harming others.

So moral traditions are values. Values are ideas.

So you're saying that science can tell us what our ideas are, where
they come from, and how and why they change. But how could science
possibly tell us anything about our ideas?

Science does measurements. But ideas can not be measured. Neither can
the origins of ideas be measured. Neither can we measure the hows and
whys ideas change.

Could you clarify?

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: BoI on Induction
Date: April 1, 2012 at 5:07 PM

On Apr 1, 2012, at 2:03 PM, Steve Push wrote:

On Apr 1, 3:52 pm, Elliot Temple <c...@curi.us> wrote:
On Apr 1, 2012, at 12:48 PM, Steve Push wrote:

By induction I mean "inferences by particular observations in support
of generalizations."  (Godfrey-Smith, Theory and Reality, p. 42)

What is "support"? Is it "logical consistency (with)"? If not, how does it differ 
from logical consistency?

Of course it needs to be logically consistent, but it needs to be more
than that.  A single observation could be logically consistent but
wouldn't support a generalization.  But numerous observations in
various situations (in Chargaff's case, dozens of observations in
eight species) tend to indicate the truth of the generalization.

So "support of X" means "multiple observations logically consistent with X"?

Or what? If it must be "more than that" then what is that "more"?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Free Will
Date: April 1, 2012 at 5:07 PM

On Apr 1, 5:00 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sun, Apr 1, 2012 at 3:25 PM, Steve Push <stephen.p...@gmail.com> wrote:

On Apr 1, 3:21 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sun, Apr 1, 2012 at 8:08 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 9:54 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 8:31 PM, Steve Push <stephen.p...@gmail.com>

I generally agree with you.  In most cases people should be held
responsible for their actions.  But there are rare cases, such as
legal insanity, in which people should not be held responsible.

The law doesn't understand insanity. The law is very far behind the
times. Its a bunch of old traditions that haven't adopted any new
ideas. And even compared to the science that you're talking about, the
law is way behind. But even if the law adopted the newer views as
explained by David Eagleman in _Incognito_, its still way behind the
times. Our newest understanding of choice and ideas comes from Popper,
Szasz, and others.

Lets consider a real example. In Eagleman's book, he referenced many
cases where ordinary citizens all of a sudden turned to criminal acts
and were found to have brain impairments like brain tumors. All of the
cases involved brain impairments of a specific part of the brain and
all of the cases led to criminal acts.

In one example, a regular citizen with no criminal history got a brain
tumor [but didn't know it] and then killed his family. Right before
doing so he wrote a letter before he killed them. He wrote that he was
not thinking like his normal self. He said he was having bad thoughts.
Eagleman explained that the brain impairment of the specific part of
the brain causes the bad thinking.

Where does the responsibility lie: (1) squarely on him, or (2) on his
brain tumor?



If (1) then he gets his brain tumor removed and goes to jail.

But if (2) then he gets his brain tumor removed and goes about his
life as a free man.

What do you think? Do you agree with my question and two possible
answers and consequences? If not, how should they be changed and 
why?

If a jury concludes that, because of the brain tumor, he was not able
to determine the difference between right and wrong at the time he
killed his family, he should go free.

But the letter the guy wrote means that he understood right from
wrong. He said he's having *bad* thoughts. How could he know they were
bad thoughts? Because he knows right from wrong. Right is good and
wrong is bad.

So how could the brain tumor matter?

If the evidence indicated, beyond a reasonable doubt, that he knew
what he was doing was "bad" at the time he did it, I would vote for
conviction.

And what about from the time he wrote the letter to the time that he
did it? Why didn't he seek help? Do you agree that it was his
responsibility to seek help immediately after noticing that he was
having bad thoughts?

That's a good point.  If he could reasonably anticipate that he was
becoming dangerous and failed to seek help, I would still want to hold
him responsible, even if he was legally insane at the time of the
incident.

-- Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: April 1, 2012 at 5:16 PM

On Sun, Apr 1, 2012 at 4:07 PM, Steve Push <stephen.push@gmail.com> wrote:
On Apr 1, 5:00 pm, Rami Rustom <romb...@gmail.com> wrote:

On Sun, Apr 1, 2012 at 3:25 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Apr 1, 3:21 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sun, Apr 1, 2012 at 8:08 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 9:54 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 8:31 PM, Steve Push 
<stephen.p...@gmail.com>

I generally agree with you.  In most cases people should be held
responsible for their actions.  But there are rare cases, such as
legal insanity, in which people should not be held responsible.

The law doesn't understand insanity. The law is very far behind the
times. Its a bunch of old traditions that haven't adopted any new
ideas. And even compared to the science that you're talking about, the
law is way behind. But even if the law adopted the newer views as
explained by David Eagleman in _Incognito_, its still way behind the
times. Our newest understanding of choice and ideas comes from 
Popper,
Szasz, and others.

Lets consider a real example. In Eagleman's book, he referenced many
cases where ordinary citizens all of a sudden turned to criminal acts
and were found to have brain impairments like brain tumors. All of the
cases involved brain impairments of a specific part of the brain and
all of the cases led to criminal acts.

In one example, a regular citizen with no criminal history got a brain
tumor [but didn't know it] and then killed his family. Right before
doing so he wrote a letter before he killed them. He wrote that he was
not thinking like his normal self. He said he was having bad thoughts.
Eagleman explained that the brain impairment of the specific part of
the brain causes the bad thinking.



Where does the responsibility lie: (1) squarely on him, or (2) on his
brain tumor?

If (1) then he gets his brain tumor removed and goes to jail.

But if (2) then he gets his brain tumor removed and goes about his
life as a free man.

What do you think? Do you agree with my question and two possible
answers and consequences? If not, how should they be changed and 
why?

If a jury concludes that, because of the brain tumor, he was not able
to determine the difference between right and wrong at the time he
killed his family, he should go free.

But the letter the guy wrote means that he understood right from
wrong. He said he's having *bad* thoughts. How could he know they were
bad thoughts? Because he knows right from wrong. Right is good and
wrong is bad.

So how could the brain tumor matter?

If the evidence indicated, beyond a reasonable doubt, that he knew
what he was doing was "bad" at the time he did it, I would vote for
conviction.

And what about from the time he wrote the letter to the time that he
did it? Why didn't he seek help? Do you agree that it was his
responsibility to seek help immediately after noticing that he was
having bad thoughts?

That's a good point.  If he could reasonably anticipate that he was
becoming dangerous and failed to seek help, I would still want to hold
him responsible, even if he was legally insane at the time of the
incident.



Ok. Now for the next point.

You said that at the time of the killing, the brain tumor could
possibly cause him to not know whether his act was right or wrong. But
what about the act? Why did he have an idea to commit that act?
Regardless if he believed the act was right or wrong, he had the idea
to kill his family. Is he responsible for having that idea? If not,
why not?

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] The objective aesthetics of emotions
Date: April 2, 2012 at 2:09 AM

Emotions are a subjective phenomena. Subjective in the ontological sense, not 
the epistemological sense. We can speak objectively about them in the sense 
that we can be honest, we can eliminate or understand bias and be critical and 
rational when it comes to our knowledge of them.

Given this interesting state of affairs can some emotions be beautiful in an 
objective way also? Not simply that we like them but rather that our liking of them 
isa manifestation of some deeper objectivity? Are some emotions just intrinsically 
more beautiful than others? Is love objectively more beautiful than hate? Is 
compassion more beautiful than anger?

If this is true and if emotions depend on states of the brain should we seek ways 
to cultivate some emotions over others for aesthetic as well as moral reasons?

Brett



From: Steve Push <stephen.push@gmail.com>
Subject: [BoI] Re: Free Will
Date: April 2, 2012 at 11:02 AM

On Apr 1, 5:16 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sun, Apr 1, 2012 at 4:07 PM, Steve Push <stephen.p...@gmail.com> wrote:

On Apr 1, 5:00 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sun, Apr 1, 2012 at 3:25 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Apr 1, 3:21 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sun, Apr 1, 2012 at 8:08 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 9:54 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 8:31 PM, Steve Push 
<stephen.p...@gmail.com>

I generally agree with you.  In most cases people should be held
responsible for their actions.  But there are rare cases, such as
legal insanity, in which people should not be held responsible.

The law doesn't understand insanity. The law is very far behind the
times. Its a bunch of old traditions that haven't adopted any new
ideas. And even compared to the science that you're talking about, the
law is way behind. But even if the law adopted the newer views as
explained by David Eagleman in _Incognito_, its still way behind the
times. Our newest understanding of choice and ideas comes from 
Popper,
Szasz, and others.

Lets consider a real example. In Eagleman's book, he referenced many
cases where ordinary citizens all of a sudden turned to criminal acts
and were found to have brain impairments like brain tumors. All of the
cases involved brain impairments of a specific part of the brain and
all of the cases led to criminal acts.

In one example, a regular citizen with no criminal history got a brain
tumor [but didn't know it] and then killed his family. Right before
doing so he wrote a letter before he killed them. He wrote that he was
not thinking like his normal self. He said he was having bad thoughts.
Eagleman explained that the brain impairment of the specific part of



the brain causes the bad thinking.

Where does the responsibility lie: (1) squarely on him, or (2) on his
brain tumor?

If (1) then he gets his brain tumor removed and goes to jail.

But if (2) then he gets his brain tumor removed and goes about his
life as a free man.

What do you think? Do you agree with my question and two possible
answers and consequences? If not, how should they be changed and 
why?

If a jury concludes that, because of the brain tumor, he was not able
to determine the difference between right and wrong at the time he
killed his family, he should go free.

But the letter the guy wrote means that he understood right from
wrong. He said he's having *bad* thoughts. How could he know they were
bad thoughts? Because he knows right from wrong. Right is good and
wrong is bad.

So how could the brain tumor matter?

If the evidence indicated, beyond a reasonable doubt, that he knew
what he was doing was "bad" at the time he did it, I would vote for
conviction.

And what about from the time he wrote the letter to the time that he
did it? Why didn't he seek help? Do you agree that it was his
responsibility to seek help immediately after noticing that he was
having bad thoughts?

That's a good point.  If he could reasonably anticipate that he was
becoming dangerous and failed to seek help, I would still want to hold
him responsible, even if he was legally insane at the time of the
incident.



Ok. Now for the next point.

You said that at the time of the killing, the brain tumor could
possibly cause him to not know whether his act was right or wrong. But
what about the act? Why did he have an idea to commit that act?
Regardless if he believed the act was right or wrong, he had the idea
to kill his family. Is he responsible for having that idea? If not,
why not?

Ideas aren't immoral or illegal.  If he had the idea and didn't act on
it, there would be no problem.

But in the insanity defense, the idea could be exculpatory.  He might
have thought his family members were space aliens trying to kill him.

-- Steve



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: fallibleideas.com / Relationships and Fallibility
Date: April 2, 2012 at 12:29 PM

On Apr 1, 11:24 am, Rami Rustom <romb...@gmail.com> wrote:
I agree that promulgating fairy tales to children is bad. The term
"soulmate" has religious/mystical overtones which are of course fairy
tales. And ideas like mind reading with people you are close enough to
are fairy tales. However, I don't think the general tie of marriage to
fairy tales is entirely accurate.

I wasn't suggesting that marriage is wrong or that its only for fairy
tales.

Sorry I misinterpreted. Other people have characterized all marriage
that way.

But the way that fairy tales presents marriage is wrong.

Nobody actually receives presents from Santa, eggs from the Easter
Bunny, or money from the Tooth Fairy. Any child who makes even a
moderate attempt to criticize those ideas is going to know they are
false. All children I've ever known without significant cognitive
impairments figure it out regardless of how much or little their
parents try to hide the truth.

No no no. Many parents lie to their kids. When the kids ask, who
brought these presents, the parents answer, 'Santa'. Who put money
under my pillow? The Tooth Fairy. The parents are lieing and kids
believe their parents.

Correct, and I agree that it's bad, but...

Sometimes the kids are upwards of 10 years old
before they realize that their parents have been lieing to them.

Point is they *do* figure it out. Contrast this with people who go
their whole lives and don't figure out that God, "spirituality", the
supernatural, soulmates, mind reading, etc. are equally fallacious.



Why? Because "children's" fairy tales are inherently weak ideas. They
are promulgated not for their strength, but their weakness.

The logic of promulgating children's fairy tales, when it is logically
considered by the parents at all (a minority, but it happens) goes
something like this: Children need to learn that people can lie to
them, and they need to learn how to detect such lies. The best way to
learn this is for us to tell them lies that we consider harmless and
are relatively easy to figure out. That way they'll have successful
experience detecting lies. I suspect, but don't know, that this is a
substantial reason behind the fairy tale tradition. The intent is
something along the lines of a vaccine against bad ideas - give
children a false idea so they can build the strength to fight it much
like the immune system learns to fight a virus by being exposed to a
weakened version of the same virus.

However, I don't buy this approach. Lies are abundant - they hold free
sessions full of them every Sunday morning by the thousands. :-)
Children are curious and just following their curiosity they will run
into some lies on their own. These lies are not deliberately weakened
like fairly tales, but they are still pretty easy to detect when a
child is given access to contrary information. There is no need for
parents to promulgate lies to give children exposure to the fact that
some people lie. Parents just need to help their children detect the
lies other people are telling, whenever they happen to encounter them.

However, some people do get married and stay married for life. Some of
those marriages are "happy", at least in the sense that the partners
do not say or appear to regret being married, and do not engage in
grossly abusive or disrespectful practices.

Yep. I know some.

It is possible for children to grow up in a large extended family
where not only their own parents but every family member they've ever
known older than their 20's got married, stays married until one of
the pair dies, and at least outwardly appears very happy and
prosperous from the arrangement.

Possible? Sure. Has it happened? I doubt it. Do you know of any?



Yes. That was my own experience and at least so far in their lives,
the experience of my children. We do expose them to single people, but
none of them are family members over 30 except for those whose spouses
have died and those are uniformly sad about being single.

--Jason



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: fallibleideas.com / Relationships and Fallibility
Date: April 2, 2012 at 12:49 PM

On Mon, Apr 2, 2012 at 11:29 AM, Jason <auvenj@gmail.com> wrote:
On Apr 1, 11:24 am, Rami Rustom <romb...@gmail.com> wrote:

I agree that promulgating fairy tales to children is bad. The term
"soulmate" has religious/mystical overtones which are of course fairy
tales. And ideas like mind reading with people you are close enough to
are fairy tales. However, I don't think the general tie of marriage to
fairy tales is entirely accurate.

I wasn't suggesting that marriage is wrong or that its only for fairy
tales.

Sorry I misinterpreted. Other people have characterized all marriage
that way.

Who? On this email list? I haven't read that. I've been her since mid November.

But the way that fairy tales presents marriage is wrong.

Nobody actually receives presents from Santa, eggs from the Easter
Bunny, or money from the Tooth Fairy. Any child who makes even a
moderate attempt to criticize those ideas is going to know they are
false. All children I've ever known without significant cognitive
impairments figure it out regardless of how much or little their
parents try to hide the truth.

No no no. Many parents lie to their kids. When the kids ask, who
brought these presents, the parents answer, 'Santa'. Who put money
under my pillow? The Tooth Fairy. The parents are lieing and kids
believe their parents.

Correct, and I agree that it's bad, but...

Sometimes the kids are upwards of 10 years old
before they realize that their parents have been lieing to them.



Point is they *do* figure it out. Contrast this with people who go
their whole lives and don't figure out that God, "spirituality", the
supernatural, soulmates, mind reading, etc. are equally fallacious.
Why? Because "children's" fairy tales are inherently weak ideas. They
are promulgated not for their strength, but their weakness.

Yes and my point is that lying to children about fairy tales when
their young causes them to continue to believe in fairy tales when
their older, even though they do figure out that Santa is fake.

More importantly, I think children who are lied to in this way would
develop a distrust for what their parents say, which of course is bad
because it makes persuasion harder.

The logic of promulgating children's fairy tales, when it is logically
considered by the parents at all (a minority, but it happens) goes
something like this: Children need to learn that people can lie to
them, and they need to learn how to detect such lies. The best way to
learn this is for us to tell them lies that we consider harmless and
are relatively easy to figure out.

I disagree. There are plenty of 'real' lies in the world. We don't
need to resort to creating lies for them.

That way they'll have successful
experience detecting lies.

I think it debilitates critical thinking more than it promotes it for
the reasons given above.

I suspect, but don't know, that this is a
substantial reason behind the fairy tale tradition. The intent is
something along the lines of a vaccine against bad ideas - give
children a false idea so they can build the strength to fight it much
like the immune system learns to fight a virus by being exposed to a
weakened version of the same virus.



You're giving fairy tales and their originators way too much credit. I
think they do it because they believe that children have fun with
them. What they don't understand is that telling children the truth
about fairy tales doesn't remove the fun factor.

However, I don't buy this approach. Lies are abundant - they hold free
sessions full of them every Sunday morning by the thousands. :-)
Children are curious and just following their curiosity they will run
into some lies on their own. These lies are not deliberately weakened
like fairly tales, but they are still pretty easy to detect when a
child is given access to contrary information.

Thats my point. When children ask their parents for contrary
information, parents should give it instead of holding it back and
supporting the lies.

There is no need for
parents to promulgate lies to give children exposure to the fact that
some people lie. Parents just need to help their children detect the
lies other people are telling, whenever they happen to encounter them.

However, some people do get married and stay married for life. Some of
those marriages are "happy", at least in the sense that the partners
do not say or appear to regret being married, and do not engage in
grossly abusive or disrespectful practices.

Yep. I know some.

It is possible for children to grow up in a large extended family
where not only their own parents but every family member they've ever
known older than their 20's got married, stays married until one of
the pair dies, and at least outwardly appears very happy and
prosperous from the arrangement.

Possible? Sure. Has it happened? I doubt it. Do you know of any?

Yes. That was my own experience and at least so far in their lives,



the experience of my children. We do expose them to single people, but
none of them are family members over 30 except for those whose spouses
have died and those are uniformly sad about being single.

I bet that some of them, if they believe that a single life is a good
way to live, would prefer it over having marriage-type relationships.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: April 2, 2012 at 12:55 PM

On Apr 2, 2012 10:02 AM, "Steve Push" <stephen.push@gmail.com> wrote:
On Apr 1, 5:16 pm, Rami Rustom <romb...@gmail.com> wrote:

On Sun, Apr 1, 2012 at 4:07 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Apr 1, 5:00 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sun, Apr 1, 2012 at 3:25 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Apr 1, 3:21 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sun, Apr 1, 2012 at 8:08 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 9:54 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 8:31 PM, Steve Push 
<stephen.p...@gmail.com>

I generally agree with you.  In most cases people should be held
responsible for their actions.  But there are rare cases, such as
legal insanity, in which people should not be held responsible.

The law doesn't understand insanity. The law is very far behind the
times. Its a bunch of old traditions that haven't adopted any new
ideas. And even compared to the science that you're talking about, the
law is way behind. But even if the law adopted the newer views as
explained by David Eagleman in _Incognito_, its still way behind the
times. Our newest understanding of choice and ideas comes from 
Popper,
Szasz, and others.

Lets consider a real example. In Eagleman's book, he referenced 
many
cases where ordinary citizens all of a sudden turned to criminal acts
and were found to have brain impairments like brain tumors. All of the
cases involved brain impairments of a specific part of the brain and
all of the cases led to criminal acts.

In one example, a regular citizen with no criminal history got a brain
tumor [but didn't know it] and then killed his family. Right before



doing so he wrote a letter before he killed them. He wrote that he was
not thinking like his normal self. He said he was having bad thoughts.
Eagleman explained that the brain impairment of the specific part of
the brain causes the bad thinking.

Where does the responsibility lie: (1) squarely on him, or (2) on his
brain tumor?

If (1) then he gets his brain tumor removed and goes to jail.

But if (2) then he gets his brain tumor removed and goes about his
life as a free man.

What do you think? Do you agree with my question and two possible
answers and consequences? If not, how should they be changed and 
why?

If a jury concludes that, because of the brain tumor, he was not able
to determine the difference between right and wrong at the time he
killed his family, he should go free.

But the letter the guy wrote means that he understood right from
wrong. He said he's having *bad* thoughts. How could he know they 
were
bad thoughts? Because he knows right from wrong. Right is good and
wrong is bad.

So how could the brain tumor matter?

If the evidence indicated, beyond a reasonable doubt, that he knew
what he was doing was "bad" at the time he did it, I would vote for
conviction.

And what about from the time he wrote the letter to the time that he
did it? Why didn't he seek help? Do you agree that it was his
responsibility to seek help immediately after noticing that he was
having bad thoughts?



That's a good point.  If he could reasonably anticipate that he was
becoming dangerous and failed to seek help, I would still want to hold
him responsible, even if he was legally insane at the time of the
incident.

Ok. Now for the next point.

You said that at the time of the killing, the brain tumor could
possibly cause him to not know whether his act was right or wrong. But
what about the act? Why did he have an idea to commit that act?
Regardless if he believed the act was right or wrong, he had the idea
to kill his family. Is he responsible for having that idea? If not,
why not?

Ideas aren't immoral or illegal.  If he had the idea and didn't act on
it, there would be no problem.

Sure. But he *did* act on that idea [to kill his family].

But in the insanity defense, the idea could be exculpatory.  He might
have thought his family members were space aliens trying to kill him.

Brain tumors don't contain ideas. So brain tumors can't cause him to
think the idea that *his family are space aliens trying to kill him*.
He would have to have learned that idea before the brain tumor. Is he
not responsible for that idea?

-- Rami



From: Stephen Push <stephen.push@gmail.com>
Subject: Re: [BoI] Re: Free Will
Date: April 2, 2012 at 1:20 PM

I don't know the specifics of your example or how that tumor was supposed to 
have affected the man's responsibility.  But in general, brain tumors cause 
injuries, and brain injuries can cause strange thoughts and behavior.

Would it be too much of an imposition to ask you to post the facts of the example 
you cited?

-- Steve

-----Original Message----- From: Rami Rustom
Sent: Monday, April 02, 2012 12:55 PM
Subject: Re: [BoI] Re: Free Will

On Apr 2, 2012 10:02 AM, "Steve Push" <stephen.push@gmail.com> wrote:
On Apr 1, 5:16 pm, Rami Rustom <romb...@gmail.com> wrote:
> On Sun, Apr 1, 2012 at 4:07 PM, Steve Push <stephen.p...@gmail.com> > 
wrote:
> > On Apr 1, 5:00 pm, Rami Rustom <romb...@gmail.com> wrote:
> >> On Sun, Apr 1, 2012 at 3:25 PM, Steve Push <stephen.p...@gmail.com> > 
>> wrote:
> >> > On Apr 1, 3:21 pm, Rami Rustom <romb...@gmail.com> wrote:
> >> >> On Sun, Apr 1, 2012 at 8:08 AM, Steve Push > >> >> 
<stephen.p...@gmail.com> wrote:
> >> >> > On Mar 31, 9:54 pm, Rami Rustom <romb...@gmail.com> wrote:
> >> >> >> On Sat, Mar 31, 2012 at 8:31 PM, Steve Push > >> >> >> 
<stephen.p...@gmail.com>
>
> >> >> >> > I generally agree with you.  In most cases people should be > >> 
>> >> > held
> >> >> >> > responsible for their actions.  But there are rare cases, > >> >> >> 
> such as
> >> >> >> > legal insanity, in which people should not be held > >> >> >> > 
responsible.
>
> >> >> >> The law doesn't understand insanity. The law is very far behind > >> 
>> >> the



> >> >> >> times. Its a bunch of old traditions that haven't adopted any > >> >> 
>> new
> >> >> >> ideas. And even compared to the science that you're talking > >> >> 
>> about, the
> >> >> >> law is way behind. But even if the law adopted the newer views > >> 
>> >> as
> >> >> >> explained by David Eagleman in _Incognito_, its still way > >> >> >> 
behind the
> >> >> >> times. Our newest understanding of choice and ideas comes from > 
>> >> >> Popper,
> >> >> >> Szasz, and others.
>
> >> >> >> Lets consider a real example. In Eagleman's book, he referenced > 
>> >> >> many
> >> >> >> cases where ordinary citizens all of a sudden turned to > >> >> >> 
criminal acts
> >> >> >> and were found to have brain impairments like brain tumors. All > >> 
>> >> of the
> >> >> >> cases involved brain impairments of a specific part of the > >> >> >> 
brain and
> >> >> >> all of the cases led to criminal acts.
>
> >> >> >> In one example, a regular citizen with no criminal history got > >> >> 
>> a brain
> >> >> >> tumor [but didn't know it] and then killed his family. Right > >> >> >> 
before
> >> >> >> doing so he wrote a letter before he killed them. He wrote that > >> 
>> >> he was
> >> >> >> not thinking like his normal self. He said he was having bad > >> >> 
>> thoughts.
> >> >> >> Eagleman explained that the brain impairment of the specific > >> 
>> >> part of
> >> >> >> the brain causes the bad thinking.
>
> >> >> >> Where does the responsibility lie: (1) squarely on him, or (2) > >> >> 
>> on his
> >> >> >> brain tumor?
>
> >> >> >> If (1) then he gets his brain tumor removed and goes to jail.
>



> >> >> >> But if (2) then he gets his brain tumor removed and goes about > >> 
>> >> his
> >> >> >> life as a free man.
>
> >> >> >> What do you think? Do you agree with my question and two > >> >> 
>> possible
> >> >> >> answers and consequences? If not, how should they be changed > 
>> >> >> and why?
>
> >> >> > If a jury concludes that, because of the brain tumor, he was not > >> 
>> > able
> >> >> > to determine the difference between right and wrong at the time > >> 
>> > he
> >> >> > killed his family, he should go free.
>
> >> >> But the letter the guy wrote means that he understood right from
> >> >> wrong. He said he's having *bad* thoughts. How could he know they > 
>> >> were
> >> >> bad thoughts? Because he knows right from wrong. Right is good and
> >> >> wrong is bad.
>
> >> >> So how could the brain tumor matter?
>
> >> > If the evidence indicated, beyond a reasonable doubt, that he knew
> >> > what he was doing was "bad" at the time he did it, I would vote for
> >> > conviction.
>
> >> And what about from the time he wrote the letter to the time that he
> >> did it? Why didn't he seek help? Do you agree that it was his
> >> responsibility to seek help immediately after noticing that he was
> >> having bad thoughts?
>
> > That's a good point.  If he could reasonably anticipate that he was
> > becoming dangerous and failed to seek help, I would still want to hold
> > him responsible, even if he was legally insane at the time of the
> > incident.
>
> Ok. Now for the next point.
>
> You said that at the time of the killing, the brain tumor could



> possibly cause him to not know whether his act was right or wrong. But
> what about the act? Why did he have an idea to commit that act?
> Regardless if he believed the act was right or wrong, he had the idea
> to kill his family. Is he responsible for having that idea? If not,
> why not?

Ideas aren't immoral or illegal.  If he had the idea and didn't act on
it, there would be no problem.

Sure. But he *did* act on that idea [to kill his family].

But in the insanity defense, the idea could be exculpatory.  He might
have thought his family members were space aliens trying to kill him.

Brain tumors don't contain ideas. So brain tumors can't cause him to
think the idea that *his family are space aliens trying to kill him*.
He would have to have learned that idea before the brain tumor. Is he
not responsible for that idea?

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] The objective aesthetics of emotions
Date: April 2, 2012 at 1:26 PM

On Mon, Apr 2, 2012 at 1:09 AM, Brett Hall <brhalluk@hotmail.com> wrote:
Emotions are a subjective phenomena.

Agreed.

Subjective in the ontological sense, not the epistemological sense.

I don't understand the distinction.

We can speak objectively about them in the sense that we can be honest, we 
can eliminate or understand bias and be critical and rational when it comes to 
our knowledge of them.

No. Its only subjective. There is no way to speak objectively about
our emotions. Consider a psychologist who creates an experiment to
measure emotional states of people when they see a picture. He asks
the subjects questions. The people answer subjectively. Lets say the
question is: how do you feel on a scale of 1 to 10 after seeing this
picture? The subjects will not answer using the same standard. Why?
All the answers are relative. They are relative to the subject's
previous experiences and no two people have the same experiences.

Given this interesting state of affairs can some emotions be beautiful in an 
objective way also?

No. All emotions are based on the ideas we have about events in our
lives. There is no event that will consistently produce the same
emotion in all people.

Not simply that we like them but rather that our liking of them isa manifestation 
of some deeper objectivity? Are some emotions just intrinsically more beautiful 
than others? Is love objectively more beautiful than hate? Is compassion more 



beautiful than anger?

What is the meaning of *beautiful* with respect to emotions?

Do you mean *preferred*? If so I disagree. Some people prefer to hate
than to love. And its because they have mistaken ideas.

If this is true and if emotions depend on states of the brain

Emotions do not depend on states of the brain, instead they depend on
states of the mind. The brain is hardware and the mind is software.
The mind contains ideas. When we have thoughts, they are thoughts
about our ideas, and its these thoughts that produce emotions.

should we seek ways to cultivate some emotions over others for aesthetic as 
well as moral reasons?

Yes it is moral to find our preferences. And to do so we try new ideas
and actions and measure our emotional response to them. If we like the
emotion [happy/interested/whatever], then thats a good indication that
we've found a preference. If we don't like the emotion
[sad/bored/whatever], then thats a good indication that either we
found something that we don't prefer, or that we're interpreting the
action wrong.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Free Will
Date: April 2, 2012 at 2:53 PM

On Mon, Apr 2, 2012 at 12:27 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Mon, Apr 2, 2012 at 12:20 PM, Stephen Push <stephen.push@gmail.com> 
wrote:

On Apr 2, 2012 10:02 AM, "Steve Push" <stephen.push@gmail.com> wrote:
On Apr 1, 5:16 pm, Rami Rustom <romb...@gmail.com> wrote:

On Sun, Apr 1, 2012 at 4:07 PM, Steve Push <stephen.p...@gmail.com> >
On Apr 1, 5:00 pm, Rami Rustom <romb...@gmail.com> wrote:

On Sun, Apr 1, 2012 at 3:25 PM, Steve Push <stephen.p...@gmail.com> 
>

On Apr 1, 3:21 pm, Rami Rustom <romb...@gmail.com> wrote:

So how could the brain tumor matter?

If the evidence indicated, beyond a reasonable doubt, that he knew
what he was doing was "bad" at the time he did it, I would vote for
conviction.

And what about from the time he wrote the letter to the time that he
did it? Why didn't he seek help? Do you agree that it was his
responsibility to seek help immediately after noticing that he was
having bad thoughts?

That's a good point.  If he could reasonably anticipate that he was
becoming dangerous and failed to seek help, I would still want to hold
him responsible, even if he was legally insane at the time of the
incident.

Ok. Now for the next point.

You said that at the time of the killing, the brain tumor could
possibly cause him to not know whether his act was right or wrong. But
what about the act? Why did he have an idea to commit that act?
Regardless if he believed the act was right or wrong, he had the idea
to kill his family. Is he responsible for having that idea? If not,
why not?



Ideas aren't immoral or illegal.  If he had the idea and didn't act on
it, there would be no problem.

Sure. But he *did* act on that idea [to kill his family].

But in the insanity defense, the idea could be exculpatory.  He might
have thought his family members were space aliens trying to kill him.

Brain tumors don't contain ideas. So brain tumors can't cause him to
think the idea that *his family are space aliens trying to kill him*.
He would have to have learned that idea before the brain tumor. Is he
not responsible for that idea?

I don't know the specifics of your example or how that tumor was supposed to
have affected the man's responsibility.  But in general, brain tumors cause
injuries, and brain injuries can cause strange thoughts and behavior.

No. Brain injuries can't cause thoughts nor behavior.

But thoughts do cause behavior.

Would it be too much of an imposition to ask you to post the facts of the
example you cited?

Its no problem. But there weren't any details more than I gave. And
that is part of the problem. David Eagleman considered this
information as enough to decide that the man was not absolutely
responsible. He concluded this because the part of the brain that was
damaged was one that occurred with many cases of regular people
becoming criminals. The point is that he equated correlation with
causation. But this is false. It is explanation-less theorizing, which
Popper refuted.



What is the explanation for brain injuries causing strange thoughts?
What is the model of the brain that could explain such a phenomenon? I
don't know of one. Eagleman doesn't either. Eagleman's model of the
brain is something he calls the Team-of-Rivals Framework. Popper
refuted the idea of modeling brains as frameworks.

This is the model I know. The brain is hardware. The mind is software.
Ideas and thoughts exist in the mind, not the brain. So how could
damaged hardware [brain] cause changes to software [thoughts]?

On a harddrive, if you have a damaged sector, you've lost some of your
data, but the data didn't change. So damaged hardware could erase
thoughts, like what happens with amnesia. But its not possible for
thoughts to change.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] The objective aesthetics of emotions
Date: April 2, 2012 at 8:40 PM

On 03/04/2012, at 3:27 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Apr 2, 2012 at 1:09 AM, Brett Hall <brhalluk@hotmail.com> wrote:
Emotions are a subjective phenomena.

Agreed.

Subjective in the ontological sense, not the epistemological sense.

I don't understand the distinction.

This is, I think, something John Searle first drew attention to. There are two quite 
distinct senses of the subjective/objective distinction. People conflate the two and 
get confused...especially when it comes to ethics.

The first sort is the epistemological distinction: about how we can know. In this 
sense there is objective knowledge which is good science, valid methods, careful 
data gathering and so forth. Here subjective is about being biased or 
exaggerating and so we are sometimes able to say "that newspaper cannot be 
trusted. It is written from a particular point of view. It is being quite subjective". 
Here subjectivity is a liability for reliable knowledge. Scientists who do not report 
all their data might be being subjective (just plain dishonest!). I think we who 
know about philosophy of science are comfortable with this particular distinction.

Ontology is about what actually exists. Quale are subjective. Subjective 
phenomena are things like emotions and perceptions. When I say that I see 
green grass my subjective experience of green is something I cannot 
communicate. I cannot convey the experience of green to you because it is 
entirely subjective in the ontological sense. And yet I am not lying or biased or 
exaggerating. It's not that I ago actually seeing the grass as a deep shade of blue 
and simply telling you that I am seeing green. I am being honest. I am being a 
scientist and explaining my internal quale as reliably I know how.

I can speak objectively about my own subjective states. Or I could be subjective 
about them. If I am being objective about my subjectivity, then I am doing a first-



person science.

Notice that except for thinkers like David it is still a minority view to believe that 
aesthetics itself generally is anything but subjective in the epistemological sense. 
That is, aesthetics are just matters of taste. I know what I like and that's it - 
there's nothing objective to be known about beauty. I used to think like this. There 
are posts of mine back in the early 2000s arguing the case for the epistemic 
subjectivity of all matters of aesthetics. I have been persuaded I am wrong about 
that. So I move on.

So what else is considered just a matter of taste? Emotions it would seem. 
Maybe some people like to feel angry. But angry is not beautiful or useful. 
Evolution has seemingly created certain emotions because they are useful and 
even beautiful. Why? Why do we have these emotions? Do they lead to progress 
through better societies and through cooperation? Do they help facilitate problem 
solving?

The emotion we call "interest" or "motivation" that *feeling* which can help you to 
see a problem through to finding a creative solution. What is that about? Clearly it 
is very useful. Some people lose focus or cannot focus - on anything except the 
television. Why? Is this good? What if they cannot be persuaded that it would be 
better if they did more than just this? Better because it would help solve their 
problems. People won't think better if they are not motivated to think better. What 
if the motivation to solve problems other than what to watch next on television or 
which chocolate bar to buy could be cultivated and kindled in people? Would this 
be knowledge north having? I would like to know how to cultivate a feeling of 
being industrious and creative.

People will reliably tell you that certain emotions are beautiful and others they 
hate or find terrible. What if we could kindle in people a compassion for others 
rather than indifference? Some people look at footage of starving children in 
Africa and feel nothing. So they do nothing. This is most people. What if they 
*felt* compassion instead of indifference?

Did you know that we seem incapable of feeling what we *should* feel at times? 
We humans do generally feel sympathy for the poor homeless person we walk 
past on the way to work. We do feel we want to help the single child on the news 
who we hear has been left for dead outside an orphanage. Yet evolution has not 
given us the emotional apparatus to feel what we should feel when it comes to 
bigger problems - like the millions of starving children in Africa. What if we could 



feel just as sorry for them? Would it help them and us to solve such problems? 
What is wrong with us? Why aren't we motivated strongly enough to solve some 
of the most important problems? Is it because our emotions are not well 
understood? Is that hampered by people who think they are just subjective things 
in the epistemological sense? That there's nothing interesting to know about 
them?

We can speak objectively about them in the sense that we can be honest, we 
can eliminate or understand bias and be critical and rational when it comes to 
our knowledge of them.

No. Its only subjective. There is no way to speak objectively about
our emotions.

This is an example of the confusion I mention above. If you think that when I say 
"I am so happy" or "I feel angry" that I must not be accurately reporting my 
internal state then this means that my internal state is forever outside rational 
discussion. You have effectively firewalled certain phenomena against analysis. I 
find this pessimistic. Even when I study my own internal state you believe that I 
cannot accurately know how I feel? I cannot be objective? I cannot *know* to 
speak plainly? There is nothing to actually know here? I think there is. Emotions 
are real. We can learn about them. But they are subjective phenomena - there 
are facts to be known about quale but we just don't know them yet. We will 
discover facts in consciousness through introspection or not at all. And I think that 
is a fact.

Consider a psychologist who creates an experiment to
measure emotional states of people when they see a picture. He asks
the subjects questions. The people answer subjectively. Lets say the
question is: how do you feel on a scale of 1 to 10 after seeing this
picture? The subjects will not answer using the same standard. Why?
All the answers are relative. They are relative to the subject's
previous experiences and no two people have the same experiences.

Yes. That misses my point entirely. Each person is speaking objectively about 
their personal state. What sort of state is this? It's a subjective state. An internal 
state. A conscious state. They may disagree but that's because they are having 
different emotions. So what? That's like suggesting that because different 
geophysicists do different gravity readings at different places on the earth and 



they all get different values that this invalidates the idea of an objective fact of the 
matter when it comes to gravity. Of course it doesn't. It actually suggests the 
interesting fact that the magnitude of gravity changes on the surface of the earth 
due to interesting features like subsurface phenomena and so forth. So it is with 
emotions. Different people respond differently. But emotions still exist in a real 
(objective) sense.

Given this interesting state of affairs can some emotions be beautiful in an 
objective way also?

No. All emotions are based on the ideas we have about events in our
lives. There is no event that will consistently produce the same
emotion in all people.

Fine. That might be true. Though I am not sure what experiments or coherent 
philosophy shows this to be necessarily the case. Empathy is something that is 
poorly understood. Until we have a better philosophy or science of this I am 
willing to testify that given certain experiences, people can report that they do 
indeed feel "exactly" the way someone else does. Empathogens are actually 
chemicals that seek to explore this phenomena. It's not well known because 
conservatives seem unwilling to pursue the science as in this area they think only 
harm and no progress is possible. One doesn't need drugs though...one just 
needs certain experiences to confirm to oneself that it is possible to have the 
same emotion as others. Shared experience might be able to produce the same 
emotion. The fact you have not experienced this or that psychology is so soft a 
science that it hasn't properly discovered this says nothing about its impossibility. 
There is a frontier here left almost entirely unexplored.

Not simply that we like them but rather that our liking of them isa manifestation 
of some deeper objectivity? Are some emotions just intrinsically more beautiful 
than others? Is love objectively more beautiful than hate? Is compassion more 
beautiful than anger?

What is the meaning of *beautiful* with respect to emotions?

Do you mean *preferred*? If so I disagree. Some people prefer to hate
than to love. And its because they have mistaken ideas.



Those people who prefer hate to love have bad ideas  - i agree. But then why is 
love preferred? Is it in  part because its more beautiful objectively? Beautiful in a 
sense I am not sure about. Like the chapter in boi on the objectivity of aesthetics. 
In what sense are flowers beautiful? This is a visual phenomena. Sights and 
sounds are not the only senses we have access to. We can sense our own 
emotions. Some are more pleasant than others as some sights, some sounds, 
some scents are more beautiful than others objectively. So it is, my conjecture 
goes, can emotions me.

If this is true and if emotions depend on states of the brain

Emotions do not depend on states of the brain, instead they depend on
states of the mind. The brain is hardware and the mind is software.
The mind contains ideas. When we have thoughts, they are thoughts
about our ideas, and its these thoughts that produce emotions.

You are skeptical that the brain has anything to do with the mind?

We do not understand the relationship between mind and brain. We do not know 
if there is even a dualism in all this. We know something but for the hard 
questions we know next to nothing. We have no theory of consciousness and 
how that arises out of the brain.

*Maybe* you are right that the brain is hardware and the mind is software. I see 
no evidence yet for this. It's little more than an argument from analogy. We have 
nothing remotely like AI yet. AI is a misnomer for simple automata. The 
software/hardware way of splitting mind/brain is little more than an article of faith 
at this stage as we have no explanatory theory. If we did - we could program 
minds. We can't. Ergo we don't understand it. Ergo saying it's just software is up 
there with "it's a soul". But maybe you are right. But the fact you might be wrong 
leads you to very strong ethical conclusions here not based on good philosophy 
or good science. It leads you to bad ideas like this stuff about emotions all being 
subjective. I do note however that it seems a little at odds with some of what you 
say. If mind is software then in the code we should be able to find algorithms for 
emotions, right? They'd be objective facts about the program running on your 
brain hardware right?

It may be that hardware is necessary for mind to arise. It may be that software is 
also. But there might be some third thing. Or forth thing we cannot even imagine 



yet. It may be that software isn't needed at all - just hardware. Or just hardware 
and some other thing that has nothing to do with being a Turing machine. Without 
a working theory the hardware/software thing is just one of an infinite number of 
theories that can be conjectured to I adequately account for what we observe and 
none of them testable - all of them east to vary and none of them any good.

should we seek ways to cultivate some emotions over others for aesthetic as 
well as moral reasons?

Yes it is moral to find our preferences. And to do so we try new ideas
and actions and measure our emotional response to them. If we like the
emotion [happy/interested/whatever], then thats a good indication that
we've found a preference. If we don't like the emotion
[sad/bored/whatever], then thats a good indication that either we
found something that we don't prefer, or that we're interpreting the
action wrong.

Yes. This is an old idea. I'm challenging (or perhaps trying to make progress with 
it by refining it) with something that might be new. There are objective features of 
our subjective emotions that point to something deeper about the structure of 
reality. In particular there might be beautiful feelings just as there are beautiful 
shapes and colours and figures and arrangements. Feelings are real. Some 
feelings seem to be ugly. Some feelings people *reliably* say are beautiful. This 
might mean that there is something objective to be known here about the 
aesthetics of emotions. And this would be worth knowing.

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: The objective aesthetics of emotions
Date: April 2, 2012 at 9:57 PM

On Apr 2, 7:40 pm, Brett Hall <brhal...@hotmail.com> wrote:
On 03/04/2012, at 3:27 AM, "Rami Rustom" <romb...@gmail.com> wrote:

On Mon, Apr 2, 2012 at 1:09 AM, Brett Hall <brhal...@hotmail.com> wrote:

So what else is considered just a matter of taste? Emotions it would seem. 
Maybe some people like to feel angry. But angry is not beautiful or useful. 
Evolution has seemingly created certain emotions because they are useful and 
even beautiful. Why? Why do we have these emotions? Do they lead to 
progress through better societies and through cooperation? Do they help 
facilitate problem solving?

The emotion we call "interest" or "motivation" that *feeling* which can help you 
to see a problem through to finding a creative solution. What is that about? 
Clearly it is very useful. Some people lose focus or cannot focus - on anything 
except the television. Why? Is this good? What if they cannot be persuaded that 
it would be better if they did more than just this? Better because it would help 
solve their problems. People won't think better if they are not motivated to think 
better. What if the motivation to solve problems other than what to watch next on 
television or which chocolate bar to buy could be cultivated and kindled in 
people? Would this be knowledge north having? I would like to know how to 
cultivate a feeling of being industrious and creative.

I have been thinking about that too. The right knowledge can do it.
The problem is that most people are robbed of that knowledge because
they were TCS-coerced during childhood. Had they not been coerced,
they would have learned to become active learners. They would be bored
from watching so much tv.

People will reliably tell you that certain emotions are beautiful and others they 
hate or find terrible. What if we could kindle in people a compassion for others 
rather than indifference? Some people look at footage of starving children in 
Africa and feel nothing. So they do nothing. This is most people. What if they 
*felt* compassion instead of indifference?

Emotions comes with knowledge. If those people traveled to africa and



experienced more than just images on their tv screen, then they will
have learned a wealth of knowledge that could cause them to have
emotions about it.

Did you know that we seem incapable of feeling what we *should* feel at times? 
We humans do generally feel sympathy for the poor homeless person we walk 
past on the way to work. We do feel we want to help the single child on the 
news who we hear has been left for dead outside an orphanage. Yet evolution 
has not given us the emotional apparatus to feel what we should feel when it 
comes to bigger problems - like the millions of starving children in Africa. What if 
we could feel just as sorry for them? Would it help them and us to solve such 
problems? What is wrong with us? Why aren't we motivated strongly enough to 
solve some of the most important problems? Is it because our emotions are not 
well understood? Is that hampered by people who think they are just subjective 
things in the epistemological sense? That there's nothing interesting to know 
about them?

With understanding comes emotions. So you understand something about
those africans that others don't.

We can speak objectively about them in the sense that we can be honest, we 
can eliminate or understand bias and be critical and rational when it comes to 
our knowledge of them.

No. Its only subjective. There is no way to speak objectively about
our emotions.

This is an example of the confusion I mention above. If you think that when I say 
"I am so happy" or "I feel angry" that I must not be accurately reporting my 
internal state then this means that my internal state is forever outside rational 
discussion. You have effectively firewalled certain phenomena against analysis. 
I find this pessimistic. Even when I study my own internal state you believe that I 
cannot accurately know how I feel?

No. I claim that *we* can't know how *you* feel. Of course *you* know
how *you* feel.



Consider a psychologist who creates an experiment to
measure emotional states of people when they see a picture. He asks
the subjects questions. The people answer subjectively. Lets say the
question is: how do you feel on a scale of 1 to 10 after seeing this
picture? The subjects will not answer using the same standard. Why?
All the answers are relative. They are relative to the subject's
previous experiences and no two people have the same experiences.

Yes. That misses my point entirely. Each person is speaking objectively about 
their personal state. What sort of state is this? It's a subjective state. An internal 
state. A conscious state. They may disagree but that's because they are having 
different emotions. So what? That's like suggesting that because different 
geophysicists do different gravity readings at different places on the earth and 
they all get different values that this invalidates the idea of an objective fact of 
the matter when it comes to gravity. Of course it doesn't. It actually suggests the 
interesting fact that the magnitude of gravity changes on the surface of the earth 
due to interesting features like subsurface phenomena and so forth. So it is with 
emotions. Different people respond differently. But emotions still exist in a real 
(objective) sense.

Yes emotions do exist.

Given this interesting state of affairs can some emotions be beautiful in an 
objective way also?

No. All emotions are based on the ideas we have about events in our
lives. There is no event that will consistently produce the same
emotion in all people.

Fine. That might be true. Though I am not sure what experiments or coherent 
philosophy shows this to be necessarily the case. Empathy is something that is 
poorly understood. Until we have a better philosophy or science of this I am 
willing to testify that given certain experiences, people can report that they do 
indeed feel "exactly" the way someone else does. Empathogens are actually 
chemicals that seek to explore this phenomena. It's not well known because 
conservatives seem unwilling to pursue the science as in this area they think 
only harm and no progress is possible. One doesn't need drugs though...one 
just needs certain experiences to confirm to oneself that it is possible to have 



the same emotion as others. Shared experience might be able to produce the 
same emotion. The fact you have not experienced this or that psychology is so 
soft a science that it hasn't properly discovered this says nothing about its 
impossibility. There is a frontier here left almost entirely unexplored.

I didn't say that two people can't have the same emotion.

I said that all people don't have the exact same emotion when
presented with the exact same event happening to them.

Not simply that we like them but rather that our liking of them isa 
manifestation of some deeper objectivity? Are some emotions just intrinsically 
more beautiful than others? Is love objectively more beautiful than hate? Is 
compassion more beautiful than anger?

What is the meaning of *beautiful* with respect to emotions?

Do you mean *preferred*? If so I disagree. Some people prefer to hate
than to love. And its because they have mistaken ideas.

Those people who prefer hate to love have bad ideas  - i agree. But then why is 
love preferred? Is it in  part because its more beautiful objectively?

Well I would say that moral ideas about love and hate would lead
someone to not prefer hate and to prefer love. But there is also a
third moral option which is prefer neither.

If this is true and if emotions depend on states of the brain

Emotions do not depend on states of the brain, instead they depend on
states of the mind. The brain is hardware and the mind is software.
The mind contains ideas. When we have thoughts, they are thoughts
about our ideas, and its these thoughts that produce emotions.

You are skeptical that the brain has anything to do with the mind?



We do not understand the relationship between mind and brain. We do not know 
if there is even a dualism in all this. We know something but for the hard 
questions we know next to nothing. We have no theory of consciousness and 
how that arises out of the brain.

*Maybe* you are right that the brain is hardware and the mind is software. I see 
no evidence yet for this. It's little more than an argument from analogy. We have 
nothing remotely like AI yet. AI is a misnomer for simple automata. The 
software/hardware way of splitting mind/brain is little more than an article of faith 
at this stage as we have no explanatory theory.

No. It *is* the explanatory theory.

If we did - we could program minds.

You mean if our explanatory theory was more complete.

We can't. Ergo we don't understand it.

Understanding is not all or none. Our current theory is mistaken. As
we move forward that theory will improve to a less mistaken theory.
And then to a less mistaken theory and so on until we have AI.

Ergo saying it's just software is up there with "it's a soul".

No. The 'soul' idea is not an explanation. Its easy to vary. Its not
based in physics for example.

But maybe you are right. But the fact you might be wrong leads you to very 
strong ethical conclusions here not based on good philosophy or good science. 
It leads you to bad ideas like this stuff about emotions all being subjective.

But I showed you that emotions are subjective and you didn't criticize
it. The only way they could be objective is if all people had the same
emotion when presented with a specific situation. Agreed? If not, why



not?

I do note however that it seems a little at odds with some of what you say. If 
mind is software then in the code we should be able to find algorithms for 
emotions, right? They'd be objective facts about the program running on your 
brain hardware right?

No. Emotions are in the mind only. Just like ideas are in the mind
only. This is a consequence of a jump in universality.

It may be that hardware is necessary for mind to arise. It may be that software is 
also. But there might be some third thing. Or forth thing we cannot even imagine 
yet. It may be that software isn't needed at all - just hardware. Or just hardware 
and some other thing that has nothing to do with being a Turing machine. 
Without a working theory the hardware/software thing is just one of an infinite 
number of theories that can be conjectured to I adequately account for what we 
observe and none of them testable - all of them east to vary and none of them 
any good.

All other theories of the brain/mind have been refuted. The hardware/
software model is a theory that has been criticized extensively, as
least by the people on these lists. And it still stands. So it is the
current conjectural knowledge.

should we seek ways to cultivate some emotions over others for aesthetic as 
well as moral reasons?

Yes it is moral to find our preferences. And to do so we try new ideas
and actions and measure our emotional response to them. If we like the
emotion [happy/interested/whatever], then thats a good indication that
we've found a preference. If we don't like the emotion
[sad/bored/whatever], then thats a good indication that either we
found something that we don't prefer, or that we're interpreting the
action wrong.

Yes. This is an old idea. I'm challenging (or perhaps trying to make progress 



with it by refining it) with something that might be new. There are objective 
features of our subjective emotions that point to something deeper about the 
structure of reality. In particular there might be beautiful feelings just as there 
are beautiful shapes and colours and figures and arrangements. Feelings are 
real. Some feelings seem to be ugly. Some feelings people *reliably* say are 
beautiful. This might mean that there is something objective to be known here 
about the aesthetics of emotions. And this would be worth knowing.

Well learning is fun. If anything is objective about emotions, then
learning is. What do you think?

-- Rami



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: fallibleideas.com / Relationships and Fallibility
Date: April 3, 2012 at 9:30 AM

On Apr 2, 9:49 am, Rami Rustom <romb...@gmail.com> wrote:
Point is they *do* figure it out. Contrast this with people who go
their whole lives and don't figure out that God, "spirituality", the
supernatural, soulmates, mind reading, etc. are equally fallacious.
Why? Because "children's" fairy tales are inherently weak ideas. They
are promulgated not for their strength, but their weakness.

Yes and my point is that lying to children about fairy tales when
their young causes them to continue to believe in fairy tales when
their older, even though they do figure out that Santa is fake.

Why would that be so? While I agree that saying fairy tales are true
is bad & unnecessary for other reasons, I'm unconvinced that telling
children fairy tales makes them more likely to believe in fairy tales
as an adult. I just don't see the causal chain there - quite the
opposite in fact, I think having been lied to & figuring it out makes
someone less likely to believe lies in the future, not more likely.
Can you explain why it would be as you suggest?

More importantly, I think children who are lied to in this way would
develop a distrust for what their parents say, which of course is bad
because it makes persuasion harder.

Correct, and it also models lying as morally desirable behavior. Much
better for parents to simply help their children detect the lies that
others tell.

I suspect, but don't know, that this is a
substantial reason behind the fairy tale tradition. The intent is
something along the lines of a vaccine against bad ideas - give
children a false idea so they can build the strength to fight it much
like the immune system learns to fight a virus by being exposed to a
weakened version of the same virus.

You're giving fairy tales and their originators way too much credit. I
think they do it because they believe that children have fun with



them.

Not to oversimplify too much, but in general fun = learning. So "have
fun with them" and "will learn from them" are saying approximately the
same thing - at least to people who think it through. Which as I said,
is not the majority of parents. The majority promulgate fairy tales
(and suppress things like "bad words" too) for no other reason than
because it is traditional to do so.

Anyway, my children find the detection of lies a lot of fun. They play
investigator all the time. Also, some of their favorite TV shows are
"Mythbusters" and "Penn&Teller: Bullshit!"

What they don't understand is that telling children the truth
about fairy tales doesn't remove the fun factor.

Mostly correct, although I do remember a certain delight at figuring
it out and then having a "secret" to keep from my younger sibling.

--Jason



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: fallibleideas.com / Relationships and Fallibility
Date: April 3, 2012 at 9:28 PM

On Tue, Apr 3, 2012 at 8:30 AM, Jason <auvenj@gmail.com> wrote:
On Apr 2, 9:49 am, Rami Rustom <romb...@gmail.com> wrote:

Point is they *do* figure it out. Contrast this with people who go
their whole lives and don't figure out that God, "spirituality", the
supernatural, soulmates, mind reading, etc. are equally fallacious.
Why? Because "children's" fairy tales are inherently weak ideas. They
are promulgated not for their strength, but their weakness.

Yes and my point is that lying to children about fairy tales when
their young causes them to continue to believe in fairy tales when
their older, even though they do figure out that Santa is fake.

Why would that be so? While I agree that saying fairy tales are true
is bad & unnecessary for other reasons, I'm unconvinced that telling
children fairy tales makes them more likely to believe in fairy tales
as an adult. I just don't see the causal chain there

In fairy tales, bad ideas are fantasized, like 'Living happily ever
after with your soul mate'. And as adults, people continue to believe
in the fantasized ideas even though they know the fairy tales are
fake. What do you think?

- quite the
opposite in fact, I think having been lied to & figuring it out makes
someone less likely to believe lies in the future, not more likely.
Can you explain why it would be as you suggest?

Another idea. When children ask critical questions like, 'Is Santa
real'? The parent could say, 'Of course'. What I say is, 'No...
remember we talked about this last week... he's pretend'.  So my
oldest said, 'So why does everyone else act like he's real?' Had I
lied, she wouldn't have asked the 2nd critical question. Anyway, I
answered, 'Well lots of people believe in fake ideas, but it doesn't
mean that the ideas are true.'



More importantly, I think children who are lied to in this way would
develop a distrust for what their parents say, which of course is bad
because it makes persuasion harder.

Correct, and it also models lying as morally desirable behavior. Much
better for parents to simply help their children detect the lies that
others tell.

More importantly, when the child asks a critical question whose answer
would reveal the lie, if we answer with another lie, then we're
sidestepping the critical question. This tells the child that their
questions are not useful and they won't ask as many questions.

I suspect, but don't know, that this is a
substantial reason behind the fairy tale tradition. The intent is
something along the lines of a vaccine against bad ideas - give
children a false idea so they can build the strength to fight it much
like the immune system learns to fight a virus by being exposed to a
weakened version of the same virus.

You're giving fairy tales and their originators way too much credit. I
think they do it because they believe that children have fun with
them.

Not to oversimplify too much, but in general fun = learning. So "have
fun with them" and "will learn from them" are saying approximately the
same thing - at least to people who think it through. Which as I said,
is not the majority of parents. The majority promulgate fairy tales
(and suppress things like "bad words" too) for no other reason than
because it is traditional to do so.

Well that tradition says more. It says that children should have fun
believing in pretend stories. This is wrong. Pretend stories are still
fun even though children know they are pretend.



Anyway, my children find the detection of lies a lot of fun. They play
investigator all the time. Also, some of their favorite TV shows are
"Mythbusters" and "Penn&Teller: Bullshit!"

Sure. And you've helped develop a culture of detecting lies.

What they don't understand is that telling children the truth
about fairy tales doesn't remove the fun factor.

Mostly correct, although I do remember a certain delight at figuring
it out and then having a "secret" to keep from my younger sibling.

I don't think I've experienced that. Are you sure that is moral?

-- Rami



From: Babak S <babaks@gmail.com>
Subject: [BoI] Extracting dynamical equations from experimental data is NP-hard
Date: April 3, 2012 at 11:28 PM

This is the title of a new paper by

Toby S. Cubitt, Jens Eisert, and Michael M. Wolf, Phys. Rev. Lett.
108, 120503 (2012)
http://prl.aps.org/abstract/PRL/v108/i12/e120503, free preprint at
http://arxiv.org/abs/1005.0005.

Quote: "Whether deducing the laws of celestial mechanics from
observations of the planets, determining economic laws from observing
monetary parameters, or deducing quantum mechanical equations from
observations of atoms, this task is clearly a fundamental part of
physics and, indeed, science in general. [...] regardless of how much
information one obtains through measuring a system, extracting the
underlying dynamical equations from those measurement data is in
general an intractable problem. More precisely, it is NP-hard."

It seems this is actually a version of induction formulated as
"extracting the dynamics of a system from experimental data" of the
system's motion.

-- 

http://prl.aps.org/abstract/PRL/v108/i12/e120503
http://arxiv.org/abs/1005.0005


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] big important principles/ideas
Date: April 4, 2012 at 8:24 PM

On Sun, Mar 11, 2012 at 2:41 PM, Elliot Temple <curi@curi.us> wrote:
Examples:

All problems are soluble.

People make mistakes.

Reason and philosophy can guide us to improve on our mistakes.

Compromises hurt people and are not solutions to problems.

There are no conflicts of interest between rational people. We can all win; no 
one need lose.

The important part of people is their ideas -- their mind. That is what makes 
them human.

We can learn by guesses and criticism.

Learning is an active, not passive, process. We only learn when we try, we can't 
just absorb knowledge like a sponge absorbs water.

What are more? What are all the really big ones related to epistemology, conflict 
and solution, progress, morality, etc

All knowledge is connected. So when you change one of your principles
[fundamental ideas], many of your other ideas need to change with it.
But this doesn't happen automatically, i.e. it doesn't happen
passively. You'll need an active approach which is to check whether
each of your ideas contradicts with your newly-changed principle.
Sometimes this will happen when a mentor points out the contradiction.

-- Rami



-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Reflection - Why and How?
Date: April 4, 2012 at 10:42 PM

On Mar 28, 2012 2:51 AM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 28 Mar 2012, at 03:22, Rami Rustom wrote:
On Mar 27, 2012 3:59 PM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 27 Mar 2012, at 21:29, Rami Rustom wrote:

People make lots of mistakes. To improve reliably we need good error
correction methods. But most people take a passive approach with this.
They expect [or hope] that they'll notice their mistakes.

But a passive approach doesn't work reliably. Why not? Because the
mind does the vast majority of its work without conscious attention.
That means that most of the mistakes we make are done without knowing
that they occurred. Why are our mind like this? Because there is way
to much sensory input for our minds to pay attention to all of it. Our
minds disregard the vast majority of it.

And even for the stuff that we do pay attention to, there is not
enough time during our experiences for us to really think about the
consequences of our actions. We just don't have enough resources for
that, not even close.

There are some situations in which you don't currently know how to stop and 
think without producing a worse result. That, in and of itself, is a problem.

Huh? Thinking could possibly produce a worse result? Or do you mean
neutral result? As in no solution to the problem. Oh! I think I know
what you mean.

If you're driving down the road and you don't know how to concentrate on the 
road and think deeply at the same time, then you should either develop that 
knowledge or keep driving.

Thinking while driving needs to be developed? I thought that as soon
as a thinking mechanism became unconscious [like driving] then the



conscious is free to do other things, any other things, like thinking
deeply about life problems.

Some people *dwell* on their problems and worry themselves into an
anxiety attack. I've seen this with an employee. I taught him about
reflection and months later he said that he thinks he's not doing it
right. He was focusing on his mistakes rather than on learning from
them, i.e. preventing them in the future. He said he had thoughts
like, "Why did I do that" and "Whats wrong with me". I explained to
him about mistakes and learning from them and what we should be
focusing on when we reflect, and it did seem to help; he looked like
he had an epiphany. But then he read Elliot's 'How to think'
[http://curi.us/think/] and he was ecstatic.

He wasn't focusing on the problem. He was focusing on an imaginary 
homogeneous blob of badness - his soul.

So yes, understanding fallibility
[http://fallibleideas.com/fallibility] is huge.

Fallibility is important, but I'm not sure how the general fact of fallibility is a 
conclusion from the specific problems above.

Well he thinks that he's not supposed to make mistakes. So when he
does make mistakes, he feels bad. But no one is infallible, not even
in certain fields that they've mastered.

-- Rami

-- 

http://curi.us/think/
http://fallibleideas.com/fallibility


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: fallibleideas.com / Relationships and Fallibility
Date: April 4, 2012 at 11:36 PM

On Apr 3, 6:28 pm, Rami Rustom <romb...@gmail.com> wrote:
Why would that be so? While I agree that saying fairy tales are true
is bad & unnecessary for other reasons, I'm unconvinced that telling
children fairy tales makes them more likely to believe in fairy tales
as an adult. I just don't see the causal chain there

In fairy tales, bad ideas are fantasized, like 'Living happily ever
after with your soul mate'. And as adults, people continue to believe
in the fantasized ideas even though they know the fairy tales are
fake. What do you think?

Again I ask, why? What is it about a fantasy you determine to be
false, would make you want to believe another fantasy?

- quite the
opposite in fact, I think having been lied to & figuring it out makes
someone less likely to believe lies in the future, not more likely.
Can you explain why it would be as you suggest?

Another idea. When children ask critical questions like, 'Is Santa
real'? The parent could say, 'Of course'. What I say is, 'No...
remember we talked about this last week... he's pretend'.  So my
oldest said, 'So why does everyone else act like he's real?' Had I
lied, she wouldn't have asked the 2nd critical question. Anyway, I
answered, 'Well lots of people believe in fake ideas, but it doesn't
mean that the ideas are true.'

Right...but, doesn't address the causal chain I was asking about.

More importantly, I think children who are lied to in this way would
develop a distrust for what their parents say, which of course is bad
because it makes persuasion harder.

Correct, and it also models lying as morally desirable behavior. Much
better for parents to simply help their children detect the lies that



others tell.

More importantly, when the child asks a critical question whose answer
would reveal the lie, if we answer with another lie, then we're
sidestepping the critical question.

Yes but if the goal is for them to figure out on their own how to
detect when people lie, this might be considered helpful because,
again, the parent knows they *will* figure it out sooner or later
regardless of how adament the parent is about the lies.

This tells the child that their
questions are not useful and they won't ask as many questions.

Maybe. Or maybe it just tells the child when you ask a question you
can't always rely on the answer so you need to ask more questions and/
or different people.

What they don't understand is that telling children the truth
about fairy tales doesn't remove the fun factor.

Mostly correct, although I do remember a certain delight at figuring
it out and then having a "secret" to keep from my younger sibling.

I don't think I've experienced that. Are you sure that is moral?

No, which is why I mentioned that modeling lies as moral behavior is
bad.

--Jason



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: fallibleideas.com / Relationships and Fallibility
Date: April 5, 2012 at 4:49 PM

On Apr 4, 2012 10:36 PM, "Jason" <auvenj@gmail.com> wrote:
On Apr 3, 6:28 pm, Rami Rustom <romb...@gmail.com> wrote:

Why would that be so? While I agree that saying fairy tales are true
is bad & unnecessary for other reasons, I'm unconvinced that telling
children fairy tales makes them more likely to believe in fairy tales
as an adult. I just don't see the causal chain there

In fairy tales, bad ideas are fantasized, like 'Living happily ever
after with your soul mate'. And as adults, people continue to believe
in the fantasized ideas even though they know the fairy tales are
fake. What do you think?

Again I ask, why? What is it about a fantasy you determine to be
false, would make you want to believe another fantasy?

How about this? If blind optimism is learned in childhood, then it can
continue into adulthood.

Clearly fairy tales are riddled with blind optimism. "Happy ever
after" is a common theme. As though life could ever exist without
problems. Another one is that good" people always have happy endings.

- quite the
opposite in fact, I think having been lied to & figuring it out makes
someone less likely to believe lies in the future, not more likely.
Can you explain why it would be as you suggest?

Another idea. When children ask critical questions like, 'Is Santa
real'? The parent could say, 'Of course'. What I say is, 'No...
remember we talked about this last week... he's pretend'.  So my
oldest said, 'So why does everyone else act like he's real?' Had I
lied, she wouldn't have asked the 2nd critical question. Anyway, I
answered, 'Well lots of people believe in fake ideas, but it doesn't
mean that the ideas are true.'



Right...but, doesn't address the causal chain I was asking about.

More importantly, I think children who are lied to in this way would
develop a distrust for what their parents say, which of course is bad
because it makes persuasion harder.

Correct, and it also models lying as morally desirable behavior. Much
better for parents to simply help their children detect the lies that
others tell.

More importantly, when the child asks a critical question whose answer
would reveal the lie, if we answer with another lie, then we're
sidestepping the critical question.

Yes but if the goal is for them to figure out on their own how to
detect when people lie, this might be considered helpful because,
again, the parent knows they *will* figure it out sooner or later
regardless of how adament the parent is about the lies.

If parents want to help kids detect lies from other people, a better
way is to point out peoples lies [in real life and tv/movies] and
explain how and why people lie. I've learned lots about people and
their motivations from reading these lists.

This tells the child that their
questions are not useful and they won't ask as many questions.

Maybe. Or maybe it just tells the child when you ask a question you
can't always rely on the answer so you need to ask more questions and/
or different people.

What they don't understand is that telling children the truth
about fairy tales doesn't remove the fun factor.

Mostly correct, although I do remember a certain delight at figuring
it out and then having a "secret" to keep from my younger sibling.



I don't think I've experienced that. Are you sure that is moral?

No, which is why I mentioned that modeling lies as moral behavior is
bad.

Well lying isn't inherently bad. But lying with the aim of hurting
people is bad.

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: fallibleideas.com / Relationships and Fallibility
Date: April 5, 2012 at 6:10 PM

On 5 Apr 2012, at 9:49pm, Rami Rustom wrote:

How about this? If blind optimism is learned in childhood, then it can
continue into adulthood.

No, errors don't continue once better explanations are available, unless they are 
entrenched by anti-rational memes.

I think that a rough-and-ready test for whether anti-rational memes are involved in 
the telling of allegedly harmless lies to children is whether contradicting the lie 
would provoke rage in the teller.

Every December there are stories like this, about the rage:

http://abcnews.go.com/blogs/headlines/2011/12/news-anchor-tells-viewers-there-
is-no-santa/

-- David Deutsch

-- 

http://abcnews.go.com/blogs/headlines/2011/12/news-anchor-tells-viewers-there-is-no-santa/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: fallibleideas.com / Relationships and Fallibility
Date: April 5, 2012 at 6:32 PM

On Thu, Apr 5, 2012 at 5:10 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 5 Apr 2012, at 9:49pm, Rami Rustom wrote:

How about this? If blind optimism is learned in childhood, then it can
continue into adulthood.

No, errors don't continue once better explanations are available, unless they are 
entrenched by anti-rational memes.

I think that a rough-and-ready test for whether anti-rational memes are involved 
in the telling of allegedly harmless lies to children is whether contradicting the lie 
would provoke rage in the teller.

Every December there are stories like this, about the rage:

http://abcnews.go.com/blogs/headlines/2011/12/news-anchor-tells-viewers-
there-is-no-santa/

Well I can't imagine that that rage is directed at children. Right?
But I'm guessing that doesn't matter. What sorts of anti-rational
memes could those type of parents have?

Here's a guess: Parents that are enraged when other people expose the
Santa lie could also be the type to think that children aren't
critical thinkers; and that means they'll treat them like lesser
beings. That spells TCS-coerion all over it. And with TCS-coercion
comes anti-rational memes, lots of them.

-- Rami

-- 

http://abcnews.go.com/blogs/headlines/2011/12/news-anchor-tells-viewers-there-is-no-santa/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: fallibleideas.com / Relationships and Fallibility
Date: April 5, 2012 at 7:30 PM

On 5 Apr 2012, at 11:32pm, Rami Rustom wrote:

On Thu, Apr 5, 2012 at 5:10 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

I think that a rough-and-ready test for whether anti-rational memes are 
involved in the telling of allegedly harmless lies to children is whether 
contradicting the lie would provoke rage in the teller.

Every December there are stories like this, about the rage:

http://abcnews.go.com/blogs/headlines/2011/12/news-anchor-tells-viewers-
there-is-no-santa/

Well I can't imagine that that rage is directed at children. Right?

Yes, it's at those who violate the 'adult conspiracy' by contradicting the lie.

-- David Deutsch

-- 

http://abcnews.go.com/blogs/headlines/2011/12/news-anchor-tells-viewers-there-is-no-santa/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: fallibleideas.com / Relationships and Fallibility
Date: April 5, 2012 at 7:48 PM

On Thu, Apr 5, 2012 at 6:30 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 5 Apr 2012, at 11:32pm, Rami Rustom wrote:
On Thu, Apr 5, 2012 at 5:10 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

I think that a rough-and-ready test for whether anti-rational memes are 
involved in the telling of allegedly harmless lies to children is whether 
contradicting the lie would provoke rage in the teller.

Every December there are stories like this, about the rage:

http://abcnews.go.com/blogs/headlines/2011/12/news-anchor-tells-viewers-
there-is-no-santa/

Well I can't imagine that that rage is directed at children. Right?

Yes, it's at those who violate the 'adult conspiracy' by contradicting the lie.

Now that you wrote 'contradict' I realize that if someone gets enraged
when their worldview is contradicted, then they may get enraged when
their kids contradict their worldview. And that causes anti-rational
memes.

-- Rami

-- 

http://abcnews.go.com/blogs/headlines/2011/12/news-anchor-tells-viewers-there-is-no-santa/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] fallibleideas.com / Relationships and Fallibility
Date: April 5, 2012 at 8:47 PM

On 6 Apr 2012, at 00:48, Rami Rustom wrote:

On Thu, Apr 5, 2012 at 6:30 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 5 Apr 2012, at 11:32pm, Rami Rustom wrote:
On Thu, Apr 5, 2012 at 5:10 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

I think that a rough-and-ready test for whether anti-rational memes are 
involved in the telling of allegedly harmless lies to children is whether 
contradicting the lie would provoke rage in the teller.

Every December there are stories like this, about the rage:

http://abcnews.go.com/blogs/headlines/2011/12/news-anchor-tells-viewers-
there-is-no-santa/

Well I can't imagine that that rage is directed at children. Right?

Yes, it's at those who violate the 'adult conspiracy' by contradicting the lie.

Now that you wrote 'contradict' I realize that if someone gets enraged
when their worldview is contradicted, then they may get enraged when
their kids contradict their worldview. And that causes anti-rational
memes.

That's not quite true. Many people don't have a worldview. They just get angry as 
a result of anti-rational memes. Many of those memes have no arguments 
associated with them at all. People might make up some stuff about their anger 
after the fact. But they don't take those ideas seriously and try to find flaws in 
them or compare them to other ideas or anything like that. The argument is just a 
story the adult tells to make himself feel better about doing something shitty. For 
example, "I had to hit my child because he was making noise and I had a 
headache, so he was being bad." But the parent could have found another 
solution and if he had wanted to he would have done so. He didn't do that 

http://abcnews.go.com/blogs/headlines/2011/12/news-anchor-tells-viewers-there-is-no-santa/


because he wanted the child to shut up and was willing to assault the child to 
produce that result.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Truth is relative? Or objective?
Date: April 6, 2012 at 5:46 PM

How do I persuade someone [who believes that moral truth is relative] that
truth is actually objective?

It seems they believe truth is relative because they know that every body
has their own account of which ideas are true and which are false, and that

(A) the tradition of dissent is good.

It seems that they don't know how to have A without accepting that truth is
relative. It seems they think that if truth was objective, then people
would not accept the dissent tradition because everyone would think they
are right and that this would cause lots of conflict. So these are the same
people that also believe that conflicts of interest genuinely do exist. And
because they believe in genuine conflicts of interest, they also believe
that compromise is necessary to keep the peace. And accepting compromise
means accepting self-sacrifice. And of course self-sacrifice already fits
into their worldview because they have religious memes in their morality
which explains that many of our wants are sinful and its our job to
struggle not to commit sin.

But what they've mistaken is that there is no inherent struggle, and that

(B) we should all prefer what we think is moral.

(C) we should all do what we prefer [short of hurting others]. This means
that self-sacrifice is bad.

(D) when our preferences conflict, we should find common preferences. This
includes persuading each other to change our moral ideas to reach a common
truth, which changes our preferences and resolves conflict.

So by accepting that *truth is objective* and that there is *no inherent
struggle between morality and preferences*, we've satisfied A through D.
-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: Objectivity vs Subjectivity
Date: April 6, 2012 at 6:55 PM

On Jan 18, 2012, at 5:06 AM, Rami Rustom wrote:

On Wed, Jan 18, 2012 at 6:22 AM, Lulie Tanett <luliet@gmail.com> wrote:

I think you are confusing truthness with objectiveness.  You're using the word 
'objective', when the rest of us use the word 'true'.

Well I learned about *objective truth* from discussions with Elliot
and as I understand it, the definition I learned is one that Popper
defined.

But yesterday I read the Socrates chapter and David uses a definition
of objective truth that confused me; meaning his definition didn't
reconcile with what I understood objective truth to mean.

So maybe I don't understand it. This is what I understood:

Objective truth is absolute truth. There is no error in it. And when
humans learn, we are discovering conjectural knowledge; which could
and most likely does have error in it. And by error I mean the
difference between the conjectural knowledge and its associated
objective truth. So a piece of conjectural knowledge may or may not be
an objective truth. We will never know. All conjectural knowledge is
fallible.

Objective means unbiased and existing in reality independent of people's whims, 
biases, opinions, desires, wishes, etc...

If something has objective reality, it exists *independent of us*.

Like does a tree make a sound if it falls and no one is around? The answer is yes. 
The sound exists objectively, it's not dependent on a human audience.

Objective truths would be true for aliens, and also would be true before intelligent 
life evolved.



We seek objective truth (as opposed to arbitrary whim, irrational guesses, ideas 
people want to be true, deluded hopes that reality will change to match our 
convenience, etc). And we find some of it.

Our knowledge is never perfect, yet it can be objective. We can have fallible, 
objective knowledge. We can have partial, objective knowledge. We can do 
things like not take ideas personally and use appropriate methods in our thinking.

We always make mistakes and have errors but that doesn't mean we aren't 
thinking objectively.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: George Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Truth is relative? Or objective?
Date: April 6, 2012 at 7:14 PM

On Apr 6, 2012, at 2:46 PM, Rami Rustom wrote:

How do I persuade someone [who believes that moral truth is relative] that truth 
is actually objective?

It seems they believe truth is relative because they know that every body has 
their own account of which ideas are true and which are false, and that

1) there's lots of convergence (people overwhelmingly think slavery, murder, 
human sacrifice are wrong). In fact, large amounts of convergence on moral 
truths are needed to have a society at all-- when there is not large scale 
convergence on things like "slavery is bad" you get civil war.

2) The proposition "there being some dissent = there is no truth of matter" doesn't 
make sense. Some people believe in perpetual batteries or some such nonsense 
(like those occupy wall street folks alex epstein argued with). does that mean 
physics is relative? because a few people are ignorant?

(A) the tradition of dissent is good.

It seems that they don't know how to have A without accepting that truth is 
relative. It seems they think that if truth was objective, then people would not 
accept the dissent tradition because everyone would think they are right and 
that this would cause lots of conflict.

This is common view I've noticed.

Dissent and toleration/open-ness are good for *truth-seeking* (people need to be 
able to try lots of different approaches to a problem/lifestyles/business ideas in 
order to figure out which is best).

The very *idea of dissent* presupposes truth! Think about it -- dissent AS TO 



WHAT? This seems like Rand's stolen concept fallacy thing. The only reason 
dissent becomes a "problem" for truth is if you think the truth is obvious, and then 
wonder why everyone doesn't see it. But of course that's false.

And btw *lots and lots* of different ways of being are compatible with an open, 
tolerant culture. Some are not, like violent fundamentalism/terrorism.

But in our society, Jews, Catholics, Muslims, Sikhs, and Objectivists can 
cooperate in large spheres of life (business, political organizations, etc) while still 
all having very different views on the truths of lots of issues.

-JM



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Objectivity vs Subjectivity
Date: April 6, 2012 at 7:35 PM

On 07/04/2012, at 8:55 AM, "Elliot Temple" <curi@curi.us> wrote:

If something has objective reality, it exists *independent of us*.

Does this include thought? Ideas? Abstractions? Emotions? I think the answer to 
all those things is yes. Not only do they have objective reality we can have 
objective knowledge of them. For if there exists something in objective reality that 
we are forever prevented from knowing anything *except* subjective things about 
then this does not constitute real knowledge, does it? It wouldn also mean 
progress wouldn't be possible if objective knowledge was not possible when it 
came to those things.

Like does a tree make a sound if it falls and no one is around? The answer is 
yes. The sound exists objectively, it's not dependent on a human audience.

The quale corresponding to the sound never exists, at least in the way that this 
old chestnut is posed. And yet qualia objectively exist, don't they? So if the 
question is about the sound quale, the answer is no, isn't it? If it's only about 
compression waves then the answer is yes, of course...but this is where the word 
"sound" is a little ambiguous...like colour. It might just mean "frequency of some 
wave" but it also might mean the subjective perception of same.

Objective truths would be true for aliens, and also would be true before 
intelligent life evolved.

We seek objective truth (as opposed to arbitrary whim, irrational guesses, ideas 
people want to be true, deluded hopes that reality will change to match our 
convenience, etc). And we find some of it.

Our knowledge is never perfect, yet it can be objective. We can have fallible, 
objective knowledge. We can have partial, objective knowledge. We can do 
things like not take ideas personally and use appropriate methods in our 
thinking.



This is right. A big challenge in morality is to convince those that believe all moral 
truths are subjective that they are wrong. A bigger challenge still (because there 
are more of them and their ideas seem less susceptible to criticism - so it's a 
harder task) is to convince most of he planet that what they believe is objective 
truth in morality is not. For example - because a book says that  homosexuals are 
evil, is not an objective truth. But they believe in authority more than they believe 
in progress. Or that progress in morality is not even possible. What do we do?

Brett

We always make mistakes and have errors but that doesn't mean we aren't 
thinking objectively.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Ideas Guide All Human Activity
Date: April 6, 2012 at 9:15 PM

How could the periodic table be induced from observations?

For example, it's in order by number of protons.

What comes first, observations of numbers of protons or the idea that
number of protons might matter?

It has to be the idea. Without that idea, no one will count the number
of protons or write it down.

Even the concept of what two things are "the same element", and which
are different elements, is an idea. An idea used in observation and
thinking both. We always use ideas like that when observing anything.

At a more basic level, what we observe are things like photons. When
we group them mentally into discrete objects, and assign those objects
things like locations and sizes, we're again using ideas to guide us.

When we hear something, and figure out which direction it's coming
from, that is using ideas to do with the properties of sound and the
laws of physics, and ideas about how to use different timings of sound
reaching different ears.

You know how people don't normally smell a lot, but sometimes they
"stop and smell the roses" or otherwise intentionally sniff things?
That is ideas guiding them again: ideas about when to focus on
smelling, and when not to.

When inductivists talk about getting our ideas from observations, they
are not addressing how we get the ideas we're using to observe
anything. And they are evading the fact that these ideas we get "from
observations" are mostly from our ideas guiding and interpreting those
observations. The same raw data, with different guiding and
interpreting ideas, would lead to completely different conclusions --



the guiding and interpreting ideas are crucial.

Inductivists also have misconceptions about how observations can teach
us anything. As a matter of logic, they cannot support ideas. What
they can do is be used in criticisms. The only way to use an
observation is by creating a critical argument which makes use of it.

Observations don't automatically come with guidance about their
meaning, and no "inductive principle" can fill that gap. But what can
fill the gap is incorporating observations into critical arguments
instead of trying to use them raw or alone. The critical arguments
provide the guidance about what the observations mean and how to use
them. Then we act on those ideas in the critical arguments.

Observations are valuable but cannot and do not play an active role in
thinking. Our ideas are the active agents, the observations are
inanimate, inactive (and heavily interpreted and selective) data that
takes no initiative and doesn't point us in the right direction by
itself. Our ideas point us and we have to take initiative to check
them against observation -- a process that itself relies on ideas,
such as criticisms that reference observations -- to stay grounded in
reality.

-- 



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Truth is relative? Or objective?
Date: April 6, 2012 at 9:42 PM

2012/4/7 George Justin Mallone <justinceo@gmail.com>

On Apr 6, 2012, at 2:46 PM, Rami Rustom wrote:

How do I persuade someone [who believes that moral truth is relative]
that truth is actually objective?

It seems they believe truth is relative because they know that every
body has their own account of which ideas are true and which are
false, and that

1) there's lots of convergence (people overwhelmingly think slavery,
murder, human sacrifice are wrong). In fact, large amounts of
convergence on moral truths are needed to have a society at all-- when
there is not large scale convergence on things like "slavery is bad"
you get civil war.

There are other explanations for convergence, that are consistent with
there being no objective truth about morality.

Like consider the following argument :

All societies face the problem of how to continue to survive in the
Earth's environment.

Societies most effective at ensuring their continuing survival are those
that are able to create knowledge.

Different kinds of arrangements between people and ideas about how they
should act, affect how good any given society is at creating knowledge.

So what kind of a society would you expect to evolve under these
constraints?



It would be a society where the arrangements between people and their ideas
about how they should act would promote the growth of knowledge.

You would also expect there to be a mechanism that will pass on these
particular ideas and there also being a mechanism for dealing with people
who dissent from them.

Many of the "moral truths" most people in our society currently agree on
have this property that they promote the growth of knowledge.

So this explains the convergence and it also explains why these moral ideas
and not others, but is still perfectly consistent, with it being
meaningless to ask about what is the *right* way to act.

What do you say about this?

-- 
Matjaž Leonardis



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Truth is relative? Or objective?
Date: April 7, 2012 at 8:52 AM

On 7 Apr 2012, at 02:42, Matjaž Leonardis wrote:

2012/4/7 George Justin Mallone <justinceo@gmail.com>

On Apr 6, 2012, at 2:46 PM, Rami Rustom wrote:

How do I persuade someone [who believes that moral truth is relative]
that truth is actually objective?

It seems they believe truth is relative because they know that every
body has their own account of which ideas are true and which are
false, and that

1) there's lots of convergence (people overwhelmingly think slavery,
murder, human sacrifice are wrong). In fact, large amounts of
convergence on moral truths are needed to have a society at all-- when
there is not large scale convergence on things like "slavery is bad"
you get civil war.

There are other explanations for convergence, that are consistent with there 
being no objective truth about morality.

Like consider the following argument :

All societies face the problem of how to continue to survive in the Earth's 
environment.

Societies most effective at ensuring their continuing survival are those that are 
able to create knowledge.

Different kinds of arrangements between people and ideas about how they 
should act, affect how good any given society is at creating knowledge.

So what kind of a society would you expect to evolve under these constraints?

It would be a society where the arrangements between people and their ideas 



about how they should act would promote the growth of knowledge.

You would also expect there to be a mechanism that will pass on these 
particular ideas and there also being a mechanism for dealing with people who 
dissent from them.

Many of the "moral truths" most people in our society currently agree on have 
this property that they promote the growth of knowledge.

So this explains the convergence and it also explains why these moral ideas 
and not others, but is still perfectly consistent, with it being meaningless to ask 
about what is the *right* way to act.

What do you say about this?

Morality is just knowledge about how to live, so if you're saying some behaviour is 
better than others at helping people survive that implies that morality is objective.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Sugar is toxic
Date: April 7, 2012 at 9:27 AM

So there is some new studies about sugar being toxic. I've seen this twice
on the news now. And both times they talk about what happens when people
eat too much sugar. And they also list all the foods and drinks that
contain lots of sugar.

Whats interesting is that in both cases, they don't talk about the fact
that:

(1) eating too much food in general is the real problem. And if somebody
eats just the right amount of food, then how much sugar he eats doesn't
matter, i.e. sugar is not toxic unless you're eating way too much calories.

(2) eating too much of anything is toxic. If you drink too much water,
you'll die. The concentrations of chemicals in your body must stay within
certain ranges in order for chemical reactions to function properly.
Drinking too much water decreases the concentrations of all chemicals (that
are in solution). Of course the body has mechanisms to increase the
concentrations, but theoretically somebody can drink too much water too
fast and overload those mechanisms.

So the 'sugar is toxic' idea is being propagated without the background
knowledge above rendering it useless.

Should we claim that 'water is  toxic'? If I did then people would say that
its pointless to claim that water is toxic because nobody actually drinks
enough water to die from it. So their criticism is based in behavior rather
than physiology.

But that same criticism should be applied to the claim that sugar is toxic,
i.e. sugar is only toxic when bad behavior causes it to be toxic.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Article: Sam Harris response to Dan Dennett's view of Free Will
Date: April 7, 2012 at 10:29 AM

Title: Free Will and "Free Will": How my view differs from Daniel Dennett's

http://www.samharris.org/blog/item/free-will-and-free-will

Biological evolution and cultural progress have increased people’s ability to get 
what they want out of life and to avoid what they don’t want. A person who can 
reason effectively, plan for the future, choose his words carefully, regulate his 
negative emotions,

Regulate? That sounds like he means that negative emotions can't be
prevented, which is wrong.

play fair with strangers, and partake of the wisdom of various cultural institutions 
is very different from a person who cannot do these things.

Wrong. Everybody can do these things. Some better than others because
of better epistemological knowledge. No one [excluding sufficiently
brain damaged people] is absolutely ignorant of this kind of
knowledge. I'm referring to knowledge of how to improve one's self.

Dan and I fully agree on this point. However, I think it is important to emphasize 
that these abilities do not lend credence to the traditional idea of free will.

Anybody know what the *traditional idea of free will* is? He doesn't define it.

And, unlike Dan, I believe that popular confusion on this point is worth lingering 
over, because certain moral impulses—for vengeance, say—depend upon a 
view of human agency that is both conceptually incoherent and empirically false.

Vengeance is not a moral impulse. Sam suggests that vengeance is a
natural [and maybe objective] emotion that happens with everybody and
that we must act against it in order to not kill someone. But consider
this thought experiment. A man slaps your daughter and she falls. Do

http://www.samharris.org/blog/item/free-will-and-free-will


you (1) take vengeance by attacking him? Or (2) take care of your
daughter, her physical injury and pain and her emotional state? Sam
seems to suggest that everybody would think of vengeance first. But
that would mean that people are focusing on the wrong thing; the
attacker rather than the person you love that is now hurting
psychologically and physically. And what is worse with vengeance is
that if I did that, I would be spreading the vengeance meme to my
daughter.

[...]

False beliefs about human freedom skew our moral intuitions and anchor our 
system of criminal justice to a primitive ethic of retribution.

So Sam thinks that we are in the camp of people that want retribution
for criminals. But I don't believe in revenge, or even punishment.
Punishment is a strong form of coercion; and coercion does not invoke
learning. It *might* occasionally succeed in preventing immoral
behavior, but it doesn't change people's minds about what is moral.

[...]

Ordinary people want to feel philosophically justified in hating evildoers and 
viewing them as the ultimate authors of their evil. This moral attitude has always 
been vulnerable to our learning more about the causes of human behavior—and 
in situations where the origins of a person’s actions become absolutely clear, 
our feelings about his responsibility begin to change. What is more, they should 
change. We should admit that a person is unlucky to inherit the genes and life 
experience that will doom him to psychopathy. That doesn’t mean we can’t lock 
him up, or kill him in self-defense, but hating him is not rational, given a 
complete understanding of how he came to be who he is. Natural, yes; rational, 
no. Feeling compassion for him would be rational, however—or so I have 
argued.

Sam says that it is natural to hate evildoers. What does he mean? Does
he mean that this is one of the moral impulses? That everyone first
feels hate before thinking rationally about it and then changing their
ideas about the situation thus preventing that  feeling? This is



wrong; its a parochial mistake.

We know why people do bad things. The hate emotion only happens when
people don't know why people do bad things. So hate is an emotion that
only occurs because of insufficient epistemology.

We can acknowledge the difference between voluntary and involuntary action, 
the responsibilities of an adult and those of a child, sanity and insanity, a 
troubled conscience and a clear one, without indulging the illusion of free will. 
We can also admit that in certain contexts, punishment might be the best way to 
motivate people to behave themselves. The utility of punishment is an empirical 
question that is well worth answering—and nothing in my account of free will 
requires that I deny this.

What certain contexts necessitate punishment as the best way to
motivate people to behave themselves? Persuasion involves learning
what is moral, while coercion [punishment] doesn't. So how could
punishment be best? I guess only if the subject was not capable of
learning. But is that really possible? No. All people can learn, short
of those that have sufficient brain damage.

How can we ask that other people behave themselves (and even punish them 
for not behaving) when they are not the ultimate cause of their actions? We can 
(and should) make such demands when doing so has the desired effect—
namely, increasing the well-being of all concerned. The demands we place upon 
one another are part of the totality of causes that determine human behavior. 
Making such demands on children, for instance, is a necessary part of their 
learning to regulate their selfish impulses and function in society.

So Sam believes that selfishness is bad. And that selfishness is bad
for functioning well in society. But there is finding common
preferences, which is selfishness plus being considerate of other
people's preferences.

We need not imagine that children possess free will to value the difference 
between a child who is considerate of the feelings of others and one who 
behaves like a wild animal.



So Sam thinks that a person who is selfish, can not also be
considerate of others, which is false. He actually says 'feelings of
others' rather than 'others'. So its wrong two ways. No one can know
with certainty what anybody else is feeling. The only solution is for
people to be considerate of other people's preferences. And its each
person's responsibility to communicate those preferences because no
one can know with certainty what anybody else's preferences are.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Truth is relative? Or objective?
Date: April 7, 2012 at 5:24 AM

On 07/04/2012, at 11:42 AM, "Matjaž Leonardis" <sidranoel.zajtam@gmail.com> 
wrote:

There are other explanations for convergence, that are consistent with there 
being no objective truth about morality.

Like consider the following argument :

All societies face the problem of how to continue to survive in the Earth's 
environment.

Societies most effective at ensuring their continuing survival are those that are 
able to create knowledge.

Different kinds of arrangements between people and ideas about how they 
should act, affect how good any given society is at creating knowledge.

So what kind of a society would you expect to evolve under these constraints?

It would be a society where the arrangements between people and their ideas 
about how they should act would promote the growth of knowledge.

You would also expect there to be a mechanism that will pass on these 
particular ideas and there also being a mechanism for dealing with people who 
dissent from them.

Many of the "moral truths" most people in our society currently agree on have 
this property that they promote the growth of knowledge.

I agree. But should we always do that which creates knowledge? Are there 
situations where something else could have primacy over creating knowledge?



So this explains the convergence and it also explains why these moral ideas 
and not others, but is still perfectly consistent, with it being meaningless to ask 
about what is the *right* way to act.

What do you say about this?

This is a perfect distillation of relativism. A relativist will agree that some rules 
evolve (or perhaps more accurately are arbitrarily chosen) because they are 
useful or promote survival and so forth. Or not. But there is no objective right or 
wrong of the matter.

What then do we say about *specific* moral questions? Serious ones like: should 
honour killing be allowed? Should forced marriage be allowed? Should women be 
forced to cover themselves? Should children be beaten? Should everyone be 
forced to belong to one religion? Some relativists will say that these kinds of 
moral ideas helped ensure the survival of people in the past and in some cultures 
today should not be judged as wrong by societies like ours today. They "work" for 
those societies.

This is a terrible way to ignore the suffering of individuals. Especially those 
without power.

The right way to act is to value the well being of all involved in such a situation. 
That means trying to change the ideas of the people who are committing honour 
killing and practising forced marriages and abusing children and murdering 
apostates. If they cannot be persuaded before they do more harm then we should 
seek to impose our values upon them or destroy them. They are a risk to the 
growth of knowledge, problem solving and the well being of all conscious 
creatures for if their ideas spread then *they* will not believe that it is 
"'meaningless to ask what the right way to act" is. They are sure they know the 
right way to act. And they're sure that the rest of us are wrong. And that's an 
objective fact about them.

In confronting this frightening truth about their false moral certainty what is a good 
response? Insisting that there is nothing objective to be known here? That such 
questions are meaningless?  There is a right way to act. Right in the sense that it 
moves you towards creating knowledge, well being and the survival of the 
individual and civilisation. I don't think that's meaningless. If it is...nothing has 
meaning...so stop doing philosophy...and discussing. That would be to take such 



a position seriously in its own terms.

Brett



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Truth is relative? Or objective?
Date: April 7, 2012 at 10:57 AM

On 7 Apr 2012, at 10:24am, Brett Hall wrote:

On 07/04/2012, at 11:42 AM, "Matjaž Leonardis" 
<sidranoel.zajtam@gmail.com> wrote:

Many of the "moral truths" most people in our society currently agree on have 
this property that they promote the growth of knowledge.

I agree. But should we always do that which creates knowledge? Are there 
situations where something else could have primacy over creating knowledge?

If so, call the 'something else' X.

How should we discover what X is? How should we resolve disputes about what 
X is? How should we correct errors in our theories of what X is?

Should the institutions of society be set up so as to facilitate doing those things, 
or should it give priority to doing (what someone thinks is) X itself?

The latter is the fundamental question of political philosophy. The answer is "to 
facilitate doing those things".

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Truth is relative? Or objective?
Date: April 7, 2012 at 11:21 AM

On Apr 7, 2012, at 7:57 AM, David Deutsch wrote:

On 7 Apr 2012, at 10:24am, Brett Hall wrote:

On 07/04/2012, at 11:42 AM, "Matjaž Leonardis" 
<sidranoel.zajtam@gmail.com> wrote:

Many of the "moral truths" most people in our society currently agree on have 
this property that they promote the growth of knowledge.

I agree. But should we always do that which creates knowledge? Are there 
situations where something else could have primacy over creating knowledge?

If so, call the 'something else' X.

How should we discover what X is? How should we resolve disputes about what 
X is? How should we correct errors in our theories of what X is?

Should the institutions of society be set up so as to facilitate doing those things, 
or should it give priority to doing (what someone thinks is) X itself?

The latter is the fundamental question of political philosophy. The answer is "to 
facilitate doing those things".

What DD just said, in my words:

Brett proposes that something else other than knowledge question might be a 
better goal, sometimes. This is a general question, not about any specific non-
knowledge-creation-thing. To represent any non-knowledge-creation-thing, we'll 
say NKCT.

How should we discover what NKCT might be good? How should we resolve 
disputes about whether some NKCT is good or bad? How should we correct 
errors in our NKCT related ideas?



(The answer to all these rhetorical questions is: you do address them by creating 
knowledge.)

Should the institutions of society be set up so as to facilitate figuring out what 
ideas are good and bad, resolving disputes, correcting errors, and creating 
knowledge? Or should it give priority to some NKCT that someone proposes and 
thinks is super important?

That's the fundamental question of political philosophy, as explained in BoI. It's 
about Popper's "who should rule?" idea. Should some NKCT rule society, or 
should error correction (via knowledge creation) be primary?

The answer is that knowledge creation should be primary because then if we're 
wrong we can fix it. If any NKCT rules, there's no way to improve things. And we 
always need improvement because there is no utopia: problems are inevitable.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Truth is relative? Or objective?
Date: April 7, 2012 at 11:32 AM

On Apr 7, 4:24 am, Brett Hall <brhal...@hotmail.com> wrote:
On 07/04/2012, at 11:42 AM, "Matjaž Leonardis" <sidranoel.zaj...@gmail.com> 
wrote:

Many of the "moral truths" most people in our society currently agree on have 
this property that they promote the growth of knowledge.

I agree. But should we always do that which creates knowledge? Are there 
situations where something else could have primacy over creating knowledge?

Consider the idea of vengeance. Many believe that it is a natural
moral impulse, and that it can't change. So say some guy slaps my
daughter and she falls to the ground, people think that I would
automatically take vengeance against that guy. And if I too thought
that, then I would do it without first thinking about 'why' I had the
emotion.

So what is better: (1) act on my emotion or (2) think about the cause
of my emotion?

(1) is the something else you describe while (2) is knowledge
creation.

(2) is right. Why? Because it would lead my taking care of my
daughter, her physical injury and pain and emotional state. Taking
vengeance means that I was focusing on the attacker rather than on the
person that I love. Also, by taking vengeance I'd be spreading the
vengeance meme to my daughter.

So I think knowledge creation should always take precedence. It just
means to think before you act.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Truth is relative? Or objective?
Date: April 7, 2012 at 11:35 AM

On Apr 6, 2012, at 4:14 PM, George Justin Mallone wrote:

On Apr 6, 2012, at 2:46 PM, Rami Rustom wrote:

(A) the tradition of dissent is good.

It seems that they don't know how to have A without accepting that truth is 
relative. It seems they think that if truth was objective, then people would not 
accept the dissent tradition because everyone would think they are right and 
that this would cause lots of conflict.

This is common view I've noticed.

Dissent and toleration/open-ness are good for *truth-seeking* (people need to 
be able to try lots of different approaches to a problem/lifestyles/business ideas 
in order to figure out which is best).

The very *idea of dissent* presupposes truth! Think about it -- dissent AS TO 
WHAT? This seems like Rand's stolen concept fallacy thing. The only reason 
dissent becomes a "problem" for truth is if you think the truth is obvious, and 
then wonder why everyone doesn't see it. But of course that's false.

Dissent is about criticism.

Criticism is about explaining flaws in ideas.

Flaws in ideas are deviations from the truth.

Therefore, dissent presupposes truth.

So yes there's a stolen concept issue.

Dissent is also about proposing a different idea one thinks is better.



Better means closer to the truth. If there is no truth, nothing can be objectively 
better than anything else.

So again dissent presupposes truth.

If relativists want to talk about dissent while denying (objective) truth, they are 
contradicting themselves.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Objectivity vs Subjectivity
Date: April 7, 2012 at 11:58 AM

On Apr 6, 2012, at 4:35 PM, Brett Hall wrote:

On 07/04/2012, at 8:55 AM, "Elliot Temple" <curi@curi.us> wrote:

If something has objective reality, it exists *independent of us*.

Does this include thought? Ideas? Abstractions? Emotions? I think the answer 
to all those things is yes. Not only do they have objective reality we can have 
objective knowledge of them. For if there exists something in objective reality 
that we are forever prevented from knowing anything *except* subjective things 
about then this does not constitute real knowledge, does it? It wouldn also mean 
progress wouldn't be possible if objective knowledge was not possible when it 
came to those things.

Like does a tree make a sound if it falls and no one is around? The answer is 
yes. The sound exists objectively, it's not dependent on a human audience.

The quale corresponding to the sound never exists, at least in the way that this 
old chestnut is posed. And yet qualia objectively exist, don't they? So if the 
question is about the sound quale, the answer is no, isn't it? If it's only about 
compression waves then the answer is yes, of course...but this is where the 
word "sound" is a little ambiguous...like colour. It might just mean "frequency of 
some wave" but it also might mean the subjective perception of same.

This is changing the question to basically mean, "If a tree falls, and no one is 
around, does anyone hear it?" If that's the question then we still know the answer, 
no problem, and there is an objective answer.

All statements always have some ambiguity. But I don't think the word "sound" is 
very ambiguous. My dictionary specifically says it refers to vibrations.

There's no need to bring up qualia in order to talk about this.

Objective truths would be true for aliens, and also would be true before 



intelligent life evolved.

We seek objective truth (as opposed to arbitrary whim, irrational guesses, 
ideas people want to be true, deluded hopes that reality will change to match 
our convenience, etc). And we find some of it.

Our knowledge is never perfect, yet it can be objective. We can have fallible, 
objective knowledge. We can have partial, objective knowledge. We can do 
things like not take ideas personally and use appropriate methods in our 
thinking.

This is right. A big challenge in morality is to convince those that believe all 
moral truths are subjective that they are wrong. A bigger challenge still (because 
there are more of them and their ideas seem less susceptible to criticism - so it's 
a harder task) is to convince most of he planet that what they believe is 
objective truth in morality is not. For example - because a book says that  
homosexuals are evil, is not an objective truth. But they believe in authority 
more than they believe in progress. Or that progress in morality is not even 
possible. What do we do?

Gradual improvement and progress, step by step, sometimes indirectly.

Morality maybe isn't the best/easiest place for people to learn concepts like 
fallibility, imperfection, seeking out and correcting their own mistakes, etc

A different way to learn some of those concepts would be to play games. It could 
be chess, halo, warcraft 3, risk, whatever. There are many, many games with well 
defined rules and clear feedback about what works or not.

People who play such games have to learn to make adjustments when they lose 
or they will keep losing. Everyone who gets good at any game like that now 
understands some of the basics of fallibility, error correction and truth seeking.

That's a good step. Maybe they don't understand how it applies to anything else 
yet. Maybe their understanding has a bunch of flaws. But this is still knowledge 
they now have that can come in handy in their moral improvement.

This doesn't solve everything but it helps and it's a lot easier to achieve. If we put 
a bunch of small steps in a row, they add up.



BTW, anyone who gets really really good at pretty much anything whatsoever, 
normally learns a *lot* of *great* ideas with *reach* along the way. One of the 
many implications is: let kids pursue whatever interest they want. It's not too 
important what it is since the general purpose ideas with reach -- like 
epistemology ideas -- are the same for every topic.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] The Myth of the Closed Mind, 2
Date: April 7, 2012 at 4:11 PM

On Sat, Apr 7, 2012 at 9:46 AM, Rami Rustom <rombomb@gmail.com> wrote:
http://curi.us/1545-the-myth-of-the-closed-mind-2

Comments?

Page 4 begins a list of arguments in favor of the closed mind, each
with a rebuttal. I don't agree with any of the arguments for the
closed mind, but I also don't agree with some of the rebuttals. Some
comments and criticisms follow:

#1 Rebuttal relies on evolutionary psychology which is false.

#2 Assumes we have to continue to believe refuted ideas in order to
continue considering them. We don't. We can take a more sophisticated
view that something is both refuted and worth trying to save (create a
related idea that isn't refuted), without actually believing the
refuted idea.

#3 Rebuttal is too weak and concedes too much. It concedes that people
can get stuck in frameworks but points out that not everyone will. A
better answer is Popper's criticism of frameworks in The Myth of the
Framework; we don't need to make concessions here.

Also the rebuttal says "the Sapir-Whorf hypothesis has been shown to
be false" but doesn't include any source nor enough explanation to
judge or criticize this idea well; apparently the reader is intended
to believe there is persuasive, unspecified research on the matter and
take it on authority.

#4 Agreed.

#5 Agreed.

#6 I'd add that faith doesn't guarantee a closed mind since it's well
known that people sometimes lose faith.

#8 This badly misrepresents Dawkins' view and is false. In The Selfish

http://curi.us/1545-the-myth-of-the-closed-mind-2


Gene, when introducing memes, Dawkins did not say memes are
mind-viruses. He explained a meme as a unit of cultural transmission,
and replicator, and gave various examples and explanations making it
clear that they can be good or bad, and the concept doesn't have
anything built-in about memes exercising control over humans.

#9 The crucial point here is that just because people make mistakes
does not imply that can't learn better.

I'm up to page 24 now. I think the book so far mixes up arguments. It
argues two different things at different times: 1) all people are not
literally 100% closed minded. 2) most people are significantly open
minded and can learn things and make progress in real life in practice

(1) is easy to argue for and true, but (2) is what people care about.
(2) is a bit vague but would be true if elaborated in a reasonable
way. The book states (1) as its thesis and keeps repeating it and
arguing for it, but then at other times the argument for (1) is
trivial but it spends time arguing for (2), apparently because (1)
isn't enough.

Page 24 asserts both Ayn Rand and Marx as examples of people who
wanted to spread their ideas without any criticism allowed, like
leaders of religious sects. That's insulting, offensive and unargued.

What does insulting mean? Does it mean "a statement intended to hurt
someone emotionally"?

How about offensive? Does it mean like "them is fighten' words"?

The book generalizes about people too much. Example on p 25:

   People prefer to adopt and spread ideologies that: [list of 6 criteria]

Some people use those criteria and some don't. People can and do
invent all sorts of criteria. People aren't all the same and don't
have all the same preferences, values or ways of thinking.



So I think a good solution to that problem is to add the qualifier
'most' in front of 'People prefer'.

Page 25 also locks in claims about how evolution shapes our thinking
as part of books main point. This is elaborated on p 28 with
statements like

   Evolutionary psychology shows us that...

Note that this and many related assertions are unsourced.

So he believes that the existence of the field of evolutionary
psychology is enough proof that it can't possibly be wrong. The
authority meme is messing with him.

Page 200 tells us that it would be "impossible" to understand Ayn
Rand's ideas about art, morality or metaphysics from her novels,
without reading her non-fiction. The novels only explain classical
liberal ideas "identical" to those of Herbert Spencer and Ludwig von
Mises.

The "impossible" and "identical" claims are silly.

Lots of people accidentally use absolute words when they shouldn't and
don't when they should.

While similar, her
politics aren't identical to those others. One reason is that you
can't completely separate politics from morality and Rand's morality
is different. More mundanely I'm not aware of Mises proposing an end
to coercive taxation as Ayn Rand did. And according to Wikipedia
Spencer opposed land being private property so that's very different!

Regarding "impossible", it's hard, certainly, to understand
Objectivism without studying it carefully, but the novels have a lot
of information and if you thought about it a lot why couldn't you
learn more from them than Percival allows for? What's to stop you and



make it *impossible*? Take Rand's morality. She does explain and
illustrate a lot about that in her novels. I'd say her novels are the
*best* source for learning her morality. Why does Percival -- who
apparently dislikes Ayn Rand even though her philosophy has a great
deal in common with Popper's -- choose to make such strong and
negative comments about her in passing?

You sure its not accidental?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] The objective aesthetics of emotions
Date: April 7, 2012 at 4:25 PM

On Mon, Apr 2, 2012 at 7:40 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Fine. That might be true. Though I am not sure what experiments or coherent 
philosophy shows this to be necessarily the case. Empathy is something that is 
poorly understood. Until we have a better philosophy or science of this I am 
willing to testify that given certain experiences, people can report that they do 
indeed feel "exactly" the way someone else does.

I'm unclear by what you mean. Take two people A and B. Are you saying
that A can claim that he feels exactly as B does? But how can A do
that? All he can do is ask B about how he feels and B can answer. But
neither of them know by what standard they are answering. And no
matter how much they try to establish a standard, they will not
succeed. Why? Because each person will be using his past experiences
in calculating the standard and no two people have the exact same set
of past experiences.

-- Rami



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Truth is relative? Or objective?
Date: April 7, 2012 at 5:10 PM

On Fri, Apr 6, 2012 at 6:42 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

2012/4/7 George Justin Mallone <justinceo@gmail.com>

On Apr 6, 2012, at 2:46 PM, Rami Rustom wrote:

How do I persuade someone [who believes that moral truth is relative]
that truth is actually objective?

It seems they believe truth is relative because they know that every
body has their own account of which ideas are true and which are
false, and that

1) there's lots of convergence (people overwhelmingly think slavery,
murder, human sacrifice are wrong). In fact, large amounts of
convergence on moral truths are needed to have a society at all-- when
there is not large scale convergence on things like "slavery is bad"
you get civil war.

There are other explanations for convergence, that are consistent with there
being no objective truth about morality.

Like consider the following argument :

All societies face the problem of how to continue to survive in the
Earth's environment.

Societies most effective at ensuring their continuing survival are those
that are able to create knowledge.

Different kinds of arrangements between people and ideas about how they
should act, affect how good any given society is at creating knowledge.

So what kind of a society would you expect to evolve under these



constraints?

It would be a society where the arrangements between people and their ideas
about how they should act would promote the growth of knowledge.

You would also expect there to be a mechanism that will pass on these
particular ideas and there also being a mechanism for dealing with people
who dissent from them.

Many of the "moral truths" most people in our society currently agree on
have this property that they promote the growth of knowledge.

So this explains the convergence and it also explains why these moral ideas
and not others, but is still perfectly consistent, with it being meaningless
to ask about what is the *right* way to act.

But, as your argument explains, knowledge-creation-compatible actions
are the right way to act (so it's meaningful to ask about the right
way to act, and this is an answer). That is itself an objective moral
truth. The societies are not converging on that by chance but because
there's truth there (even if you can come up with an exception or
criticism, it'd still have substantial truth to it).



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Human Action vs Human Choice
Date: April 7, 2012 at 5:25 PM

In the book _Human Action_, how does Mises' use of "action" differ from the 
concept of "choice"?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Sam Harris article: The Truth about Violence
Date: April 7, 2012 at 9:01 PM

Article: The Truth about Violence: 3 Principles of Self-Defense

By Sam Harris

http://www.samharris.org/blog/item/the-truth-about-violence/

[...]

If you are ever targeted
by a violent predator, whether you and your family are injured or
killed will depend on what you do in the first moments of the
encounter. When it comes to survival, therefore, you are entirely on
your own. Once you escape and are in a safe place, by all means call
the police. But dialing 911 when an intruder has broken into your home
is not a strategy for self-defense.[2]

[...]

Principle #1: Avoid dangerous people and dangerous places.

The primary goal of self-defense is to avoid becoming the victim of
violence. The best way to do this is to not be where violence is
likely to occur. Of course, that’s not always possible—but without
question, it is your first and best line of defense. If you visit
dangerous neighborhoods at night, or hike alone and unarmed on trails
near a big city, or frequent places where drunken young men gather,
you are running some obvious risks.

I once knew an experienced martial artist who decided to walk across
Central Park late at night. He was aware of the danger, but he thought
“I have a black belt in karate. Why shouldn’t I be able to walk
wherever I want?” As it happened, this rhetorical question was
answered almost immediately: My friend hadn’t ventured more than a
hundred yards into the darkness of the park before he was confronted
by three men, one of whom plunged a hypodermic needle into his thigh
without a word. Our hero bolted and escaped, otherwise unharmed, but
he spent the next three months wondering whether he had been infected

http://www.samharris.org/blog/item/the-truth-about-violence/


with HIV, hepatitis, or some other blood-borne disease. (He was fine.)
The lesson: Whatever your training, you needn’t be foolish.

Dumbass.

Similarly, all men should learn to recognize and shun status-seeking
displays of aggression. This is one problem that women generally don’t
have to worry about. It is, for instance, very rare for a woman to
find herself party to an exchange like this:

“What are you looking at, asshole?”

“Who are you calling an asshole?”

“You, bitch. What are you going to do about it?”

Nevertheless, young men are easily lured into social dominance games
from which neither party can find a face-saving exit. The violence
that erupts at such moments is as unnecessary as it is predictable. If
you want to preserve your health and stay out of prison, you must
learn to avoid or defuse conflict of this kind.

Yes do learn!

When a conflict turns physical, there is always a risk that someone
will be severely injured or killed. Imagine spending a year or more in
prison because you couldn’t resist punching some bully who dearly
deserved it, but who then hit his head on a fire hydrant and died from
a brain injury. As a matter of law, the moment you engage in avoidable
violence of this kind—rising to a challenge and escalating the
conflict—you lose any legal claim to self-defense. Rather, you were
fighting—which is illegal—and in this case you accidentally killed
your opponent. You are now likely to get more practice fighting in
prison. (Meanwhile, the costs of your criminal defense, and perhaps a
subsequent civil lawsuit, could easily bankrupt you.) Take this maxim
to heart: Self-defense is not about winning fights with aggressive men
who probably have less to lose than you do.[3]



Another principle is lurking here that should be made explicit: Never
threaten your opponent. The purpose of his verbal challenge was to get
you to respond in such a way as to make him feel justified in
attacking you. You shouldn’t collaborate in this process or advertise
your readiness to defend yourself. Even if violence seems unavoidable,
and you decide to strike preemptively, you should do so from a
seemingly unaggressive posture, retaining the element of surprise.
(This requires training.)

Require? No. I've done it. No training.

Putting up your dukes and agreeing to fight
has no place in a self-defense repertoire.[4]

Thus, whatever ego problems or impulse-control issues you have should
be worked out ahead of time. You should forget about saving face while
recognizing that if you ever find yourself in a social-dominance
contest you will probably feel a deep urge to say or do the wrong
thing.[5]

Probably? Why? Only people that are other-people-oriented have such
ideas and thus feelings.

Deciding on an appropriate course of action in advance is
your best protection against being dangerously stupid in the heat of
the moment. The challenge for every man is to decline to play an
ancient game whose rules and imperatives have been inscribed in his
very cells. If you want to avoid unnecessary violence, you must keep
your inner ape on a very short leash.

No. Its not inscribed in our cells. And I don't have an ape inside me.
I've never started a fight and have never been in a fight.

Someone swung at me and whiffed once, but immediately a cop saw it and
took him to jail. My friend didn't move though and got his squarely in
his mouth [plenty of bleeding].



“What are you looking at, asshole?”

“Sorry, man. I was just spacing out. It’s been a long day.”

De-escalate and move on.

You should also learn to trust your feelings of apprehension about
other people—revising them only slowly and with good reason. This may
seem like a very depressing piece of advice. It is. Most of us don’t
want to see the world this way, and we take great pains to avoid being
rude or appearing racist, suspicious, etc. But violent predators
invariably play upon this commitment to civility. The truth is that
most of us are very good at detecting ulterior motives and malevolence
in others. We must learn to trust these intuitions. To read the
reports of rapes, murders, kidnappings and other violent crimes is to
continually discover how easily good people can be manipulated by bad
ones.

You are under no obligation, for instance, to give a stranger who has
rung your doorbell, or decided to stand unusually close to you on the
street, the benefit of the doubt. If a man who makes you uncomfortable
steps onto an elevator with you, step off. If a man approaches you
while you are sitting in your car and something about him doesn’t seem
right, you don’t need to roll down your window and have a
conversation. Victims of crime often sense that something is wrong in
the first moments of encountering their attackers but feel too
socially inhibited to create the necessary distance and escape.

Good advice. Forget social rules. Pay attention to your intuition
because there is knowledge in there.

Principle #2: Do not defend your property.

Whatever your training, you should view any invitation to violence as
an opportunity to die—or to be sent to prison for killing another
human being. Violence must truly be the last resort. Thus, if someone
sticks a gun in your face and demands your wallet, you should hand it



over without hesitation—and run.

If you look out your kitchen window and see a group of youths
destroying your car, you should remain inside and call the police. It
doesn’t matter if you happen to be a Navy Seal who keeps a loaded
shotgun by the front door. You don’t want to kill a teenager for
vandalism, and you don’t want to get shot by one for hesitating to
pull the trigger. Unless you or another person is being physically
harmed, or an attack seems imminent, avoiding violence should be your
only concern.

Principle #3: Respond immediately and escape.

If you have principles 1 and 2 firmly installed in your brain, any
violence that finds you is, by definition, unavoidable. There is a
tremendous power in knowing this: When you find yourself without other
options, you are free to respond with full commitment.

This is the core principle of self-defense: Do whatever you can to
avoid a physical confrontation, but the moment avoidance fails, attack
explosively for the purposes of escape—not to mete out justice, or to
teach a bully a lesson, or to apprehend a criminal. Your goal is to
get away with minimum trauma (to you), while harming your attacker in
any way that seems necessary to ensure your escape.[6]

If you find yourself in such a situation, you should assume that your
opponent is a career criminal who has victimized many others before
you.[7] Do not waste an instant imagining that you can reason with
him. Most victims of violence are so terrified of being injured or
killed that they will believe any promise a predator makes. It is not
difficult to see why.

Imagine: You are loading groceries into your car and man appears at
your side with a gun.

“Get in the car, and you won’t get hurt.”

Your instincts are probably bad here: Getting in the car is the last
thing you should do.



“Get in the car, or I’ll blow your head off.”

However bad your options may appear in the moment, complying with the
demands of a person who is seeking to control your movements is a
terrible idea. Yes, there are criminals whose only goal is to steal
your property. But anyone who attempts to control you—by moving you to
another room, putting you in a car, tying you up—probably intends to
kill you (or worse). And you must understand in advance that your
natural reaction to this situation—to freeze, to comply with
instructions—will be the wrong one.

If someone puts a gun to your head and demands your purse or wallet,
hand it over immediately and run. Don’t worry about being shot in the
back: If your attacker is going to shoot you for running, he was going
to shoot you if you stayed in place, and at point-blank range. By
running, you make yourself harder to kill. Any attempt to move you,
even by a few feet—backing you off a sidewalk and into an alley,
forcing you behind a row of bushes—is unacceptable and should mobilize
all your physical and emotional resources.[8]

If you find yourself in a situation where a predator is trying to
control you, the time for listening to instructions and attempting to
remain calm has passed. It will get no easier to resist and escape
after these first moments. The presence of weapons, the size or number
of your attackers—these details are irrelevant. However bad the
situation looks, it will only get worse. To hesitate is to put
yourself at the mercy of a sociopath. You have no alternative but to
explode into action, whatever the risk. Recognizing when this line has
been crossed, and committing to escape at any cost, is more important
than mastering physical techniques.

Herein lies a crucial distinction between traditional martial arts and
realistic self-defense: Most martial artists train for a “fight.”
Opponents assume ready stances, just out of each other’s range, and
then practice various techniques or spar (engage in controlled
fighting). This does not simulate real violence. It doesn’t prepare
you to respond effectively to a sudden attack, in which you have been
hit before you even knew you were threatened, and it doesn’t teach you
to strike preemptively, without telegraphing your moves, once you have



determined that an attack is imminent.

Whatever your physical skills, when you commit to using force against
another person, your overriding goal is still to escape. Even if you
are at home, in possession of a firearm, and well trained to use it,
when confronted by an intruder your best defense is to get out of the
house as quickly as possible. In such a circumstance, a gun is a means
of ensuring that no one can block your exit.[9]

Nothing good ever comes to people who allow themselves to be moved to
a remote location at the mercy of a violent predator. The police call
such places “secondary crime scenes.” They are always better for the
attacker and worse for his victim because they are more isolated than
the first point of contact. And although your home may be the most
familiar place on earth to you, the moment an intruder enters, it
becomes the equivalent of a secondary crime scene. You should also
expect that any criminal who breaks into your home when you’re inside
it has come prepared to murder you and your family. To naive readers,
this may sound like an extraordinarily paranoid assumption. It isn’t.
Mere burglars generally make sure a house is empty before breaking
in. 

If a window shatters in the middle of the night and someone comes
through it, your life is on the line. There is nothing to talk about,
no offer of cash or jewelry to muster, no demands worth listening to.
You must do whatever it takes to escape.

One of the most common and disturbing features of home invasions is
how the victims’ concern for one another and desire to stay together
is inevitably used against them. By exploiting these bonds, even a
single attacker can immobilize an entire family. By merely holding a
knife to the wife’s throat, he can get the husband to submit to being
tied up. Again, it is perfectly natural for victims in these
circumstances to hope that if they just cooperate, their attacker will
show them mercy. If you get nothing else from this article, engrave
this iron law on your mind: The moment it is clear that an assailant
wants more than your property (which must be assumed in any home
invasion), you must escape.

What if your attacker has a knife to your child’s throat and tells you



that everything is going to be okay as long as you cooperate by lying
face down on the floor? Don’t do it. It would be better to flee the
house—because as soon as you leave, he will know that the clock is
ticking: Within moments, you will be at a neighbor’s home summoning
help. If this intruder is going to murder your child before fleeing
himself, he was going to murder your child anyway—either before or
after he killed you. And he was going to take his time doing it.
Granted, it is almost impossible to imagine leaving one’s child in
such a circumstance—but if you can’t leave, you must grab a weapon and
press your own attack. Complying in the hope that a sociopath will
keep his promise to you is always the wrong move.

Here is how the police look at it:

   From a cop’s point of view, citizens seem to keep making the same
mistakes over and over, until all cases begin to sound alike…. The
objective of a violent criminal is to control you, emotionally and
physically. Everything he does—his threats and promises—is intended to
terrify and control you. The more control you give to the violent
criminal, even if you see it as temporary, the less likely you are to
escape. For most crime victims, their temporary cooperation backfired
into full control over them. Time works against the victim and for the
criminal. The longer you stall, the more you talk, the deeper you
sink.

(S. Strong. Strong on Defense. pp. 49-50).

True self-defense is based not on techniques but on principles. Yes,
it is good to know how to deliver a palm strike or elbow to a person’s
head with real power (technique), but it is far more important to know
when to unleash with whatever tools you have for the purpose of
immediate escape (principle). You must install a trigger in your
mind—to act explosively once a certain line has been crossed—and you
must understand that your inclination will most likely be to freeze
and acquiesce, in the hope of avoiding injury or death. Mental
preparation is a matter of resolving, in advance, to burst past these
inhibitions and escape immediately, or fight with everything you’ve
got until escape is possible.



Certain scenarios are intrinsically confusing and should be discussed
with your family in advance: What if a person dressed as a police
officer comes to your door and asks to be let in? Unless you are
absolutely certain that he is a cop—e.g. you can see that he arrived
in a marked police car—you should explain that you have no way of
knowing who he is and then call the police yourself. Thousands of
crimes are committed each year by people impersonating cops. (Anyone
can buy a uniform and a badge over the Internet.) Similarly, many home
invasions begin with a criminal’s acting like a person in distress: A
woman or a teenager might come to your door reporting an accident or
some other emergency. Again, the safe move is to keep your door locked
and call the police.

Finally, you do not need to learn hundreds of techniques to become
proficient in the physical aspects of self-defense. Rather, you should
train a small number of skills nearly to the point of reflex. Although
you cannot do this by simply reading books or watching videos, I have
recommended a few resources below that will help you start thinking
along practical lines.

It is unpleasant to study the details of crime and violence—and for
this reason many of us never do. I am convinced, however, that some
planning and preparation can greatly reduce a person’s risk. And
though there are exceptions to every rule, I don’t believe that there
are important exceptions to the advice I have given here. May you
never have occasion to find it useful.

A lot of that was knew for me. And I agree with it.

But it sounds hard to do. Imagine leaving your child in the arms of an intruder.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: [BoI] ought vs is
Date: April 7, 2012 at 9:44 PM

What is the is/ought distinction?

ought = moral statement

is = fact

ppl think u can't argue morality from facts

and draw a big distinction

e.g. if socialism will cause famine

that still doesn't tell u if famine is good or bad.

you have to make a moral judgment which is separate from the factual judgment 
of the consequences of socialist policies

however, we can use facts in moral criticisms. just like we use observation facts 
in scientific criticisms.

so there's no real problem.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ayn Rand on Ideas
Date: April 7, 2012 at 10:57 PM

Ideas are the greatest and most crucially practical power on earth. -- Ayn Rand

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] ought vs is
Date: April 8, 2012 at 12:17 AM

On 08/04/2012, at 11:51 AM, "Elliot Temple" <curi@curi.us> wrote:

What is the is/ought distinction?

ought = moral statement

is = fact

ppl think u can't argue morality from facts

and draw a big distinction

e.g. if socialism will cause famine

that still doesn't tell u if famine is good or bad.

you have to make a moral judgment which is separate from the factual judgment 
of the consequences of socialist policies

however, we can use facts in moral criticisms. just like we use observation facts 
in scientific criticisms.

so there's no real problem.

I agree.

I'd like to add that both Sam Harris (in The Moral Landscape) and David Deutsch 
(in BoI) cite Jacob Bronowski's observation that you cannot get "is" without first 
embracing a whole bunch of "oughts". You ought first to respect good 
explanations, logical coherence, evidence, making progress and so forth before 
you even begin to seek out what "is". In some sense, ought is logically prior to is. 
Sam puts it like this: if someone does not respect evidence, what evidence could 
you bring to convince them of their error? If someone does not believe in logical 
arguments, what logical argument could be brought to bear to convince them they 
were wrong?



There is thus much convergence between these two philosophers on these topics 
but Sam and David appear to diverge - slightly - on some interesting points. Yet i 
am yet to discover if this makes any practical difference whatsoever on specific 
ethical questions. What specific moral question might David (and thinkers like him 
on morality) and Sam (and thinkers like him on morality) actually disagree upon? 
Here is their disagreement as I see it:

Elliot says that an "is" is a fact. Sam says that properly constructed, "oughts" 
reduce to facts as well. They are facts about well being. You ought to do what 
increases well being. I think this means doing what makes progress and this 
means creating knowledge. I can't think of an example of where you might want 
to create knowledge and (and in the process lower well being) or increase well 
being (requiring no knowledge creation).

Some interesting cases come to mind: what if a terrorist ( or whole nation) wants 
to create the knowledge to develop a weapon to kill their enemies? What if they 
are religious fanatics and they want to set off a new bio weapon or nuclear 
weapon in New York? Should we stop them from creating the requisite 
knowledge? Obviously - something trumps *their* desire to create knowledge and 
make progress in this regard. What is our primary concern? Increasing our 
knowledge about how to stop them in time. But why? So we can simply create 
more knowledge? Perhaps. But this seems to me to be entirely consistent with 
Sam's thesis that this might just be a proxy of sorts for what we immediately are 
trying to do: safeguard the well being of all the people in New York. It seems what 
we ought to do is value the well being of the New Yorkers not the knowledge 
creation of the terrorists.

So is some knowledge creation bad? Is some people learning some things bad?

Is there a case where the promotion of genuine well being would be bad?

If the concept of "well being" troubles you then Sam suggests thinking about the 
way he word "health" is used: always able to be redefined, open to progress and 
yet no one thinks the word is vacuous.

David suggested months ago I might be confusing moral philosophy and decision 
theory with this whole argument. I'm still not sure about this. I'm still not sure of 
cases where well-being and knowledge creation or progress might be in conflict.

My central question here is: if one person thinks morality is all about ensuring that 



we make progress through knowledge creation because all evil is caused by a 
lack of knowledge and another person thinks that what it takes to be good is to 
make decisions that move us in a direction that is towards greater well being 
(further from the worst possible misery for everyone) then is there a practical 
situation where their philosophies will generate different solutions? Is there even 
a thought experiment that will differentiate between these views? If there is not, 
then ultimately, who cares? Who cares if, in all possible worlds, two philosophies 
about morality always generate the same outcome?

Brett



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Caltech Lecture: The Illusion of Free Will
Date: April 7, 2012 at 8:16 PM

Caltech Lecture: The Illusion of Free Will

By Sam Harris

http://www.samharris.org/blog/item/the-illusion-of-free-will

I briefly discussed the illusion of free will in both The End of Faith
and The Moral Landscape. I have since received hundreds of questions
and comments from readers and learned just where the sticking points
were in my original arguments. I am happy to now offer my final
thoughts on the subject in the form of a short book, Free Will, that
can be read in a single sitting.

The question of free will touches nearly everything we care about.
Morality, law, politics, religion, public policy, intimate
relationships, feelings of guilt and personal accomplishment—most of
what is distinctly human about our lives seems to depend upon our
viewing one another as autonomous persons, capable of free choice. If
the scientific community were to declare free will an illusion, it
would precipitate a culture war far more belligerent than the one that
has been waged on the subject of evolution. Without free will, sinners
and criminals would be nothing more than poorly calibrated clockwork,
and any conception of justice that emphasized punishing them (rather
than deterring, rehabilitating, or merely containing them) would
appear utterly incongruous. And those of us who work hard and follow
the rules would not “deserve” our success in any deep sense. It is not
an accident that most people find these conclusions abhorrent. The
stakes are high.

In the early morning of July 23, 2007, Steven Hayes and Joshua
Komisarjevsky, two career criminals, arrived at the home of Dr.
William and Jennifer Petit in Cheshire, a quiet town in central
Connecticut. They found Dr. Petit asleep on a sofa in the sunroom.
According to his taped confession, Komisarjevsky stood over the
sleeping man for some minutes, hesitating, before striking him in the
head with a baseball bat. He claimed that his victim’s screams then
triggered something within him, and he bludgeoned Petit with all his

http://www.samharris.org/blog/item/the-illusion-of-free-will


strength until he fell silent.

The two then bound Petit’s hands and feet and went upstairs to search
the rest of the house. They discovered Jennifer Petit and her
daughters—Hayley, 17, and Michaela, 11—still asleep. They woke all
three and immediately tied them to their beds.

At 7:00 a.m., Hayes went to a gas station and bought four gallons of
gasoline. At 9:30, he drove Jennifer Petit to her bank to withdraw
$15,000 in cash. The conversation between Jennifer and the bank teller
suggests that she was unaware of her husband’s injuries and believed
that her captors would release her family unharmed.

While Hayes and the girls’ mother were away, Komisarjevsky amused
himself by taking naked photos of Michaela with his cell phone and
masturbating on her. When Hayes returned with Jennifer, the two men
divided up the money and briefly considered what they should do. They
decided that Hayes should take Jennifer into the living room and rape
her—which he did. He then strangled her, to the apparent surprise of
his partner.

At this point, the two men noticed that William Petit had slipped his
bonds and escaped. They began to panic. They quickly doused the house
with gasoline and set it on fire. When asked by the police why he
hadn’t untied the two girls from their beds before lighting the blaze,
Komisarjevsky said, “It just didn’t cross my mind.” The girls died of
smoke inhalation. William Petit was the only survivor of the attack.

Upon hearing about crimes of this kind, most of us naturally feel that
men like Hayes and Komisarjevsky should be held morally responsible
for their actions. Had we been close to the Petit family, many of us
would feel entirely justified in killing these monsters with our own
hands. Do we care that Hayes has since shown signs of remorse and has
attempted suicide? Not really. What about the fact that Komisarjevsky
was repeatedly raped as a child? According to his journals, for as
long as he can remember, he has known that he was “different” from
other people, psychologically damaged, and capable of great coldness.
He also claims to have been stunned by his own behavior in the Petit
home: He was a career burglar, not a murderer, and he had not
consciously intended to kill anyone. Such details might begin to give



us pause.

Whether criminals like Hayes and Komisarjevsky can be trusted to
honestly report their feelings and intentions is not the point:
Whatever their conscious motives, these men cannot know why they are
as they are. Nor can we account for why we are not like them. As
sickening as I find their behavior, I have to admit that if I were to
trade places with one of these men, atom for atom, I would be him:
There is no extra part of me that could decide to see the world
differently or to resist the impulse to victimize other people.

Sam is describing determinism, suggesting that if Sam was that guy
[genes and experiences], then Sam would act exactly as him. But that
is wrong. Sam and that guy could have made different choices. For
example, he could have killed his rapist when he was young. Or he
could have sought help for his psychological problems long before he
killed anyone. Or he could have killed himself.

Even
if you believe that every human being harbors an immortal soul,

I don't believe in souls.

the
problem of responsibility remains: I cannot take credit for the fact
that I do not have the soul of a psychopath.

Huh? What does Sam mean by soul? Does he mean consciousness?

If I had truly been in
Komisarjevsky’s shoes on July 23, 2007—that is, if I had his genes and
life experience and an identical brain (or soul) in an identical
state—I would have acted exactly as he did. There is simply no
intellectually respectable position from which to deny this. The role
of luck, therefore, appears decisive.

No. Sam is suggesting that Komisarjevsky didn't choose to enter the



house. But he did choose. And he could have chosen differently.

Of course, if we learned that both these men had been suffering from
brain tumors that explained their violent behavior, our moral
intuitions would shift dramatically.

Nope. Brain tumors don't create bad ideas.

But a neurological disorder
appears to be just a special case of physical events giving rise to
thoughts and actions. Understanding the neurophysiology of the brain,
therefore, would seem to be as exculpatory as finding a tumor in it.

What does he mean by neurological disorder? Does he mean mental
disorder? If so, mental disorders are nothing more than people with
really bad ideas. They can be fixed by unlearning those bad ideas and
learning good ones.

Psychiatrist see patients who complain about psychological problems.
Then the psychiatrist asks questions and starts to diagnose. Then he
might even go so far as to measure chemical imbalances in their
brains. And then he deduces that the chemical imbalances cause the
psychological problems.

But why does he think the causal chain is in that order? Its actually
in the other direction. Chemical imbalances are a result of
psychological problems. And psychological problems are a result of bad
ideas. In fact, all psychological problems are a result of
insufficient epistemology.

How can we make sense of our lives, and hold people accountable for
their choices, given the unconscious origins of our conscious minds?

Because we can choose to do better. Even if those two murderers had
brain tumors or were "diagnosed with schizophrenia", neither of these
problems causes people to have ideas like committing murder. And
neither of these problems will prevent a person from seeking help once



they find out they are thinking badly.

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Human Action vs Human Choice
Date: April 8, 2012 at 1:37 AM

I suspect that "action" and "choice" mean the same thing to Mises. He
writes: "We may say that action is the manifestation of a man's will.
But this would not add anything to our knowledge. For the term will
means nothing else than man's faculty to choose between different
states of affairs, to prefer one, to set aside the other, and to
behave according to the decision made in aiming at the chosen state
and forsaking the other." [1]

[1] Mises, Ludwig von. Human Action: Scholar's Edition (LvMI) (Kindle
Locations 940-943)

On Apr 7, 5:25 pm, Elliot Temple <c...@curi.us> wrote:
In the book _Human Action_, how does Mises' use of "action" differ from the 
concept of "choice"?

-- Elliot Templehttp://elliottemple.com/

http://elliottemple.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] ought vs is
Date: April 8, 2012 at 4:12 AM

On 4/8/2012 2:44 AM, Elliot Temple wrote:
however, we can use facts in moral criticisms. just like we use observation facts 
in scientific criticisms.

so there's no real problem.

Isn't the traditional 'is/ought problem' about justification? i.e. people don't know 
how to justify the step between factual statements and moral ones. There's no 
real problem because justificationism is false.

- Richard

-- 



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Sugar is toxic
Date: April 8, 2012 at 8:00 AM

On Apr 7, 2012, at 6:27 AM, Rami Rustom wrote:

So there is some new studies about sugar being toxic. I've seen this twice on 
the news now. And both times they talk about what happens when people eat 
too much sugar. And they also list all the foods and drinks that contain lots of 
sugar.
Whats interesting is that in both cases, they don't talk about the fact that:

(1) eating too much food in general is the real problem. And if somebody eats 
just the right amount of food, then how much sugar he eats doesn't matter, i.e. 
sugar is not toxic unless you're eating way too much calories.

(2) eating too much of anything is toxic. If you drink too much water, you'll die. 
The concentrations of chemicals in your body must stay within certain ranges in 
order for chemical reactions to function properly. Drinking too much water 
decreases the concentrations of all chemicals (that are in solution). Of course 
the body has mechanisms to increase the concentrations, but theoretically 
somebody can drink too much water too fast and overload those mechanisms.

So the 'sugar is toxic' idea is being propagated without the background 
knowledge above rendering it useless.

Should we claim that 'water is  toxic'? If I did then people would say that its 
pointless to claim that water is toxic because nobody actually drinks enough 
water to die from it. So their criticism is based in behavior rather than 
physiology.

There have actually been cases of people drinking enough water to die from it. It 
is called "water intoxication". Wikipedia lists several. 
http://en.wikipedia.org/wiki/Water_intoxication

Does anyone know if there have ever been any cases of anyone dying 
specifically from overconsumption of sugar?

http://en.wikipedia.org/wiki/Water_intoxication


But that same criticism should be applied to the claim that sugar is toxic, i.e. 
sugar is only toxic when bad behavior causes it to be toxic.

Jordan



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Sugar is toxic
Date: April 8, 2012 at 8:43 AM

On 4/7/2012 2:27 PM, Rami Rustom wrote:
So there is some new studies about sugar being toxic. I've seen this twice on
the news now. And both times they talk about what happens when people eat 
too
much sugar. And they also list all the foods and drinks that contain lots of sugar.

Do you have citations for the studies in question?

Whats interesting is that in both cases, they don't talk about the fact that:

(1) eating too much food in general is the real problem. And if somebody eats
just the right amount of food, then how much sugar he eats doesn't matter, i.e.
sugar is not toxic unless you're eating way too much calories.

(2) eating too much of anything is toxic. If you drink too much water, you'll
die. The concentrations of chemicals in your body must stay within certain
ranges in order for chemical reactions to function properly. Drinking too much
water decreases the concentrations of all chemicals (that are in solution). Of
course the body has mechanisms to increase the concentrations, but 
theoretically
somebody can drink too much water too fast and overload those mechanisms.

So the 'sugar is toxic' idea is being propagated without the background
knowledge above rendering it useless.

Part of the problem is that they don't really understand what 'toxic' means. It just 
means "can cause damage," i.e. "is bad for you." If they phrased it as "too much 
sugar is bad for you" instead of "too much sugar is toxic" then they'd recognise 
that what they're saying is already pretty common knowledge.

If they're claiming "sugar is toxic at concentrations much lower than previously 
thought" then it might be interesting.

Also maybe the studies are explaining some particular mechanism by which 
eating too much sugar causes damage to the body, and the media's 
misinterpreting it (a common problem with science reporting). That's useful to 



know, but not really relevant to most people in its initial form. It may help other 
researchers develop things that are more relevant.

- Richard

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Sugar is toxic
Date: April 8, 2012 at 9:48 AM

On Sun, Apr 8, 2012 at 7:43 AM, Richard Fine <richard.fine@gmail.com> wrote:
On 4/7/2012 2:27 PM, Rami Rustom wrote:

So there is some new studies about sugar being toxic. I've seen this twice
on
the news now. And both times they talk about what happens when people eat
too
much sugar. And they also list all the foods and drinks that contain lots
of sugar.

Do you have citations for the studies in question?

http://www.ucsf.edu/news/2012/02/11437/societal-control-sugar-essential-ease-
public-health-burden

Whats interesting is that in both cases, they don't talk about the fact
that:

(1) eating too much food in general is the real problem. And if somebody
eats
just the right amount of food, then how much sugar he eats doesn't matter,
i.e.
sugar is not toxic unless you're eating way too much calories.

(2) eating too much of anything is toxic. If you drink too much water,
you'll
die. The concentrations of chemicals in your body must stay within certain
ranges in order for chemical reactions to function properly. Drinking too
much
water decreases the concentrations of all chemicals (that are in
solution). Of
course the body has mechanisms to increase the concentrations, but
theoretically
somebody can drink too much water too fast and overload those mechanisms.

http://www.ucsf.edu/news/2012/02/11437/societal-control-sugar-essential-ease-public-health-burden


So the 'sugar is toxic' idea is being propagated without the background
knowledge above rendering it useless.

Part of the problem is that they don't really understand what 'toxic' means.
It just means "can cause damage," i.e. "is bad for you." If they phrased it
as "too much sugar is bad for you" instead of "too much sugar is toxic" then
they'd recognise that what they're saying is already pretty common
knowledge.

Yes. But there saying it worse than that: "Sugar is toxic". And they
are saying things like "Health Crisis".

If they're claiming "sugar is toxic at concentrations much lower than
previously thought" then it might be interesting.

Also maybe the studies are explaining some particular mechanism by which
eating too much sugar causes damage to the body, and the media's
misinterpreting it (a common problem with science reporting). That's useful
to know, but not really relevant to most people in its initial form. It may
help other researchers develop things that are more relevant.

They are saying that over-consumption of sugar causes the same
problems that over-consumption of alcohol does.

-- Rami

-- 



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Sugar is toxic
Date: April 8, 2012 at 10:29 AM

On Apr 7, 6:27 am, Rami Rustom <romb...@gmail.com> wrote:
Should we claim that 'water is  toxic'? If I did then people would say that
its pointless to claim that water is toxic because nobody actually drinks
enough water to die from it. So their criticism is based in behavior rather
than physiology.

If you call water "dihydrogen monoxide" and truthfully describe its
ptentially harmful properties, a significant percentage of people will
express support for banning it:
http://en.wikipedia.org/wiki/Dihydrogen_monoxide_hoax

--Jason

http://en.wikipedia.org/wiki/Dihydrogen_monoxide_hoax


From: Brett Hall <brhalluk@hotmail.com>
Subject: RE: [BoI] Caltech Lecture: The Illusion of Free Will
Date: April 8, 2012 at 4:24 AM

From: rombomb@gmail.com
Date: Sat, 7 Apr 2012 19:16:21 -0500
Subject: [BoI] Caltech Lecture: The Illusion of Free Will
To: beginning-of-infinity@googlegroups.com

Caltech Lecture: The Illusion of Free Will

By Sam Harris

http://www.samharris.org/blog/item/the-illusion-of-free-will

<snipped>
Whether criminals like Hayes and Komisarjevsky can be trusted to
honestly report their feelings and intentions is not the point:
Whatever their conscious motives, these men cannot know why they are
as they are. Nor can we account for why we are not like them. As
sickening as I find their behavior, I have to admit that if I were to
trade places with one of these men, atom for atom, I would be him:
There is no extra part of me that could decide to see the world
differently or to resist the impulse to victimize other people.

Sam is describing determinism, suggesting that if Sam was that guy
[genes and experiences], then Sam would act exactly as him. But that
is wrong.

No, you are wrong. If Sam was that guy - Sam would be that guy. He would make 
the same choices. If he made different choices, he wouldn't be that guy. This is 
simply a necessary truth.

Sam and that guy could have made different choices.
Yes...but then they would be different *people* given the way that Sam has 
presented this thought experiment. Sam understands what choices are.

For
example, he could have killed his rapist when he was young. Or he
could have sought help for his psychological problems long before he
killed anyone. Or he could have killed himself.

http://www.samharris.org/blog/item/the-illusion-of-free-will


Even
if you believe that every human being harbors an immortal soul,

I don't believe in souls.
Neither does Sam. Remember - he is writing this for a broad audience. Most of 
his audience do believe in souls. Most people on this list probably don't. Postings 
to this list are to a narrow group. Postings Sam makes try to encompass both the 
type of people found on lists like BoI as well as a broader group of thinkers: like 
theists, relativists and so forth.

the
problem of responsibility remains: I cannot take credit for the fact
that I do not have the soul of a psychopath.

Huh? What does Sam mean by soul? Does he mean consciousness?
He doesn't believe in souls. He is trying to address those who do. Those who do 
apparently have an account of what a soul is: something that lurks in the body 
and somehow controls the body. Sam thinks this is incoherent even if we granted 
the soul some sort of ontological reality. Souls can't give people free-will in the 
sense they believe it can. Indeed, as Sam demonstrates, nothing can.
Free choice is not free will. Some people on this list (you) believe that the 
existence of real, free *choices* means that people have free *wills*. What does 
"will" mean, anyways? Desire? Where does you desire come from? Do you 
decide your own desires? Do you decide to decide your own desires? At what 
point do you stop deciding? At what point in the causal chain are you willing to 
grant that is *something else* is the cause of your will?

If I had truly been in
Komisarjevsky’s shoes on July 23, 2007—that is, if I had his genes and
life experience and an identical brain (or soul) in an identical
state—I would have acted exactly as he did. There is simply no
intellectually respectable position from which to deny this. The role
of luck, therefore, appears decisive.

No. Sam is suggesting that Komisarjevsky didn't choose to enter the
house. But he did choose. And he could have chosen differently.

You misunderstand Sam and in doing so are presenting a straw-man account of 



his argument. Like David, Sam is a very careful thinker and has thought about 
these issues for a long time and debated with many great thinkers on these topics 
and has formulated this argument carefully. From his book on "Free-Will" and 
even this excerpt from the introduction you have presented here, I am willing to 
take a punt and defend him in a way that might be consistent with what he writes 
and says about this. Sam agrees that Komisarjevsky made a choice and could 
have chosen differently. The point is that this does *not* give him free *will* it only 
gives him free *choice* because the world is a contingent place - not a necessary 
one. However, what Komisarjevsky chose to do, he chose to do because he 
wanted to. Why did he want to? Because of things going on inside his brain. His 
will was not chosen by him. His will was not a free choice. His will simply 
*appeared* in consciousness. Can he change his will? That makes no sense. If 
he did - then he also *wanted* to make that choice. But why? At some point we 
have to admit that the regress isn't giving us what the free-will proponents want. 
It's just pushing the problem back and back further down the causal chain. 
Choices are based upon wills - desires - intentions. All real things. All things 
entirely determined by processes other than *the conscious self*. The conscious 
self is merely a witness to all this.
As I've said before - and this follows Sam Harris also - a moment's introspection 
reveals this. No tricks, no science, no deep philosophy. You not more are free to 
choose what thought next enters your head, what desire next becomes your *will* 
than you are free to choose what I will next type. I might type about a horse. You 
might think about a unicorn. Horse or unicorn - the thought simply appears. Why 
a horse? Why a unicorn? You simply can't account for what pops into your head. 
You don't choose it. You aren't free to. Now that I am free to go back and delete 
"horse" - my will - my desire to delete or not is, like the original horse - completely 
out of my hands. I want (will) it, or I don't. But I don't choose to will it. My will isn't 
free even if my choices are.

Of course, if we learned that both these men had been suffering from
brain tumors that explained their violent behavior, our moral
intuitions would shift dramatically.

Nope. Brain tumors don't create bad ideas.
A brain tumor can cause an epileptic seizure, no? Let's just reign it back now. A 
brain tumor can cause an involuntary muscle spasm. An involuntary...what else? 
Let's say a dream-like state where you pick up a knife and plunge it into the heart 
of your sister because you hallucinate and see a killer rabbit? What if it puts you 
in a permanent hallucinogenic-type state where you see people generally as 



hostile agents out to kill you - as people in schizophrenic episodes may? What if 
the tumor causes language to no longer makes sense to you, because Broca's 
area (responsible for understanding language) has been infested with the tumor? 
Your brain might be otherwise unaffected but now when the nurse arrives to give 
you some pain medication what you hear her say is "I'm going to kill you. I'm 
going to kill you now with this needle". Is this your fault? What about the action 
you take next to protect yourself from this (apparent) threat? Is the hallucination 
of the killer rabbit - the altered perceptions - the false interpretation that those 
around you are about to kill you - could these be caused by brain tumors?
Brain tumors can do this:
http://ajp.psychiatryonline.org/article.aspx?Volume=97&page=1434&journalID=13
Can a hallucination, then, be a "bad idea"?

But a neurological disorder
appears to be just a special case of physical events giving rise to
thoughts and actions. Understanding the neurophysiology of the brain,
therefore, would seem to be as exculpatory as finding a tumor in it.

What does he mean by neurological disorder? Does he mean mental
disorder? If so, mental disorders are nothing more than people with
really bad ideas. They can be fixed by unlearning those bad ideas and
learning good ones.

Again, you seem to be skeptical that the brain has anything at all to do with the 
mind. That the latter can float entirely free of the former. There is a sliding scale 
here, to be sure. Certainly some people are skeptical that depression is real, or 
anxiety, ADHD or schitzophrenia. But there must come a point where changing 
the actual anatomy of the brain has effects upon the mind. If we took to your 
fusiform gyrus in the temporal lobe with a scalpel you would suffer prosopagnosia 
(an inability to recognise faces). The rest of your cognition might be entirely 
unaffected. This can be described as a neurological disorder, can it not? Are you 
ruling out even these types of disorders? 
http://en.wikipedia.org/wiki/Prosopagnosia
I agree lots of psychology and psychiatry might be misguided. But you are 
painted with too broad a brush here.

Psychiatrist see patients who complain about psychological problems.
Then the psychiatrist asks questions and starts to diagnose. Then he
might even go so far as to measure chemical imbalances in their
brains. And then he deduces that the chemical imbalances cause the

http://ajp.psychiatryonline.org/article.aspx?Volume=97&page=1434&journalID=13
http://en.wikipedia.org/wiki/Prosopagnosia


psychological problems.

But why does he think the causal chain is in that order? Its actually
in the other direction. Chemical imbalances are a result of
psychological problems. And psychological problems are a result of bad
ideas. In fact, all psychological problems are a result of
insufficient epistemology.

It can work both ways, no? I can give you MDMA and your brain will be flooded 
with serotonin. Something will happen. Of course how you choose to interpret this 
new content is up to you in some way but you cannot *choose* not to experience 
this. This is proof that chemicals can affect thoughts and the causal chain can 
certainly be in the direction you seem to be skeptical about.

How can we make sense of our lives, and hold people accountable for
their choices, given the unconscious origins of our conscious minds?

Because we can choose to do better. Even if those two murderers had
brain tumors or were "diagnosed with schizophrenia", neither of these
problems causes people to have ideas like committing murder.

This is simply an article of faith, as I have stated before. We don't know enough 
about neuroscience - or science more broadly - to say this. Who knows where 
ideas come from at the level of the brain? It's all very well to say that it's the 
wrong level of description to say that ideas are caused by chemicals - it's entirely 
another to rule out any connection at all between the different levels of 
explanation. Ideas cannot arise in the mind in contravention of the laws of 
physics. Whatever the cause of ideas - they must be consistent with the laws of 
physics. Being skeptical that the neurochemistry of the brain is at all relevant, is 
closing a door to progress. What if we learn that ingesting certain chemicals, 
engineering certain parts of the brain, etc - make some ideas easier to have? 
Make some ideas less easy to have? Make thoughts of murder more or less 
likely?
Here is an experiment: allow one group of people large amounts of alcohol and 
observe. This happens many weekends in most civilised cities. Observation? 
Often an increase in violence.
Allow another group of similar people no alcohol but lots of MDMA. This happens 
at many dance-parties where alcohol is *not* sold but drugs are in plentiful 
supply. Observation? No violence. Lots of hugging.
Is the *only* level of explanation that involving ideas? Or at some point in the 
explanation must we actually mention the presence of the alcohol and the 



MDMA?
Brett.
          



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Sugar is toxic
Date: April 8, 2012 at 11:08 AM

On Sun, Apr 8, 2012 at 5:43 AM, Richard Fine <richard.fine@gmail.com> wrote:

Part of the problem is that they don't really understand what 'toxic' means.
It just means "can cause damage," i.e. "is bad for you."

"Can cause damage" does not mean "is bad for you". Water can cause damage.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] ought vs is
Date: April 8, 2012 at 11:18 AM

On Apr 7, 2012, at 9:17 PM, Brett Hall wrote:

On 08/04/2012, at 11:51 AM, "Elliot Temple" <curi@curi.us> wrote:

What is the is/ought distinction?

ought = moral statement

is = fact

ppl think u can't argue morality from facts

and draw a big distinction

e.g. if socialism will cause famine

that still doesn't tell u if famine is good or bad.

you have to make a moral judgment which is separate from the factual 
judgment of the consequences of socialist policies

however, we can use facts in moral criticisms. just like we use observation 
facts in scientific criticisms.

so there's no real problem.

I agree.

I'd like to add that both Sam Harris (in The Moral Landscape) and David 
Deutsch (in BoI) cite Jacob Bronowski's observation that you cannot get "is" 
without first embracing a whole bunch of "oughts". You ought first to respect 
good explanations, logical coherence, evidence, making progress and so forth 
before you even begin to seek out what "is". In some sense, ought is logically 
prior to is. Sam puts it like this: if someone does not respect evidence, what 
evidence could you bring to convince them of their error? If someone does not 



believe in logical arguments, what logical argument could be brought to bear to 
convince them they were wrong?

There is thus much convergence between these two philosophers on these 
topics but Sam and David appear to diverge - slightly - on some interesting 
points. Yet i am yet to discover if this makes any practical difference whatsoever 
on specific ethical questions. What specific moral question might David (and 
thinkers like him on morality) and Sam (and thinkers like him on morality) 
actually disagree upon?

For example: David Deutsch likes Ayn Rand's moral ideas. Sam Harris disagrees 
a lot.

Here's a specific example of Harris that Deutsch (and I) won't agree with:

http://www.samharris.org/blog/item/how-to-lose-readers-without-even-trying/

Harris is anti-billionaire, thinks many of our best wealth creators are harming us, 
and denounces his own offended audience because, it looks like, he's closed 
minded regarding dissent on this issue.

This particular article came up on my google search because it has text by Harris 
about Rand:

Objectivism—a view that makes a religious fetish of selfishness and disposes of 
altruism and compassion as character flaws. If nothing else, this approach to 
ethics was a triumph of marketing, as Objectivism is basically autism rebranded. 
And Rand’s attempt to make literature out of this awful philosophy produced 
some commensurately terrible writing. Even in high school, I found that my 
copies of The Fountainhead and Atlas Shrugged simply would not open.

And I say this as someone who considers himself, in large part, a “libertarian”—
and who has, therefore, embraced more or less everything that was serviceable 
in Rand’s politics. The problem with pure libertarianism, however, has long been 
obvious...

This is disagreeable throughout as well as grossly ignorant of Rand's ideas. He 
admits to not reading her books, but then goes on to make things up about her 
anyway, e.g. that she's a libertarian (a "pure libertarian", even). Anyone familiar 

http://www.samharris.org/blog/item/how-to-lose-readers-without-even-trying/


with Objectivism knows that Ayn Rand denounced libertarianism.

If what Harris mean to say is that he doesn't like capitalism very much, at least in 
its principled and consistent form, then that's a large disagreement with Deutsch. 
I wonder, how are we to get progress, new technologies and all the other 
wonderful stuff we want, if not by capitalism? Whatever Harris' view on that, it is 
not our view.

Besides the main points, this happens to contain another major disagreement. 
Harris and Deutsch disagree so much that this will happen often. The comments 
about autism are revealing of some aspects of Harris' thinking that are in stark 
contrast to how Deutsch or I would see things. Autism is a fake disease used 
primarily to hurt children. So Deutsch rejects the concept. Harris likes it so much 
that he wants to expand to use beyond just children to all sorts of people he 
doesn't like.

Deutsch agrees with Szasz a great deal about mental illness, while Harris 
apparently does not. For what it's worth -- I do not think this is a mere 
coincidence -- Szasz also has political views similar to Deutsch, Rand and 
myself, and again in contrast to Harris.

Here is their disagreement as I see it:

Elliot says that an "is" is a fact. Sam says that properly constructed, "oughts" 
reduce to facts as well. They are facts about well being. You ought to do what 
increases well being.

That is empty. You might just as well say, "You ought to do what is morally good."

I think this means doing what makes progress and this means creating 
knowledge.

Because it's empty, it's easy to fill in the details with your own ideas, or ideas from 
BoI. But Harris hasn't advocated our view on progress and knowledge creation.

I can't think of an example of where you might want to create knowledge and 
(and in the process lower well being) or increase well being (requiring no 
knowledge creation).



Some interesting cases come to mind: what if a terrorist ( or whole nation) wants 
to create the knowledge to develop a weapon to kill their enemies? What if they 
are religious fanatics and they want to set off a new bio weapon or nuclear 
weapon in New York? Should we stop them from creating the requisite 
knowledge? Obviously - something trumps *their* desire to create knowledge 
and make progress in this regard. What is our primary concern? Increasing our 
knowledge about how to stop them in time. But why? So we can simply create 
more knowledge? Perhaps. But this seems to me to be entirely consistent with 
Sam's thesis that this might just be a proxy of sorts for what we immediately are 
trying to do: safeguard the well being of all the people in New York. It seems 
what we ought to do is value the well being of the New Yorkers not the 
knowledge creation of the terrorists.

What's needed here is conflict resolution.

Conflicts can be dealt with by two main approaches:

1) persuasion (this is the truth-seeking approach which tries to create knowledge 
of what would be better for everyone than their current conflicting ideas)

2) force (this is anything that isn't truth-seeking)

Unfortunately, persuasion can be sabotaged unilaterally. Truth-seeking and 
cooperative take active effort and good intentions by all sides.

It would be better for everyone if everyone wanted to create knowledge of a 
solution. If some people refuse this, they are on the side of force, even if a part of 
the activity they are doing by force involves learning something.

As a simple example, they might refuse to negotiate a peace treaty then go 
spend an hour learning to shoot a gun, then shoot people. They created some 
knowledge at one step in that process, but they weren't living a lifestyle of 
progress, knowledge creation, error correction, and rational dispute resolution.

So is some knowledge creation bad? Is some people learning some things bad?

Is there a case where the promotion of genuine well being would be bad?



If the concept of "well being" troubles you then Sam suggests thinking about the 
way he word "health" is used: always able to be redefined, open to progress and 
yet no one thinks the word is vacuous.

The word "good" isn't vacuous, but merely advocating a synonym for it doesn't 
help us understand which things are good or bad.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] ought vs is
Date: April 8, 2012 at 10:13 AM

On Sat, Apr 7, 2012 at 11:17 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 08/04/2012, at 11:51 AM, "Elliot Temple" <curi@curi.us> wrote:

What is the is/ought distinction?

ought = moral statement

is = fact

ppl think u can't argue morality from facts

and draw a big distinction

e.g. if socialism will cause famine

So that is an example of a fact.

that still doesn't tell u if famine is good or bad.

And that is an example of a moral statement.

you have to make a moral judgment which is separate from the factual 
judgment of the consequences of socialist policies

however, we can use facts in moral criticisms. just like we use observation 
facts in scientific criticisms.

The C&R method. So a criticism might include facts like 'socialism
causes famine'.

so there's no real problem.

I agree.



I'd like to add that both Sam Harris (in The Moral Landscape) and David 
Deutsch (in BoI) cite Jacob Bronowski's observation that you cannot get "is" 
without first embracing a whole bunch of "oughts". You ought first to respect 
good explanations, logical coherence, evidence, making progress and so forth 
before you even begin to seek out what "is". In some sense, ought is logically 
prior to is. Sam puts it like this: if someone does not respect evidence, what 
evidence could you bring to convince them of their error? If someone does not 
believe in logical arguments, what logical argument could be brought to bear to 
convince them they were wrong?

There is thus much convergence between these two philosophers on these 
topics but Sam and David appear to diverge - slightly - on some interesting 
points. Yet i am yet to discover if this makes any practical difference whatsoever 
on specific ethical questions. What specific moral question might David (and 
thinkers like him on morality) and Sam (and thinkers like him on morality) 
actually disagree upon? Here is their disagreement as I see it:

Elliot says that an "is" is a fact. Sam says that properly constructed, "oughts" 
reduce to facts as well. They are facts about well being. You ought to do what 
increases well being. I think this means doing what makes progress and this 
means creating knowledge. I can't think of an example of where you might want 
to create knowledge and (and in the process lower well being) or increase well 
being (requiring no knowledge creation).

Some interesting cases come to mind: what if a terrorist ( or whole nation) wants 
to create the knowledge to develop a weapon to kill their enemies? What if they 
are religious fanatics and they want to set off a new bio weapon or nuclear 
weapon in New York? Should we stop them from creating the requisite 
knowledge? Obviously - something trumps *their* desire to create knowledge 
and make progress in this regard. What is our primary concern? Increasing our 
knowledge about how to stop them in time. But why? So we can simply create 
more knowledge? Perhaps. But this seems to me to be entirely consistent with 
Sam's thesis that this might just be a proxy of sorts for what we immediately are 
trying to do: safeguard the well being of all the people in New York. It seems 
what we ought to do is value the well being of the New Yorkers not the 
knowledge creation of the terrorists.

So is some knowledge creation bad? Is some people learning some things bad?



Is there a case where the promotion of genuine well being would be bad?

If the concept of "well being" troubles you then Sam suggests thinking about the 
way he word "health" is used: always able to be redefined, open to progress and 
yet no one thinks the word is vacuous.

David suggested months ago I might be confusing moral philosophy and 
decision theory with this whole argument. I'm still not sure about this. I'm still not 
sure of cases where well-being and knowledge creation or progress might be in 
conflict.

My central question here is: if one person thinks morality is all about ensuring 
that we make progress through knowledge creation because all evil is caused 
by a lack of knowledge and another person thinks that what it takes to be good 
is to make decisions that move us in a direction that is towards greater well 
being (further from the worst possible misery for everyone) then is there a 
practical situation where their philosophies will generate different solutions? Is 
there even a thought experiment that will differentiate between these views? If 
there is not, then ultimately, who cares? Who cares if, in all possible worlds, two 
philosophies about morality always generate the same outcome?

But they don't generate the same outcome. Focusing on well-being is
like socialism. It creates a situation where everybody is concerned
about making everybody else happy. But how could anybody achieve that
when they don't know what makes anybody else happy? Its impossible.
Why? Because well-being is subjective and it can't be measured.

But focusing on the what is objective works great. Since each person
can only know what makes himself happy, each person should do what
they prefer. This goal is attainable and it leads to increased
well-being.

So instead of all of us focusing on each other's well-being, we should
focus on *allowing* each other to do what makes us increase our
well-being. This means that we should all adopt the method of finding
common preferences and the philosophies of TCS and ARR and we should
stop self-sacrifice, compromise.

What do you think causes low well-being? Its TCS-coercion. Its other
people doing things to me with my best interest in mind but its what



they know that is best for me. But how can my parents or my school
know what is best for me, i.e. what increases my well-being? They
can't know such things. They don't know what is in my mind.

Lets consider a specific example. Would you say if we were to focus on
well-being, then this also means that I should concern myself with
other people's emotions? And that it means that others would hold me
accountable for how my actions *made* them feel?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Sugar is toxic
Date: April 8, 2012 at 10:42 AM

On Sun, Apr 8, 2012 at 9:29 AM, Jason <auvenj@gmail.com> wrote:
On Apr 7, 6:27 am, Rami Rustom <romb...@gmail.com> wrote:

Should we claim that 'water is  toxic'? If I did then people would say that
its pointless to claim that water is toxic because nobody actually drinks
enough water to die from it. So their criticism is based in behavior rather
than physiology.

If you call water "dihydrogen monoxide" and truthfully describe its
ptentially harmful properties, a significant percentage of people will
express support for banning it:
http://en.wikipedia.org/wiki/Dihydrogen_monoxide_hoax

WOW!

Jason,

Now I understand what you're thinking in regards to the fairy tale
stuff. If children practiced deducing what is true and false, and
didn't rely on parents [or analogously the nanny state] to protect
them from fraud, then we'd be in a better off situation because people
wouldn't be so gullible.

-- Rami

http://en.wikipedia.org/wiki/Dihydrogen_monoxide_hoax


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caltech Lecture: The Illusion of Free Will
Date: April 8, 2012 at 1:28 PM

On Sun, Apr 8, 2012 at 3:24 AM, Brett Hall <brhalluk@hotmail.com> wrote:

From: rombomb@gmail.com
Date: Sat, 7 Apr 2012 19:16:21 -0500
Subject: [BoI] Caltech Lecture: The Illusion of Free Will
To: beginning-of-infinity@googlegroups.com

Caltech Lecture: The Illusion of Free Will

By Sam Harris

http://www.samharris.org/blog/item/the-illusion-of-free-will

<snipped>

Whether criminals like Hayes and Komisarjevsky can be trusted to
honestly report their feelings and intentions is not the point:
Whatever their conscious motives, these men cannot know why they are
as they are. Nor can we account for why we are not like them. As
sickening as I find their behavior, I have to admit that if I were to
trade places with one of these men, atom for atom, I would be him:
There is no extra part of me that could decide to see the world
differently or to resist the impulse to victimize other people.

Sam is describing determinism, suggesting that if Sam was that guy
[genes and experiences], then Sam would act exactly as him. But that
is wrong.

No, you are wrong. If Sam was that guy - Sam would be that guy. He would
make the same choices. If he made different choices, he wouldn't be that
guy. This is simply a necessary truth.

No. Thats not what Sam's hypothetical entailed. Sam said what if he
was has the same genes and past experiences. That doesn't mean that

http://www.samharris.org/blog/item/the-illusion-of-free-will


his present choice will be the same. Why? Because if it did, that
means you're saying the killer didn't have a choice. But you've said
that we do have "free choice".

Sam and that guy could have made different choices.

Yes...but then they would be different *people* given the way that Sam has
presented this thought experiment. Sam understands what choices are.

What you are suggesting is that the guy *didn't* have a choice to rape
that women before he killed her. But he did rape her. He could have
chosen not to rape her.

For
example, he could have killed his rapist when he was young. Or he
could have sought help for his psychological problems long before he
killed anyone. Or he could have killed himself.

Even
if you believe that every human being harbors an immortal soul,

I don't believe in souls.

Neither does Sam. Remember - he is writing this for a broad audience. Most
of his audience do believe in souls. Most people on this list probably
don't. Postings to this list are to a narrow group. Postings Sam makes try
to encompass both the type of people found on lists like BoI as well as a
broader group of thinkers: like theists, relativists and so forth.

the
problem of responsibility remains: I cannot take credit for the fact
that I do not have the soul of a psychopath.

Huh? What does Sam mean by soul? Does he mean consciousness?



He doesn't believe in souls. He is trying to address those who do. Those who
do apparently have an account of what a soul is: something that lurks in the
body and somehow controls the body. Sam thinks this is incoherent even if we
granted the soul some sort of ontological reality. Souls can't give people
free-will in the sense they believe it can. Indeed, as Sam demonstrates,
nothing can.

Free choice is not free will. Some people on this list (you) believe that
the existence of real, free *choices* means that people have free *wills*.
What does "will" mean, anyways? Desire? Where does you desire come from? 
Do
you decide your own desires? Do you decide to decide your own desires? At
what point do you stop deciding? At what point in the causal chain are you
willing to grant that is *something else* is the cause of your will?

Lets consider a thought experiment. Say you grew up eating 3 meals a
day with no snacks in between because that is what your parents forced
on you. And you continue doing that in adulthood. So you would say
that you *prefer( to eat 3 meals a day [agreed?].

Then lets say you were watching tv one day and saw a news thing about
nutrition. So you chose to learn about nutrition and learned that 3
meals a day is wrong. Say you learned that what is right is to eat
when and only when you are hungry. So does your preference change now
that you've learned a better idea about food? If yes, then you are in
control. You changed your preferences by first choosing to gain some
knowledge.

If I had truly been in
Komisarjevsky’s shoes on July 23, 2007—that is, if I had his genes and
life experience and an identical brain (or soul) in an identical
state—I would have acted exactly as he did. There is simply no
intellectually respectable position from which to deny this. The role
of luck, therefore, appears decisive.

No. Sam is suggesting that Komisarjevsky didn't choose to enter the
house. But he did choose. And he could have chosen differently.



You misunderstand Sam and in doing so are presenting a straw-man account of
his argument. Like David, Sam is a very careful thinker and has thought
about these issues for a long time and debated with many great thinkers on
these topics and has formulated this argument carefully. From his book on
"Free-Will" and even this excerpt from the introduction you have presented
here, I am willing to take a punt and defend him in a way that might be
consistent with what he writes and says about this. Sam agrees that
Komisarjevsky made a choice and could have chosen differently. The point is
that this does *not* give him free *will* it only gives him free *choice*
because the world is a contingent place - not a necessary one. However, what
Komisarjevsky chose to do, he chose to do because he wanted to. Why did he
want to? Because of things going on inside his brain. His will was not
chosen by him. His will was not a free choice. His will simply *appeared* in
consciousness. Can he change his will? That makes no sense. If he did - then
he also *wanted* to make that choice. But why? At some point we have to
admit that the regress isn't giving us what the free-will proponents want.
It's just pushing the problem back and back further down the causal chain.
Choices are based upon wills - desires - intentions. All real things. All
things entirely determined by processes other than *the conscious self*. The
conscious self is merely a witness to all this.

Will, desire, and intention are all different names for preferences.
And our preferences are based on our ideas.

What you are saying is that we are not in control of our ideas. As
though we can not choose to learn better ideas. But we can choose.
Komisarjevsky chose not to.

As I've said before - and this follows Sam Harris also - a moment's
introspection reveals this. No tricks, no science, no deep philosophy. You
not more are free to choose what thought next enters your head, what desire
next becomes your *will* than you are free to choose what I will next type.
I might type about a horse. You might think about a unicorn. Horse or
unicorn - the thought simply appears. Why a horse? Why a unicorn? You simply
can't account for what pops into your head. You don't choose it. You aren't
free to. Now that I am free to go back and delete "horse" - my will - my
desire to delete or not is, like the original horse - completely out of my
hands. I want (will) it, or I don't. But I don't choose to will it. My will



isn't free even if my choices are.

No. When you thought of the horse, that was a guess. What you're
saying is that people don't choose to criticize their guesses. That is
false. Our minds create knowledge by guesses and criticisms. There is
no such thing as a mind that only does guesses. That is what you are
suggesting.

Of course, if we learned that both these men had been suffering from
brain tumors that explained their violent behavior, our moral
intuitions would shift dramatically.

Nope. Brain tumors don't create bad ideas.

A brain tumor can cause an epileptic seizure, no? Let's just reign it back
now. A brain tumor can cause an involuntary muscle spasm. An
involuntary...what else? Let's say a dream-like state where you pick up a
knife and plunge it into the heart of your sister because you hallucinate
and see a killer rabbit? What if it puts you in a permanent
hallucinogenic-type state where you see people generally as hostile agents
out to kill you - as people in schizophrenic episodes may? What if the tumor
causes language to no longer makes sense to you, because Broca's area
(responsible for understanding language) has been infested with the tumor?
Your brain might be otherwise unaffected but now when the nurse arrives to
give you some pain medication what you hear her say is "I'm going to kill
you. I'm going to kill you now with this needle". Is this your fault? What
about the action you take next to protect yourself from this (apparent)
threat? Is the hallucination of the killer rabbit - the altered perceptions
- the false interpretation that those around you are about to kill you -
could these be caused by brain tumors?

Brain tumors can do this:

http://ajp.psychiatryonline.org/article.aspx?
Volume=97&page=1434&journalID=13

Can a hallucination, then, be a "bad idea"?

http://ajp.psychiatryonline.org/article.aspx?Volume=97&page=1434&journalID=13


What you're speaking of is a person who's brain is in a state of
non-function, i.e. the mind is currently not a universal knowledge
creator.

But Komisarjevsky made a choice to rape the women before killing her.
This choice shows that his brain was in a state of function.

But a neurological disorder
appears to be just a special case of physical events giving rise to
thoughts and actions. Understanding the neurophysiology of the brain,
therefore, would seem to be as exculpatory as finding a tumor in it.

What does he mean by neurological disorder? Does he mean mental
disorder? If so, mental disorders are nothing more than people with
really bad ideas. They can be fixed by unlearning those bad ideas and
learning good ones.

Again, you seem to be skeptical that the brain has anything at all to do
with the mind. That the latter can float entirely free of the former. There
is a sliding scale here, to be sure. Certainly some people are skeptical
that depression is real, or anxiety, ADHD or schitzophrenia.

Depression and anxiety are psychological problems caused by
insufficient epistemology.

ADHD isn't real either. Kids have lots of energy and they don't want
to sit still in a chair for 8 hours in school. The solution is not to
pump them with medicine to calm them down. The solution is to let the
learning happen while standing, walking, running around. My girls and
I do lots of learning while standing/walking in front of vertical
boards rather than sitting in front of desks.

A psychotic episode, which is what psychiatrists call what happens to
people diagnosed with schizophrenia, is a state of brain non-function.
In such a state, the mind is currently not a universal knowledge
creator. Universal knowledge creation is guesses and criticisms. While



in a state of brain non-function, the mind can create guesses, but not
criticisms of those guesses. This is also what happens during the
dream state.

But there must
come a point where changing the actual anatomy of the brain has effects upon
the mind. If we took to your fusiform gyrus in the temporal lobe with a
scalpel you would suffer prosopagnosia (an inability to recognise faces).
The rest of your cognition might be entirely unaffected. This can be
described as a neurological disorder, can it not? Are you ruling out even
these types of disorders? http://en.wikipedia.org/wiki/Prosopagnosia

That is a brain disorder; the hardware is broken. So if neurological
equates to brain, then I'm with that.

I agree lots of psychology and psychiatry might be misguided. But you are
painted with too broad a brush here.

Its mental disorders that I don't agree with. The mind is ideas.

Psychiatrist see patients who complain about psychological problems.
Then the psychiatrist asks questions and starts to diagnose. Then he
might even go so far as to measure chemical imbalances in their
brains. And then he deduces that the chemical imbalances cause the
psychological problems.

But why does he think the causal chain is in that order? Its actually
in the other direction. Chemical imbalances are a result of
psychological problems. And psychological problems are a result of bad
ideas. In fact, all psychological problems are a result of
insufficient epistemology.

It can work both ways, no? I can give you MDMA and your brain will be
flooded with serotonin. Something will happen. Of course how you choose to
interpret this new content is up to you in some way but you cannot *choose*
not to experience this. This is proof that chemicals can affect thoughts and

http://en.wikipedia.org/wiki/Prosopagnosia


the causal chain can certainly be in the direction you seem to be skeptical
about.

Yes but in your example you've changed the state of the brain.

And with depression for example, what evidence is there that the brain
is malfunctioning? Their evidence is that chemicals are imbalanced.
But psychological problems caused by insufficient epistemology can
cause that. So why should we blame brain problems when we haven't
ruled out mind problems?

How can we make sense of our lives, and hold people accountable for
their choices, given the unconscious origins of our conscious minds?

Because we can choose to do better. Even if those two murderers had
brain tumors or were "diagnosed with schizophrenia", neither of these
problems causes people to have ideas like committing murder.

This is simply an article of faith, as I have stated before. We don't know
enough about neuroscience - or science more broadly - to say this. Who knows
where ideas come from at the level of the brain? It's all very well to say
that it's the wrong level of description to say that ideas are caused by
chemicals - it's entirely another to rule out any connection at all between
the different levels of explanation. Ideas cannot arise in the mind in
contravention of the laws of physics. Whatever the cause of ideas - they
must be consistent with the laws of physics. Being skeptical that the
neurochemistry of the brain is at all relevant, is closing a door to
progress. What if we learn that ingesting certain chemicals, engineering
certain parts of the brain, etc - make some ideas easier to have? Make some
ideas less easy to have? Make thoughts of murder more or less likely?

Here is an experiment: allow one group of people large amounts of alcohol
and observe. This happens many weekends in most civilised cities.
Observation? Often an increase in violence.



Yes. And those could have chosen not to drink alcohol.

Also, they wanted violence. I've seen this first hand many times. I
know people that are upset about things and then when they get drunk,
those emotions come out with violence against random people. But he
was upset because of insufficient epistemology. He was a guy who
consistently trusted his friends and they kept screwing him. Had he
learned that trust, self-sacrifice, other-people-oriented, doing the
same thing consistently while expecting different results, are all
irrational ideas. When he learns these things, he will no longer be
upset, and when he gets drunk, he won't be violent.

Allow another group of similar people no alcohol but lots of MDMA. This
happens at many dance-parties where alcohol is *not* sold but drugs are in
plentiful supply. Observation? No violence. Lots of hugging.

Yes. Alcohol seems to change the brain state causing a decrease in the
criticism portion of the guess/criticism knowledge creation method.
But the ideas of violence were already there.

MDMA changes the brain state causing elation.

With both alcohol and MDMA, the brain is still functional enough for
the mind to be a universal knowledge creator. People with those things
in their system are still able to make good choices but that ability
is definitely weakened. But these people chose to take those drugs.

Is the *only* level of explanation that involving ideas? Or at some point in
the explanation must we actually mention the presence of the alcohol and the
MDMA?

Its not necessary to mention presence of them because people chose to
put them in the bodies.

-- Rami



From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Educational Research in Practice, 3
Date: April 8, 2012 at 1:30 PM

http://curi.us/1550-educational-research-in-practice-3

-- Elliot Temple
http://fallibleideas.com/

http://curi.us/1550-educational-research-in-practice-3
http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] ought vs is
Date: April 8, 2012 at 9:04 PM

On 09/04/2012, at 1:18 AM, "Elliot Temple" <curi@curi.us> wrote:

On Apr 7, 2012, at 9:17 PM, Brett Hall wrote:

On 08/04/2012, at 11:51 AM, "Elliot Temple" <curi@curi.us> wrote:

There is thus much convergence between these two philosophers on these 
topics but Sam and David appear to diverge - slightly - on some interesting 
points. Yet i am yet to discover if this makes any practical difference 
whatsoever on specific ethical questions. What specific moral question might 
David (and thinkers like him on morality) and Sam (and thinkers like him on 
morality) actually disagree upon?

For example: David Deutsch likes Ayn Rand's moral ideas. Sam Harris 
disagrees a lot.

We disagree on what the words "a lot" mean. He disagrees strongly with some of 
what she says. Not with a lot of what she says. So depends on what you mean by 
a lot, there.

Here's a specific example of Harris that Deutsch (and I) won't agree with:

http://www.samharris.org/blog/item/how-to-lose-readers-without-even-trying/

Harris is anti-billionaire, thinks many of our best wealth creators are harming us, 
and denounces his own offended audience because, it looks like, he's closed 
minded regarding dissent on this issue.

And this is plain false. He is far from being anti-billionaire. I urge anyone else 
following this discussion to simply follow that link and read what Harris actually 
says about billionaires and capitalism and also read some of the other Harris 
essays I link to where he clearly says that he is not against wealth and not a 
socialist. As a long time follower of Harris I can tell you he is not anti billionaire, 

http://www.samharris.org/blog/item/how-to-lose-readers-without-even-trying/


anti capitalist or socialist. This is an excerpt from that very article that might 
assuage some of the concern about Harris as being a step away from being a 
member of the Castro family:

"For what it’s worth—and it won’t be worth much to many of you—I understand 
the ethical and economic concerns about taxation. I agree that everyone should 
be entitled to the fruits of his or her labors and that taxation, in the State of 
Nature, is a form of theft. But it appears to be a form of theft that we require, 
given how selfish and shortsighted most of us are."

And there's lots more that Sam writes in the same spirit about that. Sam is 
deliberately responding to some of the problems in the United States and is softly 
suggesting that one solution might be some more generosity on the part of the 
richest towards the poorest. To even suggest this, of course, raises the hackles of 
some and draws out charges of socialism faster than a Catholic calls others 
sinners.

This particular article came up on my google search because it has text by 
Harris about Rand:

Objectivism—a view that makes a religious fetish of selfishness and disposes 
of altruism and compassion as character flaws. If nothing else, this approach 
to ethics was a triumph of marketing, as Objectivism is basically autism 
rebranded. And Rand’s attempt to make literature out of this awful philosophy 
produced some commensurately terrible writing. Even in high school, I found 
that my copies of The Fountainhead and Atlas Shrugged simply would not 
open.

And I say this as someone who considers himself, in large part, a 
“libertarian”—and who has, therefore, embraced more or less everything that 
was serviceable in Rand’s politics. The problem with pure libertarianism, 
however, has long been obvious...

Notice that? Notice where he says "embraced more or less everything that was 
serviceable in Rand's politics" ? Does this falsify your idea that Sam Harris 
disagrees " a lot? "

He disagrees with a certain type of selfishness fetishism. The belief that 
selfishness itself is a goal worth pursuing and not simply a means. One reason is 



that this particular ethics is very very hard to export to other thinking people. They 
find it odious. And for good reason. It's just bad philosophy. Genuine selfishness 
means not making progress or solving problems. It's just about amassing stuff - at 
the expense if everyone else. The people who like this kind of selfishness - well, 
they become a cranky sub culture that it's hard to reach through reason. So when 
solutions to huge problems like: massive unemployment - are suggested by Sam 
- who gently suggests that sitting atop a pile of money to the tune of some 
hundred billions in personal wealth and doing nothing with it but guarding it like a 
dog with a bone and on principle not (re) investing it in stuff that could solve 
problems - that itself is a problem. The problem is that there is the means to help 
solve problems and yet a lack of interest and that affects everyone. So perhaps 
just for the short term until we manage to persuade rich people to help solve 
more problems more quickly - it might be more ethical to trump "ownership" of 
some small amount of that money with a deeper ethical principle that solves 
some problems...like investing it. If the owner won't then the government will. Not 
all of their. Assize wealth - just some. That they will barely notice. They will still 
have enough to spend on multiple homes, cars, cakes and cocaine but we will 
take just some to help feed some starving people, cure some sick and fix a 
bridge. But even this, most measured and minimal of ideas - is regarded as some 
sort of socialist take over. No other solutions are proposed. The government 
made bad decisions and now there's no way to get to work because the trains 
won't run and the bridges are broken and the fuel is too expensive. Why won't the 
rich help? That's right, they don't care. Should we make them? If some poor 
person is using their universal knowledge creation mind to simply find food each 
day rather than (potentially) a cure for cancer - who should help if the government 
can't? Maybe a rich person? What if they don't? Maybe the rich person must be 
convinced...and maybe we don't have time to convince them?

This is disagreeable throughout as well as grossly ignorant of Rand's ideas. He 
admits to not reading her books,

*some* of her books

but then goes on to make things up about her anyway, e.g. that she's a 
libertarian (a "pure libertarian", even). Anyone familiar with Objectivism knows 
that Ayn Rand denounced libertarianism.



If what Harris mean to say is that he doesn't like capitalism very much,

He did not. If you read in full and carefully his central messages in 
http://www.samharris.org/blog/item/how-rich-is-too-rich/ and the essay that first 
spurned some of the vitriolic responses to what he said 
http://www.samharris.org/site/full_text/a-new-years-resolution-for-the-rich/ he is 
barely suggesting capitalism is bad. He is actually making a plea to very rich 
people to help poor people. First and foremost he wants rich people to take the 
initiative (they clearly rarely do! They just horde their money! They know a lot 
about making money for themselves it seems but their knowledge extends rarely 
into other areas like, say, morality or an interest in science or progress or 
philosophy. There are exceptions - but too few.) he wants them to do some moral 
things like invest in infrastructure because the government can't afford to. This 
would help with unemployment. Harris suggests that lots of rich people working 
together and coordinating solutions to economic problems would be a good idea. 
One of his solutions isn't even about coercion at all. It's about getting rich people 
to pool their resources and come up with solutions. But even this idea got a lot of 
criticism. It seems you can't even suggest a solution for a rich person. Even that 
is regarded as being a coercive socialist. No one should ever be given a 
suggestion for what to do with their money

I don't know why so many non-rich people jump to the defence of the rich...they 
don't need defending. It's like medieval serfs wanting to argue for the Baron in the 
castle being able to have the best stuff while they actually deserve to stay out in 
the barn. It's weird. The rich have so much...they don't need the help of smart 
people like you Elliot. But I can think of lots and lots of the population that could 
use your help and knowledge and so forth. This is the great irony of a selfish 
objectivism and capitalism. You can be a capitalist...but you can be a nice 
capitalist who wants to give people opportunity...not just let rich people sit on their 
money. Nice in that you are willing to use your power (I.e money and resources) 
to give more people opportunity to create their own wealth and make progress. I 
know that in my country - Australia - our richest billionaires make lots of money 
from just digging up our resources (coal mainly but also other rocks) and then 
their personal bank balances just get bigger and bigger and bigger. They do 
important mark - at least their workers do - in changing useless rocks into metals 
and this gets exported overseas where it's made into even more useful stuff. But 
then what do they do with their personal profits? They don't use this money to 
build research institutions or hospitals or do anything much useful. Now and 
again one of them might make a tokenistic donation to some cancer institute or 
whatever but this is the exception. They think they know best what to do with 

http://www.samharris.org/blog/item/how-rich-is-too-rich/
http://www.samharris.org/site/full_text/a-new-years-resolution-for-the-rich/


money.

One of them in our country (Lang Hancock) was a billionaire who made his 
money by using his employees and equipment to dig up iron ore from the 
Australian land. I think he got there first or something. When he died he just left 
his money to his sons and daughters. Now they're fighting over it. It's not really 
making progress or solving problems. It *could* be doing that. Instead it's just 
sitting in accounts. What could it be doing? How many vast amounts of money 
are just like this? How urgent are our problems? David quoted one of his mentors 
when he said "the problem is to make our mistakes as fast as possible". Money 
sitting stagnant in an account isn't helping this. There's a chance we won't make 
infinite progress. Some other people might. I want us to. So I want rich people to 
do something other than just sit on their money. It seems like our era is one 
where we have the most rich people ever and also the most inert. Some 
exceptions like Bill Gates and Warren Buffett infest in good research and 
solutions to problems like aids and malaria in Africa...but these are shining 
exceptions. Lots of billionaires just buy more houses that sit empty or cruise 
liners, or drugs or...maybe worst of all...sit in their accounts that just get passed 
on to their children who never earned it after they die. And then you have a whole 
other problem. You have even stupider people in charge of even greater wealth 
who have no interest or knowledge in how to create more because they were 
brought up badly. Can you think of any dumb celebrity children of billionaires set 
to inherit lots of money they didn't earn? Will they solve problems beyond where 
to get more cars and cocaine with this wealth?

at least in its principled and consistent form, then that's a large disagreement 
with Deutsch. I wonder, how are we to get progress, new technologies and all 
the other wonderful stuff we want, if not by capitalism? Whatever Harris' view on 
that, it is not our view.

As Harris says it seems capitalism is the best vehicle for this. Certainly socialism 
is not. But capitalism contains misconceptions. What are some? People can 
make irrational decisions. Really rich people get that way because they are smart 
- but maybe only in a very narrow area. They *might* be more ruthless and less 
moral more generally. This is rewarded with more wealth in a perverse cycle. 
Once a rich person has vast amounts of wealth they actually *don't* reinvest it in 
useful things. They waste it.

So capitalism might be the best we have but it's far from perfect. It can in some 
important ways hamper making progress, creating new technologies and so forth 



because many people who have the power to make this progress *simply are not 
interested in doing so*. Some don't like science or scientists. Some absolutely 
hate philosophers and intellectuals of any sort. We have Clive Palmer here in 
Australia. Another miner and a public hater of anyone with a scientific leaning. 
The billions in his bank account - what's he going to do with them? Make 
progress? Invest in new technologies? Be a good capitalist (good as in effectively 
generating more wealth through creating new things to sell and market?). Maybe. 
But maybe he's just going to sit on his pile of gold and eat lots and snort lots of 
cocaine. Or maybe he's going to sponsor some medical lab. Or quantum 
computation lab. Or some astrophysicists. Or chemists. Or not.

Recently our government in Australia proposed the "super profits tax". Basically 
because Australia is being dug up by miners and the stuff exported to China 
where it's used to make stuff we are in boom times. The government suggested 
that maybe when a company makes a "super profit" of over $75 million in one 
year and then they have to pay something like 30 or 40% in tax. None of them 
wanted to pay it. They're still ring to get out of it by sponsoring ads and trying to 
change the government. Point is that the government is wanting to invest in super 
high speed broadband infrastructure across the whole country (and our land 
mass is almost the same as the united states). This is a huge technological 
undertaking that no private company wanted to take on. A mining company 
certainly didn't. The whole while these policies were suggested Clive Palmer and 
the daughter of Lang Hancock have sponsored the government opposition so that 
progress with the broadband is not made and the taxes are not levied. They still 
might win the next election. I'm not fussed personally because progress may 
come in other ways but my point is that capitalism and rich people don't always 
agitate for knowledge creation and better technology. Sometimes rich people are 
dumb about lots of things and short sighted and their only motivation is the 
protection of their own pile of gold like some sort of dragon in a fantasy story. 
They literally have no use for most of their wealth but there is no way they are 
sharing it or using it for anything good. They just want more. Do you agree people 
can be like this? Is this a problem? What's the solution?

Sometimes it seems like progress is hampered by capitalism and sometimes 
using tax money is actually a more efficient way of making progress. I wonder 
how often this might be the case that rich people and big companies get in the 
way of progress?

Besides the main points, this happens to contain another major disagreement. 



Harris and Deutsch disagree so much that this will happen often. The comments 
about autism are revealing of some aspects of Harris' thinking that are in stark 
contrast to how Deutsch or I would see things. Autism is a fake disease used 
primarily to hurt children. So Deutsch rejects the concept. Harris likes it so much 
that he wants to expand to use beyond just children to all sorts of people he 
doesn't like.

Deutsch agrees with Szasz a great deal about mental illness, while Harris 
apparently does not. For what it's worth -- I do not think this is a mere 
coincidence -- Szasz also has political views similar to Deutsch, Rand and 
myself, and again in contrast to Harris.

You're probably right about that. I don't know enough about autism to comment 
properly. I have read what you say about some of this, what TCS people say and 
so forth. I also read what some others who spend their life working in this area 
say. For now I personally find it too confusing to make a decision either way. I 
think there are undiscovered facts to be known and better explanations. There 
might be only one kind of person - universal knowledge creator - but maybe some 
ways of being a ukc are moe efficient than others? More moral than others? 
Perhaps ukc's come up with more solutions when cooperating - or not? I don't 
know. If cooperation helps make progress faster and a certain personality type 
never cooperates or actively seeks to diminish the contribution and enthusiasm of 
others for solving problems then maybe this way of being a ukc is bad- bad in the 
sense that it can slow down progress. I don't know. Maybe someone labelled 
autistic solves problems even faster? Maybe autistic people try to coerce other 
people or themselves more often and this is a convenient label for that? I have 
only questions and no knowledge about this.

Here is their disagreement as I see it:

Elliot says that an "is" is a fact. Sam says that properly constructed, "oughts" 
reduce to facts as well. They are facts about well being. You ought to do what 
increases well being.

That is empty. You might just as well say, "You ought to do what is morally 
good."

I think this means doing what makes progress and this means creating 
knowledge.



Because it's empty, it's easy to fill in the details with your own ideas, or ideas 
from BoI. But Harris hasn't advocated our view on progress and knowledge 
creation.

I think he would. He is a fan of Deutsch. He has read BoI. Again, I don't see that 
there would be conflict between the central thesis about progress and knowledge 
creation and Harris' ideas about well being.

I can't think of an example of where you might want to create knowledge and 
(and in the process lower well being) or increase well being (requiring no 
knowledge creation).

Some interesting cases come to mind: what if a terrorist ( or whole nation) 
wants to create the knowledge to develop a weapon to kill their enemies? 
What if they are religious fanatics and they want to set off a new bio weapon or 
nuclear weapon in New York? Should we stop them from creating the requisite 
knowledge? Obviously - something trumps *their* desire to create knowledge 
and make progress in this regard. What is our primary concern? Increasing our 
knowledge about how to stop them in time. But why? So we can simply create 
more knowledge? Perhaps. But this seems to me to be entirely consistent with 
Sam's thesis that this might just be a proxy of sorts for what we immediately 
are trying to do: safeguard the well being of all the people in New York. It 
seems what we ought to do is value the well being of the New Yorkers not the 
knowledge creation of the terrorists.

What's needed here is conflict resolution.

Conflicts can be dealt with by two main approaches:

1) persuasion (this is the truth-seeking approach which tries to create 
knowledge of what would be better for everyone than their current conflicting 
ideas)

2) force (this is anything that isn't truth-seeking)

Unfortunately, persuasion can be sabotaged unilaterally. Truth-seeking and 
cooperative take active effort and good intentions by all sides.

It would be better for everyone if everyone wanted to create knowledge of a 



solution. If some people refuse this, they are on the side of force, even if a part 
of the activity they are doing by force involves learning something.

As a simple example, they might refuse to negotiate a peace treaty then go 
spend an hour learning to shoot a gun, then shoot people. They created some 
knowledge at one step in that process, but they weren't living a lifestyle of 
progress, knowledge creation, error correction, and rational dispute resolution.

Agreed. Harris is very concerned about those times and places where force is 
used. That seems to be his focus. He admits as much to being somewhat of a 
pessimist in these matters - but I don't think he really means pessimist in the 
sense David means it. David has also, in interviews, said stuff about there being 
a possibility that it won't be us humans here on earth that make infinite progress 
because we might choose not to. This is actually Harris motivation a lot of the 
time. He looks at stuff like terrorism and thinks it's not much of a stretch to 
imagine Osama Bin Laden types getting hold of weapons of mass destruction 
before we know what to do about it. Harris advocates making fast progress in 
light of this fact that some people are actually not able to be persuaded in 
time...and so we have to use force of course. This then runs through with a bunch 
of other stuff...like rich people aren't doing stuff fast enough to help everyone else 
because the situation might be more urgent on his analysis. Problems with bad 
people getting hold of terrible technology is a problem not like in the past. No 
matter how evil Ghengis Khan was he  never had the power to destroy all of 
humanity. A terrorist one day on earth might. That might be soon. Trying to 
persuade people that progress is therefore needed might not be as useful then as 
forcing them (through tax, etc).

So - Harris is not a socialist. He does not hate billionaires. He does not think 
capitalism is a perfect system. All quite reasonable. He also thinks compassion is 
more likely to help make progress than selfishness of the sort many multi-
billionaires are engaged in. I think the latter is not only also true but more 
marketable.

Brett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] ought vs is
Date: April 8, 2012 at 9:49 PM

On Apr 8, 2012, at 6:04 PM, Brett Hall wrote:

On 09/04/2012, at 1:18 AM, "Elliot Temple" <curi@curi.us> wrote:

On Apr 7, 2012, at 9:17 PM, Brett Hall wrote:

On 08/04/2012, at 11:51 AM, "Elliot Temple" <curi@curi.us> wrote:

There is thus much convergence between these two philosophers on these 
topics but Sam and David appear to diverge - slightly - on some interesting 
points. Yet i am yet to discover if this makes any practical difference 
whatsoever on specific ethical questions. What specific moral question might 
David (and thinkers like him on morality) and Sam (and thinkers like him on 
morality) actually disagree upon?

For example: David Deutsch likes Ayn Rand's moral ideas. Sam Harris 
disagrees a lot.

We disagree on what the words "a lot" mean. He disagrees strongly with some 
of what she says. Not with a lot of what she says. So depends on what you 
mean by a lot, there.

SH (Sam Harris) disagrees with AR (Ayn Rand) on lots of big stuff like:

- attitude to the rich
- selfishness
- altruism
- whether she is a "terrible" writer
- whether her thinking constitutes a religious fetish (which is a strange mixing of 
concepts)
- whether Objectivism is autistic
- what autism is
- whether Objectivism is an "awful philosophy"
- whether the distinction between libertarianism and Objectivism is worth learning



- whether Atlas Shrugged and The Fountainhead are good books, or worth 
reading, or not
- whether an unspecified number of AR's political ideas are "serviceable" or not

And those are just the disagreements from a couple paragraphs. Some of them, 
e.g. his statement that AR's philosophy is "awful", communicate that he has a 
number of large disagreements which he didn't explain in the article.

What does he agree on?

Here's a specific example of Harris that Deutsch (and I) won't agree with:

http://www.samharris.org/blog/item/how-to-lose-readers-without-even-trying/

Harris is anti-billionaire, thinks many of our best wealth creators are harming 
us, and denounces his own offended audience because, it looks like, he's 
closed minded regarding dissent on this issue.

And this is plain false. He is far from being anti-billionaire. I urge anyone else 
following this discussion to simply follow that link and read what Harris actually 
says about billionaires and capitalism and also read some of the other Harris 
essays I link to where he clearly says that he is not against wealth and not a 
socialist. As a long time follower of Harris I can tell you he is not anti billionaire, 
anti capitalist or socialist. This is an excerpt from that very article that might 
assuage some of the concern about Harris as being a step away from being a 
member of the Castro family:

"For what it’s worth—and it won’t be worth much to many of you—I understand 
the ethical and economic concerns about taxation. I agree that everyone should 
be entitled to the fruits of his or her labors and that taxation, in the State of 
Nature, is a form of theft. But it appears to be a form of theft that we require, 
given how selfish and shortsighted most of us are."

And there's lots more that Sam writes in the same spirit about that.

Setting aside who is right, that spirit of SH is one that me, DD (David Deutsch) 
and AR disagree with.

http://www.samharris.org/blog/item/how-to-lose-readers-without-even-trying/


Let's take it one step at a time. You can't argue that SH and DD agree just by 
trying to argue why you think SH has a good view on politics.

I think it's important to understand what the sides are before judging who is right. 
And understanding what they are requires being able to tell the difference 
between them, e.g. to see how AR and SH greatly differ. Both of them would be 
happy to tell you they differ. SH just did. I think there's a substantial 
misconception behind denial that SH majorly disagrees with the philosophy he 
dismisses as "awful" and throws quite harsh insults at (e.g. "fetish" and "autism").

Sam is deliberately responding to some of the problems in the United States 
and is softly suggesting that one solution might be some more generosity on the 
part of the richest towards the poorest. To even suggest this, of course, raises 
the hackles of some and draws out charges of socialism faster than a Catholic 
calls others sinners.

As reasonable as you find SH's position, some people disagree with it, including 
AR. What's the problem with accepting that?

This particular article came up on my google search because it has text by 
Harris about Rand:

Objectivism—a view that makes a religious fetish of selfishness and disposes 
of altruism and compassion as character flaws. If nothing else, this approach 
to ethics was a triumph of marketing, as Objectivism is basically autism 
rebranded. And Rand’s attempt to make literature out of this awful philosophy 
produced some commensurately terrible writing. Even in high school, I found 
that my copies of The Fountainhead and Atlas Shrugged simply would not 
open.

And I say this as someone who considers himself, in large part, a 
“libertarian”—and who has, therefore, embraced more or less everything that 
was serviceable in Rand’s politics. The problem with pure libertarianism, 
however, has long been obvious...

Notice that? Notice where he says "embraced more or less everything that was 
serviceable in Rand's politics" ? Does this falsify your idea that Sam Harris 
disagrees " a lot? "



No, he's saying he believes substantial parts of her political view -- which, by the 
way, comes as a unified, consistent whole -- are false. And he considers some of 
her other views even worse.

He disagrees with a certain type of selfishness fetishism. The belief that 
selfishness itself is a goal worth pursuing and not simply a means. One reason 
is that this particular ethics is very very hard to export to other thinking people. 
They find it odious. And for good reason. It's just bad philosophy.

You're arguing that AR's ideas are bad, so SH is right to condemn them.

You also argue that there isn't a substantial disagreement between SH and AR.

This is mixing up issues.

If AR is wrong, and SH explains why to you, then AR and SH disagree! A lot!

Genuine selfishness means not making progress or solving problems.

You are expressing strong disagreement with AR. Just like SH expressed strong 
disagreement with AR.

I, and DD, on the other hand, agree with AR.

So will you now concede that there is a disagreement here? If not, why not?

It's [AR's selfishness] just about amassing stuff - at the expense if everyone 
else.

This statement demonstrates major ignorance of AR's point of view.

I don't know why so many non-rich people jump to the defence of the rich...they 
don't need defending.

Did John Rockefeller need defending against anti-trust?



Did John Rockefeller do a world-changing amount of good for the non-rich that 
would (and did) reasonably inspire-persuade people to like and appreciate him, 
and be happy to help him?

It's like medieval serfs wanting to argue for the Baron in the castle being able to 
have the best stuff while they actually deserve to stay out in the barn. It's weird. 
The rich have so much...they don't need the help of smart people like you Elliot. 
But I can think of lots and lots of the population that could use your help and 
knowledge and so forth. This is the great irony of a selfish objectivism and 
capitalism. You can be a capitalist...but you can be a nice capitalist who wants 
to give people opportunity...not just let rich people sit on their money. Nice in 
that you are willing to use your power (I.e money and resources) to give more 
people opportunity to create their own wealth and make progress.

Since when have we said a single word of censure regarding John Rockefeller's 
philanthropy?

You are arguing without understanding our point of view and it does not address 
our actual views. We do value giving people opportunity for upward mobility, as 
e.g. Rockefeller did, and more generally as capitalism does.

Why don't you read AR's _Capitalism: The Unknown Ideal_ and _The Virtue of 
Selfishness_. I think you will, in reading her views, gain a better grasp of what 
they are, and therefore see how they differ from SH's.

For example she has an essay, "America's Persecuted Minority: Big Business". 
Above you wonder why people disagree with you on this topic. The information is 
available if you'd like to find out.

Sometimes it seems like progress is hampered by capitalism and sometimes 
using tax money is actually a more efficient way of making progress. I wonder 
how often this might be the case that rich people and big companies get in the 
way of progress?

That's not the view of me, DD or AR, but is the view of you and SH. So we 
disagree. OK?



Besides the main points, this happens to contain another major disagreement. 
Harris and Deutsch disagree so much that this will happen often. The 
comments about autism are revealing of some aspects of Harris' thinking that 
are in stark contrast to how Deutsch or I would see things. Autism is a fake 
disease used primarily to hurt children. So Deutsch rejects the concept. Harris 
likes it so much that he wants to expand to use beyond just children to all sorts 
of people he doesn't like.

Deutsch agrees with Szasz a great deal about mental illness, while Harris 
apparently does not. For what it's worth -- I do not think this is a mere 
coincidence -- Szasz also has political views similar to Deutsch, Rand and 
myself, and again in contrast to Harris.

You're probably right about that. I don't know enough about autism to comment 
properly. I have read what you say about some of this, what TCS people say 
and so forth. I also read what some others who spend their life working in this 
area say. For now I personally find it too confusing to make a decision either 
way. I think there are undiscovered facts to be known and better explanations. 
There might be only one kind of person - universal knowledge creator - but 
maybe some ways of being a ukc are moe efficient than others? More moral 
than others? Perhaps ukc's come up with more solutions when cooperating - or 
not? I don't know. If cooperation helps make progress faster and a certain 
personality type never cooperates or actively seeks to diminish the contribution 
and enthusiasm of others for solving problems then maybe this way of being a 
ukc is bad- bad in the sense that it can slow down progress. I don't know. Maybe 
someone labelled autistic solves problems even faster? Maybe autistic people 
try to coerce other people or themselves more often and this is a convenient 
label for that? I have only questions and no knowledge about this.

Autism isn't about cooperating or not, it's about deviance, dissent and thinking 
outside the box. The majority want the deviants to cooperate on the majority's 
terms. The deviants want to cooperate on terms they judge to make sense. The 
majority then uses psychiatric labels as an excuse to use force against the 
deviant minorities.

To cooperate about something, people need to agree enough, need to find some 
mutually beneficial project to pursue in collaboration, and need to want to do this. 
Sometimes -- often -- that doesn't happen. In that case they should leave each 



other alone. But psychiatry persecutes some minorities instead of leaving them 
alone.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Lulie Tanett <www@lulie.org>
Subject: Re: [BoI] ought vs is
Date: April 9, 2012 at 10:03 AM

On 8 Apr 2012, at 10:13, Rami Rustom wrote:

On Sat, Apr 7, 2012 at 11:17 PM, Brett Hall <brhalluk@hotmail.com> wrote:

<snip>
Elliot says that an "is" is a fact. Sam says that properly constructed, "oughts" 
reduce to facts as well. They are facts about well being. You ought to do what 
increases well being. I think this means doing what makes progress and this 
means creating knowledge. I can't think of an example of where you might 
want to create knowledge and (and in the process lower well being) or 
increase well being (requiring no knowledge creation).

<snip>
My central question here is: if one person thinks morality is all about ensuring 
that we make progress through knowledge creation because all evil is caused 
by a lack of knowledge and another person thinks that what it takes to be good 
is to make decisions that move us in a direction that is towards greater well 
being (further from the worst possible misery for everyone) then is there a 
practical situation where their philosophies will generate different solutions? Is 
there even a thought experiment that will differentiate between these views? If 
there is not, then ultimately, who cares? Who cares if, in all possible worlds, 
two philosophies about morality always generate the same outcome?

But they don't generate the same outcome. Focusing on well-being is
like socialism. It creates a situation where everybody is concerned
about making everybody else happy. But how could anybody achieve that
when they don't know what makes anybody else happy? Its impossible.
Why? Because well-being is subjective and it can't be measured.

But focusing on the what is objective works great. Since each person
can only know what makes himself happy,

Each person can't even know that, just have guesses. Most people have poor 
self-knowledge. And one could guess for other people too. What's the reason for 
knowing most about oneself?

My initial guess is that people know most about the culture/memes, then about 



themselves, then about other individuals. If 'knowing most about' is the criterion 
for who to focus on when making moral choices, having knowledge of the culture 
wins so you'd be able to make choices designed to make the culture at large 
happy. (This argument has lots of holes. Just trying to illustrate there's more to 
factor in than what you know about.)

each person should do what
they prefer. This goal is attainable and it leads to increased
well-being.

So focusing on well-being isn't necessarily socialism -- you're suggesting a way it 
could be done via selfishness.

So instead of all of us focusing on each other's well-being,

I thought Brett was suggesting focusing on a well-being in general, including 
ourselves, rather than focusing on other people necessarily.

(But then as Elliot pointed out, this phrase becomes empty for our problem -- just 
means 'what is good'.)

we should
focus on *allowing* each other to do what makes us increase our
well-being. This means that we should all adopt the method of finding
common preferences and the philosophies of TCS and ARR and we should
stop self-sacrifice, compromise.

What if someone is self-sabotaging? What about the people who know more 
about how to please others than please themselves?

What do you think causes low well-being? Its TCS-coercion. Its other
people doing things to me with my best interest in mind but its what
they know that is best for me. But how can my parents or my school
know what is best for me, i.e. what increases my well-being? They
can't know such things. They don't know what is in my mind.

Lets consider a specific example. Would you say if we were to focus on
well-being, then this also means that I should concern myself with
other people's emotions? And that it means that others would hold me
accountable for how my actions *made* them feel?



Well, yes. Avoiding hurting someone or inadvertently coercing them is a good 
thing in both philosophies, surely? If something you do hurts someone, are you 
not at least partly responsible? Given you could have done something that does 
not hurt them (and, because problems are soluble, you could have done 
something that both does not hurt them and gets you whatever you wanted when 
you were doing the thing in the first place).

It's true that people should be less sensitive also, but I don't see how that makes 
any difference to your own responsibility.

--
Lulie Tanett



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Testing Subjective Ethical Claims
Date: April 9, 2012 at 6:27 AM

The Dalai Lama believes a lot of strange things. Yet Buddhism more
generally as a "system" seems to embrace the idea of progress: they
are open to changing their beliefs as new knowledge is created. They
think of themselves as adhering less to dogma than other religions and
more open to good explanations. For some people, this means Buddhism
is not a religion in the typical sense - despite some ridiculous
ideas.

Today the Dalai Lama tweeted:

"As you develop a more compassionate attitude, you feel less anxiety,
while your determination and self-confidence increase."

This might be nonsense. It almost sounds like new-age mumbo-jumbo. But
maybe there is also something worth knowing here. Maybe the Dalai Lama
here is presenting what he regards as genuine knowledge about
conscious states of the mind, discovered over many years and refined
by investigators of the mind. Maybe this is a true distillation of
some knowledge about how the human mind works.

Is this testable? Can we privately each discover this for ourselves?
Try to be more compassionate and then find out if we feel less anxiety
and become more determined and more self-confident? Maybe cultivating
certain states of mind helps to foster other states? Maybe simply
trying to be more compassionate makes one more determined and helps
make more progress?

Maybe actively trying to be less compassionate does the opposite and
leads to people being less determined (more lazy) and hence less
likely to solve problems?

Brett.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] ought vs is
Date: April 9, 2012 at 4:51 AM

On 09/04/2012, at 11:49 AM, "Elliot Temple" <curi@curi.us> wrote:

On Apr 8, 2012, at 6:04 PM, Brett Hall wrote:

On 09/04/2012, at 1:18 AM, "Elliot Temple" <curi@curi.us> wrote:

On Apr 7, 2012, at 9:17 PM, Brett Hall wrote:

On 08/04/2012, at 11:51 AM, "Elliot Temple" <curi@curi.us> wrote:

There is thus much convergence between these two philosophers on these 
topics but Sam and David appear to diverge - slightly - on some interesting 
points. Yet i am yet to discover if this makes any practical difference 
whatsoever on specific ethical questions. What specific moral question 
might David (and thinkers like him on morality) and Sam (and thinkers like 
him on morality) actually disagree upon?

For example: David Deutsch likes Ayn Rand's moral ideas. Sam Harris 
disagrees a lot.

We disagree on what the words "a lot" mean. He disagrees strongly with some 
of what she says. Not with a lot of what she says. So depends on what you 
mean by a lot, there.

SH (Sam Harris) disagrees with AR (Ayn Rand) on lots of big stuff like:

- attitude to the rich
- selfishness
- altruism
- whether she is a "terrible" writer
- whether her thinking constitutes a religious fetish (which is a strange mixing of 
concepts)
- whether Objectivism is autistic



- what autism is
- whether Objectivism is an "awful philosophy"
- whether the distinction between libertarianism and Objectivism is worth 
learning
- whether Atlas Shrugged and The Fountainhead are good books, or worth 
reading, or not
- whether an unspecified number of AR's political ideas are "serviceable" or not

And those are just the disagreements from a couple paragraphs. Some of them, 
e.g. his statement that AR's philosophy is "awful", communicate that he has a 
number of large disagreements which he didn't explain in the article.

What does he agree on?

Some critics of one of Harris' books (The Moral Landscape) said, upon reading it, 
that he never needed to bother because none of it was original - Ayn Rand got 
there first. Apparently these people thought there were at least some similarities. I 
disagree with them that there are *that many* similarities.

I am no Rand expert. Forced to read some of her work some years ago (Atlas 
Shrugged - I should read it again - but did you know there is now a movie? I 
haven't seen it...and I also had to read some of her essays - I felt some ideas 
were fine. I thought she made some ethical progress and in my early 20s I 
thought i was an objectivist. But I began to find that not so much she but 
objectivism itself seemed to turn people into dislikable characters - mean and with 
a tendency to want to use objectivism to cache out some very bad ideas - but 
then people do this with quantum physics, hey? But people who called 
themselves objectivists sometimes were almost callous in some sense 
equivocating on what to do about disabled people and other needy people and In 
using my reason more I found that compassion not selfishness motivated action 
towards improvement of everyone better. It seems like we can lift all boats with 
the same tide of compassion and yet with selfishness you can get the very 
human tendency for some rich people to free ride on the back of the worker (I'm 
not a socialist!).

Anyways with Rand in particular, as others have observed she happily took social 
welfare because she needed it but then was critical that anyone else should have 
it. I suppose I don't want to get into a debate on Rand as that probably takes a 
whole other list. But to the point of your question:



Harris and Rand agree that reason is our best guide to correct moral choices. 
Faith is not. That's huge and disagrees with most of the planet. So they agree 
there. They both believe trying hard and setting goals are imperative for success. 
That you should develop your talents, try to overcome your weaknesses (you can 
hear Harris talk about this in his latest public speech on free will actually 
http://www.samharris.org/media/video - first video - it's during the questions 
towards the end if I remember correctly.) Realism - in the sense that reality exists 
- is something Rand and Harris have in common. This list is so long as to not be 
feasible to actually type out here. Let me stop with just a few more: Harris and 
Rand apparently agree upon:

The pursuit of happiness is a good thing (Harris generalises 'happiness' to a more 
encompassing concept of 'well being')
Consciousness exists (Dan Dennett and others would disagree with them)
Too much is made of the is-ought distinction.
Individual rights are important

So when Harris says he has taken what's serviceable with Rand's politics/ethics - 
I think he's being genuine.

Here's a specific example of Harris that Deutsch (and I) won't agree with:

http://www.samharris.org/blog/item/how-to-lose-readers-without-even-trying/

Harris is anti-billionaire, thinks many of our best wealth creators are harming 
us, and denounces his own offended audience because, it looks like, he's 
closed minded regarding dissent on this issue.

And this is plain false. He is far from being anti-billionaire. I urge anyone else 
following this discussion to simply follow that link and read what Harris actually 
says about billionaires and capitalism and also read some of the other Harris 
essays I link to where he clearly says that he is not against wealth and not a 
socialist. As a long time follower of Harris I can tell you he is not anti billionaire, 
anti capitalist or socialist. This is an excerpt from that very article that might 
assuage some of the concern about Harris as being a step away from being a 
member of the Castro family:

http://www.samharris.org/media/video
http://www.samharris.org/blog/item/how-to-lose-readers-without-even-trying/


"For what it’s worth—and it won’t be worth much to many of you—I understand 
the ethical and economic concerns about taxation. I agree that everyone 
should be entitled to the fruits of his or her labors and that taxation, in the State 
of Nature, is a form of theft. But it appears to be a form of theft that we require, 
given how selfish and shortsighted most of us are."

And there's lots more that Sam writes in the same spirit about that.

Setting aside who is right, that spirit of SH is one that me, DD (David Deutsch) 
and AR disagree with.

Ok. I might guess that. I'm not sure David has publicly spoken or written about his 
views on taxation, per se - has he?

Let's take it one step at a time. You can't argue that SH and DD agree just by 
trying to argue why you think SH has a good view on politics.

I think it's important to understand what the sides are before judging who is 
right. And understanding what they are requires being able to tell the difference 
between them, e.g. to see how AR and SH greatly differ. Both of them would be 
happy to tell you they differ. SH just did. I think there's a substantial 
misconception behind denial that SH majorly disagrees with the philosophy he 
dismisses as "awful" and throws quite harsh insults at (e.g. "fetish" and 
"autism").

I agree with you. There are key points of difference. But there are also places 
where they agree. I don't know that enumerating these further makes progress. 
No doubt we could some how tally up all their statements line by line and check 
for consistency - but who cares? I just did not think that your original claim about 
their disagreeing 'a lot' was necessarily clear about whether you meant 
'frequently' or 'strongly'. I thought the latter was correct - but the former is a bit 
hard to establish. On key point they disagree strongly. But there are many places 
where they agree. But - I think that is a silly exercise to worry where they do 
agree because any two people will be found to agree somewhere on something.

Sam is deliberately responding to some of the problems in the United States 
and is softly suggesting that one solution might be some more generosity on 
the part of the richest towards the poorest. To even suggest this, of course, 
raises the hackles of some and draws out charges of socialism faster than a 



Catholic calls others sinners.

As reasonable as you find SH's position, some people disagree with it, including 
AR. What's the problem with accepting that?

No problem at all. Why you do you think I have a problem accepting it? I simply 
observe the strong response that Harris gets when (imo) he suggests a solution 
to some problems. It is interesting that when solutions are suggested in physics 
you tend not to get very emotional responses. It *can* happen - of course - we all 
know that the multiverse view can get some physicists upset - but when people 
suggest ideas for (say) what dark energy is or whatever - it's not like this. When 
people suggest solutions for how to find cures for disease sometimes there's 
emotion. But when it comes to economic solutions to economic problems - people 
get so very upset and I was shocked when I read Sam's article about the flame-
mail he got about writing what seemed to be a carefully thought out dispassionate 
*idea* for a way of solving some of America's economic problems. Have the rich 
people contribute a bit more! It doesn't seem that big a deal. And like Sam points 
out - even him telling religious people that their ideas are silly doesn't get quite 
the same sort of vitriol. So anyways - that's my 'problem' if I have one at all - I 
share Sam's surprise that when it comes to economics - a sphere of human 
understanding that even David says isn't quite science, isn't quite philosophy - 
and so there's not an easy way to know good ideas from bad ones - people have 
stronger opinions on this than they do on just about anything else. That's just an 
observation of the kind of reaction SH got there to that piece.

Why do people get so emotional (not you, but maybe more broadly) when it 
comes to economics? Why did SH get such a tirade of emotional criticism when it 
came to suggesting that rich people should contribute more to solving economic 
problems in the USA? Why did people call him 'scum' for even suggesting such a 
thing?

This particular article came up on my google search because it has text by 
Harris about Rand:

Objectivism—a view that makes a religious fetish of selfishness and 
disposes of altruism and compassion as character flaws. If nothing else, this 
approach to ethics was a triumph of marketing, as Objectivism is basically 



autism rebranded. And Rand’s attempt to make literature out of this awful 
philosophy produced some commensurately terrible writing. Even in high 
school, I found that my copies of The Fountainhead and Atlas Shrugged 
simply would not open.

And I say this as someone who considers himself, in large part, a 
“libertarian”—and who has, therefore, embraced more or less everything 
that was serviceable in Rand’s politics. The problem with pure 
libertarianism, however, has long been obvious...

Notice that? Notice where he says "embraced more or less everything that was 
serviceable in Rand's politics" ? Does this falsify your idea that Sam Harris 
disagrees " a lot? "

No, he's saying he believes substantial parts of her political view -- which, by the 
way, comes as a unified, consistent whole -- are false. And he considers some 
of her other views even worse.

I agree he does. SH probably thinks his world view is consistent as well. Yet there 
are parts of his world view that are the same as ARs. So there's an intersection. 
Which means you can have some commonalities. Rejecting some doesn't mean 
you reject all. I don't know if a 'worldview' is a set of consistent statements or a 
broader explanation. I'm not entirely sure what 'world view' means. DD seems to 
have a worldview - set of core beliefs - and these are probably consistent - but I 
can't imagine trying to explain BoI using many less words than it took to write BoI 
(in other words *explain* it without simply quoting the whole thing).

He disagrees with a certain type of selfishness fetishism. The belief that 
selfishness itself is a goal worth pursuing and not simply a means. One reason 
is that this particular ethics is very very hard to export to other thinking people. 
They find it odious. And for good reason. It's just bad philosophy.

You're arguing that AR's ideas are bad, so SH is right to condemn them.

Some of them.

You also argue that there isn't a substantial disagreement between SH and AR.



No, I'm not. I suggest that they disagree some of the time. And it's serious. But 
then AR believed in induction so disagreed with Popper, didn't she? Does this 
mean their world-views are irreconcilable? Must we give up entirely on one of 
them altogether - or can you have parts of what each say? Can you ignore some 
bits? Do you just say 'that's not actually part of the world view"?

This is mixing up issues.

If AR is wrong, and SH explains why to you, then AR and SH disagree! A lot!

Okay. You think 'a lot' means 'strongly'. Fair enough. I can grant you that.

Genuine selfishness means not making progress or solving problems.

You are expressing strong disagreement with AR. Just like SH expressed strong 
disagreement with AR.

I, and DD, on the other hand, agree with AR.

So will you now concede that there is a disagreement here? If not, why not?

I always thought there was a disagreement. They disagree about stuff. And agree 
about some stuff. Like Popper and Rand. Like Popper and Everett. There exists 
disagreement - I never denied there was disagreement. I was just pointing out 
that there also exists agreement. Because it's obvious there is. I'm not sure we're 
getting anywhere with this though.

It's [AR's selfishness] just about amassing stuff - at the expense if everyone 
else.

This statement demonstrates major ignorance of AR's point of view.

Okay - that's strange. I didn't mean to say that AR's selfishness was just about 



amassing stuff. I thought I was careful not to. Indeed - checking what I wrote - the 
parenthetic [AR's selfishness] you inserted there isn't mine - and doesn't apply. 
So sorry if I seemed to be suggesting that. One point I am trying to make is that 
the type of selfishness that Rand promotes (virtuous or whatever) seems to 
enable people to slide towards completely oblivious selfishness that involves 
nothing more than amassing more and more stuff - at the expense of everyone 
else. Clearly this is not in the spirit of what she argued for - but then the problem 
becomes how it's so very easy to get this out of what she does write. Again, I'm 
not the first to observe that Rand's use of the word "selfish" is problematic 
because what she means by it is not what most people mean most of the time 
(just like 'free-will' and so someone who thinks that their selfish lifestyle of 
keeping all of their parents money and spending it on drugs and cars and clothes 
can somehow be perfectly justified by the fact that Ayn Rand said selfishness is a 
virtue. This particular type of philosophical problem - where a good philosopher 
uses a word or phrase that the common-man uses often - and then redefines it 
and then says something about why it's real or why it's good - approaches 
dishonesty. It's like a great philosopher could make an argument about the reality 
of the soul. Now most people who use the word soul don't really know what it 
means. But I'm pretty sure when it comes to Christians and Muslims and Hindus 
and Buddihists of certain types and so forth (most of the planet) they think it's 
some sort of ghost-like non-physical eternal thinking being that exists inside the 
body. Now imagine a philosopher who writes about how well - that's not true. But 
the soul *is* nonetheless real. It's just another word for "mind" and the mind is 
real.

Would such an approach be honest? Would it be good? Or would it be 
misleading? I feel like this sort of thing happens too often. Ayn Rand's selfishness 
seems to be this sort of thing. And her criticism of altruism seems to be a similar 
problem. Deliberately changing the meanings that most people would subscribe 
to these concepts. But I guess I have drawn myself into a Rand debate now...?

I don't know why so many non-rich people jump to the defence of the 
rich...they don't need defending.

Did John Rockefeller need defending against anti-trust?

Did John Rockefeller do a world-changing amount of good for the non-rich that 
would (and did) reasonably inspire-persuade people to like and appreciate him, 
and be happy to help him?



He was a good man. Yes he did. Sometimes governments make bad decisions. 
Sometimes the rich person is right. Sometimes they are wrong. Sometimes they 
spend their wealth on the right things. Sometimes they do not. They spend it on 
the wrong things. What to do about that - if we truly believe there is a wrong thing 
to spend money on? If we believe there are real priorities and some people 
cannot judge what they are?

It's like medieval serfs wanting to argue for the Baron in the castle being able 
to have the best stuff while they actually deserve to stay out in the barn. It's 
weird. The rich have so much...they don't need the help of smart people like 
you Elliot. But I can think of lots and lots of the population that could use your 
help and knowledge and so forth. This is the great irony of a selfish objectivism 
and capitalism. You can be a capitalist...but you can be a nice capitalist who 
wants to give people opportunity...not just let rich people sit on their money. 
Nice in that you are willing to use your power (I.e money and resources) to 
give more people opportunity to create their own wealth and make progress.

Since when have we said a single word of censure regarding John Rockefeller's 
philanthropy?

You are arguing without understanding our point of view and it does not address 
our actual views. We do value giving people opportunity for upward mobility, as 
e.g. Rockefeller did, and more generally as capitalism does.

Yes, sometimes it does. Sometimes it fails as well. What do we do when there are 
problems with capitalism? It's almost like when there are problems with 
democracy. Look now at places like Afghanistan. Given a completely fair election 
the people would democratically vote away their rights and install Sharia Law. 
Democracy would fail so you need some sort of benign dictatorship of sorts until 
the people learn what's best.

Capitalism is like this. Sometimes the rich people just can't get it right. They need 
help because they make bad decision after bad decision and people lose their 
jobs because the rich people don't understand good science or good philosophy 
or how to make good decisions. Not all the time. Sometimes. Mistakes are 
inevitable. But sometimes the rich people aren't the best ones to find the right 
solutions because all they are good at is whatever they've been doing *so far* to 
make money. And sometimes they aren't even good at anything necessarily (like 



rich kids who inherit their parents' fortune).

Why don't you read AR's _Capitalism: The Unknown Ideal_ and _The Virtue of 
Selfishness_. I think you will, in reading her views, gain a better grasp of what 
they are, and therefore see how they differ from SH's.

Okay, fair enough. I will read the first one (I haven't). I have read the second one - 
but I'll read it again. But like I said - I worry that she makes the error of redefining 
a word (selfishness) in such a way as to be almost unrecognisable from what 
most people think it means. Like physicists who win the Templeton Prize by 
saying that their idea of God has something to do with the Christian one. One 
doesn't even resemble the other but they both use the word "God".

For example she has an essay, "America's Persecuted Minority: Big Business". 
Above you wonder why people disagree with you on this topic. The information 
is available if you'd like to find out.

Thanks for that. I'll read this one too.

Sometimes it seems like progress is hampered by capitalism and sometimes 
using tax money is actually a more efficient way of making progress. I wonder 
how often this might be the case that rich people and big companies get in the 
way of progress?

That's not the view of me, DD or AR, but is the view of you and SH. So we 
disagree. OK?

Okay - but that seems against the spirit of fallibalism to believe that under all 
circumstances capitalism is the only solution to economic problems. I think 
*sometimes* capitalism is prone to errors that are not best corrected by the same 
sort of capitalism. I think sometimes government 'correction' is required because 
some capitalists can be wrong. This is, of course, if you believe that no 
government intervention could possibly be capitalist.



Besides the main points, this happens to contain another major 
disagreement. Harris and Deutsch disagree so much that this will happen 
often. The comments about autism are revealing of some aspects of Harris' 
thinking that are in stark contrast to how Deutsch or I would see things. 
Autism is a fake disease used primarily to hurt children. So Deutsch rejects 
the concept. Harris likes it so much that he wants to expand to use beyond 
just children to all sorts of people he doesn't like.

Deutsch agrees with Szasz a great deal about mental illness, while Harris 
apparently does not. For what it's worth -- I do not think this is a mere 
coincidence -- Szasz also has political views similar to Deutsch, Rand and 
myself, and again in contrast to Harris.

You're probably right about that. I don't know enough about autism to comment 
properly. I have read what you say about some of this, what TCS people say 
and so forth. I also read what some others who spend their life working in this 
area say. For now I personally find it too confusing to make a decision either 
way. I think there are undiscovered facts to be known and better explanations. 
There might be only one kind of person - universal knowledge creator - but 
maybe some ways of being a ukc are moe efficient than others? More moral 
than others? Perhaps ukc's come up with more solutions when cooperating - 
or not? I don't know. If cooperation helps make progress faster and a certain 
personality type never cooperates or actively seeks to diminish the contribution 
and enthusiasm of others for solving problems then maybe this way of being a 
ukc is bad- bad in the sense that it can slow down progress. I don't know. 
Maybe someone labelled autistic solves problems even faster? Maybe autistic 
people try to coerce other people or themselves more often and this is a 
convenient label for that? I have only questions and no knowledge about this.

Autism isn't about cooperating or not, it's about deviance, dissent and thinking 
outside the box.

I thought your position was that it did not exist?

The majority want the deviants to cooperate on the majority's terms. The 
deviants want to cooperate on terms they judge to make sense. The majority 
then uses psychiatric labels as an excuse to use force against the deviant 
minorities.



Can all people be classified into deviant and not-deviant. Or are people a mix of 
both? Is there a grey scale operative here? Can some people be so deviant of 
social norms as to be a danger to the rest of us? If so - what do we do about 
them?

To cooperate about something, people need to agree enough, need to find 
some mutually beneficial project to pursue in collaboration, and need to want to 
do this. Sometimes -- often -- that doesn't happen. In that case they should 
leave each other alone. But psychiatry persecutes some minorities instead of 
leaving them alone.

I agree fully. But I also think there are dangerous people who might even be so 
difficult to persuade (we simply don't know how to persuade them) that they need 
to be locked up. But then what? What if the fastest, cheapest way to get them to 
change their ideas is to help them along the way with drugs? It's not drugs on 
their own - but lets say trying to convince them not to kill people for fun, or steal 
stuff for fun, or murder people for religion, or whatever - is too hard to do without 
first giving them drugs? What if with drugs it only takes a week of therapy but 
without it takes 10 years? Maybe psychiatric intervention for these sort of people 
is important. Maybe there are examples like this where psychiatry is a genuine 
area of expertise.

Maybe it goes too far sometimes - and gets lots of things wrong and coerces 
people that shouldn't be. It makes many mistakes. But I know that there's lots and 
lots of violence *still* out there and dangerous people are a problem and locking 
people up doesn't solve everything (some dangerous people come out of prison 
even more dangerous because they learn new techniques of violence) - so I think 
psychiatry is integral to ensuring progress is not slowed by violent people. We 
can't just kill everyone who makes a bad decision (like stealing or murder, etc) 
can we? We also can't lock them up indefinitely, can we? Some people *are* 
harder to reason with, aren't they? Might drugs and psychiatry have a place in 
solving this sort of serious problem of what to do about violent people?

Brett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Testing Subjective Ethical Claims
Date: April 9, 2012 at 11:53 AM

On Apr 9, 2012, at 3:27 AM, Brett Hall wrote:

The Dalai Lama believes a lot of strange things. Yet Buddhism more
generally as a "system" seems to embrace the idea of progress: they
are open to changing their beliefs as new knowledge is created. They
think of themselves as adhering less to dogma than other religions and
more open to good explanations. For some people, this means Buddhism
is not a religion in the typical sense - despite some ridiculous
ideas.

Today the Dalai Lama tweeted:

"As you develop a more compassionate attitude, you feel less anxiety,
while your determination and self-confidence increase."

This might be nonsense. It almost sounds like new-age mumbo-jumbo. But
maybe there is also something worth knowing here. Maybe the Dalai Lama
here is presenting what he regards as genuine knowledge about
conscious states of the mind, discovered over many years and refined
by investigators of the mind. Maybe this is a true distillation of
some knowledge about how the human mind works.

Is this testable? Can we privately each discover this for ourselves?
Try to be more compassionate and then find out if we feel less anxiety
and become more determined and more self-confident? Maybe cultivating
certain states of mind helps to foster other states? Maybe simply
trying to be more compassionate makes one more determined and helps
make more progress?

Maybe actively trying to be less compassionate does the opposite and
leads to people being less determined (more lazy) and hence less
likely to solve problems?

It has been refuted at least as a moral claim that applies to everyone:

http://www.thenation.com/article/garbage-and-gravitas

http://www.thenation.com/article/garbage-and-gravitas


Christina Ricci [says] that The Fountainhead is her favorite book because it 
taught her that "you're not a bad person if you don't love everyone."

She reduced her bad, guilty feelings by reducing her attempts at compassionate, 
universal brother-love.

Similarly, I think any Objectivist who tried betraying his values would not find it a 
positive experience.

A reason people would feel good when being more compassionate is that they 
are already under pressure to be this way and actually doing it lowers their guilt. 
But as we saw above, it's not the only way to lower that guilt.

The Dalai Lama's tweet is vague. Maybe he meant something completely 
different than it sounds like. But I doubt it:

http://viewonbuddhism.org/immeasurables_love_compassion_equanimity_rejoicin
g.html

'Compassion and love are not mere luxuries.
As the source both of inner and external peace,
they are fundamental to the continued survival of our species.'
His Holiness the XIV Dalai Lama

Practice compassion to overcome cruelty. Compassion has the capacity to 
remove the suffering of others without expecting anything in return.

Compassion thus refers to an unselfish, de-tached emotion which gives one a 
sense of urgency in wanting to help others. From a Buddhist perspective, 

http://viewonbuddhism.org/immeasurables_love_compassion_equanimity_rejoicing.html


helping others to reduce their physical or mental suffering is very good, but the 
ultimate goal is to extinguish all suffering by stopping the process of rebirth and 
the suffering that automatically comes with living by reaching enlightenment.

Sounds altruistic.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] ought vs is
Date: April 9, 2012 at 1:03 PM

On Mon, Apr 9, 2012 at 3:51 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 09/04/2012, at 11:49 AM, "Elliot Temple" <curi@curi.us> wrote:

On Apr 8, 2012, at 6:04 PM, Brett Hall wrote:
On 09/04/2012, at 1:18 AM, "Elliot Temple" <curi@curi.us> wrote:

On Apr 7, 2012, at 9:17 PM, Brett Hall wrote:
On 08/04/2012, at 11:51 AM, "Elliot Temple" <curi@curi.us> wrote:

But people who called themselves objectivists sometimes were almost callous in 
some sense equivocating on what to do about disabled people and other needy 
people and In using my reason more I found that compassion not selfishness 
motivated action towards improvement of everyone better. It seems like we can 
lift all boats with the same tide of compassion and yet with selfishness you can 
get the very human tendency for some rich people to free ride on the back of the 
worker (I'm not a socialist!).

Selfishness and compassion are not mutually exclusive. I am selfish
and compassionate.

Selfish means that I am unwilling to sacrifice my preferences.

Compassionate means that one of my preferences is other people's well-being.

Anyways with Rand in particular, as others have observed she happily took 
social welfare because she needed it but then was critical that anyone else 
should have it.

She took social welfare payments because she paid into it. Had she not
done taken the payments, then she would be sacrificing herself, which
she is against.

She isn't against people accepting social welfare payments when they
paid in. She's against the system altogether.



I suppose I don't want to get into a debate on Rand as that probably takes a 
whole other list.

This list is perfect for Rand discussion. I can't think of a more fitting list.

But to the point of your question:

Harris and Rand agree that reason is our best guide to correct moral choices. 
Faith is not. That's huge and disagrees with most of the planet. So they agree 
there. They both believe trying hard and setting goals are imperative for 
success. That you should develop your talents, try to overcome your 
weaknesses (you can hear Harris talk about this in his latest public speech on 
free will actually http://www.samharris.org/media/video - first video - it's during 
the questions towards the end if I remember correctly.) Realism - in the sense 
that reality exists - is something Rand and Harris have in common. This list is so 
long as to not be feasible to actually type out here. Let me stop with just a few 
more: Harris and Rand apparently agree upon:

Sam is deliberately responding to some of the problems in the United States 
and is softly suggesting that one solution might be some more generosity on 
the part of the richest towards the poorest. To even suggest this, of course, 
raises the hackles of some and draws out charges of socialism faster than a 
Catholic calls others sinners.

As reasonable as you find SH's position, some people disagree with it, 
including AR. What's the problem with accepting that?

No problem at all. Why you do you think I have a problem accepting it? I simply 
observe the strong response that Harris gets when (imo) he suggests a solution 
to some problems. It is interesting that when solutions are suggested in physics 
you tend not to get very emotional responses. It *can* happen - of course - we 
all know that the multiverse view can get some physicists upset - but when 
people suggest ideas for (say) what dark energy is or whatever - it's not like this. 
When people suggest solutions for how to find cures for disease sometimes 
there's emotion. But when it comes to economic solutions to economic problems 
- people get so very upset and I was shocked when I read Sam's article about 
the flame-mail he got about writing what seemed to be a carefully thought out 

http://www.samharris.org/media/video


dispassionate *idea* for a way of solving some of America's economic 
problems. Have the rich people contribute a bit more! It doesn't seem that big a 
deal. And like Sam points out - even him telling religious people that their ideas 
are silly doesn't get quite the same sort of vitriol. So anyways - that's my 
'problem' if I have one at all - I share Sam's surprise that when it comes to 
economics - a sphere of human understanding that even David says isn't quite 
science, isn't quite philosophy - and so there's not an easy way to know good 
ideas from bad ones - people have stronger opinions on this than they do on 
just about anything else. That's just an observation of the kind of reaction SH 
got there to that piece.

Why do people get so emotional (not you, but maybe more broadly) when it 
comes to economics? Why did SH get such a tirade of emotional criticism when 
it came to suggesting that rich people should contribute more to solving 
economic problems in the USA? Why did people call him 'scum' for even 
suggesting such a thing?

More universal question. Why do people get emotional because of dissent?

Even more universal question. Why do people get emotional? Because a
person is presented with a new problem that he has not had sufficient
time to solve.

In the case above, the problem is: "Why did my hero [Sam Harris] say
something that I absolutely disagree with and that I thought he would
agree with?" The solution: Because its common for people to have
different ideas.

Objectivism—a view that makes a religious fetish of selfishness and 
disposes of altruism and compassion as character flaws. If nothing else, 
this approach to ethics was a triumph of marketing, as Objectivism is 
basically autism rebranded. And Rand’s attempt to make literature out of 
this awful philosophy produced some commensurately terrible writing. 
Even in high school, I found that my copies of The Fountainhead and Atlas 
Shrugged simply would not open.

And I say this as someone who considers himself, in large part, a 
“libertarian”—and who has, therefore, embraced more or less everything 
that was serviceable in Rand’s politics. The problem with pure 



libertarianism, however, has long been obvious...

Notice that? Notice where he says "embraced more or less everything that 
was serviceable in Rand's politics" ? Does this falsify your idea that Sam 
Harris disagrees " a lot? "

No, he's saying he believes substantial parts of her political view -- which, by 
the way, comes as a unified, consistent whole -- are false. And he considers 
some of her other views even worse.

I agree he does. SH probably thinks his world view is consistent as well. Yet 
there are parts of his world view that are the same as ARs. So there's an 
intersection. Which means you can have some commonalities. Rejecting some 
doesn't mean you reject all. I don't know if a 'worldview' is a set of consistent 
statements or a broader explanation. I'm not entirely sure what 'world view' 
means. DD seems to have a worldview - set of core beliefs - and these are 
probably consistent - but I can't imagine trying to explain BoI using many less 
words than it took to write BoI (in other words *explain* it without simply quoting 
the whole thing).

BoI is not enough to explain all of DD's worldview.

This particular type of philosophical problem - where a good philosopher uses a 
word or phrase that the common-man uses often - and then redefines it and 
then says something about why it's real or why it's good - approaches 
dishonesty. It's like a great philosopher could make an argument about the 
reality of the soul. Now most people who use the word soul don't really know 
what it means. But I'm pretty sure when it comes to Christians and Muslims and 
Hindus and Buddihists of certain types and so forth (most of the planet) they 
think it's some sort of ghost-like non-physical eternal thinking being that exists 
inside the body. Now imagine a philosopher who writes about how well - that's 
not true. But the soul *is* nonetheless real. It's just another word for "mind" and 
the mind is real.

What the points of equating soul with mind? We already have a good
word for mind, its mind.



Would such an approach be honest? Would it be good? Or would it be 
misleading? I feel like this sort of thing happens too often. Ayn Rand's 
selfishness seems to be this sort of thing. And her criticism of altruism seems to 
be a similar problem. Deliberately changing the meanings that most people 
would subscribe to these concepts. But I guess I have drawn myself into a Rand 
debate now...?

No. Selfishness means not sacrificing the self. And all dictionaries
agree. Its cultural knowledge that gets it wrong. They think it has
additional meaning like, "don't give a shit about other people and
shit on them when ever they get in your way." And altruism means
sacrificing the self. And all dictionaries agree. Its cultural
knowledge that gets it wrong. They think it just means helping others.
People forget that it also means sacrificing the self.

The point is that Rand was correcting people's misconceptions about
those words. And David corrected them even further. Finding common
preferences is the right way. It means not sacrificing the self nor
anybody else. And it is entirely consistent with selfishness.

I don't know why so many non-rich people jump to the defence of the 
rich...they don't need defending.

Did John Rockefeller need defending against anti-trust?

Did John Rockefeller do a world-changing amount of good for the non-rich that 
would (and did) reasonably inspire-persuade people to like and appreciate 
him, and be happy to help him?

He was a good man. Yes he did. Sometimes governments make bad decisions. 
Sometimes the rich person is right. Sometimes they are wrong. Sometimes they 
spend their wealth on the right things. Sometimes they do not. They spend it on 
the wrong things. What to do about that - if we truly believe there is a wrong 
thing to spend money on? If we believe there are real priorities and some 
people cannot judge what they are?

If you want to, persuade them. If you succeed, you will have helped



change what they think is moral. And in doing so, their preferences
will have changed too.

If you try coercion, they won't learn, i.e. they won't change their
morals. So their preferences will not change.

Sometimes it seems like progress is hampered by capitalism and sometimes 
using tax money is actually a more efficient way of making progress. I wonder 
how often this might be the case that rich people and big companies get in 
the way of progress?

That's not the view of me, DD or AR, but is the view of you and SH. So we 
disagree. OK?

Okay - but that seems against the spirit of fallibalism to believe that under all 
circumstances capitalism is the only solution to economic problems. I think 
*sometimes* capitalism is prone to errors that are not best corrected by the 
same sort of capitalism. I think sometimes government 'correction' is required 
because some capitalists can be wrong. This is, of course, if you believe that no 
government intervention could possibly be capitalist.

The problem with government is that the error correction methods are
very bad. And there is no possible government system that could do
error correction well. What is great about capitalism is that it is
designed around the idea of error correction.

Note that all knowledge creation is based on error correction, even
genetic knowledge.

The majority want the deviants to cooperate on the majority's terms. The 
deviants want to cooperate on terms they judge to make sense. The majority 
then uses psychiatric labels as an excuse to use force against the deviant 
minorities.

Can all people be classified into deviant and not-deviant. Or are people a mix of 
both? Is there a grey scale operative here? Can some people be so deviant of 
social norms as to be a danger to the rest of us? If so - what do we do about 
them?



The only type of deviance that poses a danger is someone who wants to
do things that intentionally or unintentionally harm others.

To cooperate about something, people need to agree enough, need to find 
some mutually beneficial project to pursue in collaboration, and need to want 
to do this. Sometimes -- often -- that doesn't happen. In that case they should 
leave each other alone. But psychiatry persecutes some minorities instead of 
leaving them alone.

I agree fully. But I also think there are dangerous people who might even be so 
difficult to persuade (we simply don't know how to persuade them) that they 
need to be locked up. But then what? What if the fastest, cheapest way to get 
them to change their ideas is to help them along the way with drugs? It's not 
drugs on their own - but lets say trying to convince them not to kill people for 
fun, or steal stuff for fun, or murder people for religion, or whatever - is too hard 
to do without first giving them drugs? What if with drugs it only takes a week of 
therapy but without it takes 10 years? Maybe psychiatric intervention for these 
sort of people is important. Maybe there are examples like this where psychiatry 
is a genuine area of expertise.

As I understand it, psychiatrists are supposed to give drugs only when
they believe that there is a brain disorder. But many of them make the
mistake of not first ruling out psychological problems. And some of
them don't know that their questions/answer sessions are not capable
of ruling out psychological problems. So by using drugs, they are
taking a shortcut.

On the other hand, psychiatrists have to follow some laws and
sometimes not giving drugs could cause them to lose their license.
Like if someone kills themselves, and the psychiatrist didn't give a
drug for depression, then the psychiatrist is in trouble.

Maybe it goes too far sometimes - and gets lots of things wrong and coerces 
people that shouldn't be. It makes many mistakes. But I know that there's lots 
and lots of violence *still* out there and dangerous people are a problem and 
locking people up doesn't solve everything (some dangerous people come out 



of prison even more dangerous because they learn new techniques of violence) 
- so I think psychiatry is integral to ensuring progress is not slowed by violent 
people. We can't just kill everyone who makes a bad decision (like stealing or 
murder, etc) can we?

No. But our prisons should not be designed around punishment. Its
coercion. And coercion isn't conducive for learning. Persuasion is
though. So prisons should be about learning better ways of living.

We also can't lock them up indefinitely, can we? Some people *are* harder to 
reason with, aren't they?

Yes some people have more entrenched anti-rational memes.

Might drugs and psychiatry have a place in solving this sort of serious problem 
of what to do about violent people?

Drugs should be used for problems where we've already ruled out
psychological problems, i.e. we know that its a brain problem rather
than a mental problem.

If we give drugs to people that don't have brain problems [i.e. so we
know the problem is psychological], then we are debilitating their
ability to solve their psychological problems.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] ought vs is
Date: April 9, 2012 at 1:19 PM

On Apr 9, 2012, at 1:51 AM, Brett Hall wrote:

On 09/04/2012, at 11:49 AM, "Elliot Temple" <curi@curi.us> wrote:

On Apr 8, 2012, at 6:04 PM, Brett Hall wrote:

On 09/04/2012, at 1:18 AM, "Elliot Temple" <curi@curi.us> wrote:

On Apr 7, 2012, at 9:17 PM, Brett Hall wrote:

On 08/04/2012, at 11:51 AM, "Elliot Temple" <curi@curi.us> wrote:

There is thus much convergence between these two philosophers on 
these topics but Sam and David appear to diverge - slightly - on some 
interesting points. Yet i am yet to discover if this makes any practical 
difference whatsoever on specific ethical questions. What specific moral 
question might David (and thinkers like him on morality) and Sam (and 
thinkers like him on morality) actually disagree upon?

For example: David Deutsch likes Ayn Rand's moral ideas. Sam Harris 
disagrees a lot.

We disagree on what the words "a lot" mean. He disagrees strongly with 
some of what she says. Not with a lot of what she says. So depends on what 
you mean by a lot, there.

SH (Sam Harris) disagrees with AR (Ayn Rand) on lots of big stuff like:

- attitude to the rich
- selfishness
- altruism
- whether she is a "terrible" writer
- whether her thinking constitutes a religious fetish (which is a strange mixing 



of concepts)
- whether Objectivism is autistic
- what autism is
- whether Objectivism is an "awful philosophy"
- whether the distinction between libertarianism and Objectivism is worth 
learning
- whether Atlas Shrugged and The Fountainhead are good books, or worth 
reading, or not
- whether an unspecified number of AR's political ideas are "serviceable" or not

And those are just the disagreements from a couple paragraphs. Some of 
them, e.g. his statement that AR's philosophy is "awful", communicate that he 
has a number of large disagreements which he didn't explain in the article.

What does he agree on?

Some critics of one of Harris' books (The Moral Landscape) said, upon reading 
it, that he never needed to bother because none of it was original - Ayn Rand 
got there first. Apparently these people thought there were at least some 
similarities. I disagree with them that there are *that many* similarities.

I am no Rand expert. Forced to read some of her work some years ago (Atlas 
Shrugged - I should read it again - but did you know there is now a movie? I 
haven't seen it...

Don't watch it, the movie is bad. (Also only covers the first 1/3 of the book.)

and I also had to read some of her essays - I felt some ideas were fine. I 
thought she made some ethical progress and in my early 20s I thought i was an 
objectivist. But I began to find that not so much she but objectivism itself 
seemed to turn people into dislikable characters

Is Alex Epstein a dislikable character?

Anyways with Rand in particular, as others have observed she happily took 
social welfare because she needed it but then was critical that anyone else 
should have it.

She did not "need" social security checks, she wanted them. And she was owed 
this money. She had already overpaid for it in taxes, so why not accepted a 



portion of her wealth back?

This does not contradict believing it's a bad system overall that should be 
reformed.

Harris and Rand agree that reason is our best guide to correct moral choices. 
Faith is not. That's huge and disagrees with most of the planet. So they agree 
there.

That's only agreement if their conceptions of what "reason" is are similar.

In general, there is widespread superficial agreement in the world that "reason" is 
good, combined with widespread disagreement about what "reason" means or 
how to be reasonable.

So without further details showing substantial agreement, I don't think this means 
much.

They both believe trying hard and setting goals are imperative for success.

When did Rand advocate "setting goals"?

That you should develop your talents,

When did AR advocate the idea that people have "talents" and should develop 
them?

This, FYI, contradicts DD who has conjectured that genius (strong talent in one 
area) consists of being irrational about all but one thing, and in any case does not 
agree with the concept of genetic talents which is implied.

try to overcome your weaknesses (you can hear Harris talk about this in his 
latest public speech on free will actually http://www.samharris.org/media/video - 
first video - it's during the questions towards the end if I remember correctly.) 
Realism - in the sense that reality exists - is something Rand and Harris have in 
common.

This list is so long as to not be feasible to actually type out here. Let me stop 
with just a few more: Harris and Rand apparently agree upon:

http://www.samharris.org/media/video


The pursuit of happiness is a good thing (Harris generalises 'happiness' to a 
more encompassing concept of 'well being')

but do they agree about how to pursue happiness?

Consciousness exists (Dan Dennett and others would disagree with them)

do you have any details showing AR and SH have similar views on 
consciousness?

Too much is made of the is-ought distinction.

Where did AR say that? How does her argument about it compare to SH's?

Individual rights are important

OK so points of agreement:

- try hard in life to succeed
- try to improve on weaknesses (flaws)
- realism
- individual rights are important

That's not that much. Certainly SH doesn't think it's very much since he called 
AR's philosophy "awful".

This is generic stuff that over a hundred million people in America agree on. It 
doesn't address what's distinctive about AR or SH's ideas.

So when Harris says he has taken what's serviceable with Rand's politics/ethics 
- I think he's being genuine.

He genuinely agrees with some fraction of liberalism -- and disagrees with the 
rest. Sure. I don't think he was lying.

So how much does SH agree with liberalism? For example, is he more or less 



liberal than Hayek? From his article I got the impression he is much less liberal 
than Hayek.

Here's a specific example of Harris that Deutsch (and I) won't agree with:

http://www.samharris.org/blog/item/how-to-lose-readers-without-even-trying/

Harris is anti-billionaire, thinks many of our best wealth creators are harming 
us, and denounces his own offended audience because, it looks like, he's 
closed minded regarding dissent on this issue.

And this is plain false. He is far from being anti-billionaire. I urge anyone else 
following this discussion to simply follow that link and read what Harris 
actually says about billionaires and capitalism and also read some of the 
other Harris essays I link to where he clearly says that he is not against 
wealth and not a socialist. As a long time follower of Harris I can tell you he is 
not anti billionaire, anti capitalist or socialist. This is an excerpt from that very 
article that might assuage some of the concern about Harris as being a step 
away from being a member of the Castro family:

"For what it’s worth—and it won’t be worth much to many of you—I 
understand the ethical and economic concerns about taxation. I agree that 
everyone should be entitled to the fruits of his or her labors and that taxation, 
in the State of Nature, is a form of theft. But it appears to be a form of theft 
that we require, given how selfish and shortsighted most of us are."

And there's lots more that Sam writes in the same spirit about that.

Setting aside who is right, that spirit of SH is one that me, DD (David Deutsch) 
and AR disagree with.

Ok. I might guess that. I'm not sure David has publicly spoken or written about 
his views on taxation, per se - has he?

Taxation is a coercive problem to be solved. It should be replaced with purely 
voluntary means. All functions of Government should be replaced with purely 
voluntary means because voluntary action is better than force. Force is not a 

http://www.samharris.org/blog/item/how-to-lose-readers-without-even-trying/


problem we should just live with and accept as a necessary part of life.

Let's take it one step at a time. You can't argue that SH and DD agree just by 
trying to argue why you think SH has a good view on politics.

I think it's important to understand what the sides are before judging who is 
right. And understanding what they are requires being able to tell the difference 
between them, e.g. to see how AR and SH greatly differ. Both of them would 
be happy to tell you they differ. SH just did. I think there's a substantial 
misconception behind denial that SH majorly disagrees with the philosophy he 
dismisses as "awful" and throws quite harsh insults at (e.g. "fetish" and 
"autism").

I agree with you. There are key points of difference. But there are also places 
where they agree. I don't know that enumerating these further makes progress. 
No doubt we could some how tally up all their statements line by line and check 
for consistency - but who cares? I just did not think that your original claim about 
their disagreeing 'a lot' was necessarily clear about whether you meant 
'frequently' or 'strongly'. I thought the latter was correct - but the former is a bit 
hard to establish. On key point they disagree strongly. But there are many 
places where they agree. But - I think that is a silly exercise to worry where they 
do agree because any two people will be found to agree somewhere on 
something.

Sam is deliberately responding to some of the problems in the United States 
and is softly suggesting that one solution might be some more generosity on 
the part of the richest towards the poorest. To even suggest this, of course, 
raises the hackles of some and draws out charges of socialism faster than a 
Catholic calls others sinners.

As reasonable as you find SH's position, some people disagree with it, 
including AR. What's the problem with accepting that?

No problem at all. Why you do you think I have a problem accepting it?

Because you keep explicitly claiming similarity and agreement between SH and 
AR/DD.



Why do people get so emotional (not you, but maybe more broadly) when it 
comes to economics? Why did SH get such a tirade of emotional criticism when 
it came to suggesting that rich people should contribute more to solving 
economic problems in the USA? Why did people call him 'scum' for even 
suggesting such a thing?

Maybe he got a negative response because he was expressing opposition to core 
American values.

I don't know if a 'worldview' is a set of consistent statements or a broader 
explanation.

It includes *all* of one's ideas, with some emphasis on the broad explanations 
and themes.

I don't know why so many non-rich people jump to the defence of the 
rich...they don't need defending.

Did John Rockefeller need defending against anti-trust?

Did John Rockefeller do a world-changing amount of good for the non-rich that 
would (and did) reasonably inspire-persuade people to like and appreciate 
him, and be happy to help him?

He was a good man. Yes he did. Sometimes governments make bad decisions. 
Sometimes the rich person is right. Sometimes they are wrong. Sometimes they 
spend their wealth on the right things. Sometimes they do not. They spend it on 
the wrong things. What to do about that - if we truly believe there is a wrong 
thing to spend money on?

Offer them advice if they will voluntarily listen. Otherwise, do nothing. It is theirs, 
not ours.

If we believe there are real priorities and some people cannot judge what they 
are?



Cannot? They are incapable because you disagree with their priorities? This 
sounds like making excuses for tyranny and violations of property rights.

It's like medieval serfs wanting to argue for the Baron in the castle being able 
to have the best stuff while they actually deserve to stay out in the barn. It's 
weird. The rich have so much...they don't need the help of smart people like 
you Elliot. But I can think of lots and lots of the population that could use your 
help and knowledge and so forth. This is the great irony of a selfish 
objectivism and capitalism. You can be a capitalist...but you can be a nice 
capitalist who wants to give people opportunity...not just let rich people sit on 
their money. Nice in that you are willing to use your power (I.e money and 
resources) to give more people opportunity to create their own wealth and 
make progress.

Since when have we said a single word of censure regarding John 
Rockefeller's philanthropy?

You are arguing without understanding our point of view and it does not 
address our actual views. We do value giving people opportunity for upward 
mobility, as e.g. Rockefeller did, and more generally as capitalism does.

Yes, sometimes it does. Sometimes it fails as well. What do we do when there 
are problems with capitalism?

From our point of view, you (and SH) are mixing up:

1) problems that happen under capitalism (capitalism does not prevent all 
problems, nothing can do that)

2) problems that are caused by capitalism (capitalism actually causes no 
problems itself)

Capitalism is like this. Sometimes the rich people just can't get it right.



Can't? It's impossible for them? Are they not universal knowledge creators?

They need help

By "help" you mean to be forced to do as you deem best, like little children? (For 
example taking their money via taxes then using it is a way of forcing the 
outcome you want on their money, against their will.)

When you talk about force as "help" you are revealing that your point of view is 
extremely far from that of me/DD/AR.

because they make bad decision after bad decision and people lose their jobs 
because the rich people don't understand good science or good philosophy or 
how to make good decisions. Not all the time. Sometimes. Mistakes are 
inevitable. But sometimes the rich people aren't the best ones to find the right 
solutions because all they are good at is whatever they've been doing *so far* to 
make money. And sometimes they aren't even good at anything necessarily (like 
rich kids who inherit their parents' fortune).

Why don't you read AR's _Capitalism: The Unknown Ideal_ and _The Virtue of 
Selfishness_. I think you will, in reading her views, gain a better grasp of what 
they are, and therefore see how they differ from SH's.

Okay, fair enough. I will read the first one (I haven't). I have read the second one 
- but I'll read it again. But like I said - I worry that she makes the error of 
redefining a word (selfishness) in such a way as to be almost unrecognisable 
from what most people think it means. Like physicists who win the Templeton 
Prize by saying that their idea of God has something to do with the Christian 
one. One doesn't even resemble the other but they both use the word "God".

AR's selfishness is nothing unusual. It's about looking out for oneself, focussing 
on oneself, taking responsibility for oneself rather than others, pursuing one's 
self-interest and considering that a virtue.



For example she has an essay, "America's Persecuted Minority: Big Business". 
Above you wonder why people disagree with you on this topic. The information 
is available if you'd like to find out.

Thanks for that. I'll read this one too.

It's in the Capitalism book above.

Sometimes it seems like progress is hampered by capitalism and sometimes 
using tax money is actually a more efficient way of making progress. I wonder 
how often this might be the case that rich people and big companies get in 
the way of progress?

That's not the view of me, DD or AR, but is the view of you and SH. So we 
disagree. OK?

Okay - but that seems against the spirit of fallibalism to believe that under all 
circumstances capitalism is the only solution to economic problems. I think 
*sometimes* capitalism is prone to errors that are not best corrected by the 
same sort of capitalism. I think sometimes government 'correction' is required 
because some capitalists can be wrong. This is, of course, if you believe that no 
government intervention could possibly be capitalist.

We disagree. A lot.

Both about what you said and what fallibilism implies.

Is that clear?

Further, you don't know what our position is here, and your attempts at arguing 
do not address our position on this topic. Agreed?



Besides the main points, this happens to contain another major 
disagreement. Harris and Deutsch disagree so much that this will happen 
often. The comments about autism are revealing of some aspects of Harris' 
thinking that are in stark contrast to how Deutsch or I would see things. 
Autism is a fake disease used primarily to hurt children. So Deutsch rejects 
the concept. Harris likes it so much that he wants to expand to use beyond 
just children to all sorts of people he doesn't like.

Deutsch agrees with Szasz a great deal about mental illness, while Harris 
apparently does not. For what it's worth -- I do not think this is a mere 
coincidence -- Szasz also has political views similar to Deutsch, Rand and 
myself, and again in contrast to Harris.

You're probably right about that. I don't know enough about autism to 
comment properly. I have read what you say about some of this, what TCS 
people say and so forth. I also read what some others who spend their life 
working in this area say. For now I personally find it too confusing to make a 
decision either way. I think there are undiscovered facts to be known and 
better explanations. There might be only one kind of person - universal 
knowledge creator - but maybe some ways of being a ukc are moe efficient 
than others? More moral than others? Perhaps ukc's come up with more 
solutions when cooperating - or not? I don't know. If cooperation helps make 
progress faster and a certain personality type never cooperates or actively 
seeks to diminish the contribution and enthusiasm of others for solving 
problems then maybe this way of being a ukc is bad- bad in the sense that it 
can slow down progress. I don't know. Maybe someone labelled autistic 
solves problems even faster? Maybe autistic people try to coerce other 
people or themselves more often and this is a convenient label for that? I 
have only questions and no knowledge about this.

Autism isn't about cooperating or not, it's about deviance, dissent and thinking 
outside the box.



I thought your position was that it did not exist?

Autism does not exist as a disease.

It does exist as a psychiatric label, a diagnosis, an accusation, a justification for 
coercion, an excuse to hurt people, and a word.

The majority want the deviants to cooperate on the majority's terms. The 
deviants want to cooperate on terms they judge to make sense. The majority 
then uses psychiatric labels as an excuse to use force against the deviant 
minorities.

Can all people be classified into deviant and not-deviant. Or are people a mix of 
both? Is there a grey scale operative here? Can some people be so deviant of 
social norms as to be a danger to the rest of us? If so - what do we do about 
them?

Right there are many shades. Autism is used against some deviants with no strict 
rule about exactly which ones, but with some rules (the diagnostic criteria and the 
tradition of using it) that give a rough idea of which deviants to go after and how 
deviant they have to be in order to be targets.

To cooperate about something, people need to agree enough, need to find 
some mutually beneficial project to pursue in collaboration, and need to want 
to do this. Sometimes -- often -- that doesn't happen. In that case they should 
leave each other alone. But psychiatry persecutes some minorities instead of 
leaving them alone.

I agree fully. But I also think there are dangerous people who might even be so 
difficult to persuade (we simply don't know how to persuade them) that they 
need to be locked up.

OK and that's the job of the cops, not psychiatrists.

Also they shouldn't be locked up based on vague speculation about what they 
might do. They need to commit crimes, which normally involves actually doing 



stuff (though we do have stuff like "conspiracy to commit murder" for people 
caught in planning stages). And they need to be found guilty in regular criminal 
proceedings.

Also if they do a commit a crime, they should be let out when their sentence is up. 
Psychiatrists routinely keep criminals locked up after their criminal sentence 
ends, which is really horrible.

But then what? What if the fastest, cheapest way to get them to change their 
ideas is to help them along the way with drugs?

"Fastest" and "cheapest" are not priorities I agree with, and I'm sure DD/AR 
wouldn't agree either.

How about a moral way to persuade them? How about one that puts an emphasis 
on voluntary and rational procedures?

Fast and cheap is focussed on assuming you're right (you should rule) and then 
implementing your rightness (rule) efficiently/effectively. Following Popper, that's 
absolutely the wrong approach.

It's not drugs on their own - but lets say trying to convince them not to kill people 
for fun, or steal stuff for fun, or murder people for religion, or whatever - is too 
hard to do without first giving them drugs? What if with drugs it only takes a 
week of therapy but without it takes 10 years? Maybe psychiatric intervention for 
these sort of people is important.

As usual this evades the issue: voluntary intervention or involuntary intervention?

The word "intervention" seems to imply involuntary. If it's such a great idea, why 
must it be involuntary?

Before you can hope to persuade us on this sort of issue, you must learn about 
what our positions are and what aspects of the situation we consider important. 
E.g. we consider voluntary vs involuntary an extremely crucial distinction.

Does SH consistently make such a distinction and use it as a big part of his 
analysis of issues? E.g. when he talks about taxing billionaires does he explicitly 
address the problems of whether this is voluntary or involuntary, and why? If he 



doesn't, then that is quite a fundamental difference in perspective between him 
and us.

Maybe there are examples like this where psychiatry is a genuine area of 
expertise.

Maybe it goes too far sometimes - and gets lots of things wrong and coerces 
people that shouldn't be. It makes many mistakes. But I know that there's lots 
and lots of violence *still* out there and dangerous people are a problem

This conflating of criminals, dangerous people, and the "mentally ill", including the 
autistic, is something we disagree with. Autistic-labelled children are not 
dangerous would-be criminals. And we already have a system to deal with actual 
criminals, and it has very important features like "innocent until proven guilty" 
which psychiatry tries to circumvent.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Selfishness and Altruism
Date: April 9, 2012 at 6:08 PM

The Objectivist John Allison discusses selfishness and altruism in the introduction 
for _Why Businessmen Need Philosophy_. Excerpts follow:

Altruism demands that our primary goal in life is to serve others.

Think of the irony and injustice that occurs whenever a business leader is told to 
"give back to the community" or face moral scorn -- that business leader has 
already created a better standard of living for his customers and provided jobs 
for employees.

Conventionally, businessmen are presented with the following choice: take 
advantage of other people or sacrifice yourself to others. However, neither of 
these alternatives is rational. Taking advantage of other people is not selfish, it 
is self-defeating.

The second alternative -- that self-sacrifice is a moral ideal for our times -- is 
also self-destructive.

Altruism carried to its logical conclusion is self-sacrifice. Altruism is not only 
impractical in business but it is also a philosophically self-defeating concept. 
Why? Because it demands that human action be brought down to the level of 
the least productive person. If I have anything more than Judy, I am obligated to 
give it to Judy. However, even though Judy is poor, if she has more than Robert, 
she is obligated to give it to Robert. Even though Robert is very poor, if he has 
more than Jane, he is obligated to give it to Jane. Unfortunately, there are 
always people in the process of dying. The only way to be equal to someone 
that is dying is to die yourself.

The proper moral code is expressed in the trader principle. Life is about trading 



value for value; getting better together. In our business, we help our clients 
achieve economic success and financial security. They voluntarily pay us for this 
service, allowing us to make a profit. Both BB&T [the bank where John Allison 
was CEO] and our customers are better off from this win-win relationship.

Of course, it is in your self-interest to help your family, friends, and the people 
you work with because you care about them -- they are valuable to you for 
identifiable, rational reasons and they enhance your life. Healthy relationships 
with people who share your values are important to you. It is necessary to hold 
the complete context about the life you would like to live as you pursue your 
personal happiness. In addition to rationality in business, this implies 
participating in activities that will create the kind of world where you want to live 
-- a world that you personally would enjoy helping to create. This may include 
volunteering your time or supporting charities that advance your carefully 
chosen values and therefore your life, but not as a sacrifice, rather as a means 
of creating your kind of world. The trader principle applies to your personal life 
just as much as in business: creating win-win relationships allows you and those 
around you to live more happily.

In spite of the conventional views of business and morality, the problem is not 
that people are too selfish, but rather that they do not consistently act in their 
rational, long-term self-interest. Doing things that are bad for you (drugs, crime, 
fraud, etc.) is not selfish. These acts are self-destructive. Taking advantage of 
other people is self-destructive. Whim-seeking, hedonism, short-sightedness, 
fraudulent manipulation -- these are not acts of a person pursuing long-term 
happiness.

The rest of this book explores these ideas at a much deeper level. It is well 
worth both your time to read and your mental focus to understand.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] ought vs is
Date: April 9, 2012 at 6:27 PM

On Apr 8, 2012, at 6:04 PM, Brett Hall wrote:

On 09/04/2012, at 1:18 AM, "Elliot Temple" <curi@curi.us> wrote:

On Apr 7, 2012, at 9:17 PM, Brett Hall wrote:

On 08/04/2012, at 11:51 AM, "Elliot Temple" <curi@curi.us> wrote:

There is thus much convergence between these two philosophers on these 
topics but Sam and David appear to diverge - slightly - on some interesting 
points. Yet i am yet to discover if this makes any practical difference 
whatsoever on specific ethical questions. What specific moral question might 
David (and thinkers like him on morality) and Sam (and thinkers like him on 
morality) actually disagree upon?

For example: David Deutsch likes Ayn Rand's moral ideas. Sam Harris 
disagrees a lot.

We disagree on what the words "a lot" mean. He disagrees strongly with some 
of what she says. Not with a lot of what she says. So depends on what you 
mean by a lot, there.

Here's a specific example of Harris that Deutsch (and I) won't agree with:

http://www.samharris.org/blog/item/how-to-lose-readers-without-even-trying/

Harris is anti-billionaire, thinks many of our best wealth creators are harming 
us, and denounces his own offended audience because, it looks like, he's 
closed minded regarding dissent on this issue.

And this is plain false. He is far from being anti-billionaire. I urge anyone else 
following this discussion to simply follow that link and read what Harris actually 
says about billionaires and capitalism

http://www.samharris.org/blog/item/how-to-lose-readers-without-even-trying/


Why did anyone sling mud at SH (Sam Harris)?

I took a quick look at the start of his article:

http://www.samharris.org/blog/item/how-rich-is-too-rich/

The answer to why people started slinging mud at him is very simple: SH started 
it.

His very first paragraph has a bunch of mud. Then he acts surprised that anyone 
would fire back, and tries to pretend it must have been the content of his essay 
which got a muddy reply.

Here's the first paragraph:

I’ve written before about the crisis of inequality in the United States and about 
the quasi-religious abhorrence of “wealth redistribution” that causes many 
Americans to oppose tax increases, even on the ultra rich. The conviction that 
taxation is intrinsically evil has achieved a sadomasochistic fervor in 
conservative circles—producing the Tea Party, their Republican zombies, and 
increasingly terrifying failures of governance.

The mud:

- quasi-religious
- sadomasochistic fervor
- zombies

and he also blames his political opponents for "increasingly terrifying failures of 
governance" and says the Tea Party and Republicans are bad.

With an introduction like that (and the mud continues after), how can he be 
surprised that he offended people? How can anyone defend him?

To engage in heavy political mudslinging, then complain about people slinging 
mud over your supposedly reasonable arguments, is dishonest and pathetic. If 
you want to sling mud, don't complain when other people hit you with some.

http://www.samharris.org/blog/item/how-rich-is-too-rich/


In any case, perhaps more interesting, he thinks that inequality is bad -- a crisis, 
even. He also implies some favorability to wealth redistribution.

That puts him on something of the opposite end of a political spectrum as 
me/DD/AR. Do you understand that we disagree with his position? And we 
disagree a lot, not a little. He's thinking about this all wrong. He's framing the 
problem wrong, analyzing it wrong, and coming to the wrong conclusions. And, in 
the process, focussing on the wrong issues while ignoring various important 
distinctions.

Brett asked:

What specific moral question might David (and thinkers like him on morality) and 
Sam (and thinkers like him on morality) actually disagree upon?

Inequality is one. Wealth redistribution another.

The morality of dehumanizing tactics such as calling humans that one disagrees 
with "zombies" (or autistic) is another.

Whenever SH writes, he provides a steady stream of disagreements. To evade 
seeing this requires evading the messages of DD and AR, or evading SH's 
message, or both.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] ought vs is
Date: April 9, 2012 at 7:59 PM

On 10/04/2012, at 3:04 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

Brett Hall wrote:

Would such an approach be honest? Would it be good? Or would it be 
misleading? I feel like this sort of thing happens too often. Ayn Rand's 
selfishness seems to be this sort of thing. And her criticism of altruism seems 
to be a similar problem. Deliberately changing the meanings that most people 
would subscribe to these concepts. But I guess I have drawn myself into a 
Rand debate now...?

No. Selfishness means not sacrificing the self. And all dictionaries
agree. Its cultural knowledge that gets it wrong. They think it has
additional meaning like, "don't give a shit about other people and
shit on them when ever they get in your way." And altruism means
sacrificing the self. And all dictionaries agree. Its cultural
knowledge that gets it wrong. They think it just means helping others.
People forget that it also means sacrificing the self.

The point is that Rand was correcting people's misconceptions about
those words. And David corrected them even further. Finding common
preferences is the right way. It means not sacrificing the self nor
anybody else. And it is entirely consistent with selfishness.

Okay - I'll just jump in now briefly because the rest of your post deserves more 
attention. Now I agree that there might be times when the task of philosophy is to 
clear up misconceptions about what words *should* mean. But sometimes I think 
it might be about determining what *people already mean* when they use words. 
If people mean one thing consistently and a single philosopher and small group of 
followers use it another way consistently - this is a problem requiring a solution. 
The solution is to have the groups converge or there can be no real 
communication. So...in light of this - you say "all dictionaries agree". This is just 
the problem - they do not. The first one that crops up on Google is 
"dictionary.com" which provides definitions from a few places. Here's the one for 
selfishness:



http://dictionary.reference.com/browse/selfishness

1. devoted to or caring only for oneself; concerned primarily with one's own 
interests, benefits, welfare, etc., regardless of others

2. characterized by or manifesting concern or care only for oneself

So it's that "regardless of others" that I think most people agree is a part of 
selfishness. Ayn Rand wasn't about that, was she? Because that would entail 
exactly what you say: "don't give a shit about other people and shit on them when 
ever they get in your way." The problem is most people *do* think that this is what 
selfishness is about. Rand - objectivists - whoever would be able to market this a 
lot better if they simply did not use the word. If they stuck with "enlightened self 
interest" or whatever. But I think we are now learning this better today - aren't we 
- as a general principle about how to communicate ideas? We're more aware of 
how to couch our explanations in clear language and reduce ambiguity *not only* 
for clarity itself but also to make it marketable.

The "World English Dictionary" says selfishness is:

1. chiefly concerned with one's own interest, advantage, etc, esp to the exclusion 
of the interest of others

It's that "to the exclusion" that is almost impossible to market beyond a certain 
kind of person and which is a pervasive feature of what most people think most of 
the time when they hear the word "selfish".  But some people love hearing that 
Rand endorses "selfishness" because then it can justify their "exclusion of the 
interest of others" and so certain kinds of Capitalists really do go around shitting 
on other people who get in their way and they actually think not only do they have 
a philosophical basis for being mean but that (perversely!) it's actually moral! I 
know what selfishness is. I know some people who know what selfishness is too. 
And they do go around being mean, taking away opportunity and see that most 
human interaction is zero-sum. They also think selfishness is a virtue. But it's not 
Rand's selfishness - though they might even claim it is.

Ayn Rand would no doubt turn in her grave. That's not what she's got in mind. 
There are deep problems with her philosophy in my view - but first let's at least 
agree that one problem is that the way she uses the word "selfish" seems at odds 
with how people unfamiliar with her work use it. In a final insult - people do tend 

http://dictionary.reference.com/browse/selfishness


to want to argue from authority that her selfishness means the same as theirs 
while they engage in truly mean-spirited stuff.

The dictionary.com reference also contains information about the word origin and 
history and says:

1640: Said in Hacket's life of Archbishop Williams (1693) to have been coined by 
Presbyterians. In the 17c., synonyms included self-seeking (1628), self-ended 
and self-ful.

Now *that* seems far more in line with what you and Rand want out of the word. 
Unfortunately that simply is not the way it's used and trying to convince everyone 
that both common usage and the dictionary are wrong seems to be a harder 
battle than needs to be fought. Better to explain the broader message of 
objectivism without using this word.

Finally from http://www.webster-dictionary.org/definition/selfishness

1. The quality or state of being selfish; exclusive regard to one's own interest or 
happiness; that supreme self-love or self preference which leads a person to 
direct his purposes to the advancement of his own interest, power or happiness, 
without regarding those of others.

And again - it's that sting in the tail: without regarding those of others. It's defined 
as an emotion synonymous with ignoring all other people - indeed seeing them as 
obstacles to overcome. In other words - completely at odds with cooperation - 
which I thought we agreed here was necessary for the maintenance of 
civilisation, no less.

You can try to parse this anyway you like and develop a whole philosophy around 
what the words *actually* mean and how the dictionaries (all of them!) are wrong 
and so forth. The problem is - as a philosophy for export to the masses it's going 
to be rife with problems in communication that simply don't need to be. When 
David promotes the idea of the "multiverse" there might be some misconceptions 
- but the word is hardly a part of the vernacular and so he doesn't have to 
overcome the same level of misconception. Same with 'fungible' or even 
'induction' or whatever.

But selfishness? It's not like those words. It's not "dinner table". It's already out 
there - it's clearly defined as something bad. Redefining it into something that's 

http://www.webster-dictionary.org/definition/selfishness


good just leads to too many misconceptions.

But I have yet to re-read the article Elliot pointed me to - The Virtue of 
Selfishness. Finding common preferences - not sacrificing the self - all noble 
things I can agree with. I really don't think that using the word "selfishness" as an 
umbrella term to capture these ideas is at all appropriate. It's simply misleading. I 
agree with someone else who pointed out something like: compassion need not 
be set against self-interest. You can certainly be self-interested when feeling 
compassion for others. But - given what the dictionary says about selfishness and 
how it's understood more broadly - there seems no hope for any enlightened 
cooperation and compassion.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Self (was: ought vs is)
Date: April 9, 2012 at 8:26 PM

On Apr 9, 2012, at 4:59 PM, Brett Hall wrote:

On 10/04/2012, at 3:04 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

Brett Hall wrote:

Would such an approach be honest? Would it be good? Or would it be 
misleading? I feel like this sort of thing happens too often. Ayn Rand's 
selfishness seems to be this sort of thing. And her criticism of altruism seems 
to be a similar problem. Deliberately changing the meanings that most people 
would subscribe to these concepts. But I guess I have drawn myself into a 
Rand debate now...?

No. Selfishness means not sacrificing the self. And all dictionaries
agree. Its cultural knowledge that gets it wrong. They think it has
additional meaning like, "don't give a shit about other people and
shit on them when ever they get in your way." And altruism means
sacrificing the self. And all dictionaries agree. Its cultural
knowledge that gets it wrong. They think it just means helping others.
People forget that it also means sacrificing the self.

The point is that Rand was correcting people's misconceptions about
those words. And David corrected them even further. Finding common
preferences is the right way. It means not sacrificing the self nor
anybody else. And it is entirely consistent with selfishness.

Okay - I'll just jump in now briefly because the rest of your post deserves more 
attention. Now I agree that there might be times when the task of philosophy is 
to clear up misconceptions about what words *should* mean. But sometimes I 
think it might be about determining what *people already mean* when they use 
words. If people mean one thing consistently and a single philosopher and small 
group of followers use it another way consistently - this is a problem requiring a 
solution. The solution is to have the groups converge or there can be no real 
communication. So...in light of this - you say "all dictionaries agree". This is just 
the problem - they do not. The first one that crops up on Google is 
"dictionary.com" which provides definitions from a few places. Here's the one for 



selfishness:

http://dictionary.reference.com/browse/selfishness

1. devoted to or caring only for oneself; concerned primarily with one's own 
interests, benefits, welfare, etc., regardless of others

2. characterized by or manifesting concern or care only for oneself

So it's that "regardless of others" that I think most people agree is a part of 
selfishness. Ayn Rand wasn't about that, was she?

Self-interest implies considering one's environment. If one acts regardless of a 
wall, he'll walk into it and fall over. Similarly if one simply pretends other people 
don't exist, he'll get a bad result, e.g. he'll be put in jail for taking his neighbor's 
things.

All denials of reality -- whether it be the reality of walls or other people -- will end 
badly. A is A, don't deny it.

Self-interest implies taking into account both walls and other people in an 
appropriate way.

As Brett reads it, the definition above implies that there is some kind of conflict 
between self-interest or selfishness, and other people. It assumes that for me to 
win means for someone else to lose -- but that is false. It assumes that one can 
be devoted himself, and benefit himself, by having no regard for others -- but that 
is a contradiction.

But the "regardless of others" phrase can be read another way. It can be read to 
mean: never pursuing someone else's interests, benefits, or welfare, as a primary 
goal. They must be only secondary goals, when they are steps towards achieving 
one's own selfish goals.

One must not only act selfishly but also be good at long-range thinking and be 
aware of reality. By combining these several things -- selfishness, good 

http://dictionary.reference.com/browse/selfishness


philosophy, not acting in self-destructive ways, etc -- then one lives in the right 
way.

Naive, reality-denying selfishness is bound to fail. But naive, reality-denying 
*anything* is bound to fail. That is no criticism of selfishness.

One must be selfish *and* also understand what that implies. Just as one must 
be rational or virtuous *and* understand what that implies. Man cannot live well 
without understanding things, without using his mind.

All of this is to evade the issue. Altruism says to live for others, to put others 
ahead of oneself, to sacrifice for others regardless of one's own well being. Rand 
said no, the self is good, live selfishly, always think of yourself first and look out 
for your own interests and take responsibility for making your life a success. Rand 
was right, altruism was wrong, and Rand's message remains important today.

Selfishness, minus contradiction or nonsense, implies cooperation. Altruism 
implies fearing to interact with other men or have neighbors because they are a 
source of one's destruction.

The issue here is not that people are confused about what the word means, but 
what it implies, how to think about the topic, and what the alternatives are. Their 
inadequate thinking does not constitute a communication problem.

All attempts at compromise on this issue are attempts to betray Rand's 
philosophy. There can be no compromise between proper morality and altruism. 
And there should be no regard whatsoever for the interests of others that is not 
implied by one's own selfish interest. And such implications are limited, e.g. they 
do not include any sort of appeasement or pragmatic compromise.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] ought vs is
Date: April 9, 2012 at 8:59 PM

On 10 Apr 2012, at 12:59am, Brett Hall wrote:

On 10/04/2012, at 3:04 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

Brett Hall wrote:

Would such an approach be honest? Would it be good? Or would it be 
misleading? I feel like this sort of thing happens too often. Ayn Rand's 
selfishness seems to be this sort of thing. And her criticism of altruism seems 
to be a similar problem. Deliberately changing the meanings that most people 
would subscribe to these concepts. But I guess I have drawn myself into a 
Rand debate now...?

No. Selfishness means not sacrificing the self. And all dictionaries
agree. Its cultural knowledge that gets it wrong. They think it has
additional meaning like, "don't give a shit about other people and
shit on them when ever they get in your way." And altruism means
sacrificing the self. And all dictionaries agree. Its cultural
knowledge that gets it wrong. They think it just means helping others.
People forget that it also means sacrificing the self.

The point is that Rand was correcting people's misconceptions about
those words. And David corrected them even further. Finding common
preferences is the right way. It means not sacrificing the self nor
anybody else. And it is entirely consistent with selfishness.

Okay - I'll just jump in now briefly because the rest of your post deserves more 
attention. Now I agree that there might be times when the task of philosophy is 
to clear up misconceptions about what words *should* mean. But sometimes I 
think it might be about determining what *people already mean* when they use 
words. If people mean one thing consistently and a single philosopher and small 
group of followers use it another way consistently - this is a problem requiring a 
solution. The solution is to have the groups converge or there can be no real 
communication. So...in light of this - you say "all dictionaries agree". This is just 
the problem - they do not. The first one that crops up on Google is 
"dictionary.com" which provides definitions from a few places. Here's the one for 



selfishness:

http://dictionary.reference.com/browse/selfishness

1. devoted to or caring only for oneself; concerned primarily with one's own 
interests, benefits, welfare, etc., regardless of others

2. characterized by or manifesting concern or care only for oneself

So it's that "regardless of others" that I think most people agree is a part of 
selfishness. Ayn Rand wasn't about that, was she? Because that would entail 
exactly what you say: "don't give a shit about other people and shit on them 
when ever they get in your way." The problem is most people *do* think that this 
is what selfishness is about. Rand - objectivists - whoever would be able to 
market this a lot better if they simply did not use the word. If they stuck with 
"enlightened self interest" or whatever. But I think we are now learning this 
better today - aren't we - as a general principle about how to communicate 
ideas? We're more aware of how to couch our explanations in clear language 
and reduce ambiguity *not only* for clarity itself but also to make it marketable.

The "World English Dictionary" says selfishness is:

1. chiefly concerned with one's own interest, advantage, etc, esp to the 
exclusion of the interest of others

It's that "to the exclusion" that is almost impossible to market beyond a certain 
kind of person and which is a pervasive feature of what most people think most 
of the time when they hear the word "selfish".  But some people love hearing 
that Rand endorses "selfishness" because then it can justify their "exclusion of 
the interest of others" and so certain kinds of Capitalists really do go around 
shitting on other people who get in their way and they actually think not only do 
they have a philosophical basis for being mean but that (perversely!) it's actually 
moral! I know what selfishness is. I know some people who know what 
selfishness is too. And they do go around being mean, taking away opportunity 
and see that most human interaction is zero-sum. They also think selfishness is 
a virtue. But it's not Rand's selfishness - though they might even claim it is.

Ayn Rand would no doubt turn in her grave. That's not what she's got in mind. 
There are deep problems with her philosophy in my view - but first let's at least 

http://dictionary.reference.com/browse/selfishness


agree that one problem is that the way she uses the word "selfish" seems at 
odds with how people unfamiliar with her work use it. In a final insult - people do 
tend to want to argue from authority that her selfishness means the same as 
theirs while they engage in truly mean-spirited stuff.

The dictionary.com reference also contains information about the word origin 
and history and says:

1640: Said in Hacket's life of Archbishop Williams (1693) to have been coined 
by Presbyterians. In the 17c., synonyms included self-seeking (1628), self-
ended and self-ful.

Now *that* seems far more in line with what you and Rand want out of the word. 
Unfortunately that simply is not the way it's used and trying to convince 
everyone that both common usage and the dictionary are wrong seems to be a 
harder battle than needs to be fought. Better to explain the broader message of 
objectivism without using this word.

Finally from http://www.webster-dictionary.org/definition/selfishness

1. The quality or state of being selfish; exclusive regard to one's own interest or 
happiness; that supreme self-love or self preference which leads a person to 
direct his purposes to the advancement of his own interest, power or happiness, 
without regarding those of others.

And again - it's that sting in the tail: without regarding those of others. It's 
defined as an emotion synonymous with ignoring all other people - indeed 
seeing them as obstacles to overcome. In other words - completely at odds with 
cooperation - which I thought we agreed here was necessary for the 
maintenance of civilisation, no less.

You can try to parse this anyway you like and develop a whole philosophy 
around what the words *actually* mean and how the dictionaries (all of them!) 
are wrong and so forth. The problem is - as a philosophy for export to the 
masses it's going to be rife with problems in communication that simply don't 
need to be. When David promotes the idea of the "multiverse" there might be 
some misconceptions - but the word is hardly a part of the vernacular and so he 
doesn't have to overcome the same level of misconception. Same with 'fungible' 
or even 'induction' or whatever.

http://www.webster-dictionary.org/definition/selfishness


But selfishness? It's not like those words. It's not "dinner table". It's already out 
there - it's clearly defined as something bad. Redefining it into something that's 
good just leads to too many misconceptions.

But I have yet to re-read the article Elliot pointed me to - The Virtue of 
Selfishness. Finding common preferences - not sacrificing the self - all noble 
things I can agree with. I really don't think that using the word "selfishness" as 
an umbrella term to capture these ideas is at all appropriate. It's simply 
misleading. I agree with someone else who pointed out something like: 
compassion need not be set against self-interest. You can certainly be self-
interested when feeling compassion for others. But - given what the dictionary 
says about selfishness and how it's understood more broadly - there seems no 
hope for any enlightened cooperation and compassion.

One problem with those dictionary definitions is that they implicitly assert 
something beyond word usage, namely a substantive theory which Rand is at 
pains to contradict: that there are conflicts of interest between 'oneself' and 'other 
people'. That unacknowledged theory behind the dictionary definitions casts 
morality in terms of various patterns of choosing between those two interests. 
Without that unacknowledged theory, those definitions are gibberish.

The thing is, in everyday usage, 'selfishness' is indeed used to mean criminality, 
cruelty, harming people etc; but it is *also* used to refer to the very thing that 
Rand endorses, which is not any kind of wrongdoing. So what is she supposed to 
do? Abandon the very word which, in ordinary English, means exactly what she 
means, except when viewed through a misconception that she is eager to 
eradicate?

Much the same thing *does* happen in regard to induction. Most accounts 
implicitly assume that scientific theories are obtained from observations and 
induction is cast as a claim about how this is done. That automatically casts 
Popper's anti-inductivism as a *rival* claim about how this is done, e.g. *by 
falsification* of a rival theory. And nonsensical assumptions also underlie widely 
used definitions of 'knowledge' and 'scientific theory', even though the same 
terms are also used for the real things. What is Popper supposed to do about 
that? Invent different words for 'knowledge' and 'science', just because people 
believe nonsensical theories about them?

In general, in both science and philosophy, it is a bad idea to invent a new name 
for a thing whenever we adopt a new explanatory theory about it. Terminology 



would proliferate exponentially. And it will never be perfectly unambiguous 
whatever we do.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Educational Research in Practice, 4
Date: April 9, 2012 at 9:13 PM

http://curi.us/1551-educational-research-in-practice-4

-- Elliot Temple
http://elliottemple.com/

-- 

http://curi.us/1551-educational-research-in-practice-4
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Reason
Date: April 9, 2012 at 10:10 PM

Popperians conceive of rationality as being all about error correction. From this 
the more traditional ideas about reason follow. But not the common 
misconceptions. It's a good perspective because it reveals more of the nature of 
rationality so that we can understand it better and also see what it's incompatible 
with better.

One of the common ideas about reason is that it's associated with being correct 
or right, while irrationality is associated with bad ideas. This is a mistake. Reason 
is about error correction: it's about how you treat ideas and what methods you 
use.

Rational methods do not guarantee success. If someone has a bad idea that 
doesn't imply that they are irrational. They might have thought rationally but made 
a mistake. Rational methods help us correct mistakes but we can't expect to 
correct all our mistakes, we're not perfect.

An example of genuine irrationality is when people make the same mistakes over 
and over. They aren't learning better. No error correction is happening.

An idea commonly associated with rationality is long-range thinking. This follows 
from the conception of reason as error correction. If we only think short term then 
we'll miss all long term errors, so we're bound to make lots of mistakes and not 
correct them. Thinking only short term (or *only* long term) is irrational.

Another virtue related to rationality is productivity. Rational approaches to 
business are more productive. This is because businesses make mistakes and 
the ones that correct more of their mistakes become more efficient and more 
productive. Mistakes lower productivity, and rationality therefore raises 
productivity by countering mistakes.

Integrity, honesty, and clarity are more virtues related to rationality. And again 
there is an explanation coming from the perspective of error correction. If we do 
things like lie about what our ideas are, or state them unclearly, or hide them, or 
equivocate or obfuscate, then we make it harder for our actual ideas to be 
criticized, we make it harder for our mistakes to be pointed out, and therefore we 
make it harder to learn about our mistakes and correct them.



-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] ought vs is
Date: April 9, 2012 at 10:11 PM

On Apr 9, 2012, at 5:59 PM, David Deutsch wrote:

On 10 Apr 2012, at 12:59am, Brett Hall wrote:

On 10/04/2012, at 3:04 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

Brett Hall wrote:

Would such an approach be honest? Would it be good? Or would it be 
misleading? I feel like this sort of thing happens too often. Ayn Rand's 
selfishness seems to be this sort of thing. And her criticism of altruism 
seems to be a similar problem. Deliberately changing the meanings that 
most people would subscribe to these concepts. But I guess I have drawn 
myself into a Rand debate now...?

No. Selfishness means not sacrificing the self. And all dictionaries
agree. Its cultural knowledge that gets it wrong. They think it has
additional meaning like, "don't give a shit about other people and
shit on them when ever they get in your way." And altruism means
sacrificing the self. And all dictionaries agree. Its cultural
knowledge that gets it wrong. They think it just means helping others.
People forget that it also means sacrificing the self.

The point is that Rand was correcting people's misconceptions about
those words. And David corrected them even further. Finding common
preferences is the right way. It means not sacrificing the self nor
anybody else. And it is entirely consistent with selfishness.

Okay - I'll just jump in now briefly because the rest of your post deserves more 
attention. Now I agree that there might be times when the task of philosophy is 
to clear up misconceptions about what words *should* mean. But sometimes I 
think it might be about determining what *people already mean* when they use 
words. If people mean one thing consistently and a single philosopher and 
small group of followers use it another way consistently - this is a problem 
requiring a solution. The solution is to have the groups converge or there can 
be no real communication. So...in light of this - you say "all dictionaries agree". 



This is just the problem - they do not. The first one that crops up on Google is 
"dictionary.com" which provides definitions from a few places. Here's the one 
for selfishness:

http://dictionary.reference.com/browse/selfishness

1. devoted to or caring only for oneself; concerned primarily with one's own 
interests, benefits, welfare, etc., regardless of others

2. characterized by or manifesting concern or care only for oneself

So it's that "regardless of others" that I think most people agree is a part of 
selfishness. Ayn Rand wasn't about that, was she? Because that would entail 
exactly what you say: "don't give a shit about other people and shit on them 
when ever they get in your way." The problem is most people *do* think that 
this is what selfishness is about. Rand - objectivists - whoever would be able to 
market this a lot better if they simply did not use the word. If they stuck with 
"enlightened self interest" or whatever. But I think we are now learning this 
better today - aren't we - as a general principle about how to communicate 
ideas? We're more aware of how to couch our explanations in clear language 
and reduce ambiguity *not only* for clarity itself but also to make it marketable.

The "World English Dictionary" says selfishness is:

1. chiefly concerned with one's own interest, advantage, etc, esp to the 
exclusion of the interest of others

It's that "to the exclusion" that is almost impossible to market beyond a certain 
kind of person and which is a pervasive feature of what most people think most 
of the time when they hear the word "selfish".  But some people love hearing 
that Rand endorses "selfishness" because then it can justify their "exclusion of 
the interest of others" and so certain kinds of Capitalists really do go around 
shitting on other people who get in their way and they actually think not only do 
they have a philosophical basis for being mean but that (perversely!) it's 
actually moral! I know what selfishness is. I know some people who know what 
selfishness is too. And they do go around being mean, taking away opportunity 
and see that most human interaction is zero-sum. They also think selfishness 
is a virtue. But it's not Rand's selfishness - though they might even claim it is.

http://dictionary.reference.com/browse/selfishness


Ayn Rand would no doubt turn in her grave. That's not what she's got in mind. 
There are deep problems with her philosophy in my view - but first let's at least 
agree that one problem is that the way she uses the word "selfish" seems at 
odds with how people unfamiliar with her work use it. In a final insult - people 
do tend to want to argue from authority that her selfishness means the same 
as theirs while they engage in truly mean-spirited stuff.

The dictionary.com reference also contains information about the word origin 
and history and says:

1640: Said in Hacket's life of Archbishop Williams (1693) to have been coined 
by Presbyterians. In the 17c., synonyms included self-seeking (1628), self-
ended and self-ful.

Now *that* seems far more in line with what you and Rand want out of the 
word. Unfortunately that simply is not the way it's used and trying to convince 
everyone that both common usage and the dictionary are wrong seems to be a 
harder battle than needs to be fought. Better to explain the broader message 
of objectivism without using this word.

Finally from http://www.webster-dictionary.org/definition/selfishness

1. The quality or state of being selfish; exclusive regard to one's own interest 
or happiness; that supreme self-love or self preference which leads a person 
to direct his purposes to the advancement of his own interest, power or 
happiness, without regarding those of others.

And again - it's that sting in the tail: without regarding those of others. It's 
defined as an emotion synonymous with ignoring all other people - indeed 
seeing them as obstacles to overcome. In other words - completely at odds 
with cooperation - which I thought we agreed here was necessary for the 
maintenance of civilisation, no less.

You can try to parse this anyway you like and develop a whole philosophy 
around what the words *actually* mean and how the dictionaries (all of them!) 
are wrong and so forth. The problem is - as a philosophy for export to the 
masses it's going to be rife with problems in communication that simply don't 
need to be. When David promotes the idea of the "multiverse" there might be 
some misconceptions - but the word is hardly a part of the vernacular and so 
he doesn't have to overcome the same level of misconception. Same with 

http://www.webster-dictionary.org/definition/selfishness


'fungible' or even 'induction' or whatever.

But selfishness? It's not like those words. It's not "dinner table". It's already out 
there - it's clearly defined as something bad. Redefining it into something that's 
good just leads to too many misconceptions.

But I have yet to re-read the article Elliot pointed me to - The Virtue of 
Selfishness. Finding common preferences - not sacrificing the self - all noble 
things I can agree with. I really don't think that using the word "selfishness" as 
an umbrella term to capture these ideas is at all appropriate. It's simply 
misleading. I agree with someone else who pointed out something like: 
compassion need not be set against self-interest. You can certainly be self-
interested when feeling compassion for others. But - given what the dictionary 
says about selfishness and how it's understood more broadly - there seems no 
hope for any enlightened cooperation and compassion.

One problem with those dictionary definitions is that they implicitly assert 
something beyond word usage, namely a substantive theory which Rand is at 
pains to contradict: that there are conflicts of interest between 'oneself' and 
'other people'. That unacknowledged theory behind the dictionary definitions 
casts morality in terms of various patterns of choosing between those two 
interests. Without that unacknowledged theory, those definitions are gibberish.

The thing is, in everyday usage, 'selfishness' is indeed used to mean criminality, 
cruelty, harming people etc; but it is *also* used to refer to the very thing that 
Rand endorses, which is not any kind of wrongdoing. So what is she supposed 
to do? Abandon the very word which, in ordinary English, means exactly what 
she means, except when viewed through a misconception that she is eager to 
eradicate?

Much the same thing *does* happen in regard to induction. Most accounts 
implicitly assume that scientific theories are obtained from observations and 
induction is cast as a claim about how this is done. That automatically casts 
Popper's anti-inductivism as a *rival* claim about how this is done, e.g. *by 
falsification* of a rival theory.

I'm skeptical of how much sense it makes to use, as a clarifying example, an 
issue people are even more confused about. ;-p

And nonsensical assumptions also underlie widely used definitions of 



'knowledge' and 'scientific theory', even though the same terms are also used 
for the real things. What is Popper supposed to do about that? Invent different 
words for 'knowledge' and 'science', just because people believe nonsensical 
theories about them?

Another good example is the word "reason" and variants like "rational". People 
have a bunch of big misconceptions about that. But Popper uses it anyways. 
Rightly.

Actually everyone good uses the word "reason" too. Rand, Deutsch, etc...

See also my post, subject line "Reason", sent one minute ago.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Reason
Date: April 9, 2012 at 11:12 PM

On 10 Apr 2012, at 03:10, Elliot Temple <curi@curi.us> wrote:

One of the common ideas about reason is that it's associated with being correct 
or right, while irrationality is associated with bad ideas. This is a mistake.

Do the concepts of "good" and "bad" ideas still make sense in
Popperian philosophy? I guess not in the sense that people often mean
them (ok justification vs not-ok justification) - but problematic vs
not-problematic still seems OK.

Rational methods do not guarantee success.

Most (all?) of Popper's philosophy flows from the idea that there is
no method that *does*, I think?

If someone has a bad idea that doesn't imply that they are irrational. They might 
have thought rationally but made a mistake. Rational methods help us correct 
mistakes but we can't expect to correct all our mistakes, we're not perfect.

An example of genuine irrationality is when people make the same mistakes 
over and over. They aren't learning better. No error correction is happening.

Does this mean that a particular action, considered in isolation,
cannot be rational or irrational - that the concepts only make sense
when considered over a period of time where error correction can
happen?

Sometimes we might describe an individual action as "rational" when we
mean that it fosters error correction, and "irrational" when it does
not; I wonder if this is really just "good" and "bad" ideas in
disguise though.

- Richard

-- 



From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: ought vs is
Date: April 9, 2012 at 11:16 PM

On Apr 9, 3:27 pm, Elliot Temple <c...@curi.us> wrote:
Here's the first paragraph:

I’ve written before about the crisis of inequality in the United States and about 
the quasi-religious abhorrence of “wealth redistribution” that causes many 
Americans to oppose tax increases, even on the ultra rich. The conviction that 
taxation is intrinsically evil has achieved a sadomasochistic fervor in 
conservative circles—producing the Tea Party, their Republican zombies, and 
increasingly terrifying failures of governance.

Not only is Sam's article mudslinging, it's either willfully deceptive
or inexcusably ignorant of both basic math and history.

Tax increases "on the ultra rich" are completely ineffective at
raising sufficient revenue to undertake important projects by just
about any definition of the term. Firstly because even though the
ultra rich are indeed *ultra* rich, there are so few of them that even
a near total confiscation of their wealth would not raise substantial
revenue in the context of the combined federal, state, and local
budgets. Secondly the ultra rich are exactly the sort of people who
can afford to hire smart people to manage and move their money in such
a way that it is either not taxable or taxable at a substantially
lower rate. That may mean moving the money out of the country and, in
extremis, their physical presence along with it. They are also
generally well connected socially and politically, and thus able to
manipulate the legislative process to carve out special loopholes
faster than the legislative process can close them. Bottom line: even
to the extent we can identify the ultra rich (itself easier said than
done), there aren't enough of them and you can't actually take enough
of their wealth to make a substantial difference even if we were to
grant that such confiscation would be otherwise desirable, which I
don't.

The income tax itself was origninally only a tax "on the ultra rich";
if memory serves originally only the top 1% or so of income earners
were subject to it. But as most of us are acutely aware of this time



of year, it eventually expanded to cover a majority of the population.
Then the perennially patched "Alternative Minimum Tax (AMT)" was
introduced, again supposedly to serve the role of soaking the rich
while leaving the average person alone. Were the AMT not patched each
year it too would hit millions of ordinary taxpayers. Now we need
another new "rich person's tax"? Sam ought to be able to do the math
to know that such taxes are completely ineffective until and unless
they are "broadened" (as they almost always are) to include those with
much more common levels of wealth. Lefties like Sam talk endlessly
about taxing billionaires, but as soon as any practical legislation is
put forward we find ourselves arguing over things like whether a
family of four who makes a combined $250,000 income per year is "rich"
or not. Then once a stake is put in the ground wherever it is placed
by the legislative sausage-making process, the government will find a
way to vastly broaden its scope by a combination of monetary
inflation, new "interpretations" of the rules, "fixes" etc. until
many, if not most, Americans end up on the hook for what was
originally sold as a tax on the ultra rich.

Even more pernicious than that is Sam's allusion to the waste of
resources by the ultra rich on yahts and houses and cars, as
justification for confiscating more of their wealth. Of course, the
rich do spend money on those things and in many cases such
expenditures are probably a waste of resources in terms of making
progress. But again, the law of large numbers means that such waste
absolutely pales in comparison to the hundreds of hours spent not only
by the ultra rich but also by millions of ordinary businesses and
individuals keeping records for the IRS, figuring out how to fill out
and filing IRS forms, etc. This is a dead weight waste of time and
resources our entire economy already suffers, it gets worse every
year, and yet Sam and his ilk propose to make it even worse.

It seems to me that these calls for increasing taxes on the ultra rich
are little more than thin rationalizations for envy. If he's really
concerned about wasted resources, Sam should be advocating for the
elimination of the IRS and the income tax, not shilling for a new one.

--Jason



From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Capitalism
Date: April 10, 2012 at 2:45 AM

"Wealth is the product of man's capacity to think." -- Ayn Rand in
Atlas Shrugged

Part of the context of this quote is capitalism. Under capitalism,
thinking creates wealth, and so good thinkers gain wealth.

Under other systems, one gains wealth in other ways, e.g. by force or
political favors. That's bad.

Capitalism is the system that sets men free. It is the system in which
good ideas prosper. It is the only system proper to man as a
*thinking* creature, distinct from the animals.

Capitalism holds freedom as one of its principles, and it does this
consistently. All other systems, different from capitalism, *restrict
freedom*. If they did not restrict freedom in any way they would be
capitalism. If they aren't capitalism then they restrict freedom.

When men speak of flaws in capitalism, and how maybe we should use
other systems sometimes, that is an attack on freedom.

Capitalism is the system of the mind, of the thinker. All other
systems are less suited or unsuited in this regard. If they weren't,
they would be capitalism. (Note: minds and thinkers need freedom.)

Non-capitalism systems all deviate from capitalism, which means:
tyranny and disrespect for the intellect. If they didn't want those,
they would embrace capitalism.

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Self (was: ought vs is)
Date: April 10, 2012 at 7:51 AM

On 10 Apr 2012, at 01:26, Elliot Temple wrote:

As Brett reads it, the definition above implies that there is some kind of conflict 
between self-interest or selfishness, and other people. It assumes that for me to 
win means for someone else to lose -- but that is false. It assumes that one can 
be devoted himself, and benefit himself, by having no regard for others -- but 
that is a contradiction.

But the "regardless of others" phrase can be read another way. It can be read to 
mean: never pursuing someone else's interests, benefits, or welfare, as a 
primary goal. They must be only secondary goals, when they are steps towards 
achieving one's own selfish goals.

There is one more sense in which a person should act "regardless of others": he 
should not treat anybody else as an authority and uncritically take the authority's 
word on a particular subject. He should be willing to reject the opinion of anybody, 
no matter who that person, is if he can find a better position. If he isn't willing to 
do this, he will fail to make progress in some respects and will act against his self-
interest.

Alan



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Capitalism
Date: April 10, 2012 at 4:13 AM

On 10/04/2012, at 4:45 PM, "Anonymous Person" 
<unattributedemail@gmail.com> wrote:

"Wealth is the product of man's capacity to think." -- Ayn Rand in
Atlas Shrugged

Part of the context of this quote is capitalism. Under capitalism,
thinking creates wealth, and so good thinkers gain wealth.

Under other systems, one gains wealth in other ways, e.g. by force or
political favors. That's bad.

Capitalism is the system that sets men free. It is the system in which
good ideas prosper. It is the only system proper to man as a
*thinking* creature, distinct from the animals.

Capitalism holds freedom as one of its principles, and it does this
consistently. All other systems, different from capitalism, *restrict
freedom*. If they did not restrict freedom in any way they would be
capitalism. If they aren't capitalism then they restrict freedom.

When men speak of flaws in capitalism, and how maybe we should use
other systems sometimes, that is an attack on freedom.

Capitalism is the system of the mind, of the thinker. All other
systems are less suited or unsuited in this regard. If they weren't,
they would be capitalism. (Note: minds and thinkers need freedom.)

Non-capitalism systems all deviate from capitalism, which means:
tyranny and disrespect for the intellect. If they didn't want those,
they would embrace capitalism.

Hi,



I'm finding it hard to keep up - but these postings on capitalism and ethics and so 
forth seem to contain some implicit assumptions - especially about who it is we're 
talking about.

I believe I am a capitalist. I believe that enlightened self interest is an important 
principle to motivate me towards doing productive work and cooperating with 
others. I put that upon the table knowing, I suppose, it won't convince others.

Our present circumstance includes problems that are so urgent that it seems no 
single economic solution is able to motivate action and create solutions fast 
enough to prevent disaster. We don't just want us as a people to be the ones to 
be at the Beginning of Infinity - we want to be at the Beginning of Infinity 
ourselves and achieve greater power and immortality. It's true for us - and it's true 
for those around the world now who haven't even had the opportunity to discover 
what we know. They don't even have the opportunity to have a drink when they 
need to.

The number of people without sufficient food to survive and do productive work 
can be estimated at almost one billion.

http://www.worldhunger.org/articles/Learn/world%20hunger%20facts%202002.ht
m

These people actually lack opportunity to work. It's almost a physical impossibility 
- their present energy intake simply prevents them from doing work. Many have 
left immediate danger and fled to a camp - which is not much better. They are still 
on the verge of death. They have a choice of course - some could leave the 
refugee camp they are in and try to find a way to somewhere where there is more 
opportunity. The problem is that along the way through the desert of Somalia they 
might die of thirst very quickly. Or they may get shot if they try to escape from 
refugee camps in Uganda having already fled the Congo. 
http://www.bbc.co.uk/news/world-africa-17203150

What real choice do they have to help themselves? They think - but no solution 
comes to them. They get weaker and in a final insult - less able to take action that 
might save them should the opportunity arise.

Sometimes these people - children - through no bad choice of their own - find that 
even a refugee camp is no refuge. http://www.unhcr.org/4ebd2f5d6.html

http://www.worldhunger.org/articles/Learn/world%20hunger%20facts%202002.htm
http://www.bbc.co.uk/news/world-africa-17203150
http://www.unhcr.org/4ebd2f5d6.html


In the face of this - what should the rich do? If it's not the rich person's country - 
should they care? Why do borders matter? This is where the rubber hits the road 
when it comes to the selfishness versus compassion debate - between the 
'entirely free-market capitalist' and 'sometimes maybe we need to contribute to 
welfare' solution. These people - children often - who are starving, in immediate 
danger of being massacred - what is our responsibility towards them? None? If 
none - fine. Tell me none. I will then know where the line is drawn.

If we do have some responsibility towards those in clear, immediate, present 
danger of starvation and massacre in some countries do we need some social 
institution that will help? This is not hyperbole - there are people in deserts *now* 
surrounded by hostile forces *now* without the power to save themselves *now*. 
Without welfare they won't even have water. Only through the United Nations do 
some people have such a basic thing as water. And yet the free provision of 
water to them is entirely at odds with free-market capitalism. These people are 
not paying for this water...or food...or protection...or shelter. It is, effectively - 
welfare.

Those fleeing the Sudan are *right now* in a refugee camp in the middle of the 
Ethiopian desert http://www.unhcr.org/pages/4f689d6c6.html
These people currently lack the resources and knowledge to help themselves. 
Fleeing violence - if we left them, they would surely die. And yet - leaving them 
would also have no real impact upon us whatsoever. Certainly not me in 
Australia. Unlikely any of you in the USA or UK. Is indifference then, right? Is 
compassion wrong? Is there any type of enlightened self interest going to 
motivate me to help these people? At the moment I feel I am doing something at 
least - my country pays money towards the UNHCR. My tax money. I feel this is 
good. What is the alternative right now? To hope that rich people might somehow 
judge that their own self-interest is best served by saving these poor people? 
Would a purely market driven mechanism fix this problem for those people more 
quickly than the current 'social' one?

Is it an 'attack on freedom' to suggest that some people are so without power - or 
in such immediate threat and with no way whatever to pay for their own protection 
- that they need a form of social welfare? Even social welfare in the form of a man 
with a gun that *we pay for* protecting them from violent people? As a matter of 
*immediate* action? As of *right now* - should we help these people? Or - in line 
with pure objectivism - in line with pure capitalism - should all protection - down to 
something as basic as the provision of food and water stop *now*? After all - 

http://www.unhcr.org/pages/4f689d6c6.html


every person is responsible only for their own circumstance - true? Some of us 
are lucky to even be able to have choice. Sometimes the choice is to die by 
starving, by thirst or by shooting. Why should the rest of us care?

In a capitalist utopia we would all already have the means to do productive work. 
We would have the opportunity to cooperate. To educate ourselves and solve our 
problems. But this does not appear to be the world we are in - unless your world 
ends at the walls of your own home. Nor is it the world some evil people want. 
What is our responsibility to each other in the face of evil people and evil 
circumstances? What is our responsibility to a child (already a universal 
knowledge creator) - orphaned, starving and in immediate danger of being shot 
by evil people?

David writes in BoI how human beings began their existence in the death trap 
that is the harsh deserts of Africa - and then using our knowledge we solved our 
problems. It seems some of us are still there. If they can't solve this problem - 
does it ever become ours?

Brett.



From: Elliot Temple <curi@curi.us>
Cc: rational-politics-list@googlegroups.com
Subject: Re: [BoI] Capitalism
Date: April 10, 2012 at 1:33 PM

On Apr 10, 2012, at 1:13 AM, Brett Hall wrote:

On 10/04/2012, at 4:45 PM, "Anonymous Person" 
<unattributedemail@gmail.com> wrote:

"Wealth is the product of man's capacity to think." -- Ayn Rand in
Atlas Shrugged

Part of the context of this quote is capitalism. Under capitalism,
thinking creates wealth, and so good thinkers gain wealth.

Under other systems, one gains wealth in other ways, e.g. by force or
political favors. That's bad.

Capitalism is the system that sets men free. It is the system in which
good ideas prosper. It is the only system proper to man as a
*thinking* creature, distinct from the animals.

Capitalism holds freedom as one of its principles, and it does this
consistently. All other systems, different from capitalism, *restrict
freedom*. If they did not restrict freedom in any way they would be
capitalism. If they aren't capitalism then they restrict freedom.

When men speak of flaws in capitalism, and how maybe we should use
other systems sometimes, that is an attack on freedom.

Capitalism is the system of the mind, of the thinker. All other
systems are less suited or unsuited in this regard. If they weren't,
they would be capitalism. (Note: minds and thinkers need freedom.)

Non-capitalism systems all deviate from capitalism, which means:
tyranny and disrespect for the intellect. If they didn't want those,



they would embrace capitalism.

Hi,

I'm finding it hard to keep up - but these postings on capitalism and ethics and 
so forth seem to contain some implicit assumptions - especially about who it is 
we're talking about.

I believe I am a capitalist. I believe that enlightened self interest is an important 
principle to motivate me towards doing productive work and cooperating with 
others. I put that upon the table knowing, I suppose, it won't convince others.

Our present circumstance includes problems that are so urgent that it seems no 
single economic solution

Would you ever say something similar about epistemology?

Our present problems are so urgent that no single epistemological solution would 
suffice. We'll have to try not just reason but also some other approaches too! (i.e. 
deviations from reason).

When problems are big and urgent, that is all the more reason to use good 
methods that actually work. It's no cause to use ineffective or harmful 
approaches.

is able to motivate action and create solutions fast enough to prevent disaster. 
We don't just want us as a people to be the ones to be at the Beginning of 
Infinity - we want to be at the Beginning of Infinity ourselves and achieve greater 
power and immortality. It's true for us - and it's true for those around the world 
now who haven't even had the opportunity to discover what we know. They don't 
even have the opportunity to have a drink when they need to.

The number of people without sufficient food to survive and do productive work 
can be estimated at almost one billion.

http://www.worldhunger.org/articles/Learn/world%20hunger%20facts%202002.h
tm

These people actually lack opportunity to work. It's almost a physical 
impossibility - their present energy intake simply prevents them from doing work. 

http://www.worldhunger.org/articles/Learn/world%20hunger%20facts%202002.htm


Many have left immediate danger and fled to a camp - which is not much better. 
They are still on the verge of death. They have a choice of course - some could 
leave the refugee camp they are in and try to find a way to somewhere where 
there is more opportunity. The problem is that along the way through the desert 
of Somalia they might die of thirst very quickly. Or they may get shot if they try to 
escape from refugee camps in Uganda having already fled the Congo. 
http://www.bbc.co.uk/news/world-africa-17203150

What real choice do they have to help themselves? They think - but no solution 
comes to them. They get weaker and in a final insult - less able to take action 
that might save them should the opportunity arise.

Sometimes these people - children - through no bad choice of their own - find 
that even a refugee camp is no refuge. http://www.unhcr.org/4ebd2f5d6.html

In the face of this - what should the rich do?

Why do you jump to talking about the rich? What have the rich got to do with it?

This is not a problem created by the rich. The problem is primarily Government, 
which is taking continuous action to maintain this situation.

Why do people, anywhere in the world, lack opportunities to work?

Stuff like this:

- trade barriers between countries

- minimum wage laws and other regulations to prevent work (environmentalist 
ones, safety ones, the ones intended to increase barrier to entry and lower 
competition, etc)

- lack of respect for property rights and enforcement of property rights. ditto for 
contracts. (no company wants to do business where property isn't safe or 
contracts aren't respected)

- concerns about Government confiscation (don't want to invest in another 
country if that country's government might steal/nationalize it)

- market distortions due to subsidies, protectionism, tariffs, tax benefits to do 

http://www.bbc.co.uk/news/world-africa-17203150
http://www.unhcr.org/4ebd2f5d6.html


some things rather than others, etc

- laws interfering with free trade, e.g. rules about hiring and firing, which raises 
the cost and difficulty of hiring anyone

- laws of any sort that raise the cost of running a business due to the effort of 
compliance

- corruption, especially Government corruption. this is a huge problem in some 
countries, especially when it allows or even causes violence.

- bad ideas, e.g. strong superstitions, making them less useful workers. or bad 
learning skills so they can only do totally unskilled work or maybe a skill they 
already have but which may not be what's needed

If it's not the rich person's country - should they care? Why do borders matter? 
This is where the rubber hits the road when it comes to the selfishness versus 
compassion debate - between the 'entirely free-market capitalist' and 
'sometimes maybe we need to contribute to welfare' solution.

Government welfare is almost all done on national lines (e.g. the US foreign aid 
budget is quite small), while free-market capitalism isn't.

These people - children often - who are starving, in immediate danger of being 
massacred - what is our responsibility towards them? None? If none - fine. Tell 
me none. I will then know where the line is drawn.

Responsibility? No we aren't responsible collectively.

People are responsible if they've taken actions and made choices to perpetuate 
this situation. Such as supporting bad Government policies or opposing 
capitalism.

But one needn't be responsible to help. The good kind of help comes in the form 
of mutual benefit, so people will be happy to do that when they find the 
opportunity without having any kind of responsibility. Not as a favor, not as pity, 
but men cooperating on a voluntary basis, as equals in a sense.

Further, good ideas often have reach. When I pursue something good, that's 



often going to end up helping others as a side effect.

If we do have some responsibility towards those in clear, immediate, present 
danger of starvation and massacre in some countries do we need some social 
institution that will help? This is not hyperbole - there are people in deserts 
*now* surrounded by hostile forces *now* without the power to save themselves 
*now*. Without welfare they won't even have water. Only through the United 
Nations do some people have such a basic thing as water. And yet the free 
provision of water to them is entirely at odds with free-market capitalism. These 
people are not paying for this water...or food...or protection...or shelter. It is, 
effectively - welfare.

Bring capitalism to their country -- no violence, no fraud, property rights, 
contracts, free global trade -- and they will be immensely better off in short order. 
Capitalism can fix this.

What's at odds with capitalism is trying to fix it in short-sighted, wasteful ways that 
don't work. Give a man a fish, he eats it, and then what? The proper plan for the 
future is capitalism.

J J Hill, an industrialist who built a superior railroad without the Government 
subsidies his competitors took, used to subsidize some things in a way I would 
not complain about. Maybe you'll be interested in what.

He subsidized passenger travel on his railroad for the poorest immigrants. In 
return, all he asked was that they settle to farm on land near his railroad. Later he 
hoped that, when some of them prospered, they would have crops to ship for sale 
on the East coast. But they were under no obligation. They weren't even under 
any obligation to shop their crops with him.

Another thing Hill subsidized was shipping wheat to Asia. It was valuable to him 
to create new markets and do business with more people of the world.

Hill's wheat shipments to Asia were stopped by the Government. The 
Government made a law about all railroad rates must be published publicly and 
must be the same for everyone. Hill was banned from subsidizing his wheat 
shipments to Asia, and had to stop doing them.



Hill also did a lot of charitable giving, as did other industrialists:

_The Myth of the Robber Barons_ by Burt Folsom:

All of these men (except for Schwab) tried to promote self-help with their giving. 
They gave to those people or institutions who showed a desire to succeed and a 
willingness to work. Rockefeller and Hill both paid consultants to sort out the 
deadbeats and the golddiggers. They sympathized with the needy, but 
supported only those needy imbued with the work ethic. Each entrepreneur, of 
course, had his own variations on the giving theme. Vanderbilt, for example, 
plowed a series of large gifts into Vanderbilt University and helped make it one 
of the finest schools in the nation. He almost never gave to individuals, though, 
and said if he ever did he would have people lined up for blocks to pick his 
pockets. Schwab, by contrast, was a frivolous giver and had dozens of friends 
and hangers-on who tapped him regularly for handouts. Rockefeller 
concentrated his giving in the South and the Midwest; the Scranton group and 
Schwab focused on the East; Hill gave mainly in the Northwest.

and

Some historians haven't liked the way Rockefeller made his money, but few 
have quibbled with the way he spent it. Before he died, he had given away 
about $550,000,000, more than any other American before him had ever 
possessed. It wasn't so much the amount that he gave as it was the amazing 
results that his giving produced. At one level he built schools and churches and 
supported evangelists and missionaries all over the world. After all, Jesus said, 
"Go ye into all the world, and preach the gospel to every creature." Healing the 
sick and feeding the poor were also part of Rockefeller's Christian mission. Not 
state aid, but Rockefeller philanthropy paid teams of scientists who found cures 
for yellow fever, meningitis, and hookworm. The boll weevil was also a 
Rockefeller target, and the aid he gave in fighting it improved farming 
throughout the South. Rockefeller attacked social and medical problems the 
same way he attacked the Russians—with efficiency and innovation. To get both 
of these, Rockefeller gave scores of millions of dollars to higher education. The 
University of Chicago alone got over $35,000,000. Black schools, Southern 
schools, and Baptist schools also reaped what Rockefeller had sown. His guide 
for giving was a variation of the Biblical principle—"If any would not work, 
neither should he eat." Those schools, cities, or scientists who weren't anxious 



to produce or improve didn't get Rockefeller money. Those who did and showed 
results got more. As in the parable of the talents, to him who has, more 
(responsibility and trust) shall be given by the Rockefeller Foundation.

That is the record capitalism can achieve. Rational, effective and voluntary 
philanthropy, fueled by productive profits.

Consider also: where did their fortunes come from? They were created. They 
*made* money. It did not exist before they made it. They didn't get their wealth 
from others. They created new wealth and kept a portion of it. In so doing, they 
had already helped others tremendously.

How did they make money? Rockefeller, for example, made it by having good 
ideas about how to run a clean, safe, efficient, effective business, with strong 
respect for ideas and science. He thought long-range. He had good ideas about 
treating his employees well, being generous to productive workers, rewarding 
success, giving out stock in his company to employees, encouraging people to 
save and to own things, giving lengthy paid vacations, and so on. And he did all 
that while making tremendous profits. Or put better: actions like those helped him 
to make more profit. He did all these wonderful things his competitors weren't 
doing, that were quite nice and humanitarian and rational, and that is how he 
created wealth and outcompeted people who were doing the stereotypes of short-
sighted greed, mistreatment of employees, skimping on safety, trying to make 
employees work unpaid overtime, and so on.

Back to Brett:

David writes in BoI how human beings began their existence in the death trap 
that is the harsh deserts of Africa - and then using our knowledge we solved our 
problems. It seems some of us are still there. If they can't solve this problem - 
does it ever become ours?

It is not our problem but it is our opportunity: anyone can help them for mutual 
benefit. Or, any individual can choose to help on a voluntary basis for whatever 
motivations he chooses.

But this is more of a political than economic problem. Their poverty is caused 



primarily by Government. Especially their own bad Governments that fail to 
protect them against violence, protect property rights, protect contracts, and so 
on. But also Western governments that meddle in the markets tremendously, tax 
way too much, and put up barriers to trade, hiring, and so on.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Capitalism
Date: April 10, 2012 at 9:19 PM

On 11/04/2012, at 3:33 AM, "Elliot Temple" <curi@curi.us> wrote:

On Apr 10, 2012, at 1:13 AM, Brett Hall wrote:

On 10/04/2012, at 4:45 PM, "Anonymous Person" 
<unattributedemail@gmail.com> wrote:

"Wealth is the product of man's capacity to think." -- Ayn Rand in
Atlas Shrugged

Part of the context of this quote is capitalism. Under capitalism,
thinking creates wealth, and so good thinkers gain wealth.

Under other systems, one gains wealth in other ways, e.g. by force or
political favors. That's bad.

Capitalism is the system that sets men free. It is the system in which
good ideas prosper. It is the only system proper to man as a
*thinking* creature, distinct from the animals.

Capitalism holds freedom as one of its principles, and it does this
consistently. All other systems, different from capitalism, *restrict
freedom*. If they did not restrict freedom in any way they would be
capitalism. If they aren't capitalism then they restrict freedom.

When men speak of flaws in capitalism, and how maybe we should use
other systems sometimes, that is an attack on freedom.

Capitalism is the system of the mind, of the thinker. All other
systems are less suited or unsuited in this regard. If they weren't,
they would be capitalism. (Note: minds and thinkers need freedom.)



Non-capitalism systems all deviate from capitalism, which means:
tyranny and disrespect for the intellect. If they didn't want those,
they would embrace capitalism.

Hi,

I'm finding it hard to keep up - but these postings on capitalism and ethics and 
so forth seem to contain some implicit assumptions - especially about who it is 
we're talking about.

I believe I am a capitalist. I believe that enlightened self interest is an important 
principle to motivate me towards doing productive work and cooperating with 
others. I put that upon the table knowing, I suppose, it won't convince others.

Our present circumstance includes problems that are so urgent that it seems 
no single economic solution

Would you ever say something similar about epistemology?

Our present problems are so urgent that no single epistemological solution 
would suffice. We'll have to try not just reason but also some other approaches 
too! (i.e. deviations from reason).

When problems are big and urgent, that is all the more reason to use good 
methods that actually work. It's no cause to use ineffective or harmful 
approaches.

You are right and that's a good point well made. You - and other things over the 
last 18 hours or so of reading, watching and listening have convinced me that 
many positions I held were wrong. I did not know enough. I am fixing 
this...especially about economics. I don't know much about economics so I am 
reading about capitalism.

is able to motivate action and create solutions fast enough to prevent disaster. 
We don't just want us as a people to be the ones to be at the Beginning of 
Infinity - we want to be at the Beginning of Infinity ourselves and achieve 
greater power and immortality. It's true for us - and it's true for those around 
the world now who haven't even had the opportunity to discover what we know. 
They don't even have the opportunity to have a drink when they need to.



The number of people without sufficient food to survive and do productive work 
can be estimated at almost one billion.

http://www.worldhunger.org/articles/Learn/world%20hunger%20facts%202002.
htm

These people actually lack opportunity to work. It's almost a physical 
impossibility - their present energy intake simply prevents them from doing 
work. Many have left immediate danger and fled to a camp - which is not much 
better. They are still on the verge of death. They have a choice of course - 
some could leave the refugee camp they are in and try to find a way to 
somewhere where there is more opportunity. The problem is that along the 
way through the desert of Somalia they might die of thirst very quickly. Or they 
may get shot if they try to escape from refugee camps in Uganda having 
already fled the Congo. http://www.bbc.co.uk/news/world-africa-17203150

What real choice do they have to help themselves? They think - but no solution 
comes to them. They get weaker and in a final insult - less able to take action 
that might save them should the opportunity arise.

Sometimes these people - children - through no bad choice of their own - find 
that even a refugee camp is no refuge. http://www.unhcr.org/4ebd2f5d6.html

In the face of this - what should the rich do?

Why do you jump to talking about the rich? What have the rich got to do with it?

Why does it *seem* to be the case that those who want to put their energy into 
helping others are by-and-large socialists when it comes to the lower and middle 
classes (i.e most people)? It seems to me that the people involved in using their 
time and energy in what seems to be a noble pursuit - helping others - do indeed 
have some bad ideas because they are sacrificing themselves. And yet - their 
psychological motivation seems good. I am talking here both about people 
engaged full-on in charity work as well as all those people in low paid 'caring' 
professions like nursing or police or child care. They *want* to do good and we 
fail to enlist them - they probably could be out there making much more money by 
being a bit more ruthless.

 There is something wrong when it seems most people motivated to solve serious 

http://www.worldhunger.org/articles/Learn/world%20hunger%20facts%202002.htm
http://www.bbc.co.uk/news/world-africa-17203150
http://www.unhcr.org/4ebd2f5d6.html


problems have bad ideas about how to do it and it also *seems* that many people 
who are motivated to do nothing more than simply accumulate a lot of stuff (not 
all but it seems many) are not motivated to solve problems. I think of Paris Hilton 
types. Ironically Paris Hilton has done some good stuff like make entertaining 
television - but other people rich through inheritance who just sit on their money 
and do nothing really useful with it. And solving problems is the right thing to do - 
morally right. All evil is caused by problems. If, in the face of a problem - a 
serious one - that you have power to solve - you choose more clothes for yourself 
or whatever - is this choice an evil one? I emphasise *seems* there as I have no 
data of course but I think you would be hard pressed to find pure capitalists 
engaged in working for charities, helping the homeless, working as nurses and so 
forth. Why is this? We need nurses and police and so forth.

But then I also think to myself that those people who believe in new age rubbish 
and homeopathy are - dishonest people aside - motivated by wanting to do good. 
And then of course there are religious people who spend even more time putting 
energy and money into some strange things. I also now think it is perverse that 
this latter group - strongly religious people who want to coerce me in so many 
ways and want to restrict all sorts of rights - are also the ones on the side of the 
capitalists in the USA. It makes it hard then to support political parties that might 
have the better economic ideas but worse ideas about other laws like what sexual 
practises and human relationships are okay and the coercion of children and use 
of drugs and stuff like what's the best way to understand reality - science and 
rationality or dogma and faith?

This is not a problem created by the rich. The problem is primarily Government, 
which is taking continuous action to maintain this situation.

Why do people, anywhere in the world, lack opportunities to work?

Stuff like this:

- trade barriers between countries

- minimum wage laws and other regulations to prevent work (environmentalist 
ones, safety ones, the ones intended to increase barrier to entry and lower 
competition, etc)

Yes, fair enough. Would you say that a solution would be to allow industrialists to 



employ the starving denizens of africa and this would help the industrialists get 
cheap labor and the Africans resources to feed themselves and get a leg up?

- lack of respect for property rights and enforcement of property rights. ditto for 
contracts. (no company wants to do business where property isn't safe or 
contracts aren't respected)

I suppose this means the industrialist would want to import cheap labor into a 
safe country? But that's not possible for the other reasons that you point out.

- concerns about Government confiscation (don't want to invest in another 
country if that country's government might steal/nationalize it)

- market distortions due to subsidies, protectionism, tariffs, tax benefits to do 
some things rather than others, etc

- laws interfering with free trade, e.g. rules about hiring and firing, which raises 
the cost and difficulty of hiring anyone

- laws of any sort that raise the cost of running a business due to the effort of 
compliance

- corruption, especially Government corruption. this is a huge problem in some 
countries, especially when it allows or even causes violence.

- bad ideas, e.g. strong superstitions, making them less useful workers. or bad 
learning skills so they can only do totally unskilled work or maybe a skill they 
already have but which may not be what's needed

If it's not the rich person's country - should they care? Why do borders matter? 
This is where the rubber hits the road when it comes to the selfishness versus 
compassion debate - between the 'entirely free-market capitalist' and 
'sometimes maybe we need to contribute to welfare' solution.

Government welfare is almost all done on national lines (e.g. the US foreign aid 
budget is quite small), while free-market capitalism isn't.

I am still concerned that in life threatening situations where we are today fully 



aware of the suffering of others in the third world that the only people truly 
motivated to help *seem* to be those with more socialist leanings and altruistic 
motives. The governments are in the way - i agree. But right now who is willing to 
get around that and help? Why are the capitalists so scarce when you look 
around for someone inspirational and active in trying to solve *those* problems of 
what to do about those in the most urgent need?

I know your point is that in solving your own problems there will be these 
unexpected benefits. - but it seems inefficient as a matter of life saving urgency 
for some. If I look around and think to myself - I want to do something worthwhile 
with my life. What should I do? I know - I will solve the most urgent problems first. 
Now, what's urgent? (by the way I think this is basically the thought process of 
many idealistic young people). Rightly, I find that the most pressing problem is to 
reduce the most suffering most quickly - help stop the starvation or thirst or 
danger for some. I might even think it an abrogation of reason or a terrible waste 
of my attention to do something else most of the time. Maybe some of the time I 
should spend trying to market my wares, or learn science or philosophy...but then 
I think that given my circumstance in the world I cannot rest easy knowing that so 
much suffering goes on that I could help now if only I directed my energies in that 
direction.

It seems few people are motivated this way. And usually socialists. And rarely 
capitalists. Why is this? But then this ties in to the free will debate - I still have not 
been moved on this. You make choices - but you do not choose to choose your 
choice - you do not choose what your will, will be. I think people are *lucky* 
ultimately to be motivated (have the will) to even want to make more and more 
money. You are lucky then not to be "afflicted" by concern for the welfare of your 
earthly neighbours. It's *unlucky* then if you feel motivated to spend your life 
wanting to alleviate suffering because you are filled with compassion.  So those 
motivated to make ever more money and never share it rise to the top like cream 
because they never compete with those who want to solve the urgent problem of 
starving people or whatever as soon as possible. So at the top you get people by 
a sort of selection effect that are anti-other people and not just selfish in the 
enlightened and noble sense but also in the cruel, callous and uncaring sense 
also. Ayn Rand is right that selfishness ultimately will do good - but in the face of 
your neighbours' *immediate* suffering it seems to be powerless to motivate 
*immediate* action. It offers only indifference while you consider all your priorities 
and these are often right away how to make more money. Helping a starving 
person is not your immediate concern even if it's theirs. Right?



These people - children often - who are starving, in immediate danger of being 
massacred - what is our responsibility towards them? None? If none - fine. Tell 
me none. I will then know where the line is drawn.

Responsibility? No we aren't responsible collectively.

People are responsible if they've taken actions and made choices to perpetuate 
this situation.

A thought experiment then. A garden of Eden situation. Two people (adam and 
eve) find themselves in the garden - which is on an island - with plentiful 
resources - fruit trees as far as the eye can see, running water and animals to 
eat.

Across the ocean - but just a short boat ride away - in fact this other island is 
easily seen from the first - are two others - say Alice and Bob. This island is a 
desert. Literally. But there's been recent rain. There's water to keep them alive for 
the next week.

Do the first two have any obligation towards the second? Would it be right - 
permissible - for the first to allow the second to starve? Doing nothing would 
perpetuate the situation, is this right? So they are obligated to help? Doing 
nothing is clearly an action - a choice. Clearly there is much luck involved the way 
I have set this up.

Could Adam and eve employ Alice and bob? Say get them to do hard labor of 
farming in exchange for food? What if Adam and eve placed severe restrictions 
on Alice and bob - like they could eat some food (just enough so that they can do 
their work of plating crops or butchering animals) but for this food they had to 
work very hard and then were sent back to their own island each day? Now would 
it be okay for Adam and eve to keep Alice and bob subjugated in this way? What 
if adam and eve argue that this is pure capitalism. Alice and bob are pain for their 
work. But what if it's never enough beyond the bare minimum to survive?

Is this the situation that actually we can find ourselves in - or to some close 
approximation - with labor in the third world? Or could this never happen? Ayn 
Rand on those Donahue interviews seemed to think it could not.

I am guessing that the choice rich people make to do (effectively) nothing when 



they possess the knowledge about urgent problems that exist - that this is itself 
an action which perpetuates suffering. And that's wrong. They have the power to 
help but choose not to. That is wrong. Can I look at it like this? If I was a rich 
person and had spare billions. If after much careful thought I decided that I would 
buy huge amounts of land and on a whim just build lots of houses for myself and 
cars and so forth and ignore the starving people that I could have helped - would I 
be making *bad* decisions? Bad in the sense that better decisions were available 
to me? Better in that the problem of starving people deserved higher priority than 
my whim of buying more stuff for myself? More deserving because my decision 
should be based upon considerations of net overall suffering and well being? Are 
suffering and well being salient points to consider when making decisions? What 
other decision theoretic factors are there? What problems should people solve 
first...?

Such as supporting bad Government policies or opposing capitalism.

But one needn't be responsible to help. The good kind of help comes in the form 
of mutual benefit, so people will be happy to do that when they find the 
opportunity without having any kind of responsibility. Not as a favor, not as pity, 
but men cooperating on a voluntary basis, as equals in a sense.

Yes. Agreed. So in my thought experiment as soon as Adam and Eve have the 
idea to not cooperate so much as to keep Alice and bob in subjugation - this is an 
evil. What Adam and eve choose to pay Alice and bob should be chosen with due 
consideration to what the work is truly worth. Not simply the absolute minimum to 
keep Alice and bob barely alive?

Further, good ideas often have reach. When I pursue something good, that's 
often going to end up helping others as a side effect.

Is it better to be motivated to help someone as the primary motivation - or at least 
as some important consideration - rather than simply a side effect? If the only 
help other people ever receive from you - especially those in urgent need - is just 
a side effect - is this bad? Or rather not as good? Aren't some problems more 
important or more immediately urgent to solve - than others? What problems 
should people solve first? I might come back to this...

If we do have some responsibility towards those in clear, immediate, present 



danger of starvation and massacre in some countries do we need some social 
institution that will help? This is not hyperbole - there are people in deserts 
*now* surrounded by hostile forces *now* without the power to save 
themselves *now*. Without welfare they won't even have water. Only through 
the United Nations do some people have such a basic thing as water. And yet 
the free provision of water to them is entirely at odds with free-market 
capitalism. These people are not paying for this water...or food...or 
protection...or shelter. It is, effectively - welfare.

Bring capitalism to their country -- no violence, no fraud, property rights, 
contracts, free global trade -- and they will be immensely better off in short 
order. Capitalism can fix this.

Agreed. I concede this.

What's at odds with capitalism is trying to fix it in short-sighted, wasteful ways 
that don't work. Give a man a fish, he eats it, and then what? The proper plan 
for the future is capitalism.

Again, I agree.

J J Hill, an industrialist who built a superior railroad without the Government 
subsidies his competitors took, used to subsidize some things in a way I would 
not complain about. Maybe you'll be interested in what.

He subsidized passenger travel on his railroad for the poorest immigrants. In 
return, all he asked was that they settle to farm on land near his railroad. Later 
he hoped that, when some of them prospered, they would have crops to ship for 
sale on the East coast. But they were under no obligation. They weren't even 
under any obligation to shop their crops with him.

Another thing Hill subsidized was shipping wheat to Asia. It was valuable to him 
to create new markets and do business with more people of the world.

This is the kind of hero that people need to know about. Why are capitalists so 
bad at marketing their own good ideas, exalting their own heroes and thereby 
convincing people who otherwise think so much of what they do is evil? I think 



some of it is approach. People seem to be adverse to a mean selfishness and 
this can come through in demeanour. Not necessarily selfish in the Rand sense - 
but mean in the "i simply don't care about anyone else but myself" . If you are 
dismissive of the problems other people have - in other words - you appear to 
lack compassion - then those who might otherwise be convinced to cooperate 
with you are turned off. Again, I get this from watching Rand being interviewed. 
She makes sense and yet sometimes even she seems to cross the line from 
selfish to callous. At one point in one interview when asked about Israel she 
makes the very correct point that Israel is fully in the right and surrounded on all 
sides by racists who want to wipe them off the planet. But then she pushes too far 
and calls them primitives. But who are they and them? It's unfair of course -to 
ascribe to nations and groups the quality of individuals. This is itself a racist kind 
of thing as generalising always will be. Surely at least some (however small the 
minority) in those Arab countries are themselves persecuted? Are themselves 
enlightened - and yet they get lumped in as primitives just because they share the 
same land? This way of talking and communicating is the sort of thing that puts 
those who might help off side and then they become your problem not part of 
your solution. Again, marketing of ideas is important.

How best to persuade? Probably not by actually calling people with lack of 
resources and bad ideas 'racist primitives'. They are people after all. They could 
probably be convinced. I wonder what is the best way? Conservatives seem to 
often get a bad reputation for exactly this - mean words that get people off side 
rather than persuade them with good arguments. But as you point out - even 
people as patient and compassionate as Sam Harris seem prone to pulling out 
mudslinging insults. There has to be some sort of ethical precept here worth 
following. A recognition that labelling people - attacking the man rather than the 
idea - ad hominem - always works against everyone's interests. I sense 
capitalists, conservatives and religious people are very bad when it comes to this. 
Just now in Australia Richard Dawkins is visiting. The number of times he has 
been called "arrogant" by religious people is astounding. The irony is that it's 
often in the context of them claiming to know things no person could possibly 
know about the causes of the big bang or the divine origins of certain books or 
the eternal lives of certain people - while Richard points out that they can't know 
these things - and they call him an arrogant atheist for it. And - again - why are 
these people more often on the side of conservative politics? I know the left have 
their irrationality - but let's admit that many who call themselves right leaning are 
even sillier at times. I also know that this left/right thing is silly - but to a first 
approximation I think if someone tells me they believe in the literal truth of Jesus' 
resurrection, I reckon I might guess what they think about taxation too. The 



reverse is not so often true of course...

Hill's wheat shipments to Asia were stopped by the Government. The 
Government made a law about all railroad rates must be published publicly and 
must be the same for everyone. Hill was banned from subsidizing his wheat 
shipments to Asia, and had to stop doing them.

Hill also did a lot of charitable giving, as did other industrialists:

_The Myth of the Robber Barons_ by Burt Folsom:

All of these men (except for Schwab) tried to promote self-help with their 
giving. They gave to those people or institutions who showed a desire to 
succeed and a willingness to work. Rockefeller and Hill both paid consultants 
to sort out the deadbeats and the golddiggers. They sympathized with the 
needy, but supported only those needy imbued with the work ethic. Each 
entrepreneur, of course, had his own variations on the giving theme. 
Vanderbilt, for example, plowed a series of large gifts into Vanderbilt University 
and helped make it one of the finest schools in the nation. He almost never 
gave to individuals, though, and said if he ever did he would have people lined 
up for blocks to pick his pockets. Schwab, by contrast, was a frivolous giver 
and had dozens of friends and hangers-on who tapped him regularly for 
handouts. Rockefeller concentrated his giving in the South and the Midwest; 
the Scranton group and Schwab focused on the East; Hill gave mainly in the 
Northwest.

Yes, I knew about these guys. They're the heroic exception in my mind. It seems 
problems would be solved faster this way if more super rich were also super 
willing to give opportunities to others and invest. Going back to Sam Harris' stuff 
this was his original impetus for writing. *Encouragement* of the rich to help the 
needy who are willing to work but without opportunity. I agree with you now that 
raising tax is not the best way. But if we are going to lower taxes lets lower taxes 
on the poor first. That will help more people who need it more quickly, yes?

Even Warren Buffett says as much. 
http://www.nytimes.com/2011/08/15/opinion/stop-coddling-the-super-rich.html?
_r=1

http://www.nytimes.com/2011/08/15/opinion/stop-coddling-the-super-rich.html?_r=1


I think lots of people get upset in a country like America when they find out that as 
a percentage the poorer people can sometimes pay more in tax. This is perverse 
of course. But I now see the solution is not to raise tax on the rich. It's to lower tax 
on everyone. But if social stability demands change to happen slowly then lower 
tax on the poor first, surely? Yet this never seems to be on the cards. It *does* 
tend to occur when you have more social left leaning governments around it 
seems.

In Australia our less conservative government seems to raise the tax-free 
threshold each time they get in power so that an even larger proportion of people 
on lower wage pay no taxes at all. That's good capitalist policy. But it comes from 
the left - repeatedly. When conservatives are in they seem to be motivated like 
Warren Buffet says - to help the richest *first*. Clearly this rubs the majority of 
people (by definition the majority) the wrong way. Surely if your ideal is to lower 
taxes - reduce government revenue - then the best thing is to help the most 
people? That means lower taxes on the poor as a priority? Lower taxes on the 
rich? A secondary concern? Or at least they might be equal concerns? The poor 
too often get short shrift it seems by some parts of politics. It seems callous. It 
seems to be bad marketing for free market capitalism when you want to export 
this idea to a bunch of universal knowledge creators who understand when 
they're being put lower on the list of priorities. I know how I would (do) feel about 
paying more tax than a billionaire as a proportion.

and

Some historians haven't liked the way Rockefeller made his money, but few 
have quibbled with the way he spent it. Before he died, he had given away 
about $550,000,000, more than any other American before him had ever 
possessed. It wasn't so much the amount that he gave as it was the amazing 
results that his giving produced. At one level he built schools and churches

sometimes rich people make poor spending choices ;)

and supported evangelists

Oh gosh. But yes, I get the point - he was a good guy motivated to do good. If 



only he had good epistemology too. These days there's less excuse for that. 
Where is today's Rockefeller? Mainly Gates and Buffett and a few others. There 
should be more.

and missionaries all over the world. After all, Jesus said, "Go ye into all the 
world, and preach the gospel to every creature." Healing the sick and feeding 
the poor were also part of Rockefeller's Christian mission. Not state aid, but 
Rockefeller philanthropy paid teams of scientists who found cures for yellow 
fever, meningitis, and hookworm. The boll weevil was also a Rockefeller target, 
and the aid he gave in fighting it improved farming throughout the South.

Now that's a great thing. Solving proper problems.

Rockefeller attacked social and medical problems the same way he attacked 
the Russians—with efficiency and innovation. To get both of these, Rockefeller 
gave scores of millions of dollars to higher education. The University of 
Chicago alone got over $35,000,000. Black schools, Southern schools, and 
Baptist schools also reaped what Rockefeller had sown. His guide for giving 
was a variation of the Biblical principle—"If any would not work, neither should 
he eat." Those schools, cities, or scientists who weren't anxious to produce or 
improve didn't get Rockefeller money. Those who did and showed results got 
more. As in the parable of the talents, to him who has, more (responsibility and 
trust) shall be given by the Rockefeller Foundation.

That is the record capitalism can achieve. Rational, effective and voluntary 
philanthropy, fueled by productive profits.

Yes. Agreed. I think it's also a reasonable concern that lots of his money went to 
bad stuff too. What evil was wrought by all that evangelising? Those religious 
schools and churches? How many people who might otherwise have gone into 
productive science or work became religious people devoted to a life of 
perpetuating bad memes financed by him? So it can cut both ways. Overall - on 
balance - he solved lots more problems than he created (well okay BoI-ers - he 
created lots more *more interesting* problems than he solved)-  I accept that.

Today where are the rational Rockefellers? There are some. I'm sure we'd 
(humanity more broadly) like and admire rich people if they were a little more 
obvious like Bill Gates and Buffett in getting involved in solving big problems. 
Gates has a good reputation and people are motivated to help him because most 



people know about his powerful work solving health issues and other serious 
problems around the world. But I know barons who are just the opposite. I think 
here in Australia of one of our richest people - Jamie Packer. He's a billionaire 
who inherited his father's money. His father got his money through print and tv 
media. Jamie sold all that and bought casinos. If he ever does make big 
contributions to solving problems (rather than - arguably creating many with 
casinos) we don't know about it. Maybe he's humble and modest. But like Rand 
says - that's an evil itself. Maybe he does very little at all to help other people. I 
think maybe many - too many - billionaires are like Jamie Packer. And too few are 
like Gates. They have their money not through hard work and skill like Bill Gates 
but because they inherit it. Then they strangely guard it more selfishly than 
people who do earn their own. This is a weird trait of some rich people. Yes I am 
fixated on the rich because they have the most power to solve problems. Which 
problems should we solve first...?

Consider also: where did their fortunes come from? They were created. They 
*made* money. It did not exist before they made it. They didn't get their wealth 
from others. They created new wealth and kept a portion of it. In so doing, they 
had already helped others tremendously.

Yes. This happens. You are correct. I admit that. Do you grant that many very rich 
people also just inherit money and might not be motivated to do anything much 
good with it?

I don't know much about United States billionaires but again you can look up 
these Australian ones I've mentioned before. Jamie packer and Gina Reinhart 
both inherited their fortunes from their fathers. This is just to say that a rich 
person is not necessarily rich because they know the most about making money. 
They might just inherit it - it's almost genetic wealth!

How did they make money? Rockefeller, for example, made it by having good 
ideas about how to run a clean, safe, efficient, effective business, with strong 
respect for ideas and science. He thought long-range. He had good ideas about 
treating his employees well, being generous to productive workers, rewarding 
success, giving out stock in his company to employees, encouraging people to 
save and to own things, giving lengthy paid vacations, and so on. And he did all 
that while making tremendous profits. Or put better: actions like those helped 
him to make more profit. He did all these wonderful things his competitors 
weren't doing, that were quite nice and humanitarian and rational, and that is 



how he created wealth and outcompeted people who were doing the 
stereotypes of short-sighted greed, mistreatment of employees, skimping on 
safety, trying to make employees work unpaid overtime, and so on.

Yes that's brilliant. The only warning bell that's now going off for me is the fact 
that the example of Rockefeller is used so often. He's like the pin-up boy for nice 
rich people. Is this because there are no others? Is there such a poverty (pardon 
the pun) of compassionate acts among other industrialists that we must go back 
to the only one that made obvious inroads into solving social problems, with good 
ideas ad a healthy respect for the scientific process? He was generous to his 
employees and this worked out well for him. The fact he - like Richard Branson - 
is so famous for exactly that means that this particular meme "be good to your 
employees" isn't exactly ubiquitous among big business. Why not? Why is 
treating employees generously and well so rare that we actually *know the 
names* of the bosses who do? Shouldn't this just be the way it's done? Or are 
most bosses like most parents and coercive and mean?

Also it's important to note that you agree that Rockefeller did good. People agree 
he did good. But what was good? Helping people apparently. So there is some 
sort of ethical intuition here that's worth noticing. Generosity can be good. Let's 
not use altruism. But giving people opportunity - that's good, right? Rockefeller is 
only a good example to use because he has *both* lots of wealth AND he "was 
quite nice and humanitarian" and not greedy and so forth. So just a quibble here: 
again this is where most people would say in common language that he's 
demonstrating altruism and not selfishness. Now if you start to insist that no, it's 
the opposite, you're perfectly right of course. But then you're almost immediately 
off the point. The point is to convince people that making lots of money is not bad 
(they probably already agree with that) and hat sacrificing yourself would be bad. 
David asked me: what was Ayn Rand supposed to do? Not use the word selfish? 
I don't know. But when I want to use Rockefeller as an example I don't want to get 
hung up trying to explain how he was actually extremely selfish. And that this is a 
good thing. And he didn't have an altruistic bone in his body. Instead altruism is 
about sacrificing yourself and generosity can be about helping people who will 
eventually help you. It was hard enough for me and you and rand to convince me 
of this over days of debate. God help people who don't have that sort of time to 
parse the meanings of words like selfish, altruistic, generous and so forth. What's 
the best way to persuade people of this stuff about pure capitalism being good? (I 
never thought capitalism was bad...just some capitalists and their choices...so I 
wasn't a hard case. I think most people are though.)



Back to Brett:

David writes in BoI how human beings began their existence in the death trap 
that is the harsh deserts of Africa - and then using our knowledge we solved 
our problems. It seems some of us are still there. If they can't solve this 
problem - does it ever become ours?

It is not our problem but it is our opportunity:

I like that. That's good.

anyone can help them for mutual benefit.

Okay. Perhaps. What benefit do I get if I give money to - say - World Vision - and 
sponsor a child and save someone from starving? Is it just a good feeling? 
Should I even have a good feeling because it's pure altruism (it seems) and that's 
actually wrong. So I should feel bad? Should I only help a starving African child if 
they are going to benefit me in some way? Maybe make a deal with them?

Or, any individual can choose to help on a voluntary basis for whatever 
motivations he chooses.

Okay. But somehow I have to be consistent with the idea that I cannot be purely 
altruistic...because altruism is bad.

But this is more of a political than economic problem. Their poverty is caused 
primarily by Government. Especially their own bad Governments that fail to 
protect them against violence, protect property rights, protect contracts, and so 
on. But also Western governments that meddle in the markets tremendously, tax 
way too much, and put up barriers to trade, hiring, and so on.

I am now about 1/3 of the way through "Capitalism: The unknown ideal" so 
thanks for the tip. I'm convinced now that economic problems, where they exist 
are not due to capitalism. So you are right and I concede that point again.

So I am convinced with just some loose ends about which problems people 
should solve first and what I personally should be motivated to do and how to act 



and whether I have a right to judge or comment upon how others use their power. 
I know that's about other people but their decisions can affect me of course.

Politically I would be extremely uneasy about the company I might keep - those 
who might see me as an ally. I cannot vote for a person who stands up for pure 
unadulterated capitalism and yet at the same time says mean stuff about 
homosexuals or who wants to beat children or seriously suggests that the bible 
contains clear messages about morality or who wants to spend billions on 
controlling stuff like drugs and plants and that sort of thing and making laws which 
curb lots of freedoms.

Somehow I still feel that when I must choose who to rule (and ideally i want no 
one but in the interim) it seems like the slightly more socialist one (economically) 
seems more interested in progress technologically, scientifically and morally. 
They're actually less likely to get in my way and cause me problems than so 
many on the conservative side who believe more in capitalism. I know in the USA 
there's Ron Paul - though even he seems to have said some strange things that - 
again - tend to lose him support because he can't communicate properly without 
ad hominem attacks against individuals and groups. And he mixes up morality 
and homosexuality and some other weird stuff. But he's the closest person it 
seems in the western world to what's capitalist who believes in freedom wants - 
and yet he gets such a small amount of the vote.

But anyways, I've changed my mind largely.

Brett

Sam Harris says that witnessing someone change their mind is like seeing a 
supernova explosion. Coincidently a "modestly bright" one good for viewing went 
off today http://www.itelescope.net/sky-alerts/2012/4/10/alert-supernova-in-ngc-
6796-possible-nova-and-the-progress-o.html .

http://www.itelescope.net/sky-alerts/2012/4/10/alert-supernova-in-ngc-6796-possible-nova-and-the-progress-o.html


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Capitalism
Date: April 10, 2012 at 11:04 PM

On Apr 10, 2012, at 6:19 PM, Brett Hall wrote:

You are right and that's a good point well made. You - and other things over the 
last 18 hours or so of reading, watching and listening have convinced me that 
many positions I held were wrong. I did not know enough. I am fixing 
this...especially about economics. I don't know much about economics so I am 
reading about capitalism.

...

But anyways, I've changed my mind largely.

Brett

Sam Harris says that witnessing someone change their mind is like seeing a 
supernova explosion. Coincidently a "modestly bright" one good for viewing 
went off todayhttp://www.itelescope.net/sky-alerts/2012/4/10/alert-supernova-in-
ngc-6796-possible-nova-and-the-progress-o.html .

For what it's worth I changed my mind on a lot of this stuff, as well as many other 
issues, about 10 years ago, primarily due to arguments/ideas by David Deutsch. 
(Of course learning is also an ongoing process and others, such as Ayn Rand, 
were helpful later on.) And I had a left wing upbringing including 
environmentalism and disrespect for big business.

I am not alone. DD and BoI are good at persuasion. I know other regular posters 
here have changed their minds about a lot of stuff. Letting our bad ideas die, 
instead of us personally, is the Popperian way.

This is the kind of hero that people need to know about. Why are capitalists so 
bad at marketing their own good ideas, exalting their own heroes and thereby 
convincing people who otherwise think so much of what they do is evil?

Because, among other things, they have accepted the morality of altruism, and 
face a hostile public which they appease.

http://www.itelescope.net/sky-alerts/2012/4/10/alert-supernova-in-ngc-6796-possible-nova-and-the-progress-o.html


A good book touching on this topic is the Objectivist book, _Why Businessmen 
Need Philosophy_.

Ayn Rand defended business and capitalism, and in particular she defended 
them *morally* rather than pragmatically. She's perhaps the very best at this. And 
she's been damned by many, including by many businessmen, libertarians, 
Republicans, philosophers, and so on. But she's also had a substantial and 
positive influence, and in any case she had very good ideas that shouldn't be 
judged by popularity.

But as Ayn Rand's life has illustrated, if one wants to market capitalism and 
business, using good ideas, it's quite a challenge. There are a lot of obstacles 
and enemies to face. It's not easy. A lot of people will try to stop you, insult you, 
oppose you, and so on.

Many businesses don't want to face that kind of challenge and appease the anti-
business forces. Similarly, many businesses don't want to stand up to the Green 
movement and appease it too. Hence we have oil and energy companies 
spending company money to spread ideas about how to reduce energy usage 
and put themselves out of business. And, perhaps worse, such literature and 
advocacy contains the premises about how oil and energy are bad or dirty, and 
the moral thing is to minimize them, instead of spreading the proper message: 
that oil and energy are morally good and have made human lives orders of 
magnitude better -- healthier, cleaner, happier, longer, safer, more productive, and 
so on.

In any case, we too can stand up for good ideas and good values.

The only warning bell that's now going off for me is the fact that the example of 
Rockefeller is used so often. He's like the pin-up boy for nice rich people. Is this 
because there are no others?

FYI in the standard history taught in most schools and most history books, 
Rockefeller is a typical example of a "robber baron" and proof that "pure" 
capitalism is bad. Rockefeller is damned for "predatory pricing", railroad rebates, 
cartels, and more, and the breakup of Standard Oil and antitrust laws are praised.

Here's an article which presents some of the anti-Rockefeller side, but also the 



truth:

http://www.theobjectivestandard.com/issues/2008-summer/standard-oil-
company.asp

But anyway there are many other examples. There are older examples like Hill, 
Carnegie and Vanderbilt. And there are newer ones like Steve Jobs, Steve 
Wozniak, Larry Ellison, John Allison, Peter Thiel, Paul Graham and Elon Musk. 
None of these men were or are perfect, but they've all done good.

Or there are the guys at Pixar, Ed Catmull and John Lasseter. I don't know 
anything about their philanthropy, I just know they have worked hard, do a good 
job, and it's made tens of millions of families and children very happy, and 
consequently they've been successful.

Behind every great company -- e.g. Walmart, McDonalds, Intel, Apple, Coca 
Cola, Starbucks, Alcoa, AECOM, Foxconn, AT&T with its Bell Labs, before the 
Government screwed it up -- there are great men doing a great job, and providing 
quality, gainful employment to many people.

Or on a much smaller level, there are companies like 37signals. They worked 
hard, did a good job, and have been successful. And as part of that they created 
Ruby on Rails (RoR) which is free software for creating websites. They provided 
this tremendous value to the world for free, and it helped others as well as 
bringing them success. For many use cases, RoR is now the best option for 
doing websites, and it is the hottest choice for San Francisco web startups. 
37signals made web development better for all the people working in the field. 
David Heinemeier Hansson is responsible for many programmers doing more 
productive and more enjoyable work, and in many cases for better pay. And he's 
made the world better for people who do not use RoR because many of the good 
ideas have now been copied/borrowed by others for use with PHP, Python, etc... 
37signals also sells cheap, quality software tools to help businesses be more 
productive and organized, and has a job board which helps unemployed 
programmers get good jobs (it's free for job seekers). 37 Signals also provides 
Ta-da List as a valuable, free service.

Here is a video 37signals did with Apple which can give you some sense of how 
they think.

http://www.theobjectivestandard.com/issues/2008-summer/standard-oil-company.asp


http://www.youtube.com/watch?v=icMA9rYNmgU

In the video, you'll hear comments about how they value happiness and beauty, 
and they integrate this philosophical perspective with their business.

Is there such a poverty (pardon the pun) of compassionate acts among other 
industrialists that we must go back to the only one that made obvious inroads 
into solving social problems, with good ideas ad a healthy respect for the 
scientific process?

After Apple's IPO, Steve Wozniak personally gave some of his own stock to 
important people at Apple, essentially giving away his money to people he 
thought deserved more reward than they got.

When Steve Jobs came back to Apple, he did it to change and improve the world, 
and to benefit society -- as well as to do good, enjoyable work -- not for personal 
profit.

Steve's friend, Larry Ellison, proposed buying a controlling share in Apple. Then 
they'd get rich when Steve turned Apple around. Why do all that work when 
others own Apple?

Steve said, Larry, this is why you need friends like me. You have enough money. 
Steve wasn't about the money. Steve thought he'd have the moral high ground by 
going back to Apple without owning it and without being in a position to make 
billions.

Now there's two things about this story.

First, Steve Jobs was the type of guy you wanted. He's an example.

Second, it's not clear to me that Steve was right. Is it really the moral high ground 
to let others gain most of the monetary benefit while you save Apple and turn it 
into the world's most valuable -- and productive -- company? Larry said 
something like: why shouldn't we be the ones to get all the profit? Sure we don't 
exactly need it, but why should big mutual funds get it instead of us?

http://www.youtube.com/watch?v=icMA9rYNmgU


Larry Ellison has committed to giving 95% of his net worth to charitable causes.

If Steve had let Larry buy up a large portion of Apple's stock, then Larry would 
now be using that wealth, created by Steve Jobs and others, in the ways Larry 
sees fit. Larry would have a lot more money. Perhaps Larry would use that money 
better than the mutual funds who have it instead. Maybe he'd put it to more 
efficient and effective purposes. I think he might.

Philanthropy is not the proper way to judge a businessman. I don't object to it, but 
making money is, in general, harder and better. I think that, for example, Bill 
Gates should have kept running Microsoft. Bill Gates was really good at that -- 
better than Steve Ballmer -- and would have done more good for the world that 
way instead of with his philanthropy that he isn't particular skilled at.

I think Steve Jobs was wrong to think avoiding personal gain while reviving Apple 
was moral.

I object to the perspective that demands more of businessmen than trade for 
mutual benefit. Anything more is completely optional, and simply seeking profit (in 
a rational, effective way) does good for both themselves and others.

The rational approach to philanthropy and compassion begins by understanding 
that it's in one's self-interest to shape the world more to one's liking and more 
according to one's values.

That is why (for a person with a good moral philosophy) it is moral to use money 
to help the hard-working poor rise up, but immoral to subsidize the lazy poor 
watching more TV.

Actually I do think it would be nice if people could be lazy and watch TV all day if 
they wanted. I get that perhaps their parents and teachers were mean to them, 
and they suck at most aspects of life, and they have all kinds of problems, and TV 
and other luxuries bring them some happiness. If we were sufficiently rich I 
wouldn't mind to support that. But it shouldn't be a priority and it shouldn't be 
attempted when it's a substantial burden that holds back the best among us. 
There are better and more productive causes than subsidizing sloth.

Help hard-working poor men rise up and some of them will become employers 
rather than employees. They will contribute to wealth creation and that wealth 



creation will fuel further progress and improvements. Help a lazy man be lazy and 
resources are consumed but not created. We should strongly prioritize resource-
creating stuff first.

If one values life, then it makes sense to use money to help create better 
medicines and to further anti-aging research.

If one values human time, then it makes sense to use money to help fund time-
saving science and inventions. A past example would be the car which let us 
travel faster, or the microwave that let us cook faster. Looking forward, one 
promising area is speed reading (especially aided by software and technology), 
and related to that speed-watching-video and speed-listening-to-audio.

If one values civilized lifestyles with things like

- freedom
- upward mobility
- equality under the law
- respect for property rights and contracts
- protection against violence and fraud
- opportunities for advancement in terms of both wealth and knowledge
- respect for ideas

then one will have some interest in things like clean water for Africans, as well as 
better Governance for Africans, and many other reforms. And not just in Africa -- 
there is work to be done in every country.

In some respects Africa is a place where we can do good efficiently because 
relatively small amounts of wealth by US standards can make a substantial 
difference. But in some respects Africa is poorly suited for that due to obstacles 
like corrupt Governments. In some respects, the US is an efficient place for 
progress because it already has a lot of productive people with good values to 
work with and who might, with a few better ideas and less Government 
interference, be tremendously more productive.

The best way to achieve these things is through philosophy. Philosophy and 
ideas rule the world. Fundamentally, basically all our problems come from bad 
ideas. Deutsch and Rand are both great advocates on this point.



Using money can help. There are many good ways to use money but the most 
effective is in support of good ideas, if one can find worthwhile thinkers to support 
and messages to spread and educate people about.

For example, the poet Percy Bysshe Shelley gave money to the philosopher 
William Godwin in support of his refining and publishing his ideas. That was a 
very good decision. Similarly, political allies (especially Rockingham) gave money 
to Edmund Burke to help enable him to spend his time developing and 
advocating good ideas. And this helped enable Burke to take several principled 
political stands that cost him a great deal of money he could have gotten (by 
betraying his values or at least compromising them a bit), and otherwise helped 
him to put ideas before money in his career and not be distracted too much by 
money issues.

All sorts of other approaches to philanthropy are valuable too as long as they 
followed principled, rational methods.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Capitalism
Date: April 11, 2012 at 12:57 AM

On Apr 10, 2012, at 8:04 PM, Elliot Temple wrote:

On Apr 10, 2012, at 6:19 PM, Brett Hall wrote:

The only warning bell that's now going off for me is the fact that the example of 
Rockefeller is used so often. He's like the pin-up boy for nice rich people. Is 
this because there are no others?

FYI in the standard history taught in most schools and most history books, 
Rockefeller is a typical example of a "robber baron" and proof that "pure" 
capitalism is bad. Rockefeller is damned for "predatory pricing", railroad rebates, 
cartels, and more, and the breakup of Standard Oil and antitrust laws are 
praised.

Here's an article which presents some of the anti-Rockefeller side, but also the 
truth:

http://www.theobjectivestandard.com/issues/2008-summer/standard-oil-
company.asp

But anyway there are many other examples. There are older examples like Hill, 
Carnegie and Vanderbilt. And there are newer ones like Steve Jobs, Steve 
Wozniak, Larry Ellison, John Allison, Peter Thiel, Paul Graham and Elon Musk. 
None of these men were or are perfect, but they've all done good.

Speaking of Musk, Jon Stewart interviewing Elon Musk tonight on the Daily 
Show: "You have invented a rocket, and a spaceship on the rocket, and you have 
launched this into orbit ALREADY, and brought it back. I'm just gonna give you a 
list, this is what I know about science. The four entities that have done that are, 
the United States, China, the Soviet Union, and *Elon Musk*."

:-D

-JM

http://www.theobjectivestandard.com/issues/2008-summer/standard-oil-company.asp


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Capitalism
Date: April 11, 2012 at 1:16 AM

On Apr 10, 2012, at 6:19 PM, Brett Hall wrote:

There is something wrong when it seems most people motivated to solve 
serious problems have bad ideas about how to do it and it also *seems* that 
many people who are motivated to do nothing more than simply accumulate a 
lot of stuff (not all but it seems many) are not motivated to solve problems. I 
think of Paris Hilton types. Ironically Paris Hilton has done some good stuff like 
make entertaining television - but other people rich through inheritance who just 
sit on their money and do nothing really useful with it.

For what it's worth,

http://www.channel933.com/pages/geena.html?article=9572431#ixzz1rhkFgQBc

Paris Hilton says she's a self-made billionaire. She told FHM that she's made 
$1.3 billion dollars as an entrepreneur. She says, "My fragrances are doing 
really well. I have 35 stores and 17 product lines. And then there's my racing 
team, and my new project, the Paris Hilton Beach Club chain. The first one is 
opening in the Philippines soon. It's going to have nightclubs, restaurants, bars, 
gyms." And she also says she plans to release another album focusing on 
house music.

But she promotes and satisfies some bad values.

More importantly, the idea of people who "sit on their money" as bad is an 
economic mistake.

Money can be exchanged for stuff. The more money you have, the more stuff you 
can get when you chose to. As long as you keep the money, then other people 
have stuff. Then when you spend the money now you have more stuff.

Money is a bit like "I owe you" notes that says society owes you stuff. And just 
like holding an "I owe you" note from a friend an extra month instead of collecting 
ranges from harmless to helpful, the same goes with holding money.

http://www.channel933.com/pages/geena.html?article=9572431#ixzz1rhkFgQBc


As long as people sit on money, they are letting others have and use the *stuff* 
they could have gotten if they spent it.

For example if I'm a rich man I could buy 50,000 iPads and put them in my closet. 
Does that help society? Not at all. Now society has 50,000 less iPads to go 
around, more people will go to Apple stores and be told iPads are out of stock 
and have to wait longer to get one. In return, society got some money from my 
closet, but what good does that do them? It doesn't run apps, it's not useful stuff, 
it's not wealth.

Where did that rich man's money come from? Maybe he had a store. So he sold 
goods from his store -- canned beans, shovels, towels, books -- and in return in 
accepted money. So he gave society those goods and, at the time, he didn't get 
any goods in return. He just got the money which he could exchange for goods. 
So the scales are uneven at this point. He's sold a towel for $10. He's down a 
towel for nothing directly useful. Later he goes and buys $10 worth of corn. That 
evens the scales. Now he's effectively traded the towel for the corn, and that's 
fair. But before that, while he has the money, he's traded the towel for nothing, 
he's letting society be up one towel against him, at least temporarily.

Suppose a rich man didn't sit on his money but went ahead and *burned* it. He's 
not hurting us, right? In the towel example, he's simply foregoing the corn he 
could have had and letting someone else keep that corn.

Well just delaying spending it doesn't hurt us either.

Money isn't wealth. The *stuff* you can get for money is the wealth. By having 
money instead of stuff, people limits how much wealth/stuff they have or use. And 
even limiting that temporarily is good for other people, not harmful.

Taking money out of circulation simply serves to (slightly) increase the value of 
the money in circulation because it lowers the supply of money without affecting 
the demand for money. Burning one's money is basically economically equivalent 
to distributing it to everyone who already has money, in proportion to how much 
they have. This is harmless. Not spending money is similar but temporary and 



reversible.

However, rich people don't normally put their money under their mattress.

They put it in the bank, in bonds, or in the stock market. So someone does get to 
use it. Which is fine.

Loaning money is a good activity. It can provide capital to those with an idea 
about how to use some capital/wealth/stuff, but who don't have enough 
themselves. It can also help people buy houses sooner (e.g. when they are 30 
instead of 60) and be useful in various other ways.

If you aren't sure how some wealth should best be used, then letting a bank loan 
it out or buying US Government bonds or a stock market index fund are good 
choice. What you're doing is making a judgment call about who knows more than 
you about how to use that wealth, and then letting them decide how to use it. So 
you're helping put wealth in the right hands and helping it be used well, where it's 
needed.

Of course you can judge wrong about who to loan money to or which company 
stock to buy or that kind of thing. You can put your money in the wrong hands. 
But it's pretty easy to do decently well with simple strategies (actually for a novice 
it's easier to do a decent job with simple strategies than with complicated ones!), 
or regardless you can hire an expert to help advise you in this matter.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Capitalism
Date: April 11, 2012 at 1:37 AM

On Apr 10, 2012, at 6:19 PM, Brett Hall wrote:

But then I also think to myself that those people who believe in new age rubbish 
and homeopathy are - dishonest people aside - motivated by wanting to do 
good. And then of course there are religious people who spend even more time 
putting energy and money into some strange things. I also now think it is 
perverse that this latter group - strongly religious people who want to coerce me 
in so many ways and want to restrict all sorts of rights - are also the ones on the 
side of the capitalists in the USA. It makes it hard then to support political 
parties that might have the better economic ideas but worse ideas about other 
laws like what sexual practises and human relationships are okay and the 
coercion of children and use of drugs and stuff like what's the best way to 
understand reality - science and rationality or dogma and faith?

The sides here are determined by moral values.

Broadly, the American Christian right-wing is pro-human, pro-America, pro-
prosperity, pro-happiness, and more. That puts them broadly on the same side as 
capitalism and free trade, and against violence.

There are exceptions. It's blighted by altruism. (So is the left.) And the right 
respects tradition more than the left, which is more of a good thing than a bad 
one, but isn't done in the best way and has some bad results. Note: tradition is 
existing knowledge, which is important and valuable.

Some of the issues you raise are ones where, in short, everyone gets it wrong. 
The left and the right both coerce children and both support the war on drugs. 
And both think that abortions are bad in some way. I am pro-abortion but Obama 
isn't.

http://www.lifenews.com/2010/09/28/nat-6734/

Obama said today he thinks abortion should be "safe, legal and rare" in America

Why rare? What's so wrong with it? Yeah it's more costly than using a condom 

http://www.lifenews.com/2010/09/28/nat-6734/


but that's not what he's objecting to.

One of the reasons for some of the opposition to "science" and "reason" is that 
those are much-abused terms which have been heavily abused in left-wing 
propaganda campaigns in order to spread moral values which the Christian right 
disagrees with (commonly anti-human values). Too much science is now 
politicized, scientism, junk science, or low quality. One can't just safely trust the 
experts or accredited scientists that manage to get into the press. Many of their 
conclusions are false or misguided. BoI covers some of this issue.

One of the issues in the background behind this is the prevalence of left-wing 
ideas in the universities.

In any case, I think this topic may not be a very good starting place. Neither side 
is clear enough about what their moral values are, or why, or how those values 
connect to their various positions. It can be especially hard to understand 
communications about values one wasn't raised with, and also hard to make 
conscious and explicit the values one is more familiar with. So it can be pretty 
confusing and hard to see what's going on.

So I'd suggest coming back to this later. Or, possibly, picking a single issue to go 
into more depth about what moral values are involved in the left and right's 
positions.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Capitalism
Date: April 11, 2012 at 1:47 AM

On Apr 10, 2012, at 6:19 PM, Brett Hall wrote:

Government welfare is almost all done on national lines (e.g. the US foreign 
aid budget is quite small), while free-market capitalism isn't.

I am still concerned that in life threatening situations where we are today fully 
aware of the suffering of others in the third world that the only people truly 
motivated to help *seem* to be those with more socialist leanings and altruistic 
motives. The governments are in the way - i agree. But right now who is willing 
to get around that and help? Why are the capitalists so scarce when you look 
around for someone inspirational and active in trying to solve *those* problems 
of what to do about those in the most urgent need?

Capitalism absolutely is doing a lot of good, right now. It's center stage.

For example, look at the march of prosperity in China due to Western companies 
hiring Chinese people (often via an intermediary like Foxconn).

Millions of Chinese people are improving their situation through trade.

If China were a free, capitalist country -- without bad laws like a 49 hours of work 
per week limit -- this could happen more rapidly and more effectively.

China further benefits from both imports and exports (and its trade partners also 
benefit). This is due to factors like comparative advantage.

The story is similar with many other countries.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Capitalism
Date: April 11, 2012 at 2:08 AM

On Apr 10, 2012, at 6:19 PM, Brett Hall wrote:

But if we are going to lower taxes lets lower taxes on the poor first. That will help 
more people who need it more quickly, yes?

Take a look at some data and see if you still think that.

http://www.ntu.org/tax-basics/who-pays-income-taxes.html

The top 50% (people making $32,396/yr or more) pay 97.75% of all the US 
income taxes paid.

The top 10% paid 70.47% of all the income tax money.

The top 1% paid 36.73% of all the income tax money.

One percent of people are already providing over a third of the government's 
budget that comes from income tax, and ten percent already providing over two 
thirds. The bottom half of earners already pay little income tax.

http://econlog.econlib.org/archives/2011/02/distribution_of_1.html

2006, USA:

(quintile is 20% of people)

. The bottom quintile paid 4.3 percent of income in taxes,

. The top quintile paid 25.8 percent of income in taxes,

So the poor people are already paying 1/6th the percentage rate for income tax, 
overall.

http://www.ntu.org/tax-basics/who-pays-income-taxes.html
http://econlog.econlib.org/archives/2011/02/distribution_of_1.html


To concretize:

A poor man earns a dollar and pays 4.3 cents in taxes.

Another man does ten times as much productive work. He earns ten dollars and 
pays 2 dollars and 58 cents of taxes.

Lots more data here:

http://www.taxfoundation.org/news/show/250.html

-- Elliot Temple
http://fallibleideas.com/

-- 

http://www.taxfoundation.org/news/show/250.html
http://fallibleideas.com/


From: Justin Mallone <justinceo@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Mises on the Human Mind and Production
Date: April 11, 2012 at 1:40 PM

Human Action, Chapter 7, Section 4:

http://mises.org/humanaction/chap7sec4.asp

Nature, it is asserted, dispenses its gifts gratuitously; but labor must be paid for 
by submitting to its disutility. In toiling and overcoming the disutility of labor man 
adds something to the universe that did not exist before. In this sense labor was 
called creative. This too is erroneous. Man's capacity to work is given in the 
universe as are the original and inherent capacities of the land and the animal 
substances. Nor does the fact that a part of the potentiality of labor can remain 
unused differentiate it from the nonhuman factors of production; these too can 
remain unused. The readiness of individuals to overcome the disutility of labor is 
the outcome of the fact that they prefer the produce of labor to the satisfaction 
derived from more leisure.

Only the human mind that directs action and production is creative. The mind 
too appertains to the universe and to nature; it is a part of the given and existing 
world. To call the mind creative is not to indulge in any metaphysical 
speculations. We call it creative because we are at a loss to trace the changes 
brought about by human action farther back than to the point at which we are 
faced with the intervention of reason directing human activities. Production is 
not something physical, material, and external; it is a spiritual and intellectual 
phenomenon. Its essential requisites are not human labor and external natural 
forces and things, but the decision of the mind to use [p. 142] these factors as 
means for the attainment of ends. What produces the product are not toil and 
trouble in themselves, but the fact that the toiling is guided by reason. The 
human mind alone has the power to remove uneasiness.

The materialist metaphysics of the Marxians misconstrues these things entirely. 
The "productive forces" are not material. Production is a spiritual, intellectual, 
and ideological phenomenon. It is the method that man, directed by reason, 
employs for the best possible removal of uneasiness. What distinguishes our 
conditions from those of our ancestors who lived one thousand or twenty 
thousand years ago is not something material, but something spiritual. The 
material changes are the outcome of the spiritual changes.

http://mises.org/humanaction/chap7sec4.asp


Production is alteration of the given according to the designs of reason. These 
designs--the recipes, the formulas, the ideologies---are the primary thing; they 
transform the original factors--both human and nonhuman--into means. Man 
produces by dint of his reason; he chooses ends and employs means for their 
attainment. The popular saying according to which economics deals with the 
material conditions of human life is entirely mistaken. Human action is a 
manifestation of the mind. In this sense praxeology can be called a moral 
science (Geisteswissenschaft).

Of course, we do not know what mind is, just as we do not know what motion, 
life, electricity are. Mind is simply the word to signify the unknown factor that has 
enabled men to achieve all that they have accomplished: the theories and the 
poems, the cathedrals and the symphonies, the motorcars and the airplanes. [p. 
143]



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Moral War & Risk
Date: April 11, 2012 at 9:48 PM

http://theobjectivestandard.com/issues/2006-spring/just-war-theory.asp

This is a great article about the morality of war generally and the war on terror in 
particular, and how to do it better. It gets many issues spectacularly right.

I'd suggest reading the whole thing before my text below, which is from near the 
end. This further discussion will make much more sense in context.

One issue it doesn't really address is to my satisfaction is regarding risk. It says:

Given that a nation's civilian population is a crucial, physically and spiritually 
indispensable part of its initiation of force—of its violation of the rights of a victim 
nation—it is a morally legitimate target of the retaliation of a victim nation. Any 
alleged imperative to spare noncombatants as such is unjust and deadly.

That said, if it is possible to isolate innocent individuals—such as dissidents, 
freedom fighters, and children—without military cost, they should not be killed; it 
is unjust and against one's rational self-interest to senselessly kill the innocent; it 
is good to have more rational, pro-America people in the world. Rational, selfish 
soldiers do not desire mindless destruction of anyone, let alone innocents; they 
are willing to kill only because they desire freedom and realize that it requires 
using force against those who initiate force. Insofar as the innocents cannot be 
isolated in the achievement of our military objectives, however, sparing their 
lives means sacrificing our own; and although the loss of their lives is 
unfortunate, we should kill them without hesitation.

Any true freedom fighter caught in America's fire understands the nature of the 
situation his nation has put us in, supports our cause, hopes for the best, and 
blames his government and fellow citizens for the danger he is placed in. He 
recognizes the principle that any innocent deaths in war are the sole moral 
responsibility of the aggressor nation.

http://theobjectivestandard.com/issues/2006-spring/just-war-theory.asp


I agree with some of this but I've got an issue.

Suppose we can put a dozen soldiers at slightly increased risk -- say, more than 
zero but less than the risk of driving on the freeway for an hour -- in order to save 
a hundred people from collateral damage who range from mildly guilty to perhaps 
some genuine innocents.

That's a good idea, right? That near-zero risk is still quite acceptable.

But that raises the question of where to draw the line.

The article sidesteps this by saying we shouldn't do anything suicidal. But tiny 
risks are always part of life so I don't think accepting a few genuinely tiny risks 
qualifies as suicidal. Risks come by degree. And further, what if we were saving 
not a hundred people but a billion? That's worth quite a lot.

I understand that we have to be very careful here. We don't want to provide 
justification for betraying and sacrificing our soldiers. So we need to have the 
right principle. And it's not "accept no risks to protect the enemy nation" because 
life always involves risk.

I agree with the article that we should not altruistically sacrifice our soldiers, and 
also that we should definitively win wars and end threats to ourselves. But I want 
a clearer moral principle regarding risk.

In particular it says:

That said, if it is possible to isolate innocent individuals—such as dissidents, 
freedom fighters, and children—without military cost, they should not be killed

Agreed. But what if the cost is a dollar to spare someone? That's worth paying. 
What if the cost is the same risk as 30 seconds of regular, mundane driving on 
the freeway while commuting to work? I think that's worth paying too.

Virtually nothing is "without military cost" so we have to consider what costs are 
significant and problematic and which are worth paying to spare people, right? So 
what's the principle for doing that?



And:

There is only one standard by which to properly evaluate the situation and 
choose between these options: What is the least expensive, most effective way 
to ensure America's long-term security—that is, to protect the individual rights of 
Americans?

Keeping costs down is important but choosing the very least expensive option is 
unnecessary. If we can spend an extra 5 dollars to spare some people, that's 
good. I'd personally pay the 5 bucks. So the simple principle the article uses isn't 
quite right.

I think part of the answer is: have a voluntary military paid for in a voluntary way. 
Perhaps even give individual soldiers choices about what missions/projects/risks 
to undertake. A cost is worth paying to spare people if people on our side will 
voluntarily pay it.

But that can't be a full answer because it doesn't give moral guidance about what 
costs people on our side should be willing to pay for what ends.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Moral War & Risk
Date: April 12, 2012 at 1:48 PM

On Wed, Apr 11, 2012 at 8:48 PM, Elliot Temple <curi@curi.us> wrote:
http://theobjectivestandard.com/issues/2006-spring/just-war-theory.asp

From the article:

Acts of aggression left unpunished can lead only to further acts of aggression. 
Appeasing the initiators of force, as we have seen throughout history, leads to 
more and greater violence. Thus a proper, rights-respecting government does 
not appease its force-wielding enemies; it acts to eliminate them. Such action, 
when executed consistently in self-defense, will not only destroy the particular 
initiator of force; it will also deter other such threats. Indeed, it is America's 
reputation for appeasement, for being a “paper tiger,” that fuels the belief of 
Islamic Totalitarians that they can bring down America.

Notice the word punishment. I don't think that is the appropriate term
to use. When a nation goes to war to remove a threat, its not
punishment. The act is not one of, "I'm going to teach you a lesson."

-- Rami

http://theobjectivestandard.com/issues/2006-spring/just-war-theory.asp


From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Word usage
Date: April 12, 2012 at 2:08 PM

How should one use words around people who don't have the right 
epistemology?

For example, should one use the word 'know' in the way they'd use it, as in know 
with some certainty, or in a fallibilist way, 'best guess so far'?

I would guess this varies by case, but are there any general strategies or ways of 
thinking about this?

Should one avoid using words in the ways that contains misconceptions? What 
about when correcting someone else's misconception -- might you initially begin 
to use the word how they do, and show that doesn't make sense?

Popper said we should use the words of our interlocutor, right? You go along with 
their word usage to avoid arguing definitions.

--
Lulie Tanett

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Word usage
Date: April 12, 2012 at 3:13 PM

On 12 Apr 2012, at 19:08, Lulie Tanett wrote:

How should one use words around people who don't have the right 
epistemology?

For example, should one use the word 'know' in the way they'd use it, as in 
know with some certainty, or in a fallibilist way, 'best guess so far'?

I would guess this varies by case, but are there any general strategies or ways 
of thinking about this?

Don't raise the issue unless they do. You don't have a problem unless they raise 
the issue.

Initially you might suggest something like this. You say that every time you use 
the word "know" what you mean is that what you're saying is a conjecture that 
has not succumbed to criticism. They can use the word "know" to mean whatever 
they want.

If they object to that, you shouldn't use the word "know" if they insist on 
justification or any other kind of nonsensical baggage, except to describe their 
misconceptions. So just invent a word like "sploob" to mean that you have 
conjectural knowledge. "I sploob that the Earth is round." If they object to that, 
then they have implicitly conceded that the dispute has nothing to do with 
terminology because they object to you coining a new word.

Should one avoid using words in the ways that contains misconceptions? What 
about when correcting someone else's misconception -- might you initially begin 
to use the word how they do, and show that doesn't make sense?

The dispute isn't about the word. It's about ideas. So you might say something 
like. "You say that knowing something means you can show it's true or probably 
true, or that it's probability is higher than other theories. If we take that theory 
about knowledge seriously, it implies that nobody knows anything. Here's why…" 
You then have a discussion about critical rationalism. In the second sentence you 
switch from the terminological discussion to discussing something that actually 



matters.

Popper said we should use the words of our interlocutor, right? You go along 
with their word usage to avoid arguing definitions.

If they insist on using a word to denote something bad, then you stop using the 
word except to refer to their misconceptions.

Alan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Theory and Reality book commentary by Rafe Champion
Date: April 12, 2012 at 6:59 PM

http://www.criticalrationalism.net/2012/04/11/theory-and-reality-by-peter-godfrey-
smith/comment-page-1/#comment-3988

-- Elliot Temple
http://curi.us/

-- 

http://www.criticalrationalism.net/2012/04/11/theory-and-reality-by-peter-godfrey-smith/comment-page-1/#comment-3988
http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Moral War & Risk
Date: April 12, 2012 at 7:04 PM

On 12 Apr 2012, at 02:48, Elliot Temple wrote:

http://theobjectivestandard.com/issues/2006-spring/just-war-theory.asp

This is a great article about the morality of war generally and the war on terror in 
particular, and how to do it better. It gets many issues spectacularly right.

I'd suggest reading the whole thing before my text below, which is from near the 
end. This further discussion will make much more sense in context.

One issue it doesn't really address is to my satisfaction is regarding risk. It says:

Given that a nation's civilian population is a crucial, physically and spiritually 
indispensable part of its initiation of force—of its violation of the rights of a 
victim nation—it is a morally legitimate target of the retaliation of a victim 
nation. Any alleged imperative to spare noncombatants as such is unjust and 
deadly.

That said, if it is possible to isolate innocent individuals—such as dissidents, 
freedom fighters, and children—without military cost, they should not be killed; 
it is unjust and against one's rational self-interest to senselessly kill the 
innocent; it is good to have more rational, pro-America people in the world. 
Rational, selfish soldiers do not desire mindless destruction of anyone, let 
alone innocents; they are willing to kill only because they desire freedom and 
realize that it requires using force against those who initiate force. Insofar as 
the innocents cannot be isolated in the achievement of our military objectives, 
however, sparing their lives means sacrificing our own; and although the loss 
of their lives is unfortunate, we should kill them without hesitation.

Any true freedom fighter caught in America's fire understands the nature of the 
situation his nation has put us in, supports our cause, hopes for the best, and 

http://theobjectivestandard.com/issues/2006-spring/just-war-theory.asp


blames his government and fellow citizens for the danger he is placed in. He 
recognizes the principle that any innocent deaths in war are the sole moral 
responsibility of the aggressor nation.

I agree with some of this but I've got an issue.

Suppose we can put a dozen soldiers at slightly increased risk -- say, more than 
zero but less than the risk of driving on the freeway for an hour -- in order to 
save a hundred people from collateral damage who range from mildly guilty to 
perhaps some genuine innocents.

That's a good idea, right? That near-zero risk is still quite acceptable.

But that raises the question of where to draw the line.

The article sidesteps this by saying we shouldn't do anything suicidal. But tiny 
risks are always part of life so I don't think accepting a few genuinely tiny risks 
qualifies as suicidal. Risks come by degree. And further, what if we were saving 
not a hundred people but a billion? That's worth quite a lot.

I understand that we have to be very careful here. We don't want to provide 
justification for betraying and sacrificing our soldiers. So we need to have the 
right principle. And it's not "accept no risks to protect the enemy nation" because 
life always involves risk.

I agree with the article that we should not altruistically sacrifice our soldiers, and 
also that we should definitively win wars and end threats to ourselves. But I 
want a clearer moral principle regarding risk.

In particular it says:

That said, if it is possible to isolate innocent individuals—such as dissidents, 
freedom fighters, and children—without military cost, they should not be killed

Agreed. But what if the cost is a dollar to spare someone? That's worth paying. 
What if the cost is the same risk as 30 seconds of regular, mundane driving on 
the freeway while commuting to work? I think that's worth paying too.

Virtually nothing is "without military cost" so we have to consider what costs are 



significant and problematic and which are worth paying to spare people, right? 
So what's the principle for doing that?

And:

There is only one standard by which to properly evaluate the situation and 
choose between these options: What is the least expensive, most effective 
way to ensure America's long-term security—that is, to protect the individual 
rights of Americans?

Keeping costs down is important but choosing the very least expensive option is 
unnecessary. If we can spend an extra 5 dollars to spare some people, that's 
good. I'd personally pay the 5 bucks. So the simple principle the article uses 
isn't quite right.

I think part of the answer is: have a voluntary military paid for in a voluntary way. 
Perhaps even give individual soldiers choices about what 
missions/projects/risks to undertake. A cost is worth paying to spare people if 
people on our side will voluntarily pay it.

But that can't be a full answer because it doesn't give moral guidance about 
what costs people on our side should be willing to pay for what ends.

When should a soldier be willing to take a risk to save civilians?

Let's consider Afghanistan. The US invaded Afghanistan to depose the Taliban 
because they had supported Al Qaeda. It would be a good idea to take actions to 
try to ensure that they don't have to invade again: this will reduce expense and 
loss of life. If saving a civilian serves that end then doing so may be worth taking 
some risk. The US army should be reluctant to leave anybody who aided them 
against the Taliban in danger because such people will want to keep the Taliban 
out of power. In addition, anybody who has some useful skills may help to keep 
the Taliban out of power because a totalitarian theocracy is not going to be a 
good situation for exploiting those skills. In addition, skilled people can help train 
less skilled people, provide them with employment opportunities and so on, which 



may help to keep them off the Taliban's side now and in the future.

Alan



From: Jon Burchel <jonburchel@gmail.com>
Subject: [BoI] Godel's Incompletness Theorem not true with quantum logic?
Date: April 15, 2012 at 10:14 PM

I don't know math too well but I think I followed the idea for Godel's
Incompleteness Theorem.  When I saw this article and read it as best I
could with my limited math skills, it seems like the Incompleteness Theorem
may not be true for quantum logic (since I think the Halting thing is just
another perspective of the same underlying truth).  Is that correct?

http://tph.tuwien.ac.at/~svozil/publ/2009-qrt-j.pdf

-- 

http://tph.tuwien.ac.at/~svozil/publ/2009-qrt-j.pdf


From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] "Who Should Rule?" and Ayn Rand
Date: April 15, 2012 at 10:19 PM

Ayn Rand in "EXTREMISM," OR THE ART OF SMEARING, in Capitalism: The
Unknown Ideal

It is obvious what the fraudulent issue of fascism versus communism 
accomplishes: it sets up, as opposites, two variants of the same political system; 
it eliminates the possibility of considering capitalism; it switches the choice of 
“Freedom or dictatorship?” into “Which kind of dictatorship?”—thus establishing 
dictatorship as an inevitable fact and offering only a choice of rulers. The choice
—according to the proponents of that fraud—is: a dictatorship of the rich 
(fascism) or a dictatorship of the poor (communism).

This has some similarity to Popper's argument.

It specifically rejects any politics that offers a choice of rulers as
an unacceptable framing of the problem.

Rand rejects the "Who should rule?" question -- at least in the sense
of fairly literal rulers -- and reframes to a better question: should
we have a ruler or have freedom?

The next question is: does "freedom" constitute a ruler in Popper's
sense? Is it something that can be entrenched against error
correction? Would we have a situation where we discover X is better
than freedom, but we set up our system to revolve around freedom being
assumed true, so it's really hard to change?

I think the answer is: no, freedom isn't that kind of thing. Freedom
includes the freedom to question, to criticize, to reform, to change
rulers or reject rulers, to do anything. It's incompatible with a
system of entrenching anything, even itself. To entrench freedom would
be a contradiction. Freedom connects to error correction and can't
serve the role of something that sabotages error correction.



So Rand's thinking on this topic is kinda close to Popper's.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Freedom is Slavery
Date: April 16, 2012 at 6:09 PM

“THE BASIC TROUBLE WITH THE MODERN WORLD,” SAID ELLSWORTH 
Toohey, ”is the intellectual fallacy that freedom and compulsion are opposites. 
To solve the gigantic problems crushing the world today, we must clarify our 
mental confusion. We must acquire a philosophical perspective. In essence, 
freedom and compulsion are one. Let me give you a simple illustration. Traffic 
lights restrain your freedom to cross a street whenever you wish. But this 
restraint gives you the freedom from being run over by a truck. If you were 
assigned to a job and prohibited from leaving it, it would restrain the freedom of 
your career. But it would give you freedom from the fear of unemployment. 
Whenever a new compulsion is imposed upon us, we automatically gain a new 
freedom. The two are inseparable. Only by accepting total compulsion can we 
achieve total freedom.

The Fountainhead, by Ayn Rand. (The speaker is one of the book's villains.)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ayn Rand on Hard to Vary
Date: April 16, 2012 at 6:29 PM

The Fountainhead by Ayn Rand:

“Ellsworth, why have you dropped me? Why don’t you ever write anything about 
me any more? Why is it always—in your column and everywhere—and on any 
commission you have a chance to swing—why is it always Gus Webb?”
“But, Peter, why shouldn’t it be?”
“But... I...”
“I’m sorry to see that you haven’t understood me at all. In all these years, you’ve 
learned nothing of my principles. I don’t believe in individualism, Peter. I don’t 
believe that any one man is any one thing which everybody else can’t be. I 
believe we’re all equal and interchangeable. A position you hold today can be 
held by anybody and everybody tomorrow. Equalitarian rotation. Haven’t I 
always preached that to you? Why do you suppose I chose you? Why did I put 
you where you were? To protect the field from men who would become 
irreplaceable. To leave a chance for the Gus Webbs of this world. Why do you 
suppose I fought against—for instance—Howard Roark?”

Ellsworth Toohey wanted interchangeable (easy to vary) architects in prominent 
positions, instead of hard to vary ones!

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Freedom is Slavery
Date: April 16, 2012 at 6:44 PM

On Apr 16, 2012, at 3:09 PM, Elliot Temple wrote:

“THE BASIC TROUBLE WITH THE MODERN WORLD,” SAID ELLSWORTH 
Toohey, ”is the intellectual fallacy that freedom and compulsion are opposites. 
To solve the gigantic problems crushing the world today, we must clarify our 
mental confusion. We must acquire a philosophical perspective. In essence, 
freedom and compulsion are one. Let me give you a simple illustration. Traffic 
lights restrain your freedom to cross a street whenever you wish. But this 
restraint gives you the freedom from being run over by a truck. If you were 
assigned to a job and prohibited from leaving it, it would restrain the freedom 
of your career. But it would give you freedom from the fear of unemployment. 
Whenever a new compulsion is imposed upon us, we automatically gain a new 
freedom. The two are inseparable. Only by accepting total compulsion can we 
achieve total freedom.

The Fountainhead, by Ayn Rand. (The speaker is one of the book's villains.)

-- Elliot Temple
http://curi.us/

http://www.amazon.com/Nudge-Improving-Decisions-Health-
Happiness/dp/0300122233

Every day, we make decisions on topics ranging from personal investments to 
schools for our children to the meals we eat to the causes we champion. 
Unfortunately, we often choose poorly. The reason, the authors explain, is that, 
being human, we all are susceptible to various biases that can lead us to 
blunder. Our mistakes make us poorer and less healthy; we often make bad 
decisions involving education, personal finance, health care, mortgages and 
credit cards, the family, and even the planet itself.

Thaler and Sunstein invite us to enter an alternative world, one that takes our 
humanness as a given. They show that by knowing how people think, we can 
design choice environments that make it easier for people to choose what is 

http://curi.us/
http://www.amazon.com/Nudge-Improving-Decisions-Health-Happiness/dp/0300122233


best for themselves, their families, and their society. Using colorful examples 
from the most important aspects of life, Thaler and Sunstein demonstrate how 
thoughtful “choice architecture” can be established to nudge us in beneficial 
directions without restricting freedom of choice. Nudge offers a unique new take
—from neither the left nor the right—on many hot-button issues, for individuals 
and governments alike. This is one of the most engaging and provocative books 
to come along in many years.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Word usage
Date: April 17, 2012 at 1:07 PM

On Apr 12, 2012, at 12:13 PM, Alan Forrester wrote:

On 12 Apr 2012, at 19:08, Lulie Tanett wrote:

How should one use words around people who don't have the right 
epistemology?

For example, should one use the word 'know' in the way they'd use it, as in 
know with some certainty, or in a fallibilist way, 'best guess so far'?

I would guess this varies by case, but are there any general strategies or ways 
of thinking about this?

Don't raise the issue unless they do. You don't have a problem unless they raise 
the issue.

Initially you might suggest something like this. You say that every time you use 
the word "know" what you mean is that what you're saying is a conjecture that 
has not succumbed to criticism. They can use the word "know" to mean 
whatever they want.

If they object to that, you shouldn't use the word "know" if they insist on 
justification or any other kind of nonsensical baggage, except to describe their 
misconceptions. So just invent a word like "sploob" to mean that you have 
conjectural knowledge. "I sploob that the Earth is round." If they object to that, 
then they have implicitly conceded that the dispute has nothing to do with 
terminology because they object to you coining a new word.

I haven't seen you use this technique very much, nor anyone else. I think 
because the overhead/transaction-costs are too high.

It's cheaper to just add a qualifying adjective to words people are confused about, 
e.g. to say "conjectural knowledge" or "TCS-coercion" in each statement to them.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal Fight Video
Date: April 17, 2012 at 1:53 PM

On Mar 23, 2012, at 3:35 PM, Brett Hall wrote:

On Mar 23, 12:53 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Mar 22, 2012 at 6:44 PM, Brett Hall <brhal...@hotmail.com> wrote:
This is slightly different - but ever wondered who would win in a
fight - tiger or lion? The North Koreans apparently did and used their
zoo as a cage match some years back. Here's the result:

http://www.youtube.com/watch?v=YVOY_pzcLDs

They did other animals (I think bears vs gorillas/lions) as well.

But I didn't find it good TV.

No surprise there. Closed societies are extremely bad at TV (and most
everything else) compared to open societies like ours. And even in our
society, lots of TV is boring, especially outside its target audience.

And - given I'm prepared to say we just don't yet know
enough about qualia - let along qualia of animals - I don't know if
there's not suffering going on here. I think there might be. I think
the original set of videos they took has been released under the title
"Battle of the Beasts".

Are you advocating the precautionary principle?

Not quite. I think that there are things to be known here. So i'm not
simply arguing not trying new things. Actually i am arguing we need to
do more to understand this issue. Animals fighing might be part of
this but to my mind there are better ways. As others on here have
observed - so much is shared between other animals and humans and it
seems that consciousness, mind, the capacity to be a universal

http://www.youtube.com/watch?v=YVOY_pzcLDs


knowledge creator, thinking, perception, qualia, suffering and pain
are all so poorly understood (yet understood imperfectly nonetheless)
that acting on the best theory of these things would involve
attributing at least pain and possibly suffering to animals.

As I read this, it says: acting on the best theory of these things means acting on 
Brett's favored theory.

I am not
sure about this but until we have a better theory I will act on the
basis that although animals other than humans are not universal
explainers I still the they can suffer...because I am not convinced
that suffering "emerges" out of being a universal knowledge creator.

So how to determine if animals suffer? If they deserve our moral
concern? That will only come with a new theory of consciousness, mind,
qualia, suffering and so forth. For now, the best theory I know of is
that consciousness arises from brains and the more complex the brain
and nervous system the richer the experience. Humans have the richest
experience but animals have experiences also - one experience they
don't seem to have is that of being a universal knowledge creator. But
that has nothing to do with their other qualia...including their
capacity to experience pain and suffer. I am not yet convinced that
interpretation of certain stimuli is required for us to label it pain
or suffering. But I'm open to being convinced.

BoI and associated ideas both:

1) refute the theory put forward here (e.g. b/c it violates the jump to universality)

2) provide a theory we think isn't refuted

Are you familiar with our position? Do you have a refutation of either of these 
ideas?

-- 



From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Freedom is Slavery
Date: April 18, 2012 at 9:55 AM

On Apr 16, 2012, at 5:09 PM, Elliot Temple <curi@curi.us> wrote:

“THE BASIC TROUBLE WITH THE MODERN WORLD,” SAID ELLSWORTH 
Toohey, ”is the intellectual fallacy that freedom and compulsion are opposites. 
To solve the gigantic problems crushing the world today, we must clarify our 
mental confusion. We must acquire a philosophical perspective. In essence, 
freedom and compulsion are one. Let me give you a simple illustration. Traffic 
lights restrain your freedom to cross a street whenever you wish. But this 
restraint gives you the freedom from being run over by a truck. If you were 
assigned to a job and prohibited from leaving it, it would restrain the freedom 
of your career. But it would give you freedom from the fear of unemployment. 
Whenever a new compulsion is imposed upon us, we automatically gain a new 
freedom. The two are inseparable. Only by accepting total compulsion can we 
achieve total freedom.

The Fountainhead, by Ayn Rand. (The speaker is one of the book's villains.)

From Raising Our Children, Raising Ourselves, by Naomi Aldort:

As you release your personal agendas for your child and grant her the power to 
generate her own life, you may need to protect her freedom. We baby-proof the 
house to prevent physical hurts and allow the youngster freedom inside a safe 
home. Likewise, we can childproof the greater environment, including the type 
of media, foods, and toys she is exposed to and the social circle she is in 
contact with while she is young.

A child's freedom is dependent on our ability to make her life safe without having 
to control her.

...

The child's sense of autonomy and power is not a function of being able to 
access everything that is available in our society, but rather of day-to-day 
freedom in her home and social environment. For instance, if you take your child 
to the candy store and then forbid her from eating candy, she will feel resentful 



and helpless. If you do not go to the candy store and you provide healthy treats 
at home, she will feel autonomous and content.

-Kristen



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Freedom is Slavery
Date: April 18, 2012 at 10:00 AM

On 18 Apr 2012, at 2:55pm, Kristen Ely wrote:

On Apr 16, 2012, at 5:09 PM, Elliot Temple <curi@curi.us> wrote:

“THE BASIC TROUBLE WITH THE MODERN WORLD,” SAID ELLSWORTH 
Toohey, ”is the intellectual fallacy that freedom and compulsion are opposites. 
To solve the gigantic problems crushing the world today, we must clarify our 
mental confusion. We must acquire a philosophical perspective. In essence, 
freedom and compulsion are one. Let me give you a simple illustration. Traffic 
lights restrain your freedom to cross a street whenever you wish. But this 
restraint gives you the freedom from being run over by a truck. If you were 
assigned to a job and prohibited from leaving it, it would restrain the freedom 
of your career. But it would give you freedom from the fear of unemployment. 
Whenever a new compulsion is imposed upon us, we automatically gain a 
new freedom. The two are inseparable. Only by accepting total compulsion 
can we achieve total freedom.

The Fountainhead, by Ayn Rand. (The speaker is one of the book's villains.)

From Raising Our Children, Raising Ourselves, by Naomi Aldort:

As you release your personal agendas for your child and grant her the power 
to generate her own life, you may need to protect her freedom. We baby-proof 
the house to prevent physical hurts and allow the youngster freedom inside a 
safe home. Likewise, we can childproof the greater environment, including the 
type of media, foods, and toys she is exposed to and the social circle she is in 
contact with while she is young.

A child's freedom is dependent on our ability to make her life safe without 
having to control her.

...

The child's sense of autonomy and power is not a function of being able to 
access everything that is available in our society, but rather of day-to-day 



freedom in her home and social environment. For instance, if you take your 
child to the candy store and then forbid her from eating candy, she will feel 
resentful and helpless. If you do not go to the candy store and you provide 
healthy treats at home, she will feel autonomous and content.

Heh. Freedom and autonomy, like knowledge, are not feelings, nor can they be 
defined in terms of feelings.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] What does space flight cost?
Date: April 18, 2012 at 12:34 PM

SpaceX is awesome.

http://news.ycombinator.com/item?id=3857904

"The total company expenditures since being founded in 2002 through the 
2010 fiscal year were less than $800 million which includes all the 
development costs for the Falcon 1, Falcon 9 and Dragon."

Wow. Facebook could have started an entire space program for less money 
than they spent on Instagram.

(Facebook recently bought Instagram for approximately one billion dollars. A 
billion dollars is also the approximate cost of a new datacenter Apple is building.)

http://www.spacex.com/usa.php

The price of a standard flight on a Falcon 9 rocket is $54 million.

The average price of a full-up NASA Dragon cargo mission to the International 
Space Station is $133 million including inflation

The Falcon 9 launch vehicle was developed from a blank sheet to first launch in 
four and half years for just over $300 million.

The Dragon spacecraft was developed from a blank sheet to the first 
demonstration flight in just over four years for about $300 million.

SpaceX has been profitable every year since 2007

Profit is moral.

China has the fastest growing economy in the world. But the American free 
enterprise system, which allows anyone with a better mouse-trap to compete, is 
what will ensure that the United States remains the world’s greatest superpower 
of innovation.

http://news.ycombinator.com/item?id=3857904
http://www.spacex.com/usa.php


-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Educational Research in Practice, 5
Date: April 18, 2012 at 2:34 PM

http://curi.us/1552-educational-research-in-practice-5

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://curi.us/1552-educational-research-in-practice-5
http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Educational Research in Practice, 5
Date: April 18, 2012 at 3:11 PM

On Wed, Apr 18, 2012 at 2:03 PM, Rami Rustom <rombomb@gmail.com> wrote:
http://curi.us/1552-educational-research-in-practice-5

p 203, in the glossary, discusses induction

   As Hume pointed out, there is no logical reason to assume that the
future will be like the past.

I don't think this is the best criticism to make. People read this as
saying the future can't be proved to be like the past, but they think
it still will be. Actually, the future is always like the past in some
ways, but not in other ways. A large part of their mistake is
selective attention: when they think the future will be like the past,
or "things will continue", they have in mind some things and aren't
thinking about other things that will change in the future and not
continue.

It is this selective attention which lets them falsely believe that
the future will be like the past in most important/relevant/notable
ways, even if we can't prove it. But that's wrong. The laws of physics
will be the same in the future, but our knowledge of physics will be
different. Both are important.

I think *our knowledge of physics will be different* is a general case
of *our situation will be different*. No two situations are the same.

One aspect of situations is our current knowledge. Other aspects
include a seemingly infinite number of other variables.

What it comes down to is that induction tries to use a general
principle -- the future is like the past -- which does not hold
generally. So that's a big problem. It doesn't just go one way or the
other in all cases, in goes both ways. What we have to do is come up
with reasons that the future will be like the past in selective ways,
explain our reasoning, and critically evaluate it. In so doing, we'll

http://curi.us/1552-educational-research-in-practice-5


find that in many ways the future will be different than the past --
which is good, that is a requirement for progress.

We'd be discovering the other variables that explain the difference
between the two situations.

Inductivists constantly forget that there is more to life than what
they are parochially focussing on, and in addressing induction it's
crucial to remind them of that. By simply saying there is no logical
reason for their position, one isn't addressing their selectivity
mistake. They are still going to see ways the future will be like the
past which they have good explanations for, and they will be right not
to be too concerned if those explanations are logical proofs. And as
long as they aren't also noticing the ways the future won't be like
the past, they will be confused and not realize that figuring out
which is which is a big step instead of something to just assume.

The glossary goes on to explain several Popperian ideas about
induction, but doesn't discuss this point which I think is crucial.

-- Rami



From: Justin Mallone <justinceo@gmail.com>
Subject: Humanity Marches On
Date: April 20, 2012 at 1:55 PM

http://edition.cnn.com/SPECIALS/world/road-to-rio/satellite-photos-urban-
sprawl/index.html

Make sure to drag the slider across each image for full effect.

:)

-JM

http://edition.cnn.com/SPECIALS/world/road-to-rio/satellite-photos-urban-sprawl/index.html


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Environmentalism vs BoI
Date: April 21, 2012 at 11:52 AM

http://p.washingtontimes.com/news/2012/apr/20/earth-days-dark-side/

Interesting article. Teasers:

As the Club of Rome put it, “The Earth has cancer, and the cancer is man.”

In consequence, over the past four decades, in scores of countries spanning the 
globe from India to Peru, tens of millions of women have been rounded up and 
subjected to involuntary sterilizations or abortions, often under very unsafe 
conditions, with innumerable victims suffering severe health effects or dying 
afterward.

The harm done by the EPA has not been limited to stopping DDT. It is no 
coincidence that U.S. oil production, which had been growing at a rate of 3 
percent per year through the 1940s, ‘50s and ‘60s, peaked at 9.6 million barrels 
per day in 1971, immediately after the EPA’s creation, and has been declining 
ever since.

-- Elliot Temple
http://fallibleideas.com/

http://p.washingtontimes.com/news/2012/apr/20/earth-days-dark-side/
http://fallibleideas.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Environmentalism vs BoI
Date: April 22, 2012 at 11:43 AM

Elliot, where do you stand on the question of reality? In his TED
talk, David Deutsch says that on the subject of global warming he is a
layman, and as a layman his best course of action is to listen to the
experts. Global warming is real; the question is what to do about it.

This article tosses around lots of accusations aimed at environmental
scientists. For instance, scientific consensus is that indiscriminate
use of DDT is harmful on many levels. Why should we ignore scientific
consensus in this case? I agree with you that the Club of Rome quote
is horrendous (and I admit that before reading BoI I might have found
it less so). But how do we get people to pay attention to the message
of BoI of the central role of knowledge creation in solving problems?
I submit that one very bad option is to undermine confidence in
scientific experts.

(By the way, Carl Zimmer in his book, Evolution: the Triumph of an
Idea, has an interesting discussion of malaria and DDT.)

So what are you doing?

On Apr 21, 11:52 am, Elliot Temple <c...@curi.us> wrote:
http://p.washingtontimes.com/news/2012/apr/20/earth-days-dark-side/

Interesting article. Teasers:

As the Club of Rome put it, “The Earth has cancer, and the cancer is man.”
In consequence, over the past four decades, in scores of countries spanning 
the globe from India to Peru, tens of millions of women have been rounded up 
and subjected to involuntary sterilizations or abortions, often under very unsafe 
conditions, with innumerable victims suffering severe health effects or dying 
afterward.
The harm done by the EPA has not been limited to stopping DDT. It is no 
coincidence that U.S. oil production, which had been growing at a rate of 3 
percent per year through the 1940s, ‘50s and ‘60s, peaked at 9.6 million 
barrels per day in 1971, immediately after the EPA’s creation, and has been 
declining ever since.

http://p.washingtontimes.com/news/2012/apr/20/earth-days-dark-side/


-- Elliot Templehttp://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Environmentalism vs BoI
Date: April 22, 2012 at 12:39 PM

On 22 Apr 2012, at 4:43pm, steve whitt wrote:

In his TED
talk, David Deutsch says that on the subject of global warming he is a
layman, and as a layman his best course of action is to listen to the
experts. Global warming is real;

Yes. And I know who the experts on that matter are. And I know how to check 
their work, if I should suspect that it contains some mistake or other. (Which I 
don't, so I needn't.)

the question is what to do about it.

Yes. And who are the experts on *that* question? And how can I check their 
work?

This article tosses around lots of accusations aimed at environmental
scientists. For instance, scientific consensus is that indiscriminate
use of DDT is harmful on many levels. Why should we ignore scientific
consensus in this case?

Well, again, "indiscriminate use of DDT is harmful on many levels" is not an 
assertion of scientific fact. It contains two value-laden terms: 'indiscriminate' and 
'harmful'. We should not contradict scientific consensus on scientific issues 
without ourselves following the methodology of science. But the consensus of 
people who happen to be scientists, on non-scientific issues, is not 'scientific 
consensus'. Thinking of it as such is scientism.

-- David Deutsch



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Environmentalism vs BoI
Date: April 22, 2012 at 2:22 PM

On Sun, Apr 22, 2012 at 8:43 AM, steve whitt <smwhitt@gmail.com> wrote:
Elliot, where do you stand on the question of reality? In his TED
talk, David Deutsch says that on the subject of global warming he is a
layman, and as a layman his best course of action is to listen to the
experts. Global warming is real; the question is what to do about it.

This article tosses around lots of accusations aimed at environmental
scientists. For instance, scientific consensus is that indiscriminate
use of DDT is harmful on many levels.

Say who? In my understanding, even Greenpeace has backed off on DDT
and started downplaying how much they opposed it.

Why should we ignore scientific
consensus in this case? I agree with you that the Club of Rome quote
is horrendous (and I admit that before reading BoI I might have found
it less so). But how do we get people to pay attention to the message
of BoI of the central role of knowledge creation in solving problems?
I submit that one very bad option is to undermine confidence in
scientific experts.

When thinking about experts, it's important to consider: are they
doing the same thing I would do, if I put the time and effort into it?
If I learned the field, would I be following the same methodology as
them, and reaching the same conclusions?

If the answer is "no", then you must not be confident in their
opinions. But if the answer is "yes", then you can tentatively listen
to them as a big time saver.

There's many issues here. For example, weather forecasts are really
hard. And the "experts" have a history of getting these badly wrong.
So why should I trust their longterm forecasts now? If I were a
climate scientist, I would either stop asking people to believe my
forecasts or provide a clear and persuasive answer to this issue that
reasonable lay people could understand, and which faces issues like



previous false forecasts directly. Any climate scientist who fails to
do that is not approaching climate science in the same way that I
would, so I cannot listen to him as a shortcut.

Another thing I would do if I were a climate scientist is
differentiate carefully between scientific issues and non-scientific
issues. I'd make sure never to let any authority I have be mistakenly
applied to issues outside my expertise. That means drawing a strong
distinction between stuff like weather forecasts and then political
issues like what Government policies should be, and moral issues like
which outcomes should be considered good or bad, or how much people
should care or be willing to sacrifice. I might well have opinions
about those other issues and even speak about them in public, but I'd
be clear they are not part of the science and that I have no more
authority than Joe Public in such matters.

I have seen David Deutsch say that while he's a physicist he's the
wrong type, so he should be considered a lay person in regards to
global warming. That sort of thing helps me respect his opinions. But
others have not been impressing me like that.



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Environmentalism vs BoI
Date: April 22, 2012 at 2:31 PM

On Apr 22, 12:39 pm, David Deutsch <david.deut...@qubit.org> wrote:

Well, again, "indiscriminate use of DDT is harmful on many levels" is not an 
assertion of scientific fact. It contains two value-laden terms: 'indiscriminate' and 
'harmful'. We should not contradict scientific consensus on scientific issues 
without ourselves following the methodology of science. But the consensus of 
people who happen to be scientists, on non-scientific issues, is not 'scientific 
consensus'. Thinking of it as such is scientism.

-- David Deutsch

You're right, that was sloppy. Thanks. However, scientific consensus
seems to be that DDT is not a simple solution to the malaria problem,
due to evolved resistance in mosquitoes. Scientific consensus also
seems to be that DDT causes eggshell failure in raptors. Why should I
doubt these conclusions, any more than I doubt global warming?



From: Elliot Temple <curi@curi.us>
Subject: [BoI] The Myth of the Closed Mind, 3
Date: April 22, 2012 at 4:49 PM

http://curi.us/1553-the-myth-of-the-closed-mind-3

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/1553-the-myth-of-the-closed-mind-3
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Mises on Psychiatry and Anarchism
Date: April 23, 2012 at 1:25 AM

http://curi.us/1554-mises-on-psychiatry-and-anarchism

Ludwig von Mises in Human Action:

http://mises.org/humanaction/chap8sec2.asp

Anarchism believes that education could make all people comprehend what 
their own interests require them to do; rightly instructed they would of their own 
accord always comply with the rules of conduct indispensable for the 
preservation of society. The anarchists contend that a social order in which 
nobody enjoys privileges at the expense of his fellow-citizens could exist without 
any compulsion and coercion for the prevention of action detrimental to society. 
Such an ideal society could do without state and government, i.e., without a 
police force, the social apparatus of coercion and compulsion.

The anarchists overlook the undeniable fact that some people are either too 
narrow-minded or too weak to adjust themselves spontaneously to the 
conditions of social life. Even if we admit that every sane adult is endowed with 
the faculty of realizing the good of social cooperation and of acting accordingly, 
there still remains the problem of the infants, the aged, and the insane. We may 
agree that he who acts antisocially should be considered mentally sick and in 
need of care. But as long as not all are cured, and as long as there are infants 
and the senile, some provision must be taken lest they jeopardize society. An 
anarchistic society would be exposed to the mercy of every individual. Society 
cannot exist if the majority is not ready to hinder, by the application or threat of 
violent action, minorities from destroying the social order. This power is vested 
in the state or government.

State or government is the social apparatus of compulsion and coercion. It has 
the monopoly of violent action. No individual is free to use violence or the threat 
of violence if the government has not accorded this right to him. The state is 
essentially an institution for the preservation of peaceful interhuman relations. 
However, for the preservation of peace it must be prepared to crush the 
onslaughts of peace-breakers.
As far as anarchism goes, the idea that an anarchist society would have no 
police, no defense of property rights, no defense against violence ... is pure 
straw man.

http://curi.us/1554-mises-on-psychiatry-and-anarchism
http://mises.org/humanaction/chap8sec2.asp


More interesting, I think, is the discussion of the mentally ill.

To agree to use force against those deemed antisocial or insane is pure tyranny 
and totalitarianism. It is the suppression of dissent and all radical new moral ideas 
(because those will deviate from current social norms). It is the opposite of a free, 
tolerant, liberal society (Mises is advocating liberalism in the book).

The only possible liberal attitude is to refuse to dehumanize any large groups of 
humans. To label someone "insane" does not make him less of a person. To 
dehumanize the large and vague group of "antisocial" people, and to endorse 
violence against them, is even more broadly destructive.

We must thoroughly renounce violence in human relations, not let psychiatry 
sneak it back in. Mises wants social cooperation but he apparently doesn't 
understand that social cooperation ought to include everyone, at least in a 
minimal way. The value of social cooperation must not be used as a justification 
for violence against those I deem insufficiently cooperative or who do not 
socialize in the ways I want them to.

I further object to Mises' mixing up the insane and antisocial with the criminals 
and peace-breakers. Most people labelled mentally ill are not criminals, not 
violent, and do not hurt anyone. To smear all the psychiatrically-labelled deviants 
as criminals is awful. And completely unnecessary: the people who do break laws 
can be dealt with according to the law without any psychiatric claim. So the only 
purpose of the smear is to legitimize violence against the non-violent, non-
criminal people who are, nonetheless, targeted by psychiatry.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] CORRECTED: Mises on Psychiatry and Anarchism
Date: April 23, 2012 at 1:41 AM

Initial post had a quoting error. See fixed version below or at curi.us link.

http://curi.us/1554-mises-on-psychiatry-and-anarchism

Ludwig von Mises in Human Action:

http://mises.org/humanaction/chap8sec2.asp

Anarchism believes that education could make all people comprehend what 
their own interests require them to do; rightly instructed they would of their own 
accord always comply with the rules of conduct indispensable for the 
preservation of society. The anarchists contend that a social order in which 
nobody enjoys privileges at the expense of his fellow-citizens could exist without 
any compulsion and coercion for the prevention of action detrimental to society. 
Such an ideal society could do without state and government, i.e., without a 
police force, the social apparatus of coercion and compulsion.

The anarchists overlook the undeniable fact that some people are either too 
narrow-minded or too weak to adjust themselves spontaneously to the 
conditions of social life. Even if we admit that every sane adult is endowed with 
the faculty of realizing the good of social cooperation and of acting accordingly, 
there still remains the problem of the infants, the aged, and the insane. We may 
agree that he who acts antisocially should be considered mentally sick and in 
need of care. But as long as not all are cured, and as long as there are infants 
and the senile, some provision must be taken lest they jeopardize society. An 
anarchistic society would be exposed to the mercy of every individual. Society 
cannot exist if the majority is not ready to hinder, by the application or threat of 
violent action, minorities from destroying the social order. This power is vested 
in the state or government.

State or government is the social apparatus of compulsion and coercion. It has 
the monopoly of violent action. No individual is free to use violence or the threat 
of violence if the government has not accorded this right to him. The state is 
essentially an institution for the preservation of peaceful interhuman relations. 
However, for the preservation of peace it must be prepared to crush the 
onslaughts of peace-breakers.

http://curi.us/1554-mises-on-psychiatry-and-anarchism
http://mises.org/humanaction/chap8sec2.asp


As far as anarchism goes, the idea that an anarchist society would have no 
police, no defense of property rights, no defense against violence ... is pure straw 
man.

More interesting, I think, is the discussion of the mentally ill.

To agree to use force against those deemed antisocial or insane is pure tyranny 
and totalitarianism. It is the suppression of dissent and all radical new moral ideas 
(because those will deviate from current social norms). It is the opposite of a free, 
tolerant, liberal society (Mises is advocating liberalism in the book).

The only possible liberal attitude is to refuse to dehumanize any large groups of 
humans. To label someone "insane" does not make him less of a person. To 
dehumanize the large and vague group of "antisocial" people, and to endorse 
violence against them, is even more broadly destructive.

We must thoroughly renounce violence in human relations, not let psychiatry 
sneak it back in. Mises wants social cooperation but he apparently doesn't 
understand that social cooperation ought to include everyone, at least in a 
minimal way. The value of social cooperation must not be used as a justification 
for violence against those I deem insufficiently cooperative or who do not 
socialize in the ways I want them to.

I further object to Mises mixing up the insane and antisocial with the criminals and 
peace-breakers. Most people labelled mentally ill are not criminals, not violent, 
and do not hurt anyone. To smear all the psychiatrically-labelled deviants as 
criminals is awful. And completely unnecessary: the people who do break laws 
can be dealt with according to the law without any psychiatric claim. So the only 
purpose of the smear is to legitimize violence against the non-violent, non-
criminal people who are, nonetheless, targeted by psychiatry.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] "Who Should Rule?" and Ayn Rand
Date: April 23, 2012 at 6:10 PM

On Apr 15, 2012, at 7:19 PM, Anonymous Person wrote:

Ayn Rand in "EXTREMISM," OR THE ART OF SMEARING, in Capitalism: The
Unknown Ideal

It is obvious what the fraudulent issue of fascism versus communism 
accomplishes: it sets up, as opposites, two variants of the same political 
system; it eliminates the possibility of considering capitalism; it switches the 
choice of “Freedom or dictatorship?” into “Which kind of dictatorship?”—thus 
establishing dictatorship as an inevitable fact and offering only a choice of 
rulers. The choice—according to the proponents of that fraud—is: a 
dictatorship of the rich (fascism) or a dictatorship of the poor (communism).

This has some similarity to Popper's argument.

It specifically rejects any politics that offers a choice of rulers as
an unacceptable framing of the problem.

Rand rejects the "Who should rule?" question -- at least in the sense
of fairly literal rulers -- and reframes to a better question: should
we have a ruler or have freedom?

The next question is: does "freedom" constitute a ruler in Popper's
sense? Is it something that can be entrenched against error
correction? Would we have a situation where we discover X is better
than freedom, but we set up our system to revolve around freedom being
assumed true, so it's really hard to change?

I think the answer is: no, freedom isn't that kind of thing. Freedom
includes the freedom to question, to criticize, to reform, to change
rulers or reject rulers, to do anything. It's incompatible with a
system of entrenching anything, even itself. To entrench freedom would



be a contradiction. Freedom connects to error correction and can't
serve the role of something that sabotages error correction.

So Rand's thinking on this topic is kinda close to Popper's.

Nice post.

Freedom not being a "ruler" in Popper's sense seems similar to how having a 
happy non-coerced child isn't the same kind of "outcome" in TCS that typical 
outcome-based parenting has in mind.

Both freedom and TCS have some prerequisites and assumptions, but they're 
fundamentally *not* about coercing and controlling people to be or do some 
particular thing.

-JM



From: Elliot Temple <curi@curi.us>
Subject: [BoI] The Myth of the Closed Mind, 4
Date: April 23, 2012 at 8:20 PM

http://curi.us/1555-the-myth-of-the-closed-mind-4

-- Elliot Temple
http://elliottemple.com/

-- 

http://curi.us/1555-the-myth-of-the-closed-mind-4
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Living Second Hand
Date: April 23, 2012 at 8:33 PM

http://news.ycombinator.com/item?id=3881637

I don't want to "friend" my actual friends' parents. Frankly, I'm a (slightly) 
different person when I'm talking to my friends and when I'm talking to my 
friends' parents

He should read The Fountainhead by Ayn Rand.

He should live for himself, not for the people he happens to be around currently.

He should stop worrying about adjusting to his surroundings and pleasing 
everyone, and just live for his own sake and if some people don't like it, so what?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://news.ycombinator.com/item?id=3881637
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] The Myth of the Closed Mind, 5
Date: April 23, 2012 at 9:46 PM

http://curi.us/1556-the-myth-of-the-closed-mind-5

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://curi.us/1556-the-myth-of-the-closed-mind-5
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] intolerance of non-alcoholics
Date: April 23, 2012 at 10:06 PM

http://daringfireball.net/linked/2012/04/23/wrath-of-grapes

The Wrath of Grapes
Timothy Egan, writing for the NYT Opinionator:

Sobriety, laudable in many respects, does imply rigidity of thought. The best 
presidents were open-minded, and generally open to a drink. The nondrinkers, 
at least over the last century or so, were terrible presidents.

(Via Josh Clark.)

Thinking people are bad (e.g. rigid thinkers) based on their choice in one minor 
but socially-charged area, is silly. My choice of beverages does not reveal how I 
think. But it may reveal how eager I am to conform. And your attitude to this may 
reveal how intolerant and anti-liberal you are.

-- Elliot Temple
http://curi.us/

http://daringfireball.net/linked/2012/04/23/wrath-of-grapes
http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] intolerance of non-alcoholics
Date: April 23, 2012 at 11:39 PM

On 24/04/2012, at 12:06 PM, "Elliot Temple" <curi@curi.us> wrote:

http://daringfireball.net/linked/2012/04/23/wrath-of-grapes

The Wrath of Grapes
Timothy Egan, writing for the NYT Opinionator:

Sobriety, laudable in many respects, does imply rigidity of thought. The best 
presidents were open-minded, and generally open to a drink. The 
nondrinkers, at least over the last century or so, were terrible presidents.

(Via Josh Clark.)

Thinking people are bad (e.g. rigid thinkers) based on their choice in one minor 
but socially-charged area, is silly. My choice of beverages does not reveal how I 
think. But it may reveal how eager I am to conform. And your attitude to this may 
reveal how intolerant and anti-liberal you are.

Whilst I agree with your point I don't think that this deserves the title you've given 
it, does it? Not all drinkers of alcohol are alcoholics...or are they? Even a drunk 
(whatever this might actually mean) person might not be an alcoholic, are they?

Josh Clark might be intolerant of drinkers more generally though...

Brett

http://daringfireball.net/linked/2012/04/23/wrath-of-grapes


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] intolerance of non-alcoholics
Date: April 24, 2012 at 12:02 AM

On Apr 23, 2012, at 8:39 PM, Brett Hall wrote:

On 24/04/2012, at 12:06 PM, "Elliot Temple" <curi@curi.us> wrote:

http://daringfireball.net/linked/2012/04/23/wrath-of-grapes

The Wrath of Grapes
Timothy Egan, writing for the NYT Opinionator:

Sobriety, laudable in many respects, does imply rigidity of thought. The best 
presidents were open-minded, and generally open to a drink. The 
nondrinkers, at least over the last century or so, were terrible presidents.

(Via Josh Clark.)

Thinking people are bad (e.g. rigid thinkers) based on their choice in one minor 
but socially-charged area, is silly. My choice of beverages does not reveal how 
I think. But it may reveal how eager I am to conform. And your attitude to this 
may reveal how intolerant and anti-liberal you are.

Whilst I agree with your point I don't think that this deserves the title you've 
given it, does it? Not all drinkers of alcohol are alcoholics...or are they? Even a 
drunk (whatever this might actually mean) person might not be an alcoholic, are 
they?

Josh Clark might be intolerant of drinkers more generally though...

The concept of an "alcoholic" is value-laden. Who people judge to be alcoholics, 
or not, depends on their ideas (often accepted from their culture). How much 
alcohol is too much? What is an addiction? Is an alcoholic someone who drinks 
more than social custom expects? These are philosophical issues, and the 
answers one gives depend on how one thinks.

There is no objective cutoff for who is an alcoholic. There are only contextual 
meanings: cultures provide rules for declaring who is an alcoholic or not (which 
always have vagueness). These uncritically accepted assumptions about the 

http://daringfireball.net/linked/2012/04/23/wrath-of-grapes


world should be questioned.

I say:

An alcoholic is a person who drinks too much, repeatedly. A single drop of alcohol 
drunk for the purpose of conformity to social norms is too much.

Alcoholics drink excessively. But what drinking is excessive? The very term 
"excessive" assumes that some amount is good. If we instead consider the more 
neutral question of which drinking is good or bad, then an alcoholic ought to 
mean a person who does any bad drinking, rather than any "excessive" drinking. 
If it doesn't mean that, the term is wrong.

An alcoholic also means a person who feels compulsion to drink. Social drinkers 
feel socially (and often psychologically) compelled to drink. Their lifestyles and 
mindsets require continued drinking.

Addiction is a myth, but choice is not. People choose to drink and are responsible 
for their drinking, no matter how much they might blame "peer pressure", 
"chemical dependency", or anything else. If I think they are choosing badly, and I 
call them an alcoholic, how is that any different than when they call others 
alcoholics whom they consider to be choosing badly?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Living Second Hand
Date: April 24, 2012 at 6:02 AM

On 24 Apr 2012, at 01:33 AM, Elliot Temple <curi@curi.us> wrote:

http://news.ycombinator.com/item?id=3881637

I don't want to "friend" my actual friends' parents. Frankly, I'm a (slightly) 
different person when I'm talking to my friends and when I'm talking to my 
friends' parents

He should read The Fountainhead by Ayn Rand.

He should live for himself, not for the people he happens to be around currently.

He should stop worrying about adjusting to his surroundings and pleasing 
everyone, and just live for his own sake and if some people don't like it, so 
what?

Isn't it a good idea to adjust how you behave slightly depending who you're 
around? Filter some parts of your personality and only show the parts that are 
relevant to the person you're interacting with. For example, you might behave 
differently (show different parts of yourself) around work colleagues as you would 
around your gaming buddies.

--
Lulie Tanett

http://news.ycombinator.com/item?id=3881637


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Living Second Hand
Date: April 24, 2012 at 2:11 PM

On Tue, Apr 24, 2012 at 3:02 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 24 Apr 2012, at 01:33 AM, Elliot Temple <curi@curi.us> wrote:

http://news.ycombinator.com/item?id=3881637

I don't want to "friend" my actual friends' parents. Frankly, I'm a (slightly) 
different person when I'm talking to my friends and when I'm talking to my 
friends' parents

He should read The Fountainhead by Ayn Rand.

He should live for himself, not for the people he happens to be around 
currently.

He should stop worrying about adjusting to his surroundings and pleasing 
everyone, and just live for his own sake and if some people don't like it, so 
what?

Isn't it a good idea to adjust how you behave slightly depending who you're 
around? Filter some parts of your personality and only show the parts that are 
relevant to the person you're interacting with. For example, you might behave 
differently (show different parts of yourself) around work colleagues as you 
would around your gaming buddies.

One kicks balls on a soccer field, and throws them on a basketball
court, not vice versa. That is contextual action appropriate to the
problems one is trying to solve. But that does not constitute being a
different person.

Similarly if you go to a book club and while you're there you discuss
their current book, instead of BoI, that isn't being a different
person. Being a different person refers to something else, something
more, something second-handed.

http://news.ycombinator.com/item?id=3881637


From: Brian Scurfield <briankscurfield@gmail.com>
Subject: Re: [BoI] Environmentalism vs BoI
Date: April 24, 2012 at 5:15 PM

On Monday, April 23, 2012, David Deutsch <david.deutsch@qubit.org> wrote:
On 22 Apr 2012, at 4:43pm, steve whitt wrote:

In his TED
talk, David Deutsch says that on the subject of global warming he is a
layman, and as a layman his best course of action is to listen to the
experts. Global warming is real;

Yes. And I know who the experts on that matter are. And I know how to
check their work, if I should suspect that it contains some mistake or
other. (Which I don't, so I needn't.)

Who, in particular, did you have in mind?

the question is what to do about it.

Yes. And who are the experts on *that* question? And how can I check
their work?

-- Brian Scurfield

-- 
-- Brian Scurfield

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI on Induction
Date: April 25, 2012 at 12:41 PM

On Jan 31, 2012, at 9:34 AM, Steve Push wrote:

On Jan 30, 12:32 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 30, 2012, at 4:15 AM, Steve Push wrote:

On Jan 29, 9:44 pm, Elliot Temple <c...@curi.us> wrote:
On Jan 29, 2012, at 5:17 PM, Steve Push wrote:

That's a question for a neuroscientist.  There is probably a pattern
of brain activity that accompanies the behavior of generalization in
humans and animals.  But in brief outline form, the process probably
is something like this:

If you observe that A occurs in conjunction with B; and

A always occurs in conjunction with infinitely many things. How can you 
notice B in particular, instead of C, D, E, F, G, unless you already have in 
mind, in advance, some reason to pay attention to B?

If you observe that A' (which is similar to A) occurs in conjunction
with B' (which is similar to B); and

If you observe that A'' (which is similar to A and A') occurs in
conjunction with B'' (which is similar to B and B'); then

Conclude (until you encounter an exception) that entities of the A
type always occur in conjunction with entities of the B type.

Noticing A', A'', B', B'', and comparing them, is all a matter of selective 
attention. It's taking ideas you already have about what's important and then 
interpreting the world according to them, and seeking out information about 
them.

So we're back to the question: how, in induction, does one choose which 
things to pay selective attention to?



The Popperian answer is we use our ideas, first, to decide which 
observations to make and how to interpret them, second. We guess what's 
important, subject our guesses to criticism to eliminate some errors, and 
then we use them. And then we have some successes and discover some 
problems and improve them.

Induction has things in reverse order (data first, ideas second) but doesn't 
address how that is possible or explain *which* data to focus on.

There are many reasons why we focus on certain objects and events.  In
some cases, I think Popper got it right: We focus on those things that
refute or corroborate or beliefs.  In other cases, we focus
instinctively on things that are important to our survival, well-
being, and reproduction, regardless of our beliefs.  In still other
cases, we focus on things that are in close temporal or spatially
proximity to things that we have focused on for other reasons (e.g.,
Popperian or instinctive reasons).

And what's the inductive reason for focussing some ways and not others? 
Which ways of focussing are part of induction and which aren't induction?

Instinctive reasons lend themselves to inductive inferences.  A hungry
animal doesn't need a conjecture to notice food or stimuli associated
with food.

It needs to have and use knowledge of how to notice food, and what stimuli have 
to do with food.

So it's acting selectively based on its knowledge.

But "act on your knowledge" isn't an inductive procedure.

That's why I asked what the inductive procedure is. The answer that there is no 
procedure is just glossing over the great deal of knowledge involved, and not 
thinking about where it comes from, how it works, or what it has to do with 
induction.



Every step of the way, Popper addresses how stuff works and induction has 
nothing to offer.

Hungry is a problem situation and eating is an idea about a solution. One which 
does indeed need to be held open to criticism. In some situations -- e.g. before 
some blood tests -- eating would be a mistake (that too must be held open to 
criticism. better to eat and do the tests later than faint from hunger).

In the nucleic acid example, Chargaff focused on the relative amounts
of bases because he wanted to refute the theory that A, C, G, and T
were *all* equal in all species.  His conjecture was that the four
bases would exist in different amounts and that these ratios would
vary from species to species.  He succeeded in refuting the old
theory.

In the process of making these observations, Chargaff also observed
parity between C and G, on one hand, and A and T, on the other.
Although his conjecture helped him look in right place, nothing in his
conjecture prepared him for that observation.

This is criticizing a straw man. Conjectures always help guide us in our selective 
observations. They help us decide what to observe, what to consider important 
enough to notice. But of course they don't always foresee all the answers.

He said he was surprised by it.

Surprise indicates violation of expectations. Or in other words he had existing 
ideas and found them refuted and that's why he paid attention, because it helped 
him be critical. Popper discusses this!

 And he had no theory into which he could fit this
observation.  Thus it was called a "rule," which in this case is just
another name for an inductive inference.  He was in effect saying, "I
am assuming these parities are present in all species for no other
reason than that I have observed them in a handful of species."



There is not "no other reason", there is a great deal of other knowledge going into 
it.

You've repeatedly conceded, as well as contradicted, this fact.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Replicating Studies
Date: April 25, 2012 at 5:36 PM

http://chronicle.com/blogs/percolator/is-psychology-about-to-come-undone/29045

It's important that studies can be repeated and get the same results. But many 
can't. And many times people don't know one way or another and don't do 
enough work to find out -- and then they publish anyways as if they had done 
science.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://chronicle.com/blogs/percolator/is-psychology-about-to-come-undone/29045
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Some Rand Advocacy
Date: April 26, 2012 at 12:03 AM

http://news.ycombinator.com/item?id=3891643

(xenophanes is me)

Excerpt:

Her answer wasn't the consequentialist one that Adam Smith and other 
market-economy defenders proposed: that self-interest produces the best 
overall outcome.

Correct.

One thing that might be helpful is to understand Rand's view on compromise. 
She said you can compromise on concretes when you agree on a principle, but 
you must never compromise your fundamental principles.

For example, if you agree on the principle of trade, you can compromise 
(haggle) on the exact price or contract terms, and you're still both following a 
good principle and can both benefit.

But you must never compromise between collectivism and individualism, 
capitalism and socialism, life and death, freedom and slavery, rationality and 
irrationality. Those sorts of compromises between opposite principles amount to 
sacrificing some good that one shouldn't give up, and allowing in some 
unacceptable evil. Nor should you compromise your values in order to get 
something that you don't value or value less. That isn't a reasonable 
compromise, it is surrendering your values and principles for the benefit of 
others.

Given this sort of view of compromise, it's no good to ever compromise your 
own life, no good to ever sacrifice yourself. Anything that asks you to do that is 
evil. If there is a rational trade to make, then make the exchange and benefit, 
but don't sacrifice yourself for unspecified or vague future benefits which no one 
is accountable for providing to you.

What do you think?

http://news.ycombinator.com/item?id=3891643


-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Who Creates Value?
Date: April 26, 2012 at 11:31 AM

Ayn Rand brought up the question: who provides the most social value or most 
value to society?

She doesn't accept the premise, but she still analyzed the question.

Prima facie, the answer is scientists. Scientists come up with amazingly valuable 
and beneficial inventions.

(I might argue for philosophers instead, and I think she might too, but never mind 
that.)

But there are all sorts of scientific ideas that don't get used by 99% of the 
population, at least for a long time. No one brings a product to market based on 
them. No one figures out how to apply them to the concerns of most people. As 
an example, she said the ancient greeks had invented the steam engine.

Looks true: http://en.wikipedia.org/wiki/Hero_of_Alexandria

But that steam engine didn't do people much good. Steamships and steam 
locomotives came 2000 years later.

So, who really provides the most social good, the most benefit to most people?

Businessmen who make marketable products using scientific ideas. They bridge 
the gap between the scientist and the layman.

Yet businessmen are the very people most vilified as "robber barons", profiteers, 
exploiters, enemies of the public good and enemies of the masses of poor 
people. And the particular act of taking a scientific idea they did not invent, and 
making a profit off it, is deemed especially evil, perhaps similar to how middlemen 
in general are both extremely beneficial and despised.

Isn't that ridiculous?

-- Elliot Temple
http://beginningofinfinity.com/

http://en.wikipedia.org/wiki/Hero_of_Alexandria
http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Philosophers provide the most social value? (was: Who Creates 
Value?)
Date: April 26, 2012 at 2:26 PM

On Apr 26, 2012 10:31 AM, "Elliot Temple" <curi@curi.us> wrote:

Ayn Rand brought up the question: who provides the most social value or most 
value to society?

She doesn't accept the premise, but she still analyzed the question.

Prima facie, the answer is scientists. Scientists come up with amazingly 
valuable and beneficial inventions.

(I might argue for philosophers instead, and I think she might too, but never 
mind that.)

Philosophers? I think that would be true post Popper. But before that
doesn't seem right. Most everything philosophical between Socrates and
Popper was junk.

Please do argue that philosophers provide the most social value.

Hmm. You'll talk about Godwin and how he convinced the British to
trade with America rather than continue its war. So philosophy changes
politics. Thats huge.

You'll talk about Ayn Rand and how she's changing cultural knowledge
about selfishness [i.e. fixing old knowledge about altruism].

And about Szasz changing cultural knowledge about psychology/psychiatry.

So philosophers change people's minds. Scientists only change technology.

Minds are more valuable than technology. Why? Because minds create
technology. Heh thats what DD brought us. He changed my mind about
this.

So ya philosophers provide more value than scientists.



And I think philosophers provide more value than businessmen too. The
West is the greatest culture in the world because of the infusion of
good ideas provided by the Greek philosophers like Socrates and some
pre-socratics.

-- Rami

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Some Rand Advocacy
Date: April 26, 2012 at 5:13 PM

On 26 Apr 2012, at 05:03, Elliot Temple wrote:

http://news.ycombinator.com/item?id=3891643

(xenophanes is me)

Excerpt:

Her answer wasn't the consequentialist one that Adam Smith and other 
market-economy defenders proposed: that self-interest produces the best 
overall outcome.

Correct.

One thing that might be helpful is to understand Rand's view on compromise. 
She said you can compromise on concretes when you agree on a principle, 
but you must never compromise your fundamental principles.

For example, if you agree on the principle of trade, you can compromise 
(haggle) on the exact price or contract terms, and you're still both following a 
good principle and can both benefit.

But you must never compromise between collectivism and individualism, 
capitalism and socialism, life and death, freedom and slavery, rationality and 
irrationality. Those sorts of compromises between opposite principles amount 
to sacrificing some good that one shouldn't give up, and allowing in some 
unacceptable evil. Nor should you compromise your values in order to get 
something that you don't value or value less. That isn't a reasonable 
compromise, it is surrendering your values and principles for the benefit of 
others.

Given this sort of view of compromise, it's no good to ever compromise your 
own life, no good to ever sacrifice yourself. Anything that asks you to do that is 
evil. If there is a rational trade to make, then make the exchange and benefit, 
but don't sacrifice yourself for unspecified or vague future benefits which no 
one is accountable for providing to you.

http://news.ycombinator.com/item?id=3891643


What do you think?

One thing I found interesting (in a bad way) in the discussion was:

The problem with using her novels as an argument for the position is that they 
only really work in an affective, sense, imo, as implying consequentialist 
arguments, sort of along the lines of a morality tale or fable: look what could 
happen if things are done this way, or alternately, if they were done that way.

One problem with consequentialism is that it's the moral philosophy equivalent of 
induction. It doesn't make much sense to attribute set of consequences to a 
particular set of principles unless you have some moral explanation for how the 
principle concerned can lead to those consequences.

Also, consequentialism can't help you make decisions in situations where you 
can't predict the consequences of a particular action. Perhaps if I go and buy a 
car, the car salesman will finally have earned enough commission to buy a 
shotgun and and go on a killing spree. Should I refrain from buying a car because 
this is a conceivable consequence of my actions? Should I only buy a car when 
I've checked out the salesman and gone though everything in his personal life to 
make sure he won't go on a killing spree? If I have to do that all the time how will I 
ever get anything done?

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Some Rand Advocacy
Date: April 26, 2012 at 5:53 PM

On Apr 26, 2012, at 2:13 PM, Alan Forrester wrote:

On 26 Apr 2012, at 05:03, Elliot Temple wrote:

http://news.ycombinator.com/item?id=3891643

(xenophanes is me)

Excerpt:

Her answer wasn't the consequentialist one that Adam Smith and other 
market-economy defenders proposed: that self-interest produces the best 
overall outcome.

Correct.

One thing that might be helpful is to understand Rand's view on compromise. 
She said you can compromise on concretes when you agree on a principle, 
but you must never compromise your fundamental principles.

For example, if you agree on the principle of trade, you can compromise 
(haggle) on the exact price or contract terms, and you're still both following a 
good principle and can both benefit.

But you must never compromise between collectivism and individualism, 
capitalism and socialism, life and death, freedom and slavery, rationality and 
irrationality. Those sorts of compromises between opposite principles amount 
to sacrificing some good that one shouldn't give up, and allowing in some 
unacceptable evil. Nor should you compromise your values in order to get 
something that you don't value or value less. That isn't a reasonable 
compromise, it is surrendering your values and principles for the benefit of 
others.

Given this sort of view of compromise, it's no good to ever compromise your 
own life, no good to ever sacrifice yourself. Anything that asks you to do that 

http://news.ycombinator.com/item?id=3891643


is evil. If there is a rational trade to make, then make the exchange and 
benefit, but don't sacrifice yourself for unspecified or vague future benefits 
which no one is accountable for providing to you.

What do you think?

One thing I found interesting (in a bad way) in the discussion was:

The problem with using her novels as an argument for the position is that they 
only really work in an affective, sense, imo, as implying consequentialist 
arguments, sort of along the lines of a morality tale or fable: look what could 
happen if things are done this way, or alternately, if they were done that way.

One problem with consequentialism is that it's the moral philosophy equivalent 
of induction. It doesn't make much sense to attribute set of consequences to a 
particular set of principles unless you have some moral explanation for how the 
principle concerned can lead to those consequences.

Also, consequentialism can't help you make decisions in situations where you 
can't predict the consequences of a particular action. Perhaps if I go and buy a 
car, the car salesman will finally have earned enough commission to buy a 
shotgun and and go on a killing spree. Should I refrain from buying a car 
because this is a conceivable consequence of my actions? Should I only buy a 
car when I've checked out the salesman and gone though everything in his 
personal life to make sure he won't go on a killing spree? If I have to do that all 
the time how will I ever get anything done?

Philosophy classes sometimes present Consequentialism and Deontology as the 
two major approaches to morality.

Both are ridiculously dumb and it's hard to imagine anyone but academics taking 
them very seriously.

I think most lay people who advocate consequentialism don't know what it is and 
vaguely think it means that the results of ones actions are important to whether 
those actions are moral. They take it as a bit of common sense.

Consequentialism actually means to evaluate ideas by their consequences (only). 
Or in other words, to ignore all principles. Why? No good reason is given.



Deontology is something of an opposite of consequentialism. It means evaluating 
ideas only using rules or principle while ignoring their real life consequences.

To understand ideas well, we actually need to think about principles and also be 
willing to look at what happens in life. We can only interpret the results according 
to principles, but deontology doesn't recommend doing that, so it's just as silly as 
consequentialism (which, btw, always smuggles principles, ideas and 
interpretations in inexplicitly since you cannot think without them).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] The Myth of the Closed Mind, 6
Date: April 26, 2012 at 11:41 PM

http://curi.us/1557-the-myth-of-the-closed-mind-6

-- Elliot Temple
http://elliottemple.com/

-- 

http://curi.us/1557-the-myth-of-the-closed-mind-6
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] one more sad story
Date: April 28, 2012 at 1:06 AM

Demi Levato went to rehab for not eating normally.

In rehab, they informed her that writing 7 songs in one night, or staying up until 
5am, is not normal. These are her own examples. She was ill and didn't know it. 
She sees her former self as ignorant, and now they've helped her. Now she 
knows to make sure not to do that again.

Writing too many songs too quickly, and not sleeping at conventional hours! An 
illness!

She went in for what she saw as bad (sort of -- she was under heavy family 
pressure), and was taught to try to change what they saw as bad.

What if she wasn't a star? What if she was poor? They'd only be more harsh and 
respect her preferences less.

It's amazing how controlling they are of the most irrelevant, and good, things. Oh 
you don't eat enough? We'll teach you to be normal in all of life. It starts with 
never being too productive, too excited, too enthusiastic (all those things that 
made you rich and famous!). Never stand out, just stick to the middle of the bell 
curve in every last detail.

I know many psychiatric stories are much worse. I find it striking because of how 
mild and boring the deviance was. A singer wrote songs, but she did it too well at 
the wrong time of day. And for doing it well she was rewarded by fans, but also 
psychiatrically punished.

And she can go on MTV and talk about her tiny little deviance and not even be 
intending to criticize rehab. She wasn't complaining, and her fans aren't angry 



about her mistreatment. It's so socially acceptable.

The rehab hurt her. She talks about ways it hurt her. But she blames herself. In 
addition to believing her psychiatric minders are faultless, she also considers her 
family and parents faultless. All her problems are her own fault, and all the 
authorities in her life are doing a great job. So they've taught her to say.

They also taught her some of their vocabulary. Which isn't surprising, but it is 
disturbing to hear her betray her own values in their words. She doesn't have the 
confidence to live by her own values or her own words, despite her epic success.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] one more sad story
Date: April 28, 2012 at 4:32 AM

On 28 Apr 2012, at 06:06 AM, Elliot Temple <curi@curi.us> wrote:

Demi Levato went to rehab for not eating normally.

In rehab, they informed her that writing 7 songs in one night, or staying up until 
5am, is not normal. These are her own examples. She was ill and didn't know it. 
She sees her former self as ignorant, and now they've helped her. Now she 
knows to make sure not to do that again.

Uh, what are they comparing to? I think these things are fairly normal for song 
writers, although she seems more efficient at it (writing 7 instead of 1 or 2). I 
thought a lot of creatives say they can't get much done until 3am. Are any of her 
therapists famous song writers? Do they have any idea of what's normal in the 
creative world?

--
Lulie Tanett



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Lawrence Krauss on philosophy
Date: April 29, 2012 at 4:54 AM

Physicist Lawrence Krauss seems to be quickly gaining public recognition 
exceeding that of many other physicists. Maybe in the USA only Stephen 
Hawking and Neil de Grasse Tyson are better known. Krauss's books on physics 
regularly make the best seller lists - his latest is number 2 in science books on 
Amazon. Which makes this contribution of his all that more disappointing in 
places:

http://www.scientificamerican.com/article.cfm?id=the-consolation-of-philos

Ostensibly this article in the Scientific American is supposed to be some sort of 
apology to philosophers for being hard on them in his book and public comments 
recently but really it seems to be a bit more mud slinging. He laughingly lumps 
Popper and Kuhn into the same category and in the same breath suggests that 
Popper is all but irrelevant and that philosophy has very little to contribute to 
quantum physics. Krauss has quite a bit of influence over the "zeitgeist" as far as 
that word might be appropriate in popular science and the public understanding of 
science. He really needs to read FoR and BoI.

Is it worth being frustrated over this or is it jut typical of most theoretical 
physicists? Probably typical...except that most theoretical physicists don't write 
popular science books that get talked about in popular media, etc.

Brett.

http://www.scientificamerican.com/article.cfm?id=the-consolation-of-philos


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Lawrence Krauss on philosophy
Date: April 29, 2012 at 6:57 PM

On Sun, Apr 29, 2012 at 3:54 AM, Brett Hall <brhalluk@hotmail.com> wrote:
Physicist Lawrence Krauss seems to be quickly gaining public recognition 
exceeding that of many other physicists. Maybe in the USA only Stephen 
Hawking and Neil de Grasse Tyson are better known. Krauss's books on 
physics regularly make the best seller lists - his latest is number 2 in science 
books on Amazon. Which makes this contribution of his all that more 
disappointing in places:

http://www.scientificamerican.com/article.cfm?id=the-consolation-of-philos

Ostensibly this article in the Scientific American is supposed to be some sort of 
apology to philosophers for being hard on them in his book and public 
comments recently but really it seems to be a bit more mud slinging. He 
laughingly lumps Popper and Kuhn into the same category and in the same 
breath suggests that Popper is all but irrelevant and that philosophy has very 
little to contribute to quantum physics. Krauss has quite a bit of influence over 
the "zeitgeist" as far as that word might be appropriate in popular science and 
the public understanding of science. He really needs to read FoR and BoI.

Is it worth being frustrated over this or is it jut typical of most theoretical 
physicists? Probably typical...except that most theoretical physicists don't write 
popular science books that get talked about in popular media, etc.

Its typical of almost everyone, today.

Krauss doesn't understand the *reach of explanations* [I think DD was
the first to explain this idea]. So just reading Popper wouldn't get
someone to realize the point that philosophy *reaches* into quantum
physics.

You're frustrated because this knowledge is new to you. As soon as it
is no longer new, the emotion will diminish. [I was there just a few
months ago.] BTW, Ayn Rand calls this knowledge psycho-epistemology.
Its a classification of epistemology that causes psychological
symptoms like emotions. I learned of it in her book _The Art of
Nonfiction_.

http://www.scientificamerican.com/article.cfm?id=the-consolation-of-philos


-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Lawrence Krauss on philosophy
Date: April 29, 2012 at 7:28 PM

On Apr 29, 2012, at 1:54 AM, Brett Hall wrote:

Physicist Lawrence Krauss seems to be quickly gaining public recognition 
exceeding that of many other physicists. Maybe in the USA only Stephen 
Hawking and Neil de Grasse Tyson are better known. Krauss's books on 
physics regularly make the best seller lists - his latest is number 2 in science 
books on Amazon. Which makes this contribution of his all that more 
disappointing in places:

http://www.scientificamerican.com/article.cfm?id=the-consolation-of-philos

Ostensibly this article in the Scientific American is supposed to be some sort of 
apology to philosophers for being hard on them in his book and public 
comments recently but really it seems to be a bit more mud slinging. He 
laughingly lumps Popper and Kuhn into the same category and in the same 
breath suggests that Popper is all but irrelevant and that philosophy has very 
little to contribute to quantum physics. Krauss has quite a bit of influence over 
the "zeitgeist" as far as that word might be appropriate in popular science and 
the public understanding of science. He really needs to read FoR and BoI.

Is it worth being frustrated over this or is it jut typical of most theoretical 
physicists? Probably typical...except that most theoretical physicists don't write 
popular science books that get talked about in popular media, etc.

I don't think frustration is good.

I think the situation is bad but not unusual. BoI chapter 10 discusses the example 
of people thinking stealing would make society better. While that particular 
example isn't a mistake our society makes, there are other mistakes our society 
does make. Including very large ones that none of us know about. That's just life.

And there's other large mistakes that a few of us know about, but most people 
don't understand. That's life, too.

Most people aren't very good at philosophy. No past society was very good at it 
either. Philosophy is extremely important but doesn't get the proper respect and 

http://www.scientificamerican.com/article.cfm?id=the-consolation-of-philos


attention, in part because of all the bad philosophers who give the field a bad 
name.

BTW, I don't think Krauss is controlling the general mood of society. He's a part of 
it just like his readers are. He's almost as much a victim as they are. I don't think 
he's actually very powerful. He seems powerful as long as he only tells people 
stuff they were primed to hear, but the moment he tried to use his influence to 
persuade people of some new idea of his which contradicts some mainstream 
thinking, he would find his fans turn against him and he's less influential than 
David Deutsch. Ayn Rand discusses this issue nicely in various places, including 
_The Fountainhead_.

PS It's entirely possible that he has read FoR and BoI. His disagreement with 
them doesn't have to come from ignorance, he could also just be mistaken in his 
evaluation and comprehension of the ideas. It's also possible that we're mistaken 
and he's right, however in that case I would expect him to address our view in a 
more satisfactory way without any blatant mistakes like lumping together Popper 
with Kuhn. Or we could all be wrong in different ways.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] one more sad story
Date: April 30, 2012 at 3:53 AM

On Apr 28, 2012, at 1:32 AM, Lulie Tanett wrote:

On 28 Apr 2012, at 06:06 AM, Elliot Temple <curi@curi.us> wrote:

Demi Levato went to rehab for not eating normally.

In rehab, they informed her that writing 7 songs in one night, or staying up until 
5am, is not normal. These are her own examples. She was ill and didn't know 
it. She sees her former self as ignorant, and now they've helped her. Now she 
knows to make sure not to do that again.

Uh, what are they comparing to? I think these things are fairly normal for song 
writers, although she seems more efficient at it (writing 7 instead of 1 or 2). I 
thought a lot of creatives say they can't get much done until 3am. Are any of her 
therapists famous song writers? Do they have any idea of what's normal in the 
creative world?

A lot of other "creative types" are considered or diagnosed "bipolar" for similar 
reasons as Demi Levato. (She is "diagnosed" with bipolar disorder, with staying 
up until 5am and writing 7 songs being considered "manic".)

If you look at the diagnostic criteria for "mania" and "hypomania", it is a state that 
many people actually consider *positive*. It can include things like "increase in 
goal directed activity".

A period of "hypomania" or "mania" is an elevated mood with at least 3 of the 
following (or an irritable mood with at least 4 of the following), according to the 
DSM IV:

1) inflated self-esteem or grandiosity

2) decreased need for sleep (e.g., feels rested after only 3 hours of sleep)



3) more talkative than usual or pressure to keep talking

4) flight of ideas or subjective experience that thoughts are racing

5) distractibility (i.e., attention too easily drawn to unimportant or irrelevant 
external stimuli)

6) increase in goal-directed activity (at work, at school, or sexually) or 
psychomotor agitation

7) excessive involvement in pleasurable activities that have a high potential for 
painful consequences (e.g., engaging in unrestrained buying sprees, sexual 
indiscretions, or foolish business investments)

The difference between mania & hypomania is that in "mania":

The mood disturbance is sufficiently severe to cause marked impairment in 
occupational functioning or in usual social activities or relationships with others, 
or to necessitate hospitalization to prevent harm to self or others, or there are 
psychotic features.

Whereas in "hypomania" it is not.

You can find the full DSM IV "diagnostic criteria" for "Bipolar Disorder" here:
http://www.mental-health-today.com/bp/dsm.htm

Jordan

http://www.mental-health-today.com/bp/dsm.htm


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] one more sad story
Date: May 1, 2012 at 8:15 AM

On 28 Apr 2012, at 06:06 AM, Elliot Temple <curi@curi.us> wrote:

Demi Levato went to rehab for not eating normally.

I don't think that part of the story is true. As far as I can tell from the Wikipedia 
article on her, the event that caused her to go to rehab was punching a fellow 
entertainer on the nose, on an aeroplane:

http://en.wikipedia.org/wiki/Demi_Lovato#Personal_struggles

Given that she was over 18 at the time, 'not eating normally' would not have had 
the effect of sending her somewhere against her will unless it caused events such 
as nose-punching.

-- David Deutsch

-- 

http://en.wikipedia.org/wiki/Demi_Lovato#Personal_struggles


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Article: In Defense of Profiling
Date: May 1, 2012 at 5:50 PM

Article: _In Defense of Profiling_ by Sam Harris.

Is there nothing we can do to stop this tyranny of fairness? Some semblance of 
fairness makes sense—and, needless to say, everyone’s bags should be 
screened, if only because it is possible to put a bomb in someone else’s 
luggage. But the TSA has a finite amount of attention: Every moment spent 
frisking the Mormon Tabernacle Choir subtracts from the scrutiny paid to more 
likely threats. Who could fail to understand this?

Not me.

Imagine how fatuous it would be to fight a war against the IRA and yet refuse to 
profile the Irish? And yet this is how we seem to be fighting our war against 
Islamic terrorism.

Yep. At least from the perspective of the TSA. The CIA and FBI are
doing it right.

Granted, I haven’t had to endure the experience of being continually profiled. No 
doubt it would be frustrating. [...]

This already happens. My ex used to get "randomly" picked for
searching almost every time.

We should profile Muslims, or anyone who looks like he or she could 
conceivably be Muslim, and we should be honest about it.

I would add a qualifier to change it to fundamentalist muslim. Why?
Because moderate Muslims aren't terrorists. Most of them are ignorant
of the fundamentalist muslim's worldview and the reasoning for it.
Where it can get messy is that lots of moderate muslims actually
condone terrorism, i.e. they agree with the fundamentalist view but
they don't show it in their actions; so its hard to identify them. The



only moderate muslims that are truly not worrisome are the Western
ones, i.e. the ones born and raised in the West. So how do we identify
them? From their accent.

Some people will think that this is not enough. They'll cite Jihad
Jane as their example. I don't understand how someone with Western
values could change her worldview to the fundamentalist muslim one. I
guess she married one and was "brainwashed". I just don't understand
brainwashing. How do people accept a worldview without criticizing it?

And, again, I wouldn’t put someone who looks like me entirely outside the bull’s-
eye (after all, what would Adam Gadahn look like if he cleaned himself up?) But 
there are people who do not stand a chance of being jihadists, and TSA 
screeners can know this at a glance.

I guess that this is inline with an objectivisit view. Why not use
nationality [and other objective] data to increase the chance of being
searched?

Needless to say, a devout Muslim should be free to show up at the airport 
dressed like Osama bin Laden, and his wives should be free to wear burqas. [...]

I disagree with allowing burqas in places where security is important,
like banks and airports. Are we going to allow people to not have
their photo on their driver's license or id card? No way! We want to
be able to identify people. And burqas don't allow it.

I suspect that it will surprise neither my fans nor my critics that I view the furor 
over this article to be symptomatic of the very political correctness that I decry in 
it.

Yes.

However, it seems that when one speaks candidly about the problem of Islam 
misunderstandings easily multiply. So I’d like to clarify a couple of points here:



[...]

2. There is no conflict between what I have written here and
“behavioral profiling” or other forms of threat detection. And if we
can catch terrorists before they reach the airport, I am all for it.
But the methods we use to do this tend to be even more focused and
invasive (and, therefore, offensive) than profiling done by the TSA.
Many readers who were horrified by my article seem to believe that
there is nothing wrong with “gathering intelligence.” One wonders just
how they think that is done.

By profiling. They watch certain websites for example. My mom was
visited by the FBI for writing posts on Islamwatch.org. The content of
the posts didn't matter. She wrote against Islam as an ex-Muslim. They
were just covering their bases. They also checked me out. They went to
my stores and asked my employees about me. They asked me about things
during the past 10 years like why I was in China.

Anyway, so if we are ok with this sort of profiling [and I sure am],
then why not with the TSA? I think its because the FBI do their work
in private and the TSA's work is in public. Its a double-standard.

There may be interesting arguments against profiling (or anti-profiling of the sort 
I recommend here), but I haven’t noticed any amid the torrents of criticism I’ve 
received thus far. If there is an expert on airline security who wants to set me 
straight, I am happy to offer this page as a forum.

I can't think of any. How about you?

-- Rami



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] one more sad story
Date: May 2, 2012 at 3:46 AM

On May 1, 2012, at 5:15 AM, David Deutsch wrote:

On 28 Apr 2012, at 06:06 AM, Elliot Temple <curi@curi.us> wrote:

Demi Levato went to rehab for not eating normally.

I don't think that part of the story is true. As far as I can tell from the Wikipedia 
article on her, the event that caused her to go to rehab was punching a fellow 
entertainer on the nose, on an aeroplane:

http://en.wikipedia.org/wiki/Demi_Lovato#Personal_struggles

Given that she was over 18 at the time, 'not eating normally' would not have had 
the effect of sending her somewhere against her will unless it caused events 
such as nose-punching.

People can be under extreme social pressure to go to things like rehab, and feel 
super coerced about it (so it is somewhat against their will), even if they are not 
required to go legally and taken by men in white coats.

-JM

http://en.wikipedia.org/wiki/Demi_Lovato#Personal_struggles


From: David <davidsteglet@gmail.com>
Subject: [BoI] Free will in MWI
Date: May 2, 2012 at 9:37 AM

I got rid of my belief in free will a long time ago, as a determinist
I just cannot phatom how free will could exist.

Now I know David Deutsch believe that somehow his MWI gives him free
will, but this cannot be.

In the single universe view, whether I will go through door A or door
B has been decided since big bang.
In the many worlds view, I will go through both doors and since I am
really both persons, there can obviously not be a choice, I have no
choice, I will go through both...

So for the proponents of fungible-MWI who holds Deutsch's view, defend
your view, as it makes no sense to me.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Free will in MWI
Date: May 2, 2012 at 12:28 PM

On Wed, May 2, 2012 at 8:37 AM, David <davidsteglet@gmail.com> wrote:
I got rid of my belief in free will a long time ago, as a determinist
I just cannot phatom how free will could exist.

Now I know David Deutsch believe that somehow his MWI gives him free
will, but this cannot be.

Really? MWI explains free will? Cool! Can somebody explain how?

In the single universe view, whether I will go through door A or door
B has been decided since big bang.

I never heard that one before.

In the many worlds view, I will go through both doors and since I am
really both persons, there can obviously not be a choice, I have no
choice, I will go through both...

But you're not both people. You are only one of them. And you choose
which universe you want to be in. [Wait is this the explanation to my
question above about how MWI explains free will?]

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free will in MWI
Date: May 2, 2012 at 12:37 PM

On May 2, 2012, at 6:37 AM, David wrote:

I got rid of my belief in free will a long time ago, as a determinist
I just cannot phatom how free will could exist.

Now I know David Deutsch believe that somehow his MWI gives him free
will, but this cannot be.

In the single universe view, whether I will go through door A or door
B has been decided since big bang.
In the many worlds view, I will go through both doors and since I am
really both persons, there can obviously not be a choice, I have no
choice, I will go through both...

So for the proponents of fungible-MWI who holds Deutsch's view, defend
your view, as it makes no sense to me.

What you're saying is basically true, as far as it goes.

But the theory of free will -- properly conceived -- does not contradict 
determinism.

Determinism is (or at least should be) a theory *in physics only*.

Free will, on the other hand, is a theory *in morality*.

They make no conflicting claims.

Consider the question: if free will doesn't exist, doesn't that mean that morality 
doesn't exist, either?

Yet we can do moral philosophy. There are moral truths to figure out, e.g. that 
murder is wrong. What good is "murder is wrong" without people who can choose 
to use it?



This is what free will is getting at. And it can do this without specifying the physics 
that support humans making choices.

One of the big mistakes people make is to think that (physical) determinism 
implies *lack of (moral) responsibility for one's choices* because physics-fate 
makes them, not you. But as long as we make sure to keep the physics and 
moral issues separate, where's the problem?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Free will in MWI
Date: May 2, 2012 at 12:50 PM

On May 2, 6:37 pm, Elliot Temple <c...@curi.us> wrote:

One of the big mistakes people make is to think that (physical) determinism 
implies *lack of (moral) responsibility for one's choices* because physics-fate 
makes them, not you. But >as long as we make sure to keep the physics and 
moral issues separate, where's the problem?

I have no problem with the free will-morality issues, and I agree with
your general summary.
My reasoning for opening this thread is that David Deutsch has
repeatedly claimed that free will somehow survives in MWI and claims
that free will can not work in a single universe.

This might only be Deutsch's personal view which noone else shares,
but if someone does I'd love to hear their defense



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Free will in MWI
Date: May 2, 2012 at 1:01 PM

On May 2, 2012, at 9:50 AM, David wrote:

On May 2, 6:37 pm, Elliot Temple <c...@curi.us> wrote:

One of the big mistakes people make is to think that (physical) determinism 
implies *lack of (moral) responsibility for one's choices* because physics-fate 
makes them, not you. But >as long as we make sure to keep the physics and 
moral issues separate, where's the problem?

I have no problem with the free will-morality issues, and I agree with
your general summary.
My reasoning for opening this thread is that David Deutsch has
repeatedly claimed that free will somehow survives in MWI and claims
that free will can not work in a single universe.

This might only be Deutsch's personal view which noone else shares,
but if someone does I'd love to hear their defense

This should answer Rami too:

That is in his other book, The Fabric of Reality. See the chart on page 339 and 
surrounding text.

One issue is that free-will related statements like, "I could have gone to the park 
last saturday, but chose to go to the museum instead," bring up the issue of 
*counterfactuals*. Counterfactuals make sense in MWI but are problematic in 
classical physics.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Free will in MWI
Date: May 2, 2012 at 1:19 PM

On May 2, 7:01 pm, Elliot Temple <c...@curi.us> wrote:

One issue is that free-will related statements like, "I could have gone to the park 
last saturday, but chose to go to the museum instead," bring up the issue of 
*counterfactuals*. >Counterfactuals make sense in MWI but are problematic in 
classical physics.

They only make sense as in "both happen", it still does not change the
fact that you did not choose between 2 options, decided on one and did
that.
You were determined to do both, so free will is nonexistent.

For any sort of "free will" to ever exist, would require you to be
able to not do the things you do no want to do.
Obviously indeterminism does not give us this, it only gives us random
will, so the entire idea of free will is a illusion that could never
exist, with perhaps the exception of solipsism where you will whatever
into existence and physics do not apply, but then again solipsism is
incoherent in and of itself, so let's not digress into that.

My point is: single universe or multiverse, determinism or
indeterminism, free will still cannot exist.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Free will in MWI
Date: May 2, 2012 at 1:26 PM

On May 2, 2012, at 10:19 AM, David wrote:

On May 2, 7:01 pm, Elliot Temple <c...@curi.us> wrote:

One issue is that free-will related statements like, "I could have gone to the 
park last saturday, but chose to go to the museum instead," bring up the issue 
of *counterfactuals*. >Counterfactuals make sense in MWI but are problematic 
in classical physics.

They only make sense as in "both happen", it still does not change the
fact that you did not choose between 2 options, decided on one and did
that.
You were determined to do both, so free will is nonexistent.

For any sort of "free will" to ever exist, would require you to be
able to not do the things you do no want to do.
Obviously indeterminism does not give us this, it only gives us random
will, so the entire idea of free will is a illusion that could never
exist, with perhaps the exception of solipsism where you will whatever
into existence and physics do not apply, but then again solipsism is
incoherent in and of itself, so let's not digress into that.

My point is: single universe or multiverse, determinism or
indeterminism, free will still cannot exist.

Now you're interpreting "free will" as making claims about physics, which can 
conflict with physics (actually, in this case, you're interpreting "free will" as 
conflicting with the very concept of having laws of physics of any type at all, 
rather than conflicting with any specific theory of physics). But that's simply a 
misunderstanding of the concept of "free will" which (correctly understood) does 
not say that and is physics-agnostic.

The implication of your view is that morality doesn't exist. Yet it does. That proves 
there is a legitimate meaning for free will (which is necessary for morality to be 



meaningful).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Free will in MWI
Date: May 2, 2012 at 1:30 PM

On Wed, May 2, 2012 at 11:50 AM, David <davidsteglet@gmail.com> wrote:
On May 2, 6:37 pm, Elliot Temple <c...@curi.us> wrote:

One of the big mistakes people make is to think that (physical) determinism 
implies *lack of (moral) responsibility for one's choices* because physics-fate 
makes them, not you. But >as long as we make sure to keep the physics and 
moral issues separate, where's the problem?

I have no problem with the free will-morality issues, and I agree with
your general summary.
My reasoning for opening this thread is that David Deutsch has
repeatedly claimed that free will somehow survives in MWI and claims
that free will can not work in a single universe.

In a single universe, even the idea of probabilities is not possible.
I understood this with respect to non-moral issues like genes. An
example is the question of whether or not a child will have a genetic
disease. Lets say its just one gene and that its a recessive gene that
causes the gene. That means there is a 25% chance of getting the
disease, i.e. two recessive alleles for that gene, and a 75% chance of
being a carrier of the bad allele. These 4 possibilities means 4 sets
of universes.

But this idea works for moral issues too. I had the possibility of
choosing to get married and have kids. Because I did so, I now exist
in this universe. Had I not chosen to do so, I would exist in another
universe where my life and others would be very different.

The point is that I chose to exist in one universe instead of another.

-- Rami



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Free will in MWI
Date: May 2, 2012 at 1:47 PM

On 02.05.2012 15:37 David said the following:
I got rid of my belief in free will a long time ago, as a determinist
I just cannot phatom how free will could exist.

Now I know David Deutsch believe that somehow his MWI gives him free
will, but this cannot be.

In the single universe view, whether I will go through door A or door
B has been decided since big bang.

The question however remains what was the reason for Big Bang.

Evgenii

--
http://blog.rudnyi.ru

-- 

http://blog.rudnyi.ru/


From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Free will in MWI
Date: May 2, 2012 at 2:36 PM

On May 2, 7:26 pm, Elliot Temple <c...@curi.us> wrote:

Now you're interpreting "free will" as making claims about physics, which can 
conflict with physics (actually, in this case, you're interpreting "free will" as 
conflicting with the very >concept of having laws of physics of any type at all, 
rather than conflicting with any specific theory of physics). But that's simply a 
misunderstanding of the concept of "free will" which >(correctly understood) 
does not say that and is physics-agnostic.

No...
Free will is the "ability" of a senitience to make a decision between
2 or more alternatives. This by default requires that not all
alternatives are chosen, which is not the case in MWI.
So no free will for MWI'ers either...

The implication of your view is that morality doesn't exist. Yet it does. That 
proves there is a legitimate meaning for free will (which is necessary for morality 
to be meaningful).

This makes no sense



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Free will in MWI
Date: May 2, 2012 at 5:18 PM

On 2 May 2012, at 19:36, David wrote:

On May 2, 7:26 pm, Elliot Temple <c...@curi.us> wrote:

Now you're interpreting "free will" as making claims about physics, which can 
conflict with physics (actually, in this case, you're interpreting "free will" as 
conflicting with the very >concept of having laws of physics of any type at all, 
rather than conflicting with any specific theory of physics). But that's simply a 
misunderstanding of the concept of "free will" which >(correctly understood) 
does not say that and is physics-agnostic.

No...
Free will is the "ability" of a senitience to make a decision between
2 or more alternatives. This by default requires that not all
alternatives are chosen, which is not the case in MWI.
So no free will for MWI'ers either…

Consider two distinct versions of Bob. One version of Bob learns to play to oboe 
(Bob 1), the other beats up a midget (Bob 2). What difference between Bob 1 and 
Bob 2 causes their different actions?

The implication of your view is that morality doesn't exist. Yet it does. That 
proves there is a legitimate meaning for free will (which is necessary for 
morality to be meaningful).

This makes no sense

Suppose that Jim doesn't understand Karen's intellectual position. If Jim asks 
Karen a question about her position, then he might learn something about the 
position of people who disagree with him. He may learn that he is wrong, or he 
may learn something about how to argue better against Karen's position. If he 
blankly states that Karen is wrong without making an argument as to why she is 
wrong, then he won't understand her position any better than he did before he 
made that remark.



Alan



From: David <davidsteglet@gmail.com>
Subject: [BoI] Re: Free will in MWI
Date: May 2, 2012 at 6:48 PM

On May 2, 11:18 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Consider two distinct versions of Bob. One version of Bob learns to play to oboe 
(Bob 1), the other beats up a midget (Bob 2). What difference between Bob 1 
and Bob 2 causes >their different actions?

The thing is, up until the moment of choice Bob 1 and Bob 2 are
fungible (in this reading of everett), so there is no "bob1 and bob2"
they are fungible. At the decision-making moment this Bob chooses
both, maybe in 99,9999999999999999% of the branches he decides to play
oboe, but at least in 1 branch does he indeed "randomly" choose to
beat up a midget instead because that's what the neurons in his brain
decided on through some spontneous quantum rearrangement of neurons.

We know through classical physics and monitoring peoples brains that
given 2 options, classical physics alone can tell us which one will be
chosen, so the chance that you will pick the other alternative hinges
upon enough particles changing to make that decision. In a single
universe, the chance of this occuring is so close to 0% we can call it
impossible, but in MWI it HAS to happen...



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Free will in MWI
Date: May 2, 2012 at 7:21 PM

On 2 May 2012, at 23:48, David wrote:

On May 2, 11:18 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Consider two distinct versions of Bob. One version of Bob learns to play to 
oboe (Bob 1), the other beats up a midget (Bob 2). What difference between 
Bob 1 and Bob 2 causes their different actions?

The thing is, up until the moment of choice Bob 1 and Bob 2 are
fungible (in this reading of everett), so there is no "bob1 and bob2"
they are fungible. At the decision-making moment this Bob chooses
both, maybe in 99,9999999999999999% of the branches he decides to play
oboe, but at least in 1 branch does he indeed "randomly" choose to
beat up a midget instead because that's what the neurons in his brain
decided on through some spontneous quantum rearrangement of neurons.

We know through classical physics and monitoring peoples brains that
given 2 options, classical physics alone can tell us which one will be
chosen, so the chance that you will pick the other alternative hinges
upon enough particles changing to make that decision. In a single
universe, the chance of this occuring is so close to 0% we can call it
impossible, but in MWI it HAS to happen...

That's not an answer to the question I asked.

Alan

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Free will in MWI
Date: May 3, 2012 at 3:53 AM

Sent from my iPad

On 03/05/2012, at 7:18 AM, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

Consider two distinct versions of Bob. One version of Bob learns to play to oboe 
(Bob 1), the other beats up a midget (Bob 2). What difference between Bob 1 
and Bob 2 causes their different actions?

Bob 1 and Bob 2 are just different people. I don't see that this is substantially 
different to asking why Bob and Alan choose to do different things?

They're different people having different experiences. So what? Certain 
observations are made by Bob 1 and so he has one experience and he 
conjectures theories and criticises others and settles on Oboe. But why does he 
do this? He wants to. Why? Why does he want to? He just does. It's his 
preference. He has no control over that.

Bob 2 - apparently he prefers to beat up a midget. Why? He preferred to. Why? 
He can't explain it. Maybe the midget hit his girlfriend. But why did he hit him and 
not go to the police? He can't explain it. He just thought it was better at the time 
and discarded any other theory that entered his head (perhaps none others did).

Bob 1 and 2 are just witnessing things going on in their heads. Like we all do. I 
just witness my thoughts. I am just a conscious witness of my own thoughts and 
perceptions. A thought is something I perceive actually.

I think you are the subject of your experience. Subject *of* them. In other words - 
a tsunami occurs and you do not control it. The bus goes left - and you go with it. 
You are aware of these things and you do not control them. Somehow people 
think that when the "event" occurs in your subjectivity that somehow you have 
more control. But actually - everything is occurring in the subjectivity of our 
consciousness otherwise we would not be aware of it. So the bus may well go left 



in the external world - but you only know about this because a chain of causation 
leads to the representation of this event in your consciousness. You have no 
control over the fact that as a matter of subjectivity - you *experience* the bus 
going left.

What about your thoughts? Well don't you just perceive them in much the same 
way? I say you do. You have the *experience of having* a thought. You are not 
identical with your thoughts. The thought arises out of your control as the 
perception that the bus just went left did. It seems to me the only difference here 
is the fact that people associate the bus with things outside and over there and 
the thoughts somehow with "being me". But you are not your thoughts. You *have 
a thought* - just like you *have* any experience. You are aware of experiences.

I have been challenged a couple of times now to provide a refutation of the theory 
that we are universal explainers. I do not see that what I say here calls for that. 
The universality of our explanatory capacity is just that - a capacity. But it is not 
us. It is mysterious - how we have this capacity and how creativity works - but to 
say that I am "nothing but" a universal explainer I think is reductionistic. You might 
wish to define - as DD in BoI does - that a person = universal explainer, and fine. 
Then I am a person + more. Importantly, I am conscious. We don't know enough 
to say what the relationship between being a universal explainer and being 
conscious is. I guess that the former depends lawfully on the latter - but who 
knows? As DD has said 'there cannot be more than one kind of person'. But then 
there *might* be universal explainers without consciousness. Can there be? On 
page 415 of the hardback of BoI I get the impression that perhaps UKC must be 
conscious - but I'm not sure. Consciousness might be a pre-requisite for being a 
universal explainer. So we are "people". But if being a person means being a 
universal explainer and being a universal explainer means being conscious then 
fine. I still do not think that refutes anything I say here...yet I feel that the idea that 
a person is nothing but a universal explainer may have some problems...

For in my moment to moment experience I am not *constantly explaining things*. 
I can be conscious and yet without thought. Have I ceased to be a person at such 
moments? I would want to say "no". So I think there's something wrong with the 
argument in BoI to that extent.

It is merely that I have the "potential" to be a universal explainer? I don't get such 
arguments from the "potential" to do anything. After all - given knowledge we 
don't yet possess - any sufficiently large lump of silicon could probably be a 
universal explainer. Given the right circumstances - any cell in your body could be 



genetically engineered one day into a universal explainer.

Now - if I am right (I follow Sam Harris in this) then what matters for free will is not 
whether a person is a universal explainer - but rather whether you in your 
moment-to-moment experience control your own will.

What does "will" even mean? I've asked this before. Doesn't it mean desire? 
Urge? Want? *Preference*? How can I control my urges? Sure I can have an 
urge for a donut - but then I also have an urge to say "No - I'd rather not give in to 
that. I'd rather eat well so I'll have a banana instead". But this is just one 
preference being discarded in favor of a better one. And why? Well, following the 
chapter on choices -  I have some conjecture that this preference is better than 
that because I criticise the donut preference and go in favor of the banana. But 
why should I find one preference more appealing and find the criticism of the 
other compelling at all? It begins to become inscrutable to me and any story I tell 
is necessarily *post hoc*. After all the taste of the donut is preferred over the 
banana and yet criticisms against the donut cause me to reject it.

So why the banana? Ultimately I preferred the banana. My will was for the 
banana. I did not choose the will. Indeed I believe I have given my will too much 
credence here. How often do we think deeply like this about mundane things? 
Mundane or not - I criticised the donut and it was rejected. And I *felt* I 
*preferred* the banana. In this case the feeling of the preference is identical to 
the *thought* of a preference for the banana. Either way - I just notice this thought 
enter my consciousness - I did not choose it to. It chose me. And the choice was 
made to eat a banana and I was a witness to all this. Later - I come to write a 
story about what happened. Post hoc.

Indeed consider the fact that there was a large number of foods I might have 
thought of but simply did not. Where's the freedom in that? And what about all the 
foods I did not even know about? I could have walked down the shop and bought 
a durian. This is a fruit I may well not have even known existed. So was I free to 
choose to think of eating a durian before I even knew what it was? What about a 
punnet of strawberries. I do know about them and they were in my fridge - but 
they just did not enter my mind. So was I free to "will" the thought of 
strawberries? Yes? How? How could I have control over what enters my mind at 
any time?

Rami has suggested before that I could take actions prior to doing stuff that make 
my other actions more free and that these simple examples about whether to 



drink tea or coffee aren't good. So donut or banana is not a good example - but I 
should scrutinise something deeper like my motivations for eating things.

So in the "What shall I eat?" example above the idea here is that:

I normally eat bad stuff and get fat.

I want to get thin and more healthy.

I remove all donuts from my house and stock my pantry with healthy foods after 
doing research of what they are. And I replace my television with an exercise 
bike.

But the *urge* - the *will* I have to do all that stuff that makes eating donuts less 
likely - that itself is *not free* anymore than any other choice has been. I don't 
know why I have the preference to live healthy. It's an urge I just have. Why didn't 
I have that urge yesterday? Sure I can tell a causal story. Perhaps I read an 
article about how bananas and exercise bikes make people healthy and healthy 
people will live longer and I want to live longer because I just got a boyfriend and 
made a breakthrough in my research. But this breakthrough came through 
chance when I reflect on it. And so did my new relationship - started through a 
chance meeting. So much chance. So much out of my control. And these things 
make me feel I want new things. All out of my control. I can tell causal stories but 
at no point am I freely choosing the contents of my will.

Making choices about what the future is going to be like just returns us to the 
problem with full force once more. Why should I care about my future states? 
This itself is a preference, of course. Some people do not have the preference to 
care much about the future. Some people live more for the moment than others - 
eating, drinking - taking pleasure now with little regard for tomorrow. Their will is 
all about the present moment. Some care too much about the future and too little 
about the present moment.

You may delay your pleasure and choose instead to think about your preferred 
future states. But why? Isn't it because you feel the desire to do this? Where did 
that desire come from? Did it not just arise in your mind, unbidden by you?

You are not responsible for this.

Now Elliot is concerned about the consequences of this for morality. I do not see 



why. It is true, what I say here means that people are ultimately not responsible 
for their actions. They are victims of what occurs. You are conscious of what 
happens to you. You are conscious (i.e: aware) of your own thoughts and actions. 
You are aware of what your will is. You are powerless to act against your will 
unless someone else coerces you. If you think "Well that is ridiculous and just to 
prove to Brett that he is wrong - I want to reply but now I will act against that will 
right...now" that is hardly the case, is it? After all - the will to act against one's will 
is just another way of saying you just did what you wanted to. You had no control. 
You deliberated between replying and not and decided not to. Because that was 
your will. But you - as the conscious subject of that process was merely *aware 
that the decision was made*.

This does not mean *choice* is not real. Or unimportant. Choice is both real and 
important. There are good and bad choices. But this doesn't give us free will. 
Admitting that choices are real and important does not mean we have to lie to 
ourselves about the source of our will. The will arises for reasons that we have no 
control over. At one level - because of events in our lives like...we saw a pretty 
girl or boy and now choose to follow them. At another level - which does not 
contradict the first - our preferences arise because this or that pattern of 
neurones fired rather than some other. Again - we've no control over that.

If you think you are *identical to your thoughts* then none of this will speak to 
you. Of course I think that the idea that we *are* our stream of thoughts is 
patently false. Again you can cease to think, but not cease to be as a result. You 
might *feel* identical to some stream of thoughts going through your head - to the 
words that enter your mind. But this is simply wrong. The thoughts your mind has 
are no more you than the blood which might pound in your ears after exercise. 
Once relaxed, your pulse may become so quiet as to be unable to be heard. 
Quieter still then your thoughts vanish likewise. Yet you can still notice yourself 
there. Not explaining. Not conjecturing. Not thinking. But existing. As the subject 
of whatever happens next. Maybe a sound or flash of colour. A bird tweets, a car 
goes by. You are not in control. A thought. You did not control it enter your mind. 
You think "this is ridiculous" - and yet you did not *decide* to have that thought. It 
just *appeared in consciousness* like the bird or car.

So you are not responsible for your thoughts. Or those thoughts we call 
'preferences'. Or that thing we call "will".

Yet choices are made. And people make bad choices. And although they are not 



responsible for them - if the choices are bad enough then we need to protect 
ourselves. We need to imprison dangerous people. Perhaps kill them. Is this the 
domain of morality? How to live the good life?

If the choices of a person lead towards the bad life and it's violent and destructive 
- lock them up. I need invoke no notion of "responsibility" here. As I said before - 
following Sam - we would imprison tornadoes and earthquakes if we could. We 
need attribute no "free will" to them to regard them as dangerous and in need of 
guarding against and acting when they threaten.

If your choices are about learning more and making lots of progress and money - 
great. Actions you take to make this all possible - how wonderful. But why do you 
have this will to do any of it? Will you congratulate yourself for being so 
motivated?

I feel some people congratulate themselves for not being born disabled. For 
being born into a rich family. I feel some people congratulate themselves for not 
having Downs Syndrome and the number of chromosomes for a human being. 
They feel - or act - or speak - as if they are somehow responsible for all this and 
deserve to feel proud.

But you're in control of none of it. You're not responsible for it. And it's those 
things which actually have direct effects on the kind of thoughts you have and the 
preferences you have. The preferences (desires) of a starving African child are 
for food.

A billionaire has a preference to buy another Yacht.

Where's the freedom in any of that? They seem to just prefer what they do given 
their circumstance. A circumstance over which they had no control and which 
they just witness. Actions taken, they witness. Things happen to them. Thoughts 
enter their mind or not. The billionaire might never even know the African child 
exists. So are they free to donate food and money to them? The African child 
might never know there's a town just walking distance away where they could find 
refuge and sustenance. Are they free to walk in a direction they aren't in a 
position to know anything about?

A moment's reflection on just how thoughts arise in your own mind likewise reveal 
this. You have no clue how thoughts arise in the mind. At least - I don't know what 
I am about to type next and yet I seem to be freely typing. What freedom is there 



in my choice of what to type next? Why didn't I think I writing a different reply? I 
could go back and delete all of this - but I don't feel like I want to. Where's the 
freedom in that? Where's my free will? I can't choose to want to delete what I just 
don't want to. What's the will if not this desire over which I have no control? Isn't it 
just what I want to do? Why do I want what I want? A regress begins...and I'm not 
freely choosing any of my wants.

Brett



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Free will in MWI
Date: May 3, 2012 at 4:16 AM

On 2 May 2012, at 23:48, David wrote:

On May 2, 11:18 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

Consider two distinct versions of Bob. One version of Bob learns to play to 
oboe (Bob 1), the other beats up a midget (Bob 2). What difference between 
Bob 1 and Bob 2 causes >their different actions?

The thing is, up until the moment of choice Bob 1 and Bob 2 are
fungible (in this reading of everett), so there is no "bob1 and bob2"
they are fungible. At the decision-making moment this Bob chooses
both, maybe in 99,9999999999999999% of the branches he decides to play
oboe, but at least in 1 branch does he indeed "randomly" choose to
beat up a midget instead because that's what the neurons in his brain
decided on through some spontneous quantum rearrangement of neurons.

Have you read Chapter 4 of BoI? Your position that an action that is highly 
adapted to achieve a particular end is random is similar in substance to 
spontaneous generation and, therefore, to creationism. So your position is a bad 
explanation.

Alan

-- 



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Who Creates Value?
Date: May 3, 2012 at 11:41 AM

On Apr 26, 11:31 am, Elliot Temple <c...@curi.us> wrote:

Businessmen who make marketable products using scientific ideas. They bridge 
the gap between the scientist and the layman.

Yet businessmen are the very people most vilified as "robber barons", profiteers, 
exploiters, enemies of the public good and enemies of the masses of poor 
people. And the particular act of taking a scientific idea they did not invent, and 
making a profit off it, is deemed especially evil, perhaps similar to how 
middlemen in general are both extremely beneficial and despised.

Isn't that ridiculous?

-- Elliot Templehttp://beginningofinfinity.com/

Yes, you're right. This is a mistake I made many times before reading
BoI. I won't make it again, thanks to the ideas I learned from that
book.

As an example, the American Museum of Natural History has a current
traveling exhibit on water. The main thrust of the exhibit is that we
humans have made poor choices regarding water, leading to much misery
now and much more to come if we don't change our ways. It then goes on
to describe the plight of many third world people who have limited and
difficult access to safe drinking water. They seem to utterly miss the
irony that drinking water is not unsafe due our choices in the West.
Drinking water has always been unsafe, due to parasites, animal
droppings, and so on. It is only through the application of science
and technology that any water in the world is safe to drink. How much
more fitting it would be to celebrate the great scientific and
technological achievement of safe and plentiful water for at least
part of the world, and to challenge us to find ways of making this a
reality for the rest of humanity. Problems are inevitable, but
problems are soluble.

http://beginningofinfinity.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Free will in MWI
Date: May 2, 2012 at 9:50 PM

On May 2, 9:37 am, David <davidsteg...@gmail.com> wrote:
I got rid of my belief in free will a long time ago, as a determinist
I just cannot phatom how free will could exist.

Now I know David Deutsch believe that somehow his MWI gives him free
will, but this cannot be.

In the single universe view, whether I will go through door A or door
B has been decided since big bang.
In the many worlds view, I will go through both doors and since I am
really both persons, there can obviously not be a choice, I have no
choice, I will go through both...

So for the proponents of fungible-MWI who holds Deutsch's view, defend
your view, as it makes no sense to me.

Finally a discussion worth having! Thanks for bringing it up.

Professor Deutsch's brilliant explanation of free will is actually in
Fabric of Reality. The essence of the idea goes to the heart of what
shadow photons tell us about the multiverse. It's a lesson that is
essentially the opposite of classical physics. In classical physics,
everything is determined, and the idea of free will is nonsense. But
classical physics doesn't describe the real world.

In the real world of the multiverse, every possibility occurs an
uncountably infinite number of times. However (and I'll admit I still
don't understand this), the uncountably infinite multiverse possesses
something Deutsch calls "measure", such that it still makes sense to
talk about some events as more likely than others.

First consider a multiverse in which no knowledge exists. As defined
by Professor Deutsch, “(K)nowledge is information which, when it is
embodied in a suitable environment, tends to cause itself to remain
so.” (BoI, p 123) Where there is no knowledge, there is no
differentiation of path A from path B - on a microscopic level, all



are equally likely. A superbeing who was able to observe the entire
multiverse would see a uniform fog with no obvious structures.

Now consider a multiverse in which knowledge has arisen, in the form
of life. An observer of this multiverse would see structures that are
more common than expected across the multiverse. A plant, for
instance, obeys the laws of physics, but its placement of chlorophyll
is not haphazard. Chlorophyll is placed by the plant in locations
where it helps the plant survive. These locations become regularities
across the multiverse.

How did this knowledge arise? Via variation and selection. Those
plants that didn't put their chlorophyll in the right place didn't
survive. Those that did thrived. Variation and selection provides this
very limited sort of free will present in the living world before
people arose.

Finally, consider a multiverse containing not just knowledge, but
universal explainers (people). Again, people make choices that are not
haphazard. Instead, we use conjecture and criticism (analogous to and
yet much more powerful than variation and selection) to create
knowledge, and we use that knowledge to make choices about the world.
At one point Deutsch quotes Popper as saying something like, we allow
our ideas to die in our place.

In such a multiverse, one containing people, those people make
choices, based on conjecture and criticism of their ideas. And this,
Deutsch argues, is the heart of free will. Here’s his argument, which
he presents in a chart in Chapter 13 of FoR:

After careful thought I chose to do X; I could have chosen otherwise;
it was the right decision; I am good at making such decisions. What do
each of these statements mean when looked at through the multiversal
lens?

After careful thought I chose to do X: in the multiverse view, this
means that some proportion of all the versions of me, including the
one speaking, chose to do X.

I could have chosen otherwise: in the multiverse view, some other



versions of me did choose otherwise.

It was the right decision, I am good at making such decisions: in the
multiverse view, a large majority of all the versions of me made this
decision – I have molded the multiverse by my decision-making.

From a deterministic world in which we really have no choices, Deutsch
has given us a uniform cloud called the multiverse. It’s up to us to
mold and shape that cloud into the form we choose. The multiverse is
ours for the making.

Like you, I was a free will skeptic before I read Professor Deutsch.
He convinced me. What do you think of this argument?

Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Free will in MWI
Date: May 3, 2012 at 11:59 AM

On May 3, 2012 3:01 AM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 03/05/2012, at 7:18 AM, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

Consider two distinct versions of Bob. One version of Bob learns to play to 
oboe (Bob 1), the other beats up a midget (Bob 2). What difference between 
Bob 1 and Bob 2 causes their different actions?

Bob 1 and Bob 2 are just different people. I don't see that this is substantially 
different to asking why Bob and Alan choose to do different things?

Before the divergence event, the Bobs had the same ideas, preferences,
etc. But Bob and Alan never had the same ideas, preferences.

They're different people having different experiences. So what? Certain 
observations are made by Bob 1 and so he has one experience and he 
conjectures theories and criticises others and settles on Oboe. But why does he 
do this? He wants to. Why? Why does he want to? He just does. It's his 
preference. He has no control over that.

Bob 2 - apparently he prefers to beat up a midget. Why? He preferred to. Why? 
He can't explain it. Maybe the midget hit his girlfriend.

If Bob 2 saw the midget hit his girlfriend, then he *can* explain it.

But why did he hit him and not go to the police? He can't explain it. He just 
thought it was better at the time and discarded any other theory that entered his 
head (perhaps none others did).

If he was indeed made that mistake, it might be because he's never
been presented with that situation and that emotion before. But he



could choose to reflect on that situation, his emotion, and his
response so the next time, he makes a better choice. Or he could
choose to think that he is not in control of his emotions and so he
doesn't reflect and he doesn't do better next time. In either case, he
*chose* [to change or not to change]. This is free will.

Bob 1 and 2 are just witnessing things going on in their heads. Like we all do. I 
just witness my thoughts. I am just a conscious witness of my own thoughts and 
perceptions. A thought is something I perceive actually.

No. If you only *witness* your thoughts then you are consciously
choosing to not criticize them. Responsible people do more than just
*witness* their thoughts. They consciously criticize them in order to
discover the underlying ideas.

I think you are the subject of your experience. Subject *of* them. In other words 
- a tsunami occurs and you do not control it. The bus goes left - and you go with 
it. You are aware of these things and you do not control them. Somehow people 
think that when the "event" occurs in your subjectivity that somehow you have 
more control. But actually - everything is occurring in the subjectivity of our 
consciousness otherwise we would not be aware of it. So the bus may well go 
left in the external world - but you only know about this because a chain of 
causation leads to the representation of this event in your consciousness. You 
have no control over the fact that as a matter of subjectivity - you *experience* 
the bus going left.

What about your thoughts? Well don't you just perceive them in much the same 
way? I say you do. You have the *experience of having* a thought. You are not 
identical with your thoughts. The thought arises out of your control as the 
perception that the bus just went left did. It seems to me the only difference here 
is the fact that people associate the bus with things outside and over there and 
the thoughts somehow with "being me". But you are not your thoughts. You 
*have a thought* - just like you *have* any experience. You are aware of 
experiences.

You are describing a passenger of a bus. The passenger moves with the
bus and has no control over where the bus goes. But that analogy is
not accurate. A better one is that we are the driver of a bus. We



choose the acceration and direction of the bus. And there are of
course many other factors that we are not in control of. A truck could
mess up the rules of the road and blind side the bus in which case we
move with the bus. And if we noticed the truck in time, we could
change the direction of the bus and avoid a collision.

I have been challenged a couple of times now to provide a refutation of the 
theory that we are universal explainers. I do not see that what I say here calls 
for that. The universality of our explanatory capacity is just that - a capacity. But 
it is not us. It is mysterious - how we have this capacity and how creativity works 
- but to say that I am "nothing but" a universal explainer I think is reductionistic. 
You might wish to define - as DD in BoI does - that a person = universal 
explainer, and fine. Then I am a person + more. Importantly, I am conscious. We 
don't know enough to say what the relationship between being a universal 
explainer and being conscious is. I guess that the former depends lawfully on 
the latter - but who knows? As DD has said 'there cannot be more than one kind 
of person'. But then there *might* be universal explainers without 
consciousness. Can there be? On page 415 of the hardback of BoI I get the 
impression that perhaps UKC must be conscious - but I'm not sure. 
Consciousness might be a pre-requisite for being a universal explainer. So we 
are "people". But if being a person means being a universal explainer and being 
a universal explainer means being conscious then fine. I still do not think that 
refutes anything I say here...yet I feel that the idea that a person is nothing but a 
universal explainer may have some problems...

For in my moment to moment experience I am not *constantly explaining 
things*. I can be conscious and yet without thought. Have I ceased to be a 
person at such moments? I would want to say "no". So I think there's something 
wrong with the argument in BoI to that extent.

Your explanation is reductionist. UKC does not necessitate creating
explanations every second of every day. It only means that we *do*
create explanations.

It is merely that I have the "potential" to be a universal explainer? I don't get 
such arguments from the "potential" to do anything. After all - given knowledge 
we don't yet possess - any sufficiently large lump of silicon could probably be a 
universal explainer. Given the right circumstances - any cell in your body could 



be genetically engineered one day into a universal explainer.

No. A cell is not complex enough to provide the necessary complexity
of the human brain.

Now - if I am right (I follow Sam Harris in this) then what matters for free will is 
not whether a person is a universal explainer - but rather whether you in your 
moment-to-moment experience control your own will.

I think that definition of free will doesn't make sense. Consider the
driver of a bus. The driver has the steering wheel pointed straight
ahead. There is a bump in the road that sends the bus slightly to the
left. The driver notices this and steers right to correct the
deviation. That is free will.

What you're saying is that because the bump in the road caused the bus
to go left, and the driver didn't know that was going to happen, that
he doesn't have free will. But this explanation doesn't make sense
because the driver can *choose* to correct the deviation. And if he
didn't choose to do so, and he got into an accident, then he may lose
his job because he made a bad choice.

What does "will" even mean? I've asked this before. Doesn't it mean desire? 
Urge? Want? *Preference*? How can I control my urges? Sure I can have an 
urge for a donut - but then I also have an urge to say "No - I'd rather not give in 
to that. I'd rather eat well so I'll have a banana instead". But this is just one 
preference being discarded in favor of a better one. And why? Well, following 
the chapter on choices -  I have some conjecture that this preference is better 
than that because I criticise the donut preference and go in favor of the banana. 
But why should I find one preference more appealing and find the criticism of 
the other compelling at all?

Because these things are based on your knowledge, your ideas. If the
donut idea was inline with your knowledge and the banana wasn't, then
you would choose to eat the donut.

It begins to become inscrutable to me and any story I tell is necessarily *post 



hoc*. After all the taste of the donut is preferred over the banana and yet 
criticisms against the donut cause me to reject it.

You chose to criticize your donut idea. Some people choose not
criticize it at all. And still other choose to criticize in the
opposite way siding with the donut over the banana because they don't
believe that the donut will hurt their health only negligibly.

So why the banana? Ultimately I preferred the banana. My will was for the 
banana. I did not choose the will.

You said yourself that you criticized the donut idea. You *chose* to
criticize the donut idea and that led you to the banana idea.

Indeed I believe I have given my will too much credence here. How often do we 
think deeply like this about mundane things? Mundane or not - I criticised the 
donut and it was rejected. And I *felt* I *preferred* the banana.

Why do you say *felt*? Feelings are not thoughts. *Feel* is not
equivalent to *think*. To feel means to have a preference without
explicitly knowing why. But your explanation is clearly explicit. So
you *thought* you preferred the banana.

In this case the feeling of the preference is identical to the *thought* of a 
preference for the banana.

What do you mean by *identical*? Do you mean that they happen to
coincide? If so I agree. But I wouldn't say they are identical.

Either way - I just notice this thought enter my consciousness - I did not choose 
it to. It chose me. And the choice was made to eat a banana and I was a 
witness to all this. Later - I come to write a story about what happened. Post 
hoc.

Are you suggesting that you could not choose to delay your action in



order to think more about your donut/banana choice?

Indeed consider the fact that there was a large number of foods I might have 
thought of but simply did not. Where's the freedom in that? And what about all 
the foods I did not even know about?

If you want to know about more food, you can choose to google it.

I could have walked down the shop and bought a durian. This is a fruit I may 
well not have even known existed. So was I free to choose to think of eating a 
durian before I even knew what it was?

No. But so what? Why do you think that means that you don't have free
will? Consider the bus driver. He has a map in compartment. But he
chose not to look at it. And he got lost. Does this mean he doesn't
have free will?

What about a punnet of strawberries. I do know about them and they were in my 
fridge - but they just did not enter my mind. So was I free to "will" the thought of 
strawberries? Yes? How? How could I have control over what enters my mind at 
any time?

If you intend to eat strawberries daily because of a diet or
something, you could create a task in your task system on your
smartphone that reminders daily at a certain time to eat strawberries.

Rami has suggested before that I could take actions prior to doing stuff that 
make my other actions more free and that these simple examples about 
whether to drink tea or coffee aren't good. So donut or banana is not a good 
example - but I should scrutinise something deeper like my motivations for 
eating things.

So in the "What shall I eat?" example above the idea here is that:

I normally eat bad stuff and get fat.



I want to get thin and more healthy.

I remove all donuts from my house and stock my pantry with healthy foods after 
doing research of what they are. And I replace my television with an exercise 
bike.

I think the tv and exercise bike go well together.

But the *urge* - the *will* I have to do all that stuff that makes eating donuts less 
likely - that itself is *not free* anymore than any other choice has been. I don't 
know why I have the preference to live healthy. It's an urge I just have.

No. You *want* to live healthy because of an underlying idea you have
that you seem to have not discovered yet. That idea is that you don't
want to die. Or at least that you don't want to die younger than the
average person. So lets criticize that. Why do you care about that?
Why don't you instead want to enjoy your food more and accept that
dying young is ok?

Why didn't I have that urge yesterday? Sure I can tell a causal story. Perhaps I 
read an article about how bananas and exercise bikes make people healthy and 
healthy people will live longer and I want to live longer because I just got a 
boyfriend and made a breakthrough in my research. But this breakthrough came 
through chance when I reflect on it. And so did my new relationship - started 
through a chance meeting. So much chance. So much out of my control. And 
these things make me feel I want new things. All out of my control. I can tell 
causal stories but at no point am I freely choosing the contents of my will.

No. That whole explanation assumes that you *want* to live longer.

Making choices about what the future is going to be like just returns us to the 
problem with full force once more. Why should I care about my future states? 
This itself is a preference, of course. Some people do not have the preference 
to care much about the future. Some people live more for the moment than 
others - eating, drinking - taking pleasure now with little regard for tomorrow. 
Their will is all about the present moment. Some care too much about the future 



and too little about the present moment.

You may delay your pleasure and choose instead to think about your preferred 
future states. But why? Isn't it because you feel the desire to do this? Where did 
that desire come from? Did it not just arise in your mind, unbidden by you?

No. You seem to not have criticized your *wants* on this matter. So
ask yourself: Why do you *want* to live longer? Is it because you want
to *be* with your family longer? Are you afraid of death?

You are not responsible for this.

You *are* responsible for discovering why you think and feels things.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Training the Emotional Brain
Date: May 3, 2012 at 3:04 PM

Article: _Training the Emotional Brain_, by Sam Harris

http://www.samharris.org/blog/item/training-the-emotional-brain

Can you briefly summarize your work up to this point?

The research I summarize in my book The Emotional Life of Your Brain is about 
emotional styles—differences among people in how they respond to emotional 
challenges.  From quite early on in my career, there were two critical 
observations that came to form the core of my subsequent life’s work.  The first 
observation is that the most salient characteristic of emotion in people is the fact 
that each person responds differently to life’s slings and arrows.  Each of us is 
unique in our emotional make-up and this individuality determines why some 
people are resilient and others vulnerable, why some have high levels of well-
being despite objective adversity while others decompensate rapidly in the 
response to the slightest setback.

All of these emotional differences are based on differences in
knowledge, namely psycho-epistemology.

The second observation came from the great fortune I had early in my career to 
be around some remarkable people.  They were remarkable not because of 
their academic or professional achievements, but rather because of their 
demeanor, really because of their emotional style.  These were extremely kind 
and generous people.  They were very attentive, and when I was in their 
presence I felt as if I was the sole and complete focus of all of their attention.  
They were people that I found myself wishing to be around more.  And I learned 
that one thing all of these people had in common was a regular practice of 
meditation.  And I asked them if they were like that all of their lives and they 
assured me they were not, but rather that these qualities had been nurtured and 
cultivated by their meditative practices.

Meditation is a fancy word for introspection. Yes of course we should
reflect on all the problems we notice in our lives.

http://www.samharris.org/blog/item/training-the-emotional-brain


It wasn’t until many years later that I encountered neuroplasticity and 
recognized that the mechanisms of neuroplasticity were an organizing 
framework for understanding how emotional styles could be transformed.  While 
they were quite stable over time in most adults, they could still be changed 
through systematic practice of specific mental exercises.  In a very real and 
concrete sense, we could change our brains by transforming our minds.  And 
there was no realm more important for that to occur than emotion.  For it is so 
that our emotional styles play an incredibly important role in determining who 
will be vulnerable to psychopathology and who will not be.  Emotional styles are 
also critical in our physical health.  Mental and physical well-being are 
inextricably linked.

Neuroplasticity is a fancy word for the ability for people to change
their minds, i.e. change their knowledge. In this case the author is
speaking of changing one's emotional make-up, i.e.
psycho-epistemological knowledge.

What is the focus of your new book?

In the book I describe 6 emotional styles are that are rooted in basic 
neuroscientific research.  The 6 styles are:

1. Resilience: How rapidly or slowly do you recover from adversity?

i.e. how fast you solve problems of a certain type.

2. Outlook: How long does positive emotion persist following a joyful event?

How could anyone measure this? Two problems I see. Who is determining
whether the positive emotion exists or not? Is it the subject? If so,
how could different subjects give objective answers of what is
considered a positive emotion? They can't! Some people's expectations
and thus interpretations of events are different than others so that
skews their perception of emotions.

3. Social Intuition: How accurate are you in detecting the non-verbal social cues 



of others?

i.e. how accurate is your knowledge of non-verbal social cues of others?

4. Context: Do you regulate your emotion in a context-sensitive fashion?

i.e. do you reflect on your emotions [learn your
psycho-epistemological knowledge] in order to regulate your emotions?

5. Self-Awareness: How aware are you of your own bodily signals that constitute 
emotion?

i.e. how accurate is your knowledge of your own bodily signals that
constitute emotion?

6. Attention: How focused or scattered in your attention?

i.e. how well have you developed your habit of reflection?

I did not decide one day to figure out how many emotional styles there were or 
to postulate which styles would make sense for humans to have. Rather, each 
of these styles has arisen inductively from the large corpus of research my 
colleagues and I have conducted using rigorous neuroscientific methods over 
the past 30 years.

Induction! That explains a lot.

They are not the obvious styles that correspond to well-known personality types 
such as introversion and extraversion.  But, as I explain in my book, they can 
explain the constituents of commonly found personality types.

Commonly found today because of our current cultural knowledge.
Centuries from now our cultural knowledge will be very different [and
much better] and so people's "personality types" will be very



different.

The fact that they are grounded in neural systems provides important clues as 
to how each style affects our emotional behavior and how the styles can also 
impact downstream bodily systems important for physical health.

Grounded in neural systems? That sounds like he's saying the neural
systems are unchangeable, which is false. He's confusing the brain
[which is hardware] with the mind [which is software]. The mind is
changeable because its a matter of changing one's knowledge, i.e.
learning.

How much of a person’s emotional style is conscious?

That depends on how much the person has developed his habit of
introspection on his emotions.

Many aspects of emotional style are not conscious.  They constitute emotional 
habits that largely proceed in the absence of awareness.  For example, most of 
us are rarely aware of how long negative emotion persists following a stressful 
event.

I'm aware. I switch very fast. I noticed this over a decade ago. I
think its a matter of how fast I solve problems. I'm speaking
specifically of problems like 'Why do I feel bad about said event?'
The answer comes very quick.

The self-awareness style underscores the fact that there are many bodily 
processes that contribute to emotion of which we may be unaware.  One 
important motivation for me in writing this book is to bring into awareness habits 
of mind that previously were not conscious.  By describing the nature of 
emotional styles and their underlying brain bases, it is my fervent aspiration that 
it will help others to recognize emotional patterns in themselves and such 
awareness is the first, and often most important, step in producing change.  So 
if there are aspects of your emotional style that you wish to change, first 
becoming aware of these components of your mind is a key ingredient to 



change.  In the book, I offer simple questionnaires you can take for each of the 
6 emotional styles to give you an idea of where you fall on each of the 6 
dimensions.  And I also offer simple strategies to change your emotional styles 
should you wish to do so.

All of that sounds great!

These strategies are derived from ancient meditation practices and modern 
scientific approaches.

Meditation is just thinking, i.e. philosophy. Why would we need science?

Together, they constitute what I’ve called “neurally-inspired behavioral 
interventions”: Interventions that are derived from some understanding of the 
brain and utilize simple behavioral or mental strategies that offer the prospect of 
transforming your mind and thereby changing your brain.  In the book I show 
that we can all take more responsibility for our own brains and intentionally 
shape our brains in a more positive way.

In my experience, the topic of meditation still provokes skepticism among 
scientists and secularists. Can you describe what you mean by “meditation” and 
then tell us why you think this practice is relevant to our understanding of the 
human mind?

Huh? Meditation is just reflection. Which means creating ideas and
criticisms of one's experiences which thereby creates knowledge.

One definition of the word “meditation’ in Sanskrit is “familiarization.”  And in a 
key sense the family of mental practices that constitute meditation can be 
thought of as strategies to familiarize a person with her own mind.  Meditation in 
this sense can help to cleanse the interior lenses of perception so that we can 
see our own minds with greater clarity.  Particularly for those who are students 
of the mind, this practice can be enormously informative in providing an inner or 
phenomenological view that is different from that provided by the objective 
methods of science.  In other senses, meditation refers to mental practices that 
can be used to cultivate attention and emotion regulation.  For example, some 
practices involve focusing attention on breathing and returning the attention to 



breathing each time a person notices that her mind has wandered.  In this way, 
gradually over time, selective attention can be improved.  The term “mindfulness 
meditation” refers to a form of meditation during which practitioners are 
instructed to pay attention, on purpose and non-judgmentally.  The process of 
learning to attend nonjudgmentally can gradually transform one’s emotional 
response to stimuli such that we can learn to simply observe our minds in 
response to stimuli that might provoke either negative or positive emotion 
without being swept up in these emotions.  This does not mean that our 
emotional intensity diminishes.  It simply means that our emotions do not 
perseverate.  If we encounter an unpleasant situation, we might experience a 
transient increase in negative emotions but they do not persist beyond the 
situation.

Scientific research has now established that certain forms of meditation have 
the types of effects described and underscore their relevance for understanding 
the human mind.  Such work establishes that the mind is more “plastic” than we 
had assumed in scientific research.  By plastic we mean that it is capable of 
transformation.  These findings invite the view that many qualities that we 
regarded as relatively fixed, such as one’s levels of happiness and well-being, 
are best regarded as the product of skills that can be enhanced through training.

Why does this entire article not mention the words *knowledge* and
*learn*? Its as though they are steering away from these words
purposefully.

-- Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Free will in MWI
Date: May 3, 2012 at 6:18 PM

On 3 May 2012, at 08:53, Brett Hall wrote:

Sent from my iPad

On 03/05/2012, at 7:18 AM, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

Consider two distinct versions of Bob. One version of Bob learns to play to 
oboe (Bob 1), the other beats up a midget (Bob 2). What difference between 
Bob 1 and Bob 2 causes their different actions?

Bob 1 and Bob 2 are just different people. I don't see that this is substantially 
different to asking why Bob and Alan choose to do different things?

They're different people having different experiences. So what? Certain 
observations are made by Bob 1 and so he has one experience and he 
conjectures theories and criticises others and settles on Oboe. But why does he 
do this? He wants to. Why? Why does he want to? He just does. It's his 
preference. He has no control over that.

Two things.

(1) Bob 1 could abandon any particular preference he holds if there was a 
criticism of that preference.

(2) If you're saying he just does want to learn the oboe does that mean you think 
the BoI chapter on objective aesthetics is wrong? If aesthetics is objective he 
might choose the oboe because it is objectively the best choice he can make at 
the time.

Bob 2 - apparently he prefers to beat up a midget. Why? He preferred to. Why? 



He can't explain it. Maybe the midget hit his girlfriend. But why did he hit him 
and not go to the police? He can't explain it. He just thought it was better at the 
time and discarded any other theory that entered his head (perhaps none others 
did).

It is not necessary for Bob 2 to know the explanation for why he wants to commit 
a particular act at the time he has the thought. What is important is that he could 
choose to reject a thought that seems bad and that he can

Bob 1 and 2 are just witnessing things going on in their heads. Like we all do. I 
just witness my thoughts. I am just a conscious witness of my own thoughts and 
perceptions. A thought is something I perceive actually.

You say above that Bob 2 discarded some theories and kept the idea that he 
should beat up a midget, and now you say that he just witnesses his thoughts. 
Those two statements contradict one another.

Alan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Autism and Murder
Date: May 4, 2012 at 1:16 AM

http://www.dailymail.co.uk/news/article-2111728/Murder-suicide-mother-shoots-
dead-autistic-son-turning-gun-herself.html

Sullivan described Mrs Hodgins [who murder-suicided her son and herself] as 
someone who 'adored her son. They were very close.'

She added that however parents with autistic children are 'very close to that line 
of going over the edge.'

So, all parents who think their children autistic are near-murderers, and that 
excuses this murder?

Did she really adore her son? Were they close? Or is that a blatant lie to save 
face for the murderer?

In comments we see further defenses of the murderess (no need to skim, these 
are simply consecutive comments, from the start, skipping one snarky anti-US 
comment about gun control):

Society should stop forcing and guilt tripping women to keep disabled feotuses.

i have two beautiful autistic boys and it is hard looking after them and you can 
some times feel like you are on your own in this. i have also had to go on 
medication to cope and had crisis out to check on me as i have been so ill from 
looking after my boys and got to a point i could not cope.

Walk a mile in any mothers (or fathers) shoes before judging on a case like this.

I have an autistic child with moderate learning disabilities. She will never be 
independent. I've had to take anti-depressants to cope.

http://www.dailymail.co.uk/news/article-2111728/Murder-suicide-mother-shoots-dead-autistic-son-turning-gun-herself.html


An absolute tragedy, I have two autistic sons - and life is not easy.

I can see why parents cant take it anymore.

Very sad. I wish she had gotten help.

the human suffering are just left to fend for themselves. So Sad.

The school which he attended should have provided the parents with a 
complete list of things that they can do to help ease their mind and try and gain 
some independence for their son. There are group homes that would have been 
available to him

This is not the only story like this.

http://www.10news.com/news/30820120/detail.html

San Diego police sources told 10News Corby [who murdered her son] was a 
stay-at-home mother pushed to the edge handling a difficult child with autism.

Pushed to the edge? Who did that? The police themselves are blaming the child 
for pushing the mother to murder him.

On this one we get comments like

This is a tragic loss of life. However, I must say that until you have an autistic 
child you have no idea of how difficult it is to raise an autistic child.

Either parent could have reached out to someone is all that I'm trying to say.

http://www.10news.com/news/30820120/detail.html


Definitely. There is no shame in asking for help when the meltdowns cause so 
much stress.

When my son was at his meltdown-iest as a young toddler, I would usually put 
him in a secure location (like the crib when he was younger, or in his bedroom 
with his toys) and walk away from the situation until he calmed down and we 
could start again. This way, I did not feel overwhelmed and he was able to learn 
self-soothing skills. It is such a shame that this mother apparently snapped and 
did something this drastic instead of just walking away for a little bit.

http://www.guardian.co.uk/uk/2011/may/09/mother-killed-autistic-son-trial

A mother strangled her severely autistic son with her coat belt before trying to 
take her own life, a court has heard.

The prior one also reportedly tried to kill herself after the murder ... but apparently 
didn't try very hard.

The article is filled with statements excusing, defending and justifying the 
murderess, like this:

"He was not toilet trained even by the age of 11 and still wore nappies."

It's lacking condemnation of the murderess.

The court heard Freaney and her husband Richard, a 48-year-old former RAF 
officer, had been having marital problems. She had moved out of the family 
home and had been living in hotels for about a month before Glen was killed.

"before Glen was killed"? Before she murdered him! And what do marital 
problems have to do with anything?

You might expect marital problems to be used to demonstrate she was a bad 
person who mismanaged her interactions with other people, which fits the fact 
that she is a murderess. But instead the article uses it to defend her.

http://www.guardian.co.uk/uk/2011/may/09/mother-killed-autistic-son-trial


No comments on that article. So next (and FYI I'm not being selective here, I just 
googled and clicked a few and then started pasting awful quotes, which are 
extremely easy to find):

http://www.thefastertimes.com/specialneeds/2010/02/26/thoughts-on-an-autistic-
child’s-murder/

In his press conference, the stunned and shattered father, estranged from his 
ex-wife and son for the last two years, said he had no idea what provoked his 
ex-wife to kill their child.  “To be honest, she was the most wonderful mother I’ve 
ever seen.

So, mother murders child. Father defends her as a "the most wonderful mother" 
to the press. The mothers in that newsroom, who he is saying are worse than 
murderers, failed to object enough to be noticed by the article.

Her oldest friend, Dr. Marcus Conant said, “She went to clinics all over the 
country looking for new treatments, grasping at straws

He consider it hopeless because the kid was just too bad. Nothing was going to 
work. This is excusing murder.

I [as a parent of an autistic child] suspect the whole story evokes an image we 
recognize at least a little: a mother utterly alone with a child she can’t save.

This blames the child.

Jordan [the murderess] made one message clear:  “He was in so much pain. I 
had to stop it.”

This blames the child too, and even claims he was murdered for his own good. 
She mixes up her suffering with his own. This is common in psychiatry: 
parents/relatives/etc are unhappy but everyone refers to this as the child/patient 
suffering.

Eight is the time you stop putting your energy into fighting the autism that stole 
your child and start learning to enjoy the child autism has left you with.

http://www.thefastertimes.com/specialneeds/2010/02/26/thoughts-on-an-autistic-child


This is excusing a murderess by reinterpreting fighting with her child as "fighting 
the autism", for the child's benefit, even though she made it clear how much she 
was willing to fight her child literally to death.

This might be what Gigi Jordan never found and what parents of newly 
diagnosed children should remember. Number One:  Don’t go it alone.  ... 
Number Two: ... there will be happy moments.

Shouldn't number one be "don't murder anyone" and number two be "or break 
any other laws"? Then number three, stop hating and blaming your child, and 
stop fighting him.

This story has 12 comments. The first 11 are positive -- glowing. The final 
comment, by an autistic child, says she should have dumped him on other people 
to take a break instead of murdering him, which implicitly sympathizes with the 
murderess.

What kind of thinking is behind all this sympathy for murderers of autistic 
children? Perhaps it's similar to the sympathy for murderers like Jack Kevorkian 
who kill unwanted persons whom many people, apparently, think ought to be 
dead.

http://lifewithoutrad.blogspot.com/2009/01/fits.html

When I have a RAD fit I feel MAD. I fake cry and scream. WHEN MY MOM 
LEAVES THE ROOM I PLAY BUT I AM SCREAMING SO SHE THINKS I'M 
UPSET. I hurt my Mom's feelings. I want to STOP throwing fits. They are not fun 
anymore.

This is disturbing because it's dehumanizing a child in the child's own voice, and 
it's spreading very nasty claims about the child, e.g. that he is a faker who is 
trying to torture his parents and who hates his own actions and wants to be 
stopped (implicitly: by force, anything that works to make him stop).

http://lifewithoutrad.blogspot.com/2009/01/fits.html


When you think a child is intentionally torturing her mother and plotting against 
her, and the child hates her actions and wants to stop, but a disease makes her 
unable to, doesn't that paint a picture of a child who shouldn't exist in the world? 
Wouldn't it be a mercy if she stopped throwing her fits because she died? Who 
would cry over that? She'd be glad to stop -- it's what she supposedly asked for -- 
and her mother would be glad not to be tortured anymore. Right?

But the commenters on his blog see it differently. They don't recognize is as the 
same kind of thinking behind the murders of autistic children, and the sympathy 
those murderesses get. They, too, are the kind of people to sympathize with 
murdering unwanted/disliked/deviant children. So they just say things like:

Oohh! I love naps, too!

I am so impressed

And that's all the comments so I clicked on another post at random and found:

http://lifewithoutrad.blogspot.com/2009/01/being-normal-little-kid.html

I love that you are going to use a lot of tools today.

These sound like great tools to use today, J!

I play time4learning like you do and I have heard you are doing great on it keep 
up the good work.

I LIKE the pinnk suit idea! Almost as much as the grumpy black balloon idea.

Keep up the good work.

http://lifewithoutrad.blogspot.com/2009/01/being-normal-little-kid.html


This is deeply wrong and disturbing. And it's directly connected to the murders of 
autistic children and the sympathy those murderesses get.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Training the Emotional Brain
Date: May 4, 2012 at 1:22 AM

On 04/05/2012, at 5:05 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

Article: _Training the Emotional Brain_, by Sam Harris

http://www.samharris.org/blog/item/training-the-emotional-brain
The second observation came from the great fortune I had early in my career 
to be around some remarkable people.  They were remarkable not because of 
their academic or professional achievements, but rather because of their 
demeanor, really because of their emotional style.  These were extremely kind 
and generous people.  They were very attentive, and when I was in their 
presence I felt as if I was the sole and complete focus of all of their attention.  
They were people that I found myself wishing to be around more.  And I 
learned that one thing all of these people had in common was a regular 
practice of meditation.  And I asked them if they were like that all of their lives 
and they assured me they were not, but rather that these qualities had been 
nurtured and cultivated by their meditative practices.

Meditation is a fancy word for introspection. Yes of course we should
reflect on all the problems we notice in our lives.

There's far more to it than that. At least it's misleading to suggest that all the 
conscious states that meditators obtain or strive to obtain can be captured by the 
common understanding of the word "introspection". Anyone can introspect...and 
be successful. Many people can meditate. But some of the states are elusive. I 
find meditation a fascinating area of scientific and philosophical study precisely 
because it seems to allow for experiences that seem to be impossible to describe 
given our current understanding. What is it like to be conscious and yet without 
thought? What does it mean for the subject-object distinction to dissolve in your 
mind? For you to feel "one with the universe". People can strive for these states 
and obtain them...although we only know this from what they tell us. It seems 
there can be no objective way of knowing that they are correct. And yet anyone to 
his or her own satisfaction could - if only they achieved the same state - confirm 
that it is real.

For example, I always thought meditation was a rather pointless exercise. It was 
"merely" a method of relaxation. Many such methods are available. "one with the 

http://www.samharris.org/blog/item/training-the-emotional-brain


universe" sounded pseudo scientific and new age rubbish. But after some years 
of practise, drugs and various other experiences I know that I myself have 
experienced a state that really is only described by the words "at one with the 
universe" where the distinction between the objective external world and the 
subjective inner world simply vanished and I have simply felt no border between 
mind and the rest of reality. It sounds so dodgy precisely because we don't have 
a science of consciousness and so lack a vocabulary to speak about such 
experiences. But they are meaningful and valuable and probably contain 
important problems to be solved in the sciences of mind.

So introspection - being just the idea that you are thinking about your own 
thoughts - doesn't fully capture what meditation really is. I think the object of 
meditation is largely to lose the sense of oneself - one's ego - and feel a complete 
sense of well being with the universe. After all when you literally feel no anxiety 
and no worries because you have no thoughts - then the feeling you get is of 
complete peace.

I don't recommend this to be a permanent state - but I find it a very useful one 
from time to time. It's also one that requires some attention and practise. Like 
gymnastics or tensor calculus - some people might never get it. Weird thing is 
unlike gymnastics and calculus they can simply assert that there's no evidence 
that it even exists at all. In one sense they'd be right...except that I *know* they're 
not. But then this is true of all qualia, hey?

It wasn’t until many years later that I encountered neuroplasticity and 
recognized that the mechanisms of neuroplasticity were an organizing 
framework for understanding how emotional styles could be transformed.  
While they were quite stable over time in most adults, they could still be 
changed through systematic practice of specific mental exercises.  In a very 
real and concrete sense, we could change our brains by transforming our 
minds.  And there was no realm more important for that to occur than emotion.  
For it is so that our emotional styles play an incredibly important role in 
determining who will be vulnerable to psychopathology and who will not be.  
Emotional styles are also critical in our physical health.  Mental and physical 
well-being are inextricably linked.

Neuroplasticity is a fancy word for the ability for people to change
their minds, i.e. change their knowledge. In this case the author is
speaking of changing one's emotional make-up, i.e.



psycho-epistemological knowledge.

I don't agree with this either. Norman Doidge's book "the brain that changes itself" 
was fascinating for the fact that it explained how theories that certain kinds of 
brain damage thought to be permanent could be undone by effort in ways that are 
rather surprising. So for example a person who has a damaged visual cortex and 
is blind as a result can have electrodes from the optic nerve directed to some 
other part of the brain which then learns to interpret them correctly. This research 
is in its infancy. This is the kind of neuroplasticity that has nothing to do with 
changing your mind. Its about changing a brain. Sometimes that changes the 
mind.

I did not decide one day to figure out how many emotional styles there were or 
to postulate which styles would make sense for humans to have. Rather, each 
of these styles has arisen inductively from the large corpus of research my 
colleagues and I have conducted using rigorous neuroscientific methods over 
the past 30 years.

Induction! That explains a lot.

I spotted that too. It's a shame. But I don't see that it's a deal breaker. I think it just 
means this researcher - just like Sam Harris himself - do not understand how 
science works. Harris still refers to induction sometimes as if it's real...which is 
surprising as he's read both FoR and BoI. But it doesn't mean he is wrong about 
his sciene just because he doesn't know how it works. Same as this researcher. 
In this case it's rather like a pilot who has no clue about aerodynamics. He just 
knows enough about the controls to do his job. This researcher probably still does 
good science - well makes progress - contributes to the knowledge of 
humanity...without knowing how.

The fact that they are grounded in neural systems provides important clues as 
to how each style affects our emotional behavior and how the styles can also 
impact downstream bodily systems important for physical health.



Grounded in neural systems? That sounds like he's saying the neural
systems are unchangeable, which is false. He's confusing the brain
[which is hardware] with the mind [which is software]. The mind is
changeable because its a matter of changing one's knowledge, i.e.
learning.

Do you really think a neuroscientist would make this mistake or have you 
misunderstood him? What I gather from people who talk that way - like Sam 
Harris - is not that they confuse brains and minds or hardware and software - but 
rather that they insist that states of mind depend lawfully on states of the brain. I 
actually think many of them believe that it's those who insist on the mind as 
software as being confused. As Jaron Lanier has pointed out - there is as yet no 
reason to suspect that this analogy is anymore apt than the steam engine one or 
whatever for what a person is. If a person is truly software then one day we will 
program one. If. I don't think our best theory is that a person is software running 
on the hardware of the brain. I just don't think that's a scientific theory yet. It's a 
conjecture - sure. But so is the conjecture that minds are immaterial souls. What 
is the evidence for either other than an argument by analogy? Where's the code 
written for a mind? What language is it in? Demonstrate to me that 
consciousness can be captured by a universal Turing Machine. When this 
happens we can admit persons are software.

Many aspects of emotional style are not conscious.  They constitute emotional 
habits that largely proceed in the absence of awareness.  For example, most 
of us are rarely aware of how long negative emotion persists following a 
stressful event.

I'm aware. I switch very fast. I noticed this over a decade ago. I
think its a matter of how fast I solve problems. I'm speaking
specifically of problems like 'Why do I feel bad about said event?'
The answer comes very quick.

Good for you. Can you admit that there might be different clock speeds involved? 
Should you congratulate yourself for apparently having a fast clock speed? Are 
others to blame for being slower? Having less RAM? Being brought up with bad 
programming (I'm taking your analogy to its conclusion). Does a person only ever 
program themselves or when they are children do their parents also? As children 



are they responsible...or not? So you are able to notice when you are sad and 
switch. Who taught you? We're you lucky to meet them? Did you discover it 
yourself? Was it a chance discovery? Either way - how lucky for you. It's all luck, 
isn't it?

These strategies are derived from ancient meditation practices and modern 
scientific approaches.

Meditation is just thinking, i.e. philosophy. Why would we need science?

Meditation might be thinking. But it is often actually the absence of thinking. 
Indeed this is the state that most meditators strive to achieve and then also learn 
that the striving to achieve it is the biggest mistake.

Meditators try to achieve states where thought is gone. Altogether. One is not 
unconscious but one is unthinking. One is aware but not caught up with what is a 
constant stream of ideas. The ideas can go. And after some practise one can 
actually notice the ideas arise in the mind. Unbidden and able to be observed - 
like objects in the external world. You simply notice the idea enter your 
consciousness and then pass. And then you "notice" that you are not thinking. 
Scare quotes intended as this state of noticing does not constitute thought.

So you are wrong. Meditation is not just thinking. Indeed often it's intended to be 
precisely the opposite. As a person - trying not to think - that's really hard. It's the 
opposite of what we naturally do. We are caught up in thoughts all day long - 
thinking, thinking, thinking. Our every waking moment seems to be caught in 
thought. Yet there is a way to break this spell. And so break the way you identify 
with your own thoughts. You are not your thoughts. You *have* thoughts.

None of this is to say thinking is unimportant. It's essential and the most important 
thing we do as a species of course. But as an individual it's worth looking at what 
a state of meditative, unthinking consciousness is like. It's interesting. It 
demonstrates a lot about what you are. And it brings you personal peace. Beyond 



this - like I've been saying - it presents so many problems about how to talk to 
someone else about "what it's like" to experience it. It's hard enough to talk about 
"what it's like" to experience things that everyone agrees they experience. As in - 
its easy to have a conversation about what the chocolate tastes like or what the 
roller coaster felt like because we can use vocabulary that we've developed to 
speak about these things. But that's because so many people have had the same 
experiences. But with meditation it seems the only people who spent a long time 
having these experiences have had them in a religious context or whatever and 
so the vocab gets loaded with weird jargon and mystical pseudo science. So it 
gets a bad name and people think it's all rubbish. But it's not *all* rubbish just 
because lots of people who speak about these things have strange ideas about 
what it all means. Personally i just think its real and interesting that we are 
consciousness and not thought. And the distinction between subject and object is 
itself an idea...which means that the software hardware analogy is either lacking 
or completely false...there's far more to us that being software if infact we are 
even software at any level. I know this as a matter of introspection but I cannot 
expect to prove it to anyone who has never had such an experience - an 
experience of being "at one with the universe" or "conscious but unthinking". This 
is why I think the mind-body problem and consciousness is a far harder problem 
than even questions about ultimate cause and so on. Those can be talked about 
in an objective way but it seems we've got no way of communicating about what 
subjectivity is like.

In my experience, the topic of meditation still provokes skepticism among 
scientists and secularists. Can you describe what you mean by “meditation” 
and then tell us why you think this practice is relevant to our understanding of 
the human mind?

Huh? Meditation is just reflection. Which means creating ideas and
criticisms of one's experiences which thereby creates knowledge.

3 times now you've defined meditation and 3 times you have said different things. 
First it was introspection. Then it was thinking. Now it's reflection. Are they 
synonyms? If so why have you explained each one differently? Meditation can't 
be "just" reflection, can it - if it's also "just" thinking and "a fancy word for 
introspection". If you think these are the same things I accuse you of making fun 
of our language! The nuances here mean all the difference. I think this is why I 
disagree so much with you about what meditation is. It can be a state which 



explicitly is all about the absence of those things - not their presence. Meditation 
is generally a type of introspection. But not all introspection results in thinking. 
And not all thinking is reflection. And reflection might not involve introspection. I 
think you're confusing many things here...and I think your purpose here is to be 
dismissive. That's okay - you don't see value in mediation. Many people very 
interested in science and in thinking carefully and rationally are dismissive of 
meditation in this way. They don't get it. They rarely even bother. They need to 
try...or better yet take some LSD. People can try and try and try to meditate and 
nothing happens because it's difficult. Take 200 micrograms of LSD though and 
you will undoubtably be flooded with new subjective content that will start you on 
the road towards appreciating what people are talking about when they speak 
about the mysteries of consciousness and subjectivity. They aren't the same 
experience. But they're the same class of experience. They're experiences that 
can be subjectively *surprising* which means they create a problem for you 
because there's a conflict between ideas you have. Namely ideas about what 
exists and what can be known and talked about objectively and what the hell just 
happened.

One definition of the word “meditation’ in Sanskrit is “familiarization.”  And in a 
key sense the family of mental practices that constitute meditation can be 
thought of as strategies to familiarize a person with her own mind.  Meditation 
in this sense can help to cleanse the interior lenses of perception so that we 
can see our own minds with greater clarity.  Particularly for those who are 
students of the mind, this practice can be enormously informative in providing 
an inner or phenomenological view that is different from that provided by the 
objective methods of science.

This is key. It's because the mind is a subjective phenomena - ontologically 
speaking. It exists in reality - but we know it exists only because we are minds. 
No amount of objectively looking at a brain reveals a mind. So how can we study 
it objectively in the epistemic sense? Only by reporting to each other our states.

 In other senses, meditation refers to mental practices that can be used to 
cultivate attention and emotion regulation.  For example, some practices 
involve focusing attention on breathing and returning the attention to breathing 
each time a person notices that her mind has wandered.



This is one kind of meditation. Focussing on something good. Often it's just 
purely a feeling. People focus on empathy or on compassion or love or kindness 
or loving kindness. Sometimes the objective is to focus on literally nothing. This is 
really hard.

 In this way, gradually over time, selective attention can be improved.  The 
term “mindfulness meditation” refers to a form of meditation during which 
practitioners are instructed to pay attention, on purpose and non-judgmentally.  
The process of learning to attend nonjudgmentally can gradually transform 
one’s emotional response to stimuli such that we can learn to simply observe 
our minds in response to stimuli that might provoke either negative or positive 
emotion without being swept up in these emotions.  This does not mean that 
our emotional intensity diminishes.  It simply means that our emotions do not 
perseverate.  If we encounter an unpleasant situation, we might experience a 
transient increase in negative emotions but they do not persist beyond the 
situation.

Scientific research has now established that certain forms of meditation have 
the types of effects described and underscore their relevance for 
understanding the human mind.  Such work establishes that the mind is more 
“plastic” than we had assumed in scientific research.  By plastic we mean that 
it is capable of transformation.  These findings invite the view that many 
qualities that we regarded as relatively fixed, such as one’s levels of happiness 
and well-being, are best regarded as the product of skills that can be 
enhanced through training.

Why does this entire article not mention the words *knowledge* and
*learn*? Its as though they are steering away from these words
purposefully.

Because he's right and knows what he's talking about when it comes to 
meditation and thought those words weren't necessary as they went without 
saying? Why do you avoid words like consciousness and subjectivity and 
mindfulness and compassion and attention? It's as if you don't know they're even 
relevant to a discussion about meditation and well being...which is what the 
article is all about. Your objections rested upon a misunderstanding of the 
practice of meditation and a strange need to couch ontologically subjective states 
in ontologically objective terms...which is a category error. But we've been 
through this before, haven't we? You denied that there was even a distinction 



worth noticing between the objective and subjective when it came to 
epistemology and ontology. Largely much of your misunderstandings with these 
things more generally rests on this mistake specifically.

Brett



From: Manolis.A.C. <manolis.a.c@gmail.com>
Subject: Re: [BoI] Re: Free will in MWI
Date: May 4, 2012 at 3:04 AM

On 3 May 2012, at 4:50, steve whitt <smwhitt@gmail.com> wrote:

Finally a discussion worth having! Thanks for bringing it up.

Professor Deutsch's brilliant explanation of free will is actually in
Fabric of Reality. The essence of the idea goes to the heart of what
shadow photons tell us about the multiverse. It's a lesson that is
essentially the opposite of classical physics. In classical physics,
everything is determined, and the idea of free will is nonsense. But
classical physics doesn't describe the real world.

In the real world of the multiverse, every possibility occurs an
uncountably infinite number of times. However (and I'll admit I still
don't understand this), the uncountably infinite multiverse possesses
something Deutsch calls "measure", such that it still makes sense to
talk about some events as more likely than others.

First consider a multiverse in which no knowledge exists. As defined
by Professor Deutsch, “(K)nowledge is information which, when it is
embodied in a suitable environment, tends to cause itself to remain
so.” (BoI, p 123) Where there is no knowledge, there is no
differentiation of path A from path B - on a microscopic level, all
are equally likely. A superbeing who was able to observe the entire
multiverse would see a uniform fog with no obvious structures.

Now consider a multiverse in which knowledge has arisen, in the form
of life. An observer of this multiverse would see structures that are
more common than expected across the multiverse. A plant, for
instance, obeys the laws of physics, but its placement of chlorophyll
is not haphazard. Chlorophyll is placed by the plant in locations
where it helps the plant survive. These locations become regularities
across the multiverse.

How did this knowledge arise? Via variation and selection. Those
plants that didn't put their chlorophyll in the right place didn't
survive. Those that did thrived. Variation and selection provides this
very limited sort of free will present in the living world before



people arose.

Finally, consider a multiverse containing not just knowledge, but
universal explainers (people). Again, people make choices that are not
haphazard. Instead, we use conjecture and criticism (analogous to and
yet much more powerful than variation and selection) to create
knowledge, and we use that knowledge to make choices about the world.
At one point Deutsch quotes Popper as saying something like, we allow
our ideas to die in our place.

In such a multiverse, one containing people, those people make
choices, based on conjecture and criticism of their ideas. And this,
Deutsch argues, is the heart of free will. Here’s his argument, which
he presents in a chart in Chapter 13 of FoR:

After careful thought I chose to do X; I could have chosen otherwise;
it was the right decision; I am good at making such decisions. What do
each of these statements mean when looked at through the multiversal
lens?

After careful thought I chose to do X: in the multiverse view, this
means that some proportion of all the versions of me, including the
one speaking, chose to do X.

I could have chosen otherwise: in the multiverse view, some other
versions of me did choose otherwise.

It was the right decision, I am good at making such decisions: in the
multiverse view, a large majority of all the versions of me made this
decision – I have molded the multiverse by my decision-making.

From a deterministic world in which we really have no choices, Deutsch
has given us a uniform cloud called the multiverse. It’s up to us to
mold and shape that cloud into the form we choose. The multiverse is
ours for the making.

Like you, I was a free will skeptic before I read Professor Deutsch.
He convinced me. What do you think of this argument?

Steve, I'm still not convinced. DD just passes the baton along in my humble 



opinion. What determines the probability distribution of me choosing X or 
otherwise in each universe?

Is it random? If so, then that's not free will either.

If there is an actual thought process at work by which I weigh alternatives and 
choose based on my mind's state and knowledge, then that exact same state and 
knowledge should produce the exact same decision each and every time. Why 
isn't that decision/action then uniform in the entire multiverse?

That to me is a major paradox inherent in the MWI that still does not allow me to 
embrace its broader interpretation of QM.

Manolis



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Autism and Murder
Date: May 4, 2012 at 3:04 AM

Sent from my iPad

On 04/05/2012, at 3:16 PM, "Elliot Temple" <curi@curi.us> wrote:

http://www.dailymail.co.uk/news/article-2111728/Murder-suicide-mother-shoots-
dead-autistic-son-turning-gun-herself.html

Sullivan described Mrs Hodgins [who murder-suicided her son and herself] as 
someone who 'adored her son. They were very close.'

She added that however parents with autistic children are 'very close to that 
line of going over the edge.'

So, all parents who think their children autistic are near-murderers, and that 
excuses this murder?

Did she really adore her son? Were they close? Or is that a blatant lie to save 
face for the murderer?

I think it's a lie. I think some people do not love their children. Some cultures 
seem to actually nurture that idea - that people should not love their children or 
really care for them in a compassionate way. In this case the woman killed her 
son and said coping with him was "overwhelming". It's hard to say given just that 
article what the heck was going on in her head.

I think (often) a person who beats their child loves them less than someone who 
chooses not to. But there are exceptions. If you truly believe that beating your 
child will get them into heaven then you probably love your child. You're wrong to 
beat them and you're doing it for bad reasons but your motivation is good. It's just 
that we've no reason to think heaven exists.

A Moslem father who puts acid in the face of his daughter for learning to read or 
for having certain friends doesn't love her...much.

http://www.jihadwatch.org/2010/06/muslim-throws-acid-on-daughter-and-
strangles-her-for-marrying-a-non-muslim-man.html

http://www.dailymail.co.uk/news/article-2111728/Murder-suicide-mother-shoots-dead-autistic-son-turning-gun-herself.html
http://www.jihadwatch.org/2010/06/muslim-throws-acid-on-daughter-and-strangles-her-for-marrying-a-non-muslim-man.html


In the case of this woman I think it's highly likely that she didn't really love her 
son. But I think there's a chance she believed in heaven and thought she and her 
son would be delivered there and he'd be a perfectly functioning human when he 
got there - cured by God. In this case, she'd have loved him.

When I was only 7 years old - and indoctrinated as a Catholic child - I distinctly 
remember having the thought that I should murder babies as soon as they were 
baptised (I never did! Don't call the Feds!). That way their place in heaven would 
be secured before they even had a chance to sin. I continued to think this would 
be a noble thing to do even if I went to hell (some sort of utilitarian moral theology 
I invented) until I realised baptism, heaven and God were ridiculous ideas. But 
when I thought those things about murdering babies - I was motivated by love 
and compassion. One can be motivated by *seemingly* positive emotions and yet 
commit terrible evil. Imagine!

So, mother murders child. Father defends her as a "the most wonderful mother" 
to the press. The mothers in that newsroom, who he is saying are worse than 
murderers, failed to object enough to be noticed by the article.

So with this one you kind of lose me. Basically because here a father has been a 
witness to the most horrific experience of his life. Indeed it is barely imaginable 
how a person can deal with such an upheaval. Upheaval sounds pathetic. The 
man has lost his child because the woman he loved murdered the child. Now he 
is absolutely flooded - like a tsunami - with emotion. The fault here lies with the 
media even reporting what he says. The man is probably on the verge of suicide. 
He is not thinking straight and his mind is doing backflips trying to explain what 
has happened. We have caught him at a moment of excruitating extremis that we 
hope we will never experience. Let's not judge him for what he says in the 
burning heat of that terrible moment. He wants to hold on - for just a little longer - 
to the idea that his sweetheart is not a murderer. Whatever he does mentally to 
try to assuage that pain - including temporarily lying to himself until he can deal 
with the reality - is not something we should judge him for. And whatever he says 
right now is not something even worth reporting let alone discussing beyond 
saying "well that is what you would say if your child was just murdered by your 
wife".

If in 10 years he's going around promoting this idea that women like his wife are 
"the most wonderful mothers" then let's judge him.



What kind of thinking is behind all this sympathy for murderers of autistic 
children? Perhaps it's similar to the sympathy for murderers like Jack Kevorkian 
who kill unwanted persons whom many people, apparently, think ought to be 
dead.

http://lifewithoutrad.blogspot.com/2009/01/fits.html

When I have a RAD fit I feel MAD. I fake cry and scream. WHEN MY MOM 
LEAVES THE ROOM I PLAY BUT I AM SCREAMING SO SHE THINKS I'M 
UPSET. I hurt my Mom's feelings. I want to STOP throwing fits. They are not 
fun anymore.

This is disturbing because it's dehumanizing a child in the child's own voice, and 
it's spreading very nasty claims about the child, e.g. that he is a faker who is 
trying to torture his parents and who hates his own actions and wants to be 
stopped (implicitly: by force, anything that works to make him stop).

When you think a child is intentionally torturing her mother and plotting against 
her, and the child hates her actions and wants to stop, but a disease makes her 
unable to, doesn't that paint a picture of a child who shouldn't exist in the world? 
Wouldn't it be a mercy if she stopped throwing her fits because she died? Who 
would cry over that? She'd be glad to stop -- it's what she supposedly asked for 
-- and her mother would be glad not to be tortured anymore. Right?

But the commenters on his blog see it differently. They don't recognize is as the 
same kind of thinking behind the murders of autistic children, and the sympathy 
those murderesses get. They, too, are the kind of people to sympathize with 
murdering unwanted/disliked/deviant children. So they just say things like:

Oohh! I love naps, too!

I am so impressed

I agree with everything you are saying. What some people refer to as autistic 
people are people. It's disgraceful they're spoken about this way...let alone 
murder being excused in any way. What I am surprised about though is that you 
are posting horrible flames and stupid comments from blogs as though we should 
be surprised or should learn something from them. Are you surprised by anything 

http://lifewithoutrad.blogspot.com/2009/01/fits.html


you read there? I am not. Isn't it just 'background knowledge' that the average 
blog is filled with stupid flame wars and silly quips and insults? *Of course* an 
article about autistic people that *permits unmoderated comments* (or perhaps 
even moderated ones) is going to produce some of the most ridiculous things 
ever said by a human being. We could play the same game with...well any 
subject at all. That's what blogs do. That's *especially* what the comments at the 
end of popular media articles like those in the daily mail produce. It's not exactly 
philosophy that people are doing, is it?

An interesting thing about blogs - and even lists like this one - is the fact we are 
basically anonymous. Isn't it strange what people say - how they act - when they 
have anonymity? I think that's a whole topic in itself. Before the internet - can you 
think of a time in human history - when a person could make claims and have so 
much affect on so many - anonymously? The kind of "discussions" that occur on 
blogs, under YouTube videos or whatever - do they ever happen anywhere else? 
Have they? Except maybe right before a brawl starts at a soccer match or in a 
pub. Such things said would generally result in violence when said anywhere 
else. This is not to condone violence at all...but it is to illuminate a type of 
character that hides in the shadows on blogs. We even have a name for such 
people now. Trolls. And we needed to invent one - because it's a curiosity of 
anonymous internet culture. Problem is that in mythology trolls are often big 
strong scary creatures. These trolls are just annoying and cowardly.

What are the consequences when people speak anonymously? When there is 
nothing about their personhood at stake? What's wrong with being a troll? I post 
under my real name - and can be found relatively easily - and I feel it's important I 
am accountable for what I say. I take responsibility. So do you. What's at stake is 
your *reputation*. On blogs and lists like this if a person posts under a pseudnym 
or anonymously - that's fine. We can still talk about their ideas and so forth...but 
they have not got a stake in anything. And the list is moderated so trolls are kept 
out. But when someone is anonymous more generally we cannot hold them to 
account and if they say something evil - or promote evil - and ignorance or 
whatever...they can't be held accountable. Basically - anonymous people on the 
internet can come into a group - or page - or blog - even reputable media outlet - 
shit all over it and leave a festering pile of garbage - and then leave. Basically 
they can be destructive and there are no consequences for them and they don't 
learn anything - except how much they enjoy being destructive. With the internet 
the perverse thing is that a sufficiently intelligent *troll* can destroy the reputation 
of a real *person* who has an identity by simply lying. A troll can post false gossip 
about famous - and not so famous - people and just get away with it. The rumour 



spreads and people believe it without thinking and then that person's reputation 
suffers and they lose opportunity and money and whatever. All because some 
anonymous person had the right - and power - to get away with it.

For this reason I think anonymity on the net - at times - needs careful attention. 
There are places where anonymity is absolutely essential - no doubt - but there 
are also places where I think we all need to know who you are.

If you're going to say that murdering red haired children is okay - and I have red-
haired children - I'd like to know who and where you are. Especially if you start to 
win converts - and get a really big audience. I'm not saying I'm going to do 
anything to you or take away your rights. I just want to know who you are. It will 
determine what I do. If you are just some poor old man in a little village on the 
other side of the world - I will have one reaction. If you are living next door, own 
lots of guns and run an organisation called "Death to all red haired children now" 
then I'll be doing something different.

Brett Hall
Sydney.
;)



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Free will in MWI
Date: May 4, 2012 at 3:27 AM

On 04/05/2012, at 8:18 AM, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 3 May 2012, at 08:53, Brett Hall wrote:

Sent from my iPad

On 03/05/2012, at 7:18 AM, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

Consider two distinct versions of Bob. One version of Bob learns to play to 
oboe (Bob 1), the other beats up a midget (Bob 2). What difference between 
Bob 1 and Bob 2 causes their different actions?

Bob 1 and Bob 2 are just different people. I don't see that this is substantially 
different to asking why Bob and Alan choose to do different things?

They're different people having different experiences. So what? Certain 
observations are made by Bob 1 and so he has one experience and he 
conjectures theories and criticises others and settles on Oboe. But why does 
he do this? He wants to. Why? Why does he want to? He just does. It's his 
preference. He has no control over that.

Two things.

(1) Bob 1 could abandon any particular preference he holds if there was a 
criticism of that preference.

Agreed.



(2) If you're saying he just does want to learn the oboe does that mean you think 
the BoI chapter on objective aesthetics is wrong? If aesthetics is objective he 
might choose the oboe because it is objectively the best choice he can make at 
the time.

Agreed. I don't get your point. He might choose to Oboe because it's objectively 
the best choice. Maybe he beats up a midget because it's objectively the best 
choice. Maybe he does it for reasons other than this. Maybe there are more than 
just two choices - he could beat up a midget, play the oboe or watch the sunset. 
Or maybe there are 4 choices. Maybe an uncountable number? Maybe many of 
them are equally objectively good or beautiful or whatever. I'm still not getting 
you. The fungible Bobs do different things. Indeed they become Bob 1, 2,..., n 
precisely because they do different things. But they were all the same Bob once. 
And reflecting on why they did what they did...they just felt that they wanted to do 
whatever it is they ended up doing. Each one will have a different story to tell. 
Oboe Bob will tell a story about how beautiful it sounds and it was certainly the 
best choice for him to make. But so will violin Bob.

Bob 2 - apparently he prefers to beat up a midget. Why? He preferred to. 
Why? He can't explain it. Maybe the midget hit his girlfriend. But why did he hit 
him and not go to the police? He can't explain it. He just thought it was better 
at the time and discarded any other theory that entered his head (perhaps 
none others did).

It is not necessary for Bob 2 to know the explanation for why he wants to 
commit a particular act at the time he has the thought. What is important is that 
he could choose to reject a thought that seems bad and that he can

He is aware of the fact that there are options available to him. He knows the 
difference between these choices. He is aware of deliberating between the 
choices. A choice is made that he witnesses. As the conscious witness of his 
experience he notices that a story can be told about why a particular choice was 
rejected.

This is a difficult way to explain things. We commonly want to say "Bob makes 
the choice". I don't want to say that. I want to say "Bob witnesses the choice 
made" as a matter of fact. But we are so used to the idea that Bob is identical to 
his thoughts - and so his choices - that we just always say that "Bob made the 



choice".

Choice is important. It's just that Bob *as the conscious subject of his experience* 
did not make the choice. He witnessed the choice made in his mind.

Again - if you think a person is identical to their thoughts - this makes no sense.

Mind is more than just thoughts. A mind which is not thinking - is still a mind. It's a 
mind empty of thoughts - but not of content. You still exist even if you are not 
thinking. So you cannot be your thoughts. If you were your thoughts you would 
cease to be when you ceased *thinking*. But that cannot be, because throughout 
the day - even though most of the time you are thinking - you are sometimes not 
thinking. Meditators are conscious of this. Most of us just never notice when we 
aren't thinking. It's hard to "catch yourself" not thinking and it seems to entail a 
contradiction. It doesn't.

Bob 1 and 2 are just witnessing things going on in their heads. Like we all do. I 
just witness my thoughts. I am just a conscious witness of my own thoughts 
and perceptions. A thought is something I perceive actually.

You say above that Bob 2 discarded some theories and kept the idea that he 
should beat up a midget, and now you say that he just witnesses his thoughts. 
Those two statements contradict one another.

I agree. It's the difficulty I have with arguing with people who believe they are 
identical to their thoughts. Hence the digression above. It's easier to more loosely 
speak about you or me or Bob making choices and being the ultimate and final 
cause in their decisions. But they never are. The choice is just one link in a chain 
of events that stretches back to the big bang and which brings the future into 
being.

You just happen to be the conscious thing at that moment aware of a particular 
link in the chain. Aware of the thought - and how that is causal - of future actions.

Of course this now gets into that curly issue of how consciousness is tied up with 
the present moment. What is it about the present moment that is different to all 
others? What makes it special? Just that consciousness is of the present 
moment.



Anyways - you are right. I contradicted myself. To clarify: Bob 2 did not discard 
some theories and keep others - he witnessed in his own head the discarding of 
some theories and keeping of others. It's just that appending that qualification to 
every single thing - even though it's true - gets so cumbersome. I am apt to slip 
between these three forms of the word "you" which almost everyone does:

You = you the subject of your experience (most correct)

You = your mind (whatever this means. If it means something like "your stream of 
thoughts" which is what most people seem to mean by it - then in reality this is 
not what you are as I've argued).

You = your body. Most people speak this way. So if you are laying on the couch 
and taking up all the room and I say "Would you please move?" I actually mean 
"Move your legs please" but your legs aren't you. I don't have to be more specific 
though do I? Your legs moved even though I asked *you* to move. But I can see 
how in these discussions it can get tricky.

Brett.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Anonymity and Trolling (was: Autism and Murder)
Date: May 4, 2012 at 4:32 AM

On Fri, May 4, 2012 at 12:04 AM, Brett Hall <brhalluk@hotmail.com> wrote:

I agree with everything you are saying. What some people refer to as autistic 
people are people. It's disgraceful they're spoken about this way...let alone 
murder being excused in any way. What I am surprised about though is that you 
are posting horrible flames and stupid comments from blogs as though we 
should be surprised or should learn something from them. Are you surprised by 
anything you read there? I am not. Isn't it just 'background knowledge' that the 
average blog is filled with stupid flame wars and silly quips and insults? *Of 
course* an article about autistic people that *permits unmoderated comments* 
(or perhaps even moderated ones) is going to produce some of the most 
ridiculous things ever said by a human being. We could play the same game 
with...well any subject at all. That's what blogs do. That's *especially* what the 
comments at the end of popular media articles like those in the daily mail 
produce. It's not exactly philosophy that people are doing, is it?

An interesting thing about blogs - and even lists like this one - is the fact we are 
basically anonymous. Isn't it strange what people say - how they act - when they 
have anonymity? I think that's a whole topic in itself. Before the internet - can 
you think of a time in human history - when a person could make claims and 
have so much affect on so many - anonymously? The kind of "discussions" that 
occur on blogs, under YouTube videos or whatever - do they ever happen 
anywhere else? Have they? Except maybe right before a brawl starts at a 
soccer match or in a pub. Such things said would generally result in violence 
when said anywhere else. This is not to condone violence at all...but it is to 
illuminate a type of character that hides in the shadows on blogs. We even have 
a name for such people now. Trolls. And we needed to invent one - because it's 
a curiosity of anonymous internet culture. Problem is that in mythology trolls are 
often big strong scary creatures. These trolls are just annoying and cowardly.

The tactic here is to dehumanize anonymous or disagreeable (to you)
people (trolls are not human). The targets are chosen on the basis of
disliking their ideas and declaring them insufficiently respectable to
merit a rational reply. This is irrational, hypocritical and
disgusting. It's ad hominem and it's one more thing to add to the long



list of ways of considering ideas in terms of attributes of the idea's
source instead of the idea itself (it's the speaker, not the idea,
which is called a troll).

This is the same type of psychology behind all manner of hate speech.
You claim the nature of blog and youtube comments is background
knowledge and there's nothing to learn from it. One of the things you
could learn from those sources is how often "troll" gets throw around
in the same fashion, and for the same purpose, as "fag".

Maybe you've never said something unpopular enough to be called a
troll -- despite being completely serious and having taken your time
to thoughtfully make a rational case for an idea -- but other people
are sufficiently innovative thinkers that they have. They must not be
suppressed.

What are the consequences when people speak anonymously?

Freedom.

Freedom from having one's ideas dismissed because he's gay, because
he's black, because he's brown, because he's poor, because he doesn't
have credentials to legitimize-justify his authority, because he's
short and ugly, because he's female, because he's age 10, because he's
age 80, because he's foreign, because he has an accent, because he
dresses badly, because he's different than you.

Anonymity is a great defense against all sorts of bigotry, and the
concept of "trolling" is a way to bring the bigotry back when there
isn't enough personal information available to choose the appropriate
slur.

When there is nothing about their personhood at stake?

For people who aren't second-handers -- when their identity isn't tied
to what others think of them -- what difference does it make?  What do
you care what other people think?



And here the idea is not only that we live by the opinions of others,
but only the others in our local community who know us in person, know
our real names, know what color our skin is, and so on.

What's wrong with being a troll?

The real question is: what's wrong with calling people "trolls"
instead of refuting (or conceding to) their ideas?

And what's *right* with privacy?

And what's *right* with treating differences of opinion more
tolerantly and rationally?

It reminds me of using psychiatric labels like "autistic" on people
which is also a tactic used to avoid having a reasoned discussion and
to delegitimize their ideas without thinking through actual
criticisms.

I post under my real name - and can be found relatively easily - and I feel it's 
important I am accountable for what I say. I take responsibility. So do you. 
What's at stake is your *reputation*. On blogs and lists like this if a person posts 
under a pseudnym or anonymously - that's fine. We can still talk about their 
ideas and so forth...but they have not got a stake in anything. And the list is 
moderated so trolls are kept out. But when someone is anonymous more 
generally we cannot hold them to account and if they say something evil - or 
promote evil - and ignorance or whatever...they can't be held accountable. 
Basically - anonymous people on the internet can come into a group - or page - 
or blog - even reputable media outlet - shit all over it and leave a festering pile of 
garbage - and then leave. Basically they can be destructive and there are no 
consequences for them and they don't learn anything - except how much they 
enjoy being destructive. With the internet the perverse thing is that a sufficiently 
intelligent *troll* can destroy the reputation of a real *person* who has an 
identity by simply lying. A troll can post false gossip about famous - and not so 
famous - people and just get away with it. The rumour spreads and people 
believe it without thinking and then that person's reputation suffers and they lose 
opportunity and money and whatever. All because some anonymous person 
had the right - and power - to get away with it.



For this reason I think anonymity on the net - at times - needs careful attention. 
There are places where anonymity is absolutely essential - no doubt - but there 
are also places where I think we all need to know who you are.

And if I don't want to tell you? Then you want to kick me out or take
away my freedom of privacy? Why can't you be more tolerant of other
lifestyles and preferences?

The idea that when you believe you "need" something, then it's time to
take away *my* rights, is a step towards tyranny.

If you're going to say that murdering red haired children is okay - and I have red-
haired children - I'd like to know who and where you are. Especially if you start 
to win converts - and get a really big audience. I'm not saying I'm going to do 
anything to you or take away your rights. I just want to know who you are. It will 
determine what I do. If you are just some poor old man in a little village on the 
other side of the world - I will have one reaction. If you are living next door, own 
lots of guns and run an organisation called "Death to all red haired children now" 
then I'll be doing something different.

Hitler and Stalin didn't need anonymity to organize their supporters.
This connection between anonymity and crime is bogus. Like the
assumption that psychiatrically labelled persons are dangerous
potential or actual criminals.

The idea, "Why do you want to be anonymous? What do you have to hide?"
is evil. It's a guilty-by-default approach instead of a presumption of
innocence. It's a way to put huge pressure for conformity on people.
The destruction of privacy is a way to make it difficult to develop
any unpopular ideas to the point of them being able to stand up for
themselves before they are destroyed. And it's a way to keep people
busy thinking about others all the time instead of making progress.
Every attribute you share with the world is one you have to keep tabs
on, pay attention to, and make sure stays within the bounds of polite
society. The less privacy you have, the more burdensome this is. Plus,
of course, lack of privacy gives the bigots all the information they
need to judge you.



Most people are utterly accustomed to being judged all the time. They
volunteer their photo online so everyone knows what color, gender and
age they are. And then they volunteer their nationality, marital
status, profession, and so on. Their physical characteristics and
social position become part of their identity. They put so much work
into making those things acceptable. Often they are proud of it and
want to be judged that way so they can impress people. They don't want
to be anonymous, they want to show off their conformity, they want
life to be a popularity contest, they want to be rewarded for the
effort that has gone into their image and societal position. And, of
course, they want to judge everyone else in the same way.

Anonymity is a step away from these things, towards a better, more
intellectual society. A society where no one will be called a hideous
troll, whether she has acne, whether she just made her first attempt
at thinking of ideas of her own, or whether her ideas are more
advanced than your parochial understanding. A society where ideas will
not be judged by their source.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Anonymity and Trolling (was: Autism and Murder)
Date: May 4, 2012 at 5:01 AM

Sent from my iPad

On 04/05/2012, at 6:32 PM, "Anonymous Person" 
<unattributedemail@gmail.com> wrote:

On Fri, May 4, 2012 at 12:04 AM, Brett Hall <brhalluk@hotmail.com> wrote:

I agree with everything you are saying. What some people refer to as autistic 
people are people. It's disgraceful they're spoken about this way...let alone 
murder being excused in any way. What I am surprised about though is that 
you are posting horrible flames and stupid comments from blogs as though we 
should be surprised or should learn something from them. Are you surprised 
by anything you read there? I am not. Isn't it just 'background knowledge' that 
the average blog is filled with stupid flame wars and silly quips and insults? *Of 
course* an article about autistic people that *permits unmoderated comments* 
(or perhaps even moderated ones) is going to produce some of the most 
ridiculous things ever said by a human being. We could play the same game 
with...well any subject at all. That's what blogs do. That's *especially* what the 
comments at the end of popular media articles like those in the daily mail 
produce. It's not exactly philosophy that people are doing, is it?

An interesting thing about blogs - and even lists like this one - is the fact we 
are basically anonymous. Isn't it strange what people say - how they act - 
when they have anonymity? I think that's a whole topic in itself. Before the 
internet - can you think of a time in human history - when a person could make 
claims and have so much affect on so many - anonymously? The kind of 
"discussions" that occur on blogs, under YouTube videos or whatever - do they 
ever happen anywhere else? Have they? Except maybe right before a brawl 
starts at a soccer match or in a pub. Such things said would generally result in 
violence when said anywhere else. This is not to condone violence at all...but it 
is to illuminate a type of character that hides in the shadows on blogs. We 
even have a name for such people now. Trolls. And we needed to invent one - 
because it's a curiosity of anonymous internet culture. Problem is that in 
mythology trolls are often big strong scary creatures. These trolls are just 
annoying and cowardly.



The tactic here is to dehumanize anonymous or disagreeable (to you)
people (trolls are not human). The targets are chosen on the basis of
disliking their ideas and declaring them insufficiently respectable to
merit a rational reply. This is irrational, hypocritical and
disgusting. It's ad hominem and it's one more thing to add to the long
list of ways of considering ideas in terms of attributes of the idea's
source instead of the idea itself (it's the speaker, not the idea,
which is called a troll).

This is both ad hominem and non sequitur. If you threaten me and you know who 
I am and where I am but you are anonymous this is a different situation to us just 
having a difference of opinion. You conflate these issues because you have a 
barrow to push...clearly.

This is the same type of psychology behind all manner of hate speech.
You claim the nature of blog and youtube comments is background
knowledge and there's nothing to learn from it. One of the things you
could learn from those sources is how often "troll" gets throw around
in the same fashion, and for the same purpose, as "fag".

Maybe you've never said something unpopular enough to be called a
troll -- despite being completely serious and having taken your time
to thoughtfully make a rational case for an idea -- but other people
are sufficiently innovative thinkers that they have. They must not be
suppressed.

Maybe you, your family and reputation have never been threatened by 
anonymous trolls?

Anonymity is a step away from these things, towards a better, more
intellectual society. A society where no one will be called a hideous
troll, whether she has acne, whether she just made her first attempt
at thinking of ideas of her own, or whether her ideas are more
advanced than your parochial understanding. A society where ideas will
not be judged by their source.

I never said all anonymity was bad. Quite the opposite.

Brett



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Free will in MWI
Date: May 4, 2012 at 8:54 AM

On May 4, 3:04 am, "Manolis.A.C." <manolis....@gmail.com> wrote:

If there is an actual thought process at work by which I weigh alternatives and 
choose based on my mind's state and knowledge, then that exact same state 
and knowledge should produce the exact same decision each and every time. 
Why isn't that decision/action then uniform in the entire multiverse?

Manolis

Hi Manolis. Yes, I wondered about the same thing. Elliot helped me
work this out a while ago. Indeed, the scenario you describe would be
the case in a deterministic universe. But the multiverse is of an
entirely different character. The state will never be the same across
the multiverse. There is an irreducibly random element. This is the
complete reversal of our conception of the world brought on by the
multiverse view, rather than the "clockwork universe" of classical
physics.

Consider an Earth in the (hopefully not too distant) future, where our
technology is such that we can deflect asteroids. If for some reason
the Earth were without people, it would be unable to avoid an asteroid
on a collision course. Perhaps in one instance of the multiverse that
asteroid approaches from the direction of Ursa Major. In another
instance a different asteroid approaches from the direction of the
Southern Cross. In both instances the Earth will be hit (though of
course the details of each collision will be wholly different in these
two different instances).

Now consider the same scenario, but include people with technology in
the equation. We might well choose to deflect the Ursa Major asteroid
one way in the first instance, the Southern Cross asteroid another way
in a different instance. In only a tiny fraction of instances (one
would hope) would we make a mistake and deflect the asteroids the
wrong way. The result of people with technology, then, would be an
Earth that avoids asteroid collision across a wide swath of the



multiverse.

The point is, given widely varying initial inputs (something made
inevitable by the nature of the multiverse), we make decisions that
result in similar-looking outcomes. How do we do it? Unlike knowledge-
free entities (like a lifeless Earth), we do not react in a single,
predictable way to an input. We are more like entities with a little
knowledge (plants, for instance, which store their knowledge in their
genetic code).  In a single universe, various plants "choose" distinct
survival strategies based both on random input from their instance of
the multiverse and on the program found in their genes. Sometimes,
that random input overwhelms the genetic program and causes the plant
to do something dumb. Across the multiverse, however, a large number
of instances of a well-adapted plant will make the same "choice"
because the genetic program overwhelms the random input from the
various instances of the multiverse. That's what "well-adapted"
means.

Now consider conscious beings. Randomness is still there - you can't
eliminate that, due to the nature of the multiverse. However, not only
our genetic program but also our conscious minds allow us to be
selective about our actions even given random input. I, a conscious
being, can choose to ignore a particular input, or react to it in a
variety of ways. This is based on my ideas - I can try out various
courses of action in my mind (or on my computer simulation) and decide
on the course I want - again, based on my ideas and experience of what
I want. "We can allow our theories die in our place."

I know what you're getting at. Isn't this still deterministic? Yes, in
some sense in each instance of the multiverse our brains must of
course obey the laws of physics. But the depth of knowledge
instantiated in our consciousness allows us a wide variety of
potential responses to input, each of which still obeys the laws of
physics. Yes, at some point there's some trigger that causes this
particular chain of events, and we don't control that trigger (the
random nature of the multiverse does). But our consciousness, if it's
working well, makes us much less sensitive to those random triggers.
My daughter might come home and give me a hug, or she might tell me
she hates my guts. Either way, I'm not going to shoot her. On some
level, I'm insensitive to random inputs because my consciousness, my



knowledge, my experience, allow me to conjecture and criticize
possible courses of action.

And you're right, this is not classical free will. Classically, we
live in a deterministic universe, but we are free agents, able somehow
to make choices outside the shackles of determinism. But that universe
doesn't exist (and really, outside of supernaturalism, how could it?).
Instead, we live in a random, chaotic multiverse that is an even fog
of possibility. Only knowledge-bearing entities, and people in
particular, have the ability to make some order out of that chaos, by
discovering its nature and realizing that we can apply our knowledge
to make choices that transform the world. It might not be classical
free will, but it's the best we've got.



From: Manolis <manolis.a.c@gmail.com>
Subject: Re: [BoI] Re: Free will in MWI
Date: May 4, 2012 at 1:38 PM

On Fri, May 4, 2012 at 3:54 PM, steve whitt <smwhitt@gmail.com> wrote:

On May 4, 3:04 am, "Manolis.A.C." <manolis....@gmail.com> wrote:

The point is, given widely varying initial inputs (something made
inevitable by the nature of the multiverse), we make decisions that
result in similar-looking outcomes.

Here is my first gripe with your explanation. "Widely varying initial
inputs"? What makes them widely varied? (You do reply to that further down,
but that "explanation" bugs me even more!). ;-)

How do we do it? Unlike knowledge-
free entities (like a lifeless Earth), we do not react in a single,
predictable way to an input. We are more like entities with a little
knowledge (plants, for instance, which store their knowledge in their
genetic code).  In a single universe, various plants "choose" distinct
survival strategies based both on random input from their instance of
the multiverse and on the program found in their genes. Sometimes,
that random input overwhelms the genetic program and causes the plant
to do something dumb. Across the multiverse, however, a large number
of instances of a well-adapted plant will make the same "choice"
because the genetic program overwhelms the random input from the
various instances of the multiverse. That's what "well-adapted"
means.

Random input from the various instances of the multiverse? Am I missing
something here? I thought the multiverse does away with the randomness



inherent in the Copenhagen Interpretation and realigns QM with Determinism.
Can you explain random to me? I mean, really, really random. As in
*ontological,
*not* epistemic *uncertainty. Is there such a thing in the universe as
truly random? If there is one thing it's the random decay of atoms, but
here we go back to what interpretation you give to QM. If you stick with
CI, then yes, it's somehow magically random. But MWI should be
deterministic, should it not?

Now consider conscious beings. Randomness is still there - you can't
eliminate that, due to the nature of the multiverse. However, not only
our genetic program but also our conscious minds allow us to be
selective about our actions even given random input. I, a conscious
being, can choose to ignore a particular input, or react to it in a
variety of ways. This is based on my ideas - I can try out various
courses of action in my mind (or on my computer simulation) and decide
on the course I want - again, based on my ideas and experience of what
I want. "We can allow our theories die in our place."

Again, same gripe with "randomness".

I know what you're getting at. Isn't this still deterministic? Yes, in
some sense in each instance of the multiverse our brains must of
course obey the laws of physics. But the depth of knowledge
instantiated in our consciousness allows us a wide variety of
potential responses to input, each of which still obeys the laws of
physics. Yes, at some point there's some trigger that causes this
particular chain of events, and we don't control that trigger (the
random nature of the multiverse does). But our consciousness, if it's
working well, makes us much less sensitive to those random triggers.
My daughter might come home and give me a hug, or she might tell me
she hates my guts. Either way, I'm not going to shoot her. On some
level, I'm insensitive to random inputs because my consciousness, my
knowledge, my experience, allow me to conjecture and criticize



possible courses of action.

Your consciousness depends on the patterns of your neurons firing which in
turn depend on physical laws. Your reaction, based on the neural pathways
you have already formed and the definitiveness of your sensory inputs *
cannot* produce different outcomes. We may not *know* beforehand how
exactly you will react to a given stimulus, but you *will* react in some
definitive way. And yes, I do believe that free will is an illusion, or
rather, is a much more developed case of "free will" than your plants
example. (Where their genetic code decides how they react to each
stressor/stimulus).

And you're right, this is not classical free will. Classically, we
live in a deterministic universe, but we are free agents, able somehow
to make choices outside the shackles of determinism.

Actually, (as said above) I find that kind of "free will" to be
nonsensical.

If you can explain random to me, then I might see what it is I'm missing.
But as long as we simply push back the problem to that, (things being
"random" at some fundamental level), the more I tend to find the
"consciousness" explanations of CI equally plausible or implausible.

Manolis

But that universe
doesn't exist (and really, outside of supernaturalism, how could it?).
Instead, we live in a random, chaotic multiverse that is an even fog
of possibility. Only knowledge-bearing entities, and people in
particular, have the ability to make some order out of that chaos, by
discovering its nature and realizing that we can apply our knowledge
to make choices that transform the world. It might not be classical



free will, but it's the best we've got.

--

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Anonymity and Trolling (was: Autism and Murder)
Date: May 4, 2012 at 2:24 PM

On Fri, May 4, 2012 at 2:01 AM, Brett Hall <brhalluk@hotmail.com> wrote:

If you threaten me and you know
who I am and where I am but you are anonymous this is a different situation
to us just having a difference of opinion.

[...]

Maybe you, your family and reputation have never been threatened by
anonymous trolls?

How did the topic change from "trolls" at newspaper, blog and youtube
comments to criminal threats?

99% of people called "trolls" have never threatened anyone. You are
now attacking "trolls" as a group based on none of their defining
characteristics, and instead based criminal threats which has nothing
to do with "trolls" as a group.

The point is the vast majority of "troll" labelings are a matter of
bigotry and intolerance. They are a way to shut down discussion and
dismiss unpopular ideas without argument. That is exactly what you did
when you dismissed most of the ideas written online on principle,
without argument or rational discussion.

That's what I'm against.

In the rare cases that are completely different than that -- e.g. when
there is a crime -- those should be called something different so that
you don't slur most youtubers as criminals to followup slurring them
as imbeciles.



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Free will in MWI
Date: May 4, 2012 at 3:09 PM

On May 4, 1:38 pm, Manolis <manolis....@gmail.com> wrote:

Here is my first gripe with your explanation. "Widely varying initial
inputs"? What makes them widely varied? (You do reply to that further down,
but that "explanation" bugs me even more!). ;-)

Random input from the various instances of the multiverse? Am I missing
something here? I thought the multiverse does away with the randomness
inherent in the Copenhagen Interpretation and realigns QM with Determinism.
Can you explain random to me? I mean, really, really random. As in
*ontological,
*not* epistemic *uncertainty. Is there such a thing in the universe as
truly random? If there is one thing it's the random decay of atoms, but
here we go back to what interpretation you give to QM. If you stick with
CI, then yes, it's somehow magically random. But MWI should be
deterministic, should it not?

This was the shift for me, as well. I'd thought of QM as adding a
little randomness here and there to a more-or-less deterministic
universe. But both DD books made me see that just the opposite is
true. I just finished reading "QED: the Strange Theory of Light and
Matter" by Feynman and he puts it beautifully. Photons of a particular
color (say, from a laser beam) are identical. Yet shine them at a half-
silvered mirror and half go through, half bounce off. How can two
identical photons display such disparate behaviors? Feynman says
physics has given up trying to explain it.

The answer from Professor Deutsch is that from a multiverse
perspective the behavior of the photons is completely predictable. In
half the instances, the photon goes through. In the other half, it
bounces off. But in any one instance (and we observers are "stuck" in
just one instance) we have no way of predicting which we'll observe
for any one photon. In essence, we have no way of predicting which
instance we'll find ourselves in. This is not just a small effect
having to do with radioactive decay or laser pointers; it is in fact
intrinsic to the nature of the multiverse. In some parts of the



multiverse, an asteroid just smashed into the Earth. In other parts, a
cosmic ray just passed through my body, producing a defect that will
lead to cancer and my eventual death. In still others, a long chain of
unlikely coincidences led supermodel Kate Upton to call me up for a
date (these are likely a quite small fraction of the whole!).

Your consciousness depends on the patterns of your neurons firing which in
turn depend on physical laws. Your reaction, based on the neural pathways
you have already formed and the definitiveness of your sensory inputs *
cannot* produce different outcomes. We may not *know* beforehand how
exactly you will react to a given stimulus, but you *will* react in some
definitive way. And yes, I do believe that free will is an illusion, or
rather, is a much more developed case of "free will" than your plants
example. (Where their genetic code decides how they react to each
stressor/stimulus).

Yes, I agree with this completely. This was my struggle for a long
time. How do you get free will out of deterministic inputs (even those
we can't "know")? From a single universe perspective, I don't believe
you can. But it is the collection of "tools" (knowledge, experiences,
ideals) that I have built up over time that make me in a certain sense
resistant to the varying inputs of the multiverse. In the example I
gave earlier, my daughter may give me a hug or tell me she hates me.
Either way, my collection of tools enable me to not shoot her. This is
the essence of free will in the multiverse. I have knowledge. That
knowledge allows me to make decisions that mold and shape the world in
ways that knowledge-free entities never can. In a sense, it is "just"
a much more developed case of the genetic code. I don't have to
produce a million seeds, each with slight variations, to see which one
will survive. I can try out a million conjectures, criticize them in
my mind, and come to a course of action.

If you can explain random to me, then I might see what it is I'm missing.
But as long as we simply push back the problem to that, (things being
"random" at some fundamental level), the more I tend to find the
"consciousness" explanations of CI equally plausible or implausible.



Manolis

I hope we're getting closer. This was a shocker for me, too. Brian
Greene talks about the multiverse in "The Hidden Reality" as removing
the dice rolls of CI. Yes, sort of, when seen from the grand
perspective of the whole multiverse. But from our perspective, trapped
in a single instance, the randomness is a fundamental feature. We
can't know where a cosmic ray will hit, because in traveling through
space it has spread out to be larger than the Earth. Only when
decoherence occurs can we see that it hit me, or the table near me, or
the ocean thousands of miles away, or that it missed the Earth
entirely. Our particular instance of the multiverse is irreducibly
random.

What do you think? Have I made things better, or worse?

Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Training the Emotional Brain
Date: May 4, 2012 at 7:03 PM

On May 4, 12:22 am, Brett Hall <brhal...@hotmail.com> wrote:
On 04/05/2012, at 5:05 AM, "Rami Rustom" <romb...@gmail.com> wrote:

null Article: _Training the Emotional Brain_, by Sam Harris

http://www.samharris.org/blog/item/training-the-emotional-brain
The second observation came from the great fortune I had early in my career 
to be around some remarkable people.  They were remarkable not because 
of their academic or professional achievements, but rather because of their 
demeanor, really because of their emotional style.  These were extremely 
kind and generous people.  They were very attentive, and when I was in their 
presence I felt as if I was the sole and complete focus of all of their attention.  
They were people that I found myself wishing to be around more.  And I 
learned that one thing all of these people had in common was a regular 
practice of meditation.  And I asked them if they were like that all of their lives 
and they assured me they were not, but rather that these qualities had been 
nurtured and cultivated by their meditative practices.

Meditation is a fancy word for introspection. Yes of course we should
reflect on all the problems we notice in our lives.

There's far more to it than that. At least it's misleading to suggest that all the 
conscious states that meditators obtain or strive to obtain can be captured by 
the common understanding of the word "introspection". Anyone can 
introspect...and be successful. Many people can meditate. But some of the 
states are elusive. I find meditation a fascinating area of scientific and 
philosophical study precisely because it seems to allow for experiences that 
seem to be impossible to describe given our current understanding. What is it 
like to be conscious and yet without thought?

I didn't realize that meditation means *without thought*. I don't
think I've ever been in that state. It is interesting because
sometimes thoughts can be bad [as in catastrophism] and lead to
anxiety [meaning physical manifestation, i.e. brain problems] and if
someone could train themselves to enter into a meditative state, then
they could stop the worrisome thoughts.

http://www.samharris.org/blog/item/training-the-emotional-brain


Although a better way is to think better, i.e. solve problems better.

What does it mean for the subject-object distinction to dissolve in your mind?

What do you mean by subject-object distinction?

For you to feel "one with the universe". People can strive for these states and 
obtain them...although we only know this from what they tell us. It seems there 
can be no objective way of knowing that they are correct. And yet anyone to his 
or her own satisfaction could - if only they achieved the same state - confirm 
that it is real.

For example, I always thought meditation was a rather pointless exercise. It was 
"merely" a method of relaxation. Many such methods are available. "one with 
the universe" sounded pseudo scientific and new age rubbish. But after some 
years of practise, drugs and various other experiences I know that I myself have 
experienced a state that really is only described by the words "at one with the 
universe" where the distinction between the objective external world and the 
subjective inner world simply vanished and I have simply felt no border between 
mind and the rest of reality. It sounds so dodgy precisely because we don't have 
a science of consciousness and so lack a vocabulary to speak about such 
experiences. But they are meaningful and valuable and probably contain 
important problems to be solved in the sciences of mind.

The "one with the universe" feeling seems no more special than the
romantic "love" feeling. Both of them can't be explained
scientifically, today.

So introspection - being just the idea that you are thinking about your own 
thoughts - doesn't fully capture what meditation really is. I think the object of 
meditation is largely to lose the sense of oneself - one's ego - and feel a 
complete sense of well being with the universe. After all when you literally feel 
no anxiety and no worries because you have no thoughts - then the feeling you 
get is of complete peace.

You can get no anxiety and no worries because of solving all your



problems too. BTW, one way to solve your problems is to realize that
your problems are not bad. And the way to do that is to change your
preferences.

So meditation seems like a temporary solution to worrisome problems.
But introspection allows for permanent solutions to worrisome
problems.

I don't recommend this to be a permanent state - but I find it a very useful one 
from time to time. It's also one that requires some attention and practise. Like 
gymnastics or tensor calculus - some people might never get it. Weird thing is 
unlike gymnastics and calculus they can simply assert that there's no evidence 
that it even exists at all. In one sense they'd be right...except that I *know* 
they're not. But then this is true of all qualia, hey?

I don't deny it. I've seen some weird stuff too. I once had a
hallucination without drugs. I wrote a poem, and after writing it I
was very calm, and tired. It was dark and I closed my eyes to rest
them for a moment before I started watching a tv show. I saw a white
frame taking up about half my field of view and there were block
letters coming through the frame very fast. Seconds later my tv made
noise and I opened my eyes. I turned off the tv and closed my eyes to
try to get the image back but it was gone forever.

It wasn’t until many years later that I encountered neuroplasticity and 
recognized that the mechanisms of neuroplasticity were an organizing 
framework for understanding how emotional styles could be transformed.  
While they were quite stable over time in most adults, they could still be 
changed through systematic practice of specific mental exercises.  In a very 
real and concrete sense, we could change our brains by transforming our 
minds.  And there was no realm more important for that to occur than 
emotion.  For it is so that our emotional styles play an incredibly important 
role in determining who will be vulnerable to psychopathology and who will 
not be.  Emotional styles are also critical in our physical health.  Mental and 
physical well-being are inextricably linked.

Neuroplasticity is a fancy word for the ability for people to change



their minds, i.e. change their knowledge. In this case the author is
speaking of changing one's emotional make-up, i.e.
psycho-epistemological knowledge.

I don't agree with this either. Norman Doidge's book "the brain that changes 
itself" was fascinating for the fact that it explained how theories that certain 
kinds of brain damage thought to be permanent could be undone by effort in 
ways that are rather surprising. So for example a person who has a damaged 
visual cortex and is blind as a result can have electrodes from the optic nerve 
directed to some other part of the brain which then learns to interpret them 
correctly. This research is in its infancy. This is the kind of neuroplasticity that 
has nothing to do with changing your mind. Its about changing a brain. 
Sometimes that changes the mind.

You've just described the UKC-ness of the mind.

But that description you give is changing the mind, not brain. The
neurons didn't change. They were only activated artificially so that
new neural connections were made. New neural connections is not a
function of the brain, but rather the mind. That might seem wrong at
first glance, but this is the stuff that lies in the middle of the
jump between universality levels between the brain and the mind.

Consider a hard drive and some software on it. Say the hard drive gets
damaged, i.e. it now has a bad sector and lets say that a portion of
the software was installed on that bad sector. So the software is not
functional and the hard drive doesn't boot at all. One way to solve
this problem is to *tell* the hard drive that that sector is bad so
that it never uses it again. And then to reinstall the software. In
this example, the hardware got damaged and the software went around
the damage problem which is analogous to your brain/mind example. And
the point is that the solution was not to change the hardware, which
is what you suggested.

The fact that they are grounded in neural systems provides important clues 
as to how each style affects our emotional behavior and how the styles can 
also impact downstream bodily systems important for physical health.

Grounded in neural systems? That sounds like he's saying the neural



systems are unchangeable, which is false. He's confusing the brain
[which is hardware] with the mind [which is software]. The mind is
changeable because its a matter of changing one's knowledge, i.e.
learning.

Do you really think a neuroscientist would make this mistake or have you 
misunderstood him?

I wasn't sure which is why I said *sounds like*.

What I gather from people who talk that way - like Sam Harris - is not that they 
confuse brains and minds or hardware and software - but rather that they insist 
that states of mind depend lawfully on states of the brain. I actually think many 
of them believe that it's those who insist on the mind as software as being 
confused. As Jaron Lanier has pointed out - there is as yet no reason to suspect 
that this analogy is anymore apt than the steam engine one or whatever for 
what a person is. If a person is truly software then one day we will program one. 
If. I don't think our best theory is that a person is software running on the 
hardware of the brain. I just don't think that's a scientific theory yet. It's a 
conjecture - sure. But so is the conjecture that minds are immaterial souls.

This came up in an earlier discussion between us. And I said that the
hardware/software model hasn't been refuted while the soul model has.
And you didn't criticize that. So what is your criticism of my
statement? Which part do you disagree with? That the hardware/software
model hasn't been refuted or that the soul model has been refuted?

What is the evidence for either other than an argument by analogy? Where's the 
code written for a mind? What language is it in?

We don't need *evidence* to refute ideas. We need only unrefuted
criticisms of those ideas.

We don't yet understand the code. But the fact that we don't
understand the code is not a good criticism.

Demonstrate to me that consciousness can be captured by a universal Turing 



Machine. When this happens we can admit persons are software.

I'm not familiar with universal Turing Machines. So I looked it up. I
don't understand why you brought it up. Why must software exist only
on universal Turing Machines?

The mind is the full set of neural connections. Ideas are neural
connections with multiple forks.

Many aspects of emotional style are not conscious.  They constitute 
emotional habits that largely proceed in the absence of awareness.  For 
example, most of us are rarely aware of how long negative emotion persists 
following a stressful event.

I'm aware. I switch very fast. I noticed this over a decade ago. I
think its a matter of how fast I solve problems. I'm speaking
specifically of problems like 'Why do I feel bad about said event?'
The answer comes very quick.

Good for you. Can you admit that there might be different clock speeds 
involved?

There absolutely are. But that is not the most important factor. Good
problem solving skills is more important.

Should you congratulate yourself for apparently having a fast clock speed?

No. Congratulations are pointless in general. We should erase it from
our culture. It seems to fit well with the self-esteem movement, which
is bullshit. Congratulations are sought after by people who are
other-people-oriented. And when they get the congrats, they feel good,
and when they don't get it they feel bad. Instead, people shouldn't
feel one way or the other if they get congratulations.

Are others to blame for being slower? Having less RAM?



No. But blame is meaningless without problems. Why do you think slower
necessitates having problems?

Being brought up with bad programming (I'm taking your analogy to its 
conclusion). Does a person only ever program themselves or when they are 
children do their parents also?

Parents are responsible for raising their children to become independent adults.

As children are they responsible...or not?

Its not 0 or 1. Independence is gradually learned. So responsibility
is gradually given to the child.

So you are able to notice when you are sad and switch. Who taught you? We're 
you lucky to meet them? Did you discover it yourself?

Myself.

Was it a chance discovery?

Sure. But everybody has plenty of opportunities take note of their emotions.

Either way - how lucky for you. It's all luck, isn't it?

Why is that luck? Are you suggesting that I had no choices in the matter? Why?

I remember getting angry about stuff. I didn't blame others for my
emotional reaction. I knew the responsibility was on me. So I began to
fix it by introspection. Some people think that others are to blame
for their emotional reactions. Had I believed this bad idea, I would
not have begun a life-long quest of introspection to regulate my
emotions.



So lets consider your logic; that no one is responsible for anything.
If I believed that, I would not have blamed myself for my angry
emotions. I would have blamed the superficial things in front of my
eyes, which were peoples' actions towards me. And I wouldn't have
learned to regulate my emotions. Your logic would lead me to not
improving myself.

These strategies are derived from ancient meditation practices and modern 
scientific approaches.

Meditation is just thinking, i.e. philosophy. Why would we need science?

Meditation might be thinking. But it is often actually the absence of thinking. 
Indeed this is the state that most meditators strive to achieve and then also 
learn that the striving to achieve it is the biggest mistake.

Meditators try to achieve states where thought is gone. Altogether. One is not 
unconscious but one is unthinking. One is aware but not caught up with what is 
a constant stream of ideas. The ideas can go. And after some practise one can 
actually notice the ideas arise in the mind. Unbidden and able to be observed - 
like objects in the external world. You simply notice the idea enter your 
consciousness and then pass. And then you "notice" that you are not thinking. 
Scare quotes intended as this state of noticing does not constitute thought.

It seems as though you are saying that the guessing mechanism is
functional while the criticism mechanism is turned off, or
sufficiently dampened. This happens during the sleep state.

So you are wrong. Meditation is not just thinking. Indeed often it's intended to be 
precisely the opposite. As a person - trying not to think - that's really hard. It's 
the opposite of what we naturally do. We are caught up in thoughts all day long - 
thinking, thinking, thinking. Our every waking moment seems to be caught in 
thought. Yet there is a way to break this spell. And so break the way you identify 
with your own thoughts. You are not your thoughts. You *have* thoughts.



You're describing a state whereby the subconscious is creating
thoughts, [guesses but no criticisms], while the conscious is not
doing anything.

None of this is to say thinking is unimportant. It's essential and the most 
important thing we do as a species of course. But as an individual it's worth 
looking at what a state of meditative, unthinking consciousness is like. It's 
interesting. It demonstrates a lot about what you are. And it brings you personal 
peace. Beyond this - like I've been saying - it presents so many problems about 
how to talk to someone else about "what it's like" to experience it. It's hard 
enough to talk about "what it's like" to experience things that everyone agrees 
they experience. As in - its easy to have a conversation about what the 
chocolate tastes like or what the roller coaster felt like because we can use 
vocabulary that we've developed to speak about these things. But that's 
because so many people have had the same experiences. But with meditation it 
seems the only people who spent a long time having these experiences have 
had them in a religious context or whatever and so the vocab gets loaded with 
weird jargon and mystical pseudo science. So it gets a bad name and people 
think it's all rubbish. But it's not *all* rubbish just because lots of people who 
speak about these things have strange ideas about what it all means. 
Personally i just think its real and interesting that we are consciousness and not 
thought. And the distinction between subject and object is itself an idea...which 
means that the software hardware analogy is either lacking or completely false...

I don't understand the link you're describing between the
subject-object idea and the hardware/software idea. What is this link?

In my experience, the topic of meditation still provokes skepticism among 
scientists and secularists. Can you describe what you mean by “meditation” 
and then tell us why you think this practice is relevant to our understanding of 
the human mind?

Huh? Meditation is just reflection. Which means creating ideas and
criticisms of one's experiences which thereby creates knowledge.

3 times now you've defined meditation and 3 times you have said different 
things. First it was introspection. Then it was thinking. Now it's reflection. Are 
they synonyms?



Introspection is a special case of reflection, which is a special case
of thinking.

Reflection is focused thinking about something. Introspection is
reflection on one's own thoughts and emotions.

If so why have you explained each one differently?

Its a habit that I have of creating different explanations having the
same meaning in order to help my reader understand me. So I'll ask
you: did it help?

Meditation can't be "just" reflection, can it - if it's also "just" thinking and "a fancy 
word for introspection". If you think these are the same things I accuse you of 
making fun of our language! The nuances here mean all the difference. I think 
this is why I disagree so much with you about what meditation is. It can be a 
state which explicitly is all about the absence of those things - not their 
presence. Meditation is generally a type of introspection. But not all 
introspection results in thinking. And not all thinking is reflection. And reflection 
might not involve introspection. I think you're confusing many things here...and I 
think your purpose here is to be dismissive.

No. I have no interest in dismissing stuff. My intention is to learn.

That's okay - you don't see value in mediation.

I can't value something I don't understand sufficiently.

Many people very interested in science and in thinking carefully and rationally 
are dismissive of meditation in this way. They don't get it. They rarely even 
bother. They need to try...or better yet take some LSD. People can try and try 
and try to meditate and nothing happens because it's difficult. Take 200 
micrograms of LSD though and you will undoubtably be flooded with new 
subjective content that will start you on the road towards appreciating what 
people are talking about when they speak about the mysteries of consciousness 



and subjectivity. They aren't the same experience. But they're the same class of 
experience. They're experiences that can be subjectively *surprising* which 
means they create a problem for you because there's a conflict between ideas 
you have. Namely ideas about what exists and what can be known and talked 
about objectively and what the hell just happened.

I did magic mushrooms twice, first time was 3 grams and second time
was 7 grams. When I researched it, it was said to have the same
effects of LSD. I hallucinated my ass off. It was very fun and yes all
very new. And yes its hard to explain it to people who haven't done
it. But the subjectivity stuff you're saying doesn't make sense to me.
Can you explain what you experienced in your trips?

One definition of the word “meditation’ in Sanskrit is “familiarization.”  And in a 
key sense the family of mental practices that constitute meditation can be 
thought of as strategies to familiarize a person with her own mind.  Meditation 
in this sense can help to cleanse the interior lenses of perception so that we 
can see our own minds with greater clarity.  Particularly for those who are 
students of the mind, this practice can be enormously informative in providing 
an inner or phenomenological view that is different from that provided by the 
objective methods of science.

This is key. It's because the mind is a subjective phenomena - ontologically 
speaking. It exists in reality - but we know it exists only because we are minds. 
No amount of objectively looking at a brain reveals a mind. So how can we 
study it objectively in the epistemic sense? Only by reporting to each other our 
states.

null>  In other senses, meditation refers to mental practices that can be used to 
cultivate attention and emotion regulation.  For example, some practices involve 
focusing attention on breathing and returning the attention to breathing each 
time a person notices that her mind has wandered.

I do that, but without meditation. I pay attention to my breathing
rate and heart rate and how tense my body is and the orientation of my
body and lots of other things. Basically I'm measuring myself the way
a car reports sensor measurements to the driver.



This is one kind of meditation. Focussing on something good. Often it's just 
purely a feeling. People focus on empathy or on compassion or love or kindness 
or loving kindness. Sometimes the objective is to focus on literally nothing. This 
is really hard.

null>  In this way, gradually over time, selective attention can be improved.  The 
term “mindfulness meditation” refers to a form of meditation during which 
practitioners are instructed to pay attention, on purpose and non-judgmentally.  
The process of learning to attend nonjudgmentally can gradually transform 
one’s emotional response to stimuli such that we can learn to simply observe 
our minds in response to stimuli that might provoke either negative or positive 
emotion without being swept up in these emotions.  This does not mean that our 
emotional intensity diminishes.  It simply means that our emotions do not 
perseverate.  If we encounter an unpleasant situation, we might experience a 
transient increase in negative emotions but they do not persist beyond the 
situation.

Thats what I do. And many other people who don't do meditation. Check
it out: http://fallibleideas.com/emotions

Scientific research has now established that certain forms of meditation have 
the types of effects described and underscore their relevance for 
understanding the human mind.  Such work establishes that the mind is more 
“plastic” than we had assumed in scientific research.  By plastic we mean that 
it is capable of transformation.  These findings invite the view that many 
qualities that we regarded as relatively fixed, such as one’s levels of 
happiness and well-being, are best regarded as the product of skills that can 
be enhanced through training.

Why does this entire article not mention the words *knowledge* and
*learn*? Its as though they are steering away from these words
purposefully.

Because he's right and knows what he's talking about when it comes to 
meditation and thought those words weren't necessary as they went without 
saying? Why do you avoid words like consciousness

http://fallibleideas.com/emotions


Being awake assumes consciousness.

and subjectivity

I don't know what you mean by subjectivity.

and mindfulness

Mindfulness is assumed within introspection.

and compassion

Compassion? How does that enter into this discussion?

and attention?

Attention is assumed in introspection.

It's as if you don't know they're even relevant to a discussion about meditation 
and well being...which is what the article is all about.

You're right about my not knowing how subjectivity is relevant to this
discussion.

Your objections rested upon a misunderstanding of the practice of meditation

Yes.

and a strange need to couch ontologically subjective states in ontologically 
objective terms...which is a category error. But we've been through this before, 
haven't we?



Yes and it ended with my giving you a bunch of criticisms and guesses
and questions in two posts and you replied to neither.

You denied that there was even a distinction worth noticing between the 
objective and subjective when it came to epistemology and ontology.

I don't remember denying anything. I remember being confused. And I
remember explaining what I did understand and explaining my
criticisms. And I remember asking questions about what I didn't
understand. Why didn't you reply?

Largely much of your misunderstandings with these things more generally rests 
on this mistake specifically.

Ok. So help me understand. Please reply to those past two posts.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Free will in MWI
Date: May 4, 2012 at 8:34 PM

I hope we're getting closer. This was a shocker for me, too. Brian
Greene talks about the multiverse in "The Hidden Reality" as removing
the dice rolls of CI. Yes, sort of, when seen from the grand
perspective of the whole multiverse. But from our perspective, trapped
in a single instance, the randomness is a fundamental feature. We
can't know where a cosmic ray will hit, because in traveling through
space it has spread out to be larger than the Earth. Only when
decoherence occurs can we see that it hit me, or the table near me, or
the ocean thousands of miles away, or that it missed the Earth
entirely. Our particular instance of the multiverse is irreducibly
random.

What do you think? Have I made things better, or worse?

Better. Thanks Steve. I've found your most recent two posts on this topic - 
including this one - some of the clearest explanations of the way that randomness 
and determinism are to be understood in light of quantum theory. Such things 
might have been said before but your way of explaining things was convincing to 
me.

But for everything I still don't see that it adds to the question of whether we have 
free will or not. After all from a god's eye view things are set in place and choices 
are just events in a causal chain no different to any others except that we are 
aware of them going on inside our head. But they are part of the chain of events - 
caused by other things of which we are *not conscious*. We did not choose the 
causes of our choices. That's clear in a deterministic multiverse. Whatever it is 
that makes us feel like we want (will) one thing over others after deliberation 
occurs outside our minds and we always act in accordance with our will unless 
someone coerces us.

At the level of the individual observer things can seemingly occur randomly. And 
from the perspective of that conscious observer - genuinely randomly as you say. 
It's a fundamental feature. This includes some of the choices I witness being 
made inside my head. Much of the time I might be able to tell a story about why I 
did what I did. I explain why my actions were rational...but no matter what story I 
tell I am saying my choice was determined by prior things over which I had no 



control. But other times I might have no reason. This is still because things are 
determined by prior causes but sometimes the outcome from my perspective 
genuinely is random. That also gives me no control.

With the asteroid heading towards Earth it's heading towards Earth from my 
perspective entirely randomly because the distribution of matter and energy 
throughout space and time in my universe is in that particular configuration that 
caused it to head my way. From the perspective of the multiverse I am just in one 
of those places where the asteroid as a matter of ontological certainty given our 
laws of physics must head towards Earth. On othe Earths other things happen 
and no asteroid is heading my way and so all my actions and apparent choices 
will be different because the circumstances there which I did not choose will be 
different too.

My choice about what to do next in my universe with the asteroid occurs just 
because there is an asteroid heading towards Earth. I had no choice over the 
asteroid heading my way and so I have no choice in the matter about what my 
will shall be about next. It will be about the asteroid. It may be to help in the effort 
to deflect it or it may be to ignore it but the asteroid will enter my consciousness 
and over that I have no control and I have no control about how I feel about it. I 
will simply feel some way and i will obey this feeling that i call my will over which I 
have no control. I may notice that I think long and hard and arrive at the 
conclusion that I should help. But I simply felt that I should think long and hard 
and I felt I should help. I witnessed all that. I had no control. Such feelings 
impinge on my senses just like the asteroid itself does. And again these feelings 
enter my head ultimately because of the random event of the asteroid in my 
universe heading my way. I did not choose to be in this universe. If I did not 
choose this universe, how can I choose the next? It chooses me.

So admitting that there is *both* determinism and randomness inherent in reality 
cannot solve the chimera of a 'problem' that is free will.

Brett.

Steve

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Merchants of Despair
Date: May 5, 2012 at 1:10 AM

http://curi.us/1559-merchants-of-despair

_Merchants of Despair: Radical Environmentalists, Criminal Pseudo-Scientists, 
and the Fatal Cult of Antihumanism_ is a book about antihumanism &mdash; 
philosophical ideas that are opposed to human life.

The most covered topic is eugenics and population control (still having a large 
impact today, and being funded by US tax dollars) and also how that relates to 
the Nazi Holocaust. It also covers attacks on life-giving technologies like nuclear 
power, DDT and genetically engineered crops. And it covers the attack on 
economic development and "fire" (combustion) from global warming rhetoric and 
the anti-human plans for dealing with global warming by destroying modern 
industrial progress.

The book is carefully researched but also strong and shocking. The brutality of 
some of these things, and callous destruction of human life, can be hard to take. 
But it's stuff everyone should be informed about. This is a must-read book.

It's a philosophical book. The overall theme is the ideas of antihumanism, which it 
traces back to Malthus and Darwin ("social darwinism" is a mistake and not 
implied by the theory of evolution, but it was Charles Darwin's open intention), 
and then to the Nazis and the modern population control and green movements.

Population control is the new name for eugenics. It claims that we have limited 
resources and too many people. Does that remind you of today's green 
sustainability agenda? It's evil but it's popular. Actually people use their minds to 
create resources, and there's plenty of raw material to turn into resources. We're 
better off with more people, not fewer; human life is a good thing. But because of 
this nonsense, US money (and other) is going to sterilize vast numbers of people, 
often without consent and in unsanitary ways. It's especially affecting poor people 
and frequently targetting ethnic minorities around the globe. The extreme brutality 
of China's one child policy is only a small fraction of it.

Don't understand what I'm talking about? Don't worry. Read the book and it will 
explain it all in gory detail. It's pretty short and easy to read. The stakes are huge. 
Anyone who cares about humanitarian issues must inform themselves about 
these problems.

http://curi.us/1559-merchants-of-despair


Read a sample about population control.

http://www.thenewatlantis.com/publications/the-population-control-holocaust

More information.

http://www.thenewatlantis.com/publications/merchants-of-despair

Buy the book.

http://www.amazon.com/Merchants-Despair-Environmentalists-Pseudo-
Scientists-ebook/dp/B007PTM3MW/?tag=curi04-20

-- Elliot Temple
http://curi.us/

http://www.thenewatlantis.com/publications/the-population-control-holocaust
http://www.thenewatlantis.com/publications/merchants-of-despair
http://www.amazon.com/Merchants-Despair-Environmentalists-Pseudo-Scientists-ebook/dp/B007PTM3MW/?tag=curi04-20
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Who Creates Value?
Date: May 5, 2012 at 1:23 AM

On May 3, 2012, at 8:41 AM, steve whitt wrote:

On Apr 26, 11:31 am, Elliot Temple <c...@curi.us> wrote:

Businessmen who make marketable products using scientific ideas. They 
bridge the gap between the scientist and the layman.

Yet businessmen are the very people most vilified as "robber barons", 
profiteers, exploiters, enemies of the public good and enemies of the masses 
of poor people. And the particular act of taking a scientific idea they did not 
invent, and making a profit off it, is deemed especially evil, perhaps similar to 
how middlemen in general are both extremely beneficial and despised.

Isn't that ridiculous?

-- Elliot Templehttp://beginningofinfinity.com/

Yes, you're right. This is a mistake I made many times before reading
BoI. I won't make it again, thanks to the ideas I learned from that
book.

As an example, the American Museum of Natural History has a current
traveling exhibit on water. The main thrust of the exhibit is that we
humans have made poor choices regarding water, leading to much misery
now and much more to come if we don't change our ways. It then goes on
to describe the plight of many third world people who have limited and
difficult access to safe drinking water. They seem to utterly miss the
irony that drinking water is not unsafe due our choices in the West.
Drinking water has always been unsafe, due to parasites, animal
droppings, and so on. It is only through the application of science
and technology that any water in the world is safe to drink. How much
more fitting it would be to celebrate the great scientific and
technological achievement of safe and plentiful water for at least
part of the world, and to challenge us to find ways of making this a
reality for the rest of humanity. Problems are inevitable, but
problems are soluble.

http://beginningofinfinity.com/


Why doesn't the third world have modern technology and development yet?

Partly because of the actions of the American Museum of Natural History:

http://www-
personal.umich.edu/~jaylemke/courses/SocCultSci/science_and_eugenics.htm

The Second International Congress of Eugenics was hosted by the American 
Museum of Natural History in New York in the fall of 1921.

http://www.evolutionnews.org/2005/12/rewriting_history_museum_fails001730.ht
ml

There is biting irony in the sanitized history of Social Darwinism presented by 
the new Darwin exhibit at the American Museum of Natural History (AMNH). As 
blogged previously, the Museum's exhibit completely suppresses Darwin's own 
views about social applications of his theory. But Darwin's views aren't the only 
things being suppressed at the exhibit. The AMNH also doesn't acknowledge its 
own shameful legacy as one of the chief scientific boosters for eugenics, 
including the hosting of an extensive pro-eugenics museum exhibit in the 1930s.

Eugenics ideas, by the way, are alive and well today under new names. You can 
learn more about these things in this must-read book:

http://curi.us/1559-merchants-of-despair

-- Elliot Temple
http://fallibleideas.com/

http://www-personal.umich.edu/~jaylemke/courses/SocCultSci/science_and_eugenics.htm
http://www.evolutionnews.org/2005/12/rewriting_history_museum_fails001730.html
http://curi.us/1559-merchants-of-despair
http://fallibleideas.com/


From: Manolis <manolis.a.c@gmail.com>
Subject: Re: [BoI] Re: Free will in MWI
Date: May 5, 2012 at 3:19 AM

On Fri, May 4, 2012 at 10:09 PM, steve whitt <smwhitt@gmail.com> wrote:

On May 4, 1:38 pm, Manolis <manolis....@gmail.com> wrote:

Here is my first gripe with your explanation. "Widely varying initial
inputs"? What makes them widely varied? (You do reply to that further

down,
but that "explanation" bugs me even more!). ;-)

Random input from the various instances of the multiverse? Am I missing
something here? I thought the multiverse does away with the randomness
inherent in the Copenhagen Interpretation and realigns QM with

Determinism.
Can you explain random to me? I mean, really, really random. As in
*ontological,
*not* epistemic *uncertainty. Is there such a thing in the universe as
truly random? If there is one thing it's the random decay of atoms, but
here we go back to what interpretation you give to QM. If you stick with
CI, then yes, it's somehow magically random. But MWI should be
deterministic, should it not?

This was the shift for me, as well. I'd thought of QM as adding a
little randomness here and there to a more-or-less deterministic
universe. But both DD books made me see that just the opposite is
true. I just finished reading "QED: the Strange Theory of Light and
Matter" by Feynman and he puts it beautifully. Photons of a particular
color (say, from a laser beam) are identical. Yet shine them at a half-
silvered mirror and half go through, half bounce off. How can two
identical photons display such disparate behaviors? Feynman says
physics has given up trying to explain it.

OK, so w2hat you're saying is that MWI-QM still retains a "first principle"



of randomness in nature, with the only distinction being that the photons
not collapsing in our universe, collapsing in some other? That's not the
way I had understood it. If that is the case, then MWI would just be
substituting the random nature of the subatomic world where part of the
particle-wave collapses and the rest remains in potentia, with an
explanation that says it all collapses in various universes with a specific
distribution. Which universe we end up in, still remains "random". "Random"
to me is akin to saying "a wizard did it" as DD has so eloquently said in
the past.

So, still, what is "random"? And what determines
the probability distribution of how the particle-wave will collapse?

Sorry for being so stubborn, but I still don't get this explanation.

The answer from Professor Deutsch is that from a multiverse
perspective the behavior of the photons is completely predictable. In
half the instances, the photon goes through. In the other half, it
bounces off.

OK, but this assumes a uniform distribution which I can understand and
almost semi-accept. Anything more than a uniform distribution though adds *at
least* a bit of information there as a more elaborate "instruction" in the
universe's code. If it isn't uniform, what force or process generates and
determines that instruction?

But in any one instance (and we observers are "stuck" in
just one instance) we have no way of predicting which we'll observe
for any one photon. In essence, we have no way of predicting which
instance we'll find ourselves in. This is not just a small effect
having to do with radioactive decay or laser pointers; it is in fact
intrinsic to the nature of the multiverse. In some parts of the
multiverse, an asteroid just smashed into the Earth. In other parts, a
cosmic ray just passed through my body, producing a defect that will



lead to cancer and my eventual death. In still others, a long chain of
unlikely coincidences led supermodel Kate Upton to call me up for a
date (these are likely a quite small fraction of the whole!).

I can understand *epistemic* uncertainty and randomness from our
perspective. So either you give me that, and *explain* the probability
distribution (if not uniform), or you still claim that even *that* is
"random", (*ontological* uncertainty), which begs for more explanation.

Your consciousness depends on the patterns of your neurons firing which
in

turn depend on physical laws. Your reaction, based on the neural pathways
you have already formed and the definitiveness of your sensory inputs *
cannot* produce different outcomes. We may not *know* beforehand how
exactly you will react to a given stimulus, but you *will* react in some
definitive way. And yes, I do believe that free will is an illusion, or
rather, is a much more developed case of "free will" than your plants
example. (Where their genetic code decides how they react to each
stressor/stimulus).

Yes, I agree with this completely. This was my struggle for a long
time. How do you get free will out of deterministic inputs (even those
we can't "know")? From a single universe perspective, I don't believe
you can. But it is the collection of "tools" (knowledge, experiences,
ideals) that I have built up over time that make me in a certain sense
resistant to the varying inputs of the multiverse. In the example I
gave earlier, my daughter may give me a hug or tell me she hates me.
Either way, my collection of tools enable me to not shoot her. This is
the essence of free will in the multiverse. I have knowledge. That
knowledge allows me to make decisions that mold and shape the world in
ways that knowledge-free entities never can. In a sense, it is "just"
a much more developed case of the genetic code. I don't have to
produce a million seeds, each with slight variations, to see which one
will survive. I can try out a million conjectures, criticize them in
my mind, and come to a course of action.



We agree here. We have the appearance of free-will,but only if things
happening in the universe have clockwork determinism from a "Laplacian
Demon's" point of view. If however there is an underlying force that makes
the inputs we receive *ontologically* or in this case, even
*epistemically* (just
from our universe's POV) random, than that same force should produce random
outputs as well. So we have an elaborate choice-making machinery on top of
a random-generator, which in this case makes free-will deeply problematic
for me.

Manolis

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Who Creates Value?
Date: May 5, 2012 at 5:46 PM

On 26 Apr 2012, at 16:31, Elliot Temple wrote:

Ayn Rand brought up the question: who provides the most social value or most 
value to society?

She doesn't accept the premise, but she still analyzed the question.

Prima facie, the answer is scientists. Scientists come up with amazingly 
valuable and beneficial inventions.

(I might argue for philosophers instead, and I think she might too, but never 
mind that.)

But there are all sorts of scientific ideas that don't get used by 99% of the 
population, at least for a long time. No one brings a product to market based on 
them. No one figures out how to apply them to the concerns of most people. As 
an example, she said the ancient greeks had invented the steam engine.

Looks true: http://en.wikipedia.org/wiki/Hero_of_Alexandria

But that steam engine didn't do people much good. Steamships and steam 
locomotives came 2000 years later.

So, who really provides the most social good, the most benefit to most people?

Businessmen who make marketable products using scientific ideas. They bridge 
the gap between the scientist and the layman.

Yet businessmen are the very people most vilified as "robber barons", profiteers, 
exploiters, enemies of the public good and enemies of the masses of poor 
people. And the particular act of taking a scientific idea they did not invent, and 
making a profit off it, is deemed especially evil, perhaps similar to how 
middlemen in general are both extremely beneficial and despised.

Isn't that ridiculous?

http://en.wikipedia.org/wiki/Hero_of_Alexandria


Another problem with people hating businessmen and lionising scientists is that 
the scientists typically can't do their work without stuff made by the businessmen. 
Scientists who advocate anti-capitalism are shooting themselves in the foot 
because they are sabotaging technological progress that would make scientific 
research easier.

Alan



From: Psevdo Nim <izo.psevdo@gmail.com>
Subject: [BoI] Brain in a vat
Date: May 5, 2012 at 6:54 PM

http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent versions
seem to have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff
based on justificationist misconceptions.

(Stuff like: Since "the brain in a vat" theory is consistent with
everything we had already observed and anything we might observe in the
future, how could we possibly know anything? etc.)

Does anyone know any interesting problems/ideas connected with this thought
experiment?

-- 

http://en.wikipedia.org/wiki/Brain_in_a_vat


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Brain in a vat
Date: May 5, 2012 at 7:22 PM

On May 5, 2012 5:58 PM, "Psevdo Nim" <izo.psevdo@gmail.com> wrote:

http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent versions seem to 
have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff based on 
justificationist misconceptions.

(Stuff like: Since "the brain in a vat" theory is consistent with everything we had 
already observed and anything we might observe in the future, how could we 
possibly know anything? etc.)

Does anyone know any interesting problems/ideas connected with this thought 
experiment?

The *brain in a vat* idea will be something we can do in the future. I
once guessed that the closest we could get to machine bodies is a
brain in a robot body. But I've since learned that people think we'll
be able to transfer our consciousness to machine brains. I'm
skeptical. But I think this idea arises from the idea that an AI on a
machine brain could contain the same knowledge as an HI [human brain].
So why couldn't they be transferred to each others hardware? But this
leads us to some other ideas, such as AIs would have the potential to
act like HIs in every way, like having emotions. Right? But if we deny
this, then an AI is not equivalent to an HI and therefore an HI can
not be transferred to a machine brain. What do you think?

Anyway the *brain in a vat* idea is the basis for some movies like The
Matrix trilogy. So that begs the question: are we living in vats right
now? How could we *test* it? In the Matrix movie a person could find
errors in the program. Why are there errors? I guess they were basing
that idea on the fact that computer programs can not perfectly mimic

http://en.wikipedia.org/wiki/Brain_in_a_vat


reality. There would always be errors because of a fundamental problem
in the field of Numerical Methods, which is that computers can not
deal with numbers like 1/3. Computers know this as .333333... which
contains some error and its that error that the people notice in the
Matrix.

So has anybody noticed any errors?

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Justificationist Misconceptions (was: Brain in a vat)
Date: May 5, 2012 at 7:28 PM

On May 5, 2012, at 3:54 PM, Psevdo Nim wrote:

http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent versions
seem to have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff
based on justificationist misconceptions.

FWIW,that stuff is "based on" other stuff is itself a justificationist style 
misconception.

Ideas are connected to each other but the relationship is always two-way and 
more of a meeting-of-equals than is often assumed. It differs from the simplistic 
idea that one is the foundation ("base") for the other.

In the justificationist view, we start with some justified ideas and then find their 
justified implications. Arguments/connections have to go from the justified 
foundations to the other stuff, not vice versa. They are single-directional. Because 
the point is to transfer the justification to more stuff.

In this context, a better thing to say instead of "based on" would be "using" or 
"integrating".

-- Elliot Temple
http://curi.us/

http://en.wikipedia.org/wiki/Brain_in_a_vat
http://curi.us/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Free will in MWI
Date: May 5, 2012 at 7:33 PM

On May 4, 8:34 pm, Brett Hall <brhal...@hotmail.com> wrote:

But for everything I still don't see that it adds to the question of whether we have 
free will or not. After all from a god's eye view things are set in place and 
choices are just events in a causal chain no different to any others except that 
we are aware of them going on inside our head. But they are part of the chain of 
events - caused by other things of which we are *not conscious*. We did not 
choose the causes of our choices. That's clear in a deterministic multiverse. 
Whatever it is that makes us feel like we want (will) one thing over others after 
deliberation occurs outside our minds and we always act in accordance with our 
will unless someone coerces us.

At the level of the individual observer things can seemingly occur randomly. And 
from the perspective of that conscious observer - genuinely randomly as you 
say. It's a fundamental feature. This includes some of the choices I witness 
being made inside my head. Much of the time I might be able to tell a story 
about why I did what I did. I explain why my actions were rational...but no matter 
what story I tell I am saying my choice was determined by prior things over 
which I had no control. But other times I might have no reason. This is still 
because things are determined by prior causes but sometimes the outcome 
from my perspective genuinely is random. That also gives me no control.

With the asteroid heading towards Earth it's heading towards Earth from my 
perspective entirely randomly because the distribution of matter and energy 
throughout space and time in my universe is in that particular configuration that 
caused it to head my way. From the perspective of the multiverse I am just in 
one of those places where the asteroid as a matter of ontological certainty given 
our laws of physics must head towards Earth. On othe Earths other things 
happen and no asteroid is heading my way and so all my actions and apparent 
choices will be different because the circumstances there which I did not choose 
will be different too.

My choice about what to do next in my universe with the asteroid occurs just 
because there is an asteroid heading towards Earth. I had no choice over the 
asteroid heading my way and so I have no choice in the matter about what my 
will shall be about next. It will be about the asteroid. It may be to help in the 



effort to deflect it or it may be to ignore it but the asteroid will enter my 
consciousness and over that I have no control and I have no control about how I 
feel about it. I will simply feel some way and i will obey this feeling that i call my 
will over which I have no control. I may notice that I think long and hard and 
arrive at the conclusion that I should help. But I simply felt that I should think 
long and hard and I felt I should help. I witnessed all that. I had no control. Such 
feelings impinge on my senses just like the asteroid itself does. And again these 
feelings enter my head ultimately because of the random event of the asteroid in 
my universe heading my way. I did not choose to be in this universe. If I did not 
choose this universe, how can I choose the next? It chooses me.

So admitting that there is *both* determinism and randomness inherent in reality 
cannot solve the chimera of a 'problem' that is free will.

Brett.

OK. Now we're getting away from me trying to faithfully report how I
interpret Professor Deutsch and into my own, surely flawed, analysis.
But I'll give it a shot.

You said, "We did not choose the causes of our choices."

I agree to a point. We are who we are because of our genetics and our
experiences. As experiences build, a feedback loop starts to work. But
you're right, it begins with determinism.

You said, "I had no choice over the asteroid heading my way and so I
have no choice in the matter about what my will shall be about next."

I agree with the first part of your statement, but disagree with the
second. You are the sum of your experiences (plus genetics). Your
experiences plus genetics have resulted in a complex mechanism called
consciousness. The amazing thing about consciousness is that it can
modify response to input. More on this below.

You said, " If I did not choose this universe, how can I choose the
next? It chooses me."

This I disagree with. While it is true that I can't decide whether I



find myself in the instance of the multiverse in which the photon goes
through the glass or is reflected from the glass, what I can do is
take action to change the circumstances. I can break the glass.

I just reread Professor Deutsch's section on free will in FoR. He
makes a point of discussing that in a deterministic world, not only
the past but the future is determined. In such a world, free will is
nonsense.

But we do not live in such a world.

In BoI, Deutsch makes one of his most profound statements: Life will
end on our planet, unless people decide otherwise.

This gets at the heart of the issue. The future is not determined. We
(you and I, sitting in front of computers) have the power to choose
our future. As I said above, I can break the glass. We can choose to
modify the universe. Given the right knowledge, we can even preserve
the Earth as an abode for life, or create a new habitat for Earthly
life far out in space. The future instance of the multiverse in which
we find ourselves in really is up to us, because our choices are and
can be such a powerful force for molding that instance.

I know you're still not satisfied. Everything you've said about the
determinism of the past moving into the future is, in my opinion,
correct. We start off as our genes, plus perhaps experiences from the
womb. Choices others make affect us. At some point, we make a first
choice - which itself was deterministic ("We do not choose the causes
of our choices.") This choice, as well as the actions of others, begin
to shape our experiences. Eventually we are a complex amalgam of genes
and experiences, yet still the way we react to any input (even if we
can't predict it) is pre-determined by the laws of physics. I think
that's exactly true, and so this sort of free will perhaps will never
satisfy you.

But consider this. In chapter 4 of BoI, Deutsch discusses the process
of creation (as in creating a good explanation) as being
unpredictable. Why? Because any account of that process of discovery
would itself be the discovery. When Einstein created general
relativity, he began with previous experience and inputs. If we had



known exactly all those previous experiences and all those inputs, as
well as the beginning geometry of Einstein's conscious mind, we could
have put it all into a universal simulator and come out with general
relativity. But such a simulator would itself be Einstein!

So what has the multiverse given us that classical physics never
could?

1) Unlike classical physics, in the multiverse our particular slice of
history is not determined, because (fundamentally, ontologically)
unpredictable events will connect us to one or another history,
outside of our choosing (the photon will be transmitted or reflected,
the asteroid will approach from Ursa Major or the Southern Cross).

2) Unlike classical physics, once we find ourselves in one instance,
we can choose how the future of that instance will play out (we can
choose to deflect the asteroid or die). Because the fundamentally,
ontologically unpredictable set of circumstances led to this
particular instance we happen to be in, our epistemically uncertain
thought processes have never been "tried out" on these inputs. Trying
them out would be that history. We can choose to deflect the asteroid,
and that will lead to one history. We can choose to ignore the
asteroid, and that will lead to another, quite different, history.

It's a little like "robot wars" with the added twist of a truly random
selector for determining which robots match up. What universe will we
end up in? No one can know. How will our "program" deal with the
curveballs we're sure to get? Because of the answer "no one can know"
to the first question (and the variety is infinite), the second
becomes "no one can know", as well. No, it isn't classical free will
(but that was always a chimera), but it is kind of exciting. Don't you
think?



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Free will in MWI
Date: May 5, 2012 at 10:23 PM

On May 5, 3:19 am, Manolis <manolis....@gmail.com> wrote:

OK, so w2hat you're saying is that MWI-QM still retains a "first principle"
of randomness in nature, with the only distinction being that the photons
not collapsing in our universe, collapsing in some other? That's not the
way I had understood it. If that is the case, then MWI would just be
substituting the random nature of the subatomic world where part of the
particle-wave collapses and the rest remains in potentia, with an
explanation that says it all collapses in various universes with a specific
distribution. Which universe we end up in, still remains "random". "Random"
to me is akin to saying "a wizard did it" as DD has so eloquently said in
the past.

So, still, what is "random"? And what determines
the probability distribution of how the particle-wave will collapse?

Sorry for being so stubborn, but I still don't get this explanation.

I don't think anyone does yet. Keep in mind that "we" end up in all
the universes. So if you observe a photon bouncing off and ask why,
there could be another instance of you observing the photon passing
through and asking why, as well. Instances of us observe all the
possibilities, but due to decoherence very quickly lose contact with
one another. So asking why you end up in one universe and not the
other is sort of like asking why you are not your twin.

The answer from Professor Deutsch is that from a multiverse
perspective the behavior of the photons is completely predictable. In
half the instances, the photon goes through. In the other half, it
bounces off.

OK, but this assumes a uniform distribution which I can understand and
almost semi-accept. Anything more than a uniform distribution though adds *at
least* a bit of information there as a more elaborate "instruction" in the



universe's code. If it isn't uniform, what force or process generates and
determines that instruction?

I don't know the answer to this, either. It's called the "measure"
problem. Both Brian Greene ("The Hidden Reality") and Colin Bruce
("Schroedinger's Rabbits) discuss it extensively, but I don't have a
good understanding of why distributions are what they are.

I'm not sure why a 50/50 split is ok with you, but nothing else is.
The key thing to remember is that a "split" is not into just two
worlds, but into an uncountably infinite number of worlds. This is
necessary so that splits such as 74.675 and 25.325 (I think I did that
math right) make sense.

I can understand *epistemic* uncertainty and randomness from our
perspective. So either you give me that, and *explain* the probability
distribution (if not uniform), or you still claim that even *that* is
"random", (*ontological* uncertainty), which begs for more explanation.

I think it's a matter of seeing that small effects can in fact have
very large consequences. The cosmic ray-cancer example is the easiest
for me to wrap my head around. A cosmic ray particle (an electron,
say) is a fundamentally multiversal object. It spreads out like an
inkblot until it becomes entangled with other entities in a particular
history. Randomly (and this really is "ontological" randomness) it
either hits a cell in my body, entangling with this particular
instance of me, or it doesn't. I can't explain why I happen to be in
the history where the electron hit me. In most histories, it missed
not just me but the entire Earth. Many other instances of me see
something very different happen (or not happen) and also can't explain
why. But that small and truly random event has macroscopic
consequences. Some percentage of instances of me that were hit by the
particle develop cancer and die. Why did I get cancer? Due to a truly
(ontological) random event.

We have the appearance of free-will,but only if things
happening in the universe have clockwork determinism from a "Laplacian
Demon's" point of view. If however there is an underlying force that makes
the inputs we recally* (just



from our universe's POV) random, than that same force should produce random
outputs as well.eive *ontologically* or in this case, even
*epistemic So we have an elaborate choice-making machinery on top of
a random-generator, which in this case makes free-will deeply problematic
for me.

Manolis

Life, and consciousness, are different because they can take random
inputs and turn them into more regular outputs. If I get cancer, I can
try to get better. Knowledge-free entities can't do that. That's what
makes us different.

Steve



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Free will in MWI
Date: May 5, 2012 at 11:19 PM

On 5/2/2012 5:37 PM, Elliot Temple wrote:
What good is "murder is wrong" without people who can choose to use it?

Yeah. Something that has always puzzled me about the free will (meaning "can 
make choices") discussion is this: If you conclude that you don't have free will, 
what do you do next?

You can't choose to do anything differently, because you can't choose, because 
you don't have free will. So what do people hope to gain by drawing the 
conclusion?

Some people use it in the form of "We don't have free will, therefore we should 
not be held accountable for our actions," but doesn't that imply that there exists 
someone with a choice about whether to hold us accountable, i.e. someone with 
free will? (Maybe this is a religious thing - God has free will but nobody else 
does).

- Richard

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Brain in a vat
Date: May 6, 2012 at 1:41 AM

On 06/05/2012, at 8:58 AM, "Psevdo Nim" <izo.psevdo@gmail.com> wrote:

http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent versions seem to 
have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff based on 
justificationist misconceptions.

(Stuff like: Since "the brain in a vat" theory is consistent with everything we had 
already observed and anything we might observe in the future, how could we 
possibly know anything? etc.)

Yeah, such arguments are like catchy songs when first heard. At first it's 
interesting and then it gets boringly irritating. The Fabric of Reality deals with 
these kind of arguments in detail and shows how they can be dismissed because 
they are *realism plus* some assumptions that can be dismissed as "needless 
metaphysical baggage".

Personally my favourite (but equally pointless) such idea is that all our knowledge 
is entirely consistent with the fact that the entire universe -including you and all 
your memories- never existed before the present moment. Instead everything 
was created right...now!

Brett

http://en.wikipedia.org/wiki/Brain_in_a_vat


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Brain in a vat
Date: May 6, 2012 at 2:05 AM

On 06.05.2012 00:54 Psevdo Nim said the following:
http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent versions
seem to have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff
based on justificationist misconceptions.

(Stuff like: Since "the brain in a vat" theory is consistent with
everything we had already observed and anything we might observe in the
future, how could we possibly know anything? etc.)

Does anyone know any interesting problems/ideas connected with this thought
experiment?

I like to this end:

David Chalmers, The Matrix as Metaphysics
http://consc.net/papers/matrix.pdf

“I will argue that the hypothesis that I am envatted is not a skeptical hypothesis, 
but a metaphysical hypothesis. That is, it is a hypothesis about the underlying 
nature of reality.”

“In particular, I think the Matrix Hypothesis is equivalent to a version of the 
following three-part Metaphysical Hypothesis. First, physical processes are 
fundamentally computational. Second, our cognitive systems are separate from 
physical processes, but interact with these processes. Third, physical reality was 
created by beings outside physical space-time.”

“Importantly, nothing about this Metaphysical Hypothesis is skeptical. The 
Metaphysical Hypothesis here tells us about the processes underlying our 

http://en.wikipedia.org/wiki/Brain_in_a_vat
http://consc.net/papers/matrix.pdf


ordinary reality, but it does not entail that this reality does not exist. We still have 
bodies, and there are still chairs and tables: it’s just that their fundamental nature 
is a bit different from what we may have thought. In this manner, the Metaphysical 
Hypothesis is analogous to a physical hypothesis, such as one involving quantum 
mechanics. Both the physical hypothesis and the Metaphysical Hypothesis tell us 
about the processes underlying chairs. They do not entail that there are no 
chairs. Rather, they tell us what chairs are really like.”

Evgenii
-- 
http://blog.rudnyi.ru

http://blog.rudnyi.ru/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Brain in a vat
Date: May 6, 2012 at 4:21 AM

On 5 May 2012, at 11:54pm, Psevdo Nim wrote:

http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent versions seem to 
have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff based on 
justificationist misconceptions.

(Stuff like: Since "the brain in a vat" theory is consistent with everything we had 
already observed and anything we might observe in the future, how could we 
possibly know anything? etc.)

Does anyone know any interesting problems/ideas connected with this thought 
experiment?

Here's a simple but important argument using it:

The brain in a vat, temporarily disconnected from its input and output channels, is 
conscious, creative, has qualia -- and all those attributes that a full Artificial 
Intelligence would have. More precisely, the program running in it has those 
attributes. Therefore the relevant attributes of a computer program do not consist 
only of the relationships between its inputs and outputs.

-- David Deutsch

http://en.wikipedia.org/wiki/Brain_in_a_vat


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Brain in a vat
Date: May 6, 2012 at 4:27 AM

On May 6, 2012, at 1:21 AM, David Deutsch wrote:

On 5 May 2012, at 11:54pm, Psevdo Nim wrote:

http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent versions seem 
to have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff based 
on justificationist misconceptions.

(Stuff like: Since "the brain in a vat" theory is consistent with everything we had 
already observed and anything we might observe in the future, how could we 
possibly know anything? etc.)

Does anyone know any interesting problems/ideas connected with this thought 
experiment?

Here's a simple but important argument using it:

The brain in a vat, temporarily disconnected from its input and output channels, 
is conscious, creative, has qualia -- and all those attributes that a full Artificial 
Intelligence would have. More precisely, the program running in it has those 
attributes. Therefore the relevant attributes of a computer program do not 
consist only of the relationships between its inputs and outputs.

Who ever said otherwise?

The attributes of a non-AI computer program are also not just a matter of the 
relationships between its inputs and outputs.

-- Elliot Temple
http://fallibleideas.com/

http://en.wikipedia.org/wiki/Brain_in_a_vat
http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Brain in a vat
Date: May 6, 2012 at 4:34 AM

On 6 May 2012, at 9:27am, Elliot Temple wrote:

On May 6, 2012, at 1:21 AM, David Deutsch wrote:

On 5 May 2012, at 11:54pm, Psevdo Nim wrote:

http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent versions seem 
to have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff based 
on justificationist misconceptions.

(Stuff like: Since "the brain in a vat" theory is consistent with everything we 
had already observed and anything we might observe in the future, how 
could we possibly know anything? etc.)

Does anyone know any interesting problems/ideas connected with this 
thought experiment?

Here's a simple but important argument using it:

The brain in a vat, temporarily disconnected from its input and output 
channels, is conscious, creative, has qualia -- and all those attributes that a full 
Artificial Intelligence would have. More precisely, the program running in it has 
those attributes. Therefore the relevant attributes of a computer program do 
not consist only of the relationships between its inputs and outputs.

Who ever said otherwise?

http://plato.stanford.edu/entries/behaviorism/#1

The attributes of a non-AI computer program are also not just a matter of the 
relationships between its inputs and outputs.

http://en.wikipedia.org/wiki/Brain_in_a_vat
http://plato.stanford.edu/entries/behaviorism/#1


Yes, but:

http://en.wikipedia.org/wiki/Denotational_semantics

-- David Deutsch

http://en.wikipedia.org/wiki/Denotational_semantics


From: Elliot Temple <curi@curi.us>
Cc: FoR <Fabric-of-Reality@yahoogroups.com>, TCS <taking-children-
seriously@googlegroups.com>, Autonomy-Respecting-
Relationships@yahoogroups.com, rational-politics-list@googlegroups.com
Subject: Robert Zubrin's Bad Scholarship
Date: May 7, 2012 at 12:48 AM

_Merchants of Despair_ is badly researched. Do not trust it on any specific 
details.

http://curi.us/1561-bad-scholarship-merchants-of-despair-by-robert-zubrin

You may still want to read it. It's relatively easy and short reading while covering a 
lot of important topics. The topics are things you absolutely ought to know about. 
If you don't know about them, read Merchants and then read other books for 
more details and research. Inform and educate yourself.

For comparison, another book covering "population control" is _Fatal 
Misconceptions_ by Matthew Connelly. I haven't read much of it yet but it looks 
better researched. On the other hand, it also looks drier and longer, while 
covering less stuff than Merchants of Despair does and integrating less 
philosophy. It looks better researched but less exciting and narrower. So take 
your pick... I don't know any ideal book to recommend, and I do think topics like 
population control *and all the others in Merchants of Despair* are very 
worthwhile.

It's not the only book I've found is badly researched. Sadly, I fear such problems 
are common (which doesn't make them OK). Here's another I just found today:

http://curi.us/1560-bad-scholarship-the-coming-population-crash-and

And an older one:

http://www.curi.us/1358-thomas-sowells-poor-scholarship

-- Elliot Temple
http://beginningofinfinity.com/

http://curi.us/1561-bad-scholarship-merchants-of-despair-by-robert-zubrin
http://curi.us/1560-bad-scholarship-the-coming-population-crash-and
http://www.curi.us/1358-thomas-sowells-poor-scholarship
http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Welfare (was: Robert Zubrin's Bad Scholarship) BoI Infinity 
<beginning-of-infinity@googlegroups.com>
Date: May 7, 2012 at 6:39 PM

On Mon, May 7, 2012 at 5:06 PM, Elliot Temple <curi@curi.us> wrote:
On May 7, 2012, at 2:22 PM, hibbsa wrote:

--- In Fabric-of-Reality@yahoogroups.com,
Elliot Temple <curi@...> wrote:

_Merchants of Despair_ is badly researched. Do not
trust it on any specific details.

http://curi.us/1561-bad-scholarship-merchants-of-despair-by-robert->zubrin

- His idea about 'moral restraint' (e.e. don't have families if you can't pay for 
them etc). what do you think of this? It looks pretty reasonable to me. It looks 
like the sort of thing the extended popper philosophy would come up with.

yeah from what I've read so far, that part basically looks reasonable. and he 
relates it to his criticism of the poor laws subsidizing marriage/kids, and that 
connection makes sense too.

Why do we subsidize marriage/kids? Why do we have a system that allows
people intentionally have kids and not work? I'll cause these people
the welfare-abusers. The rest of us pay for them to live this way. The
rest of us don't want to have 5 kids because we know the investment
required [financial and otherwise]. The welfare-abusers want to have
more kids because then they get more money.

So the welfare-abusers are dependent on the welfare system. They
aren't learning responsibility and they aren't learning
wealth-generating skills. And their kids tend to learn the same
lifestyle.

Now consider the population growth rates of each group. Now move
forward a decade and compare the populations. Move forward another
decade and again compare. This is going to collapse. How long before
the rest of us can't afford to support the welfare-abusers?

http://curi.us/1561-bad-scholarship-merchants-of-despair-by-robert


What do you think?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Welfare (was: Robert Zubrin's Bad Scholarship)
Date: May 7, 2012 at 8:27 PM

On May 7, 2012, at 3:39 PM, Rami Rustom wrote:

On Mon, May 7, 2012 at 5:06 PM, Elliot Temple <curi@curi.us> wrote:
On May 7, 2012, at 2:22 PM, hibbsa wrote:

--- In Fabric-of-Reality@yahoogroups.com,
Elliot Temple <curi@...> wrote:

_Merchants of Despair_ is badly researched. Do not
trust it on any specific details.

http://curi.us/1561-bad-scholarship-merchants-of-despair-by-robert->zubrin

- His idea about 'moral restraint' (e.e. don't have families if you can't pay for 
them etc). what do you think of this? It looks pretty reasonable to me. It looks 
like the sort of thing the extended popper philosophy would come up with.

yeah from what I've read so far, that part basically looks reasonable. and he 
relates it to his criticism of the poor laws subsidizing marriage/kids, and that 
connection makes sense too.

Why do we subsidize marriage/kids? Why do we have a system that allows
people intentionally have kids and not work? I'll cause these people
the welfare-abusers. The rest of us pay for them to live this way. The
rest of us don't want to have 5 kids because we know the investment
required [financial and otherwise]. The welfare-abusers want to have
more kids because then they get more money.

So the welfare-abusers are dependent on the welfare system. They
aren't learning responsibility and they aren't learning
wealth-generating skills. And their kids tend to learn the same
lifestyle.

Now consider the population growth rates of each group. Now move
forward a decade and compare the populations. Move forward another
decade and again compare. This is going to collapse. How long before

http://curi.us/1561-bad-scholarship-merchants-of-despair-by-robert


the rest of us can't afford to support the welfare-abusers?

What do you think?

i think social security and other stuff will get reformed before the national debt hits 
100 trillion. partly at least.

details unknown :/

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Welfare (was: Robert Zubrin's Bad Scholarship)
Date: May 8, 2012 at 11:15 AM

On May 7, 2012 7:27 PM, "Elliot Temple" <curi@curi.us> wrote:
On May 7, 2012, at 3:39 PM, Rami Rustom wrote:

On Mon, May 7, 2012 at 5:06 PM, Elliot Temple <curi@curi.us> wrote:
On May 7, 2012, at 2:22 PM, hibbsa wrote:

--- In Fabric-of-Reality@yahoogroups.com,
Elliot Temple <curi@...> wrote:

_Merchants of Despair_ is badly researched. Do not
trust it on any specific details.

http://curi.us/1561-bad-scholarship-merchants-of-despair-by-robert->zubrin

- His idea about 'moral restraint' (e.e. don't have families if you can't pay for 
them etc). what do you think of this? It looks pretty reasonable to me. It 
looks like the sort of thing the extended popper philosophy would come up 
with.

yeah from what I've read so far, that part basically looks reasonable. and he 
relates it to his criticism of the poor laws subsidizing marriage/kids, and that 
connection makes sense too.

Why do we subsidize marriage/kids? Why do we have a system that allows
people intentionally have kids and not work? I'll cause these people
the welfare-abusers. The rest of us pay for them to live this way. The
rest of us don't want to have 5 kids because we know the investment
required [financial and otherwise]. The welfare-abusers want to have
more kids because then they get more money.

So the welfare-abusers are dependent on the welfare system. They
aren't learning responsibility and they aren't learning
wealth-generating skills. And their kids tend to learn the same
lifestyle.

Now consider the population growth rates of each group. Now move
forward a decade and compare the populations. Move forward another

http://curi.us/1561-bad-scholarship-merchants-of-despair-by-robert


decade and again compare. This is going to collapse. How long before
the rest of us can't afford to support the welfare-abusers?

What do you think?

i think social security and other stuff will get reformed before the national debt 
hits 100 trillion. partly at least.

details unknown :/

Why did you choose 100 trillion? Is that a number that you think will
'scare' people enough to motivate them to make changes? If so, why not
20 trillion? Is it because of that 3rd digit?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Cc: FoR <Fabric-of-Reality@yahoogroups.com>
Subject: [BoI] More Bad Malthus Scholarship
Date: May 8, 2012 at 7:11 PM

http://curi.us/1562-bad-scholarship-population-control-by-steven-w

http://curi.us/1563-bad-scholarship-fatal-misconception-by-matthew

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://curi.us/1562-bad-scholarship-population-control-by-steven-w
http://curi.us/1563-bad-scholarship-fatal-misconception-by-matthew
http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] What is addiction?
Date: May 8, 2012 at 10:51 PM

There are two kinds of addiction people talk about: physiological and
psychological.

Physiological addiction exists. Like from heroin, nicotine, and caffeine.

But what about psychological addiction? Proponents say that there are
3 ways that people can be psychologically addicted.

(1) The person believes they are addicted, i.e. they are not
responsible, therefore they don't believe they can change without
outside help like addiction clinics or shrinks.

(2) The person believes they have an addictive personality, i.e. they
are not responsible, therefore they don't believe they can change
without outside help like addiction clinics or shrinks.

(3) The person denies the truth about why they are repeatedly doing a
bad behavior, i.e. rationalizing.

All of these are just different ways of lacking knowledge.

Better knowledge solves all these problems. So addiction is a name
given to a lack of a kind of psycho-epistemological knowledge.

What sucks is that the addiction label suggests that it is a thing;
something you catch and have to get rid of.

Whats worse is the addictive personality idea which suggests that the
person has a genetic or learned problem that can't be fixed [since
psychology/psychiatry says that personalities don't change].

And then there's the ridiculous idea that denial is part of a
multi-phase process that all people go through from "addicted" to
"healed".

-- Rami



-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Computer Science?
Date: May 8, 2012 at 10:55 PM

Why do we call it computer science? What is scientific about it? Nothing.

Its philosophical. It should be called Computer Philosophy.

CS has the science label in it because philosophy has a crappy
reputation while science has a good one.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: [curi] Zubrin replies regarding fact checking
Date: May 9, 2012 at 11:52 AM

http://curi.us/1564-zubrin-replies

-- Elliot Temple
http://curi.us/

http://curi.us/1564-zubrin-replies
http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Computer Science?
Date: May 9, 2012 at 2:35 PM

On 9 May 2012, at 03:55, Rami Rustom wrote:

Why do we call it computer science? What is scientific about it? Nothing.

CS makes predictions about bounds on the running time of programs. These 
bounds can be tested by running programs.

The Turing Principle

"It is possible to build a virtual-reality generator whose repertoire includes every 
physically possible environment." FoR p. 135

is part of CS and it is also experimentally testable. A physical theory may or may 
not conform to the Turing Principle. If theories that conform to the Turing principle 
are refuted and replaced with theories that don't conform to it, that's a problem for 
the principle - so the Turing principle, too, is experimentally testable.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Computer Science?
Date: May 9, 2012 at 4:51 PM

On May 8, 2012, at 7:55 PM, Rami Rustom wrote:

Why do we call it computer science? What is scientific about it? Nothing.

Its philosophical. It should be called Computer Philosophy.

CS has the science label in it because philosophy has a crappy
reputation while science has a good one.

The main thing people usually mean by CS is actually computer programming.

Who cares about names. It's not a big deal if it's not named perfectly.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Merchants of Despair
Date: May 9, 2012 at 9:41 PM

On May 5, 1:10 am, Elliot Temple <c...@curi.us> wrote:
http://curi.us/1559-merchants-of-despair

_Merchants of Despair: Radical Environmentalists, Criminal Pseudo-Scientists, 
and the Fatal Cult of Antihumanism_ is a book about antihumanism &mdash; 
philosophical ideas that are opposed to human life.

-- Elliot Templehttp://curi.us/

I purchased it based on Elliot's recommendation and read it. I'm
following along with the other threads about the poor scholarship in
the book, and I commend you, Elliot, for sticking to your principles.
I'm dumbfounded by the author's angry and illogical response to your
inquiry about misquotations.

The book gave me a lot to think about. I'm a liberal in transition.
David Deutsch, Steven Pinker, and now this book have all changed my
way of thinking more than I ever thought possible. Zubrin is right
about so many things, such as the importance of creativity and
innovation, and the opportunities nuclear power and genetic
engineering (among other technologies) give us to transform the world.

But I also feel that the book tries to score political points with
bombast in place of balanced discussion.

The use of the term "Darwinist" to describe Nazis is one of those.
It's a cheap political ploy. The link between Darwin's own professed
ideas and the eugenics movement is a very weak one.

The discussion of DDT was interesting, but ignored that scientific
evidence that many mosquito species have developed resistance to the
pesticide. The answer is not so simple as Zubrin suggests. DDT is not
a magic cure-all for the world's malaria problem, and pinning so many
malaria deaths on its restriction is incorrect and ignores the deeper
and more interesting story of our constant battle against the
creativity of natural selection. Problems are inevitable, but problems

http://curi.us/1559-merchants-of-despair
http://curi.us/


are soluble.

And it seems that Zubrin is a proponent of every new and innovative
technology except for one: birth control. No one could argue that
forced sterilizations and forced abortions are terrible evils. But
women deserve the right to choose whether or not to reproduce.
Zubrin's blanket condemnation (he especially seems to dislike condoms
and those who would distribute them) smacks of supernatural
moralizing.

On the other hand, I thought the discussions of nuclear power,
genetically modified foods, and global warming matched the thinking
I've learned from Professor Deutsch. Again, problems are inevitable,
but they are soluble. All evil results from a lack of knowledge. Good
explanations give people the power to transform the world.

The book was definitely worth reading, and as Elliot said it was a
quick read. I look forward to following the ongoing discussions of the
book's good and bad points.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Merchants of Despair
Date: May 9, 2012 at 11:41 PM

On May 9, 2012, at 6:41 PM, steve whitt wrote:

On May 5, 1:10 am, Elliot Temple <c...@curi.us> wrote:
http://curi.us/1559-merchants-of-despair

_Merchants of Despair: Radical Environmentalists, Criminal Pseudo-Scientists, 
and the Fatal Cult of Antihumanism_ is a book about antihumanism &mdash; 
philosophical ideas that are opposed to human life.

-- Elliot Templehttp://curi.us/

I purchased it based on Elliot's recommendation and read it. I'm
following along with the other threads about the poor scholarship in
the book, and I commend you, Elliot, for sticking to your principles.
I'm dumbfounded by the author's angry and illogical response to your
inquiry about misquotations.

The book gave me a lot to think about. I'm a liberal in transition.
David Deutsch, Steven Pinker, and now this book have all changed my
way of thinking more than I ever thought possible. Zubrin is right
about so many things, such as the importance of creativity and
innovation, and the opportunities nuclear power and genetic
engineering (among other technologies) give us to transform the world.

But I also feel that the book tries to score political points with
bombast in place of balanced discussion.

The use of the term "Darwinist" to describe Nazis is one of those.
It's a cheap political ploy. The link between Darwin's own professed
ideas and the eugenics movement is a very weak one.

The discussion of DDT was interesting, but ignored that scientific
evidence that many mosquito species have developed resistance to the
pesticide.

http://curi.us/1559-merchants-of-despair
http://curi.us/


Source?

The answer is not so simple as Zubrin suggests. DDT is not
a magic cure-all

http://industrialprogress.net/2012/01/26/the-story-of-ddt/

OK, question: if DDT isn't so amazing and safe (both), why have Greenpeace and 
others changed their tune about it?

for the world's malaria problem, and pinning so many
malaria deaths on its restriction is incorrect and ignores the deeper
and more interesting story of our constant battle against the
creativity of natural selection. Problems are inevitable, but problems
are soluble.

And it seems that Zubrin is a proponent of every new and innovative
technology except for one: birth control. No one could argue that
forced sterilizations and forced abortions are terrible evils. But
women deserve the right to choose whether or not to reproduce.
Zubrin's blanket condemnation (he especially seems to dislike condoms
and those who would distribute them) smacks of supernatural
moralizing.

I didn't get any anti-birth-control vibe from Zubrin. I think he is left wing and I'd be 
surprised if he wasn't pro-abortion/"choice" in the US debate (let alone pro-
condoms).

Regardless of Zubrin's opinions, when a woefully small medical budget is spent 
on IUDs instead of malaria treatment, something has gone wrong. When people 
have non-sterile IUDs implanted at gunpoint, something has gone wrong. When 
there are bounties paid for sterilizations, something is wrong. When someone 
makes correct criticisms about a genuine problem, I think you should be very 
cautious in inferring anything bad about him from that.

http://industrialprogress.net/2012/01/26/the-story-of-ddt/


I'd add that the US debate is not about "the right to choose". The belief that it is 
about the right to choose is a mistake. The religious right says abortion is 
basically murder. That is their position. Anyone replying about how women have 
the right to choose is missing the point.

You cannot legitimately choose murder.

The pro-abortion position needs to be: it's not murder. A fetus is not a person.

Pro-choice is completely the wrong emphasis.

If it was murder, a woman's right to choose would be irrelevant.

And if no one thought it was murder or anything similar, no one would oppose a 
woman's right to choose.

The other thing I have to say about abortion is that it's extremely wonderful. I'm 
sad that the left constantly betrays it. Basically no one is pro-abortion. But they 
should be! Abortions are absolutely awesome! (With full, informed consent, of 
course.)

"Safe, legal, and rare"?

Why rare?

If it's not murder, what's bad about it? What reasons are on the table for abortion 
being bad, other than the murder reason? What do they mean by 
implying/conceding there is something bad about abortion?

And the people who are personally against abortion, but want it to be legal... 
basically the same question to them too. Why are they against it? If it's murder it 
should be illegal. If it's not murder, why be against it personally?

On the other hand, I thought the discussions of nuclear power,
genetically modified foods, and global warming matched the thinking



I've learned from Professor Deutsch.

Yeah I saw similarities too. Broadly, both of them said "OK, so if we accept these 
warming claims, it doesn't actually imply we should do what people have been 
proposing we do about it."

Again, problems are inevitable,
but they are soluble. All evil results from a lack of knowledge. Good
explanations give people the power to transform the world.

The book was definitely worth reading, and as Elliot said it was a
quick read. I look forward to following the ongoing discussions of the
book's good and bad points.

I agree. I still think it's worth reading and I don't know something better to 
recommend instead.

One of the things I don't like is that it *pretends* to be well researched. It has 
quite extensive notes/citations. But they aren't trustworthy. If they aren't going to 
be trustworthy, why have them?

There's room in the world for books with imperfect research, but I wish they 
wouldn't fake/deny reality by pretending to be something they are not.

I see there's an incentive to lie here. Most people won't catch them, and most 
people will prefer books that claim to be well researched (that is a flaw in those 
people).

Also the notes do have some value -- Zubrin's notes are a better starting place 
than nothing, even if you have to look them all up to check them.

Still, I think it's so misleading to present something as a scholarly work that isn't 
on that level. If it just wouldn't try to mislead/trick/fool anyone, I'd mind less.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Merchants of Despair
Date: May 10, 2012 at 7:32 AM

On May 9, 11:41 pm, Elliot Temple <c...@curi.us> wrote:
On May 9, 2012, at 6:41 PM, steve whitt wrote:

The discussion of DDT was interesting, but ignored that scientific
evidence that many mosquito species have developed resistance to the
pesticide.

Source?
http://www.washingtonpost.com/wp-
dyn/content/article/2005/06/04/AR2005060400130_2.html

I didn't get any anti-birth-control vibe from Zubrin.

You may be right. Zubrin was quoting Steven Mosher's book when the
anti-condom comments came up. I understand (now) that overpopulation
is not the problem. But there is a world of difference between forced/
coerced birth control/sterilization/abortion and giving the world's
women the power to choose when and how to have babies. You know that
there are forces out there such as the Catholic church that would take
away that power given the chance. I would have liked to see Zubrin
state that he is in favor of empowering women to decide when to become
mothers.

On abortion, I agree with you.

"Safe, legal, and rare"?

Why rare?

If it's not murder, what's bad about it? What reasons are on the table for abortion 
being bad, other than the murder reason? What do they mean by 
implying/conceding there is something bad about abortion?

Unfortunately, no politician could get elected on your "abortion is

http://www.washingtonpost.com/wp-dyn/content/article/2005/06/04/AR2005060400130_2.html


awesome" stance. Either people who think that way don't run for
office, or else they hide their true feelings. Similar for the God
question. No atheist could get elected, so they either don't run or
they lie.

But I don't want to talk about politics. I'm much more interested in
the science of things like DDT than the politics of birth control and
abortion. Anyway, thanks for the book recommendation.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Some Rand Advocacy
Date: May 12, 2012 at 9:23 PM

On Apr 25, 2012 11:03 PM, "Elliot Temple" <curi@curi.us> wrote:

http://news.ycombinator.com/item?id=3891643

(xenophanes is me)

Excerpt:

Her answer wasn't the consequentialist one that Adam Smith and other 
market-economy defenders proposed: that self-interest produces the best 
overall outcome.

Correct.

One thing that might be helpful is to understand Rand's view on compromise. 
She said you can compromise on concretes when you agree on a principle, 
but you must never compromise your fundamental principles.

For example, if you agree on the principle of trade, you can compromise 
(haggle) on the exact price or contract terms, and you're still both following a 
good principle and can both benefit.

But you must never compromise between collectivism and individualism, 
capitalism and socialism, life and death, freedom and slavery, rationality and 
irrationality. Those sorts of compromises between opposite principles amount 
to sacrificing some good that one shouldn't give up, and allowing in some 
unacceptable evil. Nor should you compromise your values in order to get 
something that you don't value or value less. That isn't a reasonable 
compromise, it is surrendering your values and principles for the benefit of 
others.

Given this sort of view of compromise, it's no good to ever compromise your 
own life, no good to ever sacrifice yourself. Anything that asks you to do that is 
evil. If there is a rational trade to make, then make the exchange and benefit, 
but don't sacrifice yourself for unspecified or vague future benefits which no 
one is accountable for providing to you.

http://news.ycombinator.com/item?id=3891643


What do you think?

I think Rand's view of compromise is not compromise in the
finding-common-preferences view. Rand says its ok to compromise on
concretes but not on principles. So if two business men do a deal and
the last detail to be negotiated is the price, and the first guy asks
for a higher price while the second guy accepts it, the second guy is
compromising, at least in Rand's view. But in DD's view, the second
guy changed his preference. And since he did, there is no sacrifice,
and thus no compromise.

So I think that Rand's explanation was a bit contradictory. Her idea
of compromising on concretes was really just a change in preference in
concretes.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Memory
Date: May 12, 2012 at 9:31 PM

Lots of people in their middle age years say things like, "My memory
is getting worse... I'm getting worried... maybe I'll get Alzheimer."
This happened today with someone I know.

Women: I don't remember things like I used to. I'm getting worried.

Rami: Well we remember what we think is important.

Women: Ya... but there are things I used to remember that I don't remember now.

Rami: What you think is important has changed.

Women: Ya. [yadda yadda back then I didn't have kids, now I do. yadda yadda]

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Some Rand Advocacy
Date: May 12, 2012 at 9:41 PM

On May 12, 2012, at 6:23 PM, Rami Rustom wrote:

On Apr 25, 2012 11:03 PM, "Elliot Temple" <curi@curi.us> wrote:

http://news.ycombinator.com/item?id=3891643

(xenophanes is me)

Excerpt:

Her answer wasn't the consequentialist one that Adam Smith and other 
market-economy defenders proposed: that self-interest produces the best 
overall outcome.

Correct.

One thing that might be helpful is to understand Rand's view on compromise. 
She said you can compromise on concretes when you agree on a principle, 
but you must never compromise your fundamental principles.

For example, if you agree on the principle of trade, you can compromise 
(haggle) on the exact price or contract terms, and you're still both following a 
good principle and can both benefit.

But you must never compromise between collectivism and individualism, 
capitalism and socialism, life and death, freedom and slavery, rationality and 
irrationality. Those sorts of compromises between opposite principles amount 
to sacrificing some good that one shouldn't give up, and allowing in some 
unacceptable evil. Nor should you compromise your values in order to get 
something that you don't value or value less. That isn't a reasonable 
compromise, it is surrendering your values and principles for the benefit of 
others.

Given this sort of view of compromise, it's no good to ever compromise your 
own life, no good to ever sacrifice yourself. Anything that asks you to do that 
is evil. If there is a rational trade to make, then make the exchange and 

http://news.ycombinator.com/item?id=3891643


benefit, but don't sacrifice yourself for unspecified or vague future benefits 
which no one is accountable for providing to you.

What do you think?

I think Rand's view of compromise is not compromise in the
finding-common-preferences view. Rand says its ok to compromise on
concretes but not on principles. So if two business men do a deal and
the last detail to be negotiated is the price, and the first guy asks
for a higher price while the second guy accepts it, the second guy is
compromising, at least in Rand's view. But in DD's view, the second
guy changed his preference. And since he did, there is no sacrifice,
and thus no compromise.

So I think that Rand's explanation was a bit contradictory. Her idea
of compromising on concretes was really just a change in preference in
concretes.

Rand was clarifying that the word "compromise" is used to refer to two different 
things, one fine and one awful.

You say the guy changed his preference so there is no sacrifice. Rand, too, says 
that is not a sacrifice. TCS says we must carefully differentiate between sacrifice 
and non-sacrifice; Rand says the same.

I don't see any problem here.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Some Rand Advocacy
Date: May 12, 2012 at 9:51 PM

On Sat, May 12, 2012 at 8:41 PM, Elliot Temple <curi@curi.us> wrote:
On May 12, 2012, at 6:23 PM, Rami Rustom wrote:

On Apr 25, 2012 11:03 PM, "Elliot Temple" <curi@curi.us> wrote:

http://news.ycombinator.com/item?id=3891643

(xenophanes is me)

Excerpt:

Her answer wasn't the consequentialist one that Adam Smith and other 
market-economy defenders proposed: that self-interest produces the best 
overall outcome.

Correct.

One thing that might be helpful is to understand Rand's view on 
compromise. She said you can compromise on concretes when you agree 
on a principle, but you must never compromise your fundamental principles.

For example, if you agree on the principle of trade, you can compromise 
(haggle) on the exact price or contract terms, and you're still both following 
a good principle and can both benefit.

But you must never compromise between collectivism and individualism, 
capitalism and socialism, life and death, freedom and slavery, rationality and 
irrationality. Those sorts of compromises between opposite principles 
amount to sacrificing some good that one shouldn't give up, and allowing in 
some unacceptable evil. Nor should you compromise your values in order to 
get something that you don't value or value less. That isn't a reasonable 
compromise, it is surrendering your values and principles for the benefit of 
others.

Given this sort of view of compromise, it's no good to ever compromise your 
own life, no good to ever sacrifice yourself. Anything that asks you to do that 
is evil. If there is a rational trade to make, then make the exchange and 

http://news.ycombinator.com/item?id=3891643


benefit, but don't sacrifice yourself for unspecified or vague future benefits 
which no one is accountable for providing to you.

What do you think?

I think Rand's view of compromise is not compromise in the
finding-common-preferences view. Rand says its ok to compromise on
concretes but not on principles. So if two business men do a deal and
the last detail to be negotiated is the price, and the first guy asks
for a higher price while the second guy accepts it, the second guy is
compromising, at least in Rand's view. But in DD's view, the second
guy changed his preference. And since he did, there is no sacrifice,
and thus no compromise.

So I think that Rand's explanation was a bit contradictory. Her idea
of compromising on concretes was really just a change in preference in
concretes.

Rand was clarifying that the word "compromise" is used to refer to two different 
things, one fine and one awful.

You say the guy changed his preference so there is no sacrifice. Rand, too, says 
that is not a sacrifice. TCS says we must carefully differentiate between sacrifice 
and non-sacrifice; Rand says the same.

I don't see any problem here.

Then the contradiction is only on the surface, i.e. only in words, not
ideas. And since only ideas matter, and not words, then its wrong to
say there is a contradiction.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Psychological problems related to mistakes
Date: May 12, 2012 at 10:51 PM

When somebody makes a mistake and they feel bad, don't say: "Don't
beat your self up. Its not that bad. Stop thinking about it. Don't
worry about it. You're doing great. It'll get better. Now it feels
bad, but later you'll laugh at this." [Do you know any more of this
kind of sayings?]

Why don't these sayings work? Because they don't help the person
understand anything. Realize that the negative feeling is a symptom.
So what problem causes the symptom? Its the thought they are thinking.

So instead of those useless sayings, ask questions that cause the
person to answer by exposing those bad thoughts: "What thought did you
have that caused the negative feeling?" Then ask questions about that
thought. The resulting answers clearly show that the thought is wrong.
Then the person won't think those thoughts again.

For example, if the thought is: "Why did I make that mistake...what's
wrong with me?" Then ask: "That thought suggests that you think you
can't change. Do you think you can't change?"  He'll say, No. Then you
can give an explanation of how personalities, habits, and knowledge
are not fixed. Then say: "So the questions you should ask yourself
are: 'what is the problem and how can I solve it?' and 'what habit can
I change?' These questions actually have answers to them and so you
can begin working towards solving your problem. Your original question
can not be answered, so its a useless question to ask."

Another example is the thought: "I made a mistake. I worry that I'll
look bad." Then ask: "What does 'look bad' mean? Do you think people
expect you to be perfect? Do they think you should never make
mistakes? Why do you care what other people think? Why should you care
what it looks like?"

Another example is the thought: "I made a mistake. I worry that I'll
lose the employee's trust." Then ask: "Do you think your employee will
think you are an incapable manager because you made a mistake? Compare
yourself to other managers. Haven't you already developed trust by
being a good person, being a good manager, and applying good



philosophy? Do you think a mistake erases all that?

Another example is the thought: "I made a mistake. I hope you're not
upset."  Then ask: "Why would I be upset?" "Did the mistake cause us
to lose lots of money? Did somebody quit? Do they expect us to be
perfect? Do they think we should never make mistakes?"

Another example is the thought: "I made a mistake, and I thought
irrationally about it at first, and its because I'm fearful of
failure." Then ask: "That sounds like you're saying that your mistake
is big enough to cause our company to go under. The company will only
go under because of two reasons: 1) we stop improving or 2) an
exterior event that we don't have control over, like Verizon getting
rid of all its agents or Caterpillar moving their headquarters from
our town. Do you think that your mistake can cause our company could
go under?"

Another example is the thought: "I made a mistake, and I thought
irrationally about it at first, and its because I'm passionate about
things." Then ask: "That sounds like you're saying you expect to be
perfect. That you are trying to prevent all mistakes. Do you think
that is possible?"

Another example is the thought: "That sums up my anxiety issues I've
been having and its not just with you." Then say: "The *issue* is not
anxiety. Anxiety is a symptom. The *issue* is the problem causing the
symptom of anxiety. The problem is the thoughts you are thinking.
Instead of focusing on the symptom of anxiety, focus on the problem
which is your thoughts. So instead of asking, 'why am I having
anxiety?' ask 'what am I thinking that is causing the anxiety?'  Then
question those thoughts. Continue questioning until you've revealed
the thought that is causing the anxiety. You'll know that you've
revealed it once the anxiety stops."

Then say: "Remember that all psychological problems are resultant from
a lack of knowledge."

Help? Criticism?

-- Rami



-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 13, 2012 at 3:04 AM

On 13.05.2012 04:51 Rami Rustom said the following:

...

Then say: "Remember that all psychological problems are resultant from
a lack of knowledge."

Help? Criticism?

-- Rami

Could you please apply your idea in the case when one have lost some sport 
competition?

Evgenii

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 13, 2012 at 10:17 AM

On Sun, May 13, 2012 at 2:04 AM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 13.05.2012 04:51 Rami Rustom said the following:

...

Then say: "Remember that all psychological problems are resultant from
a lack of knowledge."

Help? Criticism?

-- Rami

Could you please apply your idea in the case when one have lost some sport
competition?

So you are the coach of an athlete. And your athlete has lost a
competition and going into that competition he believed he would win,
based on history and whatever. Are you talking about the negative
feeling he had at the point at which he lost? Or are you talking about
the long drought of poor performance that followed that first loss?

If immediately after the loss he got angry and pouted, say:

I'd like to help you deal with this loss. Its important to put things
like this in context because if you don't, then your emotions can
negatively affect your performance in future competitions. So, why are
you upset? [Because I lost and I was supposed to win.] What do you
mean by, 'supposed to win'?. [I'm better than that guy.] Sure on your
best day, you'd beat him, but everyday is not your best day, right?
[Ya.] So today you made a mistake. Maybe the mistake was due to not
sleeping well last night, or you didn't have time for breakfast, or
you're focused on your girlfriend cheating on you, or nothing at all
and you just made a mistake and the other guy took that opportunity to
win. [...] So going into this competition, did you think you'd never



make a mistake? [No.] Did you think that the other guy is the only one
that could make mistakes? [Of course not.] So with any competition,
you could lose, and it doesn't matter whether or not you are better
than the other guy... there's always the chance that you'll lose.
Right? [Sure.] So you saw this coming... so what are you upset about?
[Well I never thought about it that way.]  To never make mistakes, is
impossible... so trying to be perfect is pointless. What is important
is to always improve... by always applying error correction methods
[this needs lots more explanation]. Realize that you can not apply
error correction methods if you're upset about making a mistake. So by
getting upset about your mistakes, you are creating a barrier to
improvement.

If your athlete is in a slump, i.e. his performance has decreased
dramatically over a long period starting from a situation similar to
the above story, say:

What are you focusing on? [I don't want to make mistakes.] If you
focus on "not making mistakes", then you're not focusing on the right
activity that would produce good results. You're focusing on "not"
doing something, rather than on "doing" something. Often, when people
focus on "not" making mistakes, they also focus on what would happen
if they do make mistakes. They play in their mind all the things that
would happen if they do make a mistake. They worry about what their
coach, team members, friends and family will say. This will surely
produce more mistakes because they are not focused on the right
activity and instead they are focused on the repercussions of making a
mistake.

...

BTW, I'd like to make clear that my fist post might make it seem that
one discussion is enough to help someone solve their psychological
problem. But that has not been my experience. The person can often
hide some of their thoughts, which of course means that you can not
question those thoughts in order to help them understand what is wrong
with those thoughts. Or the person doesn't know the real ideas causing
his emotions, which means that his subconscious knows it, but his
conscious doesn't know it, i.e. he is not aware of those ideas. With
each discussion, you should be able to create new questions that



eventually reveal those hidden thoughts. In the case of one of my
employees, I've had an uncountable number of discussions with him
about this stuff and each time I create new revealing questions that
help him expose hidden thoughts.

-- Rami

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 15, 2012 at 1:17 PM

On 13.05.2012 16:17 Rami Rustom said the following:
On Sun, May 13, 2012 at 2:04 AM, Evgenii Rudnyi<usenet@rudnyi.ru>  wrote:

On 13.05.2012 04:51 Rami Rustom said the following:

...

Then say: "Remember that all psychological problems are resultant from
a lack of knowledge."

Help? Criticism?

-- Rami

Could you please apply your idea in the case when one have lost some sport
competition?

So you are the coach of an athlete. And your athlete has lost a
competition and going into that competition he believed he would win,
based on history and whatever. Are you talking about the negative
feeling he had at the point at which he lost? Or are you talking about
the long drought of poor performance that followed that first loss?

It is up to you. I just wanted to see how you will apply your conclusion

"Remember that all psychological problems are resultant from a lack of 
knowledge."

in the case when two persons compete with each other. It is still unclear to me as 
in your full answer in your message you seem not to rely on it any more.

Evgenii

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 15, 2012 at 2:16 PM

On Tue, May 15, 2012 at 12:17 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:

On 13.05.2012 16:17 Rami Rustom said the following:

On Sun, May 13, 2012 at 2:04 AM, Evgenii Rudnyi<usenet@rudnyi.ru>  wrote:

On 13.05.2012 04:51 Rami Rustom said the following:

...

 Then say: "Remember that all psychological problems are resultant from
a lack of knowledge."

Help? Criticism?

-- Rami

Could you please apply your idea in the case when one have lost some
sport
competition?

So you are the coach of an athlete. And your athlete has lost a
competition and going into that competition he believed he would win,
based on history and whatever. Are you talking about the negative
feeling he had at the point at which he lost? Or are you talking about
the long drought of poor performance that followed that first loss?

It is up to you. I just wanted to see how you will apply your conclusion

"Remember that all psychological problems are resultant from a lack of
knowledge."



in the case when two persons compete with each other. It is still unclear
to me as in your full answer in your message you seem not to rely on it any
more.

I don't know what you mean. What is the hypothetical situation you are
thinking of?

There are two athletes competing. Are you saying that one or both of them
are having psychological problems? And you want me to describe the possible
lack of knowledge that is causing the problem?

-- Rami

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 15, 2012 at 2:56 PM

On 15.05.2012 20:16 Rami Rustom said the following:
On Tue, May 15, 2012 at 12:17 PM, Evgenii Rudnyi<usenet@rudnyi.ru>  wrote:

...

It is up to you. I just wanted to see how you will apply your conclusion

"Remember that all psychological problems are resultant from a lack of
knowledge."

in the case when two persons compete with each other. It is still unclear
to me as in your full answer in your message you seem not to rely on it any
more.

I don't know what you mean. What is the hypothetical situation you are
thinking of?

There are two athletes competing. Are you saying that one or both of them
are having psychological problems? And you want me to describe the possible
lack of knowledge that is causing the problem?

-- Rami

I just was thinking how to apply your conclusion in the case of competition. Let us 
imagine that one athlete has lost and another has won. This is what happens in 
sport. An alternative would be when two person were fighting for some position 
(for example a professor). One has got the position and another has lost.

The question would be how to apply your conclusion about a lack of knowledge in 
this case. It seems to me that this will not work in such a situation.

Evgenii



-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 15, 2012 at 3:45 PM

On Tue, May 15, 2012 at 1:56 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 15.05.2012 20:16 Rami Rustom said the following:

On Tue, May 15, 2012 at 12:17 PM, Evgenii Rudnyi<usenet@rudnyi.ru>  
wrote:

...

It is up to you. I just wanted to see how you will apply your conclusion

"Remember that all psychological problems are resultant from a lack of
knowledge."

in the case when two persons compete with each other. It is still unclear
to me as in your full answer in your message you seem not to rely on it
any
more.

I don't know what you mean. What is the hypothetical situation you are
thinking of?

There are two athletes competing. Are you saying that one or both of them
are having psychological problems? And you want me to describe the
possible
lack of knowledge that is causing the problem?

-- Rami

I just was thinking how to apply your conclusion in the case of competition.
Let us imagine that one athlete has lost and another has won. This is what
happens in sport. An alternative would be when two person were fighting for



some position (for example a professor). One has got the position and
another has lost.

The question would be how to apply your conclusion about a lack of knowledge
in this case. It seems to me that this will not work in such a situation.

Why not?

Lets first define the psychological problem. Its a problem that the
person has that causes negative emotions and they haven't been able to
solve it over a long period of time.

You might be talking about a negative emotion that comes and goes
quickly. I'm not classifying those moments as psychological problems
because there is no *problem*.

So in your hypothetical situation, do you mean that the negative
feelings are persisting over a long period of time?

-- Rami



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 17, 2012 at 3:34 AM

On 15.05.2012 21:45 Rami Rustom said the following:
On Tue, May 15, 2012 at 1:56 PM, Evgenii Rudnyi<usenet@rudnyi.ru>  wrote:

...

I just was thinking how to apply your conclusion in the case of competition.
Let us imagine that one athlete has lost and another has won. This is what
happens in sport. An alternative would be when two person were fighting for
some position (for example a professor). One has got the position and
another has lost.

The question would be how to apply your conclusion about a lack of 
knowledge
in this case. It seems to me that this will not work in such a situation.

Why not?

Lets first define the psychological problem. Its a problem that the
person has that causes negative emotions and they haven't been able to
solve it over a long period of time.

You might be talking about a negative emotion that comes and goes
quickly. I'm not classifying those moments as psychological problems
because there is no *problem*.

So in your hypothetical situation, do you mean that the negative
feelings are persisting over a long period of time?

Let me try it this way. Say there is a person with a strong character who knows 
perfectly that

"Remember that all psychological problems are resultant from a lack of
knowledge."

He also knows the latest scientific discoveries and latest good explanations. Still, 
he has lost and now he introspects the event and thinks it over.



He checks all the steps that he has made before the event and during the event. 
Everything was according to good explanations. He has made everything 
correctly, exactly as he should have done it.

The only reason, according to his analysis, seems to be that his opponent was 
just better. The final conclusion is that presumably his opponent has a better 
mixture of genes and future fights are meaningless.

This is however a very depressive conclusion and finally the person commits 
suicide.

Evgenii

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 17, 2012 at 4:11 AM

On 17 May 2012, at 08:34, Evgenii Rudnyi wrote:

On 15.05.2012 21:45 Rami Rustom said the following:
On Tue, May 15, 2012 at 1:56 PM, Evgenii Rudnyi<usenet@rudnyi.ru>  wrote:

...

I just was thinking how to apply your conclusion in the case of competition.
Let us imagine that one athlete has lost and another has won. This is what
happens in sport. An alternative would be when two person were fighting for
some position (for example a professor). One has got the position and
another has lost.

The question would be how to apply your conclusion about a lack of 
knowledge
in this case. It seems to me that this will not work in such a situation.

Why not?

Lets first define the psychological problem. Its a problem that the
person has that causes negative emotions and they haven't been able to
solve it over a long period of time.

You might be talking about a negative emotion that comes and goes
quickly. I'm not classifying those moments as psychological problems
because there is no *problem*.

So in your hypothetical situation, do you mean that the negative
feelings are persisting over a long period of time?

Let me try it this way. Say there is a person with a strong character who knows 
perfectly that

"Remember that all psychological problems are resultant from a lack of
knowledge."



He also knows the latest scientific discoveries and latest good explanations. 
Still, he has lost and now he introspects the event and thinks it over.

He checks all the steps that he has made before the event and during the event. 
Everything was according to good explanations. He has made everything 
correctly, exactly as he should have done it.

The only reason, according to his analysis, seems to be that his opponent was 
just better. The final conclusion is that presumably his opponent has a better 
mixture of genes and future fights are meaningless.

You say that he analysed the sporting event, cycling say, and came up with a 
good explanation for what went wrong. You then say his opponent was "just 
better", which is a bad explanation because nobody is "just better" than anybody 
else at anything, rather one person is better than another in some specific respect 
that makes the difference between winning and losing. The difference might be 
that the winning cyclist is better at keeping his balance and can lean more into a 
turn and turn corners faster. This can't be genetic because there are no genes for 
bicycle riding, even if there are genes for having a more sensitive inner ear. The 
winner had to develop the knowledge to concentrate on some things at the 
expense of others. So the gene thing is also a bad explanation.

This is however a very depressive conclusion and finally the person commits 
suicide.

Let's say that the person concerned concludes that he doesn't want to be the 
world's best cyclist anymore despite having spent 20 years on trying to do it. He 
could learn how to do something else, or he could become a cycling coach or 
whatever. The only reason why he would commit suicide is that he has some 
knowledge that indicates that it is a good idea: this knowledge is, in most suicidal 
people, an anti-rational meme.

Alan



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 17, 2012 at 7:25 AM

On 17.05.2012 10:11 Alan Forrester said the following:
> On 17 May 2012, at 08:34, Evgenii Rudnyi wrote:

...

You say that he analysed the sporting event, cycling say, and came up
with a good explanation for what went wrong. You then say his
opponent was "just better", which is a bad explanation because nobody
is "just better" than anybody else at anything, rather one person is
better than another in some specific respect that makes the
difference between winning and losing. The difference might be that
the winning cyclist is better at keeping his balance and can lean
more into a turn and turn corners faster. This can't be genetic
because there are no genes for bicycle riding, even if there are
genes for having a more sensitive inner ear. The winner had to
develop the knowledge to concentrate on some things at the expense of
others. So the gene thing is also a bad explanation.

"A bad explanation" is just an expression that proves nothing. Whether ability for 
a good sport is determined by genes or not, I do not know. Yet, it seems to be 
plausible from what biologists say.

I would say that to take a positive position, one should believe that he/she 
possess free will that would allow him to achieve better results. Yet, modern 
natural sciences are skeptical in this respect.

This is however a very depressive conclusion and finally the person
commits suicide.

Let's say that the person concerned concludes that he doesn't want to
be the world's best cyclist anymore despite having spent 20 years on
trying to do it. He could learn how to do something else, or he could
become a cycling coach or whatever. The only reason why he would
commit suicide is that he has some knowledge that indicates that it
is a good idea: this knowledge is, in most suicidal people, an
anti-rational meme.



This is exactly what science says, that everything is determined by replication of 
genes and memes and free will of a person plays no role. Hence, suicide could 
be even a good solution to prevent that bad meme to be replicated.

Evgenii

P.S. What keeps the suicide meme to be replicated? Some bad genes?

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 17, 2012 at 12:49 PM

On Thu, May 17, 2012 at 6:25 AM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 17.05.2012 10:11 Alan Forrester said the following:

On 17 May 2012, at 08:34, Evgenii Rudnyi wrote:

...

You say that he analysed the sporting event, cycling say, and came up
with a good explanation for what went wrong. You then say his
opponent was "just better", which is a bad explanation because nobody
is "just better" than anybody else at anything, rather one person is
better than another in some specific respect that makes the
difference between winning and losing. The difference might be that
the winning cyclist is better at keeping his balance and can lean
more into a turn and turn corners faster. This can't be genetic
because there are no genes for bicycle riding, even if there are
genes for having a more sensitive inner ear. The winner had to
develop the knowledge to concentrate on some things at the expense of
others. So the gene thing is also a bad explanation.

"A bad explanation" is just an expression that proves nothing.

Alan used the expression 'bad explanation' in reference to your 'just
better' argument. I agree that its a 'bad explanation'. What does
'just better' mean? What does it explain exactly?

Whether
ability for a good sport is determined by genes or not, I do not know. Yet,
it seems to be plausible from what biologists say.

Ability for success in sports involves many things. Genes are
involved. And so are choices. And other stuff. What are you saying
that biologists say?



I would say that to take a positive position, one should believe that he/she
possess free will that would allow him to achieve better results. Yet,
modern natural sciences are skeptical in this respect.

Says who? Please post a link to a research paper with page numbers.

This is however a very depressive conclusion and finally the person
commits suicide.

Let's say that the person concerned concludes that he doesn't want to
be the world's best cyclist anymore despite having spent 20 years on
trying to do it. He could learn how to do something else, or he could
become a cycling coach or whatever. The only reason why he would
commit suicide is that he has some knowledge that indicates that it
is a good idea: this knowledge is, in most suicidal people, an
anti-rational meme.

This is exactly what science says, that everything is determined by
replication of genes and memes and free will of a person plays no role.
Hence, suicide could be even a good solution to prevent that bad meme to be
replicated.

How do you think genes and memes are passed? Realize that someone can
choose not to pass genes and memes.

In the case of genes, say you learned that your unborn child has a
terminal illness and could die at 20 years old. You could choose to
abort. That would prevent those bad genes from replicating. Or you
could choose to keep the child and he could have more kids and
possibly pass those genes to the gene pool as you did.

In the case of memes, people can choose to pay attention to their
problems. Say you get angry when stuff doesn't go exactly as you
planned it. You could choose to reflect on this. You could figure out
what is causing your anger; on your own or with the help of friends,
family, or counselors. Once you've figured it out, you no longer get



angry when stuff doesn't go exactly as you planned it. Or you could
choose to do nothing and continue getting angry in such situations.
Then you could choose to have children. Then you'll have passed on
that anti-rational meme to your child. So he'll get angry when stuff
doesn't go exactly as he planned. And he could choose to fix that or
he can pass the same bad meme to his child.

P.S. What keeps the suicide meme to be replicated? Some bad genes?

No. Genes can't *know* a complex idea like suicide. Or maybe you mean
that there are memes that cause people to be sad and that eventually
results in a suicide. Either way, its bad choices that cause memes to
replicate. Genes can't possibly understand complex things like memes.

-- Rami

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 17, 2012 at 3:07 PM

On 17 May 2012, at 12:25, Evgenii Rudnyi wrote:

On 17.05.2012 10:11 Alan Forrester said the following:
On 17 May 2012, at 08:34, Evgenii Rudnyi wrote:

...

You say that he analysed the sporting event, cycling say, and came up
with a good explanation for what went wrong. You then say his
opponent was "just better", which is a bad explanation because nobody
is "just better" than anybody else at anything, rather one person is
better than another in some specific respect that makes the
difference between winning and losing. The difference might be that
the winning cyclist is better at keeping his balance and can lean
more into a turn and turn corners faster. This can't be genetic
because there are no genes for bicycle riding, even if there are
genes for having a more sensitive inner ear. The winner had to
develop the knowledge to concentrate on some things at the expense of
others. So the gene thing is also a bad explanation.

"A bad explanation" is just an expression that proves nothing.

No argument proves anything. You have bad epistemological ideas. I would 
advise you to read BoI and "Realism and the Aim of Science" by Karl Popper.

Explaining that an idea is a bad explanation is a substantive criticism of that idea.

Whether ability for a good sport is determined by genes or not, I do not know. 
Yet, it seems to be plausible from what biologists say.

There are no genes for bicycle riding or for any other behaviour. Genes provide 
the hardware for cultural evolution, but they change far too slowly for them to be 
responsible for any cultural evolution. All cultural knowledge, including knowledge 
of how to ride bicycles, is instantiated in memes. Genetic diseases could cause 
some people to be unable to do certain things. It seems somewhat doubtful that 
somebody with harlequin icthyosis could be a champion bicycle rider. But even 



here, such a person will be unable to ride a bicycle skillfully only up to the time 
when we invent a good enough cure or treatment for his disease, and likewise for 
other genetic diseases. So limitations imposed by genes are parochial.

I would say that to take a positive position, one should believe that he/she 
possess free will that would allow him to achieve better results. Yet, modern 
natural sciences are skeptical in this respect.

Wrong, see below.

This is however a very depressive conclusion and finally the person
commits suicide.

Let's say that the person concerned concludes that he doesn't want to
be the world's best cyclist anymore despite having spent 20 years on
trying to do it. He could learn how to do something else, or he could
become a cycling coach or whatever. The only reason why he would
commit suicide is that he has some knowledge that indicates that it
is a good idea: this knowledge is, in most suicidal people, an
anti-rational meme.

This is exactly what science says, that everything is determined by replication of 
genes and memes and free will of a person plays no role. Hence, suicide could 
be even a good solution to prevent that bad meme to be replicated.

Science doesn't say we lack free will. You are a bunch of memes so it doesn't 
make sense to say your memes force you to do stuff. What knowledge you 
develop depends on your choices. That knowledge affects what you do and so 
affect what happens to you. You can make choices and affect the future.

Evgenii

P.S. What keeps the suicide meme to be replicated? Some bad genes?

There isn't a gene for suicide, just as other behaviour isn't caused by memes, and 
there couldn't be a gene for suicide anyway because its holders would not pass 
on the gene as well as non-suicide genes. The person with the suicide gene 
would be expending time and energy on committing suicide that could be spent 
on doing something that would lead to his children being able to pass on their 



genes better, or to having more children or something like that. By contrast, 
suicide need not get in the way of meme replication since memes can be passed 
on by people learning stuff. The vast majority of suicide memes replicate by 
destroying the capacity of the person who adopts them to criticise them.

Alan



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 18, 2012 at 2:53 PM

On 17.05.2012 18:49 Rami Rustom said the following:
On Thu, May 17, 2012 at 6:25 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

On 17.05.2012 10:11 Alan Forrester said the following:

...

"A bad explanation" is just an expression that proves nothing.

Alan used the expression 'bad explanation' in reference to your
'just better' argument. I agree that its a 'bad explanation'. What
does 'just better' mean? What does it explain exactly?

It explains that a winner in a fair competition was just better than the others. I do 
not understand why this is a bad explanation.

Whether ability for a good sport is determined by genes or not, I
do not know. Yet, it seems to be plausible from what biologists
say.

Ability for success in sports involves many things. Genes are
involved. And so are choices. And other stuff. What are you saying
that biologists say?

For example RICHARD DAWKINS

http://www.edge.org/q2006/q06_9.html

"But doesn't a truly scientific, mechanistic view of the nervous system make 
nonsense of the very idea of responsibility, whether diminished or not? Any crime, 
however heinous, is in principle to be blamed on antecedent conditions acting 
through the accused's physiology, heredity and environment. Don't judicial 
hearings to decide questions of blame or diminished responsibility make as little 

http://www.edge.org/q2006/q06_9.html


sense for a faulty man as for a Fawlty car?"

"Why is it that we humans find it almost impossible to accept such conclusions? 
Why do we vent such visceral hatred on child murderers, or on thuggish vandals, 
when we should simply regard them as faulty units that need fixing or replacing? 
Presumably because mental constructs like blame and responsibility, indeed evil 
and good, are built into our brains by millennia of Darwinian evolution. Assigning 
blame and responsibility is an aspect of the useful fiction of intentional agents that 
we construct in our brains as a means of short-cutting a truer analysis of what is 
going on in the world in which we have to live. My dangerous idea is that we shall 
eventually grow out of all this and even learn to laugh at it, just as we laugh at 
Basil Fawlty when he beats his car. But I fear it is unlikely that I shall ever reach 
that level of enlightenment."

I would say that to take a positive position, one should believe
that he/she possess free will that would allow him to achieve
better results. Yet, modern natural sciences are skeptical in this
respect.

Says who? Please post a link to a research paper with page numbers.

Let us start with Dawkins above. Then Stephen Hawking in his Grand Design

“It is hard to imagine how free will can operate if our behavior is determined by 
physical law, so it seems that we are no more than biological machines and that 
free will is just an illusion.”

Also you can take neuroscience

Soon, CS, Brass, M, Heinze, HJ, and Haynes, JD (2008).
Unconscious determinants of free decisions in the human brain.
Nat Neurosci.

You can also look at what John-Dylan Haynes popularizes in this respect.

Finally philosophers

Derk Pereboom, Living Without Free Will

Well, if you look around you what natural sciences say about free will, you will 



find much much more.

...

In the case of memes, people can choose to pay attention to their
problems. Say you get angry when stuff doesn't go exactly as you
planned it. You could choose to reflect on this. You could figure
out what is causing your anger; on your own or with the help of
friends, family, or counselors. Once you've figured it out, you no
longer get angry when stuff doesn't go exactly as you planned it. Or
you could choose to do nothing and continue getting angry in such
situations. Then you could choose to have children. Then you'll have
passed on that anti-rational meme to your child. So he'll get angry
when stuff doesn't go exactly as he planned. And he could choose to
fix that or he can pass the same bad meme to his child.

If we can choose our decisions by ourselves, then the meme theory does not 
make much sense.

P.S. What keeps the suicide meme to be replicated? Some bad genes?

No. Genes can't *know* a complex idea like suicide. Or maybe you
mean that there are memes that cause people to be sad and that
eventually results in a suicide. Either way, its bad choices that
cause memes to replicate. Genes can't possibly understand complex
things like memes.

Well, I meant following. Let us imagine that there is anti-rational "make suicide" 
meme. Then after the person implements the meme in its behavior, it is hard to 
imagine, how the meme could be further replicated. Then, in my view, there 
should be some other mechanism for such a behavior.

Evgenii
-- 
http://blog.rudnyi.ru

http://blog.rudnyi.ru/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 18, 2012 at 3:10 PM

On 17.05.2012 21:07 Alan Forrester said the following:

On 17 May 2012, at 12:25, Evgenii Rudnyi wrote:

"A bad explanation" is just an expression that proves nothing.

No argument proves anything. You have bad epistemological ideas. I
would advise you to read BoI and "Realism and the Aim of Science" by
Karl Popper.

Explaining that an idea is a bad explanation is a substantive
criticism of that idea.

First the last statement is just an exercise in rhetoric to demonstrate your 
intellectual superiority.

Second, have you explained why my explanation was bad and your good one?

I listen to Beginning of Infinity but David Deutsch just states there that what he 
does not like is a bad explanation without further discussions. It does not look like 
as a skeptical inquiry, exactly as your reply to my explanation.

Whether ability for a good sport is determined by genes or not, I
do not know. Yet, it seems to be plausible from what biologists
say.

There are no genes for bicycle riding or for any other behaviour.

Is this your opinion, or this has been scientifically proved? If yes, could you 
please cite the works that proved this?

...



This is exactly what science says, that everything is determined by
replication of genes and memes and free will of a person plays no
role. Hence, suicide could be even a good solution to prevent that
bad meme to be replicated.

Science doesn't say we lack free will. You are a bunch of memes so it
doesn't make sense to say your memes force you to do stuff. What
knowledge you develop depends on your choices. That knowledge affects
what you do and so affect what happens to you. You can make choices
and affect the future.

Please look at the scientific sources that I have given in my reply to Rami. Then 
you will see that this is exactly what science says, that is, free will is illusion.

...

P.S. What keeps the suicide meme to be replicated? Some bad genes?

There isn't a gene for suicide, just as other behaviour isn't caused
by memes, and there couldn't be a gene for suicide anyway because its
holders would not pass on the gene as well as non-suicide genes. The
person with the suicide gene would be expending time and energy on
committing suicide that could be spent on doing something that would
lead to his children being able to pass on their genes better, or to
having more children or something like that. By contrast, suicide
need not get in the way of meme replication since memes can be passed
on by people learning stuff. The vast majority of suicide memes
replicate by destroying the capacity of the person who adopts them to
criticise them.

The last sentence implies that there is no free will and memes decide exclusively 
what a person should do. It seems to contradict to what you have said above.

Evgenii

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 18, 2012 at 3:22 PM

On Fri, May 18, 2012 at 1:53 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 17.05.2012 18:49 Rami Rustom said the following:

On Thu, May 17, 2012 at 6:25 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

On 17.05.2012 10:11 Alan Forrester said the following:

...

"A bad explanation" is just an expression that proves nothing.

Alan used the expression 'bad explanation' in reference to your
'just better' argument. I agree that its a 'bad explanation'. What
does 'just better' mean? What does it explain exactly?

It explains that a winner in a fair competition was just better than the
others. I do not understand why this is a bad explanation.

Its a bad explanation because it doesn't explain *why* the guy is better.

Whether ability for a good sport is determined by genes or not, I
do not know. Yet, it seems to be plausible from what biologists
say.

Ability for success in sports involves many things. Genes are
involved. And so are choices. And other stuff. What are you saying
that biologists say?



For example RICHARD DAWKINS

Why the caps? Are you suggesting that if a famous biologist said it,
then it MUST be true? If so, you're mistaken. Humans are fallible.
That means than any one of our ideas could be mistaken. That means
that even Richard Dawkins could be mistaken about an idea within his
field of study.

Oh and by the way, morality is not his field of study.

http://www.edge.org/q2006/q06_9.html

"But doesn't a truly scientific, mechanistic view of the nervous system make
nonsense of the very idea of responsibility, whether diminished or not? Any
crime, however heinous, is in principle to be blamed on antecedent
conditions acting through the accused's physiology, heredity and
environment. Don't judicial hearings to decide questions of blame or
diminished responsibility make as little sense for a faulty man as for a
Fawlty car?"

That is a bad explanation. It applies bad reductionism. This has been
refuted by Karl Popper in _Objective Knowledge_. He might have written
another book that explains it more fully. Does anybody know?

I think BoI also explains that bad reductionism is a mistake. There is
a huge jump in between levels of universality that results in the
reality of human choice. And Dawkin's explanation doesn't respect that
huge jump. He glazes over it as though it didn't matter. And this
philosophical mistake renders his explanation wrong.

"Why is it that we humans find it almost impossible to accept such
conclusions? Why do we vent such visceral hatred on child murderers, or on
thuggish vandals, when we should simply regard them as faulty units that
need fixing or replacing? Presumably because mental constructs like blame
and responsibility, indeed evil and good, are built into our brains by
millennia of Darwinian evolution. Assigning blame and responsibility is an
aspect of the useful fiction of intentional agents that we construct in our
brains as a means of short-cutting a truer analysis of what is going on in

http://www.edge.org/q2006/q06_9.html


the world in which we have to live. My dangerous idea is that we shall
eventually grow out of all this and even learn to laugh at it, just as we
laugh at Basil Fawlty when he beats his car. But I fear it is unlikely that
I shall ever reach that level of enlightenment."

I would say that to take a positive position, one should believe
that he/she possess free will that would allow him to achieve
better results. Yet, modern natural sciences are skeptical in this
respect.

Says who? Please post a link to a research paper with page numbers.

Let us start with Dawkins above. Then Stephen Hawking in his Grand Design

“It is hard to imagine how free will can operate if our behavior is
determined by physical law, so it seems that we are no more than biological
machines and that free will is just an illusion.”

Its only hard to imagine because he doesn't understand universality.
Fortunately we have BoI.

Also you can take neuroscience

I've read some cognitive neuroscience in David Eagleman's _Incognito:
The Secret Lives of the Brain_ and I've found the same mistakes in his
explanations.

Soon, CS, Brass, M, Heinze, HJ, and Haynes, JD (2008).
Unconscious determinants of free decisions in the human brain.
Nat Neurosci.

You can also look at what John-Dylan Haynes popularizes in this respect.

Finally philosophers



Derk Pereboom, Living Without Free Will

I haven't read this. Has anybody read this?

Well, if you look around you what natural sciences say about free will, you
will find much much more.

*More* publications claiming X is true, doesn't make X true.

...

In the case of memes, people can choose to pay attention to their
problems. Say you get angry when stuff doesn't go exactly as you
planned it. You could choose to reflect on this. You could figure
out what is causing your anger; on your own or with the help of
friends, family, or counselors. Once you've figured it out, you no
longer get angry when stuff doesn't go exactly as you planned it. Or
you could choose to do nothing and continue getting angry in such
situations. Then you could choose to have children. Then you'll have
passed on that anti-rational meme to your child. So he'll get angry
when stuff doesn't go exactly as he planned. And he could choose to
fix that or he can pass the same bad meme to his child.

If we can choose our decisions by ourselves, then the meme theory does not
make much sense.

Why do you think so? It makes sense to me. Please explain the
contradiction that you see.

P.S. What keeps the suicide meme to be replicated? Some bad genes?

No. Genes can't *know* a complex idea like suicide. Or maybe you
mean that there are memes that cause people to be sad and that



eventually results in a suicide. Either way, its bad choices that
cause memes to replicate. Genes can't possibly understand complex
things like memes.

Well, I meant following. Let us imagine that there is anti-rational "make
suicide" meme. Then after the person implements the meme in its behavior, it
is hard to imagine, how the meme could be further replicated. Then, in my
view, there should be some other mechanism for such a behavior.

His kid could have learned that meme from him *before* he committed suicide.

-- Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 18, 2012 at 3:39 PM

On 18 May 2012, at 20:10, Evgenii Rudnyi wrote:

On 17.05.2012 21:07 Alan Forrester said the following:

On 17 May 2012, at 12:25, Evgenii Rudnyi wrote:

"A bad explanation" is just an expression that proves nothing.

No argument proves anything. You have bad epistemological ideas. I
would advise you to read BoI and "Realism and the Aim of Science" by
Karl Popper.

Explaining that an idea is a bad explanation is a substantive
criticism of that idea.

First the last statement is just an exercise in rhetoric to demonstrate your 
intellectual superiority.

Second, have you explained why my explanation was bad and your good one?

I listen to Beginning of Infinity but David Deutsch just states there that what he 
does not like is a bad explanation without further discussions. It does not look 
like as a skeptical inquiry, exactly as your reply to my explanation.

Let's set all the other issues aside for the moment because the issue of 
explanation is the central issue.

Do you think that an argument to the effect that a particular idea is a bad 
explanation is a criticism of that idea?

If not, what criterion do you propose for deciding which ideas we should adopt 
and which ideas we should discard?

Alan



-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 18, 2012 at 3:41 PM

On 18 May 2012, at 8:10pm, Evgenii Rudnyi wrote:

I listen to Beginning of Infinity but David Deutsch just states there that what he 
does not like is a bad explanation

Where?

-- David Deutsch

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Training the Emotional Brain
Date: May 18, 2012 at 4:40 PM

On Fri, May 4, 2012 at 6:03 PM, Rami Rustom <rombomb@gmail.com> wrote:
On May 4, 12:22 am, Brett Hall <brhal...@hotmail.com> wrote:

On 04/05/2012, at 5:05 AM, "Rami Rustom" <romb...@gmail.com> wrote:

null Article: _Training the Emotional Brain_, by Sam Harris

http://www.samharris.org/blog/item/training-the-emotional-brain

Scientific research has now established that certain forms of meditation 
have the types of effects described and underscore their relevance for 
understanding the human mind.  Such work establishes that the mind is 
more “plastic” than we had assumed in scientific research.  By plastic we 
mean that it is capable of transformation.  These findings invite the view that 
many qualities that we regarded as relatively fixed, such as one’s levels of 
happiness and well-being, are best regarded as the product of skills that can 
be enhanced through training.

Why does this entire article not mention the words *knowledge* and
*learn*? Its as though they are steering away from these words
purposefully.

Because he's right and knows what he's talking about when it comes to 
meditation and thought those words weren't necessary as they went without 
saying? Why do you avoid words like consciousness

Being awake assumes consciousness.

and subjectivity

I don't know what you mean by subjectivity.

and mindfulness

http://www.samharris.org/blog/item/training-the-emotional-brain


Mindfulness is assumed within introspection.

and compassion

Compassion? How does that enter into this discussion?

I realize why you mentioned compassion. I had stronger feelings of
compassion during my shroom trips.

So anyway are you saying that meditation also causes stronger feelings
of compassion?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Second-handedness is caused by TCS-coercion
Date: May 18, 2012 at 6:42 PM

From _The Fountainhead_, by Ayn Rand:

And as Roark looked at him, he added: "Don’t worry. They’re all against me. But
I have one advantage: they don’t know what they want. I do."

I'm beginning to understand the meaning of second-handedness. It is a
phenomenon in our culture that has resulted from TCS-coercion.
TCS-coercion prevents people from learning how to find their
preferences, and so they instead learn to *adopt* the preferences of
others.

One day, when TCS-coercion is as rare as it is common today,
second-handedness will be as rare as it is common today.

-- Rami



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 19, 2012 at 6:18 AM

On 18.05.2012 21:22 Rami Rustom said the following:
On Fri, May 18, 2012 at 1:53 PM, Evgenii Rudnyi<usenet@rudnyi.ru>

...

It explains that a winner in a fair competition was just better
than the others. I do not understand why this is a bad
explanation.

Its a bad explanation because it doesn't explain *why* the guy is
better.

I am not sure if I understand what does it mean to "explain *why* the guy is 
better". Could you please give an example of a good explanation in this respect?

...

For example RICHARD DAWKINS

Why the caps? Are you suggesting that if a famous biologist said it,
then it MUST be true?

No, I was just to lazy to type his name and have cut and pasted his name from 
the link.

...

Well, if you look around you what natural sciences say about free
will, you will find much much more.

*More* publications claiming X is true, doesn't make X true.

I agree but my point was not that "free will is illusion" is true. I have just shown 
that such a viewpoint enjoys a widespread use in modern sciences.



...

If we can choose our decisions by ourselves, then the meme theory
does not make much sense.

Why do you think so? It makes sense to me. Please explain the
contradiction that you see.

If I have understood the meme theory correctly, it requires that memes exist and 
replicate objectively. If a person could choose whether he reproduces a meme 
consciously, then it is unclear to me what is left from the meme theory.

I should confess that I have just learned about the meme theory from the audio-
version of Beginning of Infinity, so it well might be that my understanding of the 
meme theory is incomplete.

Do you mean that the meme theory is compatible with free will of a person?

...

Well, I meant following. Let us imagine that there is anti-rational
"make suicide" meme. Then after the person implements the meme in
its behavior, it is hard to imagine, how the meme could be further
replicated. Then, in my view, there should be some other mechanism
for such a behavior.

His kid could have learned that meme from him *before* he committed
suicide.

Again, if I have understood correctly, the meme replication requires

1) coping
2) behavior pattern

If I remember correctly according to the book only coping is not enough.

Evgenii

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 19, 2012 at 6:26 AM

On 18.05.2012 21:39 Alan Forrester said the following:

...

Let's set all the other issues aside for the moment because the issue
of explanation is the central issue.

Do you think that an argument to the effect that a particular idea is
a bad explanation is a criticism of that idea?

I would say so. Good vs. bad, better vs. worse, good guys fighting evil, these are 
associations arising in my mind when I hear "good explanation."

If not, what criterion do you propose for deciding which ideas we
should adopt and which ideas we should discard?

I am afraid that each individual with free will should find the answer on his/her 
own. As for scientific method, I am personally comfortable with Feyerabend's 
Anything goes.

Evgenii

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Second-handedness is caused by TCS-coercion
Date: May 19, 2012 at 6:57 AM

On 5/18/2012 11:42 PM, Rami Rustom wrote:
 From _The Fountainhead_, by Ayn Rand:

And as Roark looked at him, he added: "Don’t worry. They’re all against me. 
But
I have one advantage: they don’t know what they want. I do."

I'm beginning to understand the meaning of second-handedness. It is a
phenomenon in our culture that has resulted from TCS-coercion.
TCS-coercion prevents people from learning how to find their
preferences, and so they instead learn to *adopt* the preferences of
others.

I think second-handedness isn't specifically about styming one's own 
preferences, or adopting the preferences of others, but more about adopting the 
*judgement* of others - i.e. deciding the truth of something based on whether 
other people think it's true, rather than actually using your own critical faculties. 
That includes the truth about what things to prefer, but it includes everything else 
as well (even matters of empirical fact, like whether the Emperor is wearing 
clothes).

So I don't think it's that TCS-coercion specifically prevents people from finding 
their preferences; it's that it trains them to use the judgement of others, whether 
they have their own preferences or not.

Having said that, maybe it's meaningless to say that a person "has a preference" 
if they've learnt to never use it.

- Richard



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 19, 2012 at 7:02 AM

On 18.05.2012 21:41 David Deutsch said the following:
On 18 May 2012, at 8:10pm, Evgenii Rudnyi wrote:

I listen to Beginning of Infinity but David Deutsch just states
there that what he does not like is a bad explanation

Where?

I listen to the audio book and I might have missed important points but 
emotionally I would say that this has happened many times in the book.

You are right though that I must be specific. I will document below several points 
now, say at the emotional level. To give more a rational answer I have to listen to 
your book again.

1) How to distinguish a good explanation from a bad one?

It seems that there was no a description of an objective scientific procedure how 
to solve this problem.

My feeling is that at the end as usually, each will claim that his/her explanation is 
good one and the rest is composed of bad explanations. In this respect, I would 
say "good vs. bad" raises emotions. In my view, "my hypothesis vs. other's 
hypothesis" would be more neutral.

2) Static vs. dynamic society

It seems that your desire for a dynamic society (especially the term "good 
explanation" in this context) would justify the elimination of Indians in the USA.

Or if we take Avatar by Cameron, the fight against Na'vi is then completely the 
right one, as the Universe does not need static societies.

3) Born of modern science as a fight against religion



This contradicts to historical facts. According to Prof Maarten Hoenen, an expert 
in middle ages, science and theology were rather like a brother and a sister.

Moreover, according to Collingwood (An Essay in Metaphysics), absolute 
presuppositions employed in modern science are quite similar to those in 
Christianity. Monotheism was replaced by inexorable laws and trinity helped to 
believe that human mind can understand these inexorable laws.

Evgenii

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 19, 2012 at 7:13 AM

On 19 May 2012, at 11:26, Evgenii Rudnyi wrote:

On 18.05.2012 21:39 Alan Forrester said the following:

...

Let's set all the other issues aside for the moment because the issue
of explanation is the central issue.

Do you think that an argument to the effect that a particular idea is
a bad explanation is a criticism of that idea?

I would say so. Good vs. bad, better vs. worse, good guys fighting evil, these 
are associations arising in my mind when I hear "good explanation."

If an idea is a bad explanation is it objectively flawed?

If not, what criterion do you propose for deciding which ideas we
should adopt and which ideas we should discard?

I am afraid that each individual with free will should find the answer on his/her 
own.

Do you think that some standards are objectively better than others?

As for scientific method, I am personally comfortable with Feyerabend's 
Anything goes.

What substantive difference is there between Popper and Feyerabend that 
makes you think Feyerabend is better?

Alan

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 19, 2012 at 8:44 AM

On Sat, May 19, 2012 at 5:18 AM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 18.05.2012 21:22 Rami Rustom said the following:

On Fri, May 18, 2012 at 1:53 PM, Evgenii Rudnyi<usenet@rudnyi.ru>

...

It explains that a winner in a fair competition was just better
than the others. I do not understand why this is a bad
explanation.

Its a bad explanation because it doesn't explain *why* the guy is
better.

I am not sure if I understand what does it mean to "explain *why* the guy is
better". Could you please give an example of a good explanation in this
respect?

Alan gave a good one earlier. I've included it below and I've
underscored the specific part that is a possible explanation for why
he is better.

You say that he analysed the sporting event, cycling say, and came up with a 
good explanation for what went wrong. You then say his opponent was "just 
better", which is a bad explanation because nobody is "just better" than anybody 
else at anything, rather one person is better than another in some specific 
respect that makes the difference between winning and losing. _The difference 
might be that the winning cyclist is better at keeping his balance and can lean 
more into a turn and turn corners faster._ This can't be genetic because there 
are no genes for bicycle riding, even if there are genes for having a more 
sensitive inner ear. The winner had to develop the knowledge to concentrate on 
some things at the expense of others. So the gene thing is also a bad 
explanation.



Well, if you look around you what natural sciences say about free
will, you will find much much more.

*More* publications claiming X is true, doesn't make X true.

I agree but my point was not that "free will is illusion" is true. I have
just shown that such a viewpoint enjoys a widespread use in modern sciences.

The fact that you think that you should show that a viewpoint enjoys a
widespread use in modern sciences *suggests* that you believe that
*more* widespread adoption that X is true, means that X is true. Of
course I could be wrong.

...

If we can choose our decisions by ourselves, then the meme theory
does not make much sense.

Why do you think so? It makes sense to me. Please explain the
contradiction that you see.

If I have understood the meme theory correctly, it requires that memes exist
and replicate objectively. If a person could choose whether he reproduces a
meme consciously, then it is unclear to me what is left from the meme
theory.

I should confess that I have just learned about the meme theory from the
audio-version of Beginning of Infinity, so it well might be that my
understanding of the meme theory is incomplete.

Do you mean that the meme theory is compatible with free will of a person?



Ah. Consider that we have habits, many of which we are not aware of,
that we learned from our parents and society. Nor are we aware of the
consequences of those habits, i.e. we do not know they are bad. These
are our bad memes.

For example lets say a daughter makes a mess in the living room. And
her dad asked her to clean up. And she doesn't because she doesn't
understand *why* she should clean up. And lets say the dad has a habit
[that he learned from his parents] of explaining, "Jane, we have
visitors coming soon and it'll be very embarrassing for us if they see
this mess, so could you please clean up so that we don't get
embarrassed?"  This passes on a bad meme that explains that people
should care what other people think. Now lets say that daughter read
BoI and joined this list. And she learned meme theory and this
specific example I just gave. And so she is now aware of that habit
she has and the consequences of it, i.e. that she could pass that meme
to her kids. So she consciously pays attention to her words going
forward and she never uses that bad explanation again. And so she
doesn't pass that meme to her kids.

The point is that there was free will involved in stopped the meme
from replicating.

By the way, the child could prevent a meme from replicating to himself
too. He may disagree with the parent's bad explanation. This happens a
lot. But it only happens if the child successfully criticized the
parents explanation [in his mind] to the point of considering it a bad
one.

...

Well, I meant following. Let us imagine that there is anti-rational
"make suicide" meme. Then after the person implements the meme in
its behavior, it is hard to imagine, how the meme could be further
replicated. Then, in my view, there should be some other mechanism
for such a behavior.



His kid could have learned that meme from him *before* he committed
suicide.

Again, if I have understood correctly, the meme replication requires

1) coping
2) behavior pattern

If I remember correctly according to the book only coping is not enough.

I don't know what your asking.

-- Rami



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 19, 2012 at 1:41 PM

On 19.05.2012 13:13 Alan Forrester said the following:

On 19 May 2012, at 11:26, Evgenii Rudnyi wrote:

...

I would say so. Good vs. bad, better vs. worse, good guys fighting
evil, these are associations arising in my mind when I hear "good
explanation."

If an idea is a bad explanation is it objectively flawed?

Here first it would be good to find a place for an idea in the objective world. 
Recently I have listened to lectures of Prof Hoenen Controversy in philosophy (in 
German) and one of them is the fight between realism vs. nominalism. Realism in 
this context is different from the modern meaning of the word.

Realism and nominalism in philosophy are related to universals. A simple 
example:

A is a person;
B is a person.

Does A is equal to B? The answer is no, A and B are after all different persons. 
Yet the question would be if something universal and related to a term “person” 
exists in A and B objectively (say as an objective attribute).

Realism says that universals do exist independent from the mind, nominalism that 
they are just notation and do not exist as such independently from the mind.

So, if we consider an idea according to nominalism, it is hard to imagine that it 
could be objectively flawed. It is after all just some notation.

If we take a realism viewpoint, then the idea exists independently from the mind 
objectively but then it is unclear what "objectively flawed" in this respect would 
mean.



Finally, I do not understand how it could be possible to distinguish a good 
explanation from a bad one. First one should define what is good and what is 
bad.

If not, what criterion do you propose for deciding which ideas
we should adopt and which ideas we should discard?

I am afraid that each individual with free will should find the
answer on his/her own.

Do you think that some standards are objectively better than others?

No, I do not think so. I believe that pluralism is a great achievement of the 
modern society. What is important though are laws in the society that regulate 
relationships between individuals that could not reach an agreement between 
each other by themselves.

As for scientific method, I am personally comfortable with
Feyerabend's Anything goes.

What substantive difference is there between Popper and Feyerabend
that makes you think Feyerabend is better?

I believe that Feyerabend has demonstrated that the demarcation line, described 
by Popper, contradicts to historical facts. That is, what is referred by Popper to as 
a scientific method has not been employed in practice.

Evgenii



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 19, 2012 at 2:24 PM

On 19.05.2012 14:44 Rami Rustom said the following:
On Sat, May 19, 2012 at 5:18 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

I am not sure if I understand what does it mean to "explain *why*
the guy is better". Could you please give an example of a good
explanation in this respect?

Alan gave a good one earlier. I've included it below and I've
underscored the specific part that is a possible explanation for why
he is better.

You say that he analysed the sporting event, cycling say, and came
up with a good explanation for what went wrong. You then say his
opponent was "just better", which is a bad explanation because
nobody is "just better" than anybody else at anything, rather one
person is better than another in some specific respect that makes
the difference between winning and losing. _The difference might be
that the winning cyclist is better at keeping his balance and can
lean more into a turn and turn corners faster._ This can't be
genetic because there are no genes for bicycle riding, even if
there are genes for having a more sensitive inner ear. The winner
had to develop the knowledge to concentrate on some things at the
expense of others. So the gene thing is also a bad explanation.

First, I do not understand why this explanation is good and why my explanation is 
bad. I would say that this has not been explained.

Second, if to talk about explanation as such, why one has won a competition, I 
am afraid, that we are close to the dialog between Socrates and Menon

"Can you tell me, Socrates, whether virtue is acquired by teaching or by practice; 
or if neither by teaching nor practice, then whether it comes to man by nature, or 
in what other way?"



It looks like that since then the progress in solving this problem is hardly 
noticeable.

...

I agree but my point was not that "free will is illusion" is true.
I have just shown that such a viewpoint enjoys a widespread use in
modern sciences.

The fact that you think that you should show that a viewpoint enjoys
a widespread use in modern sciences *suggests* that you believe that
*more* widespread adoption that X is true, means that X is true. Of
course I could be wrong.

Actually I do not share opinion that free will does not exist. I am in the age of the 
midlife crisis and I find a problem of meaning of life as meaningful.

However, being a former scientist I do not see yet how it could work. So far I am 
just collecting different opinions.

...

For example lets say a daughter makes a mess in the living room. And
her dad asked her to clean up. And she doesn't because she doesn't
understand *why* she should clean up. And lets say the dad has a
habit [that he learned from his parents] of explaining, "Jane, we
have visitors coming soon and it'll be very embarrassing for us if
they see this mess, so could you please clean up so that we don't
get embarrassed?"  This passes on a bad meme that explains that
people should care what other people think. Now lets say that

This raises again a question what is bad and what is good. You use these words 
but you do not explain how you take decisions on what is good and what is bad. 
In this particular case, I would disagree. I personally consider this as a good 
explanation.

I would say that for a society to exist, people should care of what other people 
think. One does not have to agree with other people but it would be good to 
respect other people. For example, I like an order in a room and if I am invited, I 



would expect that there will be no mess in the place where I am invited to.

...

By the way, the child could prevent a meme from replicating to
himself too. He may disagree with the parent's bad explanation. This
happens a lot. But it only happens if the child successfully
criticized the parents explanation [in his mind] to the point of
considering it a bad one.

To understand whether a particular explanation good or bad, a child should first 
get to the point when he/she could find his/her own place in the society.

There is a nice movie Shy People by Andrei Konchalovsky where two methods of 
raising children are nicely contrasted with each other. One approach is very 
authoritarian, another is very liberal. You may like it.

Evgenii

P.S. This is my older daughter

http://masharu.nl/

Just to show you that I am acquainted not only with a theory but with the practice 
as well.

-- 

http://masharu.nl/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 19, 2012 at 3:00 PM

On 19 May 2012, at 18:41, Evgenii Rudnyi wrote:

On 19.05.2012 13:13 Alan Forrester said the following:

On 19 May 2012, at 11:26, Evgenii Rudnyi wrote:

...

I would say so. Good vs. bad, better vs. worse, good guys fighting
evil, these are associations arising in my mind when I hear "good
explanation."

If an idea is a bad explanation is it objectively flawed?

Here first it would be good to find a place for an idea in the objective world. 
Recently I have listened to lectures of Prof Hoenen Controversy in philosophy 
(in German) and one of them is the fight between realism vs. nominalism. 
Realism in this context is different from the modern meaning of the word.

Realism and nominalism in philosophy are related to universals. A simple 
example:

A is a person;
B is a person.

Does A is equal to B? The answer is no, A and B are after all different persons. 
Yet the question would be if something universal and related to a term “person” 
exists in A and B objectively (say as an objective attribute).

Realism says that universals do exist independent from the mind, nominalism 
that they are just notation and do not exist as such independently from the mind.

So, if we consider an idea according to nominalism, it is hard to imagine that it 
could be objectively flawed. It is after all just some notation.

If universals don't exist independent of the mind, then we can't be communicating 



because there would be no way to agree on a code. It would even be possible to 
identify two letter "e"s in the same font. Nor could we survive because the 
concept of "water" is a universal, so if there are no universals then we couldn't 
identify water and we'd all die of thirst.

If we take a realism viewpoint, then the idea exists independently from the mind 
objectively but then it is unclear what "objectively flawed" in this respect would 
mean.

That's explained in BoI Chapter 1. Knowledge is information that causes itself to 
remain in existence when it is instantiated in a particular environment. Knowledge 
that does not have reach outside some particular set of environments is flawed 
and can be improved so that it can remain instantiated in a wider set of 
environments.

Finally, I do not understand how it could be possible to distinguish a good 
explanation from a bad one. First one should define what is good and what is 
bad.

That's explained in BoI Chapter 1. A good explanation is hard to vary while still 
explaining what it is supposed to explain, a bad explanation is easy to vary.

If not, what criterion do you propose for deciding which ideas
we should adopt and which ideas we should discard?

I am afraid that each individual with free will should find the
answer on his/her own.

Do you think that some standards are objectively better than others?

No, I do not think so. I believe that pluralism is a great achievement of the 
modern society.

So you're saying that no standard is better than any other, but you also say that 
pluralism is a good standard. Your position is inconsistent.

What is important though are laws in the society that regulate relationships 
between individuals that could not reach an agreement between each other by 
themselves.



This is another standard. EITHER no standards are objectively better than any 
others, OR the standards you have proposed are better than others we could 
adopt.

As for scientific method, I am personally comfortable with
Feyerabend's Anything goes.

What substantive difference is there between Popper and Feyerabend
that makes you think Feyerabend is better?

I believe that Feyerabend has demonstrated that the demarcation line, 
described by Popper, contradicts to historical facts. That is, what is referred by 
Popper to as a scientific method has not been employed in practice.

That's not an explanation, it's a blank statement. Can you explain Feyerabend's 
argument or cite a single source, preferably something short, that you think 
represents Feyerabend's best criticism of Popper?

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Caring what other people think (was: Psychological problems 
related to mistakes)
Date: May 19, 2012 at 3:13 PM

On Sat, May 19, 2012 at 1:24 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 19.05.2012 14:44 Rami Rustom said the following:

On Sat, May 19, 2012 at 5:18 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

I am not sure if I understand what does it mean to "explain *why*
the guy is better". Could you please give an example of a good
explanation in this respect?

Alan gave a good one earlier. I've included it below and I've
underscored the specific part that is a possible explanation for why
he is better.

You say that he analysed the sporting event, cycling say, and came
up with a good explanation for what went wrong. You then say his
opponent was "just better", which is a bad explanation because
nobody is "just better" than anybody else at anything, rather one
person is better than another in some specific respect that makes
the difference between winning and losing. _The difference might be
that the winning cyclist is better at keeping his balance and can
lean more into a turn and turn corners faster._ This can't be
genetic because there are no genes for bicycle riding, even if
there are genes for having a more sensitive inner ear. The winner
had to develop the knowledge to concentrate on some things at the
expense of others. So the gene thing is also a bad explanation.

First, I do not understand why this explanation is good and why my
explanation is bad. I would say that this has not been explained.



Your explanation was that he won because he was "just better", which
doesn't explain why he was better.

Alan's explanation was that he won because he could learned to lean
into turns more and so he could take turns faster, which *does*
explain why he was better.

Alan's explanation answers *why* he was better while yours didn't.

Second, if to talk about explanation as such, why one has won a competition,
I am afraid, that we are close to the dialog between Socrates and Menon

"Can you tell me, Socrates, whether virtue is acquired by teaching or by
practice; or if neither by teaching nor practice, then whether it comes to
man by nature, or in what other way?"

It looks like that since then the progress in solving this problem is hardly
noticeable.

I don't see how bike riding has anything to do with virtue.

Bike riding is a matter of learning good habits. Learning can happen
by teaching [as long as the learner is willing and lots of other
variables]. And habits are formed by practice.

And by nature I think we're referring to genes. The only role genes
could play in bike riding is how easy it is to increase strength and
stamina. But the rider still has to choose to train and to make many
choices regarding how to train, which is a matter of
knowledge/learning.

...

I agree but my point was not that "free will is illusion" is true.
I have just shown that such a viewpoint enjoys a widespread use in
modern sciences.



The fact that you think that you should show that a viewpoint enjoys
a widespread use in modern sciences *suggests* that you believe that
*more* widespread adoption that X is true, means that X is true. Of
course I could be wrong.

Actually I do not share opinion that free will does not exist. I am in the
age of the midlife crisis and I find a problem of meaning of life as
meaningful.

Why do you mean by "meaning of life"? Why is this question interesting
to you? I've never found that question interesting.

However, being a former scientist I do not see yet how it could work. So far
I am just collecting different opinions.

...

For example lets say a daughter makes a mess in the living room. And
her dad asked her to clean up. And she doesn't because she doesn't
understand *why* she should clean up. And lets say the dad has a
habit [that he learned from his parents] of explaining, "Jane, we
have visitors coming soon and it'll be very embarrassing for us if
they see this mess, so could you please clean up so that we don't
get embarrassed?"  This passes on a bad meme that explains that
people should care what other people think. Now lets say that

This raises again a question what is bad and what is good. You use these
words but you do not explain how you take decisions on what is good and what
is bad. In this particular case, I would disagree. I personally consider
this as a good explanation.

Ok lets talk about this. I use objective standards for what I consider
good and bad. In the case of the question: "Is it good or bad to care
what other people think?"  The objective standard I use is: "If it
hurts people, its bad."  So, does caring what other people think cause



hurt?  The answer is yes.

Consider that a women says that I am not raising my daughter right.
That I'm spoiling her, because I gave her what she asked for too many
times successively. Should I care what she thinks of my parenting
style? Should I change my parenting style because she thinks that way?
Should I change my parenting style while in front of her? Consider
that I believe my parenting style to be objectively good, and doing
the opposite to be objectively bad. Should I do a bad thing simply
because that women thinks that way? Absolutely not.

I would say that for a society to exist, people should care of what other
people think. One does not have to agree with other people but it would be
good to respect other people.

Respecting other people is not equal to caring what they think.

I do respect people. But I don't care what they think.

For example, I like an order in a room and if
I am invited, I would expect that there will be no mess in the place where I
am invited to.

What are your standards for what is considered a mess? Do you think
those standards are the same for everybody? Surely not.

So what if you show up to the invitation and you find out that your
standards are higher than your host? Well you can choose to leave. Or
you can stay and just not show up to the next invitation. Or something
else. No matter what you do, you and your host could never have the
same standards for level of messiness, unless you actually talked
about it in depth. But I'm sure you wouldn't want to do that and
neither would your host.

So are you sure about this? That your host should care about your
standard of messiness? How could he? How could he care about something
that he doesn't know?



...

By the way, the child could prevent a meme from replicating to
himself too. He may disagree with the parent's bad explanation. This
happens a lot. But it only happens if the child successfully
criticized the parents explanation [in his mind] to the point of
considering it a bad one.

To understand whether a particular explanation good or bad, a child should
first get to the point when he/she could find his/her own place in the
society.

So you're saying that a child should not judge ideas for himself until
he is able to comprehend society as a whole and his place in it? This
is wrong. Learning happens gradually. A person can't go from never
using his own judgment to all of a sudden knowing how to judge
explanations *after* he's learned his place in society.

This stuff is explained in a relatively new tradition called Taking
Children Seriously (TCS). One of its most important principles is that
in order for people to develop good judgment, they have to practice
judging. And the best time to start judging is from birth. And the way
that adults prevent children from judging things on their own is
TCS-coercion. And this coercion causes memes to replicate. And some of
those memes are anti-rational memes, i.e. memes that prevent judgment.

There is a nice movie Shy People by Andrei Konchalovsky where two methods 
of
raising children are nicely contrasted with each other. One approach is very
authoritarian, another is very liberal. You may like it.

The thing you described above that children shouldn't judge until they
understand their place in society, suggests that you think the parent
should do the judging for them. And that means the parent is the
authority, which contradicts your above statement.



-- Rami



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 19, 2012 at 5:27 PM

On 19.05.2012 21:00 Alan Forrester said the following:
On 19 May 2012, at 18:41, Evgenii Rudnyi wrote:

...

So, if we consider an idea according to nominalism, it is hard to
imagine that it could be objectively flawed. It is after all just
some notation.

If universals don't exist independent of the mind, then we can't be
communicating because there would be no way to agree on a code. It
would even be possible to identify two letter "e"s in the same font.
Nor could we survive because the concept of "water" is a universal,
so if there are no universals then we couldn't identify water and
we'd all die of thirst.

Do you mean that all nominalists were just stupid people?

If we take a realism viewpoint, then the idea exists independently
from the mind objectively but then it is unclear what "objectively
flawed" in this respect would mean.

That's explained in BoI Chapter 1. Knowledge is information that
causes itself to remain in existence when it is instantiated in a
particular environment. Knowledge that does not have reach outside
some particular set of environments is flawed and can be improved so
that it can remain instantiated in a wider set of environments.

I do not remember that knowledge was even formally defined there. Also I do not 
understand how knowledge exists in nature independently of human mind. In 
physics that I aware of there are atoms, electrons, nuclei, electromagnetic fields 
(superstrings if you like this theory) but not knowledge as such.

Finally, I do not understand how it could be possible to



distinguish a good explanation from a bad one. First one should
define what is good and what is bad.

That's explained in BoI Chapter 1. A good explanation is hard to vary
while still explaining what it is supposed to explain, a bad
explanation is easy to vary.

Could you please next time when you employ a term "good explanation" apply 
this rule and prove unambiguously that your good explanation good indeed?

...

No, I do not think so. I believe that pluralism is a great
achievement of the modern society.

So you're saying that no standard is better than any other, but you
also say that pluralism is a good standard. Your position is
inconsistent.

My position is for sure eclectic. Yet, this is in the nature of human language as it 
is impossible to convert it to mathematical logic.

What is important though are laws in the society that regulate
relationships between individuals that could not reach an agreement
between each other by themselves.

This is another standard. EITHER no standards are objectively better
than any others, OR the standards you have proposed are better than
others we could adopt.

I have not said that my standards are better, please do not ascribe to me what I 
have not said.

...

I believe that Feyerabend has demonstrated that the demarcation
line, described by Popper, contradicts to historical facts. That
is, what is referred by Popper to as a scientific method has not
been employed in practice.



That's not an explanation, it's a blank statement. Can you explain
Feyerabend's argument or cite a single source, preferably something
short, that you think represents Feyerabend's best criticism of
Popper?

The main book of Feyerabend is Against Method. From Wikipedia

http://en.wikipedia.org/wiki/Paul_Feyerabend

"To support his position that methodological rules generally do not contribute to 
scientific success, Feyerabend provides counterexamples to the claim that (good) 
science operates according to a certain fixed method. He took some examples of 
episodes in science that are generally regarded as indisputable instances of 
progress (e.g. the Copernican revolution), and showed that all common 
prescriptive rules of science are violated in such circumstances. Moreover, he 
claimed that applying such rules in these historical situations would actually have 
prevented scientific revolution."

On rational behavior a quote from Feyerabend that I like:

“The church at the time of Galileo was much more faithful to reason than Galileo 
himself, and also took into consideration the ethical and social consequences of 
Galileo’s doctrine. Its verdict against Galileo was rational and just, and 
revisionism can be legitimized solely for motives of political opportunism.”

He likes provocative statements but he actually shows nicely according to 
historical facts that this was the case.

Evgenii

http://en.wikipedia.org/wiki/Paul_Feyerabend


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think (was: Psychological problems 
related to mistakes)
Date: May 19, 2012 at 5:55 PM

On 19.05.2012 21:13 Rami Rustom said the following:
On Sat, May 19, 2012 at 1:24 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

First, I do not understand why this explanation is good and why my
explanation is bad. I would say that this has not been explained.

Your explanation was that he won because he was "just better", which
doesn't explain why he was better.

Alan's explanation was that he won because he could learned to lean
into turns more and so he could take turns faster, which *does*
explain why he was better.

This implies that each person who would like to become a champion in bike 
riding, can become a champion. This contradicts however to observations that 
the number of champions is less then the number of people trying to become a 
champion. It seems that something goes wrong. Hence my doubt that it was a 
good explanation.

...

Second, if to talk about explanation as such, why one has won a
competition, I am afraid, that we are close to the dialog between
Socrates and Menon

"Can you tell me, Socrates, whether virtue is acquired by teaching
or by practice; or if neither by teaching nor practice, then
whether it comes to man by nature, or in what other way?"

It looks like that since then the progress in solving this problem
is hardly noticeable.



I don't see how bike riding has anything to do with virtue.

Bike riding is a matter of learning good habits. Learning can happen
by teaching [as long as the learner is willing and lots of other
variables]. And habits are formed by practice.

This quite similar to the question considered by Socrates and Menon, just replace 
virtue by good habits. The logic will be the same.

...

Actually I do not share opinion that free will does not exist. I am
in the age of the midlife crisis and I find a problem of meaning of
life as meaningful.

Why do you mean by "meaning of life"? Why is this question
interesting to you? I've never found that question interesting.

I do not know why my subconsciousness forces my interest to this subject. It 
might well be also determined by the initial conditions of the Universe during Big 
Bang.

...

Consider that a women says that I am not raising my daughter right.
That I'm spoiling her, because I gave her what she asked for too
many times successively. Should I care what she thinks of my
parenting style? Should I change my parenting style because she
thinks that way? Should I change my parenting style while in front of
her? Consider that I believe my parenting style to be objectively
good, and doing the opposite to be objectively bad. Should I do a bad
thing simply because that women thinks that way? Absolutely not.

You are free person with free will. Hence it is your right to choose your way.

...

So what if you show up to the invitation and you find out that your
standards are higher than your host? Well you can choose to leave.
Or you can stay and just not show up to the next invitation. Or



something else. No matter what you do, you and your host could never
have the same standards for level of messiness, unless you actually
talked about it in depth. But I'm sure you wouldn't want to do that
and neither would your host.

So are you sure about this? That your host should care about your
standard of messiness? How could he? How could he care about
something that he doesn't know?

Similar to you, I am also a free person with free will. Hence I expect that my 
idiosyncrasies will be respected by people who deal with me. On the other hand, I 
respect idiosyncrasies of people that I deal with. That's a deal between free 
people with free will.

...

To understand whether a particular explanation good or bad, a child
should first get to the point when he/she could find his/her own
place in the society.

So you're saying that a child should not judge ideas for himself
until he is able to comprehend society as a whole and his place in
it?

I have not said that. Please do not ascribe me what I have not said. If you are in 
doubt please ask before your present your explanation to the statement that I 
have not made.

...

The thing you described above that children shouldn't judge until
they understand their place in society, suggests that you think the
parent should do the judging for them. And that means the parent is
the authority, which contradicts your above statement.

Life is full of contradictions. As a parent, I am responsible to reach at least the 
goal that I have described. My child should find his/her own place in the society. 
In my view, this is a reasonable goal. How to reach it and what to do in each 
concrete situation, it depends. I am not sure that it would be possible to formulate 



rules in such a way that one can use them blindly afterwards.

Evgenii

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 19, 2012 at 6:36 PM

On 19 May 2012, at 22:27, Evgenii Rudnyi wrote:

On 19.05.2012 21:00 Alan Forrester said the following:
On 19 May 2012, at 18:41, Evgenii Rudnyi wrote:

...

So, if we consider an idea according to nominalism, it is hard to
imagine that it could be objectively flawed. It is after all just
some notation.

If universals don't exist independent of the mind, then we can't be
communicating because there would be no way to agree on a code. It
would even be possible to identify two letter "e"s in the same font.
Nor could we survive because the concept of "water" is a universal,
so if there are no universals then we couldn't identify water and
we'd all die of thirst.

Do you mean that all nominalists were just stupid people?

That's not an argument. An argument against a particular idea has to show that it 
doesn't solve the problem it is intended to solve. So an argument against my 
position would have to take the form of pointing out why it isn't a correct criticism 
of the position you described as nominalist.

If we take a realism viewpoint, then the idea exists independently
from the mind objectively but then it is unclear what "objectively
flawed" in this respect would mean.

That's explained in BoI Chapter 1. Knowledge is information that
causes itself to remain in existence when it is instantiated in a
particular environment. Knowledge that does not have reach outside
some particular set of environments is flawed and can be improved so
that it can remain instantiated in a wider set of environments.



I do not remember that knowledge was even formally defined there.

The explanation that knowledge has this property is on pp. 94-95, not in Chapter 
1.

Definitions are not useful qua explanation. The reason is that definitions always 
use undefined words, so they can only ever be used as abbreviations to make it 
easier to have discussions without constantly repeating multiword phrases.

Also I do not understand how knowledge exists in nature independently of 
human mind.

Genes contain information that causes itself to remain in existence when it is 
instantiated in a particular environment while most of its variants don't. Machines 
and books also have this property. If somebody sees a machine that does 
something he thinks is useful enough then he will want to be able to buy or make 
it, both of which actions will lead to the knowledge in that machine remaining in 
existence. Likewise for books.

In physics that I aware of there are atoms, electrons, nuclei, electromagnetic 
fields (superstrings if you like this theory) but not knowledge as such.

Emergence is explained in Chapter 5 of BoI. Do you have a criticism of that 
chapter?

Finally, I do not understand how it could be possible to
distinguish a good explanation from a bad one. First one should
define what is good and what is bad.

That's explained in BoI Chapter 1. A good explanation is hard to vary
while still explaining what it is supposed to explain, a bad
explanation is easy to vary.

Could you please next time when you employ a term "good explanation" apply 
this rule and prove unambiguously that your good explanation good indeed?

I can explain why I think an idea is hard to vary, but nothing can be proved or 
justified as explained in Chapter 1 of BoI. Do you have a criticism of that position?



No, I do not think so. I believe that pluralism is a great
achievement of the modern society.

So you're saying that no standard is better than any other, but you
also say that pluralism is a good standard. Your position is
inconsistent.

My position is for sure eclectic. Yet, this is in the nature of human language as it 
is impossible to convert it to mathematical logic.

Why do demands for unambiguous definitions and proofs apply to the positions in 
BoI, but not to your positions?

What is important though are laws in the society that regulate
relationships between individuals that could not reach an agreement
between each other by themselves.

This is another standard. EITHER no standards are objectively better
than any others, OR the standards you have proposed are better than
others we could adopt.

I have not said that my standards are better, please do not ascribe to me what I 
have not said.

You said that laws are important. So how can having laws be important if laws are 
no better than lawlessness?

I believe that Feyerabend has demonstrated that the demarcation
line, described by Popper, contradicts to historical facts. That
is, what is referred by Popper to as a scientific method has not
been employed in practice.

That's not an explanation, it's a blank statement. Can you explain
Feyerabend's argument or cite a single source, preferably something
short, that you think represents Feyerabend's best criticism of
Popper?



The main book of Feyerabend is Against Method.

I could order that book, but it would take time to arrive. Do you think that 
Feyerabend's essay on Popper in "Farewell to Reason" is a good criticism of 
Popper?

From Wikipedia

http://en.wikipedia.org/wiki/Paul_Feyerabend

"To support his position that methodological rules generally do not contribute to 
scientific success, Feyerabend provides counterexamples to the claim that 
(good) science operates according to a certain fixed method. He took some 
examples of episodes in science that are generally regarded as indisputable 
instances of progress (e.g. the Copernican revolution), and showed that all 
common prescriptive rules of science are violated in such circumstances. 
Moreover, he claimed that applying such rules in these historical situations 
would actually have prevented scientific revolution."

On rational behavior a quote from Feyerabend that I like:

“The church at the time of Galileo was much more faithful to reason than Galileo 
himself, and also took into consideration the ethical and social consequences of 
Galileo’s doctrine. Its verdict against Galileo was rational and just, and 
revisionism can be legitimized solely for motives of political opportunism.”

He likes provocative statements but he actually shows nicely according to 
historical facts that this was the case.

Those quotes aren't arguments, they're just statements.

Alan

http://en.wikipedia.org/wiki/Paul_Feyerabend


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caring what other people think (was: Psychological problems 
related to mistakes)
Date: May 19, 2012 at 6:45 PM

On Sat, May 19, 2012 at 4:55 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 19.05.2012 21:13 Rami Rustom said the following:

On Sat, May 19, 2012 at 1:24 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

First, I do not understand why this explanation is good and why my
explanation is bad. I would say that this has not been explained.

Your explanation was that he won because he was "just better", which
doesn't explain why he was better.

Alan's explanation was that he won because he could learned to lean
into turns more and so he could take turns faster, which *does*
explain why he was better.

This implies that each person who would like to become a champion in bike
riding, can become a champion. This contradicts however to observations that
the number of champions is less then the number of people trying to become a
champion. It seems that something goes wrong. Hence my doubt that it was a
good explanation.

Your hypothetical involved two people. Alan said that one of them was
faster than the other around turns because he leaned more than the
other guy. Do you agree that being faster around turns would lead to
him winning over the other guy? If so, then this is a good
explanation. If not, why not?

...



Second, if to talk about explanation as such, why one has won a
competition, I am afraid, that we are close to the dialog between
Socrates and Menon

"Can you tell me, Socrates, whether virtue is acquired by teaching
or by practice; or if neither by teaching nor practice, then
whether it comes to man by nature, or in what other way?"

It looks like that since then the progress in solving this problem
is hardly noticeable.

I don't see how bike riding has anything to do with virtue.

Bike riding is a matter of learning good habits. Learning can happen
by teaching [as long as the learner is willing and lots of other
variables]. And habits are formed by practice.

This quite similar to the question considered by Socrates and Menon, just
replace virtue by good habits. The logic will be the same.

But I did not ask a question. I answered the questions that Socrates asked.

...

Actually I do not share opinion that free will does not exist. I am
in the age of the midlife crisis and I find a problem of meaning of
life as meaningful.

Why do you mean by "meaning of life"? Why is this question
interesting to you? I've never found that question interesting.



I do not know why my subconsciousness forces my interest to this subject. It
might well be also determined by the initial conditions of the Universe
during Big Bang.

Your subconscious created this thought and served up to your conscious
because you've heard that question before. And since then you've found
it interesting. Now lets criticize it. But first I need to understand
your question. You've asked: "What is the meaning of life?" But I do
not understand what "meaning of life" means? So what do you mean by
"meaning of life"? Do you mean: "Why are we here?" Or something else?

...

Consider that a women says that I am not raising my daughter right.
That I'm spoiling her, because I gave her what she asked for too
many times successively. Should I care what she thinks of my
parenting style? Should I change my parenting style because she
thinks that way? Should I change my parenting style while in front of
her? Consider that I believe my parenting style to be objectively
good, and doing the opposite to be objectively bad. Should I do a bad
thing simply because that women thinks that way? Absolutely not.

You are free person with free will. Hence it is your right to choose your
way.

I think you are saying that you agree that I shouldn't care what that
women thinks about my parenting style. Right?

So in some situations you care what other people think, but in others
you don't. So by what criteria do you delineate between which
situations you should care what other people think and which
situations you shouldn't care what they think?

...



So what if you show up to the invitation and you find out that your
standards are higher than your host? Well you can choose to leave.
Or you can stay and just not show up to the next invitation. Or
something else. No matter what you do, you and your host could never
have the same standards for level of messiness, unless you actually
talked about it in depth. But I'm sure you wouldn't want to do that
and neither would your host.

So are you sure about this? That your host should care about your
standard of messiness? How could he? How could he care about
something that he doesn't know?

Similar to you, I am also a free person with free will. Hence I expect that
my idiosyncrasies will be respected by people who deal with me. On the other
hand, I respect idiosyncrasies of people that I deal with. That's a deal
between free people with free will.

Do you mind if we replace idiosyncrasies with preferences? If so, then
what you've just described is that you think its objectively good for
people who enjoy each other's company to have common preferences [and
lets take it further and say that people should also *find* common
preferences]. Do you agree?

This does not mean that people should care what they think. It only
means that people should do what they want, and not to hurt anyone
else. And doing something against their wants, *is* hurting them
[psychological hurt].

So if you are with people, you should get what you want, and they
should also get what they want, hence no one gets hurt. And if there
is a conflict of wants, then everybody should try to find common
wants. But in all of this, no one should care what others think. They
only should care not to hurt each other.

As for respect, we should respect each others wants. And we don't need
to *guess* what their wants are. We can expect everyone to communicate
their wants. So the point is that we don't have to *wonder* what
people are thinking or wanting.



...

To understand whether a particular explanation good or bad, a child
should first get to the point when he/she could find his/her own
place in the society.

So you're saying that a child should not judge ideas for himself
until he is able to comprehend society as a whole and his place in
it?

I have not said that. Please do not ascribe me what I have not said. If you
are in doubt please ask before your present your explanation to the
statement that I have not made.

I did ask. Notice the question mark at the end of my sentence. I'm
clarifying my understanding of your position. Maybe I shouldn't have
formed the sentence into a statement and added a question mark. I
should have formed it into a question instead.

...

The thing you described above that children shouldn't judge until
they understand their place in society, suggests that you think the
parent should do the judging for them. And that means the parent is
the authority, which contradicts your above statement.

Life is full of contradictions.

Yes life does present us with situations that we have not seen before,
and so our current explanations and methods of doing things may
contradict those newly-found situations. BUT, as soon as we notice
these contradictions, we should not just consider them exceptions to



our explanations and rules. Instead we should *change* our
explanations and rules in such a way that doesn't contradict the
newly-found situations, nor the situations we knew prior.

So how would you change your explanation in order to remove the
contradiction that I've pointed out?

As a parent, I am responsible to reach at
least the goal that I have described. My child should find his/her own place
in the society. In my view, this is a reasonable goal. How to reach it and
what to do in each concrete situation, it depends. I am not sure that it
would be possible to formulate rules in such a way that one can use them
blindly afterwards.

Well it is possible to make rules to be blindly followed afterwards.
But it is objectively bad to do that. What is good is to think and act
with rationality. Part of thinking rationally is what I described
above about removing contradictions in our explanations once we've
noticed them.

-- Rami

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Training the Emotional Brain
Date: May 20, 2012 at 4:54 AM

On 19/05/2012, at 6:40 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Fri, May 4, 2012 at 6:03 PM, Rami Rustom <rombomb@gmail.com> wrote:
On May 4, 12:22 am, Brett Hall <brhal...@hotmail.com> wrote:

On 04/05/2012, at 5:05 AM, "Rami Rustom" <romb...@gmail.com> wrote:

null Article: _Training the Emotional Brain_, by Sam Harris

http://www.samharris.org/blog/item/training-the-emotional-brain

Scientific research has now established that certain forms of meditation 
have the types of effects described and underscore their relevance for 
understanding the human mind.  Such work establishes that the mind is 
more “plastic” than we had assumed in scientific research.  By plastic we 
mean that it is capable of transformation.  These findings invite the view 
that many qualities that we regarded as relatively fixed, such as one’s 
levels of happiness and well-being, are best regarded as the product of 
skills that can be enhanced through training.

Why does this entire article not mention the words *knowledge* and
*learn*? Its as though they are steering away from these words
purposefully.

Snipped

Compassion? How does that enter into this discussion?

I realize why you mentioned compassion. I had stronger feelings of
compassion during my shroom trips.

So anyway are you saying that meditation also causes stronger feelings
of compassion?

http://www.samharris.org/blog/item/training-the-emotional-brain


Only if you want it to. Meditators do so with purpose. Perhaps to relax. Perhaps to 
foster a feeling of compassion as well or lose the sense of self. Compassion is 
useful for all sorts of reasons. It's useful for problem solving...more than fostering 
hatred and anger (say). I expect someone could meditate on anger but this would 
be terrible and probably precipitate all sorts of anti rationality.

Compassion feels good. And it helps...so it's a positive thing. Given certain 
problems...like how should you prioritise things...I think meditating on compassion 
helps to clarify what ones preferences are...or should be in a way that trying to 
dispassionately list all the pros and cons cannot. What exactly are your 
preferences? I think meditation helps with this...sometimes, when other methods 
of thinking might not be fruitful. Some people are motivated to use their money 
and power to generate more money and power for themselves. They think about 
their preferences and think this is the best way to go. That's fine. Some people 
solve just their own problems. Some recognise that other people's problems an 
also be their problems and see that to properly cooperate to solve problems can 
be more fruitful. Compassion helps to light the path to cooperation in my mind.

I think if you meditate on compassion then you actually learn to feel what you 
otherwise may never feel. You feel that the suffering of the starving (to take a 
glaringly obvious example) is an urgent problem that one should take steps to 
remedy. Why do some people not see the problem of the starving in Africa as a 
problem they personally should be interested in fixing? How can we prioritise 
certain problems over others? What is the proper order of solving things? One 
makes their own decisions in this regard, of course. I think that a rational way to 
proceed is to reflect and allow the feeling to come. Sometimes a person can feel 
strong compassion for those they love - and this is obvious and easy of course 
and motivates people to be kind to those they are close to.

Does meditation make people more compassionate? Not unless you meditate on 
compassion. But people do meditate on compassion regularly...rather than other 
things (like meditating on pride or certain other positive feelings, say). One 
reason is that compassion subsumes so many other things. Like love. And 
motivation. And it's energising and somehow at the same time providing of a 
quiet and peaceful state of mind which help with problem solving where one is 
unencumbered by feelings of anger, frustration and so forth. I think it's those latter 
qualities that neuroscientists are recently interested in because the brain seems 
to function better "on" compassion.



Brett.



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 20, 2012 at 6:18 AM

On 20.05.2012 00:36 Alan Forrester said the following:

On 19 May 2012, at 22:27, Evgenii Rudnyi wrote:

Alan, I have reordered your comments to express my opinion better. If you see, 
that I have missed something important in your email, please let me know.

>> Could you please next time when you employ a term "good
>> explanation" apply this rule and prove unambiguously that your good
>> explanation good indeed?
>
> I can explain why I think an idea is hard to vary, but nothing can be
> proved or justified as explained in Chapter 1 of BoI. Do you have a
> criticism of that position?

Then it seems to me that at that end, we are in a situation when I say that I like 
this and you say that you like that. This is quite a common situation and provided 
we both tolerate the differences in opinion, I have nothing against.

>> My position is for sure eclectic. Yet, this is in the nature of
>> human language as it is impossible to convert it to mathematical
>> logic.
>
> Why do demands for unambiguous definitions and proofs apply to the
> positions in BoI, but not to your positions?

I would not say that I demand. I just express my concern of "good vs. bad" in 
Beginning of Infinity. I personally do not say that my explanation is good, I just 
express what I feel. Others can agree or disagree. In the latter case, I do not 
state that their explanation is bad.

I believe that good and bad is important in moral. When we discuss a scientific 
explanation, "good vs. bad" disturbs me.

If to speak about the book Beginning of Infinity in general, it disturbs me a lot for 
example that the statement "Problem is soluble" is so often repeated. It reminds 



me a marketing campaign. By the way, ANSYS has adopted recently a nice 
slogan that a product is a promise

"Every product is a promise: to be functional and reliable; to perform better than 
other designs on the market. ANSYS can help you meet the promises you make."

Probably they have read Beginning of Infinity. To speak seriously, I would prefer 
that scientific authors describe their findings in a neutral way.

Now, to answer your question directly. If Beginning of Infinity cannot answer 
questions unambiguously, then I do not understand why it was necessary to 
employ so much pathos in the book.

>> In physics that I aware of there are atoms, electrons, nuclei,
>> electromagnetic fields (superstrings if you like this theory) but
>> not knowledge as such.
>
> Emergence is explained in Chapter 5 of BoI. Do you have a criticism
> of that chapter?

I do not have criticism as such as I have listened to the chapter just once.

I am aware of emergence (or supervenience as philosophers like it) but frankly 
speaking I do not understand how it is working. On emergence I have worked out 
A Different Universe by R. B. Laughlin but I still far from understanding.

>> Also I do not understand how knowledge exists in nature
>> independently of human mind.
>
> Genes contain information that causes itself to remain in existence
> when it is instantiated in a particular environment while most of its
> variants don't. Machines and books also have this property. If
> somebody sees a machine that does something he thinks is useful
> enough then he will want to be able to buy or make it, both of which
> actions will lead to the knowledge in that machine remaining in
> existence. Likewise for books.

Let us consider DNA. When we say that they contain information, then their must 
be some formal way to evaluate how much information is there. In this respect, it 
would be good to take all organic molecules and then apply this method. Then, if I 



understand your point correctly, this method should produce zero for all organic 
molecules but DNA.

I am personally not aware of such a method. Recently I have discussion with 
biologist on nature of information in biology. Let me quote Prof Neumann in this 
respect that disagree with the role of DNA as written in your statement.

http://groups.google.com/group/embryophysics/msg/8df88c387dd48c27

"I understand that you can write a program that generates tree morphologies. But 
you designed the program. An organism's DNA does not contain such a program. 
The program, if you want to call it that, resides in the entire material composition 
of the organism's zygote, and only part of that is inscribed in DNA sequence.

The forms that we see unfolding in a present-day organism are not the execution 
of information in the DNA, but outcomes of a complex set of physical processes, 
only some of which are predictable based on the physics acting on the  
contemporary materials (including the DNA). Some of the forms arose much 
earlier in evolutionary history based on the cellular materials present at that time 
and the physical effects relevant to those materials.

Those original forms (if they were consistent with survival) acted as structural 
templates for subsequent canalizing evolution, so that the present-day unfolding 
process can neither be attributed to present-day DNA, or present-day DNA plus 
present-day physics. The explanation of the forms and the means of their 
generation must also take the historical dimension into account. The DNA 
sequence reflect this history, but only partially, and not in the form of a program."

Currently I follow biosemiotics. You may want to look at

Barbieri, M. (2007). Is the cell a semiotic system? In: Introduction to Biosemiotics: 
The New Biological Synthesis. Eds.: M. Barbieri, Springer: 179-208.

It is quite a different explanation there. Where it is bad or good, it is up to you.

As for books, I can offer you a quote from Max Velmans, Understanding 
Consciousness

p. 215. "As Popper (1972) notes, knowledge that is codified into books and other 
artefacts has an existence that is, in one sense, observer-free. That is, the books 

http://groups.google.com/group/embryophysics/msg/8df88c387dd48c27


exist in our libraries after their writers are long dead and their readers absent, and 
they form a repository of knowledge that can influence future social and 
technological development in ways which extend well beyond that envisaged by 
their original authors. However, the knowledge itself is not observer-free. Rather, 
it is valuable precisely because it encodes individual or collective experience. 
Nor, strictly speaking, is the print in books 'knowledge'. As Searle (1997) points 
out, words and other symbolic forms are intrinsically just ink marks on a page 
(see Chapter 5). They only become symbols, let alone convey meaning, to 
creatures that know how to interpret and understand them. But autonomous 
existence of books (and other media) provides no basis for 'objective knowledge' 
of the kind that Popper describes, that is, knowledge 'that is totally independent of 
anybody's claim to know', 'knowledge without a knower', and 'knowledge without 
a knowing subject (see quote above). On the contrary, without knowing subjects, 
there is no knowledge of any kind (whether objective or not)."

Again, it is up to you to decide which explanation is good and bad.

If universals don't exist independent of the mind, then we can't
be communicating because there would be no way to agree on a
code. It would even be possible to identify two letter "e"s in
the same font. Nor could we survive because the concept of
"water" is a universal, so if there are no universals then we
couldn't identify water and we'd all die of thirst.

Do you mean that all nominalists were just stupid people?

That's not an argument. An argument against a particular idea has to
show that it doesn't solve the problem it is intended to solve. So an
argument against my position would have to take the form of pointing
out why it isn't a correct criticism of the position you described as
nominalist.

Well, when I occasionally think that I have found a good solution for a problem 
with a long history, I ask myself such a question. For me it helps.

As for your proof, you start with an assumption that universals cannot be 
dependent on mind. Then you prove that they cannot be dependent on mind. Or if 
you prefer a term explanation, you start with a good explanation that universals 
cannot be dependent on mind and then claim the opposite as a bad explanation. 
You can always do it this way.



However, the modern science is based on nominalism and it has been pretty 
successful. Actually I guess all technological advances that has been mentioned 
in Beginning of Infinity has been achieved by science based on nominalism.

This is another logic in Beginning of Infinity that I find strange. In Dark Ages there 
was a bad philosophy. Then came a philosophy that helped to develop a modern 
science but this philosophy in some respect is even worse. In my view, something 
here is wrong.

The main book of Feyerabend is Against Method.

I could order that book, but it would take time to arrive. Do you
think that Feyerabend's essay on Popper in "Farewell to Reason" is a
good criticism of Popper?

I have not read Farewell to Reason. There is a small paper by Feyerabend in 
Internet and I believe that it is a good summary of his views

Paul Feyerabend, 1975
How To Defend Society Against Science
http://www.galilean-library.org/manuscript.php?postid=43842

This will quickly help you to understand whether you like or hate him.

Evgenii

-- 

http://www.galilean-library.org/manuscript.php?postid=43842


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: May 20, 2012 at 7:02 AM

On 20.05.2012 00:45 Rami Rustom said the following:
On Sat, May 19, 2012 at 4:55 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

This implies that each person who would like to become a champion
in bike riding, can become a champion. This contradicts however to
observations that the number of champions is less then the number
of people trying to become a champion. It seems that something goes
wrong. Hence my doubt that it was a good explanation.

Your hypothetical involved two people. Alan said that one of them
was faster than the other around turns because he leaned more than
the other guy. Do you agree that being faster around turns would lead
to him winning over the other guy? If so, then this is a good
explanation. If not, why not?

Two persons fighting for the first place are already enough to see a paradox. You 
just have to apply Alan's explanation to both persons simultaneously. Both are 
strong characters, have strong motivation and access to unlimited knowledge. 
Yet, in my view it is impossible to predict what happens in the competition when 
you consider one's will only, as it depends on the other's will as well.

An interesting question in such a situation, whether it is possible to predict who 
from both will win scientifically. Do you know a good explanation in this respect?

...

I do not know why my subconsciousness forces my interest to this
subject. It might well be also determined by the initial conditions
of the Universe during Big Bang.

Your subconscious created this thought and served up to your
conscious because you've heard that question before. And since then
you've found it interesting. Now lets criticize it. But first I need



to understand your question. You've asked: "What is the meaning of
life?" But I do not understand what "meaning of life" means? So what
do you mean by "meaning of life"? Do you mean: "Why are we here?" Or
something else?

Something like this. Why I am here? Do I have a destiny to achieve something? If 
yes, what it is and who determines my destiny?

It is completely useless but this is what my subconsciousness instantiates in my 
brain.

...

Do you mind if we replace idiosyncrasies with preferences? If so,
then what you've just described is that you think its objectively
good for people who enjoy each other's company to have common
preferences [and lets take it further and say that people should also
*find* common preferences]. Do you agree?

This does not mean that people should care what they think. It only
means that people should do what they want, and not to hurt anyone
else. And doing something against their wants, *is* hurting them
[psychological hurt].

So if you are with people, you should get what you want, and they
should also get what they want, hence no one gets hurt. And if there
is a conflict of wants, then everybody should try to find common
wants. But in all of this, no one should care what others think.
They only should care not to hurt each other.

As for respect, we should respect each others wants. And we don't
need to *guess* what their wants are. We can expect everyone to
communicate their wants. So the point is that we don't have to
*wonder* what people are thinking or wanting.

Some problem to live in a society is that it is often necessary to hurt other people. 
I hope that I use this term similar to what you mean.

You see, people must do certain things whether they like it or not. For example, 
one must work to earn his/her bread. He/she may like it or not but I do not see 



other way around.

One can just hurt another more or less politely, or use a trick to achieve the goal. 
For example nowadays a popular concept is gamification to trick (if you prefer 
motivate) people to work better.

From such a viewpoint, it is good to care what people think/want. It will definitely 
will help one to run his/her company successfully.

...

Life is full of contradictions.

Yes life does present us with situations that we have not seen
before, and so our current explanations and methods of doing things
may contradict those newly-found situations. BUT, as soon as we
notice these contradictions, we should not just consider them
exceptions to our explanations and rules. Instead we should *change*
our explanations and rules in such a way that doesn't contradict the
newly-found situations, nor the situations we knew prior.

So how would you change your explanation in order to remove the
contradiction that I've pointed out?

As I have mentioned above, it is necessary to hurt other people. The same 
concerns the child. Hence, I do not see a contradiction. One sets a goal and then 
tries to achieve it.

Whether the goal is the right one, that is another question. Whether the methods 
are the right ones, that is also another question. In any case, the live in a society 
implies contradiction between individuals when they must work together.

I might well have missed your goal when you speak about child education. Yet, to 
be productive it would be good first to start with the goal. I have described mine. 
Do you agree with it or your goal is different?

Evgenii

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Training the Emotional Brain
Date: May 20, 2012 at 7:10 AM

On Sun, May 20, 2012 at 3:54 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 19/05/2012, at 6:40 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Fri, May 4, 2012 at 6:03 PM, Rami Rustom <rombomb@gmail.com> wrote:
On May 4, 12:22 am, Brett Hall <brhal...@hotmail.com> wrote:

On 04/05/2012, at 5:05 AM, "Rami Rustom" <romb...@gmail.com> wrote:

null Article: _Training the Emotional Brain_, by Sam Harris

http://www.samharris.org/blog/item/training-the-emotional-brain

Scientific research has now established that certain forms of meditation 
have the types of effects described and underscore their relevance for 
understanding the human mind.  Such work establishes that the mind is 
more “plastic” than we had assumed in scientific research.  By plastic we 
mean that it is capable of transformation.  These findings invite the view 
that many qualities that we regarded as relatively fixed, such as one’s 
levels of happiness and well-being, are best regarded as the product of 
skills that can be enhanced through training.

Why does this entire article not mention the words *knowledge* and
*learn*? Its as though they are steering away from these words
purposefully.

Snipped

Compassion? How does that enter into this discussion?

I realize why you mentioned compassion. I had stronger feelings of
compassion during my shroom trips.

So anyway are you saying that meditation also causes stronger feelings
of compassion?

http://www.samharris.org/blog/item/training-the-emotional-brain


Only if you want it to. Meditators do so with purpose. Perhaps to relax. Perhaps 
to foster a feeling of compassion as well or lose the sense of self. Compassion 
is useful for all sorts of reasons. It's useful for problem solving...more than 
fostering hatred and anger (say).

Fostering hatred and anger are not useful for problem solving at all.

What do you think compassion means? Does it mean to *think* about the
suffering of others. If so then yes that could help with problem
solving because it involves *thinking*.

I expect someone could meditate on anger but this would be terrible and 
probably precipitate all sorts of anti rationality.

Yes because his anger would increase. The more you think about your
anger about something, the more the anger will rise. And the more it
rises, the more anti-rational one becomes.

Compassion feels good. And it helps...so it's a positive thing. Given certain 
problems...like how should you prioritise things...I think meditating on 
compassion helps to clarify what ones preferences are...or should be in a way 
that trying to dispassionately list all the pros and cons cannot.

Listing pros and cons is not what rational problem solving means.

What exactly are your preferences?

Pay attention to your emotions and you'll learn them.

I think meditation helps with this...sometimes, when other methods of thinking 
might not be fruitful. Some people are motivated to use their money and power 
to generate more money and power for themselves.

For what? Just to get more money and power? If that is the case, they



are foolish and mistaken about their preferences.

Money is a means to an end. You can not want the means. You can want
the end. But you're saying that the *end* could be money, which is the
*means*. That doesn't make sense.

They think about their preferences and think this is the best way to go. That's 
fine. Some people solve just their own problems. Some recognise that other 
people's problems an also be their problems and see that to properly cooperate 
to solve problems can be more fruitful.

Consider the owner of a company. Should he only solve his own personal
problems? Or should he solve the problems of the company too, which
includes the problems of employees? Of course the latter is true. The
more his employees get what they want, the more productive they are,
and the more money the owner makes. And in order for the owner to know
what his employees want, he must to ask them, and they must
communicate those wants to him. Would you call this cooperation?

Compassion helps to light the path to cooperation in my mind.

If cooperation means to help everyone get what they want, and to find
common wants, then yes I can see how compassion can help with this.

I think if you meditate on compassion then you actually learn to feel what you 
otherwise may never feel. You feel that the suffering of the starving (to take a 
glaringly obvious example) is an urgent problem that one should take steps to 
remedy. Why do some people not see the problem of the starving in Africa as a 
problem they personally should be interested in fixing?

Maybe because they don't believe they can fix it. How would/do you fix it?

How can we prioritise certain problems over others? What is the proper order of 
solving things? One makes their own decisions in this regard, of course. I think 
that a rational way to proceed is to reflect and allow the feeling to come. 
Sometimes a person can feel strong compassion for those they love - and this is 



obvious and easy of course and motivates people to be kind to those they are 
close to.

Does meditation make people more compassionate? Not unless you meditate 
on compassion. But people do meditate on compassion regularly...rather than 
other things (like meditating on pride or certain other positive feelings, say).

Why is pride good?

One reason is that compassion subsumes so many other things. Like love. And 
motivation. And it's energising and somehow at the same time providing of a 
quiet and peaceful state of mind which help with problem solving where one is 
unencumbered by feelings of anger, frustration and so forth.

Ah. You're saying by focusing on compassion, its as if you are
"pushing out" the anger and other bad emotions. Well that's definitely
a good thing.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caring what other people think
Date: May 20, 2012 at 7:50 AM

On Sun, May 20, 2012 at 6:02 AM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 20.05.2012 00:45 Rami Rustom said the following:

On Sat, May 19, 2012 at 4:55 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

This implies that each person who would like to become a champion
in bike riding, can become a champion. This contradicts however to
observations that the number of champions is less then the number
of people trying to become a champion. It seems that something goes
wrong. Hence my doubt that it was a good explanation.

Your hypothetical involved two people. Alan said that one of them
was faster than the other around turns because he leaned more than
the other guy. Do you agree that being faster around turns would lead
to him winning over the other guy? If so, then this is a good
explanation. If not, why not?

Two persons fighting for the first place are already enough to see a
paradox. You just have to apply Alan's explanation to both persons
simultaneously. Both are strong characters,

One can be *stronger* than the other.

have strong motivation

One can have *more* motivation than the other.

and access to unlimited knowledge.



That does not mean that they both have the same knowledge. No one can
just *will* knowledge into their minds. It requires work and a lot of
it.

One of them could have put in more work than the other.

One of them could be more efficient at that kind of work, and so he
could have done less work [in number of hours] but was more
productive.

Yet, in my view it is impossible to predict
what happens in the competition when you consider one's will only, as it
depends on the other's will as well.

Its not impossible to predict. But it is impossible to predict with
absolute accuracy.

An interesting question in such a situation, whether it is possible to
predict who from both will win scientifically. Do you know a good
explanation in this respect?

No. There are variables that prevent the event from being
deterministic. People make mistakes. One of the competitors can make
more mistakes than the other and may lose because of it.

...

I do not know why my subconsciousness forces my interest to this
subject. It might well be also determined by the initial conditions
of the Universe during Big Bang.

Your subconscious created this thought and served up to your
conscious because you've heard that question before. And since then
you've found it interesting. Now lets criticize it. But first I need
to understand your question. You've asked: "What is the meaning of



life?" But I do not understand what "meaning of life" means? So what
do you mean by "meaning of life"? Do you mean: "Why are we here?" Or
something else?

Something like this. Why I am here?

Big Bang produced a situation where life was possible to start and
evolve and now we have intelligent life.

Now if you ask, "why was there a big bang?" I don't know. But why is
that question interesting to you? Is it because of the below question?

Do I have a destiny to achieve
something? If yes, what it is and who determines my destiny?

There is no destiny. History has not been written yet. Why do you
think there is destiny? Do you think history has already been written?
If so, how could we make choices if those choices have already been
decided?

It is completely useless but this is what my subconsciousness instantiates
in my brain.

Why is it useless to think about the questions your mind creates? Its
not useless. Those questions are interesting problems for you. Its
good to solve your problems.

...

Do you mind if we replace idiosyncrasies with preferences? If so,
then what you've just described is that you think its objectively
good for people who enjoy each other's company to have common
preferences [and lets take it further and say that people should also
*find* common preferences]. Do you agree?

This does not mean that people should care what they think. It only



means that people should do what they want, and not to hurt anyone
else. And doing something against their wants, *is* hurting them
[psychological hurt].

So if you are with people, you should get what you want, and they
should also get what they want, hence no one gets hurt. And if there
is a conflict of wants, then everybody should try to find common
wants. But in all of this, no one should care what others think.
They only should care not to hurt each other.

As for respect, we should respect each others wants. And we don't
need to *guess* what their wants are. We can expect everyone to
communicate their wants. So the point is that we don't have to
*wonder* what people are thinking or wanting.

Some problem to live in a society is that it is often necessary to hurt
other people. I hope that I use this term similar to what you mean.

I disagree. I explain below.

You see, people must do certain things whether they like it or not. For
example, one must work to earn his/her bread. He/she may like it or not but
I do not see other way around.

Working to eat should not hurt one's self. If it does, then that
person should change his preferences. Why? Because it is unrealistic
to think that you can live without working to pay for the things you
need to live.

Its akin to wanting to be a queen or live on mars. If a young girl
wanted this, and she learned that its unrealistic, then she should
change her wants.

One can just hurt another more or less politely, or use a trick to achieve
the goal. For example nowadays a popular concept is gamification to trick
(if you prefer motivate) people to work better.



From the little I just read about gamification, that is not *tricking*
anybody. If employees like that stuff, then it will motivate them.
There is no inherent badness in it.

From such a viewpoint, it is good to care what people think/want.

Lets draw a distinction there. I care what people want. I don't care
what they think.

Its their responsibility to communicate to me their wants. And its my
responsibility to make myself available to hear it so that they
believe that I want to hear it. But in none of this do I care what
they think.

It will
definitely will help one to run his/her company successfully.

I run a company very successfully. When I have meetings, everybody
gets to present their ideas and to criticize other people's ideas.
Which ever idea is left uncriticized, is the idea we go with. It does
not matter *who* came up with the idea. But in none of this do I need
to care what they think. I am only considering the ideas that were
presented. Sure my employees might think, "My boss is so cool because
he cares what I think." But that is not true. They are confused. I am
only applying the best rational methods of idea creation that I know.
And since multiple heads are better than one, and since no human is
infallible, it makes sense to do things the way I described.

...

Life is full of contradictions.

Yes life does present us with situations that we have not seen
before, and so our current explanations and methods of doing things
may contradict those newly-found situations. BUT, as soon as we
notice these contradictions, we should not just consider them



exceptions to our explanations and rules. Instead we should *change*
our explanations and rules in such a way that doesn't contradict the
newly-found situations, nor the situations we knew prior.

So how would you change your explanation in order to remove the
contradiction that I've pointed out?

As I have mentioned above, it is necessary to hurt other people. The same
concerns the child. Hence, I do not see a contradiction. One sets a goal and
then tries to achieve it.

Why do you believe it is necessary to hurt other people? I disagree.

Please give me an example of a situation where you believe that it is
necessary to hurt a child.

Whether the goal is the right one, that is another question. Whether the
methods are the right ones, that is also another question. In any case, the
live in a society implies contradiction between individuals when they must
work together.

Ah you're talking about the idea of conflicts of interest and you
believe that conflicts of interests do genuinely exist. I disagree.

Conflicts of interest are superficial. And the only reason they exist
is because the people involved have not learned to find common
preferences [nor do they *know* their preferences]. And this is what
TCS explains; how to find common preferences.

I might well have missed your goal when you speak about child education.
Yet, to be productive it would be good first to start with the goal. I have
described mine. Do you agree with it or your goal is different?

I think the goal of parenting/education should be to help the person
become independent; financially, emotionally, and otherwise. So this
includes having learned how to find their preferences and ways to
generate wealth doing what they like to do.



-- Rami

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: May 21, 2012 at 2:34 PM

On 20.05.2012 13:50 Rami Rustom said the following:
On Sun, May 20, 2012 at 6:02 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

Two persons fighting for the first place are already enough to see
a paradox. You just have to apply Alan's explanation to both
persons simultaneously. Both are strong characters,

One can be *stronger* than the other.

Yes, but this is exactly my point. Hence after the competition, in my view, the 
explanation that the winner was better makes sense.

...

An interesting question in such a situation, whether it is possible
to predict who from both will win scientifically. Do you know a
good explanation in this respect?

No. There are variables that prevent the event from being
deterministic. People make mistakes. One of the competitors can make
more mistakes than the other and may lose because of it.

One can win a competition by chance indeed. This could be also an explanation. 
This would the goal of the following analysis to try to distinguish by chance from 
being better.

...

It is completely useless but this is what my subconsciousness
instantiates in my brain.

Why is it useless to think about the questions your mind creates?



Its not useless. Those questions are interesting problems for you.
Its good to solve your problems.

I could offer another answers on my question provided that one has children. 
Then the sense of the life, at least, would be to raise own children.

...

Working to eat should not hurt one's self. If it does, then that
person should change his preferences. Why? Because it is unrealistic
to think that you can live without working to pay for the things you
need to live.

I agree but there are still jails. Hence not everyone can reach this level of 
understanding.

...

One can just hurt another more or less politely, or use a trick to
achieve the goal. For example nowadays a popular concept is
gamification to trick (if you prefer motivate) people to work
better.

From the little I just read about gamification, that is not
*tricking* anybody. If employees like that stuff, then it will
motivate them. There is no inherent badness in it.

I have not meant that gamification is bad. After I have read about it in Die Zeit, I 
actually like this idea. If people have passion for sitting hours before a computer 
playing a game, then why not help them to use this passion to improve their life. 
Still, it seems to be a trick.

...

From such a viewpoint, it is good to care what people think/want.

Lets draw a distinction there. I care what people want. I don't care
what they think.



There are different people and not all of them express honestly what they think. 
This could lead to a potential problem. I am not saying that we should not believe 
people, on opposite I think that we must believe people. Yet personally I prefer to 
care of what people think.

...

As I have mentioned above, it is necessary to hurt other people.
The same concerns the child. Hence, I do not see a contradiction.
One sets a goal and then tries to achieve it.

Why do you believe it is necessary to hurt other people? I disagree.

Well, as I have mentioned, I observe that there are jails as well as many civil legal 
cases. I would say that a winner hurts the loser.

Please give me an example of a situation where you believe that it
is necessary to hurt a child.

Sometimes a child would like to execute a behavioral pattern after coping an 
irrational meme. Unfortunately it is not always possible to convince him rationally 
not to do it.

Whether the goal is the right one, that is another question.
Whether the methods are the right ones, that is also another
question. In any case, the live in a society implies contradiction
between individuals when they must work together.

Ah you're talking about the idea of conflicts of interest and you
believe that conflicts of interests do genuinely exist. I disagree.

I observe that there are many conflicts right now. What will happen in the future, I 
do not know.

Let us first see what will happen in Afghanistan. It seems that the USA is going in 
a similar position in what Soviet Union was 20 years ago.

...



I might well have missed your goal when you speak about child
education. Yet, to be productive it would be good first to start
with the goal. I have described mine. Do you agree with it or your
goal is different?

I think the goal of parenting/education should be to help the person
become independent; financially, emotionally, and otherwise. So this
includes having learned how to find their preferences and ways to
generate wealth doing what they like to do.

It seems that our goals are similar. Yet, I am not that young and I am probably 
moving to the conservative lager. Hence a couple of thoughts from such a 
position.

It might be good to start with parenting/education in your own case. Was it bad? 
An experiment on own kids could produce better results but at the same time, it 
also could produce worse results.

Recently there was a paper in Die Zeit, where an author has discussed a 
common assumption that our kids should live better then we. A good question to 
think it over, according to author would be what does it exactly mean better.

Finally, it used to be a nice paper "Worse is Better"

http://dreamsongs.com/WorseIsBetter.html

It was about why Lisp was losing to C and some thoughts on how to change the 
situation. Yet, I believe it is possible to interpret such a meme also in a context of 
our discussion. I do not know whether such a meme is rational or irrational, but I 
like the paper a lot and in my own software development, I guess, that I have 
implemented the behavior prescribed by that meme.

Evgenii

-- 

http://dreamsongs.com/WorseIsBetter.html


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caring what other people think
Date: May 21, 2012 at 5:53 PM

On Mon, May 21, 2012 at 1:34 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 20.05.2012 13:50 Rami Rustom said the following:

On Sun, May 20, 2012 at 6:02 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

Two persons fighting for the first place are already enough to see
a paradox. You just have to apply Alan's explanation to both
persons simultaneously. Both are strong characters,

One can be *stronger* than the other.

Yes, but this is exactly my point. Hence after the competition, in my view,
the explanation that the winner was better makes sense.

This explanation is that he's better because he's faster because he
trains better. Why does he train better? Because his "character" is
stronger like he doesn't procrastinate and he's committed to
improving.

Your explanation was that he was "just better", which doesn't explain
why he was better. Thus its a bad explanation.

...

Working to eat should not hurt one's self. If it does, then that
person should change his preferences. Why? Because it is unrealistic
to think that you can live without working to pay for the things you
need to live.



I agree but there are still jails. Hence not everyone can reach this level
of understanding.

Sure. They have bad ideas. So they behave badly. [Although some of
them did nothing bad enough to go to jail, like do drugs.]

...

From such a viewpoint, it is good to care what people think/want.

Lets draw a distinction there. I care what people want. I don't care
what they think.

There are different people and not all of them express honestly what they
think.

They are living badly.

This could lead to a potential problem.

Yes thats why their way of living is bad.

I am not saying that we
should not believe people, on opposite I think that we must believe people.

Everybody lies sometimes. It would be a mistake to believe every
statement from everybody.

Yet personally I prefer to care of what people think.



Do you mean that you try to figure out what they meant to say? Or that
you try to figure out whether or not someone is lying? I do that too.

But, if someone thinks I'm an asshole, I couldn't care less. Why?
Because I do what I think is right. If they don't agree, they are
mistaken. OR I am mistaken, but I'm not asshole for making a mistake.
If they reveal my mistake to me, then great. I have the opportunity to
improve. But the mistake doesn't make me an asshole. This is why we
shouldn't care what people think.

What hypothetical situation can you provide that shows that we should
care what people think?

...

As I have mentioned above, it is necessary to hurt other people.
The same concerns the child. Hence, I do not see a contradiction.
One sets a goal and then tries to achieve it.

Why do you believe it is necessary to hurt other people? I disagree.

Well, as I have mentioned, I observe that there are jails

Jails should only be used for people who have physically hurt others
and so they are there to protect the rest of society. As I mentioned
before, we should do what we want, as long as we don't hurt other
people. And so if someone does hurt other people, like physically,
then he should be put in jail to protect the rest of us.

Note that I haven't used the word punishment because I do not believe
that jails should exist to deliver punishment. Punishment does not
cause learning nor deterrence. Jails should only exist for protection
of society and for rehabilitation.

as well as many



civil legal cases. I would say that a winner hurts the loser.

Lets say there is a case that ends with a restitution situation. Say
there is a car accident and the "winner" lost a leg. And the loser was
drunk driving. And the loser must pay the winner $100,000. And you're
saying that the loser doesn't want to pay. But, he can change his
preference. He knows what he did wrong. He knows the purpose of the
courts. He knows that he has caused a huge problem for the "winner".
So he should change his preference and accept the idea that he should
pay the restitution.

Please give me an example of a situation where you believe that it
is necessary to hurt a child.

Sometimes a child would like to execute a behavioral pattern after coping an
irrational meme. Unfortunately it is not always possible to convince him
rationally not to do it.

That is an opportunity for explaining to the child better ways of
solving whatever problem he had, instead of solving his problem with
hitting for example.

Could you give a concrete example so that we can analyze?

I might well have missed your goal when you speak about child
education. Yet, to be productive it would be good first to start
with the goal. I have described mine. Do you agree with it or your
goal is different?

I think the goal of parenting/education should be to help the person
become independent; financially, emotionally, and otherwise. So this
includes having learned how to find their preferences and ways to
generate wealth doing what they like to do.



It seems that our goals are similar. Yet, I am not that young and I am
probably moving to the conservative lager. Hence a couple of thoughts from
such a position.

It might be good to start with parenting/education in your own case. Was it
bad?

Its not a 0/1. My parents raised me better than their parents raised
them. And I will make a huge improvement to my kids.

An experiment on own kids could produce better results but at the same
time, it also could produce worse results.

Helping someone learn independence is easy. It involves allowing them
to make their own choices so they can learn from the consequences.
They develop the capacity to judge ideas for themselves without having
to rely on other people's judgment. This is true for children and for
employees. Its a universal idea that reaches into every part of life.

Recently there was a paper in Die Zeit, where an author has discussed a
common assumption that our kids should live better then we. A good question
to think it over, according to author would be what does it exactly mean
better.

Get more of what they want, i.e. be happier.

Finally, it used to be a nice paper "Worse is Better"

http://dreamsongs.com/WorseIsBetter.html

It was about why Lisp was losing to C and some thoughts on how to change the
situation. Yet, I believe it is possible to interpret such a meme also in a
context of our discussion. I do not know whether such a meme is rational or
irrational, but I like the paper a lot and in my own software development, I
guess, that I have implemented the behavior prescribed by that meme.

Are your programming projects shortterm or longterm? C is best for

http://dreamsongs.com/WorseIsBetter.html


shortterm because a lot of tools are ready to be used before starting
and so development time is shortened, hence less cost. LISP is best
for longterm projects because it is more adaptable than any other
language, i.e. its error correction methods are best. So in the
longterm, LISP will cost less than C; and by cost I mean money and
human frustration.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Dividing up sports by sex
Date: May 23, 2012 at 8:18 AM

It seems like an arbitrary way to divide competitions by sex. Why do we do
it?

The idea is that men are more capable than women because of genetics. The
genes cause higher levels of the anabolic hormones, thus allowing men to
develop muscle more than women. They are also a bit taller and I think that
too is due to higher levels of some hormones. So what's the problem?

Some men have lower anabolic hormone levels than women. Some people are
born men, and then undergo a sex change, including hormone therapy, and
then they are able to compete as women. But they are still biologically men.

Some people are born with 3 sex chromosomes, two X's and a Y. I think these
people have hormone levels most similar to men.

Some male babies are born with a problem with their testosterone receptors
whereby they don't allow testosterone to bind at those sites rendering the
testosterone completely ineffective. And I think these babies are female
for all practical purposes; even the genitals form as the female version.

So what do you think? Is it an arbitrary division? If not, then why don't
we create more divisions based on genetics? If hormone levels are the
largest determining factor, then divisions could be based on that, similar
to weight divisions in boxing.

On a tangent, do you think this sex division in sports contributes to
sexism memes? If so, would getting rid of this sex division help reduce the
prevalence of sexism memes?

-- Rami

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: May 23, 2012 at 2:10 PM

On 21.05.2012 23:53 Rami Rustom said the following:
On Mon, May 21, 2012 at 1:34 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...
Yes, but this is exactly my point. Hence after the competition, in
my view, the explanation that the winner was better makes sense.

This explanation is that he's better because he's faster because he
trains better. Why does he train better? Because his "character" is
stronger like he doesn't procrastinate and he's committed to
improving.

Your explanation was that he was "just better", which doesn't
explain why he was better. Thus its a bad explanation.

So all you wanted would be to change "he is just better" to "his character is 
stronger"? Then no objection.

...

Yet personally I prefer to care of what people think.

Do you mean that you try to figure out what they meant to say? Or
that you try to figure out whether or not someone is lying? I do that
too.

But, if someone thinks I'm an asshole, I couldn't care less. Why?
Because I do what I think is right. If they don't agree, they are
mistaken. OR I am mistaken, but I'm not asshole for making a
mistake. If they reveal my mistake to me, then great. I have the
opportunity to improve. But the mistake doesn't make me an asshole.
This is why we shouldn't care what people think.

I would say that it is more complicated. If you do not have to deal with that 



someone, then you are right. Yet, if you and he must work closely together, then it 
might be good to think it over and to find a way to discuss this issue.

What hypothetical situation can you provide that shows that we
should care what people think?

See for example above. In my view, in a team that would like to achieve some 
goal, it is not a bad idea to care what people think.

...

as well as many civil legal cases. I would say that a winner hurts
the loser.

Lets say there is a case that ends with a restitution situation. Say
there is a car accident and the "winner" lost a leg. And the loser
was drunk driving. And the loser must pay the winner $100,000. And
you're saying that the loser doesn't want to pay. But, he can change
his preference. He knows what he did wrong. He knows the purpose of
the courts. He knows that he has caused a huge problem for the
"winner". So he should change his preference and accept the idea that
he should pay the restitution.

The problem is not that he should pay the restitution but rather how much he 
should pay. In general, the sense of fairness is common among the people. The 
difference comes when it is necessary to come to a concrete sum to pay. This 
causes the disagreement and hence civil legal cases. From this viewpoint, the 
winner hurts the loser.

...

Sometimes a child would like to execute a behavioral pattern after
coping an irrational meme. Unfortunately it is not always possible
to convince him rationally not to do it.

That is an opportunity for explaining to the child better ways of
solving whatever problem he had, instead of solving his problem with
hitting for example.

Could you give a concrete example so that we can analyze?



As I have said, it is not always possible to explain the child that his wish is 
irrational. If this is working, then there is nothing to discuss. Let us imagine that 
this did not work.

Then, depending on what is on stake, one can give the child the opportunity to 
learn on his own errors. In general, this is not that bad idea. Yet, there are cases, 
when you for example see that it does not make sense right now to give the child 
the chance to try with that a particular wish. In this case, sometimes it is enough 
just to forbid it, but this is already in a way "to hurt a child" right now.

...

Recently there was a paper in Die Zeit, where an author has
discussed a common assumption that our kids should live better then
we. A good question to think it over, according to author would be
what does it exactly mean better.

Get more of what they want, i.e. be happier.

This is an interesting point to speculate, what does it mean to be happier. Could 
you offer your guesses on what it could mean?

Are your programming projects shortterm or longterm? C is best for
shortterm because a lot of tools are ready to be used before
starting and so development time is shortened, hence less cost. LISP
is best for longterm projects because it is more adaptable than any
other language, i.e. its error correction methods are best. So in
the longterm, LISP will cost less than C; and by cost I mean money
and human frustration.

It was not about to discuss what a programming language is better. It was more 
about the corresponding philosophy "Worse is better".

Evgenii

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caring what other people think
Date: May 23, 2012 at 2:58 PM

On Wed, May 23, 2012 at 1:10 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 21.05.2012 23:53 Rami Rustom said the following:

On Mon, May 21, 2012 at 1:34 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

Yes, but this is exactly my point. Hence after the competition, in
my view, the explanation that the winner was better makes sense.

This explanation is that he's better because he's faster because he
trains better. Why does he train better? Because his "character" is
stronger like he doesn't procrastinate and he's committed to
improving.

Your explanation was that he was "just better", which doesn't
explain why he was better. Thus its a bad explanation.

So all you wanted would be to change "he is just better" to "his character
is stronger"? Then no objection.

No. He won because he was faster during that race and he was faster
because he trained more effectively and he did that because he doesn't
procrastinate and he's more committed to improving.

...

Yet personally I prefer to care of what people think.



Do you mean that you try to figure out what they meant to say? Or
that you try to figure out whether or not someone is lying? I do that
too.

But, if someone thinks I'm an asshole, I couldn't care less. Why?
Because I do what I think is right. If they don't agree, they are
mistaken. OR I am mistaken, but I'm not asshole for making a
mistake. If they reveal my mistake to me, then great. I have the
opportunity to improve. But the mistake doesn't make me an asshole.
This is why we shouldn't care what people think.

I would say that it is more complicated. If you do not have to deal with
that someone, then you are right. Yet, if you and he must work closely
together, then it might be good to think it over and to find a way to
discuss this issue.

I still don't need to care what he thinks of me. I only need to care
how he acts towards me. Say he acts in a way that negatively affects
our team work. Then I'll criticize his specific action. I still don't
need to *care* about what he thinks. Lets consider a hypothetical.
Could you provide a concrete situation where he acts in a way that
negatively affects our work?

...

as well as many civil legal cases. I would say that a winner hurts
the loser.

Lets say there is a case that ends with a restitution situation. Say
there is a car accident and the "winner" lost a leg. And the loser
was drunk driving. And the loser must pay the winner $100,000. And
you're saying that the loser doesn't want to pay. But, he can change
his preference. He knows what he did wrong. He knows the purpose of
the courts. He knows that he has caused a huge problem for the
"winner". So he should change his preference and accept the idea that
he should pay the restitution.



The problem is not that he should pay the restitution but rather how much he
should pay. In general, the sense of fairness is common among the people.
The difference comes when it is necessary to come to a concrete sum to pay.
This causes the disagreement and hence civil legal cases. From this
viewpoint, the winner hurts the loser.

If the loser accepts the decision, then it is not hurt. So why doesn't
the loser accept the decision of the court case? Does he expect
everything to go his way or something? Does he think that everything
must be "fair" according to his standards and if things don't go his
way he'll be upset? Why doesn't he just accept that things aren't fair
and things often don't go in his favor? He should realize these things
and if he does then he won't be hurt [because he will have given up
his *want* of always getting his way].

...

Sometimes a child would like to execute a behavioral pattern after
coping an irrational meme. Unfortunately it is not always possible
to convince him rationally not to do it.

That is an opportunity for explaining to the child better ways of
solving whatever problem he had, instead of solving his problem with
hitting for example.

Could you give a concrete example so that we can analyze?

As I have said, it is not always possible to explain the child that his wish
is irrational.

Ok. But your statement assumes that you *know* that your explanation
is not mistaken. But what if your position is the mistaken one?



If this is working, then there is nothing to discuss. Let us
imagine that this did not work.

Then, depending on what is on stake, one can give the child the opportunity
to learn on his own errors. In general, this is not that bad idea. Yet,
there are cases, when you for example see that it does not make sense right
now to give the child the chance to try with that a particular wish. In this
case, sometimes it is enough just to forbid it, but this is already in a way
"to hurt a child" right now.

Why forbid? How do you know that your position is the right one? What
if you had a discussion with the child and the child persuaded you
that your position is wrong? In this case, you don't need to forbid
anything cause you're wrong.

...

Recently there was a paper in Die Zeit, where an author has
discussed a common assumption that our kids should live better then
we. A good question to think it over, according to author would be
what does it exactly mean better.

Get more of what they want, i.e. be happier.

This is an interesting point to speculate, what does it mean to be happier.
Could you offer your guesses on what it could mean?

Having no psychological problems; because that causes negative feelings.

Having no conflicting values in ones mind; because that causes
conflicting wants.

Getting a lot of what you want; and changing your wants when you
realize they are mistaken.



Are your programming projects shortterm or longterm? C is best for
shortterm because a lot of tools are ready to be used before
starting and so development time is shortened, hence less cost. LISP
is best for longterm projects because it is more adaptable than any
other language, i.e. its error correction methods are best. So in
the longterm, LISP will cost less than C; and by cost I mean money
and human frustration.

It was not about to discuss what a programming language is better. It was
more about the corresponding philosophy "Worse is better".

That is misleading. Each of those words, worse and better, are
describing different things. "Worse" is describing some properties of
something, while "better" is describing the final result of that
something according to some objective standard.

So C is "worse" than Lisp with respect to error correction [which
decreases maintenance cost].

But Lisp is "worse" than C with respect to number of ready-to-use
tools [which decreases development time].

And if your project is shortterm, then C is better because the cost is less.

But if your project is longterm, then Lisp is better because the cost is less.

So the properties are error correction, ready-to-use tools, and
duration of project, and the objective standard is cost.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Dividing up sports by sex
Date: May 23, 2012 at 10:32 PM

On May 23, 2012, at 5:18 AM, Rami Rustom wrote:

It seems like an arbitrary way to divide competitions by sex. Why do we do
it?

It's part of a tradition of sexism that divides up many, many other things by 
gender, such as which clothes to wear, which colors to like, and which interests to 
have, who to have sex with, what roles to have in life, and so on.

One of the results is that each gender typically has different strengths and 
weaknesses and so competitions in those areas seem unfair to/with typical 
people.

The idea is that men are more capable than women because of genetics.

No it's not. That is a rationalization used by some people (and perhaps a truth in 
some narrow ways), but not the actual reason.

People don't know why they are sexist, but they are, and they make up false 
reasons/excuses/denials if challenged in order to protect their self-esteem (they 
have to reply, if only in their own head, in order to continue self-idenitfying as 
rational).

The
genes cause higher levels of the anabolic hormones, thus allowing men to
develop muscle more than women. They are also a bit taller and I think that
too is due to higher levels of some hormones. So what's the problem?

Some men have lower anabolic hormone levels than women. Some people are
born men, and then undergo a sex change, including hormone therapy, and
then they are able to compete as women. But they are still biologically men.

Some people are born with 3 sex chromosomes, two X's and a Y. I think these
people have hormone levels most similar to men.

Some male babies are born with a problem with their testosterone receptors



whereby they don't allow testosterone to bind at those sites rendering the
testosterone completely ineffective. And I think these babies are female
for all practical purposes; even the genitals form as the female version.

So what do you think?

Sexism is typically introduced to people at their birth, and pushed heavily for their 
entire lives. It's promoted especially by their mothers (who do the majority of the 
parenting in general).

If you want to fix it, that's one place to focus. But I think this chromosome and 
hormone stuff is a red herring.

Note that women are given special treatment in mental competitions where no 
brute strength is involved, such as chess. Why would that happen if strength were 
the real issue?

Is it an arbitrary division? If not, then why don't
we create more divisions based on genetics? If hormone levels are the
largest determining factor, then divisions could be based on that, similar
to weight divisions in boxing.

Everyone's complete lack of interest in doing your suggestion is another 
demonstration that genetics and hormones aren't the issue.

On a tangent, do you think this sex division in sports contributes to
sexism memes? If so, would getting rid of this sex division help reduce the
prevalence of sexism memes?

No. Sexism in sports is a consequence, not a cause, of sexism more broadly.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Scott Ahten <lightandshadow68@gmail.com>
Subject: [BoI] Use of the term "likely"
Date: May 23, 2012 at 2:13 PM

After reading both the FoR and the BoF, I've become more aware of my
tendency to use the term "likely" when I'm really referring to the
application of criticism based on a particular  explanation. On reflection,
this seems to indicate misconceptions of the role likeliness plays is so
fundamental that it's part of the very language people use every day.

However, I haven't been able to come up with a suitable replacement that is
more accurate, while being brief and still communicating my message in a
way that others unfamiliar with the role that explanations play would
recognize.

Does anyone have any suggestions of how to bridge the gap?

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Use of the term "likely"
Date: May 23, 2012 at 10:40 PM

On May 23, 2012, at 11:13 AM, Scott Ahten wrote:

After reading both the FoR and the BoF, I've become more aware of my
tendency to use the term "likely" when I'm really referring to the
application of criticism based on a particular  explanation. On reflection,
this seems to indicate misconceptions of the role likeliness plays is so
fundamental that it's part of the very language people use every day.

However, I haven't been able to come up with a suitable replacement that is
more accurate, while being brief and still communicating my message in a
way that others unfamiliar with the role that explanations play would
recognize.

Does anyone have any suggestions of how to bridge the gap?

I think the issue is not a replacement word but to think more about what one 
wants to say. The main problem with "likely" isn't terminology but that it's used to 
avoid thinking about explanations. When people say, "X is likely" what they aren't 
doing is explaining when/why X will/won't happen. The replacement isn't any 
particular word or phrase but an explanation.

That's abstract. Why don't you give two examples with "likely" that you're not sure 
how to change and people can make suggestions.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Psevdo Nim <izo.psevdo@gmail.com>
Subject: Re: [BoI] Use of the term "likely"
Date: May 24, 2012 at 10:03 AM

On Thu, May 24, 2012 at 4:40 AM, Elliot Temple <curi@curi.us> wrote:

On May 23, 2012, at 11:13 AM, Scott Ahten wrote:

After reading both the FoR and the BoF, I've become more aware of my
tendency to use the term "likely" when I'm really referring to the
application of criticism based on a particular  explanation. On
reflection,
this seems to indicate misconceptions of the role likeliness plays is
so
fundamental that it's part of the very language people use every day.

However, I haven't been able to come up with a suitable replacement
that is
more accurate, while being brief and still communicating my message
in a
way that others unfamiliar with the role that explanations play would
recognize.

Does anyone have any suggestions of how to bridge the gap?

I think the issue is not a replacement word but to think more about
what
one wants to say. The main problem with "likely" isn't terminology but
that it's used to avoid thinking about explanations. When people say,
"X is likely" what they aren't doing is explaining when/why X
will/won't happen. The replacement isn't any particular word or phrase
but an explanation.

That's abstract. Why don't you give two examples with "likely" that
you're not sure how to change and people can make suggestions.

People often say "It's very likely they'll reject my application.", "It's
very unlikely we'll get caught", "What I just said probably isn't clear
enough", "I probably won't have any time tomorrow".



What can be said about these?

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Use of the term "likely"
Date: May 24, 2012 at 11:10 AM

On Thu, May 24, 2012 at 9:03 AM, Psevdo Nim <izo.psevdo@gmail.com> wrote:
On Thu, May 24, 2012 at 4:40 AM, Elliot Temple <curi@curi.us> wrote:

On May 23, 2012, at 11:13 AM, Scott Ahten wrote:

After reading both the FoR and the BoF, I've become more aware of my
tendency to use the term "likely" when I'm really referring to the
application of criticism based on a particular  explanation. On
reflection,
this seems to indicate misconceptions of the role likeliness plays is
so
fundamental that it's part of the very language people use every day.

However, I haven't been able to come up with a suitable replacement
that is
more accurate, while being brief and still communicating my message
in a
way that others unfamiliar with the role that explanations play would
recognize.

Does anyone have any suggestions of how to bridge the gap?

I think the issue is not a replacement word but to think more about
what
one wants to say. The main problem with "likely" isn't terminology but
that it's used to avoid thinking about explanations. When people say,
"X is likely" what they aren't doing is explaining when/why X
will/won't happen. The replacement isn't any particular word or phrase
but an explanation.

That's abstract. Why don't you give two examples with "likely" that
you're not sure how to change and people can make suggestions.

People often say "It's very likely they'll reject my application.",



Why? Is it because you fit the profile of applications they usually
reject? Then say, "I think they will reject my application because my
scores are lower than the average rejected application."

"It's very unlikely we'll get caught",

Why? Because 99.99% of bank robbers get caught? Then say, "I think
we'll get caught because 99.99% of bank robbers have gotten caught
before us."

"What I just said probably isn't clear
enough",

Why? Is it because you noticed some ambiguity in your explanation?
Then say, "You may not understand my explanation as I have just
noticed some ambiguity in it."

"I probably won't have any time tomorrow".

Why? Is it because you're schedule is booked to a point and
historically, at that level of bookedness, you have not been able to
squeeze in errands in between your appointments? Then say, "I think I
won't have time tomorrow because my schedule is packed."

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Dividing up sports by sex
Date: May 24, 2012 at 11:43 AM

On Wed, May 23, 2012 at 9:32 PM, Elliot Temple <curi@curi.us> wrote:
On May 23, 2012, at 5:18 AM, Rami Rustom wrote:

It seems like an arbitrary way to divide competitions by sex. Why do we do
it?

It's part of a tradition of sexism that divides up many, many other things by 
gender, such as which clothes to wear, which colors to like, and which interests 
to have, who to have sex with, what roles to have in life, and so on.

One of the results is that each gender typically has different strengths and 
weaknesses and so competitions in those areas seem unfair to/with typical 
people.

The idea is that men are more capable than women because of genetics.

No it's not. That is a rationalization used by some people (and perhaps a truth in 
some narrow ways), but not the actual reason.

People don't know why they are sexist, but they are, and they make up false 
reasons/excuses/denials if challenged in order to protect their self-esteem (they 
have to reply, if only in their own head, in order to continue self-idenitfying as 
rational).

The
genes cause higher levels of the anabolic hormones, thus allowing men to
develop muscle more than women. They are also a bit taller and I think that
too is due to higher levels of some hormones. So what's the problem?

Some men have lower anabolic hormone levels than women. Some people are
born men, and then undergo a sex change, including hormone therapy, and
then they are able to compete as women. But they are still biologically men.

Some people are born with 3 sex chromosomes, two X's and a Y. I think these
people have hormone levels most similar to men.



Some male babies are born with a problem with their testosterone receptors
whereby they don't allow testosterone to bind at those sites rendering the
testosterone completely ineffective. And I think these babies are female
for all practical purposes; even the genitals form as the female version.

So what do you think?

Sexism is typically introduced to people at their birth, and pushed heavily for 
their entire lives. It's promoted especially by their mothers (who do the majority 
of the parenting in general).

If you want to fix it, that's one place to focus. But I think this chromosome and 
hormone stuff is a red herring.

Note that women are given special treatment in mental competitions where no 
brute strength is involved, such as chess. Why would that happen if strength 
were the real issue?

I forgot about things like chess. Why the division? Because of really
old memes that say that female brains aren't as smart as male brains.
And those are based on a long history of women having more and worse
anti-rational memes than compared to men. Which is because of a long
history of more TCS-coercion on girls than compared to boys.

-- Rami

-- 



From: socratus <socratus@bezeqint.net>
Subject: [BoI] Where is the Beginning of Infinity and Its Finite?
Date: May 24, 2012 at 3:38 AM

Where is the Beginning of Infinity and Its Finite?
=.
Everything begins and finishes in the Vacuum.

Vacuum, my opinion:  T= 0K, E= ∞ , p = 0, t = ∞ .
=.
Vacuum is a Kingdom of Coldness.
Vacuum is an Infinite Continuum.
Vacuum doesn’t have ‘ Time ‘, It is Eternal.
Vacuum’s  density is zero.
Vacuum  is an Infinite Energy Continuum.
Vacuum  is  the zero point of everything.
Vacuum is a Kingdom for everything.
Vacuum is a maximum ‘entropy’.
Vacuum is simply logical distance between things.
==.
Israel Socratus.

==.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Dividing up sports by sex
Date: May 24, 2012 at 1:55 PM

On May 24, 2012, at 8:43 AM, Rami Rustom wrote:

On Wed, May 23, 2012 at 9:32 PM, Elliot Temple <curi@curi.us> wrote:
On May 23, 2012, at 5:18 AM, Rami Rustom wrote:

It seems like an arbitrary way to divide competitions by sex. Why do we do
it?

It's part of a tradition of sexism that divides up many, many other things by 
gender, such as which clothes to wear, which colors to like, and which interests 
to have, who to have sex with, what roles to have in life, and so on.

One of the results is that each gender typically has different strengths and 
weaknesses and so competitions in those areas seem unfair to/with typical 
people.

The idea is that men are more capable than women because of genetics.

No it's not. That is a rationalization used by some people (and perhaps a truth 
in some narrow ways), but not the actual reason.

People don't know why they are sexist, but they are, and they make up false 
reasons/excuses/denials if challenged in order to protect their self-esteem 
(they have to reply, if only in their own head, in order to continue self-
idenitfying as rational).

The
genes cause higher levels of the anabolic hormones, thus allowing men to
develop muscle more than women. They are also a bit taller and I think that
too is due to higher levels of some hormones. So what's the problem?

Some men have lower anabolic hormone levels than women. Some people 
are
born men, and then undergo a sex change, including hormone therapy, and
then they are able to compete as women. But they are still biologically men.



Some people are born with 3 sex chromosomes, two X's and a Y. I think 
these
people have hormone levels most similar to men.

Some male babies are born with a problem with their testosterone receptors
whereby they don't allow testosterone to bind at those sites rendering the
testosterone completely ineffective. And I think these babies are female
for all practical purposes; even the genitals form as the female version.

So what do you think?

Sexism is typically introduced to people at their birth, and pushed heavily for 
their entire lives. It's promoted especially by their mothers (who do the majority 
of the parenting in general).

If you want to fix it, that's one place to focus. But I think this chromosome and 
hormone stuff is a red herring.

Note that women are given special treatment in mental competitions where no 
brute strength is involved, such as chess. Why would that happen if strength 
were the real issue?

I forgot about things like chess. Why the division? Because of really
old memes that say that female brains aren't as smart as male brains.
And those are based on a long history of women having more and worse
anti-rational memes than compared to men. Which is because of a long
history of more TCS-coercion on girls than compared to boys.

Just to be clear: while the sexist ideas in general are old, new divisions are 
created now. Chess may be old but Starcraft is recent and females get special 
treatment in Starcraft too.

Also, by the way, as a matter of fact, the vast vast majority of the top players are 
male. The best female Starcraft 1 player has a KeSPA rank of 93rd. And look at 
her awards:

http://www.teamliquid.net/tlpd/korean/players/66_ToSsGirL

All three first place results listed were special women's tournaments!

http://www.teamliquid.net/tlpd/korean/players/66_ToSsGirL


I'm not convinced that girls are TCS-coerced more than boys. Just differently.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Use of the term "likely"
Date: May 24, 2012 at 2:10 PM

On May 24, 2012, at 7:03 AM, Psevdo Nim wrote:

On Thu, May 24, 2012 at 4:40 AM, Elliot Temple <curi@curi.us> wrote:

On May 23, 2012, at 11:13 AM, Scott Ahten wrote:

After reading both the FoR and the BoF, I've become more aware of my
tendency to use the term "likely" when I'm really referring to the
application of criticism based on a particular  explanation. On
reflection,
this seems to indicate misconceptions of the role likeliness plays is
so
fundamental that it's part of the very language people use every day.

However, I haven't been able to come up with a suitable replacement
that is
more accurate, while being brief and still communicating my message
in a
way that others unfamiliar with the role that explanations play would
recognize.

Does anyone have any suggestions of how to bridge the gap?

I think the issue is not a replacement word but to think more about
what
one wants to say. The main problem with "likely" isn't terminology but
that it's used to avoid thinking about explanations. When people say,
"X is likely" what they aren't doing is explaining when/why X
will/won't happen. The replacement isn't any particular word or phrase
but an explanation.

That's abstract. Why don't you give two examples with "likely" that
you're not sure how to change and people can make suggestions.

People often say "It's very likely they'll reject my application.",



The actual thing is something like this:  (maybe. the statement is ambiguous.)

I have a mental model of how the sort of people making application decisions will 
do it. And I have incomplete information about some issues like the competition 
and the particular tastes of the guy who reads my application. I tried filling in the 
incomplete information with 10 different guesses which I thought might be 
representative. I was only accepted in two of those scenarios.

But it could also just mean: I use my intuition to guess if I'll get in, and I'm in a bad 
mood today.

And plenty of other things.

"It's very unlikely we'll get caught",

This reminds me of, "Most startup businesses fail."

It's not a good way to decide if you should start a startup. Whether yours 
succeeds or fails is not a matter of chance.

You do have incomplete information. Maybe Apple is about to release the same 
product as you, for free, with way more programmer time invested into making it 
great. Startups can fail through no fault of your own, but that's not what happens 
in most cases.

Also: this doesn't discuss when/why you might get caught. If you're planning a 
stealth bank heist, you better consider you'll be caught if:

- they spot you on camera picking the lock on the vault
- you walk past a security guard who is awake and don't have a suitable 
disguise/story
- you trip the alarm on the outside door
- you trip the alarm in the vault
- you activate a motion detector in a hallway
- things are different than your planning. but you have some very reliable inside 
information so there shouldn't be any surprises



etc

But then you might think you know how to deal with each of those things, 
practiced a lot, can do them all in training with very good reliability, etc, so you 
don't expect to be caught.

"What I just said probably isn't clear enough",

I see several ways my statement could be misunderstood because it didn't 
provide enough context, makes use of concepts i didn't explain already, has a 
second reading I just noticed but didn't intend, or any other reason.

"I probably won't have any time tomorrow".

(Schedules are not fully foreseeable due to incomplete information, but) I don't 
expect to do X tomorrow.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: Female Irrationality (was: Re: [BoI] Dividing up sports by sex)
Date: May 24, 2012 at 2:14 PM

On 24 May 2012, at 03:32 AM, Elliot Temple <curi@curi.us> wrote:

<snip>

People don't know why they are sexist, but they are, and they make up false 
reasons/excuses/denials if challenged in order to protect their self-esteem (they 
have to reply, if only in their own head, in order to continue self-idenitfying as 
rational).

<snip>

Sexism is typically introduced to people at their birth, and pushed heavily for 
their entire lives. It's promoted especially by their mothers (who do the majority 
of the parenting in general).

Conjecture: Women have their lives more dictated by memes than men, and are 
more irrational and self-identify less as rational (citing virtues like emotion and 
human empathy), because they do the majority of the parenting so need more 
faithful meme transmission.

-Lulie



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: Female Irrationality (was: Re: [BoI] Dividing up sports by sex)
Date: May 24, 2012 at 3:11 PM

On Thu, May 24, 2012 at 1:14 PM, Lulie Tanett <luliet@gmail.com> wrote:
On 24 May 2012, at 03:32 AM, Elliot Temple <curi@curi.us> wrote:

<snip>

People don't know why they are sexist, but they are, and they make up false
reasons/excuses/denials if challenged in order to protect their self-esteem
(they have to reply, if only in their own head, in order to continue
self-idenitfying as rational).

<snip>

Sexism is typically introduced to people at their birth, and pushed heavily
for their entire lives. It's promoted especially by their mothers (who do
the majority of the parenting in general).

Conjecture: Women have their lives more dictated by memes than men, and are
more irrational and self-identify less as rational (citing virtues like
emotion and human empathy), because they do the majority of the parenting so
need more faithful meme transmission.

Could you clarify the last part? It sounds like you're saying that
mothers act emo for the purpose of transmitting memes more
effectively.

-- Rami

-- 



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Use of the term "likely"
Date: May 24, 2012 at 4:32 PM

On Thu, May 24, 2012 at 11:10 AM, Elliot Temple <curi@curi.us> wrote:

On May 24, 2012, at 7:03 AM, Psevdo Nim wrote:

On Thu, May 24, 2012 at 4:40 AM, Elliot Temple <curi@curi.us> wrote:

On May 23, 2012, at 11:13 AM, Scott Ahten wrote:

After reading both the FoR and the BoF, I've become more aware of my
tendency to use the term "likely" when I'm really referring to the
application of criticism based on a particular  explanation. On
reflection,
this seems to indicate misconceptions of the role likeliness plays is
so
fundamental that it's part of the very language people use every day.

However, I haven't been able to come up with a suitable replacement
that is
more accurate, while being brief and still communicating my message
in a
way that others unfamiliar with the role that explanations play would
recognize.

Does anyone have any suggestions of how to bridge the gap?

I think the issue is not a replacement word but to think more about
what
one wants to say. The main problem with "likely" isn't terminology but
that it's used to avoid thinking about explanations. When people say,
"X is likely" what they aren't doing is explaining when/why X
will/won't happen. The replacement isn't any particular word or phrase
but an explanation.

That's abstract. Why don't you give two examples with "likely" that
you're not sure how to change and people can make suggestions.



People often say "It's very likely they'll reject my application.",

The actual thing is something like this:  (maybe. the statement is ambiguous.)

I have a mental model of how the sort of people making application decisions 
will do it. And I have incomplete information about some issues like the 
competition and the particular tastes of the guy who reads my application. I tried 
filling in the incomplete information with 10 different guesses which I thought 
might be representative. I was only accepted in two of those scenarios.

But it could also just mean: I use my intuition to guess if I'll get in, and I'm in a 
bad mood today.

And plenty of other things.

"It's very unlikely we'll get caught",

This reminds me of, "Most startup businesses fail."

It's not a good way to decide if you should start a startup. Whether yours 
succeeds or fails is not a matter of chance.

You do have incomplete information. Maybe Apple is about to release the same 
product as you, for free, with way more programmer time invested into making it 
great. Startups can fail through no fault of your own, but that's not what happens 
in most cases.

Also: this doesn't discuss when/why you might get caught. If you're planning a 
stealth bank heist, you better consider you'll be caught if:

- they spot you on camera picking the lock on the vault
- you walk past a security guard who is awake and don't have a suitable 
disguise/story
- you trip the alarm on the outside door
- you trip the alarm in the vault
- you activate a motion detector in a hallway



- things are different than your planning. but you have some very reliable inside 
information so there shouldn't be any surprises

etc

But then you might think you know how to deal with each of those things, 
practiced a lot, can do them all in training with very good reliability, etc, so you 
don't expect to be caught.

"What I just said probably isn't clear enough",

I see several ways my statement could be misunderstood because it didn't 
provide enough context, makes use of concepts i didn't explain already, has a 
second reading I just noticed but didn't intend, or any other reason.

"I probably won't have any time tomorrow".

(Schedules are not fully foreseeable due to incomplete information, but) I don't 
expect to do X tomorrow.

I notice a trend, which is that all of these are, at minimum, a bit
longer than the original sentence, and sometimes substantially longer.

It's also clearer.  But sometimes having a shorthand can be useful.

If you're talking to someone with whom you think you have enough
shared understanding that they can reasonably be expected to
understand what you mean in X specific circumstance, then is it no
longer wrong to use "probably?"



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Use of the term "likely"
Date: May 24, 2012 at 4:48 PM

On May 24, 2012, at 1:32 PM, Dan Frank wrote:

On Thu, May 24, 2012 at 11:10 AM, Elliot Temple <curi@curi.us> wrote:

On May 24, 2012, at 7:03 AM, Psevdo Nim wrote:

On Thu, May 24, 2012 at 4:40 AM, Elliot Temple <curi@curi.us> wrote:

On May 23, 2012, at 11:13 AM, Scott Ahten wrote:

After reading both the FoR and the BoF, I've become more aware of my
tendency to use the term "likely" when I'm really referring to the
application of criticism based on a particular  explanation. On
reflection,
this seems to indicate misconceptions of the role likeliness plays is
so
fundamental that it's part of the very language people use every day.

However, I haven't been able to come up with a suitable replacement
that is
more accurate, while being brief and still communicating my message
in a
way that others unfamiliar with the role that explanations play would
recognize.

Does anyone have any suggestions of how to bridge the gap?

I think the issue is not a replacement word but to think more about
what
one wants to say. The main problem with "likely" isn't terminology but
that it's used to avoid thinking about explanations. When people say,
"X is likely" what they aren't doing is explaining when/why X
will/won't happen. The replacement isn't any particular word or phrase
but an explanation.

That's abstract. Why don't you give two examples with "likely" that



you're not sure how to change and people can make suggestions.

People often say "It's very likely they'll reject my application.",

The actual thing is something like this:  (maybe. the statement is ambiguous.)

I have a mental model of how the sort of people making application decisions 
will do it. And I have incomplete information about some issues like the 
competition and the particular tastes of the guy who reads my application. I 
tried filling in the incomplete information with 10 different guesses which I 
thought might be representative. I was only accepted in two of those 
scenarios.

But it could also just mean: I use my intuition to guess if I'll get in, and I'm in a 
bad mood today.

And plenty of other things.

"It's very unlikely we'll get caught",

This reminds me of, "Most startup businesses fail."

It's not a good way to decide if you should start a startup. Whether yours 
succeeds or fails is not a matter of chance.

You do have incomplete information. Maybe Apple is about to release the 
same product as you, for free, with way more programmer time invested into 
making it great. Startups can fail through no fault of your own, but that's not 
what happens in most cases.

Also: this doesn't discuss when/why you might get caught. If you're planning a 
stealth bank heist, you better consider you'll be caught if:

- they spot you on camera picking the lock on the vault
- you walk past a security guard who is awake and don't have a suitable 
disguise/story



- you trip the alarm on the outside door
- you trip the alarm in the vault
- you activate a motion detector in a hallway
- things are different than your planning. but you have some very reliable inside 
information so there shouldn't be any surprises

etc

But then you might think you know how to deal with each of those things, 
practiced a lot, can do them all in training with very good reliability, etc, so you 
don't expect to be caught.

"What I just said probably isn't clear enough",

I see several ways my statement could be misunderstood because it didn't 
provide enough context, makes use of concepts i didn't explain already, has a 
second reading I just noticed but didn't intend, or any other reason.

"I probably won't have any time tomorrow".

(Schedules are not fully foreseeable due to incomplete information, but) I don't 
expect to do X tomorrow.

I notice a trend, which is that all of these are, at minimum, a bit
longer than the original sentence, and sometimes substantially longer.

It's also clearer.  But sometimes having a shorthand can be useful.

"Likely" is not shorthand for any of these things i said.

It's "shorthand", at best, for "i know details i'm not going to explain". But I don't 
think it actually communicates that.

"Likely" is a way to gloss over explanations. Sometimes we want to gloss over 
explanations on purpose to be brief or because they are tangential, but I don't 
think the word "likely" is a good way to do that because it doesn't communicate 
that one is doing this knowingly or intentionally.



If you're talking to someone with whom you think you have enough
shared understanding that they can reasonably be expected to
understand what you mean in X specific circumstance, then is it no
longer wrong to use "probably?"

Just say "I expect X" without stating your reasons. He can ask why if he wants. 
You'll be brief without saying that something is a matter of probability which isn't, 
and without the superficial appearance of having said anything substantive.

One issue is I'm talking to Jack about inviting Jill to an event with us. We're 
discussing if she'll want to go. I have incomplete information and from what I 
know it could go either way so I can't state a plain expectation. But if I say, "I'm 
not sure if she'll go", then that's ambiguous between:

1) i don't know anything about her preferences
2) i know some reasons she might like to go, so there's definitely a possibility 
she'll want to go, but I also know some reasons she might not want to go.

One way to put it, if you meant (2), while remaining very brief (if you elaborate 
there's no difficulty here) is "She might go". That has the sound of you know what 
you're talking about more. And for (1) you can say "I don't know".

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] gender roles vs sexism
Date: May 24, 2012 at 4:55 PM

Sexism is deemed unacceptable but at the same time gender roles are deemed 
good.

So we have McDonalds advertising on their apple pie box:

Mom didn't have time today so we made you this baked apple pie.

This endorses gender roles. I consider endorsing that sort of thing sexist, but 
almost no one does. McDonald aims at mainstream popularity and this text isn't 
going to alienate their customers.

Many would-be reformers wonder why sexism of various sorts won't go away. It's 
because virtually everyone still endorses gender roles, including many of those 
would-be reformers.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] We're always at the beginning of infinite
Date: May 24, 2012 at 6:41 PM

I just realized another way that 'we're always at the beginning of infinite'.

Many people 'beat themselves up' about their past mistakes and the
grave consequences that followed. Some people live with these thoughts
and feel bad about themselves until their death. But that is
irrational.

We all make mistakes. Some of those mistakes have grave consequences.
The past should be considered in order to study the problems that
caused the mistakes so that we can create solutions that work to
prevent similar mistakes in the future. But the focus should be on the
future, not the past.

Everyday we are at the beginning of the rest of our lives.

-- Rami

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] We're always at the beginning of infinite
Date: May 24, 2012 at 9:29 PM

On 25/05/2012, at 8:42 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

I just realized another way that 'we're always at the beginning of infinite'.

Many people 'beat themselves up' about their past mistakes and the
grave consequences that followed. Some people live with these thoughts
and feel bad about themselves until their death. But that is
irrational.

We all make mistakes. Some of those mistakes have grave consequences.
The past should be considered in order to study the problems that
caused the mistakes so that we can create solutions that work to
prevent similar mistakes in the future. But the focus should be on the
future, not the past.

Everyday we are at the beginning of the rest of our lives.

That's very good. I'm not making a criticism pointing out that It's been said before 
in a similar way: "this is the first day of the rest of your life" - there's at least one 
song and one movie with this title - but I like the new link to the beginning of 
infinity.

Would you say that an optimistic outlook means being predisposed to act as if 
you can always improve yourself? That you can always "get better"? That no 
matter how low your self esteem or how little you think you are worth - that this 
can change for the better if you choose to take the right steps?

What advice would you give to someone who has just been diagnosed with 
terminal pancreatic cancer? A condition that - depending on how you read the 
stats - has somewhere between a bad and an absolutely terrible prognosis (80% 
of people diagnosed are dead within 6 months). Of course we *could* all be in 
exactly this position - or worse - and simply don't know. And the person with the 
diagnosis could go on to live forever given the right circumstances - like simply a 
mistake by a doctor.

However - our best explanation seems to be that they will lose their life much 



shorter than they hoped to, to cancer. How can we reconcile acting on the best 
explanation available in this situation - while remaining optimistic about the 
future?

Thanks,

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] We're always at the beginning of infinite
Date: May 24, 2012 at 10:01 PM

On Thu, May 24, 2012 at 8:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 25/05/2012, at 8:42 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

I just realized another way that 'we're always at the beginning of infinite'.

Many people 'beat themselves up' about their past mistakes and the
grave consequences that followed. Some people live with these thoughts
and feel bad about themselves until their death. But that is
irrational.

We all make mistakes. Some of those mistakes have grave consequences.
The past should be considered in order to study the problems that
caused the mistakes so that we can create solutions that work to
prevent similar mistakes in the future. But the focus should be on the
future, not the past.

Everyday we are at the beginning of the rest of our lives.

That's very good. I'm not making a criticism pointing out that It's been said 
before in a similar way: "this is the first day of the rest of your life" - there's at 
least one song and one movie with this title - but I like the new link to the 
beginning of infinity.

Would you say that an optimistic outlook means being predisposed to act as if 
you can always improve yourself? That you can always "get better"?

Well there is blind optimism, and then there is rational optimism. The
rational kind is good. Blind optimism is what most people mean when
they say 'hope'.

What do you mean by predisposed? We're not born with rational
optimism. It comes with knowledge.

That no matter how low your self esteem or how little you think you are worth - 
that this can change for the better if you choose to take the right steps?



Thinking that you are "worth" little [or a lot] is a mistake. Its our
actions that are valuable, not ourselves. And you can always improve
your actions by improving your knowledge.

What advice would you give to someone who has just been diagnosed with 
terminal pancreatic cancer? A condition that - depending on how you read the 
stats - has somewhere between a bad and an absolutely terrible prognosis 
(80% of people diagnosed are dead within 6 months).

I suggest to him to live it up. To do what he likes.

Of course we *could* all be in exactly this position - or worse - and simply don't 
know. And the person with the diagnosis could go on to live forever given the 
right circumstances - like simply a mistake by a doctor.

Oh great. Same advice then. Live it up. Do what you like.

However - our best explanation seems to be that they will lose their life much 
shorter than they hoped to, to cancer.

People should be ready for such things. Here we are talking about it
now. So lets say 2 years from now you get this bad news you're
describing. Will you be shocked? Upset? Sad? Or will you immediately
change your values based on your new situation?

How can we reconcile acting on the best explanation available in this situation - 
while remaining optimistic about the future?

Life is full of situations where things could go one way or another
and for each way, we should create tentative plans. So you'd be
enacting plan A through the 6 month cancer treatment period, and then
if you live, you'll enact plan A2.

Notice that I said plan A and A2 instead of A and B to suggest that
plan A2 is a continuation of plan A. The point is that you don't want



details in plan A to negatively affect plan A2. For example, you don't
want to burn some bridges during plan A that you'll want to use in
plan A2.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Forgiveness
Date: May 25, 2012 at 6:51 PM

I was reading The Fountainhead and read about the idea that we should
be forgiving.

What is forgiveness? To stop being angry at someone for doing
something wrong to you. A few problems I see with this:

(1) its not good to be angry. and besides, emotion should not be the
standard for what actions require forgiveness or not.

(2) mistakes are common. some times people ask for or expect
forgiveness for small inconsequential mistakes like an interruption
during conversation. these things shouldn't require forgiveness.

(3) if somebody wronged you, and it was intentional, then why are you
expected to forgive them?

(4) if somebody wronged you, but it was unintentional, then why should
you expect them to ask for forgiveness?

There is a meme out there that says that forgiveness is a virtue. Like
its something you should do for any and all people no matter what they
did. But forgiveness should not be expected nor given.

If person A commits a mistake against person B, both parties should
realize human fallibility. A and B should discuss the mistake and
create a solution to the problem that caused the mistake. Then they
should move forward without resentment. Is this what people call
'forgiving'? I don't think so.

The only case where B should do otherwise is if he is convinced that A
is intentionally wronging B, in which case B should stop interacting
with A. Is this what people call 'not forgiving'? I don't think so.

-- Rami

-- 



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Forgiveness
Date: May 25, 2012 at 6:59 PM

On Fri, May 25, 2012 at 3:51 PM, Rami Rustom <rombomb@gmail.com> wrote:
I was reading The Fountainhead and read about the idea that we should
be forgiving.

What is forgiveness? To stop being angry at someone for doing
something wrong to you. A few problems I see with this:

(1) its not good to be angry. and besides, emotion should not be the
standard for what actions require forgiveness or not.

(2) mistakes are common. some times people ask for or expect
forgiveness for small inconsequential mistakes like an interruption
during conversation. these things shouldn't require forgiveness.

(3) if somebody wronged you, and it was intentional, then why are you
expected to forgive them?

(4) if somebody wronged you, but it was unintentional, then why should
you expect them to ask for forgiveness?

There is a meme out there that says that forgiveness is a virtue. Like
its something you should do for any and all people no matter what they
did. But forgiveness should not be expected nor given.

If person A commits a mistake against person B, both parties should
realize human fallibility. A and B should discuss the mistake and
create a solution to the problem that caused the mistake. Then they
should move forward without resentment. Is this what people call
'forgiving'? I don't think so.

The only case where B should do otherwise is if he is convinced that A
is intentionally wronging B, in which case B should stop interacting
with A. Is this what people call 'not forgiving'? I don't think so.

I think you've left out a potential common scenario.



What if A intentionally wronged B, and then later changed their mind
and realized they shouldn't have done that?  Should they ask
forgiveness?  Should B forgive them?

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Forgiveness
Date: May 25, 2012 at 7:46 PM

On Fri, May 25, 2012 at 5:59 PM, Dan Frank <danjfrank@gmail.com> wrote:
On Fri, May 25, 2012 at 3:51 PM, Rami Rustom <rombomb@gmail.com> wrote:

I was reading The Fountainhead and read about the idea that we should
be forgiving.

What is forgiveness? To stop being angry at someone for doing
something wrong to you. A few problems I see with this:

(1) its not good to be angry. and besides, emotion should not be the
standard for what actions require forgiveness or not.

(2) mistakes are common. some times people ask for or expect
forgiveness for small inconsequential mistakes like an interruption
during conversation. these things shouldn't require forgiveness.

(3) if somebody wronged you, and it was intentional, then why are you
expected to forgive them?

(4) if somebody wronged you, but it was unintentional, then why should
you expect them to ask for forgiveness?

There is a meme out there that says that forgiveness is a virtue. Like
its something you should do for any and all people no matter what they
did. But forgiveness should not be expected nor given.

If person A commits a mistake against person B, both parties should
realize human fallibility. A and B should discuss the mistake and
create a solution to the problem that caused the mistake. Then they
should move forward without resentment. Is this what people call
'forgiving'? I don't think so.

The only case where B should do otherwise is if he is convinced that A
is intentionally wronging B, in which case B should stop interacting
with A. Is this what people call 'not forgiving'? I don't think so.



I think you've left out a potential common scenario.

What if A intentionally wronged B, and then later changed their mind
and realized they shouldn't have done that?  Should they ask
forgiveness?  Should B forgive them?

B should realize A's fallibility. And that people don't immediately
realize the truth of the morality of their actions. But I still
wouldn't call it forgiveness. And yes B could choose to continue
interacting with A. But if there was a history of this sort of
behavior, or if the potential consequences are too great, then B might
decide that the risk is too great. I don't intend to take on a lot of
risk for the benefit of someone else; that would be altruism.

Do you want to consider concrete examples?

-- Rami



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Forgiveness
Date: May 25, 2012 at 7:52 PM

On Fri, May 25, 2012 at 4:46 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Fri, May 25, 2012 at 5:59 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Fri, May 25, 2012 at 3:51 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

I was reading The Fountainhead and read about the idea that we should
be forgiving.

What is forgiveness? To stop being angry at someone for doing
something wrong to you. A few problems I see with this:

(1) its not good to be angry. and besides, emotion should not be the
standard for what actions require forgiveness or not.

(2) mistakes are common. some times people ask for or expect
forgiveness for small inconsequential mistakes like an interruption
during conversation. these things shouldn't require forgiveness.

(3) if somebody wronged you, and it was intentional, then why are you
expected to forgive them?

(4) if somebody wronged you, but it was unintentional, then why should
you expect them to ask for forgiveness?

There is a meme out there that says that forgiveness is a virtue. Like
its something you should do for any and all people no matter what they
did. But forgiveness should not be expected nor given.

If person A commits a mistake against person B, both parties should
realize human fallibility. A and B should discuss the mistake and
create a solution to the problem that caused the mistake. Then they
should move forward without resentment. Is this what people call
'forgiving'? I don't think so.

The only case where B should do otherwise is if he is convinced that A
is intentionally wronging B, in which case B should stop interacting
with A. Is this what people call 'not forgiving'? I don't think so.



I think you've left out a potential common scenario.

What if A intentionally wronged B, and then later changed their mind
and realized they shouldn't have done that?  Should they ask
forgiveness?  Should B forgive them?

B should realize A's fallibility. And that people don't immediately
realize the truth of the morality of their actions. But I still
wouldn't call it forgiveness. And yes B could choose to continue
interacting with A. But if there was a history of this sort of
behavior, or if the potential consequences are too great, then B might
decide that the risk is too great. I don't intend to take on a lot of
risk for the benefit of someone else; that would be altruism.

Should A *tell* B that they have changed their mind about their
previous behavior?  If so, how should they go about this?  What would
differentiate this from "asking for forgiveness" in the colloquial
sense?  Just the lack of the word "sorry" (or a synonym), or something
more?

Do you want to consider concrete examples?

If you think it will be easier to discuss, sure.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Forgiveness
Date: May 25, 2012 at 8:08 PM

On Fri, May 25, 2012 at 6:52 PM, Dan Frank <danjfrank@gmail.com> wrote:
On Fri, May 25, 2012 at 4:46 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, May 25, 2012 at 5:59 PM, Dan Frank <danjfrank@gmail.com> wrote:
On Fri, May 25, 2012 at 3:51 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

I was reading The Fountainhead and read about the idea that we should
be forgiving.

What is forgiveness? To stop being angry at someone for doing
something wrong to you. A few problems I see with this:

(1) its not good to be angry. and besides, emotion should not be the
standard for what actions require forgiveness or not.

(2) mistakes are common. some times people ask for or expect
forgiveness for small inconsequential mistakes like an interruption
during conversation. these things shouldn't require forgiveness.

(3) if somebody wronged you, and it was intentional, then why are you
expected to forgive them?

(4) if somebody wronged you, but it was unintentional, then why should
you expect them to ask for forgiveness?

There is a meme out there that says that forgiveness is a virtue. Like
its something you should do for any and all people no matter what they
did. But forgiveness should not be expected nor given.

If person A commits a mistake against person B, both parties should
realize human fallibility. A and B should discuss the mistake and
create a solution to the problem that caused the mistake. Then they
should move forward without resentment. Is this what people call
'forgiving'? I don't think so.

The only case where B should do otherwise is if he is convinced that A
is intentionally wronging B, in which case B should stop interacting



with A. Is this what people call 'not forgiving'? I don't think so.

I think you've left out a potential common scenario.

What if A intentionally wronged B, and then later changed their mind
and realized they shouldn't have done that?  Should they ask
forgiveness?  Should B forgive them?

B should realize A's fallibility. And that people don't immediately
realize the truth of the morality of their actions. But I still
wouldn't call it forgiveness. And yes B could choose to continue
interacting with A. But if there was a history of this sort of
behavior, or if the potential consequences are too great, then B might
decide that the risk is too great. I don't intend to take on a lot of
risk for the benefit of someone else; that would be altruism.

Should A *tell* B that they have changed their mind about their
previous behavior?  If so, how should they go about this?

A could say, "B, I messed up when I did X. Next time I'll do Y. What
do you think?"

B could provide criticisms of X and Y. And they may create a better solution Z.

What would
differentiate this from "asking for forgiveness" in the colloquial
sense?

Asking for forgiveness seems not to include discussing the mistake nor
problem solving. Its more like glazing over the mistake and the
forgiver is "hoping" that it'll never happen again.

Just the lack of the word "sorry" (or a synonym), or something
more?

I don't like 'sorry'. I don't like when people say it to me. Its like



they are assuming that I'm upset. Or that I'm counting the mistake
against them. Like I'm keeping a log or something. Mostly I'm talking
about employees.

And I don't like to respond with "don't worry about it", cause that
doesn't help. So now I say, "Apologies aren't necessary nor
appropriate. Its just a mistake. They are common. Now lets work on the
solution. Going forward, in these sorts of situation, do X. Note how
this follows from the error-correction idea from training."

When friends say "sorry", I just act like I didn't hear it. I don't
even say, "don't worry about it". I just continue with the
conversation as normal. From my tone and discussion topics I expect
that they will realize that the apology wasn't necessary.

-- Rami



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Forgiveness
Date: May 25, 2012 at 8:52 PM

On Fri, May 25, 2012 at 5:08 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Fri, May 25, 2012 at 6:52 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Fri, May 25, 2012 at 4:46 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Fri, May 25, 2012 at 5:59 PM, Dan Frank <danjfrank@gmail.com> wrote:
On Fri, May 25, 2012 at 3:51 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

I was reading The Fountainhead and read about the idea that we should
be forgiving.

What is forgiveness? To stop being angry at someone for doing
something wrong to you. A few problems I see with this:

(1) its not good to be angry. and besides, emotion should not be the
standard for what actions require forgiveness or not.

(2) mistakes are common. some times people ask for or expect
forgiveness for small inconsequential mistakes like an interruption
during conversation. these things shouldn't require forgiveness.

(3) if somebody wronged you, and it was intentional, then why are you
expected to forgive them?

(4) if somebody wronged you, but it was unintentional, then why should
you expect them to ask for forgiveness?

There is a meme out there that says that forgiveness is a virtue. Like
its something you should do for any and all people no matter what they
did. But forgiveness should not be expected nor given.

If person A commits a mistake against person B, both parties should
realize human fallibility. A and B should discuss the mistake and
create a solution to the problem that caused the mistake. Then they
should move forward without resentment. Is this what people call
'forgiving'? I don't think so.



The only case where B should do otherwise is if he is convinced that A
is intentionally wronging B, in which case B should stop interacting
with A. Is this what people call 'not forgiving'? I don't think so.

I think you've left out a potential common scenario.

What if A intentionally wronged B, and then later changed their mind
and realized they shouldn't have done that?  Should they ask
forgiveness?  Should B forgive them?

B should realize A's fallibility. And that people don't immediately
realize the truth of the morality of their actions. But I still
wouldn't call it forgiveness. And yes B could choose to continue
interacting with A. But if there was a history of this sort of
behavior, or if the potential consequences are too great, then B might
decide that the risk is too great. I don't intend to take on a lot of
risk for the benefit of someone else; that would be altruism.

Should A *tell* B that they have changed their mind about their
previous behavior?  If so, how should they go about this?

A could say, "B, I messed up when I did X. Next time I'll do Y. What
do you think?"

B could provide criticisms of X and Y. And they may create a better solution Z.

What would
differentiate this from "asking for forgiveness" in the colloquial
sense?

Asking for forgiveness seems not to include discussing the mistake nor
problem solving. Its more like glazing over the mistake and the
forgiver is "hoping" that it'll never happen again.

Do you think this is a necessary part of asking for forgiveness?  Or
do you think it would be possible to ask for forgiveness and also



discuss the mistake and focus on solving the problem?

Just the lack of the word "sorry" (or a synonym), or something
more?

I don't like 'sorry'. I don't like when people say it to me. Its like
they are assuming that I'm upset. Or that I'm counting the mistake
against them. Like I'm keeping a log or something. Mostly I'm talking
about employees.

Do you think that those are the only things people could think when
they say "sorry?"

If you chose to not be bothered by it, do you think there would still
be something wrong with saying "sorry?"

And I don't like to respond with "don't worry about it", cause that
doesn't help. So now I say, "Apologies aren't necessary nor
appropriate. Its just a mistake. They are common. Now lets work on the
solution. Going forward, in these sorts of situation, do X. Note how
this follows from the error-correction idea from training."

When friends say "sorry", I just act like I didn't hear it. I don't
even say, "don't worry about it". I just continue with the
conversation as normal. From my tone and discussion topics I expect
that they will realize that the apology wasn't necessary.

Have either of these strategies worked yet?



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Forgiveness
Date: May 25, 2012 at 9:03 PM

On Fri, May 25, 2012 at 7:52 PM, Dan Frank <danjfrank@gmail.com> wrote:
On Fri, May 25, 2012 at 5:08 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, May 25, 2012 at 6:52 PM, Dan Frank <danjfrank@gmail.com> wrote:
On Fri, May 25, 2012 at 4:46 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Fri, May 25, 2012 at 5:59 PM, Dan Frank <danjfrank@gmail.com> 
wrote:

On Fri, May 25, 2012 at 3:51 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

I was reading The Fountainhead and read about the idea that we should
be forgiving.

What is forgiveness? To stop being angry at someone for doing
something wrong to you. A few problems I see with this:

(1) its not good to be angry. and besides, emotion should not be the
standard for what actions require forgiveness or not.

(2) mistakes are common. some times people ask for or expect
forgiveness for small inconsequential mistakes like an interruption
during conversation. these things shouldn't require forgiveness.

(3) if somebody wronged you, and it was intentional, then why are you
expected to forgive them?

(4) if somebody wronged you, but it was unintentional, then why should
you expect them to ask for forgiveness?

There is a meme out there that says that forgiveness is a virtue. Like
its something you should do for any and all people no matter what they
did. But forgiveness should not be expected nor given.

If person A commits a mistake against person B, both parties should
realize human fallibility. A and B should discuss the mistake and
create a solution to the problem that caused the mistake. Then they
should move forward without resentment. Is this what people call



'forgiving'? I don't think so.

The only case where B should do otherwise is if he is convinced that A
is intentionally wronging B, in which case B should stop interacting
with A. Is this what people call 'not forgiving'? I don't think so.

I think you've left out a potential common scenario.

What if A intentionally wronged B, and then later changed their mind
and realized they shouldn't have done that?  Should they ask
forgiveness?  Should B forgive them?

B should realize A's fallibility. And that people don't immediately
realize the truth of the morality of their actions. But I still
wouldn't call it forgiveness. And yes B could choose to continue
interacting with A. But if there was a history of this sort of
behavior, or if the potential consequences are too great, then B might
decide that the risk is too great. I don't intend to take on a lot of
risk for the benefit of someone else; that would be altruism.

Should A *tell* B that they have changed their mind about their
previous behavior?  If so, how should they go about this?

A could say, "B, I messed up when I did X. Next time I'll do Y. What
do you think?"

B could provide criticisms of X and Y. And they may create a better solution Z.

What would
differentiate this from "asking for forgiveness" in the colloquial
sense?

Asking for forgiveness seems not to include discussing the mistake nor
problem solving. Its more like glazing over the mistake and the
forgiver is "hoping" that it'll never happen again.



Do you think this is a necessary part of asking for forgiveness?  Or
do you think it would be possible to ask for forgiveness and also
discuss the mistake and focus on solving the problem?

I'm sure some [maybe most] people do both.

Just the lack of the word "sorry" (or a synonym), or something
more?

I don't like 'sorry'. I don't like when people say it to me. Its like
they are assuming that I'm upset. Or that I'm counting the mistake
against them. Like I'm keeping a log or something. Mostly I'm talking
about employees.

Do you think that those are the only things people could think when
they say "sorry?"

No.

I was thinking of a specific person that says it a lot. I can tell he feels bad.

If you chose to not be bothered by it, do you think there would still
be something wrong with saying "sorry?"

I'm not bothered by the sorry. I'm bothered by the fact that they feel
bad while saying it.

And I don't like to respond with "don't worry about it", cause that
doesn't help. So now I say, "Apologies aren't necessary nor
appropriate. Its just a mistake. They are common. Now lets work on the
solution. Going forward, in these sorts of situation, do X. Note how
this follows from the error-correction idea from training."

When friends say "sorry", I just act like I didn't hear it. I don't



even say, "don't worry about it". I just continue with the
conversation as normal. From my tone and discussion topics I expect
that they will realize that the apology wasn't necessary.

Have either of these strategies worked yet?

I think so. I don't recall. I expect that this means it works well.
Otherwise I'd still consider it a problem which would cause me to
remember it.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Psychiatry
Date: May 26, 2012 at 1:39 AM

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-
spiraling-into-anti-psychiatry/

The first thing wrong is that Szasz has said over and over that he's not an anti-
psychiatrist. Anti-psychiatry is a misleading term because of:

1) Laing

2) It's not psychiatry as an abstract field that is a bad thing -- we can have proper 
knowledge of those issues -- it's in particular just *coercive* or *institutional* 
psychiatry that is the big problem. There could be such thing as autonomy-
rspecting psychiatry (admittedly it's currently basically illegal in the US).

Molyneux is not claiming that the conditions that the scientific establishment 
labels as mental conditions, such as depression and anxiety, does not exist. On 
the contrary, he admits that the anguish and suffering is very real. His problem 
lies in the notion that these are classified as mental illnesses. He rather thinks it 
is a reaction to a sick and harmful society.

Sometimes it's a reaction to a nasty society. But it can also be personal problems. 
And it can also be neither: it can be living well, on one's own terms, and the only 
problem is in the other people who are calling it mental illness and don't like it.

When discussing scientific matters such as the efficacy of antidepressants, their 
side effects or other issues, it is vital to back up claims being made with 
sources.

I don't know what Molyneux said, but this is not vital if one is making 
philosophical arguments.

The thing is, it's literally impossible to judge what effects of antidepressants are 
good or bad without a philosophical context. We need philosophy here!

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-spiraling-into-anti-psychiatry/


Now, evaluating the credibility of sources is not directly an argument against the 
position or arguments put forward by those source. That would be a fallacy 
known as the genetic fallacy, where the truth of a claim is being judged based 
on its origin, rather than merit. However, it is important to be able to critically 
examine the reliability of those sources.

So it's a fallacy but he wants to do it anyway... lol

This kind of mistake is hard to get away from for non-Popperians.

The first thing that strikes me is that the sources are all miscellaneous internet 
links, rather than references to the primary scientific literature.

I've read some primary scientific literature and scholarly books on the topic. 
Basically I think it's not worth reading: Szasz's books are an order of magnitude 
higher quality.

I wouldn't blame Molyneux for not wanting to read it.

This seems strange, because what hopes can one have in evaluating the 
science behind something if one does not consult the relevant scientific 
literature?

The best approach is to evaluate the philosophy instead. Scientific research can't 
make freedom wrong, or justify anti-freedom policies.

Also as far as philosophy arguments go, most of the relevant context and facts 
are uncontroversial and require no special science. E.g. we all know people are 
imprisoned involuntarily without needing to do a study about it. And we all know 
that many victims of psychiatric labels believe those labels are inaccurate and 
they are fine and would like to be left alone. And we all know psychiatrists have a 
long history of literally torturing people and calling it "therapy". And it's easy to 
verify that they still do this today, both in the old ways (less), and in newer ways 
(e.g. chemical straightjackets) -- it's not a big secret and doesn't require 
consulting arcane journals.

Plenty of this stuff is well known, uncontroversial, and awful. Anyone who is 
aware of it and doesn't recognize it as awful should be studying philosophy not 



science. Anyone not aware of it has no interest in this topic and won't comment 
on it, or is burying their head in the sand and intentionally avoiding knowing these 
things.

Molyneux suggests that the general thesis of psychiatry is that mental illnesses 
are due to “chemical imbalances” in the brain that can be corrected with 
psychiatric drugs (00:56).

No. Their actual thesis is that hurting unwanted people who have unwanted 
behavior is "therapy". And they don't understand freedom/autonomy/etc

The blog post continues:

This is wrong. In most introductory textbooks, any given mental condition is 
explained as a complex interaction between many different biological, 
psychological and environmental factors.

So I think both this guy and Molyneux are missing the point and should read a lot 
of Szasz.

Also actually lots of psychiatrists claim mental illnesses are brain diseases. So 
how relevant are psychological and environmental factors? If we're admitting 
those matter, then how is a mental illness different than having a hard life and 
either coping badly or bothering others?

To not address such basic questions -- to not present a clear position -- makes a 
lot of what this guy says kinda pointless.

3. Confusing estimates of heritability with genetic mapping

This section doesn't know what it's talking about (one example follows). It's 
unclear that Molyneux knows what he's talking about either, though. (I haven't 
watched Molyneux's video, I'm just going by the presumably somewhat unfair 
version reported here.)

The heritability is defined as the proportion of phenotypic variation that is due to 



genetic variation. This can be calculated by comparing how often the second 
identical twin has the condition if the first twin has it with what the correlation 
would be if the trait was completely heritable or by comparing the concordance 
rates in identical and fraternal twins. To take clinical depression as an example, 
it is usually the case that identical twins (sharing all of their genes and having 
the same shared environment) have a concordance rate of about 67%, whereas 
fraternal twins (sharing only half of their genes and having the same shared 
environment) only have a 15% concordance rate (Gershon et. al. 1989). This 
demonstrates that while depression is not completely determined by genetics by 
any stretch of the imagination, there are genetic risk factors for depression 
(Donaldson, 1998; McGuffin et. al. 2005; Wender et. al. 1986; Barondes, 1999; 
Davidson, 1998 etc.).

That is not how heritability is defined and the conclusions he draws are false too. 
Give all the cites you want, this is all completely incompetent/ignorant.

In other words, even if we do not precisely know how certain genes work as risk 
factors for depression from genetic mapping studies, we can know that there is 
a genetic influence for depression from looking at twin and adoption studies. 
This is no different from the fact that we can know that common descent is true, 
even though we do not know, and perhaps will never know, the exact way this 
happened for every single species in molecular detail.

No. Not even close. And none of the above demonstrates any understanding of 
what issues he'd have to address to make an argument.

What do you say to this? Tell him to look up what heritability is? Direct him to 
some information on the topic? Or ask him questions he doesn't know the answer 
to to make the point? Or say nothing at all?

One thing I can say is that Molyneux apparently didn't set him straight.

It is true that there is no blood test for mental disorders. But the same goes for 
migraine. No one would make an argument stating that just because there are 
no blood test for migraines, then migraine is a dubious diagnosis. Mental 
disorders are diagnosed by criteria in texts such as DSM-IV-TR or ICD-10. If 
criteria are too loose, a lot of individuals that do not actually have depression will 



be diagnosed with depression. If criteria are too strict, then individuals that 
genuinely have depression will not be diagnosed with depression. This means 
that it probably can be improved, but of course we should not through out the 
baby with the bathwater.

I wonder if he ever read the DSM for some well know stuff like autism or 
schizophrenia, or whatever else he cared to look up. The criteria are a bad joke 
that cause immense suffering.

In other words, large scale meta-analyses performed by Turner and Kirsch 
actually show that antidepressants are better than placebo.

Before you say this, you must define "better". Better for whom? Better by what 
standards?

Psychiatry routinely makes things better for the people who hire it, and worse for 
the patient. And also has a policy of punishing patients (e.g. with longer stays at 
mental jails) who do not proclaim how much psychiatry helped them.

To not even address such things when speaking on this topic does not just make 
your argument unpersuasive, it shows a serious insensitivity to *human 
suffering*.

At 32:20, Molyneux makes a massive contradiction without seemingly noticing it 
himself. Earlier, he has said that it was wrong to suggest that mental conditions 
are caused by “chemical imbalances” in the brain. Yet now he says that anti-
psychotics block dopamine receptors and that this creates, wait for it, a 
chemical imbalance in the dopamine system, leading to symptoms of withdrawal 
if suddenly stopped. This particular slide ends with the sentence “If you’re 
mucking up the dopamine system, you’re increasing the risk of psychosis”. He 
makes similar claims with respect to antidepressants. The irony is almost 
unbearable. So, which is it? Can chemical imbalance cause or not cause 
psychological problems? He cannot have it both ways.

Good point. Yeah Molyneux sounds wrong.

In any case, addiction as commonly understood is a myth and a rationalization for 



denying people's preferences are genuine/important/meaningful so they can be 
attacked and disregarded.

In the rest of the video, Molyneux attempts to connect what he think he has 
demonstrated about psychiatry to his particular flavor of market anarchy and 
anti-statism, which is more towards philosophy and politics, than the natural 
sciences, so I will not concern myself with those arguments.

His explicit choice to try not to think philosophically at all makes him get the whole 
topic wrong because philosophy is crucial.

Also you can't divorce today's psychiatry from political issues like freedom, 
coercion, etc... For one thing because psychiatry plays politics and gets involved 
in the legal system.

Explicitly disregarding philosophy is the story of a great many people on a great 
many topics. Sad story. Oh well.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: May 26, 2012 at 2:40 AM

On 23.05.2012 20:58 Rami Rustom said the following:
On Wed, May 23, 2012 at 1:10 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

So all you wanted would be to change "he is just better" to "his
character is stronger"? Then no objection.

No. He won because he was faster during that race and he was faster
because he trained more effectively and he did that because he
doesn't procrastinate and he's more committed to improving.

Okay. Now let me quote your original statement

Rami Rustom  13 Mai, 04:51

"Then say: "Remember that all psychological problems are resultant from
a lack of knowledge." "

I still do not get how you will use it in this case when two people have competed 
with each other, one has won, another has lost.

Could you please try to use your statement when you talk with both of them in 
turn?

...

As I have said, it is not always possible to explain the child that
his wish is irrational.

Ok. But your statement assumes that you *know* that your explanation
is not mistaken. But what if your position is the mistaken one?

This could happen as well. Yet, it is necessary often to take a decision and in 



some situations fast. I am not telling though that I know how to take the right 
decision each time.

In general, you discuss a behavior from the viewpoint of a spirit. However, there 
is also a soul, a body, and other components of a human being. In Germany there 
is a popular book by Precht with a funny title "Wer bin ich - und wenn ja wie 
viele?" (Who am I - and when yes, how many").

To this end, let me quote Jeffrey Gray from Consciousness: Creeping on the hard 
problem

p. 275. "Suppose yourself in a seemingly tranquil and innocuous conversation 
with the Dearly Beloved (as 'significant others' were once, more romantically, 
called). She (or he, to taste) says something wounding (or rejecting, or arousing 
your jealousy, also according to taste). At first, you merely notice the offending 
remark and carry on the conversation as before, perhaps calmly thinking 'I can 
ignore that', or 'it isn't all that important anyway'. But then - and again it takes 
some seconds to happen - you start to feel a knot in the stomach, a clenching in 
the jaws, a clamminess in the hands, a tremulousness in the voice. The wounding 
remark has after all hit home, it just took you some time to find out."

...

It was not about to discuss what a programming language is better.
It was more about the corresponding philosophy "Worse is better".

That is misleading. Each of those words, worse and better, are
describing different things. "Worse" is describing some properties
of something, while "better" is describing the final result of that
something according to some objective standard.

It is for sure counterintuitive and this is exactly why it attracts attention.

Evgenii

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caring what other people think
Date: May 26, 2012 at 9:06 AM

On May 26, 2012 1:40 AM, "Evgenii Rudnyi" <usenet@rudnyi.ru> wrote:

On 23.05.2012 20:58 Rami Rustom said the following:

On Wed, May 23, 2012 at 1:10 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

 So all you wanted would be to change "he is just better" to "his
character is stronger"? Then no objection.

No. He won because he was faster during that race and he was faster
because he trained more effectively and he did that because he
doesn't procrastinate and he's more committed to improving.

Okay. Now let me quote your original statement

Rami Rustom  13 Mai, 04:51

"Then say: "Remember that all psychological problems are resultant from
a lack of knowledge." "

I still do not get how you will use it in this case when two people have
competed with each other, one has won, another has lost.

Could you please try to use your statement when you talk with both of them
in turn?

You asked me this earlier. And I asked you something to the effect of:
"What is the psychological problem that you want me to address?" So far



you've only said that one guy lost. Am I to assume that he *feels* bad for
losing and that that emotion lingers for years? Or that he *feels* bad for
losing and the emotion lingers for a day? If its just for a day, that is
not a *problem*. If for years, then that is definitely a problem because it
negatively affects his life.

So what is the psychological problem that you want me to address?

...

 As I have said, it is not always possible to explain the child that
his wish is irrational.

Ok. But your statement assumes that you *know* that your explanation
is not mistaken. But what if your position is the mistaken one?

This could happen as well. Yet, it is necessary often to take a decision
and in some situations fast. I am not telling though that I know how to
take the right decision each time.

In general, you discuss a behavior from the viewpoint of a spirit.
However, there is also a soul, a body, and other components of a human
being.

I don't know what the words spirit, or soul refer to.

In Germany there is a popular book by Precht with a funny title "Wer bin
ich - und wenn ja wie viele?" (Who am I - and when yes, how many").

To this end, let me quote Jeffrey Gray from Consciousness: Creeping on the
hard problem

p. 275. "Suppose yourself in a seemingly tranquil and innocuous
conversation with the Dearly Beloved (as 'significant others' were once,



more romantically, called). She (or he, to taste) says something wounding
(or rejecting, or arousing your jealousy, also according to taste). At
first, you merely notice the offending remark and carry on the conversation
as before, perhaps calmly thinking 'I can ignore that', or 'it isn't all
that important anyway'. But then - and again it takes some seconds to
happen - you start to feel a knot in the stomach, a clenching in the jaws,
a clamminess in the hands, a tremulousness in the voice. The wounding
remark has after all hit home, it just took you some time to find out."

That description seems to assume that exterior events directly cause
negative emotions. But there is a middle step that the description omits,
which is the subject's interpretation of the exterior event. The subject
could interpret the event differently and then he won't have the negative
emotion.

For example, he could realize that his companion is mistaken. Or that he
misunderstood her remark, or her intention of the remark. Or that his
companion is currently emotional, i.e. irrational. Or that he is currently
emotional, i.e. irrational. Or that he shouldn't care what other people
think. Or that he shouldn't be offended because the entire idea of "being
offended" is a mistake. Or other interpretations.

-- Rami

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: May 26, 2012 at 1:28 PM

On 26.05.2012 15:06 Rami Rustom said the following:
On May 26, 2012 1:40 AM, "Evgenii Rudnyi"<usenet@rudnyi.ru>  wrote:

...

Okay. Now let me quote your original statement

Rami Rustom  13 Mai, 04:51

"Then say: "Remember that all psychological problems are resultant
from a lack of knowledge." "

I still do not get how you will use it in this case when two people
have competed with each other, one has won, another has lost.

Could you please try to use your statement when you talk with both
of them in turn?

You asked me this earlier. And I asked you something to the effect
of: "What is the psychological problem that you want me to address?"
So far you've only said that one guy lost. Am I to assume that he
*feels* bad for losing and that that emotion lingers for years? Or
that he *feels* bad for losing and the emotion lingers for a day? If
its just for a day, that is not a *problem*. If for years, then that
is definitely a problem because it negatively affects his life.

So what is the psychological problem that you want me to address?

Let us say that the loser has a long term problem as he believes that the victory 
in that competition is the only sense of his life. I could imagine that you can 
convince him that he can do it and then he wins the next time. Now the former 
winner (and the current loser) has the long term psychological problems, as he 
also believes that the victory in that competition is the only goal of this life. Hence, 



in my view it seems that it is hard to solve this problem satisfactory for both 
participants simultaneously.

In general, you discuss a behavior from the viewpoint of a spirit.
However, there is also a soul, a body, and other components of a
human being.

I don't know what the words spirit, or soul refer to.

Do you mean that modern science has found neither spirit nor soul in the brain?

Otherwise, I would expect that you have seen these words many times in books 
and you could infer their meaning from the context. Google gives about 140 
millions hit for "spirit" and a billion for "soul", you could not have missed them.

A related questions. It seems that you like the idea of free will. Who executes it in 
a human being?

...

To this end, let me quote Jeffrey Gray from Consciousness: Creeping
on the hard problem

p. 275. "Suppose yourself in a seemingly tranquil and innocuous
conversation with the Dearly Beloved (as 'significant others' were
once, more romantically, called). She (or he, to taste) says
something wounding (or rejecting, or arousing your jealousy, also
according to taste). At first, you merely notice the offending
remark and carry on the conversation as before, perhaps calmly
thinking 'I can ignore that', or 'it isn't all that important
anyway'. But then - and again it takes some seconds to happen - you
start to feel a knot in the stomach, a clenching in the jaws, a
clamminess in the hands, a tremulousness in the voice. The
wounding remark has after all hit home, it just took you some time
to find out."

That description seems to assume that exterior events directly cause



negative emotions. But there is a middle step that the description
omits, which is the subject's interpretation of the exterior event.
The subject could interpret the event differently and then he won't
have the negative emotion.

For example, he could realize that his companion is mistaken. Or that
he misunderstood her remark, or her intention of the remark. Or that
his companion is currently emotional, i.e. irrational. Or that he is
currently emotional, i.e. irrational. Or that he shouldn't care what
other people think. Or that he shouldn't be offended because the
entire idea of "being offended" is a mistake. Or other
interpretations.

I would say that this description implies that a human being is composed of 
several entities and they could have different assumptions that not necessarily 
agree with each other.

Evgenii

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caring what other people think
Date: May 26, 2012 at 3:11 PM

On Sat, May 26, 2012 at 12:28 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 26.05.2012 15:06 Rami Rustom said the following:

On May 26, 2012 1:40 AM, "Evgenii Rudnyi"<usenet@rudnyi.ru>  wrote:

...

Okay. Now let me quote your original statement

Rami Rustom  13 Mai, 04:51

"Then say: "Remember that all psychological problems are resultant
from a lack of knowledge." "

I still do not get how you will use it in this case when two people
have competed with each other, one has won, another has lost.

Could you please try to use your statement when you talk with both
of them in turn?

You asked me this earlier. And I asked you something to the effect
of: "What is the psychological problem that you want me to address?"
So far you've only said that one guy lost. Am I to assume that he
*feels* bad for losing and that that emotion lingers for years? Or
that he *feels* bad for losing and the emotion lingers for a day? If
its just for a day, that is not a *problem*. If for years, then that
is definitely a problem because it negatively affects his life.

So what is the psychological problem that you want me to address?

Let us say that the loser has a long term problem as he believes that the
victory in that competition is the only sense of his life.



So, say that guy loses. Do you think his resulting psychological
problem is due to the loss? Not its not. Its due to his mistaken
belief that you just described. That is the lack of knowledge that is
causing his psychological problem.

I could imagine
that you can convince him that he can do it and then he wins the next time.

That is the wrong approach. The correct approach is to persuade him
that a victory in that competition is *not* the only sense of his
life, thereby filling in the void in his knowledge, which results in
solving the psychological problem.

Now the former winner (and the current loser) has the long term
psychological problems, as he also believes that the victory in that
competition is the only goal of this life. Hence, in my view it seems that
it is hard to solve this problem satisfactory for both participants
simultaneously.

Both of them are mistaken in the same way. The mistake is the lack of
knowledge that causes their psychological problems.

In general, you discuss a behavior from the viewpoint of a spirit.
However, there is also a soul, a body, and other components of a
human being.

I don't know what the words spirit, or soul refer to.

Do you mean that modern science has found neither spirit nor soul in the
brain?

Modern science and modern philosophy.



Otherwise, I would expect that you have seen these words many times in books
and you could infer their meaning from the context. Google gives about 140
millions hit for "spirit" and a billion for "soul", you could not have
missed them.

Reading the words does not equate to knowing the ideas that the words
refer to. Words are only references to ideas. I'm saying I don't know
the ideas that the words spirit and soul refer to.

A related questions. It seems that you like the idea of free will. Who
executes it in a human being?

Do you mean: What causes us to have free will? Its the epistemological
structure of our minds. Non-human animals on the other hand have a
different structure and so they are not able to choose based on ideas.
They act based on instincts and rules of thumb that they adopt via
processes of trial and error.

...

To this end, let me quote Jeffrey Gray from Consciousness: Creeping
on the hard problem

p. 275. "Suppose yourself in a seemingly tranquil and innocuous
conversation with the Dearly Beloved (as 'significant others' were
once, more romantically, called). She (or he, to taste) says
something wounding (or rejecting, or arousing your jealousy, also
according to taste). At first, you merely notice the offending
remark and carry on the conversation as before, perhaps calmly
thinking 'I can ignore that', or 'it isn't all that important
anyway'. But then - and again it takes some seconds to happen - you
start to feel a knot in the stomach, a clenching in the jaws, a
clamminess in the hands, a tremulousness in the voice. The
wounding remark has after all hit home, it just took you some time
to find out."



That description seems to assume that exterior events directly cause
negative emotions. But there is a middle step that the description
omits, which is the subject's interpretation of the exterior event.
The subject could interpret the event differently and then he won't
have the negative emotion.

For example, he could realize that his companion is mistaken. Or that
he misunderstood her remark, or her intention of the remark. Or that
his companion is currently emotional, i.e. irrational. Or that he is
currently emotional, i.e. irrational. Or that he shouldn't care what
other people think. Or that he shouldn't be offended because the
entire idea of "being offended" is a mistake. Or other
interpretations.

I would say that this description implies that a human being is composed of
several entities and they could have different assumptions that not
necessarily agree with each other.

If by entities you mean ideas, then I agree. Some of my ideas do
contradict each other. And its my job to actively search for those
contradictions so that I can improve my ideas thereby removing the
contradictions. Its my goal is to have no contradictions that I'm
aware of. And its the goal of the others on these philosophy lists to
point out my contradictions when they notice them, thus bringing those
contradictions to my awareness. And the cycle [of improving my ideas
in order to remove those contradictions] starts again.

Some of our ideas are what we call values. And its our values that
cause our wants, i.e. we want what we value. But since many of our
values contradict each other, so do the wants that are based on those
values.

A value is something you believe. A want is like a force that urges
you to act a certain way; a psychological force. If you have
contradictory values, then you have contradictory forces pulling you
in different directions.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] I felt offended.
Date: May 26, 2012 at 7:07 PM

Guy: This is hard to explain.

Rami: Ok. But that only means that you've never explained it. So start.

Guy: You know how sometimes you just can't control your initial emotions?

Rami: No. All emotions are controllable. Events occur, then we
interpret those events, then we have emotions. Are you saying you
can't control your interpretation of the events? [...] Give me a
concrete example.

Guy: Say you bought a new car and somebody kicked it and now you have
a dent. Don't you get angry cause you have a dent in your new car?

Rami: But you've seen so many people deal with the problem of dents in
new cars. So when you bought your new car, you should have remembered
what they went through and expected your day to come. And the day
came. What are you upset about? You knew the day was coming.

Guy: [Giggle] Ok.

Rami: How about this one? Somebody calls your dad an asshole. Do you
get upset uncontrollably?

Guy: Yes?

Rami: Why?

Guy: Cause I was offended. People get upset when they are offended.

Rami: What does *offended* mean? [...] If you've never questioned
that, then that is a sign that you should work on your interpretation
of this type of events. [..] How many people think your dad is an
asshole? More than one?

Guy: Sure.



Rami: Are you mad about the fact that there are people out there who
think your dad is an asshole?

Guy: No.

Rami: And if you meet that guy today and he says his opinion of your
dad, will you get mad?

Guy: Yes?

Rami: Are you mad at him saying it or thinking it?

Guy: Saying it.

Rami: Ok so why aren't you mad at him thinking it?

Guy: I don't know. I wasn't thinking about it cause he didn't say it.

Rami: Ok but now you are thinking about it. And you know there are
many people who think this stuff and you're not mad about that. And if
you were going to be mad about people thinking it, then you'd be going
around stopping everyone to say, "HEY YOU! DO YOU THINK MY DAD IS AN
ASSHOLE? AAAAAAAH!!!!"

Guy: LOL! No.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: I felt offended.
Date: May 26, 2012 at 7:22 PM

On Sat, May 26, 2012 at 6:07 PM, Rami Rustom <rombomb@gmail.com> wrote:
Guy: This is hard to explain.

Rami: Ok. But that only means that you've never explained it. So start.

Guy: You know how sometimes you just can't control your initial emotions?

Rami: No. All emotions are controllable. Events occur, then we
interpret those events, then we have emotions. Are you saying you
can't control your interpretation of the events? [...] Give me a
concrete example.

Guy: Say you bought a new car and somebody kicked it and now you have
a dent. Don't you get angry cause you have a dent in your new car?

Rami: But you've seen so many people deal with the problem of dents in
new cars. So when you bought your new car, you should have remembered
what they went through and expected your day to come. And the day
came. What are you upset about? You knew the day was coming.

Guy: [Giggle] Ok.

Rami: How about this one? Somebody calls your dad an asshole. Do you
get upset uncontrollably?

Guy: Yes?

Rami: Why?

Guy: Cause I was offended. People get upset when they are offended.

Rami: What does *offended* mean? [...] If you've never questioned
that, then that is a sign that you should work on your interpretation
of this type of events. [..] How many people think your dad is an
asshole? More than one?

Guy: Sure.



Rami: Are you mad about the fact that there are people out there who
think your dad is an asshole?

Guy: No.

Rami: And if you meet that guy today and he says his opinion of your
dad, will you get mad?

Guy: Yes?

Rami: Are you mad at him saying it or thinking it?

Guy: Saying it.

Rami: Ok so why aren't you mad at him thinking it?

Guy: I don't know. I wasn't thinking about it cause he didn't say it.

Rami: Ok but now you are thinking about it. And you know there are
many people who think this stuff and you're not mad about that. And if
you were going to be mad about people thinking it, then you'd be going
around stopping everyone to say, "HEY YOU! DO YOU THINK MY DAD IS AN
ASSHOLE? AAAAAAAH!!!!"

Guy: LOL! No.

I forgot to mention another part of this discussion.

Rami: There are two possibilities: either you dad really is an
asshole, or he's not. If he is, then the guy is telling the truth. Do
you get upset because he's telling the truth?

Guy: No.

Rami: The other possibility is that your dad is not an asshole. So the
other guy is mistaken or he's an idiot. Do you get upset because
you've encountered an idiot or just a regular guy who made a mistake?
[...] There are a shit ton of idiots out there. If you're going to get
upset about them then you've got a lot of getting upset to go do. And



there are even more non-idiots whom have just made mistakes. Are you
going to get mad about people that make mistakes?

Guy: No everybody makes mistakes. And ya there are a lot of idiots out
there. I can't get mad about each one of them.

[Now I'm adding more stuff...]

Rami: What other reasoning could you have that would cause you to have
negative emotions?

Guy: The guy said it just to make me mad.

Rami: Then if you get mad, he got what he wanted. And you didn't. You
let him take advantage of you. You let him get the best of you.

What other reasons to people give for getting upset uncontrollably?
What are better interpretations that don't cause negative emotions?

-- Rami

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: May 27, 2012 at 4:10 AM

On 26.05.2012 21:11 Rami Rustom said the following:
On Sat, May 26, 2012 at 12:28 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

Let us say that the loser has a long term problem as he believes
that the victory in that competition is the only sense of his
life.

So, say that guy loses. Do you think his resulting psychological
problem is due to the loss? Not its not. Its due to his mistaken
belief that you just described. That is the lack of knowledge that
is causing his psychological problem.

I could imagine that you can convince him that he can do it and
then he wins the next time.

That is the wrong approach. The correct approach is to persuade him
that a victory in that competition is *not* the only sense of his
life, thereby filling in the void in his knowledge, which results in
solving the psychological problem.

Now the former winner (and the current loser) has the long term
psychological problems, as he also believes that the victory in
that competition is the only goal of this life. Hence, in my view
it seems that it is hard to solve this problem satisfactory for
both participants simultaneously.

Both of them are mistaken in the same way. The mistake is the lack
of knowledge that causes their psychological problems.

Personally I agree with your that sport is useless. I guess that it is impossible to 



understand rationally what drives people to devote the whole life to become a 
champion in some sport competition. Yet, this is what happens and I am not sure 
that explanation of that fact as "the lack of knowledge" is a good one.

...

Do you mean that modern science has found neither spirit nor soul
in the brain?

Modern science and modern philosophy.

Otherwise, I would expect that you have seen these words many times
in books and you could infer their meaning from the context. Google
gives about 140 millions hit for "spirit" and a billion for "soul",
you could not have missed them.

Reading the words does not equate to knowing the ideas that the
words refer to. Words are only references to ideas. I'm saying I
don't know the ideas that the words spirit and soul refer to.

It is possible to consider these words historically and then to research on what 
ideas they have used to represent. I would say that spirit is exactly what drives a 
person to win a competition. Without a spirit it seems impossible to achieve good 
results in sport. Soul on the other hand is related to conscience and should be 
important for a fair competition.

In scientific terms these could be mind and consciousness but I would say that 
these are already different ideas.

A related questions. It seems that you like the idea of free will.
Who executes it in a human being?

Do you mean: What causes us to have free will? Its the
epistemological structure of our minds. Non-human animals on the
other hand have a different structure and so they are not able to
choose based on ideas. They act based on instincts and rules of thumb
that they adopt via processes of trial and error.



Do you mean that mind executes free will? For example, after you have decided 
that some meme is a bad one and that you will not copy it, which part in your 
body took that decision?

...

I would say that this description implies that a human being is
composed of several entities and they could have different
assumptions that not necessarily agree with each other.

If by entities you mean ideas, then I agree. Some of my ideas do
contradict each other. And its my job to actively search for those
contradictions so that I can improve my ideas thereby removing the
contradictions. Its my goal is to have no contradictions that I'm
aware of. And its the goal of the others on these philosophy lists
to point out my contradictions when they notice them, thus bringing
those contradictions to my awareness. And the cycle [of improving my
ideas in order to remove those contradictions] starts again.

Some of our ideas are what we call values. And its our values that
cause our wants, i.e. we want what we value. But since many of our
values contradict each other, so do the wants that are based on
those values.

A value is something you believe. A want is like a force that urges
you to act a certain way; a psychological force. If you have
contradictory values, then you have contradictory forces pulling you
in different directions.

No, I do not mean ideas. Ideas are that you have consciously, but your brain 
functions mostly un(sub)consciously. The effect described by Gray does not 
depend on your will, it just happens. You may just better control it but you cannot 
disable it.

Evgenii

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caring what other people think
Date: May 27, 2012 at 9:16 AM

On Sun, May 27, 2012 at 3:10 AM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 26.05.2012 21:11 Rami Rustom said the following:

On Sat, May 26, 2012 at 12:28 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

Let us say that the loser has a long term problem as he believes
that the victory in that competition is the only sense of his
life.

So, say that guy loses. Do you think his resulting psychological
problem is due to the loss? Not its not. Its due to his mistaken
belief that you just described. That is the lack of knowledge that
is causing his psychological problem.

I could imagine that you can convince him that he can do it and
then he wins the next time.

That is the wrong approach. The correct approach is to persuade him
that a victory in that competition is *not* the only sense of his
life, thereby filling in the void in his knowledge, which results in
solving the psychological problem.

Now the former winner (and the current loser) has the long term
psychological problems, as he also believes that the victory in
that competition is the only goal of this life. Hence, in my view
it seems that it is hard to solve this problem satisfactory for
both participants simultaneously.



Both of them are mistaken in the same way. The mistake is the lack
of knowledge that causes their psychological problems.

Personally I agree with your that sport is useless.

I didn't say that sport is useless. Some people enjoy it. They should
do what they enjoy.

I guess that it is
impossible to understand rationally what drives people to devote the whole
life to become a champion in some sport competition. Yet, this is what
happens and I am not sure that explanation of that fact as "the lack of
knowledge" is a good one.

It is. I'll explain.

Is it reasonable to think that there is a 100% certainty of becoming
champion? No.

Is it reasonable to expect to become champion when the outcome is not
guaranteed? No.

Is it reasonable to care what other people think about you losing the
championship? No.

Is it reasonable to want to become champion because your parents want
you to become champion? No.

The answers to the above questions [and others] *are* knowledge that
those guys need in order to prevent psychological problems that could
occur after losing a championship. Lacking this knowledge causes the
psychological problems.

...



Do you mean that modern science has found neither spirit nor soul
in the brain?

Modern science and modern philosophy.

Otherwise, I would expect that you have seen these words many times
in books and you could infer their meaning from the context. Google
gives about 140 millions hit for "spirit" and a billion for "soul",
you could not have missed them.

Reading the words does not equate to knowing the ideas that the
words refer to. Words are only references to ideas. I'm saying I
don't know the ideas that the words spirit and soul refer to.

It is possible to consider these words historically and then to research on
what ideas they have used to represent. I would say that spirit is exactly
what drives a person to win a competition. Without a spirit it seems
impossible to achieve good results in sport.

A better explanation is that the mind is responsible for *drive*. If
somebody values a sport, and winning, and working hard in order to
win, then they will have the *want* [i.e. drive] to excel in that
sport.

Soul on the other hand is
related to conscience and should be important for a fair competition.

A better explanation is that the mind is responsible for what people
call *conscience*. If somebody values fairness then they will act
fairly in the competition.

In scientific terms these could be mind and consciousness but I would say



that these are already different ideas.

What does "these are already different ideas" mean?

A related questions. It seems that you like the idea of free will.
Who executes it in a human being?

Do you mean: What causes us to have free will? Its the
epistemological structure of our minds. Non-human animals on the
other hand have a different structure and so they are not able to
choose based on ideas. They act based on instincts and rules of thumb
that they adopt via processes of trial and error.

Do you mean that mind executes free will? For example, after you have
decided that some meme is a bad one and that you will not copy it, which
part in your body took that decision?

Only the mind is able to choose.

...

I would say that this description implies that a human being is
composed of several entities and they could have different
assumptions that not necessarily agree with each other.

If by entities you mean ideas, then I agree. Some of my ideas do
contradict each other. And its my job to actively search for those
contradictions so that I can improve my ideas thereby removing the
contradictions. Its my goal is to have no contradictions that I'm
aware of. And its the goal of the others on these philosophy lists
to point out my contradictions when they notice them, thus bringing
those contradictions to my awareness. And the cycle [of improving my



ideas in order to remove those contradictions] starts again.

Some of our ideas are what we call values. And its our values that
cause our wants, i.e. we want what we value. But since many of our
values contradict each other, so do the wants that are based on
those values.

A value is something you believe. A want is like a force that urges
you to act a certain way; a psychological force. If you have
contradictory values, then you have contradictory forces pulling you
in different directions.

No, I do not mean ideas. Ideas are that you have consciously, but your brain
functions mostly un(sub)consciously.

No. Most people are not aware of most of their ideas, i.e. those ideas
are burried in their subconscious. In takes work in order to bring
those ideas into their conscious, i.e. into awareness.

The effect described by Gray does not
depend on your will, it just happens. You may just better control it but you
cannot disable it.

What effect? Who is Gray? Nothing "just happens".

-- Rami

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: May 27, 2012 at 4:31 PM

On 27.05.2012 15:16 Rami Rustom said the following:
On Sun, May 27, 2012 at 3:10 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

It is possible to consider these words historically and then to
research on what ideas they have used to represent. I would say
that spirit is exactly what drives a person to win a competition.
Without a spirit it seems impossible to achieve good results in
sport.

A better explanation is that the mind is responsible for *drive*. If
somebody values a sport, and winning, and working hard in order to
win, then they will have the *want* [i.e. drive] to excel in that
sport.

Soul on the other hand is related to conscience and should be
important for a fair competition.

A better explanation is that the mind is responsible for what people
call *conscience*. If somebody values fairness then they will act
fairly in the competition.

Above may depend on definitions that different people accept.

In scientific terms these could be mind and consciousness but I
would say that these are already different ideas.

What does "these are already different ideas" mean?

What I have meant was that mind is different from spirit and consciousness is 
different from soul.



On the other hand consciousness is different from mind.

A related questions. It seems that you like the idea of free
will. Who executes it in a human being?

Do you mean: What causes us to have free will? Its the
epistemological structure of our minds. Non-human animals on the
other hand have a different structure and so they are not able
to choose based on ideas. They act based on instincts and rules
of thumb that they adopt via processes of trial and error.

Do you mean that mind executes free will? For example, after you
have decided that some meme is a bad one and that you will not copy
it, which part in your body took that decision?

Only the mind is able to choose.

Could you please correlate mind and brain? What is common and what is 
different?

...

No, I do not mean ideas. Ideas are that you have consciously, but
your brain functions mostly un(sub)consciously.

No. Most people are not aware of most of their ideas, i.e. those
ideas are burried in their subconscious. In takes work in order to
bring those ideas into their conscious, i.e. into awareness.

Then this is the question who is the Lord in the body, consciousness or 
subconsciousness. In general, if we assume that subconscious work of the brain 
deals with ideas, then it is unclear why conscious experience would be at all 
necessary.

You say that consciousness is awareness. I am afraid that this is too simple, as 
you then discard phenomenal consciousness. Let me give you an example.



Imagine that you watch yourself in the mirror. Your image that you observe in the 
mirror is an example of phenomenal consciousness. An interesting question here 
where this image is located, in your brain or after the mirror.

The effect described by Gray does not depend on your will, it just
happens. You may just better control it but you cannot disable it.

What effect? Who is Gray? Nothing "just happens".

Gray is the author of the quote. Let me repeat it again

Jeffrey Gray from Consciousness: Creeping on the hard problem

p. 275. "Suppose yourself in a seemingly tranquil and innocuous conversation 
with the Dearly Beloved (as 'significant others' were once, more romantically, 
called). She (or he, to taste) says something wounding (or rejecting, or arousing 
your jealousy, also according to taste). At first, you merely notice the offending 
remark and carry on the conversation as before, perhaps calmly thinking 'I can 
ignore that', or 'it isn't all that important anyway'. But then - and again it takes 
some seconds to happen - you start to feel a knot in the stomach, a clenching in 
the jaws, a clamminess in the hands, a tremulousness in the voice. The wounding 
remark has after all hit home, it just took you some time to find out."

As you see there are at least two entities. First "I" that tries to ignore the bad 
remark, second is a body that just reacts to the remark independently from the 
will of "I".

Evgenii

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caring what other people think
Date: May 27, 2012 at 5:38 PM

On Sun, May 27, 2012 at 3:31 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 27.05.2012 15:16 Rami Rustom said the following:

On Sun, May 27, 2012 at 3:10 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

It is possible to consider these words historically and then to
research on what ideas they have used to represent. I would say
that spirit is exactly what drives a person to win a competition.
Without a spirit it seems impossible to achieve good results in
sport.

A better explanation is that the mind is responsible for *drive*. If
somebody values a sport, and winning, and working hard in order to
win, then they will have the *want* [i.e. drive] to excel in that
sport.

Soul on the other hand is related to conscience and should be
important for a fair competition.

A better explanation is that the mind is responsible for what people
call *conscience*. If somebody values fairness then they will act
fairly in the competition.

Above may depend on definitions that different people accept.

I don't know what you mean. Could you rephrase?



In scientific terms these could be mind and consciousness but I
would say that these are already different ideas.

What does "these are already different ideas" mean?

What I have meant was that mind is different from spirit and consciousness
is different from soul.

Spirit and soul are not real. They are words created a long time ago
before science. Science shows that the ideas representing those words
are false.

On the other hand consciousness is different from mind.

A related questions. It seems that you like the idea of free
will. Who executes it in a human being?

Do you mean: What causes us to have free will? Its the
epistemological structure of our minds. Non-human animals on the
other hand have a different structure and so they are not able
to choose based on ideas. They act based on instincts and rules
of thumb that they adopt via processes of trial and error.

Do you mean that mind executes free will? For example, after you
have decided that some meme is a bad one and that you will not copy
it, which part in your body took that decision?

Only the mind is able to choose.



Could you please correlate mind and brain? What is common and what is
different?

The brain is the gray matter. You can touch it.

The mind is intangible.

...

No, I do not mean ideas. Ideas are that you have consciously, but
your brain functions mostly un(sub)consciously.

No. Most people are not aware of most of their ideas, i.e. those
ideas are burried in their subconscious. In takes work in order to
bring those ideas into their conscious, i.e. into awareness.

Then this is the question who is the Lord in the body, consciousness or
subconsciousness.

Consciousness is the "Lord". Its like the owner of a company; the
owner is the conscious and the rest of the company is the
subconscious. The owner makes decisions for the whole company. He
makes the rules for the employees. But the employees often act in ways
the owner is not aware of. They might be mean to customers and the
owner doesn't find out until a customer brings it to his attention. At
that point, the owner can make a decision such as fire that employee.
Or retrain the employee. Or change his training material and/or
methods. Or create a new training.

In general, if we assume that subconscious work of the
brain deals with ideas, then it is unclear why conscious experience would be
at all necessary.



I don't know what you mean. Could you rephrase?

You say that consciousness is awareness. I am afraid that this is too
simple, as you then discard phenomenal consciousness. Let me give you an
example.

Imagine that you watch yourself in the mirror. Your image that you observe
in the mirror is an example of phenomenal consciousness.

I'm aware of the image in the mirror, i.e. I am conscious of it. Why
do you think my description discards phenomenal consciousness?

An interesting
question here where this image is located, in your brain or after the
mirror.

I don't understand the question.

Some photons came from the sun, bounced off a bunch of things before
bouncing off my body, then bouncing off the mirror, then hitting the
cones and rods in the retinas of my eyes. That causes a series of
neurons to fire. Those neurons firing correlates with thoughts
occurring in my mind.

The effect described by Gray does not depend on your will, it just
happens. You may just better control it but you cannot disable it.

What effect? Who is Gray? Nothing "just happens".

Gray is the author of the quote. Let me repeat it again

Jeffrey Gray from Consciousness: Creeping on the hard problem



p. 275. "Suppose yourself in a seemingly tranquil and innocuous conversation
with the Dearly Beloved (as 'significant others' were once, more
romantically, called). She (or he, to taste) says something wounding (or
rejecting, or arousing your jealousy, also according to taste). At first,
you merely notice the offending remark and carry on the conversation as
before, perhaps calmly thinking 'I can ignore that', or 'it isn't all that
important anyway'. But then - and again it takes some seconds to happen -
you start to feel a knot in the stomach, a clenching in the jaws, a
clamminess in the hands, a tremulousness in the voice. The wounding remark
has after all hit home, it just took you some time to find out."

He's wrong. He's missing the step whereby the mind interprets the
events. Its goes (1) events, then (2) interpretation, then (3)
emotions. He's say it goes from events straight to emotions. Where are
the thoughts in that description? The thoughts occur in the
interpretation step that he's glazed over.

As you see there are at least two entities. First "I" that tries to ignore
the bad remark, second is a body that just reacts to the remark
independently from the will of "I".

No. Its just a conflict of ideas. One idea causes him to act a certain
way, the one he's aware of. The other idea causes him to have an
emotion; this idea he is unaware of, but he is aware of the emotion.

When somebody has an emotion, he doesn't always immediately know why
he's having that emotion. Why? Because most of our ideas are buried in
our subconscious. So the person should determine what those ideas are.
He is aware of his emotion, so that is something he can start with. He
can then begin asking himself questions to determine what thoughts
he's having that is causing the emotion. Those thoughts are the
interpretation step.

-- Rami

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: May 28, 2012 at 12:07 PM

On 27.05.2012 23:38 Rami Rustom said the following:
On Sun, May 27, 2012 at 3:31 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

On 27.05.2012 15:16 Rami Rustom said the following:
On Sun, May 27, 2012 at 3:10 AM, Evgenii
Rudnyi<usenet@rudnyi.ru> wrote:

...

It is possible to consider these words historically and then
to research on what ideas they have used to represent. I would
say that spirit is exactly what drives a person to win a
competition. Without a spirit it seems impossible to achieve
good results in sport.

A better explanation is that the mind is responsible for *drive*.
If somebody values a sport, and winning, and working hard in
order to win, then they will have the *want* [i.e. drive] to
excel in that sport.

Soul on the other hand is related to conscience and should be
important for a fair competition.

A better explanation is that the mind is responsible for what
people call *conscience*. If somebody values fairness then they
will act fairly in the competition.

Above may depend on definitions that different people accept.



I don't know what you mean. Could you rephrase?

Let us take Merriam-Webster. Under 'spirit'

http://www.merriam-webster.com/dictionary/spirit

I see

"5. a : the activating or essential principle influencing a person <acted in a spirit of 
helpfulness>
b : an inclination, impulse, or tendency of a specified kind"

This, in my view, matches the case of a person that dreams to become a 
champion. On the other hand, when I check 'mind'

http://www.merriam-webster.com/dictionary/mind

I see nothing in this respect. If I in turn check 'soul'

http://www.merriam-webster.com/dictionary/soul

then I see

"5. a : the moral and emotional nature of human beings
b : the quality that arouses emotion and sentiment
c : spiritual or moral force"

Yet, under mind I find nothing related to moral.

This means that when you employ the word 'mind' you use some other 
unconventional meanings. It is your right to do so, yet if you would like other to 
follow you, you have to explain what you mean by words that you use. At least 
this is the way how it it is done in science.

...

Spirit and soul are not real. They are words created a long time ago
before science. Science shows that the ideas representing those
words are false.

http://www.merriam-webster.com/dictionary/spirit
http://www.merriam-webster.com/dictionary/mind
http://www.merriam-webster.com/dictionary/soul


I do not understand you. I have already described that according to science there 
is no free will, you seemed at that time to disagree. Do you mean that science 
supports free will and at the same time neglect spirit and soul?

I will be back to science below where you claim that 'Consciousness is the 
"Lord"'. It seems to contradict to what science says. Hence it looks like that you 
take from science what you like and ignore what you do not like.

...

No, I do not mean ideas. Ideas are that you have consciously,
but your brain functions mostly un(sub)consciously.

No. Most people are not aware of most of their ideas, i.e. those
ideas are burried in their subconscious. In takes work in order
to bring those ideas into their conscious, i.e. into awareness.

Then this is the question who is the Lord in the body,
consciousness or subconsciousness.

Consciousness is the "Lord". Its like the owner of a company; the
owner is the conscious and the rest of the company is the
subconscious. The owner makes decisions for the whole company. He
makes the rules for the employees. But the employees often act in
ways the owner is not aware of. They might be mean to customers and
the owner doesn't find out until a customer brings it to his
attention. At that point, the owner can make a decision such as fire
that employee. Or retrain the employee. Or change his training
material and/or methods. Or create a new training.

You should look at Libet's experiments and the following development. 
Consciousness comes too late, it takes about a quarter of second to instantiate 
conscious experience. So the story "I have seen the ball and then I have hit it" is 
rather an illusion. Sooner your body makes the hit unconsciously and then you 
obtain report about what has already happened in your conscious experience. 
Look for example for a recent paper

Soon, CS, Brass, M, Heinze, HJ, and Haynes, JD (2008).



Unconscious determinants of free decisions in the human brain.
Nat Neurosci.

or in a popular form

Neuroscience vs philosophy: Taking aim at free will
Scientists think they can prove that free will is an illusion. Philosophers are urging 
them to think again.
http://www.nature.com/news/2011/110831/full/477023a.html

If you however like science then you should presumably take a viewpoint of John-
Dylan Haynes.

In general, if we assume that subconscious work of the brain deals
with ideas, then it is unclear why conscious experience would be at
all necessary.

I don't know what you mean. Could you rephrase?

See for example above the Libet experiment. It well might be that your 
subconsciousness takes all decisions and then tricks you to accept them.

You say that consciousness is awareness. I am afraid that this is
too simple, as you then discard phenomenal consciousness. Let me
give you an example.

Imagine that you watch yourself in the mirror. Your image that you
observe in the mirror is an example of phenomenal consciousness.

I'm aware of the image in the mirror, i.e. I am conscious of it. Why
do you think my description discards phenomenal consciousness?

I would say that in order for you to become aware of the image, the image in the 
mirror first should appear there. However, English is not my native language and I 
could be wrong here.

Let me try this way. Could

'I experience pain'

http://www.nature.com/news/2011/110831/full/477023a.html


and

'I am aware of pain'

be considered as synonyms and employed instead of each other? If yes, then I 
was wrong.

An interesting question here where this image is located, in your
brain or after the mirror.

I don't understand the question.

Some photons came from the sun, bounced off a bunch of things before
bouncing off my body, then bouncing off the mirror, then hitting the
cones and rods in the retinas of my eyes. That causes a series of
neurons to fire. Those neurons firing correlates with thoughts
occurring in my mind.

The neurons are in your brain and then according to your logic the image that 
your observe in the mirror is in your brain. I am not speaking about thoughts that 
your image may cause, I am speaking about your visual conscious experience 
that you have when you watch yourself in the mirror. We know that there nothing 
after the mirror in reality and in order to watch your image in the mirror it first must 
be created there supposedly by your brain.

...

Jeffrey Gray from Consciousness: Creeping on the hard problem

p. 275. "Suppose yourself in a seemingly tranquil and innocuous
conversation with the Dearly Beloved (as 'significant others' were
once, more romantically, called). She (or he, to taste) says
something wounding (or rejecting, or arousing your jealousy, also
according to taste). At first, you merely notice the offending
remark and carry on the conversation as before, perhaps calmly
thinking 'I can ignore that', or 'it isn't all that important
anyway'. But then - and again it takes some seconds to happen - you
start to feel a knot in the stomach, a clenching in the jaws, a
clamminess in the hands, a tremulousness in the voice. The wounding
remark has after all hit home, it just took you some time to find



out."

He's wrong. He's missing the step whereby the mind interprets the
events. Its goes (1) events, then (2) interpretation, then (3)
emotions. He's say it goes from events straight to emotions. Where
are the thoughts in that description? The thoughts occur in the
interpretation step that he's glazed over.

This is what you say. Yet Gray has researched this topic for long time and his 
books 'The neuropsychology of anxiety' and 'The psychology of fear and stress' 
are well known (check the number of citation on Google Scholar). He could be 
wrong but I am afraid that to prove that, you have to make experimental research 
on this topic to show what was wrong with Gray's experimental research.

As you see there are at least two entities. First "I" that tries to
ignore the bad remark, second is a body that just reacts to the
remark independently from the will of "I".

No. Its just a conflict of ideas. One idea causes him to act a
certain way, the one he's aware of. The other idea causes him to have
an emotion; this idea he is unaware of, but he is aware of the
emotion.

When somebody has an emotion, he doesn't always immediately know why
he's having that emotion. Why? Because most of our ideas are buried
in our subconscious. So the person should determine what those ideas
are. He is aware of his emotion, so that is something he can start
with. He can then begin asking himself questions to determine what
thoughts he's having that is causing the emotion. Those thoughts are
the interpretation step.

If you like science, then the best would be to see what science says in this 
respect. You can speculate a lot but this does not mean that you are right. Gather 
your ideas, write a paper and try to publish it in some scientific journal. This is the 
way how science is done.

I am not an expert in research on emotions but what Gray writes agrees pretty 
well with what I observe in myself.

Evgenii



-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 28, 2012 at 2:31 PM

On 20 May 2012, at 11:18, Evgenii Rudnyi wrote:

On 20.05.2012 00:36 Alan Forrester said the following:

On 19 May 2012, at 22:27, Evgenii Rudnyi wrote:

Alan, I have reordered your comments to express my opinion better. If you see, 
that I have missed something important in your email, please let me know.

Could you please next time when you employ a term "good
explanation" apply this rule and prove unambiguously that your good
explanation good indeed?

I can explain why I think an idea is hard to vary, but nothing can be
proved or justified as explained in Chapter 1 of BoI. Do you have a
criticism of that position?

Then it seems to me that at that end, we are in a situation when I say that I like 
this and you say that you like that. This is quite a common situation and 
provided we both tolerate the differences in opinion, I have nothing against.

We're not in a world in which every idea is just as good as every other idea 
because some ideas are actually better as a description of objective reality and 
we have ways of criticising ideas, such as experiments. None of this requires 
proof: we try to come up with an explanation and when that explanation fails to 
explain some things we discard it in favour of a better explanation. The new 
explanation will sometimes be a slight variant of the old one, and sometimes will 
be very different.

My position is for sure eclectic. Yet, this is in the nature of
human language as it is impossible to convert it to mathematical
logic.

Why do demands for unambiguous definitions and proofs apply to the
positions in BoI, but not to your positions?



I would not say that I demand. I just express my concern of "good vs. bad" in 
Beginning of Infinity. I personally do not say that my explanation is good, I just 
express what I feel. Others can agree or disagree. In the latter case, I do not 
state that their explanation is bad.

I believe that good and bad is important in moral. When we discuss a scientific 
explanation, "good vs. bad" disturbs me.

Do you think that some explanations are more accurate as descriptions of 
objective reality than others?

If to speak about the book Beginning of Infinity in general, it disturbs me a lot for 
example that the statement "Problem is soluble" is so often repeated. It reminds 
me a marketing campaign.

The book is arguing that problems are soluble: it's difficult to do that without 
mentioning that problems are soluble.

By the way, ANSYS has adopted recently a nice slogan that a product is a 
promise

"Every product is a promise: to be functional and reliable; to perform better than 
other designs on the market. ANSYS can help you meet the promises you 
make."

Probably they have read Beginning of Infinity. To speak seriously, I would prefer 
that scientific authors describe their findings in a neutral way.

Good luck finding a paper where people do that. To publish a paper you have to 
do something new and explain why it's new and what gives it an advantage over 
competing ideas in some respect. That's saying that one idea is better than 
another. Neutral papers don't get published, and rightly so.

Now, to answer your question directly. If Beginning of Infinity cannot answer 
questions unambiguously, then I do not understand why it was necessary to 
employ so much pathos in the book.

Pathos is "the quality or power in an actual life experience or in literature, music, 
speech, or other forms of expression, of evoking a feeling of pity  or compassion." 



Where is that done in the book?

In physics that I aware of there are atoms, electrons, nuclei,
electromagnetic fields (superstrings if you like this theory) but
not knowledge as such.

Emergence is explained in Chapter 5 of BoI. Do you have a criticism
of that chapter?

I do not have criticism as such as I have listened to the chapter just once.

I am aware of emergence (or supervenience as philosophers like it) but frankly 
speaking I do not understand how it is working. On emergence I have worked 
out A Different Universe by R. B. Laughlin but I still far from understanding.

Let's put it this way. If you build a house out of bricks it's not shaped like a brick, 
so a collection of things put together in the right way can have properties that the 
components don't have.

Also I do not understand how knowledge exists in nature
independently of human mind.

Genes contain information that causes itself to remain in existence
when it is instantiated in a particular environment while most of its
variants don't. Machines and books also have this property. If
somebody sees a machine that does something he thinks is useful
enough then he will want to be able to buy or make it, both of which
actions will lead to the knowledge in that machine remaining in
existence. Likewise for books.

Let us consider DNA. When we say that they contain information, then their 
must be some formal way to evaluate how much information is there. In this 
respect, it would be good to take all organic molecules and then apply this 
method. Then, if I understand your point correctly, this method should produce 
zero for all organic molecules but DNA.

No, it shouldn't. Many organic molecules are like a machine and machines 
instantiate knowledge. A machine typically doesn't contain all of the knowledge 
required to construct a copy of the machine except in a form that is more difficult 



to reconstruct than if you were looking at the plans. The plans are designed to be 
read, they instantiate knowledge of a standard and useful way to describe parts 
and how they go together. The machine instantiates some kinds of knowledge, 
but not others.

I am personally not aware of such a method. Recently I have discussion with 
biologist on nature of information in biology. Let me quote Prof Neumann in this 
respect that disagree with the role of DNA as written in your statement.

http://groups.google.com/group/embryophysics/msg/8df88c387dd48c27

"I understand that you can write a program that generates tree morphologies. 
But you designed the program. An organism's DNA does not contain such a 
program. The program, if you want to call it that, resides in the entire material 
composition of the organism's zygote, and only part of that is inscribed in DNA 
sequence.

The forms that we see unfolding in a present-day organism are not the 
execution of information in the DNA, but outcomes of a complex set of physical 
processes, only some of which are predictable based on the physics acting on 
the  contemporary materials (including the DNA). Some of the forms arose 
much earlier in evolutionary history based on the cellular materials present at 
that time and the physical effects relevant to those materials.

Those original forms (if they were consistent with survival) acted as structural 
templates for subsequent canalizing evolution, so that the present-day unfolding 
process can neither be attributed to present-day DNA, or present-day DNA plus 
present-day physics. The explanation of the forms and the means of their 
generation must also take the historical dimension into account. The DNA 
sequence reflect this history, but only partially, and not in the form of a program."

I said gene, not DNA, for a discussion of the difference see this paper and 
references cited therein:

http://www.andrew.cmu.edu/user/jksadegh/A%20Good%20Atheist%20Secularist
%20Skeptical%20Book%20Collection/Extended%20Phenotype%20but%20not%
20too%20extended%20-%20Dawkins.pdf

Currently I follow biosemiotics. You may want to look at

http://groups.google.com/group/embryophysics/msg/8df88c387dd48c27
http://www.andrew.cmu.edu/user/jksadegh/A%20Good%20Atheist%20Secularist%20Skeptical%20Book%20Collection/Extended%20Phenotype%20but%20not%20too%20extended%20-%20Dawkins.pdf


Barbieri, M. (2007). Is the cell a semiotic system? In: Introduction to 
Biosemiotics: The New Biological Synthesis. Eds.: M. Barbieri, Springer: 179-
208.

It is quite a different explanation there. Where it is bad or good, it is up to you.

As for books, I can offer you a quote from Max Velmans, Understanding 
Consciousness

p. 215. "As Popper (1972) notes, knowledge that is codified into books and 
other artefacts has an existence that is, in one sense, observer-free. That is, the 
books exist in our libraries after their writers are long dead and their readers 
absent, and they form a repository of knowledge that can influence future social 
and technological development in ways which extend well beyond that 
envisaged by their original authors. However, the knowledge itself is not 
observer-free. Rather, it is valuable precisely because it encodes individual or 
collective experience.

The knowledge was generated by observers, but if the book is any good we don't 
need the person who wrote it to explain it.

Nor, strictly speaking, is the print in books 'knowledge'. As Searle (1997) points 
out, words and other symbolic forms are intrinsically just ink marks on a page 
(see Chapter 5). They only become symbols, let alone convey meaning, to 
creatures that know how to interpret and understand them.

It is easier to read a book written in English if you know English. But it is possible 
to figure out a lot about stuff written in languages that nobody has spoken for a 
very long time, e.g. - translations of stone tablets written in various ancient 
languages.

But autonomous existence of books (and other media) provides no basis for 
'objective knowledge' of the kind that Popper describes, that is, knowledge 'that 
is totally independent of anybody's claim to know', 'knowledge without a 
knower', and 'knowledge without a knowing subject (see quote above). On the 
contrary, without knowing subjects, there is no knowledge of any kind (whether 
objective or not)."

There were no knowing subjects for most of the history of life on Earth, but there 
was lots of knowledge - that is lots of information that, once instantiated in a 



physical object, caused itself to remain instantiated. And there are genes in 
bacteria today that still do that.

If universals don't exist independent of the mind, then we can't
be communicating because there would be no way to agree on a
code. It would even be possible to identify two letter "e"s in
the same font. Nor could we survive because the concept of
"water" is a universal, so if there are no universals then we
couldn't identify water and we'd all die of thirst.

Do you mean that all nominalists were just stupid people?

That's not an argument. An argument against a particular idea has to
show that it doesn't solve the problem it is intended to solve. So an
argument against my position would have to take the form of pointing
out why it isn't a correct criticism of the position you described as
nominalist.

Well, when I occasionally think that I have found a good solution for a problem 
with a long history, I ask myself such a question. For me it helps.

As for your proof, you start with an assumption that universals cannot be 
dependent on mind. Then you prove that they cannot be dependent on mind.

Do you have a criticism of the idea that there are universal laws of physics that 
determine the properties of water? If so, how are you going to replace geology, 
chemistry, biology and so on all of which are currently explained by invoking 
universal laws of physics that operated before human beings started trying to 
explain them?

Or if you prefer a term explanation, you start with a good explanation that 
universals cannot be dependent on mind and then claim the opposite as a bad 
explanation. You can always do it this way.

Wrong. As you noted you have to start with a good explanation, and the 
alternative has to be worse. Newtonian mechanics was a good explanation in a 
way that most previous theories were not, e.g. - Newton used it to explain the 
motion of planets, as well as the motion of objects on Earth and this theory 



remained unrefuted for a long time because it actually explained a lot of stuff. 
Einstein's general theory of relativity explained all of the stuff that Newton's theory 
explained and more.

However, the modern science is based on nominalism and it has been pretty 
successful. Actually I guess all technological advances that has been mentioned 
in Beginning of Infinity has been achieved by science based on nominalism.

Science isn't based on nominalism, or on anything else.

This is another logic in Beginning of Infinity that I find strange. In Dark Ages 
there was a bad philosophy. Then came a philosophy that helped to develop a 
modern science but this philosophy in some respect is even worse. In my view, 
something here is wrong.

It's not worse, it's an improvement, but is still flawed.

Alan



From: Alan Forrester <alan_forrester2@yahoo.co.uk>
Subject: [BoI] Feyerabend
Date: May 28, 2012 at 3:45 PM

This is a brief note on Feyerabend's book "Against Method", which attacks 
Popper. The note can be short because the book has so little substance that 
there is no need to spend a lot of time on it. It's a bad book that you should only 
read if you are specifically looking for an example of bad philosophy.

The main meat of the argument is in Chapter 15, so I'll concentrate on that. 
Feyarabend gives a summary of Popper's ideas at the start of the chapter, but it's 
far too shallow a summary and vague to address the issues he claims to address 
in the rest of the chapter and so it is seriously misleading. The summary goes like 
this: we start with problems and try to solve them by proposing non-ad-hoc 
hypotheses.

Then there is a load of stuff (pp. 174-5) about how rationality is too restrictive and 
will, somehow make us all unhappy. No explanation is presented about how this 
would happen, and so it's impossible to assess his claim.

On pp. 175-6 Feyerabend states that science often starts with playing, not 
problem solving. He doesn't explain how playing differs from problem solving, so 
again we have another claim that is too vague to assess.

On p. 176, Feyerabend chides Popper for naive falsificationism. Naive 
falsificationism is the idea that a theory should be dumped as soon as an 
experiment contradicts it. That's not Popper's actual position. Popper's actual 
position goes like this. You make predictions about the outcome of an experiment 
using a theory together with a model that describes the experiment using that 
theory. If the result of the experiment contradicts your theory, then either the 
theory is wrong or you misunderstood the experiment. You can fix this problem by 
making ANY change to the explanation of the experiment that is not ad hoc. Not 
being ad hoc means that that the changed explanation makes predictions beyond 
the problem that it was originally invented to solve. One possible change is to 
discard the theory the experiment was designed to test, but the model that 
describes the experiment can also be changed. See Chapters IV and V of Logic 
of Scientific Discovery and especially Section 29 where Popper specifically states 
that experimental results may be reconsidered.

Feyabend also states (p. 176) that new theories don't have much content 
because at the time of their adoption not many of their consequences have been 



worked out. This argument totally neglects the fact that a theory has content 
beyond the things that people have worked out about it. He then goes on to 
contradict himself by saying people work out stuff anew using the new theory: this 
contradicts his previous statement that the theory doesn't have much content.  He 
asks why people shouldn't just ignore all the old facts they got using their 
previous theory. The answer to this is simple: a theory that makes false 
predictions is false and should be rejected.

On pp. 178-9 Feyerabend states that scientists use ad hoc ideas all the time to 
help explain stuff after the transition to a new theory, so we shouldn't restrict their 
use. He then states that these ad hoc ideas might explain new stuff or might need 
to be explained in the future. This is another basic misunderstanding. An ad hoc 
theory doesn't explain anything beyond the problem it was originally intended to 
solve, so it can't be used to explain anything, including predictions of previous 
theories and so is useless as a means of helping us to understand stuff using a 
new theory. He offers a couple of examples, including the retention, supposedly 
in an ad hoc way, of classical concepts in quantum theory. Phsyicists adopted the 
idea that quantum physics should be used to make predictions about atoms, but 
not on tables or spaghetti or other macroscopic stuff: this idea was not entirely ad 
hoc, but it was false and has been refuted. (The ad hoc part of this conjecture 
was the idea that quantum physics was not literally true as a description of atoms, 
it was just a tool for calculation.) It is true that when you get down to the scale of 
an atom there's basically no point in trying to use the equations of classical 
physics at all because they are wildly inaccurate. Some of the predictions 
classical physics makes accurately describe certain aspects of the world. For 
example, when I look at a book I won't see two distinguishable copies of it. There 
are many different versions of the book doing many different things, but each 
version of me sees only one version of the book. Classical physics equations can 
be used in some situations for macroscopic objects when they have stood up to 
criticisms from quantum mechanics. However, there are many experiments with 
macroscopic objects where classical predictions are wrong, such as Einstein-
Podolski-Rosen experiments. So the "just use quantum physics on atoms and 
otherwise use classical physics" conjecture was sufficiently non ad hoc to be 
refuted.

Anyway, to finish up, Feyerabend is wrong on lots of stuff about Popper's 
position: didn't understand it well enough to know what a Popperian's position 
would be on the issues he raised and he made lots of bad arguments.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caring what other people think
Date: May 28, 2012 at 4:10 PM

On Mon, May 28, 2012 at 11:07 AM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 27.05.2012 23:38 Rami Rustom said the following:

On Sun, May 27, 2012 at 3:31 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

On 27.05.2012 15:16 Rami Rustom said the following:

On Sun, May 27, 2012 at 3:10 AM, Evgenii
Rudnyi<usenet@rudnyi.ru> wrote:

...

It is possible to consider these words historically and then
to research on what ideas they have used to represent. I would
say that spirit is exactly what drives a person to win a
competition. Without a spirit it seems impossible to achieve
good results in sport.

A better explanation is that the mind is responsible for *drive*.
If somebody values a sport, and winning, and working hard in
order to win, then they will have the *want* [i.e. drive] to
excel in that sport.

Soul on the other hand is related to conscience and should be
important for a fair competition.

A better explanation is that the mind is responsible for what



people call *conscience*. If somebody values fairness then they
will act fairly in the competition.

Above may depend on definitions that different people accept.

I don't know what you mean. Could you rephrase?

Let us take Merriam-Webster. Under 'spirit'

http://www.merriam-webster.com/dictionary/spirit

I see

"5. a : the activating or essential principle influencing a person <acted in
a spirit of helpfulness>
b : an inclination, impulse, or tendency of a specified kind"

I don't see how that is different than *wanting* something. Could you
explain in your own words?

This, in my view, matches the case of a person that dreams to become a
champion.

How is that different than: "a person that *wants* to become a champion"?

On the other hand, when I check 'mind'

http://www.merriam-webster.com/dictionary/mind

I see nothing in this respect. If I in turn check 'soul'

http://www.merriam-webster.com/dictionary/soul

http://www.merriam-webster.com/dictionary/spirit
http://www.merriam-webster.com/dictionary/mind
http://www.merriam-webster.com/dictionary/soul


then I see

"5. a : the moral and emotional nature of human beings
b : the quality that arouses emotion and sentiment
c : spiritual or moral force"

Yet, under mind I find nothing related to moral.

The idea of the mind can not be completely captured by a definition in
a dictionary. A complete explanation of the mind would require at
least a whole book.

Morality is knowledge about how people should live. If you believe
that a certain act is moral, where does that belief exist in you? The
answer is your mind.

This means that when you employ the word 'mind' you use some other
unconventional meanings. It is your right to do so, yet if you would like
other to follow you, you have to explain what you mean by words that you
use. At least this is the way how it it is done in science.

The mind is an abstraction of the brain. Our minds are responsible for
our thoughts and emotions. Our minds contain our ideas, which include
our values and beliefs.

Consider the spirit and soul. What physical parts of the body result
in those things? The brain is the physical part of your body that
causes your mind to exist. So what part causes your spirit and soul to
exist?

...

Spirit and soul are not real. They are words created a long time ago
before science. Science shows that the ideas representing those
words are false.



I do not understand you. I have already described that according to science
there is no free will, you seemed at that time to disagree. Do you mean that
science supports free will and at the same time neglect spirit and soul?

Are you suggesting that science is one thing? It isn't one thing.
Science is a classification of knowledge. I respect all knowledge,
regardless of what field it is classified under. And I judge all
knowledge before I accept it as truth. Some things out there are true,
while some are false. I judge each one on its own merit, regardless if
what field of knowledge it is classified under, and regardless of who
created or supports it.

I will be back to science below where you claim that 'Consciousness is the
"Lord"'. It seems to contradict to what science says. Hence it looks like
that you take from science what you like and ignore what you do not like.

I judge every so-called fact on its own merit. If it passes my
judgment, then I consider it truth. If it does not, then I consider it
false. What I like and don't like is not a factor in my judgment.

...

No, I do not mean ideas. Ideas are that you have consciously,
but your brain functions mostly un(sub)consciously.

No. Most people are not aware of most of their ideas, i.e. those
ideas are burried in their subconscious. In takes work in order
to bring those ideas into their conscious, i.e. into awareness.

Then this is the question who is the Lord in the body,
consciousness or subconsciousness.



Consciousness is the "Lord". Its like the owner of a company; the
owner is the conscious and the rest of the company is the
subconscious. The owner makes decisions for the whole company. He
makes the rules for the employees. But the employees often act in
ways the owner is not aware of. They might be mean to customers and
the owner doesn't find out until a customer brings it to his
attention. At that point, the owner can make a decision such as fire
that employee. Or retrain the employee. Or change his training
material and/or methods. Or create a new training.

You should look at Libet's experiments and the following development.
Consciousness comes too late, it takes about a quarter of second to
instantiate conscious experience. So the story "I have seen the ball and
then I have hit it" is rather an illusion. Sooner your body makes the hit
unconsciously and then you obtain report about what has already happened in
your conscious experience. Look for example for a recent paper

Yes, all thoughts originate from the subconscious. Some of those
thoughts get served to the conscious. This fits the analogy I provided
of the owner and his company. Do you agree that my analogy fits? If
so, do you agree that the owner has free will over his company?

Soon, CS, Brass, M, Heinze, HJ, and Haynes, JD (2008).
Unconscious determinants of free decisions in the human brain.
Nat Neurosci.

or in a popular form

Neuroscience vs philosophy: Taking aim at free will
Scientists think they can prove that free will is an illusion. Philosophers
are urging them to think again.
http://www.nature.com/news/2011/110831/full/477023a.html

If you however like science then you should presumably take a viewpoint of
John-Dylan Haynes.

I like knowledge, regardless of the field its classified under.

http://www.nature.com/news/2011/110831/full/477023a.html


In general, if we assume that subconscious work of the brain deals
with ideas, then it is unclear why conscious experience would be at
all necessary.

I don't know what you mean. Could you rephrase?

See for example above the Libet experiment. It well might be that your
subconsciousness takes all decisions and then tricks you to accept them.

Define *trick*.

You say that consciousness is awareness. I am afraid that this is
too simple, as you then discard phenomenal consciousness. Let me
give you an example.

Imagine that you watch yourself in the mirror. Your image that you
observe in the mirror is an example of phenomenal consciousness.

I'm aware of the image in the mirror, i.e. I am conscious of it. Why
do you think my description discards phenomenal consciousness?

I would say that in order for you to become aware of the image, the image in
the mirror first should appear there.

There is no image. Your mind *draws* the image based on the stream of
photons coming from the mirror. Its the same situation as looking at
someone else in front of you without a mirror. A bunch of photons are
coming from the sun, bouncing off that person, then hitting your rods
and cones of the retinas of your eyes. Then your neurons fire and that
correlates with thoughts. Those thoughts are the image of that someone
in front of you. The point is that there is no image in reality. The
*image* only exists in your mind.



By the way, your mind experiences the image *inside* the mirror
because of the trajectory of the photons coming from the mirror. This
might help:
http://www.yorku.ca/eye/mirror%20reflections.htm

However, English is not my native
language and I could be wrong here.

I'm not sure what you mean. The language doesn't matter.

Let me try this way. Could

'I experience pain'

and

'I am aware of pain'

be considered as synonyms and employed instead of each other? If yes, then I
was wrong.

I don't see a problem with equating those two.

Note that words are not important. Whats important is the ideas that
we are trying to convey to each other.

An interesting question here where this image is located, in your
brain or after the mirror.

I don't understand the question.

Some photons came from the sun, bounced off a bunch of things before
bouncing off my body, then bouncing off the mirror, then hitting the
cones and rods in the retinas of my eyes. That causes a series of
neurons to fire. Those neurons firing correlates with thoughts
occurring in my mind.

http://www.yorku.ca/eye/mirror%20reflections.htm


The neurons are in your brain and then according to your logic the image
that your observe in the mirror is in your brain. I am not speaking about
thoughts that your image may cause, I am speaking about your visual
conscious experience that you have when you watch yourself in the mirror.

By thoughts, I mean images. The image is a thought.

We
know that there nothing after the mirror in reality and in order to watch
your image in the mirror it first must be created there supposedly by your
brain.

...

Jeffrey Gray from Consciousness: Creeping on the hard problem

p. 275. "Suppose yourself in a seemingly tranquil and innocuous
conversation with the Dearly Beloved (as 'significant others' were
once, more romantically, called). She (or he, to taste) says
something wounding (or rejecting, or arousing your jealousy, also
according to taste). At first, you merely notice the offending
remark and carry on the conversation as before, perhaps calmly
thinking 'I can ignore that', or 'it isn't all that important
anyway'. But then - and again it takes some seconds to happen - you
start to feel a knot in the stomach, a clenching in the jaws, a
clamminess in the hands, a tremulousness in the voice. The wounding
remark has after all hit home, it just took you some time to find
out."

He's wrong. He's missing the step whereby the mind interprets the
events. Its goes (1) events, then (2) interpretation, then (3)
emotions. He's say it goes from events straight to emotions. Where
are the thoughts in that description? The thoughts occur in the
interpretation step that he's glazed over.



This is what you say. Yet Gray has researched this topic for long time

Does more time in research make something is true?

and
his books 'The neuropsychology of anxiety' and 'The psychology of fear and
stress' are well known (check the number of citation on Google Scholar).

Does something being popular make it is true?

He
could be wrong but I am afraid that to prove that, you have to make
experimental research on this topic to show what was wrong with Gray's
experimental research.

Not true. Any form of criticism can show that a theory is false. One
from of criticism is the empirical kind.

Tell me. Has Gray ruled out differences in knowledge in his research?
If not, then his results are mistaken.

As you see there are at least two entities. First "I" that tries to
ignore the bad remark, second is a body that just reacts to the
remark independently from the will of "I".

No. Its just a conflict of ideas. One idea causes him to act a
certain way, the one he's aware of. The other idea causes him to have
an emotion; this idea he is unaware of, but he is aware of the
emotion.

When somebody has an emotion, he doesn't always immediately know why
he's having that emotion. Why? Because most of our ideas are buried



in our subconscious. So the person should determine what those ideas
are. He is aware of his emotion, so that is something he can start
with. He can then begin asking himself questions to determine what
thoughts he's having that is causing the emotion. Those thoughts are
the interpretation step.

If you like science, then the best would be to see what science says in this
respect. You can speculate a lot but this does not mean that you are right.

It is not speculation. I do this myself. I help my employees and my
family with their psychological problems. And I help them understand
the ideas underlying their negative emotions.

Gather your ideas, write a paper and try to publish it in some scientific
journal.

If my idea is true, and I don't write a paper, does that make my idea false?

This is the way how science is done.

The subject we are discussing does not fall under the classification
of science. We are speaking of morality. When scientists do work in
fields outside of science, they should first study those fields. In
this case it is philosophy. The philosophical mistake they are making
is bad reductionism, which has been refuted by Karl Popper, a
philosopher of science. I think also that bad reductionism has been
criticized in BoI.

I am not an expert in research on emotions but what Gray writes agrees
pretty well with what I observe in myself.

Every human experiences emotions [at first] as Gray describes. Many of
them figure out how to scrutinize *why* they have those emotions in
relation to specific events. With sufficient introspection, they
discover the underlying ideas that cause those emotions. Then they



*fix* those ideas by changing them to better ones. This prevents the
negative emotions. This is philosophy, not science.

Note that those scientists that study emotions or any human behavior
do not rule out that differences in knowledge are what cause the
effects they see. How do I know? Because its impossible to rule out
knowledge in human studies.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Feyerabend
Date: May 28, 2012 at 6:02 PM

On May 28, 2012, at 12:45 PM, Alan Forrester wrote:

This is a brief note on Feyerabend's book "Against Method", which attacks 
Popper. The note can be short because the book has so little substance that 
there is no need to spend a lot of time on it. It's a bad book that you should only 
read if you are specifically looking for an example of bad philosophy.

The main meat of the argument is in Chapter 15, so I'll concentrate on that. 
Feyarabend gives a summary of Popper's ideas at the start of the chapter, but 
it's far too shallow a summary and vague to address the issues he claims to 
address in the rest of the chapter and so it is seriously misleading. The 
summary goes like this: we start with problems and try to solve them by 
proposing non-ad-hoc hypotheses.

Then there is a load of stuff (pp. 174-5) about how rationality is too restrictive 
and will, somehow make us all unhappy. No explanation is presented about how 
this would happen, and so it's impossible to assess his claim.

I think this statement gives Feyerabend too much credit. What is impossible to 
assess? The implicit concept here is that he has a "claim", largely unstated, with 
some reasons or arguments, and you don't know what they are so you can't 
evaluate them. But why infer they exist at all?

I think with a lot of bad thinkers, the superficial stuff they say is as far as it goes. If 
he had something substantive to say, I'd guess he would have said it.

On pp. 175-6 Feyerabend states that science often starts with playing, not 
problem solving. He doesn't explain how playing differs from problem solving, so 
again we have another claim that is too vague to assess.

I'd assess it as a bad claim. Vague claims *are* bad claims. Claims shouldn't be 
vague. You've criticized it, so it's bad.

On p. 176, Feyerabend chides Popper for naive falsificationism. Naive 



falsificationism is the idea that a theory should be dumped as soon as an 
experiment contradicts it. That's not Popper's actual position.

Further: Popper explicitly denied that position.

Popper's actual position goes like this. You make predictions about the outcome 
of an experiment using a theory together with a model that describes the 
experiment using that theory. If the result of the experiment contradicts your 
theory, then either the theory is wrong or you misunderstood the experiment. 
You can fix this problem by making ANY change to the explanation of the 
experiment that is not ad hoc. Not being ad hoc means that that the changed 
explanation makes predictions beyond the problem that it was originally 
invented to solve. One possible change is to discard the theory the experiment 
was designed to test, but the model that describes the experiment can also be 
changed. See Chapters IV and V of Logic of Scientific Discovery and especially 
Section 29 where Popper specifically states that experimental results may be 
reconsidered.

The "ad hoc" idea isn't quite right.

The problem it's trying to solve is people making up a long succession of bad 
ideas that waste our time. If they made up a long succession of interesting good 
attempts to rescue a theory, that wouldn't be a bad thing. We just want serious 
attempts to make progress, not unserious attempts to rationalize or save a 
position without regard for truth seeking.

One thing is: we don't need a rule to seek the truth or make an effort to learn. 
Some people will do those things, others won't, it's up to each person, and those 
who do it will have better lives so there is plenty of incentive.

Too much epistemology tries to provide specific rules about what to do, and 
Popper does this some. But as Popper himself basically said, you can do 
whatever you want, use your imagination, think outside the box, and mistakes will 
be sorted out by criticism.

Moving on, "ad hoc" is about how ideas are created, not the ideas themselves. 
It's about the source of ideas. So that's a mistake. Ideas should never ever ever 
be evaluated by their source. (I think Popper has tried to get around this some by 
redefining the concept of "ad hoc" in a more objective way about qualities of the 
idea itself. But this is too confusing and not the perfect approach to the topic.)



Next, it's actually extremely hard to make a long list of attempts to rescue a 
theory which do not share common flaws. If you can do that, it's not a mistake, it's 
a good thing, and they are worth considering.

The nightmare scenario we're trying to avoid involves repetitive, dumb ideas. The 
solution to this is that *criticisms have reach* (and we have memory). If we 
criticize the first few with good criticisms, those criticisms will apply to all the 
further bad ones. So we should not be criticizing those further bad ones as "ad 
hoc", instead we should point out they are refuted by the criticisms we already 
have. So it's *those* criticisms, not that it's "ad hoc", that refutes each new bad 
idea as it's generated (and if they ever don't refute it, then ad hoc or not, we 
should consider it further and see if we can refute it or not).

I think the nightmare that people can trivially evade criticism without limit is false. 
They can't. For example, they might start getting more vague. But then you just 
criticize vagueness in general and that completely wipes out that entire strategy.

Feyabend also states (p. 176) that new theories don't have much content 
because at the time of their adoption not many of their consequences have 
been worked out. This argument totally neglects the fact that a theory has 
content beyond the things that people have worked out about it. He then goes 
on to contradict himself by saying people work out stuff anew using the new 
theory: this contradicts his previous statement that the theory doesn't have 
much content.  He asks why people shouldn't just ignore all the old facts they 
got using their previous theory. The answer to this is simple: a theory that 
makes false predictions is false and should be rejected.

On pp. 178-9 Feyerabend states that scientists use ad hoc ideas all the time to 
help explain stuff after the transition to a new theory, so we shouldn't restrict 
their use.

That's ridiculous. What we *should* do is not whatever people do all the time.

He then states that these ad hoc ideas might explain new stuff or might need to 
be explained in the future. This is another basic misunderstanding. An ad hoc 



theory doesn't explain anything beyond the problem it was originally intended to 
solve, so it can't be used to explain anything, including predictions of previous 
theories and so is useless as a means of helping us to understand stuff using a 
new theory. He offers a couple of examples, including the retention, supposedly 
in an ad hoc way, of classical concepts in quantum theory. Phsyicists adopted 
the idea that quantum physics should be used to make predictions about atoms, 
but not on tables or spaghetti or other macroscopic stuff: this idea was not 
entirely ad hoc, but it was false and has been refuted. (The ad hoc part of this 
conjecture was the idea that quantum physics was not literally true as a 
description of atoms, it was just a tool for calculation.) It is true that when you 
get down to the scale of an atom there's basically no point in trying to use the 
equations of classical physics at all because they are wildly inaccurate. Some of 
the predictions classical physics makes accurately describe certain aspects of 
the world. For example, when I look at a book I won't see two distinguishable 
copies of it. There are many different versions of the book doing many different 
things, but each version of me sees only one version of the book. Classical 
physics equations can be used in some situations for macroscopic objects when 
they have stood up to criticisms from quantum mechanics. However, there are 
many experiments with macroscopic objects where classical predictions are 
wrong, such as Einstein-Podolski-Rosen experiments. So the "just use quantum 
physics on atoms and otherwise use classical physics" conjecture was 
sufficiently non ad hoc to be refuted.

Anyway, to finish up, Feyerabend is wrong on lots of stuff about Popper's 
position: didn't understand it well enough to know what a Popperian's position 
would be on the issues he raised and he made lots of bad arguments.

Yes. Yet people try to blame Feyerabend on Popper or say their ideas are similar. 
That's a mistake.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] I felt offended.
Date: May 28, 2012 at 9:28 PM

On May 26, 2012, at 4:07 PM, Rami Rustom wrote:

Guy: This is hard to explain.

Rami: Ok. But that only means that you've never explained it. So start.

Guy: You know how sometimes you just can't control your initial emotions?

Rami: No. All emotions are controllable. Events occur, then we
interpret those events, then we have emotions. Are you saying you
can't control your interpretation of the events? [...] Give me a
concrete example.

Guy: Say you bought a new car and somebody kicked it and now you have
a dent. Don't you get angry cause you have a dent in your new car?

Why? You'll get triple damages when you sue him plus legal fees, or something. 
Maybe you'll be glad.

Rami: But you've seen so many people deal with the problem of dents in
new cars. So when you bought your new car, you should have remembered
what they went through and expected your day to come. And the day
came. What are you upset about? You knew the day was coming.

Guy: [Giggle] Ok.

Rami: How about this one? Somebody calls your dad an asshole. Do you
get upset uncontrollably?

Guy: Yes?

Rami: Why?

Guy: Cause I was offended. People get upset when they are offended.



Why do you try to talk to non-philosophers (in fact, not credentials) about 
philosophy?

Rami: What does *offended* mean? [...] If you've never questioned
that, then that is a sign that you should work on your interpretation
of this type of events. [..] How many people think your dad is an
asshole? More than one?

Guy: Sure.

Rami: Are you mad about the fact that there are people out there who
think your dad is an asshole?

Guy: No.

Rami: And if you meet that guy today and he says his opinion of your
dad, will you get mad?

Guy: Yes?

Rami: Are you mad at him saying it or thinking it?

Guy: Saying it.

Rami: Ok so why aren't you mad at him thinking it?

Guy: I don't know. I wasn't thinking about it cause he didn't say it.

it's not good to think about whatever other people say. it's a second-handed, 
irresponsible life over which one lacks control.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] I felt offended.
Date: May 28, 2012 at 9:31 PM

On May 26, 2012, at 4:22 PM, Rami Rustom wrote:

I forgot to mention another part of this discussion.

Rami: There are two possibilities: either you dad really is an
asshole, or he's not. If he is, then the guy is telling the truth. Do
you get upset because he's telling the truth?

Guy: No.

Rami: The other possibility is that your dad is not an asshole. So the
other guy is mistaken or he's an idiot.

What's the difference between mistaken and idiot?

Do you get upset because
you've encountered an idiot or just a regular guy who made a mistake?
[...] There are a shit ton of idiots out there. If you're going to get
upset about them then you've got a lot of getting upset to go do. And
there are even more non-idiots whom have just made mistakes. Are you
going to get mad about people that make mistakes?

Guy: No everybody makes mistakes. And ya there are a lot of idiots out
there. I can't get mad about each one of them.

[Now I'm adding more stuff...]

Rami: What other reasoning could you have that would cause you to have
negative emotions?

Guy: The guy said it just to make me mad.

What a self-centered way to think. Most stuff people say it's about you and is 
actually being said for the person's own reasons.

If you're that self-centered, why do you think no one else is?



-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Forgiveness
Date: May 28, 2012 at 10:09 PM

On May 25, 2012, at 3:51 PM, Rami Rustom wrote:

I was reading The Fountainhead and read about the idea that we should
be forgiving.

What is forgiveness? To stop being angry at someone for doing
something wrong to you.

No. Anger is wanting to hurt. You don't have to go that far in order to forgive. You 
don't even have to be emotional at all to forgive something. (Note, by the way, 
that we talk about forgiving debts.)

A few problems I see with this:

(1) its not good to be angry. and besides, emotion should not be the
standard for what actions require forgiveness or not.

i agree

(2) mistakes are common. some times people ask for or expect
forgiveness for small inconsequential mistakes like an interruption
during conversation. these things shouldn't require forgiveness.

(3) if somebody wronged you, and it was intentional, then why are you
expected to forgive them?

(4) if somebody wronged you, but it was unintentional, then why should
you expect them to ask for forgiveness?

There is a meme out there that says that forgiveness is a virtue. Like
its something you should do for any and all people no matter what they
did. But forgiveness should not be expected nor given.

i don't think the concept is that the ideal is to frequently get angry then forgive.



If person A commits a mistake against person B, both parties should
realize human fallibility. A and B should discuss the mistake and
create a solution to the problem that caused the mistake.

Maybe. Will they ever interact again? This may be too much overhead. One must 
be careful of over-engineering solutions for the context/problem-situation not just 
in computer programming but more generally.

Then they
should move forward without resentment. Is this what people call
'forgiving'? I don't think so.

The only case where B should do otherwise is if he is convinced that A
is intentionally wronging B, in which case B should stop interacting
with A. Is this what people call 'not forgiving'? I don't think so.

There's other possibilities like that we come up with a way to solve the problem 
but I don't think the other guy will implement it reliably. That could be an 
unintended (directly at least) lack of skill at various things.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] I felt offended.
Date: May 28, 2012 at 10:34 PM

On Mon, May 28, 2012 at 8:28 PM, Elliot Temple <curi@curi.us> wrote:
On May 26, 2012, at 4:07 PM, Rami Rustom wrote:

Guy: This is hard to explain.

Rami: Ok. But that only means that you've never explained it. So start.

Guy: You know how sometimes you just can't control your initial emotions?

Rami: No. All emotions are controllable. Events occur, then we
interpret those events, then we have emotions. Are you saying you
can't control your interpretation of the events? [...] Give me a
concrete example.

Guy: Say you bought a new car and somebody kicked it and now you have
a dent. Don't you get angry cause you have a dent in your new car?

Why? You'll get triple damages when you sue him plus legal fees, or something. 
Maybe you'll be glad.

Rami: But you've seen so many people deal with the problem of dents in
new cars. So when you bought your new car, you should have remembered
what they went through and expected your day to come. And the day
came. What are you upset about? You knew the day was coming.

Guy: [Giggle] Ok.

Rami: How about this one? Somebody calls your dad an asshole. Do you
get upset uncontrollably?

Guy: Yes?

Rami: Why?

Guy: Cause I was offended. People get upset when they are offended.



Why do you try to talk to non-philosophers (in fact, not credentials) about 
philosophy?

I don't intend to. It just comes out. He came to me for help. He's an
employee. My way of helping people is helping them think better, i.e.
to question their thoughts in ways they've never questioned before.

Besides we're not talking *about* philosophy. We're talking about
solutions to problems and it just so happens that this *is*
philosophy.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] I felt offended.
Date: May 28, 2012 at 10:40 PM

On Mon, May 28, 2012 at 8:31 PM, Elliot Temple <curi@curi.us> wrote:
On May 26, 2012, at 4:22 PM, Rami Rustom wrote:

I forgot to mention another part of this discussion.

Rami: There are two possibilities: either you dad really is an
asshole, or he's not. If he is, then the guy is telling the truth. Do
you get upset because he's telling the truth?

Guy: No.

Rami: The other possibility is that your dad is not an asshole. So the
other guy is mistaken or he's an idiot.

What's the difference between mistaken and idiot?

Somebody who lives irrationally, is an idiot. They make a lot of
mistakes because their way of living doesn't promote error correction.

Somebody who lives rationally, is not an idiot. But they still make mistakes.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 29, 2012 at 4:35 AM

On May 18, 2012, at 12:10 PM, Evgenii Rudnyi wrote:

Please look at the scientific sources that I have given in my reply to Rami. Then 
you will see that this is exactly what science says, that is, free will is illusion.

Here, we try not to settle philosophical arguments by checking out what opinion 
the majority of scientists have. The goal, instead, is to consider each position -- 
as well as any new ones we can think of -- on its merits not its popularity or 
source.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 29, 2012 at 4:37 AM

On May 18, 2012, at 12:10 PM, Evgenii Rudnyi wrote:

Is this your opinion, or this has been scientifically proved? If yes, could you 
please cite the works that proved this?

We reject the impossible demand for proof of our ideas. We acknowledge our 
ideas are fallible and do not consider this a fault in them.

All ideas are neither mere opinion nor proven. They are our guesses at the truth, 
never perfect, and always open to revision and improvement. They improve as 
we refine them with criticism, but this never constitutes a proof.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 29, 2012 at 4:38 AM

On May 18, 2012, at 11:53 AM, Evgenii Rudnyi wrote:

If we can choose our decisions by ourselves, then the meme theory does not 
make much sense.

To exist, memes do not have to control us like drivers control cars. Consider good 
books. Those have ideas which we replicate by printing more copies. We can 
choose to print more or not, it's up to us, we aren't being controlled, yet some 
ideas in some books are replicated -- and contribute to their own replication, e.g. 
by being useful ideas -- so they are memes.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: May 29, 2012 at 3:48 PM

Dear Rami,

Thank you for your time and your answers. I am afraid though that our 
vocabularies are not synchronized and when we use the same words, the 
meaning seems to be different. I will show one example below.

Otherwise, I believe that I have better understood your position and we definitely 
do not have to agree with each other. If you find some questions that I have not 
answered important, please repeat them. In my view, they are not that essential.

On 28.05.2012 22:10 Rami Rustom said the following:
On Mon, May 28, 2012 at 11:07 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

I would say that in order for you to become aware of the image, the
image in the mirror first should appear there.

There is no image. Your mind *draws* the image based on the stream
of photons coming from the mirror. Its the same situation as looking
at someone else in front of you without a mirror. A bunch of photons
are coming from the sun, bouncing off that person, then hitting your
rods and cones of the retinas of your eyes. Then your neurons fire
and that correlates with thoughts. Those thoughts are the image of
that someone in front of you. The point is that there is no image in
reality. The *image* only exists in your mind.

By the way, your mind experiences the image *inside* the mirror
because of the trajectory of the photons coming from the mirror.
This might help: http://www.yorku.ca/eye/mirror%20reflections.htm

...

An interesting question here where this image is located, in

http://www.yorku.ca/eye/mirror%20reflections.htm


your brain or after the mirror.

I don't understand the question.

Some photons came from the sun, bounced off a bunch of things
before bouncing off my body, then bouncing off the mirror, then
hitting the cones and rods in the retinas of my eyes. That causes
a series of neurons to fire. Those neurons firing correlates with
thoughts occurring in my mind.

The neurons are in your brain and then according to your logic the
image that your observe in the mirror is in your brain. I am not
speaking about thoughts that your image may cause, I am speaking
about your visual conscious experience that you have when you watch
yourself in the mirror.

By thoughts, I mean images. The image is a thought.

I do not understand how a thought could be an image. In my vocabulary these 
two are completely different entities. In other words, in my understanding the 
three dimensional word that I consciously perceive and my thoughts are 
independent from each other. I do not see how they could be the same thing.

Two small additional remarks to this problem. First, you are right that when you 
say that if image in the mirror is in the brain, then the whole perceived three 
dimensional world should be also in the brain (or in the mind if you like it more).

Some paradox in this position that I personally like is described in

Max Velmans, Where experiences are: Dualist, physicalist, enactive and reflexive 
accounts of phenomenal consciousness, Phenomenology and the Cognitive 
Sciences, Volume 6, Number 4 (2007), 547-563

and as I find it entertaining, I will quote it below.

"if one accepts that



a) The phenomenal world appears to have spatial extension to the perceived 
horizon and dome of the sky.

b) The phenomenal world is really inside the brain.

It follows that

c) The real skull (as opposed to the phenomenal skull) is beyond the perceived 
horizon and dome of the sky."

Second, on the picture describing the work of the mirror there are lines that go 
after the mirror, that is, to the position outside of the brain. This fact is 
interestingly interpreted in

Rupert Sheldrake, The Sense of Being Stared At — Part 2: Its Implications for 
Theories of Vision, Journal of Consciousness Studies, Volume 12, Number 6, 
2005 , pp. 32-49(18).

where the authors discusses a naive question, if the image is in the brain why in 
all physics textbook there are lines going after the mirror.

Above raises a question, is the brain in the world or the world in the brain?

Best wishes,

Evgenii



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 29, 2012 at 3:53 PM

On 29.05.2012 10:38 Elliot Temple said the following:

On May 18, 2012, at 11:53 AM, Evgenii Rudnyi wrote:

If we can choose our decisions by ourselves, then the meme theory
does not make much sense.

To exist, memes do not have to control us like drivers control cars.
Consider good books. Those have ideas which we replicate by printing
more copies. We can choose to print more or not, it's up to us, we
aren't being controlled, yet some ideas in some books are replicated
-- and contribute to their own replication, e.g. by being useful
ideas -- so they are memes.

A general question, in my view, is a casual chain, or, in other words the egg-and-
chicken problem.

I do not have any solution though, nor I am satisfied with solutions that I have 
seen.

Evgenii

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Champions (was: Caring what other people think)
Date: May 29, 2012 at 3:55 PM

On May 27, 2012, at 1:10 AM, Evgenii Rudnyi wrote:

On 26.05.2012 21:11 Rami Rustom said the following:
On Sat, May 26, 2012 at 12:28 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

Let us say that the loser has a long term problem as he believes
that the victory in that competition is the only sense of his
life.

So, say that guy loses. Do you think his resulting psychological
problem is due to the loss? Not its not. Its due to his mistaken
belief that you just described. That is the lack of knowledge that
is causing his psychological problem.

I could imagine that you can convince him that he can do it and
then he wins the next time.

That is the wrong approach. The correct approach is to persuade him
that a victory in that competition is *not* the only sense of his
life, thereby filling in the void in his knowledge, which results in
solving the psychological problem.

Now the former winner (and the current loser) has the long term
psychological problems, as he also believes that the victory in
that competition is the only goal of this life. Hence, in my view
it seems that it is hard to solve this problem satisfactory for
both participants simultaneously.

Both of them are mistaken in the same way. The mistake is the lack
of knowledge that causes their psychological problems.



Personally I agree with your that sport is useless. I guess that it is impossible to 
understand rationally what drives people to devote the whole life to become a 
champion in some sport competition. Yet, this is what happens and I am not 
sure that explanation of that fact as "the lack of knowledge" is a good one.

I strongly approve of *striving to be good at something*. I think excellence has 
value *on principle*, and it's generally more important to try to be a champion 
than what you are a champion of.

The reason for this, in short BoI terminology, is that excellence and the methods 
of achieving it have *reach*.

In other words, becoming a champion at one thing involves developing skills that 
can help you excel at other things.

This applies to sports champions.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caring what other people think
Date: May 29, 2012 at 5:17 PM

On Tue, May 29, 2012 at 2:48 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 28.05.2012 22:10 Rami Rustom said the following:

On Mon, May 28, 2012 at 11:07 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

I would say that in order for you to become aware of the image, the
image in the mirror first should appear there.

There is no image. Your mind *draws* the image based on the stream
of photons coming from the mirror. Its the same situation as looking
at someone else in front of you without a mirror. A bunch of photons
are coming from the sun, bouncing off that person, then hitting your
rods and cones of the retinas of your eyes. Then your neurons fire
and that correlates with thoughts. Those thoughts are the image of
that someone in front of you. The point is that there is no image in
reality. The *image* only exists in your mind.

By the way, your mind experiences the image *inside* the mirror
because of the trajectory of the photons coming from the mirror.
This might help: http://www.yorku.ca/eye/mirror%20reflections.htm

...

An interesting question here where this image is located, in
your brain or after the mirror.

I don't understand the question.

http://www.yorku.ca/eye/mirror%20reflections.htm


Some photons came from the sun, bounced off a bunch of things
before bouncing off my body, then bouncing off the mirror, then
hitting the cones and rods in the retinas of my eyes. That causes
a series of neurons to fire. Those neurons firing correlates with
thoughts occurring in my mind.

The neurons are in your brain and then according to your logic the
image that your observe in the mirror is in your brain. I am not
speaking about thoughts that your image may cause, I am speaking
about your visual conscious experience that you have when you watch
yourself in the mirror.

By thoughts, I mean images. The image is a thought.

I do not understand how a thought could be an image. In my vocabulary these
two are completely different entities. In other words, in my understanding
the three dimensional word that I consciously perceive and my thoughts are
independent from each other. I do not see how they could be the same thing.

Thoughts and perceptions are similar in that they both are phenomenon
of the mind.

When your eyes sense the computer screen in front of you, it is not
sending that image directly to your mind. Instead, it sends some raw
sense data and then your mind interprets that data based on theories
that your mind has about sight. The image is not exactly what exists
in reality.

Thoughts are similar. Consider what happens when a friend of yours
says a sentence to you. The idea he is intending to convey is not
directly sent directly to your mind. Your ears first collect the
vibrations in the air and your eyes collect the photons bouncing off
his body. Then your mind, using meta-theories about sight and hearing,
interprets the raw sense data into words, inflection, and body
language. Finally your mind, using other meta-theories, interprets



those words and inflection and body language into an idea. That idea
is not exactly what your friend intended.

Consider a newborn at birth, or as soon as she begins to react to her
vision. Put a mirror in front of her. Does she know what she's looking
at? Does she see an image? Does her mind even know how to interpret
what her eyes are sensing? No. These things are learned. The mind must
learn how to interpret sense data similar to the way the mind must
learn how to interpret the English language.

Two small additional remarks to this problem. First, you are right that when
you say that if image in the mirror is in the brain, then the whole
perceived three dimensional world should be also in the brain (or in the
mind if you like it more).

I don't know what you mean by 'whole perceived 3-dimensional world
should be also in the mind. Could you rephrase?

Some paradox in this position that I personally like is described in

Max Velmans, Where experiences are: Dualist, physicalist, enactive and
reflexive accounts of phenomenal consciousness, Phenomenology and the
Cognitive Sciences, Volume 6, Number 4 (2007), 547-563

and as I find it entertaining, I will quote it below.

"if one accepts that

a) The phenomenal world appears to have spatial extension to the perceived
horizon and dome of the sky.

b) The phenomenal world is really inside the brain.

Ah. This idea is one that denies that reality exists. That reality is
only real in so far as the mind perceives it. But that is wrong. If
all humans died, the Multiverse would still exist. There would be no
human minds to perceive it, but it would still exist.



It follows that

c) The real skull (as opposed to the phenomenal skull) is beyond the
perceived horizon and dome of the sky."

Second, on the picture describing the work of the mirror there are lines
that go after the mirror, that is, to the position outside of the brain.
This fact is interestingly interpreted in

Rupert Sheldrake, The Sense of Being Stared At — Part 2: Its Implications
for Theories of Vision, Journal of Consciousness Studies, Volume 12, Number
6, 2005 , pp. 32-49(18).

where the authors discusses a naive question, if the image is in the brain
why in all physics textbook there are lines going after the mirror.

Because that is how our minds interpret photons. Our minds *guess*
that the photons go in straight lines. The part of our minds that
interpret sight data do not understand that mirror reflect light. But
a more universal part of our minds, the part that generates thoughts,
does know that mirrors reflect light, so we do not actually believe
that objects exist on the other side of the mirror. Note that animals
do not have sophisticated minds that can know that mirrors reflect
light, and so the part of their minds that interpret sight data causes
them to think that there is stuff on the other side of the mirror.

Above raises a question, is the brain in the world or the world in the
brain?

Brain is in the world.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] We're always at the beginning of infinite
Date: May 29, 2012 at 6:15 PM

On May 24, 2012, at 6:29 PM, Brett Hall wrote:

On 25/05/2012, at 8:42 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

I just realized another way that 'we're always at the beginning of infinite'.

Many people 'beat themselves up' about their past mistakes and the
grave consequences that followed. Some people live with these thoughts
and feel bad about themselves until their death. But that is
irrational.

We all make mistakes. Some of those mistakes have grave consequences.
The past should be considered in order to study the problems that
caused the mistakes so that we can create solutions that work to
prevent similar mistakes in the future. But the focus should be on the
future, not the past.

Everyday we are at the beginning of the rest of our lives.

That's very good. I'm not making a criticism pointing out that It's been said 
before in a similar way: "this is the first day of the rest of your life" - there's at 
least one song and one movie with this title - but I like the new link to the 
beginning of infinity.

Do they mean that *every* day is the first day of the rest of your life? I think the 
more common concept is that *particular* days are -- one gets a handful of 
chances to start over and reinvent themselves, like each New Years day, or the 
day their marriage to a jerk ends.

Would you say that an optimistic outlook means being predisposed to act as if 
you can always improve yourself? That you can always "get better"? That no 



matter how low your self esteem or how little you think you are worth - that this 
can change for the better if you choose to take the right steps?

What advice would you give to someone who has just been diagnosed with 
terminal pancreatic cancer? A condition that - depending on how you read the 
stats - has somewhere between a bad and an absolutely terrible prognosis 
(80% of people diagnosed are dead within 6 months). Of course we *could* all 
be in exactly this position - or worse - and simply don't know. And the person 
with the diagnosis could go on to live forever given the right circumstances - like 
simply a mistake by a doctor.

However - our best explanation seems to be that they will lose their life much 
shorter than they hoped to, to cancer. How can we reconcile acting on the best 
explanation available in this situation - while remaining optimistic about the 
future?

BoI's optimism doesn't mean expecting good things to happen. It means evils are 
due to insufficient knowledge -- and nothing else -- so there are always paths to 
solutions to pursue, always ways forward to try to make progress.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Champions (was: Caring what other people think)
Date: May 29, 2012 at 6:34 PM

On Tue, May 29, 2012 at 12:55 PM, Elliot Temple <curi@curi.us> wrote:

On May 27, 2012, at 1:10 AM, Evgenii Rudnyi wrote:

On 26.05.2012 21:11 Rami Rustom said the following:
On Sat, May 26, 2012 at 12:28 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

Let us say that the loser has a long term problem as he believes
that the victory in that competition is the only sense of his
life.

So, say that guy loses. Do you think his resulting psychological
problem is due to the loss? Not its not. Its due to his mistaken
belief that you just described. That is the lack of knowledge that
is causing his psychological problem.

I could imagine that you can convince him that he can do it and
then he wins the next time.

That is the wrong approach. The correct approach is to persuade him
that a victory in that competition is *not* the only sense of his
life, thereby filling in the void in his knowledge, which results in
solving the psychological problem.

Now the former winner (and the current loser) has the long term
psychological problems, as he also believes that the victory in
that competition is the only goal of this life. Hence, in my view
it seems that it is hard to solve this problem satisfactory for
both participants simultaneously.

Both of them are mistaken in the same way. The mistake is the lack



of knowledge that causes their psychological problems.

Personally I agree with your that sport is useless. I guess that it is impossible 
to understand rationally what drives people to devote the whole life to become 
a champion in some sport competition. Yet, this is what happens and I am not 
sure that explanation of that fact as "the lack of knowledge" is a good one.

I strongly approve of *striving to be good at something*. I think excellence has 
value *on principle*, and it's generally more important to try to be a champion 
than what you are a champion of.

The reason for this, in short BoI terminology, is that excellence and the methods 
of achieving it have *reach*.

In other words, becoming a champion at one thing involves developing skills 
that can help you excel at other things.

This applies to sports champions.

This makes sense, although I have one question.

Becoming a champion at some sports can have really horrendous physical
consequences (like football playing champions and boxing champions
have really bad permanent brain damage and dramatically shortened
lives).  Are those still worth it, on principle?  Is it a case where
it still has the same value, but because of the negative side effects
they would've been objectively better choosing to be a champion at
basically any other sport or activity?



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] We're always at the beginning of infinite
Date: May 29, 2012 at 6:37 PM

On Tue, May 29, 2012 at 3:15 PM, Elliot Temple <curi@curi.us> wrote:

On May 24, 2012, at 6:29 PM, Brett Hall wrote:

On 25/05/2012, at 8:42 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

I just realized another way that 'we're always at the beginning of infinite'.

Many people 'beat themselves up' about their past mistakes and the
grave consequences that followed. Some people live with these thoughts
and feel bad about themselves until their death. But that is
irrational.

We all make mistakes. Some of those mistakes have grave consequences.
The past should be considered in order to study the problems that
caused the mistakes so that we can create solutions that work to
prevent similar mistakes in the future. But the focus should be on the
future, not the past.

Everyday we are at the beginning of the rest of our lives.

That's very good. I'm not making a criticism pointing out that It's been said 
before in a similar way: "this is the first day of the rest of your life" - there's at 
least one song and one movie with this title - but I like the new link to the 
beginning of infinity.

Do they mean that *every* day is the first day of the rest of your life? I think the 
more common concept is that *particular* days are -- one gets a handful of 
chances to start over and reinvent themselves, like each New Years day, or the 
day their marriage to a jerk ends.



For what it's worth: Every time I have seen someone use that phrase,
they meant *every* day.  It was used as a platitude essentially
indicating that you should live each day to the fullest/live each day
in such a way that you are happy/not put off making changes you want
until some later date/etc.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Champions (was: Caring what other people think)
Date: May 29, 2012 at 6:44 PM

On May 29, 2012, at 3:34 PM, Dan Frank wrote:

On Tue, May 29, 2012 at 12:55 PM, Elliot Temple <curi@curi.us> wrote:

On May 27, 2012, at 1:10 AM, Evgenii Rudnyi wrote:

On 26.05.2012 21:11 Rami Rustom said the following:
On Sat, May 26, 2012 at 12:28 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

Let us say that the loser has a long term problem as he believes
that the victory in that competition is the only sense of his
life.

So, say that guy loses. Do you think his resulting psychological
problem is due to the loss? Not its not. Its due to his mistaken
belief that you just described. That is the lack of knowledge that
is causing his psychological problem.

I could imagine that you can convince him that he can do it and
then he wins the next time.

That is the wrong approach. The correct approach is to persuade him
that a victory in that competition is *not* the only sense of his
life, thereby filling in the void in his knowledge, which results in
solving the psychological problem.

Now the former winner (and the current loser) has the long term
psychological problems, as he also believes that the victory in
that competition is the only goal of this life. Hence, in my view
it seems that it is hard to solve this problem satisfactory for
both participants simultaneously.



Both of them are mistaken in the same way. The mistake is the lack
of knowledge that causes their psychological problems.

Personally I agree with your that sport is useless. I guess that it is impossible 
to understand rationally what drives people to devote the whole life to 
become a champion in some sport competition. Yet, this is what happens and 
I am not sure that explanation of that fact as "the lack of knowledge" is a 
good one.

I strongly approve of *striving to be good at something*. I think excellence has 
value *on principle*, and it's generally more important to try to be a champion 
than what you are a champion of.

The reason for this, in short BoI terminology, is that excellence and the 
methods of achieving it have *reach*.

In other words, becoming a champion at one thing involves developing skills 
that can help you excel at other things.

This applies to sports champions.

This makes sense, although I have one question.

Becoming a champion at some sports can have really horrendous physical
consequences (like football playing champions and boxing champions
have really bad permanent brain damage and dramatically shortened
lives).  Are those still worth it, on principle?  Is it a case where
it still has the same value, but because of the negative side effects
they would've been objectively better choosing to be a champion at
basically any other sport or activity?

If one decided it was worth it (that the upsides outweighed the downsides), that 
would be a compromise and a mistake.

People need to approach these kinds of questions in a different way more 
centered around problems and solutions. What problems do they face in their 
lives? What options to they have available? Will any of those solve the problem? 



What other options can they create? And so on.

Some people improve their lives by choosing to play football. And of those that 
do, the ones who strive to play really well, instead of being mediocre, are better 
people.

I for one am averse to health risks and brain damage in particular. And I think a 
lot of people take too much risk in playing sports including at a high school level. 
But the world is diverse. Many people commit suicide, for example. For lots of 
people, things i don't want could be an improvement for them. quite a lot of 
people choose football or boxing without a lot of other prospects that they'd be 
happy with, and are OK with the health risks for the sake or pursuing a lifestyle 
they really like instead of one they know they wouldn't like.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Champions (was: Caring what other people think)
Date: May 29, 2012 at 7:20 PM

On Tue, May 29, 2012 at 3:44 PM, Elliot Temple <curi@curi.us> wrote:

On May 29, 2012, at 3:34 PM, Dan Frank wrote:

On Tue, May 29, 2012 at 12:55 PM, Elliot Temple <curi@curi.us> wrote:

On May 27, 2012, at 1:10 AM, Evgenii Rudnyi wrote:

On 26.05.2012 21:11 Rami Rustom said the following:
On Sat, May 26, 2012 at 12:28 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

Let us say that the loser has a long term problem as he believes
that the victory in that competition is the only sense of his
life.

So, say that guy loses. Do you think his resulting psychological
problem is due to the loss? Not its not. Its due to his mistaken
belief that you just described. That is the lack of knowledge that
is causing his psychological problem.

I could imagine that you can convince him that he can do it and
then he wins the next time.

That is the wrong approach. The correct approach is to persuade him
that a victory in that competition is *not* the only sense of his
life, thereby filling in the void in his knowledge, which results in
solving the psychological problem.

Now the former winner (and the current loser) has the long term
psychological problems, as he also believes that the victory in
that competition is the only goal of this life. Hence, in my view



it seems that it is hard to solve this problem satisfactory for
both participants simultaneously.

Both of them are mistaken in the same way. The mistake is the lack
of knowledge that causes their psychological problems.

Personally I agree with your that sport is useless. I guess that it is 
impossible to understand rationally what drives people to devote the whole 
life to become a champion in some sport competition. Yet, this is what 
happens and I am not sure that explanation of that fact as "the lack of 
knowledge" is a good one.

I strongly approve of *striving to be good at something*. I think excellence 
has value *on principle*, and it's generally more important to try to be a 
champion than what you are a champion of.

The reason for this, in short BoI terminology, is that excellence and the 
methods of achieving it have *reach*.

In other words, becoming a champion at one thing involves developing skills 
that can help you excel at other things.

This applies to sports champions.

This makes sense, although I have one question.

Becoming a champion at some sports can have really horrendous physical
consequences (like football playing champions and boxing champions
have really bad permanent brain damage and dramatically shortened
lives).  Are those still worth it, on principle?  Is it a case where
it still has the same value, but because of the negative side effects
they would've been objectively better choosing to be a champion at
basically any other sport or activity?

If one decided it was worth it (that the upsides outweighed the downsides), that 
would be a compromise and a mistake.



People need to approach these kinds of questions in a different way more 
centered around problems and solutions. What problems do they face in their 
lives? What options to they have available? Will any of those solve the problem? 
What other options can they create? And so on.

Some people improve their lives by choosing to play football. And of those that 
do, the ones who strive to play really well, instead of being mediocre, are better 
people.

Aha!  Right.  This makes sense.

I for one am averse to health risks and brain damage in particular. And I think a 
lot of people take too much risk in playing sports including at a high school level. 
But the world is diverse. Many people commit suicide, for example. For lots of 
people, things i don't want could be an improvement for them. quite a lot of 
people choose football or boxing without a lot of other prospects that they'd be 
happy with, and are OK with the health risks for the sake or pursuing a lifestyle 
they really like instead of one they know they wouldn't like.

So, are you saying those people would be even better off if they could
find some other solution?  That is, some other prospect that didn't
cause serious injuries, that they'd be happy with?

But if by their lights it's their best choice now, then they should do
it, and excel at it?



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Champions (was: Caring what other people think)
Date: May 29, 2012 at 9:30 PM

On Tue, May 29, 2012 at 5:44 PM, Elliot Temple <curi@curi.us> wrote:
On May 29, 2012, at 3:34 PM, Dan Frank wrote:

On Tue, May 29, 2012 at 12:55 PM, Elliot Temple <curi@curi.us> wrote:
On May 27, 2012, at 1:10 AM, Evgenii Rudnyi wrote:

On 26.05.2012 21:11 Rami Rustom said the following:
On Sat, May 26, 2012 at 12:28 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

Let us say that the loser has a long term problem as he believes
that the victory in that competition is the only sense of his
life.

So, say that guy loses. Do you think his resulting psychological
problem is due to the loss? Not its not. Its due to his mistaken
belief that you just described. That is the lack of knowledge that
is causing his psychological problem.

I could imagine that you can convince him that he can do it and
then he wins the next time.

That is the wrong approach. The correct approach is to persuade him
that a victory in that competition is *not* the only sense of his
life, thereby filling in the void in his knowledge, which results in
solving the psychological problem.

Now the former winner (and the current loser) has the long term
psychological problems, as he also believes that the victory in
that competition is the only goal of this life. Hence, in my view
it seems that it is hard to solve this problem satisfactory for
both participants simultaneously.

Both of them are mistaken in the same way. The mistake is the lack



of knowledge that causes their psychological problems.

Personally I agree with your that sport is useless. I guess that it is 
impossible to understand rationally what drives people to devote the whole 
life to become a champion in some sport competition. Yet, this is what 
happens and I am not sure that explanation of that fact as "the lack of 
knowledge" is a good one.

I strongly approve of *striving to be good at something*. I think excellence 
has value *on principle*, and it's generally more important to try to be a 
champion than what you are a champion of.

The reason for this, in short BoI terminology, is that excellence and the 
methods of achieving it have *reach*.

In other words, becoming a champion at one thing involves developing skills 
that can help you excel at other things.

This applies to sports champions.

This makes sense, although I have one question.

Becoming a champion at some sports can have really horrendous physical
consequences (like football playing champions and boxing champions
have really bad permanent brain damage and dramatically shortened
lives).  Are those still worth it, on principle?  Is it a case where
it still has the same value, but because of the negative side effects
they would've been objectively better choosing to be a champion at
basically any other sport or activity?

If one decided it was worth it (that the upsides outweighed the downsides), that 
would be a compromise and a mistake.

People need to approach these kinds of questions in a different way more 
centered around problems and solutions. What problems do they face in their 
lives? What options to they have available? Will any of those solve the problem? 
What other options can they create? And so on.



Some people improve their lives by choosing to play football. And of those that 
do, the ones who strive to play really well, instead of being mediocre, are better 
people.

I for one am averse to health risks and brain damage in particular. And I think a 
lot of people take too much risk in playing sports including at a high school level. 
But the world is diverse. Many people commit suicide, for example. For lots of 
people, things i don't want could be an improvement for them. quite a lot of 
people choose football or boxing without a lot of other prospects that they'd be 
happy with, and are OK with the health risks for the sake or pursuing a lifestyle 
they really like instead of one they know they wouldn't like.

The vast majority of highschool football players don't know the health
risks. I played highschool football. I had many injuries like a
partially torn ACL, broken wrist, shoulder problems, neck problems.
Those things healed quite well. But we've recently learned that
football injuries are causing microconcussions and that many
highschool players are affected. And I was a lineman which means more
helmet clashing. And I played under coaches that told us to hit with
our heads, and I did cause I thought it was better. If I knew this
back then, I wouldn't have played the stupid game.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Champions (was: Caring what other people think)
Date: May 29, 2012 at 10:45 PM

On May 29, 2012, at 4:20 PM, Dan Frank wrote:

On Tue, May 29, 2012 at 3:44 PM, Elliot Temple <curi@curi.us> wrote:

On May 29, 2012, at 3:34 PM, Dan Frank wrote:

On Tue, May 29, 2012 at 12:55 PM, Elliot Temple <curi@curi.us> wrote:

On May 27, 2012, at 1:10 AM, Evgenii Rudnyi wrote:

On 26.05.2012 21:11 Rami Rustom said the following:
On Sat, May 26, 2012 at 12:28 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

Let us say that the loser has a long term problem as he believes
that the victory in that competition is the only sense of his
life.

So, say that guy loses. Do you think his resulting psychological
problem is due to the loss? Not its not. Its due to his mistaken
belief that you just described. That is the lack of knowledge that
is causing his psychological problem.

I could imagine that you can convince him that he can do it and
then he wins the next time.

That is the wrong approach. The correct approach is to persuade him
that a victory in that competition is *not* the only sense of his
life, thereby filling in the void in his knowledge, which results in
solving the psychological problem.

Now the former winner (and the current loser) has the long term



psychological problems, as he also believes that the victory in
that competition is the only goal of this life. Hence, in my view
it seems that it is hard to solve this problem satisfactory for
both participants simultaneously.

Both of them are mistaken in the same way. The mistake is the lack
of knowledge that causes their psychological problems.

Personally I agree with your that sport is useless. I guess that it is 
impossible to understand rationally what drives people to devote the whole 
life to become a champion in some sport competition. Yet, this is what 
happens and I am not sure that explanation of that fact as "the lack of 
knowledge" is a good one.

I strongly approve of *striving to be good at something*. I think excellence 
has value *on principle*, and it's generally more important to try to be a 
champion than what you are a champion of.

The reason for this, in short BoI terminology, is that excellence and the 
methods of achieving it have *reach*.

In other words, becoming a champion at one thing involves developing skills 
that can help you excel at other things.

This applies to sports champions.

This makes sense, although I have one question.

Becoming a champion at some sports can have really horrendous physical
consequences (like football playing champions and boxing champions
have really bad permanent brain damage and dramatically shortened
lives).  Are those still worth it, on principle?  Is it a case where
it still has the same value, but because of the negative side effects
they would've been objectively better choosing to be a champion at
basically any other sport or activity?

If one decided it was worth it (that the upsides outweighed the downsides), that 



would be a compromise and a mistake.

People need to approach these kinds of questions in a different way more 
centered around problems and solutions. What problems do they face in their 
lives? What options to they have available? Will any of those solve the 
problem? What other options can they create? And so on.

Some people improve their lives by choosing to play football. And of those that 
do, the ones who strive to play really well, instead of being mediocre, are 
better people.

Aha!  Right.  This makes sense.

I for one am averse to health risks and brain damage in particular. And I think a 
lot of people take too much risk in playing sports including at a high school 
level. But the world is diverse. Many people commit suicide, for example. For 
lots of people, things i don't want could be an improvement for them. quite a lot 
of people choose football or boxing without a lot of other prospects that they'd 
be happy with, and are OK with the health risks for the sake or pursuing a 
lifestyle they really like instead of one they know they wouldn't like.

So, are you saying those people would be even better off if they could
find some other solution?  That is, some other prospect that didn't
cause serious injuries, that they'd be happy with?

Everyone in the world would be better off if they found better solutions in their life. 
I don't see football players as a particularly urgent case and don't want to pick on 
them. And it's certainly not the only dangerous career out there. Another 
considerably more common one is joining the military. The police, fire fighters, 
CIA, FBI and many others also do risky jobs.

Health/safety risks are by no means the worst thing around, either. Being a 
teacher or psychiatrist is much worse in many ways. Those career's threaten 
one's mind more.

BTW:



http://www.cbsnews.com/8301-504763_162-57435785-10391704/soldiers-brain-
damage-similar-to-football-players-study-of-chronic-traumatic-encephalopathy-
shows/

I haven't researched how true that is, but nor have I researched the football 
player brain damage claims. I think they are something a lot of people would like 
to be true a bit much to take at face value without reading more than news stories 
about it.

But if by their lights it's their best choice now, then they should do
it, and excel at it?

Yes.

Really wanting to excel at football would lead one away from recreational drug 
use, for example. And would lead one to study football strategy, which can lead to 
learning some math, reading books, thinking critically, having productive debates 
with others, and so on. And various psychological difficulties are a handicap to 
top competitors and must be addressed too (e.g. getting nervous in front of a big 
crowd or at an important match, or giving up when losing before the match ends). 
A true champion of almost anything would also want some leadership skills. And 
he'd want to be good at the thing he does, directly, which means finding small 
improvements in how he does it and implementing them despite having a habit of 
doing it a prior way.

-- Elliot Temple
http://beginningofinfinity.com/

http://www.cbsnews.com/8301-504763_162-57435785-10391704/soldiers-brain-damage-similar-to-football-players-study-of-chronic-traumatic-encephalopathy-shows/
http://beginningofinfinity.com/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Champions (was: Caring what other people think)
Date: May 29, 2012 at 10:59 PM

On Tue, May 29, 2012 at 7:45 PM, Elliot Temple <curi@curi.us> wrote:

On May 29, 2012, at 4:20 PM, Dan Frank wrote:

On Tue, May 29, 2012 at 3:44 PM, Elliot Temple <curi@curi.us> wrote:

On May 29, 2012, at 3:34 PM, Dan Frank wrote:

On Tue, May 29, 2012 at 12:55 PM, Elliot Temple <curi@curi.us> wrote:

On May 27, 2012, at 1:10 AM, Evgenii Rudnyi wrote:

On 26.05.2012 21:11 Rami Rustom said the following:
On Sat, May 26, 2012 at 12:28 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

Let us say that the loser has a long term problem as he believes
that the victory in that competition is the only sense of his
life.

So, say that guy loses. Do you think his resulting psychological
problem is due to the loss? Not its not. Its due to his mistaken
belief that you just described. That is the lack of knowledge that
is causing his psychological problem.

I could imagine that you can convince him that he can do it and
then he wins the next time.

That is the wrong approach. The correct approach is to persuade him
that a victory in that competition is *not* the only sense of his
life, thereby filling in the void in his knowledge, which results in
solving the psychological problem.



Now the former winner (and the current loser) has the long term
psychological problems, as he also believes that the victory in
that competition is the only goal of this life. Hence, in my view
it seems that it is hard to solve this problem satisfactory for
both participants simultaneously.

Both of them are mistaken in the same way. The mistake is the lack
of knowledge that causes their psychological problems.

Personally I agree with your that sport is useless. I guess that it is 
impossible to understand rationally what drives people to devote the 
whole life to become a champion in some sport competition. Yet, this is 
what happens and I am not sure that explanation of that fact as "the lack 
of knowledge" is a good one.

I strongly approve of *striving to be good at something*. I think excellence 
has value *on principle*, and it's generally more important to try to be a 
champion than what you are a champion of.

The reason for this, in short BoI terminology, is that excellence and the 
methods of achieving it have *reach*.

In other words, becoming a champion at one thing involves developing 
skills that can help you excel at other things.

This applies to sports champions.

This makes sense, although I have one question.

Becoming a champion at some sports can have really horrendous physical
consequences (like football playing champions and boxing champions
have really bad permanent brain damage and dramatically shortened
lives).  Are those still worth it, on principle?  Is it a case where
it still has the same value, but because of the negative side effects
they would've been objectively better choosing to be a champion at
basically any other sport or activity?



If one decided it was worth it (that the upsides outweighed the downsides), 
that would be a compromise and a mistake.

People need to approach these kinds of questions in a different way more 
centered around problems and solutions. What problems do they face in their 
lives? What options to they have available? Will any of those solve the 
problem? What other options can they create? And so on.

Some people improve their lives by choosing to play football. And of those 
that do, the ones who strive to play really well, instead of being mediocre, are 
better people.

Aha!  Right.  This makes sense.

I for one am averse to health risks and brain damage in particular. And I think 
a lot of people take too much risk in playing sports including at a high school 
level. But the world is diverse. Many people commit suicide, for example. For 
lots of people, things i don't want could be an improvement for them. quite a 
lot of people choose football or boxing without a lot of other prospects that 
they'd be happy with, and are OK with the health risks for the sake or 
pursuing a lifestyle they really like instead of one they know they wouldn't 
like.

So, are you saying those people would be even better off if they could
find some other solution?  That is, some other prospect that didn't
cause serious injuries, that they'd be happy with?

Everyone in the world would be better off if they found better solutions in their 
life. I don't see football players as a particularly urgent case and don't want to 
pick on them. And it's certainly not the only dangerous career out there. Another 
considerably more common one is joining the military. The police, fire fighters, 
CIA, FBI and many others also do risky jobs.

Health/safety risks are by no means the worst thing around, either. Being a 
teacher or psychiatrist is much worse in many ways. Those career's threaten 
one's mind more.



Right.  This is true.

BTW:

http://www.cbsnews.com/8301-504763_162-57435785-10391704/soldiers-brain-
damage-similar-to-football-players-study-of-chronic-traumatic-encephalopathy-
shows/

I haven't researched how true that is, but nor have I researched the football 
player brain damage claims. I think they are something a lot of people would like 
to be true a bit much to take at face value without reading more than news 
stories about it.

Huh.  I can imagine the people who would like this to be true for
soldiers, but is there a lot of animosity towards football?

It's true, though, I didn't analyze the report too critically, because
football involves lots of head trauma, so it made sense, and I wasn't
aware of any significant anti-football movement.

But if by their lights it's their best choice now, then they should do
it, and excel at it?

Yes.

Really wanting to excel at football would lead one away from recreational drug 
use, for example. And would lead one to study football strategy, which can lead 
to learning some math, reading books, thinking critically, having productive 
debates with others, and so on. And various psychological difficulties are a 
handicap to top competitors and must be addressed too (e.g. getting nervous in 
front of a big crowd or at an important match, or giving up when losing before 
the match ends). A true champion of almost anything would also want some 
leadership skills. And he'd want to be good at the thing he does, directly, which 
means finding small improvements in how he does it and implementing them 
despite having a habit of doing it a prior way.

http://www.cbsnews.com/8301-504763_162-57435785-10391704/soldiers-brain-damage-similar-to-football-players-study-of-chronic-traumatic-encephalopathy-shows/


Yeah, this makes sense.  I agree that in principle trying to excel >
settling for mediocrity, and striving for excellence will have lots of
reach.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Champions (was: Caring what other people think)
Date: May 30, 2012 at 1:05 AM

On May 29, 2012, at 7:59 PM, Dan Frank wrote:

BTW:

http://www.cbsnews.com/8301-504763_162-57435785-10391704/soldiers-
brain-damage-similar-to-football-players-study-of-chronic-traumatic-
encephalopathy-shows/

I haven't researched how true that is, but nor have I researched the football 
player brain damage claims. I think they are something a lot of people would 
like to be true a bit much to take at face value without reading more than news 
stories about it.

Huh.  I can imagine the people who would like this to be true for
soldiers, but is there a lot of animosity towards football?

It's true, though, I didn't analyze the report too critically, because
football involves lots of head trauma, so it made sense, and I wasn't
aware of any significant anti-football movement.

Some people deem it primitive and barbaric. And unintellectual.

Some people would partially compare it to Roman colosseums.

Have you noticed the Nascar hate? There was a South Park about it. Most of that 
sentiment can go against football too, though football has broader popularity.

Many people think watching football is a stupid, thoughtless activity. Often it's the 
same people who dislike TV ("the boob tube") in general (or only dislike 
"lowbrow" TV), but some of them would see football as one of the worst shows. 
(Other especially hated but also especially popular shows include American Idol 
and Hannah Montanna. Also "soap operas" or "daytime soaps" generically, 
though the speaker might not be able to name and outline the plot of one.)

http://www.cbsnews.com/8301-504763_162-57435785-10391704/soldiers-brain-damage-similar-to-football-players-study-of-chronic-traumatic-encephalopathy-shows/


Also anything that makes a lot of people happy attracts some animosity. For lots 
of reasons. Some people feel alienated or excluded. Some aren't happy 
themselves and are bitter. Some want to enjoy it, but don't, and attack it. Some 
people don't want the world to be content, they want revolutionary sentiment.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Champions (was: Caring what other people think)
Date: May 30, 2012 at 5:04 AM

On Tue, May 29, 2012 at 10:05 PM, Elliot Temple <curi@curi.us> wrote:

On May 29, 2012, at 7:59 PM, Dan Frank wrote:

BTW:

http://www.cbsnews.com/8301-504763_162-57435785-10391704/soldiers-
brain-damage-similar-to-football-players-study-of-chronic-traumatic-
encephalopathy-shows/

I haven't researched how true that is, but nor have I researched the football 
player brain damage claims. I think they are something a lot of people would 
like to be true a bit much to take at face value without reading more than 
news stories about it.

Huh.  I can imagine the people who would like this to be true for
soldiers, but is there a lot of animosity towards football?

It's true, though, I didn't analyze the report too critically, because
football involves lots of head trauma, so it made sense, and I wasn't
aware of any significant anti-football movement.

Some people deem it primitive and barbaric. And unintellectual.

Some people would partially compare it to Roman colosseums.

Have you noticed the Nascar hate? There was a South Park about it. Most of 
that sentiment can go against football too, though football has broader 
popularity.

Many people think watching football is a stupid, thoughtless activity. Often it's 
the same people who dislike TV ("the boob tube") in general (or only dislike 
"lowbrow" TV), but some of them would see football as one of the worst shows. 
(Other especially hated but also especially popular shows include American Idol 

http://www.cbsnews.com/8301-504763_162-57435785-10391704/soldiers-brain-damage-similar-to-football-players-study-of-chronic-traumatic-encephalopathy-shows/


and Hannah Montanna. Also "soap operas" or "daytime soaps" generically, 
though the speaker might not be able to name and outline the plot of one.)

Also anything that makes a lot of people happy attracts some animosity. For lots 
of reasons. Some people feel alienated or excluded. Some aren't happy 
themselves and are bitter. Some want to enjoy it, but don't, and attack it. Some 
people don't want the world to be content, they want revolutionary sentiment.

When you point them out I realize that I was aware of all of those
groups, but none of them struck me as very large or significant. So
the idea of any significant anti-football group out there still
surprises me.



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Tim Cook on what he learned from Steve Jobs
Date: May 30, 2012 at 5:18 AM

http://www.macrumors.com/2012/05/29/liveblog-tim-cooks-interview-at-d10-
conference/

What did you learn from Steve?

Cook: I learned a lot from Steve. It was one of the saddest days of my life when 
he passed away.

As much as you could see or predict that, I really didn't. At some point late last 
year, somebody shook me and said "It's time to get on."

That sadness was replaced by this intense determination to resume the journey. 
We could be here all night, maybe a week or maybe a month. Focus is key. Not 
just in your company, but in your personal life as well.

Do many things great and cast aside everything else.

In the business we're in, own the technology. Steve was laser focused on that 
and that's ingrained in us.

Do things great, don't accept good. That's ingrained. Apple has a culture of 
excellence that is so unique. I'm not going to witness or permit the change of it.

He also taught me that the joy is in the journey. And he taught all of us that life is 
fragile. We're not guaranteed tomorrow, so give it everything you've got.

Kara: You don't want to live in a museum though?

Cook: Steve taught us not to focus on that past. Be future-focused. If you've 
done something great or terrible, go on and forget it and create the next thing 
and the next thing.

When I say I'm not going to permit any change, I mean the culture of Apple. This 
is something that is so special and so unique, it's not something that people can 
replicate. Not everyone can be like this.

Kara: They try.

http://www.macrumors.com/2012/05/29/liveblog-tim-cooks-interview-at-d10-conference/


Cook: They try, but you can't get a consultant report and replicate it. This is what 
I'm not going to change.

Walt: What have you changed? What's different?

Cook: Steve told me when he called me to his home about CEO, he said "I 
witnessed what happened at Disney when Walt passed away." He said people 
would go to meetings and say "What would Walt have done? What decision 
would he have made?"

He looked at me with those intense eyes that only he had, and told me to never 
ask what he would do. Just do what's right.

Does that mean that some things will be different? Yes.

But he would flip on something so fast, that you would forget that he was the 
person taking the 180 position a year before.

Almost everyone is a Popperian, and a libertarian, in the areas in which they are 
creative.

-- David Deutsch

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Tim Cook on what he learned from Steve Jobs
Date: May 30, 2012 at 10:00 AM

On May 30, 2012, at 2:18 AM, David Deutsch wrote:

http://www.macrumors.com/2012/05/29/liveblog-tim-cooks-interview-at-d10-
conference/

What did you learn from Steve?

Cook: I learned a lot from Steve. It was one of the saddest days of my life 
when he passed away.

As much as you could see or predict that, I really didn't. At some point late last 
year, somebody shook me and said "It's time to get on."

That sadness was replaced by this intense determination to resume the 
journey. We could be here all night, maybe a week or maybe a month. Focus is 
key. Not just in your company, but in your personal life as well.

Do many things great and cast aside everything else.

In the business we're in, own the technology. Steve was laser focused on that 
and that's ingrained in us.

Do things great, don't accept good. That's ingrained. Apple has a culture of 
excellence that is so unique. I'm not going to witness or permit the change of it.

He also taught me that the joy is in the journey. And he taught all of us that life 
is fragile. We're not guaranteed tomorrow, so give it everything you've got.

Kara: You don't want to live in a museum though?

Cook: Steve taught us not to focus on that past. Be future-focused. If you've 
done something great or terrible, go on and forget it and create the next thing 
and the next thing.

When I say I'm not going to permit any change, I mean the culture of Apple. 
This is something that is so special and so unique, it's not something that 
people can replicate. Not everyone can be like this.

http://www.macrumors.com/2012/05/29/liveblog-tim-cooks-interview-at-d10-conference/


Kara: They try.

Cook: They try, but you can't get a consultant report and replicate it. This is 
what I'm not going to change.

Walt: What have you changed? What's different?

Cook: Steve told me when he called me to his home about CEO, he said "I 
witnessed what happened at Disney when Walt passed away." He said people 
would go to meetings and say "What would Walt have done? What decision 
would he have made?"

He looked at me with those intense eyes that only he had, and told me to 
never ask what he would do. Just do what's right.

Does that mean that some things will be different? Yes.

But he would flip on something so fast, that you would forget that he was the 
person taking the 180 position a year before.

Almost everyone is a Popperian, and a libertarian, in the areas in which they are 
creative.

A libertarian? They're not so good. I think it's an Objectivist.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Second-handedness is caused by TCS-coercion
Date: May 30, 2012 at 4:44 PM

On May 18, 2012, at 3:42 PM, Rami Rustom wrote:

From _The Fountainhead_, by Ayn Rand:

And as Roark looked at him, he added: "Don’t worry. They’re all against me. 
But
I have one advantage: they don’t know what they want. I do."

I'm beginning to understand the meaning of second-handedness. It is a
phenomenon in our culture that has resulted from TCS-coercion.
TCS-coercion prevents people from learning how to find their
preferences,

Why? Only that, or what else?

and so they instead learn to *adopt* the preferences of
others.

But that is a way of acquiring a preference. So you must have meant TCS-
coercion prevents some ways of acquiring preferences and not others. 
Which/why?

One day, when TCS-coercion is as rare as it is common today,
second-handedness will be as rare as it is common today.

Mistakes will happen without TCS-coercion. Why couldn't this one?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Teachers (was Champions (was: Caring what other people think))
Date: May 30, 2012 at 4:46 PM

On 30/05/2012, at 12:45 PM, "Elliot Temple" <curi@curi.us> wrote:

Health/safety risks are by no means the worst thing around, either. Being a 
teacher or psychiatrist is much worse in many ways. Those career's threaten 
one's mind more.

I do agree with you. But what do you think are the reasons for this? I'll skip over 
psychiatry for the moment as I know much less about that but do you think that 
being a teacher is hazardous to your psychology because of the the constant - 
basically unrelenting - attempt to coerce people into doing the most pointless 
things? I compare it to being a prison guard...only your prisoners have done 
nothing wrong and are being subjected to cruel and unusual punishment (like 
being forced to learn how to solve quadratics, or chemical reactions or to read 
certain books (and think about them in certain ways, no less!) or even more 
ridiculous things they will often never need.

Is it being forced to do all this and then having to deal with the (quite reasonable) 
objections one encounters from the prisoners? It must be even worse if you're a 
teacher who actually recognises the pointlessness (and cruelty) of what you are 
doing...while remaining a cog in the wheel...because they also keep having these 
bad thoughts that they cannot do anything else because they lack the skills or 
qualifications or whatever and feel 'trapped'. I think maybe another reason why 
certain kinds of teaching can threaten ones mind is because the teacher is 
constantly threatening the mind of the student. It's like some horrible cycle.

Would you say that there are some teaching jobs that are less worse? 
Like...teaching foreigners who want to learn English how to speak it while on 
holiday in England or the USA (it's actually a reasonably big industry...I did this for 
a while)? Or what about teaching adults who visited a university about astronomy 
(I did this for a while too and didn't sense anything bad about what was 
happening)? Are these two kinds of teacher different to a teacher of children at a 
school? What about a teacher of senior students (like post *compulsory* 
schooling) who elect to learn (say) physics because they want to go off to 
university to study engineering? What about the engineering lecturers 



themselves?

Did you have certain kinds of teacher in mind when you say the career is a threat 
to ones mind? If so...are there other things beyond what I've mentioned that 
would be psychologically damaging to them?

Thanks,

Brett.



From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: [TCS] What is brainwashing?
Date: May 30, 2012 at 4:45 PM

Brainwashing means to passively adopt ideas from other people, tv, or
other sources. But brainwashing is only possible in so far as a
person's lack of judgment allows it.

Most children's capacity for judgement is squashed by their parents
because of their use of scolding and punishment. These children
develop entrenched irrationality. They trust their parents judgement
over their own. And when their parents are not there, then children
have to rely on their own judgement. During these times, they are
available for brainwashing, from tv and other sources.

So whats the solution? Its important to never TCS-coerce your child
because doing so bypasses his judgement. In order to change his
behavior, do so by persuading him to change his values. Persuasion
does not bypass his judgement and furthermore it helps them learn
knowledge that improves their judgement.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 30, 2012 at 4:51 PM

On May 19, 2012, at 2:27 PM, Evgenii Rudnyi wrote:

On 19.05.2012 21:00 Alan Forrester said the following:
On 19 May 2012, at 18:41, Evgenii Rudnyi wrote:

...

So, if we consider an idea according to nominalism, it is hard to
imagine that it could be objectively flawed. It is after all just
some notation.

If universals don't exist independent of the mind, then we can't be
communicating because there would be no way to agree on a code. It
would even be possible to identify two letter "e"s in the same font.
Nor could we survive because the concept of "water" is a universal,
so if there are no universals then we couldn't identify water and
we'd all die of thirst.

Do you mean that all nominalists were just stupid people?

I take it you're implying there is some other way to approach this so their position 
doesn't violate common sense so badly. That they meant something a bit 
differently than Alan took it as.

Well, what is it? What is the non-stupid meaning/interpretation?

If we take a realism viewpoint, then the idea exists independently
from the mind objectively but then it is unclear what "objectively
flawed" in this respect would mean.

That's explained in BoI Chapter 1. Knowledge is information that
causes itself to remain in existence when it is instantiated in a
particular environment. Knowledge that does not have reach outside



some particular set of environments is flawed and can be improved so
that it can remain instantiated in a wider set of environments.

I do not remember that knowledge was even formally defined there. Also I do 
not understand how knowledge exists in nature independently of human mind. 
In physics that I aware of there are atoms, electrons, nuclei, electromagnetic 
fields (superstrings if you like this theory) but not knowledge as such.

Finally, I do not understand how it could be possible to
distinguish a good explanation from a bad one. First one should
define what is good and what is bad.

That's explained in BoI Chapter 1. A good explanation is hard to vary
while still explaining what it is supposed to explain, a bad
explanation is easy to vary.

Could you please next time when you employ a term "good explanation" apply 
this rule and prove unambiguously that your good explanation good indeed?

We're fallibilists. We don't prove our ideas. The demand for proof cannot be met.

The proper approach is as follows: we (or anyone) propose ideas and if you (or 
anyone) have no criticism of an idea then it stands (for now). If you think 
something is wrong, criticize the flaw(s) you see. If you see no flaws you should 
accept it.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Teachers (was Champions (was: Caring what other people 
think))
Date: May 30, 2012 at 5:35 PM

On May 30, 2012, at 1:46 PM, Brett Hall wrote:

On 30/05/2012, at 12:45 PM, "Elliot Temple" <curi@curi.us> wrote:

Health/safety risks are by no means the worst thing around, either. Being a 
teacher or psychiatrist is much worse in many ways. Those career's threaten 
one's mind more.

I do agree with you. But what do you think are the reasons for this? I'll skip over 
psychiatry for the moment as I know much less about that but do you think that 
being a teacher is hazardous to your psychology because of the the constant - 
basically unrelenting - attempt to coerce people into doing the most pointless 
things?

Yes that's the general concept.

Popper said:

http://www.the-rathouse.com/RC_PopperEdu.html

'If I thought of a future, I dreamt of one day founding a school in which young 
people could learn without boredom, and would be stimulated to pose problems 
and discuss them; a school in which no unwanted answers to unasked 
questions would have to be listened to; in which one did not study for the sake 
of passing examinations'. Unended Quest, p. 40.

Teachers do unwanted things to people forced to be there, including providing 
unwanted answers to unasked questions, tests, grades, homework, boredom and 
all sorts of pressure and rules.

Teachers hurt students -- mostly children -- and to do that for a career requires a 

http://www.the-rathouse.com/RC_PopperEdu.html


lot of rationalizing and double think (or straight up, direct immorality).

I compare it to being a prison guard...only your prisoners have done nothing 
wrong

Yeah!

and are being subjected to cruel and unusual punishment (like being forced to 
learn how to solve quadratics, or chemical reactions or to read certain books 
(and think about them in certain ways, no less!) or even more ridiculous things 
they will often never need.

Yes but even if they will turn out need it later, so what? They could learn it later. 
"Just in time" learning would be more efficient and less risky.

More efficient because there's less time to forget. Less risky because you aren't 
guessing what you will need years (or decades) in advance. Also when there is a 
real life problem that you are learning to solve you can focus your learning more 
narrowly instead of just covering a whole topic.

Also what if I need knowledge of X but I'm still not interested in learning X? No 
problem at all. I can hire someone who likes it. So even if I run into problems 
involving something it doesn't mean I'll need to learn it or should have learned it 
in the past. I can focus on learning and being good at the topics that interest me, 
and other people can choose there own things, and that can work out fine with 
everyone happy thanks to trade, specialization, comparative advantage, 
cooperation, etc

Is it being forced to do all this and then having to deal with the (quite 
reasonable) objections one encounters from the prisoners? It must be even 
worse if you're a teacher who actually recognises the pointlessness (and 
cruelty) of what you are doing

Yes. And how does one avoid noticing? The sort of thoughtless or rationalizing 
approach to life required to avoid noticing is a large burden with reach.



...while remaining a cog in the wheel...because they also keep having these bad 
thoughts that they cannot do anything else because they lack the skills or 
qualifications or whatever and feel 'trapped'.

That is ironic. If they actually knew much about teaching, they could teach 
themselves new skills.

I think maybe another reason why certain kinds of teaching can threaten ones 
mind is because the teacher is constantly threatening the mind of the student. 
It's like some horrible cycle.

Would you say that there are some teaching jobs that are less worse? 
Like...teaching foreigners who want to learn English how to speak it while on 
holiday in England or the USA (it's actually a reasonably big industry...I did this 
for a while)?

Sure some classes are worse than others. The more your students want to be 
there, the better.

If you're teaching non-required courses to adults, who aren't under pressure to be 
there, and have internal motivation to come, then it's a lot less awful. There's still 
a lot of things wrong with the standard methods of teaching (e.g. they aren't very 
effective or Popperian), but that's not the same type of issue as doing unwanted 
things to a captive audience.

If attendance is completely voluntary, that helps too (e.g., skipping class won't 
affect their grade in any way). If there are no penalties for quitting the class part 
way, that helps too. (Whereas if that'll set them back on getting a degree, then 
students who don't like your class may keep coming anyway, which makes it a 
worse situation.)

Or what about teaching adults who visited a university about astronomy (I did 
this for a while too and didn't sense anything bad about what was happening)? 
Are these two kinds of teacher different to a teacher of children at a school?

Teaching people who *choose* to visit is very different than teaching people who 
are *forced* to show up, yeah.

There will still be issues but not on the same level. Issues include:



- non-Popperian teaching methodologies and attitudes

- doing some of the same things one would do when teaching captive children 
(b/c they are commonly associated with teaching, and even the adult audience 
may well put up with them).

- audience expecting some of the same stuff they experienced in school

- teacher doing some of the same stuff done to him in school

- concretely: grading, homework and tests are all bad traditions. if grading or tests 
exist, they should never be done by teachers but by independent certification type 
groups. work outside of class should be voluntary. it should be up to the student 
to decide how much he wants to learn, and how well, and to judge if he's meeting 
his own goals, and to decide if he wants to do any "homework" to learn more or 
not.

- there are tons of (seemingly) little things teachers do. one is where they refuse 
to answer student questions. they don't want to "give away the answer" or 
something, so they will just talk about method and try to lead the student to figure 
out the answer on his own. this is very condescending and nasty. if someone is 
asking the answer, they want the answer, they judge the answer would help them, 
just tell them the answer. maybe they want a concrete example in full to see how 
it works. or maybe they are under pressure to correctly write answers on an 
assignment they aren't interested in.

- another thing teachers routinely do is believe they are right and their students 
are wrong. they see themselves as high status. they have authority -- 
acknowledged by themselves and their students and society too. so when 
questions come up, it's not truth seeking but them saying "the answer". they don't 
normally properly respect their own fallibility or the minds of their students.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Caring what other people think
Date: May 30, 2012 at 5:53 PM

On May 29, 2012, at 2:17 PM, Rami Rustom wrote:

On Tue, May 29, 2012 at 2:48 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 28.05.2012 22:10 Rami Rustom said the following:

On Mon, May 28, 2012 at 11:07 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

I would say that in order for you to become aware of the image, the
image in the mirror first should appear there.

There is no image. Your mind *draws* the image based on the stream
of photons coming from the mirror. Its the same situation as looking
at someone else in front of you without a mirror. A bunch of photons
are coming from the sun, bouncing off that person, then hitting your
rods and cones of the retinas of your eyes. Then your neurons fire
and that correlates with thoughts. Those thoughts are the image of
that someone in front of you. The point is that there is no image in
reality. The *image* only exists in your mind.

By the way, your mind experiences the image *inside* the mirror
because of the trajectory of the photons coming from the mirror.
This might help: http://www.yorku.ca/eye/mirror%20reflections.htm

...

An interesting question here where this image is located, in
your brain or after the mirror.

http://www.yorku.ca/eye/mirror%20reflections.htm


I don't understand the question.

Some photons came from the sun, bounced off a bunch of things
before bouncing off my body, then bouncing off the mirror, then
hitting the cones and rods in the retinas of my eyes. That causes
a series of neurons to fire. Those neurons firing correlates with
thoughts occurring in my mind.

The neurons are in your brain and then according to your logic the
image that your observe in the mirror is in your brain. I am not
speaking about thoughts that your image may cause, I am speaking
about your visual conscious experience that you have when you watch
yourself in the mirror.

By thoughts, I mean images. The image is a thought.

I do not understand how a thought could be an image. In my vocabulary these
two are completely different entities. In other words, in my understanding
the three dimensional word that I consciously perceive and my thoughts are
independent from each other. I do not see how they could be the same thing.

Thoughts and perceptions are similar in that they both are phenomenon
of the mind.

When your eyes sense the computer screen in front of you, it is not
sending that image directly to your mind. Instead, it sends some raw
sense data and then your mind interprets that data based on theories
that your mind has about sight. The image is not exactly what exists
in reality.

Thoughts are similar. Consider what happens when a friend of yours
says a sentence to you. The idea he is intending to convey is not
directly sent directly to your mind. Your ears first collect the
vibrations in the air and your eyes collect the photons bouncing off
his body. Then your mind, using meta-theories about sight and hearing,



interprets the raw sense data into words, inflection, and body
language. Finally your mind, using other meta-theories, interprets
those words and inflection and body language into an idea. That idea
is not exactly what your friend intended.

Yes but "interprets" is itself a complex process.

How do we interpret something?

We have to *guess* some interpretations and *criticize* them to reduce error 
(both using general principles like logic, and also using any evidence like the 
sounds the other person made).

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 30, 2012 at 6:27 PM

On May 19, 2012, at 5:44 AM, Rami Rustom wrote:

For example lets say a daughter makes a mess in the living room. And
her dad asked her to clean up. And she doesn't because she doesn't
understand *why* she should clean up. And lets say the dad has a habit
[that he learned from his parents] of explaining, "Jane, we have
visitors coming soon and it'll be very embarrassing for us if they see
this mess, so could you please clean up so that we don't get
embarrassed?"  This passes on a bad meme that explains that people
should care what other people think. Now lets say that daughter read
BoI and joined this list. And she learned meme theory and this
specific example I just gave. And so she is now aware of that habit
she has and the consequences of it, i.e. that she could pass that meme
to her kids. So she consciously pays attention to her words going
forward and she never uses that bad explanation again. And so she
doesn't pass that meme to her kids.

The point is that there was free will involved in stopped the meme
from replicating.

Yes but be wary: some memes are more subtle and sophisticated than in the 
example.

E.g. some can spread even if you never speak some specific words they like.

It's up to us to take responsibility for understanding our memes better and dealing 
with them well. it's not easy but by an effort we can improve at it.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 30, 2012 at 6:30 PM

On May 19, 2012, at 5:44 AM, Rami Rustom wrote:

By the way, the child could prevent a meme from replicating to himself
too. He may disagree with the parent's bad explanation. This happens a
lot.

Yes and then the parent says "no backtalk" or the teacher grades the child's test 
answer wrong.

Children get *punished* for disagreeing. Often they give in, their spirits are 
broken, they comply, they come to rationalize why the parent is right after all.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 30, 2012 at 6:36 PM

On May 19, 2012, at 10:41 AM, Evgenii Rudnyi wrote:

On 19.05.2012 13:13 Alan Forrester said the following:

On 19 May 2012, at 11:26, Evgenii Rudnyi wrote:

[one author is missing here. guys, please make sure to give attribution for 
everyone you quote]

If not, what criterion do you propose for deciding which ideas
we should adopt and which ideas we should discard?

I am afraid that each individual with free will should find the
answer on his/her own.

Do you think that some standards are objectively better than others?

No, I do not think so. I believe that pluralism is a great achievement of the 
modern society. What is important though are laws in the society that regulate 
relationships between individuals that could not reach an agreement between 
each other by themselves.

Pluralism and objective truth are compatible.

Objective truth doesn't imply intolerance. It means that improvement is possible, 
mistakes exists, and solutions and corrections exist too.

One objective truth is that tolerance and pluralism are valuable so each person 
can be free to use his own judgment.

The idea that intolerance is a mistake itself uses objective truth as a premise. 
Because what is a "mistake"? It is a deviation from objective truth.



As for scientific method, I am personally comfortable with
Feyerabend's Anything goes.

What substantive difference is there between Popper and Feyerabend
that makes you think Feyerabend is better?

I believe that Feyerabend has demonstrated that the demarcation line, 
described by Popper, contradicts to historical facts. That is, what is referred by 
Popper to as a scientific method has not been employed in practice.

How can historical facts contradict Popper's *terminology*? That's impossible.

And we know that what Popper explains to as scientific method has been done, 
because we have made scientific advances and no other processes are capable 
of doing that -- *only* rational (Popperian) ones.

Many scientists didn't understand what they were doing very well. They 
misreported their methods, and used varying methods at different times. Some 
people called "scientists" never did any science, but others did.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Second-handedness is caused by TCS-coercion
Date: May 30, 2012 at 7:00 PM

On Wed, May 30, 2012 at 3:44 PM, Elliot Temple <curi@curi.us> wrote:
On May 18, 2012, at 3:42 PM, Rami Rustom wrote:

From _The Fountainhead_, by Ayn Rand:

And as Roark looked at him, he added: "Don’t worry. They’re all against me. 
But
I have one advantage: they don’t know what they want. I do."

I'm beginning to understand the meaning of second-handedness. It is a
phenomenon in our culture that has resulted from TCS-coercion.
TCS-coercion prevents people from learning how to find their
preferences,

Why? Only that, or what else?

TCS-coercion causes one to stop using his own judgement, deferring to
others like parents. Which means that his capacity to judge doesn't
improve as it would if TCS-coercion wasn't being used on him.

and so they instead learn to *adopt* the preferences of
others.

But that is a way of acquiring a preference. So you must have meant TCS-
coercion prevents some ways of acquiring preferences and not others. 
Which/why?

TCS-coercion prevents people from learning how to apply their own
judgement. So their judgement remains weak into adulthood. With weak
judgement, people also do not know how to *judge* what their values
are. So they seek other people's judgement in order to adopt their
values. Those values result in their preferences.



One day, when TCS-coercion is as rare as it is common today,
second-handedness will be as rare as it is common today.

Mistakes will happen without TCS-coercion. Why couldn't this one?

Second-handedness isn't one or more mistakes. It is a lifestyle, a
thinking style. And second-handedness is a result of irrationality.

But rationality causes one to judge things for himself. So he applies
his own judgement in order to determine what values he adopts. So
rationality prevents second-handedness.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 30, 2012 at 7:46 PM

On May 19, 2012, at 11:24 AM, Evgenii Rudnyi wrote:

On 19.05.2012 14:44 Rami Rustom said the following:
On Sat, May 19, 2012 at 5:18 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

...

I am not sure if I understand what does it mean to "explain *why*
the guy is better". Could you please give an example of a good
explanation in this respect?

Alan gave a good one earlier. I've included it below and I've
underscored the specific part that is a possible explanation for why
he is better.

You say that he analysed the sporting event, cycling say, and came
up with a good explanation for what went wrong. You then say his
opponent was "just better", which is a bad explanation because
nobody is "just better" than anybody else at anything, rather one
person is better than another in some specific respect that makes
the difference between winning and losing. _The difference might be
that the winning cyclist is better at keeping his balance and can
lean more into a turn and turn corners faster._ This can't be
genetic because there are no genes for bicycle riding, even if
there are genes for having a more sensitive inner ear. The winner
had to develop the knowledge to concentrate on some things at the
expense of others. So the gene thing is also a bad explanation.

First, I do not understand why this explanation is good and why my explanation 
is bad. I would say that this has not been explained.

Second, if to talk about explanation as such, why one has won a competition, I 
am afraid, that we are close to the dialog between Socrates and Menon

"Can you tell me, Socrates, whether virtue is acquired by teaching or by 



practice; or if neither by teaching nor practice, then whether it comes to man by 
nature, or in what other way?"

It looks like that since then the progress in solving this problem is hardly 
noticeable.

Virtue is acquired by learning -- by guesses and criticism.

The reason this progress isn't noticeable to you is that you have not yet learned 
epistemology.

...

I agree but my point was not that "free will is illusion" is true.
I have just shown that such a viewpoint enjoys a widespread use in
modern sciences.

The fact that you think that you should show that a viewpoint enjoys
a widespread use in modern sciences *suggests* that you believe that
*more* widespread adoption that X is true, means that X is true. Of
course I could be wrong.

Actually I do not share opinion that free will does not exist. I am in the age of the 
midlife crisis and I find a problem of meaning of life as meaningful.

However, being a former scientist I do not see yet how it could work. So far I am 
just collecting different opinions.

Here we're looking for truths not opinions.

...

For example lets say a daughter makes a mess in the living room. And
her dad asked her to clean up. And she doesn't because she doesn't
understand *why* she should clean up. And lets say the dad has a
habit [that he learned from his parents] of explaining, "Jane, we
have visitors coming soon and it'll be very embarrassing for us if
they see this mess, so could you please clean up so that we don't



get embarrassed?"  This passes on a bad meme that explains that
people should care what other people think. Now lets say that

This raises again a question what is bad and what is good. You use these words 
but you do not explain how you take decisions on what is good and what is bad. 
In this particular case, I would disagree. I personally consider this as a good 
explanation.

The issue isn't your personal feelings but whether the explanation is hard or easy 
to vary. If you think an explanation is bad, offer ways to vary it. If you think it's 
good, ask if anyone has any criticisms or ways to vary it, or try to explain why you 
think there aren't any.

There is a nice movie Shy People by Andrei Konchalovsky where two methods 
of raising children are nicely contrasted with each other. One approach is very 
authoritarian, another is very liberal. You may like it.

Both of those approaches are wrong. The conception that parenting lies on that 
continuum is itself a mistake which blinds people to better approaches (e.g. 
http://www.takingchildrenseriously.com/ )

-- Elliot Temple
http://beginningofinfinity.com/

http://www.takingchildrenseriously.com/
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Caring what other people think
Date: May 30, 2012 at 7:53 PM

On May 27, 2012, at 1:31 PM, Evgenii Rudnyi wrote:

Jeffrey Gray from Consciousness: Creeping on the hard problem

p. 275. "Suppose yourself in a seemingly tranquil and innocuous conversation 
with the Dearly Beloved (as 'significant others' were once, more romantically, 
called). She (or he, to taste) says something wounding (or rejecting, or 
arousing your jealousy, also according to taste). At first, you merely notice the 
offending remark and carry on the conversation as before, perhaps calmly 
thinking 'I can ignore that', or 'it isn't all that important anyway'. But then - and 
again it takes some seconds to happen - you start to feel a knot in the 
stomach, a clenching in the jaws, a clamminess in the hands, a tremulousness 
in the voice. The wounding remark has after all hit home, it just took you some 
time to find out."

As you see there are at least two entities. First "I" that tries to ignore the bad 
remark, second is a body that just reacts to the remark independently from the 
will of "I".

This is assertion and myth, not argument or fact.

People interpret their body as just doing things automatically and claim such 
things happen. But why should we believe them? They don't know what they are 
talking about, they have large incentives to say/believe this, and their claims are 
incompatible with (Popperian) epistemology.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] What Rules The Mind? (was: Caring what other people think)
Date: May 30, 2012 at 8:00 PM

On May 27, 2012, at 2:38 PM, Rami Rustom wrote:

On Sun, May 27, 2012 at 3:31 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:

Then this is the question who is the Lord in the body, consciousness or
subconsciousness.

Consciousness is the "Lord". Its like the owner of a company; the
owner is the conscious and the rest of the company is the
subconscious. The owner makes decisions for the whole company. He
makes the rules for the employees. But the employees often act in ways
the owner is not aware of. They might be mean to customers and the
owner doesn't find out until a customer brings it to his attention. At
that point, the owner can make a decision such as fire that employee.
Or retrain the employee. Or change his training material and/or
methods. Or create a new training.

Thinking about this in terms of who (or what) should (or does) rule (be Lord) is a 
mistake similar to the Who Should Rule mistake in politics which has reach.

The conscious mind has differences from company owners. It has a much harder 
time monitoring what its "employees" do and directing them. Employee 
monitoring and controlling is far from perfect (and *should not* be perfect), but 
subconscious monitoring and controlling is much harder sometimes.

And employees are pretty easy to fire (though there's some legal hassles) but 
subconscious ideas are not.

Often people consciously want something that clashes with their unconscious and 
they struggle to get their way -- and lose.

For example some homosexuals consciously want to become heterosexual. They 
want it really bad and try really hard. But they fail change. They don't know how 
to "fire" or direct/control the homosexuality.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Caring what other people think
Date: May 30, 2012 at 8:04 PM

On May 28, 2012, at 9:07 AM, Evgenii Rudnyi wrote:

You should look at Libet's experiments and the following development. 
Consciousness comes too late, it takes about a quarter of second to instantiate 
conscious experience. So the story "I have seen the ball and then I have hit it" is 
rather an illusion. Sooner your body makes the hit unconsciously and then you 
obtain report about what has already happened in your conscious experience. 
Look for example for a recent paper

To be precise, I think it's confabulation rather than illusion. One manufactures 
false memories after the fact.

Also, it's not "your body" that makes the hit. Your mind is very much involved in 
figuring out where to swing, how to direct the muscles, how to coordinate your 
motions, etc... Just because there isn't time to subvocalize a conscious 
discussion doesn't mean your mind isn't doing computations and controlling the 
action.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Suicide (was: Psychological problems related to mistakes)
Date: May 30, 2012 at 10:55 PM

On May 17, 2012, at 1:11 AM, Alan Forrester wrote:

On 17 May 2012, at 08:34, Evgenii Rudnyi wrote:

On 15.05.2012 21:45 Rami Rustom said the following:
On Tue, May 15, 2012 at 1:56 PM, Evgenii Rudnyi<usenet@rudnyi.ru>  
wrote:

...

I just was thinking how to apply your conclusion in the case of competition.
Let us imagine that one athlete has lost and another has won. This is what
happens in sport. An alternative would be when two person were fighting for
some position (for example a professor). One has got the position and
another has lost.

The question would be how to apply your conclusion about a lack of 
knowledge
in this case. It seems to me that this will not work in such a situation.

Why not?

Lets first define the psychological problem. Its a problem that the
person has that causes negative emotions and they haven't been able to
solve it over a long period of time.

You might be talking about a negative emotion that comes and goes
quickly. I'm not classifying those moments as psychological problems
because there is no *problem*.

So in your hypothetical situation, do you mean that the negative
feelings are persisting over a long period of time?

Let me try it this way. Say there is a person with a strong character who knows 
perfectly that



"Remember that all psychological problems are resultant from a lack of
knowledge."

He also knows the latest scientific discoveries and latest good explanations. 
Still, he has lost and now he introspects the event and thinks it over.

He checks all the steps that he has made before the event and during the 
event. Everything was according to good explanations. He has made 
everything correctly, exactly as he should have done it.

The only reason, according to his analysis, seems to be that his opponent was 
just better. The final conclusion is that presumably his opponent has a better 
mixture of genes and future fights are meaningless.

You say that he analysed the sporting event, cycling say, and came up with a 
good explanation for what went wrong. You then say his opponent was "just 
better", which is a bad explanation because nobody is "just better" than anybody 
else at anything, rather one person is better than another in some specific 
respect that makes the difference between winning and losing. The difference 
might be that the winning cyclist is better at keeping his balance and can lean 
more into a turn and turn corners faster. This can't be genetic because there are 
no genes for bicycle riding, even if there are genes for having a more sensitive 
inner ear. The winner had to develop the knowledge to concentrate on some 
things at the expense of others. So the gene thing is also a bad explanation.

This is however a very depressive conclusion and finally the person commits 
suicide.

Let's say that the person concerned concludes that he doesn't want to be the 
world's best cyclist anymore despite having spent 20 years on trying to do it. He 
could learn how to do something else, or he could become a cycling coach or 
whatever. The only reason why he would commit suicide is that he has some 
knowledge that indicates that it is a good idea: this knowledge is, in most 
suicidal people, an anti-rational meme.

Is suicide so bad? Isn't suicide sometimes rebellion against anti-rational memes 
controlling one's lifestyle? And also against an unfree life, whether it be controlled 
by memes, social pressures, family, or psychiatry. Your comments about how the 
person can solve his problems and move on all presuppose substantial freedom 



and control over his life.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 30, 2012 at 10:58 PM

On May 18, 2012, at 12:22 PM, Rami Rustom wrote:

On Fri, May 18, 2012 at 1:53 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 17.05.2012 18:49 Rami Rustom said the following:

On Thu, May 17, 2012 at 6:25 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

On 17.05.2012 10:11 Alan Forrester said the following:

...

"A bad explanation" is just an expression that proves nothing.

Alan used the expression 'bad explanation' in reference to your
'just better' argument. I agree that its a 'bad explanation'. What
does 'just better' mean? What does it explain exactly?

It explains that a winner in a fair competition was just better than the
others. I do not understand why this is a bad explanation.

Its a bad explanation because it doesn't explain *why* the guy is better.

Whether ability for a good sport is determined by genes or not, I
do not know. Yet, it seems to be plausible from what biologists
say.

Ability for success in sports involves many things. Genes are
involved. And so are choices. And other stuff. What are you saying
that biologists say?



For example RICHARD DAWKINS

Why the caps? Are you suggesting that if a famous biologist said it,
then it MUST be true? If so, you're mistaken. Humans are fallible.
That means than any one of our ideas could be mistaken. That means
that even Richard Dawkins could be mistaken about an idea within his
field of study.

Oh and by the way, morality is not his field of study.

http://www.edge.org/q2006/q06_9.html

"But doesn't a truly scientific, mechanistic view of the nervous system make
nonsense of the very idea of responsibility, whether diminished or not? Any
crime, however heinous, is in principle to be blamed on antecedent
conditions acting through the accused's physiology, heredity and
environment. Don't judicial hearings to decide questions of blame or
diminished responsibility make as little sense for a faulty man as for a
Fawlty car?"

That is a bad explanation. It applies bad reductionism. This has been
refuted by Karl Popper in _Objective Knowledge_. He might have written
another book that explains it more fully. Does anybody know?

The Fabric of Reality by David Deutsch covers reductionism well.

-- Elliot Temple
http://curi.us/

-- 

http://www.edge.org/q2006/q06_9.html
http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: Re: [BoI] Caring what other people think
Date: May 31, 2012 at 1:08 AM

On May 21, 2012, at 11:34 AM, Evgenii Rudnyi wrote:

On Sun, May 20, 2012 at 6:02 AM, Evgenii Rudnyi<usenet@rudnyi.ru> wrote:

Please give me an example of a situation where you believe that it
is necessary to hurt a child.

Sometimes a child would like to execute a behavioral pattern after cop[y]ing an 
irrational meme. Unfortunately it is not always possible to convince him 
rationally not to do it.

This is exactly the attitude that propagates irrationality.

You fail to persuade, **assume you are right anyway**, and force your way.

So every time you're wrong, and your child knows better, you hurt him and punish 
him for his wisdom.

That is one of the things destroying the world.

You pretend to hurt children because your arguments -- which have just failed -- 
are strong. That is not the case. You do it because your arguments are too weak 
and you want your way anyway.

This may be common place but it is also disgusting and immoral. This is hurting 
children for the sake of doing evil. It's a rejection of truth seeking and reason in 
favor of violence.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Brain in a vat
Date: May 31, 2012 at 1:21 AM

On May 5, 2012, at 4:22 PM, Rami Rustom wrote:

On May 5, 2012 5:58 PM, "Psevdo Nim" <izo.psevdo@gmail.com> wrote:

http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent versions seem 
to have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff based 
on justificationist misconceptions.

(Stuff like: Since "the brain in a vat" theory is consistent with everything we had 
already observed and anything we might observe in the future, how could we 
possibly know anything? etc.)

Does anyone know any interesting problems/ideas connected with this thought 
experiment?

The *brain in a vat* idea will be something we can do in the future. I
once guessed that the closest we could get to machine bodies is a
brain in a robot body. But I've since learned that people think we'll
be able to transfer our consciousness to machine brains. I'm
skeptical. But I think this idea arises from the idea that an AI on a
machine brain could contain the same knowledge as an HI [human brain].
So why couldn't they be transferred to each others hardware? But this
leads us to some other ideas, such as AIs would have the potential to
act like HIs in every way, like having emotions. Right?

yes

how could it fundamentally matter whether the hardware some intelligence 
software runs on is made out of organic (compounds containing carbon) or 
inorganic material?

http://en.wikipedia.org/wiki/Brain_in_a_vat


But if we deny
this, then an AI is not equivalent to an HI and therefore an HI can
not be transferred to a machine brain. What do you think?

Anyway the *brain in a vat* idea is the basis for some movies like The
Matrix trilogy. So that begs the question: are we living in vats right
now? How could we *test* it? In the Matrix movie a person could find
errors in the program. Why are there errors? I guess they were basing
that idea on the fact that computer programs can not perfectly mimic
reality. There would always be errors because of a fundamental problem
in the field of Numerical Methods, which is that computers can not
deal with numbers like 1/3. Computers know this as .333333... which
contains some error and its that error that the people notice in the
Matrix.

Not true. Computers can represent numbers in all sorts of ways. It's up to us what 
we instruct them to do.

Rational(1,3).to_s
=> "1/3"

(Rational(1,3) * 12).to_s
=> "4"

And ".33333..." is not how computers store floating point numbers anyway.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 31, 2012 at 1:23 AM

On 31/05/2012, at 8:30 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 19, 2012, at 5:44 AM, Rami Rustom wrote:

By the way, the child could prevent a meme from replicating to himself
too. He may disagree with the parent's bad explanation. This happens a
lot.

Yes and then the parent says "no backtalk" or the teacher grades the child's test 
answer wrong.

Children get *punished* for disagreeing. Often they give in, their spirits are 
broken, they comply, they come to rationalize why the parent is right after all.

Agreed.

I also think that in your above statement (aside from that bit about grades and 
tests) you could make the following substitutions:

Parent = employer
Children = employees

And in some organisations it would also be true.

Given what is happening in Syria and other places we might even have:

Parent = government
Children = citizens

Indeed we don't even need the extreme of Syria, perhaps, for it to still apply.

Your statement can work for just about any coercive sort of relationship, can't it?

Do you agree?



Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 31, 2012 at 1:34 AM

On May 30, 2012, at 10:23 PM, Brett Hall wrote:

On 31/05/2012, at 8:30 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 19, 2012, at 5:44 AM, Rami Rustom wrote:

By the way, the child could prevent a meme from replicating to himself
too. He may disagree with the parent's bad explanation. This happens a
lot.

Yes and then the parent says "no backtalk" or the teacher grades the child's 
test answer wrong.

Children get *punished* for disagreeing. Often they give in, their spirits are 
broken, they comply, they come to rationalize why the parent is right after all.

Agreed.

I also think that in your above statement (aside from that bit about grades and 
tests) you could make the following substitutions:

Parent = employer
Children = employees

And in some organisations it would also be true.

Given what is happening in Syria and other places we might even have:

Parent = government
Children = citizens

Indeed we don't even need the extreme of Syria, perhaps, for it to still apply.

Your statement can work for just about any coercive sort of relationship, can't it?



Do you agree?

Yes, sometimes employees are treated like children, and all sorts of relationships 
can have bad elements. Sometimes wives are treated like children. Sometimes 
grandfathers. Sometimes people who are found to be troublesome and annoying 
and therefore are labelled "mentally ill".

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Logic of Scientific Discovery, Section 18
Date: May 31, 2012 at 3:01 AM

On Mar 19, 2012, at 6:08 PM, Rami Rustom wrote:

On Mon, Mar 19, 2012 at 7:00 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 19 Mar 2012, at 23:14, Rami Rustom wrote:
On Fri, Feb 17, 2012 at 12:07 PM, Elliot Temple <curi@curi.us> wrote:

18 LEVELS OF UNIVERSALITY. THE MODUS TOLLENS

We may distinguish, within a theoretical system, statements belonging to 
various levels of universality. The statements on the highest level of 
universality are the axioms; statements on the lower levels can be

--------- next page ---------

deduced from them. Higher level empirical statements have always the 
character of hypotheses relative to the lower level statements deducible 
from them: they can be falsified by the falsification of these less uni- versal 
statements. But in any hypothetical deductive system, these less universal 
statements are themselves still strictly universal statements, in the sense 
here understood. Thus they too must have the character of hypotheses—a 
fact which has often been overlooked in the case of lower- level universal 
statements. Mach, for example, calls[1] Fourier’s theory of heat conduction 
a ‘model theory of physics’ for the curious reason that ‘this theory is founded 
not on a hypothesis but on an observable fact’. However, the ‘observable 
fact’ to which Mach refers is described by him by the statement. ‘ . . . the 
velocity of the levelling out of tempera- ture differences, provided these 
differences of temperature are small, is proportional to these differences 
themselves’—an all-statement whose hypothetical character should be 
sufficiently conspicuous.

I shall say even of some singular statements that they are hypo- thetical, 
seeing that conclusions may be derived from them (with the help of a 
theoretical system) such that the falsification of these conclusions may 
falsify the singular statements in question.

The falsifying mode of inference here referred to—the way in which the 
falsification of a conclusion entails the falsification of the system from which 



it is derived—is the modus tollens of classical logic. It may be described as 
follows:[*1]

Let p be a conclusion of a system t of statements which may consist of 
theories and initial conditions (for the sake of simplicity I will not distinguish 
between them). We may then symbolize the relation of derivability 
(analytical implication) of p from t by ‘t → p’ which may

--------- footnotes ---------

1 Mach, Principien der Wärmelehre, 1896, p. 115.
*1 In connection with the present passage and two later passages (cf. notes 
*1 to section 35 and *1 to section 36) in which I use the symbol ‘ → ’, I wish 
to say that when writing the book, I was still in a state of confusion about the 
distinction between a conditional statement (if-then-statement; sometimes 
called, somewhat misleadingly, ‘material implication’) and a statement about 
deducibility (or a statement asserting that some conditional statement is 
logically true, or analytic, or that its antecedent entails its consequent)—a 
distinction which I was taught to understand by Alfred Tarski, a few months 
after the publication of the book. The problem is not very relevant to the 
context of the book; but the confusion should be pointed out nevertheless. 
(These problems are discussed more fully, for example, in my paper in 
Mind, 56, 1947, pp. 193 ff.)

--------- next page ---------

be read: ‘p follows from t’. Assume p to be false, which we may write ‘p ’̄, to 
be read ‘not-p’. Given the relation of deducibility, t → p, and the assumption 
p ,̄ we can then infer t̄ (read ‘not-t’); that is, we regard t as falsified. If we 
denote the conjunction (simultaneous assertion) of two statements by 
putting a point between the symbols standing for them, we may also write 
the falsifying inference thus: ((t → p). p̄) → t̄, or in words: ‘If p is derivable 
from t, and if p is false, then t also is false’.

By means of this mode of inference we falsify the whole system (the theory 
as well as the initial conditions) which was required for the deduction of the 
statement p, i.e. of the falsified statement. Thus it cannot be asserted of any 
one statement of the system that it is, or is not, specifically upset by the 



falsification.

I'm confused by this whole paragraph and I think its because of this
one statement [above]. Can somebody rephrase it. Is he saying that the
falsification of p does not mean that t is falsified?

And so the point is that only part(s) of t is falsified? And that
somebody can change part(s) of t, thus creating a new theory called
t2; and then we criticize and test t2.

Let's suppose you predict the motion of a planet using a theory T and then look 
through a telescope to check your prediction and the prediction turns out to be 
false. Does this refute T? Not necessarily. You could have made a mistake 
when you calculated where the planet would be. You could have 
misunderstood the laws of optics when you built the telescope. You could have 
misunderstood how your eye works so when you put it up to the telescope you 
didn't see what was really there. And there are many other mistakes you could 
have made. So what you know is that you've made a mistake somewhere, but 
you don't know specifically where you've made the mistake. To solve that 
problem you have to come up with an explanation of the error and your efforts 
to do this will be fallible.

Ok so the point that I missed was that *you have to come up with an
explanation of the error*.

...

I reread Popper's paragraph and it seems to say more than the above
statement. So I'll try to rephrase each statement:

Only if p is independent of some part of the system can we say that this part is 
not involved in the falsification.[2]

Thats like a quadruple negative; hard to understand.

Is the point that p *is* necessarily dependent of all parts of the
system? And so that part is *always* involved in the falsification?
But what does this mean anyway?



P is a conclusion. When we find out we're wrong, the error could be anywhere 
related to P. But not somewhere independent of P (because that wouldn't account 
for us being wrong).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Philosophers provide the most social value? (was: Who 
Creates Value?)
Date: May 31, 2012 at 3:34 AM

On Apr 26, 2012, at 11:26 AM, Rami Rustom wrote:

On Apr 26, 2012 10:31 AM, "Elliot Temple" <curi@curi.us> wrote:

Ayn Rand brought up the question: who provides the most social value or most 
value to society?

She doesn't accept the premise, but she still analyzed the question.

Prima facie, the answer is scientists. Scientists come up with amazingly 
valuable and beneficial inventions.

(I might argue for philosophers instead, and I think she might too, but never 
mind that.)

Philosophers? I think that would be true post Popper. But before that
doesn't seem right. Most everything philosophical between Socrates and
Popper was junk.

William Godwin, Edmund Burke.

Adam Smith, David Ricardo, Bastiat, etc

Please do argue that philosophers provide the most social value.

Hmm. You'll talk about Godwin and how he convinced the British to
trade with America rather than continue its war.

No. Burke, not Godwin, tried to do that. With rather limited success.

So philosophy changes
politics. Thats huge.

You'll talk about Ayn Rand and how she's changing cultural knowledge



about selfishness [i.e. fixing old knowledge about altruism].

And about Szasz changing cultural knowledge about psychology/psychiatry.

So philosophers change people's minds. Scientists only change technology.

Actually I think I might just say: science needs the scientific method which is a 
philosophy issue.

Or: error is inevitable and everywhere, and it's philosophy that addresses this 
issue.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Training the Emotional Brain
Date: May 31, 2012 at 3:51 AM

On May 3, 2012, at 12:04 PM, Rami Rustom wrote:

Article: _Training the Emotional Brain_, by Sam Harris

http://www.samharris.org/blog/item/training-the-emotional-brain

Can you briefly summarize your work up to this point?

The research I summarize in my book The Emotional Life of Your Brain is 
about emotional styles—differences among people in how they respond to 
emotional challenges.  From quite early on in my career, there were two critical 
observations that came to form the core of my subsequent life’s work.  The first 
observation is that the most salient characteristic of emotion in people is the 
fact that each person responds differently to life’s slings and arrows.  Each of 
us is unique in our emotional make-up and this individuality determines why 
some people are resilient and others vulnerable, why some have high levels of 
well-being despite objective adversity while others decompensate rapidly in the 
response to the slightest setback.

All of these emotional differences are based on differences in
knowledge, namely psycho-epistemology.

The second observation came from the great fortune I had early in my career 
to be around some remarkable people.  They were remarkable not because of 
their academic or professional achievements, but rather because of their 
demeanor, really because of their emotional style.  These were extremely kind 
and generous people.  They were very attentive, and when I was in their 
presence I felt as if I was the sole and complete focus of all of their attention.  
They were people that I found myself wishing to be around more.  And I 
learned that one thing all of these people had in common was a regular 
practice of meditation.  And I asked them if they were like that all of their lives 
and they assured me they were not, but rather that these qualities had been 
nurtured and cultivated by their meditative practices.

Meditation is a fancy word for introspection. Yes of course we should

http://www.samharris.org/blog/item/training-the-emotional-brain


reflect on all the problems we notice in our lives.

It wasn’t until many years later that I encountered neuroplasticity and 
recognized that the mechanisms of neuroplasticity were an organizing 
framework for understanding how emotional styles could be transformed.  
While they were quite stable over time in most adults, they could still be 
changed through systematic practice of specific mental exercises.  In a very 
real and concrete sense, we could change our brains by transforming our 
minds.  And there was no realm more important for that to occur than emotion.  
For it is so that our emotional styles play an incredibly important role in 
determining who will be vulnerable to psychopathology and who will not be.  
Emotional styles are also critical in our physical health.  Mental and physical 
well-being are inextricably linked.

Neuroplasticity is a fancy word for the ability for people to change
their minds, i.e. change their knowledge. In this case the author is
speaking of changing one's emotional make-up, i.e.
psycho-epistemological knowledge.

It's not just a fancy word for a decent concept, it's expressing false scientistic 
nonsense.

I did not decide one day to figure out how many emotional styles there were or 
to postulate which styles would make sense for humans to have. Rather, each 
of these styles has arisen inductively from the large corpus of research my 
colleagues and I have conducted using rigorous neuroscientific methods over 
the past 30 years.

Induction! That explains a lot.

What does it explain?

Why does this entire article not mention the words *knowledge* and
*learn*? Its as though they are steering away from these words
purposefully.

He doesn't know epistemology and those words aren't part of his authoritative 



neuroscience persona.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Training the Emotional Brain
Date: May 31, 2012 at 4:01 AM

On May 4, 2012, at 4:03 PM, Rami Rustom wrote:

On May 4, 12:22 am, Brett Hall <brhal...@hotmail.com> wrote:
On 04/05/2012, at 5:05 AM, "Rami Rustom" <romb...@gmail.com> wrote:

null Article: _Training the Emotional Brain_, by Sam Harris

http://www.samharris.org/blog/item/training-the-emotional-brain
The second observation came from the great fortune I had early in my 
career to be around some remarkable people.  They were remarkable not 
because of their academic or professional achievements, but rather 
because of their demeanor, really because of their emotional style.  These 
were extremely kind and generous people.  They were very attentive, and 
when I was in their presence I felt as if I was the sole and complete focus of 
all of their attention.  They were people that I found myself wishing to be 
around more.  And I learned that one thing all of these people had in 
common was a regular practice of meditation.  And I asked them if they 
were like that all of their lives and they assured me they were not, but rather 
that these qualities had been nurtured and cultivated by their meditative 
practices.

Meditation is a fancy word for introspection. Yes of course we should
reflect on all the problems we notice in our lives.

There's far more to it than that. At least it's misleading to suggest that all the 
conscious states that meditators obtain or strive to obtain can be captured by 
the common understanding of the word "introspection". Anyone can 
introspect...and be successful. Many people can meditate. But some of the 
states are elusive. I find meditation a fascinating area of scientific and 
philosophical study precisely because it seems to allow for experiences that 
seem to be impossible to describe given our current understanding. What is it 
like to be conscious and yet without thought?

I didn't realize that meditation means *without thought*. I don't
think I've ever been in that state.

http://www.samharris.org/blog/item/training-the-emotional-brain


The state of not having conscious thoughts is routinely achieved by good video 
game players playing fast paced games. One can simply be too busy, at times, to 
do conscious thinking. They are "in the zone".

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Training the Emotional Brain
Date: May 31, 2012 at 4:19 AM

On May 4, 2012, at 4:03 PM, Rami Rustom wrote:

I'm not familiar with universal Turing Machines. So I looked it up. I
don't understand why you brought it up. Why must software exist only
on universal Turing Machines?

A universal turning machine (or really we're talking about anything 
computationally equivalent) is a tricky concept that includes all normal computers 
and all universal classical computers.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Alan Forrester <alanmichaelforrester@gmail.com>
Subject: Re: [BoI] Suicide (was: Psychological problems related to mistakes)
Date: May 31, 2012 at 8:09 AM

On 31 May 2012, at 03:55, Elliot Temple wrote:

On May 17, 2012, at 1:11 AM, Alan Forrester wrote:

On 17 May 2012, at 08:34, Evgenii Rudnyi wrote:

On 15.05.2012 21:45 Rami Rustom said the following:
On Tue, May 15, 2012 at 1:56 PM, Evgenii Rudnyi<usenet@rudnyi.ru>  
wrote:

...

I just was thinking how to apply your conclusion in the case of competition.
Let us imagine that one athlete has lost and another has won. This is what
happens in sport. An alternative would be when two person were fighting 
for
some position (for example a professor). One has got the position and
another has lost.

The question would be how to apply your conclusion about a lack of 
knowledge
in this case. It seems to me that this will not work in such a situation.

Why not?

Lets first define the psychological problem. Its a problem that the
person has that causes negative emotions and they haven't been able to
solve it over a long period of time.

You might be talking about a negative emotion that comes and goes
quickly. I'm not classifying those moments as psychological problems
because there is no *problem*.

So in your hypothetical situation, do you mean that the negative



feelings are persisting over a long period of time?

Let me try it this way. Say there is a person with a strong character who 
knows perfectly that

"Remember that all psychological problems are resultant from a lack of
knowledge."

He also knows the latest scientific discoveries and latest good explanations. 
Still, he has lost and now he introspects the event and thinks it over.

He checks all the steps that he has made before the event and during the 
event. Everything was according to good explanations. He has made 
everything correctly, exactly as he should have done it.

The only reason, according to his analysis, seems to be that his opponent 
was just better. The final conclusion is that presumably his opponent has a 
better mixture of genes and future fights are meaningless.

You say that he analysed the sporting event, cycling say, and came up with a 
good explanation for what went wrong. You then say his opponent was "just 
better", which is a bad explanation because nobody is "just better" than 
anybody else at anything, rather one person is better than another in some 
specific respect that makes the difference between winning and losing. The 
difference might be that the winning cyclist is better at keeping his balance and 
can lean more into a turn and turn corners faster. This can't be genetic 
because there are no genes for bicycle riding, even if there are genes for 
having a more sensitive inner ear. The winner had to develop the knowledge to 
concentrate on some things at the expense of others. So the gene thing is also 
a bad explanation.

This is however a very depressive conclusion and finally the person commits 
suicide.

Let's say that the person concerned concludes that he doesn't want to be the 
world's best cyclist anymore despite having spent 20 years on trying to do it. 
He could learn how to do something else, or he could become a cycling coach 
or whatever. The only reason why he would commit suicide is that he has 
some knowledge that indicates that it is a good idea: this knowledge is, in most 
suicidal people, an anti-rational meme.



Is suicide so bad? Isn't suicide sometimes rebellion against anti-rational memes 
controlling one's lifestyle? And also against an unfree life, whether it be 
controlled by memes, social pressures, family, or psychiatry. Your comments 
about how the person can solve his problems and move on all presuppose 
substantial freedom and control over his life.

There are some circumstances where suicide might be the best available option. 
If you get prosecuted for child rape, your life is going to be bad from then on. You 
may never get out of prison or a mental hospital, and even if you do get out you'll 
be under constant surveillance and people will be suspicious of you all the time. 
You won't be able to travel much and many jobs will be barred to you. And if you 
break the rules then you're in deep shit.

For anything short of the sort of situation in which people will physically prevent 
you from going about your life, what stops you from changing your life instead of 
committing suicide? As far as I can see, only anti-rational memes. Is your family a 
bunch of horrible people who constantly deride you? Leave them. Maybe you 
have children and you don't want to abandon them. Suicide can't be a better 
option in that case if what you're worried about is hurting them, unless you're a 
spectacularly shitty person (i.e. - have lots of anti-rational memes). As for 
"controlled by your memes": the idea that you are controlled by your current 
irrationalities is itself an anti-rational meme. In this case, and I think in most cases 
that don't involve legal or physical restraint, the suicide meme survives because it 
fits in with a set of anti-rational memes, not because it's a good option.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Training the Emotional Brain
Date: May 31, 2012 at 11:49 AM

On May 31, 2012 2:51 AM, "Elliot Temple" <curi@curi.us> wrote:
On May 3, 2012, at 12:04 PM, Rami Rustom wrote:

Article: _Training the Emotional Brain_, by Sam Harris

http://www.samharris.org/blog/item/training-the-emotional-brain

Can you briefly summarize your work up to this point?

The research I summarize in my book The Emotional Life of Your Brain is 
about emotional styles—differences among people in how they respond to 
emotional challenges.  From quite early on in my career, there were two 
critical observations that came to form the core of my subsequent life’s work.  
The first observation is that the most salient characteristic of emotion in 
people is the fact that each person responds differently to life’s slings and 
arrows.  Each of us is unique in our emotional make-up and this individuality 
determines why some people are resilient and others vulnerable, why some 
have high levels of well-being despite objective adversity while others 
decompensate rapidly in the response to the slightest setback.

All of these emotional differences are based on differences in
knowledge, namely psycho-epistemology.

The second observation came from the great fortune I had early in my career 
to be around some remarkable people.  They were remarkable not because 
of their academic or professional achievements, but rather because of their 
demeanor, really because of their emotional style.  These were extremely 
kind and generous people.  They were very attentive, and when I was in their 
presence I felt as if I was the sole and complete focus of all of their attention.  
They were people that I found myself wishing to be around more.  And I 
learned that one thing all of these people had in common was a regular 
practice of meditation.  And I asked them if they were like that all of their lives 
and they assured me they were not, but rather that these qualities had been 
nurtured and cultivated by their meditative practices.

http://www.samharris.org/blog/item/training-the-emotional-brain


Meditation is a fancy word for introspection. Yes of course we should
reflect on all the problems we notice in our lives.

It wasn’t until many years later that I encountered neuroplasticity and 
recognized that the mechanisms of neuroplasticity were an organizing 
framework for understanding how emotional styles could be transformed.  
While they were quite stable over time in most adults, they could still be 
changed through systematic practice of specific mental exercises.  In a very 
real and concrete sense, we could change our brains by transforming our 
minds.  And there was no realm more important for that to occur than 
emotion.  For it is so that our emotional styles play an incredibly important 
role in determining who will be vulnerable to psychopathology and who will 
not be.  Emotional styles are also critical in our physical health.  Mental and 
physical well-being are inextricably linked.

Neuroplasticity is a fancy word for the ability for people to change
their minds, i.e. change their knowledge. In this case the author is
speaking of changing one's emotional make-up, i.e.
psycho-epistemological knowledge.

It's not just a fancy word for a decent concept, it's expressing false scientistic 
nonsense.

I did not decide one day to figure out how many emotional styles there were 
or to postulate which styles would make sense for humans to have. Rather, 
each of these styles has arisen inductively from the large corpus of research 
my colleagues and I have conducted using rigorous neuroscientific methods 
over the past 30 years.

Induction! That explains a lot.

What does it explain?

That he doesn't understand how learning works. And that he's
entrenched in the ideas of his narrow field of study. Generalists
[having a wider knowledge network] tend to understand learning better
than specialists [narrower knowledge network].



I've noticed also that not learning good epistemology is better than
learning bad epistemology. So learning induction is worse than not
learning Popperian epistemology. I think this is the case because
learning bad epistemology causes more mistakes in learning new
knowledge.

-- Rami



From: Dan Frank <danjfrank@gmail.com>
Subject: [BoI] Bad Knowledge (Was: Training the Emotional Brain)
Date: May 31, 2012 at 3:04 PM

On Thu, May 31, 2012 at 8:49 AM, Rami Rustom <rombomb@gmail.com> wrote:

I've noticed also that not learning good epistemology is better than
learning bad epistemology. So learning induction is worse than not
learning Popperian epistemology. I think this is the case because
learning bad epistemology causes more mistakes in learning new
knowledge.

To some extent, this is broadly true for every field.

People commonly talk about amateurs at X skill not having any "bad
habits" to unlearn, and this being better than the amateurs who were
already taught X skill *badly* and now have to learn to do it well.

The biggest argument against this idea I can think of is this:
Basically all learning has errors, and it's still better to learn
about something (errors and all) than to remain ignorant of it for
fear that you might not be learning the best way.

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 31, 2012 at 4:35 PM

On 28.05.2012 20:31 Alan Forrester said the following:

On 20 May 2012, at 11:18, Evgenii Rudnyi wrote:

On 20.05.2012 00:36 Alan Forrester said the following:

On 19 May 2012, at 22:27, Evgenii Rudnyi wrote:

...

Could you please next time when you employ a term "good
explanation" apply this rule and prove unambiguously that your
good explanation good indeed?

I can explain why I think an idea is hard to vary, but nothing
can be proved or justified as explained in Chapter 1 of BoI. Do
you have a criticism of that position?

Then it seems to me that at that end, we are in a situation when I
say that I like this and you say that you like that. This is quite
a common situation and provided we both tolerate the differences in
opinion, I have nothing against.

We're not in a world in which every idea is just as good as every
other idea because some ideas are actually better as a description of
objective reality and we have ways of criticising ideas, such as
experiments. None of this requires proof: we try to come up with an
explanation and when that explanation fails to explain some things we
discard it in favour of a better explanation. The new explanation
will sometimes be a slight variant of the old one, and sometimes will
be very different.

Quite often two people have ideas/explanations that contradict to each other. 
What is the procedure in such a situation to determine which idea/explanation is 
better objectively?



...

I believe that good and bad is important in moral. When we discuss
a scientific explanation, "good vs. bad" disturbs me.

Do you think that some explanations are more accurate as descriptions
of objective reality than others?

There are scientific theories that describe results of experiments more accurate 
then others. The problem however is that it is hard to determine whether a 
particular experimental point is just an outlier or not. In other words, it is usually 
unclear what represents objective reality (provided it exists) better.

...

Probably they have read Beginning of Infinity. To speak seriously,
I would prefer that scientific authors describe their findings in a
neutral way.

Good luck finding a paper where people do that. To publish a paper
you have to do something new and explain why it's new and what gives
it an advantage over competing ideas in some respect. That's saying
that one idea is better than another. Neutral papers don't get
published, and rightly so.

Could you please give an example of a scientific paper that supports your 
statement?

Now, to answer your question directly. If Beginning of Infinity
cannot answer questions unambiguously, then I do not understand why
it was necessary to employ so much pathos in the book.

Pathos is "the quality or power in an actual life experience or in
literature, music, speech, or other forms of expression, of evoking a
feeling of pity  or compassion." Where is that done in the book?

I would say that the statement "Problems are soluble" repeated so many times in 
the book is an element evoking compassion.



...

Let us consider DNA. When we say that they contain information,
then their must be some formal way to evaluate how much information
is there. In this respect, it would be good to take all organic
molecules and then apply this method. Then, if I understand your
point correctly, this method should produce zero for all organic
molecules but DNA.

No, it shouldn't. Many organic molecules are like a machine and
machines instantiate knowledge. A machine typically doesn't contain
all of the knowledge required to construct a copy of the machine
except in a form that is more difficult to reconstruct than if you
were looking at the plans. The plans are designed to be read, they
instantiate knowledge of a standard and useful way to describe parts
and how they go together. The machine instantiates some kinds of
knowledge, but not others.

That's fine. Then there should be anyway some function that takes an organic 
molecule as an input and gives us how much information it contains. Do you 
know such a function?

...

As for books, I can offer you a quote from Max Velmans,
Understanding Consciousness

p. 215. "As Popper (1972) notes, knowledge that is codified into
books and other artefacts has an existence that is, in one sense,
observer-free. That is, the books exist in our libraries after
their writers are long dead and their readers absent, and they form
a repository of knowledge that can influence future social and
technological development in ways which extend well beyond that
envisaged by their original authors. However, the knowledge itself
is not observer-free. Rather, it is valuable precisely because it
encodes individual or collective experience.

The knowledge was generated by observers, but if the book is any good
we don't need the person who wrote it to explain it.



But we need a person who will read it.

Nor, strictly speaking, is the print in books 'knowledge'. As
Searle (1997) points out, words and other symbolic forms are
intrinsically just ink marks on a page (see Chapter 5). They only
become symbols, let alone convey meaning, to creatures that know
how to interpret and understand them.

It is easier to read a book written in English if you know English.
But it is possible to figure out a lot about stuff written in
languages that nobody has spoken for a very long time, e.g. -
translations of stone tablets written in various ancient languages.

This has been done also by human beings.

But autonomous existence of books (and other media) provides no
basis for 'objective knowledge' of the kind that Popper describes,
that is, knowledge 'that is totally independent of anybody's claim
to know', 'knowledge without a knower', and 'knowledge without a
knowing subject (see quote above). On the contrary, without knowing
subjects, there is no knowledge of any kind (whether objective or
not)."

There were no knowing subjects for most of the history of life on
Earth, but there was lots of knowledge - that is lots of information
that, once instantiated in a physical object, caused itself to remain
instantiated. And there are genes in bacteria today that still do
that.

Here we are again back to the question whether there is a function that allows us 
to estimate information/knowledge objectively. Do you know such a function?

...

However, the modern science is based on nominalism and it has been
pretty successful. Actually I guess all technological advances that
has been mentioned in Beginning of Infinity has been achieved by
science based on nominalism.



Science isn't based on nominalism, or on anything else.

I will search on relationship of nominalism and modern science to check whether 
my statement was correct.

In any case, science is based on several absolute presuppositions (the term by 
Collingwood). One of them for example is the existence of objective knowledge. 
Yet you cannot prove it, you can just take it as a belief.

Evgenii

-- 



From: Alan Forrester <alanmichaelforrester@gmail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 31, 2012 at 5:48 PM

On 31 May 2012, at 21:35, Evgenii Rudnyi wrote:

On 28.05.2012 20:31 Alan Forrester said the following:

On 20 May 2012, at 11:18, Evgenii Rudnyi wrote:

On 20.05.2012 00:36 Alan Forrester said the following:

On 19 May 2012, at 22:27, Evgenii Rudnyi wrote:

...

Could you please next time when you employ a term "good
explanation" apply this rule and prove unambiguously that your
good explanation good indeed?

I can explain why I think an idea is hard to vary, but nothing
can be proved or justified as explained in Chapter 1 of BoI. Do
you have a criticism of that position?

Then it seems to me that at that end, we are in a situation when I
say that I like this and you say that you like that. This is quite
a common situation and provided we both tolerate the differences in
opinion, I have nothing against.

We're not in a world in which every idea is just as good as every
other idea because some ideas are actually better as a description of
objective reality and we have ways of criticising ideas, such as
experiments. None of this requires proof: we try to come up with an
explanation and when that explanation fails to explain some things we
discard it in favour of a better explanation. The new explanation
will sometimes be a slight variant of the old one, and sometimes will
be very different.

Quite often two people have ideas/explanations that contradict to each other. 



What is the procedure in such a situation to determine which idea/explanation is 
better objectively?

You're assuming that one idea is right and the other is wrong, but they might both 
be wrong. The rational way to resolve a disagreement is to have critical 
discussions until they are satisfied that they agree.

I believe that good and bad is important in moral. When we discuss
a scientific explanation, "good vs. bad" disturbs me.

Do you think that some explanations are more accurate as descriptions
of objective reality than others?

There are scientific theories that describe results of experiments more accurate 
then others. The problem however is that it is hard to determine whether a 
particular experimental point is just an outlier or not. In other words, it is usually 
unclear what represents objective reality (provided it exists) better.

It's not usually unclear which of two competing theories is better if you do well-
designed experiments.

Also, if you think objective really doesn't exist, do you look both ways before 
crossing the street, and if so why?

Probably they have read Beginning of Infinity. To speak seriously,
I would prefer that scientific authors describe their findings in a
neutral way.

Good luck finding a paper where people do that. To publish a paper
you have to do something new and explain why it's new and what gives
it an advantage over competing ideas in some respect. That's saying
that one idea is better than another. Neutral papers don't get
published, and rightly so.

Could you please give an example of a scientific paper that supports your 
statement?

Every paper on this list reports something new, or purports to explain something 
in a better way than how it has previously been explained:



http://arxiv.org/list/quant-ph/new

Now, to answer your question directly. If Beginning of Infinity
cannot answer questions unambiguously, then I do not understand why
it was necessary to employ so much pathos in the book.

Pathos is "the quality or power in an actual life experience or in
literature, music, speech, or other forms of expression, of evoking a
feeling of pity  or compassion." Where is that done in the book?

I would say that the statement "Problems are soluble" repeated so many times 
in the book is an element evoking compassion.

Why?

Let us consider DNA. When we say that they contain information,
then their must be some formal way to evaluate how much information
is there. In this respect, it would be good to take all organic
molecules and then apply this method. Then, if I understand your
point correctly, this method should produce zero for all organic
molecules but DNA.

No, it shouldn't. Many organic molecules are like a machine and
machines instantiate knowledge. A machine typically doesn't contain
all of the knowledge required to construct a copy of the machine
except in a form that is more difficult to reconstruct than if you
were looking at the plans. The plans are designed to be read, they
instantiate knowledge of a standard and useful way to describe parts
and how they go together. The machine instantiates some kinds of
knowledge, but not others.

That's fine. Then there should be anyway some function that takes an organic 
molecule as an input and gives us how much information it contains. Do you 
know such a function?

The molecule should be adapted for a particular purpose and you can tell if this is 
so by trying to change it at random and see if it gets worse at carrying out is 
supposed function.

http://arxiv.org/list/quant-ph/new


As for books, I can offer you a quote from Max Velmans,
Understanding Consciousness

p. 215. "As Popper (1972) notes, knowledge that is codified into
books and other artefacts has an existence that is, in one sense,
observer-free. That is, the books exist in our libraries after
their writers are long dead and their readers absent, and they form
a repository of knowledge that can influence future social and
technological development in ways which extend well beyond that
envisaged by their original authors. However, the knowledge itself
is not observer-free. Rather, it is valuable precisely because it
encodes individual or collective experience.

The knowledge was generated by observers, but if the book is any good
we don't need the person who wrote it to explain it.

But we need a person who will read it.

Not necessarily. Suppose a person wrote a pdf book full of computer programs 
and that we have a program for getting those programs out of the book by 
reading them out of the pdf and then executing them. Then the computer might 
solve a maths problem, or something like that, using the knowledge in the book 
without anybody ever having read it.

Nor, strictly speaking, is the print in books 'knowledge'. As
Searle (1997) points out, words and other symbolic forms are
intrinsically just ink marks on a page (see Chapter 5). They only
become symbols, let alone convey meaning, to creatures that know
how to interpret and understand them.

It is easier to read a book written in English if you know English.
But it is possible to figure out a lot about stuff written in
languages that nobody has spoken for a very long time, e.g. -
translations of stone tablets written in various ancient languages.

This has been done also by human beings.

They did it without access to the knowledge that the person who wrote the tablets 



had. They didn't need that knowledge.

But autonomous existence of books (and other media) provides no
basis for 'objective knowledge' of the kind that Popper describes,
that is, knowledge 'that is totally independent of anybody's claim
to know', 'knowledge without a knower', and 'knowledge without a
knowing subject (see quote above). On the contrary, without knowing
subjects, there is no knowledge of any kind (whether objective or
not)."

There were no knowing subjects for most of the history of life on
Earth, but there was lots of knowledge - that is lots of information
that, once instantiated in a physical object, caused itself to remain
instantiated. And there are genes in bacteria today that still do
that.

Here we are again back to the question whether there is a function that allows 
us to estimate information/knowledge objectively. Do you know such a function?

However, the modern science is based on nominalism and it has been
pretty successful. Actually I guess all technological advances that
has been mentioned in Beginning of Infinity has been achieved by
science based on nominalism.

Science isn't based on nominalism, or on anything else.

I will search on relationship of nominalism and modern science to check 
whether my statement was correct.

In any case, science is based on several absolute presuppositions (the term by 
Collingwood). One of them for example is the existence of objective knowledge. 
Yet you cannot prove it, you can just take it as a belief.

Science isn't based on anything. Scientific knowledge is created by conjecture 
and criticism. We need not take anything as an "absolute presupposition": we can 
throw any idea under the bus if it turns out to be wrong. See "Realism and the 
Aim of Science" by Karl Popper, especially the preface and Chapter I, Sections 1 
and 2.



Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free Will
Date: May 31, 2012 at 6:45 PM

On Mar 29, 2012, at 3:17 PM, Brett Hall wrote:

Someone (I think Steve) mentioned that free will was about having
choices.

I think that was me.

Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"?

How would that make sense?

Free will means you can do one thing instead of another. It's up to you which to 
do -- which to choose.

So free will saying that people have and make choices.

Isn't "free will" a bit of a non-starter philosophically?

No. Why?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free?

You're misreading "free will". It does not mean "will that is free". It's a phrase 
referring to a tradition of interpretation/meaning/philosophy, and its meaning has 
to do with that body of knowledge not the literal choice of words. The words "free" 
and "will" should be thought of as a *name* not an 
explanation/description/argument.

Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?



No. That's an irresponsible attitude to life. You could be more aware of what goes 
on in your mind. And you should take responsibility for your whole mind, not just 
the conscious intentions.

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

What makes you think the way that name was chosen didn't have to do with 
which celebrity the person liked? Why are you assuming there is no control?

Personally I controlled my reaction: I chose not to think of any celebrity at all 
because I don't like this sort of exercise (my preferences mattered!).

I can also do the thing where they say "Don't think of an elephant" and then most 
people think of one. Just because some people are bad at controlling/choosing 
their lives, thoughts and minds doesn't make it impossible...



Can you account for why some options and not others came into your
mind?

Because I wanted and like a particular result, so I chose it, and I made it happen.

Aren't we just *witnesses* to the flow of our thoughts?

Some people are but that is no argument that utter irresponsibility is the only 
lifestyle available.

It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

No one has a *random* life. This point of view is ignoring common sense and all 
the evidence. Even bad/ineffective people routinely take substantial control over 
their lives to make their lives match their preferences, values and desires in 
significant ways.

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?



Wants/preferences/etc are ideas. Are you saying we make choices but among 
those choices we don't get to choose stuff about our ideas?

If we don't choose ideas, choice is an illusion. Because choices are always made 
based on our ideas, so if the ideas are totally out of our control how could we be 
said to be making choices or to have any freedom/control?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

Introspection reveals nothing about what is possible...

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

None of what you're saying looks random. Words fit together into sentences. 
Where do you think it comes from?

If you are just a witness .. well something has to be doing the writing. So, you1 is 
a passive witness, and you2 is a full blown intelligent person that can write which 
you1 witnesses. So, you2 is the person with free will, while you1 is an 
unnecessary complication you invented.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free Will
Date: May 31, 2012 at 6:52 PM

On Mar 30, 2012, at 10:54 AM, Rami Rustom wrote:

On Thu, Mar 29, 2012 at 6:42 PM, Justin Mallone <justinceo@gmail.com> 
wrote:

On Mar 29, 2012, at 3:17 PM, Brett Hall wrote:

Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

The idea of free will explains a lot. People have bad habits, then learn and 
choose to change them. Drunks become sober, pessimists become optimists, 
socialists become Objectivists.

You don't need 100% knowledge of your ideas in order to think about, criticize, 
and improve them. Doing so is free will in action.

I also think its bad to focus on free will in trivial contexts like coffee/tea or 
celebrity names. This approach seems focused on trying to "solve" a perceived 
problem of free will that grows out of the reductionism of the people proposing 
such thought experiments.

Instead ask yourself, does the idea of taking free will seriously:

1. Provide the best way of understanding how humans act?
(I seem to remember DD, I think maybe it was in FoR (could be wrong), having 
an example of trying to explain the presence of a copper atom at the tip of a 
statute of Winston Churchill's nose through physics, and how you couldn't 



really do it through just physics-- to *really* understand the statute you needed 
knowledge of history, politics, civilizations, moral theories, war, etc.

And you can't really explain humans in general without taking seriously the 
idea that they are acting agents with ideas  that can change -- genetics and 
such certainly won't get you there!)

2. Vastly improve the lives of human beings, and encourage them to take 
responsibility and improve themselves?

3. Solve important moral problems in various fields? (i.e. we think people have 
personal responsibility and so, when they commit harmful actions, they should 
be responsible for paying compensation to others)

I'd like to give another account of why 'Free Will' is true, contrary
to what Sam Harris says.

The mind is two parts, the unconscious and the conscious.

I disagree.

The mind can be viewed in categories. Many categorizations are possible and 
some are useful for some purposes.

But it's not the case that the mind *is* in these categories or that they are 
fundamental. They are just organization tools for our thinking about the mind.

The
conscious has no direct control of the unconscious, but it does have
indirect control.

No, it has lots of direct control. E.g. I decide to move my arm. I consciously 
control my arm motion. When I do that, I'm using my unconscious to do a bunch 
of the work deciding exactly which muscles to move how much. So my conscious 
is controlling/directing/using my unconscious.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free Will
Date: May 31, 2012 at 7:02 PM

On Mar 31, 2012, at 4:20 PM, Steve Push wrote:

I’m all for personal responsibility.  But I don’t understand how
“free” will plays a role in it.  Free from what?

Analyzing the name of an idea, by the definitions of the words in the name, is a 
mistake.

It'd be a bit like accusing Taking Children Seriously of being a serious way to 
abduct children. Or complaining that the twin towers were not twins. Or criticizing 
Attachment Parenting people for not using enough glue to actually be attached.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free Will
Date: May 31, 2012 at 7:08 PM

On Mar 31, 2012, at 5:28 PM, Steve Push wrote:

On Mar 31, 7:44 pm, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 6:20 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 31, 7:52 am, Rami Rustom <romb...@gmail.com> wrote:
On Sat, Mar 31, 2012 at 2:48 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 29, 6:17 pm, Brett Hall <brhal...@hotmail.com> wrote:
Someone (I think Steve) mentioned that free will was about having
choices. Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"? Isn't "free
will" a bit of a non-starter philosophically?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free? Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever



names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

Can you account for why some options and not others came into your
mind?

Aren't we just *witnesses* to the flow of our thoughts? It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night



sky tonight.

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

Thanks,

In one sense, I agree with Harris.  Just like other aspects of
reality, our behavior is determined by the laws of nature.  Even if
there is an element of indeterminism in nature, that element is random
and thus gives no support for the idea of free will.

But in another sense, we act as if free will exists because that's
what we must do to live in society.  As Justin points out, the concept
of free will is needed to solve moral problems.

For example, if I choose not to steal, that is an act of free will.  I
could, and some others do, make the opposite choice.  But there is
also a deterministic explanation involving my genes, my upbringing,
and the influence of social praise and opprobrium.

I don't see any conflict in believing in free will in the one sense
and rejecting it in the other.

I think its a *huge* problem. It tells people that they are not
responsible for their choices. And when people deny responsibility for
their mistaken choices, then they can not invoke error correction
methods to prevent that type of mistake in the future. I think this is
the worst learning disability.

I’m all for personal responsibility.  But I don’t understand how
“free” will plays a role in it.  Free from what?  Causation?  Is free
will an uncaused cause?



I don't know what you're asking.

But you said in your previous post that you don't see a conflict in
believing that free will exists in one sense and not in another.

And I explained the conflict. There is a problem in believing that
free will doesn't exist. It tells people to rationalize their mistaken
choices. Its debilitates personal progress.

People who believe that free will doesn't exist in the sense that Sam
Harris described will rationalize that they are not in control of
their actions, their thoughts, their emotions, their unconscious mind.
This is very bad.

Its better to create a new culture that understands individual
responsibility where no one denies it, where no one blames their
genes, or their upbringing, or their school, or their addiction, or
what ever.

I think we need a new cultural agent of change that will change our
culture for the better. That agent of change is epistemological
knowledge of responsibility, choices, mistakes, progress, etc.

These other ideas that deny individual responsibility are holding us
back. Thats guys like Sam Harris and David Eagleman.

I haven't read Harris's new book on free will, and I haven't read
anything by Eagleman, so I can't comment on them specifically.

Since I believe in naturalism, I don't see how human behavior can be
immune from causal explanations.  But I also don't think such
explanations absolve us from taking responsibility for our actions or
prevent us from judging the actions of others.  Such social judgements
are among the causes that influence our behavior.

If you want to talk about free will as metaphor for responsibility, I
have no problem.  But if you want to hold that our behavior cannot be
explained as a natural phenomenon, I think that is a scientifically
unsound position.



This is attacking a straw man. The free will concept being advocated doesn't say 
a word about our behavior being

- unexplainable
- not a natural phenomenon

A big thing I want to *deny* is that there is an incompatibility between

1) laws of physics (deterministic or indeterministic, doesn't matter)
2) free will

If you want to take a contrary position, a good place to start would be explaining 
how you think morality can exist without free will (aka choices). What good is the 
idea that X is better than Y if you can't choose X over Y?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Legal Insanity (was: Free Will)
Date: May 31, 2012 at 7:12 PM

On Mar 31, 2012, at 6:31 PM, Steve Push wrote:

In most cases people should be held
responsible for their actions.  But there are rare cases, such as
legal insanity, in which people should not be held responsible.

When/why is someone "legally insane"?

How does this differ from an endorsement of giving psychiatrists arbitrary power 
to meddle in court cases?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free Will
Date: May 31, 2012 at 7:21 PM

On Apr 1, 2012, at 7:13 AM, Steve Push wrote:

Science cannot tell us what our ethics *ought* to be.  But it can tell
us what our moral intuitions *are*, where they come from, how and why
they change.  Some philosophers recognize this and have started a
field of "experimental philosophy" to study these issues.

But they are ideas. So how and why they change is largely a matter of our 
learning and thinking. It's epistemology, not science.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Measures (was: Free will in MWI)
Date: May 31, 2012 at 7:33 PM

On May 2, 2012, at 6:50 PM, steve whitt wrote:

On May 2, 9:37 am, David <davidsteg...@gmail.com> wrote:
I got rid of my belief in free will a long time ago, as a determinist
I just cannot phatom how free will could exist.

Now I know David Deutsch believe that somehow his MWI gives him free
will, but this cannot be.

In the single universe view, whether I will go through door A or door
B has been decided since big bang.
In the many worlds view, I will go through both doors and since I am
really both persons, there can obviously not be a choice, I have no
choice, I will go through both...

So for the proponents of fungible-MWI who holds Deutsch's view, defend
your view, as it makes no sense to me.

Finally a discussion worth having! Thanks for bringing it up.

Professor Deutsch's brilliant explanation of free will is actually in
Fabric of Reality. The essence of the idea goes to the heart of what
shadow photons tell us about the multiverse. It's a lesson that is
essentially the opposite of classical physics. In classical physics,
everything is determined, and the idea of free will is nonsense. But
classical physics doesn't describe the real world.

In the real world of the multiverse, every possibility occurs an
uncountably infinite number of times. However (and I'll admit I still
don't understand this), the uncountably infinite multiverse possesses
something Deutsch calls "measure", such that it still makes sense to
talk about some events as more likely than others.

In classical physics, one inch contains infinitely many points. Two inches also 



contains infinitely many points. But despite both having infinitely many points, one 
is bigger -- it has a measure (length) that's twice as big.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] choice
Date: May 31, 2012 at 7:38 PM

you tell someone a criticism of an idea they have.

they may change their mind, or not.

you ask someone to meet you for lunch.

they may decide to go, or not.

these are well known real life scenarios. they are uncontroversial.

in them, something happens.

this thing is called "choice". whatever you call it, it exists, doesn't it?

how do you explain what's going on in these scenarios if you deny it exists at all? 
with reductionism? but that would be a philosophical mistake (reductive 
explanations are OK as far as they go, but they do not replace or override higher 
level explanations or prevent emergent properties from existing. nor are they, in 
general, better or good).

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Psevdo Nim <izo.psevdo@gmail.com>
Subject: Re: [BoI] choice
Date: May 31, 2012 at 8:33 PM

On Fri, Jun 1, 2012 at 13:38 AM, Elliot Temple <curi@curi.us> wrote:

you tell someone a criticism of an idea they have.

they may change their mind, or not.

you ask someone to meet you for lunch.

they may decide to go, or not.

these are well known real life scenarios. they are uncontroversial.

in them, something happens.

So far, so good.

this thing is called "choice". whatever you call it, it exists, doesn't
it?

Not sure what exactly you mean by this.

What is true is that in both of those cases a person has (between the time
she was informed about the possibility of having lunch and the time when
she confirmed it)  undergone a certain process - that process is usually
called "making a choice". And that is uncontroversial.

But given what's written below I guess you were referring to something else.

how do you explain what's going on in these scenarios if you deny it
exists at all? with reductionism? but that would be a philosophical
mistake (reductive explanations are OK as far as they go, but they do



not replace or override higher level explanations or prevent emergent
properties from existing. nor are they, in general, better or or good).

Well nobody is denying that *something* happened. But again I guess that's
not what you meant.

Some further clarification?

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] choice
Date: May 31, 2012 at 9:10 PM

On 6/1/2012 12:38 AM, Elliot Temple wrote:
you tell someone a criticism of an idea they have.

they may change their mind, or not.

you ask someone to meet you for lunch.

they may decide to go, or not.

these are well known real life scenarios. they are uncontroversial.

in them, something happens.

this thing is called "choice". whatever you call it, it exists, doesn't it?

Can the existence of qualia be illustrated with an argument similar to this?

how do you explain what's going on in these scenarios if you deny it exists at 
all?

How about this:

It's not actually the case that they "may change their mind, or not." It is 
predetermined which thing they will do; however, they are caused to do this thing 
by a complex sequence of events in their brain that we do not understand well 
and cannot predict with much accuracy. So while it seems to us that they're 
making a choice, this is actually an illusion caused by our lack of knowledge of 
what happens in their brain.

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] choice
Date: May 31, 2012 at 10:18 PM

On May 31, 2012, at 5:33 PM, Psevdo Nim wrote:

On Fri, Jun 1, 2012 at 13:38 AM, Elliot Temple <curi@curi.us> wrote:

you tell someone a criticism of an idea they have.

they may change their mind, or not.

you ask someone to meet you for lunch.

they may decide to go, or not.

these are well known real life scenarios. they are uncontroversial.

in them, something happens.

So far, so good.

this thing is called "choice". whatever you call it, it exists, doesn't
it?

Not sure what exactly you mean by this.

The "something" from the previous step exists. It's the common focus of both 
examples, not just any random thing.

What is true is that in both of those cases a person has (between the time
she was informed about the possibility of having lunch and the time when
she confirmed it)  undergone a certain process - that process is usually
called "making a choice". And that is uncontroversial.



But given what's written below I guess you were referring to something else.

Why?

how do you explain what's going on in these scenarios if you deny it
exists at all? with reductionism? but that would be a philosophical
mistake (reductive explanations are OK as far as they go, but they do
not replace or override higher level explanations or prevent emergent
properties from existing. nor are they, in general, better or or good).

Well nobody is denying that *something* happened. But again I guess that's
not what you meant.

Why?

Some further clarification?

Do you have a criticism or a rival theory to offer?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] choice
Date: May 31, 2012 at 10:30 PM

On May 31, 2012, at 6:10 PM, Richard Fine wrote:

On 6/1/2012 12:38 AM, Elliot Temple wrote:
you tell someone a criticism of an idea they have.

they may change their mind, or not.

you ask someone to meet you for lunch.

they may decide to go, or not.

these are well known real life scenarios. they are uncontroversial.

in them, something happens.

this thing is called "choice". whatever you call it, it exists, doesn't it?

Can the existence of qualia be illustrated with an argument similar to this?

Go ahead and try.

how do you explain what's going on in these scenarios if you deny it exists at 
all?

How about this:

It's not actually the case that they "may change their mind, or not." It is 
predetermined which thing they will do; however, they are caused to do this 
thing by a complex sequence of events in their brain that we do not understand 
well and cannot predict with much accuracy. So while it seems to us that they're 
making a choice, this is actually an illusion caused by our lack of knowledge of 
what happens in their brain.



This is reductionism. Even if it's true, it wouldn't prevent choice from being an 
emergent phenomenon. Emergent phenomenon are legitimate, not illusions. This 
claim that a reductive explanation exists does not actually constitute a denial of 
what I said exists. The implied premise that it's one or the other is one of the core 
mistakes of reductionism. Check out the copper atom in FoR, and remember that 
whatever is important to good explanations is what exists.

It's also arguing with the standard misconception of choice, not the one I just 
gave. It brings up the concept of "predetermined" and tries to clash that against 
"choice". Why do you think those clash? Because the standard misconception of 
choice clashes with determinism (actually with laws of physics of any kind, 
including ones with predetermination). But nothing in my story overtly said "and if 
this is predetermined I'm wrong" and if that's there more subtly it hasn't been 
pointed out.

Actually choice is not a theory of physics (or computation), so it doesn't contradict 
theories of physics (predetermination) or about how brains are computers.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 31, 2012 at 11:04 PM

On May 13, 2012, at 7:17 AM, Rami Rustom wrote:

BTW, I'd like to make clear that my fist post might make it seem that
one discussion is enough to help someone solve their psychological
problem. But that has not been my experience. The person can often
hide some of their thoughts, which of course means that you can not
question those thoughts in order to help them understand what is wrong
with those thoughts.

Actually hidden things can be noticed, questioned and criticized.

"Of course" often means "obviously" or "clearly". It's a mistake in general. And it's 
commonly used with stuff that, far from obvious, is false. Why does that happen? 
Because it's an indication that's an area the speaker doesn't think about much 
(because he thinks it's obvious), so he's done less error correction there.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: May 31, 2012 at 11:23 PM

On May 31, 2012, at 1:35 PM, Evgenii Rudnyi wrote:

On 28.05.2012 20:31 Alan Forrester said the following:

On 20 May 2012, at 11:18, Evgenii Rudnyi wrote:

On 20.05.2012 00:36 Alan Forrester said the following:

On 19 May 2012, at 22:27, Evgenii Rudnyi wrote:

...

Could you please next time when you employ a term "good
explanation" apply this rule and prove unambiguously that your
good explanation good indeed?

I can explain why I think an idea is hard to vary, but nothing
can be proved or justified as explained in Chapter 1 of BoI. Do
you have a criticism of that position?

Then it seems to me that at that end, we are in a situation when I
say that I like this and you say that you like that. This is quite
a common situation and provided we both tolerate the differences in
opinion, I have nothing against.

We're not in a world in which every idea is just as good as every
other idea because some ideas are actually better as a description of
objective reality and we have ways of criticising ideas, such as
experiments. None of this requires proof: we try to come up with an
explanation and when that explanation fails to explain some things we
discard it in favour of a better explanation. The new explanation
will sometimes be a slight variant of the old one, and sometimes will
be very different.

Quite often two people have ideas/explanations that contradict to each other. 



What is the procedure in such a situation to determine which idea/explanation is 
better objectively?

Those two ideas contradict and neither is good enough to make it easy to agree 
on what's best.

Therefore both are not good enough. They are refuted.

So, brainstorm new guesses and criticize those and get to the point where there's 
only one non-refuted guess.

Let us consider DNA. When we say that they contain information,
then their must be some formal way to evaluate how much information
is there. In this respect, it would be good to take all organic
molecules and then apply this method. Then, if I understand your
point correctly, this method should produce zero for all organic
molecules but DNA.

No, it shouldn't. Many organic molecules are like a machine and
machines instantiate knowledge. A machine typically doesn't contain
all of the knowledge required to construct a copy of the machine
except in a form that is more difficult to reconstruct than if you
were looking at the plans. The plans are designed to be read, they
instantiate knowledge of a standard and useful way to describe parts
and how they go together. The machine instantiates some kinds of
knowledge, but not others.

That's fine. Then there should be anyway some function that takes an organic 
molecule as an input and gives us how much information it contains. Do you 
know such a function?

There's no such thing for molecules in general. They might have been storing 
information by their location, for example. And how much information would 
depend on how many allowable locations there were. So information content 
depends on context.

-- Elliot Temple



http://curi.us/

-- 

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Free Will
Date: June 1, 2012 at 1:22 AM

On 01/06/2012, at 8:45 AM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 29, 2012, at 3:17 PM, Brett Hall wrote:

Someone (I think Steve) mentioned that free will was about having
choices.

I think that was me.

Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"?

How would that make sense?

Free will means you can do one thing instead of another. It's up to you which to 
do -- which to choose.

So free will saying that people have and make choices.

Isn't "free will" a bit of a non-starter philosophically?

No. Why?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free?

You're misreading "free will". It does not mean "will that is free". It's a phrase 
referring to a tradition of interpretation/meaning/philosophy, and its meaning has 
to do with that body of knowledge not the literal choice of words. The words 
"free" and "will" should be thought of as a *name* not an 
explanation/description/argument.



People talk about free *will* rather than free *choice* or free 'x' because it really is 
the *will* that they value. When have free will debates really heated up? When it 
comes to religious people defending their ideas about all powerful all benevolent 
gods and trying to reconcile that with evil in the world. The problem of theodicy is 
apparently solved by free will.

The same religious meme now continues even in non-religious people - and so 
we still have ideas about "thought crime" as if you can control your thoughts. 
Churches still think its wrong to have certain "impure" thoughts and there are 
commandments like "you shall not covet your neighbours' wife or ass or house or 
anything at all". You shall not covet? Covet? As if you can control your desires 
like this. As if you can control you will. Well they think you can. You think you can. 
It's the will that is key here so when you say it's a name - you're wrong. The long 
history of this has always been about will.

Now if you want to change this and say "Oh but when I talk about free will I just 
mean free *choice*" okay, fine. Then you and I have no disagreement except that 
you are using words in a different way to how they have been with this debate - 
basically forever. You can move on to a new way of talking about free will if you 
like but you should acknowledge two things in doing this:
1) There is a long history of metaphysical bullshit that goes along with the idea of 
free *will* to do with spirits and so forth being inside bodies and controlling matter 
and so forth and this gives people free will. And free will was an attempt by 
churches to slip out of reasonable objections to the problem of theodicy.
2) Many people today who use the term "free will" really do think that they are the 
conscious author of their thoughts - that free will is indeed an explanation of their 
behaviour.

So with that on the table - I do not assume the name "free will" is a synonym for 
'choice' or some such. Choice exists in the world - and we are conscious of it. 
Liebnitz recognised this when he tried to argue for free will too - by distinguishing 
(correctly) between necessary truths and contingent ones. There is no 'choice' in 
the matter when you draw a triangle that it can have anything other than 3 sides. 
All those sorts of necessary truths lack the kind of freedom that comes with 
contingent ones. There is a freedom in the latter that is not in the former. So when 
I notice in the world that there is tea or coffee available...I choose tea. I make the 
choice but I choose tea only because I prefer tea. But why do I prefer tea? Is 
what I prefer open to my simply not preferring it? Try as I might I simply lack the 
ability to change my preferences...one of which is the preference to even want to 
change my preferences. I like the fact I like tea over coffee. Am I free to prefer 



that it were otherwise when I simply do not?

I will assume that you are indeed of the mind that free will is about us having 
ultimate control over what thoughts enter our mind. And so you will believe that 
you can control what it is you *like* - what your preferences are - so if you like tea 
rather than coffee - you believe you are in control of this - and so it will be here 
we part company. I define *that* as the illusion of free will...the fact that my will - 
my desire - what I like (including the fact that I like liking what I like) is just a part 
of me that I do not control.

Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

No. That's an irresponsible attitude to life. You could be more aware of what 
goes on in your mind. And you should take responsibility for your whole mind, 
not just the conscious intentions.

Of course you can be more or less aware of what's going on in your mind...but 
are you in control of it? It seems to me that you are admitting now that there are 
things going on in your mind over which you have no control. Although there are 
*some* things you are in control of? Is this correct? Then are you (the *I* to which 
I refers) all of your mind, the bits of your mind you are in control of or something 
else?

If you should take responsibility for those parts of your mind you are not 
conscious of...how does this work in practise? What unconscious mind processes 
should I take responsibility for - and having taken responsibility for them - how do 
I change them?

Even with your conscious mind. What causes what goes on in the conscious 
mind?

It seems to me that you want to say that *you* the agent or the mind is the cause 
of itself. Like the uncaused cause - the unmoved, mover.

But I see mind as simply another link in a causal chain. It is an important link - 
choices are important and people should be held accountable for the choices 
they make - but their choices are caused by prior events.



What you think next is caused by something *that you did not think* and over 
which (therefore) you could not have had any control.

If I am wrong - that what you think next (or what you choose next) is *not* caused 
by something else (that you did not think (or choose)) then is it uncaused? If it is 
uncaused, how does that give us free will?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

What makes you think the way that name was chosen didn't have to do with 
which celebrity the person liked?

It did. Of course. There was a reason. Even if that reason was 'it just popped into 
my head' or 'I like that person'. In either case - how can you have control over a 
random event or what (and who) you like? If I like a person...can I just decide not 
to like them? Or must I change my reasons for choosing to like people? How can 



I choose to do that? If I decide that my reasons for liking certain people are bad? 
How do I do that? By deciding that my reasons for deciding that my reasons for 
liking certain people are bad? How do I do that...? And so on to infinite regress. 
Does this give me free will?

Why are you assuming there is no control?

I am not entirely sure what you mean by 'control' here? Could you explain it? Do 
you mean I control my body with my thoughts? But then what controls what 
thoughts I have? Unconscious mind? Then what controls that? Is it me - all the 
way down - or does it just terminate at some point? Is the controller not controlled 
by anything else? Isn't this just another way of phrasing the problem of uncaused 
causes above? You might have to explain the concept of control you have in mind 
some more.

As a matter of introspection when I reflect upon why it is that I want to respond to 
your email I find that this desire arises in me for reasons I cannot account for. I 
just do. Can I decide *not to want* to respond to you?

I could decide not to respond to you. But the desire would still be there. Am I free 
to ignore this desire? Yes I am. But why? Only because I *want to do that*. But 
why would I want to do that? Again a regress and again it seems I am not in 
control of my wants - they are me and are what I do. This is not irresponsible. It 
does not take away my culpability.

It seems that it's this that philosophers are afraid of. That somehow, were we all 
to admit that we are not the author of our wants and desires that there would be 
moral chaos. But as I have said in these exchanges, that seems ridiculous to me. 
A person who wants to kill and torture is a dangerous psychopath that needs to 
be watched carefully and possibly constrained. We should be judged based upon 
our actions in the world and if that includes locking away someone who walks into 
a group of young people on an island and starts shooting them then we need to 
lock this person away...forever (especially if he says things like he'd do it again 
and he doesn't regret it and it was the right thing to do and so forth). We need not 
tell him and ourselves that he did this because of his own "free will". Judgement 
and morality almost all work better if we admit that there's no free will. We can 
just lock people up (or kill them) to keep the rest of us safe without talking about 
"punishment". We can even try our best to exorcise from them those anti-rational 
memes by teaching them how to make better choices. At no point do we even 



need to mention free will.

Do you think retribution is important? If people have free will in the sense that 
they are the ultimate cause of all their actions shouldn't we take revenge on bad 
people? Would it be rational for me to want to hurt them in retaliation for hurting 
me?

Personally I controlled my reaction: I chose not to think of any celebrity at all 
because I don't like this sort of exercise (my preferences mattered!).

Right. You did what you wanted to. You chose not to think of a celebrity. Why did 
you do that? Because you don't like this sort of exercise. Why don't you like it? 
Because of some reasons x,y, z. Why do you find those reasons compelling? 
Because of more reasons u, v, w. And why are they compelling? Is there a causal 
chain that stretches back forever...or does it terminate at some place? In either 
case...are you in control of its termination or the fact it continues back forever? 
Are your thoughts ultimately caused by other things...over which you have no 
'control'?

I can also do the thing where they say "Don't think of an elephant" and then 
most people think of one. Just because some people are bad at 
controlling/choosing their lives, thoughts and minds doesn't make it impossible...

Right. But again. Why would you even want to have this sort of control that you 
talk about? You just do, don't you? You like to be you, don't you? Are you free to 
like those things you like about yourself and dislike and so improve those other 
things you don't? Is not what you want and desire just a part of you that you do 
not choose? Like the number of atoms that make up your genome?

Can you account for why some options and not others came into your
mind?

Because I wanted and like a particular result, so I chose it, and I made it 
happen.



We are talking at cross purposes, aren't we? I agree you chose it. I agree you are 
part of the causal chain and we name the link that you are conscious of "the 
choice". But the only thing special about that link is that you're fully aware of it. 
We both seem to agree that choice is real. But this is not what gives us free will. 
My central question is about the freedom in your *will* and so I return to that now. 
I define that - though you seem to reject the very attempt - as being your desires, 
wants, intentions - likes and preferences. Why did you want and like that 
particular result? Were you free to want and like another result? Surely if you 
were free to want and like another result then you could choose to want and like 
another result. But then you would be a different person. Are you free to be a 
different person? And like I have already repeated here- even if you chose to 
want and like a different result why would you choose to do that? Only because a 
thought or intention to do so arose in your mind...again, for reasons you could not 
account for. It's just like why you choose to like to like the ideas in BoI but not in 
"The structure of scientific revolutions". Are you free to like - to want and prefer - 
the ideas of Kuhn over Popper and Deutsch?

So Anders Brevik killed all those young people on that island. He wanted to. He 
chose to. Was he free to want otherwise? Given his mind - I say he was not. He 
was free to choose otherwise - but he went with his wants. And in his mind he 
had good reasons that to the rest of us seem irrational and objectively are 
irrational. Was he free to think that these reasons were not good when he just did 
not have any better ideas? If we admit he wasn't free, so what? He still needs to 
be locked up as a dangerous person. Probably forever...unless we have some 
really excellent reasons why we think all those terrible anti rational memes have 
been replaced in his mind by something much better. But given our poverty at 
actually being able to rehabilitate people like this, he will probably die in jail 
before we learn enough to effect spectacular psychological advances like that. So 
this does not change justice much or morality. It does change the idea of 
punishment though. Punishment becomes irrational. Rehabilitation does not. 
Problem is that the latter is hard, the former is easy. So we go for gaol ...rather 
than medieval torture.

Aren't we just *witnesses* to the flow of our thoughts?

Some people are but that is no argument that utter irresponsibility is the only 
lifestyle available.



Again, choice is real. People make choices. They make choices because they 
have preferences. But why do they have those preferences? Because of the 
ideas they have...and I would suggest also because of genetics. So why do 
people generally prefer an environment with a certain amount of oxygen than 
none at all? That's probably a genetic preference. Unless suicidal, they probably 
won't prefer the naked vacuum of space to their own living rooms. They have no 
freedom in this preference. Even if they came somehow to download their 
consciousness into some sort of silicon computer that can enjoy the vacuum of 
space...their preference would still be what it is, not because they have chosen 
that preference, but because that preference had chosen them.

So a person witnesses the thoughts they have. This includes the preferences 
they have. They are not responsible for their preferences. They should be held 
accountable for their choices though. This means that "utter irresponsibility" is not 
their lot. They simply are not responsible for what many think they are 
responsible for. Like their preferences.

Are you responsible for where you were born?
Are you responsible for how you were brought up?
Are you responsible for your genome?

If you are - then okay. You have controlled three of the most important causes of 
your preferences later on.

So if you are born in Somalia to parents who are soon killed then some years 
later your overriding preference might very well be for food and clean water...and 
perhaps weapons to protect yourself.

Born in California to wealthy, loving parents who provided you with books to your 
hearts content, your preference might be now to join the BoI list. Or not.

In either case...how much control did you have over being one person or the 
other? How much chance was involved? How responsible are you for the desire 
and preferences you have as a result of being in the Somalia situation as 
opposed to the California one?

It's important that people not be blamed for not having access to even having the 
chance to contemplate certain things. To even have the opportunity to have 
certain preferences in the first place.



If you get cancer - by random chance - because a cosmic ray has struck your 
DNA then your preference might very well be not to have cancer anymore. 
Whether you prefer to have cancer or not, even entertaining the idea is a choice 
that did not originate with you. It was precipitated by some event that occurred far 
away and long ago...an event over which you had no control and yet which now 
impinges upon your mind in such a way that you must now make a choice about 
what to do. That you must make a choice at all is not your choice because even 
to choose to do nothing is itself a choice.

It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

No one has a *random* life. This point of view is ignoring common sense and all 
the evidence. Even bad/ineffective people routinely take substantial control over 
their lives to make their lives match their preferences, values and desires in 
significant ways.

Yes. We're at cross purposes again. I agree. But how does that have anything to 
do with the fact that you cannot predict what you will next think? If you cannot 
predict what you will next think then in what sense are you in control of it? To 
know what you are going to think next means to think a thing before it's been 
thought - that makes no sense. We simply *do not know* how it is that we think. I 
have no clue whatever about how I get to the end of this sentence or why there is 
an egg in it. Now that the egg is there - I'm free to delete it. But I don't because I 
think the eggs are making an important point. I'm simply not free to want to delete 
them. My desire to have them there or not, is completely out of my control and 
were I to delete them in some experiment to try to second guess myself and 
prove my freedom *that too* would just be another example of me slavishly 
obeying my preference (in this case my preference to try to show I am in control 
of exactly what I want to type).

None of this says that it's random. Who is arguing that life is random? No me. 
Apparently not you either. So we can put that aside. The question now is, if it's 
not random, what is it? The opposite of random? Determined? I think yes. 
Determined by prior causes. Our lives and our thoughts are determined by prior 



causes. We have no control over these prior causes. If we did they would be us, 
on your view. On my view, we aren't even in control of our thoughts. We just 
witness them.

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Wants/preferences/etc are ideas. Are you saying we make choices but among 
those choices we don't get to choose stuff about our ideas?

I agree that wants, preferences, etc are ideas. We don't get to choose the content 
of those ideas. Didn't Popper argue that there's no logic of scientific discovery? 
And David also points out that creativity is an unpredictable process? So 
creativity - that arises in the mind - all those guesses arise for reasons we cannot 
have access to. Because were we able to explain how they arose then it would 
be a creativity generator and we would have creative, explanatory, intelligent AI.

This is where I mentioned in some previous posts that the concept of *i* begins to 
become important. Now if I am just the subject of my experience then I can notice 
choice in the world. How do I choose? Well clearly choice is made. I take tea and 
not coffee. I do one thing and not another. I don't do all things (although copies of 
me in the multiverse do but those copies are not me in this sense). So clearly I 
make a choice. This is a way of speaking...because what's it mean to make a 
choice? It can't be that there's some force at work in me that compels my body to 



do this rather than that or to have this thought rather than that thought. It just 
happens as part of the causal chain and that place in time and space where I find 
myself and I am aware of what's going on...I call that a choice I've made. I had 
the thought (though I never chose to have the thought) and witnessed how that 
caused other thoughts and actions to occur. At no point do I need to postulate 
free will.

If we don't choose ideas, choice is an illusion. Because choices are always 
made based on our ideas, so if the ideas are totally out of our control how could 
we be said to be making choices or to have any freedom/control?

What's the difference between these 3 things:

1. A person says to you: draw a square on flat paper with 8 sides
2. A person says to you - draw a triangle or a square, it's your choice.
3. A person holds a gun to your head and says "Draw a triangle or a square, it's 
your choice. But if you draw a square, I'll shoot you." It's a real gun, not a water 
pistol and he's just shot someone else to demonstrate it's a real gun after they 
indeed drew a square.

It seems to me that in 1. you don't have the freedom to do that which is asked. In 
2. there seems to be complete freedom (you could even do something entirely 
different). In 3 - you could still behave as in 2. but if we take the person with the 
gun seriously and if we value our lives then it seems like there's almost a logical 
implication that we will draw a triangle. Somehow, in 3 - our freedom has been 
taken away. But not in the same way as it's lacking in 1.

If we are not being coerced like in 3 (or just dialling down the coercion to 
something less dramatic) then we have freedom. But it's not our will that's free. 
It's just the choice of what to do.

That's the sense in which I think we have freedom. No one is forcing us to do 
something else. But - we do not have freedom of will. In each case 1, 2 or 3 I'll 
have a will - a desire - that is part of my mind and I did not choose it. In 3  all my 
thoughts will likely be about that gun and whether I will die. It will impinge upon all 
my senses in a way that possibly nothing else ever has. And I will have no choice 
about the content that rushes into my head. It will all have been caused by that 
gun and my beliefs about that gun.



Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

Introspection reveals nothing about what is possible...

I don't know what you mean here. My point was about noticing as a matter of 
observing the contents of your own mind that you cannot know what you will 
think, before you have thought it. This is an important experiment in deciding 
between the two theories:
1) I am in control of what I will next think and this proves I have free will
2) You cannot know what you will think next. Instead I simply notice thoughts 
arise in your mind and this reveals the absence of free will.

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

None of what you're saying looks random. Words fit together into sentences. 
Where do you think it comes from?

I have no clue. It arises in the mind and yet I can't account for it.

If you are just a witness .. well something has to be doing the writing.

The body is doing the typing and it simply types thoughts that arise in the mind. I 
don't see a problem with this.

So, you1 is a passive witness, and you2 is a full blown intelligent person that 



can write which you1 witnesses.

No. I am *not* identical to my thoughts. I've been at pains to say this. People 
*feel* identical to their thoughts but they are wrong about this feeling. The way to 
prove this to yourself is to be consciously without thought - which you already 
conceded was possible when you talked about some computer gamers being in 
the zone. This is true. It's also true of meditators who actively seek out this state 
of 'emptiness' as a method of both relaxation and self-discovery.

So admitting that there can be consciousness without thought admits that these 
are different things. It also shows - conclusively in my view - that we are not our 
stream of thoughts because that stream of thoughts can be shut off and yet we 
still exist - we are still there.

So you are always 'you1' - a passive witness. It's just that sometimes you *feel* 
like 'you2'. But that's an illusion. It's just a perception you have - you percieve 
your thoughts like you percieve objects in the world. They come to you as 
interpretations and so forth - presented in your mind and interpreted. But you're 
not them.

You're something else.

So, you2 is the person with free will

Nope. You2 is just a term you invented for the stream of thoughts you witness. 
Free will doesn't exist. It's an illusion. In fact as Sam Harris points out it's worse 
than that. The illusion of free will is, itself, an illusion.

, while you1 is an unnecessary complication you invented.

You1 is a simple idea. It's simply you. No need to complicate things. It's you as 
the subject of your experience. As the subject - you're right - you're a passive 
witness. The conscious you has no control - it's just conscious *of* stuff. It can 
even be conscious of nothing except itself. It can be entirely unadorned with 
thought or anything else. Not an unnecessary complication. But trying to say you 
are anything more than this, is.

Brett.



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: May 30, 2012 at 3:33 PM

On 29.05.2012 23:17 Rami Rustom said the following:
On Tue, May 29, 2012 at 2:48 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

On 28.05.2012 22:10 Rami Rustom said the following:

...

By thoughts, I mean images. The image is a thought.

I do not understand how a thought could be an image. In my
vocabulary these two are completely different entities. In other
words, in my understanding the three dimensional word that I
consciously perceive and my thoughts are independent from each
other. I do not see how they could be the same thing.

Thoughts and perceptions are similar in that they both are
phenomenon of the mind.

Then what about to employ a term mental activity in this respect? But then 
thoughts and perceptions are different mental activities.

When your eyes sense the computer screen in front of you, it is not
sending that image directly to your mind. Instead, it sends some raw
sense data and then your mind interprets that data based on theories
that your mind has about sight. The image is not exactly what exists
in reality.

Indeed, but this is visual conscious experience.

Thoughts are similar. Consider what happens when a friend of yours
says a sentence to you. The idea he is intending to convey is not
directly sent directly to your mind. Your ears first collect the
vibrations in the air and your eyes collect the photons bouncing off
his body. Then your mind, using meta-theories about sight and



hearing, interprets the raw sense data into words, inflection, and
body language. Finally your mind, using other meta-theories,
interprets those words and inflection and body language into an idea.
That idea is not exactly what your friend intended.

Consider a newborn at birth, or as soon as she begins to react to
her vision. Put a mirror in front of her. Does she know what she's
looking at? Does she see an image? Does her mind even know how to
interpret what her eyes are sensing? No. These things are learned.

I do not think that there is a definite answer to this questions. I believe that it is 
better to distinguish between what one believes and what has been researched.

The mind must learn how to interpret sense data similar to the way
the mind must learn how to interpret the English language.

You may find some papers at

http://infancyresearch.com/

For example there is a discussion of triadic attention

Striano, T. & Stahl, D. (2005). Sensitivity to triadic attention in early infancy. 
Developmental Science, 8(4), 333-343.
http://infancyresearch.com/PDFs/2005_Sensitivitytotriadicattentioninearlyinfancy
DevelopmentalScience.pdf

"The findings from Study 2 showed that both alternating
visual attention and positive affect are aspects of
joint attention to which 3- to 9-month-old infants are
sensitive."

What happens with thoughts at this age is an open questions. Also there are 
experiments that show that visual conscious experience is already available for 
example by monkeys.

Your statement that all mental activities are thoughts contradict to the accepted 
terminology.

http://infancyresearch.com/
http://infancyresearch.com/PDFs/2005_SensitivitytotriadicattentioninearlyinfancyDevelopmentalScience.pdf


Two small additional remarks to this problem. First, you are right
that when you say that if image in the mirror is in the brain, then
the whole perceived three dimensional world should be also in the
brain (or in the mind if you like it more).

I don't know what you mean by 'whole perceived 3-dimensional world
should be also in the mind. Could you rephrase?

I visually experience a 3D world in which I am located. Yet, you are right that this 
is visual conscious experience produced by the brain. As you have written below 
photons go to retina and then processed by the natural neural nets. As such, it 
could be logical to state that the 3D world that I perceive is in my head, as this is 
the results of information processing in my brain.

Some paradox in this position that I personally like is described
in

Max Velmans, Where experiences are: Dualist, physicalist, enactive
and reflexive accounts of phenomenal consciousness, Phenomenology
and the Cognitive Sciences, Volume 6, Number 4 (2007), 547-563

and as I find it entertaining, I will quote it below.

"if one accepts that

a) The phenomenal world appears to have spatial extension to the
perceived horizon and dome of the sky.

b) The phenomenal world is really inside the brain.

Ah. This idea is one that denies that reality exists. That reality
is only real in so far as the mind perceives it. But that is wrong.
If all humans died, the Multiverse would still exist. There would be
no human minds to perceive it, but it would still exist.

It is not. It is just logical consequences from the statements that I believe are the 
same as you say

a) Photons go to retina



b) This causes neuron spikes
c) Neuron spikes causes visual conscious experience

Please show what is wrong with such a logic.

It follows that

c) The real skull (as opposed to the phenomenal skull) is beyond
the perceived horizon and dome of the sky."

Second, on the picture describing the work of the mirror there are
lines that go after the mirror, that is, to the position outside of
the brain. This fact is interestingly interpreted in

Rupert Sheldrake, The Sense of Being Stared At — Part 2: Its
Implications for Theories of Vision, Journal of Consciousness
Studies, Volume 12, Number 6, 2005 , pp. 32-49(18).

where the authors discusses a naive question, if the image is in
the brain why in all physics textbook there are lines going after
the mirror.

Because that is how our minds interpret photons. Our minds *guess*
that the photons go in straight lines. The part of our minds that
interpret sight data do not understand that mirror reflect light.
But a more universal part of our minds, the part that generates
thoughts, does know that mirrors reflect light, so we do not actually
believe that objects exist on the other side of the mirror. Note that
animals do not have sophisticated minds that can know that mirrors
reflect light, and so the part of their minds that interpret sight
data causes them to think that there is stuff on the other side of
the mirror.

The problem is that the image on the picture is outside of the brain. Hence there 
is a logical problem described above, as conscious visual experience is the result 
of information processing in the brain, how I see my image after the mirror?

Above raises a question, is the brain in the world or the world in
the brain?



Brain is in the world.

Then you have to explain how conscious visual experience, that the 3D world that 
you visually perceive is outside of your brain. This looks very counterintuitive but 
please follow your own logic.

Evgenii



From: vmi <vmiimu@gmail.com>
Subject: [BoI] An Epistemological Nightmare
Date: May 26, 2012 at 4:30 AM

http://www.mit.edu/people/dpolicar/writing/prose/text/epistemologicalNightmare.ht
ml

-- 

http://www.mit.edu/people/dpolicar/writing/prose/text/epistemologicalNightmare.html


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] choice
Date: June 1, 2012 at 3:49 AM

On 01/06/2012, at 9:38 AM, "Elliot Temple" <curi@curi.us> wrote:

you tell someone a criticism of an idea they have.

they may change their mind, or not.

you ask someone to meet you for lunch.

they may decide to go, or not.

these are well known real life scenarios. they are uncontroversial.

in them, something happens.

this thing is called "choice". whatever you call it, it exists, doesn't it?

Yes.

how do you explain what's going on in these scenarios if you deny it exists at 
all? with reductionism? but that would be a philosophical mistake (reductive 
explanations are OK as far as they go, but they do not replace or override 
higher level explanations or prevent emergent properties from existing. nor are 
they, in general, better or good).

We speak rather loosely using words like "I did this" or "they may decide to go, or 
not". But what does *I* and *they* refer to? If it is to a conscious subject then no - 
I and they aren't deciding or doing anything. They're just witnessing. But the 
choice is still real.

Loosely speaking we use those words - as I mentioned in other posts - to refer to 
any combination of:



1) My body.
2) My mind
3) My consciousness.

So when I say to someone "Can you move over?" when their leg is on the couch I 
wish to sit on - I really mean "Can you move your leg?" but we all understand the 
way I'm using the word "you" and to what it refers. I'm speaking loosely.

But when I say "I made the choice" then things get tricky and this is a big part of 
this free-will and choice debate. To what does the word "I" refer? I think it refers to 
much less than you give it credit. I think *I* is largely an illusion. We can come to 
this...

Lots of things lead up to a choice. We perceive things, interpret them ideas enter 
and leave our minds. There are many prior events - prior *causes* of our choices.

How is a choice special? A choice occurs in our mind and we are aware of it in a 
way that we are not really aware of other contingent things. So I am not aware of 
all possible options in a given situation - that would require me to be able to 
simulate the multiverse in my head and I can't do that. I can only imagine some 
scenarios. In our mind we can contemplate (I suppose simulate in some sense) 
various possible worlds where if I did this or I did that there would be different 
outcomes.

I believe *I* refers to just unadorned consciousness - the witness of all this. And 
so some of what I say next sticks to that same definition and so sounds strange 
exactly because I am being strict and avoiding identifying *I* with any stream of 
thought. To believe you are identical to your stream of thoughts is a mistake and 
leads to us talking about *I* - ourselves - in incorrect ways. As I say in another 
post - we know that *I* cannot refer to a stream of thoughts because you and I 
both have admitted we can cease to think and yet not cease to be. You use the 
example of a person being in the zone while playing computer games - not 
thinking - but still nonetheless fully conscious. I use the example of meditators 
who strive for that direct experience of being conscious and without thought. In 
both cases thought is gone, but consciousness is not and the person most 
certainly is not. And yet there is still another level - that being that even the 
perception of the self can vanish also. And that can be strange. Consciousness, 
with no thought and with no sense of self. Here is where the seemingly 
contradictory phrase "first person science" comes to earn its keep for there is 
nothing out in the world that we can point to or measure that will allow me to 



communicate with you just what it's like to have this experience, unless you have 
yourself had this experience. That on the table:

When a choice is made in my mind I just witness that thought which leads to one 
path being taken rather than another. I simply witness it. I am a passive observer. 
I am the subject of my experience and one type of special - and important - 
experience I have is of choices being made. The choices occur and 'I' even feel 
certain things. Or more precisely - feelings arise. Thoughts arise. But I am also 
not those feelings. I experience those feelings. I experience those thoughts. I 
experience the choices. But I am in ultimate control of none of it. I take no credit 
nor any blame for what I witness going on in my mind from one moment to the 
next anymore than I take credit for what I witness outside of it. I simply perceive 
and interpret.

I can be without thoughts and without choices but I can still *be*. The only way I 
could not exist is if I were not conscious at all.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Witnessing (was: choice)
Date: June 1, 2012 at 3:55 AM

On Jun 1, 2012, at 12:49 AM, Brett Hall wrote:

On 01/06/2012, at 9:38 AM, "Elliot Temple" <curi@curi.us> wrote:

you tell someone a criticism of an idea they have.

they may change their mind, or not.

you ask someone to meet you for lunch.

they may decide to go, or not.

these are well known real life scenarios. they are uncontroversial.

in them, something happens.

this thing is called "choice". whatever you call it, it exists, doesn't it?

Yes.

how do you explain what's going on in these scenarios if you deny it exists at 
all? with reductionism? but that would be a philosophical mistake (reductive 
explanations are OK as far as they go, but they do not replace or override 
higher level explanations or prevent emergent properties from existing. nor are 
they, in general, better or good).

We speak rather loosely using words like "I did this" or "they may decide to go, 
or not". But what does *I* and *they* refer to? If it is to a conscious subject then 
no - I and they aren't deciding or doing anything. They're just witnessing.

Here's a description that purports to be of witnessing:



http://www.demonoid.ph/files/details/2696680/00994830312/

Francesca is stuck at St. Sebastians, a boys' school that's pretends it's coed by 
giving the girls their own bathroom. Her only female companions are an ultra-
feminist, a rumored slut, and an an impossibly dorky accordion player. The boys 
are no better, from Thomas who specializes in musical burping to Will, the 
perpetually frowning, smug moron that Francesca can't seem to stop thinking 
about.

Do you think this description is true, or is Francesca mistaken? Could she stop if 
she wanted to, or is it out of her control?

She *feels like* a witness, but does that really mean she *is*?

-- Elliot Temple
http://fallibleideas.com/

http://www.demonoid.ph/files/details/2696680/00994830312/
http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] The Mind as Software
Date: June 1, 2012 at 4:21 AM

I have heard that the brain is just hardware running software that we call the 
mind.

What are the reasons for thinking this is true? Are there criticisms of this idea?

On this view whatever the brain is doing is can be simulated by a Turing Machine 
- and so a turing machine would have a mind if a mind is nothing but what the 
brain is doing.

It seems obvious that the mind depends lawfully upon the brain. If you change 
bits of the brain, bit of the mind are affected. You can have brain damage to 
specific regions and lose specific functions of the mind. Like you can damage a 
certain part and lose the ability to recognise faces...and yet all other capacities 
remain intact.

I can imagine what it would be like for this to happen. I forget names and faces 
often. I could imagine this being permanent. I can imagine "what it would be like" 
to be another person. I wonder what it's like to be someone like Edward Witten 
(or David Deutsch for that matter). I imagine its 'like' something to be able to 
comprehend some of that high level mathematics and what kind of avenues of 
thought that might open up. Or not. I wonder what it's like to be Ricky Gervais - 
he laughs so easily, so often and so heartily it seems. That must be fun. There's 
something that it's like to be Ricky Gervais. It might be completely unlike what I 
imagine. Is wondering 'what it's like' in all these cases just wondering 'what it's 
like' to have their software? But that would be to *be* them, wouldn't it?

But if the mind is software it seems it's some sort of special software because we 
don't understand how to recreate the programming of mind in any of our 
computers. Could it be that it's just so very complex that mind emerges at some 
lofty level of complexity? Are there reasons to think this or is it just a conjecture 
on no more solid foundation than the conjecture that the mind is immaterial? I 
have heard that the brain might be some sort of 'antenna' tuning in to some 
universal consciousness. That too explains experiments where brain damage 
causes loss of capacities of the mind. You're losing the ability to tune in to certain 
frequencies or some such (nonsense in my view). Deepak Chopra apparently 
believes some version of this...can we rule it out? Is it any worse an explanation 
than that mind is 'nothing but' complicated software?



If mind is just a special kind of software running on the hardware of the brain 
does this mean that there is "something that it is like" to be the computer 
programs that we have already programmed? And given that Turing machines 
can emulate any physical process...does this mean that there is "something that it 
is like" to be any physical process?

This latter idea is 'panpsychism' - Galen Strawson is a proponent - that everything 
has consciousness - it's just a matter of degree - and there is 'something that its 
like' to be a table...or an electron.

Can we rule out this idea? And is it any worse an explanation than that mind is 
'nothing but' software?

Brett.



From: Brian Scurfield <briankscurfield@gmail.com>
Subject: [BoI] choice
Date: June 1, 2012 at 5:38 AM

On Friday, June 1, 2012, Brett Hall <brhalluk@hotmail.com> wrote:

When a choice is made in my mind I just witness that thought which leads
to one path being taken rather than another. I simply witness it. I am a
passive observer. I am the subject of my experience and one type of special
- and important - experience I have is of choices being made. The choices
occur and 'I' even feel certain things. Or more precisely - feelings arise.
Thoughts arise. But I am also not those feelings. I experience those
feelings. I experience those thoughts. I experience the choices. But I am
in ultimate control of none of it. I take no credit nor any blame for what
I witness going on in my mind from one moment to the next anymore than I
take credit for what I witness outside of it. I simply perceive and
interpret.

I can be without thoughts and without choices but I can still *be*. The
only way I could not exist is if I were not conscious at all.

When you experienced the thought that you are just a witness, how did that
knowledge arise, assuming you are just a witness?

-- Brian Scurfield

-- 
-- Brian Scurfield

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caring what other people think
Date: June 1, 2012 at 10:49 AM

On Jun 1, 2012 1:49 AM, "Evgenii Rudnyi" <usenet@rudnyi.ru> wrote:
On 29.05.2012 23:17 Rami Rustom said the following:

On Tue, May 29, 2012 at 2:48 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

On 28.05.2012 22:10 Rami Rustom said the following:

...

By thoughts, I mean images. The image is a thought.

I do not understand how a thought could be an image. In my
vocabulary these two are completely different entities. In other
words, in my understanding the three dimensional word that I
consciously perceive and my thoughts are independent from each
other. I do not see how they could be the same thing.

Thoughts and perceptions are similar in that they both are
phenomenon of the mind.

Then what about to employ a term mental activity in this respect? But then 
thoughts and perceptions are different mental activities.

When your eyes sense the computer screen in front of you, it is not
sending that image directly to your mind. Instead, it sends some raw
sense data and then your mind interprets that data based on theories
that your mind has about sight. The image is not exactly what exists
in reality.

Indeed, but this is visual conscious experience.



Thoughts are similar. Consider what happens when a friend of yours
says a sentence to you. The idea he is intending to convey is not
directly sent directly to your mind. Your ears first collect the
vibrations in the air and your eyes collect the photons bouncing off
his body. Then your mind, using meta-theories about sight and
hearing, interprets the raw sense data into words, inflection, and
body language. Finally your mind, using other meta-theories,
interprets those words and inflection and body language into an idea.
That idea is not exactly what your friend intended.

Consider a newborn at birth, or as soon as she begins to react to
her vision. Put a mirror in front of her. Does she know what she's
looking at? Does she see an image? Does her mind even know how to
interpret what her eyes are sensing? No. These things are learned.

I do not think that there is a definite answer to this questions. I believe that it is 
better to distinguish between what one believes and what has been researched.

You mean empirical evidence? Its impossible to acquire empirical
evidence about what people think or perceive. We can not "measure"
what the mind thinks or perceives with machines.

Our only resort is non-empirical criticism. Do you have a criticism?

The mind must learn how to interpret sense data similar to the way
the mind must learn how to interpret the English language.

You may find some papers at

http://infancyresearch.com/

For example there is a discussion of triadic attention

Striano, T. & Stahl, D. (2005). Sensitivity to triadic attention in early infancy. 
Developmental Science, 8(4), 333-343.
http://infancyresearch.com/PDFs/2005_Sensitivitytotriadicattentioninearlyinfancy
DevelopmentalScience.pdf

http://infancyresearch.com/
http://infancyresearch.com/PDFs/2005_SensitivitytotriadicattentioninearlyinfancyDevelopmentalScience.pdf


"The findings from Study 2 showed that both alternating
visual attention and positive affect are aspects of
joint attention to which 3- to 9-month-old infants are
sensitive."

I said newborns at birth. Thats before 3 months. By 3 months, babies
have learned a lot about how to interpret their sense data.

What happens with thoughts at this age is an open questions. Also there are 
experiments that show that visual conscious experience is already available for 
example by monkeys.

I'm not sure what you mean. Humans are not the only species that sees the 
world.

Your statement that all mental activities are thoughts contradict to the accepted 
terminology.

Terminology doesn't matter. As long as we understand each others
intended meaning, we'll be fine.

Two small additional remarks to this problem. First, you are right
that when you say that if image in the mirror is in the brain, then
the whole perceived three dimensional world should be also in the
brain (or in the mind if you like it more).

I don't know what you mean by 'whole perceived 3-dimensional world
should be also in the mind. Could you rephrase?

I visually experience a 3D world in which I am located. Yet, you are right that this 
is visual conscious experience produced by the brain. As you have written 
below photons go to retina and then processed by the natural neural nets. As 
such, it could be logical to state that the 3D world that I perceive is in my head, 



as this is the results of information processing in my brain.

Some paradox in this position that I personally like is described
in

Max Velmans, Where experiences are: Dualist, physicalist, enactive
and reflexive accounts of phenomenal consciousness, Phenomenology
and the Cognitive Sciences, Volume 6, Number 4 (2007), 547-563

and as I find it entertaining, I will quote it below.

"if one accepts that

a) The phenomenal world appears to have spatial extension to the
perceived horizon and dome of the sky.

b) The phenomenal world is really inside the brain.

Ah. This idea is one that denies that reality exists. That reality
is only real in so far as the mind perceives it. But that is wrong.
If all humans died, the Multiverse would still exist. There would be
no human minds to perceive it, but it would still exist.

It is not. It is just logical consequences from the statements that I believe are the 
same as you say

a) Photons go to retina
b) This causes neuron spikes
c) Neuron spikes causes visual conscious experience

Please show what is wrong with such a logic.

What logic? I still don't know what you are asserting. Are you saying
reality doesn't exist?

It follows that



c) The real skull (as opposed to the phenomenal skull) is beyond
the perceived horizon and dome of the sky."

Second, on the picture describing the work of the mirror there are
lines that go after the mirror, that is, to the position outside of
the brain. This fact is interestingly interpreted in

Rupert Sheldrake, The Sense of Being Stared At — Part 2: Its
Implications for Theories of Vision, Journal of Consciousness
Studies, Volume 12, Number 6, 2005 , pp. 32-49(18).

where the authors discusses a naive question, if the image is in
the brain why in all physics textbook there are lines going after
the mirror.

Because that is how our minds interpret photons. Our minds *guess*
that the photons go in straight lines. The part of our minds that
interpret sight data do not understand that mirror reflect light.
But a more universal part of our minds, the part that generates
thoughts, does know that mirrors reflect light, so we do not actually
believe that objects exist on the other side of the mirror. Note that
animals do not have sophisticated minds that can know that mirrors
reflect light, and so the part of their minds that interpret sight
data causes them to think that there is stuff on the other side of
the mirror.

The problem is that the image on the picture is outside of the brain. Hence there 
is a logical problem described above, as conscious visual experience is the 
result of information processing in the brain, how I see my image after the 
mirror?

Because the part of your brain that processes sight sense data
interprets the stream of photons coming from the mirror as though
there was no mirror. And its the thinking part your brain that
processes ideas and interprets that image as one coming from a mirror.



Above raises a question, is the brain in the world or the world in
the brain?

Brain is in the world.

Then you have to explain how conscious visual experience, that the 3D world 
that you visually perceive is outside of your brain. This looks very 
counterintuitive but please follow your own logic.

I still don't understand what the problem is. What is counter-intuitive?

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] BOI paperback (US) and t-shirt are now available!
Date: June 1, 2012 at 11:29 AM

The Beginning of Infinity has just been published in paperback in the US:
http://amzn.to/JEgrfj

And there's a t-shirt!
http://goo.gl/KEHWT

-- David Deutsch

-- 

http://amzn.to/JEgrfj
http://goo.gl/KEHWT


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 1, 2012 at 1:16 PM

On 31.05.2012 23:48 Alan Forrester said the following:

On 31 May 2012, at 21:35, Evgenii Rudnyi wrote:

On 28.05.2012 20:31 Alan Forrester said the following:

...

There are scientific theories that describe results of experiments
more accurate then others. The problem however is that it is hard
to determine whether a particular experimental point is just an
outlier or not. In other words, it is usually unclear what
represents objective reality (provided it exists) better.

It's not usually unclear which of two competing theories is better if
you do well-designed experiments.

Also, if you think objective really doesn't exist, do you look both
ways before crossing the street, and if so why?

Because for example my brain is aware of correlations between different images 
that it obtains from retina and possible consequences. Think of software that can 
destroy itself by rewriting over its code.

Probably they have read Beginning of Infinity. To speak
seriously, I would prefer that scientific authors describe
their findings in a neutral way.

Good luck finding a paper where people do that. To publish a
paper you have to do something new and explain why it's new and
what gives it an advantage over competing ideas in some respect.
That's saying that one idea is better than another. Neutral
papers don't get published, and rightly so.

Could you please give an example of a scientific paper that



supports your statement?

Every paper on this list reports something new, or purports to
explain something in a better way than how it has previously been
explained:

http://arxiv.org/list/quant-ph/new

I took the first paper

An open source MATLAB program for fast numerical Feynman integral 
calculations for open quantum system dynamics on GPUs
Authors: Nikesh S. Dattani

There is neither word 'good' there nor 'bad'.

This is the abstract of the paper

"This MATLAB program calculates the dynamics of the reduced density matrix of 
an open quantum system modeled by the Feynman-Vernon model. The user 
gives the program a vector describing the coordinate of an open quantum 
system, a hamiltonian matrix describing its energy, and a spectral distribution 
function and temperature describing the environment's influence on it, in addition 
to the open quantum system's intial density matrix and a grid of times. With this, 
the program returns the reduced density matrix of the open quantum system at all 
(or some) moments specified by that grid of times. This overall calculation can be 
divided into two stages: the setup of the Feynman integral, and the actual 
calculation of the Feynman integral for time-propagation of the density matrix. 
When this program calculates this propagation on a multi-core CPU, it is this 
propagation that is usually the rate limiting step of the calculation, but when it is 
calculated on a GPU, the propagation is calculated so quickly that the setup of 
the Feynman integal actually becomes the rate limiting step for most cases tested 
so far. The overhead of transfrring information from the CPU to the GPU and 
back seems to have negligible effect on the overall runtime of the program. When 
the required information cannot fit on the GPU, the user can choose to run the 
entire program on a CPU."

Could you please clarify your statement on this example that you have 
suggested? In my view it confirms my point that scientific papers are written in a 
neutral way.

http://arxiv.org/list/quant-ph/new


Now, to answer your question directly. If Beginning of
Infinity cannot answer questions unambiguously, then I do not
understand why it was necessary to employ so much pathos in the
book.

Pathos is "the quality or power in an actual life experience or
in literature, music, speech, or other forms of expression, of
evoking a feeling of pity  or compassion." Where is that done in
the book?

I would say that the statement "Problems are soluble" repeated so
many times in the book is an element evoking compassion.

Why?

Why do I think this way? This feeling is instantiated in my brain by my 
subconsciousness and it has not reported me why it has done so.

Or do you mean why "Problems are soluble" evoke compassion? This is a typical 
way how marketing works but why, I do not know. I just know that good marketing 
brings good results indeed.

...

That's fine. Then there should be anyway some function that takes
an organic molecule as an input and gives us how much information
it contains. Do you know such a function?

The molecule should be adapted for a particular purpose and you can
tell if this is so by trying to change it at random and see if it
gets worse at carrying out is supposed function.

I have not understood. Do you mean that it is possible to evaluate 
information/knowledge for an organic molecule or not? If yes, has it already been 
done?

...



Science isn't based on nominalism, or on anything else.

I will search on relationship of nominalism and modern science to
check whether my statement was correct.

In any case, science is based on several absolute presuppositions
(the term by Collingwood). One of them for example is the existence
of objective knowledge. Yet you cannot prove it, you can just take
it as a belief.

Science isn't based on anything. Scientific knowledge is created by
conjecture and criticism. We need not take anything as an "absolute
presupposition": we can throw any idea under the bus if it turns out
to be wrong. See "Realism and the Aim of Science" by Karl Popper,
especially the preface and Chapter I, Sections 1 and 2.

Do you mean that science does not need belief in objective knowledge? Or what 
about that there are inexorable physical laws? Will science function without such 
an absolute presupposition?

Evgenii

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 1, 2012 at 1:20 PM

On 01.06.2012 05:23 Elliot Temple said the following:

On May 31, 2012, at 1:35 PM, Evgenii Rudnyi wrote:

...

That's fine. Then there should be anyway some function that takes
an organic molecule as an input and gives us how much information
it contains. Do you know such a function?

There's no such thing for molecules in general. They might have been
storing information by their location, for example. And how much
information would depend on how many allowable locations there were.
So information content depends on context.

I also believe that information is context dependent.

Yet this raises the question what is then the objective knowledge. If I cannot 
evaluate knowledge in some physical object, then what does it mean that the 
objective knowledge exists?

Evgenii

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 1, 2012 at 1:55 PM

On 30.05.2012 22:51 Elliot Temple said the following:

On May 19, 2012, at 2:27 PM, Evgenii Rudnyi wrote:

On 19.05.2012 21:00 Alan Forrester said the following:
On 19 May 2012, at 18:41, Evgenii Rudnyi wrote:

...

So, if we consider an idea according to nominalism, it is hard
to imagine that it could be objectively flawed. It is after all
just some notation.

If universals don't exist independent of the mind, then we can't
be communicating because there would be no way to agree on a
code. It would even be possible to identify two letter "e"s in
the same font. Nor could we survive because the concept of
"water" is a universal, so if there are no universals then we
couldn't identify water and we'd all die of thirst.

Do you mean that all nominalists were just stupid people?

I take it you're implying there is some other way to approach this so
their position doesn't violate common sense so badly. That they meant
something a bit differently than Alan took it as.

Well, what is it? What is the non-stupid meaning/interpretation?

For example

http://plato.stanford.edu/entries/ockham/

"William of Ockham (c. 1287–1347) is, along with Thomas Aquinas and John 
Duns Scotus, among the most prominent figures in the history of philosophy 

http://plato.stanford.edu/entries/ockham/


during the High Middle Ages. He is probably best known today for his espousal of 
metaphysical nominalism; indeed, the methodological principle known as 
“Ockham's Razor” is named after him."

...

That's explained in BoI Chapter 1. A good explanation is hard to
vary while still explaining what it is supposed to explain, a
bad explanation is easy to vary.

Could you please next time when you employ a term "good
explanation" apply this rule and prove unambiguously that your good
explanation good indeed?

We're fallibilists. We don't prove our ideas. The demand for proof
cannot be met.

Then it is unclear how you come to conclusion that this is good or bad.

The proper approach is as follows: we (or anyone) propose ideas and
if you (or anyone) have no criticism of an idea then it stands (for
now). If you think something is wrong, criticize the flaw(s) you see.
If you see no flaws you should accept it.

The problem is that different people usually do not agree what is flaw. What could 
be possible by reason is to find a logical contradiction. Usually however there are 
several logically correct but nevertheless different theories. The question is what 
to do in this case when people just take different assumptions, like nominalism 
vs. realism.

Evgenii



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 1, 2012 at 2:10 PM

On 31.05.2012 01:46 Elliot Temple said the following:

On May 19, 2012, at 11:24 AM, Evgenii Rudnyi wrote:

On 19.05.2012 14:44 Rami Rustom said the following:
On Sat, May 19, 2012 at 5:18 AM, Evgenii
Rudnyi<usenet@rudnyi.ru> wrote:

...

Second, if to talk about explanation as such, why one has won a
competition, I am afraid, that we are close to the dialog between
Socrates and Menon

"Can you tell me, Socrates, whether virtue is acquired by teaching
or by practice; or if neither by teaching nor practice, then
whether it comes to man by nature, or in what other way?"

It looks like that since then the progress in solving this problem
is hardly noticeable.

Virtue is acquired by learning -- by guesses and criticism.

I believe that there are different viewpoints on this subject. First, it is necessary to 
determine what is virtue and here comes the question whether it objectively exists 
independent from human mind or not.

Second it to speak about learning, there are as usual different camps. As far as I 
know, in social sciences there is no agreement on what is inherited and what is 
learned. If we take natural sciences then it becomes even more complicated as 
then it is unclear what is learning in a deterministic Universe.

The reason this progress isn't noticeable to you is that you have not
yet learned epistemology.



...

I agree but my point was not that "free will is illusion" is
true. I have just shown that such a viewpoint enjoys a
widespread use in modern sciences.

The fact that you think that you should show that a viewpoint
enjoys a widespread use in modern sciences *suggests* that you
believe that *more* widespread adoption that X is true, means
that X is true. Of course I could be wrong.

Actually I do not share opinion that free will does not exist. I am
in the age of the midlife crisis and I find a problem of meaning of
life as meaningful.

However, being a former scientist I do not see yet how it could
work. So far I am just collecting different opinions.

Here we're looking for truths not opinions.

How would you define truth?

On the other hand, science starts with a literature survey. It helps as the life is 
relatively short.

Evgenii

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: June 1, 2012 at 2:14 PM

On 31.05.2012 01:53 Elliot Temple said the following:

On May 27, 2012, at 1:31 PM, Evgenii Rudnyi wrote:

Jeffrey Gray from Consciousness: Creeping on the hard problem

p. 275. "Suppose yourself in a seemingly tranquil and innocuous
conversation with the Dearly Beloved (as 'significant others'
were once, more romantically, called). She (or he, to taste) says
something wounding (or rejecting, or arousing your jealousy, also
according to taste). At first, you merely notice the offending
remark and carry on the conversation as before, perhaps calmly
thinking 'I can ignore that', or 'it isn't all that important
anyway'. But then - and again it takes some seconds to happen -
you start to feel a knot in the stomach, a clenching in the jaws,
a clamminess in the hands, a tremulousness in the voice. The
wounding remark has after all hit home, it just took you some
time to find out."

As you see there are at least two entities. First "I" that tries to
ignore the bad remark, second is a body that just reacts to the
remark independently from the will of "I".

This is assertion and myth, not argument or fact.

I do not know what you mean by an argument or a fact, so I cannot comment.

People interpret their body as just doing things automatically and
claim such things happen. But why should we believe them? They don't
know what they are talking about, they have large incentives to
say/believe this, and their claims are incompatible with (Popperian)
epistemology.

How would you prove that if something is incompatible with Popperian 
epistemology, then it is false? In other words, why I should believe you?



Evgenii

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: June 1, 2012 at 2:17 PM

On 31.05.2012 02:04 Elliot Temple said the following:

On May 28, 2012, at 9:07 AM, Evgenii Rudnyi wrote:

You should look at Libet's experiments and the following
development. Consciousness comes too late, it takes about a quarter
of second to instantiate conscious experience. So the story "I have
seen the ball and then I have hit it" is rather an illusion. Sooner
your body makes the hit unconsciously and then you obtain report
about what has already happened in your conscious experience. Look
for example for a recent paper

To be precise, I think it's confabulation rather than illusion. One
manufactures false memories after the fact.

I would agree that there are different way to interpret these results. By the way 
recently there was a book in this respect

Conscious Will and Responsibility: A Tribute to Benjamin Libet (Oxford Series in 
Neuroscience, Law and Philosophy)

Also, it's not "your body" that makes the hit. Your mind is very much
involved in figuring out where to swing, how to direct the muscles,
how to coordinate your motions, etc... Just because there isn't time
to subvocalize a conscious discussion doesn't mean your mind isn't
doing computations and controlling the action.

By mind, do you mean subconsciousness?

Evgenii

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: June 1, 2012 at 2:29 PM

On 31.05.2012 07:08 Elliot Temple said the following:

On May 21, 2012, at 11:34 AM, Evgenii Rudnyi wrote:

On Sun, May 20, 2012 at 6:02 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

Please give me an example of a situation where you believe that
it is necessary to hurt a child.

Sometimes a child would like to execute a behavioral pattern after
cop[y]ing an irrational meme. Unfortunately it is not always
possible to convince him rationally not to do it.

This is exactly the attitude that propagates irrationality.

You fail to persuade, **assume you are right anyway**, and force your
way.

In order to persuade it is necessary fist to reach a state when all participants 
could talk rationally. This is however an open question how to reach it.

So every time you're wrong, and your child knows better, you hurt him
and punish him for his wisdom.

That is one of the things destroying the world.

You pretend to hurt children because your arguments -- which have
just failed -- are strong. That is not the case. You do it because
your arguments are too weak and you want your way anyway.

This may be common place but it is also disgusting and immoral. This
is hurting children for the sake of doing evil. It's a rejection of
truth seeking and reason in favor of violence.



There are many nice ideas, for example it is hard to say what is wrong with the 
communism as an idea. Yet, somehow the communism just does not work in the 
human society.

Evgenii

-- 



From: Alan Forrester <alanmichaelforrester@gmail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 1, 2012 at 2:58 PM

On 1 Jun 2012, at 18:16, Evgenii Rudnyi wrote:

On 31.05.2012 23:48 Alan Forrester said the following:

On 31 May 2012, at 21:35, Evgenii Rudnyi wrote:

On 28.05.2012 20:31 Alan Forrester said the following:

...

There are scientific theories that describe results of experiments
more accurate then others. The problem however is that it is hard
to determine whether a particular experimental point is just an
outlier or not. In other words, it is usually unclear what
represents objective reality (provided it exists) better.

It's not usually unclear which of two competing theories is better if
you do well-designed experiments.

Also, if you think objective really doesn't exist, do you look both
ways before crossing the street, and if so why?

Because for example my brain is aware of correlations between different images 
that it obtains from retina and possible consequences. Think of software that 
can destroy itself by rewriting over its code.

Either you can control the world just by thinking about it, or you admit that there is 
large part of what you experience that you don't control. If the latter is true, then 
all you're doing is taking realism and making it a worse explanation by adding a 
qualification to it. If the former, you should be willing to eat razor blades, dive 
head first into a vat of hydrofluoric acid and so on because there are no 
consequences to your actions other than what you want.

Probably they have read Beginning of Infinity. To speak
seriously, I would prefer that scientific authors describe
their findings in a neutral way.



Good luck finding a paper where people do that. To publish a
paper you have to do something new and explain why it's new and
what gives it an advantage over competing ideas in some respect.
That's saying that one idea is better than another. Neutral
papers don't get published, and rightly so.

Could you please give an example of a scientific paper that
supports your statement?

Every paper on this list reports something new, or purports to
explain something in a better way than how it has previously been
explained:

http://arxiv.org/list/quant-ph/new

I took the first paper

An open source MATLAB program for fast numerical Feynman integral 
calculations for open quantum system dynamics on GPUs
Authors: Nikesh S. Dattani

There is neither word 'good' there nor 'bad'.

This is the abstract of the paper

"This MATLAB program calculates the dynamics of the reduced density matrix 
of an open quantum system modeled by the Feynman-Vernon model. The user 
gives the program a vector describing the coordinate of an open quantum 
system, a hamiltonian matrix describing its energy, and a spectral distribution 
function and temperature describing the environment's influence on it, in 
addition to the open quantum system's intial density matrix and a grid of times. 
With this, the program returns the reduced density matrix of the open quantum 
system at all (or some) moments specified by that grid of times. This overall 
calculation can be divided into two stages: the setup of the Feynman integral, 
and the actual calculation of the Feynman integral for time-propagation of the 
density matrix. When this program calculates this propagation on a multi-core 
CPU, it is this propagation that is usually the rate limiting step of the calculation, 
but when it is calculated on a GPU, the propagation is calculated so quickly that 
the setup of the Feynman integal actually becomes the rate limiting step for 

http://arxiv.org/list/quant-ph/new


most cases tested so far. The overhead of transfrring information from the CPU 
to the GPU and back seems to have negligible effect on the overall runtime of 
the program. When the required information cannot fit on the GPU, the user can 
choose to run the entire program on a CPU."

Could you please clarify your statement on this example that you have 
suggested? In my view it confirms my point that scientific papers are written in a 
neutral way.

"[T]he propagation is calculated so quickly that the setup of the Feynman integal 
actually becomes the rate limiting step for most cases tested so far"

In other words, "we're really bad ass at simulating the Feynman-Vernon model 
because we used a new way of doing it that involves a GPU."

Now, to answer your question directly. If Beginning of
Infinity cannot answer questions unambiguously, then I do not
understand why it was necessary to employ so much pathos in the
book.

Pathos is "the quality or power in an actual life experience or
in literature, music, speech, or other forms of expression, of
evoking a feeling of pity  or compassion." Where is that done in
the book?

I would say that the statement "Problems are soluble" repeated so
many times in the book is an element evoking compassion.

Why?

Why do I think this way? This feeling is instantiated in my brain by my 
subconsciousness and it has not reported me why it has done so.

Or do you mean why "Problems are soluble" evoke compassion? This is a 
typical way how marketing works but why, I do not know. I just know that good 
marketing brings good results indeed.

So you feel compassion when you hear it. But that has nothing to do with 
anything. The reason why David says "problems are soluble" is because 



problems are actually soluble and he is arguing about this idea.

That's fine. Then there should be anyway some function that takes
an organic molecule as an input and gives us how much information
it contains. Do you know such a function?

The molecule should be adapted for a particular purpose and you can
tell if this is so by trying to change it at random and see if it
gets worse at carrying out is supposed function.

I have not understood. Do you mean that it is possible to evaluate 
information/knowledge for an organic molecule or not? If yes, has it already 
been done?

This is a way to test for whether or not it has knowledge. For example, lots of 
children are born with small variants of genes that work well in other people and 
end up with horrible disabilities as a result.

Science isn't based on nominalism, or on anything else.

I will search on relationship of nominalism and modern science to
check whether my statement was correct.

In any case, science is based on several absolute presuppositions
(the term by Collingwood). One of them for example is the existence
of objective knowledge. Yet you cannot prove it, you can just take
it as a belief.

Science isn't based on anything. Scientific knowledge is created by
conjecture and criticism. We need not take anything as an "absolute
presupposition": we can throw any idea under the bus if it turns out
to be wrong. See "Realism and the Aim of Science" by Karl Popper,
especially the preface and Chapter I, Sections 1 and 2.

Do you mean that science does not need belief in objective knowledge? Or what 
about that there are inexorable physical laws? Will science function without such 
an absolute presupposition?



They're not presuppositions, they could, in principle, be refuted.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 1, 2012 at 3:00 PM

On Jun 1, 2012, at 10:20 AM, Evgenii Rudnyi wrote:

On 01.06.2012 05:23 Elliot Temple said the following:

On May 31, 2012, at 1:35 PM, Evgenii Rudnyi wrote:

...

That's fine. Then there should be anyway some function that takes
an organic molecule as an input and gives us how much information
it contains. Do you know such a function?

There's no such thing for molecules in general. They might have been
storing information by their location, for example. And how much
information would depend on how many allowable locations there were.
So information content depends on context.

I also believe that information is context dependent.

Yet this raises the question what is then the objective knowledge. If I cannot 
evaluate knowledge in some physical object, then what does it mean that the 
objective knowledge exists?

Objective knowledge is contextual. So what?

If someone/something was using the location of an atom for information storage, 
that person/thing knows how to retrieve the information and exists objectively in 
reality.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 1, 2012 at 3:03 PM

On Jun 1, 2012, at 11:10 AM, Evgenii Rudnyi wrote:

On 31.05.2012 01:46 Elliot Temple said the following:

On May 19, 2012, at 11:24 AM, Evgenii Rudnyi wrote:

On 19.05.2012 14:44 Rami Rustom said the following:
On Sat, May 19, 2012 at 5:18 AM, Evgenii
Rudnyi<usenet@rudnyi.ru> wrote:

...

Second, if to talk about explanation as such, why one has won a
competition, I am afraid, that we are close to the dialog between
Socrates and Menon

"Can you tell me, Socrates, whether virtue is acquired by teaching
or by practice; or if neither by teaching nor practice, then
whether it comes to man by nature, or in what other way?"

It looks like that since then the progress in solving this problem
is hardly noticeable.

Virtue is acquired by learning -- by guesses and criticism.

I believe that there are different viewpoints on this subject.

There are but I was aiming to tell you the right answer. Do you have a criticism of 
it?

First, it is necessary to determine what is virtue and here comes the question 
whether it objectively exists independent from human mind or not.

Virtue is stuff to make your life better by your own standards.



Second it to speak about learning, there are as usual different camps. As far as 
I know, in social sciences there is no agreement on what is inherited and what is 
learned. If we take natural sciences then it becomes even more complicated as 
then it is unclear what is learning in a deterministic Universe.

Agreement isn't truth. Who cares.

The reason this progress isn't noticeable to you is that you have not
yet learned epistemology.

...

I agree but my point was not that "free will is illusion" is
true. I have just shown that such a viewpoint enjoys a
widespread use in modern sciences.

The fact that you think that you should show that a viewpoint
enjoys a widespread use in modern sciences *suggests* that you
believe that *more* widespread adoption that X is true, means
that X is true. Of course I could be wrong.

Actually I do not share opinion that free will does not exist. I am
in the age of the midlife crisis and I find a problem of meaning of
life as meaningful.

However, being a former scientist I do not see yet how it could
work. So far I am just collecting different opinions.

Here we're looking for truths not opinions.

How would you define truth?

Correspondence with reality.

Non-mistakes.



Why do I need to define it? You know what it is, don't you?

If you don't know what truth is, you should look it up in the dictionary. And if that 
doesn't help, explain what the problem is instead of merely asking a question that 
gives no indication of where you're getting stuck.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Caring what other people think
Date: June 1, 2012 at 3:04 PM

On Jun 1, 2012, at 11:14 AM, Evgenii Rudnyi wrote:

On 31.05.2012 01:53 Elliot Temple said the following:

On May 27, 2012, at 1:31 PM, Evgenii Rudnyi wrote:

Jeffrey Gray from Consciousness: Creeping on the hard problem

p. 275. "Suppose yourself in a seemingly tranquil and innocuous
conversation with the Dearly Beloved (as 'significant others'
were once, more romantically, called). She (or he, to taste) says
something wounding (or rejecting, or arousing your jealousy, also
according to taste). At first, you merely notice the offending
remark and carry on the conversation as before, perhaps calmly
thinking 'I can ignore that', or 'it isn't all that important
anyway'. But then - and again it takes some seconds to happen -
you start to feel a knot in the stomach, a clenching in the jaws,
a clamminess in the hands, a tremulousness in the voice. The
wounding remark has after all hit home, it just took you some
time to find out."

As you see there are at least two entities. First "I" that tries to
ignore the bad remark, second is a body that just reacts to the
remark independently from the will of "I".

This is assertion and myth, not argument or fact.

I do not know what you mean by an argument or a fact, so I cannot comment.

People interpret their body as just doing things automatically and
claim such things happen. But why should we believe them? They don't
know what they are talking about, they have large incentives to
say/believe this, and their claims are incompatible with (Popperian)
epistemology.

How would you prove that if something is incompatible with Popperian 



epistemology, then it is false? In other words, why I should believe you?

We don't prove anything.

Popperian epistemology is the best known epistemology. There exist no 
criticisms/refutations of it, and there exist criticisms/refutations of all other 
epistemologies.

So if you contradict Popperian epistemology, which has no criticism, why would 
you do that? If you see nothing wrong with it, no criticism, you shouldn't reject it.

And if you use any other epistemology, which is refuted, that doesn't make sense. 
Why use something known to have flaws?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Caring what other people think
Date: June 1, 2012 at 3:07 PM

On Jun 1, 2012, at 11:29 AM, Evgenii Rudnyi wrote:

On 31.05.2012 07:08 Elliot Temple said the following:

On May 21, 2012, at 11:34 AM, Evgenii Rudnyi wrote:

On Sun, May 20, 2012 at 6:02 AM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

Please give me an example of a situation where you believe that
it is necessary to hurt a child.

Sometimes a child would like to execute a behavioral pattern after
cop[y]ing an irrational meme. Unfortunately it is not always
possible to convince him rationally not to do it.

This is exactly the attitude that propagates irrationality.

You fail to persuade, **assume you are right anyway**, and force your
way.

In order to persuade it is necessary fist to reach a state when all participants 
could talk rationally. This is however an open question how to reach it.

No. Total rationality is impossible and is not a prerequisite for discussion. We 
have to start where we are and make progress from there. How? By identifying 
conflicts, mistakes, flaws, problems, etc, and finding solutions, answers, good 
ideas, etc... Sometimes that will require the people change/improve because their 
initial mistakes are incompatible. But if so they can change in the limited 
*relevant* ways as part of the problem solving and improvement process. They 
don't need to just improve about everything in advance of a concrete problem.

So every time you're wrong, and your child knows better, you hurt him
and punish him for his wisdom.



That is one of the things destroying the world.

You pretend to hurt children because your arguments -- which have
just failed -- are strong. That is not the case. You do it because
your arguments are too weak and you want your way anyway.

This may be common place but it is also disgusting and immoral. This
is hurting children for the sake of doing evil. It's a rejection of
truth seeking and reason in favor of violence.

There are many nice ideas, for example it is hard to say what is wrong with the 
communism as an idea. Yet, somehow the communism just does not work in the 
human society.

It's not hard to say what's wrong with communism as an idea. It's already been 
published repeatedly. For example, Mises' economic calculation argument. or 
Atlas Shrugged.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Measures (was: Free will in MWI)
Date: June 1, 2012 at 7:06 PM

On May 31, 7:33 pm, Elliot Temple <c...@curi.us> wrote:

In classical physics, one inch contains infinitely many points. Two inches also 
contains infinitely many points. But despite both having infinitely many points, 
one is bigger -- it has a measure (length) that's twice as big.

-- Elliot Templehttp://curi.us/

Yes, that makes sense to me. And so if I set up an experiment such
that 90% of photons pass through a piece of glass and 10% bounce off,
then create a photon generator that produces exactly one photon, in
the multiverse there are an infinite number of universes in the 10%
bounce off category and an infinite number in the 90% bounce off
category, yet even though both numbers are infinite the ratio is still
9 to 1. The effect is that 90% of the time I find myself in a "pass
through" universe rather than a "bounce off" universe. The one inch to
two inches analogy definitely helps, thanks.

Steve

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] choice
Date: June 1, 2012 at 9:05 PM

On 01/06/2012, at 7:38 PM, "Brian Scurfield" <briankscurfield@gmail.com> 
wrote:

On Friday, June 1, 2012, Brett Hall <brhalluk@hotmail.com> wrote:

When a choice is made in my mind I just witness that thought which leads to 
one path being taken rather than another. I simply witness it. I am a passive 
observer. I am the subject of my experience and one type of special - and 
important - experience I have is of choices being made. The choices occur and 
'I' even feel certain things. Or more precisely - feelings arise. Thoughts arise. 
But I am also not those feelings. I experience those feelings. I experience 
those thoughts. I experience the choices. But I am in ultimate control of none 
of it. I take no credit nor any blame for what I witness going on in my mind from 
one moment to the next anymore than I take credit for what I witness outside 
of it. I simply perceive and interpret.

I can be without thoughts and without choices but I can still *be*. The only way 
I could not exist is if I were not conscious at all.

When you experienced the thought that you are just a witness, how did that 
knowledge arise, assuming you are just a witness?

You are not identical to the stream of thoughts in your head. Including that very 
thought. That thought too can disappear.

When you 'notice' (I know of no better word) that you are without thought...that's 
not a thought. You have that thought later, after the experience. It's after the 
experience it's put into words as a theory of sorts. The thought about being a 
witness is a conjecture that explains the break you have with your stream of 
thoughts. You can then reliably repeat such thoughtless states and observe once 
again what it's like. It's the state of having an 'empty mind' - although this might 
be misleading if you think that your mind is just your thoughts.

So how does the knowledge arise? I guess ultimately it is the same as any other 
way. It's conjectured and then criticised...but in this case the criticism is an 



observation of the contents of your own consciousness. You notice that you're 
right about the fact that you still do indeed exist even though you're not thinking.

Brett.



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Free Will
Date: June 1, 2012 at 9:05 PM

On Jun 1, 1:22 am, Brett Hall <brhal...@hotmail.com> wrote:
But how does that have anything to do with the fact that you cannot predict what 
you will next think? If you cannot predict what you will next think then in what 
sense are you in control of it? To know what you are going to think next means 
to think a thing before it's been thought - that makes no sense. We simply *do 
not know* how it is that we think.

Brett, you wrote a lot of stuff there. It took me a very long time to
get through it all, but for me and what I'm interested in the few
sentences above are the key. I reflect on what David Deutsch wrote in
Chapter 4 of BoI about the act of creation and I think about Walter
Isaacson's description of Einstein's struggle to come up with General
Relativity. As Deutsch points out, no one could have predicted what
Einstein would come up with, because such a prediction would be the
discovery itself. Even Einstein could not have predicted it. What
Einstein did, as we learn in Isaacson's description, is come up with
ideas (From where? From a place analogous to the place where seeds of
a particular plant get their genetic variation. We can let our ideas
die in our place). Einstein's genius may have lain in the ideas he
produced (the variation), but surely also it must have lain in his
ability to criticize his ideas (the selection). Now you will ask,
where does the criticism come from? Sure, you can analyze these things
all the way back, but it doesn't change the fact that Einstein
genuinely created something new, something that simply did not exist
in the world before he created it.

Was Einstein free to either create or not create this thing? I'd argue
that the multiverse view insists that he was. In some universes,
Einstein failed to criticize a wrong idea sufficiently. In others, the
right idea never occurred to him. In still others, he decided to go
sailing and was drowned. Because the inputs (a snatch of music, a
sunny day, a pretty girl) were random, no one could have predicted how
the complex software we called "Einstein" would react to them - such a
prediction would be Einstein. The randomness is not just due to a lack
of knowledge; it is fundamental randomness that is an inescapable
consequence of the multiverse.



But randomness is not free will. The thing that made Einstein special
in a way that a rock or a lake is not special is that Einstein could
take these various random input and still, through criticism and
testing, in a sizeable proportion of the multiverse, turn them into
his General Theory of Relativity. Life, and conscious life in
particular, makes large portions of the multiverse resemble one
another. As David Deutsch wrote, knowledge is information that, when
instantiated in a suitable environment, tends to preserve itself.
Einstein kicks back. So do you and I. It is this ability, to take in
random inputs and still make decisions that reflect our values and
desires, that is the essence of our free will. I can't predict what I
will think next, but I can control my reaction. I'm not going to shoot
anyone today, no matter what random thoughts enter my head. That's
what makes me "me", in this and many other universes.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] is global warming bad?
Date: June 1, 2012 at 10:11 PM

On Mar 29, 2012, at 11:02 AM, Rami Rustom wrote:

On Mar 29, 2012 11:14 AM, "Elliot Temple" <curi@curi.us> wrote:

making the globe warmer could be good. why do people assume it's bad?

the current environment wasn't specifically designed for us, as BoI explains.

human civilization is more constrained by cold than heat. we live at the equator 
but not the poles.

if the globe warms up a bit, that will increase habitable land. isn't that, prima 
facie, good?

But you're missing the idea that the temperature increase is not equal
across space and time. An increase in average temperature can cause
dry places to get drier, wet places to get wetter, wet places to
become dry, dry places to become wet, etc. The point is that localized
weather could change dramatically to the point that extreme whether
happens more frequently. So that means more tornadoes, hurricanes,
floods, etc.

Severe local changes in the weather could happen even if the global temperature 
average didn't change at all.

But no one is worried about that.

For what reason should I accept that are you presenting a serious legitimate 
concern worth drastic action to address, rather than just a fantasy story?

Another problem is that the ocean current belt system [thermohaline
circulation] could change.

lots of stuff could happen, global warming or not. so what?

Currently the ocean currents move warm



water to cold areas thus acting as a heat circulatory system like we
use in car engines. This makes the cold places warmer and the warm
places cooler. It has been conjectured that a sufficient increase

how much?

why should i accept this conjecture? this is pure appeal to authority (implicitly it 
was conjectured by *scientists*).

in
average global temperature could cause the belt to slowdown or even
shutdown. This would have the effect of causing the cold places to not
be warmed by warm water and the warm places to not be cooled by the
cold water, i.e. more extreme localized climates.

A belt system shutdown could mean [lets call this my guess] a major
ice age where the polar ice caps would grow so huge covering half of
America and Europe so these places would have a Siberian climate.

Recent studies have shown that a belt shutdown would require at least
an order of magnitude more of an increase in global temperature than
originally conjectured; so they say that such an event is at least a
hundred years away.

what you're saying is that recent studies have shown that such estimates are 
massively inaccurate. so, lesson learned?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] is global warming bad?
Date: June 1, 2012 at 11:15 PM

On 02/06/2012, at 12:11 PM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 29, 2012, at 11:02 AM, Rami Rustom wrote:

On Mar 29, 2012 11:14 AM, "Elliot Temple" <curi@curi.us> wrote:

making the globe warmer could be good. why do people assume it's bad?

the current environment wasn't specifically designed for us, as BoI explains.

human civilization is more constrained by cold than heat. we live at the 
equator but not the poles.

if the globe warms up a bit, that will increase habitable land. isn't that, prima 
facie, good?

But you're missing the idea that the temperature increase is not equal
across space and time. An increase in average temperature can cause
dry places to get drier, wet places to get wetter, wet places to
become dry, dry places to become wet, etc. The point is that localized
weather could change dramatically to the point that extreme whether
happens more frequently. So that means more tornadoes, hurricanes,
floods, etc.

Severe local changes in the weather could happen even if the global 
temperature average didn't change at all.

But no one is worried about that.

For what reason should I accept that are you presenting a serious legitimate 
concern worth drastic action to address, rather than just a fantasy story?

Another problem is that the ocean current belt system [thermohaline
circulation] could change.



lots of stuff could happen, global warming or not. so what?

Right. If we discovered a big asteroid heading towards us what importance would 
we place on things like lowering carbon dioxide output then?

If we just got hit with a massive asteroid with no warning, or if that Yellowstone 
super volcano erupted, the problem to solve and direct our resources towards, 
wouldn't be global warming, would it?

Like David points out, we need a general attitude towards problem solving and 
knowledge creation because it's hard (impossible) to prepare for problems we 
haven't yet encountered. So we need lots of scientists doing good pure and 
applied research to learn more stuff as quick as we can. Directing vast resources 
in order to avert problems we know about is bad if we're also constraining growth 
at the same time because this means our potential to discover knew problems is 
stymied. This seems to be the attitude with global warming - slow growth and 
progress in some ways and hope this helps solve that problem. So in my country 
for example we have a government who wants to tax companies more who 
produce the most carbon dioxide...to get them to move to other energy sources 
and artificially raising the cost of everything thats more carbon dioxide intensive. 
The problem with *that* is it ignores the fact that growth and progress are the 
very things that help us to identify and solve problems that we don't yet know 
about.

Why, of all the big problems that political and economic conversations could be 
filled with, is there this disproportionate emphasis upon one rather quirky climate 
science problem? We probably need to figure out ways to live at a higher 
temperature (build walls to keep the sea back from coastal cities) or to lower the 
temperature (mirrors in space or whatever).

Australia and South Africa just recently got jointly awarded the Square Kilometre 
Array radio telescope. There was some buzz about it being a waste of money and 
why don't we spend that money on solving problems we know about? Isn't pure 
science among the most important? That radio telescope will certainly uncover 
new problems and solve other present problems. It might even uncover some 
problem (say a stray neutron star heading towards our solar system or something 
wacky like this) that will make whatever supposed problem that climate change is 
seem like a welcome diversion in comparison.



Currently the ocean currents move warm
water to cold areas thus acting as a heat circulatory system like we
use in car engines. This makes the cold places warmer and the warm
places cooler. It has been conjectured that a sufficient increase

how much?

why should i accept this conjecture? this is pure appeal to authority (implicitly it 
was conjectured by *scientists*).

in
average global temperature could cause the belt to slowdown or even
shutdown. This would have the effect of causing the cold places to not
be warmed by warm water and the warm places to not be cooled by the
cold water, i.e. more extreme localized climates.

That's a problem, if it's true. If it is true - which it might be - don't some theories 
also say it's too late to do anything about it? Which of the predictions should we 
hedge our bets with? That it won't happen? That it will happen - but in just 1 year. 
Or it will happen - but not for 100 years? It seems that the idea that it *could* shut 
down is vacuous unless it's accompanied by some sort of prediction with an error. 
Like it will shut down in (10 +/- 5) years. Then we could criticise the prediction 
using the usual tools of science, I suppose.

A belt system shutdown could mean [lets call this my guess] a major
ice age where the polar ice caps would grow so huge covering half of
America and Europe so these places would have a Siberian climate.

And some places will get hotter. I her Siberia itself and Greenland can look 
forward to lovely warm climates. Good for their agriculture?

Recent studies have shown that a belt shutdown would require at least
an order of magnitude more of an increase in global temperature than
originally conjectured; so they say that such an event is at least a
hundred years away.

what you're saying is that recent studies have shown that such estimates are 
massively inaccurate. so, lesson learned?



What's the purpose of computer simulations of climate, given what we know 
about the climate and about computer simulations of them? Why do people do 
them?

I did some computer simulations of galaxy collisions last year. Even with some of 
the best supercomputers available, the number of particles is laughably low in 
comparison to how many stars really are in galaxies. And we ignore much of the 
dynamics of dark matter because we don't much understand it. I wouldn't want 
any money riding on the predictions I made because I know how simplified the 
models were. I did these simulations for fun, for a subject I was doing at uni. The 
purpose was to figure out what the galaxy pair Arp 271 would look like after they 
collided...and how long it would take. It was basically for fun...but my predictions - 
how could I ever really test them? The very prediction itself says we shouldn't 
expect to observe the collision for millions of years. So...can any action be taken 
based on such a prediction? I recognise my prediction was a basically useless 
learning exercise. I learned a bit about galaxy dynamics and such...and it was 
fun...but overall - a pointless exercise.

So why do people have so much confidence in climate models? Isn't what's going 
on there the same as with my galaxy exercise? I don't know much about climate 
simulations but I am guessing that modelling the climate is an exquisitly fine 
tuned affair. The slightest difference in variables like albedo or water vapour 
or...the list is going to be very long isn't it...is going to completely change your 
final outcome. In other words, your initial conditions (which can't be known with 
precision) and the model itself are going to be necessarily crude sketches of 
reality.

So apart from testing the computer programs themselves against observations in 
the real world, can computer simulation predictions of climate change (yet) be 
good enough to rely upon to inform government policy?

Again, why do climate scientists do computer simulations? Is it actually to inform 
government policy? Or are they doing it for other reasons...?

Brett.



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 2, 2012 at 2:14 AM

On 01.06.2012 20:58 Alan Forrester said the following:

On 1 Jun 2012, at 18:16, Evgenii Rudnyi wrote:

On 31.05.2012 23:48 Alan Forrester said the following:

On 31 May 2012, at 21:35, Evgenii Rudnyi wrote:

On 28.05.2012 20:31 Alan Forrester said the following:

...

Also, if you think objective really doesn't exist, do you look
both ways before crossing the street, and if so why?

Because for example my brain is aware of correlations between
different images that it obtains from retina and possible
consequences. Think of software that can destroy itself by
rewriting over its code.

Either you can control the world just by thinking about it, or you
admit that there is large part of what you experience that you don't
control. If the latter is true, then all you're doing is taking
realism and making it a worse explanation by adding a qualification
to it. If the former, you should be willing to eat razor blades, dive
head first into a vat of hydrofluoric acid and so on because there
are no consequences to your actions other than what you want.

I am afraid that we use different terminology. Let us take for example the 
simulation hypothesis:

http://www.simulation-argument.com/

that is, an assumption that we live in a Matrix. How would you define objective 
reality in this case?

http://www.simulation-argument.com/


Also a question to you to better understand your position. Is thinking a physical 
process or not?

...

Could you please clarify your statement on this example that you
have suggested? In my view it confirms my point that scientific
papers are written in a neutral way.

"[T]he propagation is calculated so quickly that the setup of the
Feynman integal actually becomes the rate limiting step for most
cases tested so far"

In other words, "we're really bad ass at simulating the
Feynman-Vernon model because we used a new way of doing it that
involves a GPU."

Well, they do not say it explicitly. This is a trick to write a paper in a such a way 
not to state "bad explanation or good explanation" explicitly but let a reader infer 
what a great thinker you are.

As I have said, it is not accepted in scientific practice to state explicitly that the 
the theory of your opponent is bad. A scientist criticizes other theories but it does 
not say they are good or bad. This what I observe in scientific papers and your 
examples just yet another empirical proof of it.

...

That's fine. Then there should be anyway some function that
takes an organic molecule as an input and gives us how much
information it contains. Do you know such a function?

The molecule should be adapted for a particular purpose and you
can tell if this is so by trying to change it at random and see
if it gets worse at carrying out is supposed function.

I have not understood. Do you mean that it is possible to evaluate
information/knowledge for an organic molecule or not? If yes, has
it already been done?



This is a way to test for whether or not it has knowledge. For
example, lots of children are born with small variants of genes that
work well in other people and end up with horrible disabilities as a
result.

I understand this argument but I do not see any way to quantify it. This is the 
problem. One says that there is information and knowledge but it seems to 
impossible to convert such statements into numerical models. This may imply that 
such an explanation might be not that good.

Your answers seem to imply that you also cannot quantify information in organic 
molecules. Could you please give a direct answer whether it is possible to 
determine information quantitatively in organic molecules or not?

Science isn't based on nominalism, or on anything else.

I will search on relationship of nominalism and modern science
to check whether my statement was correct.

In any case, science is based on several absolute
presuppositions (the term by Collingwood). One of them for
example is the existence of objective knowledge. Yet you cannot
prove it, you can just take it as a belief.

Science isn't based on anything. Scientific knowledge is created
by conjecture and criticism. We need not take anything as an
"absolute presupposition": we can throw any idea under the bus if
it turns out to be wrong. See "Realism and the Aim of Science" by
Karl Popper, especially the preface and Chapter I, Sections 1 and
2.

Do you mean that science does not need belief in objective
knowledge? Or what about that there are inexorable physical laws?
Will science function without such an absolute presupposition?

They're not presuppositions, they could, in principle, be refuted.



Could you please show how they could be refuted or falsified?

Evgenii

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 2, 2012 at 2:19 AM

On 01.06.2012 21:00 Elliot Temple said the following:

On Jun 1, 2012, at 10:20 AM, Evgenii Rudnyi wrote:

On 01.06.2012 05:23 Elliot Temple said the following:

On May 31, 2012, at 1:35 PM, Evgenii Rudnyi wrote:

...

That's fine. Then there should be anyway some function that
takes an organic molecule as an input and gives us how much
information it contains. Do you know such a function?

There's no such thing for molecules in general. They might have
been storing information by their location, for example. And how
much information would depend on how many allowable locations
there were. So information content depends on context.

I also believe that information is context dependent.

Yet this raises the question what is then the objective knowledge.
If I cannot evaluate knowledge in some physical object, then what
does it mean that the objective knowledge exists?

Objective knowledge is contextual. So what?

If someone/something was using the location of an atom for
information storage, that person/thing knows how to retrieve the
information and exists objectively in reality.

This is information that makes sense for that person and it may not make sense 
for another person. Hence I do not see, how this context dependent knowledge 
could be objective.



Evgenii

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: June 2, 2012 at 2:45 AM

On 01.06.2012 21:04 Elliot Temple said the following:

On Jun 1, 2012, at 11:14 AM, Evgenii Rudnyi wrote:

On 31.05.2012 01:53 Elliot Temple said the following:

On May 27, 2012, at 1:31 PM, Evgenii Rudnyi wrote:

Jeffrey Gray from Consciousness: Creeping on the hard problem

p. 275. "Suppose yourself in a seemingly tranquil and
innocuous conversation with the Dearly Beloved (as
'significant others' were once, more romantically, called).
She (or he, to taste) says something wounding (or rejecting,
or arousing your jealousy, also according to taste). At
first, you merely notice the offending remark and carry on
the conversation as before, perhaps calmly thinking 'I can
ignore that', or 'it isn't all that important anyway'. But
then - and again it takes some seconds to happen - you start
to feel a knot in the stomach, a clenching in the jaws, a
clamminess in the hands, a tremulousness in the voice. The
wounding remark has after all hit home, it just took you
some time to find out."

As you see there are at least two entities. First "I" that
tries to ignore the bad remark, second is a body that just
reacts to the remark independently from the will of "I".

This is assertion and myth, not argument or fact.

I do not know what you mean by an argument or a fact, so I cannot
comment.

People interpret their body as just doing things automatically
and claim such things happen. But why should we believe them?
They don't know what they are talking about, they have large



incentives to say/believe this, and their claims are incompatible
with (Popperian) epistemology.

How would you prove that if something is incompatible with
Popperian epistemology, then it is false? In other words, why I
should believe you?

We don't prove anything.

Popperian epistemology is the best known epistemology. There exist no
criticisms/refutations of it, and there exist criticisms/refutations
of all other epistemologies.

What would you say about this text

http://plato.stanford.edu/entries/epistemology/

Popper is not even mentioned in it. Is this text about epistemology or not? Or has 
this text been already refuted?

In general I do not follow your logic. I have quoted a famous psychologist who 
have been working in this area for long time and his views enjoy widespread use 
in science. You say

>This is assertion and myth, not argument or fact.

and then come to Popperian epistemology to justify your statement. Do you mean 
that the Popperian epistemology objectively shows that Jeffrey Gray is wrong?

Evgenii

-- 

http://plato.stanford.edu/entries/epistemology/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 2, 2012 at 3:12 AM

On 01.06.2012 21:03 Elliot Temple said the following:

On Jun 1, 2012, at 11:10 AM, Evgenii Rudnyi wrote:

On 31.05.2012 01:46 Elliot Temple said the following:

On May 19, 2012, at 11:24 AM, Evgenii Rudnyi wrote:

On 19.05.2012 14:44 Rami Rustom said the following:
On Sat, May 19, 2012 at 5:18 AM, Evgenii
Rudnyi<usenet@rudnyi.ru>  wrote:

...

Second, if to talk about explanation as such, why one has won
a competition, I am afraid, that we are close to the dialog
between Socrates and Menon

"Can you tell me, Socrates, whether virtue is acquired by
teaching or by practice; or if neither by teaching nor
practice, then whether it comes to man by nature, or in what
other way?"

It looks like that since then the progress in solving this
problem is hardly noticeable.

Virtue is acquired by learning -- by guesses and criticism.

I believe that there are different viewpoints on this subject.

There are but I was aiming to tell you the right answer. Do you have
a criticism of it?

For example, what about that virtue is inherited?



First, it is necessary to determine what is virtue and here comes
the question whether it objectively exists independent from human
mind or not.

Virtue is stuff to make your life better by your own standards.

Is this stuff exist independently from human mind?

Second it to speak about learning, there are as usual different
camps. As far as I know, in social sciences there is no agreement
on what is inherited and what is learned. If we take natural
sciences then it becomes even more complicated as then it is
unclear what is learning in a deterministic Universe.

Agreement isn't truth. Who cares.

Supposedly in the objective world there were many scientists who have criticized 
each other for long time. Along this way they have reached some agreement and 
at the same time better formulated on what agreement has not been reached. In 
my view, it makes sense to be informed about that.

...

However, being a former scientist I do not see yet how it
could work. So far I am just collecting different opinions.

Here we're looking for truths not opinions.

How would you define truth?

Correspondence with reality.

Non-mistakes.

Why do I need to define it? You know what it is, don't you?

If you don't know what truth is, you should look it up in the
dictionary. And if that doesn't help, explain what the problem is



instead of merely asking a question that gives no indication of where
you're getting stuck.

I was trying to understand your statement

>>> Here we're looking for truths not opinions.

because it puzzles me.

As for truth, I should say that recently I have listened to lectures of Maarten 
Hoenen Theorien der Wahrheit (Theories of Truth)

http://blog.rudnyi.ru/2012/01/theorien-der-wahrheit.html

hence your statement was especially interesting. By the way, the name of the 
course says that there are different theories of truth, so it is not that 
straightforward to define what truth it.

I should confess though that the correspondence theory of truth that you have 
expressed seems to be most widely accepted. By the way in his course Prof 
Hoenen talks a lot about

Anselm von Canterbury, Über die Wahrheit

who said that truth exists objectively. It seems that Anselm von Canterbury used 
to be a Popperian.

Said that I do not understand how you come to truth provided you ignore opinion 
of others. Could you please describe your statement

>>> Here we're looking for truths not opinions.

in more detail?

Evgenii

http://blog.rudnyi.ru/2012/01/theorien-der-wahrheit.html


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 2, 2012 at 3:14 AM

On Jun 1, 2012, at 11:19 PM, Evgenii Rudnyi wrote:

On 01.06.2012 21:00 Elliot Temple said the following:

On Jun 1, 2012, at 10:20 AM, Evgenii Rudnyi wrote:

On 01.06.2012 05:23 Elliot Temple said the following:

On May 31, 2012, at 1:35 PM, Evgenii Rudnyi wrote:

...

That's fine. Then there should be anyway some function that
takes an organic molecule as an input and gives us how much
information it contains. Do you know such a function?

There's no such thing for molecules in general. They might have
been storing information by their location, for example. And how
much information would depend on how many allowable locations
there were. So information content depends on context.

I also believe that information is context dependent.

Yet this raises the question what is then the objective knowledge.
If I cannot evaluate knowledge in some physical object, then what
does it mean that the objective knowledge exists?

Objective knowledge is contextual. So what?

If someone/something was using the location of an atom for
information storage, that person/thing knows how to retrieve the
information and exists objectively in reality.

This is information that makes sense for that person and it may not make sense 



for another person. Hence I do not see, how this context dependent knowledge 
could be objective.

Pretend for a moment the person wrote it down on a piece of paper. Then do you 
see how it's objective? Even if he died, someone could find the paper and figure it 
out.

Well, brains are physical objects that exist in objective reality and store 
information just like writing on paper.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Caring what other people think
Date: June 2, 2012 at 3:16 AM

On Jun 1, 2012, at 11:45 PM, Evgenii Rudnyi wrote:

On 01.06.2012 21:04 Elliot Temple said the following:

On Jun 1, 2012, at 11:14 AM, Evgenii Rudnyi wrote:

On 31.05.2012 01:53 Elliot Temple said the following:

On May 27, 2012, at 1:31 PM, Evgenii Rudnyi wrote:

Jeffrey Gray from Consciousness: Creeping on the hard problem

p. 275. "Suppose yourself in a seemingly tranquil and
innocuous conversation with the Dearly Beloved (as
'significant others' were once, more romantically, called).
She (or he, to taste) says something wounding (or rejecting,
or arousing your jealousy, also according to taste). At
first, you merely notice the offending remark and carry on
the conversation as before, perhaps calmly thinking 'I can
ignore that', or 'it isn't all that important anyway'. But
then - and again it takes some seconds to happen - you start
to feel a knot in the stomach, a clenching in the jaws, a
clamminess in the hands, a tremulousness in the voice. The
wounding remark has after all hit home, it just took you
some time to find out."

As you see there are at least two entities. First "I" that
tries to ignore the bad remark, second is a body that just
reacts to the remark independently from the will of "I".

This is assertion and myth, not argument or fact.

I do not know what you mean by an argument or a fact, so I cannot
comment.

People interpret their body as just doing things automatically



and claim such things happen. But why should we believe them?
They don't know what they are talking about, they have large
incentives to say/believe this, and their claims are incompatible
with (Popperian) epistemology.

How would you prove that if something is incompatible with
Popperian epistemology, then it is false? In other words, why I
should believe you?

We don't prove anything.

Popperian epistemology is the best known epistemology. There exist no
criticisms/refutations of it, and there exist criticisms/refutations
of all other epistemologies.

What would you say about this text

http://plato.stanford.edu/entries/epistemology/

Popper is not even mentioned in it. Is this text about epistemology or not? Or 
has this text been already refuted?

It's epistemology (as the topic) but has been refuted.

In general I do not follow your logic. I have quoted a famous psychologist who 
have been working in this area for long time and his views enjoy widespread 
use in science. You say

This is assertion and myth, not argument or fact.

and then come to Popperian epistemology to justify your statement. Do you 
mean that the Popperian epistemology objectively shows that Jeffrey Gray is 
wrong?

Yes.

And it shows that the method of quoting famous people (or websites of famous 
universities) -- arguing by authority -- is wrong too.

http://plato.stanford.edu/entries/epistemology/


Instead you should focus on substantive arguments -- what points do you think 
are good, regardless of who said them, and why?

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 2, 2012 at 3:29 AM

On Jun 2, 2012, at 12:12 AM, Evgenii Rudnyi wrote:

On 01.06.2012 21:03 Elliot Temple said the following:

On Jun 1, 2012, at 11:10 AM, Evgenii Rudnyi wrote:

On 31.05.2012 01:46 Elliot Temple said the following:

On May 19, 2012, at 11:24 AM, Evgenii Rudnyi wrote:

On 19.05.2012 14:44 Rami Rustom said the following:
On Sat, May 19, 2012 at 5:18 AM, Evgenii
Rudnyi<usenet@rudnyi.ru>  wrote:

...

Second, if to talk about explanation as such, why one has won
a competition, I am afraid, that we are close to the dialog
between Socrates and Menon

"Can you tell me, Socrates, whether virtue is acquired by
teaching or by practice; or if neither by teaching nor
practice, then whether it comes to man by nature, or in what
other way?"

It looks like that since then the progress in solving this
problem is hardly noticeable.

Virtue is acquired by learning -- by guesses and criticism.

I believe that there are different viewpoints on this subject.

There are but I was aiming to tell you the right answer. Do you have
a criticism of it?



For example, what about that virtue is inherited?

A criticism would normally be a reason that what I said could not work, not a 
suggestion of a rival idea.

What you say is only a criticism indirectly: if my position can't address this 
alternative, then that is a weakness it has.

First, it is necessary to determine what is virtue and here comes
the question whether it objectively exists independent from human
mind or not.

Virtue is stuff to make your life better by your own standards.

Is this stuff exist independently from human mind?

Yes it can. It's ideas. You could write moral ideas in a book. People have.

Second it to speak about learning, there are as usual different
camps. As far as I know, in social sciences there is no agreement
on what is inherited and what is learned. If we take natural
sciences then it becomes even more complicated as then it is
unclear what is learning in a deterministic Universe.

Agreement isn't truth. Who cares.

Supposedly in the objective world there were many scientists who have 
criticized each other for long time. Along this way they have reached some 
agreement and at the same time better formulated on what agreement has not 
been reached. In my view, it makes sense to be informed about that.

A better way to look at it is:

- what problems have they found to be important?
- what ideas have they solved those problems with?
- what criticisms have made them reject some of the problems, solutions, and 



criticisms?

This is focussing more on the ideas and their purpose and value, and what is 
known about them.

...

However, being a former scientist I do not see yet how it
could work. So far I am just collecting different opinions.

Here we're looking for truths not opinions.

How would you define truth?

Correspondence with reality.

Non-mistakes.

Why do I need to define it? You know what it is, don't you?

If you don't know what truth is, you should look it up in the
dictionary. And if that doesn't help, explain what the problem is
instead of merely asking a question that gives no indication of where
you're getting stuck.

I was trying to understand your statement

Here we're looking for truths not opinions.

because it puzzles me.

As for truth, I should say that recently I have listened to lectures of Maarten 
Hoenen Theorien der Wahrheit (Theories of Truth)

http://blog.rudnyi.ru/2012/01/theorien-der-wahrheit.html

http://blog.rudnyi.ru/2012/01/theorien-der-wahrheit.html


hence your statement was especially interesting. By the way, the name of the 
course says that there are different theories of truth, so it is not that 
straightforward to define what truth it.

It is straightforward to "define what truth is" -- truth is correspondence with reality. 
That was easy for me. The existence of other ideas on this topic did not make 
that tricky for me. Also I don't attach huge importance to definitions, so even if 
you find a flaw in this one I won't care much.

Which other theories of truth do you think are good, and why? What problems do 
they solve which you think the correspondence theory fails to solve? If there is 
some task we need to do, and the correspondence theory of truth isn't able to do 
it, then I'd be interested in getting something else (either additionally, or it could 
replace it if it also can solve all problems the correspondence theory does).

I should confess though that the correspondence theory of truth that you have 
expressed seems to be most widely accepted. By the way in his course Prof 
Hoenen talks a lot about

Anselm von Canterbury, Über die Wahrheit

who said that truth exists objectively. It seems that Anselm von Canterbury used 
to be a Popperian.

The correspondence theory does say truth exists objectively (reality is objective, 
which things match it is objective too, not just opinion). It's unclear what this other 
theory you're talking about is trying to say.

Said that I do not understand how you come to truth provided you ignore opinion 
of others. Could you please describe your statement

Here we're looking for truths not opinions.

in more detail?

I often ignore unargued opinions because they are poor thinking (uncritical, 
arbitrary, non-problem-based thinking). But I'm interested in criticisms and 
substantive arguments. Point out a problem with an idea we have, or a rival idea 



which hasn't already been refuted, and we'll be more interested.

Or ask how some idea is refuted by Popper and that might be interesting too.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Caring what other people think
Date: June 2, 2012 at 4:26 AM

On 02/06/2012, at 4:45 PM, "Evgenii Rudnyi" <usenet@rudnyi.ru> wrote:

O

.

What would you say about this text

http://plato.stanford.edu/entries/epistemology/

Popper is not even mentioned in it. Is this text about epistemology or not? Or 
has this text been already refuted?

Have you read BoI? Both there and in David Deutch's previous book are 
refutations of the very concept of justificationism. That entire article presumes 
justificationism is true. It's not. It doesn't work.

It defines knowledge as "justified true belief". But we know they're wrong about 
that. Knowledge is always conjectural.

It's zero sum, wouldn't you agree? Either knowledge is tentative and explanatory 
and able to be improved upon...or it's not. In which case knowledge is 'justified' 
and certain. But we know that certainty is impossible. It's an impossibly high 
standard...and if that was the bar then we would know nothing. But we know that 
we know stuff because we make unrelenting progress. And that's an objective 
fact which we would not observe if we didn't know anything about how the world 
worked.

So the answer to your question must be a resounding "yes" it's been refuted.

Notice that in your article there, it even goes so far in the final section to postulate 
the existence of feminist epistemology. That is, methods of gaining knowledge 
can apparently depend upon one's gender. Does this seem absurd to you? Why 
stop there? Why stop with epistemology or with feminism? Why not have physics 
for people with severe brain injuries who can't do advanced mathematics? What 
about geology for people who believe in the literal truth of the bible? If they want 

http://plato.stanford.edu/entries/epistemology/


to believe the Earth is 5000 years old, they're just as correct as others who say 
it's older. Isn't knowledge objective and independent of who discovers it? Stanford 
apparently doesn't think so.

It seems like the Stanford encyclopaedia might have been written by some biased 
editors. The entry on the problem of induction goes on for pages and pages 
http://plato.stanford.edu/entries/induction-problem/

While the entry on Popper himself is actually shorter 
http://plato.stanford.edu/entries/popper/ and though it has some nice things to say 
about him...the very last sentence betrays the barrow they're pushing: "On the 
other hand, the shift in Popper's own basic position is taken by some critics as an 
indicator that falsificationism, for all its apparent merits, fares no better in the final 
analysis than verificationism." That's how they end the article on the great man. 
To basically write off a key part of his entire philosophy.

So wouldn't you agree we can probably assume that Stanford uni's philosophy 
site isn't exactly reliable on this topic?

Brett.

http://plato.stanford.edu/entries/induction-problem/
http://plato.stanford.edu/entries/popper/


From: Alan Forrester <alanmichaelforrester@gmail.com>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 2, 2012 at 6:25 AM

On 2 Jun 2012, at 07:14, Evgenii Rudnyi wrote:

On 01.06.2012 20:58 Alan Forrester said the following:

On 1 Jun 2012, at 18:16, Evgenii Rudnyi wrote:

On 31.05.2012 23:48 Alan Forrester said the following:

On 31 May 2012, at 21:35, Evgenii Rudnyi wrote:

On 28.05.2012 20:31 Alan Forrester said the following:

...

Also, if you think objective really doesn't exist, do you look
both ways before crossing the street, and if so why?

Because for example my brain is aware of correlations between
different images that it obtains from retina and possible
consequences. Think of software that can destroy itself by
rewriting over its code.

Either you can control the world just by thinking about it, or you
admit that there is large part of what you experience that you don't
control. If the latter is true, then all you're doing is taking
realism and making it a worse explanation by adding a qualification
to it. If the former, you should be willing to eat razor blades, dive
head first into a vat of hydrofluoric acid and so on because there
are no consequences to your actions other than what you want.

I am afraid that we use different terminology. Let us take for example the 
simulation hypothesis:

http://www.simulation-argument.com/

that is, an assumption that we live in a Matrix. How would you define objective 

http://www.simulation-argument.com/


reality in this case?

In that case, objective reality would be that some people live in a simulation and 
others don't.

The simulation hypothesis is a bad explanation for a number of reasons,

Also a question to you to better understand your position. Is thinking a physical 
process or not?

Thoughts are abstractions and the sequence of conjectures and criticisms that go 
from one set of thoughts to another is also an abstraction. Those abstractions are 
instantiated in physical objects and currently the only kind of physical object we 
know of that can act as a universal knowledge creator is the human brain. 
However, one day we will understand the abstractions that enable the human 
brain to act as a universal knowledge creator and then we will be able to get a 
much wider range of physical systems to instantiate those abstractions.

Could you please clarify your statement on this example that you
have suggested? In my view it confirms my point that scientific
papers are written in a neutral way.

"[T]he propagation is calculated so quickly that the setup of the
Feynman integal actually becomes the rate limiting step for most
cases tested so far"

In other words, "we're really bad ass at simulating the
Feynman-Vernon model because we used a new way of doing it that
involves a GPU."

Well, they do not say it explicitly. This is a trick to write a paper in a such a way 
not to state "bad explanation or good explanation" explicitly but let a reader infer 
what a great thinker you are.

As I have said, it is not accepted in scientific practice to state explicitly that the 
the theory of your opponent is bad. A scientist criticizes other theories but it 
does not say they are good or bad. This what I observe in scientific papers and 
your examples just yet another empirical proof of it.



You said that papers are written in a neutral way, but it points a load of 
advantages in their way of doing things, so that's not neutral. That's not the same 
as explicitly saying that your opponents theory is worse, but it's not neutral. I think 
it would better if scientists were even less neutral than they currently are and 
were willing to say outright that a particular idea is rubbish, because then there 
would be more turnover in ideas, but they are not neutral.

That's fine. Then there should be anyway some function that
takes an organic molecule as an input and gives us how much
information it contains. Do you know such a function?

The molecule should be adapted for a particular purpose and you
can tell if this is so by trying to change it at random and see
if it gets worse at carrying out is supposed function.

I have not understood. Do you mean that it is possible to evaluate
information/knowledge for an organic molecule or not? If yes, has
it already been done?

This is a way to test for whether or not it has knowledge. For
example, lots of children are born with small variants of genes that
work well in other people and end up with horrible disabilities as a
result.

I understand this argument but I do not see any way to quantify it. This is the 
problem. One says that there is information and knowledge but it seems to 
impossible to convert such statements into numerical models. This may imply 
that such an explanation might be not that good.

Your answers seem to imply that you also cannot quantify information in organic 
molecules. Could you please give a direct answer whether it is possible to 
determine information quantitatively in organic molecules or not?

There are measures of the knowledge instantiated in a physical object, such as 
Charles Bennett's idea of logical depth: the  knowledge instantiated in a physical 
object is the length of the shortest computer program required to describe that 
object. Logical depth can't be measured because it is uncomputable. The reason 
for this is that it is there is no program such that you can give it a specification of 
a computer program and it will tell you whether the program will halt, never mind 



how long it will take to run. So if you take a program that you think will produce a 
specification of an object and you run it for a million years and it doesn't halt, then 
it might just be the case that you didn't wait long enough. So while you may be 
able to place lower bounds on the knowledge instantiated in some objects, there 
is, in general, no way of getting an upper bound.

However, the logical depth is not a complete accounting of the knowledge 
instantiated in an object because it doesn't take account of all the resources 
needed to make it. What is needed is a more general theory of what kinds of 
construction processes are allowed by the laws of physics:

http://193.189.74.53/~qubitor/people/david/index.php?
path=Video/Constructor%20Theory

However, the right way to think about this issue is not to ask whether objective 
knowledge can be quantified, but, rather, to ask whether it plays a role in good 
explanations. Indeed, it is sometimes one of the benefits of an explanation that it 
explains that we can't predict certain things, such as the growth of knowledge.

Science isn't based on nominalism, or on anything else.

I will search on relationship of nominalism and modern science
to check whether my statement was correct.

In any case, science is based on several absolute
presuppositions (the term by Collingwood). One of them for
example is the existence of objective knowledge. Yet you cannot
prove it, you can just take it as a belief.

Science isn't based on anything. Scientific knowledge is created
by conjecture and criticism. We need not take anything as an
"absolute presupposition": we can throw any idea under the bus if
it turns out to be wrong. See "Realism and the Aim of Science" by
Karl Popper, especially the preface and Chapter I, Sections 1 and
2.

Do you mean that science does not need belief in objective
knowledge? Or what about that there are inexorable physical laws?
Will science function without such an absolute presupposition?

http://193.189.74.53/~qubitor/people/david/index.php?path=Video/Constructor%20Theory


They're not presuppositions, they could, in principle, be refuted.

Could you please show how they could be refuted or falsified?

That's easy: come up with better explanations about knowledge that don't involve 
objective knowledge, and better explanations how the world works  that don't 
involve physical laws and then those ideas will be refuted. I think the fact that 
there are no such theories is due to the fact that knowledge is objective and there 
are physical laws but I could be wrong.

Alan



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 2, 2012 at 6:47 AM

On 02.06.2012 09:14 Elliot Temple said the following:

On Jun 1, 2012, at 11:19 PM, Evgenii Rudnyi wrote:

On 01.06.2012 21:00 Elliot Temple said the following:

On Jun 1, 2012, at 10:20 AM, Evgenii Rudnyi wrote:

On 01.06.2012 05:23 Elliot Temple said the following:

On May 31, 2012, at 1:35 PM, Evgenii Rudnyi wrote:

...

That's fine. Then there should be anyway some function
that takes an organic molecule as an input and gives us how
much information it contains. Do you know such a function?

There's no such thing for molecules in general. They might
have been storing information by their location, for example.
And how much information would depend on how many allowable
locations there were. So information content depends on
context.

I also believe that information is context dependent.

Yet this raises the question what is then the objective
knowledge. If I cannot evaluate knowledge in some physical
object, then what does it mean that the objective knowledge
exists?

Objective knowledge is contextual. So what?

If someone/something was using the location of an atom for
information storage, that person/thing knows how to retrieve the



information and exists objectively in reality.

This is information that makes sense for that person and it may not
make sense for another person. Hence I do not see, how this context
dependent knowledge could be objective.

Pretend for a moment the person wrote it down on a piece of paper.
Then do you see how it's objective? Even if he died, someone could
find the paper and figure it out.

In this world there are not only Popperian but also Piercean. The latter preach 
Theory of Signs

http://plato.stanford.edu/entries/peirce-semiotics/

According to semiotics

"basic claim that signs consist of three inter-related parts: a sign, an object, and 
an interpretant".

If you remove even one part from this triad, then it does not work anymore.

Well, brains are physical objects that exist in objective reality and
store information just like writing on paper.

Recently I had a discussion where there was an interesting question if there is a 
difference between the Library of Congress and a random string. The point was 
that if we compress the content of all books in the Library of Congress, then there 
is no difference of such a string from a random one.

http://blog.rudnyi.ru/2012/03/the-library-of-congress-and-a-random-string.html

This again raises the question. We take some object, for example a book. Does it 
has information or it is just a decoration?

Evgenii

-- 

http://plato.stanford.edu/entries/peirce-semiotics/
http://blog.rudnyi.ru/2012/03/the-library-of-congress-and-a-random-string.html


From: Alan Forrester <alanmichaelforrester@gmail.com>
Subject: Re: [BoI] Caring what other people think
Date: June 2, 2012 at 7:04 AM

On 2 Jun 2012, at 09:26, Brett Hall wrote:

On 02/06/2012, at 4:45 PM, "Evgenii Rudnyi" <usenet@rudnyi.ru> wrote:

O

.

What would you say about this text

http://plato.stanford.edu/entries/epistemology/

Popper is not even mentioned in it. Is this text about epistemology or not? Or 
has this text been already refuted?

Have you read BoI? Both there and in David Deutch's previous book are 
refutations of the very concept of justificationism. That entire article presumes 
justificationism is true. It's not. It doesn't work.

It defines knowledge as "justified true belief". But we know they're wrong about 
that. Knowledge is always conjectural.

It's zero sum, wouldn't you agree? Either knowledge is tentative and explanatory 
and able to be improved upon...or it's not. In which case knowledge is 'justified' 
and certain. But we know that certainty is impossible. It's an impossibly high 
standard...and if that was the bar then we would know nothing. But we know 
that we know stuff because we make unrelenting progress. And that's an 
objective fact which we would not observe if we didn't know anything about how 
the world worked.

So the answer to your question must be a resounding "yes" it's been refuted.

Notice that in your article there, it even goes so far in the final section to 
postulate the existence of feminist epistemology. That is, methods of gaining 

http://plato.stanford.edu/entries/epistemology/


knowledge can apparently depend upon one's gender. Does this seem absurd 
to you? Why stop there? Why stop with epistemology or with feminism? Why not 
have physics for people with severe brain injuries who can't do advanced 
mathematics?

If they can create knowledge at all, then whether they can do advanced 
mathematics depends on their knowledge, not their hardware.

What about geology for people who believe in the literal truth of the bible? If 
they want to believe the Earth is 5000 years old, they're just as correct as others 
who say it's older. Isn't knowledge objective and independent of who discovers 
it? Stanford apparently doesn't think so.

All this stuff about feminist epistemology and second cousin twice removed 
epistemology and people who pick their nose epistemology (let's call all of them 
group epistemologies) is awful for a number of reasons. For example, suppose 
that a particular person is an Andean goat herder and a woman, should she use 
Andean goat herder epistemology or woman epistemology? And to discover the 
answer to that question she needs to create knowledge, so she needs some 
other kind of epistemology. And also, how is the knowledge created of what 
boxes to put people in for the purposes of group epistemology? And then what 
happens if people who like blue cheese epistemology leads to a conclusion that 
people who like the colour mauve when it is illuminated by green light 
epistemology disagree with? How are they going to decide what to do about that 
disagreement? Group epistemology doesn't answer that question. Popper 
criticised it in Open Society and Its Enemies in 1945, see especially Chapter 23, 
as did Mises in Chapter III of Human Action in 1949.

It seems like the Stanford encyclopaedia might have been written by some 
biased editors. The entry on the problem of induction goes on for pages and 
pages http://plato.stanford.edu/entries/induction-problem/

While the entry on Popper himself is actually shorter 
http://plato.stanford.edu/entries/popper/ and though it has some nice things to 
say about him...the very last sentence betrays the barrow they're pushing: "On 
the other hand, the shift in Popper's own basic position is taken by some critics 
as an indicator that falsificationism, for all its apparent merits, fares no better in 
the final analysis than verificationism." That's how they end the article on the 
great man. To basically write off a key part of his entire philosophy.

http://plato.stanford.edu/entries/induction-problem/
http://plato.stanford.edu/entries/popper/


"Popper's final position is that he acknowledges that it is impossible to 
discriminate science from non-science on the basis of the falsifiability of the 
scientific statements alone; he recognizes that scientific theories are predictive, 
and consequently prohibitive, only when taken in conjunction with auxiliary 
hypotheses, and he also recognizes that readjustment or modification of the latter 
is an integral part of scientific practice."

That's the position Popper took from his first book, so there was no shift in his 
position in this respect. This authors of this article are incompetent, or malicious, 
or both.

Alan



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: June 2, 2012 at 7:06 AM

On 02.06.2012 09:16 Elliot Temple said the following:

On Jun 1, 2012, at 11:45 PM, Evgenii Rudnyi wrote:

On 01.06.2012 21:04 Elliot Temple said the following:

On Jun 1, 2012, at 11:14 AM, Evgenii Rudnyi wrote:

On 31.05.2012 01:53 Elliot Temple said the following:

On May 27, 2012, at 1:31 PM, Evgenii Rudnyi wrote:

Jeffrey Gray from Consciousness: Creeping on the hard
problem

p. 275. "Suppose yourself in a seemingly tranquil and
innocuous conversation with the Dearly Beloved (as
'significant others' were once, more romantically,
called). She (or he, to taste) says something wounding
(or rejecting, or arousing your jealousy, also according
to taste). At first, you merely notice the offending
remark and carry on the conversation as before, perhaps
calmly thinking 'I can ignore that', or 'it isn't all
that important anyway'. But then - and again it takes
some seconds to happen - you start to feel a knot in the
stomach, a clenching in the jaws, a clamminess in the
hands, a tremulousness in the voice. The wounding remark
has after all hit home, it just took you some time to
find out."

As you see there are at least two entities. First "I" that
tries to ignore the bad remark, second is a body that just
reacts to the remark independently from the will of "I".

This is assertion and myth, not argument or fact.



I do not know what you mean by an argument or a fact, so I
cannot comment.

People interpret their body as just doing things
automatically and claim such things happen. But why should we
believe them? They don't know what they are talking about,
they have large incentives to say/believe this, and their
claims are incompatible with (Popperian) epistemology.

...

In general I do not follow your logic. I have quoted a famous
psychologist who have been working in this area for long time and
his views enjoy widespread use in science. You say

This is assertion and myth, not argument or fact.

and then come to Popperian epistemology to justify your statement.
Do you mean that the Popperian epistemology objectively shows that
Jeffrey Gray is wrong?

Yes.

Do you mean that your statement below is a refutation?

>>>>> People interpret their body as just doing things
>>>>> automatically and claim such things happen. But why should we
>>>>> believe them? They don't know what they are talking about,
>>>>> they have large incentives to say/believe this, and their
>>>>> claims are incompatible with (Popperian) epistemology.

And it shows that the method of quoting famous people (or websites of
famous universities) -- arguing by authority -- is wrong too.

Does it imply that we should start science from a clean list of paper and ignore 
what has been done before us?



Instead you should focus on substantive arguments -- what points do
you think are good, regardless of who said them, and why?

I believe that you quite often refer to Popper and his epistemology. For example 
do you mean that your statement above has substantive arguments?

In general, I have quoted Jeffrey Gray, because in my view it expresses quite well 
what happens. The point is that a human being as an entity is composed of 
different pieces. I can give you another example. One has a problem and goes to 
sleep. When she is awake, the solution to the problem is ready. It happened not 
only with me but with many people. It shows that there is a conscious part and a 
sub(un)conscious part.

Do you deny that there is a difference between conscious and unconscious 
processes in a human being?

Evgenii

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 2, 2012 at 7:18 AM

On 02.06.2012 09:29 Elliot Temple said the following:

On Jun 2, 2012, at 12:12 AM, Evgenii Rudnyi wrote:

On 01.06.2012 21:03 Elliot Temple said the following:

...

Virtue is stuff to make your life better by your own standards.

Is this stuff exist independently from human mind?

Yes it can. It's ideas. You could write moral ideas in a book. People
have.

Could you please relate ideas and the physical word between each other?

Recently I have heard that Popper has introduced the third world presumably for 
ideas. Could you comment on that? Could you please describe the relationship 
between a physical world and the Popper's third world?

Evgenii

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: June 2, 2012 at 7:31 AM

On 02.06.2012 10:26 Brett Hall said the following:

On 02/06/2012, at 4:45 PM, "Evgenii Rudnyi"<usenet@rudnyi.ru>
wrote:

O

.

What would you say about this text

http://plato.stanford.edu/entries/epistemology/

Popper is not even mentioned in it. Is this text about epistemology
or not? Or has this text been already refuted?

Have you read BoI? Both there and in David Deutch's previous book are
refutations of the very concept of justificationism. That entire
article presumes justificationism is true. It's not. It doesn't
work.

Yes, I have listened to The Beginning of Infinity.

It defines knowledge as "justified true belief". But we know they're
wrong about that. Knowledge is always conjectural.

I am personally fine with "justified true belief".

It's zero sum, wouldn't you agree? Either knowledge is tentative and
explanatory and able to be improved upon...or it's not. In which case
knowledge is 'justified' and certain. But we know that certainty is
impossible. It's an impossibly high standard...and if that was the
bar then we would know nothing. But we know that we know stuff
because we make unrelenting progress. And that's an objective fact
which we would not observe if we didn't know anything about how the

http://plato.stanford.edu/entries/epistemology/


world worked.

So the answer to your question must be a resounding "yes" it's been
refuted.

For you it is refuted, for me not. I was not convinced by The Beginning of Infinity. I 
stay with "justified true belief".

...

So wouldn't you agree we can probably assume that Stanford uni's
philosophy site isn't exactly reliable on this topic?

No, I do not agree. I find Stanford Encyclopedia of Philosophy as an excellent 
resource of information. This just shows that there are different people who thinks 
differently.

I also see a big difference between Stanford Encyclopedia of Philosophy and The 
Beginning of Infinity. The article on epistemology on SEP does not claim that this 
is a good explanation and that for example Popper' epistemology is a bad one. 
On the other hand, in The Beginning of Infinity it is said many times that there are 
good and bad explanations.

This good vs. bad disturbs me a lot. By the way, Popper by himself, if I remember 
correctly (I have read him a long time ago), have not divided theories on good 
and bad.

Evgenii

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] is global warming bad?
Date: June 2, 2012 at 10:07 AM

On Jun 1, 2012 9:11 PM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 29, 2012, at 11:02 AM, Rami Rustom wrote:

On Mar 29, 2012 11:14 AM, "Elliot Temple" <curi@curi.us> wrote:

making the globe warmer could be good. why do people assume it's bad?

the current environment wasn't specifically designed for us, as BoI explains.

human civilization is more constrained by cold than heat. we live at the 
equator but not the poles.

if the globe warms up a bit, that will increase habitable land. isn't that, prima 
facie, good?

But you're missing the idea that the temperature increase is not equal
across space and time. An increase in average temperature can cause
dry places to get drier, wet places to get wetter, wet places to
become dry, dry places to become wet, etc. The point is that localized
weather could change dramatically to the point that extreme whether
happens more frequently. So that means more tornadoes, hurricanes,
floods, etc.

Severe local changes in the weather could happen even if the global 
temperature average didn't change at all.

But no one is worried about that.

For what reason should I accept that are you presenting a serious legitimate 
concern worth drastic action to address, rather than just a fantasy story?

I'm don't think drastic action is necessary. I was never on that side
of the camp anyway. I was concerned with the idea that we might be
causing global warming, but I've since realized that there is no
evidence that we are, or that even if we are, there's no evidence that
its a bad enough problem to necessitate drastic action.



What I realized is that climate science isn't really science. They do
mathematical extrapolations based on computer models. Extrapolations
are error riden, and computer models are worse. In the computer
models, they make huuuuge assumptions about stuff they don't
understand. Those assumptions cause the margin of error to be huge. So
when they originally came up with the idea that we'll be screwed
within a few decades, I expect that the margin of error was orders of
magnitude larger than the values they are projecting. Its closer to
wild guessing than than educated guessing.

Another problem is that the ocean current belt system [thermohaline
circulation] could change.

lots of stuff could happen, global warming or not. so what?

So nothing. I only wrote that post to include some details that you
didn't mention. These problems could occur in the future. If they do,
we'll address them. It might be 300 years from now and when by then
we'll be much more prepared.

Currently the ocean currents move warm
water to cold areas thus acting as a heat circulatory system like we
use in car engines. This makes the cold places warmer and the warm
places cooler. It has been conjectured that a sufficient increase

how much?

Might be negligible. Might be not.

why should i accept this conjecture? this is pure appeal to authority (implicitly it 
was conjectured by *scientists*).

Yes scientists did the conjecturing based on computer models.

in



average global temperature could cause the belt to slowdown or even
shutdown. This would have the effect of causing the cold places to not
be warmed by warm water and the warm places to not be cooled by the
cold water, i.e. more extreme localized climates.

A belt system shutdown could mean [lets call this my guess] a major
ice age where the polar ice caps would grow so huge covering half of
America and Europe so these places would have a Siberian climate.

Recent studies have shown that a belt shutdown would require at least
an order of magnitude more of an increase in global temperature than
originally conjectured; so they say that such an event is at least a
hundred years away.

what you're saying is that recent studies have shown that such estimates are 
massively inaccurate. so, lesson learned?

Yes.

But the lesson could have been learned before they changed their estimates.

The chapter in BoI about math in politics explains the problem of
using abstract math in reality. This is the same problem that climate
scientists are making.

Its akin to the computer model that engineers used to simulate the
Leaning Tower of Pisa [I saw this on the History channel]. The
engineers tried and tried but couldn't get the simulation to not fall.
Funny thing is that the History channel said, "It *literally* defies
the laws of Physics."  At the time I believed that the problem was the
engineers. That they were stupid. Later I learned that the problem was
not the engineers but the idea of using computer models to simulate
reality; they can be wildly inaccurate because of the inherent error
in the numerical methods. And from BoI I learned that the much larger
source of error is a result of the philosophical assumptions that the
creators of the computer model make in order to emulate reality.

-- Rami

-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 2, 2012 at 12:32 PM

On 02.06.2012 12:25 Alan Forrester said the following:

On 2 Jun 2012, at 07:14, Evgenii Rudnyi wrote:

On 01.06.2012 20:58 Alan Forrester said the following:

On 1 Jun 2012, at 18:16, Evgenii Rudnyi wrote:

On 31.05.2012 23:48 Alan Forrester said the following:

On 31 May 2012, at 21:35, Evgenii Rudnyi wrote:

On 28.05.2012 20:31 Alan Forrester said the following:

...

Also, if you think objective really doesn't exist, do you
look both ways before crossing the street, and if so why?

Because for example my brain is aware of correlations between
different images that it obtains from retina and possible
consequences. Think of software that can destroy itself by
rewriting over its code.

Either you can control the world just by thinking about it, or
you admit that there is large part of what you experience that
you don't control. If the latter is true, then all you're doing
is taking realism and making it a worse explanation by adding a
qualification to it. If the former, you should be willing to eat
razor blades, dive head first into a vat of hydrofluoric acid and
so on because there are no consequences to your actions other
than what you want.

I am afraid that we use different terminology. Let us take for
example the simulation hypothesis:



http://www.simulation-argument.com/

that is, an assumption that we live in a Matrix. How would you
define objective reality in this case?

In that case, objective reality would be that some people live in a
simulation and others don't.

The simulation hypothesis is a bad explanation for a number of
reasons,

I believe that some people find the simulation hypothesis as a good explanation. 
By the way there is a book on a similar theme

A Computable Universe: Understanding and Exploring Nature As Computation
http://uncomp.uwe.ac.uk/LCCOMP/en/Files/Entries/2012/5/23_A_Computable_U
niverse.html

It is pretty expensive but it seems some people agree that conscious mind is after 
all a computation.

Also a question to you to better understand your position. Is
thinking a physical process or not?

Thoughts are abstractions and the sequence of conjectures and
criticisms that go from one set of thoughts to another is also an
abstraction. Those abstractions are instantiated in physical objects
and currently the only kind of physical object we know of that can
act as a universal knowledge creator is the human brain. However, one
day we will understand the abstractions that enable the human brain
to act as a universal knowledge creator and then we will be able to
get a much wider range of physical systems to instantiate those
abstractions.

I do not completely understand whether you answer yes or not to my question but 
it seems to be yes. Then

>>> Either you can control the world just by thinking about it

why a thought cannot start a supernova or even Big Bang?

http://www.simulation-argument.com/
http://uncomp.uwe.ac.uk/LCCOMP/en/Files/Entries/2012/5/23_A_Computable_Universe.html


Could you please clarify your statement on this example that
you have suggested? In my view it confirms my point that
scientific papers are written in a neutral way.

"[T]he propagation is calculated so quickly that the setup of
the Feynman integal actually becomes the rate limiting step for
most cases tested so far"

In other words, "we're really bad ass at simulating the
Feynman-Vernon model because we used a new way of doing it that
involves a GPU."

Well, they do not say it explicitly. This is a trick to write a
paper in a such a way not to state "bad explanation or good
explanation" explicitly but let a reader infer what a great thinker
you are.

As I have said, it is not accepted in scientific practice to state
explicitly that the the theory of your opponent is bad. A scientist
criticizes other theories but it does not say they are good or bad.
This what I observe in scientific papers and your examples just yet
another empirical proof of it.

You said that papers are written in a neutral way, but it points a
load of advantages in their way of doing things, so that's not
neutral. That's not the same as explicitly saying that your opponents
theory is worse, but it's not neutral. I think it would better if
scientists were even less neutral than they currently are and were
willing to say outright that a particular idea is rubbish, because
then there would be more turnover in ideas, but they are not
neutral.

I strongly disagree. In my view, this is the great advantage that words 'rubbish', 
'bad', 'stupid' are kept outside from the scientific publications and presentations.

When I have said neutral I have meant exactly that, that the explicit statements 
'my theory is the best' and 'other theories are rubbish' are not allowed in scientific 
publications. Try to publish a paper in a respectable journal this way and see 
what happens.



...

Your answers seem to imply that you also cannot quantify
information in organic molecules. Could you please give a direct
answer whether it is possible to determine information
quantitatively in organic molecules or not?

There are measures of the knowledge instantiated in a physical
object, such as Charles Bennett's idea of logical depth: the
knowledge instantiated in a physical object is the length of the
shortest computer program required to describe that object. Logical
depth can't be measured because it is uncomputable. The reason for
this is that it is there is no program such that you can give it a
specification of a computer program and it will tell you whether the
program will halt, never mind how long it will take to run. So if you
take a program that you think will produce a specification of an
object and you run it for a million years and it doesn't halt, then
it might just be the case that you didn't wait long enough. So while
you may be able to place lower bounds on the knowledge instantiated
in some objects, there is, in general, no way of getting an upper
bound.

However, the logical depth is not a complete accounting of the
knowledge instantiated in an object because it doesn't take account
of all the resources needed to make it. What is needed is a more
general theory of what kinds of construction processes are allowed by
the laws of physics:

http://193.189.74.53/~qubitor/people/david/index.php?
path=Video/Constructor%20Theory

 However, the right way to think about this issue is not to ask
whether objective knowledge can be quantified, but, rather, to ask
whether it plays a role in good explanations. Indeed, it is sometimes
one of the benefits of an explanation that it explains that we can't
predict certain things, such as the growth of knowledge.

Well, this shows that there is no quantitative theory of objective knowledge and if 

http://193.189.74.53/~qubitor/people/david/index.php?path=Video/Constructor%20Theory


we both agree on that, then this is already enough.

Evgenii

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 2, 2012 at 2:11 PM

On Jun 2, 2012, at 4:18 AM, Evgenii Rudnyi wrote:

On 02.06.2012 09:29 Elliot Temple said the following:

On Jun 2, 2012, at 12:12 AM, Evgenii Rudnyi wrote:

On 01.06.2012 21:03 Elliot Temple said the following:

...

Virtue is stuff to make your life better by your own standards.

Is this stuff exist independently from human mind?

Yes it can. It's ideas. You could write moral ideas in a book. People
have.

Could you please relate ideas and the physical word between each other?

Recently I have heard that Popper has introduced the third world presumably for 
ideas. Could you comment on that? Could you please describe the relationship 
between a physical world and the Popper's third world?

What is the difficulty? Books are well known to express ideas just as much as 
speech is (and you can use audio tapes as your example if you like). You object 
or disagree but haven't explained why.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Caring what other people think
Date: June 2, 2012 at 2:16 PM

On Jun 2, 2012, at 4:06 AM, Evgenii Rudnyi wrote:

On 02.06.2012 09:16 Elliot Temple said the following:

On Jun 1, 2012, at 11:45 PM, Evgenii Rudnyi wrote:

On 01.06.2012 21:04 Elliot Temple said the following:

On Jun 1, 2012, at 11:14 AM, Evgenii Rudnyi wrote:

On 31.05.2012 01:53 Elliot Temple said the following:

On May 27, 2012, at 1:31 PM, Evgenii Rudnyi wrote:

Jeffrey Gray from Consciousness: Creeping on the hard
problem

p. 275. "Suppose yourself in a seemingly tranquil and
innocuous conversation with the Dearly Beloved (as
'significant others' were once, more romantically,
called). She (or he, to taste) says something wounding
(or rejecting, or arousing your jealousy, also according
to taste). At first, you merely notice the offending
remark and carry on the conversation as before, perhaps
calmly thinking 'I can ignore that', or 'it isn't all
that important anyway'. But then - and again it takes
some seconds to happen - you start to feel a knot in the
stomach, a clenching in the jaws, a clamminess in the
hands, a tremulousness in the voice. The wounding remark
has after all hit home, it just took you some time to
find out."

As you see there are at least two entities. First "I" that
tries to ignore the bad remark, second is a body that just
reacts to the remark independently from the will of "I".



This is assertion and myth, not argument or fact.

I do not know what you mean by an argument or a fact, so I
cannot comment.

People interpret their body as just doing things
automatically and claim such things happen. But why should we
believe them? They don't know what they are talking about,
they have large incentives to say/believe this, and their
claims are incompatible with (Popperian) epistemology.

...

In general I do not follow your logic. I have quoted a famous
psychologist who have been working in this area for long time and
his views enjoy widespread use in science. You say

This is assertion and myth, not argument or fact.

and then come to Popperian epistemology to justify your statement.
Do you mean that the Popperian epistemology objectively shows that
Jeffrey Gray is wrong?

Yes.

Do you mean that your statement below is a refutation?

People interpret their body as just doing things
automatically and claim such things happen. But why should we
believe them? They don't know what they are talking about,
they have large incentives to say/believe this, and their
claims are incompatible with (Popperian) epistemology.

This is a short argument. Like all arguments, it's incomplete in some ways. This 
one, being short, is incomplete in quite a few ways. The reader can use his own 
knowledge to fill in the gaps. But he might not know how to fill in every gap. So it 
leaves open room to ask questions or try to criticize. Go ahead.



And it shows that the method of quoting famous people (or websites of
famous universities) -- arguing by authority -- is wrong too.

Does it imply that we should start science from a clean list of paper and ignore 
what has been done before us?

No.

Instead you should focus on substantive arguments -- what points do
you think are good, regardless of who said them, and why?

I believe that you quite often refer to Popper and his epistemology. For example 
do you mean that your statement above has substantive arguments?

In general, I have quoted Jeffrey Gray, because in my view it expresses quite 
well what happens. The point is that a human being as an entity is composed of 
different pieces. I can give you another example. One has a problem and goes 
to sleep. When she is awake, the solution to the problem is ready. It happened 
not only with me but with many people. It shows that there is a conscious part 
and a sub(un)conscious part.

Do you deny that there is a difference between conscious and unconscious 
processes in a human being?

I don't know what you think my position is or what you're trying to argue. Please 
state the problem you think is under discussion, your position, the position you're 
criticizing, and the criticism.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Caring what other people think
Date: June 2, 2012 at 2:16 PM

On 2 Jun 2012, at 12:31, Evgenii Rudnyi wrote:

On 02.06.2012 10:26 Brett Hall said the following:

On 02/06/2012, at 4:45 PM, "Evgenii Rudnyi"<usenet@rudnyi.ru>
wrote:

O

.

What would you say about this text

http://plato.stanford.edu/entries/epistemology/

Popper is not even mentioned in it. Is this text about epistemology
or not? Or has this text been already refuted?

Have you read BoI? Both there and in David Deutch's previous book are
refutations of the very concept of justificationism. That entire
article presumes justificationism is true. It's not. It doesn't
work.

Yes, I have listened to The Beginning of Infinity.

It defines knowledge as "justified true belief". But we know they're
wrong about that. Knowledge is always conjectural.

I am personally fine with "justified true belief".

So how is knowledge justified?

It's zero sum, wouldn't you agree? Either knowledge is tentative and
explanatory and able to be improved upon...or it's not. In which case

http://plato.stanford.edu/entries/epistemology/


knowledge is 'justified' and certain. But we know that certainty is
impossible. It's an impossibly high standard...and if that was the
bar then we would know nothing. But we know that we know stuff
because we make unrelenting progress. And that's an objective fact
which we would not observe if we didn't know anything about how the
world worked.

So the answer to your question must be a resounding "yes" it's been
refuted.

For you it is refuted, for me not. I was not convinced by The Beginning of Infinity. 
I stay with "justified true belief".

What's your counterargument?

So wouldn't you agree we can probably assume that Stanford uni's
philosophy site isn't exactly reliable on this topic?

No, I do not agree. I find Stanford Encyclopedia of Philosophy as an excellent 
resource of information. This just shows that there are different people who 
thinks differently.

"Popper's final position is that he acknowledges that it is impossible to 
discriminate science from non-science on the basis of the falsifiability of the 
scientific statements alone; he recognizes that scientific theories are predictive, 
and consequently prohibitive, only when taken in conjunction with auxiliary 
hypotheses, and he also recognizes that readjustment or modification of the latter 
is an integral part of scientific practice."

That's not his final position, it's his position from his first book, maintained 
consistently throughout his career.

In Logic of Scientific Discovery (Popper's first book written in 1934) Section 19, 
Popper writes

"Whenever the 'classical' system of the day is threatened by the results of new 
experiments which might be interpreted as falsifications according to my point of 
view, the system will appear unshaken to the conventionalist… Or he will 
eliminate them by suggesting ad hoc the adoption of certain auxiliary hypotheses 
or perhaps of certain corrections to our measuring instruments."



In Section 20 Popper solves this problem:

"As regards auxiliary hypotheses, we propose to lay down the rule that only those 
are acceptable whose introduction does not diminish the degree of falisifiability or 
testability of the system in question, but, on the contrary, increases it."

Many of the entry's other statements about Popper are false.

I also see a big difference between Stanford Encyclopedia of Philosophy and 
The Beginning of Infinity. The article on epistemology on SEP does not claim 
that this is a good explanation and that for example Popper' epistemology is a 
bad one. On the other hand, in The Beginning of Infinity it is said many times 
that there are good and bad explanations.

They don't openly say that Popper's position was bad, they just grossly misstate it 
in such a way as to make him look incompetent. This may be an attempt to make 
their article look "balanced": that is, they repeat some criticisms Lakatos  and 
Putnam gave based on false statements about Popper's position as if those 
arguments were actually correct. Popper refuted what they said in print in the 
very same book that the entry cites as evidence that Popper was wrong: the 
Schilpp book, but they don't seem to understand this. This entry is an 
unprofessional hatchet job written by lazy hacks.

This good vs. bad disturbs me a lot.

Why?

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 2, 2012 at 2:18 PM

On Jun 2, 2012, at 3:47 AM, Evgenii Rudnyi wrote:

On 02.06.2012 09:14 Elliot Temple said the following:

On Jun 1, 2012, at 11:19 PM, Evgenii Rudnyi wrote:

On 01.06.2012 21:00 Elliot Temple said the following:

On Jun 1, 2012, at 10:20 AM, Evgenii Rudnyi wrote:

On 01.06.2012 05:23 Elliot Temple said the following:

On May 31, 2012, at 1:35 PM, Evgenii Rudnyi wrote:

...

That's fine. Then there should be anyway some function
that takes an organic molecule as an input and gives us how
much information it contains. Do you know such a function?

There's no such thing for molecules in general. They might
have been storing information by their location, for example.
And how much information would depend on how many allowable
locations there were. So information content depends on
context.

I also believe that information is context dependent.

Yet this raises the question what is then the objective
knowledge. If I cannot evaluate knowledge in some physical
object, then what does it mean that the objective knowledge
exists?

Objective knowledge is contextual. So what?



If someone/something was using the location of an atom for
information storage, that person/thing knows how to retrieve the
information and exists objectively in reality.

This is information that makes sense for that person and it may not
make sense for another person. Hence I do not see, how this context
dependent knowledge could be objective.

Pretend for a moment the person wrote it down on a piece of paper.
Then do you see how it's objective? Even if he died, someone could
find the paper and figure it out.

In this world there are not only Popperian but also Piercean. The latter preach 
Theory of Signs

http://plato.stanford.edu/entries/peirce-semiotics/

According to semiotics

"basic claim that signs consist of three inter-related parts: a sign, an object, and 
an interpretant".

If you remove even one part from this triad, then it does not work anymore.

Well, brains are physical objects that exist in objective reality and
store information just like writing on paper.

Recently I had a discussion where there was an interesting question if there is a 
difference between the Library of Congress and a random string. The point was 
that if we compress the content of all books in the Library of Congress, then 
there is no difference of such a string from a random one.

http://blog.rudnyi.ru/2012/03/the-library-of-congress-and-a-random-string.html

This again raises the question. We take some object, for example a book. Does 
it has information or it is just a decoration?

I don't see a very hard question here. It's much easier to learn the ideas of BoI 
from the book instead of from a random string. You chose to read (listen to) BoI, 

http://plato.stanford.edu/entries/peirce-semiotics/
http://blog.rudnyi.ru/2012/03/the-library-of-congress-and-a-random-string.html


not random letters (sounds), for a reason. You already agree the book is better 
than randomness.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] JTB (was: Caring what other people think)
Date: June 2, 2012 at 2:25 PM

On Jun 2, 2012, at 4:31 AM, Evgenii Rudnyi wrote:

On 02.06.2012 10:26 Brett Hall said the following:

On 02/06/2012, at 4:45 PM, "Evgenii Rudnyi"<usenet@rudnyi.ru>
wrote:

O

.

What would you say about this text

http://plato.stanford.edu/entries/epistemology/

Popper is not even mentioned in it. Is this text about epistemology
or not? Or has this text been already refuted?

Have you read BoI? Both there and in David Deutch's previous book are
refutations of the very concept of justificationism. That entire
article presumes justificationism is true. It's not. It doesn't
work.

Yes, I have listened to The Beginning of Infinity.

It defines knowledge as "justified true belief". But we know they're
wrong about that. Knowledge is always conjectural.

I am personally fine with "justified true belief".

But what is the defense of it against refutation? Do you know what its refutations 
are? Can you answer them?

http://plato.stanford.edu/entries/epistemology/


It's zero sum, wouldn't you agree? Either knowledge is tentative and
explanatory and able to be improved upon...or it's not. In which case
knowledge is 'justified' and certain. But we know that certainty is
impossible. It's an impossibly high standard...and if that was the
bar then we would know nothing. But we know that we know stuff
because we make unrelenting progress. And that's an objective fact
which we would not observe if we didn't know anything about how the
world worked.

So the answer to your question must be a resounding "yes" it's been
refuted.

For you it is refuted, for me not.

Can you state why we think it's refuted?

Then can you refute our position?

I was not convinced by The Beginning of Infinity.

Do you have a criticism of it?

If you were unconvinced by something you saw zero flaws in ... why?

By the way, Popper by himself, if I remember correctly (I have read him a long 
time ago), have not divided theories on good and bad.

You remember incorrectly. Popper positively discusses objective morality in a few 
places including The World of Parmenides. Further, he takes all the time about 
ideas being better or worse, improving them, figuring out which are good or bad, 
making progress (which implies: finding the mistakes aka bad ideas by criticism, 
and replacing them with better ideas).

Popper even talks about having the bad ideas "die" (in place of the human 
holders, who can abandon those bad ideas harmlessly).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Arguments Required (was: Psychological problems related to 
mistakes)
Date: June 2, 2012 at 2:31 PM

On Jun 2, 2012, at 9:32 AM, Evgenii Rudnyi wrote:

On 02.06.2012 12:25 Alan Forrester said the following:

On 2 Jun 2012, at 07:14, Evgenii Rudnyi wrote:

On 01.06.2012 20:58 Alan Forrester said the following:

On 1 Jun 2012, at 18:16, Evgenii Rudnyi wrote:

On 31.05.2012 23:48 Alan Forrester said the following:

On 31 May 2012, at 21:35, Evgenii Rudnyi wrote:

On 28.05.2012 20:31 Alan Forrester said the following:

...

Also, if you think objective really doesn't exist, do you
look both ways before crossing the street, and if so why?

Because for example my brain is aware of correlations between
different images that it obtains from retina and possible
consequences. Think of software that can destroy itself by
rewriting over its code.

Either you can control the world just by thinking about it, or
you admit that there is large part of what you experience that
you don't control. If the latter is true, then all you're doing
is taking realism and making it a worse explanation by adding a
qualification to it. If the former, you should be willing to eat
razor blades, dive head first into a vat of hydrofluoric acid and
so on because there are no consequences to your actions other
than what you want.



I am afraid that we use different terminology. Let us take for
example the simulation hypothesis:

http://www.simulation-argument.com/

that is, an assumption that we live in a Matrix. How would you
define objective reality in this case?

In that case, objective reality would be that some people live in a
simulation and others don't.

The simulation hypothesis is a bad explanation for a number of
reasons,

I believe that some people find the simulation hypothesis as a good explanation.

But we don't care about opinions. For what reason is it good?

Are you familiar with arguments against it? If so, you could also tell us criticisms 
of them. If not, you might have wanted to ask what they are before praising the 
simulation hypothesis they refute.

By the way there is a book on a similar theme

A Computable Universe: Understanding and Exploring Nature As Computation
http://uncomp.uwe.ac.uk/LCCOMP/en/Files/Entries/2012/5/23_A_Computable_
Universe.html

It is pretty expensive but it seems some people agree that conscious mind is 
after all a computation.

Never mind what they agree -- what are their good arguments?

Also a question to you to better understand your position. Is
thinking a physical process or not?

Thoughts are abstractions and the sequence of conjectures and

http://www.simulation-argument.com/
http://uncomp.uwe.ac.uk/LCCOMP/en/Files/Entries/2012/5/23_A_Computable_Universe.html


criticisms that go from one set of thoughts to another is also an
abstraction. Those abstractions are instantiated in physical objects
and currently the only kind of physical object we know of that can
act as a universal knowledge creator is the human brain. However, one
day we will understand the abstractions that enable the human brain
to act as a universal knowledge creator and then we will be able to
get a much wider range of physical systems to instantiate those
abstractions.

I do not completely understand whether you answer yes or not to my question 
but it seems to be yes. Then

Either you can control the world just by thinking about it

why a thought cannot start a supernova or even Big Bang?

Could you please clarify your statement on this example that
you have suggested? In my view it confirms my point that
scientific papers are written in a neutral way.

"[T]he propagation is calculated so quickly that the setup of
the Feynman integal actually becomes the rate limiting step for
most cases tested so far"

In other words, "we're really bad ass at simulating the
Feynman-Vernon model because we used a new way of doing it that
involves a GPU."

Well, they do not say it explicitly. This is a trick to write a
paper in a such a way not to state "bad explanation or good
explanation" explicitly but let a reader infer what a great thinker
you are.

As I have said, it is not accepted in scientific practice to state
explicitly that the the theory of your opponent is bad. A scientist
criticizes other theories but it does not say they are good or bad.
This what I observe in scientific papers and your examples just yet
another empirical proof of it.



You said that papers are written in a neutral way, but it points a
load of advantages in their way of doing things, so that's not
neutral. That's not the same as explicitly saying that your opponents
theory is worse, but it's not neutral. I think it would better if
scientists were even less neutral than they currently are and were
willing to say outright that a particular idea is rubbish, because
then there would be more turnover in ideas, but they are not
neutral.

I strongly disagree. In my view, this is the great advantage that words 'rubbish', 
'bad', 'stupid' are kept outside from the scientific publications and presentations.

What about "false", "mistake", "refuted", "criticized", "untenable", "reject", "in 
contradiction to the facts", "incorrect"?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: June 1, 2012 at 1:45 PM

On 01.06.2012 16:49 Rami Rustom said the following:
On Jun 1, 2012 1:49 AM, "Evgenii Rudnyi"<usenet@rudnyi.ru>  wrote:

On 29.05.2012 23:17 Rami Rustom said the following:

...

Consider a newborn at birth, or as soon as she begins to react
to her vision. Put a mirror in front of her. Does she know what
she's looking at? Does she see an image? Does her mind even know
how to interpret what her eyes are sensing? No. These things are
learned.

I do not think that there is a definite answer to this questions. I
believe that it is better to distinguish between what one believes
and what has been researched.

You mean empirical evidence? Its impossible to acquire empirical
evidence about what people think or perceive. We can not "measure"
what the mind thinks or perceives with machines.

Our only resort is non-empirical criticism. Do you have a criticism?

Another hypothesis would be that newborn has visual conscious experience right 
from the start. In other words, visual conscious experience is not learned, it is 
preprogrammed.

As for possibilities to acquire empirical evidence about what people perceive, 
there are many of them. I will quote Jeffrey A. Gray, Consciousness: Creeping up 
on the Hard Problem where he describes experimental studies in this respect

p. 18. “Philosophers sometimes endow conscious experience with an inviolable 
privacy, rendering it incapable of meeting the scientific requirement for 
replicability of empirical observations. Nothing could be further from the truth, as 
attested by the reliability of visual illusions, among many other phenomena.”



p. 135. “These experiments demonstrate yet again, by the way, that the ‘privacy’ 
of conscious experience offers no barrier to good science. Synaesthetes claim a 
form of experience that is, from the point of view of most people, idiosyncratic in 
the extreme. Yet it can be successfully brought into the laboratory.”

The mind must learn how to interpret sense data similar to the
way the mind must learn how to interpret the English language.

You may find some papers at

http://infancyresearch.com/

For example there is a discussion of triadic attention

Striano, T.&  Stahl, D. (2005). Sensitivity to triadic attention in
early infancy. Developmental Science, 8(4), 333-343.
http://infancyresearch.com/PDFs/2005_Sensitivitytotriadicattentioninearlyinfan
cyDevelopmentalScience.pdf

"The findings from Study 2 showed that both alternating
visual attention and positive affect are aspects of joint attention
to which 3- to 9-month-old infants are sensitive."

I said newborns at birth. Thats before 3 months. By 3 months, babies
have learned a lot about how to interpret their sense data.

This what was possible to research so far. Whether newborns already have visual 
conscious experience or not, it is right now an open question.

...

Brain is in the world.

Then you have to explain how conscious visual experience, that the
3D world that you visually perceive is outside of your brain. This

http://infancyresearch.com/
http://infancyresearch.com/PDFs/2005_SensitivitytotriadicattentioninearlyinfancyDevelopmentalScience.pdf


looks very counterintuitive but please follow your own logic.

I still don't understand what the problem is. What is
counter-intuitive?

Let me start again this way.

There is a physical world where there is a human being with his brain in the skull.

The visual information about the physical world comes by photons into retina.

Natural neural nets get excited, brain starts information processing.

After that the brain prepares a visual report (thoughts in your terminology) that 
are passed to consciousness.

The question is where this visual report/thoughts are located in the physical world 
with which we have started? In the brain or outside of the brain?

Evgenii



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Synaesthetes (was: Caring what other people think)
Date: June 2, 2012 at 2:43 PM

On Jun 1, 2012, at 10:45 AM, Evgenii Rudnyi wrote:

On 01.06.2012 16:49 Rami Rustom said the following:
On Jun 1, 2012 1:49 AM, "Evgenii Rudnyi"<usenet@rudnyi.ru>  wrote:

On 29.05.2012 23:17 Rami Rustom said the following:

...

Consider a newborn at birth, or as soon as she begins to react
to her vision. Put a mirror in front of her. Does she know what
she's looking at? Does she see an image? Does her mind even know
how to interpret what her eyes are sensing? No. These things are
learned.

I do not think that there is a definite answer to this questions. I
believe that it is better to distinguish between what one believes
and what has been researched.

You mean empirical evidence? Its impossible to acquire empirical
evidence about what people think or perceive. We can not "measure"
what the mind thinks or perceives with machines.

Our only resort is non-empirical criticism. Do you have a criticism?

Another hypothesis would be that newborn has visual conscious experience 
right from the start. In other words, visual conscious experience is not learned, it 
is preprogrammed.

As for possibilities to acquire empirical evidence about what people perceive, 
there are many of them. I will quote Jeffrey A. Gray, Consciousness: Creeping 
up on the Hard Problem where he describes experimental studies in this respect

p. 18. “Philosophers sometimes endow conscious experience with an inviolable 
privacy, rendering it incapable of meeting the scientific requirement for 
replicability of empirical observations. Nothing could be further from the truth, as 



attested by the reliability of visual illusions, among many other phenomena.”

p. 135. “These experiments demonstrate yet again, by the way, that the ‘privacy’ 
of conscious experience offers no barrier to good science. Synaesthetes claim a 
form of experience that is, from the point of view of most people, idiosyncratic in 
the extreme. Yet it can be successfully brought into the laboratory.”

Have you read a high quality academic paper in which it was successfully brought 
into the laboratory and which you saw no criticisms of?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Psychological problems related to mistakes
Date: June 2, 2012 at 3:17 PM

On 02.06.2012 20:11 Elliot Temple said the following:

On Jun 2, 2012, at 4:18 AM, Evgenii Rudnyi wrote:

On 02.06.2012 09:29 Elliot Temple said the following:

On Jun 2, 2012, at 12:12 AM, Evgenii Rudnyi wrote:

On 01.06.2012 21:03 Elliot Temple said the following:

...

Virtue is stuff to make your life better by your own
standards.

Is this stuff exist independently from human mind?

Yes it can. It's ideas. You could write moral ideas in a book.
People have.

Could you please relate ideas and the physical word between each
other?

Recently I have heard that Popper has introduced the third world
presumably for ideas. Could you comment on that? Could you please
describe the relationship between a physical world and the Popper's
third world?

What is the difficulty? Books are well known to express ideas just as
much as speech is (and you can use audio tapes as your example if you
like). You object or disagree but haven't explained why.

I have found and read Popper's Three world.
The Tanner Lecture On Human Values



Delivered at The University of Michigan, April 7, 1978

Let me quote

“In this lecture I intend to challenge those who uphold a monist or even a dualist 
view of the universe; and I will propose, instead, a pluralist view. I will propose a 
view of the universe that recognizes at least three different but interacting sub-
universes.”

“To sum up, we arrive at the following picture of the universe.  There is the 
physical universe, world 1, with its most important sub-universe, that of the living 
organisms.  World 2, the world of conscious experience, emerges as an 
evolutionary product from the world of organisms.  World 3, the world of the 
products of the human mind, emerges as an evolutionary product from world 2.”

“If I am right that the physical world has been changed by the world 3 products of 
the human mind, acting through the intervention of the human mind then this 
means that the worlds 1, 2, and 3, can interact and, therefore, that none of them 
is causally closed. The thesis that the physical world is not causally closed but 
that it can be acted upon by world 2 and, through its intervention, by world 3, 
seems to be particularly hard to swallow for the materialist monist, or the 
physicalist.”

Do you agree with Popper that World 3 objectively exist independent from World 
1, not speaking of World 2?

Evgenii



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Criteria for Reality (was: Psychological problems related to 
mistakes)
Date: June 2, 2012 at 3:24 PM

On Jun 2, 2012, at 12:17 PM, Evgenii Rudnyi wrote:

On 02.06.2012 20:11 Elliot Temple said the following:

On Jun 2, 2012, at 4:18 AM, Evgenii Rudnyi wrote:

On 02.06.2012 09:29 Elliot Temple said the following:

On Jun 2, 2012, at 12:12 AM, Evgenii Rudnyi wrote:

On 01.06.2012 21:03 Elliot Temple said the following:

...

Virtue is stuff to make your life better by your own
standards.

Is this stuff exist independently from human mind?

Yes it can. It's ideas. You could write moral ideas in a book.
People have.

Could you please relate ideas and the physical word between each
other?

Recently I have heard that Popper has introduced the third world
presumably for ideas. Could you comment on that? Could you please
describe the relationship between a physical world and the Popper's
third world?

What is the difficulty? Books are well known to express ideas just as
much as speech is (and you can use audio tapes as your example if you
like). You object or disagree but haven't explained why.



I have found and read Popper's Three world.
The Tanner Lecture On Human Values
Delivered at The University of Michigan, April 7, 1978

Let me quote

“In this lecture I intend to challenge those who uphold a monist or even a dualist 
view of the universe; and I will propose, instead, a pluralist view. I will propose a 
view of the universe that recognizes at least three different but interacting sub-
universes.”

“To sum up, we arrive at the following picture of the universe.  There is the 
physical universe, world 1, with its most important sub-universe, that of the living 
organisms.  World 2, the world of conscious experience, emerges as an 
evolutionary product from the world of organisms.  World 3, the world of the 
products of the human mind, emerges as an evolutionary product from world 2.”

“If I am right that the physical world has been changed by the world 3 products 
of the human mind, acting through the intervention of the human mind then this 
means that the worlds 1, 2, and 3, can interact and, therefore, that none of them 
is causally closed. The thesis that the physical world is not causally closed but 
that it can be acted upon by world 2 and, through its intervention, by world 3, 
seems to be particularly hard to swallow for the materialist monist, or the 
physicalist.”

Do you agree with Popper that World 3 objectively exist independent from World 
1, not speaking of World 2?

I agree World 3 stuff (products of the human mind) exist. I (and Popper) do not 
agree it is *fully* independent if that's what you meant. The "worlds" are 
connected in some ways, separate in others. As Popper says in the quote, they 
interact.

Here is my criteria for reality (existence), which is from David Deutsch: something 
exists if and only if it plays a role in our best explanations -- if we need it to 
explain the world.



BTW, that implies: if free will plays a role in any good moral explanations, then it 
exists.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Criteria for Reality
Date: June 2, 2012 at 3:38 PM

On 02.06.2012 21:24 Elliot Temple said the following:

On Jun 2, 2012, at 12:17 PM, Evgenii Rudnyi wrote:

On 02.06.2012 20:11 Elliot Temple said the following:

On Jun 2, 2012, at 4:18 AM, Evgenii Rudnyi wrote:

On 02.06.2012 09:29 Elliot Temple said the following:

On Jun 2, 2012, at 12:12 AM, Evgenii Rudnyi wrote:

On 01.06.2012 21:03 Elliot Temple said the following:

...

Virtue is stuff to make your life better by your own
standards.

Is this stuff exist independently from human mind?

Yes it can. It's ideas. You could write moral ideas in a
book. People have.

Could you please relate ideas and the physical word between
each other?

Recently I have heard that Popper has introduced the third
world presumably for ideas. Could you comment on that? Could
you please describe the relationship between a physical world
and the Popper's third world?

What is the difficulty? Books are well known to express ideas
just as much as speech is (and you can use audio tapes as your



example if you like). You object or disagree but haven't
explained why.

I have found and read Popper's Three world. The Tanner Lecture On
Human Values Delivered at The University of Michigan, April 7,
1978

Let me quote

“In this lecture I intend to challenge those who uphold a monist or
even a dualist view of the universe; and I will propose, instead, a
pluralist view. I will propose a view of the universe that
recognizes at least three different but interacting
sub-universes.”

“To sum up, we arrive at the following picture of the universe.
There is the physical universe, world 1, with its most important
sub-universe, that of the living organisms.  World 2, the world of
conscious experience, emerges as an evolutionary product from the
world of organisms.  World 3, the world of the products of the
human mind, emerges as an evolutionary product from world 2.”

“If I am right that the physical world has been changed by the
world 3 products of the human mind, acting through the intervention
of the human mind then this means that the worlds 1, 2, and 3, can
interact and, therefore, that none of them is causally closed. The
thesis that the physical world is not causally closed but that it
can be acted upon by world 2 and, through its intervention, by
world 3, seems to be particularly hard to swallow for the
materialist monist, or the physicalist.”

Do you agree with Popper that World 3 objectively exist independent
from World 1, not speaking of World 2?

I agree World 3 stuff (products of the human mind) exist. I (and
Popper) do not agree it is *fully* independent if that's what you
meant. The "worlds" are connected in some ways, separate in others.
As Popper says in the quote, they interact.

You are right, the worlds interact, probably I should have written ontologically 



independently.

Dualism (and then Three ontologically different worlds) is indeed an attractive 
idea especially when we consider consciousness. Sometimes I am thinking about 
this as well. The problem is that it is completely unclear to me how to define 
interactions between different worlds.

Thank you, now I understand your position. When one assumes Popper's three 
different worlds literally, then without doubt your statements about virtue make 
sense.

Evgenii



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: June 2, 2012 at 3:44 PM

On 02.06.2012 20:16 Elliot Temple said the following:

On Jun 2, 2012, at 4:06 AM, Evgenii Rudnyi wrote:

...

In general, I have quoted Jeffrey Gray, because in my view it
expresses quite well what happens. The point is that a human being
as an entity is composed of different pieces. I can give you
another example. One has a problem and goes to sleep. When she is
awake, the solution to the problem is ready. It happened not only
with me but with many people. It shows that there is a conscious
part and a sub(un)conscious part.

Do you deny that there is a difference between conscious and
unconscious processes in a human being?

I don't know what you think my position is or what you're trying to
argue. Please state the problem you think is under discussion, your
position, the position you're criticizing, and the criticism.

I believe that I have expressed my position above. I thought that you disagree 
with it and hence my question about conscious and unconscious processes.

Evgenii

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Jeffrey Gray (was: Caring what other people think)
Date: June 2, 2012 at 3:54 PM

On Jun 2, 2012, at 12:44 PM, Evgenii Rudnyi wrote:

On 02.06.2012 20:16 Elliot Temple said the following:

On Jun 2, 2012, at 4:06 AM, Evgenii Rudnyi wrote:

...

In general, I have quoted Jeffrey Gray, because in my view it
expresses quite well what happens. The point is that a human being
as an entity is composed of different pieces. I can give you
another example. One has a problem and goes to sleep. When she is
awake, the solution to the problem is ready. It happened not only
with me but with many people. It shows that there is a conscious
part and a sub(un)conscious part.

Do you deny that there is a difference between conscious and
unconscious processes in a human being?

I don't know what you think my position is or what you're trying to
argue. Please state the problem you think is under discussion, your
position, the position you're criticizing, and the criticism.

I believe that I have expressed my position above. I thought that you disagree 
with it and hence my question about conscious and unconscious processes.

You have not communicated your position clearly to me, as I've just told you. I 
also told you how to organize your position to make it clearer to me. Please make 
an attempt. Or if you're giving up on discussion, do so *clearly*. This current post 
is totally ambiguous about what happens next, where we go from here, if you're 
giving up, etc... It doesn't progress the discussion or provide a clear way forward, 
it doesn't address what I was saying, but it doesn't clearly stop either.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Caring what other people think
Date: June 2, 2012 at 4:26 PM

On 02.06.2012 20:16 Alan Forrester said the following:

On 2 Jun 2012, at 12:31, Evgenii Rudnyi wrote:

On 02.06.2012 10:26 Brett Hall said the following:

On 02/06/2012, at 4:45 PM, "Evgenii Rudnyi"<usenet@rudnyi.ru>
wrote:

O

.

What would you say about this text

http://plato.stanford.edu/entries/epistemology/

Popper is not even mentioned in it. Is this text about
epistemology or not? Or has this text been already refuted?

Have you read BoI? Both there and in David Deutch's previous book
are refutations of the very concept of justificationism. That
entire article presumes justificationism is true. It's not. It
doesn't work.

Yes, I have listened to The Beginning of Infinity.

It defines knowledge as "justified true belief". But we know
they're wrong about that. Knowledge is always conjectural.

I am personally fine with "justified true belief".

So how is knowledge justified?

http://plato.stanford.edu/entries/epistemology/


I guess, one assumes something in what he believes and look at the 
consequences.

By the way, do you also assume Popper's Three Worlds?

http://groups.google.com/group/beginning-of-infinity/msg/5a33b38da0d7199d

It's zero sum, wouldn't you agree? Either knowledge is tentative
and explanatory and able to be improved upon...or it's not. In
which case knowledge is 'justified' and certain. But we know that
certainty is impossible. It's an impossibly high standard...and
if that was the bar then we would know nothing. But we know that
we know stuff because we make unrelenting progress. And that's an
objective fact which we would not observe if we didn't know
anything about how the world worked.

So the answer to your question must be a resounding "yes" it's
been refuted.

For you it is refuted, for me not. I was not convinced by The
Beginning of Infinity. I stay with "justified true belief".

What's your counterargument?

How about that one day I wake up and understand that my former belief was not 
that right? Do not ask me why this happens, I do not know but this what happens.

So wouldn't you agree we can probably assume that Stanford uni's
philosophy site isn't exactly reliable on this topic?

No, I do not agree. I find Stanford Encyclopedia of Philosophy as
an excellent resource of information. This just shows that there
are different people who thinks differently.

"Popper's final position is that he acknowledges that it is
impossible to discriminate science from non-science on the basis of
the falsifiability of the scientific statements alone; he recognizes
that scientific theories are predictive, and consequently
prohibitive, only when taken in conjunction with auxiliary

http://groups.google.com/group/beginning-of-infinity/msg/5a33b38da0d7199d


hypotheses, and he also recognizes that readjustment or modification
of the latter is an integral part of scientific practice."

That's not his final position, it's his position from his first book,
maintained consistently throughout his career.

I have read Popper already a long time ago but it was my impression that his 
theory about the demarcation line between scientific and non scientific theories. I 
guess that he has become famous for his idea about falsifiability but again I am 
not an expert on Popper.

If you disagree with the paper in Stanford Encyclopedia of Philosophy, you may 
want to write your own or if you know the better paper about Popper you may 
write to SEP and tell them that.

You tell that we are fallible. Why don't you want to extend this to SEP as well? 
What is the problem?

...

This good vs. bad disturbs me a lot.

Why?

I think I have already answered. Good vs. Bad is good for moral, science in my 
view should be neutral. What do you want to hear else?

Evgenii

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Popper (was: Caring what other people think)
Date: June 2, 2012 at 4:38 PM

On Jun 2, 2012, at 1:26 PM, Evgenii Rudnyi wrote:

On 02.06.2012 20:16 Alan Forrester said the following:

On 2 Jun 2012, at 12:31, Evgenii Rudnyi wrote:

On 02.06.2012 10:26 Brett Hall said the following:

On 02/06/2012, at 4:45 PM, "Evgenii Rudnyi"<usenet@rudnyi.ru>
wrote:

O

.

What would you say about this text

http://plato.stanford.edu/entries/epistemology/

Popper is not even mentioned in it. Is this text about
epistemology or not? Or has this text been already refuted?

Have you read BoI? Both there and in David Deutch's previous book
are refutations of the very concept of justificationism. That
entire article presumes justificationism is true. It's not. It
doesn't work.

Yes, I have listened to The Beginning of Infinity.

It defines knowledge as "justified true belief". But we know
they're wrong about that. Knowledge is always conjectural.

I am personally fine with "justified true belief".

http://plato.stanford.edu/entries/epistemology/


So how is knowledge justified?

I guess, one assumes something in what he believes and look at the 
consequences.

How is that assuming justified?

By the way, do you also assume Popper's Three Worlds?

http://groups.google.com/group/beginning-of-infinity/msg/5a33b38da0d7199d

We guess ideas and try to criticize them. We provisionally accept ideas we have 
no criticisms of. What else is there to do? Better to accept an idea we see nothing 
wrong with than one we do see something wrong with.

This process cannot fairly be called assuming. We don't get our ideas by 
assuming.

So wouldn't you agree we can probably assume that Stanford uni's
philosophy site isn't exactly reliable on this topic?

No, I do not agree. I find Stanford Encyclopedia of Philosophy as
an excellent resource of information. This just shows that there
are different people who thinks differently.

"Popper's final position is that he acknowledges that it is
impossible to discriminate science from non-science on the basis of
the falsifiability of the scientific statements alone; he recognizes
that scientific theories are predictive, and consequently
prohibitive, only when taken in conjunction with auxiliary
hypotheses, and he also recognizes that readjustment or modification
of the latter is an integral part of scientific practice."

That's not his final position, it's his position from his first book,
maintained consistently throughout his career.

I have read Popper already a long time ago but it was my impression that his 

http://groups.google.com/group/beginning-of-infinity/msg/5a33b38da0d7199d


theory about the demarcation line between scientific and non scientific theories. 
I guess that he has become famous for his idea about falsifiability but again I am 
not an expert on Popper.

If you disagree with the paper in Stanford Encyclopedia of Philosophy, you may 
want to write your own or if you know the better paper about Popper you may 
write to SEP and tell them that.

But SEP aren't interested -- they are ignorant fools. If you doubt me, try 
productively collaborating with them to improve the Popper article yourself.

And there already exist much better summary works on Popper, e.g. Bryan 
Magee's book, and lots of stuff on Rafe's website.

http://www.the-rathouse.com/

And best of all, Popper himself published books!

You tell that we are fallible. Why don't you want to extend this to SEP as well? 
What is the problem?

SEP is fallible. Yes, we do extend that to them. And they are incompetent fools 
too. Those are compatible. They can be both without any contradiction.

...

This good vs. bad disturbs me a lot.

Why?

I think I have already answered. Good vs. Bad is good for moral, science in my 
view should be neutral. What do you want to hear else?

The issue of whether a scientist *should* follow the scientific method is a moral 
issue. It's the issue of whether it's good or bad to deviate from the scientific 
method.

http://www.the-rathouse.com/


Some moral understanding -- some views on what's good and bad -- is a 
prerequisite for science.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] JTB
Date: June 2, 2012 at 4:45 PM

On 02.06.2012 20:25 Elliot Temple said the following:

On Jun 2, 2012, at 4:31 AM, Evgenii Rudnyi wrote:

On 02.06.2012 10:26 Brett Hall said the following:

On 02/06/2012, at 4:45 PM, "Evgenii Rudnyi"<usenet@rudnyi.ru>
wrote:

O

.

What would you say about this text

http://plato.stanford.edu/entries/epistemology/

Popper is not even mentioned in it. Is this text about
epistemology or not? Or has this text been already refuted?

Have you read BoI? Both there and in David Deutch's previous book
are refutations of the very concept of justificationism. That
entire article presumes justificationism is true. It's not. It
doesn't work.

Yes, I have listened to The Beginning of Infinity.

It defines knowledge as "justified true belief". But we know
they're wrong about that. Knowledge is always conjectural.

I am personally fine with "justified true belief".

But what is the defense of it against refutation? Do you know what
its refutations are? Can you answer them?

http://plato.stanford.edu/entries/epistemology/


I guess that a refutation is some text written by some people. I observe however 
that it does not impress all people. Some people write another text with a 
refutation on the previous refutation, some people just ignore the refutation.

I cannot tell you why this happens. It well might be that people who have ignored 
the refutation are bad people, or there brains are affected by irrational memes, or 
they have some gene defects that does not allow them to think rationally.

It's zero sum, wouldn't you agree? Either knowledge is tentative
and explanatory and able to be improved upon...or it's not. In
which case knowledge is 'justified' and certain. But we know that
certainty is impossible. It's an impossibly high standard...and
if that was the bar then we would know nothing. But we know that
we know stuff because we make unrelenting progress. And that's an
objective fact which we would not observe if we didn't know
anything about how the world worked.

So the answer to your question must be a resounding "yes" it's
been refuted.

For you it is refuted, for me not.

Can you state why we think it's refuted?

I guess that we have different world views, as I do not share Popper's three world 
position.

Then can you refute our position?

It is impossible to refute a position when we assume different world views.

I was not convinced by The Beginning of Infinity.

Do you have a criticism of it?

My main criticism I have already expressed. I do not like the terminology Good 
and Bad Explanations.



If you were unconvinced by something you saw zero flaws in ... why?

By the way, Popper by himself, if I remember correctly (I have read
him a long time ago), have not divided theories on good and bad.

You remember incorrectly. Popper positively discusses objective
morality in a few places including The World of Parmenides. Further,
he takes all the time about ideas being better or worse, improving
them, figuring out which are good or bad, making progress (which
implies: finding the mistakes aka bad ideas by criticism, and
replacing them with better ideas).

Popper even talks about having the bad ideas "die" (in place of the
human holders, who can abandon those bad ideas harmlessly).

I have not read all Popper's books, sorry.

Evgenii

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Feyerabend
Date: June 2, 2012 at 4:47 PM

On 28 May 2012, at 23:02, Elliot Temple wrote:

On May 28, 2012, at 12:45 PM, Alan Forrester wrote:

This is a brief note on Feyerabend's book "Against Method", which attacks 
Popper. The note can be short because the book has so little substance that 
there is no need to spend a lot of time on it. It's a bad book that you should 
only read if you are specifically looking for an example of bad philosophy.

The main meat of the argument is in Chapter 15, so I'll concentrate on that. 
Feyarabend gives a summary of Popper's ideas at the start of the chapter, but 
it's far too shallow a summary and vague to address the issues he claims to 
address in the rest of the chapter and so it is seriously misleading. The 
summary goes like this: we start with problems and try to solve them by 
proposing non-ad-hoc hypotheses.

Then there is a load of stuff (pp. 174-5) about how rationality is too restrictive 
and will, somehow make us all unhappy. No explanation is presented about 
how this would happen, and so it's impossible to assess his claim.

I think this statement gives Feyerabend too much credit. What is impossible to 
assess? The implicit concept here is that he has a "claim", largely unstated, with 
some reasons or arguments, and you don't know what they are so you can't 
evaluate them. But why infer they exist at all?

I think with a lot of bad thinkers, the superficial stuff they say is as far as it goes. 
If he had something substantive to say, I'd guess he would have said it.

On pp. 175-6 Feyerabend states that science often starts with playing, not 
problem solving. He doesn't explain how playing differs from problem solving, 
so again we have another claim that is too vague to assess.

I'd assess it as a bad claim. Vague claims *are* bad claims. Claims shouldn't be 
vague. You've criticized it, so it's bad.



Yes.

On p. 176, Feyerabend chides Popper for naive falsificationism. Naive 
falsificationism is the idea that a theory should be dumped as soon as an 
experiment contradicts it. That's not Popper's actual position.

Further: Popper explicitly denied that position.

Popper's actual position goes like this. You make predictions about the 
outcome of an experiment using a theory together with a model that describes 
the experiment using that theory. If the result of the experiment contradicts 
your theory, then either the theory is wrong or you misunderstood the 
experiment. You can fix this problem by making ANY change to the 
explanation of the experiment that is not ad hoc. Not being ad hoc means that 
that the changed explanation makes predictions beyond the problem that it 
was originally invented to solve. One possible change is to discard the theory 
the experiment was designed to test, but the model that describes the 
experiment can also be changed. See Chapters IV and V of Logic of Scientific 
Discovery and especially Section 29 where Popper specifically states that 
experimental results may be reconsidered.

The "ad hoc" idea isn't quite right.

The problem it's trying to solve is people making up a long succession of bad 
ideas that waste our time. If they made up a long succession of interesting good 
attempts to rescue a theory, that wouldn't be a bad thing. We just want serious 
attempts to make progress, not unserious attempts to rationalize or save a 
position without regard for truth seeking.

One thing is: we don't need a rule to seek the truth or make an effort to learn. 
Some people will do those things, others won't, it's up to each person, and those 
who do it will have better lives so there is plenty of incentive.

Too much epistemology tries to provide specific rules about what to do, and 
Popper does this some. But as Popper himself basically said, you can do 
whatever you want, use your imagination, think outside the box, and mistakes 
will be sorted out by criticism.

Moving on, "ad hoc" is about how ideas are created, not the ideas themselves. 



It's about the source of ideas. So that's a mistake. Ideas should never ever ever 
be evaluated by their source. (I think Popper has tried to get around this some 
by redefining the concept of "ad hoc" in a more objective way about qualities of 
the idea itself. But this is too confusing and not the perfect approach to the 
topic.)

Next, it's actually extremely hard to make a long list of attempts to rescue a 
theory which do not share common flaws. If you can do that, it's not a mistake, 
it's a good thing, and they are worth considering.

The nightmare scenario we're trying to avoid involves repetitive, dumb ideas. 
The solution to this is that *criticisms have reach* (and we have memory). If we 
criticize the first few with good criticisms, those criticisms will apply to all the 
further bad ones. So we should not be criticizing those further bad ones as "ad 
hoc", instead we should point out they are refuted by the criticisms we already 
have. So it's *those* criticisms, not that it's "ad hoc", that refutes each new bad 
idea as it's generated (and if they ever don't refute it, then ad hoc or not, we 
should consider it further and see if we can refute it or not).

I think the nightmare that people can trivially evade criticism without limit is 
false. They can't. For example, they might start getting more vague. But then 
you just criticize vagueness in general and that completely wipes out that entire 
strategy.

Right, because it makes ideas difficult to test and also makes them bad 
explanations. Like all interpretations of quantum mechanics apart from many 
worlds.

Feyabend also states (p. 176) that new theories don't have much content 
because at the time of their adoption not many of their consequences have 
been worked out. This argument totally neglects the fact that a theory has 
content beyond the things that people have worked out about it. He then goes 
on to contradict himself by saying people work out stuff anew using the new 
theory: this contradicts his previous statement that the theory doesn't have 
much content.  He asks why people shouldn't just ignore all the old facts they 
got using their previous theory. The answer to this is simple: a theory that 
makes false predictions is false and should be rejected.

On pp. 178-9 Feyerabend states that scientists use ad hoc ideas all the time to 
help explain stuff after the transition to a new theory, so we shouldn't restrict 



their use.

That's ridiculous. What we *should* do is not whatever people do all the time.

Lots of philosophers don't get that. They seem to want to do things like define 
science as what scientists do. There are two major problems with this. The first is 
that it concentrates on the wrong questions. What should we call people? When 
should they get authority? The second problem is that it doesn't really address 
the issue of how people can create knowledge. What we want to know is not what 
people do, but how they can do stuff better.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] JTB
Date: June 2, 2012 at 4:54 PM

On Jun 2, 2012, at 1:45 PM, Evgenii Rudnyi wrote:

On 02.06.2012 20:25 Elliot Temple said the following:

On Jun 2, 2012, at 4:31 AM, Evgenii Rudnyi wrote:

On 02.06.2012 10:26 Brett Hall said the following:

On 02/06/2012, at 4:45 PM, "Evgenii Rudnyi"<usenet@rudnyi.ru>
wrote:

O

.

What would you say about this text

http://plato.stanford.edu/entries/epistemology/

Popper is not even mentioned in it. Is this text about
epistemology or not? Or has this text been already refuted?

Have you read BoI? Both there and in David Deutch's previous book
are refutations of the very concept of justificationism. That
entire article presumes justificationism is true. It's not. It
doesn't work.

Yes, I have listened to The Beginning of Infinity.

It defines knowledge as "justified true belief". But we know
they're wrong about that. Knowledge is always conjectural.

I am personally fine with "justified true belief".

http://plato.stanford.edu/entries/epistemology/


But what is the defense of it against refutation? Do you know what
its refutations are? Can you answer them?

I guess that a refutation is some text written by some people. I observe however 
that it does not impress all people.

This is the wrong way to think.

Thinking should be more focussed on ideas, and their merits and flaws. Not on 
people's opinions without regard for the reasons for those opinions.

Someone's opinion only matters to the extent he has good reasons/arguments for 
it. (In particular, he should have an explanation of how it works and what 
problem(s) it solves, as well as criticisms of rival ideas.)

Some people write another text with a refutation on the previous refutation, 
some people just ignore the refutation.

What text has quality arguments that contradict our positions? Or more to the 
point: what quality arguments contradict our position?

I cannot tell you why this happens. It well might be that people who have 
ignored the refutation are bad people, or there brains are affected by irrational 
memes, or they have some gene defects that does not allow them to think 
rationally.

Why people make the mistakes they do is a hard question. Don't worry, we're not 
asking you to know that.

What I'm asking is more like: provide arguments, ask questions, or concede. 
Don't just arbitrarily disagree for [no reason given].

It's zero sum, wouldn't you agree? Either knowledge is tentative
and explanatory and able to be improved upon...or it's not. In
which case knowledge is 'justified' and certain. But we know that
certainty is impossible. It's an impossibly high standard...and
if that was the bar then we would know nothing. But we know that
we know stuff because we make unrelenting progress. And that's an
objective fact which we would not observe if we didn't know



anything about how the world worked.

So the answer to your question must be a resounding "yes" it's
been refuted.

For you it is refuted, for me not.

Can you state why we think it's refuted?

I guess that we have different world views, as I do not share Popper's three 
world position.

Popper's position on justificationism does not depend on the 3 worlds idea (which 
wasn't his best idea anyway -- you brought it up not us).

Please provide a criticism of his position on justificationism, or learn what it is, or 
concede.

Then can you refute our position?

It is impossible to refute a position when we assume different world views.

No it's not, see Popper's _The Myth of the Framework_ (title essay in that book).

Go ahead and make criticisms that work in your worldview. Try to be clear about 
what kinds of premises or reasons you have for them. And we can discuss. Don't 
just give up before you even start trying.

Why -- according to your worldview -- is Popper wrong? How -- in your worldview 
-- does justificationism work?

I was not convinced by The Beginning of Infinity.

Do you have a criticism of it?



My main criticism I have already expressed. I do not like the terminology Good 
and Bad Explanations.

Does you not liking it make it false?

If you were unconvinced by something you saw zero flaws in ... why?

By the way, Popper by himself, if I remember correctly (I have read
him a long time ago), have not divided theories on good and bad.

You remember incorrectly. Popper positively discusses objective
morality in a few places including The World of Parmenides. Further,
he takes all the time about ideas being better or worse, improving
them, figuring out which are good or bad, making progress (which
implies: finding the mistakes aka bad ideas by criticism, and
replacing them with better ideas).

Popper even talks about having the bad ideas "die" (in place of the
human holders, who can abandon those bad ideas harmlessly).

I have not read all Popper's books, sorry.

When you don't know something, go ahead and ask questions. Don't just give up 
progress.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ad Hoc Ideas (was: Feyerabend)
Date: June 2, 2012 at 5:03 PM

On Jun 2, 2012, at 1:47 PM, Alan Forrester wrote:

On 28 May 2012, at 23:02, Elliot Temple wrote:

On May 28, 2012, at 12:45 PM, Alan Forrester wrote:

This is a brief note on Feyerabend's book "Against Method", which attacks 
Popper. The note can be short because the book has so little substance that 
there is no need to spend a lot of time on it. It's a bad book that you should 
only read if you are specifically looking for an example of bad philosophy.

The main meat of the argument is in Chapter 15, so I'll concentrate on that. 
Feyarabend gives a summary of Popper's ideas at the start of the chapter, 
but it's far too shallow a summary and vague to address the issues he claims 
to address in the rest of the chapter and so it is seriously misleading. The 
summary goes like this: we start with problems and try to solve them by 
proposing non-ad-hoc hypotheses.

Then there is a load of stuff (pp. 174-5) about how rationality is too restrictive 
and will, somehow make us all unhappy. No explanation is presented about 
how this would happen, and so it's impossible to assess his claim.

I think this statement gives Feyerabend too much credit. What is impossible to 
assess? The implicit concept here is that he has a "claim", largely unstated, 
with some reasons or arguments, and you don't know what they are so you 
can't evaluate them. But why infer they exist at all?

I think with a lot of bad thinkers, the superficial stuff they say is as far as it 
goes. If he had something substantive to say, I'd guess he would have said it.

On pp. 175-6 Feyerabend states that science often starts with playing, not 
problem solving. He doesn't explain how playing differs from problem solving, 
so again we have another claim that is too vague to assess.



I'd assess it as a bad claim. Vague claims *are* bad claims. Claims shouldn't 
be vague. You've criticized it, so it's bad.

Yes.

On p. 176, Feyerabend chides Popper for naive falsificationism. Naive 
falsificationism is the idea that a theory should be dumped as soon as an 
experiment contradicts it. That's not Popper's actual position.

Further: Popper explicitly denied that position.

Popper's actual position goes like this. You make predictions about the 
outcome of an experiment using a theory together with a model that 
describes the experiment using that theory. If the result of the experiment 
contradicts your theory, then either the theory is wrong or you misunderstood 
the experiment. You can fix this problem by making ANY change to the 
explanation of the experiment that is not ad hoc. Not being ad hoc means 
that that the changed explanation makes predictions beyond the problem that 
it was originally invented to solve. One possible change is to discard the 
theory the experiment was designed to test, but the model that describes the 
experiment can also be changed. See Chapters IV and V of Logic of 
Scientific Discovery and especially Section 29 where Popper specifically 
states that experimental results may be reconsidered.

The "ad hoc" idea isn't quite right.

The problem it's trying to solve is people making up a long succession of bad 
ideas that waste our time. If they made up a long succession of interesting 
good attempts to rescue a theory, that wouldn't be a bad thing. We just want 
serious attempts to make progress, not unserious attempts to rationalize or 
save a position without regard for truth seeking.

One thing is: we don't need a rule to seek the truth or make an effort to learn. 
Some people will do those things, others won't, it's up to each person, and 
those who do it will have better lives so there is plenty of incentive.

Too much epistemology tries to provide specific rules about what to do, and 
Popper does this some. But as Popper himself basically said, you can do 
whatever you want, use your imagination, think outside the box, and mistakes 



will be sorted out by criticism.

Moving on, "ad hoc" is about how ideas are created, not the ideas themselves. 
It's about the source of ideas. So that's a mistake. Ideas should never ever 
ever be evaluated by their source. (I think Popper has tried to get around this 
some by redefining the concept of "ad hoc" in a more objective way about 
qualities of the idea itself. But this is too confusing and not the perfect 
approach to the topic.)

Next, it's actually extremely hard to make a long list of attempts to rescue a 
theory which do not share common flaws. If you can do that, it's not a mistake, 
it's a good thing, and they are worth considering.

The nightmare scenario we're trying to avoid involves repetitive, dumb ideas. 
The solution to this is that *criticisms have reach* (and we have memory). If we 
criticize the first few with good criticisms, those criticisms will apply to all the 
further bad ones. So we should not be criticizing those further bad ones as "ad 
hoc", instead we should point out they are refuted by the criticisms we already 
have. So it's *those* criticisms, not that it's "ad hoc", that refutes each new bad 
idea as it's generated (and if they ever don't refute it, then ad hoc or not, we 
should consider it further and see if we can refute it or not).

I think the nightmare that people can trivially evade criticism without limit is 
false. They can't. For example, they might start getting more vague. But then 
you just criticize vagueness in general and that completely wipes out that 
entire strategy.

Right, because it makes ideas difficult to test and also makes them bad 
explanations. Like all interpretations of quantum mechanics apart from many 
worlds.

This view on "ad hoc" is substantive, valuable progress in epistemology, right? 
What should be done with it?

I think few people are interested in it. Because they don't understand it. Because 
it makes use of various Popperian ideas which they don't understand. Because 
they are stuck in a justificationist, inductivist mindset and some other bad 
philosophical traditions. Which is a huge and hard problem.

Figuring out how to deal with that would be much much larger progress than the 



ideas about "ad hoc" above themselves, so it wouldn't really make sense to figure 
it out in order to better spread these ideas. What can be done with the ideas 
about "ad hoc" without first addressing these much larger problems?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Arguments Required
Date: June 2, 2012 at 5:04 PM

On 02.06.2012 20:31 Elliot Temple said the following:

On Jun 2, 2012, at 9:32 AM, Evgenii Rudnyi wrote:

I believe that some people find the simulation hypothesis as a good
explanation.

But we don't care about opinions. For what reason is it good?

Are you familiar with arguments against it? If so, you could also
tell us criticisms of them. If not, you might have wanted to ask what
they are before praising the simulation hypothesis they refute.

I think in The Beginning of Infinity it was that it is immoral to organize such 
simulation. For me personally this was however not relevant, as I am at level 
whether to believe that simulation hypothesis is possible or not.

By the way there is a book on a similar theme

A Computable Universe: Understanding and Exploring Nature As
Computation
http://uncomp.uwe.ac.uk/LCCOMP/en/Files/Entries/2012/5/23_A_Computable
_Universe.html

It is pretty expensive but it seems some people agree that
>> conscious mind is after all a computation.

Never mind what they agree -- what are their good arguments?

Provided one assumes physicalism this follows pretty straightforward. Whether 
this argument is good or not, I do not know. I do not divide theories on good and 
bad, I just collect them.

http://uncomp.uwe.ac.uk/LCCOMP/en/Files/Entries/2012/5/23_A_Computable_Universe.html


I strongly disagree. In my view, this is the great advantage that
words 'rubbish', 'bad', 'stupid' are kept outside from the
scientific publications and presentations.

What about "false", "mistake", "refuted", "criticized", "untenable",
"reject", "in contradiction to the facts", "incorrect"?

That's fine. As usual there is some compromise.

Evgenii

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Arguments Required
Date: June 2, 2012 at 5:08 PM

On Jun 2, 2012, at 2:04 PM, Evgenii Rudnyi wrote:

On 02.06.2012 20:31 Elliot Temple said the following:

On Jun 2, 2012, at 9:32 AM, Evgenii Rudnyi wrote:

I believe that some people find the simulation hypothesis as a good
explanation.

But we don't care about opinions. For what reason is it good?

Are you familiar with arguments against it? If so, you could also
tell us criticisms of them. If not, you might have wanted to ask what
they are before praising the simulation hypothesis they refute.

I think in The Beginning of Infinity it was that it is immoral to organize such 
simulation. For me personally this was however not relevant, as I am at level 
whether to believe that simulation hypothesis is possible or not.

By the way there is a book on a similar theme

A Computable Universe: Understanding and Exploring Nature As
Computation
http://uncomp.uwe.ac.uk/LCCOMP/en/Files/Entries/2012/5/23_A_Computabl
e_Universe.html

It is pretty expensive but it seems some people agree that
conscious mind is after all a computation.

Never mind what they agree -- what are their good arguments?

Provided one assumes physicalism this follows pretty straightforward. Whether 
this argument is good or not, I do not know. I do not divide theories on good and 

http://uncomp.uwe.ac.uk/LCCOMP/en/Files/Entries/2012/5/23_A_Computable_Universe.html


bad, I just collect them.

If it's straightforward, it won't be too hard for you to provide the argument(s). So 
go ahead and post the argument(s). Explain the argument to us.

I strongly disagree. In my view, this is the great advantage that
words 'rubbish', 'bad', 'stupid' are kept outside from the
scientific publications and presentations.

What about "false", "mistake", "refuted", "criticized", "untenable",
"reject", "in contradiction to the facts", "incorrect"?

That's fine. As usual there is some compromise.

Do you object to these terms/concepts in science?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Synaesthetes
Date: June 2, 2012 at 5:18 PM

On 02.06.2012 20:43 Elliot Temple said the following:

On Jun 1, 2012, at 10:45 AM, Evgenii Rudnyi wrote:

On 01.06.2012 16:49 Rami Rustom said the following:
On Jun 1, 2012 1:49 AM, "Evgenii Rudnyi"<usenet@rudnyi.ru>
wrote:

On 29.05.2012 23:17 Rami Rustom said the following:

...

Consider a newborn at birth, or as soon as she begins to
react to her vision. Put a mirror in front of her. Does she
know what she's looking at? Does she see an image? Does her
mind even know how to interpret what her eyes are sensing?
No. These things are learned.

I do not think that there is a definite answer to this
questions. I believe that it is better to distinguish between
what one believes and what has been researched.

You mean empirical evidence? Its impossible to acquire empirical
evidence about what people think or perceive. We can not
"measure" what the mind thinks or perceives with machines.

Our only resort is non-empirical criticism. Do you have a
criticism?

Another hypothesis would be that newborn has visual conscious
experience right from the start. In other words, visual conscious
experience is not learned, it is preprogrammed.

As for possibilities to acquire empirical evidence about what
people perceive, there are many of them. I will quote Jeffrey A.
Gray, Consciousness: Creeping up on the Hard Problem where he



describes experimental studies in this respect

p. 18. “Philosophers sometimes endow conscious experience with an
inviolable privacy, rendering it incapable of meeting the
scientific requirement for replicability of empirical observations.
Nothing could be further from the truth, as attested by the
reliability of visual illusions, among many other phenomena.”

p. 135. “These experiments demonstrate yet again, by the way, that
the ‘privacy’ of conscious experience offers no barrier to good
science. Synaesthetes claim a form of experience that is, from the
point of view of most people, idiosyncratic in the extreme. Yet it
can be successfully brought into the laboratory.”

Have you read a high quality academic paper in which it was
successfully brought into the laboratory and which you saw no
criticisms of?

I have read the book of Jeffrey A. Gray, Consciousness: Creeping up on the Hard 
Problem where he describes among others his own experiments on synesthesia. 
In my view, this was convincing.

I have not read his original papers, but if you need them they are listed in Google 
Scholar

http://scholar.google.com/scholar?q=Jeffrey+A.+Gray+synesthesia

Interestingly enough, the main conclusion of the book was that conscious 
experience seems to be inconsistent with physicalism.

Evgenii

P.S. Recently I have made a review of the book and my slides are here

http://embryogenesisexplained.com/2012/04/consciousness.html

http://scholar.google.com/scholar?q=Jeffrey+A.+Gray+synesthesia
http://embryogenesisexplained.com/2012/04/consciousness.html


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Synaesthetes
Date: June 2, 2012 at 5:27 PM

On Jun 2, 2012, at 2:18 PM, Evgenii Rudnyi wrote:

On 02.06.2012 20:43 Elliot Temple said the following:

On Jun 1, 2012, at 10:45 AM, Evgenii Rudnyi wrote:

On 01.06.2012 16:49 Rami Rustom said the following:
On Jun 1, 2012 1:49 AM, "Evgenii Rudnyi"<usenet@rudnyi.ru>
wrote:

On 29.05.2012 23:17 Rami Rustom said the following:

...

Consider a newborn at birth, or as soon as she begins to
react to her vision. Put a mirror in front of her. Does she
know what she's looking at? Does she see an image? Does her
mind even know how to interpret what her eyes are sensing?
No. These things are learned.

I do not think that there is a definite answer to this
questions. I believe that it is better to distinguish between
what one believes and what has been researched.

You mean empirical evidence? Its impossible to acquire empirical
evidence about what people think or perceive. We can not
"measure" what the mind thinks or perceives with machines.

Our only resort is non-empirical criticism. Do you have a
criticism?

Another hypothesis would be that newborn has visual conscious
experience right from the start. In other words, visual conscious
experience is not learned, it is preprogrammed.

As for possibilities to acquire empirical evidence about what



people perceive, there are many of them. I will quote Jeffrey A.
Gray, Consciousness: Creeping up on the Hard Problem where he
describes experimental studies in this respect

p. 18. “Philosophers sometimes endow conscious experience with an
inviolable privacy, rendering it incapable of meeting the
scientific requirement for replicability of empirical observations.
Nothing could be further from the truth, as attested by the
reliability of visual illusions, among many other phenomena.”

p. 135. “These experiments demonstrate yet again, by the way, that
the ‘privacy’ of conscious experience offers no barrier to good
science. Synaesthetes claim a form of experience that is, from the
point of view of most people, idiosyncratic in the extreme. Yet it
can be successfully brought into the laboratory.”

Have you read a high quality academic paper in which it was
successfully brought into the laboratory and which you saw no
criticisms of?

I have read the book of Jeffrey A. Gray, Consciousness: Creeping up on the 
Hard Problem where he describes among others his own experiments on 
synesthesia. In my view, this was convincing.

I have not read his original papers, but if you need them they are listed in 
Google Scholar

http://scholar.google.com/scholar?q=Jeffrey+A.+Gray+synesthesia

Interestingly enough, the main conclusion of the book was that conscious 
experience seems to be inconsistent with physicalism.

Evgenii

P.S. Recently I have made a review of the book and my slides are here

http://embryogenesisexplained.com/2012/04/consciousness.html

Here's the deal: secondary sources are not good enough.

http://scholar.google.com/scholar?q=Jeffrey+A.+Gray+synesthesia
http://embryogenesisexplained.com/2012/04/consciousness.html


Please go ahead and read some primary source material and report back how 
good it is, or drop your claims that *assume* the primary source material is any 
good without knowing.

If you haven't checked out the primary sources, you're making a mistake to 
assume they are any good. Gray's book leaves out lots of details. Those details 
can contain errors. Lots of errors that totally change the correct conclusions. If 
you want to have true ideas, you should investigate further, to a higher standard.

Otherwise your quality of knowledge you're achieving is far below the goals of 
some of the people here (like me), so it's not going to work for us.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Jeffrey Gray
Date: June 2, 2012 at 5:37 PM

On 02.06.2012 21:54 Elliot Temple said the following:

On Jun 2, 2012, at 12:44 PM, Evgenii Rudnyi wrote:

On 02.06.2012 20:16 Elliot Temple said the following:

On Jun 2, 2012, at 4:06 AM, Evgenii Rudnyi wrote:

...

In general, I have quoted Jeffrey Gray, because in my view it
expresses quite well what happens. The point is that a human
being as an entity is composed of different pieces. I can give
you another example. One has a problem and goes to sleep. When
she is awake, the solution to the problem is ready. It happened
not only with me but with many people. It shows that there is a
conscious part and a sub(un)conscious part.

Do you deny that there is a difference between conscious and
unconscious processes in a human being?

I don't know what you think my position is or what you're trying
to argue. Please state the problem you think is under discussion,
your position, the position you're criticizing, and the
criticism.

I believe that I have expressed my position above. I thought that
you disagree with it and hence my question about conscious and
unconscious processes.

You have not communicated your position clearly to me, as I've just
told you. I also told you how to organize your position to make it
clearer to me. Please make an attempt. Or if you're giving up on
discussion, do so *clearly*. This current post is totally ambiguous
about what happens next, where we go from here, if you're giving up,



etc... It doesn't progress the discussion or provide a clear way
forward, it doesn't address what I was saying, but it doesn't clearly
stop either.

If you insist, please. This is your message with your reply to my quote from 
Jeffrey Gray

-------- Original Message --------
Subject: Re: [BoI] Caring what other people think
Date: Wed, 30 May 2012 16:53:14 -0700
From: Elliot Temple <curi@curi.us>
Reply-to: beginning-of-infinity@googlegroups.com

On May 27, 2012, at 1:31 PM, Evgenii Rudnyi wrote:

> Jeffrey Gray from Consciousness: Creeping on the hard problem
>
> p. 275. "Suppose yourself in a seemingly tranquil and innocuous
> conversation with the Dearly Beloved (as 'significant others'
> were once, more romantically, called). She (or he, to taste) says
> something wounding (or rejecting, or arousing your jealousy, also
> according to taste). At first, you merely notice the offending
> remark and carry on the conversation as before, perhaps calmly
> thinking 'I can ignore that', or 'it isn't all that important
> anyway'. But then - and again it takes some seconds to happen -
> you start to feel a knot in the stomach, a clenching in the jaws,
> a clamminess in the hands, a tremulousness in the voice. The
> wounding remark has after all hit home, it just took you some
> time to find out."
>
>As you see there are at least two entities. First "I" that tries to
>ignore the bad remark, second is a body that just reacts to the
>remark independently from the will of "I".

This is assertion and myth, not argument or fact.

People interpret their body as just doing things automatically and claim such 
things happen. But why should we believe them? They don't know what they are 
talking about, they have large incentives to say/believe this, and their claims are 



incompatible with (Popperian) epistemology.

-- Elliot Temple
http://curi.us/
-------- End of the Original Message --------

You have stated that two entities in a human being is myth. After some exchange 
to understand your position better I have asked you about the difference between 
conscious and unconscious processes. In my view, if we assume that they are 
different, then this leads to my statement that I have made. I do not see why then 
this is a myth.

So I do not understand what else do you want from me.

In general, I should say that if you assume Popper's three worlds right from the 
start then our discussion was meaningless, as I do not assume Popper's three 
worlds. I am not even ready to assume dualism.

Evgenii

-- 

http://curi.us/


From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Synaesthetes
Date: June 2, 2012 at 5:43 PM

On 02.06.2012 23:27 Elliot Temple said the following:

On Jun 2, 2012, at 2:18 PM, Evgenii Rudnyi wrote:

On 02.06.2012 20:43 Elliot Temple said the following:

On Jun 1, 2012, at 10:45 AM, Evgenii Rudnyi wrote:

...

As for possibilities to acquire empirical evidence about what
people perceive, there are many of them. I will quote Jeffrey
A. Gray, Consciousness: Creeping up on the Hard Problem where
he describes experimental studies in this respect

p. 18. “Philosophers sometimes endow conscious experience with
an inviolable privacy, rendering it incapable of meeting the
scientific requirement for replicability of empirical
observations. Nothing could be further from the truth, as
attested by the reliability of visual illusions, among many
other phenomena.”

p. 135. “These experiments demonstrate yet again, by the way,
that the ‘privacy’ of conscious experience offers no barrier to
good science. Synaesthetes claim a form of experience that is,
from the point of view of most people, idiosyncratic in the
extreme. Yet it can be successfully brought into the
laboratory.”

Have you read a high quality academic paper in which it was
successfully brought into the laboratory and which you saw no
criticisms of?

I have read the book of Jeffrey A. Gray, Consciousness: Creeping up
on the Hard Problem where he describes among others his own



experiments on synesthesia. In my view, this was convincing.

I have not read his original papers, but if you need them they are
listed in Google Scholar

http://scholar.google.com/scholar?q=Jeffrey+A.+Gray+synesthesia

Interestingly enough, the main conclusion of the book was that
conscious experience seems to be inconsistent with physicalism.

Evgenii

P.S. Recently I have made a review of the book and my slides are
here

http://embryogenesisexplained.com/2012/04/consciousness.html

Here's the deal: secondary sources are not good enough.

Please go ahead and read some primary source material and report back
how good it is, or drop your claims that *assume* the primary source
material is any good without knowing.

Have I said that the primary sources are good?

Evgenii

http://scholar.google.com/scholar?q=Jeffrey+A.+Gray+synesthesia
http://embryogenesisexplained.com/2012/04/consciousness.html


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Jeffrey Gray
Date: June 2, 2012 at 5:44 PM

On Jun 2, 2012, at 2:37 PM, Evgenii Rudnyi wrote:

You have stated that two entities in a human being is myth.

Hold on. Please provide a quote when saying I stated something. I don't think I 
stated that.

And this is vague/ambiguous. What type of entities?

Humans have both livers and spleens. That's two entities (things with distinct, 
objective existence which are approximately autonomous for some purposes) in a 
human being. Calling that a myth is false.

After some exchange to understand your position better

It looks like more of that is needed.

I have asked you about the difference between conscious and unconscious 
processes. In my view, if we assume that they are different,

Different in what ways?

Why "assume" it instead of argue it?

then this leads to my statement that I have made.

Which statement?

Communication is hard enough without non-specific references in place of major 
points.

 I do not see why then this is a myth.

So I do not understand what else do you want from me.



I want:

A statement of the problem (question) you think we're discussing.

A statement of what you think my answer to that problem is.

A statement of your direct answer to that problem.

Your criticisms of my solution to the problem.

And, in each case, I want extreme clarity.

In general, I should say that if you assume Popper's three worlds right from the 
start then our discussion was meaningless, as I do not assume Popper's three 
worlds. I am not even ready to assume dualism.

Popper's 3 worlds is nothing like dualism plus an extra world. So you don't 
understand it.

Since you brought it up, not me, and you don't understand it, can we just drop it?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Synaesthetes
Date: June 2, 2012 at 5:45 PM

On Jun 2, 2012, at 2:43 PM, Evgenii Rudnyi wrote:

On 02.06.2012 23:27 Elliot Temple said the following:

On Jun 2, 2012, at 2:18 PM, Evgenii Rudnyi wrote:

On 02.06.2012 20:43 Elliot Temple said the following:

On Jun 1, 2012, at 10:45 AM, Evgenii Rudnyi wrote:

...

As for possibilities to acquire empirical evidence about what
people perceive, there are many of them. I will quote Jeffrey
A. Gray, Consciousness: Creeping up on the Hard Problem where
he describes experimental studies in this respect

p. 18. “Philosophers sometimes endow conscious experience with
an inviolable privacy, rendering it incapable of meeting the
scientific requirement for replicability of empirical
observations. Nothing could be further from the truth, as
attested by the reliability of visual illusions, among many
other phenomena.”

p. 135. “These experiments demonstrate yet again, by the way,
that the ‘privacy’ of conscious experience offers no barrier to
good science. Synaesthetes claim a form of experience that is,
from the point of view of most people, idiosyncratic in the
extreme. Yet it can be successfully brought into the
laboratory.”

Have you read a high quality academic paper in which it was
successfully brought into the laboratory and which you saw no
criticisms of?



I have read the book of Jeffrey A. Gray, Consciousness: Creeping up
on the Hard Problem where he describes among others his own
experiments on synesthesia. In my view, this was convincing.

I have not read his original papers, but if you need them they are
listed in Google Scholar

http://scholar.google.com/scholar?q=Jeffrey+A.+Gray+synesthesia

Interestingly enough, the main conclusion of the book was that
conscious experience seems to be inconsistent with physicalism.

Evgenii

P.S. Recently I have made a review of the book and my slides are
here

http://embryogenesisexplained.com/2012/04/consciousness.html

Here's the deal: secondary sources are not good enough.

Please go ahead and read some primary source material and report back
how good it is, or drop your claims that *assume* the primary source
material is any good without knowing.

Have I said that the primary sources are good?

You've implied it when you accepted ideas coming from them, to you, via Gray.

-- Elliot Temple
http://curi.us/

http://scholar.google.com/scholar?q=Jeffrey+A.+Gray+synesthesia
http://embryogenesisexplained.com/2012/04/consciousness.html
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Reflection - Why and How?
Date: June 2, 2012 at 6:10 PM

On Mar 27, 2012, at 1:29 PM, Rami Rustom wrote:

People make lots of mistakes. To improve reliably we need good error
correction methods.

I agree.

But most people take a passive approach with this.
They expect [or hope] that they'll notice their mistakes.

This is actually an interesting issue I think. Because some mistakes cause 
problems that are hard to miss. Like if I'm trying to buy an iPad, but I don't bring 
any money, then the store won't give me an iPad. So I won't have an iPad like I 
wanted. So it's hard to miss that I've made a mistake and have a problem.

Other mistakes are harder to notice.

An interesting example is marriage. There are large numbers of well known ways 
that marriages hurt people. They are all over TV, in many magazines, they are 
really hard not to notice or ever hear about. People do notice them, but then 
people also add denials, rationalizations, naive assumptions those problems are 
for *others not me* (that my marriage is "special" since we are "in love" -- as if 
other marriages that hurt people don't also have participants who think they are 
special and in love). Marriage is a case where many mistakes are really hard to 
miss (and there are other more subtle ones, too), yet people manage to miss 
them anyway.

Then there's other mistakes people make and never know they've made and few 
people could tell them. (And there must be others where, today, no one could tell 
them. But I can't give you any concrete examples of those, since I haven't 
identified those mistakes.) An example here is justificationism, an epistemological 
mistake which only a few people have identified as a mistake, and it's not 
common knowledge that it's mistaken.

But a passive approach doesn't work reliably. Why not? Because



because some mistakes are easy to miss (justificationism), and sometimes 
people do things to make themselves blind to mistakes (marriage).

the
mind does the vast majority of its work without conscious attention.
That means that most of the mistakes we make are done without knowing
that they occurred. Why are our mind like this? Because there is way
to much sensory input for our minds to pay attention to all of it. Our
minds disregard the vast majority of it.

And even for the stuff that we do pay attention to, there is not
enough time during our experiences for us to really think about the
consequences of our actions. We just don't have enough resources for
that, not even close.

So how do our minds decide what to pay attention to?

This is a bad question. The question should be how do we (or individual people) 
decide what to pay attention to. The version quoted disassociates people from 
their minds or even denies people responsibility for their minds.

Its based on what
we consider to be important.

This is imprecise. What really goes on is we guess things to pay attention to and 
then criticize those guesses and one criticism we use is if something isn't 
important enough to merit much attention.

There is no way to pay attention to everything important.

And what do we consider important? That
is based on our ideas. Its also based on the habits we've developed,
which is based on our ideas.

But why do I still have habits that don't match up with my current
ideas? Its because I haven't developed new habits based on my new
ideas. And because I haven't gotten rid of my bad habits based on my
old [bad] ideas.



So whats the solution? How do I improve my habits to match my new
ideas? Well what is a habit? A habit is something we do that is done
without conscious attention. By definition, it is *passive*. Passivity
doesn't work. Only an *active* approach can work reliably. So what is
an *active* approach to changing ones habits? Reflection.

What about a habit of acting like an alpha male and successfully picking up 
women in bars? Wouldn't that be an active habit?

Reflection means to think about your experiences after they've
happened. Why does this work? Its because during the experience, you
did not have enough time to think about the consequences of your
actions. But afterwords, you have more time to reflect on those
experiences and its like you are replaying those experiences the way
we do with a VHS player.

Actually visual memories (let alone other types) aren't stored like video tapes.

Why did I say VHS instead of Blueray? Because Blueray functionality
requires a special type of reflection, which is writing. When writing
about your experiences, you have more functionality like pause, skim,
speed controls, jump forward and backwards with as much control as you
want.

So how should we write? Well you could write in a journal, but then
you only have yourself to criticize it. I've found that having other
people there to criticize my writing is much more effective. These
lists are perfect for that [because the members know good
epistemology].

Some of the members. Others are learning. Others don't want to learn.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Truths not opinions (was: Re: [BoI] Psychological problems related to 
mistakes)
Date: June 2, 2012 at 7:38 PM

On 2 Jun 2012, at 08:12, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:

How would you define truth?

Correspondence with reality.

Non-mistakes.

Why do I need to define it? You know what it is, don't you?

If you don't know what truth is, you should look it up in the
dictionary. And if that doesn't help, explain what the problem is
instead of merely asking a question that gives no indication of where
you're getting stuck.

I was trying to understand your statement

Here we're looking for truths not opinions.

because it puzzles me.

An opinion is just some idea held by a person. Agreed?

And that idea can be anything at all - from "I'll eventually die if I
stop eating" to "the moon landing was a hoax" to "I'm doubtful about
the conclusions of this paper." Agreed?

Some of these opinions will correspond to reality, and some will not.
The ones that correspond to reality are "truths." Agreed?

It's not possible for us to know with certainty whether an idea is a
truth. We could be mistaken about any idea. Agreed?

But we assume that reality is self-consistent - that if two statements
both correspond to reality, then they will not contradict. And,



conversely, if two statements contradict, they cannot both correspond
to reality. Agreed?

So, when our opinion is in conflict with some other idea, at least one
of the ideas is mistaken. Because we're looking for truths, we should
make an effort to identify which ideas are mistaken (i.e. are refuted)
and so discard them, because we think they're *not* truths. (We could
be wrong about that! But it's ok - if we change our minds in the
future, we can always bring the idea back again. In the meantime,
though, we have a limited number of ideas we can work with at once, so
it's helpful to discard ideas that we think we won't want to use on
account of them being false).

One can begin this process as soon as there are two ideas in conflict.
It's not necessary to bring new opinions (ideas) into the
conversation, and - unless the new idea actually refutes everything
else - it's often unhelpful because it makes the conflict more
complicated.

So, in summary: when we have two conflicting opinions, responding with
a third conflicting opinion is usually not helpful because it does not
resolve the conflict and so does not get us any closer to the truth.
Resolve the conflict first, and *then* bring in the new opinion if you
think it conflicts with the resolution.

- Richard

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] is global warming bad?
Date: June 2, 2012 at 10:09 PM

On 03/06/2012, at 12:08 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 1, 2012 9:11 PM, "Elliot Temple" <curi@curi.us> wrote:

what you're saying is that recent studies have shown that such estimates are 
massively inaccurate. so, lesson learned?

Yes.

But the lesson could have been learned before they changed their estimates.

The chapter in BoI about math in politics explains the problem of
using abstract math in reality. This is the same problem that climate
scientists are making.

Its akin to the computer model that engineers used to simulate the
Leaning Tower of Pisa [I saw this on the History channel]. The
engineers tried and tried but couldn't get the simulation to not fall.
Funny thing is that the History channel said, "It *literally* defies
the laws of Physics."  At the time I believed that the problem was the
engineers. That they were stupid. Later I learned that the problem was
not the engineers but the idea of using computer models to simulate
reality; they can be wildly inaccurate because of the inherent error
in the numerical methods. And from BoI I learned that the much larger
source of error is a result of the philosophical assumptions that the
creators of the computer model make in order to emulate reality.

If the predictions are widely innacurate and based on dodgy philosophical 
assumptions, why are simulations performed at all? What is the purpose of a 
computer simulation in scientific research if it's not to test scientific theories?

Brett.



-- 



From: Evgenii Rudnyi <usenet@rudnyi.ru>
Subject: Re: [BoI] Jeffrey Gray
Date: June 3, 2012 at 4:56 AM

On 02.06.2012 23:44 Elliot Temple said the following:

On Jun 2, 2012, at 2:37 PM, Evgenii Rudnyi wrote:

You have stated that two entities in a human being is myth.

Hold on. Please provide a quote when saying I stated something. I
don't think I stated that.

Dear Elliot,

For convenience I have inserted your message below. Here I will copy just my 
paragraph and your statement.

ER>As you see there are at least two entities. First "I" that tries to
ER>ignore the bad remark, second is a body that just reacts to the
ER>remark independently from the will of "I".

ET>This is assertion and myth, not argument or fact.

From that I have inferred that

>> You have stated that two entities in a human being is myth.

I could be wrong but this what I have seen in the email.

In general, I would ask you not to teach me how I should live. You live your own 
way, I my own. I just would like to point out that below is your complete email and 
the best if you address your wishes to yourself.

I have checked the rules for this discussion list and I see that I have missed this 
statement, sorry.

"This list is not neutral ground and should always be friendly and welcoming to 
people in favor of ideas in BoI. Criticism and outsiders are welcome too, 
especially if they are respectful and write high quality posts. Remember that in 



order to criticize an idea in BoI one first needs to understand it well. Otherwise 
the appropriate type of post would be a question."

I do not like the book, I am not going to play according to Popper's methodology, 
so I am just leaving the list.

It was my pleasure talking with you.

Evgenii

-------- Original Message --------
Subject: Re: [BoI] Caring what other people think
Date: Wed, 30 May 2012 16:53:14 -0700
From: Elliot Temple <curi@curi.us>
Reply-to: beginning-of-infinity@googlegroups.com

On May 27, 2012, at 1:31 PM, Evgenii Rudnyi wrote:

> Jeffrey Gray from Consciousness: Creeping on the hard problem
>
> p. 275. "Suppose yourself in a seemingly tranquil and innocuous
> conversation with the Dearly Beloved (as 'significant others'
> were once, more romantically, called). She (or he, to taste) says
> something wounding (or rejecting, or arousing your jealousy, also
> according to taste). At first, you merely notice the offending
> remark and carry on the conversation as before, perhaps calmly
> thinking 'I can ignore that', or 'it isn't all that important
> anyway'. But then - and again it takes some seconds to happen -
> you start to feel a knot in the stomach, a clenching in the jaws,
> a clamminess in the hands, a tremulousness in the voice. The
> wounding remark has after all hit home, it just took you some
> time to find out."
>
>As you see there are at least two entities. First "I" that tries to
>ignore the bad remark, second is a body that just reacts to the
>remark independently from the will of "I".

This is assertion and myth, not argument or fact.



People interpret their body as just doing things automatically and claim such 
things happen. But why should we believe them? They don't know what they are 
talking about, they have large incentives to say/believe this, and their claims are 
incompatible with (Popperian) epistemology.

-- Elliot Temple
http://curi.us/
-------- End of the Original Message --------

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Jeffrey Gray
Date: June 3, 2012 at 5:07 AM

On Jun 3, 2012, at 1:56 AM, Evgenii Rudnyi wrote:

On 02.06.2012 23:44 Elliot Temple said the following:

On Jun 2, 2012, at 2:37 PM, Evgenii Rudnyi wrote:

You have stated that two entities in a human being is myth.

Hold on. Please provide a quote when saying I stated something. I
don't think I stated that.

Dear Elliot,

For convenience I have inserted your message below. Here I will copy just my 
paragraph and your statement.

ER>As you see there are at least two entities. First "I" that tries to
ER>ignore the bad remark, second is a body that just reacts to the
ER>remark independently from the will of "I".

ET>This is assertion and myth, not argument or fact.

From that I have inferred that

You have stated that two entities in a human being is myth.

I could be wrong but this what I have seen in the email.

That is incorrect. The word "this" does not mean "the first sentence of the quote 
I'm replying to".

In general, I would ask you not to teach me how I should live.

You're on the wrong list. This is a list for learning and improving. if you don't want 



to do that you do not belong here. If you do not appreciate anything about how to 
live better -- what ideas are good to have, how to approach ideas or discussion, 
how to read the word "this", etc -- then you have the wrong attitude for a truth-
seeking, rational list.

Here we expect an attitude more like that in the book BoI which says quite a lot 
about how you should live.

But -- if you want to -- you could learn to have an atittude more like this. It would 
make your life better and you would be more intelligent. You'd be better off in all 
respects. It's a great opportunity, if you're interested (it must be approached 
voluntarily).

You live your own way, I my own.

That unargued position is in direct contradiction to BoI, so you shouldn't expect 
anyone here to accept it.

I just would like to point out that below is your complete email and the best if you 
address your wishes to yourself.

I have checked the rules for this discussion list and I see that I have missed this 
statement, sorry.

"This list is not neutral ground and should always be friendly and welcoming to 
people in favor of ideas in BoI. Criticism and outsiders are welcome too, 
especially if they are respectful and write high quality posts. Remember that in 
order to criticize an idea in BoI one first needs to understand it well. Otherwise 
the appropriate type of post would be a question."

I do not like the book, I am not going to play according to Popper's methodology, 
so I am just leaving the list.

It was my pleasure talking with you.

Bye.

Next time you're going to dislike something, I'd suggest coming up with some 
reasons why. What's wrong with Popper's methodology? What part of it is false? 
You never told us... If you try to do this, it provides the possibility of learning that 



you are mistaken, and therefore improving your thinking and your life. Your 
current attitude will do nothing but ruin your life.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: Truths not opinions (was: Re: [BoI] Psychological problems related 
to mistakes)
Date: June 3, 2012 at 5:23 AM

On Jun 2, 2012, at 4:38 PM, Richard Fine wrote:

On 2 Jun 2012, at 08:12, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:

How would you define truth?

Correspondence with reality.

Non-mistakes.

Why do I need to define it? You know what it is, don't you?

If you don't know what truth is, you should look it up in the
dictionary. And if that doesn't help, explain what the problem is
instead of merely asking a question that gives no indication of where
you're getting stuck.

I was trying to understand your statement

Here we're looking for truths not opinions.

because it puzzles me.

An opinion is just some idea held by a person. Agreed?

And that idea can be anything at all - from "I'll eventually die if I
stop eating" to "the moon landing was a hoax" to "I'm doubtful about
the conclusions of this paper." Agreed?

I don't think examples of common ideas illustrate the concept of "that idea can be 
anything at all" very well.

Some of these opinions will correspond to reality, and some will not.



The ones that correspond to reality are "truths." Agreed?

It's not possible for us to know with certainty whether an idea is a
truth. We could be mistaken about any idea. Agreed?

But we assume that reality is self-consistent

I don't. Assuming is an irrational approach to thinking in general (it's only useful 
as a discussion-narrower ... and it's dangerous in that role). In this case, there's 
nothing to gain by the method of assuming.

- that if two statements
both correspond to reality, then they will not contradict. And,
conversely, if two statements contradict, they cannot both correspond
to reality. Agreed?

So, when our opinion is in conflict with some other idea, at least one
of the ideas is mistaken.

This is a bit confusing because it refers to one idea as an "opinion" then refers to 
both "ideas" as a group. Not all readers will catch what's going on.

Because we're looking for truths, we should
make an effort to identify which ideas are mistaken (i.e. are refuted)
and so discard them, because we think they're *not* truths. (We could
be wrong about that! But it's ok - if we change our minds in the
future, we can always bring the idea back again.

We'll never bring literally the same idea back again. What we might "bring back" 
is a new idea which is similar to an old idea.

If we couldn't defend the idea the first time then it wasn't good enough. We at 
least need a more sophisticated, helpful version of it -- one that provides better 
tools for defending it.

In the meantime,
though, we have a limited number of ideas we can work with at once, so
it's helpful to discard ideas that we think we won't want to use on
account of them being false).



One can begin this process as soon as there are two ideas in conflict.
It's not necessary to bring new opinions (ideas) into the
conversation, and - unless the new idea actually refutes everything
else - it's often unhelpful because it makes the conflict more
complicated.

So, in summary: when we have two conflicting opinions, responding with
a third conflicting opinion is usually not helpful because it does not
resolve the conflict and so does not get us any closer to the truth.
Resolve the conflict first, and *then* bring in the new opinion if you
think it conflicts with the resolution.

When there are two conflicting ideas, often they are both wrong and a third 
conflicting idea is exactly what's needed. That's the most common case. DD/TCS 
has been saying this for a long time in regards to common preference finding.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: [BoI] Re: Truths not opinions
Date: June 3, 2012 at 6:41 AM

On 03/06/2012 10:23, Elliot Temple wrote:
On Jun 2, 2012, at 4:38 PM, Richard Fine wrote:

On 2 Jun 2012, at 08:12, Evgenii Rudnyi<usenet@rudnyi.ru>  wrote:

How would you define truth?
Correspondence with reality.

Non-mistakes.

Why do I need to define it? You know what it is, don't you?

If you don't know what truth is, you should look it up in the
dictionary. And if that doesn't help, explain what the problem is
instead of merely asking a question that gives no indication of where
you're getting stuck.

I was trying to understand your statement

Here we're looking for truths not opinions.
because it puzzles me.

An opinion is just some idea held by a person. Agreed?

And that idea can be anything at all - from "I'll eventually die if I
stop eating" to "the moon landing was a hoax" to "I'm doubtful about
the conclusions of this paper." Agreed?

I don't think examples of common ideas illustrate the concept of "that idea can 
be anything at all" very well.

Would it be better if I didn't give examples, or should I just try and construct some 
less common ideas as examples?

Some of these opinions will correspond to reality, and some will not.
The ones that correspond to reality are "truths." Agreed?

It's not possible for us to know with certainty whether an idea is a



truth. We could be mistaken about any idea. Agreed?

But we assume that reality is self-consistent
I don't. Assuming is an irrational approach to thinking in general (it's only useful 
as a discussion-narrower ... and it's dangerous in that role). In this case, there's 
nothing to gain by the method of assuming.

Oh, right. We don't *assume* that reality is self-consistent - we just *think* that it 
is. Right?

But every conflict between ideas is a potential refutation of that theory. How is it 
that "reality is self-consistent" refutes "both these contradicting ideas are true" 
each time?

- that if two statements
both correspond to reality, then they will not contradict. And,
conversely, if two statements contradict, they cannot both correspond
to reality. Agreed?

So, when our opinion is in conflict with some other idea, at least one
of the ideas is mistaken.

This is a bit confusing because it refers to one idea as an "opinion" then refers 
to both "ideas" as a group. Not all readers will catch what's going on.

How's this:

"So, when an idea we hold - one of our opinions - is in conflict with some other 
idea, at least one of the ideas is mistaken."

Because we're looking for truths, we should
make an effort to identify which ideas are mistaken (i.e. are refuted)
and so discard them, because we think they're *not* truths. (We could
be wrong about that! But it's ok - if we change our minds in the
future, we can always bring the idea back again.

We'll never bring literally the same idea back again. What we might "bring back" 
is a new idea which is similar to an old idea.

If we couldn't defend the idea the first time then it wasn't good enough. We at 
least need a more sophisticated, helpful version of it -- one that provides better 



tools for defending it.

Suppose that we start with the idea "Man walked on the moon." We then refute it 
with "The moon landing was a hoax." But later on we decide that the moon 
landing *wasn't* a hoax. How should we change "Man walked on the moon" when 
we bring it back?

In the meantime,
though, we have a limited number of ideas we can work with at once, so
it's helpful to discard ideas that we think we won't want to use on
account of them being false).

One can begin this process as soon as there are two ideas in conflict.
It's not necessary to bring new opinions (ideas) into the
conversation, and - unless the new idea actually refutes everything
else - it's often unhelpful because it makes the conflict more
complicated.

So, in summary: when we have two conflicting opinions, responding with
a third conflicting opinion is usually not helpful because it does not
resolve the conflict and so does not get us any closer to the truth.
Resolve the conflict first, and *then* bring in the new opinion if you
think it conflicts with the resolution.

When there are two conflicting ideas, often they are both wrong and a third 
conflicting idea is exactly what's needed. That's the most common case. 
DD/TCS has been saying this for a long time in regards to common preference 
finding.

Yes. Though one should still determine that both the first two ideas are wrong 
before you bring in a third opinion, shouldn't you?

- Richard

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Computer models in Science (was: [BoI] is global warming bad?)
Date: June 3, 2012 at 11:50 AM

On Jun 2, 2012 9:09 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 03/06/2012, at 12:08 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 1, 2012 9:11 PM, "Elliot Temple" <curi@curi.us> wrote:

what you're saying is that recent studies have shown that such estimates 
are massively inaccurate. so, lesson learned?

Yes.

But the lesson could have been learned before they changed their estimates.

The chapter in BoI about math in politics explains the problem of
using abstract math in reality. This is the same problem that climate
scientists are making.

Its akin to the computer model that engineers used to simulate the
Leaning Tower of Pisa [I saw this on the History channel]. The
engineers tried and tried but couldn't get the simulation to not fall.
Funny thing is that the History channel said, "It *literally* defies
the laws of Physics."  At the time I believed that the problem was the
engineers. That they were stupid. Later I learned that the problem was
not the engineers but the idea of using computer models to simulate
reality; they can be wildly inaccurate because of the inherent error
in the numerical methods. And from BoI I learned that the much larger
source of error is a result of the philosophical assumptions that the
creators of the computer model make in order to emulate reality.

If the predictions are widely inaccurate and based on dodgy philosophical 
assumptions, why are simulations performed at all?

Because (1) we can't actually test hypothesis on planets [we only have
Earth and we can't run tests on it], and (2) we have fast computers
that can simulate Earth.



What is the purpose of a computer simulation in scientific research if it's not to 
test scientific theories?

Well they are meant to test scientific theories. But the problem is
that science is supposed to make hypothesis and then try to falsify
them by experimenting on reality. But in these cases, they are
experimenting on models of reality.

So we should be considering the philosophy of using models of reality
and of the inherent error of numerical methods. And we should also be
considering the assumptions made in the models. Aside from this, we
should be more accurately describing the margins of error resulting
from these factors. Notice that the climate scientists claim things
like, "Worst case scenario, we'll have an ice age in X years and they
don't mention their margin of error." X years is the low end of their
margin of error. I expect that the high end is something like 500
years or never, but of course they don't want to mention this part
because they have an agenda, or they trust the precautionary
principle, or both.

Computer models are good for simple closed systems, like a container
of gas. Earth's climate system is very complex with variables that we
don't understand and some variables I expect we don't even know exist.
And its not a closed system. There are exterior factors outside of
Earth, like solar flares, meteors, and human ideas.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] fallibleideas.com/emotions
Date: June 4, 2012 at 5:25 AM

On Mar 29, 2012, at 2:59 PM, Rami Rustom wrote:

On Mar 29, 2012 1:48 AM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 28, 2012, at 5:33 PM, Rami Rustom wrote:

I'm confused about the last paragraph of fallibleideas.com/emotions

None of this is disrespectful to emotions. It doesn't assume they are
all wrong, or worthless, or don't contain knowledge.

I don't see how emotions could contain knowledge. I think that an
emotion can be caused by a thought, and the thought is an idea. Do you
mean that an emotion is evidence of a thought?

Maybe someone is in a relationship and their partner does something and they 
feel bad. Maybe they even feel jealous.

Jealousy is irrational. If person A doesn't trust person B, then A
should end the relationship with B. Viola.

But first person A should address the reasons for the distrust. If he
can't come up with reasons, then the emotion is based in a gut feeling
that she is cheating on him, i.e. inexplicit knowledge. He should
confront her directly about this. And if he isn't able to control his
jealous emotions, then he should consider if his own ideas are the
problem, like maybe he had previous relationships with similar
problems. In this case, I think person B should dump A.

Lots of people figure out indirect ways to find out if she is cheating
by performing tests like getting strangers to hit on her or something.
I think this is bad. I rather dump her. Its less work. Although I've
never been jealous.

Either way, the jealousy should end almost immediately.



And they can't explain why what the partner did is bad very well. They don't 
have good arguments.

But the emotion might be right. Maybe it really is bad. Emotions aren't random 
or always wrong. Some of them sometimes have a bit of wisdom in them.

Yes he might have seen her react a certain way to another guy and his
mind has inexplicit knowledge about these things based on past
experience so he may be right about what it means but he can't explain
it.

Sometimes people emotionally think something is bad but hear some 
intellectual arguments that it's good which seem true to them. But they still 
emotionally think it's bad. They're conflicted. Sometimes the emotion is right. 
Just ignoring the emotion is often a bad approach.

Hmm. Is confusion an emotion? I've been saying that I pay attention to
the feeling I get when I'm confused. This is an emotion, right?

Edmund Burke talks about this stuff some in his defense of "prejudice" in 
Reflections on the Revolution in France.

It's the same sort of approach one should take to ideas in general:
criticize their flaws, conjecture ways to improve them, and gradually
move forward. Sometimes people go wrong by trying to ignore their
emotions without replacing them.

This is bad. I used to do it. It was my way of getting rid of the
emotion. It doesn't work well at all.

People sometimes do the same thing
with ideas. This doesn't work because we have ideas and emotions for a
reason. They solve some problem. At the least, a certain emotional
reaction gives guidance about what to do in a certain category of
situation.

Huh? What sort of guidance?



E.g. to oppose something that you emotionally dislike.

Or to abort something scary and leave/avoid that situation.

Or to not let your boyfriend spend time with that other girl.

Or to go out of your way to help your kid who is hurting instead of continuing 
watching TV.

If something makes you happy that guides you to do it more. Sad, the reverse.

Ah. If I'm happy while doing something then I prefer to do it; if sad
then prefer not to do it.

If I see my kid bump her head and its bleeding now. I could freak out
and scream out of irrational fear. Or I can wait to check out the
situation and even if its really bad, I shouldn't freak out and scream
because the child will be scared too. So its better to be calm and
take her to the hospital. Freaking out makes its harder to think about
the correct thing to do.

So why do I need an emotion to guide me to be concerned about my
child's bleeding head? I don't. I just need reason. Right?

What other emotional reactions can be used as guidance in certain
categories of situation?

I wasn't saying we need emotion to guide us. I was saying emotions do have 
guidance so you need to replace an emotional way of life with better 
knowledge and better ideas instead of just getting rid of the emotions.

Note that we don't have time to think every decision through fully. We need to 
have shortcuts, life policies, rules of thumb, guidelines and so on. We can 
make these ourselves, adjust them to our satisfaction, watch out for problems 
with them, and adjust them further ask needed. They can be rational, 
intelligent, and good.

We need to automate some of our life because we have limited attention. 



Emotions are a step in this direction in that they help one make some 
decisions and get some guidance without taking much conscious attention to 
figure out what's going on. But, in some respects, emotions are a pretty crude 
way to do this. It's possible to do better.

So far I see happy and sad and useful emotions because they tell us
what we prefer and don't prefer.

These are the ones I think are useful: happy/sad, curiosity/boredom,
disgust, what else?

These are the ones I think are not useful: jealousy, fear, anger,
worry, embarrassment, frustration, guilt, hope, pride, regret, shame,
what else?

Frustration guides you to stop trying that approach.

Jealousy warns you that your spouse might be straying.

Fear warns you things are dangerous.

Worry warns you something could do harm.

Embarrassment sometimes warns you something is harming your reputation.

Guilt can guide you not to do something again. And can be seen coming in 
advance, too.

Pride guides you that you're doing well.

Regret can guide you to think about how not to do something again. Ditto shame.

Anger guides you to hurt someone.

All emotions can offer some sort of guidance. Not necessarily high quality or 
accurate, but it exists and is often better than nothing.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] fallibleideas.com / Parenting and Fallibility
Date: June 4, 2012 at 5:57 AM

On Mar 31, 2012, at 2:25 PM, Rami Rustom wrote:

From http://fallibleideas.com/parenting-and-fallibility

Parents are in a position to pass on ideas to children. Parents
usually pass on a large number of ideas, some true, and some mistaken.
It's important how they handle this responsibility.

Is it 'usually' or 'every case' [assuming they raised them]?

But, generally speaking, you can't assume that, so it isn't every case for that very 
reason.

By suppressing dissent from children, educators claim to be doing
children a favor. They may be forcing some mistakes on children, but
most of the material they teach is correct, they claim. If they let
children judge for themselves, they might correct a mistake to two,
but they'd make several hundred new mistakes. By looking at it this
way, educators are saying they have no confidence in their ability to
persuade children even of basic truths. Educators are saying they
can't explain truths so children can understand them and be persuaded.
If educators could explain their ideas well, children would happily
adopt most of them. Whenever a child disagrees with an educator,
either the educator was mistaken or could have communicated the idea
better.

Educators pretend to force ideas on children because they know what
they're talking about. Actually they are intolerant of dissent when
their rational arguments are weakest. Whenever they can persuade
children rationally they do that. It's only when they fail to
rationally persuade that they resort to other approaches.

Some people say that it's great to let children exercise judgment
sometimes, but other times when it's really important, and health,
safety, education, future welfare, politeness, sex, other people,

http://fallibleideas.com/parenting-and-fallibility


money or other significant things are at stake, then children
shouldn't be allowed to make mistakes. Those issues, and some others,
are momentous and children should only make their mistakes when
nothing big is at stake. Unfortunately, those areas are so broad that
they include most of life.

A fallibilist knows that even when he feels most sure of himself, he
may be mistaken. Thus, he can't necessarily know which times the
children are mistaken, or not. Sometimes he may be the one who is
mistaken. So even if health or something else important is at stake,
using his own judgment over his child's is no guarantee. It is
irrational to pass judgment in any disagreement based on which person
is in favor of which idea. Instead, ideas must be judged on their own
merits, not the personal characteristics of whoever suggested them.

How do we know if our judgement of an ideas merit's is any good? We
can't rely on it being our judgment. So what else is there? We can
persuade others. If they hear our idea, and see nothing wrong with it,
that's a good sign. If we tell others, and they don't see the merit,
that's a bad sign. If we're such a good judge of this idea, why can't
we explain it well enough for others to see it our way?

Children are especially easy to persuade because they are ignorant.
Ignorance means they haven't heard a lot of ideas.

But this doesn't mean that adults should manipulate children while
they are persuading. They should be honest and not take advantage of
the child's ignorance.

Yes but also "manipulating" is a different process than (rational) persuading. It's 
not the same sort of thing the essay is even talking about.

Manipulating involves getting someone to do something without rationally seeing 
why it's good (perhaps it isn't). Persuading is getting them to rationally see why 
it's good (in the best judgment of the people involved, it is good).



Children often don't
have a preexisting idea for you to compete with. That makes persuasion
easier. If you can't persuade a child — especially your own child who
has a strong interest in getting along with you — then you should
reconsider your idea. Maybe it's mistaken. Or maybe it happens to be
true, but your reasons for believing it aren't very good, and you
accepted the idea too easily without thinking through all of it.

Fallibilists shouldn't fear that people using their minds to judge
ideas may lead to mistakes. It may, but what is guaranteed to lead to
mistakes, and make them last forever, is people not using their minds
to judge ideas.

And this only comes with practice.

this = what?  (this confusion illustrations the danger of pronouns)

People can't just flip a switch
from not judging any ideas during childhood to judging all ideas as
soon as they enter the 'real' world. The only way it can work is for
people to learn to think gradually from childhood to adulthood and the
only way to do that is for children to think for themselves and learn
from their mistakes.

some people are given little scope to think for themselves by their parents or 
teachers. but 30 years later they are wise adults. what happened? well 1) children 
can think and learn even if adults try to get in the way  2) even if your childhood is 
a big fail, it's not true that "the **only way** it can work ..." is something involving 
some good stuff happening in childhood. it's never too late to make progress.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] fallibleideas.com / Reason
Date: June 4, 2012 at 6:04 AM

On Mar 31, 2012, at 5:02 PM, Rami Rustom wrote:

From: http://fallibleideas.com/reason

Why is Reason Important?

Reason (or rationality) is a tradition about how to think properly. It
tries to avoid bias, and find the truth whether we like that truth or
not. It avoids superstition, magical thinking, parochialism, faith,
hardheadedness and whim.

Whim seems to be what happens when the mind makes a guess but doesn't
criticize it. What do you think?

i don't agree with shifting responsibility for thinking to "the mind", away or 
separate from the person.

and no, whims must be criticized. ideas with **no** criticism at all would be 
**way** more full of errors than most whims.

Instead, we should judge ideas ourselves,
and based on the content of the idea not the person who said it. Even
if I am the person who said an idea, and I have a PhD, that doesn't
count for anything, it could be mistaken and should be judged on its
merits.

Reason is not about which ideas are true. It's a meta-tradition. It's
about how to treat ideas, and how to treat disagreements. You aren't
unreasonable or irrational if you believe something false. I'm
irrational if I believe something false and justify it with "because I
said so" or "look at these certifications on my wall". With an
attitude like that, if I am mistaken I will never find out and never
improve. It's assuming I know the truth from the outset, and cutting

http://fallibleideas.com/reason


off the possibility of learning I am mistaken or learning a better
idea, that is violates the dictates of reason.

That last sentence is much harder to understand than compared to the
rest of this article. Had to read it 3 times. I think it should be
simplified to match the complexity of the rest of the article.

the "that is violates" looks like a typo or something. it doesn't make sense. (my 
version currently reads "that it violates" which still doesn't work well).

changed to:

What violates the dictates of reason is assuming I know the truth from the 
outset. Doing that cuts off the possibility of learning I am mistaken or learning a 
better idea.

end

One of the core ideas of the reason tradition is that the truth is not
obvious. People make mistakes. Even when we're really sure of
ourselves, we still might be mistaken. And this isn't just a
technicality. Mistakes are common, and we should be aware of them all
the time. In a disagreement a follower of reason thinks, "Maybe this
other guy knows something I don't. Mistakes are common, so I may have
made a mistake." So followers of reason try to learn from each other,
and offer criticisms, arguments and reasons for their beliefs. This is
not an easy process, but through it sometimes we learn something or
correct a mistake.

Reason is all about correcting mistakes. We need to approach ideas in
such a way that if we're wrong we will find out and improve. We can't
ever get guarantees, but we can do a good job of it.

Reason rejects authoritative or privileged sources of knowledge.
Accepting them would mean not using your own judgment. We need to use
our own judgment to spot errors and try to do something about them.



Leaving our judgment out of our approach to knowledge, even just
sometimes, is taking away a possible source of error correction.

Reason is used in all fields of human endeavor that make progress. For
example, the scientific method is a kind of reason. The scientific
method is a meta-tradition that doesn't tell us what to think
directly, but instead tells us about how to seek the truth. The
physicist Richard Feynman said that science is about how to avoid
fooling ourselves. In other words, the scientific method is designed
to make it hard for mistakes to be repeated indefinitely. By following
the scientific method, it's harder to make mistakes and repeat them,
even if you want to (due to a prejudice, say). That's because the
scientific method says important experiments should be double and
triple checked by different people, and scientists should criticize
each other, and scientific controversies can never be settled by
working out who has a more prestigious degree or higher IQ score. The
scientific method gives guidance about what to do to avoid and fix
errors.

Mistakes can hurt people. Mistakes make things go wrong in our life,
and not work out like we wanted. False ideas can lead to everything
from economic recessions or wars to losing money with a gambling habit
or being late to a meeting. Making less mistakes means being happier
and meeting more of your goals. Reason is important because it can
help with this.

I think 'meeting more of your goals' should be inverted with 'being
happier'. Isn't one the cause of the other?

No. Sometimes people are happier (say, due to a new girlfriend) and, as a result, 
more productive (in the physics lab).

-- Elliot Temple
http://fallibleideas.com/

-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] fallibleideas.com / Relationships and Fallibility
Date: June 5, 2012 at 5:05 PM

On Mar 31, 2012, at 4:32 PM, Rami Rustom wrote:

From: http://fallibleideas.com/relationships-and-fallibility

Some people search for a "soulmate" who they get along with perfectly.
They want "someone who understands me (really, really well)."
Sometimes they want a person who will understand them without them
having to explain. They want a person they never disagree with. And
many people want someone to "spend their life with" — they want long
term guarantees or promises.

And these are ideas that people learn from childhood through fairy
tales.

I don't think fairy tales play a significant role in people learning this. Some people 
don't like fairy tales much. Almost everyone treats fairy tales as unrealistic and 
not for their own life. The thing people actually want isn't literally a fairy tale, it's 
some idea(s) that better applies to modern life.

The fairy tales are not at fault. And its not bad to watch
fairy tale cartoons. But what is bad is to let children believe in
fairy tales like Santa, the Easter Bunny, and the Tooth Fairy, even
when they ask their parents for the truth. Parents think that its ok
and even have fun watching their children fumble with these ideas. But
they don't realize that letting their children believe in fake stuff
debilitates their ability to judge ideas and it causes them to *want*
to believe in fairy tales as adults, like finding soulmates.

Actually finding a "soulmate" isn't all that unrealistic. It's simply a matter of: be as 
conventional as possible, and find a highly conventional person. Both of you 
conform as well as you can to your roles like husband or wife. Then your chances 
of instant-compability and understanding-without-communication are decent.

These might be nice things if they were possible. But they aren't.

http://fallibleideas.com/relationships-and-fallibility


Everyone makes frequent mistakes, and no one understands everything
the same way. That means no people will ever get along perfectly. And
you can't just find a person who understands you well; it takes
learning to create understanding. You can't reliably understand each
other without explaining ideas to each other; communication helps
people correct errors in their ideas about each other, and without
error correction mistakes will be a constant occurrence. Fighting in a
mean way can be avoided, but disagreements cannot be, and
disagreements may be substantial, may be about important issues like
core principles or right and wrong, and may not be resolved for
centuries even if both parties approach them rationally.

As fallible people, we must make a serious and continued effort to
find and correct errors if we hope to solve a lot of our problems and
be happy. That means using communication and criticism as best we can,
not dreaming of a day when we won't need it.

Dreaming. Hoping. Its the passive approach to life.

There's three ways people can seem to understand each other without
communicating. The first is when they both have a one-size-fits-all
stereotypical idea from their culture. In that case, they can both
understand the same idea without ever discussing it together.

This is why many people suggest to marry from within a culture.

BTW, I've suggested in the past too. Its so much easier. The
expectations that people from other cultures have of you can easily
ruin a relationship. For example, Westerns generally give each other
freedom in a relationship. Neither person expects that the other
person will blow up their phone all the time just to know where they
are; which is a sign of jealousy. But in other cultures, women expect
this behavior from men. So if a Western man marries a women from this
example culture, then the woman expects jealous behavior and when she
doesn't get it, she thinks that the man doesn't love her.

One of the common phenomena of relationships is that seemingly trivial problems 
-- like differing expectations about phone call frequency and purpose -- don't get 
solved or sorted out, even by married people who have conflicts over it for years.



The
second way is to have extremely true ideas; truth seeking can lead
people to become more similar.

Ah. This is why its easy for rational people to interact with each
other. Its because they easily reach the same truth, and on many
subjects they've done so before they've met.

I don't think this is a common experience. No one ever met Popper and already 
had the same epistemology as him.

And the third way is to have simple
ideas; the less content there is, the less communication is required;
if the idea is insubstantial enough, it may be able to be communicated
purely through body language or other non-verbal mechanisms.

This doesn't seem right. Having simple ideas doesn't stop life from
happening. Life brings with it a lot of situations that simple ideas
can't explain. So with these unexplained situations, people with
simple ideas will be lost. Right?

Yes, people with sufficiently simple ideas will fail at life as problems come along.

Just because I discussed something didn't mean I recommended it. The topic 
was theoretically possible "ways people can seem to understand each other 
without communicating".

-- Elliot Temple
http://beginningofinfinity.com/
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] fallibleideas.com / Relationships and Fallibility
Date: June 5, 2012 at 5:14 PM

On Apr 1, 2012, at 8:18 AM, Jason wrote:

On Mar 31, 4:32 pm, Rami Rustom <romb...@gmail.com> wrote:
From:http://fallibleideas.com/relationships-and-fallibility

Some people search for a "soulmate" who they get along with perfectly.
They want "someone who understands me (really, really well)."
Sometimes they want a person who will understand them without them
having to explain. They want a person they never disagree with. And
many people want someone to "spend their life with" — they want long
term guarantees or promises.

And these are ideas that people learn from childhood through fairy
tales. The fairy tales are not at fault. And its not bad to watch
fairy tale cartoons. But what is bad is to let children believe in
fairy tales like Santa, the Easter Bunny, and the Tooth Fairy, even
when they ask their parents for the truth. Parents think that its ok
and even have fun watching their children fumble with these ideas. But
they don't realize that letting their children believe in fake stuff
debilitates their ability to judge ideas and it causes them to *want*
to believe in fairy tales as adults, like finding soulmates.

I agree that promulgating fairy tales to children is bad. The term
"soulmate" has religious/mystical overtones which are of course fairy
tales. And ideas like mind reading with people you are close enough to
are fairy tales. However, I don't think the general tie of marriage to
fairy tales is entirely accurate.

Nobody actually receives presents from Santa, eggs from the Easter
Bunny, or money from the Tooth Fairy. Any child who makes even a
moderate attempt to criticize those ideas is going to know they are
false. All children I've ever known without significant cognitive
impairments figure it out regardless of how much or little their

http://fallibleideas.com/relationships-and-fallibility


parents try to hide the truth.

However, some people do get married and stay married for life. Some of
those marriages are "happy", at least in the sense that the partners
do not say or appear to regret being married, and do not engage in
grossly abusive or disrespectful practices.

It is possible for children to grow up in a large extended family
where not only their own parents but every family member they've ever
known older than their 20's got married, stays married until one of
the pair dies, and at least outwardly appears very happy and
prosperous from the arrangement.

Yes. And it's also very possible to *think* you grew up in such a situation, but only 
because people simply never told you that your uncle is on his second wife who 
he married when you were 3 years old.

In such circumstances the criticisms of traditional marriage ideas are
relatively complex: They need to understand that their family
experience is not typical (and why and in what ways it isn't), that
not everyone gets married, that problems.in a marriage are sometimes
subtle and hard to see, that a good observable outcome could have been
traded for the loss of an even better outcome that isn't seen (the
idea of opportunity costs), and that past performance is not a
guarantee of future results.

Those are all good criticisms and important.

There are also many other criticisms, also important:

Exclusive marriages sometimes exclude good things.

Marital roles can't be expected to perfectly match the roles the people would 
taken on when figuring out how to live by reason.

Prima facie, the only way to ensure marriage partners remain compatible over 
time is to make sure they do not change over time. Because the growth of 
knowledge is unpredictable.



Marriage says "forever" but means "hopefully 50 years, 80 tops".

"Love" is vague.

Marriages involve *promises* which are irrational.

Marriages involve *trust* which is irrational.

Marriages destroy tons of *privacy*.

All the *sharing* involved in marriages is contrary to *individualism*.

And there are many, many others.

-- Elliot Temple
http://elliottemple.com/
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] fallibleideas.com / Relationships and Fallibility
Date: June 6, 2012 at 3:43 AM

On Apr 1, 2012, at 11:24 AM, Rami Rustom wrote:

On Apr 1, 2012 10:18 AM, "Jason" <auvenj@gmail.com> wrote:
On Mar 31, 4:32 pm, Rami Rustom <romb...@gmail.com> wrote:

From:http://fallibleideas.com/relationships-and-fallibility

Some people search for a "soulmate" who they get along with perfectly.
They want "someone who understands me (really, really well)."
Sometimes they want a person who will understand them without them
having to explain. They want a person they never disagree with. And
many people want someone to "spend their life with" — they want long
term guarantees or promises.

And these are ideas that people learn from childhood through fairy
tales. The fairy tales are not at fault. And its not bad to watch
fairy tale cartoons. But what is bad is to let children believe in
fairy tales like Santa, the Easter Bunny, and the Tooth Fairy, even
when they ask their parents for the truth. Parents think that its ok
and even have fun watching their children fumble with these ideas. But
they don't realize that letting their children believe in fake stuff
debilitates their ability to judge ideas and it causes them to *want*
to believe in fairy tales as adults, like finding soulmates.

I agree that promulgating fairy tales to children is bad. The term
"soulmate" has religious/mystical overtones which are of course fairy
tales. And ideas like mind reading with people you are close enough to
are fairy tales. However, I don't think the general tie of marriage to
fairy tales is entirely accurate.

I wasn't suggesting that marriage is wrong or that its only for fairy
tales. But the way that fairy tales presents marriage is wrong.

Is marriage wrong? If so, why? If not, why not?

http://fallibleideas.com/relationships-and-fallibility


-- Elliot Temple
http://beginningofinfinity.com/
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] Marriage (was: fallibleideas.com / Relationships and Fallibility)
Date: June 6, 2012 at 4:08 AM

On Apr 2, 2012, at 9:49 AM, Rami Rustom wrote:

On Mon, Apr 2, 2012 at 11:29 AM, Jason <auvenj@gmail.com> wrote:
On Apr 1, 11:24 am, Rami Rustom <romb...@gmail.com> wrote:

I agree that promulgating fairy tales to children is bad. The term
"soulmate" has religious/mystical overtones which are of course fairy
tales. And ideas like mind reading with people you are close enough to
are fairy tales. However, I don't think the general tie of marriage to
fairy tales is entirely accurate.

I wasn't suggesting that marriage is wrong or that its only for fairy
tales.

Sorry I misinterpreted. Other people have characterized all marriage
that way.

Who? On this email list? I haven't read that. I've been her since mid November.

Marriage has parallels to smoking.

Always highly flawed. Sometimes, temporarily, the best option available in 
someone's situation. Changing it may be a distant prospect and one may have 
larger problems to prioritize.

Is "all marriage bad"? No. Very similarly to "all smoking is bad" is false.

Marriage is different than smoking in that it routinely does a lot more harm during 
people's lives, and occupies substantially more of their time and attention. 
Marriage is also commonly unpleasant and stressful, rather than pleasant and 
relaxing.

Marriage contradicts philosophy more than smoking does. It encourages one to 
compromise a lot more important principles and values, and to rationalize more 
things. Typical marriages always do lots of bad things that smoking does not do, 
e.g.: harm privacy, promote sharing and anti-individualism, restrict the freedom of 



the participants, and pressure people into social roles.

People typically smoke (and drink) to cope (badly) with the problems in living that 
our culture provides. On the other hand, you could say, people marry to create 
many of those problems.

It's difficult to imagine marriage being a very good idea for any philosopher. And 
it's difficult to imagine any life that wouldn't be dramatically better with more 
philosophy. E.g. philosophy can contribute to every profession, and also can 
contribute to solving problems *in the general case*.

How can a life of learning be compatible with Forever Promises and long term 
commitments with no functional purpose?

How can a responsible person rely on trust or promises from another person -- or 
anything else well known to be highly unreliable -- when it comes to taking 
responsibility for raising his child well? How can he think his child deserves 
anything less than individual responsibility?

Can tradition be a defense here? I don't think so. For both marriage and 
parenting, the results of merely following tradition are well known to be poor 
enough that any thinker -- with the (mental) resources to actually make some 
substantial life choices -- would be better off abstaining.

-- Elliot Temple
http://curi.us/
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From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Marriage (was: fallibleideas.com / Relationships and Fallibility)
Date: June 6, 2012 at 6:25 AM

On 06/06/2012, at 6:08 PM, "Elliot Temple" <curi@curi.us> wrote:

Can tradition be a defense here? I don't think so. For both marriage and 
parenting, the results of merely following tradition are well known to be poor 
enough that any thinker -- with the (mental) resources to actually make some 
substantial life choices -- would be better off abstaining.

I don't know, nor care, much abut marriage. There's currently lots of buzz in the 
western world it seems about gay marriage. I guess there should probably be 
more buzz about why marriage is even useful at all in the first place. I suppose 
one reason that some people might choose to bring forth in defence of marriage 
would be that it's a way to raise children...that might help reduce the risks (for the 
child) of being reliant in its early years upon the income, health, etc of just one 
person.

That seems to me to be a more interesting - and important - question. I think 
interesting questions are necessarily important, aren't they? Anyways...about 
'abstaining'...

What reasons - moral especially - can someone provide to explain why they 
would rationally wish to have children?

Is it rational to presume that bringing a child into the world will lead to a good life 
for the child? Is the risk that they will have a life of suffering worth taking? Once a 
child is here...it's too late to worry, I suppose - if you grant moral status to babies 
and infants (some theories might sugges they're not people and so can't suffer).

What right do any of us have to presume that we will (a) live long enough, be 
wealthy enough and healthy enough to raise a child? (b) Even if we do, what right 
do we have to presume that our theories of child rearing - TCS taken as the best 
way - is still worth taking the risk of terrible unforeseen suffering for a person that 
doesn't deserve it?

We can just imagine scenarios as thought experiments...



A child born with leukaemia. Who endures 8 years of treatment before dying. No 
amount of good child rearing can make up for the suffering of this child. If we had 
reasons this would be the outcome - say we had some genetic testing pre-birth, 
would it be right? What if the genetic test was not very reliable? How reliable 
would it need to be before having a kid that might get terminal leukaemia need to 
be? Is probability the right way to think about this?

A child born to healthy, wealthy parents in a loving home. The parents are killed 
by terrorists - perhaps a whole city is in a nuclear blast but the kid survives. Even 
the government can't afford to support this now starving, suffering kid who is soon 
sold into sex slavery. We're all in this situation with respect to the future. But we're 
already here. Should more people be born into such a circumstance? Or does an 
optimistic view of the future that we will solve the problem of catastrophic 
terrorism (or whatever terrible problem) trump this concern?

These might seem horribly pessimistic, but I'm not sure why this might not be a 
rational way to illuminate what could be genuine situations on the spectrum of 
lives that some kids will have in the future...and which we know have already 
occurred to some degree for some kids.

What problems does having children solve? What problems can it create?

If it's about the continuation of the species or something like that - then isn't 
having children some sort of anti-individual collectivism type thing? Have lots of 
new individuals because they might solve some of our problems?

Is having children a right?

Are all the things that could go wrong, a risk worth taking?

And if having children simply is wrong given the chance of terrible suffering - then 
is this an end of our infinity?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Marriage (was: fallibleideas.com / Relationships and Fallibility)
Date: June 6, 2012 at 4:28 PM

On Jun 6, 2012, at 3:25 AM, Brett Hall wrote:

On 06/06/2012, at 6:08 PM, "Elliot Temple" <curi@curi.us> wrote:

Can tradition be a defense here? I don't think so. For both marriage and 
parenting, the results of merely following tradition are well known to be poor 
enough that any thinker -- with the (mental) resources to actually make some 
substantial life choices -- would be better off abstaining.

I don't know, nor care, much abut marriage. There's currently lots of buzz in the 
western world it seems about gay marriage. I guess there should probably be 
more buzz about why marriage is even useful at all in the first place. I suppose 
one reason that some people might choose to bring forth in defence of marriage 
would be that it's a way to raise children...that might help reduce the risks (for 
the child) of being reliant in its early years upon the income, health, etc of just 
one person.

The child relying on two people getting along for 20+ years is a huge risk.

The child relying on people who aren't taking individual responsibility is a huge 
risk. (And *can't* take it even if they want to.)

The majority of families (especially couples) have multiple children (at the same 
time). That is an extreme example of how they don't adequately take 
responsibility for their first child and prioritize that child's wellbeing nearly enough.

I think it's possible for a single parent to have backup arrangements if he dies. 
Just as possible as with two parents having a backup in case they both die (from 
the same car crash, same plane crash, etc...)



By the way, I don't object to a parent getting a substantial amount of help (you 
don't have to actually do everything personally), as long as they retain full power 
to make parental decisions and are fully, individually responsible. That's another 
potential source of a backup in case one dies.

That seems to me to be a more interesting - and important - question. I think 
interesting questions are necessarily important, aren't they? Anyways...about 
'abstaining'...

What reasons - moral especially - can someone provide to explain why they 
would rationally wish to have children?

Is it rational to presume that bringing a child into the world will lead to a good life 
for the child?

It's not rational to just "presume" -- a rational approach is to consider and 
evaluate.

Whether you can expect your child to have a good life depends on your situation. 
There's no out-of-context answer.

Is the risk that they will have a life of suffering worth taking? Once a child is 
here...it's too late to worry, I suppose - if you grant moral status to babies and 
infants (some theories might sugges they're not people and so can't suffer).

There's no good reason to think that someone becomes a person exactly at the 
moment of birth. That'd be quite a coincidence. I think the exact time isn't known. 
And should therefore be treated conservatively, e.g. maybe treat it as a few 
weeks before birth.

What right do any of us have to presume that we will (a) live long enough, be 
wealthy enough and healthy enough to raise a child?

I think that's a reasonable, acceptable risk if:

- you're reasonably young
- you're in good health
- your finances are good with good future prospects and ability to cope with some 
things going wrong



(b) Even if we do, what right do we have to presume that our theories of child 
rearing - TCS taken as the best way - is still worth taking the risk of terrible 
unforeseen suffering for a person that doesn't deserve it?

I think that's a bit negative. Life "risks" negative things but also positive things. In 
our society, it's not so hard for life to be worthwhile, especially if you're on the 
more rational side.

And anyone who disagrees can commit suicide.

Most people in our society don't commit suicide. There are a lot of reasons for 
this but I think the most common one is that people prefer life. And they had 
coercive parents!

We can just imagine scenarios as thought experiments...

A child born with leukaemia. Who endures 8 years of treatment before dying. No 
amount of good child rearing can make up for the suffering of this child.

If child doesn't want to endure for 8 years, that's reasonably simple to solve. Yes 
there's some laws that might make it more tricky but I think this can be dealt with.

Absolute worst case, if child would rather die you can do it and get a mean jury 
and go to jail. But that's such a tiny risk when you have a kid, I wouldn't worry to 
much. And the main point is this option makes it *your* risk more than the child's. 
At worst, there is a way to take responsibility for dealing with this unlikely 
scenario.

If we had reasons this would be the outcome - say we had some genetic testing 
pre-birth, would it be right?

No! If genetic screening indicates problems then you should adopt.

Having your child have your own genes is not important or valuable.

What if the genetic test was not very reliable? How reliable would it need to be 
before having a kid that might get terminal leukaemia need to be? Is probability 
the right way to think about this?



Probability is appropriate for measurement error issues.

A child born to healthy, wealthy parents in a loving home. The parents are killed 
by terrorists - perhaps a whole city is in a nuclear blast but the kid survives. 
Even the government can't afford to support this now starving, suffering kid who 
is soon sold into sex slavery. We're all in this situation with respect to the future. 
But we're already here. Should more people be born into such a circumstance? 
Or does an optimistic view of the future that we will solve the problem of 
catastrophic terrorism (or whatever terrible problem) trump this concern?

That's not the world we live in. Most of us have relatives. And the Government 
can and does afford more help than that for orphans. And more defense of rights 
to prevent sex slavery.

In a different much worse world, one would want to be more wary of having 
children, I agree.

These might seem horribly pessimistic, but I'm not sure why this might not be a 
rational way to illuminate what could be genuine situations on the spectrum of 
lives that some kids will have in the future...and which we know have already 
occurred to some degree for some kids.

What problems does having children solve? What problems can it create?

If it's about the continuation of the species or something like that - then isn't 
having children some sort of anti-individual collectivism type thing?

Yes. That's a bad reason.

Have lots of new individuals because they might solve some of our problems?

That's a bad reason too. Don't have children on the expectation they will put their 
effort into helping you. Don't demand or expect much of them. Offer them 
freedom and their own life not beholden to you.

Is having children a right?



Are all the things that could go wrong, a risk worth taking?

And if having children simply is wrong given the chance of terrible suffering - 
then is this an end of our infinity?

Educating/helping a child can be a great learning experience. It's inherently 
rewarding (for those interested, which reasonably could be many people at some 
time or other, especially as lifespan increases).

All the bad aspects of it can be automated and will become dirt cheap one day.

Fundamentally, the core part of parenting that isn't parochial details is the same 
type of activity as me writing this email. Here I am answering various questions, 
voluntarily -- it's not a burden.

-- Elliot Temple
http://beginningofinfinity.com/
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From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Electron energy level transitions
Date: June 6, 2012 at 7:42 PM

Electrons orbit nuclei. When they move from one orbital to another they either 
absorb a photon, or emit one.

If an electron moves to a lower orbital, it emits a photon of energy, hf, equal to the 
difference between the two orbitals it is transitioning between.

Is this right so far?

Now we do not detect a continuous wave of energy emitted as a single electron 
transitions from one energy level to the next - so we know that the electron loses 
energy as a discrete 'packet' all in one go - so to preserve conservation of energy 
the electron must be making a discrete jump from one spot to the next.

Is this right?

If it is - how does it get from one orbital to the next without passing through the 
space in between? Or is this idea just simply wrong. An electron does pass 
through the space between two orbitals on its way to lower energy states?

Does the electron occupy the space between orbitals? If so - why can't it stay 
there?

What is the right way to explain this, given what we know about the multiverse?

Thanks,

 Brett.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Electron energy level transitions
Date: June 6, 2012 at 7:59 PM

On 7 Jun 2012, at 12:42am, Brett Hall wrote:

Electrons orbit nuclei. When they move from one orbital to another they either 
absorb a photon, or emit one.

If an electron moves to a lower orbital, it emits a photon of energy, hf, equal to 
the difference between the two orbitals it is transitioning between.

Is this right so far?

Only partially. The idea that the electron 'orbits' is a good approximation for some 
purposes but is inaccurate in at least these three ways:

(1) Its lowest-energy state has no angular momentum. So it's not going round 
anything in any sense.

(2) In the states that do have angular momentum, the electron doesn't thereby 
move from one angular position to another but is at all angles at once, in the 
multiverse.

(3) The states that have sharp (same in all universes) energy do not have sharp 
distance-from-nucleus.

Now we do not detect a continuous wave of energy emitted as a single electron 
transitions from one energy level to the next - so we know that the electron 
loses energy as a discrete 'packet'

Yes. Eventually.

all in one go -

No. It's a continuous process that takes a non-zero time. But the energy isn't 
sharp during it.

so to preserve conservation of energy the electron must be making a discrete 
jump from one spot to the next.



Is this right?

No -- because of the above.

If it is - how does it get from one orbital to the next without passing through the 
space in between?

That's a myth.

Or is this idea just simply wrong.

Yes.

An electron does pass through the space between two orbitals on its way to 
lower energy states?

It does.

Does the electron occupy the space between orbitals? If so - why can't it stay 
there?

Because there are no stationary states in which it does. To put that another way, 
the equations of motion say that if at some instant it is distributed in space, in the 
multiverse, in a way different from how one of the energy eigenstates is, then at 
the next instant it will have a different distribution. Only when it's distributed in an 
energy eigenstate does its distribution stay the same.

What is the right way to explain this, given what we know about the multiverse?

The way motion works in general is described in BoI.

-- David Deutsch



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Electron energy level transitions
Date: June 6, 2012 at 9:26 PM

On Jun 6, 7:59 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 7 Jun 2012, at 12:42am, Brett Hall wrote:

Electrons orbit nuclei. When they move from one orbital to another they either 
absorb a photon, or emit one.

If an electron moves to a lower orbital, it emits a photon of energy, hf, equal to 
the difference between the two orbitals it is transitioning between.

Is this right so far?

Only partially. The idea that the electron 'orbits' is a good approximation for 
some purposes but is inaccurate in at least these three ways:

(1) Its lowest-energy state has no angular momentum. So it's not going round 
anything in any sense.

(2) In the states that do have angular momentum, the electron doesn't thereby 
move from one angular position to another but is at all angles at once, in the 
multiverse.

(3) The states that have sharp (same in all universes) energy do not have sharp 
distance-from-nucleus.

Now we do not detect a continuous wave of energy emitted as a single 
electron transitions from one energy level to the next - so we know that the 
electron loses energy as a discrete 'packet'

Yes. Eventually.

all in one go -

No. It's a continuous process that takes a non-zero time. But the energy isn't 
sharp during it.



so to preserve conservation of energy the electron must be making a discrete 
jump from one spot to the next.

Is this right?

No -- because of the above.

If it is - how does it get from one orbital to the next without passing through the 
space in between?

That's a myth.

Or is this idea just simply wrong.

Yes.

An electron does pass through the space between two orbitals on its way to 
lower energy states?

It does.

Does the electron occupy the space between orbitals? If so - why can't it stay 
there?

Because there are no stationary states in which it does. To put that another way, 
the equations of motion say that if at some instant it is distributed in space, in 
the multiverse, in a way different from how one of the energy eigenstates is, 
then at the next instant it will have a different distribution. Only when it's 
distributed in an energy eigenstate does its distribution stay the same.

What is the right way to explain this, given what we know about the 
multiverse?



The way motion works in general is described in BoI.

-- David Deutsch

Ernest Rutherford and I are both confused. Can you help us both?
Rutherford complained to Bohr that in Bohr's system an electron would
either have to fire off a photon before it fell - in which case, how
did it know how far it would fall - or else fire off a photon after it
fell - in which case, what made it fall? Were Rutherford to ask you
that same question, how would you answer? What actually produces this
photon of a particular wavelength of light? Does the electron somehow
produce it? Before it falls? After it falls? During the fall?

I've reread page 266 of (the nook book version of) BoI, where you
discuss how discreet changes happen without discontinuity. Here we're
talking about the opposite of your example there, the emission of a
photon instead of its absorption, but I suppose it's the same idea,
just in reverse. So a photon is released, and that process takes a
certain amount of time.

Partway through the process, some proportion (let's say half) of the
instances of the atom in the multiverse have returned to their ground
state and half are still in their excited state. In the moment that I
observe the photon, the atom and I become entangled, fixing the atom
in my universe as one that has emitted a photon, and so is in the
ground state. (And of course many other versions of me didn't observe
the photon in that moment, so the atom and I didn't become entangled.)

I've likely completely messed that up, and I look forward to being
corrected :)

But I still don't know the answer to Rutherford's question. From where
did that photon come? From an electron just beginning its fall? From
an electron while falling? From an electron that had already fallen?
Surely none of those ideas is correct so . . . what is?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Electron energy level transitions
Date: June 6, 2012 at 11:28 PM

On Jun 6, 2012, at 6:26 PM, steve whitt wrote:

On Jun 6, 7:59 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 7 Jun 2012, at 12:42am, Brett Hall wrote:

Electrons orbit nuclei. When they move from one orbital to another they either 
absorb a photon, or emit one.

If an electron moves to a lower orbital, it emits a photon of energy, hf, equal 
to the difference between the two orbitals it is transitioning between.

Is this right so far?

Only partially. The idea that the electron 'orbits' is a good approximation for 
some purposes but is inaccurate in at least these three ways:

(1) Its lowest-energy state has no angular momentum. So it's not going round 
anything in any sense.

(2) In the states that do have angular momentum, the electron doesn't thereby 
move from one angular position to another but is at all angles at once, in the 
multiverse.

(3) The states that have sharp (same in all universes) energy do not have 
sharp distance-from-nucleus.

Now we do not detect a continuous wave of energy emitted as a single 
electron transitions from one energy level to the next - so we know that the 
electron loses energy as a discrete 'packet'

Yes. Eventually.

all in one go -



No. It's a continuous process that takes a non-zero time. But the energy isn't 
sharp during it.

so to preserve conservation of energy the electron must be making a discrete 
jump from one spot to the next.

Is this right?

No -- because of the above.

If it is - how does it get from one orbital to the next without passing through 
the space in between?

That's a myth.

Or is this idea just simply wrong.

Yes.

An electron does pass through the space between two orbitals on its way to 
lower energy states?

It does.

Does the electron occupy the space between orbitals? If so - why can't it stay 
there?

Because there are no stationary states in which it does. To put that another 
way, the equations of motion say that if at some instant it is distributed in 
space, in the multiverse, in a way different from how one of the energy 
eigenstates is, then at the next instant it will have a different distribution. Only 
when it's distributed in an energy eigenstate does its distribution stay the 
same.



What is the right way to explain this, given what we know about the 
multiverse?

The way motion works in general is described in BoI.

-- David Deutsch

Ernest Rutherford and I are both confused. Can you help us both?
Rutherford complained to Bohr that in Bohr's system an electron would
either have to fire off a photon before it fell - in which case, how
did it know how far it would fall - or else fire off a photon after it
fell - in which case, what made it fall?

Is the question meant to be like: what came first, the change in energy or the 
change in position?

I'm guessing that, typically, what happens is it loses energy and then is no longer 
stable where it is so it moves. I don't know what actually happens but it doesn't 
seem hard to come up with possibilities that are less extraordinary than QM itself.

How it "knows" how far to fall would then be simple: it changes, according to the 
equations of motion, until it's in a stable state (one which you can input into the 
equations of motion and get the same thing back for an instant later).

Were Rutherford to ask you
that same question, how would you answer? What actually produces this
photon of a particular wavelength of light? Does the electron somehow
produce it? Before it falls? After it falls? During the fall?

I've reread page 266 of (the nook book version of) BoI, where you
discuss how discreet changes happen without discontinuity. Here we're
talking about the opposite of your example there, the emission of a
photon instead of its absorption, but I suppose it's the same idea,
just in reverse. So a photon is released, and that process takes a
certain amount of time.

Partway through the process, some proportion (let's say half) of the



instances of the atom in the multiverse have returned to their ground
state and half are still in their excited state.

I think this is too over simplified. You'd have a moment when half the electrons 
had lost a photon. But those half would not all be in a "lower orbit" yet because 
that transition also takes time.

In the moment that I
observe the photon, the atom and I become entangled, fixing the atom
in my universe

No. There's infinitely many of you, and of the atom. A portion of atoms get "fixed" 
to a portion of you's. And this is *local*, not universe wide.

as one that has emitted a photon, and so is in the
ground state. (And of course many other versions of me didn't observe
the photon in that moment, so the atom and I didn't become entangled.)

I've likely completely messed that up, and I look forward to being
corrected :)

But I still don't know the answer to Rutherford's question. From where
did that photon come?

I don't think that's a QM question exactly. You could ask where it comes from in 
classical physics too. Right?

I think in both cases you're trying too hard to get a "why" when the answer is 
"because the laws of physics dictate it does that".

From an electron just beginning its fall? From
an electron while falling? From an electron that had already fallen?
Surely none of those ideas is correct so . . . what is?

Without knowing the physics, *all* of these possibilities have no logical problem. 
So why the concern?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Marriage (was: fallibleideas.com / Relationships and Fallibility)
Date: June 7, 2012 at 1:10 AM

On 07/06/2012, at 6:28 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 6, 2012, at 3:25 AM, Brett Hall wrote:

On 06/06/2012, at 6:08 PM, "Elliot Temple" <curi@curi.us> wrote:

Can tradition be a defense here? I don't think so. For both marriage and 
parenting, the results of merely following tradition are well known to be poor 
enough that any thinker -- with the (mental) resources to actually make some 
substantial life choices -- would be better off abstaining.

I don't know, nor care, much abut marriage. There's currently lots of buzz in 
the western world it seems about gay marriage. I guess there should probably 
be more buzz about why marriage is even useful at all in the first place. I 
suppose one reason that some people might choose to bring forth in defence 
of marriage would be that it's a way to raise children...that might help reduce 
the risks (for the child) of being reliant in its early years upon the income, 
health, etc of just one person.

The child relying on two people getting along for 20+ years is a huge risk.

Ok. One serious thing that could go wrong is that the parents don't "get along" for 
20 years or more. But other kinds of risks might be mitigated. There's less chance 
of both parents being seriously sick - suffering cancer or whatever - than if there's 
just one parent. Same with losing employment or getting in a car crash or 
suffering some irrational turn of psychology. So in this sense two is better than 
one, isn't it? And three is better than 2 and...so on.

The child relying on people who aren't taking individual responsibility is a huge 
risk. (And *can't* take it even if they want to.)



The majority of families (especially couples) have multiple children (at the same 
time). That is an extreme example of how they don't adequately take 
responsibility for their first child and prioritize that child's wellbeing nearly 
enough.

Yes that's right. Why do people have multiple children in rich countries? Is it like 
driving more expensive cars? Is there an aspect of showing off? But showing off 
to what end?

I think it's possible for a single parent to have backup arrangements if he dies. 
Just as possible as with two parents having a backup in case they both die 
(from the same car crash, same plane crash, etc...)

Yes. But I wonder how? A prospective parent would need to consult - and 
perhaps somehow get a guarantee from these backup systems...which are likely 
to be other family members or friends, aren't they? And, once more, there's no 
way to mitigate against the risk that the child suffers the terrible emotional trauma 
of losing one or both parents.

By the way, I don't object to a parent getting a substantial amount of help (you 
don't have to actually do everything personally), as long as they retain full power 
to make parental decisions and are fully, individually responsible. That's another 
potential source of a backup in case one dies.

Help from where? And who?

In my country we actually have (or until recently had) a thing called a 'baby 
bonus'. It was some substantial amount of money - like $5000 or more - for each 
child you had. And you could have as many as biologically possible. People also 
get parenting allowances - essentially a regular income - and all sorts of tax payer 
funded free stuff like 'free' dental care for your children. So me - as a non-parent - 
I pay for other people's kids. Maybe I should. Should I be happy about this?

What do I gain from other people having children?

So is a parent entitled to getting help then? Should some of us feel obligated to 



help? That would seem like their preferences are more important than mine. So 
that can't be right.

That seems to me to be a more interesting - and important - question. I think 
interesting questions are necessarily important, aren't they? Anyways...about 
'abstaining'...

What reasons - moral especially - can someone provide to explain why they 
would rationally wish to have children?

Is it rational to presume that bringing a child into the world will lead to a good 
life for the child?

It's not rational to just "presume" -- a rational approach is to consider and 
evaluate.

Correct. I didn't think what "presume" actually meant. It's basically the same as 
"assume" isn't it?

Whether you can expect your child to have a good life depends on your 
situation. There's no out-of-context answer.

Something seems wrong with that. Expectation for the good life seems more like 
prophesy - even if it's optimistic. This way of thinking might seem to suggest that 
people who are lucky enough to be in a rich country have yet another thing to be 
thanking their lucky stars for. Namely, the fortune of being in a better moral 
position to consider having children.

If you're in a poor - especially a war torn - country...it seems morally 
reprehensible to bring a child into what's likely to be misery, hey? Exactly how 
bad must the political and economic situation be before you decide having 
children is a bad idea? Somalia? Slums of South Africa? Parts of Greece right 
now? How can one decide how to draw the line...let alone where?

Is the risk that they will have a life of suffering worth taking? Once a child is 
here...it's too late to worry, I suppose - if you grant moral status to babies and 
infants (some theories might sugges they're not people and so can't suffer).



There's no good reason to think that someone becomes a person exactly at the 
moment of birth. That'd be quite a coincidence. I think the exact time isn't 
known. And should therefore be treated conservatively, e.g. maybe treat it as a 
few weeks before birth.

I'm still not sure about the ethics of this. It's been raised before. Do we have 
moral obligations towards potential people, or just people? A baby is clearly not a 
universal explainer, is it? Yet I cannot see that infanticide is any less a crime than 
murder. Or am I wrong about this intuition? If a baby is a person...then why? 
What can a baby explain? Or is the capacity to be a universal explainer not 
relevant here? What is it that one needs to demonstrate to be accorded the status 
of universal explainer? Actual or potential ability?

Potential ability has some serious problems. Like...any bunch of human cells is a 
'potential' universal knowledge creator...given the right circumstances (genetic 
engineering).

If it's actual...then I don't think babies qualify...do they? I don't think one year olds 
do in mot cases either, hey?

What right do any of us have to presume that we will (a) live long enough, be 
wealthy enough and healthy enough to raise a child?

I think that's a reasonable, acceptable risk if:

- you're reasonably young
- you're in good health
- your finances are good with good future prospects and ability to cope with 
some things going wrong

But then it becomes a decision based on very sketchy knowledge. Good health 
now means very little. It means something - but it certainly does not mean you 
won't be of good health at any time in the future. We simply know that most 
diseases are unpredictable. In most cases being able to predict a disease is 
synonymous with being able to treat it through inoculation or cure. Rates of 
cancer, infectious disease, heart failure (the list simply is not feasible to 
enumerate) is so great that merely as a matter of probability some large 



proportion of well intentioned parents must expect to suffer death before their 
child matures. We therefore know, and condemn, some number of children to 
years of misery as they witness the dying and then death of their parent and be 
forced to cope without them. This is the consequence of individuals acting as 
though their own personal risks are acceptable. Enough parents assuming the 
same thing condemn some small number of unfortunate children to misery. This 
is acceptable in moral terms, is it?

(b) Even if we do, what right do we have to presume that our theories of child 
rearing - TCS taken as the best way - is still worth taking the risk of terrible 
unforeseen suffering for a person that doesn't deserve it?

I think that's a bit negative. Life "risks" negative things but also positive things. In 
our society, it's not so hard for life to be worthwhile, especially if you're on the 
more rational side.

And anyone who disagrees can commit suicide.

Most people in our society don't commit suicide. There are a lot of reasons for 
this but I think the most common one is that people prefer life. And they had 
coercive parents!

You're right. Most people (even people (actually *especially* people) who are 
born into horrible, violent countries) don't commit suicide - so it appears they 
prefer life to death. But that sounds like induction, so it can't be right.

Most people prefer life.
Therefore the next person can be expected to prefer their life too.

Anyways - I don't think this matters. It's not:

Does one prefer life to death? Even miserable people prefer life because often 
they believe that with just a little more effort they can turn things around.

It's:

Does one believe their life is good or does one believe their life is bad?

You see a person can think their life is bad and be suffering terribly - and all the 



while expecting that (per your arguments above) with better knowledge, more 
wealth and so forth that they have good reasons to believe it will improve. So they 
don't commit suicide. One day they get hit by a bus, or get cancer or whatever. 
Their life has been one of miserably striving for something better but *chance* 
just meant their every rational attempt to steer a better course led to more 
suffering. If the parents of this person could ever have had an inkling of 
this...would it have been right to bring them into the world?

Parents aren't in a position to know this.

So life does risk positive and negative things. If it's a matter of overall probability 
and looking back on one's life - I wonder what proportion of people believe they 
lived a good life, or not? And how could they possibly judge this? What would the 
criteria be?

We can just imagine scenarios as thought experiments...

A child born with leukaemia. Who endures 8 years of treatment before dying. 
No amount of good child rearing can make up for the suffering of this child.

If child doesn't want to endure for 8 years, that's reasonably simple to solve. Yes 
there's some laws that might make it more tricky but I think this can be dealt 
with.

Absolute worst case, if child would rather die you can do it and get a mean jury 
and go to jail. But that's such a tiny risk when you have a kid, I wouldn't worry to 
much. And the main point is this option makes it *your* risk more than the 
child's. At worst, there is a way to take responsibility for dealing with this unlikely 
scenario.

These sorts of counterfactuals are interesting. Say a person wants to commit 
suicide - the pain of cancer is too much or whatever. We take them seriously and 
let them. They do.

Next day, there's a cure found. Was it right to have not tried harder to stop them 
in that case? It seems that - in retrospect - respecting the preferences of the 
person has had disastrous consequences in moral terms. The person who 
committed suicide need have waited only 24 hours more and they could have had 



a wonderful life free of pain. Now, all that well being is extinguished from the 
universe. We, left behind, live lives of regret for not having tried harder.

That's always a risk with suicide, hey? Things just might be made fine tomorrow. 
If the maxim is: *always* take a persons preferences seriously....can this lead to 
bad outcomes?

<snipped>

A child born to healthy, wealthy parents in a loving home. The parents are 
killed by terrorists - perhaps a whole city is in a nuclear blast but the kid 
survives. Even the government can't afford to support this now starving, 
suffering kid who is soon sold into sex slavery. We're all in this situation with 
respect to the future. But we're already here. Should more people be born into 
such a circumstance? Or does an optimistic view of the future that we will 
solve the problem of catastrophic terrorism (or whatever terrible problem) 
trump this concern?

That's not the world we live in.

I'm not sure. I hope it's not the world we live in. Given the desperate intentions of 
Islamic Jihad and some rogue nations...mushroom clouds aren't unimaginable 
over modern cities.

And not every country is quite as secure as USA, Britain and Australia...

Most of us have relatives. And the Government can and does afford more help 
than that for orphans. And more defense of rights to prevent sex slavery.

In a different much worse world, one would want to be more wary of having 
children, I agree.

Things are getting better. But it seems that if bringing a child into a much worse 
world would be morally worse...then it was worse in the past. At some point in the 
past - at certain times (World War 2?) it was terrible. The risks that made it wrong 
then - because the child was likely to suffer much more - still exist in many, many 
places. Indeed there's areas of some developed nations that children have high 
mortality rates.



I'm in Australia. Our crime rates are comparatively low. I look at data like this: 
http://en.wikipedia.org/wiki/United_States_cities_by_crime_rate
and wonder: does this mean it's less moral to bring up a child in New Orleans or 
Detroit given the amount of crime there compared to Sydney? How high must the 
murder or rate of violent crime be, before we say the risk is unacceptably high for 
a child to be brought up in such a place? Is the slum of Johannesburg in South 
Africa too risky?

Is having children a right?

If it's not a right, what criteria must you satisfy before having children? Simply be 
healthy and wealthy enough and have the right ideas?

Brett

http://en.wikipedia.org/wiki/United_States_cities_by_crime_rate


From: Elliot Temple <curi@curi.us>
Cc: Autonomy-Respecting-Relationships@yahoogroups.com
Subject: [ARR] Re: [BoI] Marriage (was: fallibleideas.com / Relationships and 
Fallibility)
Date: June 7, 2012 at 2:59 AM

On Jun 6, 2012, at 10:10 PM, Brett Hall wrote:

On 07/06/2012, at 6:28 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 6, 2012, at 3:25 AM, Brett Hall wrote:

On 06/06/2012, at 6:08 PM, "Elliot Temple" <curi@curi.us> wrote:

Can tradition be a defense here? I don't think so. For both marriage and 
parenting, the results of merely following tradition are well known to be poor 
enough that any thinker -- with the (mental) resources to actually make 
some substantial life choices -- would be better off abstaining.

I don't know, nor care, much abut marriage. There's currently lots of buzz in 
the western world it seems about gay marriage. I guess there should 
probably be more buzz about why marriage is even useful at all in the first 
place. I suppose one reason that some people might choose to bring forth in 
defence of marriage would be that it's a way to raise children...that might help 
reduce the risks (for the child) of being reliant in its early years upon the 
income, health, etc of just one person.

The child relying on two people getting along for 20+ years is a huge risk.

Ok. One serious thing that could go wrong is that the parents don't "get along" 
for 20 years or more. But other kinds of risks might be mitigated. There's less 
chance of both parents being seriously sick - suffering cancer or whatever - than 
if there's just one parent. Same with losing employment or getting in a car crash 
or suffering some irrational turn of psychology. So in this sense two is better 
than one, isn't it? And three is better than 2 and...so on.

It's not necessary that someone be a full parent (sharing control and 



responsibility) in order for them to be an available backup in case of rare 
catastrophes.

The child relying on people who aren't taking individual responsibility is a huge 
risk. (And *can't* take it even if they want to.)

The majority of families (especially couples) have multiple children (at the 
same time). That is an extreme example of how they don't adequately take 
responsibility for their first child and prioritize that child's wellbeing nearly 
enough.

Yes that's right. Why do people have multiple children in rich countries? Is it like 
driving more expensive cars? Is there an aspect of showing off? But showing off 
to what end?

I'm not aware of people doing it to show off. But they might do it for social status 
which is similar (to come off as more normal).

It's partly just tradition. And there still exists significant anti-abortion and even 
anti-birth-control sentiment, especially for married people.

There are also lots of justifications about how kids like to have siblings or it's 
good for them. People claim it helps kids not be "spoiled" to have a sibling and 
learn by experience that they aren't the center of the world. And siblings, 
supposedly, are a good way to provide friends and social interaction to your first 
child.

These are not good arguments and may be more rationalization than actual 
serious reason.

The memes involved seem to target females more. It's reasonably common that 
females care more about having children (and, I think, a larger number of 
children) than males.

Another thing that happens is people commonly have a second child before 
learning much about what raising the first child is like. Why? Partly because they 



want children of similar ages. I know two main reasons:

1) so their kids can share more stuff, interests and activities (this assumes 
everyone will conform to what is typical in the culture for their age)

2) so they will be done with parenting sooner. if you have a second kid when your 
first is age 11, instead of age 1, then you're going to have 10 more total years 
where you're responsible for parenting at least one child.

I think it's possible for a single parent to have backup arrangements if he dies. 
Just as possible as with two parents having a backup in case they both die 
(from the same car crash, same plane crash, etc...)

Yes. But I wonder how? A prospective parent would need to consult - and 
perhaps somehow get a guarantee from these backup systems...which are likely 
to be other family members or friends, aren't they? And, once more, there's no 
way to mitigate against the risk that the child suffers the terrible emotional 
trauma of losing one or both parents.

By the way, I don't object to a parent getting a substantial amount of help (you 
don't have to actually do everything personally), as long as they retain full 
power to make parental decisions and are fully, individually responsible. That's 
another potential source of a backup in case one dies.

Help from where? And who?

In abstract theory, finding a person to help you parent, and take on some low 
probability obligations, should be easier than finding a co-parent to marry. It's a 
smaller task.

In actual reality, only a particularly rational person would see it that way. Most 
people want *their own* kids, similar to how they prefer not to adopt. But so 
what? Only a particularly rational person would be suitable anyway.

Also, in abstract theory there should be lots of single people who don't intend to 
have a child because that's too big a project, but might be interested in a smaller 



version of it. In practice no doubt this attitude is rare. But the people who don't 
see why this makes sense would have been unsuitable anyway.

In my country we actually have (or until recently had) a thing called a 'baby 
bonus'. It was some substantial amount of money - like $5000 or more - for each 
child you had. And you could have as many as biologically possible. People also 
get parenting allowances - essentially a regular income - and all sorts of tax 
payer funded free stuff like 'free' dental care for your children. So me - as a non-
parent - I pay for other people's kids. Maybe I should. Should I be happy about 
this?

That's terrible. Don't be happy. People should only have kids they can afford! And 
forced wealth redistribution is bad.

What do I gain from other people having children?

I wouldn't have expected the people in favor of taxes, and handouts like this, to 
even claim it benefits you.

They would claim the system overall benefits you, since other handouts will be 
good for you. That total handouts equals X% of total money taken somehow isn't 
missed by them. Where X% is definitely not even 100%, let alone more as they 
often imply. There's a lot of inefficiencies so maybe it's 50%.

So is a parent entitled to getting help then? Should some of us feel obligated to 
help? That would seem like their preferences are more important than mine. So 
that can't be right.

That seems to me to be a more interesting - and important - question. I think 
interesting questions are necessarily important, aren't they? Anyways...about 
'abstaining'...

What reasons - moral especially - can someone provide to explain why they 
would rationally wish to have children?

Is it rational to presume that bringing a child into the world will lead to a good 
life for the child?



It's not rational to just "presume" -- a rational approach is to consider and 
evaluate.

Correct. I didn't think what "presume" actually meant. It's basically the same as 
"assume" isn't it?

Yeah, same issue.

Whether you can expect your child to have a good life depends on your 
situation. There's no out-of-context answer.

Something seems wrong with that. Expectation for the good life seems more like 
prophesy - even if it's optimistic. This way of thinking might seem to suggest that 
people who are lucky enough to be in a rich country have yet another thing to be 
thanking their lucky stars for. Namely, the fortune of being in a better moral 
position to consider having children.

If you're in a poor - especially a war torn - country...it seems morally 
reprehensible to bring a child into what's likely to be misery, hey? Exactly how 
bad must the political and economic situation be before you decide having 
children is a bad idea? Somalia? Slums of South Africa? Parts of Greece right 
now? How can one decide how to draw the line...let alone where?

You have to draw the line by creating in-context explanations directly relevant to 
your situation and improving them with criticism.

Is the risk that they will have a life of suffering worth taking? Once a child is 
here...it's too late to worry, I suppose - if you grant moral status to babies and 
infants (some theories might sugges they're not people and so can't suffer).

There's no good reason to think that someone becomes a person exactly at 
the moment of birth. That'd be quite a coincidence. I think the exact time isn't 
known. And should therefore be treated conservatively, e.g. maybe treat it as a 
few weeks before birth.

I'm still not sure about the ethics of this. It's been raised before. Do we have 



moral obligations towards potential people, or just people?

Just people.

A baby is clearly not a universal explainer, is it?

A two year old very clearly *is* a universal explainer. They are *learning* all kinds 
of stuff. Learning indicates universal explainer.

I think a 6-month-old is clearly a person too but I don't want to argue the fine 
details.

Yet I cannot see that infanticide is any less a crime than murder. Or am I wrong 
about this intuition? If a baby is a person...then why? What can a baby explain? 
Or is the capacity to be a universal explainer not relevant here? What is it that 
one needs to demonstrate to be accorded the status of universal explainer? 
Actual or potential ability?

Potential ability has some serious problems. Like...any bunch of human cells is 
a 'potential' universal knowledge creator...given the right circumstances (genetic 
engineering).

If it's actual...then I don't think babies qualify...do they? I don't think one year 
olds do in mot cases either, hey?

One year olds have learned things, and are learning things. Their minds work 
fine.

What right do any of us have to presume that we will (a) live long enough, be 
wealthy enough and healthy enough to raise a child?

I think that's a reasonable, acceptable risk if:

- you're reasonably young
- you're in good health
- your finances are good with good future prospects and ability to cope with 
some things going wrong



But then it becomes a decision based on very sketchy knowledge. Good health 
now means very little. It means something - but it certainly does not mean you 
won't be of good health at any time in the future. We simply know that most 
diseases are unpredictable. In most cases being able to predict a disease is 
synonymous with being able to treat it through inoculation or cure. Rates of 
cancer, infectious disease, heart failure (the list simply is not feasible to 
enumerate) is so great that merely as a matter of probability some large 
proportion of well intentioned parents must expect to suffer death before their 
child matures.

It's not that large I don't think.

Yes there is risk. There's no way around that today.

It's bad to take unreasonable risks (e.g. if you already have cancer with a 50/50 
totally-cured/die rate, don't have a kid!) but it's not bad to allow risk into life which 
is inevitable.

Maybe look at it this way: problems are inevitable. and soluble. your parent dying 
is a problem. it's not a guarantee of misery at all.

We therefore know, and condemn, some number of children to years of misery 
as they witness the dying and then death of their parent and be forced to cope 
without them. This is the consequence of individuals acting as though their own 
personal risks are acceptable. Enough parents assuming the same thing 
condemn some small number of unfortunate children to misery. This is 
acceptable in moral terms, is it?

(b) Even if we do, what right do we have to presume that our theories of child 
rearing - TCS taken as the best way - is still worth taking the risk of terrible 
unforeseen suffering for a person that doesn't deserve it?

I think that's a bit negative. Life "risks" negative things but also positive things. 
In our society, it's not so hard for life to be worthwhile, especially if you're on 
the more rational side.

And anyone who disagrees can commit suicide.



Most people in our society don't commit suicide. There are a lot of reasons for 
this but I think the most common one is that people prefer life. And they had 
coercive parents!

You're right. Most people (even people (actually *especially* people) who are 
born into horrible, violent countries) don't commit suicide - so it appears they 
prefer life to death. But that sounds like induction, so it can't be right.

Most people prefer life.
Therefore the next person can be expected to prefer their life too.

There are many non-secret *reasons* they prefer life, which you can analyze and 
attempt to criticize if you want to.

Anyways - I don't think this matters. It's not:

Does one prefer life to death? Even miserable people prefer life because often 
they believe that with just a little more effort they can turn things around.

It's:

Does one believe their life is good or does one believe their life is bad?

You see a person can think their life is bad and be suffering terribly - and all the 
while expecting that (per your arguments above) with better knowledge, more 
wealth and so forth that they have good reasons to believe it will improve. So 
they don't commit suicide. One day they get hit by a bus, or get cancer or 
whatever. Their life has been one of miserably striving for something better but 
*chance* just meant their every rational attempt to steer a better course led to 
more suffering. If the parents of this person could ever have had an inkling of 
this...would it have been right to bring them into the world?

This is the wrong attitude to life. It shouldn't be misery now, hope for the future. 
One has to enjoy the journey itself. We're always at the *beginning* of our infinite 
journey.

Life is about making progress, not getting to the point where everything is 
awesome. Living is that process. That's all one ought to expect from life -- an 
ongoing process of trying to make progress and solve problems, with some 



success and some failures.

And *that* is good. People normally commit suicide because they are *stuck* -- 
not making progress.

Parents aren't in a position to know this.

So life does risk positive and negative things. If it's a matter of overall probability 
and looking back on one's life - I wonder what proportion of people believe they 
lived a good life, or not? And how could they possibly judge this? What would 
the criteria be?

We can just imagine scenarios as thought experiments...

A child born with leukaemia. Who endures 8 years of treatment before dying. 
No amount of good child rearing can make up for the suffering of this child.

If child doesn't want to endure for 8 years, that's reasonably simple to solve. 
Yes there's some laws that might make it more tricky but I think this can be 
dealt with.

Absolute worst case, if child would rather die you can do it and get a mean jury 
and go to jail. But that's such a tiny risk when you have a kid, I wouldn't worry 
too much. And the main point is this option makes it *your* risk more than the 
child's. At worst, there is a way to take responsibility for dealing with this 
unlikely scenario.

These sorts of counterfactuals are interesting. Say a person wants to commit 
suicide - the pain of cancer is too much or whatever. We take them seriously 
and let them. They do.

Next day, there's a cure found. Was it right to have not tried harder to stop them 
in that case?

Yes that was right. Freedom is moral. It's up to them.

Tell them each of your arguments to the extent they are interested and no more. 



Do not hassle, bother, badger or pester them.

If neither you nor they could predict the cure was coming soon, then so be it. You 
must not go around coercing every suicidal sick person not to die because a few 
of them may soon be cured.

It seems that - in retrospect - respecting the preferences of the person has had 
disastrous consequences in moral terms.

What disaster? They made a choice they were OK with. They knew that a cure 
might be developed in the future and made their choice anyway. Shrug.

The person who committed suicide need have waited only 24 hours more and 
they could have had a wonderful life free of pain. Now, all that well being is 
extinguished from the universe. We, left behind, live lives of regret for not having 
tried harder.

There's nothing to regret.

And "trying harder" is the wrong way to look at it. Trying harder *means* hurting 
the suicidal sick person by disrespecting his rights, freedom, liberty, and control 
over his life.

The *rational* approach would be more like to make better arguments. That isn't 
accomplished by trying harder. And if you can't think of better arguments, well, so 
what? We aren't omnipotent. That's no sin. And you had limited information and 
for all you knew he was making the right decision. So there's nothing to regret, 
not even a lack of quality arguments -- quality arguments would have changed 
nothing.

That's always a risk with suicide, hey? Things just might be made fine tomorrow. 
If the maxim is: *always* take a persons preferences seriously....can this lead to 
bad outcomes?

Moral living can always lead to "bad outcomes". You might get cancer, get hit be 
a meteorite, or many other things. We only have limited control over our lives and 
world. No matter how morally we live -- how well we use our control -- bad things 
could happen.



But that doesn't matter. It doesn't make life bad or anything.

<snipped>

A child born to healthy, wealthy parents in a loving home. The parents are 
killed by terrorists - perhaps a whole city is in a nuclear blast but the kid 
survives. Even the government can't afford to support this now starving, 
suffering kid who is soon sold into sex slavery. We're all in this situation with 
respect to the future. But we're already here. Should more people be born 
into such a circumstance? Or does an optimistic view of the future that we will 
solve the problem of catastrophic terrorism (or whatever terrible problem) 
trump this concern?

That's not the world we live in.

I'm not sure. I hope it's not the world we live in. Given the desperate intentions 
of Islamic Jihad and some rogue nations...mushroom clouds aren't 
unimaginable over modern cities.

And not every country is quite as secure as USA, Britain and Australia...

If you want to talk about places other than America and similar countries, please 
specify that in your questions. Otherwise I will basically take America as the 
default context.

Some places in the world are a mess but in the modern, developed West we can 
and do afford some orphanages and substantial anti-sex-slavery rights 
enforcement.

Most of us have relatives. And the Government can and does afford more help 
than that for orphans. And more defense of rights to prevent sex slavery.

In a different much worse world, one would want to be more wary of having 
children, I agree.

Things are getting better. But it seems that if bringing a child into a much worse 



world would be morally worse...then it was worse in the past. At some point in 
the past - at certain times (World War 2?) it was terrible. The risks that made it 
wrong then - because the child was likely to suffer much more - still exist in 
many, many places. Indeed there's areas of some developed nations that 
children have high mortality rates.

We're always at the beginning of infinity. Relative to the distant future, even the 
best countries today will look terrible.

Problems are inevitable and life is about the process of improving, not the current 
distance from the ideal.

I'm in Australia. Our crime rates are comparatively low. I look at data like this: 
http://en.wikipedia.org/wiki/United_States_cities_by_crime_rate
and wonder: does this mean it's less moral to bring up a child in New Orleans or 
Detroit given the amount of crime there compared to Sydney?

There are definitely particular neighborhoods that I would make sure to move out 
of before having a child. (I think it goes more by neighborhood than city. Big cities 
are big places.)

I have the resources that I could make that sort of thing happen if I prioritized it. If 
I lived in a  bad neighborhood, and had a child, I'd be wrong to stay there.

As it happens, my parents moved to a new house when I was 2, for my sake. 
Their existing neighborhood was acceptable for them to live in, but not good 
enough in some respects for raising a child. In retrospect, that was a good choice 
by them.

If someone else did not have the resources to do this kind of thing, it doesn't 
necessarily mean they can't have kids. You have to live in the situation available. 
Even bad countries today are no worse than the best countries 1000 years ago. 
Problems are inevitable and the way to live is to look for ways to make progress, 
make good decisions from those available, etc

How high must the murder or rate of violent crime be, before we say the risk is 
unacceptably high for a child to be brought up in such a place? Is the slum of 
Johannesburg in South Africa too risky?

http://en.wikipedia.org/wiki/United_States_cities_by_crime_rate


You have to create in-context explanations about what's right for you to do in your 
situation and then improve them with criticism.

Is having children a right?

If it's not a right, what criteria must you satisfy before having children? Simply be 
healthy and wealthy enough and have the right ideas?

Explanations, not one-size-fits-all criteria.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Electron energy level transitions
Date: June 7, 2012 at 4:18 AM

On 7 Jun 2012, at 02:26, steve whitt wrote:

On Jun 6, 7:59 pm, David Deutsch <david.deut...@qubit.org> wrote:
On 7 Jun 2012, at 12:42am, Brett Hall wrote:

Electrons orbit nuclei. When they move from one orbital to another they either 
absorb a photon, or emit one.

If an electron moves to a lower orbital, it emits a photon of energy, hf, equal 
to the difference between the two orbitals it is transitioning between.

Is this right so far?

Only partially. The idea that the electron 'orbits' is a good approximation for 
some purposes but is inaccurate in at least these three ways:

(1) Its lowest-energy state has no angular momentum. So it's not going round 
anything in any sense.

(2) In the states that do have angular momentum, the electron doesn't thereby 
move from one angular position to another but is at all angles at once, in the 
multiverse.

(3) The states that have sharp (same in all universes) energy do not have 
sharp distance-from-nucleus.

Now we do not detect a continuous wave of energy emitted as a single 
electron transitions from one energy level to the next - so we know that the 
electron loses energy as a discrete 'packet'

Yes. Eventually.

all in one go -



No. It's a continuous process that takes a non-zero time. But the energy isn't 
sharp during it.

so to preserve conservation of energy the electron must be making a discrete 
jump from one spot to the next.

Is this right?

No -- because of the above.

If it is - how does it get from one orbital to the next without passing through 
the space in between?

That's a myth.

Or is this idea just simply wrong.

Yes.

An electron does pass through the space between two orbitals on its way to 
lower energy states?

It does.

Does the electron occupy the space between orbitals? If so - why can't it stay 
there?

Because there are no stationary states in which it does. To put that another 
way, the equations of motion say that if at some instant it is distributed in 
space, in the multiverse, in a way different from how one of the energy 
eigenstates is, then at the next instant it will have a different distribution. Only 
when it's distributed in an energy eigenstate does its distribution stay the 
same.



What is the right way to explain this, given what we know about the 
multiverse?

The way motion works in general is described in BoI.

-- David Deutsch

Ernest Rutherford and I are both confused. Can you help us both?
Rutherford complained to Bohr that in Bohr's system an electron would
either have to fire off a photon before it fell - in which case, how
did it know how far it would fall - or else fire off a photon after it
fell - in which case, what made it fall? Were Rutherford to ask you
that same question, how would you answer? What actually produces this
photon of a particular wavelength of light? Does the electron somehow
produce it? Before it falls? After it falls? During the fall?

An orbital is not a circular path around the atom, it's an electron blob. The density 
of the blob in a region represents the probability of finding the electron there. So 
what happens is that an electron blob of one shape turns into an electron blob of 
a different shape. The intermediate blobs are not stable under the equation of 
motion - they change shape to assume a stable blob shape that doesn't change 
under the equation of motion. During that process the electron blob generates a 
different kind of blob that represents, among other things, an increase in the 
probability of finding a photon outside the atom.

Alan



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Electron energy level transitions
Date: June 7, 2012 at 7:49 AM

On Jun 6, 11:28 pm, Elliot Temple <c...@curi.us> wrote:
On Jun 6, 2012, at 6:26 PM, steve whitt wrote:

But I still don't know the answer to Rutherford's question. From where
did that photon come?

I don't think that's a QM question exactly. You could ask where it comes from in 
classical physics too. Right?

I think in both cases you're trying too hard to get a "why" when the answer is 
"because the laws of physics dictate it does that".

From an electron just beginning its fall? From
an electron while falling? From an electron that had already fallen?
Surely none of those ideas is correct so . . . what is?

Without knowing the physics, *all* of these possibilities have no logical problem. 
So why the concern?

-- Elliot Templehttp://curi.us/

Well, because I want to understand. All my life I've been reading the
more-or-less Copenhagen interpretation of QM. If I am to replace this
interpretation with the correct view, I need to fix my mental images.
Bohr answered Rutherford's question with some mumbo-jumbo about
quantum leaps, which Professor Deutsch has shown me are a myth. But
they are a myth that, through repetition, are ingrained in my mind. I
need a multiverse picture to replace this incorrect image.

So I have the picture of the electron as a sort of inkblot surrounding
the nucleus, with the inkblot representing the electron as a
multiversal object. Next I have the picture of a single electron
becoming entangled with a single instance of me when that electron
emits a photon of a particular color and that photon impacts my
detector. Then that electron spreads into an inkblot again, this time
of lower energy.

http://curi.us/


But electrons emitting photons in atoms do some pretty interesting
things - to wit, a particular electron transition always results in a
photon of a particular color. Not more energy or less, not two photons
or five, but always a single photon of just the right color to match
the energy lost by the transitioning photon. In fact, this discovery
of sharp spectral lines was one of the clouds on the horizon of 19th
century physics that led to the birth of quantum mechanics in the
20th.

You and Alan both said something like the electrons changes its motion
until it reaches a stable state. But my question remains. How does the
electron (or system, or whatever) know how much energy to pump into
that single photon if it is searching through all its possible motions
for that one stable state? Or, if the photon isn't produced until
after the stable state is achieved, what made it search for the lower
energy state in the first place?



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Electron energy level transitions
Date: June 7, 2012 at 7:53 AM

On Jun 7, 4:18 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

An orbital is not a circular path around the atom, it's an electron blob. The 
density of the blob in a region represents the probability of finding the electron 
there. So what happens is that an electron blob of one shape turns into an 
electron blob of a different shape. The intermediate blobs are not stable under 
the equation of motion - they change shape to assume a stable blob shape that 
doesn't change under the equation of motion. During that process the electron 
blob generates a different kind of blob that represents, among other things, an 
increase in the probability of finding a photon outside the atom.

Alan

Does the electron blob lose energy first, and then search for a lower
energy stable state? In which case, how does it know how much energy
to give off in the form of a single photon? Or does the electron blob
find the lower energy state first, and then send off a single photon
of the correct energy? In which case, what made it search for the
lower energy state to begin with?

Steve



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Electron energy level transitions
Date: June 7, 2012 at 5:44 PM

On 7 Jun 2012, at 12:53, steve whitt wrote:

On Jun 7, 4:18 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

An orbital is not a circular path around the atom, it's an electron blob. The 
density of the blob in a region represents the probability of finding the electron 
there. So what happens is that an electron blob of one shape turns into an 
electron blob of a different shape. The intermediate blobs are not stable under 
the equation of motion - they change shape to assume a stable blob shape 
that doesn't change under the equation of motion. During that process the 
electron blob generates a different kind of blob that represents, among other 
things, an increase in the probability of finding a photon outside the atom.

Alan

Does the electron blob lose energy first, and then search for a lower
energy stable state? In which case, how does it know how much energy
to give off in the form of a single photon? Or does the electron blob
find the lower energy state first, and then send off a single photon
of the correct energy? In which case, what made it search for the
lower energy state to begin with?

The nucleus produces an electromagnetic field - the nucleus and electron send 
photons to one another. If there are electrons in lower energy states the resulting 
electron cloud changes the field around the atom. The electron in the higher 
energy state is spread out over a region around the atom in such  a way that you 
have a higher probability of finding it in some places than in others but a non-zero 
probability of finding it in many regions around the atom. There are websites that 
have programs illustrating this: look up atomic orbitals on Google. So there are 
lots of instances of the electron zipping about experiencing different parts of the 
field around the atom. What happens if the electron in the lower energy state 
goes away? Then the field around the atom changes. This will change the forces 
on the different instances of the electron and this change may cause them to 



move into the lower energy state. As the electron changes its blobby shape it will 
change the electromagnetic field around the atom and this change is the 
emission of a photon. (The photon is just a particular kind of bump in that field, an 
electron is a different kind of bump in that field.) The electron doesn't have to do 
something special to look for the lower energy state: lots of its instances are 
already in various positions around the atom.

While the electron is evolving toward the lower energy state, if you try to detect 
what state it's in some universes you'll find it in the higher state, in others you'll 
find it in a lower state. If, while you're measuring the electron you also look for a 
photon you'll find that in the universes in which the electron has moved into a 
lower energy state you may detect a photon of the right energy and in the others 
you won't. That's because the multiversal blobby things that we see as photons 
and electrons contain entanglement information about one another that makes 
the right versions of the electron go with the right versions of the electromagnetic 
field.

Alan



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Electron energy level transitions
Date: June 7, 2012 at 8:36 PM

On Jun 7, 5:44 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:
As the electron changes its blobby shape it will change the
electromagnetic field around the atom and this change is the emission
of a photon.

Alan

The light bulb turns on. Thank you! The blob changes by a particular,
set amount determined by the geometry of that particular atom, and the
resulting photon (which IS the change in the electromagnetic field)
has a particular color, also determined by that geometry through f = E/
h.The photon isn't emitted as a result of the change, or as an
instigator of change. The photon is the change in the electromagnetic
field. In parts of the multiverse where the blob change has occurred,
a photon exists. In parts where the blob change has not yet occurred,
the photon doesn't exist. Rutherford and I both misunderstood what
photons are! Beautiful!

You have done your good deed for the day, sir.

Steve



From: Elliot Temple <curi@curi.us>
Subject: [BoI] gravity vs energy
Date: June 8, 2012 at 9:19 PM

http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-facts/stars/stellar-
evolution/the-evolution-of-stars-like-the-sun

During the last 4,566 million years, the Sun has been converting hydrogen into 
helium. It has already converted half the hydrogen in its core into helium and is 
30% brighter than when it started its life. It will continue to get brighter as its 
radius increases and in 3,000 million years time, may have evaporated the 
Earth's oceans. In 5,000 million years hydrogen fusion will stop in the core, 
although it will continue in a shell around the core. With no central source of 
energy the force of gravity will compress the core and raise its temperature and 
density until it is high enough to start the fusion of helium to form carbon and 
oxygen. This new source of energy will once again provide the means to resist 
the inward force of gravity.

Why does energy resist gravity? How does that work?

Does all that energy leave the sun? Most? Only a small fraction? Does resisting 
gravity use up energy somehow, or change its form?

The energy that radiates from the sun to the Earth doesn't seem like it would be 
very good at resisting gravity inside the sun, given my Newtonian intuition where I 
would expect things leaving the outside of the sun to have an equal-and-opposite 
effect where they push the sun to be more condensed.

-- Elliot Temple
http://elliottemple.com/

http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-facts/stars/stellar-evolution/the-evolution-of-stars-like-the-sun
http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] gravity vs energy
Date: June 8, 2012 at 9:23 PM

On Fri, Jun 8, 2012 at 8:19 PM, Elliot Temple <curi@curi.us> wrote:
http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-facts/stars/stellar-
evolution/the-evolution-of-stars-like-the-sun

During the last 4,566 million years, the Sun has been converting hydrogen into 
helium. It has already converted half the hydrogen in its core into helium and is 
30% brighter than when it started its life. It will continue to get brighter as its 
radius increases and in 3,000 million years time, may have evaporated the 
Earth's oceans. In 5,000 million years hydrogen fusion will stop in the core, 
although it will continue in a shell around the core. With no central source of 
energy the force of gravity will compress the core and raise its temperature 
and density until it is high enough to start the fusion of helium to form carbon 
and oxygen. This new source of energy will once again provide the means to 
resist the inward force of gravity.

Why does energy resist gravity? How does that work?

That is not what they meant. The fusion produces an outward force. The
gravity produces an inward force. They equal eachother. Which is why
the sun doesn't change shape much over time. As soon as there is no
more resource for fusion, then those opposing forces don't equal each
other anymore. And the gravity one wins. And the mass implodes on
itself. Depending how much mass was there, different stuff will
happen. Supernova happens to masses 11 times more than Earth.

-- Rami

http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-facts/stars/stellar-evolution/the-evolution-of-stars-like-the-sun


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] gravity vs energy
Date: June 9, 2012 at 12:56 AM

On 09/06/2012, at 11:24 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Fri, Jun 8, 2012 at 8:19 PM, Elliot Temple <curi@curi.us> wrote:
http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-
facts/stars/stellar-evolution/the-evolution-of-stars-like-the-sun

During the last 4,566 million years, the Sun has been converting hydrogen 
into helium. It has already converted half the hydrogen in its core into helium 
and is 30% brighter than when it started its life. It will continue to get brighter 
as its radius increases and in 3,000 million years time, may have evaporated 
the Earth's oceans. In 5,000 million years hydrogen fusion will stop in the 
core, although it will continue in a shell around the core. With no central 
source of energy the force of gravity will compress the core and raise its 
temperature and density until it is high enough to start the fusion of helium to 
form carbon and oxygen. This new source of energy will once again provide 
the means to resist the inward force of gravity.

Why does energy resist gravity? How does that work?

That is not what they meant. The fusion produces an outward force. The
gravity produces an inward force. They equal eachother. Which is why
the sun doesn't change shape much over time. As soon as there is no
more resource for fusion, then those opposing forces don't equal each
other anymore. And the gravity one wins. And the mass implodes on
itself. Depending how much mass was there, different stuff will
happen. Supernova happens to masses 11 times more than Earth.

I'm not sure if the 11 times the mass of the Earth is correct. The Chandrasekhar 
limit is 1.38 times the mass of the Sun. That's what the mass of the core has to 
be before electron degeneracy pressure is exceeded and you get a supernova. 
The Wikipedia article on supernovae  is good for this stuff.

The energy coming from the core of a star...how is it transmitted from the core to 
the surface and beyond? It's in the form of photons (mainly) isn't it? Photons have 
momentum and so when they collide with the nuclei of the plasma out of which 

http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-facts/stars/stellar-evolution/the-evolution-of-stars-like-the-sun


the star is made, they push the nuclei away from the core. The hydrogen (mainly) 
and other matter is trying to fall inwards but on its way meets photons which push 
it back outwards again.

So when the star is in hydrostatic equilibrium, gravity is causing the star to 
collapse - but only to the point where the radiation pressure out due to the flow of 
boson stuff (photons in this case) which are colliding with the fermion stuff 
(quarks mainly) out of which the star is made.

A supernova occurs in part because it's not only photons that can push on other 
matter. Neutrinos can too and during the collapse of a particularly massive star 
when the fusion fuel runs out, the main reason the star blows itself apart is 
because of the massive flux of neutrinos increases to the point where their 
collisions with star material create an outward force that rips the star apart.

If energy is ever said to be doing something, I suppose it's important to ask what 
form that energy is in. Is there even such a thing as generic "energy"? I don't 
think so. In thermodynamics for example, we talk about the internal energy of 
materials but we actually mean something like the sum of all the vibrational, 
rotation, translational and potential energies in a body. And potential energy is 
further defined to mean the sum of all the bond energies. And then I suppose we 
could even ask what we mean by that...

But the point is that we have this one word "energy" which (amazingly to me) is a 
cover for a bunch of things - like photons, mass, vibrations, bonds - none of which 
really seem to resemble one another but which can be measured in the same 
units and in some deeper way must be just different ways of looking at the same 
thing.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] gravity vs energy
Date: June 9, 2012 at 1:12 AM

On Jun 8, 2012, at 9:56 PM, Brett Hall wrote:

On 09/06/2012, at 11:24 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Fri, Jun 8, 2012 at 8:19 PM, Elliot Temple <curi@curi.us> wrote:
http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-
facts/stars/stellar-evolution/the-evolution-of-stars-like-the-sun

During the last 4,566 million years, the Sun has been converting hydrogen 
into helium. It has already converted half the hydrogen in its core into helium 
and is 30% brighter than when it started its life. It will continue to get brighter 
as its radius increases and in 3,000 million years time, may have 
evaporated the Earth's oceans. In 5,000 million years hydrogen fusion will 
stop in the core, although it will continue in a shell around the core. With no 
central source of energy the force of gravity will compress the core and 
raise its temperature and density until it is high enough to start the fusion of 
helium to form carbon and oxygen. This new source of energy will once 
again provide the means to resist the inward force of gravity.

Why does energy resist gravity? How does that work?

That is not what they meant. The fusion produces an outward force. The
gravity produces an inward force. They equal eachother. Which is why
the sun doesn't change shape much over time. As soon as there is no
more resource for fusion, then those opposing forces don't equal each
other anymore. And the gravity one wins. And the mass implodes on
itself. Depending how much mass was there, different stuff will
happen. Supernova happens to masses 11 times more than Earth.

I'm not sure if the 11 times the mass of the Earth is correct.

He must have meant 11 times more than the mass of the Earth's sun.

http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-facts/stars/stellar-
evolution/the-evolution-of-stars-like-the-sun

http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-facts/stars/stellar-evolution/the-evolution-of-stars-like-the-sun
http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-facts/stars/stellar-evolution/the-evolution-of-stars-like-the-sun


Stars with masses between about 0.8 and 11 times the mass of the Sun have 
very similar histories although the speed with which they get through their lives 
depends on their mass. We will follow the life of our Sun.

end quote

The Chandrasekhar limit is 1.38 times the mass of the Sun. That's what the 
mass of the core has to be before electron degeneracy pressure is exceeded 
and you get a supernova. The Wikipedia article on supernovae  is good for this 
stuff.

That sounds incompatible with this article which says suns with masses up to 11x 
ours have similar histories to ours (change to red giant then white dwarf).

The energy coming from the core of a star...how is it transmitted from the core to 
the surface and beyond? It's in the form of photons (mainly) isn't it?

Depends on the star. For stars 11-50x the mass of our sun:

http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-facts/stars/stellar-
evolution/the-life-of-stars-between-11-and-about-50-times-the-mass-of-the-sun

At the very centre of the star where the temperature is about 8,000 million K, a 
core of iron is being created through the fusion of silicon. In a star twenty times 
the mass of the Sun this process only lasts for about a week. One reason for the 
increasingly rapid rate of evolution as heavier fuels are fused is that, at the 
higher temperatures required, increasingly more energy is lost in neutrinos. 
These fly straight out of the star instead of taking millions of years to diffuse to 
the surface as do the photons.

end quote

Photons have momentum and so when they collide with the nuclei of the plasma 
out of which the star is made, they push the nuclei away from the core. The 

http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-facts/stars/stellar-evolution/the-life-of-stars-between-11-and-about-50-times-the-mass-of-the-sun


hydrogen (mainly) and other matter is trying to fall inwards but on its way meets 
photons which push it back outwards again.

So when the star is in hydrostatic equilibrium, gravity is causing the star to 
collapse - but only to the point where the radiation pressure out due to the flow 
of boson stuff (photons in this case) which are colliding with the fermion stuff 
(quarks mainly) out of which the star is made.

A supernova occurs in part because it's not only photons that can push on other 
matter. Neutrinos can too and during the collapse of a particularly massive star 
when the fusion fuel runs out, the main reason the star blows itself apart is 
because of the massive flux of neutrinos increases to the point where their 
collisions with star material create an outward force that rips the star apart.

That sounds incompatible with what the article I quote says about neutrinos flying 
straight out.

If energy is ever said to be doing something, I suppose it's important to ask what 
form that energy is in. Is there even such a thing as generic "energy"? I don't 
think so.

I don't think so either. I think the article was being vague on that point.

In thermodynamics for example, we talk about the internal energy of materials 
but we actually mean something like the sum of all the vibrational, rotation, 
translational and potential energies in a body. And potential energy is further 
defined to mean the sum of all the bond energies. And then I suppose we could 
even ask what we mean by that...

But the point is that we have this one word "energy" which (amazingly to me) is 
a cover for a bunch of things - like photons, mass, vibrations, bonds - none of 
which really seem to resemble one another but which can be measured in the 
same units and in some deeper way must be just different ways of looking at the 
same thing.

One way they are related is by the conservation of energy. The sum of all those 
things called "energy" is conserved, but no subset of those quantities is 
conserved.



If we tried to stop calling one thing energy, then energy would stop being 
conserved, which would indicate we need to keep looking for other forms of 
energy (or give up on the conservation law, which we don't want to do. 
conservation laws are really fundamental and useful as far as we know).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] gravity vs energy
Date: June 9, 2012 at 8:32 AM

On 9 Jun 2012, at 06:12, Elliot Temple wrote:

On Jun 8, 2012, at 9:56 PM, Brett Hall wrote:

Photons have momentum and so when they collide with the nuclei of the 
plasma out of which the star is made, they push the nuclei away from the core. 
The hydrogen (mainly) and other matter is trying to fall inwards but on its way 
meets photons which push it back outwards again.

So when the star is in hydrostatic equilibrium, gravity is causing the star to 
collapse - but only to the point where the radiation pressure out due to the flow 
of boson stuff (photons in this case) which are colliding with the fermion stuff 
(quarks mainly) out of which the star is made.

A supernova occurs in part because it's not only photons that can push on 
other matter. Neutrinos can too and during the collapse of a particularly 
massive star when the fusion fuel runs out, the main reason the star blows 
itself apart is because of the massive flux of neutrinos increases to the point 
where their collisions with star material create an outward force that rips the 
star apart.

That sounds incompatible with what the article I quote says about neutrinos 
flying straight out.

The neutrinos fly out under some circumstances and not others. When the 
supernova is about to take place the density of the matter in the star and its 
composition are different in ways that lead to more neutrino interactions:

http://arxiv.org/abs/astro-ph/0612072

Alan

http://arxiv.org/abs/astro-ph/0612072


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] gravity vs energy
Date: June 9, 2012 at 10:27 AM

On Fri, Jun 8, 2012 at 11:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 09/06/2012, at 11:24 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Fri, Jun 8, 2012 at 8:19 PM, Elliot Temple <curi@curi.us> wrote:
http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-
facts/stars/stellar-evolution/the-evolution-of-stars-like-the-sun

During the last 4,566 million years, the Sun has been converting hydrogen 
into helium. It has already converted half the hydrogen in its core into helium 
and is 30% brighter than when it started its life. It will continue to get brighter 
as its radius increases and in 3,000 million years time, may have 
evaporated the Earth's oceans. In 5,000 million years hydrogen fusion will 
stop in the core, although it will continue in a shell around the core. With no 
central source of energy the force of gravity will compress the core and 
raise its temperature and density until it is high enough to start the fusion of 
helium to form carbon and oxygen. This new source of energy will once 
again provide the means to resist the inward force of gravity.

Why does energy resist gravity? How does that work?

That is not what they meant. The fusion produces an outward force. The
gravity produces an inward force. They equal eachother. Which is why
the sun doesn't change shape much over time. As soon as there is no
more resource for fusion, then those opposing forces don't equal each
other anymore. And the gravity one wins. And the mass implodes on
itself. Depending how much mass was there, different stuff will
happen. Supernova happens to masses 11 times more than Earth.

I'm not sure if the 11 times the mass of the Earth is correct. The Chandrasekhar 
limit is 1.38 times the mass of the Sun. That's what the mass of the core has to 
be before electron degeneracy pressure is exceeded and you get a supernova. 
The Wikipedia article on supernovae  is good for this stuff.

The energy coming from the core of a star...how is it transmitted from the core to 
the surface and beyond? It's in the form of photons (mainly) isn't it? Photons 
have momentum and so when they collide with the nuclei of the plasma out of 

http://www.rmg.co.uk/explore/astronomy-and-time/astronomy-facts/stars/stellar-evolution/the-evolution-of-stars-like-the-sun


which the star is made, they push the nuclei away from the core. The hydrogen 
(mainly) and other matter is trying to fall inwards but on its way meets photons 
which push it back outwards again.

So when the star is in hydrostatic equilibrium, gravity is causing the star to 
collapse - but only to the point where the radiation pressure out due to the flow 
of boson stuff (photons in this case) which are colliding with the fermion stuff 
(quarks mainly) out of which the star is made.

A supernova occurs in part because it's not only photons that can push on other 
matter. Neutrinos can too and during the collapse of a particularly massive star 
when the fusion fuel runs out, the main reason the star blows itself apart is 
because of the massive flux of neutrinos increases to the point where their 
collisions with star material create an outward force that rips the star apart.

If energy is ever said to be doing something, I suppose it's important to ask what 
form that energy is in. Is there even such a thing as generic "energy"? I don't 
think so. In thermodynamics for example, we talk about the internal energy of 
materials but we actually mean something like the sum of all the vibrational, 
rotation, translational and potential energies in a body. And potential energy is 
further defined to mean the sum of all the bond energies. And then I suppose 
we could even ask what we mean by that...

But the point is that we have this one word "energy" which (amazingly to me) is 
a cover for a bunch of things - like photons, mass, vibrations, bonds - none of 
which really seem to resemble one another but which can be measured in the 
same units and in some deeper way must be just different ways of looking at the 
same thing.

I think that all energy is the same fundamentally. And all energy can
be converted into any other energy [not directly but indirectly].
Otherwise, how could energy be conserved?

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] The psychology of 3 year olds
Date: June 9, 2012 at 6:34 PM

This disturbs me for many reasons. From a newspaper today.

http://www.theaustralian.com.au/news/nation/mental-health-checks-for-three-
year-olds-should-include-learning-difficulties-psychologist-says/story-e6frg6nf-
1226095286801

Quote

"Plans to introduce mental health checks for three-year-olds should be expanded 
to include a test for learning difficulties, a leading psychologist says.
Clinical psychologist Tim Hannan believes the move would stop many parents 
signing their children up for treatments which have little chance of improving 
language and reading skills."

Two wrongs make a right? I'm not sure three year olds need to sit generic tests 
for learning difficulties - whatever they are (is a learning difficulty just 
disinterest?). On the other hand if parents really are signing up kids for dodgy 
treatments...some way out of that situation is good. I wonder what a psychologist 
might recommend instead? Continued...

"Mr Hannan criticised the number of pseudo-scientific programs which promise 
so-called miracle cures for a child's learning disabilities without any solid 
evidence to back their claims.

He said the federal government should consider introducing checks for learning 
disabilities when the new mental health screening program for three-year-olds 
begins in July 2012."

So does this mean that his psychological treatments do have solid evidence? I 
wonder what it means for evidence to back up claims? Does it mean the evidence 
is used to decide between rival theories purporting to explain psychology or does 
it mean something else?

continues...

"Mr Hannan said parents who were worried about their child having a learning 
difficulty should seek a proper assessment from a trained clinical psychologist 

http://www.theaustralian.com.au/news/nation/mental-health-checks-for-three-year-olds-should-include-learning-difficulties-psychologist-says/story-e6frg6nf-1226095286801


who could then select an appropriate treatment plan."

Again, I wonder what a learning difficulty is? The criteria for abnormal psychology 
in a 3 year old...would be what exactly?

And once a child meets said criteria by ticking certain boxes - what then? 
Coerced into activities to encourage them to behave in a certain way? I suppose 
they could even be forced to take dangerous drugs?

I personally know one child - under 13 - her parents have her taking 
dexmethamphetamine on advice from doctors to control so called ADD. That's 
terrifying. And sad. Amphetamines for a child is like getting a new sports car 
which goes really fast and is really loud, not being happy with it and so putting 
rocket fuel in the tank to hope that fixes it. Seems like that's the last thing you 
would want to do. The problem isn't the car or the child. It's what you're 
thinking...what you're expecting.

Schemes like the one proposed where we have governments involved in the 
screening of 3 year olds as a matter of course can only lead to more children 
being labelled as abnormal and in need of medication.

Chapter 12 of BoI needs to be read, and understood, urgently by psychologists, 
doctors and policy makers.

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] fallibleideas.com/emotions
Date: June 11, 2012 at 1:08 PM

On Jun 4, 2012 4:25 AM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 29, 2012, at 2:59 PM, Rami Rustom wrote:

On Mar 29, 2012 1:48 AM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 28, 2012, at 5:33 PM, Rami Rustom wrote:

I'm confused about the last paragraph of fallibleideas.com/emotions

None of this is disrespectful to emotions. It doesn't assume they are
all wrong, or worthless, or don't contain knowledge.

I don't see how emotions could contain knowledge. I think that an
emotion can be caused by a thought, and the thought is an idea. Do you
mean that an emotion is evidence of a thought?

Maybe someone is in a relationship and their partner does something and 
they feel bad. Maybe they even feel jealous.

Jealousy is irrational. If person A doesn't trust person B, then A
should end the relationship with B. Viola.

But first person A should address the reasons for the distrust. If he
can't come up with reasons, then the emotion is based in a gut feeling
that she is cheating on him, i.e. inexplicit knowledge. He should
confront her directly about this. And if he isn't able to control his
jealous emotions, then he should consider if his own ideas are the
problem, like maybe he had previous relationships with similar
problems. In this case, I think person B should dump A.

Lots of people figure out indirect ways to find out if she is cheating
by performing tests like getting strangers to hit on her or something.
I think this is bad. I rather dump her. Its less work. Although I've
never been jealous.

Either way, the jealousy should end almost immediately.



And they can't explain why what the partner did is bad very well. They don't 
have good arguments.

But the emotion might be right. Maybe it really is bad. Emotions aren't 
random or always wrong. Some of them sometimes have a bit of wisdom in 
them.

Yes he might have seen her react a certain way to another guy and his
mind has inexplicit knowledge about these things based on past
experience so he may be right about what it means but he can't explain
it.

Sometimes people emotionally think something is bad but hear some 
intellectual arguments that it's good which seem true to them. But they still 
emotionally think it's bad. They're conflicted. Sometimes the emotion is right. 
Just ignoring the emotion is often a bad approach.

Hmm. Is confusion an emotion? I've been saying that I pay attention to
the feeling I get when I'm confused. This is an emotion, right?

Edmund Burke talks about this stuff some in his defense of "prejudice" in 
Reflections on the Revolution in France.

It's the same sort of approach one should take to ideas in general:
criticize their flaws, conjecture ways to improve them, and gradually
move forward. Sometimes people go wrong by trying to ignore their
emotions without replacing them.

This is bad. I used to do it. It was my way of getting rid of the
emotion. It doesn't work well at all.

People sometimes do the same thing
with ideas. This doesn't work because we have ideas and emotions for a
reason. They solve some problem. At the least, a certain emotional
reaction gives guidance about what to do in a certain category of
situation.



Huh? What sort of guidance?

E.g. to oppose something that you emotionally dislike.

Or to abort something scary and leave/avoid that situation.

Or to not let your boyfriend spend time with that other girl.

Or to go out of your way to help your kid who is hurting instead of continuing 
watching TV.

If something makes you happy that guides you to do it more. Sad, the 
reverse.

Ah. If I'm happy while doing something then I prefer to do it; if sad
then prefer not to do it.

If I see my kid bump her head and its bleeding now. I could freak out
and scream out of irrational fear. Or I can wait to check out the
situation and even if its really bad, I shouldn't freak out and scream
because the child will be scared too. So its better to be calm and
take her to the hospital. Freaking out makes its harder to think about
the correct thing to do.

So why do I need an emotion to guide me to be concerned about my
child's bleeding head? I don't. I just need reason. Right?

What other emotional reactions can be used as guidance in certain
categories of situation?

I wasn't saying we need emotion to guide us. I was saying emotions do have 
guidance so you need to replace an emotional way of life with better 
knowledge and better ideas instead of just getting rid of the emotions.

Note that we don't have time to think every decision through fully. We need to 
have shortcuts, life policies, rules of thumb, guidelines and so on. We can 
make these ourselves, adjust them to our satisfaction, watch out for problems 
with them, and adjust them further ask needed. They can be rational, 
intelligent, and good.



We need to automate some of our life because we have limited attention. 
Emotions are a step in this direction in that they help one make some 
decisions and get some guidance without taking much conscious attention to 
figure out what's going on. But, in some respects, emotions are a pretty crude 
way to do this. It's possible to do better.

So far I see happy and sad and useful emotions because they tell us
what we prefer and don't prefer.

These are the ones I think are useful: happy/sad, curiosity/boredom,
disgust, what else?

These are the ones I think are not useful: jealousy, fear, anger,
worry, embarrassment, frustration, guilt, hope, pride, regret, shame,
what else?

Frustration guides you to stop trying that approach.

Ah. Many people who get frustrated will quit the whole activity rather
than just the approach.

So when a child gets frustrated [and possibly thinks about quitting],
the parent should offer help in trying a different approach. This
helps replicate the meme that frustration should lead to trying a
different approach instead of quitting the whole activity.

So is the frustration emotion learned? If so, it must be learned by
logic-of-situation. And if a child doesn't get help with his
problem-situations, then the child might learn to get angry when he
gets sufficiently frustrated.

Jealousy warns you that your spouse might be straying.

But that is a subconscious warning, right? Its a gut feeling and you
are not aware of why you got the gut feeling. So the person shouldn't
accuse the spouse based on the gut feeling. Instead he should act on
the gut feeling by attempting to convert that inexplicit knowledge to
explicit knowledge. One way to do that is to guess and criticize why



you're having the gut feeling. He could guess things about the spouses
facial expressions in response to certain questions or what ever.

But, he shouldn't create tests for the spouse in order to see if she
passes or fails. This is manipulation. Right?

Fear warns you things are dangerous.

Do you mean danger of causing hurt? How do we learn fear? Either a
child sees someone else get hurt from something, or he got hurt from
something, e.g. a tiger. And he learns to fear that something. And
maybe the child then also creates an abstraction of that something,
and so he fears that abstraction, e.g. any big growling animal with
big sharp teeth. Or the parents do the abstracting and help replicate
that meme to the child, e.g. 'don't talk to strangers because they
could be bad'.

The examples I just described are explicit knowledge. But isn't fear
sometimes a gut feeling? Anybody have an example?

Worry warns you something could do harm.

Seems useless. Also I don't think that is right. Worry seems to be
what happens when we think about the worse case outcomes of a
problem-situation if it is not solved. Or does my statement mean the
same as yours?

How is worry different than fear?

Embarrassment sometimes warns you something is harming your reputation.

So embarrassment presupposes the idea of a reputation. Why should we
care about our reputation?

Embarrassment happens when something private gets revealed in public. Right?



Guilt can guide you not to do something again. And can be seen coming in 
advance, too.

But guilt means that you feel bad that you did something. But why? Its
just a mistake. So guilt presupposes that you understand mistakes
incorrectly. Right?

Also guilt means that you are responsible. And in some cases you
aren't. So sometimes guilt presupposes that you misunderstand where
responsibility lies.

Pride guides you that you're doing well.

Ok. Your own actions. Many people mistakenly link pride with their
race, ethnicity, sex, socioeconomic class, family name, etc.

Regret can guide you to think about how not to do something again. Ditto 
shame.

I regret having done X means I don't intend to do X again. That sounds
good to me.

But shame presupposes that you care what other people think. Right?

Anger guides you to hurt someone.

That one doesn't seem useful at all, even in the context of someone
hurting your child.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] How people react to death
Date: June 12, 2012 at 3:44 PM

Why do people get upset more for a child's death over an adult's death?

They say stuff about children not having had the opportunity to reach their
full potential. This is weird because almost no one reaches their full
potential, no matter how long they live.

Maybe their idea of "full potential" is compared against the potential of
their socially accepted roles or something.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How people react to death
Date: June 14, 2012 at 2:15 PM

On Jun 12, 2012, at 12:44 PM, Rami Rustom wrote:

Why do people get upset more for a child's death over an adult's death?

They say stuff about children not having had the opportunity to reach their
full potential. This is weird because almost no one reaches their full
potential, no matter how long they live.

But that's not how *they* think of full potential. You're creating the weirdness by 
mixing together part of their thinking with part of yours and finding a clash.

They think if you get married and have 3 kids, and have a career, and visit your 
relatives on holidays, that is a full life.

Maybe their idea of "full potential" is compared against the potential of
their socially accepted roles or something.

Yes.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The psychology of 3 year olds
Date: June 14, 2012 at 2:45 PM

On Jun 9, 2012, at 3:34 PM, Brett Hall wrote:

This disturbs me for many reasons. From a newspaper today.

http://www.theaustralian.com.au/news/nation/mental-health-checks-for-three-
year-olds-should-include-learning-difficulties-psychologist-says/story-e6frg6nf-
1226095286801

Quote

"Plans to introduce mental health checks for three-year-olds should be 
expanded to include a test for learning difficulties, a leading psychologist says.
Clinical psychologist Tim Hannan believes the move would stop many parents 
signing their children up for treatments which have little chance of improving 
language and reading skills."

Two wrongs make a right? I'm not sure three year olds need to sit generic tests 
for learning difficulties - whatever they are (is a learning difficulty just 
disinterest?). On the other hand if parents really are signing up kids for dodgy 
treatments...some way out of that situation is good. I wonder what a 
psychologist might recommend instead? Continued...

"Mr Hannan criticised the number of pseudo-scientific programs which promise 
so-called miracle cures for a child's learning disabilities without any solid 
evidence to back their claims.

He said the federal government should consider introducing checks for 
learning disabilities when the new mental health screening program for three-
year-olds begins in July 2012."

The government should consider not being involved at all. The government isn't 
supposed to be the do-everything organization, it's supposed to have some 
specific purposes, scope and limits.

http://www.theaustralian.com.au/news/nation/mental-health-checks-for-three-year-olds-should-include-learning-difficulties-psychologist-says/story-e6frg6nf-1226095286801


So does this mean that his psychological treatments do have solid evidence?

That part about "solid evidence" meant he's not a Popperian. Consequently, I 
wouldn't expect much from his own evidence.

It also meant he disagrees with the people he's attacking. But there's no way to 
tell if he has any good point, or not, from what he's quoted saying.

I wonder what it means for evidence to back up claims? Does it mean the 
evidence is used to decide between rival theories purporting to explain 
psychology or does it mean something else?

It means something else. I don't think you should try to interpret non-Popperians 
as meaning something Popperian.

continues...

"Mr Hannan said parents who were worried about their child having a learning 
difficulty should seek a proper assessment from a trained clinical psychologist 
who could then select an appropriate treatment plan."

Again, I wonder what a learning difficulty is?

Disobedience.

The criteria for abnormal psychology in a 3 year old...would be what exactly?

Disobedience.

And once a child meets said criteria by ticking certain boxes - what then?

Disobedience is dealt with using the rod. Or a modern equivalent.



Coerced into activities to encourage them to behave in a certain way? I suppose 
they could even be forced to take dangerous drugs?

I personally know one child - under 13 - her parents have her taking 
dexmethamphetamine on advice from doctors to control so called ADD. That's 
terrifying. And sad. Amphetamines for a child is like getting a new sports car 
which goes really fast and is really loud, not being happy with it and so putting 
rocket fuel in the tank to hope that fixes it. Seems like that's the last thing you 
would want to do. The problem isn't the car or the child. It's what you're 
thinking...what you're expecting.

The metaphor is wrong. Cars don't have feelings. Children do. Hurt them and 
they notice and react. If the way you hurt them is nonsensical, irrational and 
arbitrary ... maybe that's an advantage if you're communicating that they need to 
obey your authority, give in, and stop some of their thinking.

Schemes like the one proposed where we have governments involved in the 
screening of 3 year olds as a matter of course can only lead to more children 
being labelled as abnormal and in need of medication.

Chapter 12 of BoI needs to be read, and understood, urgently by psychologists, 
doctors and policy makers.

I think reading Szasz would be more effective. He challenges them directly.

Maybe you're figuring they want to do good things, and they're doing it wrong, 
and so they need better ways of thinking to get it right. Largely, that is not what's 
happening: psychiatry largely works as designed and intended. It's not an 
accident.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Intellectuals, Scientists, and Tradition rational-politics-
list@googlegroups.com
Date: June 14, 2012 at 5:31 PM

The intellectuals and scientists (hereafter intellectuals) as a group have an 
interesting trait. Many of them are more willing to deviate from tradition than the 
man on the street.

This helps them do their job. What good is an intellectual who believes nothing 
but the ideas of the past? To some extent, it's necessary.

But it's also a dangerous trait. All sorts of evil has easily recruited the support of 
large numbers of intellectual. The evil may violate traditional morality and 
common sense, but many intellectuals are willing to look past that.

Nazi ideology had the support of various intellectuals, not only in Germany but 
abroad. Communist ideology too.

Margaret Sanger and others had no difficulty getting various intellectuals, 
including scientists, to advocate racism and anti-life ideology. Population control 
(especially of the poor and non-white) is an anti-human ideology that conflicts 
with tradition and initially found easier acceptance with intellectuals than the 
Church-going man-on-the-street.

Who stood up to Sanger and her ilk? Catholics for one. And they deserve praise 
and respect for doing it. Maybe if they got that praise and respect for doing the 
right thing they'd be less defensive and more open to reform. If they got it, maybe 
there wouldn't be much danger, and they could relax -- but they don't get it 
precisely because there is danger.

Many more traditional minded *good* people have some resistance to intellectual 
arguments. They are shamed and condemned for this a huge amount. In 
America, the political left attacks them constantly. But this resistance is, by and 
large, a merit. Despite the sad fact that it means they will hurt their children. 
(Besides, if they were radical atheist intellectuals, they would still hurt their 
children anyway.)

This pro-tradition attitude is, in some ways, a dangerous trait like the anti-



traditionalism of the intellectuals. But it's less dangerous because it's on the side 
of the long-term core good values that have gotten our civilization this far.

There's a lot of confusion. The pro-life, gay marriage and evolution debates are 
good examples. The traditionalist side is characterized as backwards and anti-
intellectual. But is, in many respects, the better side.

The traditionalist side is also characterized as something bad about America that 
doesn't exist in more progressive Europe. That paints a worrying picture of 
Europe.

A good example of the tradition issue is the French Revolution -- which did 
immense harm and came scarily close to destroying the world. (Another point 
worth noting is when the intellectuals go wrong, they sometimes go *very* wrong. 
But when the traditionalists go wrong, it's generally much more mild.)

The best intellectuals at the time were Edmund Burke and William Godwin. They 
got it right. Burke, stunningly well. Godwin, pretty well. (Godwin was the younger 
one and learned a lot from Burke, and did even better on similar issues later on.)

Most other intellectuals got it wrong.

It seems only the top 0.0001% of intellectuals are safe, the rest are dangerous. It 
takes absolutely world class wisdom for intellectuals to side with good and 
tradition as appropriate.

Even the brilliant Ayn Rand had mixed ideas and some overly anti-tradition 
attitudes. (She never sided with evil over it, though, so I think she was actually 
wiser than her explicit anti-traditionalist statements.)

So, who sided with Burke regarding the French Revolution? Burke provided the 
best intellectual arguments against it in the world. And who was impressed? 
Traditionalists who were already against the revolution (which is not to say they 
necessarily learned nothing. people aren't just one or the other and many would 
have learned a bit from Burke about why to be against it even more, and better 
recognized the full danger thanks to Burke's explanations).



Burke had very limited success persuading any intellectuals. Maybe they would 
have come around after thinking it over for a few decades, but the world didn't 
have that long to wait (and Burke died about 6 years after publishing his book on 
the topic, he wasn't able to write decades of follow-up explanations for them). 
Burke's own former allies abandoned him. They had respected Burke in the past, 
but their higher loyalty was to their own dangerous misconceptions of reason, 
above any respect for Burke or for tradition.

People died for the mistakes of those intellectuals. And Burke was smeared as 
backwards, despite a lifetime of work for progressive reforms. But civilization 
survived, thanks to Burke and the traditionalists.

Almost no intellectuals are capable of doing it right. Of being on the side of 
progress when it's good, but siding with tradition against dangers (even just the 
really massive, blatant ones). They, by and large, can't tell the difference between 
good and bad deviance. They are intellectuals not for being wise but for being 
recklessly friendly to deviance despite lacking the skill to judge which deviance is 
any good or not.

Intellectuals -- seen in this light as something like reckless fools -- are important. 
Someone has to deviate for there to be progress. But deviance without wisdom, 
even if better than nothing in limited quantities, is something to be viewed as 
highly dangerous. Why limited quantities? Because if too many do that, 
destruction surely follows, but if it's just a small minority of the population then 
their worst ideas can be stopped by traditionalists (hopefully. doesn't always work. 
e.g. Nazis, Communists, French Revolution).

What we really need is wise people who understand tradition and can rationally 
judge which deviance (new ideas) is any good. Like Burke. A great way to begin 
to do that is to learn epistemology (e.g. read Popper) and to consider how 
epistemology connects to tradition and the proper, safe and rational ways to 
improve on existing knowledge.

And more understanding of what's bad and dangerous about the intellectual 
tradition, and good and praiseworthy about the traditionalist tradition and its 
representatives like the Catholic Church.



Further, intellectual vs traditionalist is an approximation, and actually everyone on 
the traditionalist side is open to some progress and new ideas, just less and 
slower. So if you have to take sides, the traditionalist side is the one of slow 
progress, and the intellectual side is the ones of reckless attempts at progress 
that will destroy civilization. The sides aren't just different and both important, the 
traditionalist side is also *better*, and Thank God it has more members here in 
America.

Sadly, the American political left has approximately 50% support and is heavy on 
bad intellectual attitudes. And what's the result of such a dangerous situation? 
More entrenchment and caution by the traditionalists -- which is wise and good 
but is characterized as irrationalism by their opponents. The result of a dangerous 
situation is for the traditionalists to, quite correctly, *slow down* and go even more 
gradually. And thus for the bad intellectuals to get even more impatient for utopia 
next week. And to falsely think this is as fast as the traditionalist attitude can go in 
any circumstances and not understand they are the ones slowing it down and 
actually it'd go a lot faster if they'd stop attacking it and putting it on the defensive.

All the good intellectuals of the world need to learn how to sympathize more with 
traditional prejudices, attitudes and flaws and respect the good traditional values 
that created our civilization. You may be in favor of abortion -- good -- but never 
side with the left on it because they are bad *on this very issue* despite perhaps 
superficially seeming to be your ally. And the same goes for gay marriage and 
even evolution.

An interesting case in Ann Coulter. She's both an intellectual and traditionalist. 
Her books are some of the best researched books around (Seriously. E.g. her 
explanation of the French Revolution is one of the most accurate I've seen, and 
I've read a lot on the topic.) She's smart. She's also sexist (against women) -- or 
pretends to be. And she attacks evolution. She's a traditionalist in various ways. 
The result is spectacularly good and most people would do very well to learn to 
partially sympathize with all her mistakes and see to what (significant) extent 
some apparent irrationalism isn't a mistake at all but a virtue.

Coulter is one of the good guys; Dawkins is a villain. Get this right or *you* are 
one of the dangerous intellectuals.

If this sounds utterly ridiculous to you, *but you've never read any of Coulter's 



books*, then don't worry too much and give up instantly. Her books are much 
better than her false reputation. A bit like Ayn Rand, Coulter has boldly said 
unpopular things and been smeared for it. Don't judge her second-hand. Also 
note that Coulter's books and articles are better than her TV sound bites, and 
easier to appreciate, despite the inflammatory titles.

As to Dawkins, _The God Delusion_ attacks morality (and has some nasty 
psychiatry right there in the title, ugh). He's written plenty of other bad political 
stuff. But it's not just that. Here's something else:

http://www.youtube.com/watch?v=Xswt8B8-UTM

Derren Brown is much wiser (not just knowledgeable) than Dawkins when it 
comes to skepticism/psychics topics. And note also how Derren is more 
sympathetic to people he disagrees with. (This doesn't show up right at the start, 
watch all 6 parts.) There is a sort of *hostility* in Dawkins that is lacking in in 
Derren. The title of the TV show it's from is "The Enemies of Reason". Dawkins fit 
that well -- treating them as enemies -- but Derren doesn't.

Dawkins wants to call psychics and cold readers "charlatans" to play up how 
awful they are, while Derren wants to say that characterization is "difficult" and 
downplay it. Also of note: Derren uses people management techniques on 
Dawkins to keep things friendly, while Dawkins lacks social graces and, I think, 
doesn't even know he's being diplomatically handled (like Derren gives indirect 
answers to questions often and gets away from what Dawkins was saying, but he 
does it in a way that Dawkins still finds it agreeable not evasive). Most people 
would assume Dawkins is the much smarter of the two, but it's Derren who is 
aware of what's going on on multiple levels and is controlling it the way he wants, 
while Dawkins seems oblivious.

Dawkins also uses -- on TV -- words the audience doesn't know. Which is dumb, 
pretentious crap. It's by habit at this point, I think, not explicitly intention -- which, 
btw, relates to how Dawkins accuses people of doing bad stuff knowingly and 
doesn't see how it could be otherwise, yet here he is unknowingly doing bad stuff 
himself.

Dawkins doesn't see how other people can do bad stuff without it being totally 
consciously knowingly intentional simply because he's confusing bad stuff with 

http://www.youtube.com/watch?v=Xswt8B8-UTM


the particular bad things *he is aware of*. Of course *he* can't unknowingly do 
the bad things he's well aware are bad. But other people have different 
knowledge than him! This is rather self-centered in the bad way.

Or another example, Derren says he doesn't see it as a "mission" to turn 
believers into non-believers. Derren is the much milder of the two -- and the much 
better for it.

Dawkins frequently encourages Derren to be harsher and asks leading questions, 
and Derren keeps not taking the bait. And the Dawkins will just try it again.

Another thing is Dawkins only states he doesn't know minor things like specific 
concrete information. Derren readily states he doesn't know answers to various 
hard philosophical questions. One of the problems with intellectuals is they 
commonly think they know a lot more than they do.

PS Notice the parts where Derren takes his time giving concrete examples and 
stalls a bit to think. Those aren't because he's dumb. Quite the opposite. It's 
because he doesn't learn by memorization. The way the knowledge is structured 
in his mind is in general concepts, so he has to recreate the concretes.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [BoI] thomas szasz video
Date: June 14, 2012 at 6:22 PM

http://www.youtube.com/watch?v=Qj7GmeSAxXo

great stuff. talks about children some.

-- Elliot Temple
http://curi.us/

-- 

http://www.youtube.com/watch?v=Qj7GmeSAxXo
http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 12:23 AM

On 15/06/2012, at 7:31, "Elliot Temple" <curi@curi.us> wrote:

(Snipped...)

Nazi ideology had the support of various intellectuals, not only in Germany but 
abroad. Communist ideology too.

Margaret Sanger and others had no difficulty getting various intellectuals, 
including scientists, to advocate racism and anti-life ideology. Population control 
(especially of the poor and non-white) is an anti-human ideology that conflicts 
with tradition and initially found easier acceptance with intellectuals than the 
Church-going man-on-the-street.

Who stood up to Sanger and her ilk? Catholics for one. And they deserve praise 
and respect for doing it. Maybe if they got that praise and respect for doing the 
right thing they'd be less defensive and more open to reform. If they got it, 
maybe there wouldn't be much danger, and they could relax -- but they don't get 
it precisely because there is danger.

I know you have a more substantive point, but I might take your long post a bit 
more slowly by pausing at this point to consider just how much praise the 
Catholics deserve. Which Catholics do you mean? Do you mean the entire 
Church? Specifically, do you mean the Catholic Church in Germany as Hitler rose 
to power?
http://en.wikipedia.org/wiki/Catholic_Church_and_Nazi_Germany

I read Sanger had some praiseworthy actions herself. She apparently spoke 
against Nazi eugenics. Should she deserve praise and respect for this? The 
reference below suggests that there's misinformation out there about how evil 
Sanger was.

http://www.nyu.edu/projects/sanger/secure/newsletter/articles/sanger-
hitler_equation.html

But that's almost beside the point because even if we grant that some Catholics 
somewhere at sometime stood up to Sanger, might not a name-check be more 

http://en.wikipedia.org/wiki/Catholic_Church_and_Nazi_Germany
http://www.nyu.edu/projects/sanger/secure/newsletter/articles/sanger-hitler_equation.html


useful? It's like saying "Americans hated George Bush". Which is, I would say, 
both vacuous and true. True only because it's ambiguous enough to be 
interpreted in such a way as to make it so...but vacuous because so much is 
missing. It's also true to say "Americans love George Bush". Some do. Like some 
Catholics objected to Sanger no doubt. Some probably supported her.

Catholics do deserve praise for what they do. But that too is a rather useless 
claim. I need to specify which Catholics. And is it their catholicism that is 
praiseworthy? Or is it the fact that, by coincidence, their iron-age philosophy is, 
just by chance, moral in some circumstances. Most of the time catholicism is 
simply bad philosophy and in particular bad moral philosophy. Any religion which 
is at heart a supernatural death cult is going to produce some fantastically bad 
ethics. That's why they did *not* stand up that loudly to Hitler. Most Catholics 
were anti Semites just before the second world war! What kind of bad moral 
explanations do they have? Stuff like - sacrifice yourself for others because then 
you will get an eternal reward in heaven. That disagrees with Rand who spoke 
against sacrificing yourself. It disagrees with Deutsch who wana us to provide 
good explanations (and what is the evidence for this eternal heaven anyway?). 
That disagrees with common sense. And that's just one example.

So sometimes some Catholics have and do deserve praise. Sometimes it might 
be because of stuff they believe because of their religion. Sometimes they do 
good stuff in spite of their religion. Maybe se Catholics sometimes do good things 
like spread food and medicine to people who could not easily get this otherwise. 
Maybe sometimes some Catholics are nice to each other. What else do they do 
that's really good? As Hitchens asked: what good thing can they do because they 
are Catholic that I as a non believer could not do? Hard to think of something? 
Okay - what bad thing will they do because they are Catholic that I will not do 
because I am a non believer? Here's one: hit children because some Catholics 
believe the bible condones violence against children. And they're right about that.

Weinberg said it best when he pointed out:

Good people will do good things.
Bad people will do bad things.
But for good people to do bad things...that takes religion.

Catholic tacit support for Nazism was a very bad thing done largely for religious 
reasons.



Some Catholics standing up against some bad people sometimes like Sanger 
doesn't exonerate the evil they have done and continue to do. Catholicism 
doesn't need defending, it needs criticism. It's a system of anti rational memes 
almost perfectly self sustaining because of the way it has vaccinated itself against 
criticism. I think there is a meme out there that it has in spades - its a perverse 
meme and what it does is that it causes *non-Catholics* to want to leap to its 
defence. Islam has this with leftists. They want to defend it even if they don't 
believe themselves. Conservative atheists on the other hand, defend catholicism 
very often. Powerful memes must be at work for that kind of inoculation against 
criticism. In the case of catholics being praised by non-believers it powerfully 
reinforces the idea that some of this religion is good and needs 
preserving...rather than say pursuing stuff like moral philosophy. This provides 
lots of cover for all the other damaging bullshit that fits under the umbrella of 
Catholicism - like coercion, child abuse, hatred for homosexuals, women, other 
beliefs like respect for authority and restriction of scientific research like gene 
therapy and abortions (aren't abortions awesome? Not if you're a catholic!) like 
moral retardation and belief that *this life* is not really that important anyways 
because the best is yet to come and that will last for an eternity after this life 
passes.

So no. I won't praise "Catholics" for doing this. Give me some names and tell me 
how active those individuals were against Sanger and then I'm happy to 
acknowledge those people to the extent they did good moral stuff. But Catholics 
generally? The religion? What energy I have to praise their good actions, I'd 
rather put into criticising all the evil they have done and continue to do.

The one thing I might praise most Catholics for? Right now, most of them are not 
as dangerous as most Muslims.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 1:49 AM

On Jun 14, 2012, at 9:23 PM, Brett Hall wrote:

On 15/06/2012, at 7:31, "Elliot Temple" <curi@curi.us> wrote:

(Snipped...)

Nazi ideology had the support of various intellectuals, not only in Germany but 
abroad. Communist ideology too.

Margaret Sanger and others had no difficulty getting various intellectuals, 
including scientists, to advocate racism and anti-life ideology. Population 
control (especially of the poor and non-white) is an anti-human ideology that 
conflicts with tradition and initially found easier acceptance with intellectuals 
than the Church-going man-on-the-street.

Who stood up to Sanger and her ilk? Catholics for one. And they deserve 
praise and respect for doing it. Maybe if they got that praise and respect for 
doing the right thing they'd be less defensive and more open to reform. If they 
got it, maybe there wouldn't be much danger, and they could relax -- but they 
don't get it precisely because there is danger.

I know you have a more substantive point, but I might take your long post a bit 
more slowly by pausing at this point to consider just how much praise the 
Catholics deserve. Which Catholics do you mean? Do you mean the entire 
Church?

Not the *entire* Church -- it's big and not completely homogeneous -- but a lot of 
it.

I am no historian of the Church. Connelly gives them a major role.

http://books.google.com/books?
id=CwImmRvyyiEC&q=catholic+church#v=snippet&q=catholic%20church&f=false

(There's more than shows up on this search.)

http://books.google.com/books?id=CwImmRvyyiEC&q=catholic+church#v=snippet&q=catholic%20church&f=false


Specifically, do you mean the Catholic Church in Germany as Hitler rose to 
power?
http://en.wikipedia.org/wiki/Catholic_Church_and_Nazi_Germany

I read Sanger had some praiseworthy actions herself. She apparently spoke 
against Nazi eugenics. Should she deserve praise and respect for this?

A person and a major traditional institution are quite different.

The reference below suggests that there's misinformation out there about how 
evil Sanger was.

http://www.nyu.edu/projects/sanger/secure/newsletter/articles/sanger-
hitler_equation.html

I wasn't accusing Sanger of a Hitler connection. I don't know anything about that.

But that's almost beside the point because even if we grant that some Catholics 
somewhere at sometime stood up to Sanger, might not a name-check be more 
useful? It's like saying "Americans hated George Bush". Which is, I would say, 
both vacuous and true. True only because it's ambiguous enough to be 
interpreted in such a way as to make it so...but vacuous because so much is 
missing. It's also true to say "Americans love George Bush". Some do. Like 
some Catholics objected to Sanger no doubt. Some probably supported her.

How could any good Catholic support her population control racism?

No doubt some nominally Catholic people liked her. There are quite a lot of 
Catholics. Maybe a better way to look at it is whether their religion helped or 
hindered them in disliking Sanger's policies. I think it must have helped turn more 
people against her ideas than otherwise.

Catholics do deserve praise for what they do. But that too is a rather useless 
claim. I need to specify which Catholics.

Sometimes the Church itself as an institution does things, rather than individually 
Catholics.

Sometimes Church teachings help large numbers of individuals to do things.

http://en.wikipedia.org/wiki/Catholic_Church_and_Nazi_Germany
http://www.nyu.edu/projects/sanger/secure/newsletter/articles/sanger-hitler_equation.html


In both cases, Church credit is meaningful.

And is it their catholicism that is praiseworthy? Or is it the fact that, by 
coincidence, their iron-age philosophy is, just by chance, moral in some 
circumstances.

It's not a coincidence. They are pro-human in some ways that run deep. Sanger 
and other population controllers trampled all over that.

Christianity is part of Western civilization; it's no accident that its moral system is, 
in most ways, pretty decent, and in various ways quite good.

Most of the time catholicism is simply bad philosophy and in particular bad 
moral philosophy.

Liking humans is good moral philosophy.

Any religion which is at heart a supernatural death cult is going to produce some 
fantastically bad ethics. That's why they did *not* stand up that loudly to Hitler. 
Most Catholics were anti Semites just before the second world war! What kind 
of bad moral explanations do they have? Stuff like - sacrifice yourself for others 
because then you will get an eternal reward in heaven. That disagrees with 
Rand who spoke against sacrificing yourself. It disagrees with Deutsch who 
wana us to provide good explanations (and what is the evidence for this eternal 
heaven anyway?). That disagrees with common sense. And that's just one 
example.

These representations of what Catholicism means are not even close to 
something any Catholic would endorse. They aren't fair or representative.

You're wrong about Deutsch's stance:

http://www.edge.org/documents/whatnow/whatnow_deutsch.html

and search this page for the word "religion":

http://beginningofinfinity.com/interview

http://www.edge.org/documents/whatnow/whatnow_deutsch.html
http://beginningofinfinity.com/interview


Rand did express significant hostility to religion. But she mostly focussed it on 
particular bad ideas like altruism. I think this is one of the cases where she was 
wiser than some of her own rhetoric. When did she get any significant idea or 
policy substantively wrong because of her dislike for religion?

So sometimes some Catholics have and do deserve praise. Sometimes it might 
be because of stuff they believe because of their religion. Sometimes they do 
good stuff in spite of their religion. Maybe se Catholics sometimes do good 
things like spread food and medicine to people who could not easily get this 
otherwise. Maybe sometimes some Catholics are nice to each other. What else 
do they do that's really good? As Hitchens asked: what good thing can they do 
because they are Catholic that I as a non believer could not do? Hard to think of 
something?

No, it's easy. Which is the point.

Example: how many non-believers really believe in free will? And can maintain 
that belief in the face of critical questioning and arguments about determinism?

Or, as Deutsch brought up, how many non-believers can speak of good and evil 
without wincing?

How many non-believers had the resources and ideas to resist and oppose 
Sanger and other population controllers?

How many non-believers think morality exists at all? And of them, how many of 
them struggle with that in ways believers don't? How many can provide decent 
arguments on the subject?

Okay - what bad thing will they do because they are Catholic that I will not do 
because I am a non believer? Here's one: hit children because some Catholics 
believe the bible condones violence against children. And they're right about 
that.

If you're trying to say that Catholics make worse parents, consider me 
unconvinced. Religious parents in general are worse in some ways, better in 
others. All non-TCS parents are highly flawed. Or if you don't judge by TCS 
standards, then they have strengths and weaknesses. What's the argument that 



stricter parenting is worse than permissive parenting? That's never been part of 
the TCS philosophy. It's all fundamentally the same mistake of parenting on that 
continuum at all, and seeing the world in those terms at all.

Weinberg said it best when he pointed out:

Good people will do good things.
Bad people will do bad things.
But for good people to do bad things...that takes religion.

But that's blatantly false. Witness Marxism. Trying to blame everything bad, done 
by decent people, on religion, is anti-historical.

Catholic tacit support for Nazism was a very bad thing done largely for religious 
reasons.

Some Catholics standing up against some bad people sometimes like Sanger 
doesn't exonerate the evil they have done and continue to do. Catholicism 
doesn't need defending, it needs criticism.

Oh really? Catholicism has tons and tons of intellectual critics already. But how 
many intellectual defenders?

It's a system of anti rational memes almost perfectly self sustaining because of 
the way it has vaccinated itself against criticism. I think there is a meme out 
there that it has in spades - its a perverse meme and what it does is that it 
causes *non-Catholics* to want to leap to its defence.

Oh, my position is common now? Then go ahead and find it in print by others.

Religion is used as a typical anti-rational meme example so much. But people 
overlook the more widespread, worse memes. The strongest anti-rational memes 
surround parenting -- behavior as a parent. Second strongest is courtship -- 
behavior that dictates who becomes a parent, with who, in what situations.

People reject religion -- while usually retaining most of the religious problem-
situation, perspective and questions (just providing different answers) -- and think 
they are such smart, rational, skeptical free-thinkers. But they still embrace the 



biggest anti-rational memes around without a second thought. That's not the right 
process for advancing reason.

Islam has this with leftists. They want to defend it even if they don't believe 
themselves.

I don't think that has anything to do with any attribute of Islam. It is all about 
attributes of the leftists themselves like moral and cultural relativism, anti-
Americanism and pacifism.

Conservative atheists on the other hand, defend catholicism very often.

Who? Where?

Powerful memes must be at work for that kind of inoculation against criticism. In 
the case of catholics being praised by non-believers it powerfully reinforces the 
idea that some of this religion is good and needs preserving...rather than say 
pursuing stuff like moral philosophy. This provides lots of cover for all the other 
damaging bullshit that fits under the umbrella of Catholicism - like coercion, child 
abuse, hatred for homosexuals, women, other beliefs like respect for authority 
and restriction of scientific research like gene therapy and abortions (aren't 
abortions awesome? Not if you're a catholic!) like moral retardation and belief 
that *this life* is not really that important anyways because the best is yet to 
come and that will last for an eternity after this life passes.

So no. I won't praise "Catholics" for doing this. Give me some names and tell 
me how active those individuals were against Sanger

I already did provide a source for the historical information. But I've just realized 
you may not have seen it because this discussion crossed lists. Context is here:

http://groups.google.com/group/rational-politics-
list/browse_thread/thread/b27fcbe5d9898232

and then I'm happy to acknowledge those people to the extent they did good 
moral stuff. But Catholics generally? The religion? What energy I have to praise 
their good actions, I'd rather put into criticising all the evil they have done and 
continue to do.

The one thing I might praise most Catholics for? Right now, most of them are 

http://groups.google.com/group/rational-politics-list/browse_thread/thread/b27fcbe5d9898232


not as dangerous as most Muslims.

I have a billion criticisms of the US Government. Some libertarians, knowing 
some of these criticisms, proclaim, "Smash the state". They are anti-state, anti-
government. And they are wrong, bad and dangerous. The US Government is a 
good thing despite its many flaws. A very very good and important thing that we 
need. One of the best things to ever exist. Reform is important, but so is agreeing 
on the principle that it's a hugely positive thing. And anyone who doesn't 
understand that much is in no position to contribute to reform.

Christianity has a somewhat similar position.

And other things like typical parenting, courtship, schooling, marrying. And there's 
more subtle things that are harder to name. And others.

Christianity is by no means the worst of the lot, nor the most irrational, nor the 
one doing the least good.

If you examine them under a metaphorical microscope, every single major 
tradition that our civilization relies on has a ton of flaws. To single out Christianity 
for censure, while overlooking its merits, is a sign of bias not wisdom.

There are methods of effective, rational reform. Hatred is not among them. 
Getting upset when their merits are pointed out, and disagreeing, and 
exaggerating their flaws, is not among them. Effective reform begins with 
objectivity.

And then there's other things, like institutional psychiatry and population control, 
with basically no good side at all -- they're just evil. Yet they have far too few 
opponents, so each opponent is valuable, is it not?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 2:57 AM

On 15/06/2012, at 7:31, "Elliot Temple" <curi@curi.us> wrote:

Further, intellectual vs traditionalist is an approximation, and actually everyone 
on the traditionalist side is open to some progress and new ideas, just less and 
slower. So if you have to take sides, the traditionalist side is the one of slow 
progress, and the intellectual side is the ones of reckless attempts at progress 
that will destroy civilization. The sides aren't just different and both important, 
the traditionalist side is also *better*, and Thank God it has more members here 
in America.

Sadly, the American political left has approximately 50% support and is heavy 
on bad intellectual attitudes. And what's the result of such a dangerous 
situation? More entrenchment and caution by the traditionalists -- which is wise 
and good but is characterized as irrationalism by their opponents. The result of 
a dangerous situation is for the traditionalists to, quite correctly, *slow down* 
and go even more gradually.

I'm not sure, reading this now for the third time, exactly what kind of traditions you 
are writing about and what's good about going slowly - and what's better about 
going even more slowly. Concrete examples like:

Making scientific progress? Shouldn't we make progress there as fast as 
possible? Make mistakes as fast as possible? Replace our misconceptions as 
fast as possible? Problems are coming. We need to solve them as fast as 
possible. If we're too slow - we end up stagnating or - worse if the problem is 
serious enough - we go backwards or even get wiped out.

Making technological progress? Why should I slow down? Traditionalists seem 
not to like too much technology. I see conservatives railing against certain kinds 
of technology so often. Sure - they like some technology and the left hates that 
technology (like cars or mining or whatever) but the traditionalists don't like things 
like the internet and IT and alternative energies. They seem to even have 
philosophical objections against stuff like research into solar energy.  Recently, in 
your country, it seems like the traditionalists are actually even against stuff like 
space exploration and space technology...which is weird because the older 



traditional base grew up with Apollo. I think they just hate Obama more than they 
like NASA.

Making moral progress? Again - to my last email...exactly how slow should we go 
when it comes to stuff like giving condoms to Africans with HIV? I know there is 
this argument that we need to have more people - but not babies with HIV. 
Traditionalists - specifically the Catholic Church tell people it's wrong to use 
condoms. They even lie and say it's the condoms that cause HIV. Is this good? 
It's a *tradition* that causes them to say contraceptives of this sort is bad. Should 
we go slow on making moral progress here?

The door to progress in the Church and other bastions of the dark ages opens 
from the outside in. When the Church finally agrees that condoms are okay they 
will praise their own wisdom and so will other non believers. But it will be too slow 
and have been too late for many poor people.

And thus for the bad intellectuals to get even more impatient for utopia next 
week. And to falsely think this is as fast as the traditionalist attitude can go in 
any circumstances and not understand they are the ones slowing it down and 
actually it'd go a lot faster if they'd stop attacking it and putting it on the 
defensive.

So - are the traditionalists right to be defensive then? And should the 
defensiveness be a consideration of someone who is interested in making 
progress and solving problems? Do I personally need to be concerned about how 
defensive someone gets when I challenge their traditions that amount to bad 
memes - anti-rational memes like "Don't criticise the Church. Their authority 
comes from God".

All the good intellectuals of the world need to learn how to sympathize more with 
traditional prejudices, attitudes and flaws and respect the good traditional values 
that created our civilization.

What does sympathise mean? And why? Should I pander to my opponents and 
those who stand in the way of progress? So when it comes to very promising stuff 
like stem-cell research - what is more important? To criticise the bad memes that 
cause Catholics and others to object to it on the grounds that "a human being is 
created at the moment of conception" and to argue that their science and 



philosophy is wrong on this point - and to explain the reasons why...or should I 
sympathise with them? And what would this mean? Pandering? Would it mean 
not treating them like a human being whose mind can change? Would it mean 
assuming they too would not see another point of view if only they considered it?

You may be in favor of abortion -- good -- but never side with the left on it 
because they are bad *on this very issue* despite perhaps superficially seeming 
to be your ally. And the same goes for gay marriage and even evolution.

Can you explain this more? Should I side with the right? What do you mean about 
sides? Can't I just argue that it's okay if the foetus is not a human being and so 
it's not murder? If a person on the left says this too - so we both agree it's not 
murder...I'm not sure why I wouldn't be on their side. Do some argue it is murder 
but it's murder that's okay because the woman has a right to murder? If this is the 
argument of most of the left - or something like it - do you have some examples 
where they seem to all agree about this?

An interesting case in Ann Coulter. She's both an intellectual and traditionalist. 
Her books are some of the best researched books around (Seriously. E.g. her 
explanation of the French Revolution is one of the most accurate I've seen, and 
I've read a lot on the topic.) She's smart. She's also sexist (against women) -- or 
pretends to be. And she attacks evolution. She's a traditionalist in various ways. 
The result is spectacularly good and most people would do very well to learn to 
partially sympathize with all her mistakes and see to what (significant) extent 
some apparent irrationalism isn't a mistake at all but a virtue.

I don't understand what you are saying here. She wrote some good stuff on the 
revolution. She doesn't like evolution. She's a traditionalist. The result is 
spectacularly good. The result of what? Of all these competing ideas in her head? 
Some apparent irrationalism isn't a mistake? Is non-belief in evolution just 
"apparent" irrationalism? It could be perfectly rational. If you believe in a designer 
god then I suppose that rejection of evolution follows almost deductively. But I still 
don't understand you.

After all - if some apparent irrationalism isn't a mistake but a virtue, then those on 
the left are likewise very virtuous.

I don't think even some apparent irrationalism is a virtue. Can you provide other 
examples?



I think apparent irrationalism needs criticism and needs to be turned into honest 
rationalism.

Coulter is one of the good guys; Dawkins is a villain. Get this right or *you* are 
one of the dangerous intellectuals.

Again, please explain. Dawkins has done great work. Does "The Selfish Gene" 
mean he is a villain? What makes him a villain?

Whatever it is - why do you weight *those things* more than you weight his other 
stuff? Why is he a villain? Is it villainous to call him a villain?

Would you call him a villain to his face? Send him an email to that effect?

I'm not entirely certain what you mean by "intellectual" either. I don't know what 
an intellectual really is. Is it just someone interested in philosophy and/or 
science? Am I one? Are you one? How interested do you have to be in reading 
and writing to be an intellectual?

What's the criteria for dangerous?

Why is dangerous bad? Can't danger be good? Like - space exploration. 
Dangerous but good. Mining - dangerous but good. Sunlight. The LHC.

Questioning authority.

I think dangerous is good.

I think I want to be a dangerous intellectual. BoI was a very "dangerous" book by 
these lights. It could *damage* lots of stuff - like people's ideas. Like culture. Like 
authority. Like the Copenhagen Interpretation. Like induction.

If this sounds utterly ridiculous to you, *but you've never read any of Coulter's 
books*, then don't worry too much and give up instantly. Her books are much 
better than her false reputation.



I do not understand why I have to read Coulter's books to think that the statement 
"Dawkins is a villain" is ridiculous. Are there other people I am not allowed to 
defend against villainy unless I read Coulter's books?

So it does sound ridiculous to me that Dawkins is a villain but only because you 
have not explained exactly why he is (I know you try to below - but it's 
unconvincing stuff about how he talks. How he talks, of all things.) So I should 
give up instantly you say. But give up what? Asking questions?

A bit like Ayn Rand, Coulter has boldly said unpopular things and been smeared 
for it. Don't judge her second-hand. Also note that Coulter's books and articles 
are better than her TV sound bites, and easier to appreciate, despite the 
inflammatory titles.

So you're just talking about Coulter? There are many, many public intellectuals 
out there with brilliant ideas. David Deutsch's work alone takes much time and 
energy to digest. I have recently begun reading Ayn Rand. I spend many years 
reading Popper. I am not sure why Coulter is up in the same league or deserving 
of such great praise. Has she said amazingly unique things - aside from 
something you like about the French revolution?

Can I just retype your entire previous paragraph with a little change:

"A bit like Ayn Rand, Dawkins has boldly said unpopular things and been 
smeared for it. Don't judge him second-hand. Also note that Dawkin's books and 
articles are better than her TV sound bites, and easier to appreciate, despite the 
inflammatory titles."

Later - ironically - you go on to denigrate Dawkins primarily for a bunch of TV 
sound bites, rather than his substantial academic works.

As to Dawkins, _The God Delusion_ attacks morality (and has some nasty 
psychiatry right there in the title, ugh). He's written plenty of other bad political 
stuff. But it's not just that. Here's something else:

http://www.youtube.com/watch?v=Xswt8B8-UTM

http://www.youtube.com/watch?v=Xswt8B8-UTM


So that's an interview with Derren Brown. Okay-why does Dawkins seem bad to 
you after this? Also - that criticism of the God Delusion really is judging a book by 
its cover in the most literal sense. So you disagree with some of the politics in 
that book. Do you disagree with everything in that book? Is a book bad when it 
says one bad thing? Two? How many? You say even Ayn Rand said some bad 
stuff. But she's not bad because...what? The Fountainhead was perfect? Almost 
perfect?  What's your criteria here? Or just a gut feeling of "that's mainly good"? 
Do you actually tally up point by point what you agree with?

I'm serious because I think that the God Delusion is a good book...and I think you 
would agree with most of the points in it. It's actually largely a book about 
evolution, rejection of authority, history, religion and other stuff. Take chapter 9 
"Childhood, abuse and the escape from religion". If there has ever been TCS 
consistent philosophy that has been spread to more people in a popular book - I'd 
like to know when and where. Dawkins argues forcefully against the catastrophic 
harm that religious people and religious thinking does to a child. His section "In 
defence of children"  is a brilliant exposition of what *not* to do and how coersion 
is bad.  He writes "There is something breathtakingly condescending, as well as 
inhumane, about the sacrificing of anyone, especially children, on the altar of 
"diversity" and the virtue of preserving a variety of religious traditions. The rest of 
us are happy with our cars and computers, our vaccines and antibiotics. But you 
quaint little people with your bonnets and breeches, your horse buggies, your 
archaic dialect and your earth-closet privies, you enrich our lives. Of course you 
must be allowed to trap your children with you in your seventeenth century time 
warp..." and he continues (p 331 softback). The point is - he is *against* the left 
who want to *not* be critical of religion like this. He is being critical also of 
tradition itself.

Yet you are against him on this.

Derren Brown is much wiser (not just knowledgeable) than Dawkins when it 
comes to skepticism/psychics topics. And note also how Derren is more 
sympathetic to people he disagrees with. (This doesn't show up right at the start, 
watch all 6 parts.) There is a sort of *hostility* in Dawkins that is lacking in in 
Derren. The title of the TV show it's from is "The Enemies of Reason". Dawkins 
fit that well -- treating them as enemies -- but Derren doesn't.

I agree. The irony is - you suggest hostility is bad in Dawkins. Do you find your 



comments about Dawkins and the left hostile?

I do. Am I a bad judge? By what criteria?

Another irony is that Dawkins is a creature of the right. Very much so. Terribly 
conservative. Only that he's an *atheist* would you place him on the left. He 
actually speaks about an affection for the Anglicans. And for things like Xmas. 
And that kind of tradition. I think if you read him widely and watch other interviews 
of his - you get this. He's a conservative and loves tradition. He just really against 
abuse of children and authority. Aren't these things you support? Don't you need 
allies against authority? Especially authorities like the Church?

Dawkins wants to call psychics and cold readers "charlatans" to play up how 
awful they are, while Derren wants to say that characterization is "difficult" and 
downplay it.

I agree with Dawkins. They are charlatans. So I am happy to argue on Dawkins 
side here. Do you think psychics and cold readers are good, honest people?

Also of note: Derren uses people management techniques on Dawkins to keep 
things friendly, while Dawkins lacks social graces and, I think, doesn't even 
know he's being diplomatically handled (like Derren gives indirect answers to 
questions often and gets away from what Dawkins was saying, but he does it in 
a way that Dawkins still finds it agreeable not evasive).

Derren Brown is a world class illusionist. I'm a huge fan of his. He does all sorts 
of cool stuff like read people's minds by reading their eyes. He's a nice person.

Dawkins is a nice person too. I think *you* find him hostile. I find some of what 
you say hostile. I don't dislike you for this. Or Dawkins for that. I think it's largely 
irrelevant *except that it's not the best way to convince people*. It turns them off.

For this reason, Sam Harris is possibly the best of the modern atheists in terms of 
argument and debate in real life if that's what you're interested in here. In print 
and in person. He never gets hostile - and yet you simply *cannot win* when it 
comes to criticising religion because even when you are always calm and cool 
and collected people accuse you of being hostile and disrespectful. Dawkins, I 
find calm and so modest and quiet like he couldn't hurt a fly but when you hear 



conservatives speak about him - if you never saw Dawkins for yourself you would 
just assume he was a shouting lunatic. They call him angry and aggressive. It's 
always the "outspoken"  atheist Richard Dawkins. Harris cops it even more now - 
and he's even more calm and tender. It's actually at a point now where it's funny. 
No matter how quiet, reserved and calm the atheists are and no matter how 
aggressive, bitter and insulting the believers are - it's *always* the atheists that 
cop the accusations of hostility and aggressiveness. Sam Harris is a picture of 
zen-like calm (probably because he meditates so much) but this just enrages his 
opponents more because the more they get angry with him for being so logical, 
critical and rational the more he just takes their insults calmly and with good 
humour. Look up his debates with Deepak Chopra to see what I mean. Some of 
his others are even better - but with Chopra you can see just how unfair the 
accusation of "hostility" and "aggressiveness" is against Harris.

Dawkins, like Harris and Brown are forces for good in the world. The Catholic 
Pope is a force for evil. He hides pedophiles. The Pope is on the side of tradition. 
Dawkins is on the side of morality. How can you think Dawkins is against 
morality? He has tried desperately to shine a light on all the terrible pedophilia 
hidden by the Catholic Church. He has been a strong voice on that issue. How 
lucky is the world to have him.
On page 226 of the God Delusion, Dawkins writes a passage titled "If there is no 
God, why be good?". He then provides a summary of some moral philosophy. 
Everything he writes in this 8 page passage is superior to anything written 
anywhere in the Bible.

Most people would assume Dawkins is the much smarter of the two,

What does smarter mean? Knows more? Dawkins knows more on biology, I'm 
sure. Brown knows more about other stuff. Does smarter mean thinks faster? 
Who cares about that?

Does it mean open to other ideas? I get the impression you think it means 
something like having general ideas from which to respond to concrete situations. 
Is this right? Doesn't Dawkins do this? How do you know?

What does smarter mean?

Are you smart? How do you know?



but it's Derren who is aware of what's going on on multiple levels and is 
controlling it the way he wants, while Dawkins seems oblivious.

I did not get that impression. I'm not smart then. Derren is an illusionist. And a 
performer. So perhaps his skills at performing come off as a bit of an illusion and 
you are taken in with the fact he *appears* to be aware of what's going on on 
multiple levels. This is what a conjurer does. He's actually just aware of a few 
things - like little 'tells' on a person's face, their eye movements, language use, 
voice, etc. But this *appears* to give him supernatural powers. You call it "multiple 
levels" and at the same time assume Dawkins is oblivious because he doesn't 
have that look in his eyes. Dawkins is not a performer like Brown. I don't expect 
him to look like a circus performer. Note that Brown might be better with conjuring 
the language in a subtle way to seem nice - but the message from him and 
Dawkins is the same. Psychics are fakes. I agree Brown's method is more 
convincing to some people.

Dawkins appeals to others.

Harris appeals to even more.

We need all these people on the side of good morality and rationality against lies 
and deception. Against the Churches and against the psychics. What's good 
about belief in psychic abilities? Why shouldn't we challenge it head on?

Dawkins also uses -- on TV -- words the audience doesn't know.

Presumptuous!

Which is dumb, pretentious crap.

Like 'pretentious'?!

It's by habit at this point, I think, not explicitly intention -- which, btw, relates to 
how Dawkins accuses people of doing bad stuff knowingly and doesn't see how 
it could be otherwise, yet here he is unknowingly doing bad stuff himself.

What bad stuff? Using words you don't think his own audience, watching his own 



documentary, would know because in your mind the words are pretentious? Who 
are you to judge what's pretentious? Isn't *that* pretentious?

This is unfair to Dawkins. And almost 'classist' (if that's a word). You don't like him 
just because he has a certain way of speaking? That's not his fault!! He's from 
Oxford! How can you be friends with David Deutsch? You have his interviews on 
your own website. The Grok Science Show!!!! What about the language David 
uses there? I think it's brilliant. Will you say your friend has used words the 
audience doesn't know? What about on all those other radio shows he went on? 
Dawkins - in his own documentaries - made for his own *fans* uses appropriate 
language. I've seen him on Australian television. He uses language appropriate 
to the audience. What language do you want him to use? What wouldn't be 
pretentious? He not speaking to the audience at a One Direction concert or 
anything. He speaking in a documentary to people who have deliberately turned 
on the TV to watch Richard Dawkins in a show about rationality. What's 
pretentious?

No seriously. What is pretentious? I'm not even sure why that's a criticism.

I think it's really unfair of you to say he is using words his audience doesn't know. 
I think that insults him and the audience. I think it is pretentious of you to assume 
Dawkins is too dumb to know his audience.

Dawkins doesn't see how other people can do bad stuff without it being totally 
consciously knowingly intentional simply because he's confusing bad stuff with 
the particular bad things *he is aware of*.

You may need to read more of Dawkins stuff then. He clearly does appreciate this 
problem. He has written much more than just 'The God Delusion'. Even if this was 
his error - he's not a villain, or dumb, or pretentious for making this error. As Rami 
has pointed out lots recently: it's just a mistake. Why get angry about it? Or hate 
someone for it? Or call them names? Just point it out. If you *truly* think this 
about Dawkins - correct him. He has an email address. Tell him you're DD's 
friend. Fill him in. In fact as you are DD's friend - you have an "in". Get in contact 
with Richard and tell him what you think is wrong. Great intellectual events occur  
- and history is made in such moments - when great minds clash. Have you read 
Wittgenstein's Poker?

Wouldn't this be better than publicly posting stuff about how he's a villain? He's 



still alive. You have a chance to fix Dawkins in ways you cannot fix Rand.

Of course *he* can't unknowingly do the bad things he's well aware are bad. But 
other people have different knowledge than him! This is rather self-centered in 
the bad way.

Again - it's not too late. Email him. Get his phone number. See what he says. 
Send him this very posting of yours. The worst is, he ignores it.

Or another example, Derren says he doesn't see it as a "mission" to turn 
believers into non-believers. Derren is the much milder of the two -- and the 
much better for it.

You must just love Sam Harris then? How does "mild" scale with "better"? Is 
completely non-judgemental just the pinnacle of goodness?

Dawkins frequently encourages Derren to be harsher and asks leading 
questions, and Derren keeps not taking the bait. And the Dawkins will just try it 
again.

Really? Again - I don't get that. And I've watched that interview a number of 
times. Derren is friends with Ricky Gervais - Ricky used to talk about Derren on 
his old radio show on London's XFM. Derren clearly thinks psychics are bullshit 
artists. So does Ricky. So does Dawkins. They're on the same page with this 
issue. The substantive stuff is where they agree. You seem to like his attitude in 
this exchange.  Take Ricky Gervais for a moment. Have you seen his comedy? Is 
comedy like his useful? Does it serve a purpose?

Does it serve an *intellectual* purpose? I think it does. If you think Dawkins is 
hostile - what about *this*?? http://pogpog.com/v/ricky-gervais-explaining-the-
bible/

Infact just type in "Ricky Gervais bible" into Youtube and watch anything.

Read Ricky's tweets. Is he a horrible person? A force for evil in the world? He's 
just being funny. And yet also insulting. I don't think he cares less about what 
anyone things. I think if she were alive today, Ricky Gervais would be one of Ayn 
Rand's favorite celebrities because he doesn't given a damn about anyone or 

http://pogpog.com/v/ricky-gervais-explaining-the-bible/


what they think.

Back to Derren Brown...

I do not see how some of the language Derren uses here at his own blog:

http://derrenbrown.co.uk/blog/author/Derreniphone

Is any less harsh than Dawkins. There's posts there about psychics and testing 
them.
In particular see http://derrenbrown.co.uk/blog/2011/10/testing-psychics/#more-
17288

Now his language is nice - but the message is crystal clear: psychics are bunk. 
Dawkins says the same without filter. You seem to be vilifying him for his choice 
of words - but not his message? But kids everyday just blurt stuff out without 
thinking about being careful with language. So what? I do to.

You do too. Why is Dawkins so bad when he does it to an audience who knows 
him in his own documentary called "Enemies of Reason" where you know exactly 
what you're going to get?

Another thing is Dawkins only states he doesn't know minor things like specific 
concrete information. Derren readily states he doesn't know answers to various 
hard philosophical questions. One of the problems with intellectuals is they 
commonly think they know a lot more than they do.

I don't agree with this. I think many intellectuals are very Socratic. Take them 
outside the knife edge of their own fields  of expertise and they readily admit their 
ignorance. Usually chemists won't speak on astronomy and geologists won't 
speak on history. Intellectuals seem to be the first to admit their ignorance. It's 
people like Coulter - ironically for this discussion - who have an opinion on 
*everything*. My impression with her is that it is *she* that thinks she knows a lot 
more than she does. She apparently knows heaps about biology and so that's 
why she rejects evolution.

Why does she need defending? She has huge support.

Dawkins is in a tiny minority. Why are you trying to crush him? You just don't like 

http://derrenbrown.co.uk/blog/author/Derreniphone
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him because of how he speaks because you don't like Oxford accents or 
something? Or people using big words. But you use big words. David used big 
words at TED. Is it okay for David to speak with an Oxford accent at TED but not 
Richard with an Oxford accent on his own documentary?

I am still not really understanding you. But maybe that's your point. I'm part of the 
problem. I support Richard Dawkins because I'm too stupid to see through his 
lack of wisdom. But then, I like Derren Brown too. I don't know enough about 
Anne Coulter but apparently I need to. I'm not convinced why - this post only talks 
about her stuff on the French Revolution. I don't see that as important for me. She 
does reject evolution you say. I can't respect that. I don't think any amount of 
clarity on the French Revolution can really win me over if she rejects evolution. I 
have a feeling that if she rejects evolution (I could be wrong about this) she 
rejects good explanations more generally because she doesn't understand 
epistemology. If that's the case...I don't know why I should trust her on history.

PS Notice the parts where Derren takes his time giving concrete examples and 
stalls a bit to think. Those aren't because he's dumb. Quite the opposite. It's 
because he doesn't learn by memorization. The way the knowledge is structured 
in his mind is in general concepts, so he has to recreate the concretes.

Okay. Didn't Dawkins *create* the selfish gene idea - didn't he make great 
progress in biology and on a number of fronts communicated biology to more 
people more effectively than ever before? His books have sold millions and 
educated so many people. How lucky is the world for the wonderful, amazing 
Richard Dawkins and all his great work! Doesn't that make him one of the best 
biologists since Darwin? I'm not sure of your point here. Dawkins didn't learn 
about the selfish gene by memorization. Are you saying everything else he knows 
is? I don't understand. You may have to explain this bit more clearly. I think 
Dawkins understands general principals and concepts and uses these to make 
specific points.

Dawkins' books are worth reading. Have you read The Extended Phenotype? 
Unweaving the Rainbow? They're brilliant. So is Richard Dawkins, who is no fool 
and no villain.

Brett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 3:27 AM

On Jun 14, 2012, at 11:57 PM, Brett Hall wrote:

I'm serious because I think that the God Delusion is a good book...and I think 
you would agree with most of the points in it.

Stop trying to speak and judge for me; I'll do my own thinking. I own that book. It 
is, at this moment, a few feet away from me. I formed my own ideas and cannot 
be dismissed merely by assuming I've never heard of atheism, never read books 
I speak about, etc.

I think I've just said, rather plainly, that I do not agree with The God Delusion, and 
do not regard it as a good book. Yet here you are, immediately replying, to my 
face, that I don't really mean what I say. It can't be a rationally considered, 
serious opinion because you disagree with it. I must be ignorant and would 
change my mind (to match yours) if only I knew the basics of the subjects I just 
wrote about. You apparently refuse to acknowledge that legitimate disagreement 
with you is possible.

You know nothing of my history or knowledge, and respond heavily to 
assumptions rather than to things I said.

That isn't discussion.

Dawkins also uses -- on TV -- words the audience doesn't know.

Presumptuous!

What?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 4:09 AM

On 15/06/2012, at 15:49, "Elliot Temple" <curi@curi.us> wrote:

On Jun 14, 2012, at 9:23 PM, Brett Hall wrote:

On 15/06/2012, at 7:31, "Elliot Temple" <curi@curi.us> wrote:

Most of the time catholicism is simply bad philosophy and in particular bad 
moral philosophy.

Liking humans is good moral philosophy.

Until recently they liked to burn people they disagreed with. They punish people 
with violence. I really don't think they like humans. This is debatable. It's not really 
a debate worth having because I can anticipate how it would run. But suffice it to 
say it is debatable. There might be reasons you could bring forth that show they 
like humans. I think there's lots of examples where they clearly only like *Catholic 
Humans* and even then there's some obvious cases where they don't even like 
them much.

Any religion which is at heart a supernatural death cult is going to produce 
some fantastically bad ethics. That's why they did *not* stand up that loudly to 
Hitler. Most Catholics were anti Semites just before the second world war! 
What kind of bad moral explanations do they have? Stuff like - sacrifice 
yourself for others because then you will get an eternal reward in heaven. That 
disagrees with Rand who spoke against sacrificing yourself. It disagrees with 
Deutsch who wana us to provide good explanations (and what is the evidence 
for this eternal heaven anyway?). That disagrees with common sense. And 
that's just one example.

These representations of what Catholicism means are not even close to 



something any Catholic would endorse. They aren't fair or representative.

Most catholics were anti semitic before the Second World War. That's just a fact. 
It's a fact that the blood libel was written by Catholic anti semites during the 12th 
century probably during the Crusades. This informed much of Nazi propaganda. 
Nazi hatred of the Jews was stoked by the strong foundations of anti semitism of 
the Catholic Church. They still blamed the Jews for the death of Jesus. The 
Catholic promulgation of the blood libel now results in Muslims using it. Anti 
Semitism began with Catholics.

Just because some Christians have recently ignored this history does not make it 
false. http://en.wikipedia.org/wiki/Blood_libel

It's good that Catholics are no longer like this. But don't pretend it wasn't the 
case. Don't play down the *causal* relationship between Catholic antisemitism 
and the atrocities that have occurred over and again against Jewish people. They 
might try to wriggle out of it now - but they fanned the flames.

Catholics today would not endorse it - you're right.

But I never said that. I was talking about history.

You're wrong about Deutsch's stance:

http://www.edge.org/documents/whatnow/whatnow_deutsch.html

Nothing there says anything about Deutsch endorsing, and I quote myself, 
"sacrifice yourself for others because then you will get an eternal reward in 
heaven". Am I wrong about this? Deutsch *does* believe this?

Of course not. That's ridiculous. Why do you say I am wrong about Deutsch?

and search this page for the word "religion":

http://beginningofinfinity.com/interview

Exactly "ditto" for what I said above. Deutsch is not hostile to religion. I grant you 

http://en.wikipedia.org/wiki/Blood_libel
http://www.edge.org/documents/whatnow/whatnow_deutsch.html
http://beginningofinfinity.com/interview


that. It wasn't what I said nor intended. My point was entirely about how "good an 
explanation" something like "sacrifice yourself for others because then you will 
get an eternal reward in heaven" happens to be.

It's a bad explanation.

Deutsch would disagree with it. Nowhere in your interview with him does he 
endorse sacrificing yourself a-la Catholic style so you are rewarded in heaven. 
And why wouldn't he? Because such an explanation as a way to live - is bad.

Rand did express significant hostility to religion. But she mostly focussed it on 
particular bad ideas like altruism. I think this is one of the cases where she was 
wiser than some of her own rhetoric. When did she get any significant idea or 
policy substantively wrong because of her dislike for religion?

I'm not sure your point there. But maybe this is the nub of the matter. You think 
that if someone dislikes religion then they are bound to make other mistakes - 
especially in politics and morality.

I think that is false.

I think protecting religion from criticism is a recipe for bad morality and politics.

I think specifically endorsing *specific beliefs* like "sacrifice yourself for others 
because then you will get an eternal reward in heaven" is a recipe for bad politics 
and morality.

We might disagree about religion. Often people who defend religion do not think 
the beliefs matter. I think specific beliefs actually matter. If you believe that the 
house is on fire - you act. If you think that you are going to heaven and your 
neighbors to hell - if you *really* believe this - you act. Actions in the world have 
consequences because beliefs do.

I'm concerned about the beliefs of religious people. Non-believers aren't crashing 
planes into buildings, shooting abortion doctors or whipping children or putting 
acid in the face of little girls for learning to read.

*Specific beliefs* matter.



So sometimes some Catholics have and do deserve praise. Sometimes it 
might be because of stuff they believe because of their religion. Sometimes 
they do good stuff in spite of their religion. Maybe se Catholics sometimes do 
good things like spread food and medicine to people who could not easily get 
this otherwise. Maybe sometimes some Catholics are nice to each other. What 
else do they do that's really good? As Hitchens asked: what good thing can 
they do because they are Catholic that I as a non believer could not do? Hard 
to think of something?

No, it's easy. Which is the point.

Example: how many non-believers really believe in free will? And can maintain 
that belief in the face of critical questioning and arguments about determinism?

Is that a good action? Is the belief in free will important? We've been through this. 
Aside from as a purely intellectual exercise, how does my non-belief in free will 
(or Sam Harris who I follow in this) make me bad? What concrete consequence 
will this have in the world for me or Sam aside from rather lofty debates here 
about the nature of thought and causality and so forth?

Or, as Deutsch brought up, how many non-believers can speak of good and evil 
without wincing?

It's unfair you lump us (me, followers of Sam Harris, so forth) in together. Sam 
makes that point too. He does not wince about good and evil. He wrote a whole 
book on it. You might disagree with its premise - but point is - he definitely 
believes in *objective* morality. He believes in right and wrong and good and evil 
and does not wince. Nor do I. Nor does Dawkins actually. We're all non-believers. 
You (and Deutsch) seem to be thinking about a rarefied type of intellectual that 
you are hung up on. The leftists like Jon Steward or something or maybe some 
philosopher you know. I don't hang around listening to philosophers talk much 
these days. Or sociologists or psychologists. I imagine they are postmodernists 
and do wince. They probably wince at the term "scientific explanation" too. They 
probably wince at the words "know" and "truth". So what if *some* non believers 
are like this?



Why are you so worried about *them*? They're harmless in way that Muslim 
terrorists are not.

In ways that crazy Russian mafia types aren't.

I don't see some leftist intellectual trying to get hold of old Russian nukes on the 
black market to blow up New York because they think they'll get 72 virgins. That's 
a religious problem.

I also don't see them threatening to kill abortionists.

What do you really care about here? I care more about the damage that religion 
continues to do. By damage - I mean *suffering*.

How many non-believers had the resources and ideas to resist and oppose 
Sanger and other population controllers?

How many non-believers think morality exists at all? And of them, how many of 
them struggle with that in ways believers don't? How many can provide decent 
arguments on the subject?

I just dealt with that. I don't know who you mean, really. Even Hitchens believed in 
good and evil. The thing is most public non-believers I know are quick to point out 
what's evil. And lately that finger is pointed squarely at terrorists who I have to 
keep reiterating - are religious. So religion is bad. Because it has specific beliefs 
that cause action in the world like terrorism.

North Korea is basically a religious cult. A traditional religious cult.

I actually am second guessing myself here. How can I be arguing against 
*tradition* and the forces *for* static societies with the "beginning of infinity" list 
owner...isn't a major theme of the book all about removing that which causes 
stasis to ensure we make progress? Isn't a huge source of stasis traditional 
religion?

Okay - what bad thing will they do because they are Catholic that I will not do 
because I am a non believer? Here's one: hit children because some Catholics 
believe the bible condones violence against children. And they're right about 



that.

If you're trying to say that Catholics make worse parents, consider me 
unconvinced.

Worse than...what? Worse than - say - Sam Harris would be? Sam Harris has a 
daughter. I just guess his daughter will live a great life, unencumbered by 
coersion of the type Catholics administer.

 Religious parents in general are worse in some ways, better in others. All non-
TCS parents are highly flawed. Or if you don't judge by TCS standards, then 
they have strengths and weaknesses. What's the argument that stricter 
parenting is worse than permissive parenting? That's never been part of the 
TCS philosophy. It's all fundamentally the same mistake of parenting on that 
continuum at all, and seeing the world in those terms at all.

Now who is being a relativist? It depends on how strict - doesn't it? Strict with 
violence is worse than strict without it. Strict with violence can lead to permanent 
damage.

non-TCS might be highly flawed. But equally highly flawed? Also - TCS is surely 
open to improvement, no? By new knowledge creation? So it can get better? So it 
too is on a continuum?

Weinberg said it best when he pointed out:

Good people will do good things.
Bad people will do bad things.
But for good people to do bad things...that takes religion.

But that's blatantly false. Witness Marxism. Trying to blame everything bad, 
done by decent people, on religion, is anti-historical.

The problem with Marxism and some political philosophies is not that they are 
anti-religious, it's that they're too much like religion. It's about dogma in the end. 
Things that can't be criticised or are held above criticism. Marxism has its dogmas 
- and in that sense it's like Catholicism and Islam. They have dogmas. You can 
criticise all you like but in the end, some things that are blantantly evil just cannot 



be improved upon by their own lights.

Catholic tacit support for Nazism was a very bad thing done largely for 
religious reasons.

Some Catholics standing up against some bad people sometimes like Sanger 
doesn't exonerate the evil they have done and continue to do. Catholicism 
doesn't need defending, it needs criticism.

Oh really? Catholicism has tons and tons of intellectual critics already. But how 
many intellectual defenders?

Those who attack Catholicism don't do so in isolation. Dawkins and Harris take 
broad strokes - they criticise catholicism as part of the package. Most of the 
conservatives support Catholics - especially in your country. Bill O-Reilly comes 
to mind. Specifically on Catholicism? What about the Pope, all the bishops and 
Cardinals? Our Cardinal in sydney gets his own column in the newspaper each 
weekend. There's no atheist column. Anyways - defenders of Christianity 
generally are on the side of catholics... to name some prominent ones who have 
*far more followers* (read sell more books, get more internet hits) that Harris or 
Dawkins consider:

William Lane Craig (he's a favorite)
or
Chris Hedges

Both of whom have debated Harris.

It's a system of anti rational memes almost perfectly self sustaining because of 
the way it has vaccinated itself against criticism. I think there is a meme out 
there that it has in spades - its a perverse meme and what it does is that it 
causes *non-Catholics* to want to leap to its defence.

Oh, my position is common now? Then go ahead and find it in print by others.

The defence of Catholics by non-believers is pretty common. Here's a guy I'm 
sure you'll love - an old Maths lecturer of mine. He hates philosophers and loves 
Catholics. He wrote books on it. http://web.maths.unsw.edu.au/~jim/

http://web.maths.unsw.edu.au/~jim/


His views on religion are basically the same as yours. He's an Australian "public 
intellectual" and appears on radio now and again. There's links on his site to his 
interviews. He's a professional mathematician, but writes about how wonderful 
tradition is and how great the catholics in particular are and how god-awful 
philosophy departments are. His 'history of philosophy in Australia" book was 
called "Corrupting the Youth". And he means it.

He hates Kuhnians and Postmodernists.

But...he's not a Popperian either.

Anyways - see if when you read a bit of his stuff. I can't suggest a specific article - 
the titles speak for themselves. My point is - your position is not entirely unknown 
to me. I think it represents how most conservative non-believers think. They don't 
believe the BS themselves - but they don't want anything too critical to be said 
about it either and they much rather be on the side of the 'celebate' (haha) guy in 
the dress than on the side of the 'new' atheists. I don't really know why because 
they are *wrong* to think that atheists like Dawkins and Harris are these wishy-
washy-lefties.

Anyways - read Franklin. I think you'll agree with his stuff on morality, tradition 
and Catholicism. Even if his stuff on Popper is just ignorant. He's a Bayesian (to 
me, that's an inductivist in a cheap tuxedo).

Religion is used as a typical anti-rational meme example so much. But people 
overlook the more widespread, worse memes. The strongest anti-rational 
memes surround parenting -- behavior as a parent. Second strongest is 
courtship -- behavior that dictates who becomes a parent, with who, in what 
situations.

But *those* are religious. It's religious that is the force that perpetuates the idea of 
courtship and monogamy. It's religion that supports the ideas of traditional 
parenting. How can you not see this contradiction? They *are* religious memes. 
Just because they have infected non-religious people now doesn't make their 
origins and perpetuation any less of a consequence of religious teaching.



People reject religion -- while usually retaining most of the religious problem-
situation, perspective and questions (just providing different answers) -- and 
think they are such smart, rational, skeptical free-thinkers. But they still embrace 
the biggest anti-rational
memes around without a second thought. That's not the right process for 
advancing reason.

Again, I find this to be perhaps just a function of the group of people you have in 
mind. I think of non-believers and I think of my friends and fans of Sam 
Harris...who question stuff like traditional relationships and so forth.

Islam has this with leftists. They want to defend it even if they don't believe 
themselves.

I don't think that has anything to do with any attribute of Islam. It is all about 
attributes of the leftists themselves like moral and cultural relativism, anti-
Americanism and pacifism.

I agree.

Conservative atheists on the other hand, defend catholicism very often.

Who? Where?
You, Here and now. The thing is there's not many conservative atheists. At least 
not what you'd call conservative.

That link I gave you above with James Franklin is a taste.  But take Fox News - 
are there atheist commentators on there?

Powerful memes must be at work for that kind of inoculation against criticism. 
In the case of catholics being praised by non-believers it powerfully reinforces 
the idea that some of this religion is good and needs preserving...rather than 
say pursuing stuff like moral philosophy. This provides lots of cover for all the 
other damaging bullshit that fits under the umbrella of Catholicism - like 
coercion, child abuse, hatred for homosexuals, women, other beliefs like 
respect for authority and restriction of scientific research like gene therapy and 



abortions (aren't abortions awesome? Not if you're a catholic!) like moral 
retardation and belief that *this life* is not really that important anyways 
because the best is yet to come and that will last for an eternity after this life 
passes.

So no. I won't praise "Catholics" for doing this. Give me some names and tell 
me how active those individuals were against Sanger

I already did provide a source for the historical information. But I've just realized 
you may not have seen it because this discussion crossed lists. Context is here:

http://groups.google.com/group/rational-politics-
list/browse_thread/thread/b27fcbe5d9898232

and then I'm happy to acknowledge those people to the extent they did good 
moral stuff. But Catholics generally? The religion? What energy I have to 
praise their good actions, I'd rather put into criticising all the evil they have 
done and continue to do.

The one thing I might praise most Catholics for? Right now, most of them are 
not as dangerous as most Muslims.

I have a billion criticisms of the US Government. Some libertarians, knowing 
some of these criticisms, proclaim, "Smash the state". They are anti-state, anti-
government. And they are wrong, bad and dangerous. The US Government is a 
good thing despite its many flaws. A very very good and important thing that we 
need. One of the best things to ever exist. Reform is important, but so is 
agreeing on the principle that it's a hugely positive thing. And anyone who 
doesn't understand that much is in no position to contribute to reform.

Christianity has a somewhat similar position.

And other things like typical parenting, courtship, schooling, marrying. And 
there's more subtle things that are harder to name. And others.

Christianity is by no means the worst of the lot, nor the most irrational, nor the 
one doing the least good.

We agree there.

If you examine them under a metaphorical microscope, every single major 

http://groups.google.com/group/rational-politics-list/browse_thread/thread/b27fcbe5d9898232


tradition that our civilization relies on has a ton of flaws. To single out 
Christianity for censure, while overlooking its merits, is a sign of bias not 
wisdom.

Its merits - it does not own. So what you seem to believe are its merits like "value 
human life" - I firstly don't agree with (I think it denegrates people rather than 
values them) and what we *can* find worthy in this bastion of rubbish we can 
have without the bullshit.

Lets say we agree that something like 'do unto others as you would have them do 
unto you' is a good thing that Christians have in their favor. To actually be a 
Christian you have to also believe that Jesus rose from the dead and that anyone 
who does not believe that is going to hell. That's really bad.

Yet as a non-believer I am free to endorse the golden rule and reject the bullshit.

Anyone who rejects *that* bullshit about Jesus is not Christian. So what exactly is 
it that you think is worth retaining? I did see you write the stuff about valuing 
humans. But non-believers like Harris and Dawkins have that too.

There are methods of effective, rational reform. Hatred is not among them. 
Getting upset when their merits are pointed out, and disagreeing, and 
exaggerating their flaws, is not among them. Effective reform begins with 
objectivity.

I'm not sure they can be reformed. What does that look like? If it means changing 
them into something where they don't believe in irrational stuff like risen carpenter 
gods and stuff - okay. But I'd call that simply removing the religion and replacing it 
with rationalism.

What you call "reform" I might call "replacement".

And then there's other things, like institutional psychiatry and population control, 
with basically no good side at all -- they're just evil. Yet they have far too few 
opponents, so each opponent is valuable, is it not?

I agree - forced psychiatry in most cases is bad (violent people might need 
medication to help them and they might need institutionalising. I think you 
downplay violent psychopathy when you denigrate psychiatry as a whole). I also 



agree population control is bad. But not allowing poor, HIV suffering Africans 
condoms is worse.

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 4:30 AM

On 15/06/2012, at 17:27, "Elliot Temple" <curi@curi.us> wrote:

On Jun 14, 2012, at 11:57 PM, Brett Hall wrote:

I'm serious because I think that the God Delusion is a good book...and I think 
you would agree with most of the points in it.

Stop trying to speak and judge for me; I'll do my own thinking. I own that book. It 
is, at this moment, a few feet away from me. I formed my own ideas and cannot 
be dismissed merely by assuming I've never heard of atheism, never read 
books I speak about, etc.

But you never explained a point - or provided pages - or quotes of where you 
disagreed. I provided a quote and a page reference about the treatment of 
children and asked you about that. You haven't responded. Again - to dismiss an 
entire book seems strange to me given that books are made up of many and 
various points and passages.

Perhaps you can provide some examples of specific points in the book you 
disagree with? And how those constitute the larger portion of the book?

I think I've just said, rather plainly, that I do not agree with The God Delusion,

I don't know what that means. How can you not agree with a book? For example - 
the book is now just centimetres from me - do you disagree with the statement, 
from page 198 where he begins to explain memes and he says that "...a gene is 
favoured for the compatibility of its phenotype with the external environment of 
the species: desert, woodland or whatever it is." Do you disagree with Dawkins 
when he write about biology in The God Delusion? If not, what can it mean for 
you to say that you "do not agree with the God Delusion"?

Don't you just mean parts of it?

and do not regard it as a good book. Yet here you are, immediately replying, to 



my face, that I don't really mean what I say.

I'm asking you which parts you disagree with. Together we can help me learn 
what you mean when you say you disagree with the book. It's substantive 
because you seem not to like Dawkins. But I'm still not sure why. I thought it was 
about the words he used. But it also seems to be stuff in that book. I can't think 
it's the whole book you disagree with. I'm trying to see if you disagree with his 
biology. It seems you can't because his biology is much the same as the stuff 
Deutsch says. Indeed Deutsch gets what he says in FoR and elsewhere from 
Dawkins.

It can't be a rationally considered, serious opinion because you disagree with it. 
I must be ignorant and would change my mind (to match yours) if only I knew 
the basics of the subjects I just wrote about. You apparently refuse to 
acknowledge that legitimate disagreement with you is possible.

Not at all. These are questions I ask. You have picked a very small part of a large 
post I wrote to accuse me of accusing you of ignorance. Yet I didn't.

Do you see how your accusation of hostility against Richard Dawkins (the mild 
mannered Richard Dawkins) could be seen as hostile? Can you see how the 
claim - made tacitly above - that I must possess a psychology that leads me to 
think you are "ignorant" would also be hostile? Why would you think that? Why do 
you presume to know what I think about your ignorance or otherwise?

I'm just asking questions.

You know nothing of my history or knowledge, and respond heavily to 
assumptions rather than to things I said.

I'm not sure where. You might have to be more specific. I'm responding line by 
line. Like you do. I thought that was good practise?

That isn't discussion.

What specifically? I'm looking to improve my posts then.



Dawkins also uses -- on TV -- words the audience doesn't know.

Presumptuous!

What?

You *presume* that Dawkins is using words the audience doesn't know. The 
audience includes me. I know his words. I think many people do. You had just 
insulted him and I was defending him in his absence. I think you're presumptuous 
in thinking Richard Dawkins is speaking over the head of his audience.

I think Dawkins is popular - and has sold so many books - and appeared so much 
on TV precisely because he uses words his audience does understand. *His* 
audience. People who want to read his stuff, watch his stuff and so on. They 
kinda know what's coming. They expect to hear his use words like 'charletan' and 
'phenotype', don't they?

Brett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 12:51 PM

On Jun 15, 2012, at 1:30 AM, Brett Hall wrote:

On 15/06/2012, at 17:27, "Elliot Temple" <curi@curi.us> wrote:

On Jun 14, 2012, at 11:57 PM, Brett Hall wrote:

I'm just asking questions.

Like Glenn Beck?

No you're not. E.g. "Presumptuous!" is not a question.

http://www.southparkstudios.com/clips/255332/brave-enough-to-ask-questions

You know nothing of my history or knowledge, and respond heavily to 
assumptions rather than to things I said.

I'm not sure where. You might have to be more specific. I'm responding line by 
line. Like you do. I thought that was good practise?

That's not the issue. One example is the part where you assumed-implied that I 
hadn't read The God Delusion and am unfamiliar with Dawkins' work more 
generally.

Dawkins also uses -- on TV -- words the audience doesn't know.

Presumptuous!

What?

http://www.southparkstudios.com/clips/255332/brave-enough-to-ask-questions


You *presume* that Dawkins is using words the audience doesn't know. The 
audience includes me. I know his words. I think many people do. You had just 
insulted him and I was defending him in his absence. I think you're 
presumptuous in thinking Richard Dawkins is speaking over the head of his 
audience.

I think Dawkins is popular - and has sold so many books - and appeared so 
much on TV precisely because he uses words his audience does understand. 
*His* audience. People who want to read his stuff, watch his stuff and so on. 
They kinda know what's coming. They expect to hear his use words like 
'charletan' and 'phenotype', don't they?

You're calling me presumptuous while accusing me of thinking the word 
'charlatan' is not well known? Which I didn't say, but you've assumed I think?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 1:38 PM

On Jun 15, 2012, at 1:09 AM, Brett Hall wrote:

Religious parents in general are worse in some ways, better in others. All non-
TCS parents are highly flawed. Or if you don't judge by TCS standards, then 
they have strengths and weaknesses. What's the argument that stricter 
parenting is worse than permissive parenting? That's never been part of the 
TCS philosophy. It's all fundamentally the same mistake of parenting on that 
continuum at all, and seeing the world in those terms at all.

Now who is being a relativist? It depends on how strict - doesn't it?

If you don't understand a position, you should ask (or read about it) instead of 
accusing me of a philosophical position I've been publicly denouncing for the last 
decade (relativism). What I'm talking about -- as I said -- has been part of TCS 
philosophy (the standard position by everyone, not just me) for over a decade 
too, so you're pretty much calling DD a relativist too, and Alan, etc.

Permissive parenting hurts children. Middle ground compromises do too. We 
have never come up with any clear preference. Being on the strict-permissive 
continuum anywhere is a mistake. Anyone on it, anywhere, is doing a bunch of 
harm and in many ways exactly the same harm, as you would expect from people 
who are in agreement about what the problem situation and options are. You are 
not familiar with the literature and existing ideas on this matter, make no 
contribution, and then try to announce to us what the answer is with leading 
questions.

non-TCS might be highly flawed. But equally highly flawed? Also - TCS is surely 
open to improvement, no? By new knowledge creation? So it can get better? So 
it too is on a continuum?

it's not "being on a continuum" (any continuum) that's bad. that's a 
misunderstanding. i specifically criticized "that continuum" not continuums. what's 
bad is being anywhere on the permissive-strict parenting continuum, which is a 
bad problem situation and framework.

the point is it's not a continuum with a good end and bad end. it's like like a 



novice-expert type of continuum. the whole thing is rotten.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 1:42 PM

On Jun 15, 2012, at 1:09 AM, Brett Hall wrote:

Catholic tacit support for Nazism was a very bad thing done largely for 
religious reasons.

Some Catholics standing up against some bad people sometimes like Sanger 
doesn't exonerate the evil they have done and continue to do. Catholicism 
doesn't need defending, it needs criticism.

Oh really? Catholicism has tons and tons of intellectual critics already. But how 
many intellectual defenders?

Those who attack Catholicism don't do so in isolation. Dawkins and Harris take 
broad strokes - they criticise catholicism as part of the package. Most of the 
conservatives support Catholics - especially in your country. Bill O-Reilly comes 
to mind.

Bill O-Reilly is your idea of an intellectual? Same category as Dawkins and 
Harris?

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 2:07 PM

On Jun 15, 2012, at 1:09 AM, Brett Hall wrote:

Conservative atheists on the other hand, defend catholicism very often.

Who? Where?
You, Here and now. The thing is there's not many conservative atheists. At least 
not what you'd call conservative.

That link I gave you above with James Franklin is a taste.  But take Fox News - 
are there atheist commentators on there?

1) I'm not a conservative (and never have been), so I don't qualify.

2) Since I don't "defend catholicism very often", you can't have meant me.

3) Right, there aren't many conservative atheists, that's what I thought too. So it's 
weird how you were making generalizations about them and saying things like 
"very often" to refer to something you think happens not much (due to, in your 
own view, there being few people to do it).

4) Atheists on Fox News. Shouldn't you know the answer before making your 
assertions? As far as I know, there aren't many. There's S.E. Cupp and Greg 
Gutfeld.

http://www.thegoodatheist.net/2010/05/18/is-s-e-cupp-an-atheist/

On one of the podcasts, Ryan commented on the fact he felt that there shouldn’t 
be a “purity” test when it came to atheism. While I agree no one should need to 
prove they are a true nonbeliever, you have to wonder if there aren’t a few who 
“fake it” for financial and political gain. Take the laughingly ignorant S.E. Cupp, 
who’s been making the rounds as Fox News’ new token “atheist”. She’s written 
a book suspiciously called “Losing OUR religion” , and she’s convinced there is 
a liberal conspiracy to undermine and attack religion.

According to this atheist site, Fox has a "token" atheist who maybe doesn't even 

http://www.thegoodatheist.net/2010/05/18/is-s-e-cupp-an-atheist/


count. That implies it doesn't have many atheists in general.

5) Can you link to any writing by James Franklin that's similar to mine? I tried 
one:

http://www.abc.net.au/radionational/programs/philosopherszone/pascals-wager---
betting-on-god/3654428

I disagree with him there.

BTW you said, "Here's a guy I'm sure you'll love". This is a common sarcastic 
phrase. I can't tell what you actually meant. Having tried one of his interviews, I 
don't love him yet and found no similarities between his views and mine.

-- Elliot Temple
http://fallibleideas.com/

http://www.abc.net.au/radionational/programs/philosopherszone/pascals-wager---betting-on-god/3654428
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 2:12 PM

On Jun 15, 2012, at 1:09 AM, Brett Hall wrote:

My point is - your position is not entirely unknown to me. I think it represents 
how most conservative non-believers think.

Provide one source, not from a friend of mine, that says the same things.

Also: I'm not a conservative and never have been. Since you seem to not know 
the basics of what my position is, let alone the details, I don't know how you can 
compare it with other positions.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 6:00 PM

On 16/06/2012, at 2:51, "Elliot Temple" <curi@curi.us> wrote:

On Jun 15, 2012, at 1:30 AM, Brett Hall wrote:

On 15/06/2012, at 17:27, "Elliot Temple" <curi@curi.us> wrote:

On Jun 14, 2012, at 11:57 PM, Brett Hall wrote:

I'm just asking questions.

Like Glenn Beck?

No you're not. E.g. "Presumptuous!" is not a question.

http://www.southparkstudios.com/clips/255332/brave-enough-to-ask-questions

I didn't say I was always and only asking questions. I also made statements. 
"just" in this case was meant to suggest that I did not feel I was doing anything 
deserving of the accusatory tone of your response.

You know nothing of my history or knowledge, and respond heavily to 
assumptions rather than to things I said.

I actually don't know why knowing anything about your history, or knowledge, is 
even relevant. Hence why I ask questions. I don't presume to know anything 
about you. To presume you know lots and lots is appeal to authority. I'm not going 
to assume, for example, that you are an expert on Dawkins.

I'm not sure where. You might have to be more specific. I'm responding line by 

http://www.southparkstudios.com/clips/255332/brave-enough-to-ask-questions


line. Like you do. I thought that was good practise?

That's not the issue. One example is the part where you assumed-implied that I 
hadn't read The God Delusion and am unfamiliar with Dawkins' work more 
generally.

I did not imply this. But, let's say I did. Let's go further and let me allow that I think 
you know nothing of Dawkins *beside what you wrote in that post*. So what? I'm 
not assuming you are foolish or deliberately ignorant. You are the one that should 
not assume that I need to assume you know everything I know advice versa.

Why would you get upset - and object - when someone disagrees with you and 
explains stuff to you. Like for example me - disagreeing with you about how the 
great Richard Dawkins is a 'villain'? I have explained some reasons why he is not. 
Yet your response is to get upset that I am - in your eyes - accusing you of 
ignorance.

An accusation of ignorance is not a reason to get upset. If someone says I am 
ignorant, I want to know 'about what'? Getting angry would not help.

On the other hand if another person's reputation is being damaged and they 
aren't here to defend themselves, I think that's a reason to defend them if you 
happen to think they have good ideas, are a good person and are a force for 
good in the world. Hence my passionate defence of Dawkins.

Again, he fights evil. Like pedophilia.

Notice none of what I said presumes you don't know all this. It's a posting forum, 
so presumably my audience is not solely you. So anything I say to you, I have to 
consider a wider audience.

For example on the BoI list, I might very well respond to YOU with an explanation 
of how the problem of induction is not a real problem and go on to explain 
Popper's ideas. This does not presume you are ignorant. This presumes there 
are people reading who might not know or agree.

Dawkins also uses -- on TV -- words the audience doesn't know.



Presumptuous!

What?

You *presume* that Dawkins is using words the audience doesn't know. The 
audience includes me. I know his words. I think many people do. You had just 
insulted him and I was defending him in his absence. I think you're 
presumptuous in thinking Richard Dawkins is speaking over the head of his 
audience.

I think Dawkins is popular - and has sold so many books - and appeared so 
much on TV precisely because he uses words his audience does understand. 
*His* audience. People who want to read his stuff, watch his stuff and so on. 
They kinda know what's coming. They expect to hear his use words like 
'charletan' and 'phenotype', don't they?

You're calling me presumptuous while accusing me of thinking the word 
'charlatan' is not well known? Which I didn't say, but you've assumed I think?

Until I know exactly which words you seem to think Dawkins audience does not 
know the meanings of...I don't know what else to think about what you've said 
there. Are you not presuming to know all this? I don't know how you know what 
Dawkins audience does and does not know. Can you tell me how you know that 
Dawkins audience does not know the words he is using? Can you give specific 
examples here? Perhaps a time on the documentary? I'm not saying it was 
'charletan' - I'm guessing. You must have something in mind. Which words? Or 
are you being presumptuous? Am I right that you are presumptuous or are you 
right that Dawkins is using words his audience does not know? We can sort this 
out. Who cares who is right? Let's just find out.

It's important because it's to do with Richard's reputation and personality. I think 
he takes pains to be clear when he speaks and explains stuff. But you are 
suggesting he is using big words that his audience doesn't know. This suggests 
one or both of the following:

1. His audience is too dumb to understand him
2. He is too dumb to know the right sort of language to use.



So I just need a few examples. Then we can sort this out.

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 6:08 PM

On 16/06/2012, at 3:42, "Elliot Temple" <curi@curi.us> wrote:

On Jun 15, 2012, at 1:09 AM, Brett Hall wrote:

Catholic tacit support for Nazism was a very bad thing done largely for 
religious reasons.

Some Catholics standing up against some bad people sometimes like 
Sanger doesn't exonerate the evil they have done and continue to do. 
Catholicism doesn't need defending, it needs criticism.

Oh really? Catholicism has tons and tons of intellectual critics already. But 
how many intellectual defenders?

Those who attack Catholicism don't do so in isolation. Dawkins and Harris take 
broad strokes - they criticise catholicism as part of the package. Most of the 
conservatives support Catholics - especially in your country. Bill O-Reilly 
comes to mind.

Bill O-Reilly is your idea of an intellectual? Same category as Dawkins and 
Harris?

No, I don't think so. But then i dont know what an intellectual is let alone what the 
caregories would be. Would it be categories based on interest? Then Dawkins 
and Harris arein different categories. Does it mean ability? Then ability in what? 
We're all universal explainers, so any other differences dont matter much do they 
in that sense?

Do you mean political category? Is this a type of intellectual capacity? Then is he 
in the same class as Coulter? I'm still entirely at sea with what it means to even 
be an intellectual. I did ask about this.

Exactly how interested in philosophy, science or whatever before you earn that 
title? Or does it have nothing to do with this? Bill has a very good knowledge of 
current events and politics, doesn't he?



I don't have a clear idea of what an intellectual is. I fully admit to ignorance on 
this. Quite seriously. I'm trying to keep up with the language you are using. Your 
first post introduced the term. I know it's a word that has some common usage. 
But I don't use it because I don't really know what people mean when they use it.

I understand 'scientist' and 'philosopher' I think. But I get the impression that 
perhaps this is not what you mean by intellectual.

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 6:12 PM

On 16/06/2012, at 4:12, "Elliot Temple" <curi@curi.us> wrote:

On Jun 15, 2012, at 1:09 AM, Brett Hall wrote:

My point is - your position is not entirely unknown to me. I think it represents 
how most conservative non-believers think.

Provide one source, not from a friend of mine, that says the same things.

Also: I'm not a conservative and never have been. Since you seem to not know 
the basics of what my position is, let alone the details, I don't know how you can 
compare it with other positions.

Do the articles on your various websites, apparently written by you, accurately 
represent your views? Do your postings on various forums, under your name, 
represent your views? Would reading and understanding this stuff constitute 
knowing the basics of your position?

Brett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 6:56 PM

On Jun 15, 2012, at 3:00 PM, Brett Hall wrote:

On 16/06/2012, at 2:51, "Elliot Temple" <curi@curi.us> wrote:

On Jun 15, 2012, at 1:30 AM, Brett Hall wrote:

On 15/06/2012, at 17:27, "Elliot Temple" <curi@curi.us> wrote:

On Jun 14, 2012, at 11:57 PM, Brett Hall wrote:

I'm just asking questions.

Like Glenn Beck?

No you're not. E.g. "Presumptuous!" is not a question.

http://www.southparkstudios.com/clips/255332/brave-enough-to-ask-questions

I didn't say I was always and only asking questions. I also made statements. 
"just" in this case was meant to suggest that I did not feel I was doing anything 
deserving of the accusatory tone of your response.

You've taken a bunch of positions -- e.g. ones hostile to religion and favorable to 
some controversial political figures. There is no way that qualifies as something 
that couldn't be objectionable or disagreeable.

You know nothing of my history or knowledge, and respond heavily to 
assumptions rather than to things I said.

I actually don't know why knowing anything about your history, or knowledge, is 
even relevant.

http://www.southparkstudios.com/clips/255332/brave-enough-to-ask-questions


Because you made a number of statements, assumptions and implications about 
it. Many false. E.g. that I hadn't read Dawkin's books and *that* was why I 
(thought I) didn't like that.

It was in fact irrelevant, but then you talked about it a bunch, falsely and 
insultingly.

Hence why I ask questions. I don't presume to know anything about you. To 
presume you know lots and lots is appeal to authority. I'm not going to assume, 
for example, that you are an expert on Dawkins.

So you assume I'm *not*, and think that isn't assuming?

I'm not sure where. You might have to be more specific. I'm responding line 
by line. Like you do. I thought that was good practise?

That's not the issue. One example is the part where you assumed-implied that 
I hadn't read The God Delusion and am unfamiliar with Dawkins' work more 
generally.

I did not imply this. But, let's say I did. Let's go further and let me allow that I 
think you know nothing of Dawkins *beside what you wrote in that post*. So 
what? I'm not assuming you are foolish or deliberately ignorant.

I would be rather foolish to write my post, and comment on The God Delusion, 
without being familiar with it.

I would be rather deliberately ignorant to not know quite a bit about Dawkins, 
given his role in FoR and general prominence. In my niche, one can't miss him.

You are the one that should not assume that I need to assume you know 
everything I know advice versa.

Why would you get upset - and object - when someone disagrees with you and 
explains stuff to you. Like for example me - disagreeing with you about how the 
great Richard Dawkins is a 'villain'? I have explained some reasons why he is 
not. Yet your response is to get upset that I am - in your eyes - accusing you of 
ignorance.



An accusation of ignorance is not a reason to get upset. If someone says I am 
ignorant, I want to know 'about what'? Getting angry would not help.

Now you're accusing me of being upset, or assuming that I am. You heavily 
personalized the conversation. You said if I read God Delusion I'd change my 
mind. You asked if I was aware of The Extended Phenotype (which I own) and 
Dawkin's scientific work. And so on.

The rational way to argue those points would be to make arguments which draw 
on passages from God Delusion or Extended Phenotype instead of trying to talk 
about what I've read or not and how I would agree with you if I wasn't ignorant.

Dawkins also uses -- on TV -- words the audience doesn't know.

Presumptuous!

What?

You *presume* that Dawkins is using words the audience doesn't know. The 
audience includes me. I know his words. I think many people do. You had just 
insulted him and I was defending him in his absence. I think you're 
presumptuous in thinking Richard Dawkins is speaking over the head of his 
audience.

I think Dawkins is popular - and has sold so many books - and appeared so 
much on TV precisely because he uses words his audience does understand. 
*His* audience. People who want to read his stuff, watch his stuff and so on. 
They kinda know what's coming. They expect to hear his use words like 
'charletan' and 'phenotype', don't they?

You're calling me presumptuous while accusing me of thinking the word 
'charlatan' is not well known? Which I didn't say, but you've assumed I think?

Until I know exactly which words you seem to think Dawkins audience does not 
know the meanings of...I don't know what else to think about what you've said 



there.

Until you know which ones, you're stuck thinking I meant "charlatan"?

That is a ridiculous assumption.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 7:06 PM

On Jun 15, 2012, at 3:08 PM, Brett Hall wrote:

On 16/06/2012, at 3:42, "Elliot Temple" <curi@curi.us> wrote:

On Jun 15, 2012, at 1:09 AM, Brett Hall wrote:

Catholic tacit support for Nazism was a very bad thing done largely for 
religious reasons.

Some Catholics standing up against some bad people sometimes like 
Sanger doesn't exonerate the evil they have done and continue to do. 
Catholicism doesn't need defending, it needs criticism.

Oh really? Catholicism has tons and tons of intellectual critics already. But 
how many intellectual defenders?

Those who attack Catholicism don't do so in isolation. Dawkins and Harris 
take broad strokes - they criticise catholicism as part of the package. Most of 
the conservatives support Catholics - especially in your country. Bill O-Reilly 
comes to mind.

Bill O-Reilly is your idea of an intellectual? Same category as Dawkins and 
Harris?

No, I don't think so. But then i dont know what an intellectual is let alone what 
the caregories would be.

Then why did you offer him as an example of a member of a category (intellectual 
defenders of Catholicism) if you don't know how to evaluate what's in the 
category?

That's no way to have a discussion where you just gave thoughtless answers and 
then retract them immediately, while never even understanding the question.



Considering my original post talked about intellectuals extensively and that was 
connected to the main points, you shouldn't actually be criticizing it at all, in any 
substantial way, if you have no clue what I was writing about. Yet you are. That's 
no way to have a discussion.

(To be clear: I don't think that's the case. My guess is you do know what it is. But 
you're now explicitly claiming it is the case, which implies that all of your replies 
so far were completely inappropriate. So that's a problem for you.)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 7:08 PM

Returning to the original post there are many loose ends...

On 15/06/2012, at 7:31, "Elliot Temple" <curi@curi.us> wrote:

The intellectuals and scientists (hereafter intellectuals) as a group have an 
interesting trait. Many of them are more willing to deviate from tradition than the 
man on the street.

Ok. So it seems you lump in scientists with intellectuals. Okay.

Geophysics are clever people. They are generally experts and finding stuff in the 
ground and telling the engineers where to dig. They sometimes also have no 
interest whatsoever in philosophy or politics or whatever as well. Sometimes they 
do.

But if a scientist has not much interest in stuff outside their own work - because 
it's that which they are most passionate about, do they still deserve the title 
intellectual? I don't know. I'm asking.

This helps them do their job. What good is an intellectual who believes nothing 
but the ideas of the past? To some extent, it's necessary.

But it's also a dangerous trait. All sorts of evil has easily recruited the support of 
large numbers of intellectual. The evil may violate traditional morality and 
common sense, but many intellectuals are willing to look past that.

Nazi ideology had the support of various intellectuals, not only in Germany but 
abroad. Communist ideology too.

Margaret Sanger and others had no difficulty getting various intellectuals, 
including scientists, to advocate racism and anti-life ideology. Population control 
(especially of the poor and non-white) is an anti-human ideology that conflicts 
with tradition and initially found easier acceptance with intellectuals than the 
Church-going man-on-the-street.



It's an interesting way you have constructed those two paragraphs. I find it a bit 
misleading. But maybe it's just me. You speak about Nazism and Communism 
and then in next paragraph talk about Sanger. It suggests a connection.

Who stood up to Sanger and her ilk? Catholics for one. And they deserve praise 
and respect for doing it. Maybe if they got that praise and respect for doing the 
right thing they'd be less defensive and more open to reform. If they got it, 
maybe there wouldn't be much danger, and they could relax -- but they don't get 
it precisely because there is danger.

And for this reason, the three paragraphs taken together suggest a connection 
between nazism, Sanger and Catholicism.

Many more traditional minded *good* people have some resistance to 
intellectual arguments. They are shamed and condemned for this a huge 
amount. In America, the political left attacks them constantly. But this resistance 
is, by and large, a merit. Despite the sad fact that it means they will hurt their 
children. (Besides, if they were radical atheist intellectuals, they would still hurt 
their children anyway.)

Is radical bad? Do you know any atheists intellectuals who hurt their children? 
How so? What is it about atheists that earns them the title radical but people like 
Coulter, say, don't?

This pro-tradition attitude is, in some ways, a dangerous trait like the anti-
traditionalism of the intellectuals. But it's less dangerous because it's on the side 
of the long-term core good values that have gotten our civilization this far.

There's a lot of confusion. The pro-life, gay marriage and evolution debates are 
good examples. The traditionalist side is characterized as backwards and anti-
intellectual. But is, in many respects, the better side.



You still have not explained how in many respects its the better side. How is 
being on the side of anti evolution, anti gay marriage and being pro life the better 
side? In what respect? Should is too supporting evolution for political reasons?

The traditionalist side is also characterized as something bad about America 
that doesn't exist in more progressive Europe. That paints a worrying picture of 
Europe.

A good example of the tradition issue is the French Revolution -- which did 
immense harm and came scarily close to destroying the world. (Another point 
worth noting is when the intellectuals go wrong, they sometimes go *very* 
wrong. But when the traditionalists go wrong, it's generally much more mild.)

The best intellectuals at the time were Edmund Burke and William Godwin. 
They got it right. Burke, stunningly well. Godwin, pretty well. (Godwin was the 
younger one and learned a lot from Burke, and did even better on similar issues 
later on.)

Most other intellectuals got it wrong.

It seems only the top 0.0001% of intellectuals are safe, the rest are dangerous. 
It takes absolutely world class wisdom for intellectuals to side with good and 
tradition as appropriate.

Where did you get this impression? Again I ask...why is dangerous bad? 
Remember I wrote all that stuff about good danger? You didn't respond.

Why are you tarring these people you call intellectuals? You have some people in 
mind. Clearly Richard Dawkins. He is dangerous in a bad way? Why?

Even the brilliant Ayn Rand had mixed ideas and some overly anti-tradition 
attitudes. (She never sided with evil over it, though, so I think she was actually 
wiser than her explicit anti-traditionalist statements.)



So, who sided with Burke regarding the French Revolution? Burke provided the 
best intellectual arguments against it in the world. And who was impressed? 
Traditionalists who were already against the revolution (which is not to say they 
necessarily learned nothing. people aren't just one or the other and many would 
have learned a bit from Burke about why to be against it even more, and better 
recognized the full danger thanks to Burke's explanations).

Burke had very limited success persuading any intellectuals. Maybe they would 
have come around after thinking it over for a few decades, but the world didn't 
have that long to wait (and Burke died about 6 years after publishing his book 
on the topic, he wasn't able to write decades of follow-up explanations for them). 
Burke's own former allies abandoned him. They had respected Burke in the 
past, but their higher loyalty was to their own dangerous misconceptions of 
reason, above any respect for Burke or for tradition.

People died for the mistakes of those intellectuals. And Burke was smeared as 
backwards, despite a lifetime of work for progressive reforms. But civilization 
survived, thanks to Burke and the traditionalists.

People die everyday because of traditionalists? So what? Are we to tally up 
bodies? All those African kids who die of AIDS because of traditional anti 
contraception ideas?

Almost no intellectuals are capable of doing it right. Of being on the side of 
progress when it's good, but siding with tradition against dangers (even just the 
really massive, blatant ones).

Again, aside from this rather distant stuff about the French revolution, what else?

Also what is 'good' progress? Is not all progress good, by definition? I think it is. If 
its progress, it's good. So there's no such things as being on the wrong side when 
you're on the side of progress. All progress has danger because it is pushing into 
the unknown. We cannot protect against danger we are not yet aware of.

Challenging tradition is often good because it means progress is being made. 
Making change for the sake of it, is not right because progress is not change of 
*any* sort, it's change for the better. Demolishing the pyramids would be change. 
But it wouldn't be progress. There's an objective difference between demolishing 



a Church because you just don't like Churches and demolishing a Church to build 
a hospital because the Church has been damaged in an Earthquake and the 
engineers have determined it's about to collapse and can't be saved easily.

They, by and large, can't tell the difference between good and bad deviance.

Okay. We might agree. Good deviance is just progress. Bad deviance is just 
trying to challenge or change stuff for no good reasons.

They are intellectuals not for being wise but for being recklessly friendly to 
deviance despite lacking the skill to judge which deviance is any good or not.

Intellectuals -- seen in this light as something like reckless fools -- are important. 
Someone has to deviate for there to be progress. But deviance without wisdom, 
even if better than nothing in limited quantities, is something to be viewed as 
highly dangerous. Why limited quantities? Because if too many do that, 
destruction surely follows, but if it's just a small minority of the population then 
their worst ideas can be stopped by traditionalists (hopefully. doesn't always 
work. e.g. Nazis, Communists, French Revolution).

What we really need is wise people who understand tradition and can rationally 
judge which deviance (new ideas) is any good.

It's hard to predict the outcome of new ideas. Indeed that's almost impossible isn't 
it? If we could predict the outcomes of all new knowledge, that would itself be a 
system for creating new knowledge.

Like Burke. A great way to begin to do that is to learn epistemology (e.g. read 
Popper) and to consider how epistemology connects to tradition and the proper, 
safe and rational ways to improve on existing knowledge.

And more understanding of what's bad and dangerous about the intellectual 
tradition, and good and praiseworthy about the traditionalist tradition and its 
representatives like the Catholic Church.



You have made these statements, but failed to provide concrete examples. What 
about the catholic church is praiseworthy? Does it make up for all their killing and 
abuse and so forth?

What's the point of praising an institution like that? Who is it good for?why do 
they deserve praise?

Further, intellectual vs traditionalist is an approximation, and actually everyone 
on the traditionalist side is open to some progress and new ideas, just less and 
slower. So if you have to take sides, the traditionalist side is the one of slow 
progress, and the intellectual side is the ones of reckless attempts at progress 
that will destroy civilization.

Why is "slow progress" opposed to "reckless attempts that will destroy 
civilization"?

Slow progress is opposite to fast progress. We need fast progress not slow or 
reckless. Slow is reckless!

It is reckless to slow progress down. We will encounter problems more and more 
quickly as progress is made. So we will need to make faster and faster progress.

Slow is reckless. Tradition, in this light, is the reckless abandonment of the best 
way of solving out problems in time. Fast progress.

It is reckless for the Catholic church not to change. On contraception, on gays, on 
abortion, on supernatural stuff and evolution.

The sides aren't just different and both important, the traditionalist side is also 
*better*, and Thank God it has more members here in America.

Again. I need concrete examples. This is just your feeling or are there specific 
reasons why you think tradition is better?

I give you examples where tradition is bad. The catholic church has a tradition of 
protecting pedophile priests. That's bad. Tradition like that is bad. The 
traditionalist side can often be worse. And much much worse when it is.



Sadly, the American political left has approximately 50% support and is heavy 
on bad intellectual attitudes.

So you do not like the left? You do not like the fact they have this sort of support? 
Do you like the right? Does liking the right make you conservative? Does disliking 
the left?

And what's the result of such a dangerous situation? More entrenchment and 
caution by the traditionalists -- which is wise and good but is characterized as 
irrationalism by their opponents.

This is confused. It's as if you want to say entrenchment and caution is bad but at 
the same time it's wise and good.

Which is it?

Should we entrench stuff? Be a static society? I don't get your point still after all 
these exchanges.

The result of a dangerous situation is for the traditionalists to, quite correctly, 
*slow down* and go even more gradually.

Is this all the time? So in static societies this was true? True in the 
enlightenment? True with mini-enlightenments that failed? True in Athens? Were 
Sparta on the right side in the end?

Is it just true now? Should we hope that the traditionalists slow things right down 
even more? So I should be happy they want to slow down research into genetics 
and other stuff? I should be on their side against gays and women and so on?

And thus for the bad intellectuals to get even more impatient for utopia next 
week.

I love being "impatient" for utopia. Look, if the singularity is coming - hurry up 



before *I* am dead. I want cancer cured. Hurry up. I want interstellar space travel. 
Hurry up. I want quantum computers. Hurry up. I'm impatient.

What's wrong with that? It motivates me to help progress.

Should I be slowing down this progress? How should I do that?

And to falsely think this is as fast as the traditionalist attitude can go in any 
circumstances and not understand they are the ones slowing it down and 
actually it'd go a lot faster if they'd stop attacking it and putting it on the 
defensive.

So the traditionalists deserve to have authority over non-traditionalists? The 
progressive people need to be concerned about the traditionalists and their bad 
ideas?

But now you say it'd be good for it to go a lot faster? And this happens by....not 
criticising the traditional ideas? So letting the traditional ideas remain. Slow down 
society. And then it would speed up.

What?

All the good intellectuals of the world need to learn how to sympathize more with 
traditional prejudices, attitudes and flaws and respect the good traditional values 
that created our civilisation.

Respect is often a bad thing. You do not respect values. You evaluate people's 
reasons for them

If someone says "I don't believe in Evolution." I am not under any obligation to 
respect their belief. If they say "I do not believe the holocaust happened", I do 
*not* have to respect their position on authority.

The concept of respecting beliefs and values is anti rational. We should criticise 
beliefs - evaluate people's reasons. Some beliefs - that we call "traditional values" 
are especially deserving of this. To say they "created our civilisation" is 
meaningless. Much the same can be said for anything that is just a fact of nature 
and remains. Air - created our civilization. Metal. Religion. Science. Music. Heavy 



Metal. I mean - everything that's *still here* created our civilization. So what? 
None of it deserves respect.

But if we want to make progress it all deserves criticism.

Respecting it holds it immune from criticism.

It says "Oh, okay. You believe and endorse that. I respect that." Instead of "Why? 
Can we think of something better? Are your reasons for endorsing that good? 
Why don't you consider *this* instead?"

The Catholic Church needs more of this kind of attitude. But many - on the left 
"respect" it lots. Because it's religion. And religion so often gets respects.

When you break taboos like the respect for religion that Dawkins, Harris and 
others do, they cop what happens in our civilization when you do this. You cop 
abuse. You get called a villain - or worse. That's what it is to challenge tradition. 
To try to make progress. To break a taboo.

. You may be in favor of abortion -- good -- but never side with the left on it 
because they are bad *on this very issue* despite perhaps superficially seeming 
to be your ally. And the same goes for gay marriage and even evolution.

An interesting case in Ann Coulter. She's both an intellectual and traditionalist.

What makes her an intellectual? She wrote books?

Her books are some of the best researched books around (Seriously. E.g. her 
explanation of the French Revolution is one of the most accurate I've seen, and 
I've read a lot on the topic.) She's smart. She's also sexist (against women) -- or 
pretends to be.

That's so terrible. Either way. The pretending would be awful. That makes her a 
liar and so if she's a liar why should I trust her on anything? If she's actually a 
sexist - again, this means she has anti-rational memes floating around her head. 
Again, no amount of clear thinking on some bit of French history makes up for 
either of those *moral* flaws with her.



She's not "good" if she's bad morally but good at some narrow bit of history. She's 
just bad with some knowledge. So are lots of people with evil ideas. They don't 
deserve airtime. Sexist liars don't deserve airtime. But they get it lots. So lots of 
people become sexist. That's bad to promote mean stuff like that.

I care about girls.

They shouldn't be subjected to sexism by historians of the French revolution.

And she attacks evolution. She's a traditionalist in various ways. The result is 
spectacularly good

It's not good. What's good about it? Do you mean morally good?

and most people would do very well to learn to partially sympathize with all her 
mistakes and see to what (significant) extent some apparent irrationalism isn't a 
mistake at all but a virtue.

I asked about this before. You didn't answer.

Coulter is one of the good guys; Dawkins is a villain. Get this right or *you* are 
one of the dangerous intellectuals.

And we come to it. Coulter - a sexist. Possibly a liar. By your own admission...is 
good. Dawkins is a villain. And yet you don't back up this claim. And I ask "why" 
and what's your response?

Your response is not to answer, but it's to get upset that I should demand 
reasons. Your response is to say I am suggesting you are ignorant of his books. 
But I'm not. I just want reasons. I do not get why Dawkins name crops up *here* 
and *now* after all else you wrote and only then to be insulted...in his absence. 
For what? What has he done that is so bad? What you write below doesn't cut it.

Nothing in The God Delusion makes him a villain. If you think it does - which 
parts?

That interview - we went over that. You have not responded to my questions and 
points about any of it. It's just an assertion of yours that Dawkins is a villain.



If this sounds utterly ridiculous to you, *but you've never read any of Coulter's 
books*, then don't worry too much and give up instantly. Her books are much 
better than her false reputation. A bit like Ayn Rand, Coulter has boldly said 
unpopular things and been smeared for it. Don't judge her second-hand. Also 
note that Coulter's books and articles are better than her TV sound bites, and 
easier to appreciate, despite the inflammatory titles.

As to Dawkins, _The God Delusion_ attacks morality (and has some nasty 
psychiatry right there in the title, ugh). He's written plenty of other bad political 
stuff. But it's not just that. Here's something else:

http://www.youtube.com/watch?v=Xswt8B8-UTM

Derren Brown is much wiser (not just knowledgeable) than Dawkins when it 
comes to skepticism/psychics topics. And note also how Derren is more 
sympathetic to people he disagrees with. (This doesn't show up right at the start, 
watch all 6 parts.) There is a sort of *hostility* in Dawkins that is lacking in in 
Derren. The title of the TV show it's from is "The Enemies of Reason". Dawkins 
fit that well -- treating them as enemies -- but Derren doesn't.

Dawkins wants to call psychics and cold readers "charlatans" to play up how 
awful they are, while Derren wants to say that characterization is "difficult" and 
downplay it. Also of note: Derren uses people management techniques on 
Dawkins to keep things friendly, while Dawkins lacks social graces and, I think, 
doesn't even know he's being diplomatically handled (like Derren gives indirect 
answers to questions often and gets away from what Dawkins was saying, but 
he does it in a way that Dawkins still finds it agreeable not evasive). Most 
people would assume Dawkins is the much smarter of the two, but it's Derren 
who is aware of what's going on on multiple levels and is controlling it the way 
he wants, while Dawkins seems oblivious.

Dawkins also uses -- on TV -- words the audience doesn't know. Which is dumb, 
pretentious crap. It's by habit at this point, I think, not explicitly intention -- which, 
btw, relates to how Dawkins accuses people of doing bad stuff knowingly and 
doesn't see how it could be otherwise, yet here he is unknowingly doing bad 
stuff himself.

http://www.youtube.com/watch?v=Xswt8B8-UTM


Dawkins doesn't see how other people can do bad stuff without it being totally 
consciously knowingly intentional simply because he's confusing bad stuff with 
the particular bad things *he is aware of*. Of course *he* can't unknowingly do 
the bad things he's well aware are bad. But other people have different 
knowledge than him! This is rather self-centered in the bad way.

Or another example, Derren says he doesn't see it as a "mission" to turn 
believers into non-believers. Derren is the much milder of the two -- and the 
much better for it.

Dawkins frequently encourages Derren to be harsher and asks leading 
questions, and Derren keeps not taking the bait. And the Dawkins will just try it 
again.

Another thing is Dawkins only states he doesn't know minor things like specific 
concrete information. Derren readily states he doesn't know answers to various 
hard philosophical questions. One of the problems with intellectuals is they 
commonly think they know a lot more than they do.

PS Notice the parts where Derren takes his time giving concrete examples and 
stalls a bit to think. Those aren't because he's dumb. Quite the opposite. It's 
because he doesn't learn by memorization. The way the knowledge is structured 
in his mind is in general concepts, so he has to recreate the concretes.

You ignored all my questions about this stuff. Does this mean that the discussion 
need not proceed because of how you have basically vilified Richard Dawkins, 
while I've tried to defend him point-by-point only to have you accuse me of 
insulting you by presuming your ignorance (your interpretation).

If you don't respond to my questions - asked in good faith - I can only presume 
you aren't serious about this discussion and are actually interested in other stuff. 
Maybe just taking broadsides against a certain kind of intellectual (whatever that 
is) that you have in mind. That's okay - your list after all. But I'm interested in the 
stuff you said about Dawkins and whether it's fair to him.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 7:08 PM

On Jun 15, 2012, at 3:12 PM, Brett Hall wrote:

On 16/06/2012, at 4:12, "Elliot Temple" <curi@curi.us> wrote:

On Jun 15, 2012, at 1:09 AM, Brett Hall wrote:

My point is - your position is not entirely unknown to me. I think it represents 
how most conservative non-believers think.

Provide one source, not from a friend of mine, that says the same things.

Also: I'm not a conservative and never have been. Since you seem to not know 
the basics of what my position is, let alone the details, I don't know how you 
can compare it with other positions.

Do the articles on your various websites, apparently written by you, accurately 
represent your views? Do your postings on various forums, under your name, 
represent your views? Would reading and understanding this stuff constitute 
knowing the basics of your position?

Yes.

Postings under my names, plural. (Elliot, curi, curi42, xenophanes).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 7:19 PM

On Jun 15, 2012, at 4:08 PM, Brett Hall wrote:

Returning to the original post there are many loose ends...

On 15/06/2012, at 7:31, "Elliot Temple" <curi@curi.us> wrote:

The intellectuals and scientists (hereafter intellectuals) as a group have an 
interesting trait. Many of them are more willing to deviate from tradition than 
the man on the street.

Ok. So it seems you lump in scientists with intellectuals. Okay.

Geophysics are clever people. They are generally experts and finding stuff in 
the ground and telling the engineers where to dig. They sometimes also have no 
interest whatsoever in philosophy or politics or whatever as well. Sometimes 
they do.

But if a scientist has not much interest in stuff outside their own work - because 
it's that which they are most passionate about, do they still deserve the title 
intellectual? I don't know. I'm asking.

This helps them do their job. What good is an intellectual who believes nothing 
but the ideas of the past? To some extent, it's necessary.

But it's also a dangerous trait. All sorts of evil has easily recruited the support 
of large numbers of intellectual. The evil may violate traditional morality and 
common sense, but many intellectuals are willing to look past that.

Nazi ideology had the support of various intellectuals, not only in Germany but 
abroad. Communist ideology too.

Margaret Sanger and others had no difficulty getting various intellectuals, 
including scientists, to advocate racism and anti-life ideology. Population 
control (especially of the poor and non-white) is an anti-human ideology that 



conflicts with tradition and initially found easier acceptance with intellectuals 
than the Church-going man-on-the-street.

It's an interesting way you have constructed those two paragraphs. I find it a bit 
misleading. But maybe it's just me. You speak about Nazism and Communism 
and then in next paragraph talk about Sanger. It suggests a connection.

They are connected by all being evils supported by lots of intellectuals.

I explicitly named this theme before bringing them up. "All sorts of evil has easily 
recruited the support of large numbers of intellectual." Then I explicitly give Nazis 
and Communists as an example of that. Then I explicitly intro Sanger with 
"Margaret Sanger and others had no difficulty getting various intellectuals, 
including scientists, to advocate racism and anti-life ideology."

How could I have been any more crystal clear, blunt, repetitive and explicit? What 
more should I do than including-in-advance the answer to your misunderstanding 
three times in a row in the space of three short paragraphs?

I think no matter what one writes, misunderstanding is always possible and there 
is a burden on readers to make a substantive effort to understand. But here, in 
addition to misunderstanding a repeated point after reading, we have a failure to 
ask any question about it. Instead of asking what I meant, it accuses me of 
something I already explicitly stated I wasn't saying.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: June 15, 2012 at 7:33 PM

On 16/06/2012, at 9:06, "Elliot Temple" <curi@curi.us> wrote:

On Jun 15, 2012, at 3:08 PM, Brett Hall wrote:

On 16/06/2012, at 3:42, "Elliot Temple" <curi@curi.us> wrote:

On Jun 15, 2012, at 1:09 AM, Brett Hall wrote:

Catholic tacit support for Nazism was a very bad thing done largely for 
religious reasons.

Some Catholics standing up against some bad people sometimes like 
Sanger doesn't exonerate the evil they have done and continue to do. 
Catholicism doesn't need defending, it needs criticism.

Oh really? Catholicism has tons and tons of intellectual critics already. But 
how many intellectual defenders?

Those who attack Catholicism don't do so in isolation. Dawkins and Harris 
take broad strokes - they criticise catholicism as part of the package. Most 
of the conservatives support Catholics - especially in your country. Bill O-
Reilly comes to mind.

Bill O-Reilly is your idea of an intellectual? Same category as Dawkins and 
Harris?

No, I don't think so. But then i dont know what an intellectual is let alone what 
the caregories would be.

Then why did you offer him as an example of a member of a category 
(intellectual defenders of Catholicism) if you don't know how to evaluate what's 
in the category?



That's no way to have a discussion where you just gave thoughtless answers

So I'm thoughtless? Insulting.

and then retract them immediately,

And don't have a position?

while never even understanding the question.

In your opinion. Again, this suggests you think I'm ignorant. Which you think is an 
insult.

Considering my original post talked about intellectuals extensively and that was 
connected to the main points, you shouldn't actually be criticizing it at all, in any 
substantial way, if you have no clue what I was writing about.

No clue? Insulting.

Yet you are.

Now I'm a liar too. I am telling you, over and again that I don't know what you 
mean by intellectual. I ask what you mean and instead of an answer I am 
insulted. And told I do know. You know what's in my mind.

That's no way to have a discussion.

No, it's not.

(To be clear: I don't think that's the case. My guess is you do know what it is.

Again! You are guessing that I am lying! You think I'm a liar. That's quite insulting. 
But I only point this out - though I do think it's true - because you are so quick to 
leap to the "I'm insulted" thing.

But you're now explicitly claiming it is the case, which implies that all of your 



replies so far were completely inappropriate. So that's a problem for you.)

All? What do you mean "all"? Every bit of each one? They are all, all completely 
inappropriate? Again, that's insulting because I must be ignorant (an insult in your 
eyes) and quite possibly stupid too because I cannot learn.

I'm not sure why you want to change the topic to these side issues when, I'll try 
once more to return to my original questions: about Dawkins. And all that other 
stuff that was in the first response to your original post.

You seem determined to score the point that I am presuming you are ignorant. 
You can have that point. I concede.

Back to "Dawkins is a villain" now then?

Brett.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Use it (brain) or lose it.
Date: June 15, 2012 at 9:23 PM

I've heard physicians say that Alzheimer's disease is less "likely" to
occur if you "workout" your brain (or something like that).

How can that idea reconcile with the hardware/software model?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Use it (brain) or lose it.
Date: June 15, 2012 at 9:25 PM

On Jun 15, 2012, at 6:23 PM, Rami Rustom wrote:

I've heard physicians say that Alzheimer's disease is less "likely" to
occur if you "workout" your brain (or something like that).

How can that idea reconcile with the hardware/software model?

Alzhimer's is a genetic problem, but how one copes with it is an issue of good or 
bad thinking.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Use it (brain) or lose it.
Date: June 16, 2012 at 9:36 AM

On Fri, Jun 15, 2012 at 8:25 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 15, 2012, at 6:23 PM, Rami Rustom wrote:

I've heard physicians say that Alzheimer's disease is less "likely" to
occur if you "workout" your brain (or something like that).

How can that idea reconcile with the hardware/software model?

Alzhimer's is a genetic problem, but how one copes with it is an issue of good or 
bad thinking.

I didn't find the scientific paper, but here's an article that
supports the 'use it or lose it' idea.

http://www.sciencedaily.com/releases/2008/02/080207091859.htm

-- Rami

-- 

http://www.sciencedaily.com/releases/2008/02/080207091859.htm


From: Rami Rustom <rombomb@gmail.com> <beginning-of-
infinity@googlegroups.com>
Subject: [TCS] Emotion and rationality
Date: June 16, 2012 at 3:16 PM

A 5 y.o. falls, hits his head, gets a big cut, cries at first because of
how he interpreted other people's reactions to the blood gushing, then he's
taken to the emergency room to get it stitched.

During the stitching, a few extra people come to the table he's laying on.
So there are now 4 people holding him down. After the first stitch the
people realize that he's not squirming so they let him go.

Judging from the adults behavior I guess that most children do squirm from
fear of the needle. But squirming increases the danger.

I've spoken to nurses who say that many adults squirm when they stick
needles in them. So they don't get it either.

And when I question people about this, they say that they can't control it.
And since they believe that they have no control in changing their
behavior, then surely they don't attempt to effect change. And without
attempting to change, then nothing changes.

If kids can do it then surely adults can to.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Emotion and rationality
Date: June 16, 2012 at 10:25 PM

On 17/06/2012, at 5:16, "Rami Rustom" <rombomb@gmail.com> wrote:

A 5 y.o. falls, hits his head, gets a big cut, cries at first because of how he 
interpreted other people's reactions to the blood gushing, then he's taken to the 
emergency room to get it stitched.

During the stitching, a few extra people come to the table he's laying on. So 
there are now 4 people holding him down. After the first stitch the people realize 
that he's not squirming so they let him go.

Is this always the case? Are you just talking about reasonably painless needles?
Judging from the adults behavior I guess that most children do squirm from fear 
of the needle. But squirming increases the danger.

I've spoken to nurses who say that many adults squirm when they stick needles 
in them. So they don't get it either.

And when I question people about this, they say that they can't control it. And 
since they believe that they have no control in changing their behavior, then 
surely they don't attempt to effect change. And without attempting to change, 
then nothing changes.

If kids can do it then surely adults can to.

Pain is real. Squirming can be controlled but not all pain can simply be interpreted 
away. We exchanged some posts months ago about this topic in a similar vein.

If it was as easy as interpreting pain in another way, anaesthetic would be a 
useless invention. We could do surgery without it as people could learn to 
reinterpret incisions as enjoyable. The motivation for this is high as health costs 
are huge and anaesthetists are very well paid.

But reinterpretation of all pain cannot be done. And so not all behaviour can be 
controlled.

In the example you use here, it might very well be the case that the needle 



actually doesn't hurt *enough* to cause squirming. If it doesn't hurt at all, then 
there's no problem. This issue isn't actually complicated at all. Some things hurt a 
lot and you react in ways you can't control. Sometimes you can control it. There 
really are behaviours that are uncontrolled. Some are called *reflexes*. Squirming 
can be a reflex.

Adults sometimes don't squirm either. Adults usually know to look away from a 
needle and then notice it less. For very good reasons adults develop reflexes to 
pain. It decreases the time taken for a reaction to occur in response to a 
damaging stimulus.

So if an adult or child squirms at a needle? Two reasons then: it actually hurts so 
much that they rightfully claim they cannot control it. Nerve signals to the brain 
actually shut down thinking altogether, the prefrontal cortex is deactivated as the 
rest of the brain goes into a flight, fright or fight response. In some cases the 
brain is secondary to nerves in the spine which are actually in direct control of the 
body during a reflex response. So in this case, no 'interpretation' is possible. If 
you think this is not true then simply dial up the pain as high as you like. What if 
the needle was 10cm long? What if it was 1cm in diameter? What if it was hot? 
What if it was injected into your eyeball? What if it was 100 such needles? How 
painful must it get before you grant interpretation isn't that useful?

The other possible explanation (aside from it being truly the case that sometimes 
squirming or reacting cannot be controlled) is that, yes indeed, the adult 
expectation itself seems to hurt. The brain seems to have this ability to simulate 
pain even when there's no stimulus. This is a matter of interpretation because it's 
just going on in the head. We all know that watching the needle go in is worse for 
most people than not watching. We can simply dream about a needle when none 
is there and feel pain too. But waking up takes that away.

I think there are real and important limits to the 'you can control your behaviour' 
idea to be noticed here. Sometimes you can. I think we mostly already know and 
are right to value the times when we can control our behaviour. Controlling 
behaviour is very important. Reacting to feelings in an uncritical way all the time 
is a sure fire way to misery. But I think it's as bad to overstate the human ability to 
control behaviour as it is to understate it...because you can get into this thing of 
finding faults in people for things over which they really did have no control.

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Emotion and rationality
Date: June 17, 2012 at 12:09 PM

 On Jun 16, 2012 9:25 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 17/06/2012, at 5:16, "Rami Rustom" <rombomb@gmail.com> wrote:

A 5 y.o. falls, hits his head, gets a big cut, cries at first because of
how he interpreted other people's reactions to the blood gushing, then he's
taken to the emergency room to get it stitched.

During the stitching, a few extra people come to the table he's laying on.
So there are now 4 people holding him down. After the first stitch the
people realize that he's not squirming so they let him go.

Is this always the case? Are you just talking about reasonably painless
needles?

I'm referring to a specific event.

 Judging from the adults behavior I guess that most children do squirm
from fear of the needle. But squirming increases the danger.

I've spoken to nurses who say that many adults squirm when they stick
needles in them. So they don't get it either.

And when I question people about this, they say that they can't control
it. And since they believe that they have no control in changing their
behavior, then surely they don't attempt to effect change. And without
attempting to change, then nothing changes.

If kids can do it then surely adults can to.

Pain is real. Squirming can be controlled but not all pain can simply be
interpreted away.



Agreed.

We exchanged some posts months ago about this topic in a similar vein.

What is in vein? It seems that you're suggesting that we have not reached
agreement. In which case the discussion should have continued. I think
discussions should continue until agreement is reached, i.e. until the
discussions conclusion.

In this specific case, a local anesthesia was administered. So the only
reason to squirm would be the fear of needles.

If it was as easy as interpreting pain in another way,

No one said it was easy. Otherwise, many people would have learned it.

anaesthetic would be a useless invention.

Since few people can have a lot of pain without suffering, anesthesia isn't
useless.

We could do surgery without it as people could learn to reinterpret
incisions as enjoyable. The motivation for this is high as health costs are
huge and anaesthetists are very well paid.

As you said, some pains are too great, e.g. giving birth. If I had to give
birth I want to be knocked out.



But reinterpretation of all pain cannot be done. And so not all behaviour
can be controlled.

In the example you use here, it might very well be the case that the
needle actually doesn't hurt *enough* to cause squirming. If it doesn't
hurt at all, then there's no problem. This issue isn't actually complicated
at all. Some things hurt a lot and you react in ways you can't control.
Sometimes you can control it. There really are behaviours that are
uncontrolled. Some are called *reflexes*. Squirming can be a reflex.

Agreed. The nervous system [exterior to the brain] is responsible for
reflexes.

Adults sometimes don't squirm either. Adults usually know to look away
from a needle and then notice it less. For very good reasons adults develop
reflexes to pain. It decreases the time taken for a reaction to occur in
response to a damaging stimulus.

Ah you just reminded me that we are not born with those reflexes. So we
learned them. And by learned I mean the dumb kind of learning that doesn't
involve the brain, i.e. doesn't involve ideas.

So if an adult or child squirms at a needle? Two reasons then: it actually
hurts so much that they rightfully claim they cannot control it. Nerve
signals to the brain actually shut down thinking altogether, the prefrontal
cortex is deactivated as the rest of the brain goes into a flight, fright
or fight response.

Consider a situation where there is no pain. A pack of lions have made a
kill and are eating it. A 60 y.o. African and two 20 y.o. Africans with him
are nearby. They are hunting. Do they run away in fear or do they walk



towards the lions to steal the lion's kill?

In some cases the brain is secondary to nerves in the spine which are
actually in direct control of the body during a reflex response. So in this
case, no 'interpretation' is possible. If you think this is not true then
simply dial up the pain as high as you like. What if the needle was 10cm
long? What if it was 1cm in diameter? What if it was hot? What if it was
injected into your eyeball? What if it was 100 such needles? How painful
must it get before you grant interpretation isn't that useful?

The other possible explanation (aside from it being truly the case that
sometimes squirming or reacting cannot be controlled) is that, yes indeed,
the adult expectation itself seems to hurt. The brain seems to have this
ability to simulate pain even when there's no stimulus. This is a matter of
interpretation because it's just going on in the head. We all know that
watching the needle go in is worse for most people than not watching. We
can simply dream about a needle when none is there and feel pain too. But
waking up takes that away.

I think there are real and important limits to the 'you can control your
behaviour' idea to be noticed here. Sometimes you can. I think we mostly
already know and are right to value the times when we can control our
behaviour. Controlling behaviour is very important. Reacting to feelings in
an uncritical way all the time

*any* time

is a sure fire way to misery. But I think it's as bad to overstate the
human ability to control behaviour as it is to understate it...because you
can get into this thing of finding faults in people for things over which
they really did have no control.

My post was about fear not pain.



Take an example of a person driving a car and notices another car made a
mistake. The mistake may lead to a crash. The driver has the emotion of
fear. She puts her hands up to her face and screams. Surely she can not
control the car to avoid a crash because her hands are not on the steering
wheel. The crash occurs. Did she have control over her behavior? If you ask
her, she says 'no' and she cites her fear. But she did have control. She
could have chosen to keep her hands on the steering wheel. She could learn
to avoid accidents better by playing car simulation games.

Take an example of a person driving in snow conditions. He was speeding and
he usually does speed. This means he's always on the look out for police
cars. He comes to the peak of a hill and sees a cop. He has the emotion of
fear; of getting caught speeding. He slams on the breaks. That causes his
tires to lose transaction. His car ends up in a ditch. Ironically the cop
says, 'I'm glad I was here to make sure you're ok.' Did he have control of
his behavior of slamming on the breaks? Yes. He could stop speeding
altogether. So he won't have a fear of getting caught. So he won't slam on
his breaks whenever he sees a cop.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Self-sacrifice vs changing preference BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: June 17, 2012 at 12:45 PM

On a hot summer day, a couple of kids want to go to the park to play
with their cousins who are going to be there for a picnic. The mother
doesn't want to be outside in 95 degree (F) whether. Nor does she want
(in general) to eat outside. She would rather stay at home and read
her book and email lists.

She does goes to the park. Her reasons are:

- she values that her kids will get some exercise which is healthy

- she values that her kids will interact with other kids which is
opportunity for learning conflict resolution

- she can read the book and email lists on her smartphone while she's
not pushing her kids on the swings and while they aren't wanting her
to watch them do something.

So is she changing his preference? Or is she sacrificing her
preference and then rationalizing her way out of thinking she
self-sacrificed?

-- Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Reading comprehension
Date: June 17, 2012 at 1:38 PM

Reading well is a greatly under appreciated skill and not many people have 
developed it. To be sure, lots of people can kinda read. That is, if you ask them to 
read a particular piece of text, lots of people will be able to repeat the words, but 
this is not the same as understanding the words.

In BoI, David points out that understanding another person's actions properly 
requires that you recreate the knowledge that motivates those actions. When you 
are trying to read something you also have to try to understand the knowledge 
the authors of the text had about the meaning of words or phrases. Many people 
feel tempted to make the content of a piece of text different from what the person 
has actually written, but this is a mistake.

Below, I'm going to take a statement made about a particular piece of text and 
explain why it is false. This requires paying close attention to the statements 
made in the text right down to individual words.

Ron Paul, who is often described as a libertarian political candidate, wrote:

Consider the Lawrence case decided by the Supreme Court in June. The Court 
determined that Texas had no right to establish its own standards for private 
sexual conduct, because gay sodomy is somehow protected under the 14th 
amendment “right to privacy.” Ridiculous as sodomy laws may be, there clearly 
is no right to privacy nor sodomy found anywhere in the Constitution. There are, 
however, states' rights — rights plainly affirmed in the Ninth and Tenth 
amendments. Under those amendments, the State of Texas has the right to 
decide for itself how to regulate social matters like sex, using its own local 
standards.

http://www.lewrockwell.com/paul/paul120.html

Ron Paul is claiming that the ninth and tenth Amendments talk about state's 
rights. Let's have a look at the text of those amendments:

Amendment 9
The enumeration in the Constitution, of certain rights, shall not be construed to 
deny or disparage others retained by the people.

http://www.lewrockwell.com/paul/paul120.html


Amendment 10
The powers not delegated to the United States by the Constitution, nor 
prohibited by it to the States, are reserved to the States respectively, or to the 
people.

The ninth amendment refers to the people and not to the states, and it does 
mention rights. If the ninth amendment mentions the people and takes them as 
synonymous with the states, then the tenth amendment would only mention the 
people and wouldn't have to mention the states as well. So the people and the 
states are not two different words for the same concept.

The tenth amendment mentions powers but not rights. If powers and rights are 
the same then why not use the same word?

We are left with the conclusion that, contrary to what Ron Paul said, the ninth and 
tenth amendment do not say anything about states' rights. The ninth amendment 
mentions rights but not states, and the tenth amendment mentions states but not 
rights.

So what are the ninth and tenth amendments actually saying? The ninth 
amendment is saying that people have rights that are not mentioned in the 
constitution. So there is stuff that you're not allowed to do to people because it 
violates their rights. It doesn't say anything about states, and so it isn't about 
states' rights.

The tenth amendment is saying that the states and the people have powers. If 
those powers are not delegated to Congress, or prohibited to the states then the 
states can exercise them, or the people can exercise them. Powers denote stuff 
that a person or institution is allowed to do, and this is not the same as rights.

The idea of states' rights has often been raised in discussions of the powers of 
the federal government. So perhaps Ron Paul thought that the founders had a 
particular position on states' rights. Whether or not they supported states' rights, 
they didn't put the idea in the ninth and tenth amendments and reading it into 
those documents is a mistake.

You can improve your ability to discuss positions by understanding better the 
positions that other people adopt and one way to do that is by reading better as 
described above.



Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Reading comprehension
Date: June 17, 2012 at 2:01 PM

On Jun 17, 2012 12:38 PM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

Reading well is a greatly under appreciated skill and not many people have 
developed it. To be sure, lots of people can kinda read. That is, if you ask them 
to read a particular piece of text, lots of people will be able to repeat the words, 
but this is not the same as understanding the words.

In BoI, David points out that understanding another person's actions properly 
requires that you recreate the knowledge that motivates those actions. When 
you are trying to read something you also have to try to understand the 
knowledge the authors of the text had about the meaning of words or phrases. 
Many people feel tempted to make the content of a piece of text different from 
what the person has actually written, but this is a mistake.

Below, I'm going to take a statement made about a particular piece of text and 
explain why it is false. This requires paying close attention to the statements 
made in the text right down to individual words.

Ron Paul, who is often described as a libertarian political candidate, wrote:

Consider the Lawrence case decided by the Supreme Court in June. The 
Court determined that Texas had no right to establish its own standards for 
private sexual conduct, because gay sodomy is somehow protected under the 
14th amendment “right to privacy.” Ridiculous as sodomy laws may be, there 
clearly is no right to privacy nor sodomy found anywhere in the Constitution. 
There are, however, states' rights — rights plainly affirmed in the Ninth and 
Tenth amendments. Under those amendments, the State of Texas has the right 
to decide for itself how to regulate social matters like sex, using its own local 
standards.

http://www.lewrockwell.com/paul/paul120.html

Ron Paul is claiming that the ninth and tenth Amendments talk about state's 
rights. Let's have a look at the text of those amendments:

http://www.lewrockwell.com/paul/paul120.html


Amendment 9
The enumeration in the Constitution, of certain rights, shall not be construed to 
deny or disparage others retained by the people.
Amendment 10
The powers not delegated to the United States by the Constitution, nor 
prohibited by it to the States, are reserved to the States respectively, or to the 
people.

The ninth amendment refers to the people and not to the states, and it does 
mention rights. If the ninth amendment mentions the people and takes them as 
synonymous with the states, then the tenth amendment would only mention the 
people and wouldn't have to mention the states as well. So the people and the 
states are not two different words for the same concept.

The tenth amendment mentions powers but not rights. If powers and rights are 
the same then why not use the same word?

We are left with the conclusion that, contrary to what Ron Paul said, the ninth 
and tenth amendment do not say anything about states' rights. The ninth 
amendment mentions rights but not states, and the tenth amendment mentions 
states but not rights.

Lets assume just for the purpose of this hypothetical that the two
amendments were written by different people. Then the words could
represent the same ideas, rather than different ideas as your argument
says. Then your argument is wrong. Right?

-- Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Reading comprehension
Date: June 17, 2012 at 2:12 PM

On 17 Jun 2012, at 19:01, Rami Rustom wrote:

On Jun 17, 2012 12:38 PM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

Reading well is a greatly under appreciated skill and not many people have 
developed it. To be sure, lots of people can kinda read. That is, if you ask them 
to read a particular piece of text, lots of people will be able to repeat the words, 
but this is not the same as understanding the words.

In BoI, David points out that understanding another person's actions properly 
requires that you recreate the knowledge that motivates those actions. When 
you are trying to read something you also have to try to understand the 
knowledge the authors of the text had about the meaning of words or phrases. 
Many people feel tempted to make the content of a piece of text different from 
what the person has actually written, but this is a mistake.

Below, I'm going to take a statement made about a particular piece of text and 
explain why it is false. This requires paying close attention to the statements 
made in the text right down to individual words.

Ron Paul, who is often described as a libertarian political candidate, wrote:

Consider the Lawrence case decided by the Supreme Court in June. The 
Court determined that Texas had no right to establish its own standards for 
private sexual conduct, because gay sodomy is somehow protected under 
the 14th amendment “right to privacy.” Ridiculous as sodomy laws may be, 
there clearly is no right to privacy nor sodomy found anywhere in the 
Constitution. There are, however, states' rights — rights plainly affirmed in the 
Ninth and Tenth amendments. Under those amendments, the State of Texas 
has the right to decide for itself how to regulate social matters like sex, using 
its own local standards.

http://www.lewrockwell.com/paul/paul120.html

Ron Paul is claiming that the ninth and tenth Amendments talk about state's 

http://www.lewrockwell.com/paul/paul120.html


rights. Let's have a look at the text of those amendments:

Amendment 9
The enumeration in the Constitution, of certain rights, shall not be construed 
to deny or disparage others retained by the people.
Amendment 10
The powers not delegated to the United States by the Constitution, nor 
prohibited by it to the States, are reserved to the States respectively, or to the 
people.

The ninth amendment refers to the people and not to the states, and it does 
mention rights. If the ninth amendment mentions the people and takes them as 
synonymous with the states, then the tenth amendment would only mention 
the people and wouldn't have to mention the states as well. So the people and 
the states are not two different words for the same concept.

The tenth amendment mentions powers but not rights. If powers and rights are 
the same then why not use the same word?

We are left with the conclusion that, contrary to what Ron Paul said, the ninth 
and tenth amendment do not say anything about states' rights. The ninth 
amendment mentions rights but not states, and the tenth amendment mentions 
states but not rights.

Lets assume just for the purpose of this hypothetical that the two
amendments were written by different people. Then the words could
represent the same ideas, rather than different ideas as your argument
says. Then your argument is wrong. Right?

In that hypothetical it is conceivable that you would be right, but the hypothetical 
is wrong.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Businessmen need good philosophy
Date: June 17, 2012 at 2:15 PM

Businessmen need good philosophy in order to manage their businesses
well. All super-successful people became successful because they knew
and applied good philosophy, e.g. Steve Jobs and John Rockefeller.

It stands to reason that any businessman would be more successful if
he learning more/better philosophy.

But lets consider Job's and Rockefeller's motivations for doing what
they did. I think they enjoyed creating things, i.e. turning ideas
into reality. Their ideas were enormous, world-changing. So the work
required to turn their ideas into reality was immense. I expect that
they truly enjoyed that work.

Did they also want to become famous for their success? I ask because
I've met successful people who say that they've always liked competing
and winning since childhood. Is that an other-people-oriented idea?
Why should they care to win? Why should they care to beat others?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Psychiatry vs Internet
Date: June 17, 2012 at 6:47 PM

http://www.nytimes.com/2012/06/17/opinion/sunday/how-depressed-people-use-
the-internet.html?_r=1&hp

We believe that your pattern of Internet use says something about you. 
Specifically, our research suggests it can offer clues to your mental well-being.

...

In February of last year, we recruited 216 undergraduate volunteers at Missouri 
University of Science and Technology. First, we had the participants fill out a 
version of a questionnaire called the Center for Epidemiologic Studies 
Depression Scale, which is widely used for measuring depression levels in the 
general population. The survey revealed that 30 percent of the participants met 
the criteria for depressive symptoms. (This was in line with national estimates 
that 10 to 40 percent of college students at some point experience such 
symptoms.)

Actually, 30% currently sounds rather high for 40% "at some point". We'd have to 
know the average duration to actually check, but it doesn't sound in line to me.

Of course, it wasn't a random sample of the student population. So this can't 
mean much of anything, regardless.

Also since there is no objective meaning for "depression", this whole thing can't 
mean what it claims to.

Next, we had the university’s information technology department provide us with 
campus Internet usage data for our participants for February.

Ugh. What an invasion of privacy.

Also they've made an assumption here that a person's campus Internet usage is 
their internet usage. But some students have iPhones with their own data plans, 
or go home on the weekend, or visit McDonalds and use its wifi.

http://www.nytimes.com/2012/06/17/opinion/sunday/how-depressed-people-use-the-internet.html?_r=1&hp


There were two major findings. First, we identified several features of Internet 
usage that correlated with depression. In other words, we found a trend: in 
general, the more a participant’s score on the survey indicated depression, the 
more his or her Internet usage included these (rather technical-sounding) 
features — for instance, “p2p packets,” which indicate high levels of sharing files 
(like movies and music).

Our second major discovery was that there were patterns of Internet usage that 
were statistically high among participants with depressive symptoms compared 
with those without symptoms. That is, we found indicators: styles of Internet 
behavior that were signs of depressive people. For example, participants with 
depressive symptoms tended to engage in very high e-mail usage. This perhaps 
was to be expected: research by the psychologists Janet Morahan-Martin and 
Phyllis Schumacher has shown that frequent checking of e-mail may relate to 
high levels of anxiety, which itself correlates with depressive symptoms.

Another example: the Internet usage of depressive people tended to exhibit high 
“flow duration entropy” — which often occurs when there is frequent switching 
among Internet applications like e-mail, chat rooms and games. This may 
indicate difficulty concentrating. This finding, too, is consistent with the 
psychological literature: according to the National Institute of Mental Health, 
difficulty concentrating is also a sign of depressive symptoms among students.

OTHER characteristic features of “depressive” Internet behavior included 
increased amounts of video watching, gaming and chatting.

So, having people to email with = depression. Downloading TV shows instead of 
using cable TV = depression. Multitasking = bad concentration = depression. 
(Umm, what? Multitasking requires good concentration to keep track of multiple 
things.) Gaming = depression.

You think that's bad? Now it gets worse:

What are the practical applications of this research? We hope to use our 
findings to develop a software application that could be installed on home 
computers and mobile devices. It would monitor your Internet usage and alert 



you when your usage patterns might signal symptoms of depression. This would 
not replace the function of mental health professionals, but it could be a cost-
effective way to prompt people to seek medical help early. It might also be a tool 
for parents to monitor the mood-related Internet usage patterns of their children.

So their goal is to expand institutional psychiatry, get fewer adults to take 
responsibility for their own lives, destroy children's privacy, coerce children and 
get children sent to psychiatrists.

Such software could also be used at universities, perhaps installed on campus 
networks to notify counselors of students whose Internet usage patterns are 
indicative of depressive behavior.

Why would anyone need privacy if he wasn't sinful?

Mental health groups have recommended screening in multiple settings as a 
critical component of preventing mental health problems in young people. We 
believe that monitoring Internet usage could be part of the solution.

Big Brother has gotten a psychiatry degree.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com> <Fabric-of-
Reality@yahoogroups.com>
Subject: [BoI] What is an idea?
Date: June 19, 2012 at 4:41 PM

There are two types of ideas: those that do take the form of explanations
and those that don't. Right?

-- Rami

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] What is an idea?
Date: June 19, 2012 at 4:58 PM

Is an emotion an idea? Is a perception an idea? Are quale, more generally, 
ideas?

If the answers to any of these are 'yes' , then no.

If the answer is 'no', then yes.

Brett.

On 20/06/2012, at 6:41, "Rami Rustom" <rombomb@gmail.com> wrote:

There are two types of ideas: those that do take the form of explanations and 
those that don't. Right?

-- Rami

-- 

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] What is an idea?
Date: June 19, 2012 at 5:19 PM

On Tue, Jun 19, 2012 at 3:58 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 20/06/2012, at 6:41, "Rami Rustom" <rombomb@gmail.com> wrote:

There are two types of ideas: those that do take the form of explanations
and those that don't. Right?

Is an emotion an idea?

Yes. And it lacks explanation.

Is a perception an idea?

No. Perceptions are concretes.

Are quale, more generally, ideas?

Yes, they are similar to emotions. And like emotions, they lack explanation.

If the answers to any of these are 'yes' , then no.

No there are not two types of ideas? (A) Those that contain
explanations and (B) those that are explanationless? Why not?

...

Also, going forward, please don't top post.

-- Rami

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] What is an idea?
Date: June 19, 2012 at 5:36 PM

On 20/06/2012, at 7:20, "Rami Rustom" <rombomb@gmail.com> wrote:

On Tue, Jun 19, 2012 at 3:58 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 20/06/2012, at 6:41, "Rami Rustom" <rombomb@gmail.com> wrote:

There are two types of ideas: those that do take the form of explanations
and those that don't. Right?

Is an emotion an idea?

Yes. And it lacks explanation.

Is a perception an idea?

No. Perceptions are concretes.

Are quale, more generally, ideas?

Yes, they are similar to emotions. And like emotions, they lack explanation.

Do you think they are, even in principle, inexplicable? Or do we just (currently) 
lack the epistemological apparatus?

If the answers to any of these are 'yes' , then no.

No there are not two types of ideas? (A) Those that contain
explanations and (B) those that are explanationless? Why not?

My mistake. Answering "yes" to any of those questions I asked implies "yes", you 
are right about there being explanationless ideas.



Brett

-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] What is an idea?
Date: June 19, 2012 at 5:41 PM

On Tue, Jun 19, 2012 at 4:36 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 20/06/2012, at 7:20, "Rami Rustom" <rombomb@gmail.com> wrote:

On Tue, Jun 19, 2012 at 3:58 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 20/06/2012, at 6:41, "Rami Rustom" <rombomb@gmail.com> wrote:

There are two types of ideas: those that do take the form of explanations
and those that don't. Right?

Is an emotion an idea?

Yes. And it lacks explanation.

Is a perception an idea?

No. Perceptions are concretes.

Are quale, more generally, ideas?

Yes, they are similar to emotions. And like emotions, they lack explanation.

Do you think they are, even in principle, inexplicable? Or do we just (currently) 
lack the epistemological apparatus?

No. But once the reasons for an emotion are explained, then the
emotion no longer exists. So while an emotion exists, i.e. while
someone is having an emotion, it is inexplicit.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] What is an idea?
Date: June 19, 2012 at 6:09 PM

On Tue, Jun 19, 2012 at 4:41 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Tue, Jun 19, 2012 at 4:36 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 20/06/2012, at 7:20, "Rami Rustom" <rombomb@gmail.com> wrote:
On Tue, Jun 19, 2012 at 3:58 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 20/06/2012, at 6:41, "Rami Rustom" <rombomb@gmail.com> wrote:

There are two types of ideas: those that do take the form of explanations
and those that don't. Right?

Is an emotion an idea?

Yes. And it lacks explanation.

Is a perception an idea?

No. Perceptions are concretes.

Are quale, more generally, ideas?

Yes, they are similar to emotions. And like emotions, they lack explanation.

Do you think they are, even in principle, inexplicable? Or do we just (currently) 
lack the epistemological apparatus?

No. But once the reasons for an emotion are explained, then the
emotion no longer exists. So while an emotion exists, i.e. while
someone is having an emotion, it is inexplicit.

Thats wrong. My explanation only makes sense for negative emotions
like anger, sadness, worry. Positive emotions like happiness don't
subside when the emotions is explained.



Wait its not true for all negative emotions either. If someone's
mother dies unexpectedly, he may have a negative emotion, and he may
explicitly know the reasons for his emotion.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Objectivist Epistemology BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: June 19, 2012 at 9:41 PM

Reading _Introduction to Objectivist Epistemology_ (Chapter 3):

Rand said that there are concretes and concepts. And that concepts are
of two types: perceptual and conceptual. So...

I know that perceptual concepts and conceptual concepts are ideas.

But are concretes also ideas?

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Weighing values in order to choose which value to act upon TCS 
<taking-children-seriously@googlegroups.com>
Date: June 20, 2012 at 12:01 PM

Reading _Introduction to Objectivist Epistemology_:

The simplest example of this process, which all men practice (with
various degrees of precision and success), may be seen in the realm of
material values—in the (implicit) principles that guide a man’s spending of
money. On any level of income, a man’s money is a limited quantity; in
spending it, he weighs the value of his purchase against the value of every
other purchase open to him for the same amount of money, he weighs it
against the hierarchy of all his other goals, desires and needs, then makes
the purchase or not accordingly. (page 33)

Rand says that we weigh our values in order to choose which value we will
act upon. But that seems to convey a conflict-of-interest worldview.

To illustrate, say a kid wants to go to a picnic in the park with his
friends. His mom doesn't like to be in the sun during the hottest hours of
the day, e.g. 95 degree (F) temperature.

In Rand's view, the mom would *weigh* her values to determine whether or
not she will choose to take her kid to the park. Say the mom values (1) her
kids having fun, (2) spending time [e.g. playing with] her kids, (3) being
in a cool environment. So she *weighs* her values and determines that (1)
and (2) are more important than (3). But (3) contradicts her kid's
preference of going to the park during the hottest hours of the day.

The opposing worldview is one where there are no genuine
conflicts-of-interest. In this view, the mom and kid do some truth-seeking
together to find a common preference. In this specific situation, it might
be best for mom to change her preference of wanting to be in a cool
environment for just a couple of hours for the picnic. She could also
lesson the uncomfortable heat problem by getting a mist fan, wearing
clothes that breathe, or whatever.

So is Rand wrong? Or did I misunderstand her?



-- Rami



From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Re: [TCS] Weighing values in order to choose which value to act upon
Date: June 20, 2012 at 4:04 PM

On Wed, Jun 20, 2012 at 1:28 PM, Richard Fine <richard.fine@gmail.com> 
wrote:

On 6/20/2012 5:01 PM, Rami Rustom wrote:

Reading _Introduction to Objectivist Epistemology_:

 > The simplest example of this process, which all men practice (with
various
degrees of precision and success), may be seen in the realm of material
values—in the (implicit) principles that guide a man’s spending of money.
On any
level of income, a man’s money is a limited quantity; in spending it, he
weighs
the value of his purchase against the value of every other purchase open
to him
for the same amount of money, he weighs it against the hierarchy of all
his
other goals, desires and needs, then makes the purchase or not
accordingly.
(page 33)

Rand says that we weigh our values in order to choose which value we will
act
upon. But that seems to convey a conflict-of-interest worldview.

To illustrate, say a kid wants to go to a picnic in the park with his
friends.
His mom doesn't like to be in the sun during the hottest hours of the day,
e.g.
95 degree (F) temperature.

In Rand's view, the mom would *weigh* her values to determine whether or
not she
will choose to take her kid to the park. Say the mom values (1) her kids
having
fun, (2) spending time [e.g. playing with] her kids, (3) being in a cool



environment. So she *weighs* her values and determines that (1) and (2)
are more
important than (3). But (3) contradicts her kid's preference of going to
the
park during the hottest hours of the day.

I think that approaching this with an example situation that involves more
than one person will make it unnecessarily complicated. What's wrong with
Rand's initial example of considering whether/what to purchase?

The opposing worldview is one where there are no genuine
conflicts-of-interest.
In this view, the mom and kid do some truth-seeking together to find a
common
preference. In this specific situation, it might be best for mom to change
her
preference of wanting to be in a cool environment for just a couple of
hours for
the picnic. She could also lesson the uncomfortable heat problem by
getting a
mist fan, wearing clothes that breathe, or whatever.

So is Rand wrong? Or did I misunderstand her?

The big problem with the whole 'weighting' concept is that it doesn't
address how to assess value (i.e. how much weight to give something). Rand
doesn't really address this either AFAIK (and certainly not in the quote you
posted) - she's suggested that it's related to "the hierarchy of all his
other goals, desires, and needs," but that's pretty vague.

I believe she also made the point elsewhere that the only person who can
determine the value of something to a man is that man himself, which is true
- he's the only one privy to all his goals, desires, and needs - but it
still doesn't explain exactly how to do it.

Ultimately, valuation will work different ways in different situations -
which means that a general valuation function, one that works in *every*
situation, would have to be capable of creating new valuation functions.



Which are knowledge. Which can only be created by C&R...

So the valuation function is involved in the process of finding common
preferences, which Rand didn't explain. And had she known how to
explain it, then she wouldn't use the phrase *weighing values*.

On another note, the phrase *weighing values* is similar to the phrase
*probably true* in that both of them are ambiguous and false.

-- Rami



From: Elliot Temple <curi@curi.us>
Cc: FoR <Fabric-of-Reality@yahoogroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Subject: [TCS] Re: [BoI] Structure of Epistemology (was: Joining post: 20 Years 
of a Science of Consciousness)
Date: June 22, 2012 at 4:15 PM

On Jun 14, 2012, at 4:08 PM, Rami Rustom wrote:

On Sat, May 26, 2012 at 11:19 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On May 25, 2012 11:10 PM, "Elliot Temple" <curi@curi.us> wrote:
On May 25, 2012, at 4:55 PM, brian_scurfield wrote:

On May 25, 2012, at 12:25 AM, Elliot Temple wrote:
On May 24, 2012, at 11:22 AM, Henry Sturman wrote:

On 24-5-2012 9:53, Brian Scurfield wrote:

So, what is the difference between a virtual Windows PC instantiated on 
an iMac and an actual Windows PC?

-- Brian Scurfield

if you look only at information output, and information output happens  to 
be all we want from a computer,

This is the wrong way to look at computer programs.

Programs with the same outputs for the same input are **not the same 
program**.

For example they may have different run times, be differently hard to re-
use components of in other programs, be differently hard to add features 
too, and many other differences. They may be arriving at these same 
outputs by different internal algorithms (e.g. recursion vs iteration).

The same knowledge can be structured in many different ways and the 
structure affects our ability to use and to modify the knowledge. Knowing 
good ways to structure knowledge is therefore important. Once again, 
philosophy is called for, but the field of structural epistemology is relatively 
undeveloped. So, what are some important problems in structural 



epistemology?

A good place to start would be a bunch of non-programming examples and 
implications.

Here is part of one, with some questions:

We know in general terms that most school-learned knowledge is very 
*fragile*. That word fragile refers to its *structure*. It means that people have 
trouble modifying it and adapted it to different situations. It has a bad 
structure and is hard to use except in just the right context for it. It's not very 
resilient to different contexts or changes.

If you don't know what I mean, look up Feynman's attempts to teach physics 
in Brazil. His students have very fragile knowledge and memorize a lot of stuff 
exactly rather than learning more general concepts.

In Physics and Math, people tend to memorize formulas; I guess cause
they think its easier. And this requires that they memorize which
formulas apply to which problems. But this means that if they are
presented with a new kind of problem, they won't know which formula to
use. And this happens a lot on physics tests. So they end up using the
wrong formulas and/or inputting the numbers in them incorrectly.

So how can someone know which formulas apply to which problems, and
what the formulas mean in order to use them correctly? He must know
the principles. They explain the meaning behind which the formulas
were created and which problems the formulas apply to; even for
problems you've never seen before. Note that the number of problems
[in physics or any other field] are infinite. So how could someone
*memorize* which formulas apply to which problems if you can't
possibly know all the problems?

This applies to all knowledge. So in physics we have principles,
formulas, and problems. I've renamed these to logics, rules, and
situations.

Consider a business environment. There are situations that employees
are presented with and they need to apply the rules that their
employers created. But without the logic, employees can not know which



rules apply to which situations. They end up applying their own logic,
which may contradict their employers logic, and that causes them to
apply the wrong rule. Or they apply the appropriate rule but they do
so incorrectly. To solve this problem, employers should explain the
logic behind the rules, so that employees can figure out which
situations to apply them and how to apply them in said situations.

I just realized how this is connected to Finding Common Preferences.

We were discussing some ideas from the Attachment Parenting philosophy
and Elliot found an error in my understanding of Finding Common
Preferences.

I said:
AP suggests breastfeeding as long as the child wants it. I see no
inherent problem with this. But what if the mother doesn't want to do
it anymore? That is not a common preference. But she is supposed to
help her child get what he wants. So she should want to breastfeed as
long as her child wants to. Right?

Elliot said:
No. Again in CP finding it's crucial to consider *why* each party has their 
preferences and try to address the *problems they are trying to solve with 
those preferences*. Why does the mom want to stop? A continuing CP would 
involve solving that problem, not just telling her she's supposed to want to 
continue.

So how does this fit into my situations, rules, logics? Preferences
are rules.

i don't see the value in saying that.

is this trying to solve an organizational problem? can you clarify the problem?

And my question was what to do if the baby and the mom have
preferences [rules] that were conflicting?

the generic answer is: think about the *reasons for* those preferences. find other 
way to get the same stuff that doesn't conflict. and/or change bad reasoning.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] What is an idea?
Date: June 22, 2012 at 4:16 PM

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and those not.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>, FoR <Fabric-of-
Reality@yahoogroups.com>
Subject: Re: [TCS] Re: [BoI] Structure of Epistemology (was: Joining post: 20 
Years of a Science of Consciousness)
Date: June 22, 2012 at 4:32 PM

On Fri, Jun 22, 2012 at 3:15 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 14, 2012, at 4:08 PM, Rami Rustom wrote:

On Sat, May 26, 2012 at 11:19 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On May 25, 2012 11:10 PM, "Elliot Temple" <curi@curi.us> wrote:
On May 25, 2012, at 4:55 PM, brian_scurfield wrote:

On May 25, 2012, at 12:25 AM, Elliot Temple wrote:
On May 24, 2012, at 11:22 AM, Henry Sturman wrote:

On 24-5-2012 9:53, Brian Scurfield wrote:

So, what is the difference between a virtual Windows PC instantiated 
on an iMac and an actual Windows PC?

-- Brian Scurfield

if you look only at information output, and information output happens  
to be all we want from a computer,

This is the wrong way to look at computer programs.

Programs with the same outputs for the same input are **not the same 
program**.

For example they may have different run times, be differently hard to re-
use components of in other programs, be differently hard to add features 
too, and many other differences. They may be arriving at these same 
outputs by different internal algorithms (e.g. recursion vs iteration).

The same knowledge can be structured in many different ways and the 
structure affects our ability to use and to modify the knowledge. Knowing 
good ways to structure knowledge is therefore important. Once again, 
philosophy is called for, but the field of structural epistemology is relatively 
undeveloped. So, what are some important problems in structural 



epistemology?

A good place to start would be a bunch of non-programming examples and 
implications.

Here is part of one, with some questions:

We know in general terms that most school-learned knowledge is very 
*fragile*. That word fragile refers to its *structure*. It means that people have 
trouble modifying it and adapted it to different situations. It has a bad 
structure and is hard to use except in just the right context for it. It's not very 
resilient to different contexts or changes.

If you don't know what I mean, look up Feynman's attempts to teach physics 
in Brazil. His students have very fragile knowledge and memorize a lot of 
stuff exactly rather than learning more general concepts.

In Physics and Math, people tend to memorize formulas; I guess cause
they think its easier. And this requires that they memorize which
formulas apply to which problems. But this means that if they are
presented with a new kind of problem, they won't know which formula to
use. And this happens a lot on physics tests. So they end up using the
wrong formulas and/or inputting the numbers in them incorrectly.

So how can someone know which formulas apply to which problems, and
what the formulas mean in order to use them correctly? He must know
the principles. They explain the meaning behind which the formulas
were created and which problems the formulas apply to; even for
problems you've never seen before. Note that the number of problems
[in physics or any other field] are infinite. So how could someone
*memorize* which formulas apply to which problems if you can't
possibly know all the problems?

This applies to all knowledge. So in physics we have principles,
formulas, and problems. I've renamed these to logics, rules, and
situations.

Consider a business environment. There are situations that employees
are presented with and they need to apply the rules that their
employers created. But without the logic, employees can not know which



rules apply to which situations. They end up applying their own logic,
which may contradict their employers logic, and that causes them to
apply the wrong rule. Or they apply the appropriate rule but they do
so incorrectly. To solve this problem, employers should explain the
logic behind the rules, so that employees can figure out which
situations to apply them and how to apply them in said situations.

I just realized how this is connected to Finding Common Preferences.

We were discussing some ideas from the Attachment Parenting philosophy
and Elliot found an error in my understanding of Finding Common
Preferences.

I said:
AP suggests breastfeeding as long as the child wants it. I see no
inherent problem with this. But what if the mother doesn't want to do
it anymore? That is not a common preference. But she is supposed to
help her child get what he wants. So she should want to breastfeed as
long as her child wants to. Right?

Elliot said:
No. Again in CP finding it's crucial to consider *why* each party has their 
preferences and try to address the *problems they are trying to solve with 
those preferences*. Why does the mom want to stop? A continuing CP would 
involve solving that problem, not just telling her she's supposed to want to 
continue.

So how does this fit into my situations, rules, logics? Preferences
are rules.

i don't see the value in saying that.

is this trying to solve an organizational problem? can you clarify the problem?

Yes. Its concept organization. I'm trying to define the concept of
knowledge and the concept of truth-seeking. So for example I realized
that common-preference-finding (CPF) is a concept subsumed under the
wider concept of truth-seeking, where in CPF the knowledge that we
seek is preferences, and in truth-seeking the knowledge that we seek



is any knowledge.

And my question was what to do if the baby and the mom have
preferences [rules] that were conflicting?

the generic answer is: think about the *reasons for* those preferences. find 
other way to get the same stuff that doesn't conflict. and/or change bad 
reasoning.

Yes that answer is good and concise. My answer works too.

When we think of our preferences, and if we don't think of *why* we
have those preferences [in a specific situation], then this means that
is fragile knowledge, as you described earlier in this discussion. So
you asked and I answered [this time I'll add some notes]...

How can people fix their fragile knowledge?

Its important to relate each situation with a rule, and each rule
[preference] with a logic [why we have that preference in a specific
situation]. But we can't be aware of all situations all the time. So
we can prioritize by paying attention to situations that we see
problems with. So say I notice a problem with a situation, I should
ask:

- What rule [preference] am I following?

- What logic [reasons] explains that this is the correct rule
[preference] to apply in this situation?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] What is an idea?
Date: June 22, 2012 at 4:34 PM

On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and those not.

Uh. Is that a riddle?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] What is an idea?
Date: June 22, 2012 at 4:45 PM

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:

On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and those not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in binary).

but with a point: there are many ways to categorize explanations.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Objectivist Epistemology
Date: June 22, 2012 at 4:50 PM

On Jun 19, 2012, at 6:41 PM, Rami Rustom wrote:

Reading _Introduction to Objectivist Epistemology_ (Chapter 3):

Rand said that there are concretes and concepts. And that concepts are
of two types: perceptual and conceptual. So...

I know that perceptual concepts and conceptual concepts are ideas.

But are concretes also ideas?

She could use "concretes" to refer to *ideas about concretes* (e.g. knowing that 
your room has a door). Or it can refer to the fact that your room has a door.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] What is an idea?
Date: June 22, 2012 at 5:03 PM

On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:

On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and those not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in binary).

but with a point: there are many ways to categorize explanations.

Ya I got the 1, 0 binary thing but didn't see the point.

How about this?

Some ideas are logical and some aren't.

Like Rand's perceptual concepts are not logical, e.g. 'table'.

But then there is Rand's conceptual concepts which I would call
logical, e.g. 'C&R'.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Objectivist Epistemology
Date: June 22, 2012 at 7:29 PM

On Jun 22, 2012 3:50 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 19, 2012, at 6:41 PM, Rami Rustom wrote:

Reading _Introduction to Objectivist Epistemology_ (Chapter 3):

Rand said that there are concretes and concepts. And that concepts are
of two types: perceptual and conceptual. So...

I know that perceptual concepts and conceptual concepts are ideas.

But are concretes also ideas?

She could use "concretes" to refer to *ideas about concretes* (e.g. knowing that 
your room has a door). Or it can refer to the fact that your room has a door.

Still unclear.

I perceive an object. I identify it as a table.

The table is a concrete. But the table is not an idea.

The *fact* that I identify that object as a table, is an idea. Right?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Objectivist Epistemology
Date: June 23, 2012 at 1:53 AM

On Jun 22, 2012, at 4:29 PM, Rami Rustom wrote:

On Jun 22, 2012 3:50 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 19, 2012, at 6:41 PM, Rami Rustom wrote:

Reading _Introduction to Objectivist Epistemology_ (Chapter 3):

Rand said that there are concretes and concepts. And that concepts are
of two types: perceptual and conceptual. So...

I know that perceptual concepts and conceptual concepts are ideas.

But are concretes also ideas?

She could use "concretes" to refer to *ideas about concretes* (e.g. knowing 
that your room has a door). Or it can refer to the fact that your room has a 
door.

Still unclear.

I perceive an object. I identify it as a table.

The table is a concrete. But the table is not an idea.

The *fact* that I identify that object as a table, is an idea. Right?

whether concretes are ideas is a matter of terminology and context, not a 
meaningful general case problem.

i don't object to your statement. Rand may have used words differently, i forget.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


-- 



From: Elliot Temple <curi@curi.us>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Re: [TCS] Weighing values in order to choose which value to act upon
Date: June 23, 2012 at 2:13 AM

On Jun 20, 2012, at 9:01 AM, Rami Rustom wrote:

Reading _Introduction to Objectivist Epistemology_:

The simplest example of this process, which all men practice (with
various degrees of precision and success), may be seen in the realm of
material values—in the (implicit) principles that guide a man’s spending of
money. On any level of income, a man’s money is a limited quantity; in
spending it, he weighs the value of his purchase against the value of every
other purchase open to him for the same amount of money, he weighs it
against the hierarchy of all his other goals, desires and needs, then makes
the purchase or not accordingly. (page 33)

Rand says that we weigh our values in order to choose which value we will
act upon. But that seems to convey a conflict-of-interest worldview.

i don't think so. there isn't a conflict of interest in choosing which things to buy 
instead of taking everything in the store. and Rand knows it.

To illustrate, say a kid wants to go to a picnic in the park with his
friends. His mom doesn't like to be in the sun during the hottest hours of
the day, e.g. 95 degree (F) temperature.

In Rand's view, the mom would *weigh* her values to determine whether or
not she will choose to take her kid to the park. Say the mom values (1) her
kids having fun, (2) spending time [e.g. playing with] her kids, (3) being
in a cool environment. So she *weighs* her values and determines that (1)
and (2) are more important than (3). But (3) contradicts her kid's
preference of going to the park during the hottest hours of the day.

you have not quoted Rand saying that. she speaks about material values. and 
this is an example of "this process" but you don't provide quotations to cover what 
"this process" is.



also that book has a 1st edition and greatly expanded 2nd edition so people can't 
necessarily look up the quote by page number even if they wanted to. (well i 
admit i have access to both editions and an ebook. but that's not to be expected.)

The opposing worldview is one where there are no genuine
conflicts-of-interest.

it's not opposing. Rand is one of the best people arguing *against* conflicts of 
interests. that's more fundamental to her worldview than this passage above 
(which wasn't endorsing conflicts of interest anyhow and could be better read as 
saying: you know how people manage to make purchasing decisions without 
coercion, conflict of interest, pain, etc? you can use the same process for other 
stuff too, and it can still work!).

In this view, the mom and kid do some truth-seeking
together to find a common preference. In this specific situation, it might
be best for mom to change her preference of wanting to be in a cool
environment for just a couple of hours for the picnic. She could also
lesson the uncomfortable heat problem by getting a mist fan, wearing
clothes that breathe, or whatever.

So is Rand wrong? Or did I misunderstand her?

check out Virtue of Selfishness, chapter 4.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [TCS] Weighing values in order to choose which value to act upon
Date: June 23, 2012 at 2:21 AM

On Jun 20, 2012, at 11:28 AM, Richard Fine wrote:

On 6/20/2012 5:01 PM, Rami Rustom wrote:
Reading _Introduction to Objectivist Epistemology_:

The simplest example of this process, which all men practice (with various
degrees of precision and success), may be seen in the realm of material
values—in the (implicit) principles that guide a man’s spending of money. On 
any
level of income, a man’s money is a limited quantity; in spending it, he weighs
the value of his purchase against the value of every other purchase open to 
him
for the same amount of money, he weighs it against the hierarchy of all his
other goals, desires and needs, then makes the purchase or not accordingly.
(page 33)

Rand says that we weigh our values in order to choose which value we will act
upon. But that seems to convey a conflict-of-interest worldview.

To illustrate, say a kid wants to go to a picnic in the park with his friends.
His mom doesn't like to be in the sun during the hottest hours of the day, e.g.
95 degree (F) temperature.

In Rand's view, the mom would *weigh* her values to determine whether or not 
she
will choose to take her kid to the park. Say the mom values (1) her kids having
fun, (2) spending time [e.g. playing with] her kids, (3) being in a cool
environment. So she *weighs* her values and determines that (1) and (2) are 
more
important than (3). But (3) contradicts her kid's preference of going to the
park during the hottest hours of the day.

I think that approaching this with an example situation that involves more than 
one person will make it unnecessarily complicated. What's wrong with Rand's 
initial example of considering whether/what to purchase?



The opposing worldview is one where there are no genuine conflicts-of-
interest.
In this view, the mom and kid do some truth-seeking together to find a common
preference. In this specific situation, it might be best for mom to change her
preference of wanting to be in a cool environment for just a couple of hours for
the picnic. She could also lesson the uncomfortable heat problem by getting a
mist fan, wearing clothes that breathe, or whatever.

So is Rand wrong? Or did I misunderstand her?

The big problem with the whole 'weighting' concept is that it doesn't address 
how to assess value (i.e. how much weight to give something). Rand doesn't 
really address this either AFAIK (and certainly not in the quote you posted) - 
she's suggested that it's related to "the hierarchy of all his other goals, desires, 
and needs," but that's pretty vague.

I believe she also made the point elsewhere that the only person who can 
determine the value of something to a man is that man himself, which is true - 
he's the only one privy to all his goals, desires, and needs - but it still doesn't 
explain exactly how to do it.

Ultimately, valuation will work different ways in different situations - which means 
that a general valuation function, one that works in *every* situation, would have 
to be capable of creating new valuation functions. Which are knowledge. Which 
can only be created by C&R...

I think this perspective is making a common mistake. It's a sort of ivory tower 
thing -- but a bit different -- which I don't think Rand would have made in her 
thinking so I don't think it's what she meant.

There's a sort of expectation here that Rand should explain how to think from first 
principles. (and in some ways IToE perhaps encourages this by accident.)

what we have here is mostly a complaint that Rand left some things out. that she 
doesn't tell one exactly how to do everything.

all books have this feature.

But actually Rand basically was telling you how to do it. not by abstract 



philosophy but by reference to common knowledge.

we can't explain everything in our books. we have to pick and choose. a standard 
approach is to leave out a lot of explanations that you think your readers already 
know. or put another way: authors rely on the common sense of their readers.

Rand is well aware that people routinely make purchasing decisions. they already 
know how to do that. even if they struggle with a few big purchasing decisions, 
basically everyone makes large numbers of purchasing decisions without 
substantial difficulty. that's a skill she can count on her readers already having.

the passage quoted is from the middle of an explanation and is incomplete but 
what she's doing is referring people to a skill they already have. that's a great way 
to present something. replying to this by complaining that she doesn't say how to 
do it is missing the point.

she actually explicitly says this. she opens by saying that all men practice it. after 
that, she is not trying to explain the skill in detail. what for? all men already have 
this skill. instead, she's giving an indication of which skill she means and pointing 
out a couple relevant traits it has.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] What is an idea?
Date: June 23, 2012 at 3:47 AM

On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:

On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 23/06/2012, at 7:05, "Rami Rustom" <rombomb@gmail.com> wrote:
On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of 
explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and those not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in binary).

but with a point: there are many ways to categorize explanations.

Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not "see the point"?

Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you won't see the 
point?

Actually, that's not true. You might get the joke and yet not find it funny. This 
might determine the differene between good and bad jokes.



Can jokes be objectively better than others? What would the criteria be?

If my joke makes more people laugh than your joke, then I would say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more than
yours, then my joke is objectively better.

This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be defined.

If the definition is: Better means 'the most people know it', then
that is the criteria.

Why would better by defined as popular?

So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means that
its not objective.

That makes sense. No two people laugh at the same set of jokes the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.

It's like saying no two people manage their finances exactly the same way ... 
therefore financial decisions are subjective -- which means, there's no such thing 
as a financial mistake.

-- Elliot Temple



http://elliottemple.com/

-- 

http://elliottemple.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Jeffrey Tucker on prophecy and pessimism
Date: June 23, 2012 at 9:21 AM

In BoI, Deutsch writes, "Following Popper, I shall use the term prediction
for conclusions about future events that follow from good explanations, and
prophecy for anything that purports to know what is not yet knowable.  Trying
to know the unknowable leads inexorably to error and self-deception. Among
other things, it creates a bias towards pessimism." [1]

Tucker's article "Capitalists Who Fear Change" gives a nice example of this
bias.

"We have great difficulty imagining solutions that have yet to present
themselves. It doesn’t matter how often the market resolves seemingly
intractable problems, we still can’t become accustomed to this reality. Our
minds think in terms of existing conditions, and then we predict all kinds
of doom." [2]

[1] Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations
That Transform the World (Kindle Locations 3605-3607). Penguin Group.
Kindle Edition.
[2] Tucker, Jeffrey (2012-06-19). Capitalists Who Fear Change.
http://lfb.org/today/capitalists-who-fear-change/

http://lfb.org/today/capitalists-who-fear-change/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Reading comprehension
Date: June 23, 2012 at 10:35 AM

On Sunday, June 17, 2012 1:38:32 PM UTC-4, Alan Forrester wrote:
Reading well is a greatly under appreciated skill and not many people

have developed it. To be sure, lots of people can kinda read. That is, if
you ask them to read a particular piece of text, lots of people will be
able to repeat the words, but this is not the same as understanding the
words.

In BoI, David points out that understanding another person's actions
properly requires that you recreate the knowledge that motivates those
actions. When you are trying to read something you also have to try to
understand the knowledge the authors of the text had about the meaning of
words or phrases. Many people feel tempted to make the content of a piece
of text different from what the person has actually written, but this is a
mistake.

Below, I'm going to take a statement made about a particular piece of
text and explain why it is false. This requires paying close attention to
the statements made in the text right down to individual words.

Ron Paul, who is often described as a libertarian political candidate,
wrote:

Consider the Lawrence case decided by the Supreme Court in June. The
Court determined that Texas had no right to establish its own standards for
private sexual conduct, because gay sodomy is somehow protected under the
14th amendment “right to privacy.” Ridiculous as sodomy laws may be, there
clearly is no right to privacy nor sodomy found anywhere in the
Constitution. There are, however, states' rights — rights plainly affirmed
in the Ninth and Tenth amendments. Under those amendments, the State of
Texas has the right to decide for itself how to regulate social matters
like sex, using its own local standards.

http://www.lewrockwell.com/paul/paul120.html

Ron Paul is claiming that the ninth and tenth Amendments talk about

http://www.lewrockwell.com/paul/paul120.html


state's rights. Let's have a look at the text of those amendments:

Amendment 9
The enumeration in the Constitution, of certain rights, shall not be

construed to deny or disparage others retained by the people.
Amendment 10
The powers not delegated to the United States by the Constitution, nor

prohibited by it to the States, are reserved to the States respectively, or
to the people.

The ninth amendment refers to the people and not to the states, and it
does mention rights. If the ninth amendment mentions the people and takes
them as synonymous with the states, then the tenth amendment would only
mention the people and wouldn't have to mention the states as well. So the
people and the states are not two different words for the same concept.

The tenth amendment mentions powers but not rights. If powers and rights
are the same then why not use the same word?

We are left with the conclusion that, contrary to what Ron Paul said, the
ninth and tenth amendment do not say anything about states' rights. The
ninth amendment mentions rights but not states, and the tenth amendment
mentions states but not rights.

So what are the ninth and tenth amendments actually saying? The ninth
amendment is saying that people have rights that are not mentioned in the
constitution. So there is stuff that you're not allowed to do to people
because it violates their rights. It doesn't say anything about states, and
so it isn't about states' rights.

The tenth amendment is saying that the states and the people have powers.
If those powers are not delegated to Congress, or prohibited to the states
then the states can exercise them, or the people can exercise them. Powers
denote stuff that a person or institution is allowed to do, and this is not
the same as rights.

The idea of states' rights has often been raised in discussions of the
powers of the federal government. So perhaps Ron Paul thought that the



founders had a particular position on states' rights. Whether or not they
supported states' rights, they didn't put the idea in the ninth and tenth
amendments and reading it into those documents is a mistake.

You can improve your ability to discuss positions by understanding better
the positions that other people adopt and one way to do that is by reading
better as described above.

Alan

On Sunday, June 17, 2012 1:38:32 PM UTC-4, Alan Forrester wrote:
Reading well is a greatly under appreciated skill and not many people

have developed it. To be sure, lots of people can kinda read. That is, if
you ask them to read a particular piece of text, lots of people will be
able to repeat the words, but this is not the same as understanding the
words.

In BoI, David points out that understanding another person's actions
properly requires that you recreate the knowledge that motivates those
actions. When you are trying to read something you also have to try to
understand the knowledge the authors of the text had about the meaning of
words or phrases. Many people feel tempted to make the content of a piece
of text different from what the person has actually written, but this is a
mistake.

Below, I'm going to take a statement made about a particular piece of
text and explain why it is false. This requires paying close attention to
the statements made in the text right down to individual words.

Ron Paul, who is often described as a libertarian political candidate,
wrote:

Consider the Lawrence case decided by the Supreme Court in June. The
Court determined that Texas had no right to establish its own standards for
private sexual conduct, because gay sodomy is somehow protected under the
14th amendment “right to privacy.” Ridiculous as sodomy laws may be, there
clearly is no right to privacy nor sodomy found anywhere in the
Constitution. There are, however, states' rights — rights plainly affirmed
in the Ninth and Tenth amendments. Under those amendments, the State of



Texas has the right to decide for itself how to regulate social matters
like sex, using its own local standards.

http://www.lewrockwell.com/paul/paul120.html

Ron Paul is claiming that the ninth and tenth Amendments talk about
state's rights. Let's have a look at the text of those amendments:

Amendment 9
The enumeration in the Constitution, of certain rights, shall not be

construed to deny or disparage others retained by the people.
Amendment 10
The powers not delegated to the United States by the Constitution, nor

prohibited by it to the States, are reserved to the States respectively, or
to the people.

The ninth amendment refers to the people and not to the states, and it
does mention rights. If the ninth amendment mentions the people and takes
them as synonymous with the states, then the tenth amendment would only
mention the people and wouldn't have to mention the states as well. So the
people and the states are not two different words for the same concept.

The tenth amendment mentions powers but not rights. If powers and rights
are the same then why not use the same word?

We are left with the conclusion that, contrary to what Ron Paul said, the
ninth and tenth amendment do not say anything about states' rights. The
ninth amendment mentions rights but not states, and the tenth amendment
mentions states but not rights.

So what are the ninth and tenth amendments actually saying? The ninth
amendment is saying that people have rights that are not mentioned in the
constitution. So there is stuff that you're not allowed to do to people
because it violates their rights. It doesn't say anything about states, and
so it isn't about states' rights.

The tenth amendment is saying that the states and the people have powers.
If those powers are not delegated to Congress, or prohibited to the states

http://www.lewrockwell.com/paul/paul120.html


then the states can exercise them, or the people can exercise them. Powers
denote stuff that a person or institution is allowed to do, and this is not
the same as rights.

"States' rights" doesn't actually refer to "rights" as such, but to
"powers". According to http://en.wikipedia.org/wiki/States'_rights,
"States' rights in U.S. politics refers to political powers reserved for
the U.S. state governments rather than the federal government." So although
the 9th Amendement isn't about states' rights, the 10th Amendement is.

The idea of states' rights has often been raised in discussions of the
powers of the federal government. So perhaps Ron Paul thought that the
founders had a particular position on states' rights. Whether or not they
supported states' rights, they didn't put the idea in the ninth and tenth
amendments and reading it into those documents is a mistake.

You can improve your ability to discuss positions by understanding better
the positions that other people adopt and one way to do that is by reading
better as described above.

Alan

http://en.wikipedia.org/wiki/States


From: Rami Rustom <rombomb@gmail.com>
Cc: FoR <Fabric-of-Reality@yahoogroups.com>
Subject: Re: [BoI] What is an idea?
Date: June 23, 2012 at 11:35 AM

On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:

On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 23/06/2012, at 7:05, "Rami Rustom" <rombomb@gmail.com> wrote:
On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of 
explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and those 
not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in binary).

but with a point: there are many ways to categorize explanations.

Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not "see the point"?

Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you won't see the 
point?

Actually, that's not true. You might get the joke and yet not find it funny. This 



might determine the differene between good and bad jokes.

Can jokes be objectively better than others? What would the criteria be?

If my joke makes more people laugh than your joke, then I would say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more than
yours, then my joke is objectively better.

This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be defined.

If the definition is: Better means 'the most people know it', then
that is the criteria.

Why would better by defined as popular?

Dumb idea. Its based on a bad meme.

So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means that
its not objective.

That makes sense. No two people laugh at the same set of jokes the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.

Ok. I think I don't understand subjectivity then.



I thought that something is subjective if it is dependent on a human
mind. But what does that mean? Doesn't it mean that the context
depends on the knowledge contained within a human mind?

It's like saying no two people manage their finances exactly the same way ... 
therefore financial decisions are subjective -- which means, there's no such 
thing as a financial mistake.

Hmm. But with a financial mistake, we can strip away the humans and
look at the math that was done. Lets say the human wrote the math that
he did on a piece of paper. Now that paper is the objective truth
about the financial mistake.

But with a joke, how can we know that it was funny? Can we record the
"funnyness" on paper? No.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: [TCS] Weighing values in order to choose which value to 
act upon
Date: June 23, 2012 at 12:04 PM

On Jun 23, 2012 1:13 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 20, 2012, at 9:01 AM, Rami Rustom wrote:

Reading _Introduction to Objectivist Epistemology_:

The simplest example of this process, which all men practice (with
various degrees of precision and success), may be seen in the realm of
material values—in the (implicit) principles that guide a man’s spending of
money. On any level of income, a man’s money is a limited quantity; in
spending it, he weighs the value of his purchase against the value of every
other purchase open to him for the same amount of money, he weighs it
against the hierarchy of all his other goals, desires and needs, then makes
the purchase or not accordingly. (page 33)

Rand says that we weigh our values in order to choose which value we will
act upon. But that seems to convey a conflict-of-interest worldview.

i don't think so. there isn't a conflict of interest in choosing which things to buy 
instead of taking everything in the store. and Rand knows it.

To illustrate, say a kid wants to go to a picnic in the park with his
friends. His mom doesn't like to be in the sun during the hottest hours of
the day, e.g. 95 degree (F) temperature.

In Rand's view, the mom would *weigh* her values to determine whether or
not she will choose to take her kid to the park. Say the mom values (1) her
kids having fun, (2) spending time [e.g. playing with] her kids, (3) being
in a cool environment. So she *weighs* her values and determines that (1)
and (2) are more important than (3). But (3) contradicts her kid's
preference of going to the park during the hottest hours of the day.

you have not quoted Rand saying that. she speaks about material values. and 
this is an example of "this process" but you don't provide quotations to cover 
what "this process" is.



also that book has a 1st edition and greatly expanded 2nd edition so people 
can't necessarily look up the quote by page number even if they wanted to. (well 
i admit i have access to both editions and an ebook. but that's not to be 
expected.)

The opposing worldview is one where there are no genuine
conflicts-of-interest.

it's not opposing. Rand is one of the best people arguing *against* conflicts of 
interests.

I didn't mean that Rand's worldview is a conflicts-of-interest
worldview. I only mean that the phrase *weighing values* and the
example she gave, presents a conflict-of-interest worldview, i.e. a
mistake in wording.

But now I realize I misunderstood her example. She said [from the
quote above]: "he weighs the value of his purchase against the value
of every other purchase open to him for the same amount of money, he
weighs it against the hierarchy of all his other goals, desires and
needs, then makes the purchase or not accordingly."

I saw this as non-contexual. But it is contextual. The "goals, desires
and needs" includes the context of the problem-situation that a person
finds himself in.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] What is an idea?
Date: June 23, 2012 at 12:56 PM

On Jun 23, 2012, at 8:35 AM, Rami Rustom wrote:

On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:

On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 23/06/2012, at 7:05, "Rami Rustom" <rombomb@gmail.com> wrote:
On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of 
explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and those 
not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in binary).

but with a point: there are many ways to categorize explanations.

Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not "see the point"?

Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you won't see the 
point?



Actually, that's not true. You might get the joke and yet not find it funny. This 
might determine the differene between good and bad jokes.

Can jokes be objectively better than others? What would the criteria be?

If my joke makes more people laugh than your joke, then I would say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more than
yours, then my joke is objectively better.

This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be defined.

If the definition is: Better means 'the most people know it', then
that is the criteria.

Why would better by defined as popular?

Dumb idea. Its based on a bad meme.

So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means that
its not objective.

That makes sense. No two people laugh at the same set of jokes the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.



Ok. I think I don't understand subjectivity then.

Subjectivity is false. It's bad philosophy.

I thought that something is subjective if it is dependent on a human
mind. But what does that mean? Doesn't it mean that the context
depends on the knowledge contained within a human mind?

No, you're not reading it literally enough. It means that if your whims were in 
control of reality, that would be a subjective world.

Idealism is defined:

2 [Philosophy] any of various systems of thought in which the objects of 
knowledge are held to be in some way dependent on the activity of mind. Often 
contrasted with realism ( sense 3).

See that phrase about dependent on the activity of the human mind? It doesn't 
mean contextual, it means rather literally something like living in a fantasy world 
where what's true is what you believe is true.

A little like The Secret people.

http://en.wikipedia.org/wiki/The_Secret_(book)

The Secret is a best-selling 2006 self-help book written by Rhonda Byrne, 
based on the earlier film of the same name. It is based on the law of attraction 
and claims that positive thinking can create life-changing results such as 
increased wealth, health, and happiness.

If you think something good will happen to you, then it will.

Except that they are wrong.

It's like saying no two people manage their finances exactly the same way ... 
therefore financial decisions are subjective -- which means, there's no such 
thing as a financial mistake.

http://en.wikipedia.org/wiki/The_Secret_(book


Hmm. But with a financial mistake, we can strip away the humans and
look at the math that was done. Lets say the human wrote the math that
he did on a piece of paper. Now that paper is the objective truth
about the financial mistake.

But with a joke, how can we know that it was funny? Can we record the
"funnyness" on paper? No.

You could, you just know it in English yet (if you understand it at all). But all 
knowledge can be learned, and also written in English which is a universal 
language. (That, by the way, includes all qualia stuff to the extent they exist.)

Note that English allows for defining new words. That's important to it's 
universality.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] What is an idea?
Date: June 23, 2012 at 1:25 PM

On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 23, 2012, at 8:35 AM, Rami Rustom wrote:

On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:

On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 23/06/2012, at 7:05, "Rami Rustom" <rombomb@gmail.com> wrote:
On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of 
explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and those 
not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in binary).

but with a point: there are many ways to categorize explanations.

Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not "see the point"?

Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you won't see the 
point?



Actually, that's not true. You might get the joke and yet not find it funny. 
This might determine the differene between good and bad jokes.

Can jokes be objectively better than others? What would the criteria be?

If my joke makes more people laugh than your joke, then I would say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more than
yours, then my joke is objectively better.

This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be defined.

If the definition is: Better means 'the most people know it', then
that is the criteria.

Why would better by defined as popular?

Dumb idea. Its based on a bad meme.

So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means that
its not objective.

That makes sense. No two people laugh at the same set of jokes the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.



Ok. I think I don't understand subjectivity then.

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective? I do see
some objective things about it. Like nobody likes the taste of spoiled
food. But the subjective stuff is like how much salinity each of us
likes in our food.

I thought that something is subjective if it is dependent on a human
mind. But what does that mean? Doesn't it mean that the context
depends on the knowledge contained within a human mind?

No, you're not reading it literally enough. It means that if your whims were in 
control of reality, that would be a subjective world.

Idealism is defined:

2 [Philosophy] any of various systems of thought in which the objects of 
knowledge are held to be in some way dependent on the activity of mind. 
Often contrasted with realism ( sense 3).

See that phrase about dependent on the activity of the human mind? It doesn't 
mean contextual, it means rather literally something like living in a fantasy world 
where what's true is what you believe is true.

A little like The Secret people.

http://en.wikipedia.org/wiki/The_Secret_(book)

The Secret is a best-selling 2006 self-help book written by Rhonda Byrne, 
based on the earlier film of the same name. It is based on the law of attraction 
and claims that positive thinking can create life-changing results such as 
increased wealth, health, and happiness.

http://en.wikipedia.org/wiki/The_Secret_(book


If you think something good will happen to you, then it will.

Lol. Its similar to something I heard about *providence*. Something
about *if I strive for something, the universe aligns itself to make
it happen*.

Except that they are wrong.

Its blind optimism.

It's like saying no two people manage their finances exactly the same way ... 
therefore financial decisions are subjective -- which means, there's no such 
thing as a financial mistake.

Hmm. But with a financial mistake, we can strip away the humans and
look at the math that was done. Lets say the human wrote the math that
he did on a piece of paper. Now that paper is the objective truth
about the financial mistake.

But with a joke, how can we know that it was funny? Can we record the
"funnyness" on paper? No.

You could, you just know it in English yet (if you understand it at all). But all 
knowledge can be learned, and also written in English which is a universal 
language. (That, by the way, includes all qualia stuff to the extent they exist.)

Note that English allows for defining new words. That's important to it's 
universality.

So you're saying that all phenomenon can be made explicit, i.e.
converted into ideas. Just because we don't know the explanation now
doesn't mean we won't know it in the future.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Subjectivity (was: What is an idea?)
Date: June 23, 2012 at 1:30 PM

On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:

On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 23, 2012, at 8:35 AM, Rami Rustom wrote:

On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:

On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 23/06/2012, at 7:05, "Rami Rustom" <rombomb@gmail.com> wrote:
On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of 
explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and those 
not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in binary).

but with a point: there are many ways to categorize explanations.

Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not "see the point"?

Doesn't a joke contain its own reason? Namely, it's funny.



Unless you don't get it, in which case it won't be...and you won't see the 
point?

Actually, that's not true. You might get the joke and yet not find it funny. 
This might determine the differene between good and bad jokes.

Can jokes be objectively better than others? What would the criteria be?

If my joke makes more people laugh than your joke, then I would say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more than
yours, then my joke is objectively better.

This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be defined.

If the definition is: Better means 'the most people know it', then
that is the criteria.

Why would better by defined as popular?

Dumb idea. Its based on a bad meme.

So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means that
its not objective.

That makes sense. No two people laugh at the same set of jokes the
same way. That means jokes are subjective.



No, it means joke-appreciation is contextual.

Ok. I think I don't understand subjectivity then.

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using words like 
"subjective" or "idealism", and then separately say what you think subjectivity is 
and the connection?

I do see
some objective things about it. Like nobody likes the taste of spoiled
food.

this is confusing objectivity with popularity.

it's also false. some people like to eat some spoiled foods.

e.g. some cheeses have mold in them. on purpose.

But the subjective stuff is like how much salinity each of us
likes in our food.

"Subjective" does not mean merely "personal preference".

That's part of the meaning but it also means and implies that you can't be wrong 
about the issue. THere is no objective truth that you could deviate from.

But people in fact are frequently mistaken about

- what their personal preferences are
- how to get them



- what they should be
- which personal preferences will lead to a nice life (they can be changed!)

and so on. all these things mean there are objective issues, it's not subjective.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: June 23, 2012 at 2:07 PM

On Sat, Jun 23, 2012 at 12:30 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:

On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 23, 2012, at 8:35 AM, Rami Rustom wrote:

On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:

On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 23/06/2012, at 7:05, "Rami Rustom" <rombomb@gmail.com> 
wrote:

On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:

On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of 
explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and 
those not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in 
binary).

but with a point: there are many ways to categorize explanations.

Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not "see the 
point"?



Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you won't see 
the point?

Actually, that's not true. You might get the joke and yet not find it funny. 
This might determine the differene between good and bad jokes.

Can jokes be objectively better than others? What would the criteria be?

If my joke makes more people laugh than your joke, then I would say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more than
yours, then my joke is objectively better.

This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be defined.

If the definition is: Better means 'the most people know it', then
that is the criteria.

Why would better by defined as popular?

Dumb idea. Its based on a bad meme.

So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means that
its not objective.



That makes sense. No two people laugh at the same set of jokes the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.

Ok. I think I don't understand subjectivity then.

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using words like 
"subjective" or "idealism", and then separately say what you think subjectivity is 
and the connection?

Meaning that preferences of taste is dependent on the person that is
doing the tasting.

I do see
some objective things about it. Like nobody likes the taste of spoiled
food.

this is confusing objectivity with popularity.

it's also false. some people like to eat some spoiled foods.

e.g. some cheeses have mold in them. on purpose.

K.

But the subjective stuff is like how much salinity each of us
likes in our food.



"Subjective" does not mean merely "personal preference".

That's part of the meaning but it also means and implies that you can't be wrong 
about the issue. THere is no objective truth that you could deviate from.

So how to divorce the part of the meaning of subjectivity about *there
exist personal preferences*, and the part that *you can't be mistaken
about personal preferences*?

Does the first part [that there exist personal preferences] need a new
name [so that we define a new idea which is divorced from the
philosophy of subjectivity because subjectivity subsumes other false
ideas]?

I guess you'll ask: "What problem does that solve?" The problem is
that the idea of subjectivity subsumes one idea that is true, and
other ideas which are false. And in the tradition of Rand, we want to
organize our ideas into an organizational structure. And one reason to
organize our ideas this way is so that I can reference the idea that
*there exist personal preferences* with one word. So... is this an
abstract problem that should be solved? Or do you have an explanation
that dissolves this problem without creating a new idea?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: June 23, 2012 at 2:30 PM

On Jun 23, 2012, at 11:07 AM, Rami Rustom wrote:

On Sat, Jun 23, 2012 at 12:30 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:

On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 23, 2012, at 8:35 AM, Rami Rustom wrote:

On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:

On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 23/06/2012, at 7:05, "Rami Rustom" <rombomb@gmail.com> 
wrote:

On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of 
explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and 
those not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in 
binary).

but with a point: there are many ways to categorize explanations.

Ya I got the 1, 0 binary thing but didn't see the point.



How can you both "get" the joke and simultaneously not "see the 
point"?

Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you won't see 
the point?

Actually, that's not true. You might get the joke and yet not find it funny. 
This might determine the differene between good and bad jokes.

Can jokes be objectively better than others? What would the criteria 
be?

If my joke makes more people laugh than your joke, then I would say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more than
yours, then my joke is objectively better.

This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be defined.

If the definition is: Better means 'the most people know it', then
that is the criteria.

Why would better by defined as popular?

Dumb idea. Its based on a bad meme.



So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means that
its not objective.

That makes sense. No two people laugh at the same set of jokes the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.

Ok. I think I don't understand subjectivity then.

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using words like 
"subjective" or "idealism", and then separately say what you think subjectivity 
is and the connection?

Meaning that preferences of taste is dependent on the person that is
doing the tasting.

It depending on which person is doing the tasting is what *contextual* means, not 
subjective. (Admittedly the word "subjective" is ambiguous and confused, and 
people sometimes use it to mean contextual. But *at the same time*, they think 
it's an opposite of "objective", even though contextual and objective are 
compatible.)

I do see
some objective things about it. Like nobody likes the taste of spoiled
food.



this is confusing objectivity with popularity.

it's also false. some people like to eat some spoiled foods.

e.g. some cheeses have mold in them. on purpose.

K.

But the subjective stuff is like how much salinity each of us
likes in our food.

"Subjective" does not mean merely "personal preference".

That's part of the meaning but it also means and implies that you can't be 
wrong about the issue. THere is no objective truth that you could deviate from.

So how to divorce the part of the meaning of subjectivity about *there
exist personal preferences*, and the part that *you can't be mistaken
about personal preferences*?

don't divorce them. there's no problem here. we have other good concepts to talk 
about people's preferences with.

Does the first part [that there exist personal preferences] need a new
name [so that we define a new idea which is divorced from the
philosophy of subjectivity because subjectivity subsumes other false
ideas]?

it already has names like  "personal preferences", "preferences", and "people 
objectively have preferences which are a type of idea and whether a particular 
person has a particular idea is an objective fact of reality".

I guess you'll ask: "What problem does that solve?" The problem is
that the idea of subjectivity subsumes one idea that is true, and
other ideas which are false. And in the tradition of Rand, we want to
organize our ideas into an organizational structure. And one reason to



organize our ideas this way is so that I can reference the idea that
*there exist personal preferences* with one word. So... is this an
abstract problem that should be solved? Or do you have an explanation
that dissolves this problem without creating a new idea?

subjectivity doesn't provide any *new* truths, just, at best, confused versions of 
ones we already knew that it's made worse not better.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: June 23, 2012 at 11:31 PM

On 24/06/2012, at 4:30, "Elliot Temple" <curi@curi.us> wrote:

On Jun 23, 2012, at 11:07 AM, Rami Rustom wrote:

On Sat, Jun 23, 2012 at 12:30 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:

On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 23, 2012, at 8:35 AM, Rami Rustom wrote:

On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:

On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 23/06/2012, at 7:05, "Rami Rustom" <rombomb@gmail.com> 
wrote:

On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of 
explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and 
those not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in 
binary).

but with a point: there are many ways to categorize explanations.



Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not "see the 
point"?

Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you won't see 
the point?

Actually, that's not true. You might get the joke and yet not find it 
funny. This might determine the differene between good and bad 
jokes.

Can jokes be objectively better than others? What would the criteria 
be?

If my joke makes more people laugh than your joke, then I would say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more than
yours, then my joke is objectively better.

This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be defined.

If the definition is: Better means 'the most people know it', then
that is the criteria.

Why would better by defined as popular?

Dumb idea. Its based on a bad meme.



So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means that
its not objective.

That makes sense. No two people laugh at the same set of jokes the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.

Ok. I think I don't understand subjectivity then.

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using words like 
"subjective" or "idealism", and then separately say what you think subjectivity 
is and the connection?

Meaning that preferences of taste is dependent on the person that is
doing the tasting.

It depending on which person is doing the tasting is what *contextual* means, 
not subjective. (Admittedly the word "subjective" is ambiguous and confused, 
and people sometimes use it to mean contextual. But *at the same time*, they 
think it's an opposite of "objective", even though contextual and objective are 
compatible.)

The discussion seemed to move from interesting questions about subjectivity to 
some stuff about preferences. Admittedly there is an important connection here, 



but I just wanted to interject with the idea that subjectivity need not be (merely) 
"bad philosophy". It is if you are saying that epistemic subjectivity can reliably 
provide you with good explanations.

Whatever you are experiencing now, you experience as a matter of subjectivity. 
That there is "something that it is like" to be you right now, is an objective fact 
*about your subjectivity*.

That's not bad philosophy...because now I'm using the word 'subjectivity' to label 
a different idea. I'm not wrong to do this, nor the first. Indeed neuroscience, 
religion, etc, commonly uses the word 'subjectivity' in this way.

The only things you actually care about are *subjective* states. Even when you 
think you are caring about other things, it can only be because it is going on in 
your mind. So you care about your friend? Only because it makes you feel a 
certain way. A subjective way. To feel anything at all, is subjective. To think 
anything at all, is subjective.

Do you care about enjoying your life?

Well isn't 'enjoying' a subjective state? It's something you experience.

Anything you experience, you experience as a matter of subjectivity. Your 
experiences are subjective...and the most important thing about you. Maybe the 
only important thing. After all if we could simulate your entire subjectivity in a 
computer then...everything *else* about you is gone except your subjectivity.

There is a difference between the world of the mind and the world outside it. No 
amount of looking at stuff in the world - including brains or what people are up to - 
provides a clue about what is going on in a person's mind. We only guess based 
on what they tell us. We think we know what others experience because they tell 
us. But we are relying upon their fallible reporting of their own subjectivity.

So subjectivity is real, ontologically. It exists. But we only know this because we 
know about our own subjectivity not because we know about other people's. We 
know about our own subjectivity because we *are* subjectivity.

Is this knowledge conjectural? Knowledge of our own subjectivity? Yes. Is it 
testable? Seems not - not in any third person way. Extremely hard to vary though.



I do see
some objective things about it. Like nobody likes the taste of spoiled
food.

this is confusing objectivity with popularity.

it's also false. some people like to eat some spoiled foods.

e.g. some cheeses have mold in them. on purpose.

K.

But the subjective stuff is like how much salinity each of us
likes in our food.

"Subjective" does not mean merely "personal preference".

That's part of the meaning but it also means and implies that you can't be 
wrong about the issue. THere is no objective truth that you could deviate 
from.

So how to divorce the part of the meaning of subjectivity about *there
exist personal preferences*, and the part that *you can't be mistaken
about personal preferences*?

don't divorce them. there's no problem here. we have other good concepts to 
talk about people's preferences with.

Epistemic subjectivity is about how people can be biased or self deceived or just 
plain lying and so some knowledge is less reliable. It's subjective. It can also be 
about preferences. So some people come out of a movie and talk about how it 
was good (they liked it) or not. That's subjective. Epistemologically.

Ontological subjectivity is just the term which describes the fact that we have an 
internal world - a mind, experiences, consciousness. We have subjectivity.



Does a Warcraft AI that talks about enjoying the taste of mead, really enjoy the 
taste of mead? No? Why not? Because we don't think there's anything that it's 
like when some orc graphic in a computer game graphic "drinks" a computer 
graphic of some flagon of ale and burps and says "that was good". We don't 
believe they have an internal life. The simulation of all that stuff is just not the 
same as the real thing.

A real person who takes a drink and says "that was nice" is having an experience 
of a richness and complexity that we know 'exists' in a way that the AI has not 
replicated. There's something that it's like to be a person.

At the moment, people have subjectivity while AI do not. In this way subjectivity 
and consciousness are very close.

Does the first part [that there exist personal preferences] need a new
name [so that we define a new idea which is divorced from the
philosophy of subjectivity because subjectivity subsumes other false
ideas]?

it already has names like  "personal preferences", "preferences", and "people 
objectively have preferences which are a type of idea and whether a particular 
person has a particular idea is an objective fact of reality".

That 'a particular person has a particular idea is an objective fact of reality' is 
another way of describing what I have been calling 'ontological subjectivity'. But I 
would say it's an aspect of that concept, not the whole thing. The capacity to have 
an experience *of any sort* is the capacity to have subjectivity. One kind of 
experience you can have, is an idea.

I guess you'll ask: "What problem does that solve?" The problem is
that the idea of subjectivity subsumes one idea that is true, and
other ideas which are false. And in the tradition of Rand, we want to
organize our ideas into an organizational structure. And one reason to
organize our ideas this way is so that I can reference the idea that
*there exist personal preferences* with one word. So... is this an
abstract problem that should be solved? Or do you have an explanation



that dissolves this problem without creating a new idea?

subjectivity doesn't provide any *new* truths, just, at best, confused versions of 
ones we already knew that it's made worse not better.

Well, that's plainly false if we go with the idea that subjectivity can be considered 
simply as a shorthand way of speaking about that domain of "stuff which is going 
on in your mind" . In that case, subjectivity is the *only* source of new knowledge 
we know of in the universe. Minds are engines of subjectivity. You are subjectivity, 
as I've argued. But it's ontological subjectivity.

We know so little about consciousness that perturbing it might reveal avenues to 
new knowledge. At the moment this seems to be fruitless in many ways. People 
who smoke pot or drop acid only sometimes, and unreliably, come up with 
worthwhile stuff...mainly in art and music, etc.

I can't be bothered looking into it now, but scientists and philosophers of note 
have credited some of their creativity to taking drugs and stuff...that's an example 
of subjectivity providing new truths. Some examples here 
http://www.cannabisculture.com/articles/2783.html   Feynman is a famous one.

When sober they criticise these ideas and keep the ones that survive that 
process.

Back in April we had a series of exchanges where I tried to explain the 
importance of subjectivity and the crucial importance of being able to parse the 
two ways of distinguishing objective and subjective. People confuse the 
distinction. This search of the BoI list highlights that confusion.

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/9e33502fab532d98/571d15aace217e52?
lnk=gst&q=Ontological+subjectivity#571d15aace217e52

Brett.

http://www.cannabisculture.com/articles/2783.html
http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/9e33502fab532d98/571d15aace217e52?lnk=gst&q=Ontological+subjectivity#571d15aace217e52


From: Elliot Temple <curi@curi.us>
Cc: taking-children-seriously@googlegroups.com, FoR <Fabric-of-
Reality@yahoogroups.com>
Subject: Re: [TCS] [BoI] Structure of Epistemology (was: Joining post: 20 Years 
of a Science of Consciousness)
Date: June 24, 2012 at 2:12 PM

On Jun 22, 2012, at 1:32 PM, Rami Rustom wrote:

On Fri, Jun 22, 2012 at 3:15 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 14, 2012, at 4:08 PM, Rami Rustom wrote:

On Sat, May 26, 2012 at 11:19 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On May 25, 2012 11:10 PM, "Elliot Temple" <curi@curi.us> wrote:
On May 25, 2012, at 4:55 PM, brian_scurfield wrote:

On May 25, 2012, at 12:25 AM, Elliot Temple wrote:
On May 24, 2012, at 11:22 AM, Henry Sturman wrote:

On 24-5-2012 9:53, Brian Scurfield wrote:

So, what is the difference between a virtual Windows PC instantiated 
on an iMac and an actual Windows PC?

-- Brian Scurfield

if you look only at information output, and information output happens  
to be all we want from a computer,

This is the wrong way to look at computer programs.

Programs with the same outputs for the same input are **not the same 
program**.

For example they may have different run times, be differently hard to re-
use components of in other programs, be differently hard to add 
features too, and many other differences. They may be arriving at these 
same outputs by different internal algorithms (e.g. recursion vs 
iteration).

The same knowledge can be structured in many different ways and the 
structure affects our ability to use and to modify the knowledge. Knowing 



good ways to structure knowledge is therefore important. Once again, 
philosophy is called for, but the field of structural epistemology is 
relatively undeveloped. So, what are some important problems in 
structural epistemology?

A good place to start would be a bunch of non-programming examples and 
implications.

Here is part of one, with some questions:

We know in general terms that most school-learned knowledge is very 
*fragile*. That word fragile refers to its *structure*. It means that people 
have trouble modifying it and adapted it to different situations. It has a bad 
structure and is hard to use except in just the right context for it. It's not 
very resilient to different contexts or changes.

If you don't know what I mean, look up Feynman's attempts to teach 
physics in Brazil. His students have very fragile knowledge and memorize 
a lot of stuff exactly rather than learning more general concepts.

In Physics and Math, people tend to memorize formulas; I guess cause
they think its easier. And this requires that they memorize which
formulas apply to which problems. But this means that if they are
presented with a new kind of problem, they won't know which formula to
use. And this happens a lot on physics tests. So they end up using the
wrong formulas and/or inputting the numbers in them incorrectly.

So how can someone know which formulas apply to which problems, and
what the formulas mean in order to use them correctly? He must know
the principles. They explain the meaning behind which the formulas
were created and which problems the formulas apply to; even for
problems you've never seen before. Note that the number of problems
[in physics or any other field] are infinite. So how could someone
*memorize* which formulas apply to which problems if you can't
possibly know all the problems?

This applies to all knowledge. So in physics we have principles,
formulas, and problems. I've renamed these to logics, rules, and
situations.



Consider a business environment. There are situations that employees
are presented with and they need to apply the rules that their
employers created. But without the logic, employees can not know which
rules apply to which situations. They end up applying their own logic,
which may contradict their employers logic, and that causes them to
apply the wrong rule. Or they apply the appropriate rule but they do
so incorrectly. To solve this problem, employers should explain the
logic behind the rules, so that employees can figure out which
situations to apply them and how to apply them in said situations.

I just realized how this is connected to Finding Common Preferences.

We were discussing some ideas from the Attachment Parenting philosophy
and Elliot found an error in my understanding of Finding Common
Preferences.

I said:
AP suggests breastfeeding as long as the child wants it. I see no
inherent problem with this. But what if the mother doesn't want to do
it anymore? That is not a common preference. But she is supposed to
help her child get what he wants. So she should want to breastfeed as
long as her child wants to. Right?

Elliot said:
No. Again in CP finding it's crucial to consider *why* each party has their 
preferences and try to address the *problems they are trying to solve with 
those preferences*. Why does the mom want to stop? A continuing CP 
would involve solving that problem, not just telling her she's supposed to 
want to continue.

So how does this fit into my situations, rules, logics? Preferences
are rules.

i don't see the value in saying that.

is this trying to solve an organizational problem? can you clarify the problem?

Yes. Its concept organization. I'm trying to define the concept of
knowledge and the concept of truth-seeking.



In order to accomplish what? What is the problem?

So for example I realized
that common-preference-finding (CPF) is a concept subsumed under the
wider concept of truth-seeking, where in CPF the knowledge that we
seek is preferences, and in truth-seeking the knowledge that we seek
is any knowledge.

Can you now CPF better? What good does this subsuming concept do? What 
problem(s) are you trying to solve?

And my question was what to do if the baby and the mom have
preferences [rules] that were conflicting?

the generic answer is: think about the *reasons for* those preferences. find 
other way to get the same stuff that doesn't conflict. and/or change bad 
reasoning.

Yes that answer is good and concise. My answer works too.

When we think of our preferences, and if we don't think of *why* we
have those preferences [in a specific situation], then this means that
is fragile knowledge, as you described earlier in this discussion. So
you asked and I answered [this time I'll add some notes]...

How can people fix their fragile knowledge?

Its important to relate each situation with a rule, and each rule
[preference] with a logic [why we have that preference in a specific
situation].

One of the problems with using standard words for non-standard meanings is that 
people forget what you mean.

Could you try saying it again in regular terminology, even if it's slightly longer?



Are you saying "People should have reasons for their preferences"? If so, why 
not just say that?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>, FoR <Fabric-of-
Reality@yahoogroups.com>
Subject: Re: [TCS] [BoI] Structure of Epistemology (was: Joining post: 20 Years 
of a Science of Consciousness)
Date: June 24, 2012 at 2:33 PM

On Sun, Jun 24, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 22, 2012, at 1:32 PM, Rami Rustom wrote:

On Fri, Jun 22, 2012 at 3:15 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 14, 2012, at 4:08 PM, Rami Rustom wrote:

On Sat, May 26, 2012 at 11:19 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On May 25, 2012 11:10 PM, "Elliot Temple" <curi@curi.us> wrote:
On May 25, 2012, at 4:55 PM, brian_scurfield wrote:

On May 25, 2012, at 12:25 AM, Elliot Temple wrote:
On May 24, 2012, at 11:22 AM, Henry Sturman wrote:

On 24-5-2012 9:53, Brian Scurfield wrote:

So, what is the difference between a virtual Windows PC 
instantiated on an iMac and an actual Windows PC?

-- Brian Scurfield

if you look only at information output, and information output happens  
to be all we want from a computer,

This is the wrong way to look at computer programs.

Programs with the same outputs for the same input are **not the same 
program**.

For example they may have different run times, be differently hard to 
re-use components of in other programs, be differently hard to add 
features too, and many other differences. They may be arriving at 
these same outputs by different internal algorithms (e.g. recursion vs 
iteration).

The same knowledge can be structured in many different ways and the 
structure affects our ability to use and to modify the knowledge. 



Knowing good ways to structure knowledge is therefore important. Once 
again, philosophy is called for, but the field of structural epistemology is 
relatively undeveloped. So, what are some important problems in 
structural epistemology?

A good place to start would be a bunch of non-programming examples 
and implications.

Here is part of one, with some questions:

We know in general terms that most school-learned knowledge is very 
*fragile*. That word fragile refers to its *structure*. It means that people 
have trouble modifying it and adapted it to different situations. It has a 
bad structure and is hard to use except in just the right context for it. It's 
not very resilient to different contexts or changes.

If you don't know what I mean, look up Feynman's attempts to teach 
physics in Brazil. His students have very fragile knowledge and memorize 
a lot of stuff exactly rather than learning more general concepts.

In Physics and Math, people tend to memorize formulas; I guess cause
they think its easier. And this requires that they memorize which
formulas apply to which problems. But this means that if they are
presented with a new kind of problem, they won't know which formula to
use. And this happens a lot on physics tests. So they end up using the
wrong formulas and/or inputting the numbers in them incorrectly.

So how can someone know which formulas apply to which problems, and
what the formulas mean in order to use them correctly? He must know
the principles. They explain the meaning behind which the formulas
were created and which problems the formulas apply to; even for
problems you've never seen before. Note that the number of problems
[in physics or any other field] are infinite. So how could someone
*memorize* which formulas apply to which problems if you can't
possibly know all the problems?

This applies to all knowledge. So in physics we have principles,
formulas, and problems. I've renamed these to logics, rules, and
situations.



Consider a business environment. There are situations that employees
are presented with and they need to apply the rules that their
employers created. But without the logic, employees can not know which
rules apply to which situations. They end up applying their own logic,
which may contradict their employers logic, and that causes them to
apply the wrong rule. Or they apply the appropriate rule but they do
so incorrectly. To solve this problem, employers should explain the
logic behind the rules, so that employees can figure out which
situations to apply them and how to apply them in said situations.

I just realized how this is connected to Finding Common Preferences.

We were discussing some ideas from the Attachment Parenting philosophy
and Elliot found an error in my understanding of Finding Common
Preferences.

I said:
AP suggests breastfeeding as long as the child wants it. I see no
inherent problem with this. But what if the mother doesn't want to do
it anymore? That is not a common preference. But she is supposed to
help her child get what he wants. So she should want to breastfeed as
long as her child wants to. Right?

Elliot said:
No. Again in CP finding it's crucial to consider *why* each party has their 
preferences and try to address the *problems they are trying to solve with 
those preferences*. Why does the mom want to stop? A continuing CP 
would involve solving that problem, not just telling her she's supposed to 
want to continue.

So how does this fit into my situations, rules, logics? Preferences
are rules.

i don't see the value in saying that.

is this trying to solve an organizational problem? can you clarify the problem?

Yes. Its concept organization. I'm trying to define the concept of
knowledge and the concept of truth-seeking.



In order to accomplish what? What is the problem?

To improve my knowledge, in general. This improves my ability to
learn. The better structured my knowledge is, the better I understand
the knowledge.

So for example I realized
that common-preference-finding (CPF) is a concept subsumed under the
wider concept of truth-seeking, where in CPF the knowledge that we
seek is preferences, and in truth-seeking the knowledge that we seek
is any knowledge.

Can you now CPF better?

Yes because with improve knowledge structure, it is clearer which
contexts apply to which ideas, including the CPF idea.

What good does this subsuming concept do?

Each idea one has is connected to each other idea [directly or
indirectly]. But, those connections must be created, by thinking. They
don't appear automatically. So say I learned idea A 10 years ago. And
last year I learned the CPF idea. And these two ideas are connected.
But I don't know they are connected until I *learn* the connection.
This specific type of learning is the *subsuming* concept.

What problem(s) are you trying to solve?

Fragile knowledge is a problem. Better structured knowledge is the
solution. The process of finding the connections between ideas
improves the structure of one's knowledge, i.e. his knowledge becomes
less fragile.



And my question was what to do if the baby and the mom have
preferences [rules] that were conflicting?

the generic answer is: think about the *reasons for* those preferences. find 
other way to get the same stuff that doesn't conflict. and/or change bad 
reasoning.

Yes that answer is good and concise. My answer works too.

When we think of our preferences, and if we don't think of *why* we
have those preferences [in a specific situation], then this means that
is fragile knowledge, as you described earlier in this discussion. So
you asked and I answered [this time I'll add some notes]...

How can people fix their fragile knowledge?

Its important to relate each situation with a rule, and each rule
[preference] with a logic [why we have that preference in a specific
situation].

One of the problems with using standard words for non-standard meanings is 
that people forget what you mean.

Could you try saying it again in regular terminology, even if it's slightly longer?

Its important to relate each choice with a preference, and each
preference with reasons for why one has that preference in that
context.

Are you saying "People should have reasons for their preferences"?

That and that those reasons should be contextual.

If so, why not just say that?

I'm trying to say it in a way that works for all fields of knowledge,



not just morality. I think its important to be able to say it both
ways. One way is simpler for lay people and kids to understand, and
the other way allows one to more easliy *see* how that idea is
subsumed under other more general ideas.

-- Rami



From: Elliot Temple <curi@curi.us>
Cc: taking-children-seriously@googlegroups.com, FoR <Fabric-of-
Reality@yahoogroups.com>
Subject: Re: [TCS] [BoI] Structure of Epistemology (was: Joining post: 20 Years 
of a Science of Consciousness)
Date: June 24, 2012 at 2:43 PM

On Jun 24, 2012, at 11:33 AM, Rami Rustom wrote:

On Sun, Jun 24, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 22, 2012, at 1:32 PM, Rami Rustom wrote:

On Fri, Jun 22, 2012 at 3:15 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 14, 2012, at 4:08 PM, Rami Rustom wrote:

On Sat, May 26, 2012 at 11:19 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

On May 25, 2012 11:10 PM, "Elliot Temple" <curi@curi.us> wrote:
On May 25, 2012, at 4:55 PM, brian_scurfield wrote:

On May 25, 2012, at 12:25 AM, Elliot Temple wrote:
On May 24, 2012, at 11:22 AM, Henry Sturman wrote:

On 24-5-2012 9:53, Brian Scurfield wrote:

So, what is the difference between a virtual Windows PC 
instantiated on an iMac and an actual Windows PC?

-- Brian Scurfield

if you look only at information output, and information output 
happens  to be all we want from a computer,

This is the wrong way to look at computer programs.

Programs with the same outputs for the same input are **not the 
same program**.

For example they may have different run times, be differently hard to 
re-use components of in other programs, be differently hard to add 
features too, and many other differences. They may be arriving at 
these same outputs by different internal algorithms (e.g. recursion vs 
iteration).



The same knowledge can be structured in many different ways and the 
structure affects our ability to use and to modify the knowledge. 
Knowing good ways to structure knowledge is therefore important. 
Once again, philosophy is called for, but the field of structural 
epistemology is relatively undeveloped. So, what are some important 
problems in structural epistemology?

A good place to start would be a bunch of non-programming examples 
and implications.

Here is part of one, with some questions:

We know in general terms that most school-learned knowledge is very 
*fragile*. That word fragile refers to its *structure*. It means that people 
have trouble modifying it and adapted it to different situations. It has a 
bad structure and is hard to use except in just the right context for it. It's 
not very resilient to different contexts or changes.

If you don't know what I mean, look up Feynman's attempts to teach 
physics in Brazil. His students have very fragile knowledge and 
memorize a lot of stuff exactly rather than learning more general 
concepts.

In Physics and Math, people tend to memorize formulas; I guess cause
they think its easier. And this requires that they memorize which
formulas apply to which problems. But this means that if they are
presented with a new kind of problem, they won't know which formula to
use. And this happens a lot on physics tests. So they end up using the
wrong formulas and/or inputting the numbers in them incorrectly.

So how can someone know which formulas apply to which problems, and
what the formulas mean in order to use them correctly? He must know
the principles. They explain the meaning behind which the formulas
were created and which problems the formulas apply to; even for
problems you've never seen before. Note that the number of problems
[in physics or any other field] are infinite. So how could someone
*memorize* which formulas apply to which problems if you can't
possibly know all the problems?

This applies to all knowledge. So in physics we have principles,



formulas, and problems. I've renamed these to logics, rules, and
situations.

Consider a business environment. There are situations that employees
are presented with and they need to apply the rules that their
employers created. But without the logic, employees can not know which
rules apply to which situations. They end up applying their own logic,
which may contradict their employers logic, and that causes them to
apply the wrong rule. Or they apply the appropriate rule but they do
so incorrectly. To solve this problem, employers should explain the
logic behind the rules, so that employees can figure out which
situations to apply them and how to apply them in said situations.

I just realized how this is connected to Finding Common Preferences.

We were discussing some ideas from the Attachment Parenting 
philosophy
and Elliot found an error in my understanding of Finding Common
Preferences.

I said:
AP suggests breastfeeding as long as the child wants it. I see no
inherent problem with this. But what if the mother doesn't want to do
it anymore? That is not a common preference. But she is supposed to
help her child get what he wants. So she should want to breastfeed as
long as her child wants to. Right?

Elliot said:
No. Again in CP finding it's crucial to consider *why* each party has their 
preferences and try to address the *problems they are trying to solve with 
those preferences*. Why does the mom want to stop? A continuing CP 
would involve solving that problem, not just telling her she's supposed to 
want to continue.

So how does this fit into my situations, rules, logics? Preferences
are rules.

i don't see the value in saying that.

is this trying to solve an organizational problem? can you clarify the 



problem?

Yes. Its concept organization. I'm trying to define the concept of
knowledge and the concept of truth-seeking.

In order to accomplish what? What is the problem?

To improve my knowledge, in general. This improves my ability to
learn. The better structured my knowledge is, the better I understand
the knowledge.

Why is this good/better structure? What structural problem is it solving?

And my question was what to do if the baby and the mom have
preferences [rules] that were conflicting?

the generic answer is: think about the *reasons for* those preferences. find 
other way to get the same stuff that doesn't conflict. and/or change bad 
reasoning.

Yes that answer is good and concise. My answer works too.

When we think of our preferences, and if we don't think of *why* we
have those preferences [in a specific situation], then this means that
is fragile knowledge, as you described earlier in this discussion. So
you asked and I answered [this time I'll add some notes]...

How can people fix their fragile knowledge?

Its important to relate each situation with a rule, and each rule
[preference] with a logic [why we have that preference in a specific
situation].

One of the problems with using standard words for non-standard meanings is 
that people forget what you mean.



Could you try saying it again in regular terminology, even if it's slightly longer?

Its important to relate each choice with a preference, and each
preference with reasons for why one has that preference in that
context.

Why?

What about choices that involve multiple preferences (all of them)?

What about non-problematic choices? You're saying to think about them more. 
But that thinking could be more efficiently used elsewhere (where there are 
problems).

Are you saying "People should have reasons for their preferences"?

That and that those reasons should be contextual.

So it could have been an 8 word statement with no internal punctuation.

If so, why not just say that?

I'm trying to say it in a way that works for all fields of knowledge,
not just morality. I think its important to be able to say it both
ways. One way is simpler for lay people and kids to understand, and
the other way allows one to more easliy *see* how that idea is
subsumed under other more general ideas.

But the longer way with non-standard terminology makes it harder to see 
anything.

Clarity is a virtue and brevity is a good sign of clarity, as is simpler sentence 
structure. The long one makes it hard to tell what the point is because it has all 
sorts of other stuff and doesn't directly tell you what the point is.

-- Elliot Temple



http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Cc: taking-children-seriously@googlegroups.com, FoR <Fabric-of-
Reality@yahoogroups.com>
Subject: Re: [TCS] [BoI] Structure of Epistemology (was: Joining post: 20 Years 
of a Science of Consciousness)
Date: June 24, 2012 at 9:51 PM

On Sun, Jun 24, 2012 at 1:43 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 24, 2012, at 11:33 AM, Rami Rustom wrote:

On Sun, Jun 24, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 22, 2012, at 1:32 PM, Rami Rustom wrote:

On Fri, Jun 22, 2012 at 3:15 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 14, 2012, at 4:08 PM, Rami Rustom wrote:

On Sat, May 26, 2012 at 11:19 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

On May 25, 2012 11:10 PM, "Elliot Temple" <curi@curi.us> wrote:
On May 25, 2012, at 4:55 PM, brian_scurfield wrote:

On May 25, 2012, at 12:25 AM, Elliot Temple wrote:
On May 24, 2012, at 11:22 AM, Henry Sturman wrote:

On 24-5-2012 9:53, Brian Scurfield wrote:

So, what is the difference between a virtual Windows PC 
instantiated on an iMac and an actual Windows PC?

-- Brian Scurfield

if you look only at information output, and information output 
happens  to be all we want from a computer,

This is the wrong way to look at computer programs.

Programs with the same outputs for the same input are **not the 
same program**.

For example they may have different run times, be differently hard 
to re-use components of in other programs, be differently hard to 
add features too, and many other differences. They may be arriving 
at these same outputs by different internal algorithms (e.g. 
recursion vs iteration).



The same knowledge can be structured in many different ways and 
the structure affects our ability to use and to modify the knowledge. 
Knowing good ways to structure knowledge is therefore important. 
Once again, philosophy is called for, but the field of structural 
epistemology is relatively undeveloped. So, what are some important 
problems in structural epistemology?

A good place to start would be a bunch of non-programming examples 
and implications.

Here is part of one, with some questions:

We know in general terms that most school-learned knowledge is very 
*fragile*. That word fragile refers to its *structure*. It means that people 
have trouble modifying it and adapted it to different situations. It has a 
bad structure and is hard to use except in just the right context for it. 
It's not very resilient to different contexts or changes.

If you don't know what I mean, look up Feynman's attempts to teach 
physics in Brazil. His students have very fragile knowledge and 
memorize a lot of stuff exactly rather than learning more general 
concepts.

In Physics and Math, people tend to memorize formulas; I guess cause
they think its easier. And this requires that they memorize which
formulas apply to which problems. But this means that if they are
presented with a new kind of problem, they won't know which formula to
use. And this happens a lot on physics tests. So they end up using the
wrong formulas and/or inputting the numbers in them incorrectly.

So how can someone know which formulas apply to which problems, 
and
what the formulas mean in order to use them correctly? He must know
the principles. They explain the meaning behind which the formulas
were created and which problems the formulas apply to; even for
problems you've never seen before. Note that the number of problems
[in physics or any other field] are infinite. So how could someone
*memorize* which formulas apply to which problems if you can't
possibly know all the problems?



This applies to all knowledge. So in physics we have principles,
formulas, and problems. I've renamed these to logics, rules, and
situations.

Consider a business environment. There are situations that employees
are presented with and they need to apply the rules that their
employers created. But without the logic, employees can not know 
which
rules apply to which situations. They end up applying their own logic,
which may contradict their employers logic, and that causes them to
apply the wrong rule. Or they apply the appropriate rule but they do
so incorrectly. To solve this problem, employers should explain the
logic behind the rules, so that employees can figure out which
situations to apply them and how to apply them in said situations.

I just realized how this is connected to Finding Common Preferences.

We were discussing some ideas from the Attachment Parenting 
philosophy
and Elliot found an error in my understanding of Finding Common
Preferences.

I said:
AP suggests breastfeeding as long as the child wants it. I see no
inherent problem with this. But what if the mother doesn't want to do
it anymore? That is not a common preference. But she is supposed to
help her child get what he wants. So she should want to breastfeed as
long as her child wants to. Right?

Elliot said:
No. Again in CP finding it's crucial to consider *why* each party has 
their preferences and try to address the *problems they are trying to 
solve with those preferences*. Why does the mom want to stop? A 
continuing CP would involve solving that problem, not just telling her 
she's supposed to want to continue.

So how does this fit into my situations, rules, logics? Preferences
are rules.

i don't see the value in saying that.



is this trying to solve an organizational problem? can you clarify the 
problem?

Yes. Its concept organization. I'm trying to define the concept of
knowledge and the concept of truth-seeking.

In order to accomplish what? What is the problem?

To improve my knowledge, in general. This improves my ability to
learn. The better structured my knowledge is, the better I understand
the knowledge.

Why is this good/better structure? What structural problem is it solving?

With the wrong structure, its not clear whether a certain idea applies
to certain contexts. You said it earlier in this post:

It means that people have trouble modifying it [knowledge] and adapting it to 
different situations. It has a bad structure and is hard to use except in just the 
right context for it. It's not very resilient to different contexts or changes.

And my question was what to do if the baby and the mom have
preferences [rules] that were conflicting?

the generic answer is: think about the *reasons for* those preferences. find 
other way to get the same stuff that doesn't conflict. and/or change bad 
reasoning.

Yes that answer is good and concise. My answer works too.

When we think of our preferences, and if we don't think of *why* we
have those preferences [in a specific situation], then this means that
is fragile knowledge, as you described earlier in this discussion. So
you asked and I answered [this time I'll add some notes]...



How can people fix their fragile knowledge?

Its important to relate each situation with a rule, and each rule
[preference] with a logic [why we have that preference in a specific
situation].

One of the problems with using standard words for non-standard meanings is 
that people forget what you mean.

Could you try saying it again in regular terminology, even if it's slightly longer?

Its important to relate each choice with a preference, and each
preference with reasons for why one has that preference in that
context.

Why?

Because you could be mistaken. So by questioning the contextual
reasons for your preferences, then you are giving yourself an
opportunity to criticize your choice before actually making the
choice. This serves to prevent a lot of mistakes.

What about choices that involve multiple preferences (all of them)?

You're right, my original question should have been "What rules am I following?"

What about non-problematic choices? You're saying to think about them more. 
But that thinking could be more efficiently used elsewhere (where there are 
problems).

Yes we're only talking about problematic choices. Note that the
beginning of this explanation was the context of solving a
math/physics problem. All truth-seeking [all thinking?] should be done
in the context of problems and solutions.



Are you saying "People should have reasons for their preferences"?

That and that those reasons should be contextual.

So it could have been an 8 word statement with no internal punctuation.

Yes.

If so, why not just say that?

I'm trying to say it in a way that works for all fields of knowledge,
not just morality. I think its important to be able to say it both
ways. One way is simpler for lay people and kids to understand, and
the other way allows one to more easliy *see* how that idea is
subsumed under other more general ideas.

But the longer way with non-standard terminology makes it harder to see 
anything.

Ok. Maybe my idea of writing it both ways only makes sense for one's
own thinking/note-taking. I do it to help me organize my thoughts.

Clarity is a virtue and brevity is a good sign of clarity, as is simpler sentence 
structure. The long one makes it hard to tell what the point is because it has all 
sorts of other stuff and doesn't directly tell you what the point is.

Agreed. I expect my way of writing is not good for explaining to
others. But I think its good for one's own notes. This method helped
me understand the connections between 3 wide reaching ideas: problems
& solutions, conjectures & refutations, and common preference finding.
So this is how it went [I basically think on paper]:

So these 3 ideas are the most important ideas that I've encountered.
And I noticed connections between them. But the connections weren't in
a tree structure. I thought the structure was bad. I think the
solution to this bad structure problem is to integrate the 3 ideas



into one idea.

1. P&S (problems & solutions): All truth-seeking, i.e. knowledge
creation, should be done in the context of problems and solutions. C&R
applies here because it *is* the process of truth-seeking.

2. C&R (conjectures & refutations): This is a process of knowledge
creation. We guess ideas, then we criticize them [thereby creating new
ideas]. The one's left uncriticized, are considered knowledge. Note
that P&S applies here because there is a problem-situation where we
want to create knowledge which is the solution to that problem.

3. CPF (common preference finding): This is a process of resolving
conflicts of ideas. Note that P&S applies here because the conflict of
ideas is a problem to be solved. Note that C&R applies here because it
is the process by which we find the solution, i.e. create knowledge.

Examining these shows that this is not a tree structure. So how can
this be fixed? Months ago Elliot defined two classifications of
problems, human problems and abstract problems. Human problems are
moral ones about choices where the options are conflicts of ideas.
Abstract problems are about wanting to figure out stuff we are
interested in. Elliot recently gave a hint that abstract problems are
actually conflicts of ideas too. The idea that I don't know X
conflicts with the idea that I want to know X. So both classifications
of problems [human ones and abstract ones] are conflicts of ideas. So
*all* problems are conflicts of ideas. This fact is [was] the missing
piece of the puzzle. The integrated idea is:

All knowledge creation is done in the context of problems and
solutions, where all problems are conflicts of ideas. The process of
knowledge creation is that we guess ideas, then we criticize them,
thereby creating new ideas, and the ideas left uncriticized, are
considered knowledge. That knowledge is the solution to the problem
and its this solution that relieves the conflict.

-- Rami



From: Elliot Temple <curi@curi.us>
Cc: taking-children-seriously@googlegroups.com, FoR <Fabric-of-
Reality@yahoogroups.com>
Subject: Re: [TCS] [BoI] Structure of Epistemology (was: Joining post: 20 Years 
of a Science of Consciousness)
Date: June 24, 2012 at 11:16 PM

On Jun 24, 2012, at 6:51 PM, Rami Rustom wrote:

On Sun, Jun 24, 2012 at 1:43 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 24, 2012, at 11:33 AM, Rami Rustom wrote:

On Sun, Jun 24, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 22, 2012, at 1:32 PM, Rami Rustom wrote:

On Fri, Jun 22, 2012 at 3:15 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 14, 2012, at 4:08 PM, Rami Rustom wrote:

On Sat, May 26, 2012 at 11:19 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

On May 25, 2012 11:10 PM, "Elliot Temple" <curi@curi.us> wrote:
On May 25, 2012, at 4:55 PM, brian_scurfield wrote:

On May 25, 2012, at 12:25 AM, Elliot Temple wrote:
On May 24, 2012, at 11:22 AM, Henry Sturman wrote:

On 24-5-2012 9:53, Brian Scurfield wrote:

So, what is the difference between a virtual Windows PC 
instantiated on an iMac and an actual Windows PC?

-- Brian Scurfield

if you look only at information output, and information output 
happens  to be all we want from a computer,

This is the wrong way to look at computer programs.

Programs with the same outputs for the same input are **not the 
same program**.

For example they may have different run times, be differently hard 
to re-use components of in other programs, be differently hard to 
add features too, and many other differences. They may be 
arriving at these same outputs by different internal algorithms (e.g. 



recursion vs iteration).

The same knowledge can be structured in many different ways and 
the structure affects our ability to use and to modify the knowledge. 
Knowing good ways to structure knowledge is therefore important. 
Once again, philosophy is called for, but the field of structural 
epistemology is relatively undeveloped. So, what are some 
important problems in structural epistemology?

A good place to start would be a bunch of non-programming 
examples and implications.

Here is part of one, with some questions:

We know in general terms that most school-learned knowledge is 
very *fragile*. That word fragile refers to its *structure*. It means that 
people have trouble modifying it and adapted it to different situations. 
It has a bad structure and is hard to use except in just the right 
context for it. It's not very resilient to different contexts or changes.

If you don't know what I mean, look up Feynman's attempts to teach 
physics in Brazil. His students have very fragile knowledge and 
memorize a lot of stuff exactly rather than learning more general 
concepts.

In Physics and Math, people tend to memorize formulas; I guess 
cause
they think its easier. And this requires that they memorize which
formulas apply to which problems. But this means that if they are
presented with a new kind of problem, they won't know which formula 
to
use. And this happens a lot on physics tests. So they end up using the
wrong formulas and/or inputting the numbers in them incorrectly.

So how can someone know which formulas apply to which problems, 
and
what the formulas mean in order to use them correctly? He must know
the principles. They explain the meaning behind which the formulas
were created and which problems the formulas apply to; even for
problems you've never seen before. Note that the number of problems



[in physics or any other field] are infinite. So how could someone
*memorize* which formulas apply to which problems if you can't
possibly know all the problems?

This applies to all knowledge. So in physics we have principles,
formulas, and problems. I've renamed these to logics, rules, and
situations.

Consider a business environment. There are situations that employees
are presented with and they need to apply the rules that their
employers created. But without the logic, employees can not know 
which
rules apply to which situations. They end up applying their own logic,
which may contradict their employers logic, and that causes them to
apply the wrong rule. Or they apply the appropriate rule but they do
so incorrectly. To solve this problem, employers should explain the
logic behind the rules, so that employees can figure out which
situations to apply them and how to apply them in said situations.

I just realized how this is connected to Finding Common Preferences.

We were discussing some ideas from the Attachment Parenting 
philosophy
and Elliot found an error in my understanding of Finding Common
Preferences.

I said:
AP suggests breastfeeding as long as the child wants it. I see no
inherent problem with this. But what if the mother doesn't want to do
it anymore? That is not a common preference. But she is supposed 
to
help her child get what he wants. So she should want to breastfeed 
as
long as her child wants to. Right?

Elliot said:
No. Again in CP finding it's crucial to consider *why* each party has 
their preferences and try to address the *problems they are trying to 
solve with those preferences*. Why does the mom want to stop? A 
continuing CP would involve solving that problem, not just telling her 



she's supposed to want to continue.

So how does this fit into my situations, rules, logics? Preferences
are rules.

i don't see the value in saying that.

is this trying to solve an organizational problem? can you clarify the 
problem?

Yes. Its concept organization. I'm trying to define the concept of
knowledge and the concept of truth-seeking.

In order to accomplish what? What is the problem?

To improve my knowledge, in general. This improves my ability to
learn. The better structured my knowledge is, the better I understand
the knowledge.

Why is this good/better structure? What structural problem is it solving?

With the wrong structure, its not clear whether a certain idea applies
to certain contexts. You said it earlier in this post:

It means that people have trouble modifying it [knowledge] and adapting it to 
different situations. It has a bad structure and is hard to use except in just the 
right context for it. It's not very resilient to different contexts or changes.

You're saying why good structure is good in general.

But you're not saying what change you made to solve what concrete structural 
problem relevant to this discussion.

What problem were you solving *in this case*, *specifically*? And how did you 
solve it?

And my question was what to do if the baby and the mom have



preferences [rules] that were conflicting?

the generic answer is: think about the *reasons for* those preferences. 
find other way to get the same stuff that doesn't conflict. and/or change 
bad reasoning.

Yes that answer is good and concise. My answer works too.

When we think of our preferences, and if we don't think of *why* we
have those preferences [in a specific situation], then this means that
is fragile knowledge, as you described earlier in this discussion. So
you asked and I answered [this time I'll add some notes]...

How can people fix their fragile knowledge?

Its important to relate each situation with a rule, and each rule
[preference] with a logic [why we have that preference in a specific
situation].

One of the problems with using standard words for non-standard meanings 
is that people forget what you mean.

Could you try saying it again in regular terminology, even if it's slightly 
longer?

Its important to relate each choice with a preference, and each
preference with reasons for why one has that preference in that
context.

Why?

Because you could be mistaken.

Sometimes (it's not uncommon) people try to do this and end up *more* 
mistaken. What do you think about this?

So by questioning the contextual
reasons for your preferences, then you are giving yourself an
opportunity to criticize your choice before actually making the



choice. This serves to prevent a lot of mistakes.

What about choices that involve multiple preferences (all of them)?

You're right, my original question should have been "What rules am I following?"

What about non-problematic choices? You're saying to think about them more. 
But that thinking could be more efficiently used elsewhere (where there are 
problems).

Yes we're only talking about problematic choices. Note that the
beginning of this explanation was the context of solving a
math/physics problem. All truth-seeking [all thinking?] should be done
in the context of problems and solutions.

So you agree that means *not* demanding reasons for many preferences?

Are you saying "People should have reasons for their preferences"?

That and that those reasons should be contextual.

So it could have been an 8 word statement with no internal punctuation.

Yes.

If so, why not just say that?

I'm trying to say it in a way that works for all fields of knowledge,
not just morality. I think its important to be able to say it both
ways. One way is simpler for lay people and kids to understand, and
the other way allows one to more easliy *see* how that idea is
subsumed under other more general ideas.



But the longer way with non-standard terminology makes it harder to see 
anything.

Ok. Maybe my idea of writing it both ways only makes sense for one's
own thinking/note-taking. I do it to help me organize my thoughts.

You didn't write it both ways though. Even if we deleted words like "logic" and 
used the bracketed stuff, it was written quite differently from my translation.

Clarity is a virtue and brevity is a good sign of clarity, as is simpler sentence 
structure. The long one makes it hard to tell what the point is because it has all 
sorts of other stuff and doesn't directly tell you what the point is.

Agreed. I expect my way of writing is not good for explaining to
others. But I think its good for one's own notes. This method helped
me understand the connections between 3 wide reaching ideas: problems
& solutions, conjectures & refutations, and common preference finding.
So this is how it went [I basically think on paper]:

So these 3 ideas are the most important ideas that I've encountered.
And I noticed connections between them. But the connections weren't in
a tree structure. I thought the structure was bad. I think the
solution to this bad structure problem is to integrate the 3 ideas
into one idea.

Why is it bad? Everything should be in a tree structure? This should b/c [unstated 
reason]?

1. P&S (problems & solutions): All truth-seeking, i.e. knowledge
creation, should be done in the context of problems and solutions. C&R
applies here because it *is* the process of truth-seeking.

What about exploratory research?

2. C&R (conjectures & refutations): This is a process of knowledge



creation. We guess ideas, then we criticize them [thereby creating new
ideas]. The one's left uncriticized, are considered knowledge. Note
that P&S applies here because there is a problem-situation where we
want to create knowledge which is the solution to that problem.

What if the one's left uncriticized contradict? Or if none are left uncriticized?

3. CPF (common preference finding): This is a process of resolving
conflicts of ideas. Note that P&S applies here because the conflict of
ideas is a problem to be solved. Note that C&R applies here because it
is the process by which we find the solution, i.e. create knowledge.

Examining these shows that this is not a tree structure. So how can
this be fixed?

Why does it need fixing?

This sounds foundationalist. With foundations and the secondary knowledge then 
tertiary, etc

Knowledge is organized more like a web or graph, with floating points and 
connections. No top, bottom, foundation or root.

Months ago Elliot defined two classifications of
problems, human problems and abstract problems. Human problems are
moral ones about choices where the options are conflicts of ideas.
Abstract problems are about wanting to figure out stuff we are
interested in.

No. Wanting something is a human problem! Interests are a human issue!

A non-human problem is, *with no human context*: 2+2=?

But 2+2=? on *your math test* is a human problem (yours). Or if you want to 
know the answer, that is a human problem.

Elliot recently gave a hint that abstract problems are
actually conflicts of ideas too.



Quote?

The idea that I don't know X
conflicts with the idea that I want to know X.

That is a human problem (has to do with humans wanting stuff, and what humans 
do or don't know).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [TCS] [BoI] Structure of Epistemology (was: Joining post: 20 Years 
of a Science of Consciousness)
Date: June 24, 2012 at 11:48 PM

On 25/06/2012, at 13:16, "Elliot Temple" <curi@curi.us> wrote:

On Jun 24, 2012, at 6:51 PM, Rami Rustom wrote:

1. P&S (problems & solutions): All truth-seeking, i.e. knowledge
creation, should be done in the context of problems and solutions. C&R
applies here because it *is* the process of truth-seeking.

What about exploratory research?

What's an example of exploratory research?

The Keplar Space Telescope is in orbit around the Sun, trailing the Earth, pointed 
at the same patch of sky, monitoring the same stars searching for extra-solar 
planets. Specifically it is searching for Earth-like planets in habitable zones 
around their host stars. That it has been very successful is both unsurprising 
*and* exciting (which is a strange combination).

How can we understand its purpose given a Popperian view of knowledge 
creation?

It seems to be clearly participating in the scientific process of making 
progress...and yet...by what means?

Is it searching for problems or solutions, both, or neither? Is it an experimental 
test of current theories? Are all searches like this tests of current theory? In which 
case does that make it primarily a device for searching for new, better problems?

Our theories of planet formation already predict that we should find planets 
around other stars. So the fact it has found planets - including Earth-like ones - 
constitutes a test of that theory of planet formation.

But is this really the *purpose* of the Keplar mission? To test theories?



How does this sort of data gathering fit into the Popperian view? It seems to not 
be aimed at testing current theories (or is it?) nor producing creative explanations 
for new phenomena. The purpose is to just look for new planets in a very open-
ended way.

Is this sort of 'exploratory research' different to explanation-creation? It seems to 
me it's clearly *knowledge* creation - once we discover those planets that we 
predict are out there we can say that we know where they are and what they're 
like and so forth.

Much the same might be asked about biologists wandering into the Amazon on 
expeditions to catalogue new bugs or whatever. In terms of epistemology - what 
are such scientists doing? Finding problems, creating solutions, something else?

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Non-falsification way of testing theories
Date: June 25, 2012 at 8:32 AM

On Sun, Jun 24, 2012 at 10:48 PM, Brett Hall <brhalluk@hotmail.com> wrote:

What's an example of exploratory research?

The Keplar Space Telescope is in orbit around the Sun, trailing the Earth, 
pointed at the same patch of sky, monitoring the same stars searching for extra-
solar planets. Specifically it is searching for Earth-like planets in habitable zones 
around their host stars. That it has been very successful is both unsurprising 
*and* exciting (which is a strange combination).

How can we understand its purpose given a Popperian view of knowledge 
creation?

It seems to be clearly participating in the scientific process of making 
progress...and yet...by what means?

Is it searching for problems or solutions, both, or neither? Is it an experimental 
test of current theories? Are all searches like this tests of current theory? In 
which case does that make it primarily a device for searching for new, better 
problems?

Our theories of planet formation already predict that we should find planets 
around other stars. So the fact it has found planets - including Earth-like ones - 
constitutes a test of that theory of planet formation.

But is this really the *purpose* of the Keplar mission? To test theories?

How does this sort of data gathering fit into the Popperian view? It seems to not 
be aimed at testing current theories (or is it?) nor producing creative 
explanations for new phenomena. The purpose is to just look for new planets in 
a very open-ended way.

I'm consused by the testing theories idea. I thought we design tests
in a way that would falsify the theory, not corroborate it. Looking
for planets seems to look for corroboration.



But, if the theory is: "Other stars [besides ours] have planets."
Seems obvious. I don't think that our star could be so special where
its the only one with planets. Surely the conditions for planet
formation exists somewhere else. Maybe the theory is more complex,
like: "A lot of stars have planets," or "Most stars have planets," or
"All stars fitting A, B, C conditions have planets." So then how do we
test this theory? We look for planets orbiting stars with A, B, C
conditions. If we find them, then that proves the theory. Right?

I said proves, but we can't prove. Oh ya our method of identifying
planets is fallible. So the identification of a planet could be
mistaken.

So does looking for planets [which is not falsification] count as
testing a theory?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] [BoI] Structure of Epistemology (was: Joining post: 20 Years of a 
Science of Consciousness) Fabric-of-Reality@yahoogroups.com
Date: June 25, 2012 at 8:38 AM

On Sun, Jun 24, 2012 at 10:16 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 24, 2012, at 6:51 PM, Rami Rustom wrote:

On Sun, Jun 24, 2012 at 1:43 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 24, 2012, at 11:33 AM, Rami Rustom wrote:

On Sun, Jun 24, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 22, 2012, at 1:32 PM, Rami Rustom wrote:

On Fri, Jun 22, 2012 at 3:15 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 14, 2012, at 4:08 PM, Rami Rustom wrote:

On Sat, May 26, 2012 at 11:19 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

On May 25, 2012 11:10 PM, "Elliot Temple" <curi@curi.us> wrote:
On May 25, 2012, at 4:55 PM, brian_scurfield wrote:

On May 25, 2012, at 12:25 AM, Elliot Temple wrote:
On May 24, 2012, at 11:22 AM, Henry Sturman wrote:

On 24-5-2012 9:53, Brian Scurfield wrote:

So, what is the difference between a virtual Windows PC 
instantiated on an iMac and an actual Windows PC?

-- Brian Scurfield

if you look only at information output, and information output 
happens  to be all we want from a computer,

This is the wrong way to look at computer programs.

Programs with the same outputs for the same input are **not the 
same program**.

For example they may have different run times, be differently 
hard to re-use components of in other programs, be differently 
hard to add features too, and many other differences. They may 
be arriving at these same outputs by different internal algorithms 
(e.g. recursion vs iteration).



The same knowledge can be structured in many different ways 
and the structure affects our ability to use and to modify the 
knowledge. Knowing good ways to structure knowledge is 
therefore important. Once again, philosophy is called for, but the 
field of structural epistemology is relatively undeveloped. So, what 
are some important problems in structural epistemology?

A good place to start would be a bunch of non-programming 
examples and implications.

Here is part of one, with some questions:

We know in general terms that most school-learned knowledge is 
very *fragile*. That word fragile refers to its *structure*. It means 
that people have trouble modifying it and adapted it to different 
situations. It has a bad structure and is hard to use except in just 
the right context for it. It's not very resilient to different contexts or 
changes.

If you don't know what I mean, look up Feynman's attempts to teach 
physics in Brazil. His students have very fragile knowledge and 
memorize a lot of stuff exactly rather than learning more general 
concepts.

In Physics and Math, people tend to memorize formulas; I guess 
cause
they think its easier. And this requires that they memorize which
formulas apply to which problems. But this means that if they are
presented with a new kind of problem, they won't know which formula 
to
use. And this happens a lot on physics tests. So they end up using 
the
wrong formulas and/or inputting the numbers in them incorrectly.

So how can someone know which formulas apply to which problems, 
and
what the formulas mean in order to use them correctly? He must 
know
the principles. They explain the meaning behind which the formulas
were created and which problems the formulas apply to; even for



problems you've never seen before. Note that the number of 
problems
[in physics or any other field] are infinite. So how could someone
*memorize* which formulas apply to which problems if you can't
possibly know all the problems?

This applies to all knowledge. So in physics we have principles,
formulas, and problems. I've renamed these to logics, rules, and
situations.

Consider a business environment. There are situations that 
employees
are presented with and they need to apply the rules that their
employers created. But without the logic, employees can not know 
which
rules apply to which situations. They end up applying their own logic,
which may contradict their employers logic, and that causes them to
apply the wrong rule. Or they apply the appropriate rule but they do
so incorrectly. To solve this problem, employers should explain the
logic behind the rules, so that employees can figure out which
situations to apply them and how to apply them in said situations.

I just realized how this is connected to Finding Common Preferences.

We were discussing some ideas from the Attachment Parenting 
philosophy
and Elliot found an error in my understanding of Finding Common
Preferences.

I said:
AP suggests breastfeeding as long as the child wants it. I see no
inherent problem with this. But what if the mother doesn't want to do
it anymore? That is not a common preference. But she is supposed 
to
help her child get what he wants. So she should want to breastfeed 
as
long as her child wants to. Right?

Elliot said:
No. Again in CP finding it's crucial to consider *why* each party has 



their preferences and try to address the *problems they are trying to 
solve with those preferences*. Why does the mom want to stop? A 
continuing CP would involve solving that problem, not just telling her 
she's supposed to want to continue.

So how does this fit into my situations, rules, logics? Preferences
are rules.

i don't see the value in saying that.

is this trying to solve an organizational problem? can you clarify the 
problem?

Yes. Its concept organization. I'm trying to define the concept of
knowledge and the concept of truth-seeking.

In order to accomplish what? What is the problem?

To improve my knowledge, in general. This improves my ability to
learn. The better structured my knowledge is, the better I understand
the knowledge.

Why is this good/better structure? What structural problem is it solving?

With the wrong structure, its not clear whether a certain idea applies
to certain contexts. You said it earlier in this post:

It means that people have trouble modifying it [knowledge] and adapting it to 
different situations. It has a bad structure and is hard to use except in just the 
right context for it. It's not very resilient to different contexts or changes.

You're saying why good structure is good in general.

But you're not saying what change you made to solve what concrete structural 
problem relevant to this discussion.

What problem were you solving *in this case*, *specifically*? And how did you 
solve it?



I guess you mean the abstract problem. Which is...  I don't know. The
only question that I can think of now is: How did I realize that there
was a connection between the two ideas? But I don't know that either.
It dawned on me one morning the day after a discussion where you found
my mistake of how I understood CPF. I was playing that discussion in
my mind and then it clicked. Oh and there was also DD's post where he
said that preferences are ideas. And for months I've been trying to
understand the relationship between my situations, rules, and logics
with the concept of *ideas*. And when DD said that preferences are
ideas, I was thinking about which type of idea [situation, rule or
logic]. Immediately I realized that its the rule type. And then the
rest fell into place.

So what is the abstract problem here? I guess its this: Does my
knowledge network integrate other ideas?

And my question was what to do if the baby and the mom have
preferences [rules] that were conflicting?

the generic answer is: think about the *reasons for* those preferences. 
find other way to get the same stuff that doesn't conflict. and/or change 
bad reasoning.

Yes that answer is good and concise. My answer works too.

When we think of our preferences, and if we don't think of *why* we
have those preferences [in a specific situation], then this means that
is fragile knowledge, as you described earlier in this discussion. So
you asked and I answered [this time I'll add some notes]...

How can people fix their fragile knowledge?

Its important to relate each situation with a rule, and each rule
[preference] with a logic [why we have that preference in a specific
situation].

One of the problems with using standard words for non-standard meanings 



is that people forget what you mean.

Could you try saying it again in regular terminology, even if it's slightly 
longer?

Its important to relate each choice with a preference, and each
preference with reasons for why one has that preference in that
context.

Why?

Because you could be mistaken.

Sometimes (it's not uncommon) people try to do this and end up *more* 
mistaken. What do you think about this?

I guess that is what people mean by "Don't second guess yourself."
I've never liked that idea.

The more we criticize ideas, the better they get. I've never imagined
that its possible for ideas to become more mistaken during the process
of criticizing them. But yes logically it makes sense. We take 2 steps
forward and 1 step back. Sometimes we lose, but overall, on average,
we gain from the process of criticizing.

On a societal scale, this idea of going backwards, but on average
going forwards, happens a lot. Scientism is a great example. A big
reason for their going backwards is that their methods of
error-correction are weak, i.e. epistemology. So the same is true for
individuals.

So by questioning the contextual
reasons for your preferences, then you are giving yourself an
opportunity to criticize your choice before actually making the
choice. This serves to prevent a lot of mistakes.

What about choices that involve multiple preferences (all of them)?



You're right, my original question should have been "What rules am I 
following?"

What about non-problematic choices? You're saying to think about them 
more. But that thinking could be more efficiently used elsewhere (where there 
are problems).

Yes we're only talking about problematic choices. Note that the
beginning of this explanation was the context of solving a
math/physics problem. All truth-seeking [all thinking?] should be done
in the context of problems and solutions.

So you agree that means *not* demanding reasons for many preferences?

Yes. Only problematic ones. "If it ain't broke, don't fix it."

The problems/solutions idea reaches into all thinking, including morality.

Are you saying "People should have reasons for their preferences"?

That and that those reasons should be contextual.

So it could have been an 8 word statement with no internal punctuation.

Yes.

If so, why not just say that?

I'm trying to say it in a way that works for all fields of knowledge,
not just morality. I think its important to be able to say it both
ways. One way is simpler for lay people and kids to understand, and
the other way allows one to more easliy *see* how that idea is
subsumed under other more general ideas.



But the longer way with non-standard terminology makes it harder to see 
anything.

Ok. Maybe my idea of writing it both ways only makes sense for one's
own thinking/note-taking. I do it to help me organize my thoughts.

You didn't write it both ways though. Even if we deleted words like "logic" and 
used the bracketed stuff, it was written quite differently from my translation.

Yes. The first way was written by you, in an earlier post in a
different discussion. It was in my mind.

Clarity is a virtue and brevity is a good sign of clarity, as is simpler sentence 
structure. The long one makes it hard to tell what the point is because it has 
all sorts of other stuff and doesn't directly tell you what the point is.

Agreed. I expect my way of writing is not good for explaining to
others. But I think its good for one's own notes. This method helped
me understand the connections between 3 wide reaching ideas: problems
& solutions, conjectures & refutations, and common preference finding.
So this is how it went [I basically think on paper]:

So these 3 ideas are the most important ideas that I've encountered.
And I noticed connections between them. But the connections weren't in
a tree structure. I thought the structure was bad. I think the
solution to this bad structure problem is to integrate the 3 ideas
into one idea.

Why is it bad? Everything should be in a tree structure? This should b/c 
[unstated reason]?

The tree structure idea is no good. Knowledge exists in a network structure.



1. P&S (problems & solutions): All truth-seeking, i.e. knowledge
creation, should be done in the context of problems and solutions. C&R
applies here because it *is* the process of truth-seeking.

What about exploratory research?

I've never thought of that question. I read Brett's post about it in
this thread. In the example he gave, scientists are looking for
planets. The problem is: "Are there more habitable planets?" If we
find a planet, then we've created a new child problem, which is "Is
planet X habitable?"

So yes problems/solutions and C&R works in exploratory research [at
least of the type Brett mentioned].

2. C&R (conjectures & refutations): This is a process of knowledge
creation. We guess ideas, then we criticize them [thereby creating new
ideas]. The one's left uncriticized, are considered knowledge. Note
that P&S applies here because there is a problem-situation where we
want to create knowledge which is the solution to that problem.

What if the one's left uncriticized contradict?

Then one of those contradicting ideas is wrong. That is a problem. So
to solve the problem, one can apply the process of C&R again to
resolve it.

Or if none are left uncriticized?

Retrace your steps in your thinking. You might find a mistake in a
guess or criticism you made. Or do some more wild guessing to create
new ideas. Or ask other people for ideas.

3. CPF (common preference finding): This is a process of resolving



conflicts of ideas. Note that P&S applies here because the conflict of
ideas is a problem to be solved. Note that C&R applies here because it
is the process by which we find the solution, i.e. create knowledge.

Examining these shows that this is not a tree structure. So how can
this be fixed?

Why does it need fixing?

This sounds foundationalist. With foundations and the secondary knowledge 
then tertiary, etc

Knowledge is organized more like a web or graph, with floating points and 
connections. No top, bottom, foundation or root.

Ok so ideas reaching into other ideas is the right way to view the
connections between ideas.

Months ago Elliot defined two classifications of
problems, human problems and abstract problems. Human problems are
moral ones about choices where the options are conflicts of ideas.
Abstract problems are about wanting to figure out stuff we are
interested in.

No. Wanting something is a human problem! Interests are a human issue!

A non-human problem is, *with no human context*: 2+2=?

But 2+2=? on *your math test* is a human problem (yours). Or if you want to 
know the answer, that is a human problem.

Ah messed that up. So that changes all the integrating stuff I did.

Elliot recently gave a hint that abstract problems are
actually conflicts of ideas too.

Quote?



I misunderstood. Your idea was about human problems of the type below.

The idea that I don't know X
conflicts with the idea that I want to know X.

That is a human problem (has to do with humans wanting stuff, and what 
humans do or don't know).

So C&R and CPF have not merged.

C&R works for all problems.

CPF works for the subset of all human problems.

CPF uses C&R.

And both of them use the P&S idea.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Article with a lot of bromides Fabric-of-Reality@yahoogroups.com
Date: June 25, 2012 at 9:20 AM

I'm criticizing an article by MondayMorningMemo.com. I presented one
recently and Elliot explained that its full of bromides and that its
not helpful to most people.

Four Kinds Of Curious

If I could give you the gift of Curiosity, I would risk a great deal to do
it.

This, and the next few lines are supposed to "spark" interest. Its an
advertising idea.

I would buy it for you illegally, inject it into your arm with a needle
and watch as Life flowed into your eyes. I would do this for you because
your future would brighten and your days would be full of wonder.

Curiosity is addictive, it is true. But it is not unhealthy. Nor is it
illegal. Unlike the drugs of Greed, Ambition, Anger and Fear, Curiosity
makes a person happier, healthier and easier to love.

Curiosity, without action, does not actually "make" you happier.

Curiosity mixed with initiative means your life will never lack purpose.

Curiosity without initiative is daydreaming.
Curiosity followed by action is adventure.

Seems ok.

Curiosity is colored by the individual who swims in it:

The physically curious person hungers to go and touch and experience and



do. They speak often of travel, tend to be impulsive and always in motion.
We see physical curiosity in the Warrior archetype of psychologist Carl
Jung.

The emotionally curious person seeks connection to others; soul-sharing
through that mystical umbilical called empathy; words and gestures,
painting, poetry, plays and songs linking heart to heart. Emotional
curiosity is spiritual hunger. This is the Seeker/Healer/Lover archetype.

The intellectually curious person navigates an ocean of riddles that must
be solved, connections that must be investigated, patterns that whisper of
secret meaning. This is the Magi/Wise-ard (magician/wizard) who travels to
impossible places without ever leaving the room.

The organizationally curious person discovers what is missing and then
provides it. These are the leaders who serve us by creating structure,
process and order. Organizational curiosity is demonstrated by the
Administrator/King archetype.

The author believes in the idea that there are 4 personality types.
One criticism of this idea is that it is dehumanizing. Another
criticism is that all people exhibit all of the types, so the types
mean nothing. Although, the creators of this idea do say that your
personality type only identifies which of the 4 types each personal is
"most" like. But... I'm sure there are people who are equally "like"
more than one type. And I'm sure some people switch "types".

Intuition is Curiosity’s beautiful daughter.

"Intuition becomes increasingly valuable in the new information society
precisely because there is so much data."
- John Naisbitt

Interestingly, I took a personality test where one of the spectrums
was intuition on one side, and objectivity on the other. And the



spectrum was 1 to 10. A 5 means you use intuition and objectivity
equally [what ever that means]. I got a 3, which means I leaned on the
intuition side. I was surprised. I always thought of myself as an
objective thinker. What do you guys think?

I found a bunch of other problems with the personality test too, in
the results of my employees. And the guy who sold me the test couldn't
answer my questions/criticisms [he did a lot of stuttering]. So I
stopped using it.

The holy grail of every curious person is that sparkling moment called
“discovery.”

Fan the spark of curiosity in your mind. Watch it blaze into a flame of
passion that will illuminate you with inspiration.

Remember what David Ogilvy told us last week?
“Stuff your conscious mind with information, then unhook your rational
thought process.” In other words, study hard and then play.

What does *unhook your rational thought process* mean? He clarifies it
with *play*. So I think he means guess wildly to make connections
between the new ideas you've just learned and your old ideas. This can
lead to idea generation.

Idea generation can happen by integration, which is conceptualization
from narrower concepts [or concretes] to wider concepts. And it can
happen the other way around [I forgot the name], from wider concepts
to narrower ones.

Play. The right hemisphere of your brain cannot do its job as long as
Lefty is calling the shots. So tell your left-brain to take the night off.

I don't know the right brain left brain stuff. I expect its scientism.
And even if its not, the UKC idea trumps it. So its bad reductionism.

And then go



And see for yourself
And you’ll know something you never knew.

Go. Follow the spark of curiosity. Let it be your guiding star.

The Journey is begun.

Roy H. Williams

In conclusion, metaphors suck. Why do people like metaphors?

BTW I think people like metaphors as evidenced by the fact that
metaphors are used in advertising a lot [like this article] and in
fiction.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: [BoI] The Pessimism of Scott Aaronson and Malthus
Date: June 25, 2012 at 2:56 PM

http://www.scottaaronson.com/blog/?p=418

This is an interesting anti-BoI position from a physicist.

Why is he wrong?

As a side note, the next entry on the blog just happens to be a conversation with 
Eliezer Yudkowsky prefaced with an apology for agreeing too much. Yudkowsky 
is another form of internet-popular anti-BoI bad philosophy.

-- Elliot Temple
http://curi.us/

-- 

http://www.scottaaronson.com/blog/?p=418
http://curi.us/


From: Psevdo Nim <izo.psevdo@gmail.com>
Subject: Re: [BoI] The Pessimism of Scott Aaronson and Malthus
Date: June 25, 2012 at 3:34 PM

On Mon, Jun 25, 2012 at 8:56 PM, Elliot Temple <curi@curi.us> wrote:

http://www.scottaaronson.com/blog/?p=418

This is an interesting anti-BoI position from a physicist.

FWIW I don't think he would call himself a physicist. He's a theoretical
computer scientist and just about every source lists him as such.  (e.g.
http://en.wikipedia.org/wiki/Scott_Aaronson )

Why is he wrong?

I don't see any idea being clearly expressed in this post. It's a bit
unclear whether he's serious or joking or just something between these two
things.

Assuming this is a serious post, some of the statements at the beginning
don't really make much sense.

And the idea that some things have to suck, because them sucking is the
only equilibrium in some predefined set of situations is a mistake for
several reasons - for example because it ignores the fact that people can
come up with new options or change their preferences.

Other than that I see nothing else to say about this.

As a side note, the next entry on the blog just happens to be a
conversation with Eliezer Yudkowsky prefaced with an apology for
agreeing too much. Yudkowsky is another form of internet-popular
anti-BoI bad philosophy.

Could you say more about what you think is bad about Yudkowsky?

-- 

http://www.scottaaronson.com/blog/?p=418
http://en.wikipedia.org/wiki/Scott_Aaronson


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The Pessimism of Scott Aaronson and Malthus
Date: June 25, 2012 at 5:04 PM

On Jun 25, 2012, at 12:34 PM, Psevdo Nim wrote:

On Mon, Jun 25, 2012 at 8:56 PM, Elliot Temple <curi@curi.us> wrote:

http://www.scottaaronson.com/blog/?p=418

This is an interesting anti-BoI position from a physicist.

FWIW I don't think he would call himself a physicist. He's a theoretical
computer scientist and just about every source lists him as such.  (e.g.
http://en.wikipedia.org/wiki/Scott_Aaronson )

Why is he wrong?

I don't see any idea being clearly expressed in this post. It's a bit
unclear whether he's serious or joking or just something between these two
things.

Mostly serious.

Assuming this is a serious post, some of the statements at the beginning
don't really make much sense.

Indeed.

And the idea that some things have to suck, because them sucking is the
only equilibrium in some predefined set of situations is a mistake for
several reasons - for example because it ignores the fact that people can
come up with new options or change their preferences.

I agree.

Other than that I see nothing else to say about this.

The lawn watering one displayed severe ignorance of capitalism. People water 

http://www.scottaaronson.com/blog/?p=418
http://en.wikipedia.org/wiki/Scott_Aaronson


their lawns when the price of doing so is less than the value to them. This *makes 
the world a better place*! They are spending their money on the best deals they 
know how to find. That's exactly what they should do. That is the efficient and 
correct way to use water; what else would make any sense? There's something 
deeply wrong with complaining about that.

Another interesting thing is how he gives a bunch of examples so it helps show 
the reach of his bad thinking.

And this one is revealing:

Why can’t everyone just agree to a family-friendly, 40-hour workweek?  Because 
then anyone who chose to work a 90-hour week would clean our clocks.

Think carefully about what "clean our clocks" means here. If someone else works 
twice as much as me and makes twice as much money, in what ways does that 
harm me? Doesn't it actually do zero harm to me? And even slightly benefit me 
because what he does with his workweek is create value and that, in broad 
terms, on average, slightly lowers the price of stuff and makes slightly better stuff 
available.

It's very second-handed to think you're "losing" if you work as much as you want 
to and then some other guy works more and has more money but less free time.

I think there's various other things to pick up from other ones.

As a side note, the next entry on the blog just happens to be a
conversation with Eliezer Yudkowsky prefaced with an apology for
agreeing too much. Yudkowsky is another form of internet-popular
anti-BoI bad philosophy.

Could you say more about what you think is bad about Yudkowsky?

Example topics include his entire epistemology and cognitive biases. I've posted 
about these before. He doesn't understand Popper or humans. Do you have any 
specific questions?



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] The Pessimism of Scott Aaronson and Malthus
Date: June 25, 2012 at 7:57 PM

On 25 Jun 2012, at 19:56, Elliot Temple wrote:

http://www.scottaaronson.com/blog/?p=418

This is an interesting anti-BoI position from a physicist.

Why is he wrong?

As a side note, the next entry on the blog just happens to be a conversation with 
Eliezer Yudkowsky prefaced with an apology for agreeing too much. Yudkowsky 
is another form of internet-popular anti-BoI bad philosophy.

He thinks there are inherent conflicts of interest rather than just unsolved 
problems:

Again and again, I’ve undergone the humbling experience of first lamenting how 
badly something sucks, then only much later having the crucial insight that its 
not sucking wouldn’t have been a Nash equilibrium.

I would guess he's a Bayesian bearing in mind his association with Yudkowsky.

Why does it cost so much to buy something to wear to a wedding?  Because if it 
didn’t, the fashion industry would invent more extravagant ‘requirements’ until it 
reached the limit of what people could afford.

This only works is people are second handers.

Why do the people you want to date seem so cruel, or aloof, or insensitive?  
Maybe because, when they aren’t, you conclude you must be out of their league 
and lose your attraction for them.

More second handed stuff. Plus lack of understanding of comparative advantage 
and the benefits of cooperation: other people might be willing to have you do X 
even if they're better at X than you because they're better at Y than at X.

http://www.scottaaronson.com/blog/?p=418


One might even go further, and speculate that human beings’ blind spot for this 
sort of explanation is why it took so long for Malthus himself (and his most 
famous disciple, Darwin) to come along.

Lack of understanding that Darwinism doesn't imply inherent conflicts of interest, 
it only implies that species that don't create the necessary knowledge go extinct.

Alan



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Article with a lot of bromides
Date: June 25, 2012 at 8:12 PM

On 25/06/2012, at 23:21, "Rami Rustom" <rombomb@gmail.com> wrote:

In conclusion, metaphors suck. Why do people like metaphors?

You need to be clearer about what you mean by metaphor. If I take that question 
in isolation, then I think it both has an answer and also demonstrates that 
metaphors do not suck.

They're almost unavoidable in some circumstances. Or, if you tried to avoid them, 
so much would be lost.

It depends entirely on context and purpose. They can be poetic and funny.

David's explanation in BoI when he writes about infinity hotel is a straight forward 
metaphor. The hotel is not real. It's metaphorical. Imagine trying to do that 
chapter without an imaginary, metaphorical hotel. Here's another one from Ricky 
Gervais:

He tried explaining to his friend, Karl Pilkington, something about the nature of 
infinity. Ricky imagines that an infinite number of monkeys bashing randomly on 
typewriters would eventually type out the complete works of Shakespeare.  This 
is a metaphor, as there is no possibility this experiment will actually be performed. 
The monkeys are metaphorical. Indeed allegorical.

The hilarious thing about the bit is Karl's response to the whole thing. He thinks 
that because the monkeys haven't ever read Shakespeare before they wouldn't 
know what to type. And he talks about some story he read where a group of 
monkeys couldn't even type one single intelligible sentence on a type writer.

Metaphor is great. A metaphor can 'get to you' a way that straightforward writing 
sometimes never can. Lyrics to songs, amazing poetry, enjoyable fictional 
prose...some of us love this stuff because it's beautiful, poignant or funny. 
Metaphor is necessary. It doesn't suck.



English, the language, is amazing. I think it's got something like more than double 
the words of he next biggest vocabulary (Russian, I think). It's so beautifully 
excessive and good at capturing our internal states precisely because we can 
conjure the language in so many ways. One way is through the use of, at times, 
beautiful metaphor.

So much awesome, clever music would be lost without metaphor. Metaphor 
doesn't suck in music, art or literature. Unless you think all that sucks. But then, 
that's your preference and not an objective fact about the world.

I'm not saying that using metaphor always works well in science. Sometimes, 
things are lost and misconception results. Metaphors about, say the expanding 
universe based on inflating balloons for example. But again, so what? In fact it 
might be that in some cases explaining where and why a metaphor fails can 
actually end up producing better learning than trying not to use the metaphor at 
all.

Often it is the best way to try and communicate an idea. Almost all of us learned 
special relativity through Einstein's own thought experiments involving trains 
travelling at the speed of light. Metaphor. And without it, we might have had far 
more difficulty understanding.

The rather careless, blanket statement "metaphors suck" was not, by you, 
established as a valid conclusion in that argument to my satisfaction at least. Yet 
you labeled it a "conclusion". Was that a metaphorical "conclusion"? Or did you 
mean it actually followed deductively from your premisses?

People like metaphors because they like poetry. And comedy.

Sometimes they love these things more than science and philosophy.

They're allowed to. And in their lives, enjoyment of metaphor, brings a lot.

What's wrong with that?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The Pessimism of Scott Aaronson and Malthus
Date: June 25, 2012 at 9:47 PM

On Jun 25, 2012, at 4:57 PM, Alan Forrester wrote:

On 25 Jun 2012, at 19:56, Elliot Temple wrote:

http://www.scottaaronson.com/blog/?p=418

[From the article]
Why do the people you want to date seem so cruel, or aloof, or insensitive?  
Maybe because, when they aren’t, you conclude you must be out of their 
league and lose your attraction for them.

More second handed stuff. Plus lack of understanding of comparative 
advantage and the benefits of cooperation: other people might be willing to have 
you do X even if they're better at X than you because they're better at Y than at 
X.

Can you clarify how comparative advantage applies to dating? How does his 
situation of choosing people you want to date relate to having someone do X for 
you for comparative advantage reasons?

-- Elliot Temple
http://curi.us/

http://www.scottaaronson.com/blog/?p=418
http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Passing of Alan Saunders
Date: June 25, 2012 at 11:20 PM

Bringing good philosophy to the people is not a popular profession. In Australia, it 
seems we have one program devoted to this task - by the national broadcaster. 
Once a week, for around half an hour Alan Saunders would present "The 
Philosopher's Zone" on the ABC. You can find its podcast pretty easily (link 
below). He'd do interviews and weave together the importance of philosophy to 
day-to-day life and important issues, its relationship to science, politics, ethics, 
etc. I don't know of any other radio programs/podcasts quite like this one, of 
consistently high quality.

Alan's favourite philosopher? The great Karl Popper.

Alan died unexpectedly just over a week ago. He was only 57.

Here's one of his programs about Popper and the Free Market:
http://www.abc.net.au/radionational/programs/philosopherszone/karl-popper-and-
the-logic-of-the-market/3192658

Here's a much older one about Popper's life and stuff about the problem of 
induction http://www.abc.net.au/radionational/programs/scienceshow/a-portrait-of-
sir-karl-popper/3552736

I don't know how many 'popular' programs there are out there about 
philosophy...and even fewer who got Popper 'out there' to a relatively big 
audience.

There's now one less.

http://www.abc.net.au/radionational/programs/philosopherszone/

Obituary: http://www.smh.com.au/national/obituaries/gifted-broadcaster-had-vast-
audience-20120621-20qqx.html

Brett.

http://www.abc.net.au/radionational/programs/philosopherszone/karl-popper-and-the-logic-of-the-market/3192658
http://www.abc.net.au/radionational/programs/scienceshow/a-portrait-of-sir-karl-popper/3552736
http://www.abc.net.au/radionational/programs/philosopherszone/
http://www.smh.com.au/national/obituaries/gifted-broadcaster-had-vast-audience-20120621-20qqx.html


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Passing of Alan Saunders
Date: June 26, 2012 at 12:59 AM

Interesting to find a countryman  on the list. Also interesting that Alan described 
Popper as a distinguished philospher of science because I gained the impression 
that the had the standard Oxbridge opinion. Note that he referred to Carnap as a 
great philosopher as well.

He knew about my website beacause he wrote sometime that it was amusing to 
see Popper being forgotten in philosophy schools while the most active website 
dedicated to his work was run by an obsessive Australian layman (can't rememer 
the precise wording but I did not interpret it as complimentary). He never invited 
me to comment on the show although of course the people he picked to comment 
on Popper were top of the line and had academic reputations.

We met once when he gave a talk to the Psychological Association because the 
secretary was a friend of mine and the topic was supposed to be Popper's 
solution to the problem of induction. However Alan announced that Popper did 
not solve the problem of induction and he wanted to talk about something else, 
which he did very well - the mind body problem. I sat next to him at dinner in the 
pub afterwards but I didn't want to push the induction issue in that context and the 
conversation ranged widely, mostly driven by some leftish types who wanted him 
to be more outspoken about politically correct things like creation science and 
climate change.

By the way, the ABC where he worked is wall to wall lefties, like the BBC but 
probably worse. There is one conservative on the staff (the other one resigned 
last week).

Alan was a hugely versatile fellow, he hosted shows on design and cooking in 
addition to philosophy and he was writing fiction as well, with at least one novel 
published.

He was such a consumate professional, whatever he really thought about 
Popper, he gave him a fair run on air and he will not be easy to replace.

Rafe Champion
Sydney (Australia)



-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Passing of Alan Saunders
Date: June 26, 2012 at 2:32 AM

On 26/06/2012, at 14:59, "Rafe Champion" <rchamp@bigpond.net.au> wrote:

Interesting to find a countryman  on the list. Also interesting that Alan described 
Popper as a distinguished philospher of science because I gained the 
impression that the had the standard Oxbridge opinion. Note that he referred to 
Carnap as a great philosopher as well.

One little peccadillo of Alan's seemed to be his appending of "great" to the name 
of *any* famous philosopher. I can't be sure, but I think he was using it to mean 
'big impact' (whether good or bad). I don't think an episode of the Philosopher's 
Zone from the last 2 decades or so passed without him using the word.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] The Pessimism of Scott Aaronson and Malthus
Date: June 26, 2012 at 3:58 AM

On 26 Jun 2012, at 02:47, Elliot Temple wrote:

On Jun 25, 2012, at 4:57 PM, Alan Forrester wrote:

On 25 Jun 2012, at 19:56, Elliot Temple wrote:

http://www.scottaaronson.com/blog/?p=418

[From the article]
Why do the people you want to date seem so cruel, or aloof, or insensitive?  
Maybe because, when they aren’t, you conclude you must be out of their 
league and lose your attraction for them.

More second handed stuff. Plus lack of understanding of comparative 
advantage and the benefits of cooperation: other people might be willing to 
have you do X even if they're better at X than you because they're better at Y 
than at X.

Can you clarify how comparative advantage applies to dating? How does his 
situation of choosing people you want to date relate to having someone do X for 
you for comparative advantage reasons?

Let's say that Scott wants to date somebody because she has some quality he 
admires and she wants to date him because he has some quality she admires, 
then they could both be enthusiastic about dating one another and prefer it to 
anything else they could be doing. So then it wouldn't be the case that one of 
them wants to date more than the other. He doesn't consider this possibility 
despite the fact that it could be a way to improve dating if it is possible to improve 
dating.

Dating may not be improvable. It may be entirely a result of anti-rational memes 

http://www.scottaaronson.com/blog/?p=418


and if so it should be ditched. I currently know of no argument against it being 
entirely anti-rational.

What he ought to do is find a way to improve dating or find a way to stop wanting 
it, but he's not doing either of those things.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Reading comprehension
Date: June 26, 2012 at 6:26 PM

On 23 Jun 2012, at 15:35, Josh Jordan wrote:

On Sunday, June 17, 2012 1:38:32 PM UTC-4, Alan Forrester wrote:
Reading well is a greatly under appreciated skill and not many people have 
developed it. To be sure, lots of people can kinda read. That is, if you ask them 
to read a particular piece of text, lots of people will be able to repeat the words, 
but this is not the same as understanding the words.

In BoI, David points out that understanding another person's actions properly 
requires that you recreate the knowledge that motivates those actions. When 
you are trying to read something you also have to try to understand the 
knowledge the authors of the text had about the meaning of words or phrases. 
Many people feel tempted to make the content of a piece of text different from 
what the person has actually written, but this is a mistake.

Below, I'm going to take a statement made about a particular piece of text and 
explain why it is false. This requires paying close attention to the statements 
made in the text right down to individual words.

Ron Paul, who is often described as a libertarian political candidate, wrote:

Consider the Lawrence case decided by the Supreme Court in June. The 
Court determined that Texas had no right to establish its own standards for 
private sexual conduct, because gay sodomy is somehow protected under 
the 14th amendment “right to privacy.” Ridiculous as sodomy laws may be, 
there clearly is no right to privacy nor sodomy found anywhere in the 
Constitution. There are, however, states' rights — rights plainly affirmed in the 
Ninth and Tenth amendments. Under those amendments, the State of Texas 
has the right to decide for itself how to regulate social matters like sex, using 
its own local standards.

http://www.lewrockwell.com/paul/paul120.html

Ron Paul is claiming that the ninth and tenth Amendments talk about state's 
rights. Let's have a look at the text of those amendments:

http://www.lewrockwell.com/paul/paul120.html


Amendment 9
The enumeration in the Constitution, of certain rights, shall not be construed 
to deny or disparage others retained by the people.
Amendment 10
The powers not delegated to the United States by the Constitution, nor 
prohibited by it to the States, are reserved to the States respectively, or to the 
people.

The ninth amendment refers to the people and not to the states, and it does 
mention rights. If the ninth amendment mentions the people and takes them as 
synonymous with the states, then the tenth amendment would only mention 
the people and wouldn't have to mention the states as well. So the people and 
the states are not two different words for the same concept.

The tenth amendment mentions powers but not rights. If powers and rights are 
the same then why not use the same word?

We are left with the conclusion that, contrary to what Ron Paul said, the ninth 
and tenth amendment do not say anything about states' rights. The ninth 
amendment mentions rights but not states, and the tenth amendment mentions 
states but not rights.

So what are the ninth and tenth amendments actually saying? The ninth 
amendment is saying that people have rights that are not mentioned in the 
constitution. So there is stuff that you're not allowed to do to people because it 
violates their rights. It doesn't say anything about states, and so it isn't about 
states' rights.

The tenth amendment is saying that the states and the people have powers. If 
those powers are not delegated to Congress, or prohibited to the states then 
the states can exercise them, or the people can exercise them. Powers denote 
stuff that a person or institution is allowed to do, and this is not the same as 
rights.

The idea of states' rights has often been raised in discussions of the powers of 
the federal government. So perhaps Ron Paul thought that the founders had a 
particular position on states' rights. Whether or not they supported states' 
rights, they didn't put the idea in the ninth and tenth amendments and reading 
it into those documents is a mistake.



You can improve your ability to discuss positions by understanding better the 
positions that other people adopt and one way to do that is by reading better 
as described above.

Alan

On Sunday, June 17, 2012 1:38:32 PM UTC-4, Alan Forrester wrote:
Reading well is a greatly under appreciated skill and not many people have 
developed it. To be sure, lots of people can kinda read. That is, if you ask them 
to read a particular piece of text, lots of people will be able to repeat the words, 
but this is not the same as understanding the words.

In BoI, David points out that understanding another person's actions properly 
requires that you recreate the knowledge that motivates those actions. When 
you are trying to read something you also have to try to understand the 
knowledge the authors of the text had about the meaning of words or phrases. 
Many people feel tempted to make the content of a piece of text different from 
what the person has actually written, but this is a mistake.

Below, I'm going to take a statement made about a particular piece of text and 
explain why it is false. This requires paying close attention to the statements 
made in the text right down to individual words.

Ron Paul, who is often described as a libertarian political candidate, wrote:

Consider the Lawrence case decided by the Supreme Court in June. The 
Court determined that Texas had no right to establish its own standards for 
private sexual conduct, because gay sodomy is somehow protected under 
the 14th amendment “right to privacy.” Ridiculous as sodomy laws may be, 
there clearly is no right to privacy nor sodomy found anywhere in the 
Constitution. There are, however, states' rights — rights plainly affirmed in the 
Ninth and Tenth amendments. Under those amendments, the State of Texas 
has the right to decide for itself how to regulate social matters like sex, using 
its own local standards.

http://www.lewrockwell.com/paul/paul120.html

Ron Paul is claiming that the ninth and tenth Amendments talk about state's 
rights. Let's have a look at the text of those amendments:

http://www.lewrockwell.com/paul/paul120.html


Amendment 9
The enumeration in the Constitution, of certain rights, shall not be construed 
to deny or disparage others retained by the people.
Amendment 10
The powers not delegated to the United States by the Constitution, nor 
prohibited by it to the States, are reserved to the States respectively, or to the 
people.

The ninth amendment refers to the people and not to the states, and it does 
mention rights. If the ninth amendment mentions the people and takes them as 
synonymous with the states, then the tenth amendment would only mention 
the people and wouldn't have to mention the states as well. So the people and 
the states are not two different words for the same concept.

The tenth amendment mentions powers but not rights. If powers and rights are 
the same then why not use the same word?

We are left with the conclusion that, contrary to what Ron Paul said, the ninth 
and tenth amendment do not say anything about states' rights. The ninth 
amendment mentions rights but not states, and the tenth amendment mentions 
states but not rights.

So what are the ninth and tenth amendments actually saying? The ninth 
amendment is saying that people have rights that are not mentioned in the 
constitution. So there is stuff that you're not allowed to do to people because it 
violates their rights. It doesn't say anything about states, and so it isn't about 
states' rights.

The tenth amendment is saying that the states and the people have powers. If 
those powers are not delegated to Congress, or prohibited to the states then 
the states can exercise them, or the people can exercise them. Powers denote 
stuff that a person or institution is allowed to do, and this is not the same as 
rights.

"States' rights" doesn't actually refer to "rights" as such, but to "powers". 
According to http://en.wikipedia.org/wiki/States'_rights, "States' rights in U.S. 
politics refers to political powers reserved for the U.S. state governments rather 
than the federal government." So although the 9th Amendement isn't about 

http://en.wikipedia.org/wiki/States


states' rights, the 10th Amendement is.

Interesting. Seems to me that the word powers should be used instead of rights in 
all these discussions. Powers makes it plain what is actually being ceded when a 
state is given a power: the state concerned is being allowed to do stuff to people.

An example of this confusion can be seen in Jefferson Davis' resolutions on the 
relations of states:

That the union of these States rests on the equality of rights and privileges 
among its members, and that it is especially the duty of the Senate, which 
represents the States in their sovereign capacity, to resist all attempts to 
discriminate either in relation to person or property, so as, in the Territories--
which are the common possession of the United States--to give advantages to 
the citizens of one State which are not equally secured to those of every other 
State.

http://jeffersondavis.rice.edu/Content.aspx?id=81

It talks about the rights and privileges of states but then about advantages for the 
citizens of those states. Giving the states the powers that Jefferson Davis wanted 
was not an advantage to the citizens of those states: those powers would have 
made cooperation between white and black people in those states extremely 
difficult and so hurt them badly.

It also seems to me that it would be better to discuss the issues surrounding 
"states' rights" in institutional terms. What particular way of altering our institutions 
would make it easier for bad leaders to be thrown out and bad policies to be 
scrapped? There might be reasons for changing the way things are done so more 
stuff is decided on the state level instead of being decided by the federal 
government.

Alan

http://jeffersondavis.rice.edu/Content.aspx?id=81


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Reading comprehension
Date: June 26, 2012 at 8:10 PM

On Tuesday, June 26, 2012 6:26:38 PM UTC-4, Alan Forrester wrote:
It also seems to me that it would be better to discuss the issues

surrounding
"states' rights" in institutional terms. What particular way of altering

our
institutions would make it easier for bad leaders to be thrown out and bad
policies to be scrapped? There might be reasons for changing the way

things
are done so more stuff is decided on the state level instead of being

decided
by the federal government.

Governments are institutionalized violators of property rights, and as such
their existence is an evil. The less powerful such organizations are, the
better. Since the federal government is much more powerful than any US
state,
we would be better off if ALL issues currently handled by the federal
government were instead handled at the state level. This would be
tantatmount
to going back to the Articles of Confederation, which isn't likely to happen
any time soon. However, a similar increase in liberty could be achieved for
the
citizens of any state that managed to secede from the Union.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Reading comprehension
Date: June 26, 2012 at 8:21 PM

On Tue, Jun 26, 2012 at 7:10 PM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Tuesday, June 26, 2012 6:26:38 PM UTC-4, Alan Forrester wrote:
It also seems to me that it would be better to discuss the issues
surrounding
"states' rights" in institutional terms. What particular way of altering
our
institutions would make it easier for bad leaders to be thrown out and bad
policies to be scrapped? There might be reasons for changing the way
things
are done so more stuff is decided on the state level instead of being
decided
by the federal government.

Governments are institutionalized violators of property rights, and as such
their existence is an evil.

They are violators of rights in general.

And yes coercion is bad, and today's governments do a lot of coercion.

But... since civilization started, governments have provided some much
needed order, from people who would violate other peoples' rights. So
governments are good too because they prevent some people from
coercing others.

The less powerful such organizations are, the
better. Since the federal government is much more powerful than any US
state,
we would be better off if ALL issues currently handled by the federal
government were instead handled at the state level.

I don't know enough to know whether or not that is better. But, I
think a better solution is pure capitalism. No government at all.
Anarcho-capitalism. But before we can have that, our cultural



knowledge must improve dramatically from its current state.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Government (was: Reading comprehension)
Date: June 26, 2012 at 8:54 PM

On Jun 26, 2012, at 5:10 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 6:26:38 PM UTC-4, Alan Forrester wrote:
It also seems to me that it would be better to discuss the issues

surrounding
"states' rights" in institutional terms. What particular way of altering

our
institutions would make it easier for bad leaders to be thrown out and bad
policies to be scrapped? There might be reasons for changing the way

things
are done so more stuff is decided on the state level instead of being

decided
by the federal government.

Governments are institutionalized violators of property rights, and as such
their existence is an evil. The less powerful such organizations are, the
better.

This sounds like you think if the US Government lost all of its power tomorrow, 
that would be a good thing, since the less it has, the better. Indeed, a *great* 
thing. That would be a much better thing than if it selectively lost 20% of its 
powers from piecemeal reform.

Is that right? If so, what sort of society do you envision?

Since the federal government is much more powerful than any US
state,
we would be better off if ALL issues currently handled by the federal
government were instead handled at the state level.

Are you proposing disregarding the constitution in this matter? While the federal 
Government does overstep its constitutional bounds, getting rid of ALL its 
functions (e.g. national defense) would be in even grosser violation of the 
constitution than Obamacare.



This would be tantatmount
to going back to the Articles of Confederation, which isn't likely to happen
any time soon. However, a similar increase in liberty could be achieved for
the citizens of any state that managed to secede from the Union.

If you think not being part of the US is so great, why not move to another country 
or a deserted island? The US is the best place in the world to live. Almost any 
attempt at succession would make a worse, not better, place, wouldn't it? If it's to 
make a better place -- how?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Government (was: Reading comprehension)
Date: June 26, 2012 at 10:22 PM

On Tuesday, June 26, 2012 8:54:52 PM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 5:10 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 6:26:38 PM UTC-4, Alan Forrester wrote:
It also seems to me that it would be better to discuss the issues

surrounding
"states' rights" in institutional terms. What particular way of

altering
our

institutions would make it easier for bad leaders to be thrown out and
bad

policies to be scrapped? There might be reasons for changing the way
things

are done so more stuff is decided on the state level instead of being
decided

by the federal government.

Governments are institutionalized violators of property rights, and as
such

their existence is an evil. The less powerful such organizations are,
the

better.

This sounds like you think if the US Government lost all of its power
tomorrow, that would be a good thing, since the less it has, the better.
Indeed, a *great* thing. That would be a much better thing than if it
selectively lost 20% of its powers from piecemeal reform.

Is that right?

Yes. When it comes to government, I'm an abolitionist.



If so, what sort of society do you envision?

A society in which fewer people are harmed by the mistakes made by their
government, ultimately reaching the limiting case of free-market anarchy,
in which each person is their own government.

Since the federal government is much more powerful than any US
state,
we would be better off if ALL issues currently handled by the federal
government were instead handled at the state level.

Are you proposing disregarding the constitution in this matter?

Yes, for one because I advocate unilateral secession, which the US Supreme
Court has ruled is unconstitutional (Texas vs. White, 1869).

While the federal Government does overstep its constitutional bounds,
getting rid of ALL its functions (e.g. national defense) would be in even
grosser violation of the constitution than Obamacare.

This would be tantatmount
to going back to the Articles of Confederation, which isn't likely to

happen
any time soon. However, a similar increase in liberty could be achieved

for
the citizens of any state that managed to secede from the Union.

If you think not being part of the US is so great, why not move to another
country or a deserted island? The US is the best place in the world to live.

I like the people in the US, and one of the main things that makes a place
good to live for me is the people. But I do strongly object to many of the



policies of the US federal government, and, ultimately, to its very
existence. So I fight the war of ideas, in the faint hope that this will
contribute to its eventual peaceful dissolution.

Almost any attempt at succession would make a worse, not better, place,
wouldn't it? If it's to make a better place -- how?

Any successful secession attempt results in two smaller governments, each
less powerful than the original.  Since governments are an evil, in the
same sense that slavery is evil, this is an improvement. For instance, it
would be a good thing if
the http://en.wikipedia.org/wiki/Second_Vermont_Republic were to achieve
their stated aim of bringing about peaceful secession of Vermont from the
USA.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://en.wikipedia.org/wiki/Second_Vermont_Republic
http://beginningofinfinity.com/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Re: Government (was: Reading comprehension)
Date: June 26, 2012 at 10:43 PM

On Tue, Jun 26, 2012 at 7:22 PM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

Any successful secession attempt results in two smaller governments, each
less powerful than the original.  Since governments are an evil, in the same
sense that slavery is evil, this is an improvement. For instance, it would
be a good thing if the http://en.wikipedia.org/wiki/Second_Vermont_Republic
were to achieve their stated aim of bringing about peaceful secession of
Vermont from the USA.

Do you think that the governments of, say, many African countries,
which are much smaller than the government of the USA, are better?

Do you recognize that there are more factors that go into how evil a
government is than just its size and power?

http://en.wikipedia.org/wiki/Second_Vermont_Republic


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Government (was: Reading comprehension)
Date: June 26, 2012 at 11:08 PM

On 27/06/2012, at 10:54, "Elliot Temple" <curi@curi.us> wrote:

On Jun 26, 2012, at 5:10 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 6:26:38 PM UTC-4, Alan Forrester wrote:
It also seems to me that it would be better to discuss the issues

surrounding
"states' rights" in institutional terms. What particular way of altering

our
institutions would make it easier for bad leaders to be thrown out and bad
policies to be scrapped? There might be reasons for changing the way

things
are done so more stuff is decided on the state level instead of being

decided
by the federal government.

Governments are institutionalized violators of property rights, and as such
their existence is an evil. The less powerful such organizations are, the
better.

This sounds like you think if the US Government lost all of its power tomorrow, 
that would be a good thing, since the less it has, the better. Indeed, a *great* 
thing.

Maybe he does think that...but personally I did not get that impression from what 
he wrote. I think believing that governments are evil is entirely consistent with 
also believing that they should gradually have their powers removed.

That would be a much better thing than if it selectively lost 20% of its powers 
from piecemeal reform.

I'm curious why you read into a statement about the evil of governments the 



additional information about their method of removal. Again, I think that what was 
written was entirely silent on the matter.

Is that right? If so, what sort of society do you envision?

What it would actually mean if a government vanished is a pretty difficult thought 
experiment to entertain. The closest approximation, I suppose in a developed 
country, is when police go on strike. Modern, civilised people reliably riot sending 
their cities into chaos. See in particular the Murray Hill riots when the Montreal 
police went on strike in 1969.

It seems that given what we know about people and society at the moment, even 
in wonderful and peaceful places like America, a die hard anarchist would still 
prefer an orderly (read non-violent) transition to no (or minimal) government. That 
would not happen if it was an immediate change. Which, again, is a moot point 
anyway.

Since the federal government is much more powerful than any US
state,
we would be better off if ALL issues currently handled by the federal
government were instead handled at the state level.

Are you proposing disregarding the constitution in this matter? While the federal 
Government does overstep its constitutional bounds, getting rid of ALL its 
functions (e.g. national defense) would be in even grosser violation of the 
constitution than Obamacare.

This would be tantatmount
to going back to the Articles of Confederation, which isn't likely to happen
any time soon. However, a similar increase in liberty could be achieved for
the citizens of any state that managed to secede from the Union.

If you think not being part of the US is so great, why not move to another 
country or a deserted island? The US is the best place in the world to live.

What is your criteria for 'best'? Do you mean equal best? Or have you surveyed 
all possible places and determined the USA is better than everywhere else?

And best for who? Just you or Josh? Or do you mean anyone? Would it be better 



for me? I'm in Australia. Or is it contextual?

Why is the USA better than Australia to live? Or are they equal?

Here's one reason I prefer to live in Australia than the USA. And I've actually got 
the choice.

I happen to agree with Rand, in  "Capitalism" where she writes in her essay  "on 
the nature of government" that
"If a society provided no organised protection against force, it would compel 
every citizen to go about armed..."

This is what they prefer in Texas and some other places, don't they?

"...to turn his home into a fortress, to shoot any strangers approaching his door..."

You guys in the USA have pretty much the highest gun crime and murder rate of 
anywhere in the developed world, right? We in Australia generally just don't get it. 
We don't have much of a gun problem. When a gun is used in a crime - it makes 
the news because it's such a huge deal. We seem to hate guns, as a society. You 
guys seem to love your deadly weapons. We seem to agree with Rand on this 
point. Leave the police to be the ones with a monopoly on being armed and using 
force.

Rand continues:

"...or to join a protective gang of citizens who would fight other gangs, formed for 
the same purpose, and thus bring about the degeneration of that society into the 
chaos of gang rule i.e: rule by brute force, into the perpetual tribal warfare of 
prehistorical savages."

By any metric, the USA is far more violent, per capita, than Australia. It's thus less 
civilised by these lights. There's not actually much I can think of that the USA has 
to offer that Australia doesn't. Indeed, the contrary. Especially on this 'living 
peacefully' point.

Rand again:

"The use of physical force - even its retaliatory use - cannot be left at the 
discretion of individual citizens. Peaceful coexistence is impossible if a man has 



to live under the constant threat of force to be unleashed against him by any of 
his neighbours at any moment."

If you unleash violence with a gun, there's no second chance. You kill people and 
that can't be fixed. Yet the USA seems committed to that "right to bear arms" or 
whatever nonsense. And then when people get killed in gun violence the first 
reaction is to argue that you need more guns and no one should criticise the 
"right to bear arms" right. No one seems to agree with Rand in the USA about 
this. The left don't like her, period. And the right care more about their guns than 
they do good philosophy on this point.

In Australia we look at such things in amazement, as a rule. Years ago after a 
particularly bad mass murder we controlled guns. A lot. We pretty much gave 
police and military a monopoly on deadly weapons. It's really hard to get guns 
now. And no one wants them except criminals and some hunters.

We are all the better for it - better in terms of less suffering. Less people dying or 
living in fear of being killed by guns. I think this is more consistent with Rand's 
concept of a civilised society than the USA.

So is the USA with all its gun crime, violence and murder the best place in the 
world to live? Or is peaceful Australia?

Also we have much lower unemployment and predictions are, with our resource 
boom, we have every reason to be optimistic.

Almost any attempt at succession would make a worse, not better, place, 
wouldn't it? If it's to make a better place -- how?

They seem like rhetorical questions, the purpose of which is to entrench political 
stasis. Progress is possible in all areas...including politics and government. 
Perhaps there would be temporary suffering as we moved towards more 
enlightened forms of organising society, but this is not an argument for 
maintaining the status quo for the sake of tradition or whatnot. Progress often 
occurs with difficulty. So we might have to pass through a state that is worse 
before things get better.

I think the Arab spring is an example of this. I think in retrospect, the wars in 
Afghanistan and Iraq will prove likewise to have led to something better.  Iran will 



probably have to violently overthrow its ridiculous government and so will North 
Korea before things get better for them. That will likely mean lots of terrible stuff 
in the interim. So what if things get worse temporarily?

Brett.



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Re: Government (was: Reading comprehension)
Date: June 26, 2012 at 11:34 PM

On Tuesday, June 26, 2012 10:43:29 PM UTC-4, Dan Frank wrote:

On Tue, Jun 26, 2012 at 7:22 PM, Josh Jordan wrote:
Any successful secession attempt results in two smaller governments,

each
less powerful than the original.  Since governments are an evil, in the

same
sense that slavery is evil, this is an improvement. For instance, it

would
be a good thing if the

http://en.wikipedia.org/wiki/Second_Vermont_Republic
were to achieve their stated aim of bringing about peaceful secession of
Vermont from the USA.

Do you think that the governments of, say, many African countries,
which are much smaller than the government of the USA, are better?

Yes. The principle should hold even for people in Africa: their smaller,
less powerful governments are better for them than larger, more powerful
ones would be.

Do you recognize that there are more factors that go into how evil a
government is than just its size and power?

Yes.

-- 

http://en.wikipedia.org/wiki/Second_Vermont_Republic


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Re: Government (was: Reading comprehension)
Date: June 26, 2012 at 11:36 PM

On Tue, Jun 26, 2012 at 8:34 PM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Tuesday, June 26, 2012 10:43:29 PM UTC-4, Dan Frank wrote:

On Tue, Jun 26, 2012 at 7:22 PM, Josh Jordan wrote:
Any successful secession attempt results in two smaller governments,
each
less powerful than the original.  Since governments are an evil, in the
same
sense that slavery is evil, this is an improvement. For instance, it
would
be a good thing if
the http://en.wikipedia.org/wiki/Second_Vermont_Republic
were to achieve their stated aim of bringing about peaceful secession of
Vermont from the USA.

Do you think that the governments of, say, many African countries,
which are much smaller than the government of the USA, are better?

Yes. The principle should hold even for people in Africa: their smaller,
less powerful governments are better for them than larger, more powerful
ones would be.

Our government is much larger than that of many African nations.  Is
our government worse?

Do you recognize that there are more factors that go into how evil a
government is than just its size and power?

Yes.

http://en.wikipedia.org/wiki/Second_Vermont_Republic


That's good.  Based on this I'm guessing your answer to my question
above is "No."



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Government (was: Reading comprehension)
Date: June 26, 2012 at 11:37 PM

On Tuesday, June 26, 2012 10:22:09 PM UTC-4, Josh Jordan wrote:

On Tuesday, June 26, 2012 8:54:52 PM UTC-4, Elliot Temple wrote:

This sounds like you think if the US Government lost all of its power
tomorrow, that would be a good thing, since the less it has, the better.
Indeed, a *great* thing. That would be a much better thing than if it
selectively lost 20% of its powers from piecemeal reform.

Is that right?

Yes. When it comes to government, I'm an abolitionist.

Oops, this should read, "Yes. When it comes to the federal government, I'm
an abolitionist."

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Government (was: Reading comprehension)
Date: June 26, 2012 at 11:42 PM

On Jun 26, 2012, at 7:22 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 8:54:52 PM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 5:10 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 6:26:38 PM UTC-4, Alan Forrester wrote:
It also seems to me that it would be better to discuss the issues

surrounding
"states' rights" in institutional terms. What particular way of

altering
our

institutions would make it easier for bad leaders to be thrown out and
bad

policies to be scrapped? There might be reasons for changing the way
things

are done so more stuff is decided on the state level instead of being
decided

by the federal government.

Governments are institutionalized violators of property rights, and as
such

their existence is an evil. The less powerful such organizations are,
the

better.

This sounds like you think if the US Government lost all of its power
tomorrow, that would be a good thing, since the less it has, the better.
Indeed, a *great* thing. That would be a much better thing than if it
selectively lost 20% of its powers from piecemeal reform.

Is that right?



Yes. When it comes to government, I'm an abolitionist.

If so, what sort of society do you envision?

A society in which fewer people are harmed by the mistakes made by their
government, ultimately reaching the limiting case of free-market anarchy,
in which each person is their own government.

And before that limit, when we don't have police (because you think a 
Government without them, being smaller, is necessarily better) and also don't yet 
have free-market police systems, then what?

Since the federal government is much more powerful than any US
state,
we would be better off if ALL issues currently handled by the federal
government were instead handled at the state level.

Are you proposing disregarding the constitution in this matter?

Yes, for one because I advocate unilateral secession, which the US Supreme
Court has ruled is unconstitutional (Texas vs. White, 1869).

While the federal Government does overstep its constitutional bounds,
getting rid of ALL its functions (e.g. national defense) would be in even
grosser violation of the constitution than Obamacare.

This would be tantatmount
to going back to the Articles of Confederation, which isn't likely to

happen
any time soon. However, a similar increase in liberty could be achieved

for
the citizens of any state that managed to secede from the Union.



If you think not being part of the US is so great, why not move to another
country or a deserted island? The US is the best place in the world to live.

I like the people in the US, and one of the main things that makes a place
good to live for me is the people. But I do strongly object to many of the
policies of the US federal government, and, ultimately, to its very
existence. So I fight the war of ideas, in the faint hope that this will
contribute to its eventual peaceful dissolution.

Many people here object to many US Government policies, but that is different 
from wanting to get rid of it. In addition to doing various bad things, it also does 
some good things (e.g. provide law and order) that are very very important and 
no other organization is yet prepared to do better.

So what do you want to happen? Get by without law and order? If not that, what?

Almost any attempt at succession would make a worse, not better, place,
wouldn't it? If it's to make a better place -- how?

Any successful secession attempt results in two smaller governments, each
less powerful than the original.  Since governments are an evil, in the
same sense that slavery is evil, this is an improvement.

So, 2 of Mexico is better than 1 of the US? Or 2 Cuba, or 2 Somalia, or whatever 
you regard as having a small/weak Government relative to the US Government?

Lots of countries have smaller Governments than the US that are also worse. 
Couldn't a succession create something like that?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Re: Government (was: Reading comprehension)
Date: June 26, 2012 at 11:49 PM

On Tuesday, June 26, 2012 11:36:35 PM UTC-4, Dan Frank wrote:

On Tue, Jun 26, 2012 at 8:34 PM, Josh Jordan wrote:
On Tuesday, June 26, 2012 10:43:29 PM UTC-4, Dan Frank wrote:

On Tue, Jun 26, 2012 at 7:22 PM, Josh Jordan wrote:
Any successful secession attempt results in two smaller governments,
each
less powerful than the original.  Since governments are an evil, in

the
same
sense that slavery is evil, this is an improvement. For instance, it
would
be a good thing if
the http://en.wikipedia.org/wiki/Second_Vermont_Republic
were to achieve their stated aim of bringing about peaceful secession

of
Vermont from the USA.

Do you think that the governments of, say, many African countries,
which are much smaller than the government of the USA, are better?

Yes. The principle should hold even for people in Africa: their smaller,
less powerful governments are better for them than larger, more powerful
ones would be.

Our government is much larger than that of many African nations.  Is
our government worse?

My point is that the people living in a region are better off with
multiple, smaller, less powerful governments than they would be with a

http://en.wikipedia.org/wiki/Second_Vermont_Republic


single, more powerful government. You are asking about two different
governments in two different regions, and that's a less clear-cut
comparison. I'd be interested to hear your analysis.

Do you recognize that there are more factors that go into how evil a
government is than just its size and power?

Yes.

That's good.  Based on this I'm guessing your answer to my question
above is "No."

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Government (was: Reading comprehension)
Date: June 27, 2012 at 12:00 AM

On Tuesday, June 26, 2012 11:42:34 PM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 7:22 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 8:54:52 PM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 5:10 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 6:26:38 PM UTC-4, Alan Forrester wrote:
It also seems to me that it would be better to discuss the issues

surrounding
"states' rights" in institutional terms. What particular way of

altering
our

institutions would make it easier for bad leaders to be thrown out
and

bad
policies to be scrapped? There might be reasons for changing the way

things
are done so more stuff is decided on the state level instead of being

decided
by the federal government.

Governments are institutionalized violators of property rights, and as
such

their existence is an evil. The less powerful such organizations are,
the

better.

This sounds like you think if the US Government lost all of its power
tomorrow, that would be a good thing, since the less it has, the

better.



Indeed, a *great* thing. That would be a much better thing than if it
selectively lost 20% of its powers from piecemeal reform.

Is that right?

Yes. When it comes to government, I'm an abolitionist.

If so, what sort of society do you envision?

A society in which fewer people are harmed by the mistakes made by their
government, ultimately reaching the limiting case of free-market

anarchy,
in which each person is their own government.

And before that limit, when we don't have police (because you think a
Government without them, being smaller, is necessarily better) and also
don't yet have free-market police systems, then what?

Policing would continue to be handled at the state and municipal levels.

Since the federal government is much more powerful than any US
state,
we would be better off if ALL issues currently handled by the federal
government were instead handled at the state level.

Are you proposing disregarding the constitution in this matter?

Yes, for one because I advocate unilateral secession, which the US
Supreme



Court has ruled is unconstitutional (Texas vs. White, 1869).

While the federal Government does overstep its constitutional bounds,
getting rid of ALL its functions (e.g. national defense) would be in

even
grosser violation of the constitution than Obamacare.

This would be tantatmount
to going back to the Articles of Confederation, which isn't likely to

happen
any time soon. However, a similar increase in liberty could be

achieved
for

the citizens of any state that managed to secede from the Union.

If you think not being part of the US is so great, why not move to
another

country or a deserted island? The US is the best place in the world to
live.

I like the people in the US, and one of the main things that makes a
place

good to live for me is the people. But I do strongly object to many of
the

policies of the US federal government, and, ultimately, to its very
existence. So I fight the war of ideas, in the faint hope that this will
contribute to its eventual peaceful dissolution.

Many people here object to many US Government policies, but that is
different from wanting to get rid of it. In addition to doing various bad
things, it also does some good things (e.g. provide law and order) that are
very very important and no other organization is yet prepared to do better.

Which federal department or program is particularly indispensable at the
moment?



So what do you want to happen? Get by without law and order? If not that,
what?

Law and order would continue to be provided by the state and local police
as they are today.

Almost any attempt at succession would make a worse, not better, place,
wouldn't it? If it's to make a better place -- how?

Any successful secession attempt results in two smaller governments,
each

less powerful than the original.  Since governments are an evil, in the
same sense that slavery is evil, this is an improvement.

So, 2 of Mexico is better than 1 of the US? Or 2 Cuba, or 2 Somalia, or
whatever you regard as having a small/weak Government relative to the US
Government?

Lots of countries have smaller Governments than the US that are also
worse. Couldn't a succession create something like that?

My point is that for a given region, multiple, smaller governments are
better. How to compare two different governments in two different regions
is a separate, although interesting, question to which I don't have an
answer at the moment.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Government (was: Reading comprehension)
Date: June 27, 2012 at 12:18 AM

On Jun 26, 2012, at 9:00 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 11:42:34 PM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 7:22 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 8:54:52 PM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 5:10 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 6:26:38 PM UTC-4, Alan Forrester wrote:
It also seems to me that it would be better to discuss the issues

surrounding
"states' rights" in institutional terms. What particular way of

altering
our

institutions would make it easier for bad leaders to be thrown out
and

bad
policies to be scrapped? There might be reasons for changing the way

things
are done so more stuff is decided on the state level instead of being

decided
by the federal government.

Governments are institutionalized violators of property rights, and as
such

their existence is an evil. The less powerful such organizations are,
the

better.

This sounds like you think if the US Government lost all of its power
tomorrow, that would be a good thing, since the less it has, the



better.
Indeed, a *great* thing. That would be a much better thing than if it
selectively lost 20% of its powers from piecemeal reform.

Is that right?

Yes. When it comes to government, I'm an abolitionist.

If so, what sort of society do you envision?

A society in which fewer people are harmed by the mistakes made by their
government, ultimately reaching the limiting case of free-market

anarchy,
in which each person is their own government.

And before that limit, when we don't have police (because you think a
Government without them, being smaller, is necessarily better) and also
don't yet have free-market police systems, then what?

Policing would continue to be handled at the state and municipal levels.

So you do want Government after all.

What about national defense?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Government (was: Reading comprehension)
Date: June 27, 2012 at 12:35 AM

On Wednesday, June 27, 2012 12:18:03 AM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 9:00 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 11:42:34 PM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 7:22 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 8:54:52 PM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 5:10 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 6:26:38 PM UTC-4, Alan Forrester wrote:
It also seems to me that it would be better to discuss the issues

surrounding
"states' rights" in institutional terms. What particular way of

altering
our

institutions would make it easier for bad leaders to be thrown out
and

bad
policies to be scrapped? There might be reasons for changing the

way
things

are done so more stuff is decided on the state level instead of
being

decided
by the federal government.

Governments are institutionalized violators of property rights, and
as

such



their existence is an evil. The less powerful such organizations
are,

the
better.

This sounds like you think if the US Government lost all of its power
tomorrow, that would be a good thing, since the less it has, the

better.
Indeed, a *great* thing. That would be a much better thing than if it
selectively lost 20% of its powers from piecemeal reform.

Is that right?

Yes. When it comes to government, I'm an abolitionist.

If so, what sort of society do you envision?

A society in which fewer people are harmed by the mistakes made by
their

government, ultimately reaching the limiting case of free-market
anarchy,

in which each person is their own government.

And before that limit, when we don't have police (because you think a
Government without them, being smaller, is necessarily better) and also
don't yet have free-market police systems, then what?

Policing would continue to be handled at the state and municipal levels.

So you do want Government after all.

No, but the most sensible path to market anarchy is to keep shrinking
governments until we can't make them any smaller.



What about national defense?

If the federal government were dissolved, the states would once again be
sovereign nations as they were under the Articles of Confederation, each
responsible for their own defense.

(Under market anarchy, all protection services are provided by the market,
of course.)

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Government (was: Reading comprehension)
Date: June 27, 2012 at 12:51 AM

On Jun 26, 2012, at 8:08 PM, Brett Hall wrote:

On 27/06/2012, at 10:54, "Elliot Temple" <curi@curi.us> wrote:

On Jun 26, 2012, at 5:10 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 6:26:38 PM UTC-4, Alan Forrester wrote:
It also seems to me that it would be better to discuss the issues

surrounding
"states' rights" in institutional terms. What particular way of altering

our
institutions would make it easier for bad leaders to be thrown out and bad
policies to be scrapped? There might be reasons for changing the way

things
are done so more stuff is decided on the state level instead of being

decided
by the federal government.

Governments are institutionalized violators of property rights, and as such
their existence is an evil. The less powerful such organizations are, the
better.

This sounds like you think if the US Government lost all of its power tomorrow, 
that would be a good thing, since the less it has, the better. Indeed, a *great* 
thing.

Maybe he does think that...but personally I did not get that impression from what 
he wrote. I think believing that governments are evil is entirely consistent with 
also believing that they should gradually have their powers removed.

That would be a much better thing than if it selectively lost 20% of its powers 
from piecemeal reform.



I'm curious why you read into a statement about the evil of governments the 
additional information about their method of removal. Again, I think that what 
was written was entirely silent on the matter.

Take a look at his reply to what I wrote. And follow ups. Do you still think my 
reading isn't even worth asking him about?

The statement "the less powerful ... the better" has a meaning that has 
implications for methods. For example, it's universally intolerant of any methods 
of reform that make Government more powerful in the short term (those are 
deemed worse situations, period, end of story, because in those situations the 
Government is more powerful).

Is that right? If so, what sort of society do you envision?

What it would actually mean if a government vanished is a pretty difficult thought 
experiment to entertain. The closest approximation, I suppose in a developed 
country, is when police go on strike. Modern, civilised people reliably riot 
sending their cities into chaos. See in particular the Murray Hill riots when the 
Montreal police went on strike in 1969.

It seems that given what we know about people and society at the moment, 
even in wonderful and peaceful places like America, a die hard anarchist would 
still prefer an orderly (read non-violent) transition to no (or minimal) government. 
That would not happen if it was an immediate change. Which, again, is a moot 
point anyway.

Since the federal government is much more powerful than any US
state,
we would be better off if ALL issues currently handled by the federal
government were instead handled at the state level.

Are you proposing disregarding the constitution in this matter? While the 
federal Government does overstep its constitutional bounds, getting rid of ALL 
its functions (e.g. national defense) would be in even grosser violation of the 
constitution than Obamacare.



This would be tantatmount
to going back to the Articles of Confederation, which isn't likely to happen
any time soon. However, a similar increase in liberty could be achieved for
the citizens of any state that managed to secede from the Union.

If you think not being part of the US is so great, why not move to another 
country or a deserted island? The US is the best place in the world to live.

What is your criteria for 'best'? Do you mean equal best? Or have you surveyed 
all possible places and determined the USA is better than everywhere else?

And best for who? Just you or Josh? Or do you mean anyone? Would it be 
better for me? I'm in Australia. Or is it contextual?

Why is the USA better than Australia to live? Or are they equal?

The USA is the best place *in general*, for both something like a typical life 
situation. It's also the best for something like a typical version of a particularly 
good life situation.

But the problem situations of particular people may tip the scales in favor of other 
countries. Especially: the costs (of all sorts not just money) of moving to another 
country are very high, so the majority of people living in a good country are best 
served by staying there.

I am aware of all the other countries. If I missed something, what is it?

Here's one reason I prefer to live in Australia than the USA. And I've actually got 
the choice.

I happen to agree with Rand, in  "Capitalism" where she writes in her essay  "on 
the nature of government" that
"If a society provided no organised protection against force, it would compel 
every citizen to go about armed..."

This is what they prefer in Texas and some other places, don't they?

"...to turn his home into a fortress, to shoot any strangers approaching his 



door..."

You guys in the USA have pretty much the highest gun crime and murder rate of 
anywhere in the developed world, right?

The US has a lot of different places within in. Some of them are definitely not the 
best places to live. But it's easy to not live there.

Also, gun crime statistics have almost no meaning. You should be looking at more 
like total crime, combining knives, guns, etc...

And who is murdered is not random. If you look at murder rates for people with 
certain types of lifestyles living in affluent neighborhoods, who don't get involved 
in any nasty stuff, you'll find a different story.

We in Australia generally just don't get it. We don't have much of a gun problem. 
When a gun is used in a crime - it makes the news because it's such a huge 
deal. We seem to hate guns, as a society. You guys seem to love your deadly 
weapons. We seem to agree with Rand on this point. Leave the police to be the 
ones with a monopoly on being armed and using force.

Ayn Rand never advocated gun control and did not favor it. You have misread 
her. None of those passages (which I agree with) imply gun control.

I agree that lack of gun control is not a replacement for police (as you quote Rand 
implying above). But that's really not advocacy of gun control!

Here's two Rand quotes on gun control (from a hostile article that doesn't provide 
sources and may not be trustworthy):

http://www.rationalpublicradio.com/the-objectivist-position-on-gun-control/all-
pages.html

 "I do not know enough about it to have an opinion, except to say that it's not of 
primary importance."

"Handguns are instruments for killing people -- they are not carried for hunting 
animals -- and you have no right to kill people. You do have the right to self-
defense, however. I don't know how the issue is to be resolved to protect you 
without giving you the privilege to kill people at whim."

http://www.rationalpublicradio.com/the-objectivist-position-on-gun-control/all-pages.html


The article further says -- correctly -- that even this much hesitation is a little 
surprising b/c Objectivists generally against gun control and many own guns.

The principles here which Rand is talking about -- which she gets right -- is that:

1) self defense is ok

2) murdering people is not ok

3) the government has a duty to do things to stop (2) without messing up (1)

As far as big philosophical principles go, this is not of primary importance. If the 
Government outlaws me having a nuclear weapon, and it has made a mistake, 
it's not all that big a deal. It's OK for the Government to make some laws of this 
sort.

Guns, however, are a very important self-defense tool. They are an equalizer that 
really helps take muscles out of the equation. That's one reason why they are 
important and this fact is compatible with everything Rand said.

One other reason (of several) is the Constitution, which does matter and 
shouldn't just be ignored. It explicitly provides an important guarantee of gun 
freedom in particular.

Later from the article we get:

In the November 1980 issue of The Intellectual Activist, Peter Schwartz said,

"People have the right of self-defense and, therefore, the right to own guns. And 
the less adequate is the state's police protection, the more crucial that right 
becomes. (This does not, of course, mean that anyone ought to be permitted to 
carry any weapons he wishes. The government should certainly intervene when 
there is evidence that there exists a threat to innocent people -- for example, 
when someone carries a howitzer down the street, or when a minor or a 
convicted violent felon tries to buy a gun. But a gun in the hands of a normal 
adult does not in itself constitute a threat, and the government has no right to 



step in.)"

That is something like what I would expect as a standard Objectivist position on 
gun control, and I think what most people familiar with Objectivism would expect.

One complaint is the anti-minors ageism. Rand herself was very good on children 
in a bunch of places so I wouldn't expect that from her personally, though I would 
expect it from most Objectivists in general (I would, by default, expect them to be 
normal on the issue, or a bit above average, but not *way* above average like 
Rand).

back to quoting from email:

Rand continues:

"...or to join a protective gang of citizens who would fight other gangs, formed for 
the same purpose, and thus bring about the degeneration of that society into the 
chaos of gang rule i.e: rule by brute force, into the perpetual tribal warfare of 
prehistorical savages."

By any metric, the USA is far more violent, per capita, than Australia.

But it isn't, by *any* metric. One metric is knife murders in The Hamptons. There 
are many, many others.

It's thus less civilised by these lights. There's not actually much I can think of 
that the USA has to offer that Australia doesn't.

Silicon valley is one example. New York is another. There are many others which 
are well known.

As another example, which might also help you understand the gun issue better 
in particular by providing a window into a culture which you aren't familiar with, I'd 
recommend trying the TV show American Guns.

Indeed, the contrary. Especially on this 'living peacefully' point.



Rand again:

"The use of physical force - even its retaliatory use - cannot be left at the 
discretion of individual citizens. Peaceful coexistence is impossible if a man has 
to live under the constant threat of force to be unleashed against him by any of 
his neighbours at any moment."

Having a gun is not the same as having discretion about retaliatory force. There 
are a lot of rules about who to shoot. You only shoot people in defense when 
there is imminent danger. As for punishing them or various other things, you 
leave the Government to make the decisions.

If you unleash violence with a gun, there's no second chance. You kill people 
and that can't be fixed.

And if you don't, and die, there is no second chance either, and it can't be fixed.

Yet the USA seems committed to that "right to bear arms" or whatever 
nonsense.

Well, if you're going to call it nonsense then we won't discuss it further. Let me 
know if you wish to retract this statement and have an open minded discussion.

And then when people get killed in gun violence the first reaction is to argue that 
you need more guns and no one should criticise the "right to bear arms" right. 
No one seems to agree with Rand in the USA about this. The left don't like her, 
period. And the right care more about their guns than they do good philosophy 
on this point.

In Australia we look at such things in amazement, as a rule. Years ago after a 
particularly bad mass murder we controlled guns. A lot. We pretty much gave 
police and military a monopoly on deadly weapons. It's really hard to get guns 
now. And no one wants them except criminals and some hunters.

We are all the better for it - better in terms of less suffering. Less people dying or 
living in fear of being killed by guns. I think this is more consistent with Rand's 
concept of a civilised society than the USA.



So is the USA with all its gun crime, violence and murder the best place in the 
world to live? Or is peaceful Australia?

Also we have much lower unemployment and predictions are, with our resource 
boom, we have every reason to be optimistic.

Of course Australia is productive and has reason to be optimistic. It is a good 
place.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Government (was: Reading comprehension)
Date: June 27, 2012 at 2:44 AM

On 27/06/2012, at 14:35, "Josh Jordan" <therealjoshjordan@gmail.com> wrote:

On Wednesday, June 27, 2012 12:18:03 AM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 9:00 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 11:42:34 PM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 7:22 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 8:54:52 PM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 5:10 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 6:26:38 PM UTC-4, Alan Forrester wrote:
It also seems to me that it would be better to discuss the issues

surrounding
"states' rights" in institutional terms. What particular way of

altering
our

institutions would make it easier for bad leaders to be thrown out
and

bad
policies to be scrapped? There might be reasons for changing the way

things
are done so more stuff is decided on the state level instead of being

decided
by the federal government.

Governments are institutionalized violators of property rights, and as
such

their existence is an evil. The less powerful such organizations are,
the



better.

This sounds like you think if the US Government lost all of its power
tomorrow, that would be a good thing, since the less it has, the

better.
Indeed, a *great* thing. That would be a much better thing than if it
selectively lost 20% of its powers from piecemeal reform.

Is that right?

Yes. When it comes to government, I'm an abolitionist.

If so, what sort of society do you envision?

A society in which fewer people are harmed by the mistakes made by their
government, ultimately reaching the limiting case of free-market

anarchy,
in which each person is their own government.

And before that limit, when we don't have police (because you think a
Government without them, being smaller, is necessarily better) and also
don't yet have free-market police systems, then what?

Policing would continue to be handled at the state and municipal levels.

So you do want Government after all.

No, but the most sensible path to market anarchy is to keep shrinking 
governments until we can't make them any smaller.

Does this mean you don't want them but they are necessary? In particular the 
phrase "...until we can't make them any smaller." - is that an admission that they 
must have some minimal, non-zero size?



If the minimal size is non-zero, what does it include? Police?

If its police, are they enforcing laws...or doing something else?

Brett.

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Government (was: Reading comprehension)
Date: June 27, 2012 at 4:47 AM

On Wednesday, June 27, 2012 2:44:45 AM UTC-4, Brett Hall wrote:

On 27/06/2012, at 14:35, "Josh Jordan" wrote:

On Wednesday, June 27, 2012 12:18:03 AM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 9:00 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 11:42:34 PM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 7:22 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 8:54:52 PM UTC-4, Elliot Temple wrote:

On Jun 26, 2012, at 5:10 PM, Josh Jordan wrote:

On Tuesday, June 26, 2012 6:26:38 PM UTC-4, Alan Forrester wrote:
It also seems to me that it would be better to discuss the issues

surrounding
"states' rights" in institutional terms. What particular way of

altering
our

institutions would make it easier for bad leaders to be thrown out
and

bad
policies to be scrapped? There might be reasons for changing the

way
things

are done so more stuff is decided on the state level instead of
being

decided
by the federal government.



Governments are institutionalized violators of property rights, and
as

such
their existence is an evil. The less powerful such organizations

are,
the

better.

This sounds like you think if the US Government lost all of its
power

tomorrow, that would be a good thing, since the less it has, the
better.

Indeed, a *great* thing. That would be a much better thing than if
it

selectively lost 20% of its powers from piecemeal reform.

Is that right?

Yes. When it comes to government, I'm an abolitionist.

If so, what sort of society do you envision?

A society in which fewer people are harmed by the mistakes made by
their

government, ultimately reaching the limiting case of free-market
anarchy,

in which each person is their own government.

And before that limit, when we don't have police (because you think a
Government without them, being smaller, is necessarily better) and

also
don't yet have free-market police systems, then what?



Policing would continue to be handled at the state and municipal
levels.

So you do want Government after all.

No, but the most sensible path to market anarchy is to keep shrinking
governments until we can't make them any smaller.

Does this mean you don't want them but they are necessary?

If the federal government disbanded we would immediately be better off.
That's not currently the case with most state and local governments, though
regions should always have the right to secede, and this (secession) is the
gradual path to anarchy.

In particular the phrase "...until we can't make them any smaller." - is
that an admission that they must have some minimal, non-zero size?

The minimal non-zero size is the individual.

If the minimal size is non-zero, what does it include? Police?

If its police, are they enforcing laws...or doing something else?

 Any services governments claim to provide can be better provided by the
market. So while there would of course be no government police under market
anarchy, there would almost certainly be companies providing security
services.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Jason Silva's latest
Date: June 27, 2012 at 8:04 AM

Some months ago Jason made a lovely video about David's book "The Beginning 
of Infinity" that I think was mentioned on this list (find it here 
http://vimeo.com/jasonsilva)

His latest is an opening for TEDglobal on the same theme. The number of names 
he drops is a little distracting but still, his optimism is inspiring.

http://blog.ted.com/2012/06/26/exploring-openness-in-radical-video-jason-silva-
at-tedglobal2012/

-- 

http://vimeo.com/jasonsilva
http://blog.ted.com/2012/06/26/exploring-openness-in-radical-video-jason-silva-at-tedglobal2012/


From: Elliot Temple <curi@curi.us>
Cc: rational-politics-list@googlegroups.com
Subject: [BoI] Gun Control
Date: June 28, 2012 at 1:16 AM

http://www.anncoulter.com/columns/2012-06-27.html

[Obama] Administration officials intentionally put guns into the hands of Mexican 
drug cartels, so that when the guns taken from Mexican crime scenes turned out 
to be American guns, Democrats would have a reason to crack down on gun 
sellers in the United States.

Democrats will never stop trying to take our guns away.

You think this is hyperbole? No. Read on.

-- Elliot Temple
http://curi.us/

http://www.anncoulter.com/columns/2012-06-27.html
http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Cc: rational-politics-list@googlegroups.com
Subject: Re: [BoI] Gun Control
Date: June 28, 2012 at 2:49 AM

On 28 Jun 2012, at 6:16am, Elliot Temple wrote:

http://www.anncoulter.com/columns/2012-06-27.html

[Obama] Administration officials intentionally put guns into the hands of 
Mexican drug cartels, so that when the guns taken from Mexican crime scenes 
turned out to be American guns, Democrats would have a reason to crack 
down on gun sellers in the United States.

Democrats will never stop trying to take our guns away.

You think this is hyperbole? No. Read on.

However, CNN categorically denies that any of that ever happened:

http://features.blogs.fortune.cnn.com/2012/06/27/fast-and-furious-truth/?
hpt=hp_t2

-- David Deutsch

http://www.anncoulter.com/columns/2012-06-27.html
http://features.blogs.fortune.cnn.com/2012/06/27/fast-and-furious-truth/?hpt=hp_t2


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Re: EEG brain trace 'can detect autism'
Date: June 28, 2012 at 1:39 PM

On Jun 27, 2012, at 10:04 AM, hibbsa wrote:

[as/if scientific knowledge and popperian beliefs diverge, what will the
popperian position become? Will it update itself to stay in line with
science, or will it fight everything as scientism and eventuallhy become
a sort of religion?]

http://www.bbc.co.uk/news/health-18577327

The article says:

It can be a difficult condition to diagnose and can go undetected for years.

It implies the EEG can help.

But how can we know that the EEG's results are accurate if we didn't know who 
actually had autism in the first place?

"In a recent survey we commissioned, 50% of people with autism and their 
families said it was difficult to get a diagnosis and 55% said the process took too 
long.

So, yet again psychiatry does what it always does: try to provide what a bunch of 
people want it to provide, at the expense of a few social deviants.

And as usual with psychiatry, it's pretty literal:

Commonly, people with autism have trouble with social interaction

Autism is diagnosed by looking for social deviance.

Regardless, the article is pure explanationless science. The Popperian position 
is: stop doing explanationless science. Especially in order to justify hurting 
people.

http://www.bbc.co.uk/news/health-18577327


-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Gun Control
Date: June 28, 2012 at 1:56 PM

On Jun 27, 2012, at 11:49 PM, David Deutsch wrote:

On 28 Jun 2012, at 6:16am, Elliot Temple wrote:

http://www.anncoulter.com/columns/2012-06-27.html

[Obama] Administration officials intentionally put guns into the hands of 
Mexican drug cartels, so that when the guns taken from Mexican crime 
scenes turned out to be American guns, Democrats would have a reason to 
crack down on gun sellers in the United States.

Democrats will never stop trying to take our guns away.

You think this is hyperbole? No. Read on.

However, CNN categorically denies that any of that ever happened:

http://features.blogs.fortune.cnn.com/2012/06/27/fast-and-furious-truth/?
hpt=hp_t2

Can you explain why the CNN article is credible?

I started reading it and here is an example of what I found:

The conflict has escalated dramatically in the past ten days. On June 20, in a 
day of political brinkmanship, Issa's committee voted along party lines, 23 to 17, 
to hold Holder in contempt of Congress for allegedly failing to turn over certain 
subpoenaed documents, which the Justice Department contended could not be 
released because they related to ongoing criminal investigations.

First it says that Holder "allegedly" failed to turn over documents. Then it gives a 
justification for his not turning them over. So it immediately admits that they 
weren't turned over. Despite knowing they weren't turned over, and puts an 
"allegedly" before the issue of them not being turned over.

http://www.anncoulter.com/columns/2012-06-27.html
http://features.blogs.fortune.cnn.com/2012/06/27/fast-and-furious-truth/?hpt=hp_t2


That looks to me like strong bias/agenda -- trying to say anything it can for one 
side and not the other. I think this means no facts can be trusted from the CNN 
article without checking them elsewhere.

Here's another passage that is not persuasive:

"Republican senators are whipping up the country into a psychotic frenzy with 
these reports that are patently false," says Linda Wallace, a special agent with 
the Internal Revenue Service's criminal investigation unit who was assigned to 
the Fast and Furious team (and recently retired from the IRS). A self-described 
gun-rights supporter, Wallace has not been criticized by Issa's committee.

This follows a common pattern: make major assertions but attribute them to 
someone else, then make (unpersuasive) attempts to say how "neutral" the 
speaker is, as if that would make the speaker's statements true. Don't bother 
explaining if/that they are true, just praise the source and don't quote the 
arguments of any detractors (unless you find some really dumb ones, then quote 
and refute those).

Then we get, in two successive paragraphs:

The ATF's accusers seem untroubled by evidence that the policy they have 
pilloried didn't actually exist.

For its part, the ATF would not answer specific questions, citing ongoing 
investigations.

If the ATF isn't answering questions, how do we know which policies exist or not?

Then it continues with anything but a categorical denial of all charges:

But a spokesperson for the agency provided a written statement noting that the 
"ATF did not exercise proper oversight, planning or judgment in executing this 
case. We at ATF have accepted responsibility and have taken appropriate and 
decisive action to insure that these errors in oversight and judgment never occur 
again." The statement asserted that the "ATF has clarified its firearms transfer 
policy to focus on interdiction or early intervention to prevent the criminal 



acquisition, trafficking and misuse of firearms," and it cited changes in 
coordination and oversight at the ATF.

Next comes a very-badly-argued, false, partisan attack on the NRA and 
Republicans.

There's also this:

Issa and more than 100 other Republican members of Congress have 
demanded Holder's resignation.

So, CNN says it disagrees with over 100 Republicans. No surprise there. Why 
should we take CNN's side?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Gun Control
Date: June 28, 2012 at 2:34 PM

On Jun 27, 2012, at 11:49 PM, David Deutsch wrote:

On 28 Jun 2012, at 6:16am, Elliot Temple wrote:

http://www.anncoulter.com/columns/2012-06-27.html

[Obama] Administration officials intentionally put guns into the hands of 
Mexican drug cartels, so that when the guns taken from Mexican crime 
scenes turned out to be American guns, Democrats would have a reason to 
crack down on gun sellers in the United States.

Democrats will never stop trying to take our guns away.

You think this is hyperbole? No. Read on.

However, CNN categorically denies that any of that ever happened:

http://features.blogs.fortune.cnn.com/2012/06/27/fast-and-furious-truth/?
hpt=hp_t2

I should have said one other thing: this article doesn't speak for CNN.

It is by Katherine Eban at Fortune.

Look at that URL:

features.blogs.fortune.cnn.com

It's a blog post from one of CNN's magazines. It's not an official statement of 
CNN's official position.

It looks pretty off topic for Fortune, too (not their specialty -- I wonder why they did 
it. Maybe just the obvious reason of trying to attract viewers):

http://money.cnn.com/magazines/fortune/

http://www.anncoulter.com/columns/2012-06-27.html
http://features.blogs.fortune.cnn.com/2012/06/27/fast-and-furious-truth/?hpt=hp_t2
http://money.cnn.com/magazines/fortune/


I'm looking over the headlines on Fortune's main page and most of them do look 
related to finance, as I expected.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Jason Silva's latest
Date: June 28, 2012 at 11:17 PM

On Jun 27, 2012, at 5:04 AM, Brett Hall wrote:

Some months ago Jason made a lovely video about David's book "The 
Beginning of Infinity" that I think was mentioned on this list (find it here 
http://vimeo.com/jasonsilva)

His latest is an opening for TEDglobal on the same theme. The number of 
names he drops is a little distracting but still, his optimism is inspiring.

http://blog.ted.com/2012/06/26/exploring-openness-in-radical-video-jason-silva-
at-tedglobal2012/

Besides name dropping, he also likes the phrase "it turns out".

That is a scoundrel move kind of similar to name dropping. Some information on 
the topic here:

http://jsomers.net/blog/it-turns-out

http://news.ycombinator.com/item?id=1162965

-- Elliot Temple
http://curi.us/

-- 

http://vimeo.com/jasonsilva
http://blog.ted.com/2012/06/26/exploring-openness-in-radical-video-jason-silva-at-tedglobal2012/
http://jsomers.net/blog/it-turns-out
http://news.ycombinator.com/item?id=1162965
http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>, FoR <Fabric-of-
Reality@yahoogroups.com>
Subject: [TCS] Conscious vs subconscious processing (was: Structure of 
Epistemology)
Date: June 29, 2012 at 9:38 AM

On Sun, Jun 24, 2012 at 10:16 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 24, 2012, at 6:51 PM, Rami Rustom wrote:

On Sun, Jun 24, 2012 at 1:43 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 24, 2012, at 11:33 AM, Rami Rustom wrote:

On Sun, Jun 24, 2012 at 1:12 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 22, 2012, at 1:32 PM, Rami Rustom wrote:

On Fri, Jun 22, 2012 at 3:15 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 14, 2012, at 4:08 PM, Rami Rustom wrote:

And my question was what to do if the baby and the mom have
preferences [rules] that were conflicting?

the generic answer is: think about the *reasons for* those preferences. 
find other way to get the same stuff that doesn't conflict. and/or change 
bad reasoning.

Yes that answer is good and concise. My answer works too.

When we think of our preferences, and if we don't think of *why* we
have those preferences [in a specific situation], then this means that
is fragile knowledge, as you described earlier in this discussion. So
you asked and I answered [this time I'll add some notes]...

How can people fix their fragile knowledge?

Its important to relate each situation with a rule, and each rule
[preference] with a logic [why we have that preference in a specific
situation].

One of the problems with using standard words for non-standard meanings 
is that people forget what you mean.



Could you try saying it again in regular terminology, even if it's slightly 
longer?

Its important to relate each choice with a preference, and each
preference with reasons for why one has that preference in that
context.

What about non-problematic choices? You're saying to think about them 
more. But that thinking could be more efficiently used elsewhere (where there 
are problems).

Yes we're only talking about problematic choices. Note that the
beginning of this explanation was the context of solving a
math/physics problem. All truth-seeking [all thinking?] should be done
in the context of problems and solutions.

So you agree that means *not* demanding reasons for many preferences?

I just noticed another connection between this idea and another.

When we learn to ride a bike, we are consciously thinking of so many
details of the process of cycling and balancing. There is some
subconscious processing going on but none of it is specific to biking.
For example, you consciously think "push down on the peddle," and that
results in previously-learned and automated actions like contracting
the appropriate muscles. Notice that when kids try this their first
time, they don't apply enough force to the peddle to rotate it, so
their previously-learned and automated actions are wrong for this
situation. So the kid notices that this is a problem. He's not moving,
but he wants to move. So he begins to consciously apply reasoning to
solve his problem, or his parent helps him with the reasoning, e.g.
"stand up while you are pushing on the peddle because then you are
using your body weight to your advantage." So the kid tries that and
learns it. He does it enough times where he no longer needs the
reasoning to stand up. So the "standing up while peddling" becomes an
automated rule that he follows subconsciously.

Once we've learned how to ride a bike, most of those processes we were
doing consciously are now automated, i.e. we do them subconsciously.



That frees up our conscious resources for more important and
interesting things like paying attention to cars in the road and
scenery. But, if your front wheel hits a branch, and you lose your
balance, and if automated rules don't already "know" how to solve this
problem, then your subconscious alerts your conscious [you] to pay
attention to the problem. And then you solve the problem by leaning
the other direction or gracefully falling.

So, during non-problematic situations, the subconscious is doing the
processing. But, once a situation becomes problematic, then the
subconscious alerts the conscious to solve the problem. [BTW, I'm not
sure I like the part about "the subconscious alerts the conscious".
One problem is that it seems like it shifts responsibility.]

The actions required to ride a bike are first done consciously, while
applying reasoning, e.g. I will stand while pressing down on the
peddle so that I can use my weight to my advantage. This reasoning is
a logic. The actions are rules.

Once you've learned riding a bike, the actions you are taking to do
that riding no longer involve reasoning. You have automated using the
rules of bicycling and you no longer apply reasoning. But once you are
aware that a situation has become problematic, you now apply reasoning
to your situation, thus you *change* the rules you usually follow
while riding. You may change the rules only for that one situation, or
you may change the rules for a set of situations having some criteria,
or you may change the rules in general.

So during subconscious processing, there is no reasoning happening.
Only during conscious processing do you use reasoning. So while
reasoning, you are consciously applying principles to your
problem-situations and in doing so you are creating rules to be later
followed automatically without reasoning, i.e. subconsciously, in
specific types of situations. Then you subconsciously follow those
automatic rules, until you are aware of a problem, in which case you
consciously apply reasoning to solve the problem. The solution is
necessarily an action that is different than your automatic rules.
Also that solution could have a lot of reach. You could choose to
change one or more of your automatic rules to be inline with the newly
created solution.



I have a hunch. I think all solutions necessarily have reach. That
means that solutions are rules. So we have:

- Problems are situations.

- Solutions are rules.

- Reasons are logics.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Assertions, Guesses, Criticisms Fabric-of-
Reality@yahoogroups.com
Date: June 29, 2012 at 9:55 AM

I've learned that criticisms should not be in the form of blind
assertions, i.e. unexplained assertions, because unexplained
assertions do not expose the problem in your counterpart's
explanation.

So what about guesses. Can guesses be in the form of unexplained
assertions? I noticed I've done it many times, and I wasn't criticized
with "thats an unexplained assertion," but maybe I should have been.

For example, I made a guess that *all solutions have reach*. But I
didn't provide an explanation. Uh. Nevermind I do have one. A solution
to *a* problem-situation necessary has reach because that situation
can be abstracted to some degree. Meaning that some of the situations'
attributes can be removed and treated as variables. So if you can
convert an attribute into a variable, then that original situation is
now a *set* of situations. And the solution created to solve it now
has reach. So the question is, "Do all solutions solve problems
whereby one or more of each problems' attributes can be generalized
while not breaking the relationship between the solution and its
generalized problem?"

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Jason Silva's latest
Date: June 29, 2012 at 9:12 PM

On Jun 27, 2012 7:05 AM, "Brett Hall" <brhalluk@hotmail.com> wrote:

Some months ago Jason made a lovely video about David's book "The 
Beginning of Infinity" that I think was mentioned on this list (find it here 
http://vimeo.com/jasonsilva)

His latest is an opening for TEDglobal on the same theme. The number of 
names he drops is a little distracting but still, his optimism is inspiring.

http://blog.ted.com/2012/06/26/exploring-openness-in-radical-video-jason-silva-
at-tedglobal2012/

Why is other people's optimism inspiring? Is it an emotional resonance
thing? Like, I feel good because others around me feel good?

-- Rami

-- 

http://vimeo.com/jasonsilva
http://blog.ted.com/2012/06/26/exploring-openness-in-radical-video-jason-silva-at-tedglobal2012/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Jason Silva's latest
Date: June 29, 2012 at 10:26 PM

On 30/06/2012, at 11:13, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 27, 2012 7:05 AM, "Brett Hall" <brhalluk@hotmail.com> wrote:

Some months ago Jason made a lovely video about David's book "The 
Beginning of Infinity" that I think was mentioned on this list (find it here 
http://vimeo.com/jasonsilva)

His latest is an opening for TEDglobal on the same theme. The number of 
names he drops is a little distracting but still, his optimism is inspiring.

http://blog.ted.com/2012/06/26/exploring-openness-in-radical-video-jason-
silva-at-tedglobal2012/

Why is other people's optimism inspiring? Is it an emotional resonance
thing? Like, I feel good because others around me feel good?

I think so. I like the concept of emotional resonance. I think it goes by another 
name too - empathy. Often empathy is about trying to understand another person 
when they are feeling something negative, or are in a situation of difficulty but of 
course it need not be only this. Empathy helps motivate us to help others and 
cooperate.

Optimism, considered also as a psychological state of being hopeful about the 
future, is a good state for the mind to be in...over say being depressed, 
pessimistic and angry. Being 'inspired' which I think has something to do with the 
tendency towards creativity - is probably going to be fostered best by optimistic 
psychological states than depressed, pessimistic and/or angry ones. I think it is 
probably unsurprising that positive mental states are connected in this way. 
People are probably less productive and creative when they're sad and angry.

At least I find it easier to be creative when I'm happy. I like to be creative. What 
can motivate me towards being creative? Many things - but certainly other 
creative people. It would be, I suppose, possible to surround oneself with people 
who are almost unrelenting in their negativity, pessimism and critical attitude and 
this would likely be an exhausting rather than energising experience. By critical 

http://vimeo.com/jasonsilva
http://blog.ted.com/2012/06/26/exploring-openness-in-radical-video-jason-silva-at-tedglobal2012/


attitude here, I mean a disposition towards always pointing out faults while *not* 
offering solutions as well. Maybe we know people like this who are quick to point 
out flaws, slow to offer praise and rarely offer helpful advice? Maybe these people 
are pessimistic. They are probably uninspiring too. We are right to offer them 
advice and/or avoid them.

Criticism is a good and necessary thing of course. But unrelenting fault-finding in 
others and offering no positive solutions for change is probably not going to be of 
benefit to the person you criticise. I would say frequent criticism without solutions 
is a pessimistic frame of mind.

On the other hand, I think praise and talking about the good ideas a person has is 
useful. Reinforcement of positivity and good ideas tends to help people be 
creative...to help motivate them to continue.

So to Jason Silva's optimism. He does not really say anything much new in his 
videos. Indeed they're really just a mash up of other people's ideas. But they are 
a mash up of ideas I really like and they bring those brilliant ideas and that 
optimistic attitude to wider audiences. I find that the themes of BoI repackaged in 
a form like that gives me a bit of a buzz. You?

In the end - I guess that "yes" optimism is inspiring because it kindles inside a 
person an empathetic response...what you call emotional resonance above. We 
like to be happy and if we see someone speaking in a particularly energising way, 
like Jason Silva, we think "I want to be creative and energised like that too!"

What do you think?

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Jason Silva's latest
Date: June 29, 2012 at 11:42 PM

On Fri, Jun 29, 2012 at 9:26 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 30/06/2012, at 11:13, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 27, 2012 7:05 AM, "Brett Hall" <brhalluk@hotmail.com> wrote:

Some months ago Jason made a lovely video about David's book "The 
Beginning of Infinity" that I think was mentioned on this list (find it here 
http://vimeo.com/jasonsilva)

His latest is an opening for TEDglobal on the same theme. The number of 
names he drops is a little distracting but still, his optimism is inspiring.

http://blog.ted.com/2012/06/26/exploring-openness-in-radical-video-jason-
silva-at-tedglobal2012/

Why is other people's optimism inspiring? Is it an emotional resonance
thing? Like, I feel good because others around me feel good?

I think so. I like the concept of emotional resonance. I think it goes by another 
name too - empathy. Often empathy is about trying to understand another 
person when they are feeling something negative, or are in a situation of 
difficulty but of course it need not be only this. Empathy helps motivate us to 
help others and cooperate.

But emotional resonance can be bad too. Like if person A is angry, and
person B does the emotional resonance badly, person B will get angry
too. And person B says he can't control it. B blames A for "making" B
angry by getting angry first.

Optimism, considered also as a psychological state of being hopeful about the 
future, is a good state for the mind to be in...over say being depressed, 
pessimistic and angry.

I think emotions can be considered as psychological states.

Angry is an emotion.

http://vimeo.com/jasonsilva
http://blog.ted.com/2012/06/26/exploring-openness-in-radical-video-jason-silva-at-tedglobal2012/


Depressed is an emotion [namely sadness] plus an additional component
of self-imposed mind tricks, e.g. feeling pain that physicians can't
find any physical causes. People are diagnosed as depressed by
psychiatrists who apply tests derived from bad theories [theories that
are easy-to-vary]. So logically the tests are bad.

Optimistic and pessimistic I'm not sure about. I guess that an
optimistic state of mind is actually two things. It is a happiness
emotion combined with thoughts about the future being good, or better
than now. And pessimistic is sad + thoughts of future being bad, or
worse than now.

Being 'inspired' which I think has something to do with the tendency towards 
creativity - is probably going to be fostered best by optimistic psychological 
states than depressed, pessimistic and/or angry ones.

Sometimes. Depends on context. A sad guy who knows how to be creative
can do better than a optimistic guy who doesn't know anything about
being creative.

I think it is probably unsurprising that positive mental states are connected in 
this way. People are probably less productive and creative when they're sad and 
angry.

Yes. I'd say on average, across a population, people are less
productive and creative when sad/angry.

At least I find it easier to be creative when I'm happy. I like to be creative. What 
can motivate me towards being creative? Many things - but certainly other 
creative people. It would be, I suppose, possible to surround oneself with people 
who are almost unrelenting in their negativity, pessimism and critical attitude 
and this would likely be an exhausting rather than energising experience. By 
critical attitude here, I mean a disposition towards always pointing out faults 
while *not* offering solutions as well. Maybe we know people like this who are 
quick to point out flaws,



As long as he includes good explanations with his criticism, then that is good.

slow to offer praise

Why is praise useful? I don't do it at work. My sales manager does though.

and rarely offer helpful advice?

The criticism is helpful.

By advice, I think you mean guesses for solutions. And by helpful I
think you mean good. So maybe they suck at being creative. Like
because of irrational memes.

Maybe these people are pessimistic. They are probably uninspiring too. We are 
right to offer them advice and/or avoid them.

Criticism is a good and necessary thing of course. But unrelenting fault-finding 
in others

Maybe this is the problem. You said *finding faults in others*. But we
don't find faults in *people*. We find faults in ideas. So if a person
realized that an idea is being criticized, not him, then he won't
interpret fault-finding as negative. In fact its positive. Criticism,
properly done, is good. It points out mistakes in other people's
thinking. Mistakes are learning opportunities. This makes us smarter.

and offering no positive solutions for change is probably not going to be of 
benefit to the person you criticise.

In this case person A could ask the person B for ideas. Maybe B is not
offering his ideas because he realizes that there's a possibility that
person A doesn't want to hear B's ideas.



I would say frequent criticism without solutions is a pessimistic frame of mind.

Maybe he hasn't learned how to make good solutions, so he's scared
too. Maybe he has a really bad anti-rational meme that causes him to
not offer solutions.

On the other hand, I think praise and talking about the good ideas a person has 
is useful. Reinforcement of positivity

What kind of praise? Like, "You're doing well" or more like "You did
X% more sales this year than your goal. That puts you in the category
of Exceeds Expectations. So your compensation increases by Y. Good
job." Or something else?

and good ideas tends to help people be creative...to help motivate them to 
continue.

So to Jason Silva's optimism. He does not really say anything much new in his 
videos. Indeed they're really just a mash up of other people's ideas. But they are 
a mash up of ideas I really like and they bring those brilliant ideas and that 
optimistic attitude to wider audiences. I find that the themes of BoI repackaged 
in a form like that gives me a bit of a buzz. You?

I don't remember what I felt.

In the end - I guess that "yes" optimism is inspiring because it kindles inside a 
person an empathetic response...what you call emotional resonance above. We 
like to be happy and if we see someone speaking in a particularly energising 
way, like Jason Silva, we think "I want to be creative and energised like that 
too!"

What do you think?

I've seen it happen in a business setting. I've seen excitement
resonate between employees. And I mean unintentionally. We don't have
a policy of 'pump each other up' or anything like that. Any policy of



'superficially create excitement because that makes employees happier'
is ineffective.

Negativity can spread like wild fire too. One bad apple makes more bad
apples. I made that mistake once. Now I have a policy of firing the
negative people. And not hiring them.

-- Rami



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Government (was: Reading comprehension)
Date: June 30, 2012 at 11:20 AM

On Jun 26, 11:08 pm, Brett Hall <brhal...@hotmail.com> wrote:

You guys in the USA have pretty much the highest gun crime and murder rate of 
anywhere in the developed world, right? We in Australia generally just don't get 
it. We don't have much of a gun problem. When a gun is used in a crime - it 
makes the news because it's such a huge deal. We seem to hate guns, as a 
society. You guys seem to love your deadly weapons.

Brett, have you read The Better Angels of Our Nature by Steven Pinker?
It's a very long book, but worth getting through. In it, he describes
the US and our violent society as really composed of three separate
countries. The north and northeast have rates of violence similar to
Europe and Australia. The south and even more so the west have much
higher rates of violence. And it's not just gun violence. Americans in
these parts of the country are on average more violent in general.

Pinker also discusses Hobbes' idea of the Leviathan, using convincing
data to show that strong central government is a great curb against
violence. Pinker's book is often difficult and uncomfortable, but I
found it compelling and nearly as life changing as Beginning of
Infinity. In particular, I think it would give you and your fellow
Aussies a better understanding of how America's violent culture has
evolved and is evolving.

Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Government
Date: June 30, 2012 at 1:06 PM

On Jun 30, 2012, at 8:20 AM, steve whitt wrote:

On Jun 26, 11:08 pm, Brett Hall <brhal...@hotmail.com> wrote:

You guys in the USA have pretty much the highest gun crime and murder rate 
of anywhere in the developed world, right? We in Australia generally just don't 
get it. We don't have much of a gun problem. When a gun is used in a crime - 
it makes the news because it's such a huge deal. We seem to hate guns, as a 
society. You guys seem to love your deadly weapons.

Brett, have you read The Better Angels of Our Nature by Steven Pinker?
It's a very long book, but worth getting through. In it, he describes
the US and our violent society as really composed of three separate
countries. The north and northeast have rates of violence similar to
Europe and Australia. The south and even more so the west have much
higher rates of violence. And it's not just gun violence. Americans in
these parts of the country are on average more violent in general.

Pinker also discusses Hobbes' idea of the Leviathan, using convincing
data to show that strong central government is a great curb against
violence. Pinker's book is often difficult and uncomfortable, but I
found it compelling and nearly as life changing as Beginning of
Infinity. In particular, I think it would give you and your fellow
Aussies a better understanding of how America's violent culture has
evolved and is evolving.

Saying America has a violent culture is a bit misleading. It's one of the more 
peaceful societies that has ever existed.

Taking a broader and more historical perspective, there has been a "decline of 
violence". Violence is "dramatically down".

Pinker explains:



http://www.edge.org/3rd_culture/pinker07/pinker07_index.html

-- Elliot Temple
http://beginningofinfinity.com/

http://www.edge.org/3rd_culture/pinker07/pinker07_index.html
http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: June 30, 2012 at 2:17 PM

On Sat, Jun 23, 2012 at 10:31 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 24/06/2012, at 4:30, "Elliot Temple" <curi@curi.us> wrote:

On Jun 23, 2012, at 11:07 AM, Rami Rustom wrote:
On Sat, Jun 23, 2012 at 12:30 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:
On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 23, 2012, at 8:35 AM, Rami Rustom wrote:
On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:
On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> 
wrote:

On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 23/06/2012, at 7:05, "Rami Rustom" <rombomb@gmail.com> 
wrote:

On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form of 
explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, and 
those not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in 
binary).

but with a point: there are many ways to categorize 
explanations.



Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not "see the 
point"?

Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you won't 
see the point?

Actually, that's not true. You might get the joke and yet not find it 
funny. This might determine the differene between good and bad 
jokes.

Can jokes be objectively better than others? What would the criteria 
be?

If my joke makes more people laugh than your joke, then I would say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more than
yours, then my joke is objectively better.

This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be defined.

If the definition is: Better means 'the most people know it', then
that is the criteria.

Why would better by defined as popular?

Dumb idea. Its based on a bad meme.



So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means that
its not objective.

That makes sense. No two people laugh at the same set of jokes the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.

Ok. I think I don't understand subjectivity then.

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using words like 
"subjective" or "idealism", and then separately say what you think 
subjectivity is and the connection?

Meaning that preferences of taste is dependent on the person that is
doing the tasting.

It depending on which person is doing the tasting is what *contextual* means, 
not subjective. (Admittedly the word "subjective" is ambiguous and confused, 
and people sometimes use it to mean contextual. But *at the same time*, they 
think it's an opposite of "objective", even though contextual and objective are 
compatible.)

The discussion seemed to move from interesting questions about subjectivity to 
some stuff about preferences. Admittedly there is an important connection here, 



but I just wanted to interject with the idea that subjectivity need not be (merely) 
"bad philosophy". It is if you are saying that epistemic subjectivity can reliably 
provide you with good explanations.

Whatever you are experiencing now, you experience as a matter of subjectivity. 
That there is "something that it is like" to be you right now, is an objective fact 
*about your subjectivity*.

So this definition of subjectivity is "something that it is like to be
someone right now". Lets try to define that. A person's preferences,
values, emotions. What else?

That's not bad philosophy...because now I'm using the word 'subjectivity' to label 
a different idea. I'm not wrong to do this, nor the first. Indeed neuroscience, 
religion, etc, commonly uses the word 'subjectivity' in this way.

The only things you actually care about are *subjective* states.

How is that different that *psychological states*? And that no two
persons' psychological states are the same, ever.

Even when you think you are caring about other things, it can only be because it 
is going on in your mind. So you care about your friend? Only because it makes 
you feel a certain way. A subjective way. To feel anything at all, is subjective. To 
think anything at all, is subjective.

Do you care about enjoying your life?

Well isn't 'enjoying' a subjective state? It's something you experience.

It is true that what I experience can not be experienced by someone
else. We each are in our own contexts. No two people experience the
same context, ever.

Anything you experience, you experience as a matter of subjectivity. Your 
experiences are subjective...and the most important thing about you. Maybe the 
only important thing. After all if we could simulate your entire subjectivity in a 



computer then...everything *else* about you is gone except your subjectivity.

There is a difference between the world of the mind and the world outside it. No 
amount of looking at stuff in the world - including brains or what people are up to 
- provides a clue about what is going on in a person's mind. We only guess 
based on what they tell us.

Yes.

We think we know what others experience because they tell us. But we are 
relying upon their fallible reporting of their own subjectivity.

So subjectivity is real, ontologically. It exists. But we only know this because we 
know about our own subjectivity not because we know about other people's. We 
know about our own subjectivity because we *are* subjectivity.

Is this knowledge conjectural? Knowledge of our own subjectivity? Yes. Is it 
testable? Seems not - not in any third person way. Extremely hard to vary 
though.

I do see
some objective things about it. Like nobody likes the taste of spoiled
food.

this is confusing objectivity with popularity.

it's also false. some people like to eat some spoiled foods.

e.g. some cheeses have mold in them. on purpose.

K.

But the subjective stuff is like how much salinity each of us
likes in our food.

"Subjective" does not mean merely "personal preference".



That's part of the meaning but it also means and implies that you can't be 
wrong about the issue. THere is no objective truth that you could deviate 
from.

So how to divorce the part of the meaning of subjectivity about *there
exist personal preferences*, and the part that *you can't be mistaken
about personal preferences*?

don't divorce them. there's no problem here. we have other good concepts to 
talk about people's preferences with.

Epistemic subjectivity is about how people can be biased or self deceived or just 
plain lying and so some knowledge is less reliable. It's subjective. It can also be 
about preferences. So some people come out of a movie and talk about how it 
was good (they liked it) or not. That's subjective. Epistemologically.

Ontological subjectivity is just the term which describes the fact that we have an 
internal world - a mind, experiences, consciousness. We have subjectivity.

So ontological subjectivity is a person's preferences, values,
emotions, what else?

Does a Warcraft AI that talks about enjoying the taste of mead, really enjoy the 
taste of mead? No? Why not? Because we don't think there's anything that it's 
like when some orc graphic in a computer game graphic "drinks" a computer 
graphic of some flagon of ale and burps and says "that was good". We don't 
believe they have an internal life. The simulation of all that stuff is just not the 
same as the real thing.

A real person who takes a drink and says "that was nice" is having an 
experience of a richness and complexity that we know 'exists' in a way that the 
AI has not replicated. There's something that it's like to be a person.

At the moment, people have subjectivity while AI do not. In this way subjectivity 
and consciousness are very close.



Does the first part [that there exist personal preferences] need a new
name [so that we define a new idea which is divorced from the
philosophy of subjectivity because subjectivity subsumes other false
ideas]?

it already has names like  "personal preferences", "preferences", and "people 
objectively have preferences which are a type of idea and whether a particular 
person has a particular idea is an objective fact of reality".

That 'a particular person has a particular idea is an objective fact of reality' is 
another way of describing what I have been calling 'ontological subjectivity'. But 
I would say it's an aspect of that concept, not the whole thing. The capacity to 
have an experience *of any sort* is the capacity to have subjectivity. One kind of 
experience you can have, is an idea.

Besides ideas, what else can be experiences of ontological subjectivity?

I guess you'll ask: "What problem does that solve?" The problem is
that the idea of subjectivity subsumes one idea that is true, and
other ideas which are false. And in the tradition of Rand, we want to
organize our ideas into an organizational structure. And one reason to
organize our ideas this way is so that I can reference the idea that
*there exist personal preferences* with one word. So... is this an
abstract problem that should be solved? Or do you have an explanation
that dissolves this problem without creating a new idea?

subjectivity doesn't provide any *new* truths, just, at best, confused versions of 
ones we already knew that it's made worse not better.

Well, that's plainly false if we go with the idea that subjectivity can be considered 
simply as a shorthand way of speaking about that domain of "stuff which is 
going on in your mind" . In that case, subjectivity is the *only* source of new 
knowledge we know of in the universe. Minds are engines of subjectivity. You 
are subjectivity, as I've argued. But it's ontological subjectivity.



We know so little about consciousness that perturbing it might reveal avenues to 
new knowledge. At the moment this seems to be fruitless in many ways. People 
who smoke pot or drop acid only sometimes, and unreliably, come up with 
worthwhile stuff...mainly in art and music, etc.

I can't be bothered looking into it now, but scientists and philosophers of note 
have credited some of their creativity to taking drugs and stuff...that's an 
example of subjectivity providing new truths. Some examples here 
http://www.cannabisculture.com/articles/2783.html   Feynman is a famous one.

What do you mean by *subjectivity provides new truths*? Truths comes
from guesses and criticisms, from people's minds. Is that the same as
saying *subjectivity provides new truths*? Subjectivity is not a thing
though.

-- Rami

http://www.cannabisculture.com/articles/2783.html


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Government
Date: June 30, 2012 at 2:52 PM

On Jun 30, 1:06 pm, Elliot Temple <c...@curi.us> wrote:

Saying America has a violent culture is a bit misleading. It's one of the more 
peaceful societies that has ever existed.

Taking a broader and more historical perspective, there has been a "decline of 
violence". Violence is "dramatically down".

Pinker explains:

http://www.edge.org/3rd_culture/pinker07/pinker07_index.html

-- Elliot Templehttp://beginningofinfinity.com/

Yes, I should have said the overriding message of Pinker's book is
that violence is in decline. While parts of the US, particularly the
South and West, lag behind Europe and Australia, violence in all these
regions has been declining. The best thing about Pinker's book is
that, in a parallel to David Deutsch's approach in Beginning of
Infinity, Pinker looks for explanations of the decline and comes up
with some fascinating ideas.

http://www.edge.org/3rd_culture/pinker07/pinker07_index.html
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Government
Date: June 30, 2012 at 3:06 PM

On Jun 30, 2012, at 11:52 AM, steve whitt wrote:

On Jun 30, 1:06 pm, Elliot Temple <c...@curi.us> wrote:

Saying America has a violent culture is a bit misleading. It's one of the more 
peaceful societies that has ever existed.

Taking a broader and more historical perspective, there has been a "decline of 
violence". Violence is "dramatically down".

Pinker explains:

http://www.edge.org/3rd_culture/pinker07/pinker07_index.html

-- Elliot Templehttp://beginningofinfinity.com/

Yes, I should have said the overriding message of Pinker's book is
that violence is in decline. While parts of the US, particularly the
South and West, lag behind Europe and Australia, violence in all these
regions has been declining. The best thing about Pinker's book is
that, in a parallel to David Deutsch's approach in Beginning of
Infinity, Pinker looks for explanations of the decline and comes up
with some fascinating ideas.

That sounds interesting. I may take a look at his book then, but a couple 
questions first. So, it's called

The Better Angels of Our Nature

How much does he focus on false claims about how this is 'human nature', taking 
the nature side of nature/nurture debate, evolutionary psychology, etc? Does he 
have some good explanations or only the bad ones the title (and his other work) 
hints at? (Many people consider that sort of nonsense fascinating or even think 
it's true, so I don't know what to expect.)

http://www.edge.org/3rd_culture/pinker07/pinker07_index.html
http://beginningofinfinity.com/


Also does his style of explaining big historical stuff have much in common with 
Jared Diamond?

Thanks.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Government
Date: June 30, 2012 at 3:35 PM

On Jun 30, 3:06 pm, Elliot Temple <c...@curi.us> wrote:

That sounds interesting. I may take a look at his book then, but a couple 
questions first. So, it's called

The Better Angels of Our Nature

How much does he focus on false claims about how this is 'human nature', 
taking the nature side of nature/nurture debate, evolutionary psychology, etc? 
Does he have some good explanations or only the bad ones the title (and his 
other work) hints at? (Many people consider that sort of nonsense fascinating or 
even think it's true, so I don't know what to expect.)

Also does his style of explaining big historical stuff have much in common with 
Jared Diamond?

Thanks.

-- Elliot Templehttp://fallibleideas.com/

I'd love to have your take on the book. It is quite long, and I'm
confident that you'll find much to disagree with. Pinker shares with
Deutsch the conviction that The Enlightenment marked a major turning
point in human history. As far as human nature, Pinker's own words are
better than my own:

(from http://stevenpinker.com/pages/frequently-asked-questions-about-better-
angels-our-nature-why-violence-has-declined)

Does this book represent a change in your politics? After all, a
commitment to human nature has traditionally been associated with a
conservative fatalism about violence and skepticism about progressive
change. But Better Angels says many nice things about progressive
movements such as nonviolence, feminism, and gay rights.
No, the whole point of The Blank Slate was that the equation between a
belief in human nature and fatalism about the human condition was

http://fallibleideas.com/
http://stevenpinker.com/pages/frequently-asked-questions-about-better-angels-our-nature-why-violence-has-declined


spurious. Human nature is a complex system with many components.  It
comprises mental faculties that lead us to violence, but it also
faculties that pull us away from violence, such as empathy, self-
control, and a sense of fairness. It also comes equipped with open-
ended combinatorial faculties for language and reasoning, which allow
us to reflect on our condition and figure out better ways to live our
lives. This vision of psychology, together with a commitment to
secular humanism, has been a constant in my books, though it has
become clearer to me in recent years.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Government
Date: June 30, 2012 at 4:00 PM

On Jun 30, 2012, at 12:35 PM, steve whitt wrote:

On Jun 30, 3:06 pm, Elliot Temple <c...@curi.us> wrote:

That sounds interesting. I may take a look at his book then, but a couple 
questions first. So, it's called

The Better Angels of Our Nature

How much does he focus on false claims about how this is 'human nature', 
taking the nature side of nature/nurture debate, evolutionary psychology, etc? 
Does he have some good explanations or only the bad ones the title (and his 
other work) hints at? (Many people consider that sort of nonsense fascinating 
or even think it's true, so I don't know what to expect.)

Also does his style of explaining big historical stuff have much in common with 
Jared Diamond?

Thanks.

-- Elliot Templehttp://fallibleideas.com/

I'd love to have your take on the book. It is quite long, and I'm
confident that you'll find much to disagree with. Pinker shares with
Deutsch the conviction that The Enlightenment marked a major turning
point in human history. As far as human nature, Pinker's own words are
better than my own:

(from http://stevenpinker.com/pages/frequently-asked-questions-about-better-
angels-our-nature-why-violence-has-declined)

Does this book represent a change in your politics? After all, a
commitment to human nature has traditionally been associated with a
conservative fatalism about violence and skepticism about progressive

http://fallibleideas.com/
http://stevenpinker.com/pages/frequently-asked-questions-about-better-angels-our-nature-why-violence-has-declined


change. But Better Angels says many nice things about progressive
movements such as nonviolence, feminism, and gay rights.
No, the whole point of The Blank Slate was that the equation between a
belief in human nature and fatalism about the human condition was
spurious. Human nature is a complex system with many components.  It
comprises mental faculties that lead us to violence, but it also
faculties that pull us away from violence, such as empathy, self-
control, and a sense of fairness. It also comes equipped with open-
ended combinatorial faculties for language and reasoning, which allow
us to reflect on our condition and figure out better ways to live our
lives. This vision of psychology, together with a commitment to
secular humanism, has been a constant in my books, though it has
become clearer to me in recent years.

That sounds bad but I'll try the book anyway.

From that FAQ link:

you can’t write a coherent book on the topic of “bad things.”

This is silly. It's possible for broad books to be coherent and he doesn't explain 
otherwise.

The FAQ goes on to say -- between the lines -- that he denies morality exists 
because he's an atheist but still considers morality a religious concept. He denies 
this -- he doesn't actively want to explicitly reject morality -- but that doesn't 
change the situation.

The FAQ also basically says the book will deny religion ever did anything good in 
the realm of ideas with any relevance to peace, cooperation, non-violence, etc... 
This will make this book historically inaccurate.

When he discusses the topic of Atheism and Hitler/Stalin/Mao, he misses the 
point (so do his critics, perhaps). Hitler wasn't the same sort of atheist as Pinker, 
he's right there. But he doesn't understand and therefore doesn't address the real 
connection between Hitler and atheism, which Hitler does partially share with 
Pinker: the rejection of significant parts of traditional, religious morality. Doing that 
is dangerous, it has caused genocide, and it's something Pinker personally does. 



Pinker thinks he's rational enough to do it without murdering anyone, and Pinker 
hasn't caused any genocides and I don't expect him to, but the same sort of ideas 
are much more dangerous in other contexts different than Pinker's life, plus they 
do matter in Pinker's life in smaller ways.

Pinker's comment denying the severity of the Yom Kippur war concerns me. The 
Cuban Missile Crisis denial worries me some too. On the other hand, the denial 
that Vietnam was a brush with Armageddon I find strange: of course it wasn't, 
who thinks otherwise? I don't get how Vietnam could be considered a brush with 
Armageddon similar to the Cuban Missile Crisis.

Apparently the book will discuss both abortion and chicken farming. It better deny 
they are violence, just like in the FAQ where Pinker denies that verbal 
aggression, inequality, capitalism, and pollution are violence. (As a terminology 
issue. He's a bit vague but seems to think they are all bad.)

Many parts of the FAQ look parochial to me. Focussed on common stuff in our 
culture, and mixing that up with how life or humanity works (in principle).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Government
Date: June 30, 2012 at 4:22 PM

On Jun 30, 4:00 pm, Elliot Temple <c...@curi.us> wrote:

That sounds bad but I'll try the book anyway.

-- Elliot Templehttp://elliottemple.com/

I hope you do. As I said, it is very long. I found it very persuasive.
I'd enjoy seeing how you counter his arguments. It's probably the
closest I'll get to a Pinker/Deutsch debate, which I would find quite
enjoyable, I believe.

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: June 30, 2012 at 7:02 PM

On 01/07/2012, at 4:18, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 23, 2012 at 10:31 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 24/06/2012, at 4:30, "Elliot Temple" <curi@curi.us> wrote:

On Jun 23, 2012, at 11:07 AM, Rami Rustom wrote:
On Sat, Jun 23, 2012 at 12:30 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:
On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 23, 2012, at 8:35 AM, Rami Rustom wrote:
On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:
On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> 
wrote:

On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> 
wrote:

On 23/06/2012, at 7:05, "Rami Rustom" <rombomb@gmail.com> 
wrote:

On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple 
<curi@curi.us> wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form 
of explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, 
and those not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in 
binary).



but with a point: there are many ways to categorize 
explanations.

Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not "see the 
point"?

Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you won't 
see the point?

Actually, that's not true. You might get the joke and yet not find it 
funny. This might determine the differene between good and bad 
jokes.

Can jokes be objectively better than others? What would the 
criteria be?

If my joke makes more people laugh than your joke, then I would 
say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more than
yours, then my joke is objectively better.

This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be defined.

If the definition is: Better means 'the most people know it', then
that is the criteria.



Why would better by defined as popular?

Dumb idea. Its based on a bad meme.

So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means that
its not objective.

That makes sense. No two people laugh at the same set of jokes 
the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.

Ok. I think I don't understand subjectivity then.

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using words like 
"subjective" or "idealism", and then separately say what you think 
subjectivity is and the connection?

Meaning that preferences of taste is dependent on the person that is
doing the tasting.

It depending on which person is doing the tasting is what *contextual* means, 
not subjective. (Admittedly the word "subjective" is ambiguous and confused, 
and people sometimes use it to mean contextual. But *at the same time*, 
they think it's an opposite of "objective", even though contextual and objective 



are compatible.)

The discussion seemed to move from interesting questions about subjectivity 
to some stuff about preferences. Admittedly there is an important connection 
here, but I just wanted to interject with the idea that subjectivity need not be 
(merely) "bad philosophy". It is if you are saying that epistemic subjectivity can 
reliably provide you with good explanations.

Whatever you are experiencing now, you experience as a matter of 
subjectivity. That there is "something that it is like" to be you right now, is an 
objective fact *about your subjectivity*.

So this definition of subjectivity is "something that it is like to be
someone right now". Lets try to define that. A person's preferences,
values, emotions. What else?

Mainly qualia. We know we have them. It is impossible to describe them. I think 
something like this is said in BoI. I'm not being rogue in defining subjectivity this 
way. Broadly speaking (most broadly) subjectivity is just a term capturing "the 
contents of consciousness". It's basically a synonym for consciousness. 
Consciousness is about much more than those 3 things you list...important as 
they are.

That's not bad philosophy...because now I'm using the word 'subjectivity' to 
label a different idea. I'm not wrong to do this, nor the first. Indeed 
neuroscience, religion, etc, commonly uses the word 'subjectivity' in this way.

The only things you actually care about are *subjective* states.

How is that different that *psychological states*? And that no two
persons' psychological states are the same, ever.

I think a *subjective* state is a more general term. Dreaming is a subjective state 
that I'd be reluctant to refer to as a psychological one. Simply looking outside at 
the sky is a pretty basic experience that I think is better captured by 'subjective' 
state than 'psychological state' that seems to me to be loaded with baggage. 



Non-human Animals, I think it should be uncontroversial to say, have subjective 
states. It is more controversial to say they have psychological ones. That is to 
say, they have consciousness...but possibly not values, emotions or preferences 
as you call them. Perhaps.

Even when you think you are caring about other things, it can only be because 
it is going on in your mind. So you care about your friend? Only because it 
makes you feel a certain way. A subjective way. To feel anything at all, is 
subjective. To think anything at all, is subjective.

Do you care about enjoying your life?

Well isn't 'enjoying' a subjective state? It's something you experience.

It is true that what I experience can not be experienced by someone
else.

That's a hypothesis. You might be right. I'm not sure we can make anymore 
headway on this point though. I've commented before on the importance of 
empathy. True empathy, as some spiritual people describe it, precisely is that 
ability to experience exactly what someone else does. There might be no third-
person (that is to say objective) evidence of this. But subjectively some people 
report this. We have no way of knowing if they are lying. I don't know what to 
make of such reports.

We each are in our own contexts. No two people experience the
same context, ever.

Ok. In general you are correct. It is actually just a restatement of the truism that 
'no two people are exactly alike' and 'we all live our own lives'. But there are little 
philosophical games to be played here to press this intuition a little. Two different 
'contexts' might provide identical subjective experience. We do not know. We 
don't know what provides subjective experience. Something to do with what the 
brain is doing probably. If it turns out we're all in a simulation, then you might be 
wrong. If we're living in the Matrix or whatever, the simulation could be rerun with 
my consciousness in your brain. I'd experience your context. I'd actually be 
you...but that's beside the point for now.



Anything you experience, you experience as a matter of subjectivity. Your 
experiences are subjective...and the most important thing about you. Maybe 
the only important thing. After all if we could simulate your entire subjectivity in 
a computer then...everything *else* about you is gone except your subjectivity.

There is a difference between the world of the mind and the world outside it. 
No amount of looking at stuff in the world - including brains or what people are 
up to - provides a clue about what is going on in a person's mind. We only 
guess based on what they tell us.

Yes.

We think we know what others experience because they tell us. But we are 
relying upon their fallible reporting of their own subjectivity.

So subjectivity is real, ontologically. It exists. But we only know this because 
we know about our own subjectivity not because we know about other 
people's. We know about our own subjectivity because we *are* subjectivity.

Is this knowledge conjectural? Knowledge of our own subjectivity? Yes. Is it 
testable? Seems not - not in any third person way. Extremely hard to vary 
though.

I do see
some objective things about it. Like nobody likes the taste of spoiled
food.

this is confusing objectivity with popularity.

it's also false. some people like to eat some spoiled foods.

e.g. some cheeses have mold in them. on purpose.



K.

But the subjective stuff is like how much salinity each of us
likes in our food.

"Subjective" does not mean merely "personal preference".

That's part of the meaning but it also means and implies that you can't be 
wrong about the issue. THere is no objective truth that you could deviate 
from.

So how to divorce the part of the meaning of subjectivity about *there
exist personal preferences*, and the part that *you can't be mistaken
about personal preferences*?

don't divorce them. there's no problem here. we have other good concepts to 
talk about people's preferences with.

Epistemic subjectivity is about how people can be biased or self deceived or 
just plain lying and so some knowledge is less reliable. It's subjective. It can 
also be about preferences. So some people come out of a movie and talk 
about how it was good (they liked it) or not. That's subjective. 
Epistemologically.

Ontological subjectivity is just the term which describes the fact that we have 
an internal world - a mind, experiences, consciousness. We have subjectivity.

So ontological subjectivity is a person's preferences, values,
emotions, what else?

No. Like I have said before...qualia. Basically consciousness. I'll should probably 
stick with 'consciousness' as some seem to have less concerns with that 
word...but I think there is still a distinction to be made between consciousness 
and subjectivity. Those things you mention are a small subject of your subjectivity. 
Important, sure - but certainly not all. Considered most broadly, subjectivity is the 
entirety of your experience. The contents of your consciousness. You live your life 
entirely within your head. Sure, sometimes you are emotional, sometimes 
contemplating values and preferences...but actually...most of the day, you're not 



doing that at all. You are just a witness to qualia. Indeed, I think Hume was *not* 
wrong when he said "you are your perceptions". That is to say, you do not have 
experiences, you are the experience. When you search for whatever 'I' refers to, 
you find it's not there. Eastern religion has a handle on this. It has a handle on a 
lot of nonsense too. But it got what it's like, as a matter of subjectivity, to be a 
person. Something monotheist religion properly eviscerated from religion and 
inserted some metaphysical stuff about souls or whatever.

Does a Warcraft AI that talks about enjoying the taste of mead, really enjoy the 
taste of mead? No? Why not? Because we don't think there's anything that it's 
like when some orc graphic in a computer game graphic "drinks" a computer 
graphic of some flagon of ale and burps and says "that was good". We don't 
believe they have an internal life. The simulation of all that stuff is just not the 
same as the real thing.

A real person who takes a drink and says "that was nice" is having an 
experience of a richness and complexity that we know 'exists' in a way that the 
AI has not replicated. There's something that it's like to be a person.

At the moment, people have subjectivity while AI do not. In this way 
subjectivity and consciousness are very close.

Does the first part [that there exist personal preferences] need a new
name [so that we define a new idea which is divorced from the
philosophy of subjectivity because subjectivity subsumes other false
ideas]?

it already has names like  "personal preferences", "preferences", and "people 
objectively have preferences which are a type of idea and whether a 
particular person has a particular idea is an objective fact of reality".

That 'a particular person has a particular idea is an objective fact of reality' is 
another way of describing what I have been calling 'ontological subjectivity'. 
But I would say it's an aspect of that concept, not the whole thing. The capacity 
to have an experience *of any sort* is the capacity to have subjectivity. One 



kind of experience you can have, is an idea.

Besides ideas, what else can be experiences of ontological subjectivity?

I think we mentioned this point recently too. If you consider qualia a certain kind 
of idea, then there is nothing else. But if you think qualia are a different kind of 
thing to an idea, then qualia as well.

I tend to think there is a distinction to be made between ideas and qualia. Qualia 
are what Hume called 'perceptions' and he made that distinction with ideas if I 
remember rightly. David made the point on FoR list over a decade ago about how 
we can be mistaken about our qualia. I wasn't convinced then. I'm. It convinced 
now. But if I'm right...and you can't be mistaken about qualia then they are clearly 
not ideas because you can be mistaken about ideas.

I guess you'll ask: "What problem does that solve?" The problem is
that the idea of subjectivity subsumes one idea that is true, and
other ideas which are false. And in the tradition of Rand, we want to
organize our ideas into an organizational structure. And one reason to
organize our ideas this way is so that I can reference the idea that
*there exist personal preferences* with one word. So... is this an
abstract problem that should be solved? Or do you have an explanation
that dissolves this problem without creating a new idea?

subjectivity doesn't provide any *new* truths, just, at best, confused versions 
of ones we already knew that it's made worse not better.

Well, that's plainly false if we go with the idea that subjectivity can be 
considered simply as a shorthand way of speaking about that domain of "stuff 
which is going on in your mind" . In that case, subjectivity is the *only* source 
of new knowledge we know of in the universe. Minds are engines of 
subjectivity. You are subjectivity, as I've argued. But it's ontological subjectivity.

We know so little about consciousness that perturbing it might reveal avenues 
to new knowledge. At the moment this seems to be fruitless in many ways. 



People who smoke pot or drop acid only sometimes, and unreliably, come up 
with worthwhile stuff...mainly in art and music, etc.

I can't be bothered looking into it now, but scientists and philosophers of note 
have credited some of their creativity to taking drugs and stuff...that's an 
example of subjectivity providing new truths. Some examples here 
http://www.cannabisculture.com/articles/2783.html   Feynman is a famous one.

What do you mean by *subjectivity provides new truths*? Truths comes
from guesses and criticisms, from people's minds. Is that the same as
saying *subjectivity provides new truths*? Subjectivity is not a thing
though.

What do you mean subjectivity is not a thing? What's a thing, at the most 
fundamental level? An entity that exists - I.e something that features unavoidably 
in our best explanations...or do you have something else in mind?

Subjectivity provides new truths...I happen to think all truth arises in 
subjectivity...or not at all.

Imagine a world devoid of subjectivity.

It would also be a world devoid of explanations.

If there are no explanations, how can truth make any sense?

Scientific and philosophical creativity occurs in the mind. Only later is it produced 
in the world, outside a mind as writing or pictures or whatever. But all knowledge 
first arises in the mind. And yes, it needs to be criticised for it to qualify as 
knowledge...but this doesn't change the fact that it begins in subjectivity always.

But there is another point to be made here. People on drugs of certain kinds 
reliably report 'epiphanies' and so forth. They learn things on drugs and those 
things are going on in their minds alone. There are not even any clues outside in 
the world of what new things they are discovering through experience in their own 
heads. Things arise in their subjectivity...they discover new things about the mind.

Could I ask you what you think of what Sam Harris writes here:

http://www.cannabisculture.com/articles/2783.html


http://www.samharris.org/blog/item/the-mystery-of-consciousness/

Thanks,

Brett.

http://www.samharris.org/blog/item/the-mystery-of-consciousness/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: June 30, 2012 at 7:33 PM

On Sat, Jun 30, 2012 at 6:02 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 4:18, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 23, 2012 at 10:31 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 24/06/2012, at 4:30, "Elliot Temple" <curi@curi.us> wrote:

On Jun 23, 2012, at 11:07 AM, Rami Rustom wrote:
On Sat, Jun 23, 2012 at 12:30 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:
On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 23, 2012, at 8:35 AM, Rami Rustom wrote:
On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:
On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> 
wrote:

On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> 
wrote:

On 23/06/2012, at 7:05, "Rami Rustom" 
<rombomb@gmail.com> wrote:

On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple 
<curi@curi.us> wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the form 
of explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, 
and those not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" in 
binary).



but with a point: there are many ways to categorize 
explanations.

Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not "see 
the point"?

Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you won't 
see the point?

Actually, that's not true. You might get the joke and yet not find it 
funny. This might determine the differene between good and bad 
jokes.

Can jokes be objectively better than others? What would the 
criteria be?

If my joke makes more people laugh than your joke, then I would 
say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more 
than
yours, then my joke is objectively better.

This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be defined.

If the definition is: Better means 'the most people know it', then



that is the criteria.

Why would better by defined as popular?

Dumb idea. Its based on a bad meme.

So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means that
its not objective.

That makes sense. No two people laugh at the same set of jokes 
the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.

Ok. I think I don't understand subjectivity then.

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using words like 
"subjective" or "idealism", and then separately say what you think 
subjectivity is and the connection?

Meaning that preferences of taste is dependent on the person that is
doing the tasting.

It depending on which person is doing the tasting is what *contextual* 
means, not subjective. (Admittedly the word "subjective" is ambiguous and 



confused, and people sometimes use it to mean contextual. But *at the 
same time*, they think it's an opposite of "objective", even though contextual 
and objective are compatible.)

The discussion seemed to move from interesting questions about subjectivity 
to some stuff about preferences. Admittedly there is an important connection 
here, but I just wanted to interject with the idea that subjectivity need not be 
(merely) "bad philosophy". It is if you are saying that epistemic subjectivity 
can reliably provide you with good explanations.

Whatever you are experiencing now, you experience as a matter of 
subjectivity. That there is "something that it is like" to be you right now, is an 
objective fact *about your subjectivity*.

So this definition of subjectivity is "something that it is like to be
someone right now". Lets try to define that. A person's preferences,
values, emotions. What else?

Mainly qualia. We know we have them. It is impossible to describe them. I think 
something like this is said in BoI. I'm not being rogue in defining subjectivity this 
way. Broadly speaking (most broadly) subjectivity is just a term capturing "the 
contents of consciousness". It's basically a synonym for consciousness. 
Consciousness is about much more than those 3 things you list...important as 
they are.

That's not bad philosophy...because now I'm using the word 'subjectivity' to 
label a different idea. I'm not wrong to do this, nor the first. Indeed 
neuroscience, religion, etc, commonly uses the word 'subjectivity' in this way.

The only things you actually care about are *subjective* states.

How is that different that *psychological states*? And that no two
persons' psychological states are the same, ever.

I think a *subjective* state is a more general term. Dreaming is a subjective 
state that I'd be reluctant to refer to as a psychological one. Simply looking 



outside at the sky is a pretty basic experience that I think is better captured by 
'subjective' state than 'psychological state' that seems to me to be loaded with 
baggage. Non-human Animals, I think it should be uncontroversial to say, have 
subjective states. It is more controversial to say they have psychological ones. 
That is to say, they have consciousness...but possibly not values, emotions or 
preferences as you call them. Perhaps.

Even when you think you are caring about other things, it can only be 
because it is going on in your mind. So you care about your friend? Only 
because it makes you feel a certain way. A subjective way. To feel anything at 
all, is subjective. To think anything at all, is subjective.

Do you care about enjoying your life?

Well isn't 'enjoying' a subjective state? It's something you experience.

It is true that what I experience can not be experienced by someone
else.

That's a hypothesis. You might be right. I'm not sure we can make anymore 
headway on this point though. I've commented before on the importance of 
empathy. True empathy, as some spiritual people describe it, precisely is that 
ability to experience exactly what someone else does.

Thats impossible. No two people have the same knowledge. So what
person A experiences vs what person B experiences can not be the same.
Our experiences are our interpretations of our environment. Our
interpretations are directly affected by our knowledge. So since A's
knowledge is different than B's knowledge, their interpretation of
their environments are different. And in fact, their environments are
different. I explain this point below.

There might be no third-person (that is to say objective) evidence of this. But 
subjectively some people report this. We have no way of knowing if they are 
lying. I don't know what to make of such reports.

Its bullshit. What are they reporting? Person A reports that he is



experiencing the same exact subjective state that person B is
experiencing. And person B says the same about person A. So what? Its
an unexplained assertion. How does person A *know* person B's
experience in order to compare it to his own?

We each are in our own contexts. No two people experience the
same context, ever.

Ok. In general you are correct. It is actually just a restatement of the truism that 
'no two people are exactly alike' and 'we all live our own lives'. But there are little 
philosophical games to be played here to press this intuition a little. Two 
different 'contexts' might provide identical subjective experience.

No. Each person's context includes the knowledge instantiated in their
brains. And since no two people know the same stuff, their contexts
are different. Hence no such thing as id

We do not know. We don't know what provides subjective experience. 
Something to do with what the brain is doing probably.

Ok. But no two brains have the same instantiated knowledge in them. So
all brains do different stuff.

If it turns out we're all in a simulation, then you might be wrong. If we're living in 
the Matrix or whatever, the simulation could be rerun with my consciousness in 
your brain. I'd experience your context. I'd actually be you...but that's beside the 
point for now.

Anything you experience, you experience as a matter of subjectivity. Your 
experiences are subjective...and the most important thing about you. Maybe 
the only important thing. After all if we could simulate your entire subjectivity 
in a computer then...everything *else* about you is gone except your 
subjectivity.



There is a difference between the world of the mind and the world outside it. 
No amount of looking at stuff in the world - including brains or what people 
are up to - provides a clue about what is going on in a person's mind. We 
only guess based on what they tell us.

Yes.

We think we know what others experience because they tell us. But we are 
relying upon their fallible reporting of their own subjectivity.

So subjectivity is real, ontologically. It exists. But we only know this because 
we know about our own subjectivity not because we know about other 
people's. We know about our own subjectivity because we *are* subjectivity.

Is this knowledge conjectural? Knowledge of our own subjectivity? Yes. Is it 
testable? Seems not - not in any third person way. Extremely hard to vary 
though.

I do see
some objective things about it. Like nobody likes the taste of spoiled
food.

this is confusing objectivity with popularity.

it's also false. some people like to eat some spoiled foods.

e.g. some cheeses have mold in them. on purpose.

K.

But the subjective stuff is like how much salinity each of us
likes in our food.

"Subjective" does not mean merely "personal preference".



That's part of the meaning but it also means and implies that you can't be 
wrong about the issue. THere is no objective truth that you could deviate 
from.

So how to divorce the part of the meaning of subjectivity about *there
exist personal preferences*, and the part that *you can't be mistaken
about personal preferences*?

don't divorce them. there's no problem here. we have other good concepts 
to talk about people's preferences with.

Epistemic subjectivity is about how people can be biased or self deceived or 
just plain lying and so some knowledge is less reliable. It's subjective. It can 
also be about preferences. So some people come out of a movie and talk 
about how it was good (they liked it) or not. That's subjective. 
Epistemologically.

Ontological subjectivity is just the term which describes the fact that we have 
an internal world - a mind, experiences, consciousness. We have subjectivity.

So ontological subjectivity is a person's preferences, values,
emotions, what else?

No. Like I have said before...qualia. Basically consciousness. I'll should probably 
stick with 'consciousness' as some seem to have less concerns with that 
word...but I think there is still a distinction to be made between consciousness 
and subjectivity. Those things you mention are a small subject of your 
subjectivity. Important, sure - but certainly not all. Considered most broadly, 
subjectivity is the entirety of your experience. The contents of your 
consciousness. You live your life entirely within your head. Sure, sometimes you 
are emotional, sometimes contemplating values and preferences...but 
actually...most of the day, you're not doing that at all. You are just a witness to 
qualia. Indeed, I think Hume was *not* wrong when he said "you are your 
perceptions". That is to say, you do not have experiences, you are the 
experience. When you search for whatever 'I' refers to, you find it's not there.

What do you mean "its not there"? What problem are you trying to solve?



Eastern religion has a handle on this. It has a handle on a lot of nonsense too. 
But it got what it's like, as a matter of subjectivity, to be a person. Something 
monotheist religion properly eviscerated from religion and inserted some 
metaphysical stuff about souls or whatever.

Does a Warcraft AI that talks about enjoying the taste of mead, really enjoy 
the taste of mead? No? Why not? Because we don't think there's anything 
that it's like when some orc graphic in a computer game graphic "drinks" a 
computer graphic of some flagon of ale and burps and says "that was good". 
We don't believe they have an internal life. The simulation of all that stuff is 
just not the same as the real thing.

A real person who takes a drink and says "that was nice" is having an 
experience of a richness and complexity that we know 'exists' in a way that 
the AI has not replicated. There's something that it's like to be a person.

At the moment, people have subjectivity while AI do not. In this way 
subjectivity and consciousness are very close.

Does the first part [that there exist personal preferences] need a new
name [so that we define a new idea which is divorced from the
philosophy of subjectivity because subjectivity subsumes other false
ideas]?

it already has names like  "personal preferences", "preferences", and 
"people objectively have preferences which are a type of idea and whether 
a particular person has a particular idea is an objective fact of reality".

That 'a particular person has a particular idea is an objective fact of reality' is 
another way of describing what I have been calling 'ontological subjectivity'. 
But I would say it's an aspect of that concept, not the whole thing. The 
capacity to have an experience *of any sort* is the capacity to have 
subjectivity. One kind of experience you can have, is an idea.

Besides ideas, what else can be experiences of ontological subjectivity?



I think we mentioned this point recently too. If you consider qualia a certain kind 
of idea, then there is nothing else. But if you think qualia are a different kind of 
thing to an idea, then qualia as well.

I tend to think there is a distinction to be made between ideas and qualia. Qualia 
are what Hume called 'perceptions' and he made that distinction with ideas if I 
remember rightly. David made the point on FoR list over a decade ago about 
how we can be mistaken about our qualia. I wasn't convinced then. I'm. It 
convinced now. But if I'm right...and you can't be mistaken about qualia then 
they are clearly not ideas because you can be mistaken about ideas.

Perceptions *are* ideas. And we can be mistaken about them. Why?
Because our senses are fallible. When we see, we don't see the real
world. We see an interpretation of the real world. That interpretation
is what we call the perception. The sensation is the actual data that
our senses carried to our brains before the interpretation occurred.

I guess you'll ask: "What problem does that solve?" The problem is
that the idea of subjectivity subsumes one idea that is true, and
other ideas which are false. And in the tradition of Rand, we want to
organize our ideas into an organizational structure. And one reason to
organize our ideas this way is so that I can reference the idea that
*there exist personal preferences* with one word. So... is this an
abstract problem that should be solved? Or do you have an explanation
that dissolves this problem without creating a new idea?

subjectivity doesn't provide any *new* truths, just, at best, confused 
versions of ones we already knew that it's made worse not better.

Well, that's plainly false if we go with the idea that subjectivity can be 
considered simply as a shorthand way of speaking about that domain of "stuff 
which is going on in your mind" . In that case, subjectivity is the *only* source 
of new knowledge we know of in the universe. Minds are engines of 
subjectivity. You are subjectivity, as I've argued. But it's ontological 



subjectivity.

We know so little about consciousness that perturbing it might reveal 
avenues to new knowledge. At the moment this seems to be fruitless in many 
ways. People who smoke pot or drop acid only sometimes, and unreliably, 
come up with worthwhile stuff...mainly in art and music, etc.

I can't be bothered looking into it now, but scientists and philosophers of note 
have credited some of their creativity to taking drugs and stuff...that's an 
example of subjectivity providing new truths. Some examples here 
http://www.cannabisculture.com/articles/2783.html   Feynman is a famous 
one.

What do you mean by *subjectivity provides new truths*? Truths comes
from guesses and criticisms, from people's minds. Is that the same as
saying *subjectivity provides new truths*? Subjectivity is not a thing
though.

What do you mean subjectivity is not a thing? What's a thing, at the most 
fundamental level? An entity that exists - I.e something that features 
unavoidably in our best explanations...or do you have something else in mind?

Subjectivity provides new truths...I happen to think all truth arises in 
subjectivity...or not at all.

How is that different than saying that we [i.e. our minds] create
ideas? And if its not different, then why say that *subjectivity* is
doing the work? Why not just say that *we* are doing the work? Or that
a mind does the work?

Imagine a world devoid of subjectivity.

You mean a world without human minds? It would be like other planets.

It would also be a world devoid of explanations.

Sure.

http://www.cannabisculture.com/articles/2783.html


If there are no explanations, how can truth make any sense?

Truth exists regardless of whether or not universal knowledge creators
exist. So explanations are not required in order for objective truth
to exist.

Scientific and philosophical creativity occurs in the mind. Only later is it 
produced in the world, outside a mind as writing or pictures or whatever. But all 
knowledge first arises in the mind. And yes, it needs to be criticised for it to 
qualify as knowledge...but this doesn't change the fact that it begins in 
subjectivity always.

Why not just say that ideas begin in the mind?

But there is another point to be made here. People on drugs of certain kinds 
reliably report 'epiphanies' and so forth.

So do sober people. And so do those drug-users while they are sober.

They learn things on drugs and those things are going on in their minds alone. 
There are not even any clues outside in the world of what new things they are 
discovering through experience in their own heads. Things arise in their 
subjectivity...they discover new things about the mind.

Their minds are discovering stuff, yes. Why say subjectivity instead
of mind here?

Could I ask you what you think of what Sam Harris writes here:

http://www.samharris.org/blog/item/the-mystery-of-consciousness/

http://www.samharris.org/blog/item/the-mystery-of-consciousness/


Tonight or tomorrow I'll do that.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Government
Date: June 30, 2012 at 9:44 PM

On 01/07/2012, at 6:00, "Elliot Temple" <curi@curi.us> wrote:

On Jun 30, 2012, at 12:35 PM, steve whitt wrote:

On Jun 30, 3:06 pm, Elliot Temple <c...@curi.us> wrote:

That sounds interesting. I may take a look at his book then, but a couple 
questions first. So, it's called

The Better Angels of Our Nature

How much does he focus on false claims about how this is 'human nature', 
taking the nature side of nature/nurture debate, evolutionary psychology, etc? 
Does he have some good explanations or only the bad ones the title (and his 
other work) hints at? (Many people consider that sort of nonsense fascinating 
or even think it's true, so I don't know what to expect.)

Also does his style of explaining big historical stuff have much in common 
with Jared Diamond?

Thanks.

-- Elliot Templehttp://fallibleideas.com/

I'd love to have your take on the book. It is quite long, and I'm
confident that you'll find much to disagree with. Pinker shares with
Deutsch the conviction that The Enlightenment marked a major turning
point in human history. As far as human nature, Pinker's own words are
better than my own:

(from http://stevenpinker.com/pages/frequently-asked-questions-about-better-
angels-our-nature-why-violence-has-declined)

http://fallibleideas.com/
http://stevenpinker.com/pages/frequently-asked-questions-about-better-angels-our-nature-why-violence-has-declined


Does this book represent a change in your politics? After all, a
commitment to human nature has traditionally been associated with a
conservative fatalism about violence and skepticism about progressive
change. But Better Angels says many nice things about progressive
movements such as nonviolence, feminism, and gay rights.
No, the whole point of The Blank Slate was that the equation between a
belief in human nature and fatalism about the human condition was
spurious. Human nature is a complex system with many components.  It
comprises mental faculties that lead us to violence, but it also
faculties that pull us away from violence, such as empathy, self-
control, and a sense of fairness. It also comes equipped with open-
ended combinatorial faculties for language and reasoning, which allow
us to reflect on our condition and figure out better ways to live our
lives. This vision of psychology, together with a commitment to
secular humanism, has been a constant in my books, though it has
become clearer to me in recent years.

That sounds bad but I'll try the book anyway.

From that FAQ link:

you can’t write a coherent book on the topic of “bad things.”

This is silly. It's possible for broad books to be coherent and he doesn't explain 
otherwise.

The FAQ goes on to say -- between the lines -- that he denies morality exists 
because he's an atheist but still considers morality a religious concept. He 
denies this -- he doesn't actively want to explicitly reject morality -- but that 
doesn't change the situation.

The FAQ also basically says the book will deny religion ever did anything good 
in the realm of ideas with any relevance to peace, cooperation, non-violence, 
etc... This will make this book historically inaccurate.

When he discusses the topic of Atheism and Hitler/Stalin/Mao, he misses the 
point (so do his critics, perhaps). Hitler wasn't the same sort of atheist as Pinker, 
he's right there.



Hitler was not an atheist at all. He never renounced Christianity and indeed 
regularly invoked Jesus and other ideas from Christian theology explicitly.

If Hitler was an atheist of some sort...what sort?

How many sorts of atheist do you think there are?

Are there many sorts of Popperians too?

But he doesn't understand and therefore doesn't address the real connection 
between Hitler and atheism, which Hitler does partially share with Pinker: the 
rejection of significant parts of traditional, religious morality. Doing that is 
dangerous, it has caused genocide, and it's something Pinker personally does.

Which traditional, religious morality do you mean? Christian, Jewish or Moslem? 
Hindu? Buddhist? Other?

You are making controversial points here and you are tarring atheists with a 
certain very dirty brush. I have to defend atheism. I don't think atheism is what 
you think it is.

What is atheism to you?

Until you define this or explain what you think atheism is about I will have to 
assume that when you use the word you include the writings of one of the most 
prominent atheists of our time: Sam Harris. I am going to proceed as if you 
believe that some of Sam Harris' beliefs are "dangerous" and could cause 
genocide.

I said last time we had such an exchange that dangerous doesn't always mean 
bad does it? Yet you did not respond to this. Dangerous stuff is awesome. 
Abortions are dangerous. Abortions are awesome, right?

Pinker, like Harris and Dawkins believe in the value of human life. Unlike 
Christianity and other traditional religions that do not value humans as such. They 
value a subset of humans. Everyone else is fair game. Live your brother 
means...love those who are of the same religion. This is terrible and anti human. 
One reason anti semitism has continued is for traditional, religious reasons. 



Traditional religion says that only members of your religion are getting into 
heaven. Others are going to hell. On that disgusting view, it makes sense to hate 
those not part of your little traditional religion.

I don't think that it is right to say that rational, caring, free thinking people like 
Pinker and Harris have ideas that can lead to genocide.

You seem to - repeatedly - be keen to defend religion against atheism - but like I 
said you have not really explained what you mean by atheism. You seem just not 
to like people like the awesome Richard Dawkins and want to blame him and 
other intellectuals for bad stuff. You go as far as to put them on the same side as 
Hitler. You seem keen to defend even Christianity - and all it's divisive dogmas 
against good, clear thinking people like the caring, compassionate, reasonable 
and mild mannered Richard Dawkins.

This is a false way of setting up atheism. It's not atheism versus tradition. 
Atheism is not, in principle opposed to tradition. It's opposed to theism. The 
proper opposition is between rationality and dogma. Atheism is nothing more than 
the rejection of dogma. This is why you unfairly characterise Richard Dawkins as 
a villain while you defend dogmatic people like Ann Coulter who won't be moved 
on any position. Who do not seem to be fallibalists and seem to be against gays 
and science (specifically evolution you tell me).

Atheism has not caused genocide. No person, committed to thinking more clearly 
and about better explanations for reality like whether we should believe that the 
bible is the perfect word of the creator of the universe - has ever caused society 
to descend into chaos. It is simply false to put Hitler and genocide on the same 
side of the ledger as atheism. Traditional religious "morality" is all about 
producing that sort of in group - out group thinking that can lead to genocidal type 
thinking. Atheism is explicitly against that. Atheism is awesome. Atheism is about 
embracing the themes of BoI. Traditional static communities represented by 
Traditional religion firewall themselves against criticism and often use violence to 
ensure that progress in morality cannot be made.

Religions like Catholicism actually don't even offer alternative moralities. They 
don't offer alternative morality any more than they offer alternative physics. Do we 
go to priests and religion for physics? Then why should we go to them for 
morality? Morality is moral *explanation* not some list of rules that traditional 
religion says it is. Who needs to be told "thou shalt not kill" by a book or a priest? 
No one? Then why do we need religion? Especially atheist thinkers. Why do I 



need traditional religion and backward systems of rules? Should I stone my wife if 
she's not a virgin on her wedding night? Isn't that the traditional thing to do?

Atheism is an attempt to open the door to critical enquiry and progress in 
morality...and even spirituality.

It is not a road to genocide. Dogma is. But atheism is opposed to dogma. Atheism 
looks at the claims of traditional religion and is just the noise one makes in 
response; "I'm not convinced". I can be an atheist and yet still believe that the 
golden rule is a good idea. I can keep that 'traditional idea'. I am free to choose 
the good ideas. Unlike traditional religious people. They are not free. Dogma 
insists it is right.

How is your version of tradition different to the idea of tradition as the 
maintenance of dogma?

Christianity, remember is about sacrificing yourself. It's about altruism. It's about 
"love your god with all your heart and soul and love your neighbour as yourself". 
Are these good ideas? They are opposed to Rand. Rand understood the 
destructive nature of traditional religion.

You are defending that if you are defending traditional, religious morality against 
atheism.

Can you provide some evidence of where Hitler said some stuff positive stuff 
about atheism? Or perhaps where Hitler's ideas of morality were similar to a 
prominent atheist like Sam Harris? Note - taken most literally atheism is simply 
"not theism" where theism is a belief in a god that takes an interest in human 
affairs - as contrasted to deism.

Perhaps, can you describe where one of the most prominent atheists of our time- 
Sam Harris - has ideas that might lead to genocide? This is a key point. If 
atheism today is exemplified by anyone at all, it's exemplified in the words and 
writings of Sam Harris. If atheism is dangerous then the danger will announce 
itself in neon signage in the works of Sam Harris. I am eager to hear you on this 
point because I find only love, clear thinking, good philosophy and a respect for 
humanity in Sam's work. Nothing that could even hint at leading to genocide.

I disagree with your characterisation of the rejection of traditional morality as 
being what atheism is about. That's not atheism. Atheism is specifically about 



nothing more than rejecting theism. And theism is about belief in a personal god.

Here's lots of good quality stuff about Hitler's embrace of 'good' Christian beliefs: 
http://www.nobeliefs.com/Hitler1.htm

Here is a list of quotations from Hitler himself:
http://scienceblogs.com/pharyngula/2006/08/23/list-of-hitler-quotes-he-was-q/

Here is one that is representative:
“I believe today that I am acting in the sense of the Almighty
Creator. By warding off the Jews I am fighting for the Lord’s work.”

[Adolph Hitler, Speech, Reichstag, 1936]

That same website speaks about Hitler outlawing atheism.

Do you have some information about where Hitler renounced Christianity? 
Remember that traditional monotheism like Christianity believes that the Old 
Testament is also the word of god...and that endorses slavery.

What is so bad about atheism?

I am not sure about the connection between free-thinking atheism of caring, mild 
mannered rational people like (son of a Jew) Sam Harris, Daniel Dennett and 
(cultural Anglican) Richard Dawkins and the Christian, dogmatic, genocidal anti 
Semite Hitler.

Are you saying that atheists like Harris and Dawkins are on the same side (being 
atheists) as Hitler?

If so, can we ban denigration of individuals like that from this list? Comparing 
someone's ideas to those held by a dictator unless the comment is entirely 
uncontroversial - should be considered antisemitic. The Jewish people suffered 
and continue to suffer terribly for all sorts of bad ideas. But atheism is not among 
them. Today, Jewish people suffer most because of *traditional* religious ideas. A 
modern day genocide could happen if Muslim countries get their way with Israel. 
Their "traditional religious morality" of monothestic Islam explains their murderous 
and even genocidal tendencies. It is *perverse* to compare that situation to the 
ideas of caring, mild, atheists. Especially someone descended from Jewish 
people like Sam Harris, as this is trivialising of the true causes of genocide and so 

http://www.nobeliefs.com/Hitler1.htm
http://scienceblogs.com/pharyngula/2006/08/23/list-of-hitler-quotes-he-was-q/


becomes antisemitic. Talking about genocide in this way undermines the 
horrendous tragedy that this recent event was. Let's be clear. Genocide has been 
committed for reasons of dogma.

Hitler got his antisemitism from the Christians.

There was nothing atheist about it.

To say otherwise is to trivialise the holocaust and to sideline the suffering of 
Jewish people.

That's antisemitism.

That shouldn't be allowed on the list.

Pinker thinks he's rational enough to do it without murdering anyone, and Pinker 
hasn't caused any genocides and I don't expect him to, but the same sort of 
ideas are much more dangerous in other contexts different than Pinker's life, 
plus they do matter in Pinker's life in smaller ways.

You might need to give specific examples. What specific ideas of modern atheist 
thinkers, that we think of when we think of "atheism" are dangerous and might 
lead to terrible stuff?

Brett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Government
Date: June 30, 2012 at 10:13 PM

On Jun 30, 2012, at 6:44 PM, Brett Hall wrote:

On 01/07/2012, at 6:00, "Elliot Temple" <curi@curi.us> wrote:

On Jun 30, 2012, at 12:35 PM, steve whitt wrote:

On Jun 30, 3:06 pm, Elliot Temple <c...@curi.us> wrote:

That sounds interesting. I may take a look at his book then, but a couple 
questions first. So, it's called

The Better Angels of Our Nature

How much does he focus on false claims about how this is 'human nature', 
taking the nature side of nature/nurture debate, evolutionary psychology, 
etc? Does he have some good explanations or only the bad ones the title 
(and his other work) hints at? (Many people consider that sort of nonsense 
fascinating or even think it's true, so I don't know what to expect.)

Also does his style of explaining big historical stuff have much in common 
with Jared Diamond?

Thanks.

-- Elliot Templehttp://fallibleideas.com/

I'd love to have your take on the book. It is quite long, and I'm
confident that you'll find much to disagree with. Pinker shares with
Deutsch the conviction that The Enlightenment marked a major turning
point in human history. As far as human nature, Pinker's own words are
better than my own:

(from http://stevenpinker.com/pages/frequently-asked-questions-about-better-

http://fallibleideas.com/
http://stevenpinker.com/pages/frequently-asked-questions-about-better-angels-our-nature-why-violence-has-declined


angels-our-nature-why-violence-has-declined)

Does this book represent a change in your politics? After all, a
commitment to human nature has traditionally been associated with a
conservative fatalism about violence and skepticism about progressive
change. But Better Angels says many nice things about progressive
movements such as nonviolence, feminism, and gay rights.
No, the whole point of The Blank Slate was that the equation between a
belief in human nature and fatalism about the human condition was
spurious. Human nature is a complex system with many components.  It
comprises mental faculties that lead us to violence, but it also
faculties that pull us away from violence, such as empathy, self-
control, and a sense of fairness. It also comes equipped with open-
ended combinatorial faculties for language and reasoning, which allow
us to reflect on our condition and figure out better ways to live our
lives. This vision of psychology, together with a commitment to
secular humanism, has been a constant in my books, though it has
become clearer to me in recent years.

That sounds bad but I'll try the book anyway.

From that FAQ link:

you can’t write a coherent book on the topic of “bad things.”

This is silly. It's possible for broad books to be coherent and he doesn't explain 
otherwise.

The FAQ goes on to say -- between the lines -- that he denies morality exists 
because he's an atheist but still considers morality a religious concept. He 
denies this -- he doesn't actively want to explicitly reject morality -- but that 
doesn't change the situation.

The FAQ also basically says the book will deny religion ever did anything good 
in the realm of ideas with any relevance to peace, cooperation, non-violence, 
etc... This will make this book historically inaccurate.

When he discusses the topic of Atheism and Hitler/Stalin/Mao, he misses the 

http://stevenpinker.com/pages/frequently-asked-questions-about-better-angels-our-nature-why-violence-has-declined


point (so do his critics, perhaps). Hitler wasn't the same sort of atheist as 
Pinker, he's right there.

Hitler was not an atheist at all. He never renounced Christianity and indeed 
regularly invoked Jesus and other ideas from Christian theology explicitly.

If Hitler was an atheist of some sort...what sort?

The sort who rejects religious morality and ways of life, which is the primary issue 
of atheism.

But he doesn't understand and therefore doesn't address the real connection 
between Hitler and atheism, which Hitler does partially share with Pinker: the 
rejection of significant parts of traditional, religious morality. Doing that is 
dangerous, it has caused genocide, and it's something Pinker personally does.

Which traditional, religious morality do you mean? Christian, Jewish or Moslem? 
Hindu? Buddhist? Other?

I'm no expert on historical German culture. I think the answer is Christian, not 
Judeo-Christian (as in the U.S.A.), but feel free to correct me on that point. 
Regardless, you get the point: rejection of the dominant religion of his culture is 
what's relevant, not failing to adopt some distant religion he never cared about.

You are making controversial points here and you are tarring atheists with a 
certain very dirty brush. I have to defend atheism. I don't think atheism is what 
you think it is.

What is atheism to you?

Until you define this or explain what you think atheism is about I will have to 
assume that when you use the word you include the writings of one of the most 
prominent atheists of our time: Sam Harris.

David Deutsch is an atheist. Sam Harris is an atheist. Richard Dawkins is an 
atheist.

But David Deutsch has some significant (but not total) respect for religious 



morality while Richard Dawkins does not. This is the division people are getting at 
-- disrespect and rejection of traditional moral values -- when they associate Hitler 
with atheism without worrying about whether he believed in God.

Thomas Szasz is another example of a good atheist. But many atheists are silly 
rebels who don't understand epistemology, reject all sorts of ideas besides "God 
exists", and are basically making radical changes to their world view 
incompetently.

I am going to proceed as if you believe that some of Sam Harris' beliefs are 
"dangerous" and could cause genocide.

Sam Harris is not going to cause genocide.

The underlying mistakes he makes, in another context, could. But for someone in 
his social position, in our society, genocide won't result. Our society is rather 
resilient about preventing genocide so it's not that easy to cause even if you have 
some really bad ideas.

I said last time we had such an exchange that dangerous doesn't always mean 
bad does it? Yet you did not respond to this. Dangerous stuff is awesome. 
Abortions are dangerous. Abortions are awesome, right?

There's no upside to reckless and bad ideas about morality.

Pinker, like Harris and Dawkins believe in the value of human life.

No. They say that. Maybe they think they do. But they don't actually. That's one of 
the problems.

We have to look at the meaning of people's philosophy, the reasons for it, and the 
explanations they think are good, not just the conclusions.

Unlike Christianity and other traditional religions that do not value humans as 
such. They value a subset of humans. Everyone else is fair game. Live your 
brother means...love those who are of the same religion. This is terrible and anti 
human.

There's a lot more to our religious traditions than altruism.



One reason anti semitism has continued is for traditional, religious reasons.

I think that's unfair. You're blaming something on religion that is ubiquitous.

And if you look at the situation today, what large non-Jewish group in the world is 
doing the very best on the anti-semitism issue? The answer is predominantly 
Christian, predominantly right-wing, Americans. Not atheists no matter how 
humanistic they claim to be.

Traditional religion says that only members of your religion are getting into 
heaven. Others are going to hell. On that disgusting view, it makes sense to 
hate those not part of your little traditional religion.

This view isn't perfect but it has positive elements. It says there is an Objective 
Truth. That's an extremely important and valuable fact that some atheists could 
stand to learn.

I don't think that it is right to say that rational, caring, free thinking people like 
Pinker and Harris have ideas that can lead to genocide.

Merely praising these people isn't going to get you far. What did they ever do 
that's so great and humanistic? Pinker, for one, is a major enemy of Thomas 
Szasz. If you want me to understand your perspective, explain that to me, and 
various other (potential) problems your view has.

This is a false way of setting up atheism. It's not atheism versus tradition. 
Atheism is not, in principle opposed to tradition. It's opposed to theism. The 
proper opposition is between rationality and dogma. Atheism is nothing more 
than the rejection of dogma.

The atheists in question like Dawkins do more than reject dogma and belief in 
God. You know this, I know this, and it's some of that other stuff which I've 
criticized. To pretend otherwise is simply to miss the point.

Mere atheism in the limited sense of not believing in God -- including Deutsch, 
Rand, Szasz, myself -- I of course have no problem with. But the large majority of 
atheists are a bit different than that, and the word has a typical meaning, and 
Dawkins and Harris are good examples of the typical anti-religious meaning, 
which is what I've criticized.



This is why you unfairly characterise Richard Dawkins as a villain while you 
defend dogmatic people like Ann Coulter who won't be moved on any position. 
Who do not seem to be fallibalists and seem to be against gays and science 
(specifically evolution you tell me).

You assert she's not a fallibilist but don't provide details. Argue your point and 
explain your criticism -- preferably with book quotes -- or I have nothing to say 
about it.

Atheism has not caused genocide.

Deviance from traditional religious morality has caused genocide.

I don't want to play word games.

No person, committed to thinking more clearly and about better explanations for 
reality like whether we should believe that the bible is the perfect word of the 
creator of the universe - has ever caused society to descend into chaos. It is 
simply false to put Hitler and genocide on the same side of the ledger as 
atheism. Traditional religious "morality" is all about producing that sort of in 
group - out group thinking that can lead to genocidal type thinking. Atheism is 
explicitly against that. Atheism is awesome. Atheism is about embracing the 
themes of BoI. Traditional static communities represented by Traditional religion 
firewall themselves against criticism and often use violence to ensure that 
progress in morality cannot be made.

Religions like Catholicism actually don't even offer alternative moralities. They 
don't offer alternative morality any more than they offer alternative physics. Do 
we go to priests and religion for physics? Then why should we go to them for 
morality? Morality is moral *explanation* not some list of rules that traditional 
religion says it is. Who needs to be told "thou shalt not kill" by a book or a 
priest? No one? Then why do we need religion? Especially atheist thinkers. Why 
do I need traditional religion and backward systems of rules? Should I stone my 
wife if she's not a virgin on her wedding night? Isn't that the traditional thing to 
do?

Atheism is an attempt to open the door to critical enquiry and progress in 
morality...and even spirituality.



The French Revolution was (among other humanistic things) an attempt to open 
the door to critical enquiry and progress in morality...and even spirituality.

As well as an attempt to give greater prominence in society to reason and 
atheism. It also tried to fix anti-semitism and help Jews.

But good intentions aren't enough.

It is not a road to genocide.

The French Revolution was a road to death and misery.

When you wish to defend things, merely pointing out traits they have which they 
share with the French Revolution isn't adequate.

Pinker thinks he's rational enough to do it without murdering anyone, and 
Pinker hasn't caused any genocides and I don't expect him to, but the same 
sort of ideas are much more dangerous in other contexts different than 
Pinker's life, plus they do matter in Pinker's life in smaller ways.

You might need to give specific examples. What specific ideas of modern atheist 
thinkers, that we think of when we think of "atheism" are dangerous and might 
lead to terrible stuff?

E.g. rejection of morality.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Non-falsification way of testing theories
Date: June 30, 2012 at 10:13 PM

On Jun 25, 2012 7:32 AM, "Rami Rustom" <rombomb@gmail.com> wrote:
On Sun, Jun 24, 2012 at 10:48 PM, Brett Hall <brhalluk@hotmail.com> wrote:

What's an example of exploratory research?

The Keplar Space Telescope is in orbit around the Sun, trailing the Earth, 
pointed at the same patch of sky, monitoring the same stars searching for 
extra-solar planets. Specifically it is searching for Earth-like planets in 
habitable zones around their host stars. That it has been very successful is 
both unsurprising *and* exciting (which is a strange combination).

How can we understand its purpose given a Popperian view of knowledge 
creation?

It seems to be clearly participating in the scientific process of making 
progress...and yet...by what means?

Is it searching for problems or solutions, both, or neither? Is it an experimental 
test of current theories? Are all searches like this tests of current theory? In 
which case does that make it primarily a device for searching for new, better 
problems?

Our theories of planet formation already predict that we should find planets 
around other stars. So the fact it has found planets - including Earth-like ones - 
constitutes a test of that theory of planet formation.

But is this really the *purpose* of the Keplar mission? To test theories?

How does this sort of data gathering fit into the Popperian view? It seems to 
not be aimed at testing current theories (or is it?) nor producing creative 
explanations for new phenomena. The purpose is to just look for new planets 
in a very open-ended way.

I'm consused by the testing theories idea. I thought we design tests
in a way that would falsify the theory, not corroborate it. Looking
for planets seems to look for corroboration.



But, if the theory is: "Other stars [besides ours] have planets."
Seems obvious. I don't think that our star could be so special where
its the only one with planets. Surely the conditions for planet
formation exists somewhere else. Maybe the theory is more complex,
like: "A lot of stars have planets," or "Most stars have planets," or
"All stars fitting A, B, C conditions have planets." So then how do we
test this theory? We look for planets orbiting stars with A, B, C
conditions. If we find them, then that proves the theory. Right?

I said proves, but we can't prove. Oh ya our method of identifying
planets is fallible. So the identification of a planet could be
mistaken.

So does looking for planets [which is not falsification] count as
testing a theory?

Hypothesis: "There exists more Earth-like planet in our galaxy."

Experiment: "Look for Earth-like planets near each star in our
galaxy." If we find none, then we've falsified the theory.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: June 30, 2012 at 10:23 PM

On 01/07/2012, at 9:34, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 30, 2012 at 6:02 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 4:18, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 23, 2012 at 10:31 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 24/06/2012, at 4:30, "Elliot Temple" <curi@curi.us> wrote:

On Jun 23, 2012, at 11:07 AM, Rami Rustom wrote:
On Sat, Jun 23, 2012 at 12:30 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:
On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 23, 2012, at 8:35 AM, Rami Rustom wrote:
On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:
On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> 
wrote:

On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> 
wrote:

On 23/06/2012, at 7:05, "Rami Rustom" 
<rombomb@gmail.com> wrote:

On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple 
<curi@curi.us> wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple 
<curi@curi.us> wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the 
form of explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in binary, 
and those not.

Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as "10" 



in binary).

but with a point: there are many ways to categorize 
explanations.

Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not "see 
the point"?

Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you 
won't see the point?

Actually, that's not true. You might get the joke and yet not find it 
funny. This might determine the differene between good and 
bad jokes.

Can jokes be objectively better than others? What would the 
criteria be?

If my joke makes more people laugh than your joke, then I would 
say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more 
than
yours, then my joke is objectively better.

This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be defined.



If the definition is: Better means 'the most people know it', then
that is the criteria.

Why would better by defined as popular?

Dumb idea. Its based on a bad meme.

So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means that
its not objective.

That makes sense. No two people laugh at the same set of jokes 
the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.

Ok. I think I don't understand subjectivity then.

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using words like 
"subjective" or "idealism", and then separately say what you think 
subjectivity is and the connection?

Meaning that preferences of taste is dependent on the person that is
doing the tasting.



It depending on which person is doing the tasting is what *contextual* 
means, not subjective. (Admittedly the word "subjective" is ambiguous and 
confused, and people sometimes use it to mean contextual. But *at the 
same time*, they think it's an opposite of "objective", even though 
contextual and objective are compatible.)

The discussion seemed to move from interesting questions about 
subjectivity to some stuff about preferences. Admittedly there is an 
important connection here, but I just wanted to interject with the idea that 
subjectivity need not be (merely) "bad philosophy". It is if you are saying that 
epistemic subjectivity can reliably provide you with good explanations.

Whatever you are experiencing now, you experience as a matter of 
subjectivity. That there is "something that it is like" to be you right now, is an 
objective fact *about your subjectivity*.

So this definition of subjectivity is "something that it is like to be
someone right now". Lets try to define that. A person's preferences,
values, emotions. What else?

Mainly qualia. We know we have them. It is impossible to describe them. I 
think something like this is said in BoI. I'm not being rogue in defining 
subjectivity this way. Broadly speaking (most broadly) subjectivity is just a term 
capturing "the contents of consciousness". It's basically a synonym for 
consciousness. Consciousness is about much more than those 3 things you 
list...important as they are.

That's not bad philosophy...because now I'm using the word 'subjectivity' to 
label a different idea. I'm not wrong to do this, nor the first. Indeed 
neuroscience, religion, etc, commonly uses the word 'subjectivity' in this 
way.

The only things you actually care about are *subjective* states.

How is that different that *psychological states*? And that no two
persons' psychological states are the same, ever.



I think a *subjective* state is a more general term. Dreaming is a subjective 
state that I'd be reluctant to refer to as a psychological one. Simply looking 
outside at the sky is a pretty basic experience that I think is better captured by 
'subjective' state than 'psychological state' that seems to me to be loaded with 
baggage. Non-human Animals, I think it should be uncontroversial to say, have 
subjective states. It is more controversial to say they have psychological ones. 
That is to say, they have consciousness...but possibly not values, emotions or 
preferences as you call them. Perhaps.

Even when you think you are caring about other things, it can only be 
because it is going on in your mind. So you care about your friend? Only 
because it makes you feel a certain way. A subjective way. To feel anything 
at all, is subjective. To think anything at all, is subjective.

Do you care about enjoying your life?

Well isn't 'enjoying' a subjective state? It's something you experience.

It is true that what I experience can not be experienced by someone
else.

That's a hypothesis. You might be right. I'm not sure we can make anymore 
headway on this point though. I've commented before on the importance of 
empathy. True empathy, as some spiritual people describe it, precisely is that 
ability to experience exactly what someone else does.

Thats impossible. No two people have the same knowledge. So what
person A experiences vs what person B experiences can not be the same.
Our experiences are our interpretations of our environment. Our
interpretations are directly affected by our knowledge. So since A's
knowledge is different than B's knowledge, their interpretation of
their environments are different. And in fact, their environments are
different. I explain this point below.

There might be no third-person (that is to say objective) evidence of this. But 
subjectively some people report this. We have no way of knowing if they are 



lying. I don't know what to make of such reports.

Its bullshit. What are they reporting? Person A reports that he is
experiencing the same exact subjective state that person B is
experiencing. And person B says the same about person A. So what? Its
an unexplained assertion. How does person A *know* person B's
experience in order to compare it to his own?

That is precisely the point. It is possible that they could be experiencing the same 
thing...and it's also the case that they can never "know" it. I deliberately scare 
quote that because there is no way of testing their conjecture...and yet they could 
be right.

You say it's bullshit but can you rule out the possibility of there being true 
empathic experiences? When two people on MDMA (say) report that they can 
feel the same thing as each other...can you actually refute that idea other than by 
your incredulity?

I might think it's bullshit too. But I have no evidence I can point to that they are 
mistaken. Indeed I have no evidence whatsoever that they are experiencing 
*anything at all*. And so we are returned once more to the problem of subjectivity.

We each are in our own contexts. No two people experience the
same context, ever.

Ok. In general you are correct. It is actually just a restatement of the truism 
that 'no two people are exactly alike' and 'we all live our own lives'. But there 
are little philosophical games to be played here to press this intuition a little. 
Two different 'contexts' might provide identical subjective experience.

No. Each person's context includes the knowledge instantiated in their
brains. And since no two people know the same stuff, their contexts
are different. Hence no such thing as id

Yes ok. But that's a conjecture that is difficult to criticise. Just like the conjecture 
that what you say there is wrong. If I and a friend of mine say we are both 



experiencing the exact same emotion because we just feel we know we are...we 
might be mistaken. But we might be correct. Can you describe a crucial test that 
could decide between these two competing theories?

We do not know. We don't know what provides subjective experience. 
Something to do with what the brain is doing probably.

Ok. But no two brains have the same instantiated knowledge in them. So
all brains do different stuff.

Yes. But some subjective state (call it "x") might be simulated by different 
hardware and software. The experience of x in brain a is the same as brain b. By 
definition. They both experience state x. Let me make it simpler. State x is a 
feeling you get, eyes closed, no noises, no sights, nothing but being in the dark 
and feeling a certain emotion - like say, happiness. It's a pretty bare experience. 
Now because it is so devoid of stimuli and thought, such a state could very well 
be identical in two people. They both experience state x. There's not much to 
state x. Even if they have different knowledge at the moment they are in states 
that knowledge is irrelevant because they *are not thinking*. They're just sitting 
silently.

If it turns out we're all in a simulation, then you might be wrong. If we're living 
in the Matrix or whatever, the simulation could be rerun with my consciousness 
in your brain. I'd experience your context. I'd actually be you...but that's beside 
the point for now.

Anything you experience, you experience as a matter of subjectivity. Your 
experiences are subjective...and the most important thing about you. Maybe 
the only important thing. After all if we could simulate your entire subjectivity 
in a computer then...everything *else* about you is gone except your 
subjectivity.

There is a difference between the world of the mind and the world outside it. 
No amount of looking at stuff in the world - including brains or what people 



are up to - provides a clue about what is going on in a person's mind. We 
only guess based on what they tell us.

Yes.

We think we know what others experience because they tell us. But we are 
relying upon their fallible reporting of their own subjectivity.

So subjectivity is real, ontologically. It exists. But we only know this because 
we know about our own subjectivity not because we know about other 
people's. We know about our own subjectivity because we *are* subjectivity.

Is this knowledge conjectural? Knowledge of our own subjectivity? Yes. Is it 
testable? Seems not - not in any third person way. Extremely hard to vary 
though.

I do see
some objective things about it. Like nobody likes the taste of spoiled
food.

this is confusing objectivity with popularity.

it's also false. some people like to eat some spoiled foods.

e.g. some cheeses have mold in them. on purpose.

K.

But the subjective stuff is like how much salinity each of us
likes in our food.

"Subjective" does not mean merely "personal preference".

That's part of the meaning but it also means and implies that you can't 
be wrong about the issue. THere is no objective truth that you could 
deviate from.



So how to divorce the part of the meaning of subjectivity about *there
exist personal preferences*, and the part that *you can't be mistaken
about personal preferences*?

don't divorce them. there's no problem here. we have other good concepts 
to talk about people's preferences with.

Epistemic subjectivity is about how people can be biased or self deceived or 
just plain lying and so some knowledge is less reliable. It's subjective. It can 
also be about preferences. So some people come out of a movie and talk 
about how it was good (they liked it) or not. That's subjective. 
Epistemologically.

Ontological subjectivity is just the term which describes the fact that we 
have an internal world - a mind, experiences, consciousness. We have 
subjectivity.

So ontological subjectivity is a person's preferences, values,
emotions, what else?

No. Like I have said before...qualia. Basically consciousness. I'll should 
probably stick with 'consciousness' as some seem to have less concerns with 
that word...but I think there is still a distinction to be made between 
consciousness and subjectivity. Those things you mention are a small subject 
of your subjectivity. Important, sure - but certainly not all. Considered most 
broadly, subjectivity is the entirety of your experience. The contents of your 
consciousness. You live your life entirely within your head. Sure, sometimes 
you are emotional, sometimes contemplating values and preferences...but 
actually...most of the day, you're not doing that at all. You are just a witness to 
qualia. Indeed, I think Hume was *not* wrong when he said "you are your 
perceptions". That is to say, you do not have experiences, you are the 
experience. When you search for whatever 'I' refers to, you find it's not there.

What do you mean "its not there"? What problem are you trying to solve?

The problem is "what does this word "I" refer to?" Proposed solutions include: a 
soul, a body, a mind.



Subjective reflection reveals there is no soul or indivisible mind. There is no "I". 
There is only perception. There are just experiences, one after another. You are 
cool. Or warm. A thought arises. You watch. You look. But through all these 
experiences one after another each day y never perceive yourself. You don't see 
yourself (though you see a body) or hear yourself (though you hear your voice) 
and so on. There is no "you" lurking behind your eyes.

You are not your stream of thoughts. Thoughts arise in consciousness then pass.

Eastern religion has a handle on this. It has a handle on a lot of nonsense too. 
But it got what it's like, as a matter of subjectivity, to be a person. Something 
monotheist religion properly eviscerated from religion and inserted some 
metaphysical stuff about souls or whatever.

Does a Warcraft AI that talks about enjoying the taste of mead, really enjoy 
the taste of mead? No? Why not? Because we don't think there's anything 
that it's like when some orc graphic in a computer game graphic "drinks" a 
computer graphic of some flagon of ale and burps and says "that was 
good". We don't believe they have an internal life. The simulation of all that 
stuff is just not the same as the real thing.

A real person who takes a drink and says "that was nice" is having an 
experience of a richness and complexity that we know 'exists' in a way that 
the AI has not replicated. There's something that it's like to be a person.

At the moment, people have subjectivity while AI do not. In this way 
subjectivity and consciousness are very close.

Does the first part [that there exist personal preferences] need a new
name [so that we define a new idea which is divorced from the
philosophy of subjectivity because subjectivity subsumes other false
ideas]?



it already has names like  "personal preferences", "preferences", and 
"people objectively have preferences which are a type of idea and whether 
a particular person has a particular idea is an objective fact of reality".

That 'a particular person has a particular idea is an objective fact of reality' 
is another way of describing what I have been calling 'ontological 
subjectivity'. But I would say it's an aspect of that concept, not the whole 
thing. The capacity to have an experience *of any sort* is the capacity to 
have subjectivity. One kind of experience you can have, is an idea.

Besides ideas, what else can be experiences of ontological subjectivity?

I think we mentioned this point recently too. If you consider qualia a certain 
kind of idea, then there is nothing else. But if you think qualia are a different 
kind of thing to an idea, then qualia as well.

I tend to think there is a distinction to be made between ideas and qualia. 
Qualia are what Hume called 'perceptions' and he made that distinction with 
ideas if I remember rightly. David made the point on FoR list over a decade 
ago about how we can be mistaken about our qualia. I wasn't convinced then. 
I'm. It convinced now. But if I'm right...and you can't be mistaken about qualia 
then they are clearly not ideas because you can be mistaken about ideas.

Perceptions *are* ideas. And we can be mistaken about them. Why?
Because our senses are fallible. When we see, we don't see the real
world. We see an interpretation of the real world. That interpretation
is what we call the perception. The sensation is the actual data that
our senses carried to our brains before the interpretation occurred.

You confuse the objective stuff in the world - which we can be mistaken about - 
with the subjective qualia in our minds.

When you look at two stars in the sky at night you may judge one brighter than 
the other. Brightness is measurable. You can be wrong about brightness.

But *that you have an experience* of light you cannot be mistaken about. Even if 
it turns out you were never looking at stars at all - but you were asleep and 
dreamed it all (or were in a planetarium) at the time you had the experience, the 



qualia is not something that you did not experience.

Now in retrospect you may misremember. But then, your memory is not that 
qualia. The idea that you cannot be mistaken about qualia is tied up with the 
present moment. All we have as a matter of conscious experience is the present 
moment. Can we be mistaken that we are in the present moment?

I guess you'll ask: "What problem does that solve?" The problem is
that the idea of subjectivity subsumes one idea that is true, and
other ideas which are false. And in the tradition of Rand, we want to
organize our ideas into an organizational structure. And one reason to
organize our ideas this way is so that I can reference the idea that
*there exist personal preferences* with one word. So... is this an
abstract problem that should be solved? Or do you have an explanation
that dissolves this problem without creating a new idea?

subjectivity doesn't provide any *new* truths, just, at best, confused 
versions of ones we already knew that it's made worse not better.

Well, that's plainly false if we go with the idea that subjectivity can be 
considered simply as a shorthand way of speaking about that domain of 
"stuff which is going on in your mind" . In that case, subjectivity is the *only* 
source of new knowledge we know of in the universe. Minds are engines of 
subjectivity. You are subjectivity, as I've argued. But it's ontological 
subjectivity.

We know so little about consciousness that perturbing it might reveal 
avenues to new knowledge. At the moment this seems to be fruitless in 
many ways. People who smoke pot or drop acid only sometimes, and 
unreliably, come up with worthwhile stuff...mainly in art and music, etc.

I can't be bothered looking into it now, but scientists and philosophers of 



note have credited some of their creativity to taking drugs and stuff...that's 
an example of subjectivity providing new truths. Some examples here 
http://www.cannabisculture.com/articles/2783.html   Feynman is a famous 
one.

What do you mean by *subjectivity provides new truths*? Truths comes
from guesses and criticisms, from people's minds. Is that the same as
saying *subjectivity provides new truths*? Subjectivity is not a thing
though.

What do you mean subjectivity is not a thing? What's a thing, at the most 
fundamental level? An entity that exists - I.e something that features 
unavoidably in our best explanations...or do you have something else in mind?

Subjectivity provides new truths...I happen to think all truth arises in 
subjectivity...or not at all.

How is that different than saying that we [i.e. our minds] create
ideas? And if its not different, then why say that *subjectivity* is
doing the work? Why not just say that *we* are doing the work? Or that
a mind does the work?

Imagine a world devoid of subjectivity.

You mean a world without human minds? It would be like other planets.

It would also be a world devoid of explanations.

Sure.

If there are no explanations, how can truth make any sense?

Truth exists regardless of whether or not universal knowledge creators
exist. So explanations are not required in order for objective truth
to exist.

http://www.cannabisculture.com/articles/2783.html


What is, or is not, an objective truth depends upon what the explanations for 
objective truth are. Without the latter, I cannot see how we can say anything 
meaningful about the former.

Scientific and philosophical creativity occurs in the mind. Only later is it 
produced in the world, outside a mind as writing or pictures or whatever. But all 
knowledge first arises in the mind. And yes, it needs to be criticised for it to 
qualify as knowledge...but this doesn't change the fact that it begins in 
subjectivity always.

Why not just say that ideas begin in the mind?

I think there's a difference between mind and subjectivity. I think you can have 
subjectivity and no mind. Cats and dogs might be like this.

But yes, ideas begin in the mind. And that arises in subjectivity. No problem there. 
Why not just talk about mind? Because the main thrust of this exchange has been 
about the broader notion of subjectivity. The existence of the mind is, to you, 
uncontroversial. No point us simply furiously agreeing, is there? ;)

But there is another point to be made here. People on drugs of certain kinds 
reliably report 'epiphanies' and so forth.

So do sober people. And so do those drug-users while they are sober.

They learn things on drugs and those things are going on in their minds alone. 
There are not even any clues outside in the world of what new things they are 
discovering through experience in their own heads. Things arise in their 
subjectivity...they discover new things about the mind.

Their minds are discovering stuff, yes. Why say subjectivity instead
of mind here?

Same point as above. Do you understand what I mean when I say subjectivity 
now? Do you understand it's not the same as mind?



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: June 30, 2012 at 10:59 PM

On Sat, Jun 30, 2012 at 9:23 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 9:34, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 30, 2012 at 6:02 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 4:18, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 23, 2012 at 10:31 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

On 24/06/2012, at 4:30, "Elliot Temple" <curi@curi.us> wrote:
On Jun 23, 2012, at 11:07 AM, Rami Rustom wrote:

On Sat, Jun 23, 2012 at 12:30 PM, Elliot Temple <curi@curi.us> wrote:
On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:

On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 23, 2012, at 8:35 AM, Rami Rustom wrote:

On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:

On Jun 22, 2012 5:29 PM, "Brett Hall" <brhalluk@hotmail.com> 
wrote:

On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> 
wrote:

On 23/06/2012, at 7:05, "Rami Rustom" 
<rombomb@gmail.com> wrote:

On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple 
<curi@curi.us> wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple 
<curi@curi.us> wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the 
form of explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in 
binary, and those not.

Uh. Is that a riddle?



it's an old joke (the number we call "two" is written as "10" 
in binary).

but with a point: there are many ways to categorize 
explanations.

Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not "see 
the point"?

Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you 
won't see the point?

Actually, that's not true. You might get the joke and yet not find 
it funny. This might determine the differene between good and 
bad jokes.

Can jokes be objectively better than others? What would the 
criteria be?

If my joke makes more people laugh than your joke, then I 
would say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more 
than
yours, then my joke is objectively better.

This is a matter of popularity again.



Both of those are wrong. Objectively 'better' must first be 
defined.

If the definition is: Better means 'the most people know it', then
that is the criteria.

Why would better by defined as popular?

Dumb idea. Its based on a bad meme.

So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means 
that
its not objective.

That makes sense. No two people laugh at the same set of 
jokes the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.

Ok. I think I don't understand subjectivity then.

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using words like 
"subjective" or "idealism", and then separately say what you think 
subjectivity is and the connection?

Meaning that preferences of taste is dependent on the person that is



doing the tasting.

It depending on which person is doing the tasting is what *contextual* 
means, not subjective. (Admittedly the word "subjective" is ambiguous 
and confused, and people sometimes use it to mean contextual. But *at 
the same time*, they think it's an opposite of "objective", even though 
contextual and objective are compatible.)

The discussion seemed to move from interesting questions about 
subjectivity to some stuff about preferences. Admittedly there is an 
important connection here, but I just wanted to interject with the idea that 
subjectivity need not be (merely) "bad philosophy". It is if you are saying 
that epistemic subjectivity can reliably provide you with good explanations.

Whatever you are experiencing now, you experience as a matter of 
subjectivity. That there is "something that it is like" to be you right now, is 
an objective fact *about your subjectivity*.

So this definition of subjectivity is "something that it is like to be
someone right now". Lets try to define that. A person's preferences,
values, emotions. What else?

Mainly qualia. We know we have them. It is impossible to describe them. I 
think something like this is said in BoI. I'm not being rogue in defining 
subjectivity this way. Broadly speaking (most broadly) subjectivity is just a 
term capturing "the contents of consciousness". It's basically a synonym for 
consciousness. Consciousness is about much more than those 3 things you 
list...important as they are.

That's not bad philosophy...because now I'm using the word 'subjectivity' to 
label a different idea. I'm not wrong to do this, nor the first. Indeed 
neuroscience, religion, etc, commonly uses the word 'subjectivity' in this 
way.

The only things you actually care about are *subjective* states.



How is that different that *psychological states*? And that no two
persons' psychological states are the same, ever.

I think a *subjective* state is a more general term. Dreaming is a subjective 
state that I'd be reluctant to refer to as a psychological one. Simply looking 
outside at the sky is a pretty basic experience that I think is better captured 
by 'subjective' state than 'psychological state' that seems to me to be loaded 
with baggage. Non-human Animals, I think it should be uncontroversial to 
say, have subjective states. It is more controversial to say they have 
psychological ones. That is to say, they have consciousness...but possibly 
not values, emotions or preferences as you call them. Perhaps.

Even when you think you are caring about other things, it can only be 
because it is going on in your mind. So you care about your friend? Only 
because it makes you feel a certain way. A subjective way. To feel anything 
at all, is subjective. To think anything at all, is subjective.

Do you care about enjoying your life?

Well isn't 'enjoying' a subjective state? It's something you experience.

It is true that what I experience can not be experienced by someone
else.

That's a hypothesis. You might be right. I'm not sure we can make anymore 
headway on this point though. I've commented before on the importance of 
empathy. True empathy, as some spiritual people describe it, precisely is that 
ability to experience exactly what someone else does.

Thats impossible. No two people have the same knowledge. So what
person A experiences vs what person B experiences can not be the same.
Our experiences are our interpretations of our environment. Our
interpretations are directly affected by our knowledge. So since A's
knowledge is different than B's knowledge, their interpretation of
their environments are different. And in fact, their environments are
different. I explain this point below.



There might be no third-person (that is to say objective) evidence of this. But 
subjectively some people report this. We have no way of knowing if they are 
lying. I don't know what to make of such reports.

Its bullshit. What are they reporting? Person A reports that he is
experiencing the same exact subjective state that person B is
experiencing. And person B says the same about person A. So what? Its
an unexplained assertion. How does person A *know* person B's
experience in order to compare it to his own?

That is precisely the point. It is possible that they could be experiencing the 
same thing...and it's also the case that they can never "know" it. I deliberately 
scare quote that because there is no way of testing their conjecture...and yet 
they could be right.

That doesn't make sense. You said that "subjectively some people
report this," where "this" is that person A is experiencing the same
subjective state as person B. And then you said that A and B can't
possible know that their subjective states are the same. So what do
you think they are reporting?

You say it's bullshit but can you rule out the possibility of there being true 
empathic experiences?

How can they know they are feeling the same thing?

When two people on MDMA (say) report that they can feel the same thing as 
each other...

I just did refute it. And you agreed to my refutation.

can you actually refute that idea other than by your incredulity?

We can't refute by incredulity. We can only refute with explanations.



I might think it's bullshit too. But I have no evidence I can point to that they are 
mistaken.

Lets do a thought experiment. A long-time married couple do MDMA
together. Each says that they feel what the other is feeling. Wait. I
don't even know how to go further from here. Are they telling each
other what their feeling? And then they say, "Ya, thats what I'm
feeling, holy shit!!!"

Or what? Explain the process so that I can criticize it.

Indeed I have no evidence whatsoever that they are experiencing *anything at 
all*.

Yes you do. You have objective information that they *do* have
subjective states.

And so we are returned once more to the problem of subjectivity.

What problem? Please define it so that we can begin to solve it.

We each are in our own contexts. No two people experience the
same context, ever.

Ok. In general you are correct. It is actually just a restatement of the truism 
that 'no two people are exactly alike' and 'we all live our own lives'. But there 
are little philosophical games to be played here to press this intuition a little. 
Two different 'contexts' might provide identical subjective experience.

No. Each person's context includes the knowledge instantiated in their
brains. And since no two people know the same stuff, their contexts
are different. Hence no such thing as id



Yes ok. But that's a conjecture that is difficult to criticise. Just like the conjecture 
that what you say there is wrong. If I and a friend of mine say we are both 
experiencing the exact same emotion because we just feel we know we are...we 
might be mistaken. But we might be correct. Can you describe a crucial test that 
could decide between these two competing theories?

Sure. The test is one of falsification. You each start explaining what
you're feeling. And you look for discrepancies. If you find one, then
the theory is wrong.

But before we get to the point of deciding to test a theory, we first
should have a good explanation of the theory. What is that
explanation? How do two people know that they are experiencing
eachother's subjective states? Is it *gut feelings*? Like the gut
feeling a kid gets when he hears his dad stomping through the hall
towards his room?

We do not know. We don't know what provides subjective experience. 
Something to do with what the brain is doing probably.

Ok. But no two brains have the same instantiated knowledge in them. So
all brains do different stuff.

Yes. But some subjective state (call it "x") might be simulated by different 
hardware and software. The experience of x in brain a is the same as brain b. 
By definition. They both experience state x. Let me make it simpler. State x is a 
feeling you get, eyes closed, no noises, no sights, nothing but being in the dark 
and feeling a certain emotion - like say, happiness. It's a pretty bare experience. 
Now because it is so devoid of stimuli and thought, such a state could very well 
be identical in two people. They both experience state x. There's not much to 
state x. Even if they have different knowledge at the moment they are in states 
that knowledge is irrelevant because they *are not thinking*. They're just sitting 
silently.

I don't think that subjective states can be that simple. If its just
an emotion of happiness to a certain degree, then I guess sure its



easy to replicate. I think there is a lot more going on in our minds
than just stuff like that. For example, when you have an emotion like
happiness, its actually a thought that caused the emotion. What
thought? Well each person has his own unique thoughts based on his
knowledge, which no two people share identically.

If it turns out we're all in a simulation, then you might be wrong. If we're living 
in the Matrix or whatever, the simulation could be rerun with my 
consciousness in your brain. I'd experience your context. I'd actually be 
you...but that's beside the point for now.

Anything you experience, you experience as a matter of subjectivity. Your 
experiences are subjective...and the most important thing about you. 
Maybe the only important thing. After all if we could simulate your entire 
subjectivity in a computer then...everything *else* about you is gone 
except your subjectivity.

There is a difference between the world of the mind and the world outside 
it. No amount of looking at stuff in the world - including brains or what 
people are up to - provides a clue about what is going on in a person's 
mind. We only guess based on what they tell us.

Yes.

We think we know what others experience because they tell us. But we are 
relying upon their fallible reporting of their own subjectivity.

So subjectivity is real, ontologically. It exists. But we only know this 
because we know about our own subjectivity not because we know about 
other people's. We know about our own subjectivity because we *are* 
subjectivity.



Is this knowledge conjectural? Knowledge of our own subjectivity? Yes. Is 
it testable? Seems not - not in any third person way. Extremely hard to 
vary though.

I do see
some objective things about it. Like nobody likes the taste of spoiled
food.

this is confusing objectivity with popularity.

it's also false. some people like to eat some spoiled foods.

e.g. some cheeses have mold in them. on purpose.

K.

But the subjective stuff is like how much salinity each of us
likes in our food.

"Subjective" does not mean merely "personal preference".

That's part of the meaning but it also means and implies that you can't 
be wrong about the issue. THere is no objective truth that you could 
deviate from.

So how to divorce the part of the meaning of subjectivity about *there
exist personal preferences*, and the part that *you can't be mistaken
about personal preferences*?

don't divorce them. there's no problem here. we have other good 
concepts to talk about people's preferences with.

Epistemic subjectivity is about how people can be biased or self deceived 
or just plain lying and so some knowledge is less reliable. It's subjective. It 
can also be about preferences. So some people come out of a movie and 
talk about how it was good (they liked it) or not. That's subjective. 



Epistemologically.

Ontological subjectivity is just the term which describes the fact that we 
have an internal world - a mind, experiences, consciousness. We have 
subjectivity.

So ontological subjectivity is a person's preferences, values,
emotions, what else?

No. Like I have said before...qualia. Basically consciousness. I'll should 
probably stick with 'consciousness' as some seem to have less concerns with 
that word...but I think there is still a distinction to be made between 
consciousness and subjectivity. Those things you mention are a small subject 
of your subjectivity. Important, sure - but certainly not all. Considered most 
broadly, subjectivity is the entirety of your experience. The contents of your 
consciousness. You live your life entirely within your head. Sure, sometimes 
you are emotional, sometimes contemplating values and preferences...but 
actually...most of the day, you're not doing that at all. You are just a witness to 
qualia. Indeed, I think Hume was *not* wrong when he said "you are your 
perceptions". That is to say, you do not have experiences, you are the 
experience. When you search for whatever 'I' refers to, you find it's not there.

What do you mean "its not there"? What problem are you trying to solve?

The problem is "what does this word "I" refer to?" Proposed solutions include: a 
soul, a body, a mind.

There is no soul. The body [or brain] doesn't matter because that is
the physical thing that causes the emergence of the important thing,
which is the mind [or consciousness].

Subjective reflection reveals there is no soul or indivisible mind. There is no "I". 
There is only perception. There are just experiences, one after another. You are 
cool. Or warm. A thought arises. You watch. You look. But through all these 
experiences one after another each day y never perceive yourself. You don't 
see yourself (though you see a body) or hear yourself (though you hear your 
voice) and so on. There is no "you" lurking behind your eyes.



*You* are your mind. Your mind is a collection of ideas.

You are not your stream of thoughts. Thoughts arise in consciousness then 
pass.

Thoughts are temporary things that represent ideas. Your mind produces
the thoughts from its ideas.

Eastern religion has a handle on this. It has a handle on a lot of nonsense 
too. But it got what it's like, as a matter of subjectivity, to be a person. 
Something monotheist religion properly eviscerated from religion and inserted 
some metaphysical stuff about souls or whatever.

Does a Warcraft AI that talks about enjoying the taste of mead, really enjoy 
the taste of mead? No? Why not? Because we don't think there's anything 
that it's like when some orc graphic in a computer game graphic "drinks" a 
computer graphic of some flagon of ale and burps and says "that was 
good". We don't believe they have an internal life. The simulation of all that 
stuff is just not the same as the real thing.

A real person who takes a drink and says "that was nice" is having an 
experience of a richness and complexity that we know 'exists' in a way that 
the AI has not replicated. There's something that it's like to be a person.

At the moment, people have subjectivity while AI do not. In this way 
subjectivity and consciousness are very close.

Does the first part [that there exist personal preferences] need a new
name [so that we define a new idea which is divorced from the
philosophy of subjectivity because subjectivity subsumes other false



ideas]?

it already has names like  "personal preferences", "preferences", and 
"people objectively have preferences which are a type of idea and 
whether a particular person has a particular idea is an objective fact of 
reality".

That 'a particular person has a particular idea is an objective fact of reality' 
is another way of describing what I have been calling 'ontological 
subjectivity'. But I would say it's an aspect of that concept, not the whole 
thing. The capacity to have an experience *of any sort* is the capacity to 
have subjectivity. One kind of experience you can have, is an idea.

Besides ideas, what else can be experiences of ontological subjectivity?

I think we mentioned this point recently too. If you consider qualia a certain 
kind of idea, then there is nothing else. But if you think qualia are a different 
kind of thing to an idea, then qualia as well.

I tend to think there is a distinction to be made between ideas and qualia. 
Qualia are what Hume called 'perceptions' and he made that distinction with 
ideas if I remember rightly. David made the point on FoR list over a decade 
ago about how we can be mistaken about our qualia. I wasn't convinced then. 
I'm. It convinced now. But if I'm right...and you can't be mistaken about qualia 
then they are clearly not ideas because you can be mistaken about ideas.

Perceptions *are* ideas. And we can be mistaken about them. Why?
Because our senses are fallible. When we see, we don't see the real
world. We see an interpretation of the real world. That interpretation
is what we call the perception. The sensation is the actual data that
our senses carried to our brains before the interpretation occurred.

You confuse the objective stuff in the world - which we can be mistaken about - 
with the subjective qualia in our minds.

When you look at two stars in the sky at night you may judge one brighter than 
the other. Brightness is measurable. You can be wrong about brightness.

But *that you have an experience* of light you cannot be mistaken about. Even 



if it turns out you were never looking at stars at all - but you were asleep and 
dreamed it all (or were in a planetarium) at the time you had the experience, the 
qualia is not something that you did not experience.

You can have perceptions without sensations, which is what you are
saying, right?

This happens during hallucinations.

These are mistaken interpretations of what your body is [or isn't] sensing.

Now in retrospect you may misremember. But then, your memory is not that 
qualia. The idea that you cannot be mistaken about qualia is tied up with the 
present moment. All we have as a matter of conscious experience is the present 
moment. Can we be mistaken that we are in the present moment?

Memories are part of conscious experience. The evidence is that we can
recall our memories. So I think you're wrong about the present moment
stuff.

I guess you'll ask: "What problem does that solve?" The problem is
that the idea of subjectivity subsumes one idea that is true, and
other ideas which are false. And in the tradition of Rand, we want to
organize our ideas into an organizational structure. And one reason to
organize our ideas this way is so that I can reference the idea that
*there exist personal preferences* with one word. So... is this an
abstract problem that should be solved? Or do you have an explanation
that dissolves this problem without creating a new idea?

subjectivity doesn't provide any *new* truths, just, at best, confused 
versions of ones we already knew that it's made worse not better.



Well, that's plainly false if we go with the idea that subjectivity can be 
considered simply as a shorthand way of speaking about that domain of 
"stuff which is going on in your mind" . In that case, subjectivity is the 
*only* source of new knowledge we know of in the universe. Minds are 
engines of subjectivity. You are subjectivity, as I've argued. But it's 
ontological subjectivity.

We know so little about consciousness that perturbing it might reveal 
avenues to new knowledge. At the moment this seems to be fruitless in 
many ways. People who smoke pot or drop acid only sometimes, and 
unreliably, come up with worthwhile stuff...mainly in art and music, etc.

I can't be bothered looking into it now, but scientists and philosophers of 
note have credited some of their creativity to taking drugs and stuff...that's 
an example of subjectivity providing new truths. Some examples here 
http://www.cannabisculture.com/articles/2783.html   Feynman is a famous 
one.

What do you mean by *subjectivity provides new truths*? Truths comes
from guesses and criticisms, from people's minds. Is that the same as
saying *subjectivity provides new truths*? Subjectivity is not a thing
though.

What do you mean subjectivity is not a thing? What's a thing, at the most 
fundamental level? An entity that exists - I.e something that features 
unavoidably in our best explanations...or do you have something else in 
mind?

Subjectivity provides new truths...I happen to think all truth arises in 
subjectivity...or not at all.

How is that different than saying that we [i.e. our minds] create
ideas? And if its not different, then why say that *subjectivity* is
doing the work? Why not just say that *we* are doing the work? Or that
a mind does the work?

Imagine a world devoid of subjectivity.

http://www.cannabisculture.com/articles/2783.html


You mean a world without human minds? It would be like other planets.

It would also be a world devoid of explanations.

Sure.

If there are no explanations, how can truth make any sense?

Truth exists regardless of whether or not universal knowledge creators
exist. So explanations are not required in order for objective truth
to exist.

What is, or is not, an objective truth depends upon what the explanations for 
objective truth are. Without the latter, I cannot see how we can say anything 
meaningful about the former.

Objective truth exists, e.g. that stars form from huge masses of
hydrogen dust. This truth existed before UKC's existed.

Scientific and philosophical creativity occurs in the mind. Only later is it 
produced in the world, outside a mind as writing or pictures or whatever. But 
all knowledge first arises in the mind. And yes, it needs to be criticised for it to 
qualify as knowledge...but this doesn't change the fact that it begins in 
subjectivity always.

Why not just say that ideas begin in the mind?

I think there's a difference between mind and subjectivity. I think you can have 
subjectivity and no mind. Cats and dogs might be like this.

They have minds too. But their minds haven't gotten an extra level of
universality that we have, which is that we explain our world.



But yes, ideas begin in the mind. And that arises in subjectivity.

What is subjectivity the way you use it in that sentence? It sounds
like you mean consciousness, meaning what I experience right now.

No problem there. Why not just talk about mind? Because the main thrust of this 
exchange has been about the broader notion of subjectivity. The existence of 
the mind is, to you, uncontroversial. No point us simply furiously agreeing, is 
there? ;)

Not sure what you mean. Maybe its a joke.

But there is another point to be made here. People on drugs of certain kinds 
reliably report 'epiphanies' and so forth.

So do sober people. And so do those drug-users while they are sober.

They learn things on drugs and those things are going on in their minds 
alone. There are not even any clues outside in the world of what new things 
they are discovering through experience in their own heads. Things arise in 
their subjectivity...they discover new things about the mind.

Their minds are discovering stuff, yes. Why say subjectivity instead
of mind here?

Same point as above. Do you understand what I mean when I say subjectivity 
now? Do you understand it's not the same as mind?

I think you mean *instantaneous conscious state*.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Government
Date: June 30, 2012 at 11:04 PM

On 01/07/2012, at 12:13, "Elliot Temple" <curi@curi.us> wrote:

I wrote:

Atheism has not caused genocide.

Deviance from traditional religious morality has caused genocide.

I don't want to play word games.

Then there is an essential distinction to be made here between "atheism" as most 
people understand it and what you are now calling "deviance from traditional 
religious morality".

Why do you use the word atheism? I'm no more clear on this after reading your 
response as closely as I could.

I'm still unconvinced. The traditional religious morality of the inquisition caused 
terrible suffering which we could call genocide of women and others.

I wrote:

You might need to give specific examples. What specific ideas of modern 
atheist thinkers, that we think of when we think of "atheism" are dangerous and 
might lead to terrible stuff?

E.g. rejection of morality.

That's dismissive and unfair. Sam Harris wrote a brilliant book called "The Moral 
Landscape" that I think is one of the most important books on moral philosophy 
ever written.

He does not reject morality.



He does reject divisive traditional religious bullshit. If you believe in supernatural 
stuff like a god who sacrifices his son for original sin then it is unsurprising that 
you have no respect for epistemology or morality. That's what we find among 
religious people.

You mention Christian support in the USA for Jews. I'd like to reflect on that for a 
moment. It is true they do support Jewish people. But why?

I am skeptical of the Christians in America who support Israel. I think they are 
often cynical. I think they support Israel because I take the Christians at their 
word. They tell is why they support Israel. They say they believe in the second 
coming of Christ. They believe it will happen only if Israel exists, populated by 
Jews.

I don't think they love Jews. I think it's part of their escatology. If the bible, 
revelation or whatever book, said that Israel needed to be wiped off the planet 
like Iran says, then the Christians wouldnt support Israel. They seem to support 
Israel because that's what their books say. More than this, they actually tell us 
this, themselves. They don't hide their cynical attitude. This is a Christian website 
that talks about the motives behind some Christians who want to usher in the 
second coming of Christ...and they see supporting Israel as a vehicle for this:

http://www.beliefnet.com/Faiths/Christianity/2002/06/The-Rapture-Factor.aspx

It is hard for a rationalist to accept that religious people *really do* believe this 
stuff. They believe it with the same confidence that they believe the car will stop 
when they hit the brake. It's just part of their world view.

Many Christians support Israel and Jewish people not because they reason about 
it but because their leaders tell them to (they believe in knowledge from authority) 
and because their bible says.

Why is it alright for us to patronise Christian people this way and say "it's okay 
when you guys believe things for bad reasons"? I have more confidence in 
people than that. I think if they support Israel it should not be because a book 
says or because they think Jesus will swoop down from the clouds at judgement 
day and Israel has to exist for this to happen.

This is what they believe. For example, this mainstream, baptist, evangelical 
minister (reference below) says as much:

http://www.beliefnet.com/Faiths/Christianity/2002/06/The-Rapture-Factor.aspx


"If all the Arab countries attacked Israel at once, Israel would defeat them. Any 
competent military official will tell you the Israeli defense forces would defeat 
them, and rather badly. But if it did happen, then my assumption would be that it 
means we'll have to wait a while until Israel goes back into the land. That means 
the Second Coming is coming later than some expected."

In other words, Israel must exist for the second coming to occur. Isn't that 
cynical? They don't really care about a Jewish state or the Jewish people...it's just 
part of their own theology that Jesus will come down like a superhero and kill the 
enemies of Christians. And, by the way, he will send all the Jews to hell too 
because they rejected him.

See the whole interview here:
http://www.beliefnet.com/Faiths/Christianity/2002/06/Why-Christians-Must-Keep-
Israel-Strong.aspx?p=4

I think it matters *why* people have the beliefs they do. In this case *why* 
Christians support Jews. It's not about anything moral. It's about dogma.

As Sam Harris has pointed out, the reason for people's beliefs really do matter. 
Consider if someone doesn't support the Iraq war. That tells you very little. It's 
one thing if they don't support it because they think that we should have 
prosecuted Afghanistan and maybe Iran first. It's totally another thing if they don't 
support it because they think that Christian infidels on moslem land is an 
abomination against Allah.

It's the same with Christian support for Jewish people and Israel. They might be 
supportive because they think people have the right to self determination and not 
have to suffer racism and so forth. It's totally another thing if they think that Israel 
needs to exist because God will only come back if Israel is intact. Then he'll zoom 
a few hundred thousand Christians up to heaven and roast everyone else in 
eternal fire *including the Jews*.

On reflection that's actually rather a terribly cynical, antisemitic view, isn't it?

Brett.

http://www.beliefnet.com/Faiths/Christianity/2002/06/Why-Christians-Must-Keep-Israel-Strong.aspx?p=4


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Atheism (was: Government)
Date: June 30, 2012 at 11:12 PM

On Jun 30, 2012, at 8:04 PM, Brett Hall wrote:

On 01/07/2012, at 12:13, "Elliot Temple" <curi@curi.us> wrote:

I wrote:

Atheism has not caused genocide.

Deviance from traditional religious morality has caused genocide.

I don't want to play word games.

Then there is an essential distinction to be made here between "atheism" as 
most people understand it and what you are now calling "deviance from 
traditional religious morality".

Why do you use the word atheism?

Dawkins, Harris and so on use it. It was their choice, not mine.

The standard meaning of "atheism" is ambiguous, I'll grant you that much. Which 
allows for a standard game: advocate atheism-B (rejection of religion including 
morality), but retreat to atheism-A (non-belief in God) when criticized.

Well, it's atheism-B I have a problem with, and "atheism" is the word they and 
everyone else uses for atheism-B.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Non-falsification way of testing theories
Date: July 1, 2012 at 12:48 AM

On 01/07/2012, at 12:14, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 25, 2012 7:32 AM, "Rami Rustom" <rombomb@gmail.com> wrote:
On Sun, Jun 24, 2012 at 10:48 PM, Brett Hall <brhalluk@hotmail.com> wrote:

What's an example of exploratory research?

The Keplar Space Telescope is in orbit around the Sun, trailing the Earth, 
pointed at the same patch of sky, monitoring the same stars searching for 
extra-solar planets. Specifically it is searching for Earth-like planets in 
habitable zones around their host stars. That it has been very successful is 
both unsurprising *and* exciting (which is a strange combination).

How can we understand its purpose given a Popperian view of knowledge 
creation?

It seems to be clearly participating in the scientific process of making 
progress...and yet...by what means?

Is it searching for problems or solutions, both, or neither? Is it an 
experimental test of current theories? Are all searches like this tests of 
current theory? In which case does that make it primarily a device for 
searching for new, better problems?

Our theories of planet formation already predict that we should find planets 
around other stars. So the fact it has found planets - including Earth-like ones 
- constitutes a test of that theory of planet formation.

But is this really the *purpose* of the Keplar mission? To test theories?

How does this sort of data gathering fit into the Popperian view? It seems to 
not be aimed at testing current theories (or is it?) nor producing creative 
explanations for new phenomena. The purpose is to just look for new planets 
in a very open-ended way.

I'm consused by the testing theories idea. I thought we design tests



in a way that would falsify the theory, not corroborate it. Looking
for planets seems to look for corroboration.

Well crucial tests (experiments) decide between rival theories. Every observation 
is a test of some theory, isn't it? That's the role of observation.

So a telescope pointed at the sky looking for extra solar planets will test the 
theory that no such planets exist. It's also going to test lots of related theories 
about things like planet formation, celestial mechanics (orbital stability) and other 
things.

But, if the theory is: "Other stars [besides ours] have planets."
Seems obvious. I don't think that our star could be so special where
its the only one with planets. Surely the conditions for planet
formation exists somewhere else. Maybe the theory is more complex,
like: "A lot of stars have planets," or "Most stars have planets," or
"All stars fitting A, B, C conditions have planets." So then how do we
test this theory? We look for planets orbiting stars with A, B, C
conditions. If we find them, then that proves the theory. Right?

I said proves, but we can't prove. Oh ya our method of identifying
planets is fallible. So the identification of a planet could be
mistaken.

So does looking for planets [which is not falsification] count as
testing a theory?

Thanks for all this response but it doesn't really answer what I was getting at. My 
question is: how does an open-ended search like this fit into epistemology more 
broadly? If we boil down the search for knowledge as a problem solving exercise 
where we make conjectures and criticise them, then where does a mission like 
Keplar fit into this picture?

If the problem was testing the theory of extra solar planet existence, then this 
problem has been solved. Indeed it was solved before Keplar was launched.

I guess the problem actually is: we know extra solar planets are there. We just 
are not sure *where* and around which stars they are.



I think it's that simple.

Once that question is answered then new and better problems will arise.

Which of those planets have life? Do any have a hint of intelligent life? Maybe 
markers like artificial light at night or something?

Hypothesis: "There exists more Earth-like planet in our galaxy."

Experiment: "Look for Earth-like planets near each star in our
galaxy." If we find none, then we've falsified the theory.

Probably not. All statements of the form "x exists" are not falsifiable. In your 
example we would have to exhaustively search every star in the galaxy and we 
don't even know where all the stars are. So that's not a reasonable thing to do. 
So this cannot be the explicit purpose of Keplar's mission.

Keplar's mission is to detect extra solar planets using established techniques. It 
has found them already and it will be a surprise only if it finds no more. It wants to 
know which stars have planets that are detectable by the means Keplar uses.

But...this open ended kind of investigation is, as far as science more broadly is 
concerned, is probably going to falsify other theories we have about planet 
formation. Things like where rocky planets can form and whether binary star 
systems can have planets in stable orbits. It's going to raise new, more interesting 
problems. And so that's the role of these kind of experiments. To reveal new, 
better, more interesting problems.

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: July 1, 2012 at 1:20 AM

On 01/07/2012, at 12:59, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 30, 2012 at 9:23 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 9:34, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 30, 2012 at 6:02 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 4:18, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 23, 2012 at 10:31 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

On 24/06/2012, at 4:30, "Elliot Temple" <curi@curi.us> wrote:
On Jun 23, 2012, at 11:07 AM, Rami Rustom wrote:

On Sat, Jun 23, 2012 at 12:30 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:
On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 23, 2012, at 8:35 AM, Rami Rustom wrote:
On Jun 23, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 22, 2012, at 4:53 PM, Rami Rustom wrote:
On Jun 22, 2012 5:29 PM, "Brett Hall" 
<brhalluk@hotmail.com> wrote:

On 23/06/2012, at 7:41, "Brett Hall" <brhalluk@hotmail.com> 
wrote:

On 23/06/2012, at 7:05, "Rami Rustom" 
<rombomb@gmail.com> wrote:

On Fri, Jun 22, 2012 at 3:45 PM, Elliot Temple 
<curi@curi.us> wrote:

On Jun 22, 2012, at 1:34 PM, Rami Rustom wrote:
On Fri, Jun 22, 2012 at 3:16 PM, Elliot Temple 
<curi@curi.us> wrote:

On Jun 19, 2012, at 1:41 PM, Rami Rustom wrote:

There are two types of ideas: those that do take the 
form of explanations
and those that don't. Right?

No, there's 10 types of ideas: those expressed in 
binary, and those not.



Uh. Is that a riddle?

it's an old joke (the number we call "two" is written as 
"10" in binary).

but with a point: there are many ways to categorize 
explanations.

Ya I got the 1, 0 binary thing but didn't see the point.

How can you both "get" the joke and simultaneously not 
"see the point"?

Doesn't a joke contain its own reason? Namely, it's funny.

Unless you don't get it, in which case it won't be...and you 
won't see the point?

Actually, that's not true. You might get the joke and yet not 
find it funny. This might determine the differene between 
good and bad jokes.

Can jokes be objectively better than others? What would the 
criteria be?

If my joke makes more people laugh than your joke, then I 
would say
mine is objectively better.

Popularity is not objectivity.

A better criteria might be related to memes. If my joke spreads
memetically throughout society and so my joke gets told more 
than
yours, then my joke is objectively better.



This is a matter of popularity again.

Both of those are wrong. Objectively 'better' must first be 
defined.

If the definition is: Better means 'the most people know it', then
that is the criteria.

Why would better by defined as popular?

Dumb idea. Its based on a bad meme.

So the criteria would be illustrated in the definition of 'better'.

The point is that this is an arbitrary decision. And that means 
that
its not objective.

That makes sense. No two people laugh at the same set of 
jokes the
same way. That means jokes are subjective.

No, it means joke-appreciation is contextual.

Ok. I think I don't understand subjectivity then.

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using words 
like "subjective" or "idealism", and then separately say what you think 



subjectivity is and the connection?

Meaning that preferences of taste is dependent on the person that is
doing the tasting.

It depending on which person is doing the tasting is what *contextual* 
means, not subjective. (Admittedly the word "subjective" is ambiguous 
and confused, and people sometimes use it to mean contextual. But *at 
the same time*, they think it's an opposite of "objective", even though 
contextual and objective are compatible.)

The discussion seemed to move from interesting questions about 
subjectivity to some stuff about preferences. Admittedly there is an 
important connection here, but I just wanted to interject with the idea that 
subjectivity need not be (merely) "bad philosophy". It is if you are saying 
that epistemic subjectivity can reliably provide you with good 
explanations.

Whatever you are experiencing now, you experience as a matter of 
subjectivity. That there is "something that it is like" to be you right now, is 
an objective fact *about your subjectivity*.

So this definition of subjectivity is "something that it is like to be
someone right now". Lets try to define that. A person's preferences,
values, emotions. What else?

Mainly qualia. We know we have them. It is impossible to describe them. I 
think something like this is said in BoI. I'm not being rogue in defining 
subjectivity this way. Broadly speaking (most broadly) subjectivity is just a 
term capturing "the contents of consciousness". It's basically a synonym for 
consciousness. Consciousness is about much more than those 3 things you 
list...important as they are.

That's not bad philosophy...because now I'm using the word 'subjectivity' 
to label a different idea. I'm not wrong to do this, nor the first. Indeed 
neuroscience, religion, etc, commonly uses the word 'subjectivity' in this 



way.

The only things you actually care about are *subjective* states.

How is that different that *psychological states*? And that no two
persons' psychological states are the same, ever.

I think a *subjective* state is a more general term. Dreaming is a subjective 
state that I'd be reluctant to refer to as a psychological one. Simply looking 
outside at the sky is a pretty basic experience that I think is better captured 
by 'subjective' state than 'psychological state' that seems to me to be loaded 
with baggage. Non-human Animals, I think it should be uncontroversial to 
say, have subjective states. It is more controversial to say they have 
psychological ones. That is to say, they have consciousness...but possibly 
not values, emotions or preferences as you call them. Perhaps.

Even when you think you are caring about other things, it can only be 
because it is going on in your mind. So you care about your friend? Only 
because it makes you feel a certain way. A subjective way. To feel 
anything at all, is subjective. To think anything at all, is subjective.

Do you care about enjoying your life?

Well isn't 'enjoying' a subjective state? It's something you experience.

It is true that what I experience can not be experienced by someone
else.

That's a hypothesis. You might be right. I'm not sure we can make anymore 
headway on this point though. I've commented before on the importance of 
empathy. True empathy, as some spiritual people describe it, precisely is 
that ability to experience exactly what someone else does.

Thats impossible. No two people have the same knowledge. So what
person A experiences vs what person B experiences can not be the same.
Our experiences are our interpretations of our environment. Our
interpretations are directly affected by our knowledge. So since A's



knowledge is different than B's knowledge, their interpretation of
their environments are different. And in fact, their environments are
different. I explain this point below.

There might be no third-person (that is to say objective) evidence of this. 
But subjectively some people report this. We have no way of knowing if they 
are lying. I don't know what to make of such reports.

Its bullshit. What are they reporting? Person A reports that he is
experiencing the same exact subjective state that person B is
experiencing. And person B says the same about person A. So what? Its
an unexplained assertion. How does person A *know* person B's
experience in order to compare it to his own?

That is precisely the point. It is possible that they could be experiencing the 
same thing...and it's also the case that they can never "know" it. I deliberately 
scare quote that because there is no way of testing their conjecture...and yet 
they could be right.

That doesn't make sense. You said that "subjectively some people
report this," where "this" is that person A is experiencing the same
subjective state as person B. And then you said that A and B can't
possible know that their subjective states are the same. So what do
you think they are reporting?

You say it's bullshit but can you rule out the possibility of there being true 
empathic experiences?

How can they know they are feeling the same thing?

When two people on MDMA (say) report that they can feel the same thing as 
each other...

I just did refute it. And you agreed to my refutation.



can you actually refute that idea other than by your incredulity?

We can't refute by incredulity. We can only refute with explanations.

I might think it's bullshit too. But I have no evidence I can point to that they are 
mistaken.

Lets do a thought experiment. A long-time married couple do MDMA
together. Each says that they feel what the other is feeling. Wait. I
don't even know how to go further from here. Are they telling each
other what their feeling? And then they say, "Ya, thats what I'm
feeling, holy shit!!!"

Yep. That's it. Good example.

Or what? Explain the process so that I can criticize it.

Indeed I have no evidence whatsoever that they are experiencing *anything at 
all*.

Yes you do. You have objective information that they *do* have
subjective states.

What objective information? I only have their report. They could be a zombie. 
They could be a computer that can pass the Turing test but not have any 
consciousness.

And so we are returned once more to the problem of subjectivity.

What problem? Please define it so that we can begin to solve it.

What is consciousness? What are qualia? How can we know that everyone else 
is not just a zombie?



If you're not sure what a zombie is, in this context:
http://en.wikipedia.org/wiki/Philosophical_zombie

The problem is how, given all our objective knowledge of the world, to explain 
subjectivity which is where our consciousness arises.

As that post from Sam Harris i suggested you read indicates...there's no greater 
mystery (problem) than this. It's rivalled only by why there is something rather 
than nothing. That subjectivity/consciousness even exists at all is just a brute fact 
we seem to have to accept about reality...without being able to explain.

We each are in our own contexts. No two people experience the
same context, ever.

Ok. In general you are correct. It is actually just a restatement of the truism 
that 'no two people are exactly alike' and 'we all live our own lives'. But there 
are little philosophical games to be played here to press this intuition a little. 
Two different 'contexts' might provide identical subjective experience.

No. Each person's context includes the knowledge instantiated in their
brains. And since no two people know the same stuff, their contexts
are different. Hence no such thing as id

Yes ok. But that's a conjecture that is difficult to criticise. Just like the 
conjecture that what you say there is wrong. If I and a friend of mine say we 
are both experiencing the exact same emotion because we just feel we know 
we are...we might be mistaken. But we might be correct. Can you describe a 
crucial test that could decide between these two competing theories?

Sure. The test is one of falsification. You each start explaining what
you're feeling. And you look for discrepancies. If you find one, then
the theory is wrong.

http://en.wikipedia.org/wiki/Philosophical_zombie


But before we get to the point of deciding to test a theory, we first
should have a good explanation of the theory. What is that
explanation? How do two people know that they are experiencing
eachother's subjective states?

Just a feeling.

Is it *gut feelings*? Like the gut
feeling a kid gets when he hears his dad stomping through the hall
towards his room?

Yes.

And that's a terrible reason to think it is true. But, and this is the key, that's no 
reason to think it *must be false* on principle. People can have bad reasons for 
believing things are true...and still be right!

We do not know. We don't know what provides subjective experience. 
Something to do with what the brain is doing probably.

Ok. But no two brains have the same instantiated knowledge in them. So
all brains do different stuff.

Yes. But some subjective state (call it "x") might be simulated by different 
hardware and software. The experience of x in brain a is the same as brain b. 
By definition. They both experience state x. Let me make it simpler. State x is a 
feeling you get, eyes closed, no noises, no sights, nothing but being in the dark 
and feeling a certain emotion - like say, happiness. It's a pretty bare 
experience. Now because it is so devoid of stimuli and thought, such a state 
could very well be identical in two people. They both experience state x. 
There's not much to state x. Even if they have different knowledge at the 
moment they are in states that knowledge is irrelevant because they *are not 
thinking*. They're just sitting silently.

I don't think that subjective states can be that simple. If its just



an emotion of happiness to a certain degree, then I guess sure its
easy to replicate. I think there is a lot more going on in our minds
than just stuff like that. For example, when you have an emotion like
happiness, its actually a thought that caused the emotion. What
thought? Well each person has his own unique thoughts based on his
knowledge, which no two people share identically.

If it turns out we're all in a simulation, then you might be wrong. If we're 
living in the Matrix or whatever, the simulation could be rerun with my 
consciousness in your brain. I'd experience your context. I'd actually be 
you...but that's beside the point for now.

Anything you experience, you experience as a matter of subjectivity. Your 
experiences are subjective...and the most important thing about you. 
Maybe the only important thing. After all if we could simulate your entire 
subjectivity in a computer then...everything *else* about you is gone 
except your subjectivity.

There is a difference between the world of the mind and the world outside 
it. No amount of looking at stuff in the world - including brains or what 
people are up to - provides a clue about what is going on in a person's 
mind. We only guess based on what they tell us.

Yes.

We think we know what others experience because they tell us. But we 
are relying upon their fallible reporting of their own subjectivity.

So subjectivity is real, ontologically. It exists. But we only know this 
because we know about our own subjectivity not because we know about 
other people's. We know about our own subjectivity because we *are* 
subjectivity.



Is this knowledge conjectural? Knowledge of our own subjectivity? Yes. Is 
it testable? Seems not - not in any third person way. Extremely hard to 
vary though.

I do see
some objective things about it. Like nobody likes the taste of spoiled
food.

this is confusing objectivity with popularity.

it's also false. some people like to eat some spoiled foods.

e.g. some cheeses have mold in them. on purpose.

K.

But the subjective stuff is like how much salinity each of us
likes in our food.

"Subjective" does not mean merely "personal preference".

That's part of the meaning but it also means and implies that you 
can't be wrong about the issue. THere is no objective truth that you 
could deviate from.

So how to divorce the part of the meaning of subjectivity about *there
exist personal preferences*, and the part that *you can't be mistaken
about personal preferences*?

don't divorce them. there's no problem here. we have other good 
concepts to talk about people's preferences with.

Epistemic subjectivity is about how people can be biased or self deceived 
or just plain lying and so some knowledge is less reliable. It's subjective. 
It can also be about preferences. So some people come out of a movie 



and talk about how it was good (they liked it) or not. That's subjective. 
Epistemologically.

Ontological subjectivity is just the term which describes the fact that we 
have an internal world - a mind, experiences, consciousness. We have 
subjectivity.

So ontological subjectivity is a person's preferences, values,
emotions, what else?

No. Like I have said before...qualia. Basically consciousness. I'll should 
probably stick with 'consciousness' as some seem to have less concerns 
with that word...but I think there is still a distinction to be made between 
consciousness and subjectivity. Those things you mention are a small 
subject of your subjectivity. Important, sure - but certainly not all. 
Considered most broadly, subjectivity is the entirety of your experience. The 
contents of your consciousness. You live your life entirely within your head. 
Sure, sometimes you are emotional, sometimes contemplating values and 
preferences...but actually...most of the day, you're not doing that at all. You 
are just a witness to qualia. Indeed, I think Hume was *not* wrong when he 
said "you are your perceptions". That is to say, you do not have 
experiences, you are the experience. When you search for whatever 'I' 
refers to, you find it's not there.

What do you mean "its not there"? What problem are you trying to solve?

The problem is "what does this word "I" refer to?" Proposed solutions include: 
a soul, a body, a mind.

There is no soul. The body [or brain] doesn't matter because that is
the physical thing that causes the emergence of the important thing,
which is the mind [or consciousness].

Do you think these are the same thing?

Do you think it's possible to be conscious and without thought?

So does this mean that you are not identical to your thoughts?



Subjective reflection reveals there is no soul or indivisible mind. There is no "I". 
There is only perception. There are just experiences, one after another. You 
are cool. Or warm. A thought arises. You watch. You look. But through all these 
experiences one after another each day y never perceive yourself. You don't 
see yourself (though you see a body) or hear yourself (though you hear your 
voice) and so on. There is no "you" lurking behind your eyes.

*You* are your mind. Your mind is a collection of ideas.

Okay. Then does this mean you cease to exist if you have no ideas?

That is clearly false. I often have no ideas. Literally. Without thought. But I persist. 
My consciousness exists.

There is a distinction lurking here beneath all of this that is essential to grasp. The 
distinction is between personal identity and thoughts. A person should not be 
thought of as identical to their thoughts. You can notice this as a matter of 
subjectivity.

You just need to try it.

Quietly - best to be in a quiet place to do this - notice the experience of simply 
existing. Notice your breath.

Notice the feelings and perceptions in your body.

Eventually...notice thoughts come and go in your 'mind'. You can actually watch 
the thought...like you can observe an object in space. It arises and you can watch 
it uncritically. It comes, then goes.

The purpose of this eruption of contemplative meditation? Simply to illuminate the 
fact that you are not identical to the thoughts in consciousness.

And *that* is a refutation of what you say above. That you are your mind and your 
mind is ideas and so by the law of transitivity you are your ideas.

You aren't. And an observation of the contents of your consciousness refutes that 



very theory. You are no more your ideas than you are any of the things you 
observe. You are not your sights or sounds. You are not what you observe. You 
are not what you think.

You are. You exist. But what the heck are you? Consciousness. But what the 
heck *is* that?!

You are not your stream of thoughts. Thoughts arise in consciousness then 
pass.

Thoughts are temporary things that represent ideas. Your mind produces
the thoughts from its ideas.

That's circular. And is about evasive too. What's consciousness? How is it 
different to thought? I think I explain this above. Do you have criticisms of those 
ideas?

Eastern religion has a handle on this. It has a handle on a lot of nonsense 
too. But it got what it's like, as a matter of subjectivity, to be a person. 
Something monotheist religion properly eviscerated from religion and 
inserted some metaphysical stuff about souls or whatever.

Does a Warcraft AI that talks about enjoying the taste of mead, really 
enjoy the taste of mead? No? Why not? Because we don't think there's 
anything that it's like when some orc graphic in a computer game graphic 
"drinks" a computer graphic of some flagon of ale and burps and says 
"that was good". We don't believe they have an internal life. The 
simulation of all that stuff is just not the same as the real thing.

A real person who takes a drink and says "that was nice" is having an 
experience of a richness and complexity that we know 'exists' in a way 



that the AI has not replicated. There's something that it's like to be a 
person.

At the moment, people have subjectivity while AI do not. In this way 
subjectivity and consciousness are very close.

Does the first part [that there exist personal preferences] need a new
name [so that we define a new idea which is divorced from the
philosophy of subjectivity because subjectivity subsumes other false
ideas]?

it already has names like  "personal preferences", "preferences", and 
"people objectively have preferences which are a type of idea and 
whether a particular person has a particular idea is an objective fact of 
reality".

That 'a particular person has a particular idea is an objective fact of 
reality' is another way of describing what I have been calling 'ontological 
subjectivity'. But I would say it's an aspect of that concept, not the whole 
thing. The capacity to have an experience *of any sort* is the capacity to 
have subjectivity. One kind of experience you can have, is an idea.

Besides ideas, what else can be experiences of ontological subjectivity?

I think we mentioned this point recently too. If you consider qualia a certain 
kind of idea, then there is nothing else. But if you think qualia are a different 
kind of thing to an idea, then qualia as well.

I tend to think there is a distinction to be made between ideas and qualia. 
Qualia are what Hume called 'perceptions' and he made that distinction with 
ideas if I remember rightly. David made the point on FoR list over a decade 
ago about how we can be mistaken about our qualia. I wasn't convinced 
then. I'm. It convinced now. But if I'm right...and you can't be mistaken about 
qualia then they are clearly not ideas because you can be mistaken about 
ideas.

Perceptions *are* ideas. And we can be mistaken about them. Why?



Because our senses are fallible. When we see, we don't see the real
world. We see an interpretation of the real world. That interpretation
is what we call the perception. The sensation is the actual data that
our senses carried to our brains before the interpretation occurred.

You confuse the objective stuff in the world - which we can be mistaken about - 
with the subjective qualia in our minds.

When you look at two stars in the sky at night you may judge one brighter than 
the other. Brightness is measurable. You can be wrong about brightness.

But *that you have an experience* of light you cannot be mistaken about. Even 
if it turns out you were never looking at stars at all - but you were asleep and 
dreamed it all (or were in a planetarium) at the time you had the experience, 
the qualia is not something that you did not experience.

You can have perceptions without sensations, which is what you are
saying, right?

This happens during hallucinations.

These are mistaken interpretations of what your body is [or isn't] sensing.

I'm not sure what it means for subjective content, delivered by a drug as a 
hallucination to be 'mistaken'. For example, strange visual phenomena and 
geometric patterns that are produced when eyes are closed after dropping acid 
simply 'are'. They aren't mistaken. What would they be mistaken about?

They're like a 'real life' visualiser in iTunes or whatever. Just...in your head 
instead of on a screen. It's not a mistaken interpretation...anymore than the 
iTunes visualiser is.

Now in retrospect you may misremember. But then, your memory is not that 
qualia. The idea that you cannot be mistaken about qualia is tied up with the 
present moment. All we have as a matter of conscious experience is the 
present moment. Can we be mistaken that we are in the present moment?

Memories are part of conscious experience. The evidence is that we can



recall our memories. So I think you're wrong about the present moment
stuff.

You can be wrong about what happened. Your memory is fallible. But can 
someone be wrong about being aware in the present moment that they are?

I guess you'll ask: "What problem does that solve?" The problem is
that the idea of subjectivity subsumes one idea that is true, and
other ideas which are false. And in the tradition of Rand, we want to
organize our ideas into an organizational structure. And one reason to
organize our ideas this way is so that I can reference the idea that
*there exist personal preferences* with one word. So... is this an
abstract problem that should be solved? Or do you have an 
explanation
that dissolves this problem without creating a new idea?

subjectivity doesn't provide any *new* truths, just, at best, confused 
versions of ones we already knew that it's made worse not better.

Well, that's plainly false if we go with the idea that subjectivity can be 
considered simply as a shorthand way of speaking about that domain of 
"stuff which is going on in your mind" . In that case, subjectivity is the 
*only* source of new knowledge we know of in the universe. Minds are 
engines of subjectivity. You are subjectivity, as I've argued. But it's 
ontological subjectivity.

We know so little about consciousness that perturbing it might reveal 
avenues to new knowledge. At the moment this seems to be fruitless in 
many ways. People who smoke pot or drop acid only sometimes, and 
unreliably, come up with worthwhile stuff...mainly in art and music, etc.

I can't be bothered looking into it now, but scientists and philosophers of 



note have credited some of their creativity to taking drugs and 
stuff...that's an example of subjectivity providing new truths. Some 
examples here http://www.cannabisculture.com/articles/2783.html   
Feynman is a famous one.

What do you mean by *subjectivity provides new truths*? Truths comes
from guesses and criticisms, from people's minds. Is that the same as
saying *subjectivity provides new truths*? Subjectivity is not a thing
though.

What do you mean subjectivity is not a thing? What's a thing, at the most 
fundamental level? An entity that exists - I.e something that features 
unavoidably in our best explanations...or do you have something else in 
mind?

Subjectivity provides new truths...I happen to think all truth arises in 
subjectivity...or not at all.

How is that different than saying that we [i.e. our minds] create
ideas? And if its not different, then why say that *subjectivity* is
doing the work? Why not just say that *we* are doing the work? Or that
a mind does the work?

Imagine a world devoid of subjectivity.

You mean a world without human minds? It would be like other planets.

It would also be a world devoid of explanations.

Sure.

If there are no explanations, how can truth make any sense?

Truth exists regardless of whether or not universal knowledge creators
exist. So explanations are not required in order for objective truth
to exist.

http://www.cannabisculture.com/articles/2783.html


What is, or is not, an objective truth depends upon what the explanations for 
objective truth are. Without the latter, I cannot see how we can say anything 
meaningful about the former.

Objective truth exists, e.g. that stars form from huge masses of
hydrogen dust. This truth existed before UKC's existed.

I would say that stars exist, independent of UKCs.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Atheism (was: Government)
Date: July 1, 2012 at 1:45 AM

On 01/07/2012, at 13:12, "Elliot Temple" <curi@curi.us> wrote:

On Jun 30, 2012, at 8:04 PM, Brett Hall wrote:

On 01/07/2012, at 12:13, "Elliot Temple" <curi@curi.us> wrote:

I wrote:

Atheism has not caused genocide.

Deviance from traditional religious morality has caused genocide.

I don't want to play word games.

Then there is an essential distinction to be made here between "atheism" as 
most people understand it and what you are now calling "deviance from 
traditional religious morality".

Why do you use the word atheism?

Dawkins, Harris and so on use it. It was their choice, not mine.

The standard meaning of "atheism" is ambiguous, I'll grant you that much. 
Which allows for a standard game: advocate atheism-B (rejection of religion 
including morality), but retreat to atheism-A (non-belief in God) when criticized.

Well, it's atheism-B I have a problem with, and "atheism" is the word they and 
everyone else uses for atheism-B.

Which atheists reject morality? Can you provide some examples of which bits of 
morality they reject?

Why did you say "religion including morality"? Is morality a subset of religion? I 
thought morality was a subset of philosophy.



I thought philosophy was anti dogma.

I thought religion was explicitly dogmatic. So I'm confused about why you identify 
(confuse?) religion and morality.

The lowest rates of crime and violence seem to be in the most atheist countries, 
don't they? What is the explanation for that?

Can it be reconciled with their society's "rejection of religions including morality"?

Do you think that religious people might believe they can behave badly because 
god can forgive their sins? And that this life is just a short prelude to eternity in 
heaven...so you can get away with stuff if you just apologise on your deathbed? I 
imagine that if I really believed in a merciful personal god, I would feel licensed to 
do bad stuff because I'd feel superior knowing that I'd be going to heaven. I'd also 
probably feel that atheists were evil and deserved bad stuff to happen to them so 
I'd feel okay about lying to them or stealing from them or even being violent 
towards them because they're basically servants of the devil anyway and a 
danger to my eternal happiness. Strong motivation to be bad and immoral. And 
worst of all I'd call everything I did moral because I'd believe that god is on my 
side and whatever god sanctions is moral.

Thankfully I'm not like that. I'm an atheist and so recognise there are reasons to 
be good and it has nothing whatever to do with eternal reward or fear or hell.

Also...which specific examples of immoral or amoral stuff in prominent atheists do 
you have trouble with? I'm at a loss to recall anything in the writings of prominent 
atheists that would constitute a rejection of morality. They do reject specific 
religious beliefs. But they all endorse moral principals and explanations that are 
better than religious ideas. In particular they believe more in giving everyone a 
fair-go and not discriminating against people who are women, or children or of 
another religion or set of beliefs. Usually atheists reject stuff like "traditional" 
marriage where the woman is subservient to the man and other traditional moral 
ideas like doing what the priest or pope says you should.

We really do need to get specific here. Which specific moral ideas do you mean? 
Is it the ideas of obeying your parents? That's a religious, traditional idea. It's also 
not very moral.

Which moral principles or theories in particular are rejected? And by which 



atheists?

It seems that -again considering specific examples- stuff like thou shalt not lie, is 
a precept atheists would endorse. You don't have to be religious to believe it is 
good to be honest. Also -don't steal. Atheism is not about rejecting that. That's 
morality.

So what stuff that atheists do reject do you think we must keep?

What parts of religious teaching do you think we should keep that atheists of the 
B type that you mention above, would want to reject? And what is the danger that 
you have spoken about before, if we don't keep those religious ideas 
entrenched?

Thanks,

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Atheism (was: Government)
Date: July 1, 2012 at 2:01 AM

On Jun 30, 2012, at 10:45 PM, Brett Hall wrote:

On 01/07/2012, at 13:12, "Elliot Temple" <curi@curi.us> wrote:

On Jun 30, 2012, at 8:04 PM, Brett Hall wrote:

On 01/07/2012, at 12:13, "Elliot Temple" <curi@curi.us> wrote:

I wrote:

Atheism has not caused genocide.

Deviance from traditional religious morality has caused genocide.

I don't want to play word games.

Then there is an essential distinction to be made here between "atheism" as 
most people understand it and what you are now calling "deviance from 
traditional religious morality".

Why do you use the word atheism?

Dawkins, Harris and so on use it. It was their choice, not mine.

The standard meaning of "atheism" is ambiguous, I'll grant you that much. 
Which allows for a standard game: advocate atheism-B (rejection of religion 
including morality), but retreat to atheism-A (non-belief in God) when criticized.

Well, it's atheism-B I have a problem with, and "atheism" is the word they and 
everyone else uses for atheism-B.

Which atheists reject morality?

I've already told you: Dawkins, Harris, etc. Many atheists who are anti-religious, 



not merely non-believers.

Can you provide some examples of which bits of morality they reject?

Why did you say "religion including morality"? Is morality a subset of religion? I 
thought morality was a subset of philosophy.

I thought philosophy was anti dogma.

I thought religion was explicitly dogmatic. So I'm confused about why you 
identify (confuse?) religion and morality.

Most moral knowledge that exists in the world today is connected with religion.

Anti-religious people often reject that knowledge.

Sometimes they try to rescue some popular conclusions like altruism but still end 
up messing morality up. Existing moral is very difficult to make large 
edits/changes to and keep it functional.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Szasz on Mistreatment
Date: July 1, 2012 at 2:21 AM

The Second Sin, by Thomas Szasz, p 47

Men often treat others worse than themselves, but they rarely treat anyone 
better. It is the height of folly to expect consideration and decency from a person 
who mistreats himself.

Very wise.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Non-falsification way of testing theories
Date: July 1, 2012 at 7:51 AM

On Jun 30, 2012 11:48 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 12:14, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 25, 2012 7:32 AM, "Rami Rustom" <rombomb@gmail.com> wrote:
On Sun, Jun 24, 2012 at 10:48 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

What's an example of exploratory research?

The Keplar Space Telescope is in orbit around the Sun, trailing the Earth, 
pointed at the same patch of sky, monitoring the same stars searching for 
extra-solar planets. Specifically it is searching for Earth-like planets in 
habitable zones around their host stars. That it has been very successful is 
both unsurprising *and* exciting (which is a strange combination).

How can we understand its purpose given a Popperian view of knowledge 
creation?

It seems to be clearly participating in the scientific process of making 
progress...and yet...by what means?

Is it searching for problems or solutions, both, or neither? Is it an 
experimental test of current theories? Are all searches like this tests of 
current theory? In which case does that make it primarily a device for 
searching for new, better problems?

Our theories of planet formation already predict that we should find planets 
around other stars. So the fact it has found planets - including Earth-like 
ones - constitutes a test of that theory of planet formation.

But is this really the *purpose* of the Keplar mission? To test theories?

How does this sort of data gathering fit into the Popperian view? It seems to 
not be aimed at testing current theories (or is it?) nor producing creative 
explanations for new phenomena. The purpose is to just look for new 
planets in a very open-ended way.



I'm consused by the testing theories idea. I thought we design tests
in a way that would falsify the theory, not corroborate it. Looking
for planets seems to look for corroboration.

Well crucial tests (experiments) decide between rival theories. Every 
observation is a test of some theory, isn't it? That's the role of observation.

No. That is the mark of induction. We don't *prove* theories true by
corroboration. They don't get more *probably* true with each positive
observation.

Popper explained that tests must be of the falsification type. Meaning
that the test gives a negative result or no result. A test can not
make a theory more trueer. A test can only make a theory false. But
this is still not *proving* it false, because the test itself has
mini-theories within it, and those are fallible and thus
criticizeable.

So a telescope pointed at the sky looking for extra solar planets will test the 
theory that no such planets exist. It's also going to test lots of related theories 
about things like planet formation, celestial mechanics (orbital stability) and 
other things.

But, if the theory is: "Other stars [besides ours] have planets."
Seems obvious. I don't think that our star could be so special where
its the only one with planets. Surely the conditions for planet
formation exists somewhere else. Maybe the theory is more complex,
like: "A lot of stars have planets," or "Most stars have planets," or
"All stars fitting A, B, C conditions have planets." So then how do we
test this theory? We look for planets orbiting stars with A, B, C
conditions. If we find them, then that proves the theory. Right?

I said proves, but we can't prove. Oh ya our method of identifying
planets is fallible. So the identification of a planet could be
mistaken.

So does looking for planets [which is not falsification] count as
testing a theory?



Thanks for all this response but it doesn't really answer what I was getting at. 
My question is: how does an open-ended search like this fit into epistemology 
more broadly? If we boil down the search for knowledge as a problem solving 
exercise where we make conjectures and criticise them, then where does a 
mission like Keplar fit into this picture?

If the problem was testing the theory of extra solar planet existence, then this 
problem has been solved. Indeed it was solved before Keplar was launched.

I guess the problem actually is: we know extra solar planets are there. We just 
are not sure *where* and around which stars they are.

I think it's that simple.

Its like the socratic method. A negative process of hypothesis elimination.

Once that question is answered then new and better problems will arise.

Which of those planets have life? Do any have a hint of intelligent life? Maybe 
markers like artificial light at night or something?

Hypothesis: "There exists more Earth-like planet in our galaxy."

Experiment: "Look for Earth-like planets near each star in our
galaxy." If we find none, then we've falsified the theory.

Probably not. All statements of the form "x exists" are not falsifiable. In your 
example we would have to exhaustively search every star in the galaxy and we 
don't even know where all the stars are. So that's not a reasonable thing to do. 
So this cannot be the explicit purpose of Keplar's mission.

I think it is falsifiable. It requires looking at *all* stars in our
galaxy. Which we will eventually do. What would stop us from doing it?



Keplar's mission is to detect extra solar planets using established techniques. It 
has found them already and it will be a surprise only if it finds no more. It wants 
to know which stars have planets that are detectable by the means Keplar uses.

But...this open ended kind of investigation is, as far as science more broadly is 
concerned, is probably going to falsify other theories we have about planet 
formation.

I guess that is part of their goal in the Keplar mission.

Things like where rocky planets can form and whether binary star systems can 
have planets in stable orbits. It's going to raise new, more interesting problems. 
And so that's the role of these kind of experiments. To reveal new, better, more 
interesting problems.

-- Rami



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Government
Date: July 1, 2012 at 7:58 AM

On Jun 30, 2012, at 8:04 PM, Brett Hall wrote:

On 01/07/2012, at 12:13, "Elliot Temple" <curi@curi.us> wrote:

I wrote:

Atheism has not caused genocide.

Deviance from traditional religious morality has caused genocide.

I don't want to play word games.

Then there is an essential distinction to be made here between "atheism" as 
most people understand it and what you are now calling "deviance from 
traditional religious morality".

Why do you use the word atheism? I'm no more clear on this after reading your 
response as closely as I could.

I'm still unconvinced. The traditional religious morality of the inquisition caused 
terrible suffering which we could call genocide of women and others.

I wrote:

You might need to give specific examples. What specific ideas of modern 
atheist thinkers, that we think of when we think of "atheism" are dangerous 
and might lead to terrible stuff?

E.g. rejection of morality.

That's dismissive and unfair. Sam Harris wrote a brilliant book called "The Moral 
Landscape" that I think is one of the most important books on moral philosophy 
ever written.



What's good about it?

-JM



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: July 1, 2012 at 8:51 AM

On Jul 1, 2012 12:20 AM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 12:59, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 30, 2012 at 9:23 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 9:34, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 30, 2012 at 6:02 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 4:18, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 23, 2012 at 10:31 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

On 24/06/2012, at 4:30, "Elliot Temple" <curi@curi.us> wrote:
On Jun 23, 2012, at 11:07 AM, Rami Rustom wrote:

On Sat, Jun 23, 2012 at 12:30 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:
On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using words 
like "subjective" or "idealism", and then separately say what you 
think subjectivity is and the connection?

Meaning that preferences of taste is dependent on the person that is
doing the tasting.

It depending on which person is doing the tasting is what *contextual* 
means, not subjective. (Admittedly the word "subjective" is ambiguous 
and confused, and people sometimes use it to mean contextual. But 
*at the same time*, they think it's an opposite of "objective", even 
though contextual and objective are compatible.)



The discussion seemed to move from interesting questions about 
subjectivity to some stuff about preferences. Admittedly there is an 
important connection here, but I just wanted to interject with the idea 
that subjectivity need not be (merely) "bad philosophy". It is if you are 
saying that epistemic subjectivity can reliably provide you with good 
explanations.

Whatever you are experiencing now, you experience as a matter of 
subjectivity. That there is "something that it is like" to be you right now, 
is an objective fact *about your subjectivity*.

So this definition of subjectivity is "something that it is like to be
someone right now". Lets try to define that. A person's preferences,
values, emotions. What else?

Mainly qualia. We know we have them. It is impossible to describe them. I 
think something like this is said in BoI. I'm not being rogue in defining 
subjectivity this way. Broadly speaking (most broadly) subjectivity is just a 
term capturing "the contents of consciousness". It's basically a synonym 
for consciousness. Consciousness is about much more than those 3 things 
you list...important as they are.

That's not bad philosophy...because now I'm using the word 'subjectivity' 
to label a different idea. I'm not wrong to do this, nor the first. Indeed 
neuroscience, religion, etc, commonly uses the word 'subjectivity' in this 
way.

The only things you actually care about are *subjective* states.

How is that different that *psychological states*? And that no two
persons' psychological states are the same, ever.

I think a *subjective* state is a more general term. Dreaming is a 
subjective state that I'd be reluctant to refer to as a psychological one. 
Simply looking outside at the sky is a pretty basic experience that I think is 



better captured by 'subjective' state than 'psychological state' that seems 
to me to be loaded with baggage. Non-human Animals, I think it should be 
uncontroversial to say, have subjective states. It is more controversial to 
say they have psychological ones. That is to say, they have 
consciousness...but possibly not values, emotions or preferences as you 
call them. Perhaps.

Even when you think you are caring about other things, it can only be 
because it is going on in your mind. So you care about your friend? 
Only because it makes you feel a certain way. A subjective way. To feel 
anything at all, is subjective. To think anything at all, is subjective.

Do you care about enjoying your life?

Well isn't 'enjoying' a subjective state? It's something you experience.

It is true that what I experience can not be experienced by someone
else.

That's a hypothesis. You might be right. I'm not sure we can make 
anymore headway on this point though. I've commented before on the 
importance of empathy. True empathy, as some spiritual people describe 
it, precisely is that ability to experience exactly what someone else does.

Thats impossible. No two people have the same knowledge. So what
person A experiences vs what person B experiences can not be the same.
Our experiences are our interpretations of our environment. Our
interpretations are directly affected by our knowledge. So since A's
knowledge is different than B's knowledge, their interpretation of
their environments are different. And in fact, their environments are
different. I explain this point below.

There might be no third-person (that is to say objective) evidence of this. 
But subjectively some people report this. We have no way of knowing if 
they are lying. I don't know what to make of such reports.

Its bullshit. What are they reporting? Person A reports that he is



experiencing the same exact subjective state that person B is
experiencing. And person B says the same about person A. So what? Its
an unexplained assertion. How does person A *know* person B's
experience in order to compare it to his own?

That is precisely the point. It is possible that they could be experiencing the 
same thing...and it's also the case that they can never "know" it. I deliberately 
scare quote that because there is no way of testing their conjecture...and yet 
they could be right.

That doesn't make sense. You said that "subjectively some people
report this," where "this" is that person A is experiencing the same
subjective state as person B. And then you said that A and B can't
possible know that their subjective states are the same. So what do
you think they are reporting?

You say it's bullshit but can you rule out the possibility of there being true 
empathic experiences?

How can they know they are feeling the same thing?

When two people on MDMA (say) report that they can feel the same thing as 
each other...

I just did refute it. And you agreed to my refutation.

can you actually refute that idea other than by your incredulity?

We can't refute by incredulity. We can only refute with explanations.

I might think it's bullshit too. But I have no evidence I can point to that they 
are mistaken.

Lets do a thought experiment. A long-time married couple do MDMA
together. Each says that they feel what the other is feeling. Wait. I



don't even know how to go further from here. Are they telling each
other what their feeling? And then they say, "Ya, thats what I'm
feeling, holy shit!!!"

Yep. That's it. Good example.

Or what? Explain the process so that I can criticize it.

Indeed I have no evidence whatsoever that they are experiencing *anything 
at all*.

Yes you do. You have objective information that they *do* have
subjective states.

What objective information? I only have their report. They could be a zombie. 
They could be a computer that can pass the Turing test but not have any 
consciousness.

If you know you have a subjective state, then you know other people do
too. At least the non-coma people. Why do you think otherwise?

And so we are returned once more to the problem of subjectivity.

What problem? Please define it so that we can begin to solve it.

What is consciousness? What are qualia? How can we know that everyone else 
is not just a zombie?

If you're not sure what a zombie is, in this context:
http://en.wikipedia.org/wiki/Philosophical_zombie

If you interact with someone, and that someone reacts to your actions,
then he is conscious, i.e. he is aware of you existing and acting in

http://en.wikipedia.org/wiki/Philosophical_zombie


his environment.

The problem is how, given all our objective knowledge of the world, to explain 
subjectivity which is where our consciousness arises.

Consciousness emerges from the brain. Are you asking *how* the brain does 
that?

As that post from Sam Harris i suggested you read indicates...there's no greater 
mystery (problem) than this. It's rivalled only by why there is something rather 
than nothing. That subjectivity/consciousness even exists at all is just a brute 
fact we seem to have to accept about reality...without being able to explain.

Yet.

We each are in our own contexts. No two people experience the
same context, ever.

Ok. In general you are correct. It is actually just a restatement of the truism 
that 'no two people are exactly alike' and 'we all live our own lives'. But 
there are little philosophical games to be played here to press this intuition 
a little. Two different 'contexts' might provide identical subjective 
experience.

No. Each person's context includes the knowledge instantiated in their
brains. And since no two people know the same stuff, their contexts
are different. Hence no such thing as id

Yes ok. But that's a conjecture that is difficult to criticise. Just like the 
conjecture that what you say there is wrong. If I and a friend of mine say we 



are both experiencing the exact same emotion because we just feel we know 
we are...we might be mistaken. But we might be correct. Can you describe a 
crucial test that could decide between these two competing theories?

Sure. The test is one of falsification. You each start explaining what
you're feeling. And you look for discrepancies. If you find one, then
the theory is wrong.

But before we get to the point of deciding to test a theory, we first
should have a good explanation of the theory. What is that
explanation? How do two people know that they are experiencing
eachother's subjective states?

Just a feeling.

Is it *gut feelings*? Like the gut
feeling a kid gets when he hears his dad stomping through the hall
towards his room?

Yes.

But our gut feelings are not very accurate. We should treat them as
guesses to be criticized. We shouldn't treat them as fact.

Say a person has a gut feeling that his wife is cheating on him,
because he notices that she is happier than normal when she goes to
work and comes home late now or whatever. Should the husband *trust*
his gut feeling as fact and judge his wife as a cheater and divorce
her? Or should he use his gut feeling as a guess and figure out a way
to criticize it, e.g. talking to his wife about his gut feeling?

And that's a terrible reason to think it is true. But, and this is the key, that's no 
reason to think it *must be false* on principle. People can have bad reasons for 
believing things are true...and still be right!

So according to that reasoning, you think the husband should judge his
wife and divorce her without discussing it. Or do you think that
context is different than the MDMA/couple empathy thing.



We do not know. We don't know what provides subjective experience. 
Something to do with what the brain is doing probably.

Ok. But no two brains have the same instantiated knowledge in them. So
all brains do different stuff.

Yes. But some subjective state (call it "x") might be simulated by different 
hardware and software. The experience of x in brain a is the same as brain b. 
By definition. They both experience state x. Let me make it simpler. State x is 
a feeling you get, eyes closed, no noises, no sights, nothing but being in the 
dark and feeling a certain emotion - like say, happiness. It's a pretty bare 
experience. Now because it is so devoid of stimuli and thought, such a state 
could very well be identical in two people. They both experience state x. 
There's not much to state x. Even if they have different knowledge at the 
moment they are in states that knowledge is irrelevant because they *are not 
thinking*. They're just sitting silently.

I don't think that subjective states can be that simple. If its just
an emotion of happiness to a certain degree, then I guess sure its
easy to replicate. I think there is a lot more going on in our minds
than just stuff like that. For example, when you have an emotion like
happiness, its actually a thought that caused the emotion. What
thought? Well each person has his own unique thoughts based on his
knowledge, which no two people share identically.

If it turns out we're all in a simulation, then you might be wrong. If we're 
living in the Matrix or whatever, the simulation could be rerun with my 
consciousness in your brain. I'd experience your context. I'd actually be 
you...but that's beside the point for now.



Anything you experience, you experience as a matter of subjectivity. 
Your experiences are subjective...and the most important thing about 
you. Maybe the only important thing. After all if we could simulate your 
entire subjectivity in a computer then...everything *else* about you is 
gone except your subjectivity.

There is a difference between the world of the mind and the world 
outside it. No amount of looking at stuff in the world - including brains or 
what people are up to - provides a clue about what is going on in a 
person's mind. We only guess based on what they tell us.

Yes.

We think we know what others experience because they tell us. But we 
are relying upon their fallible reporting of their own subjectivity.

So subjectivity is real, ontologically. It exists. But we only know this 
because we know about our own subjectivity not because we know 
about other people's. We know about our own subjectivity because we 
*are* subjectivity.

Is this knowledge conjectural? Knowledge of our own subjectivity? Yes. 
Is it testable? Seems not - not in any third person way. Extremely hard 
to vary though.

I do see
some objective things about it. Like nobody likes the taste of 
spoiled
food.

this is confusing objectivity with popularity.

it's also false. some people like to eat some spoiled foods.



e.g. some cheeses have mold in them. on purpose.

K.

But the subjective stuff is like how much salinity each of us
likes in our food.

"Subjective" does not mean merely "personal preference".

That's part of the meaning but it also means and implies that you 
can't be wrong about the issue. THere is no objective truth that you 
could deviate from.

So how to divorce the part of the meaning of subjectivity about *there
exist personal preferences*, and the part that *you can't be mistaken
about personal preferences*?

don't divorce them. there's no problem here. we have other good 
concepts to talk about people's preferences with.

Epistemic subjectivity is about how people can be biased or self 
deceived or just plain lying and so some knowledge is less reliable. It's 
subjective. It can also be about preferences. So some people come out 
of a movie and talk about how it was good (they liked it) or not. That's 
subjective. Epistemologically.

Ontological subjectivity is just the term which describes the fact that we 
have an internal world - a mind, experiences, consciousness. We have 
subjectivity.

So ontological subjectivity is a person's preferences, values,
emotions, what else?

No. Like I have said before...qualia. Basically consciousness. I'll should 
probably stick with 'consciousness' as some seem to have less concerns 
with that word...but I think there is still a distinction to be made between 
consciousness and subjectivity. Those things you mention are a small 
subject of your subjectivity. Important, sure - but certainly not all. 



Considered most broadly, subjectivity is the entirety of your experience. 
The contents of your consciousness. You live your life entirely within your 
head. Sure, sometimes you are emotional, sometimes contemplating 
values and preferences...but actually...most of the day, you're not doing 
that at all. You are just a witness to qualia. Indeed, I think Hume was *not* 
wrong when he said "you are your perceptions". That is to say, you do not 
have experiences, you are the experience. When you search for whatever 
'I' refers to, you find it's not there.

What do you mean "its not there"? What problem are you trying to solve?

The problem is "what does this word "I" refer to?" Proposed solutions include: 
a soul, a body, a mind.

There is no soul. The body [or brain] doesn't matter because that is
the physical thing that causes the emergence of the important thing,
which is the mind [or consciousness].

Do you think these are the same thing?

Do you think it's possible to be conscious and without thought?

I guess that is what a certain type of meditation is, as you explained
in a previous discussion.

So does this mean that you are not identical to your thoughts?

I don't know what *identical to your thoughts* means. My thoughts are
distinct from my ideas which are distinct from me.

I am the complete set of my ideas. Ideas are long-lasting. They are
instantiated in my brain indefinitely. Thoughts are temporary things
existing in consciousness only instantaneously.

Subjective reflection reveals there is no soul or indivisible mind. There is no 



"I". There is only perception. There are just experiences, one after another. 
You are cool. Or warm. A thought arises. You watch. You look. But through all 
these experiences one after another each day y never perceive yourself. You 
don't see yourself (though you see a body) or hear yourself (though you hear 
your voice) and so on. There is no "you" lurking behind your eyes.

*You* are your mind. Your mind is a collection of ideas.

Okay. Then does this mean you cease to exist if you have no ideas?

Our ideas are long-term things instantiated in our brains. They only
cease to exist when our brains can't turn on anymore, i.e. become
conscious [like in permanent coma].

That is clearly false. I often have no ideas. Literally. Without thought. But I 
persist. My consciousness exists.

Thoughts are distinct from ideas.

Consciousness means awareness. You can be aware of your environment
and you can do it without thinking.

There is a distinction lurking here beneath all of this that is essential to grasp. 
The distinction is between personal identity and thoughts. A person should not 
be thought of as identical to their thoughts. You can notice this as a matter of 
subjectivity.

You just need to try it.

Quietly - best to be in a quiet place to do this - notice the experience of simply 
existing. Notice your breath.

I did the exercise from a Sam Harris video. It was about paying
attention to the sounds of things around you and to your breathing and
your chest going up and down and stuff like that, instead of



*thinking* about ideas. So its basically paying attention to
perceptions instead of other stuff like ideas within one's mind.

Notice the feelings and perceptions in your body.

Eventually...notice thoughts come and go in your 'mind'. You can actually watch 
the thought...like you can observe an object in space. It arises and you can 
watch it uncritically. It comes, then goes.

The purpose of this eruption of contemplative meditation? Simply to illuminate 
the fact that you are not identical to the thoughts in consciousness.

Who ever thought that we are *identical to thoughts*?

And *that* is a refutation of what you say above. That you are your mind and 
your mind is ideas and so by the law of transitivity you are your ideas.

I think you've equated ideas with thoughts. They aren't the same.

You aren't. And an observation of the contents of your consciousness refutes 
that very theory. You are no more your ideas than you are any of the things you 
observe. You are not your sights or sounds. You are not what you observe. You 
are not what you think.

You are. You exist. But what the heck are you? Consciousness. But what the 
heck *is* that?!

Consciousness is awareness of your environment. Many animal brains
have this attribute.

Human consciousness is that plus an additional component of ideas that
we create to interpret our environment. And when one of those ideas is
in awareness right now, we call that a thought.



You are not your stream of thoughts. Thoughts arise in consciousness then 
pass.

Thoughts are temporary things that represent ideas. Your mind produces
the thoughts from its ideas.

That's circular.

Why circular. Show me the circle. Put it in steps 1, 2, 3, etc.

And is about evasive too.

Evasive? No. I've been thinking this stuff since before finding BoI. I
had nothing to evade from.

What's consciousness? How is it different to thought? I think I explain this 
above. Do you have criticisms of those ideas?

Eastern religion has a handle on this. It has a handle on a lot of nonsense 
too. But it got what it's like, as a matter of subjectivity, to be a person. 
Something monotheist religion properly eviscerated from religion and 
inserted some metaphysical stuff about souls or whatever.

Does a Warcraft AI that talks about enjoying the taste of mead, really 
enjoy the taste of mead? No? Why not? Because we don't think there's 
anything that it's like when some orc graphic in a computer game 
graphic "drinks" a computer graphic of some flagon of ale and burps 
and says "that was good". We don't believe they have an internal life. 
The simulation of all that stuff is just not the same as the real thing.



A real person who takes a drink and says "that was nice" is having an 
experience of a richness and complexity that we know 'exists' in a way 
that the AI has not replicated. There's something that it's like to be a 
person.

At the moment, people have subjectivity while AI do not. In this way 
subjectivity and consciousness are very close.

Does the first part [that there exist personal preferences] need a new
name [so that we define a new idea which is divorced from the
philosophy of subjectivity because subjectivity subsumes other false
ideas]?

it already has names like  "personal preferences", "preferences", and 
"people objectively have preferences which are a type of idea and 
whether a particular person has a particular idea is an objective fact of 
reality".

That 'a particular person has a particular idea is an objective fact of 
reality' is another way of describing what I have been calling 'ontological 
subjectivity'. But I would say it's an aspect of that concept, not the whole 
thing. The capacity to have an experience *of any sort* is the capacity 
to have subjectivity. One kind of experience you can have, is an idea.

Besides ideas, what else can be experiences of ontological subjectivity?

I think we mentioned this point recently too. If you consider qualia a certain 
kind of idea, then there is nothing else. But if you think qualia are a 
different kind of thing to an idea, then qualia as well.

I tend to think there is a distinction to be made between ideas and qualia. 
Qualia are what Hume called 'perceptions' and he made that distinction 
with ideas if I remember rightly. David made the point on FoR list over a 
decade ago about how we can be mistaken about our qualia. I wasn't 
convinced then. I'm. It convinced now. But if I'm right...and you can't be 
mistaken about qualia then they are clearly not ideas because you can be 
mistaken about ideas.



Perceptions *are* ideas. And we can be mistaken about them. Why?
Because our senses are fallible. When we see, we don't see the real
world. We see an interpretation of the real world. That interpretation
is what we call the perception. The sensation is the actual data that
our senses carried to our brains before the interpretation occurred.

You confuse the objective stuff in the world - which we can be mistaken about 
- with the subjective qualia in our minds.

When you look at two stars in the sky at night you may judge one brighter 
than the other. Brightness is measurable. You can be wrong about 
brightness.

But *that you have an experience* of light you cannot be mistaken about. 
Even if it turns out you were never looking at stars at all - but you were 
asleep and dreamed it all (or were in a planetarium) at the time you had the 
experience, the qualia is not something that you did not experience.

You can have perceptions without sensations, which is what you are
saying, right?

This happens during hallucinations.

These are mistaken interpretations of what your body is [or isn't] sensing.

I'm not sure what it means for subjective content, delivered by a drug as a 
hallucination to be 'mistaken'. For example, strange visual phenomena and 
geometric patterns that are produced when eyes are closed after dropping acid 
simply 'are'. They aren't mistaken. What would they be mistaken about?

I mean that your eyes are designed to see reality. So while your eyes
are closed, you should see blackness. If you see anything else, then
that is a mistake that your perception-function is making.

They're like a 'real life' visualiser in iTunes or whatever. Just...in your head 
instead of on a screen. It's not a mistaken interpretation...anymore than the 
iTunes visualiser is.



Now in retrospect you may misremember. But then, your memory is not that 
qualia. The idea that you cannot be mistaken about qualia is tied up with the 
present moment. All we have as a matter of conscious experience is the 
present moment. Can we be mistaken that we are in the present moment?

Memories are part of conscious experience. The evidence is that we can
recall our memories. So I think you're wrong about the present moment
stuff.

You can be wrong about what happened. Your memory is fallible. But can 
someone be wrong about being aware in the present moment that they are?

Are you asking if someone can think they are aware, but not be aware?
How about dreaming? In a dream, you think you are living out your life
while conscious, but you aren't conscious.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Non-falsification way of testing theories
Date: July 1, 2012 at 9:37 AM

On 01/07/2012, at 21:52, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 30, 2012 11:48 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 12:14, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 25, 2012 7:32 AM, "Rami Rustom" <rombomb@gmail.com> wrote:
On Sun, Jun 24, 2012 at 10:48 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

What's an example of exploratory research?

The Keplar Space Telescope is in orbit around the Sun, trailing the Earth, 
pointed at the same patch of sky, monitoring the same stars searching for 
extra-solar planets. Specifically it is searching for Earth-like planets in 
habitable zones around their host stars. That it has been very successful is 
both unsurprising *and* exciting (which is a strange combination).

How can we understand its purpose given a Popperian view of knowledge 
creation?

It seems to be clearly participating in the scientific process of making 
progress...and yet...by what means?

Is it searching for problems or solutions, both, or neither? Is it an 
experimental test of current theories? Are all searches like this tests of 
current theory? In which case does that make it primarily a device for 
searching for new, better problems?

Our theories of planet formation already predict that we should find planets 
around other stars. So the fact it has found planets - including Earth-like 
ones - constitutes a test of that theory of planet formation.

But is this really the *purpose* of the Keplar mission? To test theories?

How does this sort of data gathering fit into the Popperian view? It seems 
to not be aimed at testing current theories (or is it?) nor producing creative 
explanations for new phenomena. The purpose is to just look for new 
planets in a very open-ended way.



I'm consused by the testing theories idea. I thought we design tests
in a way that would falsify the theory, not corroborate it. Looking
for planets seems to look for corroboration.

Well crucial tests (experiments) decide between rival theories. Every 
observation is a test of some theory, isn't it? That's the role of observation.

I will just comment on what I have written above with a direct quote from BoI - 
page 16 of hardback...

"The essence of experimental testing is that there are at least two apparently 
viable theories known about the issue in question, making conflicting predictions 
that can be distinguished by the experiment."

My statement above was simply saying this in different words. Maybe you are 
confused about the fact that an observation *is* an experiment. If you make an 
observation you are doing an experiment. Sometimes we sharpen this up with a 
term like "experimental observation" but really all experiments necessarily involve 
observations and so the words become synonymous.

Every time you observe the kettle boil you test the theory that you actually 
switched the thing on. And that electricity can make elements hot. And hot 
elements can impart heat to water.

No. That is the mark of induction. We don't *prove* theories true by
corroboration. They don't get more *probably* true with each positive
observation.

No, you seem to be confused about either something in epistemology or - id 
rather be more generous and say you are simply confused about what I intended 
my words to mean in what I have written (which seems most likely). Induction- 
you and i both seem to be aware - is the the false/imaginary process by which the 
role of observation is supposed to be to generate theories. The idea is that you 
make observations and then generalise the observations into a theory. This I 
think you know. I know this because of other posts you have written and the fact 
you support the ideas promoted by BoI.



I am, of course,not saying that (that the role of observation is to prove theories 
true or justify them in any way) and thought that was quite clear given I 
mentioned the word 'test' twice and did not mention corroboration...and don't 
actually see how you get that from (quoting myself) "Every observation is a test of 
some theory". Aside from repeating myself I don't know how from a reasonably 
succinct statement of falsificationism you somehow read verificationism. But there 
you go...I like surprises.

The role of observation is to decide between rival theories. We agree. That's what 
I said.

I am also not sure why you have now twice mentioned corroboration or why you 
even brought the word up when I have never mentioned it. Or verification. Or 
more probable. Or any synonym of the sort.

I am not sure how or why Popperians sometimes seem to want to disagree with 
one another when there are better ideas and people to disagree with. Like 
religious fundamentalists, relativists, communists and racists.

Alan posted recently about reading carefully. I commend that post to you. ;) 
okay...that was cheeky. I think levity is good on this list sometimes. Don't you?

Popper explained that tests must be of the falsification type. Meaning
that the test gives a negative result or no result. A test can not
make a theory more truer.

I agree. Why, after all these years of defending Popper's epistemology would I 
suddenly be confused about the most basic of points? Here is a post of mine from 
a decade ago on the FoR list about this very topic.

http://dir.groups.yahoo.com/group/Fabric-of-Reality/message/4091

Usually my posts are quite long. That's problematic because I think the more one 
writes then of course the more chance for misunderstanding. But your 
misunderstanding of me here and now reminds me of an equally important 
lesson. One's personal assessment of their own clarity and brevity is no 
guarantee whatever that one won't still be misunderstood entirely. One can type 
that 'the sky is blue in Sydney today' and through another human filter might still 
be interpreted as a statement about the taste of dirt in London.

http://dir.groups.yahoo.com/group/Fabric-of-Reality/message/4091


. A test can only make a theory false. But
this is still not *proving* it false, because the test itself has
mini-theories within it, and those are fallible and thus
criticizeable.

Yes. That's right. For more on this read about the Duhem-Quine thesis if you 
have never heard of it and which some people get hung up on, but should not. It 
is something of which Popper was well aware and in my view, solved.

To be clear...I don't think the Duhem-Quine thesis poses any great challenge to 
Popper's epistemology. But it is useful to know about if you are interested in 
talking to people who aren't Popperians but do know about philosophy.

Again, I am a Popperian.

And this has been an enjoyable practical field trip into the epistemology of 
misunderstanding.

So a telescope pointed at the sky looking for extra solar planets will test the 
theory that no such planets exist. It's also going to test lots of related theories 
about things like planet formation, celestial mechanics (orbital stability) and 
other things.

But, if the theory is: "Other stars [besides ours] have planets."
Seems obvious. I don't think that our star could be so special where
its the only one with planets. Surely the conditions for planet
formation exists somewhere else. Maybe the theory is more complex,
like: "A lot of stars have planets," or "Most stars have planets," or
"All stars fitting A, B, C conditions have planets." So then how do we
test this theory? We look for planets orbiting stars with A, B, C
conditions. If we find them, then that proves the theory. Right?

I said proves, but we can't prove. Oh ya our method of identifying
planets is fallible. So the identification of a planet could be
mistaken.



So does looking for planets [which is not falsification] count as
testing a theory?

Thanks for all this response but it doesn't really answer what I was getting at. 
My question is: how does an open-ended search like this fit into epistemology 
more broadly? If we boil down the search for knowledge as a problem solving 
exercise where we make conjectures and criticise them, then where does a 
mission like Keplar fit into this picture?

If the problem was testing the theory of extra solar planet existence, then this 
problem has been solved. Indeed it was solved before Keplar was launched.

I guess the problem actually is: we know extra solar planets are there. We just 
are not sure *where* and around which stars they are.

I think it's that simple.

Its like the socratic method. A negative process of hypothesis elimination.

Once that question is answered then new and better problems will arise.

Which of those planets have life? Do any have a hint of intelligent life? Maybe 
markers like artificial light at night or something?

Hypothesis: "There exists more Earth-like planet in our galaxy."

Experiment: "Look for Earth-like planets near each star in our
galaxy." If we find none, then we've falsified the theory.

Probably not. All statements of the form "x exists" are not falsifiable. In your 
example we would have to exhaustively search every star in the galaxy and we 
don't even know where all the stars are. So that's not a reasonable thing to do. 
So this cannot be the explicit purpose of Keplar's mission.

I think it is falsifiable. It requires looking at *all* stars in our
galaxy. Which we will eventually do. What would stop us from doing it?



Yes, eventually, I suppose given enough technology and progress fast enough. I 
read beginning of infinity too. But I am thinking of the more immediate future and 
whether in reality such falsification is possible.

Any statement of the form "x exists" is not falsifiable.

Here is a post from David Deutsch from 2001 that says precisely that. 
Emphatically.

http://dir.groups.yahoo.com/group/Fabric-of-Reality/message/560

Now with your stars in the galaxy example you do have an 'out' I suppose 
because you could do an exhaustive search in principle.

Problem is you might not have the time in practise. To be clear: you do not have 
infinite time. The stars will all die out and the galaxy (according to current 
theories) will break apart under dark energy expansion. So it might still be 
unfalsifiable because of both philosophical and scientific reasons.

Brett.

http://dir.groups.yahoo.com/group/Fabric-of-Reality/message/560


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Atheism (was: Government)
Date: July 1, 2012 at 10:29 AM

On Jul 1, 2:01 am, Elliot Temple <c...@curi.us> wrote:

Most moral knowledge that exists in the world today is connected with religion.

Anti-religious people often reject that knowledge.

Sometimes they try to rescue some popular conclusions like altruism but still 
end up messing morality up. Existing moral is very difficult to make large 
edits/changes to and keep it functional.

-- Elliot Templehttp://fallibleideas.com/

From The Better Angels of Our Nature (e-book version, page 37) by
Pinker

"If you think that by reviewing the literal content of the Hebrew
Bible I am trying to impugn the billions of people who revere it
today, then you are missing the point. The overwhelming majority of
observant Jews and Christians are, needless to say, thoroughly decent
people who do not sanction genocide, rape, slavery, or stoning people
for frivolous infractions. Their reverence for the Bible is purely
talismanic. In recent millennia and centuries the Bible has been spin-
doctored, allegorized, superseded by less violent texts (the Talmud
among Jews and the New Testament among Christians), or discreetly
ignored. And that is the point. Sensibilities toward violence have
changed so much that religious people today compartmentalize their
attitude toward the Bible. They pay it lip service as a symbol of
morality, while getting their actual morality from more modern
principles."

Pinker is of course, not the first to make this point. The highly
moral attitudes of most people today (religious and atheistic), as
evidenced by the worldwide decrease in violence, the rights
revolutions, and the rejection of formerly common practices such as
torture and witch burning, don't come from religious texts*. They come
from somewhere else. Pinker (and, I believe, Deutsch) argue that they

http://fallibleideas.com/


come to a great degree from The Enlightenment. Why don't the leading
religious figures of today condone witch burning? It isn't because of
religious teaching. It's because of the tradition of The
Enlightenment.

*By the way, in the next section Pinker discusses some of the violent
imagery of the New Testament.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Non-falsification way of testing theories
Date: July 1, 2012 at 11:52 AM

On Sun, Jul 1, 2012 at 8:37 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 21:52, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 30, 2012 11:48 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 12:14, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 25, 2012 7:32 AM, "Rami Rustom" <rombomb@gmail.com> wrote:
On Sun, Jun 24, 2012 at 10:48 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

What's an example of exploratory research?

The Keplar Space Telescope is in orbit around the Sun, trailing the Earth, 
pointed at the same patch of sky, monitoring the same stars searching for 
extra-solar planets. Specifically it is searching for Earth-like planets in 
habitable zones around their host stars. That it has been very successful 
is both unsurprising *and* exciting (which is a strange combination).

How can we understand its purpose given a Popperian view of 
knowledge creation?

It seems to be clearly participating in the scientific process of making 
progress...and yet...by what means?

Is it searching for problems or solutions, both, or neither? Is it an 
experimental test of current theories? Are all searches like this tests of 
current theory? In which case does that make it primarily a device for 
searching for new, better problems?

Our theories of planet formation already predict that we should find 
planets around other stars. So the fact it has found planets - including 
Earth-like ones - constitutes a test of that theory of planet formation.

But is this really the *purpose* of the Keplar mission? To test theories?

How does this sort of data gathering fit into the Popperian view? It seems 
to not be aimed at testing current theories (or is it?) nor producing 
creative explanations for new phenomena. The purpose is to just look for 
new planets in a very open-ended way.



I'm consused by the testing theories idea. I thought we design tests
in a way that would falsify the theory, not corroborate it. Looking
for planets seems to look for corroboration.

Well crucial tests (experiments) decide between rival theories. Every 
observation is a test of some theory, isn't it? That's the role of observation.

I will just comment on what I have written above with a direct quote from BoI - 
page 16 of hardback...

"The essence of experimental testing is that there are at least two apparently 
viable theories known about the issue in question, making conflicting predictions 
that can be distinguished by the experiment."

Ah that just clicked. We have two rival theories. And we design an
experiment whose results would show one to be false, thus revealing
the mistake in that theory, thus making the other theory the current
conjectural knowledge.

My statement above was simply saying this in different words. Maybe you are 
confused about the fact that an observation *is* an experiment. If you make an 
observation you are doing an experiment. Sometimes we sharpen this up with a 
term like "experimental observation" but really all experiments necessarily 
involve observations and so the words become synonymous.

Every time you observe the kettle boil you test the theory that you actually 
switched the thing on.

That makes sense.

And that electricity can make elements hot. And hot elements can impart heat to 
water.

No. That is the mark of induction. We don't *prove* theories true by
corroboration. They don't get more *probably* true with each positive



observation.

No, you seem to be confused about either something in epistemology or - id 
rather be more generous and say you are simply confused about what I 
intended my words to mean in what I have written (which seems most likely).

Or it could be both.

Induction- you and i both seem to be aware - is the the false/imaginary process 
by which the role of observation is supposed to be to generate theories. The 
idea is that you make observations and then generalise the observations into a 
theory. This I think you know. I know this because of other posts you have 
written and the fact you support the ideas promoted by BoI.

I am, of course,not saying that (that the role of observation is to prove theories 
true or justify them in any way) and thought that was quite clear given I 
mentioned the word 'test' twice and did not mention corroboration...and don't 
actually see how you get that from (quoting myself) "Every observation is a test 
of some theory". Aside from repeating myself I don't know how from a 
reasonably succinct statement of falsificationism you somehow read 
verificationism. But there you go...I like surprises.

The BoI quote you provided, and the example you gave, cleared it up
for me. I'm still working out the idea of experimental testing and how
they should be designed to falsify theories rather than corroborate
them.

The role of observation is to decide between rival theories. We agree. That's 
what I said.

I am also not sure why you have now twice mentioned corroboration or why you 
even brought the word up when I have never mentioned it. Or verification. Or 
more probable. Or any synonym of the sort.

Ideas matter, not words. So a collection of words, could mean idea X,
even though the word for idea X wasn't used in the explanation.



I am not sure how or why Popperians sometimes seem to want to disagree with 
one another when there are better ideas and people to disagree with.

I don't *want* to disagree. I do *want* to point out conflicts between
my ideas and other people's ideas. This is a way to learn. I am
truth-seeking. This process will either reveal to me that my idea was
completely mistaken or reveal to you that your idea was completely
mistaken or we'll both realize that both our ideas were partly
mistaken, in which case we've created a new idea, i.e. we've reached
the same conclusion.

I do this with almost every conflict of ideas. They are all interesting to me.

Like religious fundamentalists, relativists, communists and racists.

I wouldn't entertain discussions with those people. They are so
irrational that it would be boring. I've tried it. Not fun. These
lists are fun.

Alan posted recently about reading carefully. I commend that post to you. ;) 
okay...that was cheeky. I think levity is good on this list sometimes. Don't you?

I try hard. But of course mistake are inevitable.

I guess cheeky means funny or something. And levity too. I don't know
them. Ya reading comprehension is difficult because we don't know the
same ideas and words.

Popper explained that tests must be of the falsification type. Meaning
that the test gives a negative result or no result. A test can not
make a theory more truer.

I agree. Why, after all these years of defending Popper's epistemology would I 



suddenly be confused about the most basic of points? Here is a post of mine 
from a decade ago on the FoR list about this very topic.

http://dir.groups.yahoo.com/group/Fabric-of-Reality/message/4091

I was posting that stuff for my benefit, not yours. I want people to
find mistakes in my thinking. I've posted about this idea maybe 4
times across all the lists over the past week or so. I'm going to keep
doing it until I "feel" sure about it. This time, I did it because I
noticed a conflict between our ideas.

Usually my posts are quite long. That's problematic because I think the more 
one writes then of course the more chance for misunderstanding.

Yes.

But your misunderstanding of me here and now reminds me of an equally 
important lesson. One's personal assessment of their own clarity and brevity is 
no guarantee whatever that one won't still be misunderstood entirely.

Yes.

One can type that 'the sky is blue in Sydney today' and through another human 
filter might still be interpreted as a statement about the taste of dirt in London.

. A test can only make a theory false. But
this is still not *proving* it false, because the test itself has
mini-theories within it, and those are fallible and thus
criticizeable.

Yes. That's right. For more on this read about the Duhem-Quine thesis if you 
have never heard of it and which some people get hung up on, but should not. It 
is something of which Popper was well aware and in my view, solved.

To be clear...I don't think the Duhem-Quine thesis poses any great challenge to 
Popper's epistemology. But it is useful to know about if you are interested in 

http://dir.groups.yahoo.com/group/Fabric-of-Reality/message/4091


talking to people who aren't Popperians but do know about philosophy.

Again, I am a Popperian.

And this has been an enjoyable practical field trip into the epistemology of 
misunderstanding.

So a telescope pointed at the sky looking for extra solar planets will test the 
theory that no such planets exist. It's also going to test lots of related theories 
about things like planet formation, celestial mechanics (orbital stability) and 
other things.

But, if the theory is: "Other stars [besides ours] have planets."
Seems obvious. I don't think that our star could be so special where
its the only one with planets. Surely the conditions for planet
formation exists somewhere else. Maybe the theory is more complex,
like: "A lot of stars have planets," or "Most stars have planets," or
"All stars fitting A, B, C conditions have planets." So then how do we
test this theory? We look for planets orbiting stars with A, B, C
conditions. If we find them, then that proves the theory. Right?

I said proves, but we can't prove. Oh ya our method of identifying
planets is fallible. So the identification of a planet could be
mistaken.

So does looking for planets [which is not falsification] count as
testing a theory?

Thanks for all this response but it doesn't really answer what I was getting at. 
My question is: how does an open-ended search like this fit into epistemology 
more broadly? If we boil down the search for knowledge as a problem solving 
exercise where we make conjectures and criticise them, then where does a 
mission like Keplar fit into this picture?

If the problem was testing the theory of extra solar planet existence, then this 
problem has been solved. Indeed it was solved before Keplar was launched.



I guess the problem actually is: we know extra solar planets are there. We 
just are not sure *where* and around which stars they are.

I think it's that simple.

Its like the socratic method. A negative process of hypothesis elimination.

Once that question is answered then new and better problems will arise.

Which of those planets have life? Do any have a hint of intelligent life? Maybe 
markers like artificial light at night or something?

Hypothesis: "There exists more Earth-like planet in our galaxy."

Experiment: "Look for Earth-like planets near each star in our
galaxy." If we find none, then we've falsified the theory.

Probably not. All statements of the form "x exists" are not falsifiable. In your 
example we would have to exhaustively search every star in the galaxy and 
we don't even know where all the stars are. So that's not a reasonable thing 
to do. So this cannot be the explicit purpose of Keplar's mission.

I think it is falsifiable. It requires looking at *all* stars in our
galaxy. Which we will eventually do. What would stop us from doing it?

Yes, eventually, I suppose given enough technology and progress fast enough. I 
read beginning of infinity too. But I am thinking of the more immediate future and 
whether in reality such falsification is possible.

Any statement of the form "x exists" is not falsifiable.

Here is a post from David Deutsch from 2001 that says precisely that. 
Emphatically.

http://dir.groups.yahoo.com/group/Fabric-of-Reality/message/560

http://dir.groups.yahoo.com/group/Fabric-of-Reality/message/560


Ok. I read that but I don't see the explanation. Why that true?

Now with your stars in the galaxy example you do have an 'out' I suppose 
because you could do an exhaustive search in principle.

I don't think time is relevant to DD's idea that "EVERY proposition of
the form 'X exists' is untestable."

Problem is you might not have the time in practise. To be clear: you do not have 
infinite time. The stars will all die out and the galaxy (according to current 
theories) will break apart under dark energy expansion. So it might still be 
unfalsifiable because of both philosophical and scientific reasons.

Hmm. If not have infinite time was a factor in this, then its also a
factor in some other explanations that I've heard. And in those
explanations, not having infinite time wasn't a factor. It was a long
time ago and its not very clear in my mind.

Like *all problems are soluble*. What if the problem required an
infinite amount of time to solve it? I guess no problems require an
infinite amount of time to be solved. So I think that *not having an
infinite amount of time* can't falsify the theory that *all problems
are soluble*. Now I'm more confused. Heh now I have a new idea to work
on.

-- Rami



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Non-falsification way of testing theories
Date: July 1, 2012 at 12:32 PM

On Jul 1, 12:48 am, Brett Hall <brhal...@hotmail.com> wrote:

If the problem was testing the theory of extra solar planet existence, then this 
problem has been solved. Indeed it was solved before Keplar was launched.

I guess the problem actually is: we know extra solar planets are there. We just 
are not sure *where* and around which stars they are.

I think it's that simple.

Once that question is answered then new and better problems will arise.

Which of those planets have life? Do any have a hint of intelligent life? Maybe 
markers like artificial light at night or something?

Keplar's mission is to detect extra solar planets using established techniques. It 
has found them already and it will be a surprise only if it finds no more. It wants 
to know which stars have planets that are detectable by the means Keplar uses.

But...this open ended kind of investigation is, as far as science more broadly is 
concerned, is probably going to falsify other theories we have about planet 
formation. Things like where rocky planets can form and whether binary star 
systems can have planets in stable orbits. It's going to raise new, more 
interesting problems. And so that's the role of these kind of experiments. To 
reveal new, better, more interesting problems.

Brett.

Brett, this is a very interesting topic. As a big fan of the Kepler
mission, I'm not sure I'm looking for Popperian falsification from it.
Maybe I'm wrong and I'm just not seeing it. For me, though, I think my
motivation is that I just want to know what's out there. It's similar
to what Feynman once said:

People say to me, "Are you looking for the ultimate laws of physics?"
No, I'm not... If it turns out there is a simple ultimate law which



explains everything, so be it — that would be very nice to discover.
If it turns out it's like an onion with millions of layers... then
that's the way it is. But either way there's Nature and she's going to
come out the way She is. So therefore when we go to investigate we
shouldn't predecide what it is we're looking for only to find out more
about it. Now you ask: "Why do you try to find out more about it?" If
you began your investigation to get an answer to some deep
philosophical question, you may be wrong. It may be that you can't get
an answer to that particular question just by finding out more about
the character of Nature. But that's not my interest in science; my
interest in science is to simply find out about the world and the more
I find out the better it is, I like to find out...

Does this mean that Feynman had bad ideas? Is a mission like Kepler,
or some other purely exploratory mission (let's go into the Europa
ocean and see what's there!) somehow unscientific? I honestly don't
know, but I hope there's room in science for this sort of curiosity.

Steve



From: Elliot Temple <curi@curi.us>
Cc: FoR <Fabric-of-Reality@yahoogroups.com>
Subject: [BoI] Burning Witches (was: Atheism)
Date: July 1, 2012 at 4:44 PM

On Jul 1, 2012, at 7:29 AM, steve whitt wrote:

On Jul 1, 2:01 am, Elliot Temple <c...@curi.us> wrote:

Most moral knowledge that exists in the world today is connected with religion.

Anti-religious people often reject that knowledge.

Sometimes they try to rescue some popular conclusions like altruism but still 
end up messing morality up. Existing moral is very difficult to make large 
edits/changes to and keep it functional.

-- Elliot Templehttp://fallibleideas.com/

From The Better Angels of Our Nature (e-book version, page 37) by
Pinker

"If you think that by reviewing the literal content of the Hebrew
Bible I am trying to impugn the billions of people who revere it
today, then you are missing the point. The overwhelming majority of
observant Jews and Christians are, needless to say, thoroughly decent
people who do not sanction genocide, rape, slavery, or stoning people
for frivolous infractions. Their reverence for the Bible is purely
talismanic. In recent millennia and centuries the Bible has been spin-
doctored, allegorized, superseded by less violent texts (the Talmud
among Jews and the New Testament among Christians), or discreetly
ignored. And that is the point. Sensibilities toward violence have
changed so much that religious people today compartmentalize their
attitude toward the Bible. They pay it lip service as a symbol of
morality, while getting their actual morality from more modern
principles."

Pinker is of course, not the first to make this point. The highly

http://fallibleideas.com/


moral attitudes of most people today (religious and atheistic), as
evidenced by the worldwide decrease in violence, the rights
revolutions, and the rejection of formerly common practices such as
torture and witch burning, don't come from religious texts*. They come
from somewhere else. Pinker (and, I believe, Deutsch) argue that they
come to a great degree from The Enlightenment. Why don't the leading
religious figures of today condone witch burning? It isn't because of
religious teaching. It's because of the tradition of The
Enlightenment.

*By the way, in the next section Pinker discusses some of the violent
imagery of the New Testament.

OK, let's step back and talk about this broadly.

Religion is down over time.

Witch burning is down too. Correlation!

War is down too. Correlation!

War is genuinely down, violence is genuinely down, I agree with that, but I don't 
see that the decline of religion is the cause.

Witch burnings are down when considered narrowly. But their replacements are 
alive and well, and have persisted and flourished among lower-religion modern 
society. Instead of burning deviants, now we do more subtle things mutilate their 
minds. Some approaches are barely more subtle, like lobotomy, which has had 
recent popularity through no fault of religion. And lobotomies continue today (but 
chemical lobotomy is now more popular because it's a more subtle way to control 
deviants). They are one of the modern forms of witch burning.

People look at the past and see barbaric practices. They look at the near-past 
and have mixed views. They look at the present and don't think it's barbaric.

If you accept this point -- that immense cruelty, intolerance and immorality has 
continued past the decline of religion -- then you'll have reason to be skeptical 
that religion caused these things in the past and ending religion is the solution.



Yes, Christianity had an Inquisition. But:

http://www.amazon.com/Manufacture-Madness-Comparative-Inquisition-
Movement/dp/071007221X

Manufacture of Madness: Comparative Study of the Inquisition and the Mental 
Health Movement

by Thomas Szasz

Recently and today we have extraordinary awful things and plenty of people think 
they are great. There is plenty of agreement that barbaric practices are great 
between many atheists and Christians.

Superstition or divine authority is no longer considered a good reason to coerce 
someone. Instead, one must appeal to other authorities, especially science or 
medicine. Persecute and coerce deviants, just make sure to give the modern sort 
of excuses. Is that the huge moral progress to be credited to the decline of 
religion? Is scientism progress? Is a change in which authorities are use to justify 
cruelty what's reducing war? I don't think so.

Who should rule isn't so important. Whether it's religious authority or pseudo-
scientific authority, those are both bad. Swapping one bad ruler for another is not 
the source of progress.

People today give different justifications now for different actions that serve the 
same old purposes. What this really demonstrates is that religion wasn't integral 
to problems like burning witches.

-- Elliot Temple
http://elliottemple.com/

http://www.amazon.com/Manufacture-Madness-Comparative-Inquisition-Movement/dp/071007221X
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Non-falsification way of testing theories
Date: July 1, 2012 at 4:51 PM

On Jul 1, 2012, at 9:32 AM, steve whitt wrote:

On Jul 1, 12:48 am, Brett Hall <brhal...@hotmail.com> wrote:

If the problem was testing the theory of extra solar planet existence, then this 
problem has been solved. Indeed it was solved before Keplar was launched.

I guess the problem actually is: we know extra solar planets are there. We just 
are not sure *where* and around which stars they are.

I think it's that simple.

Once that question is answered then new and better problems will arise.

Which of those planets have life? Do any have a hint of intelligent life? Maybe 
markers like artificial light at night or something?

Keplar's mission is to detect extra solar planets using established techniques. 
It has found them already and it will be a surprise only if it finds no more. It 
wants to know which stars have planets that are detectable by the means 
Keplar uses.

But...this open ended kind of investigation is, as far as science more broadly is 
concerned, is probably going to falsify other theories we have about planet 
formation. Things like where rocky planets can form and whether binary star 
systems can have planets in stable orbits. It's going to raise new, more 
interesting problems. And so that's the role of these kind of experiments. To 
reveal new, better, more interesting problems.

Brett.

Brett, this is a very interesting topic. As a big fan of the Kepler
mission, I'm not sure I'm looking for Popperian falsification from it.
Maybe I'm wrong and I'm just not seeing it. For me, though, I think my



motivation is that I just want to know what's out there.

When you get some mission data, how will you use it to know what is out there?

To learn what is out there, as with anything, you will have to do guesses and 
criticism, aka conjecture and refutation (falsification).

You will use the data/evidence to refute, as evidence is always used in thinking.

It's similar
to what Feynman once said:

People say to me, "Are you looking for the ultimate laws of physics?"
No, I'm not... If it turns out there is a simple ultimate law which
explains everything, so be it — that would be very nice to discover.
If it turns out it's like an onion with millions of layers... then
that's the way it is. But either way there's Nature and she's going to
come out the way She is. So therefore when we go to investigate we
shouldn't predecide what it is we're looking for only to find out more
about it. Now you ask: "Why do you try to find out more about it?" If
you began your investigation to get an answer to some deep
philosophical question, you may be wrong. It may be that you can't get
an answer to that particular question just by finding out more about
the character of Nature. But that's not my interest in science; my
interest in science is to simply find out about the world and the more
I find out the better it is, I like to find out...

Does this mean that Feynman had bad ideas? Is a mission like Kepler,
or some other purely exploratory mission (let's go into the Europa
ocean and see what's there!) somehow unscientific? I honestly don't
know, but I hope there's room in science for this sort of curiosity.

What does purely exploratory mean?

There are conflicts and problems which it's addressing. Or we wouldn't do it.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Non-falsification way of testing theories
Date: July 1, 2012 at 5:01 PM

I think that 'falsification' is a useful concept when there are two (or any number, 
but we very rarely have more than two) *good explanations* being tested against 
each other.

When we're doing something like searching for new planets, what's happening is 
more that we have only one explanatory theory, but it has many undetermined 
parameters. When we determine those parameters more accurately by 
experiment, you could say that we are 'falsifying' a bunch of theories (those that 
set the parameters at values we have now ruled out), but the difference between 
those theories is basically one of prediction only. Nevertheless, we are making 
our only explanation harder to vary by fixing its parameters, which will stand us in 
good stead when it is later used as background knowledge, or else comes into 
conflict with some new explanation.

-- David Deutsch



From: Rami Rustom <rombomb@gmail.com>
Subject: Falsification connected to Criticism (was: [BoI] Non-falsification way of 
testing theories)
Date: July 1, 2012 at 5:33 PM

On Sun, Jul 1, 2012 at 4:01 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

I think that 'falsification' is a useful concept when there are two (or any number, 
but we very rarely have more than two) *good explanations* being tested 
against each other.

When we're doing something like searching for new planets, what's happening 
is more that we have only one explanatory theory, but it has many undetermined 
parameters. When we determine those parameters more accurately by 
experiment, you could say that we are 'falsifying' a bunch of theories (those that 
set the parameters at values we have now ruled out), but the difference 
between those theories is basically one of prediction only. Nevertheless, we are 
making our only explanation harder to vary by fixing its parameters, which will 
stand us in good stead when it is later used as background knowledge, or else 
comes into conflict with some new explanation.

Ok.

Falsification is a special case of criticism, as in C&R.

So if falsification makes sense in testing two good theories against
each other, then criticism in general makes sense in testing two good
ideas against each other. Or does that not follow?

I think it follows because the attributes X, Y, X of an idea A
necessarily hold true for its wider idea B that subsumes it. Meaning
that idea B has attributes X, Y, Z and others. Here A is falsification
in science and B is criticism in epistemology.

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: Falsification connected to Criticism (was: [BoI] Non-falsification way 
of testing theories)
Date: July 1, 2012 at 5:46 PM

On 1 Jul 2012, at 10:33pm, Rami Rustom wrote:

On Sun, Jul 1, 2012 at 4:01 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

I think that 'falsification' is a useful concept when there are two (or any number, 
but we very rarely have more than two) *good explanations* being tested 
against each other.

When we're doing something like searching for new planets, what's happening 
is more that we have only one explanatory theory, but it has many 
undetermined parameters. When we determine those parameters more 
accurately by experiment, you could say that we are 'falsifying' a bunch of 
theories (those that set the parameters at values we have now ruled out), but 
the difference between those theories is basically one of prediction only. 
Nevertheless, we are making our only explanation harder to vary by fixing its 
parameters, which will stand us in good stead when it is later used as 
background knowledge, or else comes into conflict with some new explanation.

Ok.

Falsification is a special case of criticism, as in C&R.

So if falsification makes sense in testing two good theories against
each other, then criticism in general makes sense in testing two good
ideas against each other.

Yes. Though I think philosophical theories are (as yet) rarely if ever expressed so 
precisely that we can say that one of them has 'undetermined parameters' in an 
otherwise good explanation.

-- David Deutsch



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Government
Date: July 1, 2012 at 7:10 PM

On 01/07/2012, at 21:58, "Justin Mallone" <justinceo@gmail.com> wrote:

On Jun 30, 2012, at 8:04 PM, Brett Hall wrote:

On 01/07/2012, at 12:13, "Elliot Temple" <curi@curi.us> wrote:

I wrote:

Atheism has not caused genocide.

Deviance from traditional religious morality has caused genocide.

I don't want to play word games.

Then there is an essential distinction to be made here between "atheism" as 
most people understand it and what you are now calling "deviance from 
traditional religious morality".

Why do you use the word atheism? I'm no more clear on this after reading your 
response as closely as I could.

I'm still unconvinced. The traditional religious morality of the inquisition caused 
terrible suffering which we could call genocide of women and others.

I wrote:

You might need to give specific examples. What specific ideas of modern 
atheist thinkers, that we think of when we think of "atheism" are dangerous 
and might lead to terrible stuff?

E.g. rejection of morality.

That's dismissive and unfair. Sam Harris wrote a brilliant book called "The 



Moral Landscape" that I think is one of the most important books on moral 
philosophy ever written.

What's good about it?

It is essentially a defence of objective morality. Sam sees that the problem as it is 
today is that the only people who are really committed to objective morality are 
religious fundamentalists...and that's dangerous.

On the other hand other intellectuals are generally relativists when it comes to 
ethics.

So there is a real problem there. Those who should be able to criticise the 
craziest religious stuff - like moral 'rules' which include stuff like stoning adulterers 
or throwing acid in the faces of little girls for learning to read - don't seem willing 
to deploy rationality here because they believe in "tolerance" and think that 
everyone is entitled to make up their own morality.

So that's the motivation. Religious people believe in objective morality. But they 
are wrong about the actual morality, even if they are right about objectivity.

Non religious people believe in morality and often get the ethics right, but don't 
believe in objectivity.

Sam provides a brilliant third way and shows that science as well as philosophy is 
a very important tool to bring to bear. He essentially argues that "well being" in 
morality is analogous to "human health" in medicine. Both are hard to define, but 
there are objective *scientific* facts of the matter to be know. Whatever morality 
is, it goes on in the mind and the mind depends lawfully on states of the brain.

And that's unfair to the almost 300 pages he writes, but that's the gist of it.

I should say Sam also defends the criticism that "objectivism" already exists. 
Personally I didn't find that troubling and despite some exchanges I had on here 
about "The moral landscape" I still find it meshes well with the themes of BoI. The 
idea that Sam Harris believes moral well being like human health is susceptible to 
making infinite progress is one such common theme.

If you're interested in any of that, Sam's TED talk on the topic is probably the best 



place to start before you buy the book.

Brett.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Government
Date: July 1, 2012 at 7:37 PM

On 2 Jul 2012, at 12:10am, Brett Hall wrote:

"well being" in morality is analogous to "human health" in medicine. Both are 
hard to define, but there are objective *scientific* facts of the matter to be know.

Human health *in medicine* is not very difficult to define, right up to the level of 
very small differences in attributes, because the criteria are exactly the same as 
for zebra health in veterinary medicine: limbs and organs intact, no parasites or 
disease organisms, nutrition level such as to maximise number of offspring, pain 
nerves not firing, and so on. And the tradeoffs between these different quantities, 
when they are less than optimal, is not great.

The term 'health' in humans is usually used to mean something far broader than 
that, with the difference being none other than morality. And the tradeoffs 
between those parameters, and other parameters, in the light of morality, is 
enormous. For instance, prevailing usage would call an athlete healthy even if he 
is in severe pain all day due to running marathons. And would call him unhealthy 
if he meets all the above criteria but believes he is a zebra.

So the analogy is in fact empty.

Whatever morality is, it goes on in the mind and the mind depends lawfully on 
states of the brain.

No that's a mistake. It's like saying 'whatever mathematics is, it goes on in the 
mind'. Our *knowledge* of mathematics, and morality -- and physics -- is all in the 
mind, but none of those are attributes of the mind, nor can they be understood by 
studying the laws of motion of the brain.

-- David Deutsch



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Burning Witches (was: Atheism)
Date: July 1, 2012 at 8:15 PM

On Jul 1, 4:44 pm, Elliot Temple <c...@curi.us> wrote:

Witch burnings are down when considered narrowly. But their replacements are 
alive and well, and have persisted and flourished among lower-religion modern 
society. Instead of burning deviants, now we do more subtle things mutilate their 
minds. Some approaches are barely more subtle, like lobotomy, which has had 
recent popularity through no fault of religion. And lobotomies continue today (but 
chemical lobotomy is now more popular because it's a more subtle way to 
control deviants). They are one of the modern forms of witch burning.

I think you're too pessimistic here. Consider the story of Alan
Turing. Branded a sexual deviant in his time, he was literally
chemically tortured to the point where he killed himself. This was
barely 50 years ago, and yet today we in the West would never condone
punishing sexual preference. You may be quite right that there are
similar chemical or physical tortures going on right now of people
that are today branded deviants. But we can know better today, so
let's fix it! We're not perfect, but with conjecture and criticism we
improve. Isn't that the central message of The Beginning of Infinity?

People look at the past and see barbaric practices. They look at the near-past 
and have mixed views. They look at the present and don't think it's barbaric.

This sounds like an argument a moral relativist might make. Surely we
can claim with some justification that our morality today is better
than it was in, say, England in 1954?

People today give different justifications now for different actions that serve the 
same old purposes. What this really demonstrates is that religion wasn't integral 
to problems like burning witches.

-- Elliot Templehttp://elliottemple.com/

I'd love some examples of modern witch burning. Not because I doubt
you, but because I and I believe many people today would react with

http://elliottemple.com/


empathy toward such cases. This, I believe, is in great part due to
the rights revolutions Pinker describes. Civil rights, women's rights,
gay rights, and children's rights movements have, I believe, raised
our consciousnesses to the point where we are uniquely empathetic
toward our fellow humans. If we were ever at a time when we might
dispel the last of these witch burnings, that time is now.

And here is the crucial difference for me. In 1400 if you'd tried to
demonstrate that burning witches is evil, you more than likely would
have been arrested, tried, and burned yourself for heresy. That won't
happen today. You may even convince some people that you're right,
because we have a history and tradition of rationality that encourages
us to listen to arguments and even change our minds. Dogmatists don't
change their minds. Rationalists do.

Steve



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: July 1, 2012 at 8:55 PM

On 01/07/2012, at 22:52, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jul 1, 2012 12:20 AM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 12:59, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 30, 2012 at 9:23 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 9:34, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 30, 2012 at 6:02 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

On 01/07/2012, at 4:18, "Rami Rustom" <rombomb@gmail.com> wrote:
On Sat, Jun 23, 2012 at 10:31 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

On 24/06/2012, at 4:30, "Elliot Temple" <curi@curi.us> wrote:
On Jun 23, 2012, at 11:07 AM, Rami Rustom wrote:

On Sat, Jun 23, 2012 at 12:30 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:
On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> wrote:

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using words 
like "subjective" or "idealism", and then separately say what you 
think subjectivity is and the connection?

Meaning that preferences of taste is dependent on the person that 
is
doing the tasting.

It depending on which person is doing the tasting is what *contextual* 



means, not subjective. (Admittedly the word "subjective" is 
ambiguous and confused, and people sometimes use it to mean 
contextual. But *at the same time*, they think it's an opposite of 
"objective", even though contextual and objective are compatible.)

The discussion seemed to move from interesting questions about 
subjectivity to some stuff about preferences. Admittedly there is an 
important connection here, but I just wanted to interject with the idea 
that subjectivity need not be (merely) "bad philosophy". It is if you are 
saying that epistemic subjectivity can reliably provide you with good 
explanations.

Whatever you are experiencing now, you experience as a matter of 
subjectivity. That there is "something that it is like" to be you right now, 
is an objective fact *about your subjectivity*.

So this definition of subjectivity is "something that it is like to be
someone right now". Lets try to define that. A person's preferences,
values, emotions. What else?

Mainly qualia. We know we have them. It is impossible to describe them. 
I think something like this is said in BoI. I'm not being rogue in defining 
subjectivity this way. Broadly speaking (most broadly) subjectivity is just a 
term capturing "the contents of consciousness". It's basically a synonym 
for consciousness. Consciousness is about much more than those 3 
things you list...important as they are.

That's not bad philosophy...because now I'm using the word 
'subjectivity' to label a different idea. I'm not wrong to do this, nor the 
first. Indeed neuroscience, religion, etc, commonly uses the word 
'subjectivity' in this way.

The only things you actually care about are *subjective* states.

How is that different that *psychological states*? And that no two
persons' psychological states are the same, ever.



I think a *subjective* state is a more general term. Dreaming is a 
subjective state that I'd be reluctant to refer to as a psychological one. 
Simply looking outside at the sky is a pretty basic experience that I think 
is better captured by 'subjective' state than 'psychological state' that 
seems to me to be loaded with baggage. Non-human Animals, I think it 
should be uncontroversial to say, have subjective states. It is more 
controversial to say they have psychological ones. That is to say, they 
have consciousness...but possibly not values, emotions or preferences 
as you call them. Perhaps.

Even when you think you are caring about other things, it can only be 
because it is going on in your mind. So you care about your friend? 
Only because it makes you feel a certain way. A subjective way. To 
feel anything at all, is subjective. To think anything at all, is subjective.

Do you care about enjoying your life?

Well isn't 'enjoying' a subjective state? It's something you experience.

It is true that what I experience can not be experienced by someone
else.

That's a hypothesis. You might be right. I'm not sure we can make 
anymore headway on this point though. I've commented before on the 
importance of empathy. True empathy, as some spiritual people describe 
it, precisely is that ability to experience exactly what someone else does.

Thats impossible. No two people have the same knowledge. So what
person A experiences vs what person B experiences can not be the same.
Our experiences are our interpretations of our environment. Our
interpretations are directly affected by our knowledge. So since A's
knowledge is different than B's knowledge, their interpretation of
their environments are different. And in fact, their environments are
different. I explain this point below.

There might be no third-person (that is to say objective) evidence of this. 



But subjectively some people report this. We have no way of knowing if 
they are lying. I don't know what to make of such reports.

Its bullshit. What are they reporting? Person A reports that he is
experiencing the same exact subjective state that person B is
experiencing. And person B says the same about person A. So what? Its
an unexplained assertion. How does person A *know* person B's
experience in order to compare it to his own?

That is precisely the point. It is possible that they could be experiencing the 
same thing...and it's also the case that they can never "know" it. I 
deliberately scare quote that because there is no way of testing their 
conjecture...and yet they could be right.

That doesn't make sense. You said that "subjectively some people
report this," where "this" is that person A is experiencing the same
subjective state as person B. And then you said that A and B can't
possible know that their subjective states are the same. So what do
you think they are reporting?

You say it's bullshit but can you rule out the possibility of there being true 
empathic experiences?

How can they know they are feeling the same thing?

When two people on MDMA (say) report that they can feel the same thing 
as each other...

I just did refute it. And you agreed to my refutation.

can you actually refute that idea other than by your incredulity?

We can't refute by incredulity. We can only refute with explanations.

I might think it's bullshit too. But I have no evidence I can point to that they 



are mistaken.

Lets do a thought experiment. A long-time married couple do MDMA
together. Each says that they feel what the other is feeling. Wait. I
don't even know how to go further from here. Are they telling each
other what their feeling? And then they say, "Ya, thats what I'm
feeling, holy shit!!!"

Yep. That's it. Good example.

Or what? Explain the process so that I can criticize it.

Indeed I have no evidence whatsoever that they are experiencing *anything 
at all*.

Yes you do. You have objective information that they *do* have
subjective states.

What objective information? I only have their report. They could be a zombie. 
They could be a computer that can pass the Turing test but not have any 
consciousness.

If you know you have a subjective state, then you know other people do
too. At least the non-coma people. Why do you think otherwise?

I don't. But the concept of a philosophical zombie is important for clearly trying to 
grasp important issues associated with consciousness. It can't just be swept 
under the carpet.

I don't think that an AI that passes the Turing test will necessarily be conscious. 
Do you?

A zombie is an AI that passes the Turing test and is not conscious. That such a 
thing might be possible is very important philosophically.



And so we are returned once more to the problem of subjectivity.

What problem? Please define it so that we can begin to solve it.

What is consciousness? What are qualia? How can we know that everyone 
else is not just a zombie?

If you're not sure what a zombie is, in this context:
http://en.wikipedia.org/wiki/Philosophical_zombie

If you interact with someone, and that someone reacts to your actions,
then he is conscious, i.e. he is aware of you existing and acting in
his environment.

I agree. But none of this is a theory of consciousness or how it arises and what 
stuff is conscious. With people we have their reports that they are conscious.

In what other area of science or philosophy would that be enough? You are just 
relying on testimony.

In any other place you would never rely on testimony alone. Except maybe in 
courts of law...and we know how dodgy some of the "justificationsim" that goes on 
there can be. Or perhaps in medicine if someone says they are sick, but then we 
have objective tests.

With consciousness...we have only reports.

Doesn't this trouble you at all?

If not, okay. But I'm interested in that asymmetry. We don't value personal 
testimony in science. But it's all we have to "know" about consciousness of other 
people. Scare quotes intended because...what's the explanation of 
consciousness?

The problem is how, given all our objective knowledge of the world, to explain 

http://en.wikipedia.org/wiki/Philosophical_zombie


subjectivity which is where our consciousness arises.

Consciousness emerges from the brain. Are you asking *how* the brain does 
that?

Yes. Of course.

Btw, that's an as yet untestable conjecture. Consciousness might be 
fundamental. Galen Strawson. Panpsychism.

BTW, I hope you are not confusing the looser medical definition of 
'consciousness' with the philosophical one I thought we were talking about. The 
former is indeed assess able by objective means because it actually just means 
"responsive" and doctors have scales and so forth to assess "degrees of 
consciousness". That is different to the philosophical concept...which is much 
deeper.

As that post from Sam Harris i suggested you read indicates...there's no 
greater mystery (problem) than this. It's rivalled only by why there is something 
rather than nothing. That subjectivity/consciousness even exists at all is just a 
brute fact we seem to have to accept about reality...without being able to 
explain.

Yet.

Yes. But appending "yet" to our inability to so far grapple with the greatest 
mysteries in the world does not make them any less mysterious.

It's not the same sort of thing as saying "we haven't found the Higgs boson" (yet) 
or "we can't quickly prime factorise a 100 digit number" (yet)

I see a difference in these with the consciousness question. For those last two we 
have theories explaining what is required to get the solution. For the former...we 
have no such theory. So your "yet" hides a lot.



We each are in our own contexts. No two people experience the
same context, ever.

Ok. In general you are correct. It is actually just a restatement of the 
truism that 'no two people are exactly alike' and 'we all live our own lives'. 
But there are little philosophical games to be played here to press this 
intuition a little. Two different 'contexts' might provide identical subjective 
experience.

No. Each person's context includes the knowledge instantiated in their
brains. And since no two people know the same stuff, their contexts
are different. Hence no such thing as id

Yes ok. But that's a conjecture that is difficult to criticise. Just like the 
conjecture that what you say there is wrong. If I and a friend of mine say we 
are both experiencing the exact same emotion because we just feel we 
know we are...we might be mistaken. But we might be correct. Can you 
describe a crucial test that could decide between these two competing 
theories?

Sure. The test is one of falsification. You each start explaining what
you're feeling. And you look for discrepancies. If you find one, then
the theory is wrong.

But before we get to the point of deciding to test a theory, we first
should have a good explanation of the theory. What is that
explanation? How do two people know that they are experiencing
eachother's subjective states?

Just a feeling.

Is it *gut feelings*? Like the gut
feeling a kid gets when he hears his dad stomping through the hall



towards his room?

Yes.

But our gut feelings are not very accurate. We should treat them as
guesses to be criticized. We shouldn't treat them as fact.

Like our gut feeling that other people must be conscious because they act just 
like us and we know we are conscious?

Say a person has a gut feeling that his wife is cheating on him,
because he notices that she is happier than normal when she goes to
work and comes home late now or whatever. Should the husband *trust*
his gut feeling as fact and judge his wife as a cheater and divorce
her? Or should he use his gut feeling as a guess and figure out a way
to criticize it, e.g. talking to his wife about his gut feeling?

How can you criticise the theory that other people are conscious...rather than just 
unconscious automata?

Would Ockham's razor suggest that it would be a simpler world if infact other 
people were just unconscious automata? That way you could explain their 
behaviour without having to postulate this really weird thing-consciousness - that 
you have no objective clues of in the world. There is no substance or thing you 
can point to or measure. Instead all you have are behaviours and stuff. But you 
can use other theories to explain all that, can't you?

And that's a terrible reason to think it is true. But, and this is the key, that's no 
reason to think it *must be false* on principle. People can have bad reasons 
for believing things are true...and still be right!

So according to that reasoning, you think the husband should judge his
wife and divorce her without discussing it. Or do you think that
context is different than the MDMA/couple empathy thing.



You have misunderstood what I have said. I was careful and explicit in saying 
"that's a terrible reason to think it is true". So no. Of course I do not think the 
husband should divorce his wife without discussing it.

We do not know. We don't know what provides subjective experience. 
Something to do with what the brain is doing probably.

Ok. But no two brains have the same instantiated knowledge in them. So
all brains do different stuff.

Yes. But some subjective state (call it "x") might be simulated by different 
hardware and software. The experience of x in brain a is the same as brain 
b. By definition. They both experience state x. Let me make it simpler. State 
x is a feeling you get, eyes closed, no noises, no sights, nothing but being in 
the dark and feeling a certain emotion - like say, happiness. It's a pretty bare 
experience. Now because it is so devoid of stimuli and thought, such a state 
could very well be identical in two people. They both experience state x. 
There's not much to state x. Even if they have different knowledge at the 
moment they are in states that knowledge is irrelevant because they *are 
not thinking*. They're just sitting silently.

I don't think that subjective states can be that simple. If its just
an emotion of happiness to a certain degree, then I guess sure its
easy to replicate. I think there is a lot more going on in our minds
than just stuff like that. For example, when you have an emotion like
happiness, its actually a thought that caused the emotion. What
thought? Well each person has his own unique thoughts based on his
knowledge, which no two people share identically.

If it turns out we're all in a simulation, then you might be wrong. If we're 
living in the Matrix or whatever, the simulation could be rerun with my 



consciousness in your brain. I'd experience your context. I'd actually be 
you...but that's beside the point for now.

Anything you experience, you experience as a matter of subjectivity. 
Your experiences are subjective...and the most important thing about 
you. Maybe the only important thing. After all if we could simulate your 
entire subjectivity in a computer then...everything *else* about you is 
gone except your subjectivity.

There is a difference between the world of the mind and the world 
outside it. No amount of looking at stuff in the world - including brains 
or what people are up to - provides a clue about what is going on in a 
person's mind. We only guess based on what they tell us.

Yes.

We think we know what others experience because they tell us. But 
we are relying upon their fallible reporting of their own subjectivity.

So subjectivity is real, ontologically. It exists. But we only know this 
because we know about our own subjectivity not because we know 
about other people's. We know about our own subjectivity because we 
*are* subjectivity.

Is this knowledge conjectural? Knowledge of our own subjectivity? 
Yes. Is it testable? Seems not - not in any third person way. Extremely 
hard to vary though.

I do see
some objective things about it. Like nobody likes the taste of 
spoiled
food.

this is confusing objectivity with popularity.



it's also false. some people like to eat some spoiled foods.

e.g. some cheeses have mold in them. on purpose.

K.

But the subjective stuff is like how much salinity each of us
likes in our food.

"Subjective" does not mean merely "personal preference".

That's part of the meaning but it also means and implies that you 
can't be wrong about the issue. THere is no objective truth that 
you could deviate from.

So how to divorce the part of the meaning of subjectivity about 
*there
exist personal preferences*, and the part that *you can't be 
mistaken
about personal preferences*?

don't divorce them. there's no problem here. we have other good 
concepts to talk about people's preferences with.

Epistemic subjectivity is about how people can be biased or self 
deceived or just plain lying and so some knowledge is less reliable. It's 
subjective. It can also be about preferences. So some people come 
out of a movie and talk about how it was good (they liked it) or not. 
That's subjective. Epistemologically.

Ontological subjectivity is just the term which describes the fact that 
we have an internal world - a mind, experiences, consciousness. We 
have subjectivity.

So ontological subjectivity is a person's preferences, values,
emotions, what else?



No. Like I have said before...qualia. Basically consciousness. I'll should 
probably stick with 'consciousness' as some seem to have less concerns 
with that word...but I think there is still a distinction to be made between 
consciousness and subjectivity. Those things you mention are a small 
subject of your subjectivity. Important, sure - but certainly not all. 
Considered most broadly, subjectivity is the entirety of your experience. 
The contents of your consciousness. You live your life entirely within your 
head. Sure, sometimes you are emotional, sometimes contemplating 
values and preferences...but actually...most of the day, you're not doing 
that at all. You are just a witness to qualia. Indeed, I think Hume was 
*not* wrong when he said "you are your perceptions". That is to say, you 
do not have experiences, you are the experience. When you search for 
whatever 'I' refers to, you find it's not there.

What do you mean "its not there"? What problem are you trying to solve?

The problem is "what does this word "I" refer to?" Proposed solutions 
include: a soul, a body, a mind.

There is no soul. The body [or brain] doesn't matter because that is
the physical thing that causes the emergence of the important thing,
which is the mind [or consciousness].

Do you think these are the same thing?

Do you think it's possible to be conscious and without thought?

I guess that is what a certain type of meditation is, as you explained
in a previous discussion.

So does this mean that you are not identical to your thoughts?

I don't know what *identical to your thoughts* means. My thoughts are
distinct from my ideas which are distinct from me

I am the complete set of my ideas.



My ideas are distinct from me.

I am...my ideas.

That's a contradiction.

Could you clarify?

Ideas are long-lasting. They are
instantiated in my brain indefinitely.
Thoughts are temporary things
existing in consciousness only instantaneously.

I think this distinction lacks precision. Ideas can be thoughts. I can have the idea 
that my toast is ready because it has just popped up. I also have the same 
thought. They can be synonyms.

I think X.
I have the idea that X.

I don't think you have clearly distinguished these terms. To me, they are more 
similar than you make out. I certainly don't buy the temporary, instantaneous/long 
lasting, indefinite thing.

Ideas are a abstract and real, for sure. And ideas can be instantiated in all 
manner of things. But let's be careful. So can thoughts. I just had a thought. 
Better right it down.

A: Brett, what have you written here?
B: Oh just some thoughts I had.

What's wrong with that?

Subjective reflection reveals there is no soul or indivisible mind. There is no 
"I". There is only perception. There are just experiences, one after another. 



You are cool. Or warm. A thought arises. You watch. You look. But through 
all these experiences one after another each day y never perceive yourself. 
You don't see yourself (though you see a body) or hear yourself (though you 
hear your voice) and so on. There is no "you" lurking behind your eyes.

*You* are your mind. Your mind is a collection of ideas.

Okay. Then does this mean you cease to exist if you have no ideas?

Our ideas are long-term things instantiated in our brains. They only
cease to exist when our brains can't turn on anymore, i.e. become
conscious [like in permanent coma].

Some ideas are like this. Not all. This sounds more like the definition of a "meme" 
to me, than an idea.

"I've got an idea. Let's go see a movie!"

That idea is hardly a long term thing. I could totally forget I ever had it come 
tomorrow.

That is clearly false. I often have no ideas. Literally. Without thought. But I 
persist. My consciousness exists.

Thoughts are distinct from ideas.

Maybe, but the way you have explained it has many holes in it so I dont 
personally feel you have eatablished this. Is this mainstream? Are other thinkers 
on board with this? Is it in BoI? I find ideas in the index...but it doesn't seem to be 
what you are talking about here.

I sense (pardon the pun) you do have an idea lurking here somewhere...but when 
I try to parse the difference, too many objections crop up to my theory that ideas 
and thoughts can label the same real abstract entities.



Consciousness means awareness. You can be aware of your environment
and you can do it without thinking.

Good.

Let's be careful again. One might be unconscious in the medical sense...but still 
conscious. When dreaming, one is conscious.

Indeed there are theories that we are never truly "unconscious" in the 
philosophical sense (except maybe at death). Undreaming sleep might be just a 
state where we are perfectly conscious but have laid and are laying down no 
memories whatsoever.

There is a distinction lurking here beneath all of this that is essential to grasp. 
The distinction is between personal identity and thoughts. A person should not 
be thought of as identical to their thoughts. You can notice this as a matter of 
subjectivity.

You just need to try it.

Quietly - best to be in a quiet place to do this - notice the experience of simply 
existing. Notice your breath.

I did the exercise from a Sam Harris video. It was about paying
attention to the sounds of things around you and to your breathing and
your chest going up and down and stuff like that, instead of
*thinking* about ideas. So its basically paying attention to
perceptions instead of other stuff like ideas within one's mind.

That oversimplifies things. It's about trying to observe what you are. Those things 
you mention there are the means. Did you get to the ends?

Notice the feelings and perceptions in your body.



Eventually...notice thoughts come and go in your 'mind'. You can actually 
watch the thought...like you can observe an object in space. It arises and you 
can watch it uncritically. It comes, then goes.

The purpose of this eruption of contemplative meditation? Simply to illuminate 
the fact that you are not identical to the thoughts in consciousness.

Who ever thought that we are *identical to thoughts*?

Thoughts or ideas. Infact...any perception. You might be trying to avoid that by 
slipping in "ideas". We are not identical to them either. You can witness your 
ideas as well. As ideas. They are ideas, after all.Ideas are not you. You are also 
not your "set of ideas" (whatever that means). You are not a set of anything.

You are conscious though. What does that mean?

What are you? When you have an empty mind...thinking of nothing...unaware of 
any ideas. You are still there, existing.

So you cannot be your ideas. Because you can exist without them!

And *that* is a refutation of what you say above. That you are your mind and 
your mind is ideas and so by the law of transitivity you are your ideas.

I think you've equated ideas with thoughts. They aren't the same.

Until you explain yourself...they are! I know what you are hinting at, but I'm 
unconvinced by this instant/long lasting thing.

But even if they do turn out to be different, my point and Sam's remains. You exist 
as raw consciousness...without having any ideas. So you cannot be identical to 
your ideas. You have ideas.

"Having" and "being" are very different things.

You aren't. And an observation of the contents of your consciousness refutes 



that very theory. You are no more your ideas than you are any of the things 
you observe. You are not your sights or sounds. You are not what you observe. 
You are not what you think.

You are. You exist. But what the heck are you? Consciousness. But what the 
heck *is* that?!

Consciousness is awareness of your environment. Many animal brains
have this attribute.

Maybe. I think yes and for that reason they are morally important. Again, be 
careful though. Aside from animals acting as if they have consciousness there's 
no explanation of consciousness that allows us to attribute it to animals...or 
anything else for that matter. Descartes knew this. Descartes argued that animals 
are not conscious. So for that matter do some religious people. Why? They 
believe in a human soul. Animals can't have human souls on this view and it's the 
soul that is the conscious entity lurking within us.

Human consciousness is that plus an additional component of ideas that
we create to interpret our environment. And when one of those ideas is
in awareness right now, we call that a thought.

Well now your hole gets even deeper. You clearly cannot be your ideas if you are 
not even aware of them. On this view now there are ideas of which you are 
conscious (thoughts) and ideas not in consciousness but stored somewhere in 
memory (just 'ideas'). Where does the memory start and end? Do you include 
stuff you write down? Does this mean you now include 'your' ideas as the entirety 
of stuff written down that you would agree with? Where do you draw the border 
between stuff that is 'you' and stuff that is not?

What are you when you are unaware of your ideas? Clearly not your ideas...as 
you wanted to say before.

I thought also we agreed in an earlier exchange that qualia and ideas were 
distinct. Or did we not?



You are not your stream of thoughts. Thoughts arise in consciousness then 
pass.

Thoughts are temporary things that represent ideas. Your mind produces
the thoughts from its ideas.

That's circular.

Why circular. Show me the circle. Put it in steps 1, 2, 3, etc.

What are thoughts?

1. Thoughts represent ideas.
2. The mind produces thoughts.
3. Thoughts come from ideas.
But what are ideas?
See 1.

And is about evasive too.

Evasive? No. I've been thinking this stuff since before finding BoI. I
had nothing to evade from.

What's consciousness? How is it different to thought? I think I explain this 
above. Do you have criticisms of those ideas?

Eastern religion has a handle on this. It has a handle on a lot of 
nonsense too. But it got what it's like, as a matter of subjectivity, to be a 
person. Something monotheist religion properly eviscerated from religion 



and inserted some metaphysical stuff about souls or whatever.

Does a Warcraft AI that talks about enjoying the taste of mead, really 
enjoy the taste of mead? No? Why not? Because we don't think there's 
anything that it's like when some orc graphic in a computer game 
graphic "drinks" a computer graphic of some flagon of ale and burps 
and says "that was good". We don't believe they have an internal life. 
The simulation of all that stuff is just not the same as the real thing.

A real person who takes a drink and says "that was nice" is having an 
experience of a richness and complexity that we know 'exists' in a way 
that the AI has not replicated. There's something that it's like to be a 
person.

At the moment, people have subjectivity while AI do not. In this way 
subjectivity and consciousness are very close.

Does the first part [that there exist personal preferences] need a 
new
name [so that we define a new idea which is divorced from the
philosophy of subjectivity because subjectivity subsumes other false
ideas]?

it already has names like  "personal preferences", "preferences", and 
"people objectively have preferences which are a type of idea and 
whether a particular person has a particular idea is an objective fact 
of reality".

That 'a particular person has a particular idea is an objective fact of 
reality' is another way of describing what I have been calling 
'ontological subjectivity'. But I would say it's an aspect of that concept, 
not the whole thing. The capacity to have an experience *of any sort* 
is the capacity to have subjectivity. One kind of experience you can 
have, is an idea.

Besides ideas, what else can be experiences of ontological subjectivity?



I think we mentioned this point recently too. If you consider qualia a 
certain kind of idea, then there is nothing else. But if you think qualia are 
a different kind of thing to an idea, then qualia as well.

I tend to think there is a distinction to be made between ideas and qualia. 
Qualia are what Hume called 'perceptions' and he made that distinction 
with ideas if I remember rightly. David made the point on FoR list over a 
decade ago about how we can be mistaken about our qualia. I wasn't 
convinced then. I'm. It convinced now. But if I'm right...and you can't be 
mistaken about qualia then they are clearly not ideas because you can 
be mistaken about ideas.

Perceptions *are* ideas. And we can be mistaken about them. Why?
Because our senses are fallible. When we see, we don't see the real
world. We see an interpretation of the real world. That interpretation
is what we call the perception. The sensation is the actual data that
our senses carried to our brains before the interpretation occurred.

You confuse the objective stuff in the world - which we can be mistaken 
about - with the subjective qualia in our minds.

When you look at two stars in the sky at night you may judge one brighter 
than the other. Brightness is measurable. You can be wrong about 
brightness.

But *that you have an experience* of light you cannot be mistaken about. 
Even if it turns out you were never looking at stars at all - but you were 
asleep and dreamed it all (or were in a planetarium) at the time you had the 
experience, the qualia is not something that you did not experience.

You can have perceptions without sensations, which is what you are
saying, right?

This happens during hallucinations.

These are mistaken interpretations of what your body is [or isn't] sensing.

I'm not sure what it means for subjective content, delivered by a drug as a 
hallucination to be 'mistaken'. For example, strange visual phenomena and 



geometric patterns that are produced when eyes are closed after dropping acid 
simply 'are'. They aren't mistaken. What would they be mistaken about?

I mean that your eyes are designed to see reality. So while your eyes
are closed, you should see blackness. If you see anything else, then
that is a mistake that your perception-function is making.

Well the eyes are not designed.

It's also impossible to see "reality".

When you close your eyes there are an infinite number of things you could see. 
Some of which include degrees of blackness.

During the day you see redness.

What else might you see? Whatever you imagine. The visual cortex is active 
when you imagine stuff. The brain can simulate images, of course.

The imagination is like a canvas of creativity. It's an engine of fallibility. But that 
means it is an engine of creativity too. You are apt to make mistakes with your 
eyes wide open in bright light too.

My point was that new subjective content can come to you when you exclude as 
much external input as possible...and just allow the mind free reign. Imagining 
stuff can't be dismissed as just "making mistakes". I think it's more akin to running 
simulations of possible worlds in your head. This can work in a new, amazing way 
when on certain chemicals. So subjectivity can deliver new stuff. New insights. 
New knowledge.

They're like a 'real life' visualiser in iTunes or whatever. Just...in your head 
instead of on a screen. It's not a mistaken interpretation...anymore than the 
iTunes visualiser is.

Now in retrospect you may misremember. But then, your memory is not that 
qualia. The idea that you cannot be mistaken about qualia is tied up with the 



present moment. All we have as a matter of conscious experience is the 
present moment. Can we be mistaken that we are in the present moment?

Memories are part of conscious experience. The evidence is that we can
recall our memories. So I think you're wrong about the present moment
stuff.

You can be wrong about what happened. Your memory is fallible. But can 
someone be wrong about being aware in the present moment that they are?

Are you asking if someone can think they are aware, but not be aware?
How about dreaming? In a dream, you think you are living out your life
while conscious, but you aren't conscious.

That's false and I've explained why. But I now realise that you are confusing the 
medical or common usage of the word "conscious" and the philosophical concept 
of consciousness. We have to fix this, move forward or we are talking entirely at 
cross purposes. I think everything else I have typed prior to this bit is entirely 
moot on this topic now because the entire discussion rests on the fact we are 
using the word "conscious" in two very different ways. I am using it in a deep 
philosophical sense. You are talking about what might be called 'medical' 
consciousness. We have to get past this problem to make progress.

Those Sam Harris links I provided are a good place to start. Here they are again:

http://www.samharris.org/blog/item/the-mystery-of-consciousness/

Here's a follow up just as important:

http://www.samharris.org/blog/item/the-mystery-of-consciousness-ii/

Here is the wiki entry on consciousness:

http://en.wikipedia.org/wiki/Consciousness

Notice my views are reasonably mainstream here. Indeed even wiki identifies 
consciousness as "subjectivity"...that distinction you have had so much trouble 
with (remember the epistemological subjective/objective distinction versus the 
ontological subjective/objective distinction?).

http://www.samharris.org/blog/item/the-mystery-of-consciousness/
http://www.samharris.org/blog/item/the-mystery-of-consciousness-ii/
http://en.wikipedia.org/wiki/Consciousness


I commend that entire article to you. Essentially, for now, notice that there is a gulf 
of difference between what wiki labels as consciousness "In philosophy" and 
"Medical aspects". You will notice what you read there is a refutation of the false 
idea you have that while dreaming you are not conscious. The fact is while you 
are experiencing anything (including a dream) you are conscious. Even if you 
cannot remember what it is you experienced, you were conscious if you had an 
experience. The most interesting bit of the medical stuff for philosophy is about 
"locked in" syndrome. Here we have people who really do give us no external 
clues that they are entirely conscious. That has all sorts of reach...into ethics 
especially.

I sense you think that the medical idea of consciousness as being 'responsive' is 
everything consciousness is about.

Personally I think grappling with this concept is just about the hardest one in all of 
philosophy. An aside on personal experience: I think I was confused what all the 
fuss was about for most of the time I studied philosophy in an undergraduate 
degree. Epistemology, logic, metaphysics - those are the easier bits of philosophy 
in retrospect. Consciousness studies...I didn't get it. I think I just thought it was 
the difference between being awake or asleep. I thought it was essentially a 
scientific question. Maybe it might still turn out to be that.

I now realise there is something a heck of a lot deeper than what I thought. Far 
more nuanced and interesting and the literature on this stuff is absolutely 
amazing because it's right at that frontier between philosophy, science and utter 
madness (panpsychism is my favorite for this, as you might have guessed). I 
don't necessarily agree with it. I don't know what to think. I don't think there is 
something one *should* think about this. Again, you might have guessed that.

There's no "best theory" of consciousness. Even if the brain is hardware and the 
mind is software running on it, that doesn't solve the hard problems of 
consciousness. They are mentioned in those articles.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Burning Witches (was: Atheism)
Date: July 1, 2012 at 9:10 PM

On Jul 1, 2012, at 5:15 PM, steve whitt wrote:

On Jul 1, 4:44 pm, Elliot Temple <c...@curi.us> wrote:

Witch burnings are down when considered narrowly. But their replacements 
are alive and well, and have persisted and flourished among lower-religion 
modern society. Instead of burning deviants, now we do more subtle things 
mutilate their minds. Some approaches are barely more subtle, like lobotomy, 
which has had recent popularity through no fault of religion. And lobotomies 
continue today (but chemical lobotomy is now more popular because it's a 
more subtle way to control deviants). They are one of the modern forms of 
witch burning.

I think you're too pessimistic here. Consider the story of Alan
Turing. Branded a sexual deviant in his time, he was literally
chemically tortured to the point where he killed himself. This was
barely 50 years ago, and yet today we in the West would never condone
punishing sexual preference.

Why did that change, btw?

One day psychiatrists said homosexuality is a disease.

Then later they said it isn't.

But what changed in the meantime?

Also, I'm not saying nothing has improved. Lots of things have in fact improved 
but why credit those to the decline of religion?

You may be quite right that there are
similar chemical or physical tortures going on right now of people
that are today branded deviants. But we can know better today, so



let's fix it! We're not perfect, but with conjecture and criticism we
improve. Isn't that the central message of The Beginning of Infinity?

Sure reform is possible.

Part of that is having true ideas.

Blaming burning witches on religion and saying modern atheists would never do 
cruel stuff like that b/c they are so much better is false. That's my point.

People look at the past and see barbaric practices. They look at the near-past 
and have mixed views. They look at the present and don't think it's barbaric.

This sounds like an argument a moral relativist might make. Surely we
can claim with some justification that our morality today is better
than it was in, say, England in 1954?

It is better, yes.

I wasn't saying all societies are equal. I was saying most people in all societies 
are blind to some of their worst mistakes. How could it be otherwise? If most 
people recognized a mistake as an evil, it would stop being prevalent extremely 
fast.

Hindsight is 20/20. It's easy to accuse past societies of making mistakes that we 
now know better about. But this is a slanted perspective: we also make lots of 
mistakes, sometimes different versions of old mistakes. People aren't always as 
modern and enlightened as they like to think.

People today give different justifications now for different actions that serve the 
same old purposes. What this really demonstrates is that religion wasn't 
integral to problems like burning witches.

-- Elliot Templehttp://elliottemple.com/

I'd love some examples of modern witch burning.

http://elliottemple.com/


Psychiatry.

Not because I doubt
you, but because I and I believe many people today would react with
empathy toward such cases.

Most people do not react with empathy to Szasz's explanations.

This, I believe, is in great part due to
the rights revolutions Pinker describes. Civil rights, women's rights,
gay rights, and children's rights movements have, I believe, raised
our consciousnesses to the point where we are uniquely empathetic
toward our fellow humans. If we were ever at a time when we might
dispel the last of these witch burnings, that time is now.

Don't forget animal rights, which he listed too, and which is a mistake that, to the 
extent it means much, conflicts with human quality of life.

And what children's rights? There isn't very much of that yet. Does Pinker list 
children's rights? What does he say about it?

And here is the crucial difference for me. In 1400 if you'd tried to
demonstrate that burning witches is evil, you more than likely would
have been arrested, tried, and burned yourself for heresy. That won't
happen today. You may even convince some people that you're right,
because we have a history and tradition of rationality that encourages
us to listen to arguments and even change our minds. Dogmatists don't
change their minds. Rationalists do.

If you try to convince people of something popular -- that witch burning is evil -- 
you will not be locked up.

If you try to convince people of something unpopular and annoying -- that you are 
Jesus -- you may well be locked up.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Burning Witches (was: Atheism)
Date: July 1, 2012 at 10:11 PM

On Jul 1, 9:10 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 1, 2012, at 5:15 PM, steve whitt wrote:

On Jul 1, 4:44 pm, Elliot Temple <c...@curi.us> wrote:

Witch burnings are down when considered narrowly. But their replacements 
are alive and well, and have persisted and flourished among lower-religion 
modern society. Instead of burning deviants, now we do more subtle things 
mutilate their minds. Some approaches are barely more subtle, like lobotomy, 
which has had recent popularity through no fault of religion. And lobotomies 
continue today (but chemical lobotomy is now more popular because it's a 
more subtle way to control deviants). They are one of the modern forms of 
witch burning.

I think you're too pessimistic here. Consider the story of Alan
Turing. Branded a sexual deviant in his time, he was literally
chemically tortured to the point where he killed himself. This was
barely 50 years ago, and yet today we in the West would never condone
punishing sexual preference.

Why did that change, btw?

One day psychiatrists said homosexuality is a disease.

Then later they said it isn't.

But what changed in the meantime?

Pinker has a section on this. I think this is one where religion plays
a role. As religion lost influence, acceptance of homosexuality
increased. That's too simple, of course, but it is one of the trends.

Also, I'm not saying nothing has improved. Lots of things have in fact improved 



but why credit those to the decline of religion?

You may be quite right that there are
similar chemical or physical tortures going on right now of people
that are today branded deviants. But we can know better today, so
let's fix it! We're not perfect, but with conjecture and criticism we
improve. Isn't that the central message of The Beginning of Infinity?

Sure reform is possible.

Part of that is having true ideas.

Blaming burning witches on religion and saying modern atheists would never do 
cruel stuff like that b/c they are so much better is false. That's my point.

And my point is that dogma prevents you from seeing your errors. If
I'm doing the equivalent of burning witches, tell me about it. I'm
rational. You may persuade me. If, on the other hand, I'm a religious
leader in the 15th century, I'm not rational. If you tell me I'm wrong
about burning witches, I'll burn you. So who am I burning, and how can
I stop?

People look at the past and see barbaric practices. They look at the near-
past and have mixed views. They look at the present and don't think it's 
barbaric.

This sounds like an argument a moral relativist might make. Surely we
can claim with some justification that our morality today is better
than it was in, say, England in 1954?

It is better, yes.

I wasn't saying all societies are equal. I was saying most people in all societies 
are blind to some of their worst mistakes. How could it be otherwise? If most 
people recognized a mistake as an evil, it would stop being prevalent extremely 
fast.

Hindsight is 20/20. It's easy to accuse past societies of making mistakes that we 



now know better about. But this is a slanted perspective: we also make lots of 
mistakes, sometimes different versions of old mistakes. People aren't always as 
modern and enlightened as they like to think.

People today give different justifications now for different actions that serve 
the same old purposes. What this really demonstrates is that religion wasn't 
integral to problems like burning witches.

-- Elliot Templehttp://elliottemple.com/

I'd love some examples of modern witch burning.

Psychiatry.

Not because I doubt
you, but because I and I believe many people today would react with
empathy toward such cases.

Most people do not react with empathy to Szasz's explanations.

I had never heard of him before you brought him up. I was skeptical,
and found this interview on line:

http://www.psychotherapy.net/interview/thomas-szasz

I like much of what I've read. In particular, where he says that "The
brain is an organ — like the bones, liver, kidney, and so on — and of
course can be diseased." When I first started reading about Dr. Szasz,
my first fear was that he had separated mind and brain. The quote
above shows me that this is not the case. It also, I think, shows the
way out of our modern "witch burning". As we gather more and more
evidence that mind is what the brain does, we will see evidence of
brain disease (or the lack of such evidence), and evidence of how to
treat it. As always, problems are inevitable, but problems are
soluble.

Other ideas that you and he share, for instance libertarianism, are

http://elliottemple.com/
http://www.psychotherapy.net/interview/thomas-szasz


bridges that I'm not yet ready to leap from. You've got a long way to
go before you make me a libertarian. I like my public library too much
for that.

This, I believe, is in great part due to
the rights revolutions Pinker describes. Civil rights, women's rights,
gay rights, and children's rights movements have, I believe, raised
our consciousnesses to the point where we are uniquely empathetic
toward our fellow humans. If we were ever at a time when we might
dispel the last of these witch burnings, that time is now.

Don't forget animal rights, which he listed too, and which is a mistake that, to the 
extent it means much, conflicts with human quality of life.

And what children's rights? There isn't very much of that yet. Does Pinker list 
children's rights? What does he say about it?

Pinker discusses the decline of infanticide, spanking, child abuse,
and bullying.

And here is the crucial difference for me. In 1400 if you'd tried to
demonstrate that burning witches is evil, you more than likely would
have been arrested, tried, and burned yourself for heresy. That won't
happen today. You may even convince some people that you're right,
because we have a history and tradition of rationality that encourages
us to listen to arguments and even change our minds. Dogmatists don't
change their minds. Rationalists do.

If you try to convince people of something popular -- that witch burning is evil -- 
you will not be locked up.

If you try to convince people of something unpopular and annoying -- that you 
are Jesus -- you may well be locked up.

If you try to convince me of something such as libertarianism, I'll
listen politely and move on. I promise I won't lock you up.

-- Elliot Templehttp://curi.us/

http://curi.us/


Steve



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Burning Witches (was: Atheism)
Date: July 1, 2012 at 10:33 PM

On Jul 1, 2012, at 7:11 PM, steve whitt wrote:

On Jul 1, 9:10 pm, Elliot Temple <c...@curi.us> wrote:
On Jul 1, 2012, at 5:15 PM, steve whitt wrote:

On Jul 1, 4:44 pm, Elliot Temple <c...@curi.us> wrote:

People look at the past and see barbaric practices. They look at the near-
past and have mixed views. They look at the present and don't think it's 
barbaric.

This sounds like an argument a moral relativist might make. Surely we
can claim with some justification that our morality today is better
than it was in, say, England in 1954?

It is better, yes.

I wasn't saying all societies are equal. I was saying most people in all societies 
are blind to some of their worst mistakes. How could it be otherwise? If most 
people recognized a mistake as an evil, it would stop being prevalent 
extremely fast.

Hindsight is 20/20. It's easy to accuse past societies of making mistakes that 
we now know better about. But this is a slanted perspective: we also make lots 
of mistakes, sometimes different versions of old mistakes. People aren't 
always as modern and enlightened as they like to think.

People today give different justifications now for different actions that serve 
the same old purposes. What this really demonstrates is that religion wasn't 



integral to problems like burning witches.

-- Elliot Templehttp://elliottemple.com/

I'd love some examples of modern witch burning.

Psychiatry.

Not because I doubt
you, but because I and I believe many people today would react with
empathy toward such cases.

Most people do not react with empathy to Szasz's explanations.

I had never heard of him before you brought him up. I was skeptical,
and found this interview on line:

http://www.psychotherapy.net/interview/thomas-szasz

I like much of what I've read. In particular, where he says that "The
brain is an organ — like the bones, liver, kidney, and so on — and of
course can be diseased." When I first started reading about Dr. Szasz,
my first fear was that he had separated mind and brain. The quote
above shows me that this is not the case. It also, I think, shows the
way out of our modern "witch burning". As we gather more and more
evidence that mind is what the brain does, we will see evidence of
brain disease (or the lack of such evidence), and evidence of how to
treat it. As always, problems are inevitable, but problems are
soluble.

If you read Szasz, you will find that it's his position that views like this are part of 
the problem, not the solution.

Many people don't participate in the burning but accept some of the mistaken 
ideas behind it. The idea that the mind reduces to the brain is a reductionist way 
to dehumanize people and deny their human responsibility by giving responsibility 
instead to brain molecules.

And no scientific advances won't settle this debate. Because the bad guys are not 

http://elliottemple.com/
http://www.psychotherapy.net/interview/thomas-szasz


making factual or scientific mistakes, they are making moral mistakes. Their view 
that the topic is science, not morality, is itself one of their Big Lies that must be 
strenuously denied. To accept it helps let them get away with their burnings.

Other ideas that you and he share, for instance libertarianism, are
bridges that I'm not yet ready to leap from. You've got a long way to
go before you make me a libertarian. I like my public library too much
for that.

I'm not a libertarian.

I do advocate capitalism (proper, laissez-faire capitalism) but that is only a 
fraction of what the term "libertarian" means.

Szasz is not a typical libertarian, though he hasn't rejected the word to my 
knowledge.

I don't really expect you personally to burn anyone. That's not the point. There is 
a fraction of the population that is more philosophical and doesn't like to burn 
people. They are a small minority. Let's not discuss you personally and focus on 
larger groups when we're evaluating society.

But it's an everyday occurrence that people have say unpopular things -- e.g. that 
they are Jesus, or that they hear voices -- and get locked up. You can't just 
debate any topic safely. You might tolerate someone saying he is Jesus, but 
many others today are less tolerant.

As to your public library: suppose for a second that 10 different Government 
services were cut, including the library and 9 others that you personally don't care 
much about. Then pretend private libraries were created that were run more 
cheaply. Then pretend you had to pay for it. Then pretend you ended up paying 
less for superior access to books. That'd be nice, right?

If you want to discuss this, then please specify where in the capitalist story you 
disagree. Do you think public libraries are run super efficiently? Do you think that 
you personally get more than you pay for, and it's other people who are the 
losers? Do you think the majority of Government services are as useful as 
libraries? Do you think it's good to create libraries because most people don't 
want them and they are wrong and need to be guided to live better? Do you deny 



that you pay taxes? (For all I know, maybe you're retired and pay near-zero 
taxes. I don't know. But other people pay taxes and I don't think they owe you 
library books on their dime.) Or what?

And here is the crucial difference for me. In 1400 if you'd tried to
demonstrate that burning witches is evil, you more than likely would
have been arrested, tried, and burned yourself for heresy. That won't
happen today. You may even convince some people that you're right,
because we have a history and tradition of rationality that encourages
us to listen to arguments and even change our minds. Dogmatists don't
change their minds. Rationalists do.

If you try to convince people of something popular -- that witch burning is evil -- 
you will not be locked up.

If you try to convince people of something unpopular and annoying -- that you 
are Jesus -- you may well be locked up.

If you try to convince me of something such as libertarianism, I'll
listen politely and move on. I promise I won't lock you up.

Are you denying that many other people, today, do lock people up for saying 
some unpopular things? (only some things. libertarianism doesn't get you locked 
up. but saying that you are a woman in a man's body can, as one libertarian 
found out ... twice). Or are you accepting this and agreeing with me, but you don't 
want to say it clearly? Or what?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Burning Witches (was: Atheism)
Date: July 2, 2012 at 2:31 AM

On 02/07/2012, at 12:33, "Elliot Temple" <curi@curi.us> wrote:

On Jul 1, 2012, at 7:11 PM, steve whitt wrote:

And here is the crucial difference for me. In 1400 if you'd tried to
demonstrate that burning witches is evil, you more than likely would
have been arrested, tried, and burned yourself for heresy. That won't
happen today.

Steve, thanks for your post. The equivalent of witch burning today does actually 
occur.

In highly religious - traditionally religious - societies. In Islamic countries you 
actually still get stonings. Maybe not quite as bad as a burning. Personally, I'd 
rather be stoned. But what's worth noticing is the traditional religious "morality" 
that gives us stoning. It's not respect for reason or a commitment to finding the 
truth through open means and an admission that we are all fallible.

Fundamental Islam really is the moral equivalent of Christianity in the 1400s. So 
it's still with us. Unfortunately they now have 21st century weapons. The marriage 
of 21st century technology and traditional religious morality is terrifying. What 
those denizens of the middle east need is not more tradition. They need Sam 
Harris and Richard Dawkins and David Deutsch and the accompanying rational 
memes like skepticism of dogma, an embrace of progress in morality and respect 
for humanity not just their own in group or (worse) their own books and dogmas.

Horrendous punishment is sanctioned by traditional religion. Mainly monotheism. 
The concept of punishment continues today in our justice system and in 
psychiatry. It all stems from the traditional religious morality that Elliot is keen to 
defend. Even the Torah sanctions stonings. The wiki entry about stoning is 
terrifying. Thankfully we are shaking off religious morality. Atheists help bring 
religion into the modern era. It's hard for them. They cop criticism...even from 
other atheists...but thankfully they continue.



If they didn't then religion at religion falsely calls "morality" would get a free pass. 
It's secular values that tell us stuff like stoning is wrong. It's religion that wants to 
keep strange and unusual punishments like this.

An aside here:

On the one hand Elliot seems to be strenuous in his defence of traditional 
religious morality and then on the other says that it is horrendous as its modern 
day equivalent include harmful stuff like aspects of psychiatry.

I'm not really sure what to think about what Elliot's position on religious dogma is? 
Good because it gives us "traditional morality" or bad because it has given us 
witch burning? I think all religious dogma is bad. I'm on board with you there, 
Steve.

I continue to put quotes around "traditional morality" because I actually think that 
tradition has less to do with it than reason does. Should we stone people or not? 
Tradition says yes. Reason says no.

Is contraception ok? Tradition says no. Reason says yes.

On any *specific* moral question, there is no answer that tradition can give that is 
correct, that reason would get wrong.

You may even convince some people that you're right,
because we have a history and tradition of rationality that encourages
us to listen to arguments and even change our minds. Dogmatists don't
change their minds. Rationalists do.

If you try to convince people of something popular -- that witch burning is evil 
-- you will not be locked up.

If you try to convince people of something unpopular and annoying -- that you 
are Jesus -- you may well be locked up.

If you try to convince me of something such as libertarianism, I'll
listen politely and move on. I promise I won't lock you up.



Are you denying that many other people, today, do lock people up for saying 
some unpopular things? (only some things. libertarianism doesn't get you locked 
up. but saying that you are a woman in a man's body can, as one libertarian 
found out ... twice). Or are you accepting this and agreeing with me, but you 
don't want to say it clearly? Or what?

That woman who got locked up for saying she was in a man's body (or should I 
say man who said she was a woman?) - that probably occurred for dogmatic 
religious reasons, hey? Lots of modern society's moral hang ups exist because 
they are passed down by religious tradition. Especially when it comes to stuff 
about sex and gender. So both transsexuals and gay people are persecuted 
sometimes because psychiatry is still catching up to modern left-leaning values or 
because psychiatry is still stuck being weirdly religious in its moral outlook.

Religious groups run "deprogramming" sessions where they try to force gay 
people into being straight.

http://www.landoverbaptist.org/bruise.html

 By religious here I mean Christian. So psychiatry believed that homosexuality 
was wrong until recently because...? Because Christians thought it was an 
abomination! That transsexual/transgender person you mention...persecuted 
why? Not because they lived in a Buddhist community (like Thailand say, where 
such things are completely normal) or even in a static Australian Indigenous 
Community (they are backward in just about every way imaginable - but can you 
believe they are totally fine with people who identify as either gay or 
transsexual?) and certainly not because they lived in mainstream Australia. They 
lived in the more religious, traditional country of the USA.

So the reason that USA psychiatrists and societies more broadly persecute 
people who are born one gender and identify as another?

Traditional Christian morality.

That thing you keep, incongruously, defending for all its 'wisdom'. Religious 
morality gets wise when secularism pushes the door open and lets some 
enlightenment in. And that can extinguish some of the backward dogmatic 
thinking. Unfortunately Christian, traditional religion changes glacially slowly and 
so we still find higher levels of bad stuff like silly punishments for things like 
homosexuality in places where Christianity is high in otherwise secular societies. 

http://www.landoverbaptist.org/bruise.html


The correlation is no accident.

To deny that the reason psychiatry sux so much is because in large part that it 
gets its "deviance" philosophy from traditional Christianity is to be highly 
selective. Psychiatry sux because of its bad philosophy and coercive practises 
which it has inherited from the experts of that stuff. The Catholic Church. 
Christians saw demons and possession. Psychiatry just changes the names but 
uses the same techniques, yeah?

Also - people who suffer for saying stuff. It's uncontroversial to point out that in an 
Islamic country you are going to get locked up, or worse, if you criticise Islam.

But what about the people who violently have oppressed dissent in open 
societies...like the USA?
The information under the United States entry here has some bad stuff about how 
traditional Christian people try to prevent people they disagree with from 
dissenting.

http://en.wikipedia.org/wiki/Anti-
abortion_violence_in_the_United_States#United_States

The reason violence against abortion doctors happens is because of traditional 
religious "morality". It's the equivalent of witch burning with doctors as witches 
and guns as the pyre. Modern technology. 1400s dogma.

Traditional religion has always been about violent suppression and punishment of 
deviance. Maybe that continues today in psychiatry. Ok. That's bad. We need to 
acknowledge the roots of the suppressive techniques and motives in psychiatry 
then. It comes from traditional religions like Christianity doing precisely the same 
thing.

Brett.

http://en.wikipedia.org/wiki/Anti-abortion_violence_in_the_United_States#United_States


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Burning Witches (was: Atheism)
Date: July 2, 2012 at 4:23 AM

On Jul 1, 2012, at 11:31 PM, Brett Hall wrote:

On 02/07/2012, at 12:33, "Elliot Temple" <curi@curi.us> wrote:

On Jul 1, 2012, at 7:11 PM, steve whitt wrote:

And here is the crucial difference for me. In 1400 if you'd tried to
demonstrate that burning witches is evil, you more than likely would
have been arrested, tried, and burned yourself for heresy. That won't
happen today.

Steve, thanks for your post. The equivalent of witch burning today does actually 
occur.

In highly religious - traditionally religious - societies. In Islamic countries you 
actually still get stonings. Maybe not quite as bad as a burning. Personally, I'd 
rather be stoned. But what's worth noticing is the traditional religious "morality" 
that gives us stoning. It's not respect for reason or a commitment to finding the 
truth through open means and an admission that we are all fallible.

Fundamental Islam really is the moral equivalent of Christianity in the 1400s. So 
it's still with us. Unfortunately they now have 21st century weapons. The 
marriage of 21st century technology and traditional religious morality is 
terrifying. What those denizens of the middle east need is not more tradition. 
They need Sam Harris and Richard Dawkins and David Deutsch and the 
accompanying rational memes like skepticism of dogma, an embrace of 
progress in morality and respect for humanity not just their own in group or 
(worse) their own books and dogmas.

Pinker (and others) attack a lot more than stoning and 1400s Christian morality. 
They attack aspects of American Christianity today.

It's not stoning (or witch burning) that I've ever tried to point out value in.



Horrendous punishment is sanctioned by traditional religion. Mainly 
monotheism.

This is unfair.

Horrendous punishment has been sanctioned in various ways by all major 
groups.

So why blame religion?

The concept of punishment continues today in our justice system and in 
psychiatry. It all stems from the traditional religious morality that Elliot is keen to 
defend. Even the Torah sanctions stonings. The wiki entry about stoning is 
terrifying. Thankfully we are shaking off religious morality. Atheists help bring 
religion into the modern era. It's hard for them. They cop criticism...even from 
other atheists...but thankfully they continue.

"The past was religious, the past had bad things ... therefore religion is bad." This 
is a correlation argument not an explanatory argument. People favored bad 
things at times when everyone was religious does not prove religion is the 
problem.

There's never been a time in history where all the religious people were getting 
tons of stuff badly wrong, while at the same time there were lots of atheists 
getting it all right.

If they didn't then religion at religion falsely calls "morality" would get a free 
pass. It's secular values that tell us stuff like stoning is wrong. It's religion that 
wants to keep strange and unusual punishments like this.

You keep asserting things like this but where are the persuasive arguments or 
examples?

Today, American Christians can and do oppose stoning. That is not a uniquely 
secular thing. Why give all the credit to atheism?

You act like secular values are always so awesome and moral but secular 



reason-based thinking guillotined tons of people in the French Revolution while 
the (wise) religious and traditionalist Edmund Burke was the best opponent of the 
violence and the *misuse of reason* (atheists don't have a monopoly on reason). 
The French made their society more atheistic trying to pursue reason; they 
attacked traditional institutions like the monarchy and Church; the result was 
massive destruction; it was a huge mistake; turns out the revolutionaries, for all 
their Reason, didn't know how to run a society better or even half as well as the 
traditions they criticized and then destroyed.

An aside here:

On the one hand Elliot seems to be strenuous in his defence of traditional 
religious morality and then on the other says that it is horrendous as its modern 
day equivalent include harmful stuff like aspects of psychiatry.

I'm not really sure what to think about what Elliot's position on religious dogma 
is? Good because it gives us "traditional morality" or bad because it has given 
us witch burning? I think all religious dogma is bad. I'm on board with you there, 
Steve.

Morality exists and people who don't understand this would be better off being 
religious than amoral.

Many religious thinkers have contributed to moral philosophy and anyone who 
rejects all moral ideas that he deems tainted by association with religion is a fool.

I continue to put quotes around "traditional morality" because I actually think that 
tradition has less to do with it than reason does. Should we stone people or not? 
Tradition says yes. Reason says no.

Is contraception ok? Tradition says no. Reason says yes.

On any *specific* moral question, there is no answer that tradition can give that 
is correct, that reason would get wrong.

That's what the French Revolutionaries said and thought. But weren't they 
horribly wrong?



You may even convince some people that you're right,
because we have a history and tradition of rationality that encourages
us to listen to arguments and even change our minds. Dogmatists don't
change their minds. Rationalists do.

If you try to convince people of something popular -- that witch burning is 
evil -- you will not be locked up.

If you try to convince people of something unpopular and annoying -- that 
you are Jesus -- you may well be locked up.

If you try to convince me of something such as libertarianism, I'll
listen politely and move on. I promise I won't lock you up.

Are you denying that many other people, today, do lock people up for saying 
some unpopular things? (only some things. libertarianism doesn't get you 
locked up. but saying that you are a woman in a man's body can, as one 
libertarian found out ... twice). Or are you accepting this and agreeing with me, 
but you don't want to say it clearly? Or what?

That woman who got locked up for saying she was in a man's body (or should I 
say man who said she was a woman?) - that probably occurred for dogmatic 
religious reasons, hey?

If you're going to assume everything bad is caused by religion without knowing 
anything whatsoever about it, we're not going to have a productive conversation.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Burning Witches (was: Atheism)
Date: July 2, 2012 at 4:27 AM

On 2 Jul 2012, at 07:31, Brett Hall wrote:

On any *specific* moral question, there is no answer that tradition can give that 
is correct, that reason would get wrong.

What about the question of whether homosexuality is encoded in genes?

http://www.youtube.com/watch?v=MHDCAllQgS0

Are you denying that many other people, today, do lock people up for saying 
some unpopular things? (only some things. libertarianism doesn't get you 
locked up. but saying that you are a woman in a man's body can, as one 
libertarian found out ... twice). Or are you accepting this and agreeing with me, 
but you don't want to say it clearly? Or what?

That woman who got locked up for saying she was in a man's body (or should I 
say man who said she was a woman?) - that probably occurred for dogmatic 
religious reasons, hey? Lots of modern society's moral hang ups exist because 
they are passed down by religious tradition. Especially when it comes to stuff 
about sex and gender. So both transsexuals and gay people are persecuted 
sometimes because psychiatry is still catching up to modern left-leaning values 
or because psychiatry is still stuck being weirdly religious in its moral outlook.

So you haven't looked up the case (you don't even know the gender of the person 
involved) but you still know it was due to religion? Sounds like a dogmatic 
position.

Alan

http://www.youtube.com/watch?v=MHDCAllQgS0


From: Elliot Temple <curi@curi.us>
Cc: FoR <Fabric-of-Reality@yahoogroups.com>
Subject: [BoI] better angels
Date: July 2, 2012 at 2:04 PM

The Better Angels of Our Nature is a book by Steven Pinker.

The first things about the book I noticed:

- blaming bigotry and other bad things on genes/biology (p 475)

- blaming those same things also on religion, especially Abrahamic religion (p 
475)

- the title, which is about angels, which is a little odd coming from an atheist, isn't 
it? I for one don't think of stuff in terms of angels (nor do I pander to angel-
believers in my writing).

- the statement "The world has far too much morality." (p 622) Is that blatant 
enough for you?

Then reading further on 622, the next sentence, he says surely if you added up 
some numbers, you'd get a result. He doesn't do research or even estimations. 
He doesn't think numerically or statistically. He just assumes the data would 
match his story if he investigated it. Considering this book has all sorts of data, 
and he tries to come off as a guy who likes data, isn't it striking how he'll also just 
put in stuff of the form "and if you looked at the data for this, it'd show i'm right!" I 
think it demonstrates a severe lack of critical thinking in some areas.

The next sentence (third in the morality section) contains a (false) biological-
collectivist attack on individualism. And through attacking and denying humans as 
individuals -- which humans are -- one attacks and denies humans as humans. It 
is dehumanizing.

To finish off the paragraph, Pinker glorifies apathy, amorality, laziness, and non-
productive living and hints that, in life, *trying* does more harm than good so 
human life is a bad thing.

The second paragraph in the morality section on 622 begins by saying (non-firmly 
and without data) that attempts to live morally, overall in human history, have 
done more harm than good. The unstated implication: don't think, don't value, 



don't live. At least don't live as a human -- living as an animal is fine I take it 
(since animals don't have moral ideas).

I'm done with this book now unless persuaded otherwise. Besides the table of 
contents I've only read parts of two pages, and that has already exhausted my 
tolerance for evil. I shudder to contemplate reading the other 700 pages.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Bad forms of criticism BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: July 2, 2012 at 3:15 PM

What are some bad forms of criticism?

- Idea X is wrong. [Truth asserted without explanation.]

- Idea X is wrong because of attributes of the source of X. [Truth
determined by source of an idea rather than merit of an idea, i.e. bad
explanation.]

More generally...

- Idea X is wrong because of Y; where Y is a bad explanation.

So what is a bad explanation?

- One that applies false principles.

- One that doesn't consider context.

- One that is uncriticizeable.

So what explanations are uncriticizeable?

- One that is vague.

What else?

-- Rami

-- 



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: better angels
Date: July 2, 2012 at 7:48 PM

On Jul 2, 2:04 pm, Elliot Temple <c...@curi.us> wrote:
The Better Angels of Our Nature is a book by Steven Pinker.

The first things about the book I noticed:

- blaming bigotry and other bad things on genes/biology (p 475)

- blaming those same things also on religion, especially Abrahamic religion (p 
475)

- the title, which is about angels, which is a little odd coming from an atheist, 
isn't it? I for one don't think of stuff in terms of angels (nor do I pander to angel-
believers in my writing).

- the statement "The world has far too much morality." (p 622) Is that blatant 
enough for you?

Then reading further on 622, the next sentence, he says surely if you added up 
some numbers, you'd get a result. He doesn't do research or even estimations. 
He doesn't think numerically or statistically. He just assumes the data would 
match his story if he investigated it. Considering this book has all sorts of data, 
and he tries to come off as a guy who likes data, isn't it striking how he'll also 
just put in stuff of the form "and if you looked at the data for this, it'd show i'm 
right!" I think it demonstrates a severe lack of critical thinking in some areas.

The next sentence (third in the morality section) contains a (false) biological-
collectivist attack on individualism. And through attacking and denying humans 
as individuals -- which humans are -- one attacks and denies humans as 
humans. It is dehumanizing.

To finish off the paragraph, Pinker glorifies apathy, amorality, laziness, and non-
productive living and hints that, in life, *trying* does more harm than good so 
human life is a bad thing.

The second paragraph in the morality section on 622 begins by saying (non-
firmly and without data) that attempts to live morally, overall in human history, 
have done more harm than good. The unstated implication: don't think, don't 



value, don't live. At least don't live as a human -- living as an animal is fine I take 
it (since animals don't have moral ideas).

I'm done with this book now unless persuaded otherwise. Besides the table of 
contents I've only read parts of two pages, and that has already exhausted my 
tolerance for evil. I shudder to contemplate reading the other 700 pages.

-- Elliot Templehttp://elliottemple.com/

Thanks for your thoughts, Elliot. I value your opinion. As I said, I
was sure you'd find plenty to disagree with. You didn't disappoint me.

To give some context, in the section Elliot references (page 622 in
his version, page 738 in the e-book version I'm using), Pinker is
attempting to craft a good explanation for the case he's made in the
previous chapters that violence of many kinds is in general decline
over time.  My sense is that he doesn't attempt to defend his claim
that people acting in accord with their own perceived morals have
caused much misery because a) he demonstrated this in many earlier
passages discussing the Crusades, The Seven Years' War, witch hunts,
the Inquisition, and so on and b) that's not the point of this section
of the book. Here it's not about proving his case, it's about
explanation.

The third sentence reads, "The human moral sense can excuse any
atrocity in the minds of those who commit it," (the 9/11 terrorists
immediately spring to mind; they thought they were morally superior to
those they were killing - sw), "and it furnishes them with motives for
acts of violence that bring them no tangible benefit." (again, we see
all the time people committing senseless acts of violence. They think
they're moral. They are, of course, mistaken. - sw)

Finally, Pinker quotes George Carlin. I won't repeat the colorful
quote here, but essentially Pinker is saying if your supposed morality
leads you to commit acts of violence, we'd all rather you'd just
stayed home.

In the very next paragraph, though, Pinker discusses how a sense of
morality can be a force for good as when, for instance, it contributes
to civil and women's rights. Pinker then explores how the same concept

http://elliottemple.com/


can be at the root of so much good and also so much suffering. It's
worth reading.

However, the very next section (admittedly, some 23 pages along) is
for me the best part of the book. Here Pinker looks at reason itself
as a factor in reducing violence. I won't even try to summarize, but
instead give a quote I found inspiring:

"Reason . . . is an open-ended combinatorial system, an engine for
generating an unlimited number of new ideas. Once it is programmed
with a basic self-interest and an ability to communicate with others,
its own logic will impel it, in the fullness of time, to respect the
interests of ever-increasing numbers of others. It is reason too that
can always take note of the shortcomings of previous exercises of
reasoning, and update and improve itself in response. And if you
detect a flaw in this argument, it is reason that allows you to point
it out and defend an alternative." (page 795 of my version, probably
around p 670 in Elliot's version).

In essence, Pinker here is arguing that it is the development of
reason, beginning with the Enlightenment, that has had the greatest
impact in the reduction of violence over time.

I'd love for some others to give the book a chance and let me know if
they find anything useful in it.

Steve



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] What is an explanation? BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: July 2, 2012 at 7:49 PM

Ideas are of 3 types: situations, rules, logics.

In the context of a problem, the problem is the situation. The
solution is a rule. The principles are the logics.

Some ideas are composite ideas whose component ideas are of different
types. So we could have idea A which is a situation, another idea B
which is a rule, and another idea C which is a logic, and then idea D
is a composite of A, B, and C.

I think explanations are composite ideas consisting of component ideas
of each of the 3 types. So an explanation includes:

- the context of a problem-situation,

- a solution to that problem, and

- principles as the reasoning for applying the chosen solution in the
problem-situation.

What do you think?

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: July 2, 2012 at 11:31 PM

On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 22:52, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jul 1, 2012 12:20 AM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 12:59, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 30, 2012 at 9:23 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/07/2012, at 9:34, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jun 30, 2012 at 6:02 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

On 01/07/2012, at 4:18, "Rami Rustom" <rombomb@gmail.com> wrote:
On Sat, Jun 23, 2012 at 10:31 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

On 24/06/2012, at 4:30, "Elliot Temple" <curi@curi.us> wrote:
On Jun 23, 2012, at 11:07 AM, Rami Rustom wrote:

On Sat, Jun 23, 2012 at 12:30 PM, Elliot Temple <curi@curi.us> 
wrote:

On Jun 23, 2012, at 10:25 AM, Rami Rustom wrote:
On Jun 23, 2012 11:56 AM, "Elliot Temple" <curi@curi.us> 
wrote:

Subjectivity is false. It's bad philosophy.

It getting clearer now.

But what about what the taste of food? Isn't that subjective?

Meaning what?

Can you say what you're asserting about food without using 
words like "subjective" or "idealism", and then separately say 
what you think subjectivity is and the connection?

Meaning that preferences of taste is dependent on the person that 
is
doing the tasting.



It depending on which person is doing the tasting is what 
*contextual* means, not subjective. (Admittedly the word 
"subjective" is ambiguous and confused, and people sometimes use 
it to mean contextual. But *at the same time*, they think it's an 
opposite of "objective", even though contextual and objective are 
compatible.)

The discussion seemed to move from interesting questions about 
subjectivity to some stuff about preferences. Admittedly there is an 
important connection here, but I just wanted to interject with the idea 
that subjectivity need not be (merely) "bad philosophy". It is if you are 
saying that epistemic subjectivity can reliably provide you with good 
explanations.

Whatever you are experiencing now, you experience as a matter of 
subjectivity. That there is "something that it is like" to be you right 
now, is an objective fact *about your subjectivity*.

So this definition of subjectivity is "something that it is like to be
someone right now". Lets try to define that. A person's preferences,
values, emotions. What else?

Mainly qualia. We know we have them. It is impossible to describe 
them. I think something like this is said in BoI. I'm not being rogue in 
defining subjectivity this way. Broadly speaking (most broadly) 
subjectivity is just a term capturing "the contents of consciousness". It's 
basically a synonym for consciousness. Consciousness is about much 
more than those 3 things you list...important as they are.

That's not bad philosophy...because now I'm using the word 
'subjectivity' to label a different idea. I'm not wrong to do this, nor the 
first. Indeed neuroscience, religion, etc, commonly uses the word 
'subjectivity' in this way.

The only things you actually care about are *subjective* states.

How is that different that *psychological states*? And that no two



persons' psychological states are the same, ever.

I think a *subjective* state is a more general term. Dreaming is a 
subjective state that I'd be reluctant to refer to as a psychological one. 
Simply looking outside at the sky is a pretty basic experience that I think 
is better captured by 'subjective' state than 'psychological state' that 
seems to me to be loaded with baggage. Non-human Animals, I think it 
should be uncontroversial to say, have subjective states. It is more 
controversial to say they have psychological ones. That is to say, they 
have consciousness...but possibly not values, emotions or preferences 
as you call them. Perhaps.

Even when you think you are caring about other things, it can only be 
because it is going on in your mind. So you care about your friend? 
Only because it makes you feel a certain way. A subjective way. To 
feel anything at all, is subjective. To think anything at all, is 
subjective.

Do you care about enjoying your life?

Well isn't 'enjoying' a subjective state? It's something you experience.

It is true that what I experience can not be experienced by someone
else.

That's a hypothesis. You might be right. I'm not sure we can make 
anymore headway on this point though. I've commented before on the 
importance of empathy. True empathy, as some spiritual people 
describe it, precisely is that ability to experience exactly what someone 
else does.

Thats impossible. No two people have the same knowledge. So what
person A experiences vs what person B experiences can not be the 
same.
Our experiences are our interpretations of our environment. Our
interpretations are directly affected by our knowledge. So since A's
knowledge is different than B's knowledge, their interpretation of
their environments are different. And in fact, their environments are



different. I explain this point below.

There might be no third-person (that is to say objective) evidence of 
this. But subjectively some people report this. We have no way of 
knowing if they are lying. I don't know what to make of such reports.

Its bullshit. What are they reporting? Person A reports that he is
experiencing the same exact subjective state that person B is
experiencing. And person B says the same about person A. So what? Its
an unexplained assertion. How does person A *know* person B's
experience in order to compare it to his own?

That is precisely the point. It is possible that they could be experiencing 
the same thing...and it's also the case that they can never "know" it. I 
deliberately scare quote that because there is no way of testing their 
conjecture...and yet they could be right.

That doesn't make sense. You said that "subjectively some people
report this," where "this" is that person A is experiencing the same
subjective state as person B. And then you said that A and B can't
possible know that their subjective states are the same. So what do
you think they are reporting?

You say it's bullshit but can you rule out the possibility of there being true 
empathic experiences?

How can they know they are feeling the same thing?

When two people on MDMA (say) report that they can feel the same thing 
as each other...

I just did refute it. And you agreed to my refutation.

can you actually refute that idea other than by your incredulity?



We can't refute by incredulity. We can only refute with explanations.

I might think it's bullshit too. But I have no evidence I can point to that they 
are mistaken.

Lets do a thought experiment. A long-time married couple do MDMA
together. Each says that they feel what the other is feeling. Wait. I
don't even know how to go further from here. Are they telling each
other what their feeling? And then they say, "Ya, thats what I'm
feeling, holy shit!!!"

Yep. That's it. Good example.

Or what? Explain the process so that I can criticize it.

Indeed I have no evidence whatsoever that they are experiencing 
*anything at all*.

Yes you do. You have objective information that they *do* have
subjective states.

What objective information? I only have their report. They could be a zombie. 
They could be a computer that can pass the Turing test but not have any 
consciousness.

If you know you have a subjective state, then you know other people do
too. At least the non-coma people. Why do you think otherwise?

I don't. But the concept of a philosophical zombie is important for clearly trying 
to grasp important issues associated with consciousness. It can't just be swept 
under the carpet.

We should only consider it *if* we think it is a problem. You must
think its a problem. I don't yet, because I don't know its importance.



I don't think that an AI that passes the Turing test will necessarily be conscious. 
Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

A zombie is an AI that passes the Turing test and is not conscious. That such a 
thing might be possible is very important philosophically.

Zombie's can't exist. AIs are conscious. Just like human
intelligences. Just like any being that creates explanations. All UKCs
are conscious beings. In order to create explanations of the world,
one must be conscious of that world.

And so we are returned once more to the problem of subjectivity.

What problem? Please define it so that we can begin to solve it.

What is consciousness? What are qualia? How can we know that everyone 
else is not just a zombie?

If you're not sure what a zombie is, in this context:
http://en.wikipedia.org/wiki/Philosophical_zombie

If you interact with someone, and that someone reacts to your actions,
then he is conscious, i.e. he is aware of you existing and acting in
his environment.

I agree. But none of this is a theory of consciousness or how it arises and what 
stuff is conscious. With people we have their reports that they are conscious.

http://en.wikipedia.org/wiki/Philosophical_zombie


In what other area of science or philosophy would that be enough? You are just 
relying on testimony.

In any other place you would never rely on testimony alone. Except maybe in 
courts of law...and we know how dodgy some of the "justificationsim" that goes 
on there can be. Or perhaps in medicine if someone says they are sick, but then 
we have objective tests.

With consciousness...we have only reports.

Doesn't this trouble you at all?

If not, okay. But I'm interested in that asymmetry. We don't value personal 
testimony in science. But it's all we have to "know" about consciousness of other 
people. Scare quotes intended because...what's the explanation of 
consciousness?

A person's testimony of "what they remember about an event", is subjective.

The *fact* that they were there to experience the event and they do
have a memory of it, is an objective fact.

Analogously for the AI issue,

The AIs answers to my questions, e.g. "How does this picture make you
feel?", are subjective.

The *fact* that the AI can create explanations of his surroundings,
i.e. in response to my questions, is an objective fact.

The problem is how, given all our objective knowledge of the world, to explain 
subjectivity which is where our consciousness arises.

Consciousness emerges from the brain. Are you asking *how* the brain does 
that?



Yes. Of course.

Btw, that's an as yet untestable conjecture. Consciousness might be 
fundamental. Galen Strawson. Panpsychism.

What does fundamental mean? Where would it come from? If not from the
brain, then from where? Your answer has got to be related to physics
by the way.

BTW, I hope you are not confusing the looser medical definition of 
'consciousness' with the philosophical one I thought we were talking about. The 
former is indeed assess able by objective means because it actually just means 
"responsive" and doctors have scales and so forth to assess "degrees of 
consciousness". That is different to the philosophical concept...which is much 
deeper.

I don't know what physicians think of consciousness. I guess its
mainly related to comas. But that definition of consciousness is not
useless. I guess that the philosophical definition is *that* plus
some.

As that post from Sam Harris i suggested you read indicates...there's no 
greater mystery (problem) than this. It's rivalled only by why there is 
something rather than nothing. That subjectivity/consciousness even exists at 
all is just a brute fact we seem to have to accept about reality...without being 
able to explain.

Yet.

Yes. But appending "yet" to our inability to so far grapple with the greatest 
mysteries in the world does not make them any less mysterious.

It's not the same sort of thing as saying "we haven't found the Higgs boson" 
(yet) or "we can't quickly prime factorise a 100 digit number" (yet)



Big difference between Higgs Boson particle and consciousness.

We've only theorized that the Higgs Boson particles exists. That
theory could be mistaken. We haven't found scientific evidence that it
does exist.

But we *know* consciousness exists. And we have theories about some
small details about how/why it exists.

I see a difference in these with the consciousness question. For those last two 
we have theories explaining what is required to get the solution. For the 
former...we have no such theory. So your "yet" hides a lot.

We each are in our own contexts. No two people experience the
same context, ever.

Ok. In general you are correct. It is actually just a restatement of the 
truism that 'no two people are exactly alike' and 'we all live our own 
lives'. But there are little philosophical games to be played here to press 
this intuition a little. Two different 'contexts' might provide identical 
subjective experience.

No. Each person's context includes the knowledge instantiated in their
brains. And since no two people know the same stuff, their contexts
are different. Hence no such thing as id

Yes ok. But that's a conjecture that is difficult to criticise. Just like the 
conjecture that what you say there is wrong. If I and a friend of mine say 
we are both experiencing the exact same emotion because we just feel we 
know we are...we might be mistaken. But we might be correct. Can you 



describe a crucial test that could decide between these two competing 
theories?

Sure. The test is one of falsification. You each start explaining what
you're feeling. And you look for discrepancies. If you find one, then
the theory is wrong.

But before we get to the point of deciding to test a theory, we first
should have a good explanation of the theory. What is that
explanation? How do two people know that they are experiencing
eachother's subjective states?

Just a feeling.

Is it *gut feelings*? Like the gut
feeling a kid gets when he hears his dad stomping through the hall
towards his room?

Yes.

But our gut feelings are not very accurate. We should treat them as
guesses to be criticized. We shouldn't treat them as fact.

Like our gut feeling that other people must be conscious because they act just 
like us and we know we are conscious?

Why is that a gut feeling? I have a good explanation about why I think
my kids are conscious. They are creating explanations, i.e. knowledge.
They are UKCs, i.e. they are conscious. The fact that I've explained
this, means that its not a gut feeling. Gut feelings are inexplicit
knowledge. Explanations are explicit knowledge.

Say a person has a gut feeling that his wife is cheating on him,
because he notices that she is happier than normal when she goes to
work and comes home late now or whatever. Should the husband *trust*
his gut feeling as fact and judge his wife as a cheater and divorce



her? Or should he use his gut feeling as a guess and figure out a way
to criticize it, e.g. talking to his wife about his gut feeling?

How can you criticise the theory that other people are conscious...rather than 
just unconscious automata?

Would Ockham's razor suggest that it would be a simpler world if infact other 
people were just unconscious automata? That way you could explain their 
behaviour without having to postulate this really weird thing-consciousness - 
that you have no objective clues of in the world. There is no substance or thing 
you can point to or measure. Instead all you have are behaviours and stuff. But 
you can use other theories to explain all that, can't you?

And that's a terrible reason to think it is true. But, and this is the key, that's no 
reason to think it *must be false* on principle. People can have bad reasons 
for believing things are true...and still be right!

So according to that reasoning, you think the husband should judge his
wife and divorce her without discussing it. Or do you think that
context is different than the MDMA/couple empathy thing.

You have misunderstood what I have said. I was careful and explicit in saying 
"that's a terrible reason to think it is true". So no. Of course I do not think the 
husband should divorce his wife without discussing it.

We do not know. We don't know what provides subjective experience. 
Something to do with what the brain is doing probably.

Ok. But no two brains have the same instantiated knowledge in them. So
all brains do different stuff.

Yes. But some subjective state (call it "x") might be simulated by different 



hardware and software. The experience of x in brain a is the same as brain 
b. By definition. They both experience state x. Let me make it simpler. 
State x is a feeling you get, eyes closed, no noises, no sights, nothing but 
being in the dark and feeling a certain emotion - like say, happiness. It's a 
pretty bare experience. Now because it is so devoid of stimuli and thought, 
such a state could very well be identical in two people. They both 
experience state x. There's not much to state x. Even if they have different 
knowledge at the moment they are in states that knowledge is irrelevant 
because they *are not thinking*. They're just sitting silently.

I don't think that subjective states can be that simple. If its just
an emotion of happiness to a certain degree, then I guess sure its
easy to replicate. I think there is a lot more going on in our minds
than just stuff like that. For example, when you have an emotion like
happiness, its actually a thought that caused the emotion. What
thought? Well each person has his own unique thoughts based on his
knowledge, which no two people share identically.

If it turns out we're all in a simulation, then you might be wrong. If we're 
living in the Matrix or whatever, the simulation could be rerun with my 
consciousness in your brain. I'd experience your context. I'd actually be 
you...but that's beside the point for now.

Anything you experience, you experience as a matter of subjectivity. 
Your experiences are subjective...and the most important thing about 
you. Maybe the only important thing. After all if we could simulate 
your entire subjectivity in a computer then...everything *else* about 
you is gone except your subjectivity.

There is a difference between the world of the mind and the world 
outside it. No amount of looking at stuff in the world - including brains 
or what people are up to - provides a clue about what is going on in a 
person's mind. We only guess based on what they tell us.



Yes.

We think we know what others experience because they tell us. But 
we are relying upon their fallible reporting of their own subjectivity.

So subjectivity is real, ontologically. It exists. But we only know this 
because we know about our own subjectivity not because we know 
about other people's. We know about our own subjectivity because 
we *are* subjectivity.

Is this knowledge conjectural? Knowledge of our own subjectivity? 
Yes. Is it testable? Seems not - not in any third person way. 
Extremely hard to vary though.

I do see
some objective things about it. Like nobody likes the taste of 
spoiled
food.

this is confusing objectivity with popularity.

it's also false. some people like to eat some spoiled foods.

e.g. some cheeses have mold in them. on purpose.

K.

But the subjective stuff is like how much salinity each of us
likes in our food.

"Subjective" does not mean merely "personal preference".

That's part of the meaning but it also means and implies that you 
can't be wrong about the issue. THere is no objective truth that 
you could deviate from.



So how to divorce the part of the meaning of subjectivity about 
*there
exist personal preferences*, and the part that *you can't be 
mistaken
about personal preferences*?

don't divorce them. there's no problem here. we have other good 
concepts to talk about people's preferences with.

Epistemic subjectivity is about how people can be biased or self 
deceived or just plain lying and so some knowledge is less reliable. 
It's subjective. It can also be about preferences. So some people 
come out of a movie and talk about how it was good (they liked it) or 
not. That's subjective. Epistemologically.

Ontological subjectivity is just the term which describes the fact that 
we have an internal world - a mind, experiences, consciousness. We 
have subjectivity.

So ontological subjectivity is a person's preferences, values,
emotions, what else?

No. Like I have said before...qualia. Basically consciousness. I'll should 
probably stick with 'consciousness' as some seem to have less 
concerns with that word...but I think there is still a distinction to be made 
between consciousness and subjectivity. Those things you mention are 
a small subject of your subjectivity. Important, sure - but certainly not all. 
Considered most broadly, subjectivity is the entirety of your experience. 
The contents of your consciousness. You live your life entirely within 
your head. Sure, sometimes you are emotional, sometimes 
contemplating values and preferences...but actually...most of the day, 
you're not doing that at all. You are just a witness to qualia. Indeed, I 
think Hume was *not* wrong when he said "you are your perceptions". 
That is to say, you do not have experiences, you are the experience. 
When you search for whatever 'I' refers to, you find it's not there.

What do you mean "its not there"? What problem are you trying to solve?



The problem is "what does this word "I" refer to?" Proposed solutions 
include: a soul, a body, a mind.

There is no soul. The body [or brain] doesn't matter because that is
the physical thing that causes the emergence of the important thing,
which is the mind [or consciousness].

Do you think these are the same thing?

Do you think it's possible to be conscious and without thought?

I guess that is what a certain type of meditation is, as you explained
in a previous discussion.

So does this mean that you are not identical to your thoughts?

I don't know what *identical to your thoughts* means. My thoughts are
distinct from my ideas which are distinct from me

I am the complete set of my ideas.

My ideas are distinct from me.

I am...my ideas.

That's a contradiction.

Could you clarify?

My ideas change. I add ideas. Drop ideas. Change ideas. They are
distinct from me, meaning I can get rid of any one of them.

I, right now, am the complete set of my ideas.

Ideas are long-lasting. They are



instantiated in my brain indefinitely.
Thoughts are temporary things
existing in consciousness only instantaneously.

I think this distinction lacks precision. Ideas can be thoughts. I can have the idea 
that my toast is ready because it has just popped up. I also have the same 
thought. They can be synonyms.

Yes synonyms in some contexts. A thought is an instantaneous thing
existing in consciousness that represents an idea.

But an idea is not a thought. Ideas can be recorded on paper. Those
things written on paper, are not thoughts.

I think X.

Right now you could be thinking of X. That is a thought about idea X.

I have the idea that X.

Idea X exists in your mind, but you aren't thinking about X all the
time, e.g. right now.

I don't think you have clearly distinguished these terms. To me, they are more 
similar than you make out. I certainly don't buy the temporary, 
instantaneous/long lasting, indefinite thing.

Ideas are a abstract and real, for sure. And ideas can be instantiated in all 
manner of things. But let's be careful. So can thoughts. I just had a thought. 
Better right it down.

You had a thought about what? That "what" is an idea. Lets call it X.

While idea X exists in your consciousness right now, you are thinking



of X, i.e. you are having a thought of X.

But idea X persists in your memory until you die, or forget it.

A: Brett, what have you written here?
B: Oh just some thoughts I had.

What's wrong with that?

Nothing.

Subjective reflection reveals there is no soul or indivisible mind. There is 
no "I". There is only perception. There are just experiences, one after 
another. You are cool. Or warm. A thought arises. You watch. You look. But 
through all these experiences one after another each day y never perceive 
yourself. You don't see yourself (though you see a body) or hear yourself 
(though you hear your voice) and so on. There is no "you" lurking behind 
your eyes.

*You* are your mind. Your mind is a collection of ideas.

Okay. Then does this mean you cease to exist if you have no ideas?

Our ideas are long-term things instantiated in our brains. They only
cease to exist when our brains can't turn on anymore, i.e. become
conscious [like in permanent coma].

Some ideas are like this. Not all. This sounds more like the definition of a 
"meme" to me, than an idea.

"I've got an idea. Let's go see a movie!"



That idea is hardly a long term thing. I could totally forget I ever had it come 
tomorrow.

Yes we can forget ideas. Try this out:

X is the idea that I want to go to the movie on 7/2/2012 to see The
Hulk at 7pm with my girlfriend. But she canceled.

So I thought X today. Then later this week, I thought X again.
Inbetween these two thoughts, I didnt' think X. But X was in my
memory, which is why I was able to recall it later this week. So what
is X between the two thoughts? Its an idea, in my memory.

That is clearly false. I often have no ideas. Literally. Without thought. But I 
persist. My consciousness exists.

Thoughts are distinct from ideas.

Maybe, but the way you have explained it has many holes in it so I dont 
personally feel you have eatablished this. Is this mainstream? Are other thinkers 
on board with this? Is it in BoI? I find ideas in the index...but it doesn't seem to 
be what you are talking about here.

You are the first person I've talked to about this thought/idea relationship.

I sense (pardon the pun) you do have an idea lurking here somewhere...but 
when I try to parse the difference, too many objections crop up to my theory that 
ideas and thoughts can label the same real abstract entities.

Consciousness means awareness. You can be aware of your environment
and you can do it without thinking.

Good.



Let's be careful again. One might be unconscious in the medical sense...but still 
conscious. When dreaming, one is conscious.

Uh. I would say that during dream we are not conscious. But I just
realized that during dreaming, we are creating guesses and criticisms.
So we are UKC's even during sleep. So ya we're conscious during
dreaming too. Man thats weird. That throws off some other stuff I've
been working on.

Indeed there are theories that we are never truly "unconscious" in the 
philosophical sense (except maybe at death).

Death ends consciousness.

Just like birth started consciousness.

Undreaming sleep might be just a state where we are perfectly conscious but 
have laid and are laying down no memories whatsoever.

Well if a loud alarm sound went off, then we awake. So ya we're conscious.

There is a distinction lurking here beneath all of this that is essential to grasp. 
The distinction is between personal identity and thoughts. A person should 
not be thought of as identical to their thoughts. You can notice this as a 
matter of subjectivity.

You just need to try it.

Quietly - best to be in a quiet place to do this - notice the experience of 
simply existing. Notice your breath.

I did the exercise from a Sam Harris video. It was about paying
attention to the sounds of things around you and to your breathing and



your chest going up and down and stuff like that, instead of
*thinking* about ideas. So its basically paying attention to
perceptions instead of other stuff like ideas within one's mind.

That oversimplifies things. It's about trying to observe what you are. Those 
things you mention there are the means. Did you get to the ends?

I dont' know what you mean. The Harris video didn't talk about that.

Notice the feelings and perceptions in your body.

Eventually...notice thoughts come and go in your 'mind'. You can actually 
watch the thought...like you can observe an object in space. It arises and you 
can watch it uncritically. It comes, then goes.

The purpose of this eruption of contemplative meditation? Simply to 
illuminate the fact that you are not identical to the thoughts in consciousness.

Who ever thought that we are *identical to thoughts*?

Thoughts or ideas. Infact...any perception. You might be trying to avoid that by 
slipping in "ideas". We are not identical to them either. You can witness your 
ideas as well. As ideas. They are ideas, after all.Ideas are not you. You are also 
not your "set of ideas" (whatever that means). You are not a set of anything.

You are conscious though. What does that mean?

What are you? When you have an empty mind...thinking of nothing...unaware of 
any ideas. You are still there, existing.

So you cannot be your ideas. Because you can exist without them!

You'd be dead then.

While we're alive, our ideas our with us. They exist in our memory. We
recall them when we need them, consciously and subconsciously.



And *that* is a refutation of what you say above. That you are your mind and 
your mind is ideas and so by the law of transitivity you are your ideas.

I think you've equated ideas with thoughts. They aren't the same.

Until you explain yourself...they are! I know what you are hinting at, but I'm 
unconvinced by this instant/long lasting thing.

But even if they do turn out to be different, my point and Sam's remains. You 
exist as raw consciousness...without having any ideas.

I guess you mean thoughts here.

So you cannot be identical to your ideas. You have ideas.

Yes because I can drop any one of my ideas.

Saying "I am identical to my complete set of ideas" doesn't make
sense. It suggests that my ideas are static. It also omits the
consciousness thing.

"Having" and "being" are very different things.

You aren't. And an observation of the contents of your consciousness refutes 
that very theory. You are no more your ideas than you are any of the things 
you observe. You are not your sights or sounds. You are not what you 
observe. You are not what you think.

You are. You exist. But what the heck are you? Consciousness. But what the 
heck *is* that?!



Consciousness is awareness of your environment. Many animal brains
have this attribute.

Maybe. I think yes and for that reason they are morally important. Again, be 
careful though. Aside from animals acting as if they have consciousness there's 
no explanation of consciousness that allows us to attribute it to animals...or 
anything else for that matter. Descartes knew this. Descartes argued that 
animals are not conscious. So for that matter do some religious people. Why? 
They believe in a human soul. Animals can't have human souls on this view and 
it's the soul that is the conscious entity lurking within us.

Animals are not moral beings. They can't choose based on their values.
They don't have values. They can't know what is right or wrong when
they don't have a value system to compare their problems against.

Humans have a different kind of consciousness than do animals. We
create explanations of our world. We are UKCs.

Human consciousness is that plus an additional component of ideas that
we create to interpret our environment. And when one of those ideas is
in awareness right now, we call that a thought.

Well now your hole gets even deeper. You clearly cannot be your ideas if you 
are not even aware of them. On this view now there are ideas of which you are 
conscious (thoughts) and ideas not in consciousness but stored somewhere in 
memory (just 'ideas'). Where does the memory start and end? Do you include 
stuff you write down? Does this mean you now include 'your' ideas as the 
entirety of stuff written down that you would agree with? Where do you draw the 
border between stuff that is 'you' and stuff that is not?

What are you when you are unaware of your ideas? Clearly not your ideas...as 
you wanted to say before.

I thought also we agreed in an earlier exchange that qualia and ideas were 
distinct. Or did we not?

I don't recall. I actually don't recall what qualia are. But I do know
that since the qualia discussion, my understanding of what is an idea



has changed dramatically. For example, now I realize that perceptions
and emotions are ideas.

You are not your stream of thoughts. Thoughts arise in consciousness then 
pass.

Thoughts are temporary things that represent ideas. Your mind produces
the thoughts from its ideas.

That's circular.

Why circular. Show me the circle. Put it in steps 1, 2, 3, etc.

What are thoughts?

1. Thoughts represent ideas.
2. The mind produces thoughts.
3. Thoughts come from ideas.
But what are ideas?
See 1.

1 and 3 look the same.

And is about evasive too.

Evasive? No. I've been thinking this stuff since before finding BoI. I
had nothing to evade from.

What's consciousness? How is it different to thought? I think I explain this 



above. Do you have criticisms of those ideas?

Eastern religion has a handle on this. It has a handle on a lot of 
nonsense too. But it got what it's like, as a matter of subjectivity, to be a 
person. Something monotheist religion properly eviscerated from 
religion and inserted some metaphysical stuff about souls or whatever.

Does a Warcraft AI that talks about enjoying the taste of mead, really 
enjoy the taste of mead? No? Why not? Because we don't think 
there's anything that it's like when some orc graphic in a computer 
game graphic "drinks" a computer graphic of some flagon of ale and 
burps and says "that was good". We don't believe they have an 
internal life. The simulation of all that stuff is just not the same as the 
real thing.

A real person who takes a drink and says "that was nice" is having an 
experience of a richness and complexity that we know 'exists' in a 
way that the AI has not replicated. There's something that it's like to 
be a person.

At the moment, people have subjectivity while AI do not. In this way 
subjectivity and consciousness are very close.

Does the first part [that there exist personal preferences] need a 
new
name [so that we define a new idea which is divorced from the
philosophy of subjectivity because subjectivity subsumes other 
false
ideas]?

it already has names like  "personal preferences", "preferences", 



and "people objectively have preferences which are a type of idea 
and whether a particular person has a particular idea is an objective 
fact of reality".

That 'a particular person has a particular idea is an objective fact of 
reality' is another way of describing what I have been calling 
'ontological subjectivity'. But I would say it's an aspect of that 
concept, not the whole thing. The capacity to have an experience *of 
any sort* is the capacity to have subjectivity. One kind of experience 
you can have, is an idea.

Besides ideas, what else can be experiences of ontological 
subjectivity?

I think we mentioned this point recently too. If you consider qualia a 
certain kind of idea, then there is nothing else. But if you think qualia are 
a different kind of thing to an idea, then qualia as well.

I tend to think there is a distinction to be made between ideas and 
qualia. Qualia are what Hume called 'perceptions' and he made that 
distinction with ideas if I remember rightly. David made the point on FoR 
list over a decade ago about how we can be mistaken about our qualia. 
I wasn't convinced then. I'm. It convinced now. But if I'm right...and you 
can't be mistaken about qualia then they are clearly not ideas because 
you can be mistaken about ideas.

Perceptions *are* ideas. And we can be mistaken about them. Why?
Because our senses are fallible. When we see, we don't see the real
world. We see an interpretation of the real world. That interpretation
is what we call the perception. The sensation is the actual data that
our senses carried to our brains before the interpretation occurred.

You confuse the objective stuff in the world - which we can be mistaken 
about - with the subjective qualia in our minds.

When you look at two stars in the sky at night you may judge one brighter 
than the other. Brightness is measurable. You can be wrong about 
brightness.



But *that you have an experience* of light you cannot be mistaken about. 
Even if it turns out you were never looking at stars at all - but you were 
asleep and dreamed it all (or were in a planetarium) at the time you had 
the experience, the qualia is not something that you did not experience.

You can have perceptions without sensations, which is what you are
saying, right?

This happens during hallucinations.

These are mistaken interpretations of what your body is [or isn't] sensing.

I'm not sure what it means for subjective content, delivered by a drug as a 
hallucination to be 'mistaken'. For example, strange visual phenomena and 
geometric patterns that are produced when eyes are closed after dropping 
acid simply 'are'. They aren't mistaken. What would they be mistaken about?

I mean that your eyes are designed to see reality. So while your eyes
are closed, you should see blackness. If you see anything else, then
that is a mistake that your perception-function is making.

Well the eyes are not designed.

Evolved.

It's also impossible to see "reality".

Yep.

When you close your eyes there are an infinite number of things you could see. 
Some of which include degrees of blackness.

During the day you see redness.

What else might you see? Whatever you imagine. The visual cortex is active 
when you imagine stuff. The brain can simulate images, of course.



What I imagine and what I hallucinate are different things. I think
they are different qualitatively, not just quantitatively. But this is
not very clear in my mind. I haven't come up with a persuasive
explanation.

The imagination is like a canvas of creativity. It's an engine of fallibility. But that 
means it is an engine of creativity too. You are apt to make mistakes with your 
eyes wide open in bright light too.

My point was that new subjective content can come to you when you exclude as 
much external input as possible...and just allow the mind free reign. Imagining 
stuff can't be dismissed as just "making mistakes". I think it's more akin to 
running simulations of possible worlds in your head. This can work in a new, 
amazing way when on certain chemicals. So subjectivity can deliver new stuff. 
New insights. New knowledge.

Yes paying less attention to your environment means paying more
attention to your mind. And this helps creativity, in all fields, e.g.
art and philosophy.

They're like a 'real life' visualiser in iTunes or whatever. Just...in your head 
instead of on a screen. It's not a mistaken interpretation...anymore than the 
iTunes visualiser is.

Now in retrospect you may misremember. But then, your memory is not 
that qualia. The idea that you cannot be mistaken about qualia is tied up 
with the present moment. All we have as a matter of conscious experience 
is the present moment. Can we be mistaken that we are in the present 
moment?

Memories are part of conscious experience. The evidence is that we can
recall our memories. So I think you're wrong about the present moment
stuff.



You can be wrong about what happened. Your memory is fallible. But can 
someone be wrong about being aware in the present moment that they are?

Are you asking if someone can think they are aware, but not be aware?
How about dreaming? In a dream, you think you are living out your life
while conscious, but you aren't conscious.

That's false and I've explained why. But I now realise that you are confusing the 
medical or common usage of the word "conscious" and the philosophical 
concept of consciousness. We have to fix this, move forward or we are talking 
entirely at cross purposes. I think everything else I have typed prior to this bit is 
entirely moot on this topic now because the entire discussion rests on the fact 
we are using the word "conscious" in two very different ways. I am using it in a 
deep philosophical sense. You are talking about what might be called 'medical' 
consciousness. We have to get past this problem to make progress.

I think its fixed now.

Those Sam Harris links I provided are a good place to start. Here they are 
again:

http://www.samharris.org/blog/item/the-mystery-of-consciousness/

Here's a follow up just as important:

http://www.samharris.org/blog/item/the-mystery-of-consciousness-ii/

Here is the wiki entry on consciousness:

http://en.wikipedia.org/wiki/Consciousness

Notice my views are reasonably mainstream here. Indeed even wiki identifies 
consciousness as "subjectivity"...that distinction you have had so much trouble 
with (remember the epistemological subjective/objective distinction versus the 
ontological subjective/objective distinction?).

I commend that entire article to you. Essentially, for now, notice that there is a 

http://www.samharris.org/blog/item/the-mystery-of-consciousness/
http://www.samharris.org/blog/item/the-mystery-of-consciousness-ii/
http://en.wikipedia.org/wiki/Consciousness


gulf of difference between what wiki labels as consciousness "In philosophy" 
and "Medical aspects". You will notice what you read there is a refutation of the 
false idea you have that while dreaming you are not conscious. The fact is while 
you are experiencing anything (including a dream) you are conscious. Even if 
you cannot remember what it is you experienced, you were conscious if you had 
an experience. The most interesting bit of the medical stuff for philosophy is 
about "locked in" syndrome. Here we have people who really do give us no 
external clues that they are entirely conscious. That has all sorts of reach...into 
ethics especially.

I sense you think that the medical idea of consciousness as being 'responsive' is 
everything consciousness is about.

Personally I think grappling with this concept is just about the hardest one in all 
of philosophy. An aside on personal experience: I think I was confused what all 
the fuss was about for most of the time I studied philosophy in an undergraduate 
degree. Epistemology, logic, metaphysics - those are the easier bits of 
philosophy in retrospect. Consciousness studies...I didn't get it. I think I just 
thought it was the difference between being awake or asleep. I thought it was 
essentially a scientific question. Maybe it might still turn out to be that.

I think its only a philosophical question. The answer is the
*definition* of consciousness and how to objectively know what is and
what isn't conscious.

I now realise there is something a heck of a lot deeper than what I thought. Far 
more nuanced and interesting and the literature on this stuff is absolutely 
amazing because it's right at that frontier between philosophy, science and utter 
madness (panpsychism is my favorite for this, as you might have guessed). I 
don't necessarily agree with it. I don't know what to think. I don't think there is 
something one *should* think about this. Again, you might have guessed that.

Its false. Consciousness arises from physics. Our brains do that. How
could the physics in a grain of sand create consciousness? Sand is
Huge crystal lattices of silicon dioxide.

There's no "best theory" of consciousness. Even if the brain is hardware and the 
mind is software running on it, that doesn't solve the hard problems of 



consciousness. They are mentioned in those articles.

"Best" just means current conjectural knowledge.

-- Rami



From: Kristen Ely <kristeneely@yahoo.com>
Subject: [BoI] Passing the Turing test
Date: July 3, 2012 at 9:57 AM

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be 
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not a good test 
for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to think if a 
human judge cannot tell if the program is human or not. But this is not a good 
test, because there are no explanations [for where the knowledge in the 
program came from] behind it. A human might be fooled about a program's 
ability to think; but unless we can explain how it has acquired the ability to think, 
we can't tell if it's really thinking or if we're being fooled.

We don't need the Turing test to tell if a program is an AI. We need a good 
explanation for where the knowledge in the program came from. If the 
knowledge in the program came from what was put in it by the programmer, it is 
not thinking. If the knowledge was created by the program, it is thinking.

The Deutsch test for judging explanations of consciousness: "If you can't 
program it, you haven't understood it"

-Kristen



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: July 3, 2012 at 11:48 AM

 On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not a
good test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to think
if a human judge cannot tell if the program is human or not. But this is
not a good test, because there are no explanations [for where the knowledge
in the program came from] behind it. A human might be fooled about a
program's ability to think; but unless we can explain how it has acquired
the ability to think, we can't tell if it's really thinking or if we're
being fooled.

Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a
good explanation for where the knowledge in the program came from. If the
knowledge in the program came from what was put in it by the programmer, it



is not thinking. If the knowledge was created by the program, it is
thinking.

And now I realize that this stuff happens between humans. Often an adult
will think a child is stupid, when actually the child is far more
intelligent than the adult. Why does this happen? Because the adult is
judging by his standards, i.e. his own knowledge. And the child's knowledge
is very different, but better, more advanced, but lacking a lot of the
knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you can't
program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it.
Otherwise we are making unexplained assertions, i.e. blind assertions. In
this context, the good explanation takes the form of a theory that models
how the being acquired its knowledge. Did it acquire its knowledge from its
own mind's knowledge creation? Or did it acquire its knowledge by having it
programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the
Turing test by some fallible humans. So we think he might be intelligent.
The being is also biological. This is good reason to believe that the being
evolved like we did, from a non-intelligent life. So this is a good
explanation about how the being acquired its knowledge that created its
mind. And then his mind evolved its own knowledge, i.e. explanations of the
world. But, its also possible that a biological intelligent life [or an AI]
put a program in a computer and put that computer in a biological body.
Although in this case I guess we could find that computer using tests. But,
that computer could be far more advanced than ours and so they are so small
that we can't detect them [is this a possibility? wouldn't the computer
generate magnetic fields that we can't detect with our current technology?].

(2) In this hypothetical, lets change one thing, that the being was



mechanical, rather than biological. This suggests that the being was
created by a biological intelligent life. Although another possibility is
that a biological intelligent life transferred his consciousness to a
machine body. Lets say this being passed the Turing test. So we think he
might be intelligent. But the being might instead be a computer that was
programmed by biological intelligent life, and all its explanations were
programmed, rather than created on its own.

So if my hypotheticals are right, then we don't have a good theory of how a
being created its knowledge because we can't know whether or not the
being's mind evolved biologically or whether it was programmed by a
biological intelligent life [and because right now we don't have a theory
of how to create an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing
tests on each other right now? So according to DD's explanation, from your
point of view, I could be a program created by an alien intelligent being
that installed all my knowledge in my mind, and my mind created none of my
knowledge. And from my point of view, all of you guys could be
non-intelligent programs. So lets look inside ourselves too. Could I be
wrong about myself being intelligent? No. I know that I'm creating my
knowledge. So if this stuff is right, then I can only know that I am
conscious [i.e. intelligent] and I can't be sure about any of you.

Wait. An alien being could have created me, my mind, and installed some
sensor that they pay attention to. And the ideas that I think I'm creating,
could be being created on the fly by the alien and passed on to my mind. So
I can't even be sure that I'm intelligent.

This is funny.

-- Rami

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: July 3, 2012 at 7:20 PM

On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be 
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not a good 
test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to think if 
a human judge cannot tell if the program is human or not. But this is not a 
good test, because there are no explanations [for where the knowledge in the 
program came from] behind it. A human might be fooled about a program's 
ability to think; but unless we can explain how it has acquired the ability to 
think, we can't tell if it's really thinking or if we're being fooled.

Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a good 
explanation for where the knowledge in the program came from. If the 
knowledge in the program came from what was put in it by the programmer, it 
is not thinking. If the knowledge was created by the program, it is thinking.



And now I realize that this stuff happens between humans. Often an adult will 
think a child is stupid, when actually the child is far more intelligent than the 
adult. Why does this happen? Because the adult is judging by his standards, i.e. 
his own knowledge. And the child's knowledge is very different, but better, more 
advanced, but lacking a lot of the knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you can't 
program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it. 
Otherwise we are making unexplained assertions, i.e. blind assertions. In this 
context, the good explanation takes the form of a theory that models how the 
being acquired its knowledge. Did it acquire its knowledge from its own mind's 
knowledge creation? Or did it acquire its knowledge by having it programmed by 
another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the Turing 
test by some fallible humans. So we think he might be intelligent. The being is 
also biological. This is good reason to believe that the being evolved like we did, 
from a non-intelligent life. So this is a good explanation about how the being 
acquired its knowledge that created its mind. And then his mind evolved its own 
knowledge, i.e. explanations of the world. But, its also possible that a biological 
intelligent life [or an AI] put a program in a computer and put that computer in a 
biological body. Although in this case I guess we could find that computer using 
tests. But, that computer could be far more advanced than ours and so they are 
so small that we can't detect them [is this a possibility? wouldn't the computer 
generate magnetic fields that we can't detect with our current technology?].

(2) In this hypothetical, lets change one thing, that the being was mechanical, 
rather than biological. This suggests that the being was created by a biological 
intelligent life. Although another possibility is that a biological intelligent life 
transferred his consciousness to a machine body. Lets say this being passed 
the Turing test. So we think he might be intelligent. But the being might instead 
be a computer that was programmed by biological intelligent life, and all its 
explanations were programmed, rather than created on its own.



So if my hypotheticals are right, then we don't have a good theory of how a 
being created its knowledge because we can't know whether or not the being's 
mind evolved biologically or whether it was programmed by a biological 
intelligent life [and because right now we don't have a theory of how to create an 
AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing tests on 
each other right now? So according to DD's explanation, from your point of view, 
I could be a program created by an alien intelligent being that installed all my 
knowledge in my mind, and my mind created none of my knowledge. And from 
my point of view, all of you guys could be non-intelligent programs. So lets look 
inside ourselves too. Could I be wrong about myself being intelligent? No. I 
know that I'm creating my knowledge. So if this stuff is right, then I can only 
know that I am conscious [i.e. intelligent] and I can't be sure about any of you.

Wait. An alien being could have created me, my mind, and installed some 
sensor that they pay attention to. And the ideas that I think I'm creating, could be 
being created on the fly by the alien and passed on to my mind. So I can't even 
be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are conscious, when you 
are.

Also, your foray into this thought experiment is just another approach to all the 
little avenues opened up by the concept of a philosophical zombie...the very thing 
we talked about a day ago.

I wouldn't be too concerned about any of this though. Your final sentence sums it 
up. You can't be sure.

You can't be sure of anything

But so what? That's a good thing, right? It means your knowledge can always get 
better. You can always make progress...alien deception, zombie friends, a 
universe just created right *now* with all your memories in tact. We can't be sure 
any of that isn't true. But we have good theories of *some* of it.

One thing we don't have a good theory of, is consciousness.

Brett.



This is funny.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Government
Date: July 3, 2012 at 9:36 PM

On 02/07/2012, at 9:37, "David Deutsch" <david.deutsch@qubit.org> wrote:

On 2 Jul 2012, at 12:10am, Brett Hall wrote:

"well being" in morality is analogous to "human health" in medicine. Both are 
hard to define, but there are objective *scientific* facts of the matter to be 
know.

Human health *in medicine* is not very difficult to define, right up to the level of 
very small differences in attributes, because the criteria are exactly the same as 
for zebra health in veterinary medicine: limbs and organs intact, no parasites or 
disease organisms, nutrition level such as to maximise number of offspring, pain 
nerves not firing, and so on. And the tradeoffs between these different 
quantities, when they are less than optimal, is not great.

Well I think *exactly* the same might be a stretch, isn't it?

If a person is suddenly unable to speak, but otherwise functions fine - this could 
be a sign of all sorts of disease.

The inability to speak is surely just as 'medical' or scientific a problem as any 
other you list there (organs and limbs intact and so forth).

No such "criteria" for health (namely can the animal talk?) exists in zebras. A 
person unable to recognise faces (prosopagnosia) would also be considered 
medically unhealthy. Something we could never notice about a zebra.

And even these medical indications of health are *infinitely* revisable. Even 
taking just your first example: limbs and organs intact. There may come a time 
when the list of organs might be quite different to what we currently regard as 
minimal for health. What if, routinely, people have some sort of artificial 
photoreceptors placed in their eyes to help with night vision...and without this you 
are considered "unhealthy"?

The term 'health' in humans is usually used to mean something far broader than 



that, with the difference being none other than morality. And the tradeoffs 
between those parameters, and other parameters, in the light of morality, is 
enormous. For instance, prevailing usage would call an athlete healthy even if 
he is in severe pain all day due to running marathons. And would call him 
unhealthy if he meets all the above criteria but believes he is a zebra.

So the analogy is in fact empty.

I'm having trouble understanding this criticism. I'll do my best:

It seems you are saying that what constitutes "health" in humans is not a 
scientific question. It's a moral question.

Is that right?

 Am I wrong to think that morality is about the distinction between good and evil? 
Or is that "decision theory"?

If what is, and is not "healthy" in humans is indeed a question of morality, does 
this make medicine "unscientific"?

It seems we could say that the difference between healthy and unhealthy is a 
philosophical question...and leave morality to be about the difference between 
what is good and evil.

So what is wrong with the idea that as "healthy" is to "medicine" (namely, in 
medicine we are searching for solutions to the problems which prevent us from 
maximising health)
"Well being" is to "morality" (namely, in morality we are searching for solutions to 
the problems which prevent us from maximising well being. That which moves us 
towards well being is good. That which moves us towards misery is evil)?

Whatever morality is, it goes on in the mind and the mind depends lawfully on 
states of the brain.

No that's a mistake. It's like saying 'whatever mathematics is, it goes on in the 
mind'. Our *knowledge* of mathematics, and morality -- and physics -- is all in 
the mind, but none of those are attributes of the mind, nor can they be 
understood by studying the laws of motion of the brain.



I was a bit sloppy in saying "morality...goes on in the mind..."

I should have said morality is about the distinction between well being and 
suffering.

And *that* distinction is about the distinction between *attributes of the mind*. 
Suffering is a problem.  It's not just "knowledge of" in that case.  The distinction 
between a state of suffering and a state of well being is a distinction between 
states of the mind. And so the brain is doing one thing while suffering and another 
thing while experiencing "well being". This is true even if we argue about what 
does and does not constitute a state of suffering.

That marks a crucial difference between "mathematics" and "morality". Of course 
this difference only makes sense if you have already accepted that morality is 
about "well being" and "suffering".

Well being is a subjective mental state that *is* an attribute of the mind (*unlike* 
mathematics). And it does depend on what the brain is doing, doesn't it? We can 
clearly change bits of the brain and the mind will change, won't it? Brain injuries 
demonstrate that, don't they?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Passing the Turing test
Date: July 3, 2012 at 10:13 PM

On Jul 3, 2012, at 4:20 PM, Brett Hall wrote:

On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be 
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not a good 
test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to think if 
a human judge cannot tell if the program is human or not. But this is not a 
good test, because there are no explanations [for where the knowledge in the 
program came from] behind it. A human might be fooled about a program's 
ability to think; but unless we can explain how it has acquired the ability to 
think, we can't tell if it's really thinking or if we're being fooled.

Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a good 
explanation for where the knowledge in the program came from. If the 
knowledge in the program came from what was put in it by the programmer, it 
is not thinking. If the knowledge was created by the program, it is thinking.



And now I realize that this stuff happens between humans. Often an adult will 
think a child is stupid, when actually the child is far more intelligent than the 
adult. Why does this happen? Because the adult is judging by his standards, 
i.e. his own knowledge. And the child's knowledge is very different, but better, 
more advanced, but lacking a lot of the knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you can't 
program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it. 
Otherwise we are making unexplained assertions, i.e. blind assertions. In this 
context, the good explanation takes the form of a theory that models how the 
being acquired its knowledge. Did it acquire its knowledge from its own mind's 
knowledge creation? Or did it acquire its knowledge by having it programmed 
by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the Turing 
test by some fallible humans. So we think he might be intelligent. The being is 
also biological. This is good reason to believe that the being evolved like we 
did, from a non-intelligent life. So this is a good explanation about how the 
being acquired its knowledge that created its mind. And then his mind evolved 
its own knowledge, i.e. explanations of the world. But, its also possible that a 
biological intelligent life [or an AI] put a program in a computer and put that 
computer in a biological body. Although in this case I guess we could find that 
computer using tests. But, that computer could be far more advanced than 
ours and so they are so small that we can't detect them [is this a possibility? 
wouldn't the computer generate magnetic fields that we can't detect with our 
current technology?].

(2) In this hypothetical, lets change one thing, that the being was mechanical, 
rather than biological. This suggests that the being was created by a biological 
intelligent life. Although another possibility is that a biological intelligent life 
transferred his consciousness to a machine body. Lets say this being passed 
the Turing test. So we think he might be intelligent. But the being might instead 



be a computer that was programmed by biological intelligent life, and all its 
explanations were programmed, rather than created on its own.

So if my hypotheticals are right, then we don't have a good theory of how a 
being created its knowledge because we can't know whether or not the being's 
mind evolved biologically or whether it was programmed by a biological 
intelligent life [and because right now we don't have a theory of how to create 
an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing tests on 
each other right now? So according to DD's explanation, from your point of 
view, I could be a program created by an alien intelligent being that installed all 
my knowledge in my mind, and my mind created none of my knowledge. And 
from my point of view, all of you guys could be non-intelligent programs. So 
lets look inside ourselves too. Could I be wrong about myself being intelligent? 
No. I know that I'm creating my knowledge. So if this stuff is right, then I can 
only know that I am conscious [i.e. intelligent] and I can't be sure about any of 
you.

Wait. An alien being could have created me, my mind, and installed some 
sensor that they pay attention to. And the ideas that I think I'm creating, could 
be being created on the fly by the alien and passed on to my mind. So I can't 
even be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are conscious, when you 
are.

Also, your foray into this thought experiment is just another approach to all the 
little avenues opened up by the concept of a philosophical zombie...the very 
thing we talked about a day ago.

I wouldn't be too concerned about any of this though. Your final sentence sums 
it up. You can't be sure.

You can't be sure of anything

But so what? That's a good thing, right? It means your knowledge can always 
get better. You can always make progress...alien deception, zombie friends, a 
universe just created right *now* with all your memories in tact. We can't be sure 
any of that isn't true. But we have good theories of *some* of it.



One thing we don't have a good theory of, is consciousness.

I agree with the attitude that not being sure is a good thing meaning we can 
improve, and that all these issues are open to improvement.

I agree we don't have a good theory of consciousness in the sense of a complete 
theory.

I'd add that we do have some good theories relevant to the issue. Some puzzle 
pieces.

One is this: concepts/problems should come *before* words/definitions.

Another is this: Descartes' argument (I think therefore I am) is very popular, and 
very wrong. We already know it's wrong (e.g. it tries to get out of fallibility and it's 
not really difficult to refute for a Popperian. E.g. question if their conception of the 
logic of the implications of thinking is itself infallible. Or if their understanding of 
what "am" (being) is is infallible.) One lesson here is that most people are very 
confused on this issue, and don't apply enough quality criticism, and so their 
reports and opinions on the matter can/should be basically ignored (with skill, one 
can glean some value from them indirectly. but never mind). Common sense and 
popular wisdom are not to be trusted here.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Government
Date: July 3, 2012 at 10:25 PM

On Jul 3, 2012, at 6:36 PM, Brett Hall wrote:

I should have said morality is about the distinction between well being and 
suffering.

Interesting you should say that because I believe *epistemology* -- not morality -- 
has solved that problem. Or at least a significant part of it.

Well being, at least in a minimal sense, is all non-coercive (non-TCS-coercive) 
states. Suffering (in an exact sense) is exactly the set of all coercive (TCS-
coercive) states. The explanations of what (TCS-)coercion is, its properties, etc, 
are epistemological.

Connections between morality and epistemology aren't surprising but I wouldn't 
say morality is "about" something I regarded as epistemology. I think there's a bit 
more to it than that.

For one thing, morality is not just about which states are good or bad but *how to 
live in order to achieve them*. But, again, epistemology can help us achieve good 
states, because rational approaches to problems/life is in the domain of 
epistemology and is a (perhaps the) key component to getting good results in life.

What morality is really about -- the normal and more representative definition -- is 
about what is the good life and how to live/get it, or in other words how to make 
the right choices (if you accept the dominant moral theory that making good 
choices is, on one explanatory level, how all good lives are achieved, without 
denying other explanatory levels or implying domain specific knowledge isn't 
needed (it is)).

The well being and suffering statement is similar with terminology changes and 
no mention of implementation or life (it's too much phrased as an ivory tower 
thing where the point is to learn an abstract, philosophically *distinction*, not life 
skills).



BTW, the only purpose I see for using the term "well being" instead of "good" is to 
distance from religion and, with it, most existing moral traditions/knowledge. 
Doing that is bad. And if one intends to do moral philosophy, then doing that 
makes it pretty much hopeless. While it's always possible to reinvent the wheel or 
even come up with better, doing that on purpose when you don't need to is an 
extremely unproductive approach in general. Incremental improvement is by far 
the best method of making progress. (This gradualism is one of the major lessons 
of epistemology. One way to think about it is that fundamentally all knowledge is 
created by evolution and evolution goes step by step and if you wanted to evolve 
a super powerful cow you'd want to start with existing cows despite your myriad 
complaints about them. If you said cows suck too much and Hindus are too 
superstitious about them, I'll start with some bacteria and evolve my super-cow 
from there, that'd be foolish.)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Government
Date: July 3, 2012 at 10:39 PM

On Jul 3, 2012, at 6:36 PM, Brett Hall wrote:

On 02/07/2012, at 9:37, "David Deutsch" <david.deutsch@qubit.org> wrote:

On 2 Jul 2012, at 12:10am, Brett Hall wrote:

"well being" in morality is analogous to "human health" in medicine. Both are 
hard to define, but there are objective *scientific* facts of the matter to be 
know.

Human health *in medicine* is not very difficult to define, right up to the level of 
very small differences in attributes, because the criteria are exactly the same 
as for zebra health in veterinary medicine: limbs and organs intact, no 
parasites or disease organisms, nutrition level such as to maximise number of 
offspring, pain nerves not firing, and so on. And the tradeoffs between these 
different quantities, when they are less than optimal, is not great.

Well I think *exactly* the same might be a stretch, isn't it?

If a person is suddenly unable to speak, but otherwise functions fine - this could 
be a sign of all sorts of disease.

The inability to speak is surely just as 'medical' or scientific a problem as any 
other you list there (organs and limbs intact and so forth).

No such "criteria" for health (namely can the animal talk?) exists in zebras. A 
person unable to recognise faces (prosopagnosia) would also be considered 
medically unhealthy. Something we could never notice about a zebra.

And even these medical indications of health are *infinitely* revisable. Even 
taking just your first example: limbs and organs intact. There may come a time 
when the list of organs might be quite different to what we currently regard as 
minimal for health. What if, routinely, people have some sort of artificial 
photoreceptors placed in their eyes to help with night vision...and without this 
you are considered "unhealthy"?



"Can it talk" is not the type of criterion we'd use with zebras. But consider the 
case where you can't talk because your throat is full of cancer. Well, zebras can 
have throat cancer and zebra criteria can point to this as bad health. It can be 
looked at it other ways besides talking (which is in terms of human values). The 
point is many health issues can be looked at in non-human terms (by focussing 
on lower level things like having cancer in the throat, not what results it has for 
human lifestyles) to get a useful medical meaning to health.

As to the other question: yes, the more we change our bodies to be less like 
zebras, the less this will apply.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Government
Date: July 3, 2012 at 10:39 PM

On Jul 3, 2012, at 6:36 PM, Brett Hall wrote:

It seems you are saying that what constitutes "health" in humans is not a 
scientific question. It's a moral question.

Is that right?

Right.

Whether an ear piercing -- or a tongue piercing, or a breast implant, etc etc -- 
constitutes a health problem or benefit is an issue of human preferences and 
values. It's a moral issue, not a scientific question.

How to do a piercing without getting an infection is a scientific matter. Information 
about how it changes one's life to have a piercing (e.g. necessary cleaning 
routines or the consequences of not doing them) is a scientific issue. Whether to 
get one is not science.

Am I wrong to think that morality is about the distinction between good and evil? 
Or is that "decision theory"?

It's about good and evil, yes. And what constitutes better or worse health for 
humans has a lot to do with what they consider good.

Another example is when someone has a nasty disease that will, say, kill them in 
a year. And there is a treatment that will let them live for 3 years. But in the mean 
time, the treatment will prevent them from doing various things. So medical 
science tells us these facts about treatment options. You can live a year in this 
condition, or three in that other condition. (It's not an exact science, but you get 
the idea.) But which one do you pick? Which one is better health? That's a moral 
issue.

If what is, and is not "healthy" in humans is indeed a question of morality, does 
this make medicine "unscientific"?



No. In DD's terminology, medicine figures out how to do constructions on human 
bodies. It's about learning how to transform them into other bodies with different 
properties (e.g. one with cancer to one without).

The decisions about the *use* of medicine are not scientific (just like the 
decisions about how to use nuclear weapons are moral, not scientific, issues). 
But learning how to do a particularly surgery, or learning what effects it will have, 
or learning what drugs do what, is absolutely science.

It's a bit like how economics tells us a lot about what will happen if we do various 
things. But economics narrowly is amoral: it doesn't tell us which things we 
should want to make happen. One thing economists often think -- with some 
justice in many cases -- is that if you really understand what some government 
policy will do, then most people will agree about whether to do it or not. Many 
disagreements that people think are moral disagreements come down in 
significant part to having different ideas about what the factual consequences of 
policies will be. Sometimes people on different sides of a political issue agree that 
if the law would work out how the other side fantasizes it would actually be good.

But economists aren't entirely right about this. Why do people get so much factual 
and economic stuff wrong? Because they make bad life choices in terms of 
learning about the facts, learning economics, learning how to think, learning 
epistemology, learning critical thinking, learning not to be gullible, learning to think 
seriously and create high quality knowledge instead of just have a vague notion, 
etc... People failing to do all that stuff is immoral and largely outside the scope of 
economics.

BTW let me add that I do not endorse the morality/economics distinction in 
general and most economists get a ton of stuff wrong because of this mistake 
that dominates their field. What happens is they actually try to make predictions 
and statements about human behavior while disregarding morality. They just 
imagine an amoral "rational actor" and then pretend like that has something to do 
with human behavior. But it doesn't. Humans factor in morality. Ayn Rand 
criticized Ludwig von Mises for this mistake and he was basically the best 
economist.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: July 4, 2012 at 3:24 AM

On 04/07/2012, at 12:13, "Elliot Temple" <curi@curi.us> wrote:

On Jul 3, 2012, at 4:20 PM, Brett Hall wrote:

On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be 
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not a good 
test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to think 
if a human judge cannot tell if the program is human or not. But this is not a 
good test, because there are no explanations [for where the knowledge in 
the program came from] behind it. A human might be fooled about a 
program's ability to think; but unless we can explain how it has acquired the 
ability to think, we can't tell if it's really thinking or if we're being fooled.

Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a good 



explanation for where the knowledge in the program came from. If the 
knowledge in the program came from what was put in it by the programmer, 
it is not thinking. If the knowledge was created by the program, it is thinking.

And now I realize that this stuff happens between humans. Often an adult will 
think a child is stupid, when actually the child is far more intelligent than the 
adult. Why does this happen? Because the adult is judging by his standards, 
i.e. his own knowledge. And the child's knowledge is very different, but better, 
more advanced, but lacking a lot of the knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you can't 
program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it. 
Otherwise we are making unexplained assertions, i.e. blind assertions. In this 
context, the good explanation takes the form of a theory that models how the 
being acquired its knowledge. Did it acquire its knowledge from its own 
mind's knowledge creation? Or did it acquire its knowledge by having it 
programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the Turing 
test by some fallible humans. So we think he might be intelligent. The being 
is also biological. This is good reason to believe that the being evolved like 
we did, from a non-intelligent life. So this is a good explanation about how the 
being acquired its knowledge that created its mind. And then his mind 
evolved its own knowledge, i.e. explanations of the world. But, its also 
possible that a biological intelligent life [or an AI] put a program in a computer 
and put that computer in a biological body. Although in this case I guess we 
could find that computer using tests. But, that computer could be far more 
advanced than ours and so they are so small that we can't detect them [is 
this a possibility? wouldn't the computer generate magnetic fields that we 
can't detect with our current technology?].

(2) In this hypothetical, lets change one thing, that the being was mechanical, 
rather than biological. This suggests that the being was created by a 



biological intelligent life. Although another possibility is that a biological 
intelligent life transferred his consciousness to a machine body. Lets say this 
being passed the Turing test. So we think he might be intelligent. But the 
being might instead be a computer that was programmed by biological 
intelligent life, and all its explanations were programmed, rather than created 
on its own.

So if my hypotheticals are right, then we don't have a good theory of how a 
being created its knowledge because we can't know whether or not the 
being's mind evolved biologically or whether it was programmed by a 
biological intelligent life [and because right now we don't have a theory of 
how to create an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing tests 
on each other right now? So according to DD's explanation, from your point 
of view, I could be a program created by an alien intelligent being that 
installed all my knowledge in my mind, and my mind created none of my 
knowledge. And from my point of view, all of you guys could be non-intelligent 
programs. So lets look inside ourselves too. Could I be wrong about myself 
being intelligent? No. I know that I'm creating my knowledge. So if this stuff is 
right, then I can only know that I am conscious [i.e. intelligent] and I can't be 
sure about any of you.

Wait. An alien being could have created me, my mind, and installed some 
sensor that they pay attention to. And the ideas that I think I'm creating, could 
be being created on the fly by the alien and passed on to my mind. So I can't 
even be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are conscious, when 
you are.

Also, your foray into this thought experiment is just another approach to all the 
little avenues opened up by the concept of a philosophical zombie...the very 
thing we talked about a day ago.

I wouldn't be too concerned about any of this though. Your final sentence sums 
it up. You can't be sure.

You can't be sure of anything



But so what? That's a good thing, right? It means your knowledge can always 
get better. You can always make progress...alien deception, zombie friends, a 
universe just created right *now* with all your memories in tact. We can't be 
sure any of that isn't true. But we have good theories of *some* of it.

One thing we don't have a good theory of, is consciousness.

I agree with the attitude that not being sure is a good thing meaning we can 
improve, and that all these issues are open to improvement.

I agree we don't have a good theory of consciousness in the sense of a 
complete theory.

I'd add that we do have some good theories relevant to the issue. Some puzzle 
pieces.

One is this: concepts/problems should come *before* words/definitions.

Another is this: Descartes' argument (I think therefore I am) is very popular, and 
very wrong. We already know it's wrong (e.g. it tries to get out of fallibility and it's 
not really difficult to refute for a Popperian. E.g. question if their conception of 
the logic of the implications of thinking is itself infallible. Or if their understanding 
of what "am" (being) is is infallible.) One lesson here is that most people are 
very confused on this issue, and don't apply enough quality criticism, and so 
their reports and opinions on the matter can/should be basically ignored (with 
skill, one can glean some value from them indirectly. but never mind). Common 
sense and popular wisdom are not to be trusted here.

Yes Descartes was wrong about what we can be *certain* of. But he was no fool. 
That "method of doubt" he used predates Popper by a couple of centuries. Him, 
sitting by the fireplace, and being rigorous about how he could be *fallible* about 
everything because his senses were unreliable was amazingly ground breaking 
counter-cultural stuff.

Sextus Empiricus and Plato and some others said some similar things too. 
Popper was and is amazing. But fallibalism didn't begin and end with him. 
Descartes is one of the giants Popper stood upon the shoulders of.

Just like how "traditional religions" like Christianity got some stuff right...Decartes 
deserves big props for his method of doubt...and much other great stuff he did 



besides, hey? The odd mistake he made doesn't undo the huge amount of 
progress he did make. In many areas. Especially philosophy.

Big it up for Decartes.

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: July 4, 2012 at 8:43 AM

On Tue, Jul 3, 2012 at 6:20 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

 On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not
a good test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to
think if a human judge cannot tell if the program is human or not. But this
is not a good test, because there are no explanations [for where the
knowledge in the program came from] behind it. A human might be fooled
about a program's ability to think; but unless we can explain how it has
acquired the ability to think, we can't tell if it's really thinking or if
we're being fooled.

Yes that points out the fallibility of the human judge.



We don't need the Turing test to tell if a program is an AI. We need a
good explanation for where the knowledge in the program came from. If the
knowledge in the program came from what was put in it by the programmer, it
is not thinking. If the knowledge was created by the program, it is
thinking.

And now I realize that this stuff happens between humans. Often an adult
will think a child is stupid, when actually the child is far more
intelligent than the adult. Why does this happen? Because the adult is
judging by his standards, i.e. his own knowledge. And the child's knowledge
is very different, but better, more advanced, but lacking a lot of the
knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you can't
program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it.
Otherwise we are making unexplained assertions, i.e. blind assertions. In
this context, the good explanation takes the form of a theory that models
how the being acquired its knowledge. Did it acquire its knowledge from its
own mind's knowledge creation? Or did it acquire its knowledge by having it
programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the
Turing test by some fallible humans. So we think he might be intelligent.
The being is also biological. This is good reason to believe that the being
evolved like we did, from a non-intelligent life. So this is a good
explanation about how the being acquired its knowledge that created its
mind. And then his mind evolved its own knowledge, i.e. explanations of the
world. But, its also possible that a biological intelligent life [or an AI]
put a program in a computer and put that computer in a biological body.
Although in this case I guess we could find that computer using tests. But,
that computer could be far more advanced than ours and so they are so small



that we can't detect them [is this a possibility? wouldn't the computer
generate magnetic fields that we can't detect with our current technology?].

(2) In this hypothetical, lets change one thing, that the being was
mechanical, rather than biological. This suggests that the being was
created by a biological intelligent life. Although another possibility is
that a biological intelligent life transferred his consciousness to a
machine body. Lets say this being passed the Turing test. So we think he
might be intelligent. But the being might instead be a computer that was
programmed by biological intelligent life, and all its explanations were
programmed, rather than created on its own.

So if my hypotheticals are right, then we don't have a good theory of how
a being created its knowledge because we can't know whether or not the
being's mind evolved biologically or whether it was programmed by a
biological intelligent life [and because right now we don't have a theory
of how to create an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing
tests on each other right now? So according to DD's explanation, from your
point of view, I could be a program created by an alien intelligent being
that installed all my knowledge in my mind, and my mind created none of my
knowledge. And from my point of view, all of you guys could be
non-intelligent programs. So lets look inside ourselves too. Could I be
wrong about myself being intelligent? No. I know that I'm creating my
knowledge. So if this stuff is right, then I can only know that I am
conscious [i.e. intelligent] and I can't be sure about any of you.

Wait. An alien being could have created me, my mind, and installed some
sensor that they pay attention to. And the ideas that I think I'm creating,
could be being created on the fly by the alien and passed on to my mind. So
I can't even be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are conscious,
when you are.

Why? BTW, that is unexplained assertion.



Also, your foray into this thought experiment is just another approach to
all the little avenues opened up by the concept of a philosophical
zombie...the very thing we talked about a day ago.

Ya that dawned on me after I wrote the post.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Coercion with food Fabric-of-Reality@yahoogroups.com, BoI 
Infinity <beginning-of-infinity@googlegroups.com>
Date: July 4, 2012 at 11:05 AM

TCS-Parent (T): I don't coerce my kids with food. They eat what they
want, when they want, how they want, as much as they want.

Non-TCS-Parent (N): What if they eat too much and become fat?

T: The vast majority of fat people were coerced when they were young.

N: But lets say you had a fat kid. Would you stop him from eating too much?

T: That is a hard problem. You're talking about solving a problem
where the problem is based in past coercion. I'm not sure how to deal
with that. But we're talking about kids that don't have that problem.

N: How do you know they won't eat too much and develop that problem?

T: Are you suggesting that we are all inherently predisposed to becoming fat?

N: No.

T: So why are you worried about that problem?

N: Well what if they eat too much and throw up?

T: Are you suggesting that I should coerce them by stopping them from eating?

N: Ya.

T: Why not just explain it to them?

N: Cause they won't get it.

T: Why won't they get it?

N: Cause they are too young to know.

T: And when will they get it?



N: When they are older.

T: And how will they figure that out?

N: [no response]

T: They will have learned some specific knowledge. How do they learn that?

N: [no response]

T: By experiencing the consequences of their own mistakes. Like
throwing up from eating too much. Or stomach aches. And by comparing
that against their knowledge, some of which was explanations from me.
And it doesn't matter how old they are. They will learn it at 2 years
old as well as any 20 year old could learn it. [Then I gave a real
example of my kids learning something advanced from one explanation
that I provided them.]

N: Ok so what if they don't eat enough for breakfast?

T: Why is that a problem? Are they going to become anorexic? Or die or
not grow enough from malnutrition?

N: Not necessarily.

T: So whats the problem?

N: Well if they don't eat enough, then they'll want to eat in another hour.

T: And you consider that a problem?

N: No.

T: So why did you bring it up?

N: [Pause, then walk away saying...] I don't know.

...



I don't understand. Why evade now? I think its cause he disagrees with
me but without have a good reason to disagree. I guess he doesn't like
the idea of kids doing what ever they want because he thinks kids want
bad things. And kids are too stupid to figure out stuff on their own.
And he's inductivist so he trusts the most popular knowledge which is
the "norm". And he's second-handed so he trusts other people's
reasoning over his own.

It seems like induction and second-handedness are linked. Like one has
to be there in order for the other to be there.

Second-handedness means not using your own reasoning, and applying
others people's reasoning instead.

Induction means trusting knowledge as truth based on how popular it is.

Both of these things involve not using your own reasoning. Well...
thinking inductively *is* reasoning, but its bad reasoning. Its
reasoning where the explanation is of the form "Idea X is true because
it is the most popular." Thinking second-handed is reasoning too, but
again bad reasoning. Its reasoning where the explanation is of the
form "Idea X is true because it is the most popular." Uh... those are
the same.

So if someone is second-handed, he's thinking inductively. And if
someone is not second-handed, he's not thinking inductively.

What do you think?

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: Falsification connected to Criticism (was: [BoI] Non-falsification way 
of testing theories)
Date: July 4, 2012 at 11:42 AM

On Sun, Jul 1, 2012 at 4:46 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 1 Jul 2012, at 10:33pm, Rami Rustom wrote:
On Sun, Jul 1, 2012 at 4:01 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

I think that 'falsification' is a useful concept when there are two (or any 
number, but we very rarely have more than two) *good explanations* being 
tested against each other.

When we're doing something like searching for new planets, what's 
happening is more that we have only one explanatory theory, but it has many 
undetermined parameters. When we determine those parameters more 
accurately by experiment, you could say that we are 'falsifying' a bunch of 
theories (those that set the parameters at values we have now ruled out), but 
the difference between those theories is basically one of prediction only. 
Nevertheless, we are making our only explanation harder to vary by fixing its 
parameters, which will stand us in good stead when it is later used as 
background knowledge, or else comes into conflict with some new 
explanation.

Ok.

Falsification is a special case of criticism, as in C&R.

So if falsification makes sense in testing two good theories against
each other, then criticism in general makes sense in testing two good
ideas against each other.

Yes. Though I think philosophical theories are (as yet) rarely if ever expressed 
so precisely that we can say that one of them has 'undetermined parameters' in 
an otherwise good explanation.

So some good philosophical theories *do* have precisely expressed
undetermined parameters. Enough for it to be falsifiable. An example?
I'd like to practice on it.



Wait. If a theory is not falsifiable, i.e. not criticizeable, then it
is a bad explanation.

Also, I guess a theory [philosophical or scientific] *always* has
*some* undetermined parameters. Otherwise, we're claiming that the
theory is infallible, i.e. the theory can't be improved. But even the
determined parameters of a theory can be mistaken, so there is the
fallibility. But for some reason I have a hunch that there are always
undetermined parameters. Why? Because those undetermined parameters
involve situations that we've never experienced. And since there will
always be an infinite number of situations, then there'll always be
some undetermined parameters.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Passing the Turing test
Date: July 4, 2012 at 1:13 PM

On Jul 4, 2012, at 12:24 AM, Brett Hall wrote:

On 04/07/2012, at 12:13, "Elliot Temple" <curi@curi.us> wrote:

On Jul 3, 2012, at 4:20 PM, Brett Hall wrote:

On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be 
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not a 
good test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to 
think if a human judge cannot tell if the program is human or not. But this is 
not a good test, because there are no explanations [for where the 
knowledge in the program came from] behind it. A human might be fooled 
about a program's ability to think; but unless we can explain how it has 
acquired the ability to think, we can't tell if it's really thinking or if we're 
being fooled.

Yes that points out the fallibility of the human judge.



We don't need the Turing test to tell if a program is an AI. We need a good 
explanation for where the knowledge in the program came from. If the 
knowledge in the program came from what was put in it by the 
programmer, it is not thinking. If the knowledge was created by the 
program, it is thinking.

And now I realize that this stuff happens between humans. Often an adult 
will think a child is stupid, when actually the child is far more intelligent than 
the adult. Why does this happen? Because the adult is judging by his 
standards, i.e. his own knowledge. And the child's knowledge is very 
different, but better, more advanced, but lacking a lot of the knowledge that 
the adult has.

The Deutsch test for judging explanations of consciousness: "If you can't 
program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it. 
Otherwise we are making unexplained assertions, i.e. blind assertions. In 
this context, the good explanation takes the form of a theory that models 
how the being acquired its knowledge. Did it acquire its knowledge from its 
own mind's knowledge creation? Or did it acquire its knowledge by having it 
programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the 
Turing test by some fallible humans. So we think he might be intelligent. The 
being is also biological. This is good reason to believe that the being 
evolved like we did, from a non-intelligent life. So this is a good explanation 
about how the being acquired its knowledge that created its mind. And then 
his mind evolved its own knowledge, i.e. explanations of the world. But, its 
also possible that a biological intelligent life [or an AI] put a program in a 
computer and put that computer in a biological body. Although in this case I 
guess we could find that computer using tests. But, that computer could be 
far more advanced than ours and so they are so small that we can't detect 



them [is this a possibility? wouldn't the computer generate magnetic fields 
that we can't detect with our current technology?].

(2) In this hypothetical, lets change one thing, that the being was 
mechanical, rather than biological. This suggests that the being was created 
by a biological intelligent life. Although another possibility is that a biological 
intelligent life transferred his consciousness to a machine body. Lets say 
this being passed the Turing test. So we think he might be intelligent. But 
the being might instead be a computer that was programmed by biological 
intelligent life, and all its explanations were programmed, rather than 
created on its own.

So if my hypotheticals are right, then we don't have a good theory of how a 
being created its knowledge because we can't know whether or not the 
being's mind evolved biologically or whether it was programmed by a 
biological intelligent life [and because right now we don't have a theory of 
how to create an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing tests 
on each other right now? So according to DD's explanation, from your point 
of view, I could be a program created by an alien intelligent being that 
installed all my knowledge in my mind, and my mind created none of my 
knowledge. And from my point of view, all of you guys could be non-
intelligent programs. So lets look inside ourselves too. Could I be wrong 
about myself being intelligent? No. I know that I'm creating my knowledge. 
So if this stuff is right, then I can only know that I am conscious [i.e. 
intelligent] and I can't be sure about any of you.

Wait. An alien being could have created me, my mind, and installed some 
sensor that they pay attention to. And the ideas that I think I'm creating, 
could be being created on the fly by the alien and passed on to my mind. So 
I can't even be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are conscious, when 
you are.

Also, your foray into this thought experiment is just another approach to all 
the little avenues opened up by the concept of a philosophical zombie...the 
very thing we talked about a day ago.



I wouldn't be too concerned about any of this though. Your final sentence 
sums it up. You can't be sure.

You can't be sure of anything

But so what? That's a good thing, right? It means your knowledge can always 
get better. You can always make progress...alien deception, zombie friends, a 
universe just created right *now* with all your memories in tact. We can't be 
sure any of that isn't true. But we have good theories of *some* of it.

One thing we don't have a good theory of, is consciousness.

I agree with the attitude that not being sure is a good thing meaning we can 
improve, and that all these issues are open to improvement.

I agree we don't have a good theory of consciousness in the sense of a 
complete theory.

I'd add that we do have some good theories relevant to the issue. Some puzzle 
pieces.

One is this: concepts/problems should come *before* words/definitions.

Another is this: Descartes' argument (I think therefore I am) is very popular, 
and very wrong. We already know it's wrong (e.g. it tries to get out of fallibility 
and it's not really difficult to refute for a Popperian. E.g. question if their 
conception of the logic of the implications of thinking is itself infallible. Or if 
their understanding of what "am" (being) is is infallible.) One lesson here is that 
most people are very confused on this issue, and don't apply enough quality 
criticism, and so their reports and opinions on the matter can/should be 
basically ignored (with skill, one can glean some value from them indirectly. but 
never mind). Common sense and popular wisdom are not to be trusted here.

Yes Descartes was wrong about what we can be *certain* of. But he was no 
fool. That "method of doubt" he used predates Popper by a couple of centuries. 
Him, sitting by the fireplace, and being rigorous about how he could be *fallible* 
about everything because his senses were unreliable was amazingly ground 
breaking counter-cultural stuff.

What? Descartes was not a fallibilist. He was an anti-fallibilist.



Specifically issues about our senses being fallible and what to do about that could 
not be original to Descartes because they go back at least to Plato and the myth 
of the cave.

Fallibilism and hints of Popper have existed in the distant past. For example you 
can find a lot in Xenophanes (a pre-socratic thinker).

And perhaps Thales, though information this far back is very limited. (Popper 
proposed that Thales basically invented criticism, at least in the form of a useful 
critical tradition that allowed a "school" (old word) of thinkers to improve over 
time/generations.)

Thinking anticipating Popper becomes a lot more rare after Aristotle.

Sextus Empiricus and Plato and some others said some similar things too. 
Popper was and is amazing. But fallibalism didn't begin and end with him. 
Descartes is one of the giants Popper stood upon the shoulders of.

No because Descartes was on the opposite side.

Just like how "traditional religions" like Christianity got some stuff 
right...Decartes deserves big props for his method of doubt...and much other 
great stuff he did besides, hey? The odd mistake he made doesn't undo the 
huge amount of progress he did make. In many areas. Especially philosophy.

Could you explain what the method of doubt is and what's good about it?

wiki just says:

René Descartes, the originator of Cartesian doubt, put all beliefs, ideas, 
thoughts, and matter in doubt. He showed that his grounds, or reasoning, for 
any knowledge could just as well be false. Sensory experience, the primary 
mode of knowledge, is often erroneous and therefore must be doubted. For 
instance, what one is seeing may very well be a hallucination. There is nothing 
that proves it cannot be. In short, if there is any way a belief can be disproved, 
then its grounds are insufficient. From this, Descartes proposed two arguments, 



the dream and the demon.[2]

So there's major empiricist mistakes built in. Neither the dream nor demon strike 
me as good ideas. And it's justificationist: it says (clarified) that if there is any way 
something is fallible/doubtable, then it's not justified (and so, implicitly, it's not 
knowledge). That's a huge mistake, that's just the sort of bad thinking Popper had 
to overcome and reject.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: EEG brain trace 'can detect autism'
Date: July 4, 2012 at 3:07 PM

On Jul 3, 2012, at 5:13 PM, Brett Hall wrote:

I have concerns about psychiatry...and some of the stuff that's been mentioned 
about coercive practises. I'm not sure how much of a problem this is or whether 
it's something that the USA does a lot. I know in Australia it's a problem. But I 
don't know how any of that provides a basis for wider skepticism of all practises 
in psychiatry...considered as a science of the mind.

It sure is a problem in Australia.

For example:

Aborigines who the mental health authorities want to "assess", because they 
suspect them of being "psychotic" or "suicidal", are flown great distances to be 
tested by the Royal Flying Doctor Service.

Around three a week in Queensland.

Doesn't sound so bad, yet?

It's not voluntary. They are taken from their homes and forced onto the planes. 
That's quite an involuntary trip.

But, now, here's the real kicker. Since they don't want to come, they can't be 
expected to just sit quietly in their seats. They might complain. There would be 
some Incidents or Trouble. So you handcuff them, right? Like when flying a 
criminal around.

Except, no, that's not what the psychiatrists do. They forcibly give them general 
anesthetic and intubate them. Some have died from this.

Criminals can be transported with handcuffs but those that the psychiatrists want 
to assess require something much more deadly.

Not. Fucking. Joking.



Setting aside my own reliable sources in this matter, let's see what we can also 
find online. Their own documents say:

http://www.flyingdoctor.org.au/IgnitionSuite/uploads/docs/Part%201%20-
%20Clinical%20Guidelines%20June%202008%20Cover%20Bookmarked.pdf

• CPAP may avoid the need for intubation but this is currently not available as a 
transport option.

• Assess the airway. In a patient with significant central nervous system 
depression who has an impaired gag reflex or is hypoventilating, perform an 
elective orotracheal intubation.

• Intubation should be considered prior to transfer if evidence of ARDS is 
present and high flow rates of oxygen are required at rest in the hospital.

1. Protect the Airway:

• Roll the patient onto one side if possible. Endotracheal intubation may be 
necessary. Do not waste time trying to insert a tongue blade through clenched 
teeth, as it does not protect the airway and may cause broken teeth.

• If possible, take bloods

There's details about what to drug them with if they don't consent to everything 
being done to them. I'll quote a little:

 • If IV access cannot be obtained:

http://www.flyingdoctor.org.au/IgnitionSuite/uploads/docs/Part%201%20-%20Clinical%20Guidelines%20June%202008%20Cover%20Bookmarked.pdf


  • Diazepam may be given rectally at a dose of 0.2 – 0.7 mg/kg or

Give Diazepam or Midazolam:

 • Administer a loading dose of Phenytoin - regardless of the effect of 
Diazepam, a maintenance drug is required:

 • Phenytoin orally or intravenously should be given to all patients except 
those who have a short-term metabolic condition known to cause seizures, such 
as alcohol withdrawal or hypoglycaemia, which does not require or respond to 
phenytoin.

 • Flights should be doctor accompanied if there is a significantly depressed 
conscious state, seizures or severe hypertension. Many patients with these 
criteria will benefit from early intubation and IPPV.

If they are "depressed" then they will "benefit" from early intubation? Fuck you.

 • Where intubation under inhalational anaesthesia is not possible, or a 
skilled anaesthetist is not available, the child should be transported rapidly to 
definitive care.

There's a flowchart that says if intubation doesn't work, try a second time. And if 
that doesn't work, do more stuff to them and then one of the flowchart boxes is 
trying to intubate them again.



 • Use aids for intubation

  • Gum elastic bougie – this is placed in the trachea, then an ETT is 
railroaded over the top whilst the laryngoscope is still in position. It often helps 
to twist the ETT anticlockwise as it passes through the cords,

  • Introducer – a well-lubricated introducer is inserted into the ETT with 
the tip curved into a hockey stick shape.

It's so brutal. They jamming all this crap down your throat in order to intentionally 
not let you breath normally. And if it's not working they just keep trying to ram 
their stuff into your body. And they've killed people doing this stuff, and they keep 
doing it.

http://www.flyingdoctor.org.au/IgnitionSuite/uploads/docs/Transporting_Your_Pati
ent_Final%20Rangs%20Bmarks.pdf

They try to say how intubation is for good reasons in specific cases, like:

Most patients have a secure airway. Those who do not, due to trauma, burns, 
infection or obtunded state, will require interventions such as intubation.

and

Patients with inadequate ventilation due to drugs, fatigue, neurological 
conditions or other disorders of respiratory function, may also require intubation 
and assisted ventilation.

Hold on a second. Fatigue is an official reason to intubate them? What the fuck. 
Also any "neurological conditions" (such as being labelled "depressed", 
"psychotic" or "suicidal" by a psychiatrist. Aren't they all suspected of neurological 

http://www.flyingdoctor.org.au/IgnitionSuite/uploads/docs/Transporting_Your_Patient_Final%20Rangs%20Bmarks.pdf


conditions and that's why they are being flown in in the first place?)

If the patient's airway is at risk, intubation should be performed by referring 
doctors if they are capable of doing so. This should be undertaken sooner rather 
than later

So, they do intubation as a first resort, preemptively, as soon as they imagine any 
risk.

Endotracheal Intubation

The "gold standard" for airway protection and assisted ventilation is a cuffed 
endotracheal tube, inserted orally or nasally. This is usually performed with a 
rapid sequence intubation (RSI). Ongoing muscle relaxation is continued with 
agents such a Vecuronium, and sedation is continued with drugs such as 
Morphine and Midazolam or Propofol.

They never seem to say why a "secure airway" is such a big issue for the patients 
to fly on this plane that it requires sedating and brutalizing them, but the doctors 
themselves can breathe normally.

Most patients undergoing air transport require at least one site of intravenous 
access.

Where patients only require drugs in flight, a well secured intravenous cannula 
with injection port is best located in the right forearm.

They are so intent on drugging everyone. Since it's involuntary, extreme steps are 
needed to avoid these people doing anything to defend themselves.

Most commonly sedation is used for disturbed mental health patients. 
Midazolam alone is not usually the most suitable agent in these cases. A major 
tranquilizer such as Haloperidol or Olanzepine in combination with a 
benzodiazepine such as Midazolam or Diazepam, is usually more effective in 
obtaining longer duration sedation and suppression of agitation.



As with all sedation, monitoring and care of the airway is imperative at all stages 
of transport.

Well, that clears it up a bit.

Anyone they don't like, or think might be troublesome (e.g. anyone who doesn't 
want to go and does anything to resist), is labelled as having "disturbed mental 
health". That means given them a "major tranquilizer" to avoid trouble. And 
anyone on strong sedatives like that has breath risks so "care of the airway" 
(intubation) is then done.

So:

psychiatric label -> forced long distance air transport -> sedation to avoid trouble, 
justified by the psychiatric label -> intubation justified by the sedation

Fuckers.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Cc: Fabric-of-Reality@yahoogroups.com, BoI Infinity <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Re: [TCS] Coercion with food
Date: July 4, 2012 at 3:30 PM

On Jul 4, 2012, at 8:05 AM, Rami Rustom wrote:

N: Well if they don't eat enough, then they'll want to eat in another hour.

T: And you consider that a problem?

N: No.

a lie.

T: So why did you bring it up?

b/c he considers it a problem.

N: [Pause, then walk away saying...] I don't know.

a lie. a problem is it's a schedule deviation, a hassle, an inconvenience. he 
doesn't want to deal with packaging up meals he makes in the fridge, reheating 
them, helping kid eat at non-meal times, that sort of thing. he doesn't want to say 
that because you will reply that a little extra work (that mostly goes away if you 
change your approach and stop making meals before kids are hungry b/c it's 
meal time) is absolutely worth it -- a parental duty -- if it means not mistreating 
your kids badly. i think he didn't want to hear that out loud.

...

I don't understand. Why evade now? I think its cause he disagrees with
me but without have a good reason to disagree. I guess he doesn't like
the idea of kids doing what ever they want because he thinks kids want
bad things. And kids are too stupid to figure out stuff on their own.
And he's inductivist so he trusts the most popular knowledge which is



the "norm". And he's second-handed so he trusts other people's
reasoning over his own.

It seems like induction and second-handedness are linked. Like one has
to be there in order for the other to be there.

induction doesn't mean bowing to authority in general.

a religious authority could say X, and you go observe Y a bunch of times, and 
then you confront authority.

a scientist can do independent, original research contrary to the consensus and 
think he's doing it by induction and advocate induction. if induction were possible, 
it'd be possible alone.

Second-handedness means not using your own reasoning, and applying
others people's reasoning instead.

Induction means trusting knowledge as truth based on how popular it is.

Both of these things involve not using your own reasoning. Well...
thinking inductively *is* reasoning, but its bad reasoning. Its
reasoning where the explanation is of the form "Idea X is true because
it is the most popular." Thinking second-handed is reasoning too, but
again bad reasoning. Its reasoning where the explanation is of the
form "Idea X is true because it is the most popular." Uh... those are
the same.

So if someone is second-handed, he's thinking inductively. And if
someone is not second-handed, he's not thinking inductively.

What do you think?

i disagree.

i think a better, but limited, connection is this:

inductivists are all justificationists.



where does justification come from? no one likes to say it but often the answer 
amounts to authority.

that authority need not be a person but sometimes it is.

and the method of deferring to authority has some connections to being second-
handed b/c first handed people think for themselves and have some confidence 
in their own mind.

but there are second-handed Popperians in the world. there must be. what could 
stop it? just knowing most of Popper's main points and reading most of his books 
won't stop it. he doesn't ever try to explicitly explain second-handedness. it's hard 
enough to learn what Popper does explain, i see no reason to assume most 
people would learn far more.

someone could understand Popper on induction but not understand all sorts of 
other stuff.

and someone could be an independent-minded inductivist. like Ayn Rand, who 
was an inductivist and also the best writer on second-handedness!

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com, BoI Infinity <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Re: [TCS] Coercion with food
Date: July 4, 2012 at 3:57 PM

On Jul 4, 2012 2:30 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jul 4, 2012, at 8:05 AM, Rami Rustom wrote:

N: Well if they don't eat enough, then they'll want to eat in another hour.

T: And you consider that a problem?

N: No.

a lie.

T: So why did you bring it up?

b/c he considers it a problem.

N: [Pause, then walk away saying...] I don't know.

a lie. a problem is it's a schedule deviation, a hassle, an inconvenience. he 
doesn't want to deal with packaging up meals he makes in the fridge, reheating 
them, helping kid eat at non-meal times, that sort of thing. he doesn't want to 
say that because you will reply that a little extra work (that mostly goes away if 
you change your approach and stop making meals before kids are hungry b/c 
it's meal time) is absolutely worth it -- a parental duty -- if it means not 
mistreating your kids badly. i think he didn't want to hear that out loud.

...

I don't understand. Why evade now? I think its cause he disagrees with
me but without have a good reason to disagree. I guess he doesn't like
the idea of kids doing what ever they want because he thinks kids want
bad things. And kids are too stupid to figure out stuff on their own.



And he's inductivist so he trusts the most popular knowledge which is
the "norm". And he's second-handed so he trusts other people's
reasoning over his own.

It seems like induction and second-handedness are linked. Like one has
to be there in order for the other to be there.

induction doesn't mean bowing to authority in general.

a religious authority could say X, and you go observe Y a bunch of times, and 
then you confront authority.

a scientist can do independent, original research contrary to the consensus and 
think he's doing it by induction and advocate induction. if induction were 
possible, it'd be possible alone.

Second-handedness means not using your own reasoning, and applying
others people's reasoning instead.

Induction means trusting knowledge as truth based on how popular it is.

Both of these things involve not using your own reasoning. Well...
thinking inductively *is* reasoning, but its bad reasoning. Its
reasoning where the explanation is of the form "Idea X is true because
it is the most popular." Thinking second-handed is reasoning too, but
again bad reasoning. Its reasoning where the explanation is of the
form "Idea X is true because it is the most popular." Uh... those are
the same.

So if someone is second-handed, he's thinking inductively. And if
someone is not second-handed, he's not thinking inductively.

What do you think?

i disagree.

i think a better, but limited, connection is this:



inductivists are all justificationists.

where does justification come from? no one likes to say it but often the answer 
amounts to authority.

that authority need not be a person but sometimes it is.

and the method of deferring to authority has some connections to being second-
handed b/c first handed people think for themselves and have some confidence 
in their own mind.

but there are second-handed Popperians in the world. there must be. what 
could stop it? just knowing most of Popper's main points and reading most of his 
books won't stop it. he doesn't ever try to explicitly explain second-handedness. 
it's hard enough to learn what Popper does explain, i see no reason to assume 
most people would learn far more.

someone could understand Popper on induction but not understand all sorts of 
other stuff.

and someone could be an independent-minded inductivist. like Ayn Rand, who 
was an inductivist and also the best writer on second-handedness!

So Rand was an inductivist and thus a justificationist. But she was
first-handed.

All Popperians are non-inductivists and non-justificationists.

Some Popperians are second-handed. So they adopt the reasoning of
other people [maybe only Popperians?] over their own.

The rest of Popperians are first-handed. They question everything
until it makes sense to them.

So I think second-handedness is a bigger more harmful mistake than
inductivism or justificationism.

So I'd say that non-Popperian Randians think better than non-Randian 
Popperians.



I'm not sure. Inductive thinking means that you believe correlation is
causation. Popperian thinking requires explanations to determine
causation. But second-handed thinker don't even think for themselves,
they adopt the opinion of others, whom ever they consider the
authority.

-- Rami



From: Elliot Temple <curi@curi.us>
Cc: Fabric-of-Reality@yahoogroups.com, BoI Infinity <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Re: [TCS] Coercion with food
Date: July 4, 2012 at 4:01 PM

On Jul 4, 2012, at 12:57 PM, Rami Rustom wrote:

So I'd say that non-Popperian Randians think better than non-Randian 
Popperians.

What problem does a statement like this solve?

Why do you need to decide one or the other is better? You know both are flawed 
and learning about both things is best. What more do you want to know?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com, BoI Infinity <beginning-of-
infinity@googlegroups.com>
Subject: Re: [TCS] Coercion with food
Date: July 4, 2012 at 4:07 PM

On Wed, Jul 4, 2012 at 3:01 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 4, 2012, at 12:57 PM, Rami Rustom wrote:

So I'd say that non-Popperian Randians think better than non-Randian 
Popperians.

What problem does a statement like this solve?

It was a rewording of this:

So I think second-handedness is a bigger more harmful mistake than 
inductivism or justificationism.

But ya they aren't the same.

Why do you need to decide one or the other is better? You know both are flawed 
and learning about both things is best. What more do you want to know?

These questions help me understand these ideas better, like the
connections between them. Before 7 months ago, I hadn't heard of
inductivism, justificationism, or second-handed. Or Rand or Popper.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: Falsification connected to Criticism (was: [BoI] Non-falsification way 
of testing theories)
Date: July 4, 2012 at 8:30 PM

On 05/07/2012, at 1:42, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sun, Jul 1, 2012 at 4:46 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 1 Jul 2012, at 10:33pm, Rami Rustom wrote:
On Sun, Jul 1, 2012 at 4:01 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

I think that 'falsification' is a useful concept when there are two (or any 
number, but we very rarely have more than two) *good explanations* being 
tested against each other.

When we're doing something like searching for new planets, what's 
happening is more that we have only one explanatory theory, but it has 
many undetermined parameters. When we determine those parameters 
more accurately by experiment, you could say that we are 'falsifying' a 
bunch of theories (those that set the parameters at values we have now 
ruled out), but the difference between those theories is basically one of 
prediction only. Nevertheless, we are making our only explanation harder to 
vary by fixing its parameters, which will stand us in good stead when it is 
later used as background knowledge, or else comes into conflict with some 
new explanation.

Ok.

Falsification is a special case of criticism, as in C&R.

So if falsification makes sense in testing two good theories against
each other, then criticism in general makes sense in testing two good
ideas against each other.

Yes. Though I think philosophical theories are (as yet) rarely if ever expressed 
so precisely that we can say that one of them has 'undetermined parameters' 
in an otherwise good explanation.

So some good philosophical theories *do* have precisely expressed



undetermined parameters. Enough for it to be falsifiable. An example?
I'd like to practice on it.

Wait. If a theory is not falsifiable, i.e. not criticizeable, then it
is a bad explanation.

Not always.

"Not falsifiable" is not the same as "not criticisable".

In science it's a very bad (fatal) thing for your theory if it cannot be falsified in 
principle. That is, if its not falsifiable. Thats actually just a special case of "hard to 
vary".

But in philosophy David has argued that being falsifiable is actually a bad thing.

This doesn't mean philosophical explanations cannot be criticised. For example, 
David's criticisms of solipsistic arguments are not falsifications as such. He just 
shows how they are terrible explanations for things, even if they can't be ruled out 
by experiment (in particular he shows how solipsism is identical to realism + 
some superfluous metaphysical assumptions).

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: July 4, 2012 at 8:38 PM

On 04/07/2012, at 22:44, "Rami Rustom" <rombomb@gmail.com> wrote:

On Tue, Jul 3, 2012 at 6:20 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be 
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not a good 
test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to think if 
a human judge cannot tell if the program is human or not. But this is not a 
good test, because there are no explanations [for where the knowledge in the 
program came from] behind it. A human might be fooled about a program's 
ability to think; but unless we can explain how it has acquired the ability to 
think, we can't tell if it's really thinking or if we're being fooled.

Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a good 
explanation for where the knowledge in the program came from. If the 
knowledge in the program came from what was put in it by the programmer, it 
is not thinking. If the knowledge was created by the program, it is thinking.



And now I realize that this stuff happens between humans. Often an adult will 
think a child is stupid, when actually the child is far more intelligent than the 
adult. Why does this happen? Because the adult is judging by his standards, 
i.e. his own knowledge. And the child's knowledge is very different, but better, 
more advanced, but lacking a lot of the knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you can't 
program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it. 
Otherwise we are making unexplained assertions, i.e. blind assertions. In this 
context, the good explanation takes the form of a theory that models how the 
being acquired its knowledge. Did it acquire its knowledge from its own mind's 
knowledge creation? Or did it acquire its knowledge by having it programmed 
by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the Turing 
test by some fallible humans. So we think he might be intelligent. The being is 
also biological. This is good reason to believe that the being evolved like we 
did, from a non-intelligent life. So this is a good explanation about how the 
being acquired its knowledge that created its mind. And then his mind evolved 
its own knowledge, i.e. explanations of the world. But, its also possible that a 
biological intelligent life [or an AI] put a program in a computer and put that 
computer in a biological body. Although in this case I guess we could find that 
computer using tests. But, that computer could be far more advanced than 
ours and so they are so small that we can't detect them [is this a possibility? 
wouldn't the computer generate magnetic fields that we can't detect with our 
current technology?].

(2) In this hypothetical, lets change one thing, that the being was mechanical, 
rather than biological. This suggests that the being was created by a biological 
intelligent life. Although another possibility is that a biological intelligent life 
transferred his consciousness to a machine body. Lets say this being passed 
the Turing test. So we think he might be intelligent. But the being might instead 



be a computer that was programmed by biological intelligent life, and all its 
explanations were programmed, rather than created on its own.

So if my hypotheticals are right, then we don't have a good theory of how a 
being created its knowledge because we can't know whether or not the being's 
mind evolved biologically or whether it was programmed by a biological 
intelligent life [and because right now we don't have a theory of how to create 
an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing tests on 
each other right now? So according to DD's explanation, from your point of 
view, I could be a program created by an alien intelligent being that installed all 
my knowledge in my mind, and my mind created none of my knowledge. And 
from my point of view, all of you guys could be non-intelligent programs. So 
lets look inside ourselves too. Could I be wrong about myself being intelligent? 
No. I know that I'm creating my knowledge. So if this stuff is right, then I can 
only know that I am conscious [i.e. intelligent] and I can't be sure about any of 
you.

Wait. An alien being could have created me, my mind, and installed some 
sensor that they pay attention to. And the ideas that I think I'm creating, could 
be being created on the fly by the alien and passed on to my mind. So I can't 
even be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are conscious, when you 
are.

Why? BTW, that is unexplained assertion.

If you are conscious...you know it is not a trick. You can't be at once actually 
unconscious and conscious of the trick. I think the only way out of that is to deny 
the law of the excluded middle.

More detail: 'an alien deceiving you into being conscious' is to state a 
contradiction because the state of being deceived is a conscious one.

If you are deceived...ever...that itself is a subjective state. It implies 
consciousness.



If you are thinking anything at all...including the very thought "I am being 
deceived" then you are conscious.

Can you explain a way out of this?



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: July 4, 2012 at 8:54 PM

On 05/07/2012, at 3:13, "Elliot Temple" <curi@curi.us> wrote:

On Jul 4, 2012, at 12:24 AM, Brett Hall wrote:

On 04/07/2012, at 12:13, "Elliot Temple" <curi@curi.us> wrote:

On Jul 3, 2012, at 4:20 PM, Brett Hall wrote:

On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be 
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not a 
good test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to 
think if a human judge cannot tell if the program is human or not. But this 
is not a good test, because there are no explanations [for where the 
knowledge in the program came from] behind it. A human might be fooled 
about a program's ability to think; but unless we can explain how it has 
acquired the ability to think, we can't tell if it's really thinking or if we're 
being fooled.



Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a 
good explanation for where the knowledge in the program came from. If 
the knowledge in the program came from what was put in it by the 
programmer, it is not thinking. If the knowledge was created by the 
program, it is thinking.

And now I realize that this stuff happens between humans. Often an adult 
will think a child is stupid, when actually the child is far more intelligent 
than the adult. Why does this happen? Because the adult is judging by his 
standards, i.e. his own knowledge. And the child's knowledge is very 
different, but better, more advanced, but lacking a lot of the knowledge that 
the adult has.

The Deutsch test for judging explanations of consciousness: "If you can't 
program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it. 
Otherwise we are making unexplained assertions, i.e. blind assertions. In 
this context, the good explanation takes the form of a theory that models 
how the being acquired its knowledge. Did it acquire its knowledge from its 
own mind's knowledge creation? Or did it acquire its knowledge by having 
it programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the 
Turing test by some fallible humans. So we think he might be intelligent. 
The being is also biological. This is good reason to believe that the being 
evolved like we did, from a non-intelligent life. So this is a good 
explanation about how the being acquired its knowledge that created its 
mind. And then his mind evolved its own knowledge, i.e. explanations of 



the world. But, its also possible that a biological intelligent life [or an AI] put 
a program in a computer and put that computer in a biological body. 
Although in this case I guess we could find that computer using tests. But, 
that computer could be far more advanced than ours and so they are so 
small that we can't detect them [is this a possibility? wouldn't the computer 
generate magnetic fields that we can't detect with our current 
technology?].

(2) In this hypothetical, lets change one thing, that the being was 
mechanical, rather than biological. This suggests that the being was 
created by a biological intelligent life. Although another possibility is that a 
biological intelligent life transferred his consciousness to a machine body. 
Lets say this being passed the Turing test. So we think he might be 
intelligent. But the being might instead be a computer that was 
programmed by biological intelligent life, and all its explanations were 
programmed, rather than created on its own.

So if my hypotheticals are right, then we don't have a good theory of how a 
being created its knowledge because we can't know whether or not the 
being's mind evolved biologically or whether it was programmed by a 
biological intelligent life [and because right now we don't have a theory of 
how to create an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing 
tests on each other right now? So according to DD's explanation, from 
your point of view, I could be a program created by an alien intelligent 
being that installed all my knowledge in my mind, and my mind created 
none of my knowledge. And from my point of view, all of you guys could be 
non-intelligent programs. So lets look inside ourselves too. Could I be 
wrong about myself being intelligent? No. I know that I'm creating my 
knowledge. So if this stuff is right, then I can only know that I am conscious 
[i.e. intelligent] and I can't be sure about any of you.

Wait. An alien being could have created me, my mind, and installed some 
sensor that they pay attention to. And the ideas that I think I'm creating, 
could be being created on the fly by the alien and passed on to my mind. 
So I can't even be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are conscious, when 
you are.



Also, your foray into this thought experiment is just another approach to all 
the little avenues opened up by the concept of a philosophical zombie...the 
very thing we talked about a day ago.

I wouldn't be too concerned about any of this though. Your final sentence 
sums it up. You can't be sure.

You can't be sure of anything

But so what? That's a good thing, right? It means your knowledge can 
always get better. You can always make progress...alien deception, zombie 
friends, a universe just created right *now* with all your memories in tact. 
We can't be sure any of that isn't true. But we have good theories of *some* 
of it.

One thing we don't have a good theory of, is consciousness.

I agree with the attitude that not being sure is a good thing meaning we can 
improve, and that all these issues are open to improvement.

I agree we don't have a good theory of consciousness in the sense of a 
complete theory.

I'd add that we do have some good theories relevant to the issue. Some 
puzzle pieces.

One is this: concepts/problems should come *before* words/definitions.

Another is this: Descartes' argument (I think therefore I am) is very popular, 
and very wrong. We already know it's wrong (e.g. it tries to get out of fallibility 
and it's not really difficult to refute for a Popperian. E.g. question if their 
conception of the logic of the implications of thinking is itself infallible. Or if 
their understanding of what "am" (being) is is infallible.) One lesson here is 
that most people are very confused on this issue, and don't apply enough 
quality criticism, and so their reports and opinions on the matter can/should 
be basically ignored (with skill, one can glean some value from them 
indirectly. but never mind). Common sense and popular wisdom are not to be 
trusted here.



Yes Descartes was wrong about what we can be *certain* of. But he was no 
fool. That "method of doubt" he used predates Popper by a couple of 
centuries. Him, sitting by the fireplace, and being rigorous about how he could 
be *fallible* about everything because his senses were unreliable was 
amazingly ground breaking counter-cultural stuff.

What? Descartes was not a fallibilist. He was an anti-fallibilist.

Specifically issues about our senses being fallible and what to do about that 
could not be original to Descartes because they go back at least to Plato and 
the myth of the cave.

Fallibilism and hints of Popper have existed in the distant past. For example you 
can find a lot in Xenophanes (a pre-socratic thinker).

And perhaps Thales, though information this far back is very limited. (Popper 
proposed that Thales basically invented criticism, at least in the form of a useful 
critical tradition that allowed a "school" (old word) of thinkers to improve over 
time/generations.)

Thinking anticipating Popper becomes a lot more rare after Aristotle.

Sextus Empiricus and Plato and some others said some similar things too. 
Popper was and is amazing. But fallibalism didn't begin and end with him. 
Descartes is one of the giants Popper stood upon the shoulders of.

No because Descartes was on the opposite side.

Just like how "traditional religions" like Christianity got some stuff 
right...Decartes deserves big props for his method of doubt...and much other 
great stuff he did besides, hey? The odd mistake he made doesn't undo the 
huge amount of progress he did make. In many areas. Especially philosophy.

Could you explain what the method of doubt is and what's good about it?

wiki just says:



René Descartes, the originator of Cartesian doubt, put all beliefs, ideas, 
thoughts, and matter in doubt. He showed that his grounds, or reasoning, for 
any knowledge could just as well be false. Sensory experience, the primary 
mode of knowledge, is often erroneous and therefore must be doubted. For 
instance, what one is seeing may very well be a hallucination. There is nothing 
that proves it cannot be. In short, if there is any way a belief can be disproved, 
then its grounds are insufficient. From this, Descartes proposed two 
arguments, the dream and the demon.[2]

That summarises it pretty well I reckon.

So there's major empiricist mistakes built in. Neither the dream nor demon strike 
me as good ideas. And it's justificationist: it says (clarified) that if there is any 
way something is fallible/doubtable, then it's not justified (and so, implicitly, it's 
not knowledge). That's a huge mistake, that's just the sort of bad thinking 
Popper had to overcome and reject.

Descartes does not just stop there though with doubting stuff. He might be a 
justificationist - his progress was in undermining the ideas that our senses deliver 
to us infallible information. I think that the progress he made was to argue that 
despite all this fallibility, we can still have knowledge.

Sure he was wrong about the way explanations are created. But that's my point 
isn't it? Popper was great, and came later.

But to assert that Descartes had not much good to say, is wrong.

Without providing other examples from his philosophy, The method of doubt is 
simply a way of filtering "certain truth" from "uncertain" stuff. Now Descartes did 
keep one thing that he did not allow to pass through the filter. He was wrong 
about that.

But the fact that the rest of the entire corpus of human knowledge up to that point 
passed through the filter, categorised by him as uncertain...I think that is a good 
step. It upset some dogmatists.

You are right. In some sense he can be opposed to other skeptics. But it's rare to 



find two Philosopher's in 100% absolute agreement on everything. If that situation 
did arise, one (or both) of them would be completely pointless to consider as a 
thinker. So yes, Descartes ultimately thought there was a justificationist basis for 
knowledge and that there did exist certainty.

I'm just not willing to say that these few mistakes undermine everything else he 
did. We wouldn't reject what is salvageable in the work of other philosophers in 
this way, when we find a few errors  on closer analysis, would we? Aren't 
mistakes a good and necessary thing? That's how progress is made, hey?

Brett.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Descartes
Date: July 4, 2012 at 9:27 PM

Did Popper learn anything specific from Descartes? What?

If Descartes contributed something of value, then I would think that either:

1) someone who totally understands Popper, would gain value from reading 
Descartes (I don't think so)

or

2) Popper would have gained something from Descartes

If Descartes offered value, then either Popper used it or didn't use it. So it could 
be found in Popper or be new to Popperians.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Descartes
Date: July 5, 2012 at 1:46 AM

On 05/07/2012, at 11:27, "Elliot Temple" <curi@curi.us> wrote:

Did Popper learn anything specific from Descartes? What?

I don't think he learned his dualism from Descartes but he was a dualist. Here's a 
speech Popper gave:

http://www.informationphilosopher.com/solutions/philosophers/popper/natural_sel
ection_and_the_emergence_of_mind.html

He says in part,

"My conjecture concerning the origin of mind and the relation of the mind to the 
body, that is the relation of consciousness to the preceding level of unconscious 
behavior, is that its usefulness — its survival value — is similar to that of the 
preceding levels."

The mind body distinction was one made pretty rigorous by Descartes. Popper is 
endorsing that kind of view here.

[aside: Also worth noting in that speech the praise he heaps upon that "villain" 
Richard Dawkins:

"Richard Dawkins has brilliantly developed some such speculations about the 
beginnings of mind in considerable detail. The main points about them are two. 
One is that these beginnings of mind or consciousness should be favored by 
natural selection, simply because they mean the substitution of imagined or 
symbolic or vicarious behavior for real trials which, if erroneous, may have fatal 
consequences. The other is that we can here apply the ideas of selection and 
ofdownward causation to what is clearly a choice situation: the open program 
allows for possibilities to be played through tentatively — on a screen, as it were 
— in order that a selection can be made from among these possibilities."]

Do you think Popper was a dualist?

http://www.informationphilosopher.com/solutions/philosophers/popper/natural_selection_and_the_emergence_of_mind.html


If Descartes contributed something of value, then I would think that either:

1) someone who totally understands Popper, would gain value from reading 
Descartes (I don't think so)

I don't know if that's true in general. Let's say philosopher B writes a book that 
contains all he good ideas of philosopher A and none of the useless stuff plus 
more good ideas of their own. Then there is nothing that reading the books of 
philosopher A will teach a person.

If I have a problem with induction, then is reading Deutsch good enough...or 
*must* I read Popper too? That is, if I *totally understand* Deutsch...what value 
will I gain on the topic of induction from reading Popper?

Note that the way you have set this up seems unfair. After all, considered broadly 
some value will always be gained. So if you never knew about (say) aspects of 
geometry that Descartes discovered, then no amount of reading Popper would 
help you. So of course, you could understand Popper in this sense and yet still 
"gain value" from reading Descartes if it was maths you were interested in.

There is lots and lots of stuff that a Popperian could learn from Descartes. What's 
a good version of the ontological argument for god? Descartes might have had 
the best one. It's still flawed...but if you're interested in the history of ideas and 
stuff like that...Descartes has a place in that. Descartes was accused of being an 
atheist in his time too. That's worth knowing. He tried to prove the existence of 
god and yet was accused of atheism. That's an interesting fact.

or

2) Popper would have gained something from Descartes

If Descartes offered value, then either Popper used it or didn't use it.

Or just explicitly agreed with it. They agreed on dualism.



Also did Popper ever have occasion to construct a graph using cartesian 
coordinates? I don't know. There's lots of maths and science Descartes did too. I 
know it seems we're talking exclusively philosophy, but you haven't been explicit 
about that in your very first sentence of this post.

Descartes cogito is not easy to dismiss as some want to. He argued that thought 
exists. And was distinct from body. He did this rigorously and without being 
dogmatic as most people who prior to him did. They just accepted as dogma that 
the soul or mind or whatever was separate to the body. He tried using reason and 
philosophy. In fact he was a key thinker on the road to using reason as the way of 
discovering truth in science.

Popper continued that tradition of emphasising the role of reason in science. He 
was around long long before Popper so it's unsurprising he did not get exactly 
how reason was applied. But at least he knew it was. That it was reason that led 
to truth. Not dogma.

A Popperian won't learn that reading Descartes. But a Popperian must surely 
respect Descartes respect for reason, no?

Brett.
.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Descartes
Date: July 5, 2012 at 2:30 AM

On Jul 4, 2012, at 10:46 PM, Brett Hall wrote:

On 05/07/2012, at 11:27, "Elliot Temple" <curi@curi.us> wrote:

Did Popper learn anything specific from Descartes? What?

I don't think he learned his dualism from Descartes but he was a dualist. Here's 
a speech Popper gave:

http://www.informationphilosopher.com/solutions/philosophers/popper/natural_s
election_and_the_emergence_of_mind.html

He says in part,

"My conjecture concerning the origin of mind and the relation of the mind to the 
body, that is the relation of consciousness to the preceding level of unconscious 
behavior, is that its usefulness — its survival value — is similar to that of the 
preceding levels."

The mind body distinction was one made pretty rigorous by Descartes. Popper 
is endorsing that kind of view here.

[aside: Also worth noting in that speech the praise he heaps upon that "villain" 
Richard Dawkins:

Bear in mind that Popper also heaped praise on Marx, Plato, Hume, Kant and 
others -- while also strongly disagreeing with them about a great deal. He liked 
praising people and also trying to find and credit even partial precursors for his 
ideas.

"Richard Dawkins has brilliantly developed some such speculations about the 
beginnings of mind in considerable detail. The main points about them are two. 
One is that these beginnings of mind or consciousness should be favored by 
natural selection, simply because they mean the substitution of imagined or 

http://www.informationphilosopher.com/solutions/philosophers/popper/natural_selection_and_the_emergence_of_mind.html


symbolic or vicarious behavior for real trials which, if erroneous, may have fatal 
consequences. The other is that we can here apply the ideas of selection and 
ofdownward causation to what is clearly a choice situation: the open program 
allows for possibilities to be played through tentatively — on a screen, as it were 
— in order that a selection can be made from among these possibilities."]

This is commenting on Dawkins' scientific career (Did his political-atheistic career 
even exist at the time Popper said this?). Dawkins' scientific career is just fine. It's 
his political-atheist career that is bad. He's a villain about some things but not 
others. So are all other villains. "Villain" is the word used for someone who is a 
villain *just once*, as "murderer" is the word for someone who only kills one 
person.

And "superstitious" is used for a person who only believes in 1 superstition while 
rejecting 500 others, and "theist" is used for someone who only believes in one 
God while rejecting 500 others. And a criminal is someone who does 1 crime 
while refraining from 500 others.

David Deutsch made this point a while back (on TCS list I believe) regarding the 
nature/nurture debate. He said the people who believe in Nature "just a little" are 
full fledged opponents of the nurture position, rather than being moderates. That's 
how the lines are drawn. Any amount of nature at all is the nature side, and pure 
nurture is the nurture side (though btw "nurture" is actually a misleading name 
that focuses too much on caretakers and environment while forgetting about the 
person's own choices). Anyway, he said this is just like how someone who 
believes in poltergeist just a little bit (only thinks one house is haunted, only 
attributes 0.001% of events to poltergeists, whatever) is a full fledged believer in 
poltergeists. If you explain anything by poltergeist, or by Nature, then you're on 
that side.

There's an old joke about this point. It goes something like this:

John is a great philanthropist but he's not as popular as he'd like to be. He 
laments: I built a home for sub-normal children, but do they call me John the 
caretaker? No!

And I gave a lot of money to people without jobs. But do they call me John the 
uplifter of the unlucky? No.



And I built 20 nuclear plants. But do they call me John the lightbringer? No.

John continues, "You fuck just one pig..."

Do you think Popper was a dualist?

I cannot comment b/c I haven't read this book:

http://www.amazon.com/The-Self-Its-Brain-Interactionism/dp/0415058988

Has anyone here read it and would like to comment?

If Descartes contributed something of value, then I would think that either:

1) someone who totally understands Popper, would gain value from reading 
Descartes (I don't think so)

I don't know if that's true in general. Let's say philosopher B writes a book that 
contains all he good ideas of philosopher A and none of the useless stuff plus 
more good ideas of their own. Then there is nothing that reading the books of 
philosopher A will teach a person.

If I have a problem with induction, then is reading Deutsch good enough...or 
*must* I read Popper too? That is, if I *totally understand* Deutsch...what value 
will I gain on the topic of induction from reading Popper?

Deutsch only devotes a few chapters to induction. I don't think that alone is 
enough for anyone. Popper explains at much more length.

Also, while I agree Deutsch understands induction better than Popper (reading 
Popper's books helped him a lot on that point! while Popper didn't get to read 
Deutsch's books), their explanations are different and it's helpful to read multiple 
ways of arguing the same stuff.

Note that the way you have set this up seems unfair. After all, considered 
broadly some value will always be gained. So if you never knew about (say) 

http://www.amazon.com/The-Self-Its-Brain-Interactionism/dp/0415058988


aspects of geometry that Descartes discovered, then no amount of reading 
Popper would help you.

Descrates' contributions to mathematics are a separate topic than Descartes-as-
philosopher. I didn't mean to comment about those.

So of course, you could understand Popper in this sense and yet still "gain 
value" from reading Descartes if it was maths you were interested in.

There is lots and lots of stuff that a Popperian could learn from Descartes. 
What's a good version of the ontological argument for god?

There isn't one. Solved!

Descartes might have had the best one. It's still flawed...but if you're interested 
in the history of ideas and stuff like that...Descartes has a place in that. 
Descartes was accused of being an atheist in his time too. That's worth 
knowing. He tried to prove the existence of god and yet was accused of 
atheism. That's an interesting fact.

Could be. Depends why. But I had in mind the specific issues I think are in 
question like epistemology.

or

2) Popper would have gained something from Descartes

If Descartes offered value, then either Popper used it or didn't use it.

Or just explicitly agreed with it. They agreed on dualism.

Also did Popper ever have occasion to construct a graph using cartesian 
coordinates? I don't know. There's lots of maths and science Descartes did too. 
I know it seems we're talking exclusively philosophy, but you haven't been 
explicit about that in your very first sentence of this post.

Descartes cogito is not easy to dismiss as some want to. He argued that 



thought exists. And was distinct from body. He did this rigorously and without 
being dogmatic as most people who prior to him did. They just accepted as 
dogma that the soul or mind or whatever was separate to the body. He tried 
using reason and philosophy. In fact he was a key thinker on the road to using 
reason as the way of discovering truth in science.

Perhaps but he was also a justificationist not a fallibilist or any sort of Popperian 
regarding those issues.

You tried to give him credit about specific issues that I disagreed with. Now you 
speak about math, dualism, atheism, etc.

You wrote:

I think that the progress [Descartes] made was to argue that despite all this 
fallibility, we can still have knowledge.

He did not know what knowledge was. He was after justified, true belief, and he 
thought we could have *that* despite various fallibilist and skeptic arguments. 
That's wrong and not any sort of precursor to Popper. It's just the sort of centuries 
of misguided philosophy Popper had to dramatically improve on and rethink.

also

his progress was in undermining the ideas that our senses deliver to us infallible 
information.

no, because that was an old idea not something he came up with.

Popper continued that tradition of emphasising the role of reason in science.

that tradition predates Descartes. e.g. Bacon.

He was around long long before Popper so it's unsurprising he did not get 
exactly how reason was applied. But at least he knew it was. That it was reason 
that led to truth. Not dogma.

A Popperian won't learn that reading Descartes. But a Popperian must surely 
respect Descartes respect for reason, no?



as much as one respects a long list of other people, sure. but nothing special as 
far as epistemology. and most modern discussion of Descartes is used to argue 
for bad things, e.g. against fallibilism. he's been brought up by anti-Popperians 
multiple times on email discussion lists in the past... (especially The Fabric of 
Reality list, I think) They think the cogito argument is true and destroys fallibilism 
and rescues justification and knowledge as justified, true belief. That is what they 
like about Descartes. This is no accident. That's what Descartes tried to do and 
wanted.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Little-known lectures by Popper in New Zealand in 1945
Date: July 5, 2012 at 12:18 PM

Popper gave a series of lectures on "Principles of scientific method" at the 
University of Otago, New Zealand, in May 1945. Five 'formal' lectures and two 
'informal' ones directly to groups of scientists.

John Eccles was present, took notes, and wrote them up. The notes are in this 
document:

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf

-- David Deutsch

-- 

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Little-known lectures by Popper in New Zealand in 1945
Date: July 5, 2012 at 2:18 PM

On Jul 5, 2012, at 9:18 AM, David Deutsch wrote:

Popper gave a series of lectures on "Principles of scientific method" at the 
University of Otago, New Zealand, in May 1945. Five 'formal' lectures and two 
'informal' ones directly to groups of scientists.

John Eccles was present, took notes, and wrote them up. The notes are in this 
document:

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf

The guy introducing the notes writes:

To Karl Popper, there was no absolute knowledge, either in science or in other 
areas of human activity.

What a silly sentence.

General philosophers never seem to have forgiven Popper for his criticism of 
aspects of Plato’s philosophy, but to Popper, Plato was closely associated with 
the Tyrants who had tried to rule ancient Athens and who opposed democracy.

And the same thing again.

As you will see in the notes, Popper does not see humans as ever having 
absolute knowledge – it is all testing of ideas (new and old), and forever 
learning.

And that's a milder version of it, too.

It's particularly silly as commentary on Popper because he explicitly explained 
that he was not a belief philosopher. The point is to seek the objective truth, not to 
hold beliefs.

-- Elliot Temple

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf


http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Little-known lectures by Popper in New Zealand in 1945
Date: July 5, 2012 at 2:30 PM

On 7/5/2012 7:18 PM, Elliot Temple wrote:
On Jul 5, 2012, at 9:18 AM, David Deutsch wrote:

Popper gave a series of lectures on "Principles of scientific method" at the 
University of Otago, New Zealand, in May 1945. Five 'formal' lectures and two 
'informal' ones directly to groups of scientists.

John Eccles was present, took notes, and wrote them up. The notes are in this 
document:

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf
The guy introducing the notes writes:

To Karl Popper, there was no absolute knowledge, either in science or in other 
areas of human activity.

What a silly sentence.

General philosophers never seem to have forgiven Popper for his criticism of 
aspects of Plato’s philosophy, but to Popper, Plato was closely associated with 
the Tyrants who had tried to rule ancient Athens and who opposed democracy.

And the same thing again.

As you will see in the notes, Popper does not see humans as ever having 
absolute knowledge – it is all testing of ideas (new and old), and forever 
learning.

And that's a milder version of it, too.

It's particularly silly as commentary on Popper because he explicitly explained 
that he was not a belief philosopher. The point is to seek the objective truth, not 
to hold beliefs.

I don't understand what the difference is between those things, given that seeking 
the objective truth must always happen within the context of being fallible and 

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf


never treating any knowledge as 'certain.'

Is 'hold beliefs' not the same thing as 'have ideas?' Or do you mean it in a sense 
with more longevity/less tentativity? If the latter then I don't see how the quoted 
sentences are inconsistent with Popper not being a belief philosopher.

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Little-known lectures by Popper in New Zealand in 1945
Date: July 5, 2012 at 2:51 PM

On Jul 5, 2012, at 11:30 AM, Richard Fine wrote:

On 7/5/2012 7:18 PM, Elliot Temple wrote:
On Jul 5, 2012, at 9:18 AM, David Deutsch wrote:

Popper gave a series of lectures on "Principles of scientific method" at the 
University of Otago, New Zealand, in May 1945. Five 'formal' lectures and 
two 'informal' ones directly to groups of scientists.

John Eccles was present, took notes, and wrote them up. The notes are in 
this document:

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf
The guy introducing the notes writes:

To Karl Popper, there was no absolute knowledge, either in science or in 
other areas of human activity.

What a silly sentence.

General philosophers never seem to have forgiven Popper for his criticism of 
aspects of Plato’s philosophy, but to Popper, Plato was closely associated 
with the Tyrants who had tried to rule ancient Athens and who opposed 
democracy.

And the same thing again.

As you will see in the notes, Popper does not see humans as ever having 
absolute knowledge – it is all testing of ideas (new and old), and forever 
learning.

And that's a milder version of it, too.

It's particularly silly as commentary on Popper because he explicitly explained 
that he was not a belief philosopher. The point is to seek the objective truth, 
not to hold beliefs.

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf


I don't understand what the difference is between those things, given that 
seeking the objective truth must always happen within the context of being 
fallible and never treating any knowledge as 'certain.'

Is 'hold beliefs' not the same thing as 'have ideas?' Or do you mean it in a sense 
with more longevity/less tentativity? If the latter then I don't see how the quoted 
sentences are inconsistent with Popper not being a belief philosopher.

An example of a belief is belief in God. You know what belief means, if you 
remember it.

People talk about "my beliefs" and "my belief system" and mean their personal 
opinions.

The quoted sentences all have heavy *subjectivity*. They are saying that for 
Popper, the world works X way, that is his view, his belief. But that's not what 
Popper claimed. The point wasn't what he believed but how the world really does 
work.

Ideas are not true "to Popper", they are just plain true (or not).

Popper wasn't trying to create "Popper's view of science", he was trying to figure 
out how science works.

Popper wanted ideas with value not just "to Popper" but to everyone, because 
they have objective value.

In the article, with Eccles' notes, Popper is constantly making statements about 
reality not about his beliefs or his point of view. Popper wants to discuss reality 
not belief. One of the major points of his statements is that they aren't just his 
beliefs, his believing in them doesn't even really matter. (Suppose you found out 
that, in fact, he *didn't* believe in them. He was, personally, an inductivist and he 
did his whole career as a subtle joke. So what? It wouldn't change a thing.)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: [TCS] Coercion with food
Date: July 5, 2012 at 2:52 PM

On Jul 4, 2012, at 1:07 PM, Rami Rustom wrote:

On Wed, Jul 4, 2012 at 3:01 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 4, 2012, at 12:57 PM, Rami Rustom wrote:

So I'd say that non-Popperian Randians think better than non-Randian 
Popperians.

What problem does a statement like this solve?

It was a rewording of this:

So I think second-handedness is a bigger more harmful mistake than 
inductivism or justificationism.

But ya they aren't the same.

Well, what problem does that one solve?

Why do you need to decide one or the other is better? You know both are 
flawed and learning about both things is best. What more do you want to 
know?

These questions help me understand these ideas better, like the
connections between them. Before 7 months ago, I hadn't heard of
inductivism, justificationism, or second-handed. Or Rand or Popper.

How does calling one mistake worse than another help? They're both false. What 
more do you want?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Little-known lectures by Popper in New Zealand in 1945
Date: July 5, 2012 at 3:03 PM

On 7/5/2012 7:51 PM, Elliot Temple wrote:
On Jul 5, 2012, at 11:30 AM, Richard Fine wrote:

On 7/5/2012 7:18 PM, Elliot Temple wrote:
On Jul 5, 2012, at 9:18 AM, David Deutsch wrote:

Popper gave a series of lectures on "Principles of scientific method" at the 
University of Otago, New Zealand, in May 1945. Five 'formal' lectures and 
two 'informal' ones directly to groups of scientists.

John Eccles was present, took notes, and wrote them up. The notes are in 
this document:

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf
The guy introducing the notes writes:

To Karl Popper, there was no absolute knowledge, either in science or in 
other areas of human activity.

What a silly sentence.

General philosophers never seem to have forgiven Popper for his criticism 
of aspects of Plato’s philosophy, but to Popper, Plato was closely associated 
with the Tyrants who had tried to rule ancient Athens and who opposed 
democracy.

And the same thing again.

As you will see in the notes, Popper does not see humans as ever having 
absolute knowledge – it is all testing of ideas (new and old), and forever 
learning.

And that's a milder version of it, too.

It's particularly silly as commentary on Popper because he explicitly 
explained that he was not a belief philosopher. The point is to seek the 
objective truth, not to hold beliefs.

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf


I don't understand what the difference is between those things, given that 
seeking the objective truth must always happen within the context of being 
fallible and never treating any knowledge as 'certain.'

Is 'hold beliefs' not the same thing as 'have ideas?' Or do you mean it in a 
sense with more longevity/less tentativity? If the latter then I don't see how the 
quoted sentences are inconsistent with Popper not being a belief philosopher.

An example of a belief is belief in God. You know what belief means, if you 
remember it.

People talk about "my beliefs" and "my belief system" and mean their personal 
opinions.

The quoted sentences all have heavy *subjectivity*. They are saying that for 
Popper, the world works X way, that is his view, his belief. But that's not what 
Popper claimed. The point wasn't what he believed but how the world really 
does work.

Ideas are not true "to Popper", they are just plain true (or not).

Ah, I see! I'd read "to Popper" as being synonymous with "Popper claims," but 
treating them as synonyms assumes that what a person claims is consistent with 
what they believe, and that's neither safe nor necessary to assume.

So if they'd said "Popper claimed that there was no absolute knowledge, either in 
science or in other areas of human activity," that wouldn't be silly, right?

- Richard



From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com, TCS <taking-children-
seriously@googlegroups.com>
Subject: Re: [BoI] Re: [TCS] Coercion with food
Date: July 5, 2012 at 3:08 PM

On Thu, Jul 5, 2012 at 1:52 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 4, 2012, at 1:07 PM, Rami Rustom wrote:

On Wed, Jul 4, 2012 at 3:01 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 4, 2012, at 12:57 PM, Rami Rustom wrote:

So I'd say that non-Popperian Randians think better than non-Randian 
Popperians.

What problem does a statement like this solve?

It was a rewording of this:

So I think second-handedness is a bigger more harmful mistake than 
inductivism or justificationism.

But ya they aren't the same.

Well, what problem does that one solve?

See below.

Why do you need to decide one or the other is better? You know both are 
flawed and learning about both things is best. What more do you want to 
know?

These questions help me understand these ideas better, like the
connections between them. Before 7 months ago, I hadn't heard of
inductivism, justificationism, or second-handed. Or Rand or Popper.

How does calling one mistake worse than another help? They're both false. 



What more do you want?

A better question is: "Which mistaken idea has the most reach?"

*Most reach* means *reaches into more ideas*. So the mistaken
philosophical idea with the most reach, causes the most mistakes in
ideas.

I first said the word *harmful* but I realize now that its a mistake.
Harm doesn't come from mistakes in general. Harm comes from certain
types of mistakes, e.g. thinking that coercion is ok.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Little-known lectures by Popper in New Zealand in 1945
Date: July 5, 2012 at 3:12 PM

On Jul 5, 2012, at 12:03 PM, Richard Fine wrote:

On 7/5/2012 7:51 PM, Elliot Temple wrote:
On Jul 5, 2012, at 11:30 AM, Richard Fine wrote:

On 7/5/2012 7:18 PM, Elliot Temple wrote:
On Jul 5, 2012, at 9:18 AM, David Deutsch wrote:

Popper gave a series of lectures on "Principles of scientific method" at the 
University of Otago, New Zealand, in May 1945. Five 'formal' lectures and 
two 'informal' ones directly to groups of scientists.

John Eccles was present, took notes, and wrote them up. The notes are in 
this document:

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf
The guy introducing the notes writes:

To Karl Popper, there was no absolute knowledge, either in science or in 
other areas of human activity.

What a silly sentence.

General philosophers never seem to have forgiven Popper for his criticism 
of aspects of Plato’s philosophy, but to Popper, Plato was closely 
associated with the Tyrants who had tried to rule ancient Athens and who 
opposed democracy.

And the same thing again.

As you will see in the notes, Popper does not see humans as ever having 
absolute knowledge – it is all testing of ideas (new and old), and forever 
learning.

And that's a milder version of it, too.

It's particularly silly as commentary on Popper because he explicitly 
explained that he was not a belief philosopher. The point is to seek the 

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf


objective truth, not to hold beliefs.

I don't understand what the difference is between those things, given that 
seeking the objective truth must always happen within the context of being 
fallible and never treating any knowledge as 'certain.'

Is 'hold beliefs' not the same thing as 'have ideas?' Or do you mean it in a 
sense with more longevity/less tentativity? If the latter then I don't see how 
the quoted sentences are inconsistent with Popper not being a belief 
philosopher.

An example of a belief is belief in God. You know what belief means, if you 
remember it.

People talk about "my beliefs" and "my belief system" and mean their personal 
opinions.

The quoted sentences all have heavy *subjectivity*. They are saying that for 
Popper, the world works X way, that is his view, his belief. But that's not what 
Popper claimed. The point wasn't what he believed but how the world really 
does work.

Ideas are not true "to Popper", they are just plain true (or not).

Ah, I see! I'd read "to Popper" as being synonymous with "Popper claims," but 
treating them as synonyms assumes that what a person claims is consistent 
with what they believe, and that's neither safe nor necessary to assume.

So if they'd said "Popper claimed that there was no absolute knowledge, either 
in science or in other areas of human activity," that wouldn't be silly, right?

It'd still be a little bit silly because Popper didn't merely go around making 
arbitrary claims, which is easy. What Popper really die is *explain* it, or at least 
argue *why* that's true.

By the way, the "to Popper" language is very common and is done to everyone 
not just to Popper. It's about the author and venue, not the subject. It's also 
commonly phrased like "for Popper". And then there's also, "In Popper's way of 
thinking, X" which is milder but still trying to emphasize that the author is merely 
summarizing someone else's point of view and makes no comment on whether it 
is true or even any good.



Then there's stuff like, "Popper's position was X" or "Popper thought X" which I 
think is OK. It is important to be able to talk about someone else's ideas with a 
little distance and make it clear they aren't your own. Or a pretty safe one is, 
"Popper said X". We need to be able to talk about the positions and statements of 
our opponents (thoughts or "beliefs" not so much, that's more for biography than 
substantive discussion), and refer to them, and comment. And it can be done 
without trashing objectivity.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Cc: beginning-of-infinity@googlegroups.com, Fabric-of-
Reality@yahoogroups.com
Subject: Re: [BoI] Re: [TCS] Coercion with food
Date: July 5, 2012 at 3:14 PM

On Jul 5, 2012, at 12:08 PM, Rami Rustom wrote:

On Thu, Jul 5, 2012 at 1:52 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 4, 2012, at 1:07 PM, Rami Rustom wrote:

On Wed, Jul 4, 2012 at 3:01 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 4, 2012, at 12:57 PM, Rami Rustom wrote:

So I'd say that non-Popperian Randians think better than non-Randian 
Popperians.

What problem does a statement like this solve?

It was a rewording of this:

So I think second-handedness is a bigger more harmful mistake than 
inductivism or justificationism.

But ya they aren't the same.

Well, what problem does that one solve?

See below.

Why do you need to decide one or the other is better? You know both are 
flawed and learning about both things is best. What more do you want to 
know?

These questions help me understand these ideas better, like the
connections between them. Before 7 months ago, I hadn't heard of
inductivism, justificationism, or second-handed. Or Rand or Popper.



How does calling one mistake worse than another help? They're both false. 
What more do you want?

A better question is: "Which mistaken idea has the most reach?"

*Most reach* means *reaches into more ideas*. So the mistaken
philosophical idea with the most reach, causes the most mistakes in
ideas.

I first said the word *harmful* but I realize now that its a mistake.
Harm doesn't come from mistakes in general. Harm comes from certain
types of mistakes, e.g. thinking that coercion is ok.

Wouldn't a better problem be to figure out not which has the most but which 
specific mistakes each leads to, so you can check if you're making those 
mistakes and if so fix them? What do you gain from also counting up the mistakes 
for each and then trying to say one is a worse mistake than the other because it 
has a higher count?

And that's not even taking into account severity of mistakes. It should be a 
weighted count. But how do you do that well? It's not so easy. And I don't see that 
it matters.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: TCS <taking-children-seriously@googlegroups.com>, Fabric-of-
Reality@yahoogroups.com
Subject: Re: [BoI] Re: [TCS] Coercion with food
Date: July 5, 2012 at 3:20 PM

On Thu, Jul 5, 2012 at 2:14 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 5, 2012, at 12:08 PM, Rami Rustom wrote:

On Thu, Jul 5, 2012 at 1:52 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 4, 2012, at 1:07 PM, Rami Rustom wrote:

On Wed, Jul 4, 2012 at 3:01 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 4, 2012, at 12:57 PM, Rami Rustom wrote:

So I'd say that non-Popperian Randians think better than non-Randian 
Popperians.

What problem does a statement like this solve?

It was a rewording of this:

So I think second-handedness is a bigger more harmful mistake than 
inductivism or justificationism.

But ya they aren't the same.

Well, what problem does that one solve?

See below.

Why do you need to decide one or the other is better? You know both are 
flawed and learning about both things is best. What more do you want to 
know?

These questions help me understand these ideas better, like the
connections between them. Before 7 months ago, I hadn't heard of
inductivism, justificationism, or second-handed. Or Rand or Popper.



How does calling one mistake worse than another help? They're both false. 
What more do you want?

A better question is: "Which mistaken idea has the most reach?"

*Most reach* means *reaches into more ideas*. So the mistaken
philosophical idea with the most reach, causes the most mistakes in
ideas.

I first said the word *harmful* but I realize now that its a mistake.
Harm doesn't come from mistakes in general. Harm comes from certain
types of mistakes, e.g. thinking that coercion is ok.

Wouldn't a better problem be to figure out not which has the most but which 
specific mistakes each leads to,

Yes. That is getting at the idea in finer detail.

so you can check if you're making those mistakes and if so fix them? What do 
you gain from also counting up the mistakes for each and then trying to say one 
is a worse mistake than the other because it has a higher count?

Well some mistakes are caused by both mistaken ideas. And so, in
general, I was trying to find out the relationship between the two
mistaken ideas first, and then begin going deeper.

And that's not even taking into account severity of mistakes. It should be a 
weighted count. But how do you do that well? It's not so easy. And I don't see 
that it matters.

You can't do it easily because its contextual. And because each
context either causes harm or doesn't. And of the ones that cause
harm, its impossible to measure how much harm. Thats why I cut out the
*harm* part of my question.



-- Rami

-- 



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Little-known lectures by Popper in New Zealand in 1945
Date: July 5, 2012 at 6:07 PM

Popper became friendly with several scientists in New Zealand. He wrote to 
Carnap about some WEA (adult education) teaching.

“I have a course for research workers on Scientific Methods, with discussion of 
their practical research problems, which have led to considerable practical 
results, a kind of poly-clinical advisory agency for agricultural chemists etc. The 
course was very interesting and successful. It is comforting to find that philosophy 
can be of some practical use! My hatred against the empty verbalism and 
scholasticism of the vast majority of philosophical writings is increasing 
proportionally to the time I have to devote to teaching such matters.” (/After the 
Open Society/, eds Shearmur and …p)

One of the scientists was a soil chemist named Parton who travelled to 
Melbourne for a conference after the war and he told Geoffrey Leeper about 
Popper and the OSE. Leeper became Professor of Soil Science and one of his 
students in the 1950s was Keith Barley. They were both in the Rationalist Club on 
campus and Leeper passed on the word about Popper. In the 1960s I went from 
Tasmania to Adelaide for postgrad work with Keith Barley and when I decided to 
turn to the soical sciences he lent me Poverty and the OSE.

Popper -> Parton -> Leeper -> Barley -> Champion

In a foonote in LSD Popper advised that it was Parton who suggested the  term 
corroboration when Popper was looking an alternative to confirmation.

It sems you had better chance of a favourable introduction to Popper in Australia 
if you studied soil science rather than philosophy.

Rafe Champion



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Little-known lectures by Popper in New Zealand in 1945
Date: July 5, 2012 at 6:11 PM

On 6/07/2012 2:18 AM, David Deutsch wrote:
Popper gave a series of lectures on "Principles of scientific method" at the 
University of Otago, New Zealand, in May 1945. Five 'formal' lectures and two 
'informal' ones directly to groups of scientists.

John Eccles was present, took notes, and wrote them up. The notes are in this 
document:

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf

-- David Deutsch

Great find David.

Thanks!

Rafe

-- 

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Ad Hoc Ideas (was: Feyerabend)
Date: July 5, 2012 at 8:23 PM

On Jun 2, 2012 4:03 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 2, 2012, at 1:47 PM, Alan Forrester wrote:

On 28 May 2012, at 23:02, Elliot Temple wrote:
On May 28, 2012, at 12:45 PM, Alan Forrester wrote:

This is a brief note on Feyerabend's book "Against Method", which attacks 
Popper. The note can be short because the book has so little substance that 
there is no need to spend a lot of time on it. It's a bad book that you should 
only read if you are specifically looking for an example of bad philosophy.

The main meat of the argument is in Chapter 15, so I'll concentrate on that. 
Feyarabend gives a summary of Popper's ideas at the start of the chapter, 
but it's far too shallow a summary and vague to address the issues he 
claims to address in the rest of the chapter and so it is seriously misleading. 
The summary goes like this: we start with problems and try to solve them by 
proposing non-ad-hoc hypotheses.

Non-ad-hoc hypothesis are generalized solutions that you've used in
previous problem-situations.

Then there is a load of stuff (pp. 174-5) about how rationality is too 
restrictive and will, somehow make us all unhappy. No explanation is 
presented about how this would happen, and so it's impossible to assess 
his claim.

If you keep bashing your head a rock and hard place, then you'll be
unhappy. Better to just rest your head against either the rock or the
hard place, i.e. compromise.

I think this statement gives Feyerabend too much credit. What is impossible 
to assess? The implicit concept here is that he has a "claim", largely 
unstated, with some reasons or arguments, and you don't know what they are 
so you can't evaluate them. But why infer they exist at all?



I think with a lot of bad thinkers, the superficial stuff they say is as far as it 
goes. If he had something substantive to say, I'd guess he would have said it.

Bad thinkers back up their ideas with bad explanations, e.g.
explanations of the form: My idea X is true because of social roles
and if I don't follow my social role then bad stuff will happen to me.

On pp. 175-6 Feyerabend states that science often starts with playing, not 
problem solving. He doesn't explain how playing differs from problem 
solving, so again we have another claim that is too vague to assess.

I'd assess it as a bad claim. Vague claims *are* bad claims. Claims shouldn't 
be vague. You've criticized it, so it's bad.

Yes.

On p. 176, Feyerabend chides Popper for naive falsificationism. Naive 
falsificationism is the idea that a theory should be dumped as soon as an 
experiment contradicts it. That's not Popper's actual position.

Further: Popper explicitly denied that position.

Popper's actual position goes like this. You make predictions about the 
outcome of an experiment using a theory together with a model that 
describes the experiment using that theory.

So idea A is the theory. Idea B is the model that explains the
experiment using idea A.

If the result of the experiment contradicts your theory, then either the theory is 
wrong or you misunderstood the experiment.

If the result of B contradicts A, then either A or B is false.

You can fix this problem by making ANY change to the explanation of the 



experiment that is not ad hoc.

One way to solve this conflict problem is to change B in a way that is
not ad hoc. I guess this means that the change should be
non-arbitrary.

So does that mean that the *ways* [that we change models that explain
the experiment using their respective theories] should be generalized
solutions to this type of problem?

Not being ad hoc means that that the changed explanation makes predictions 
beyond the problem that it was originally invented to solve.

It must have reach.

One possible change is to discard the theory the experiment was designed to 
test, but the model that describes the experiment can also be changed. See 
Chapters IV and V of Logic of Scientific Discovery and especially Section 29 
where Popper specifically states that experimental results may be reconsidered.

The "ad hoc" idea isn't quite right.

The problem it's trying to solve is people making up a long succession of bad 
ideas that waste our time. If they made up a long succession of interesting 
good attempts to rescue a theory, that wouldn't be a bad thing. We just want 
serious attempts to make progress, not unserious attempts to rationalize or 
save a position without regard for truth seeking.

So the idea that changes to B should be ad hoc is too rigid. I think I
know why. Its possible that I might have an idea of how to change B.
But I don't immediately see that it has reach. But later I could find
out that it does have reach. So ruling it out early because of a
method, is bad. Too rigid.

One thing is: we don't need a rule to seek the truth or make an effort to learn. 
Some people will do those things, others won't, it's up to each person, and 
those who do it will have better lives so there is plenty of incentive.



Too much epistemology tries to provide specific rules about what to do, and 
Popper does this some. But as Popper himself basically said, you can do 
whatever you want, use your imagination, think outside the box, and mistakes 
will be sorted out by criticism.

Moving on, "ad hoc" is about how ideas are created, not the ideas 
themselves. It's about the source of ideas. So that's a mistake. Ideas should 
never ever ever be evaluated by their source. (I think Popper has tried to get 
around this some by redefining the concept of "ad hoc" in a more objective 
way about qualities of the idea itself. But this is too confusing and not the 
perfect approach to the topic.)

How about my rewording of ad hoc? That the idea of how to change B
should have reach? That doesn't consider the source.

BTW, I don't see how ad hoc is about the source.

Next, it's actually extremely hard to make a long list of attempts to rescue a 
theory which do not share common flaws. If you can do that, it's not a 
mistake, it's a good thing, and they are worth considering.

The nightmare scenario we're trying to avoid involves repetitive, dumb ideas. 
The solution to this is that *criticisms have reach* (and we have memory). If 
we criticize the first few with good criticisms, those criticisms will apply to all 
the further bad ones. So we should not be criticizing those further bad ones 
as "ad hoc", instead we should point out they are refuted by the criticisms we 
already have. So it's *those* criticisms, not that it's "ad hoc", that refutes each 
new bad idea as it's generated (and if they ever don't refute it, then ad hoc or 
not, we should consider it further and see if we can refute it or not).

Hmm. This seems to be inline with something you said a long time ago
in a post about which words are best to replace conjectures and
refutations. You chose guesses because they are seen as random. And
here you are saying that you don't want to put a bunch of rules on the
guessing part. Because that would reduce the randomness.

But the criticism should be structured. They should have reach.



I think the nightmare that people can trivially evade criticism without limit is 
false. They can't. For example, they might start getting more vague. But then 
you just criticize vagueness in general and that completely wipes out that 
entire strategy.

Right, because it makes ideas difficult to test and also makes them bad 
explanations. Like all interpretations of quantum mechanics apart from many 
worlds.

This view on "ad hoc" is substantive, valuable progress in epistemology, right? 
What should be done with it?

I think both guesses and criticisms should be random, i.e. no rigidity.

We could have a process C by which we criticize guesses. That process
of course has reach. It is a series of questions to be answered.

Each time that we use the process C in a problem-situation, we might
find a problem with the process, in which case we can guess and
criticize new ideas to change it.

We could also have a process G by which we create more guesses. That
process of course has reach. It is a series of questions to be
answered.

Both of these processes are not rigid in that any guesses and any
criticisms are ok to be considered. And those will be ruled out
effectively by the process C.

I think few people are interested in it. Because they don't understand it. Because 
it makes use of various Popperian ideas which they don't understand. Because 
they are stuck in a justificationist, inductivist mindset and some other bad 
philosophical traditions. Which is a huge and hard problem.

Figuring out how to deal with that would be much much larger progress than the 
ideas about "ad hoc" above themselves, so it wouldn't really make sense to 
figure it out in order to better spread these ideas. What can be done with the 
ideas about "ad hoc" without first addressing these much larger problems?



Problems don't need to be solved in order of importance.

They can be solved in order of what I ideas we already have for
possible solutions.

I don't know how to convince justificationists or inductivists over to
Popperianism. But I have ideas about improving my own ability to
learn.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: July 5, 2012 at 8:26 PM

On Wed, Jul 4, 2012 at 7:38 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/07/2012, at 22:44, "Rami Rustom" <rombomb@gmail.com> wrote:

On Tue, Jul 3, 2012 at 6:20 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

 On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not
a good test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to
think if a human judge cannot tell if the program is human or not. But this
is not a good test, because there are no explanations [for where the
knowledge in the program came from] behind it. A human might be fooled
about a program's ability to think; but unless we can explain how it has
acquired the ability to think, we can't tell if it's really thinking or if
we're being fooled.



Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a
good explanation for where the knowledge in the program came from. If the
knowledge in the program came from what was put in it by the programmer, it
is not thinking. If the knowledge was created by the program, it is
thinking.

And now I realize that this stuff happens between humans. Often an adult
will think a child is stupid, when actually the child is far more
intelligent than the adult. Why does this happen? Because the adult is
judging by his standards, i.e. his own knowledge. And the child's knowledge
is very different, but better, more advanced, but lacking a lot of the
knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you
can't program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it.
Otherwise we are making unexplained assertions, i.e. blind assertions. In
this context, the good explanation takes the form of a theory that models
how the being acquired its knowledge. Did it acquire its knowledge from its
own mind's knowledge creation? Or did it acquire its knowledge by having it
programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the
Turing test by some fallible humans. So we think he might be intelligent.
The being is also biological. This is good reason to believe that the being
evolved like we did, from a non-intelligent life. So this is a good
explanation about how the being acquired its knowledge that created its
mind. And then his mind evolved its own knowledge, i.e. explanations of the
world. But, its also possible that a biological intelligent life [or an AI]



put a program in a computer and put that computer in a biological body.
Although in this case I guess we could find that computer using tests. But,
that computer could be far more advanced than ours and so they are so small
that we can't detect them [is this a possibility? wouldn't the computer
generate magnetic fields that we can't detect with our current technology?].

(2) In this hypothetical, lets change one thing, that the being was
mechanical, rather than biological. This suggests that the being was
created by a biological intelligent life. Although another possibility is
that a biological intelligent life transferred his consciousness to a
machine body. Lets say this being passed the Turing test. So we think he
might be intelligent. But the being might instead be a computer that was
programmed by biological intelligent life, and all its explanations were
programmed, rather than created on its own.

So if my hypotheticals are right, then we don't have a good theory of how
a being created its knowledge because we can't know whether or not the
being's mind evolved biologically or whether it was programmed by a
biological intelligent life [and because right now we don't have a theory
of how to create an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing
tests on each other right now? So according to DD's explanation, from your
point of view, I could be a program created by an alien intelligent being
that installed all my knowledge in my mind, and my mind created none of my
knowledge. And from my point of view, all of you guys could be
non-intelligent programs. So lets look inside ourselves too. Could I be
wrong about myself being intelligent? No. I know that I'm creating my
knowledge. So if this stuff is right, then I can only know that I am
conscious [i.e. intelligent] and I can't be sure about any of you.

Wait. An alien being could have created me, my mind, and installed some
sensor that they pay attention to. And the ideas that I think I'm creating,
could be being created on the fly by the alien and passed on to my mind. So
I can't even be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are conscious,
when you are.



Why? BTW, that is unexplained assertion.

If you are conscious...you know it is not a trick. You can't be at once
actually unconscious and conscious of the trick. I think the only way out
of that is to deny the law of the excluded middle.

I don't know that law. Can you summarize?

More detail: 'an alien deceiving you into being conscious' is to state a
contradiction because the state of being deceived is a conscious one.

I don't see how that follows. Can you explain?

If you are deceived...ever...that itself is a subjective state. It implies
consciousness.

Why?

If you are thinking anything at all...including the very thought "I am
being deceived" then you are conscious.

Why couldn't the alien provide *that* thought to you?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Passing the Turing test
Date: July 5, 2012 at 8:45 PM

On Jul 4, 2012, at 5:38 PM, Brett Hall wrote:

If you are conscious...you know it is not a trick. You can't be at once actually 
unconscious and conscious of the trick. I think the only way out of that is to deny 
the law of the excluded middle.

More detail: 'an alien deceiving you into being conscious' is to state a 
contradiction because the state of being deceived is a conscious one.

If you are deceived...ever...that itself is a subjective state. It implies 
consciousness.

If you are thinking anything at all...including the very thought "I am being 
deceived" then you are conscious.

Can you explain a way out of this?

Now you're saying Descartes was right. I guess this explains why you value him 
on this topic.

But we already talked about this and you also said you agreed with me and 
Popper that he was wrong about this.

And I already posted, briefly, why he was wrong. (e.g. this argument you are 
making has various premises, such as that you correctly understand logic. but 
your understanding of logic is fallible. so one way out of it is that your conception 
of logic might be false).

What's going on?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: July 5, 2012 at 10:11 PM

On Wed, Jul 4, 2012 at 7:38 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/07/2012, at 22:44, "Rami Rustom" <rombomb@gmail.com> wrote:

On Tue, Jul 3, 2012 at 6:20 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

 On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not
a good test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to
think if a human judge cannot tell if the program is human or not. But this
is not a good test, because there are no explanations [for where the
knowledge in the program came from] behind it. A human might be fooled
about a program's ability to think; but unless we can explain how it has
acquired the ability to think, we can't tell if it's really thinking or if
we're being fooled.



Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a
good explanation for where the knowledge in the program came from. If the
knowledge in the program came from what was put in it by the programmer, it
is not thinking. If the knowledge was created by the program, it is
thinking.

And now I realize that this stuff happens between humans. Often an adult
will think a child is stupid, when actually the child is far more
intelligent than the adult. Why does this happen? Because the adult is
judging by his standards, i.e. his own knowledge. And the child's knowledge
is very different, but better, more advanced, but lacking a lot of the
knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you
can't program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it.
Otherwise we are making unexplained assertions, i.e. blind assertions. In
this context, the good explanation takes the form of a theory that models
how the being acquired its knowledge. Did it acquire its knowledge from its
own mind's knowledge creation? Or did it acquire its knowledge by having it
programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the
Turing test by some fallible humans. So we think he might be intelligent.
The being is also biological. This is good reason to believe that the being
evolved like we did, from a non-intelligent life. So this is a good
explanation about how the being acquired its knowledge that created its
mind. And then his mind evolved its own knowledge, i.e. explanations of the
world. But, its also possible that a biological intelligent life [or an AI]



put a program in a computer and put that computer in a biological body.
Although in this case I guess we could find that computer using tests. But,
that computer could be far more advanced than ours and so they are so small
that we can't detect them [is this a possibility? wouldn't the computer
generate magnetic fields that we can't detect with our current technology?].

(2) In this hypothetical, lets change one thing, that the being was
mechanical, rather than biological. This suggests that the being was
created by a biological intelligent life. Although another possibility is
that a biological intelligent life transferred his consciousness to a
machine body. Lets say this being passed the Turing test. So we think he
might be intelligent. But the being might instead be a computer that was
programmed by biological intelligent life, and all its explanations were
programmed, rather than created on its own.

So if my hypotheticals are right, then we don't have a good theory of how
a being created its knowledge because we can't know whether or not the
being's mind evolved biologically or whether it was programmed by a
biological intelligent life [and because right now we don't have a theory
of how to create an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing
tests on each other right now? So according to DD's explanation, from your
point of view, I could be a program created by an alien intelligent being
that installed all my knowledge in my mind, and my mind created none of my
knowledge. And from my point of view, all of you guys could be
non-intelligent programs. So lets look inside ourselves too. Could I be
wrong about myself being intelligent? No. I know that I'm creating my
knowledge. So if this stuff is right, then I can only know that I am
conscious [i.e. intelligent] and I can't be sure about any of you.

Wait. An alien being could have created me, my mind, and installed some
sensor that they pay attention to. And the ideas that I think I'm creating,
could be being created on the fly by the alien and passed on to my mind. So
I can't even be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are conscious,
when you are.



Why? BTW, that is unexplained assertion.

If you are conscious...you know it is not a trick. You can't be at once
actually unconscious and conscious of the trick. I think the only way out
of that is to deny the law of the excluded middle.

More detail: 'an alien deceiving you into being conscious' is to state a
contradiction because the state of being deceived is a conscious one.

If you are deceived...ever...that itself is a subjective state. It implies
consciousness.

If you are thinking anything at all...including the very thought "I am
being deceived" then you are conscious.

Can you explain a way out of this?

I just started reading the Harris article you suggested. His definition of
consciousness is different than what I was thinking. I was thinking about
UKCs. But his definition isn't about intelligence. Its about whether or not
we are perceiving stuff.

So my hypothetical [where an alien could have installed sensors in me and
is providing my thoughts] refutes the claim that I could know that I'm
intelligent, but it doesn't refute the claim that I could know that I'm
conscious.

The fact that I perceive stuff means that I'm conscious. I think that is
what Brett is saying.

So can the alien give me perceptions? Well even if he does, if I perceive
them, then I'm conscious. This is basically the brain-in-a-vat
hypothetical. I'm not really perceiving reality, but I am perceiving stuff.
What stuff? I'm receiving [from the alien or the Matrix] a bunch of
electrical signals simulating sensory input. So I'm conscious. Either I'm
perceiving reality, or I'm perceiving a fake world.



BTW, what seems appropriate here is Rand's A is A. I don't know the idea
well enough to explain it though.

"I perceive therefore I am conscious." But this seems equivalent to, "I
think therefore I am."

And Elliot said a couple of hours ago that our logic could be wrong [and I
think he was referencing the idea that "I think therefore I am". So then
Rand's A is A could be wrong and so it doesn't do what she wanted it to do.
Which was to know that something existed, without explanation [somehow].
Whats interesting is that her example of A is A involved perceptions, I
think. BTW, I'm talking about _Introduction to Objectivist Epistemology_,
somewhere in the first 6 chapters.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: Falsification connected to Criticism (was: [BoI] Non-falsification way 
of testing theories)
Date: July 5, 2012 at 10:26 PM

On Jul 4, 2012 7:30 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 05/07/2012, at 1:42, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sun, Jul 1, 2012 at 4:46 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 1 Jul 2012, at 10:33pm, Rami Rustom wrote:
On Sun, Jul 1, 2012 at 4:01 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

I think that 'falsification' is a useful concept when there are two (or any 
number, but we very rarely have more than two) *good explanations* being 
tested against each other.

When we're doing something like searching for new planets, what's 
happening is more that we have only one explanatory theory, but it has 
many undetermined parameters. When we determine those parameters 
more accurately by experiment, you could say that we are 'falsifying' a 
bunch of theories (those that set the parameters at values we have now 
ruled out), but the difference between those theories is basically one of 
prediction only. Nevertheless, we are making our only explanation harder 
to vary by fixing its parameters, which will stand us in good stead when it is 
later used as background knowledge, or else comes into conflict with some 
new explanation.

Ok.

Falsification is a special case of criticism, as in C&R.

So if falsification makes sense in testing two good theories against
each other, then criticism in general makes sense in testing two good
ideas against each other.

Yes. Though I think philosophical theories are (as yet) rarely if ever 
expressed so precisely that we can say that one of them has 'undetermined 
parameters' in an otherwise good explanation.



So some good philosophical theories *do* have precisely expressed
undetermined parameters. Enough for it to be falsifiable. An example?
I'd like to practice on it.

Wait. If a theory is not falsifiable, i.e. not criticizeable, then it
is a bad explanation.

Not always.

"Not falsifiable" is not the same as "not criticisable".

In science it's a very bad (fatal) thing for your theory if it cannot be falsified in 
principle. That is, if its not falsifiable. Thats actually just a special case of "hard 
to vary".

I don't see that. Please explain.

But in philosophy David has argued that being falsifiable is actually a bad thing.

I didn't understand that.

I don't think its possible for an idea that subsumes another idea to
have opposite values for an attribute. What I mean is...

Criticizeable subsumes falsifiable. Either both of them are bad, or
both of them are good.

More generally...

Idea A subsumes idea B. Idea A applies to the set of problems Pa. And
idea B applies to the set of problems Pb where Pb is included in the
set of Pa.

So idea A works in *all* of the set of Pa. So it follows that idea A
works in the subset of Pb.

And if idea B doesn't work in Pb, then idea A doesn't work in Pa,
because that would mean that A doesn't work in Pb. And we know that A



works in Pb because in Pb, A *is* B.

So if falsifiable is good in the set of science problems, then
criticizeable is good in the set of all problems.

What do you think?

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Ad Hoc Ideas (was: Feyerabend)
Date: July 5, 2012 at 11:19 PM

On 06/07/2012, at 10:24, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 2, 2012 4:03 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 2, 2012, at 1:47 PM, Alan Forrester wrote:

On 28 May 2012, at 23:02, Elliot Temple wrote:
On May 28, 2012, at 12:45 PM, Alan Forrester wrote:

This is a brief note on Feyerabend's book "Against Method", which attacks 
Popper. The note can be short because the book has so little substance 
that there is no need to spend a lot of time on it. It's a bad book that you 
should only read if you are specifically looking for an example of bad 
philosophy.

The main meat of the argument is in Chapter 15, so I'll concentrate on 
that. Feyarabend gives a summary of Popper's ideas at the start of the 
chapter, but it's far too shallow a summary and vague to address the 
issues he claims to address in the rest of the chapter and so it is seriously 
misleading. The summary goes like this: we start with problems and try to 
solve them by proposing non-ad-hoc hypotheses.

Non-ad-hoc hypothesis are generalized solutions that you've used in
previous problem-situations.

Then there is a load of stuff (pp. 174-5) about how rationality is too 
restrictive and will, somehow make us all unhappy. No explanation is 
presented about how this would happen, and so it's impossible to assess 
his claim.

If you keep bashing your head a rock and hard place, then you'll be
unhappy. Better to just rest your head against either the rock or the
hard place, i.e. compromise.

In the chapter on Choices in BoI there seems to be an argument against this idea 
that compromise is a good thing. Compromise means there are at least 2 ideas in 
conflict. Which should you act on? A or B?



Conventional wisdom says that if people are split 50/50 or whatever on what to 
do, then compromise is the "fair" thing to do.

But is it rational? Can you expect it to work?

After all a compromise means that another idea - C - is created different to A and 
B and which no one really believes will work (those who endorse A don't want C, 
they want A...same for endorsers of B).

So if C fails then neither A or B will be falsified and you'll be back to where you 
started...with people split along the same lines.

Will C succeed? Why should endorsers of A or B think this? As rational people 
they supposedly have good reasons why A works and why not-A will fail. That is, 
they endorse not just A but the entire explanation that goes along with A. No one 
thinks C will succeed. If they did, C wouldn't be called a "compromise". Indeed C 
lacks the very thing that make A and B apparently viable ideas...namely 
explanations of why they *will* work. Explanations that can be criticised. C, the 
compromise, doesn't have that at all.

Compromise means giving up something you value. And it actually means giving 
up the entire explanation of why you endorsed A or B in the first place.

Better to enact one of the ideas A or B to begin with...if there are no other good 
ideas on offer. If A fails then try B.

So it seems irrational to compromise doesn't it? Isn't compromise just endorsing 
an idea no one actually thinks is the best idea? And so we should never be 
surprised if the compromise turns out to not work, and make everyone unhappy. 
After all...that's precisely what proponents of ideas A and B actually expected if 
their idea was not endorsed in the first place.

Or can compromise also be about a way for rational people who are time poor to 
make progress?

I can't think of good concrete examples where compromise really works. Cases of 
apparent compromise are legion...but they are more like win-win than anything 
else. Even mundane stuff like you want to see a movie and your friend wants to 
go to dinner and you can't do both, have win-win ways out that we might call 



"compromise" but it's not really, is it?

And if the asteroid is heading towards Earth and American physicists say do X 
and European ones say do Y...there cannot be compromise, if you are the UN 
and can only fund one planetary saving project in time, hey?

What do you think?

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: July 5, 2012 at 11:46 PM

On 06/07/2012, at 10:27, "Rami Rustom" <rombomb@gmail.com> wrote:

On Wed, Jul 4, 2012 at 7:38 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 04/07/2012, at 22:44, "Rami Rustom" <rombomb@gmail.com> wrote:

On Tue, Jul 3, 2012 at 6:20 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be 
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not a good 
test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to think 
if a human judge cannot tell if the program is human or not. But this is not a 
good test, because there are no explanations [for where the knowledge in 
the program came from] behind it. A human might be fooled about a 
program's ability to think; but unless we can explain how it has acquired the 
ability to think, we can't tell if it's really thinking or if we're being fooled.

Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a good 



explanation for where the knowledge in the program came from. If the 
knowledge in the program came from what was put in it by the programmer, 
it is not thinking. If the knowledge was created by the program, it is thinking.

And now I realize that this stuff happens between humans. Often an adult will 
think a child is stupid, when actually the child is far more intelligent than the 
adult. Why does this happen? Because the adult is judging by his standards, 
i.e. his own knowledge. And the child's knowledge is very different, but better, 
more advanced, but lacking a lot of the knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you can't 
program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it. 
Otherwise we are making unexplained assertions, i.e. blind assertions. In this 
context, the good explanation takes the form of a theory that models how the 
being acquired its knowledge. Did it acquire its knowledge from its own 
mind's knowledge creation? Or did it acquire its knowledge by having it 
programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the Turing 
test by some fallible humans. So we think he might be intelligent. The being 
is also biological. This is good reason to believe that the being evolved like 
we did, from a non-intelligent life. So this is a good explanation about how the 
being acquired its knowledge that created its mind. And then his mind 
evolved its own knowledge, i.e. explanations of the world. But, its also 
possible that a biological intelligent life [or an AI] put a program in a computer 
and put that computer in a biological body. Although in this case I guess we 
could find that computer using tests. But, that computer could be far more 
advanced than ours and so they are so small that we can't detect them [is 
this a possibility? wouldn't the computer generate magnetic fields that we 
can't detect with our current technology?].

(2) In this hypothetical, lets change one thing, that the being was mechanical, 
rather than biological. This suggests that the being was created by a 



biological intelligent life. Although another possibility is that a biological 
intelligent life transferred his consciousness to a machine body. Lets say this 
being passed the Turing test. So we think he might be intelligent. But the 
being might instead be a computer that was programmed by biological 
intelligent life, and all its explanations were programmed, rather than created 
on its own.

So if my hypotheticals are right, then we don't have a good theory of how a 
being created its knowledge because we can't know whether or not the 
being's mind evolved biologically or whether it was programmed by a 
biological intelligent life [and because right now we don't have a theory of 
how to create an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing tests 
on each other right now? So according to DD's explanation, from your point 
of view, I could be a program created by an alien intelligent being that 
installed all my knowledge in my mind, and my mind created none of my 
knowledge. And from my point of view, all of you guys could be non-intelligent 
programs. So lets look inside ourselves too. Could I be wrong about myself 
being intelligent? No. I know that I'm creating my knowledge. So if this stuff is 
right, then I can only know that I am conscious [i.e. intelligent] and I can't be 
sure about any of you.

Wait. An alien being could have created me, my mind, and installed some 
sensor that they pay attention to. And the ideas that I think I'm creating, could 
be being created on the fly by the alien and passed on to my mind. So I can't 
even be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are conscious, when 
you are.

Why? BTW, that is unexplained assertion.

If you are conscious...you know it is not a trick. You can't be at once actually 
unconscious and conscious of the trick. I think the only way out of that is to deny 
the law of the excluded middle.

I don't know that law. Can you summarize?



Both X and not-X cannot simultaneously be true. There's a bit on the irrationality 
of denying this in the Fabric of Reality. Some people do deny it.

There are many ways of splitting university philosophy departments up based on 
what things they do and do not endorse. A useful way I have found is those who 
do and don't, have respect for this law. Beyond that it extends more broadly into 
academia. Why do those in the humanities and arts *sometimes* write really 
weird stuff that cannot be understood at all and call it philosophy? What explains 
stuff like Derrida? My opinion is that much of it stems from that basic error: denial 
of the law of the excluded middle. Once you do that...anything goes.

The Sokal hoax is, among other things, a demonstration that some large number 
of academics and others, deny the law of the excluded middle. If you don't know 
about the Sokal hoax look here.

http://en.wikipedia.org/wiki/Sokal_affair

Richard Dawkins courageous writings against the irrational intelligentsia that 
passes for "philosophy" in some places has made if not as many enemies as his 
anti-religious stuff, certainly made him unpopular among left leaning people as 
much as right leaning ones. This review he wrote in Nature of Sokal's own book 
on the topic is a brilliant distillation of all that's wrong with postmodern 
"philosophy"

http://www.physics.nyu.edu/sokal/dawkins.html

My point in bringing that up is that...denying the law of the excluded middle 
produces just that sort of garbage that Dawkins takes a courageous stand 
against. I personally find stuff in the writings of guys like Derrida and other 
postmodern "Philosophers" curiously similar in flavour to stuff that passes for 
modern theology too.

More detail: 'an alien deceiving you into being conscious' is to state a 
contradiction because the state of being deceived is a conscious one.

I don't see how that follows. Can you explain?

http://en.wikipedia.org/wiki/Sokal_affair
http://www.physics.nyu.edu/sokal/dawkins.html


"being deceived" like "being sick" or "being in pain" or actually "being X" are 
necessarily conscious states if X is some experiential thing. If you are being 
anything at all, where the anything is an experience...it's conscious.

To be deceived implies there is a deceptee (that which is deceived). If you get 
tricked...you existed, hey? Impossible to get tricked if you were never there or not 
aware of it.

So you must have been conscious at the moment you were tricked.

Maybe my phrasing is bad. Let me know. I can try yet again.

If you are deceived...ever...that itself is a subjective state. It implies 
consciousness.

Why?

Can you deceive a table? A car? A blade of grass? What can be deceived? Only 
conscious things?

If you are thinking anything at all...including the very thought "I am being 
deceived" then you are conscious.

Why couldn't the alien provide *that* thought to you?

It could. But then you have a thought - namely the one it gave you. Ergo...you're 
conscious.

Brett.



From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Compromise (was: Ad Hoc Ideas)
Date: July 5, 2012 at 11:53 PM

On Jul 5, 2012, at 8:19 PM, Brett Hall wrote:

On 06/07/2012, at 10:24, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 2, 2012 4:03 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 2, 2012, at 1:47 PM, Alan Forrester wrote:

On 28 May 2012, at 23:02, Elliot Temple wrote:
On May 28, 2012, at 12:45 PM, Alan Forrester wrote:

This is a brief note on Feyerabend's book "Against Method", which 
attacks Popper. The note can be short because the book has so little 
substance that there is no need to spend a lot of time on it. It's a bad 
book that you should only read if you are specifically looking for an 
example of bad philosophy.

The main meat of the argument is in Chapter 15, so I'll concentrate on 
that. Feyarabend gives a summary of Popper's ideas at the start of the 
chapter, but it's far too shallow a summary and vague to address the 
issues he claims to address in the rest of the chapter and so it is 
seriously misleading. The summary goes like this: we start with problems 
and try to solve them by proposing non-ad-hoc hypotheses.

Non-ad-hoc hypothesis are generalized solutions that you've used in
previous problem-situations.

Then there is a load of stuff (pp. 174-5) about how rationality is too 
restrictive and will, somehow make us all unhappy. No explanation is 
presented about how this would happen, and so it's impossible to assess 
his claim.

If you keep bashing your head a rock and hard place, then you'll be
unhappy. Better to just rest your head against either the rock or the
hard place, i.e. compromise.



In the chapter on Choices in BoI there seems to be

is

an argument against this idea that compromise is a good thing. Compromise 
means there are at least 2 ideas in conflict. Which should you act on? A or B?

Conventional wisdom says that if people are split 50/50 or whatever on what to 
do, then compromise is the "fair" thing to do.

But is it rational? Can you expect it to work?

After all a compromise means that another idea - C - is created different to A 
and B and which no one really believes will work (those who endorse A don't 
want C, they want A...same for endorsers of B).

So if C fails then neither A or B will be falsified and you'll be back to where you 
started...with people split along the same lines.

Will C succeed? Why should endorsers of A or B think this? As rational people 
they supposedly have good reasons why A works and why not-A will fail. That is, 
they endorse not just A but the entire explanation that goes along with A. No 
one thinks C will succeed. If they did, C wouldn't be called a "compromise". 
Indeed C lacks the very thing that make A and B apparently viable 
ideas...namely explanations of why they *will* work. Explanations that can be 
criticised. C, the compromise, doesn't have that at all.

Compromises creating by "mixing" ideas, and some other methods, do not have 
explanations and are bad.

Compromises are sometimes created other ways. Sometimes people come up 
with some explanation of why doing C will provide some of what one group 
wants, and some of what another group wants, and then they actively advocate 
C.

This is still bad.

What the word "compromise" means is making concessions or not getting 
everything you want. It means sacrificing part of what you want. It means giving 
something up.



And the thing is, if there was a rational reason it was good to give it up, *that you 
were persuaded of*, you would not regard it a compromise to give it up, you'd 
*prefer to give up the thing you regard as bad to get*. It's not a compromise or 
sacrifice when you give up something you think it'd be bad to get.

If you think it's good at don't get it, that's a compromise. If you think it's bad and 
don't get it, that's not.

So no matter how much you explain why the compromise will work out, as long 
as it *is* a compromise, it's always going to mean some people not getting what 
they think is best, it's going to mean sacrifice.

Most people believe sacrifice, hardship, giving things up, etc, is part of life and 
can't be helped.

But it can. Problems are soluble -- which means, soluble with win/win solutions 
not any sacrifices. It means problems can be solved with solutions which 
everything thinks are great and prefers to the other ideas. There isn't any 
necessary conflict that can't be resolved and just has to be divvied up how much 
each party loses and how much each wins.

Compromise means giving up something you value.

Exactly.

And it actually means giving up the entire explanation of why you endorsed A or 
B in the first place.

Better to enact one of the ideas A or B to begin with...if there are no other good 
ideas on offer. If A fails then try B.

So it seems irrational to compromise doesn't it?

yes

Isn't compromise just endorsing an idea no one actually thinks is the best idea?

sometimes people think compromises are best in one way but not another way. 
they don't think it's best *for themselves*, in the direct sense. but they might think 



it's best because life requires pain/sacrifice/misery/etc and in that context it's the 
best option that will prevent something even worse.

And so we should never be surprised if the compromise turns out to not work, 
and make everyone unhappy. After all...that's precisely what proponents of 
ideas A and B actually expected if their idea was not endorsed in the first place.

Or can compromise also be about a way for rational people who are time poor 
to make progress?

Nah. If you don't have time to come up with better approach then acting on the 
best idea you have time to come up with isn't sacrificing anything, it's not giving 
up any value, it's getting the most value you can from this while maintaining other 
values you want too (whatever else you want to use that time on).

It's really just a matter of prioritizing your time to wherever you think is best, which 
is not a compromise.

I can't think of good concrete examples where compromise really works. Cases 
of apparent compromise are legion...but they are more like win-win than 
anything else.

Yes, sometimes win-win solutions are called "compromises" too. But that's an 
abuse of language which obscures real compromises and the difference.

Even mundane stuff like you want to see a movie and your friend wants to go to 
dinner and you can't do both, have win-win ways out that we might call 
"compromise" but it's not really, is it?

And if the asteroid is heading towards Earth and American physicists say do X 
and European ones say do Y...there cannot be compromise, if you are the UN 
and can only fund one planetary saving project in time, hey?

What do you think?

What's needed, always, is what DD and TCS have been calling "common 
preferences" (literally, ways of proceeding everyone, in common, prefers) for the 
last 15-20 years. That's a solution where everyone gets a result they prefer to all 
the other possibilities. Everyone *thoroughly* wins. These are always possible for 



dealing with all conflict and are the only thing worth calling "solutions" at all -- 
anything else is failure to solve the problem. BoI doesn't explain this all fully but 
when it says "problems are soluble" it means with thorough win-win solutions -- 
common preferences -- and nothing else is regarded as a solution.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: Falsification connected to Criticism (was: [BoI] Non-falsification way 
of testing theories)
Date: July 6, 2012 at 12:10 AM

On 06/07/2012, at 12:27, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jul 4, 2012 7:30 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 05/07/2012, at 1:42, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sun, Jul 1, 2012 at 4:46 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 1 Jul 2012, at 10:33pm, Rami Rustom wrote:
On Sun, Jul 1, 2012 at 4:01 PM, David Deutsch 
<david.deutsch@qubit.org> wrote:

I think that 'falsification' is a useful concept when there are two (or any 
number, but we very rarely have more than two) *good explanations* 
being tested against each other.

When we're doing something like searching for new planets, what's 
happening is more that we have only one explanatory theory, but it has 
many undetermined parameters. When we determine those parameters 
more accurately by experiment, you could say that we are 'falsifying' a 
bunch of theories (those that set the parameters at values we have now 
ruled out), but the difference between those theories is basically one of 
prediction only. Nevertheless, we are making our only explanation harder 
to vary by fixing its parameters, which will stand us in good stead when it 
is later used as background knowledge, or else comes into conflict with 
some new explanation.

Ok.

Falsification is a special case of criticism, as in C&R.

So if falsification makes sense in testing two good theories against
each other, then criticism in general makes sense in testing two good
ideas against each other.

Yes. Though I think philosophical theories are (as yet) rarely if ever 



expressed so precisely that we can say that one of them has 'undetermined 
parameters' in an otherwise good explanation.

So some good philosophical theories *do* have precisely expressed
undetermined parameters. Enough for it to be falsifiable. An example?
I'd like to practice on it.

Wait. If a theory is not falsifiable, i.e. not criticizeable, then it
is a bad explanation.

Not always.

"Not falsifiable" is not the same as "not criticisable".

In science it's a very bad (fatal) thing for your theory if it cannot be falsified in 
principle. That is, if its not falsifiable. Thats actually just a special case of "hard 
to vary".

I don't see that. Please explain.

Do you understand the concept of falsifiable?

If yes...

Then do you understand its essential role in science?

If yes...

Then if there is an experimental test of a theory that could falsify it, then variants 
of that same theory are likely not going to be falsified by the exact same 
experimental test. So that makes it especially hard to vary. I'm sure there are 
better ways of putting that....

Someone else might have to take over.

But in philosophy David has argued that being falsifiable is actually a bad 
thing.



I didn't understand that.

I don't think its possible for an idea that subsumes another idea to
have opposite values for an attribute. What I mean is...

Criticizeable subsumes falsifiable.

Yes. If you mean that criticisable is a more general concept than falsifiable.

Either both of them are bad, or
both of them are good.

No. Not true. The theory that you live in the Matrix is not falsifiable. The concept 
of falsifiability is not 'good' (not good as in: completely useless) when criticising 
the theory that you are living in the Matrix.

More generally...

Idea A subsumes idea B. Idea A applies to the set of problems Pa. And
idea B applies to the set of problems Pb where Pb is included in the
set of Pa.

So idea A works in *all* of the set of Pa. So it follows that idea A
works in the subset of Pb.

And if idea B doesn't work in Pb, then idea A doesn't work in Pa,
because that would mean that A doesn't work in Pb. And we know that A
works in Pb because in Pb, A *is* B.

Sorry Rami...you've lost me. ;)

So if falsifiable is good in the set of science problems, then
criticizeable is good in the set of all problems.

I think so. Is that essentially my point? Experimental testing (the way we falsify) is 
a type of criticism of ideas we use in science. Outside of science, we may not be 
able to falsify...but of course we can still criticise. I basically said this.



What do you think?

I don't really understand exactly what you have been getting at. You begin by 
saying you did not understand what i wrote but seemed to end with a conclusion 
that was basically exactly the point i was making. To a first approximation 
falsifiability is about ruling out one (or more) theories through experimental 
testing. Experiments are just one type of criticism. Ruling out means falsifying. 
That means demonstrating as false. Not true. Not an accurate explanation of 
reality.

Now I say "to first approximation" as there is always the chance that it is not the 
theory that is false but rather that it's the experiment that was flawed. I don't want 
to get into that. David has written much on this. Popper even more. Posts on 
these lists have been devoted to some of that stuff. I find it boring. Fact is 
falsification is essential in science and, of course, works (I.e: helps drive 
progress).

Now in philosophy you don't generally get falsifiable theories. Take the concept of 
falsifiability itself. Is it falsifiable?  What experiment could we do to demonstrate 
that falsifiability might possibly be false?

What experiment can you do to rule out the theory that you are living in the 
Matrix?

There are no tests of these things. But there are criticisms. I can never falsify the 
idea that I am living in the Matrix...but I do not need to.

I can criticise that metaphysical theory in other ways.

Experiments are just special kinds of criticism. A special way that makes scientific 
theories especially hard to vary. See page 26 of BoI hardback for more on this.

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: July 6, 2012 at 12:33 AM

On 06/07/2012, at 12:12, "Rami Rustom" <rombomb@gmail.com> wrote:

On Wed, Jul 4, 2012 at 7:38 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 04/07/2012, at 22:44, "Rami Rustom" <rombomb@gmail.com> wrote:

On Tue, Jul 3, 2012 at 6:20 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be 
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not a good 
test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to think 
if a human judge cannot tell if the program is human or not. But this is not a 
good test, because there are no explanations [for where the knowledge in 
the program came from] behind it. A human might be fooled about a 
program's ability to think; but unless we can explain how it has acquired the 
ability to think, we can't tell if it's really thinking or if we're being fooled.

Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a good 



explanation for where the knowledge in the program came from. If the 
knowledge in the program came from what was put in it by the programmer, 
it is not thinking. If the knowledge was created by the program, it is thinking.

And now I realize that this stuff happens between humans. Often an adult will 
think a child is stupid, when actually the child is far more intelligent than the 
adult. Why does this happen? Because the adult is judging by his standards, 
i.e. his own knowledge. And the child's knowledge is very different, but better, 
more advanced, but lacking a lot of the knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you can't 
program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it. 
Otherwise we are making unexplained assertions, i.e. blind assertions. In this 
context, the good explanation takes the form of a theory that models how the 
being acquired its knowledge. Did it acquire its knowledge from its own 
mind's knowledge creation? Or did it acquire its knowledge by having it 
programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the Turing 
test by some fallible humans. So we think he might be intelligent. The being 
is also biological. This is good reason to believe that the being evolved like 
we did, from a non-intelligent life. So this is a good explanation about how the 
being acquired its knowledge that created its mind. And then his mind 
evolved its own knowledge, i.e. explanations of the world. But, its also 
possible that a biological intelligent life [or an AI] put a program in a computer 
and put that computer in a biological body. Although in this case I guess we 
could find that computer using tests. But, that computer could be far more 
advanced than ours and so they are so small that we can't detect them [is 
this a possibility? wouldn't the computer generate magnetic fields that we 
can't detect with our current technology?].

(2) In this hypothetical, lets change one thing, that the being was mechanical, 
rather than biological. This suggests that the being was created by a 



biological intelligent life. Although another possibility is that a biological 
intelligent life transferred his consciousness to a machine body. Lets say this 
being passed the Turing test. So we think he might be intelligent. But the 
being might instead be a computer that was programmed by biological 
intelligent life, and all its explanations were programmed, rather than created 
on its own.

So if my hypotheticals are right, then we don't have a good theory of how a 
being created its knowledge because we can't know whether or not the 
being's mind evolved biologically or whether it was programmed by a 
biological intelligent life [and because right now we don't have a theory of 
how to create an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing tests 
on each other right now? So according to DD's explanation, from your point 
of view, I could be a program created by an alien intelligent being that 
installed all my knowledge in my mind, and my mind created none of my 
knowledge. And from my point of view, all of you guys could be non-intelligent 
programs. So lets look inside ourselves too. Could I be wrong about myself 
being intelligent? No. I know that I'm creating my knowledge. So if this stuff is 
right, then I can only know that I am conscious [i.e. intelligent] and I can't be 
sure about any of you.

Wait. An alien being could have created me, my mind, and installed some 
sensor that they pay attention to. And the ideas that I think I'm creating, could 
be being created on the fly by the alien and passed on to my mind. So I can't 
even be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are conscious, when 
you are.

Why? BTW, that is unexplained assertion.

If you are conscious...you know it is not a trick. You can't be at once actually 
unconscious and conscious of the trick. I think the only way out of that is to deny 
the law of the excluded middle.

More detail: 'an alien deceiving you into being conscious' is to state a 
contradiction because the state of being deceived is a conscious one.



If you are deceived...ever...that itself is a subjective state. It implies 
consciousness.

If you are thinking anything at all...including the very thought "I am being 
deceived" then you are conscious.

Can you explain a way out of this?

I just started reading the Harris article you suggested. His definition of 
consciousness is different than what I was thinking. I was thinking about UKCs. 
But his definition isn't about intelligence. Its about whether or not we are 
perceiving stuff.

Yes. Just naked awareness in the most unadorned state.

So my hypothetical [where an alien could have installed sensors in me and is 
providing my thoughts] refutes the claim that I could know that I'm intelligent, but 
it doesn't refute the claim that I could know that I'm conscious.

Precisely.

The fact that I perceive stuff means that I'm conscious. I think that is what Brett 
is saying.

Exactly.

So can the alien give me perceptions? Well even if he does, if I perceive them, 
then I'm conscious. This is basically the brain-in-a-vat hypothetical. I'm not really 
perceiving reality, but I am perceiving stuff. What stuff? I'm receiving [from the 
alien or the Matrix] a bunch of electrical signals simulating sensory input. So I'm 
conscious. Either I'm perceiving reality, or I'm perceiving a fake world.

Yes. I wasn't aware if you were aware if brain in a vat. Hence I was trying other 
things. Descartes basically did the brain in a vat scenario too. So did Plato in his 
allegory of the cave.



BTW, what seems appropriate here is Rand's A is A. I don't know the idea well 
enough to explain it though.

"I perceive therefore I am conscious." But this seems equivalent to, "I think 
therefore I am."

Descartes never actually argued that. At least not on the meditations. He argued 
"I am, i exist" is a necessary truth due to what it is: a thought. It wasn't an 
implication. No logic required. It could be as fundamental a statement as "thought 
exists". Descartes was smart and knew that people wanted to say that he was 
assuming much more with logical implications than it seemed.

But he wasn't.

His meditations established that it seemed there was a truth, not derivable 
through logic or anything else..independent of stuff. Namely "thought exists" is 
just true, whenever you think it...of necessity.

And Elliot said a couple of hours ago that our logic could be wrong [and I think 
he was referencing the idea that "I think therefore I am".

It is right to say logic could be wrong. It's wrong to say that this is what Descartes 
said. It's a straw man way of attacking Descartes. It's attributed to him in the 
meditations...but if you read carefully he never put it this way. He was too smart 
for that. He knew about possible objections. And it doesn't make the same point 
as:

"I am, I exist". Which is what he *actually* wrote. This means something much 
deeper. It means consciousness exists. I think even Bruno might be on board 
here?

It's important to consider his arguments. He is arguing that doubting as thought 
suggests the existence of something. What? A doubt. If you are nothing else...you 
are that. He was writing in first person remember. So he thought of his own doubt. 
If I doubt...what can I conclude from that? Just that. I am--I exist.



Even if you are nothing else but the doubt. You exist. As doubt. Or whatever that 
labels is. Something exists when you think. Thought.

Existence is.

Brilliant.

So then Rand's A is A could be wrong and so it doesn't do what she wanted it to 
do. Which was to know that something existed, without explanation [somehow]. 
Whats interesting is that her example of A is A involved perceptions, I think. 
BTW, I'm talking about _Introduction to Objectivist Epistemology_, somewhere 
in the first 6 chapters.

The cogito of Descartes is more fundamental than logic. You need lots of 
assumptions for logic to work.

The cogito - wrongly thought to start and end with "cogito ergo sum" - I think 
therefore I am - is a pithy thing to put on a T-shirt and simultaneously a way to 
dismiss Descartes with criticisms he knew about. He was more careful. I am, I 
exist is different. I don't know exactly what to think about it. It's true in the instant 
moment. It's tied up with consciousness. What exactly it means, I don't know but 
it's not like an argument establishing truth.

It seems to be just a statement of the most fundamental truth we can know as a 
matter of subjectivity. That we exist.

But I know that whatever the reason you have for doubling it...it can't be due to 
doubts you have because to doubt it means to endorse it as true.

Weird huh?

Brett.

PS reference for Descartes actual quote can be found anywhere you can find the 
meditations - but here is one random place:

http://oregonstate.edu/instruct/phl302/texts/descartes/meditations/Meditation2.ht
ml

http://oregonstate.edu/instruct/phl302/texts/descartes/meditations/Meditation2.html


See paragraph 6. That translation says I am--I exist.

I think the Meditations are worth reading.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Little-known lectures by Popper in New Zealand in 1945
Date: July 6, 2012 at 7:14 AM

On 5 Jul 2012, at 11:11pm, Rafe Champion wrote:

On 6/07/2012 2:18 AM, David Deutsch wrote:

Popper gave a series of lectures on "Principles of scientific method" at the 
University of Otago, New Zealand, in May 1945. Five 'formal' lectures and two 
'informal' ones directly to groups of scientists.

John Eccles was present, took notes, and wrote them up. The notes are in this 
document:

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf

Great find David.

Thanks!

I can't take the credit. The link was sent to me out of the blue by John Ashton of 
the University of Otago. I have urged him to join this group.

-- David Deutsch

-- 

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: Falsification connected to Criticism (was: [BoI] Non-falsification way 
of testing theories)
Date: July 6, 2012 at 9:03 AM

On Thu, Jul 5, 2012 at 11:10 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 06/07/2012, at 12:27, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jul 4, 2012 7:30 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 05/07/2012, at 1:42, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sun, Jul 1, 2012 at 4:46 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 1 Jul 2012, at 10:33pm, Rami Rustom wrote:
On Sun, Jul 1, 2012 at 4:01 PM, David Deutsch 
<david.deutsch@qubit.org> wrote:

I think that 'falsification' is a useful concept when there are two (or any 
number, but we very rarely have more than two) *good explanations* 
being tested against each other.

When we're doing something like searching for new planets, what's 
happening is more that we have only one explanatory theory, but it has 
many undetermined parameters. When we determine those parameters 
more accurately by experiment, you could say that we are 'falsifying' a 
bunch of theories (those that set the parameters at values we have now 
ruled out), but the difference between those theories is basically one of 
prediction only. Nevertheless, we are making our only explanation 
harder to vary by fixing its parameters, which will stand us in good stead 
when it is later used as background knowledge, or else comes into 
conflict with some new explanation.

Ok.

Falsification is a special case of criticism, as in C&R.

So if falsification makes sense in testing two good theories against
each other, then criticism in general makes sense in testing two good
ideas against each other.

Yes. Though I think philosophical theories are (as yet) rarely if ever 
expressed so precisely that we can say that one of them has 
'undetermined parameters' in an otherwise good explanation.



So some good philosophical theories *do* have precisely expressed
undetermined parameters. Enough for it to be falsifiable. An example?
I'd like to practice on it.

Wait. If a theory is not falsifiable, i.e. not criticizeable, then it
is a bad explanation.

Not always.

"Not falsifiable" is not the same as "not criticisable".

In science it's a very bad (fatal) thing for your theory if it cannot be falsified in 
principle. That is, if its not falsifiable. Thats actually just a special case of 
"hard to vary".

I don't see that. Please explain.

Do you understand the concept of falsifiable?

I think so.

If yes...

Then do you understand its essential role in science?

I think so.

If yes...

Then if there is an experimental test of a theory that could falsify it, then variants 
of that same theory are likely not going to be falsified by the exact same 
experimental test.

Ok I'm with you so far.



So that makes it especially hard to vary. I'm sure there are better ways of putting 
that....

This part I don't get. I think there must be another link in the chain.

Someone else might have to take over.

Or you could keep trying. Its a good way for you to learn it better.

But in philosophy David has argued that being falsifiable is actually a bad 
thing.

I didn't understand that.

I don't think its possible for an idea that subsumes another idea to
have opposite values for an attribute. What I mean is...

Criticizeable subsumes falsifiable.

Yes. If you mean that criticisable is a more general concept than falsifiable.

Either both of them are bad, or
both of them are good.

No. Not true. The theory that you live in the Matrix is not falsifiable.

You mean with scientific evidence, right? Yes I agree with that. But
the reason I agree is because that theory isn't a science problem. And
falsifiability only applies to science problems. So we can fix the
statement by replacing falsifiability with its wider idea,
criticizeability, which applies to the set of all problems.

The concept of falsifiability is not 'good' (not good as in: completely useless) 
when criticising the theory that you are living in the Matrix.



Yes. Because falsifiability only applies to science problems, and the
problem you mention isn't a science problem.

More generally...

Idea A subsumes idea B. Idea A applies to the set of problems Pa. And
idea B applies to the set of problems Pb where Pb is included in the
set of Pa.

So idea A works in *all* of the set of Pa. So it follows that idea A
works in the subset of Pb.

And if idea B doesn't work in Pb, then idea A doesn't work in Pa,
because that would mean that A doesn't work in Pb. And we know that A
works in Pb because in Pb, A *is* B.

Sorry Rami...you've lost me. ;)

What I mean to say is that: In the set of science problems,
falsification *is* criticism. Meaning that falsification is a special
case of criticism:

In criticism: Explain that idea A is false using idea B, which contradicts it.

In falsification: [Take criticism and...] Idea A is a scientific
theory, and idea B is a model that describes the experiment using that
theory.

In science problems, we *must* use physical evidence. So we use
falsification. But we also use criticism. And when we use criticism
[which is void of physical evidence], we are criticizing the
non-scientific parts of the scientific theory, i.e. the philosophical
parts, i.e. philosophical problems.

So, we could say that with any science problem, we are use
falsification. And we could also say that we are criticizing with
physical evidence. So we could define falsification as: Criticism



using physical evidence.

And in non-science problems, we can not apply falsification because we
can't use physical evidence, but we can apply its more general form,
criticism.

So this is what I mean by: In the subset of Pb, A *is* B.

In the set of science problems, criticism *is* falsification.

So if falsifiable is good in the set of science problems, then
criticizeable is good in the set of all problems.

I think so. Is that essentially my point? Experimental testing (the way we falsify) 
is a type of criticism of ideas we use in science. Outside of science, we may not 
be able to falsify...but of course we can still criticise. I basically said this.

What do you think?

I don't really understand exactly what you have been getting at. You begin by 
saying you did not understand what i wrote but seemed to end with a conclusion 
that was basically exactly the point i was making.

Misunderstandings are common. Also my reading comprehension is weak. I
think its a condition. I should see a psychiatrist. Maybe medicine
could improve it.

To a first approximation falsifiability is about ruling out one (or more) theories 
through experimental testing. Experiments are just one type of criticism. Ruling 
out means falsifying. That means demonstrating as false. Not true. Not an 
accurate explanation of reality.

I don't think there are any other types of criticism. My definition
above shows this.



Now I say "to first approximation" as there is always the chance that it is not the 
theory that is false but rather that it's the experiment that was flawed. I don't 
want to get into that. David has written much on this. Popper even more. Posts 
on these lists have been devoted to some of that stuff. I find it boring. Fact is 
falsification is essential in science and, of course, works (I.e: helps drive 
progress).

Boring? There is a discussion going on right now on specifically that.
That discussion helped me realize that falsifiable is a special case
of criticizeable. The subject is "[BoI] Ad Hoc Ideas (was:
Feyerabend)."

Now in philosophy you don't generally get falsifiable theories. Take the concept 
of falsifiability itself. Is it falsifiable?  What experiment could we do to 
demonstrate that falsifiability might possibly be false?

Falsifiability only applies to science problems, i.e. problems where
physical evidence applies. In problems where physical evidence is not
possible, these are non-science problems. So in these non-science
problems we use the more general version of falsification, which is
criticism.

What experiment can you do to rule out the theory that you are living in the 
Matrix?

Can't cause thats not a science problem.

So a better question is: What criticism can you use to rule out the
theory that you are living in the Matrix?

I don't know. Thats been on my mind for some months now.

[Sidenote: "Rule out" doesn't mean rule out forever. Ruling out is
fallible. So you could bring that theory back in the future if you
find out that your criticism was false, because of criticism of your
criticism. This is true for the set of all problems, not just



non-science problems.]

There are no tests of these things. But there are criticisms. I can never falsify 
the idea that I am living in the Matrix...but I do not need to.

I can criticise that metaphysical theory in other ways.

Experiments are just special kinds of criticism. A special way that makes 
scientific theories especially hard to vary. See page 26 of BoI hardback for more 
on this.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: July 6, 2012 at 9:31 AM

On Thu, Jul 5, 2012 at 10:46 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 06/07/2012, at 10:27, "Rami Rustom" <rombomb@gmail.com> wrote:

On Wed, Jul 4, 2012 at 7:38 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/07/2012, at 22:44, "Rami Rustom" <rombomb@gmail.com> wrote:

On Tue, Jul 3, 2012 at 6:20 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

 On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily
be conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is
not a good test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to
think if a human judge cannot tell if the program is human or not. But this
is not a good test, because there are no explanations [for where the
knowledge in the program came from] behind it. A human might be fooled
about a program's ability to think; but unless we can explain how it has



acquired the ability to think, we can't tell if it's really thinking or if
we're being fooled.

Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a
good explanation for where the knowledge in the program came from. If the
knowledge in the program came from what was put in it by the programmer, 
it
is not thinking. If the knowledge was created by the program, it is
thinking.

And now I realize that this stuff happens between humans. Often an
adult will think a child is stupid, when actually the child is far more
intelligent than the adult. Why does this happen? Because the adult is
judging by his standards, i.e. his own knowledge. And the child's knowledge
is very different, but better, more advanced, but lacking a lot of the
knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you
can't program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it.
Otherwise we are making unexplained assertions, i.e. blind assertions. In
this context, the good explanation takes the form of a theory that models
how the being acquired its knowledge. Did it acquire its knowledge from its
own mind's knowledge creation? Or did it acquire its knowledge by having it
programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the
Turing test by some fallible humans. So we think he might be intelligent.



The being is also biological. This is good reason to believe that the being
evolved like we did, from a non-intelligent life. So this is a good
explanation about how the being acquired its knowledge that created its
mind. And then his mind evolved its own knowledge, i.e. explanations of the
world. But, its also possible that a biological intelligent life [or an AI]
put a program in a computer and put that computer in a biological body.
Although in this case I guess we could find that computer using tests. But,
that computer could be far more advanced than ours and so they are so 
small
that we can't detect them [is this a possibility? wouldn't the computer
generate magnetic fields that we can't detect with our current technology?].

(2) In this hypothetical, lets change one thing, that the being was
mechanical, rather than biological. This suggests that the being was
created by a biological intelligent life. Although another possibility is
that a biological intelligent life transferred his consciousness to a
machine body. Lets say this being passed the Turing test. So we think he
might be intelligent. But the being might instead be a computer that was
programmed by biological intelligent life, and all its explanations were
programmed, rather than created on its own.

So if my hypotheticals are right, then we don't have a good theory of
how a being created its knowledge because we can't know whether or not the
being's mind evolved biologically or whether it was programmed by a
biological intelligent life [and because right now we don't have a theory
of how to create an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing
tests on each other right now? So according to DD's explanation, from your
point of view, I could be a program created by an alien intelligent being
that installed all my knowledge in my mind, and my mind created none of my
knowledge. And from my point of view, all of you guys could be
non-intelligent programs. So lets look inside ourselves too. Could I be
wrong about myself being intelligent? No. I know that I'm creating my
knowledge. So if this stuff is right, then I can only know that I am
conscious [i.e. intelligent] and I can't be sure about any of you.

Wait. An alien being could have created me, my mind, and installed some
sensor that they pay attention to. And the ideas that I think I'm creating,
could be being created on the fly by the alien and passed on to my mind. So



I can't even be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are
conscious, when you are.

Why? BTW, that is unexplained assertion.

If you are conscious...you know it is not a trick. You can't be at once
actually unconscious and conscious of the trick. I think the only way out
of that is to deny the law of the excluded middle.

I don't know that law. Can you summarize?

Both X and not-X cannot simultaneously be true.

lol. A big part of my background is math. Of course X contradicts not-X. In
fact, that could be used as a definition of contradiction.

There's a bit on the irrationality of denying this in the Fabric of
Reality. Some people do deny it.

There are many ways of splitting university philosophy departments up
based on what things they do and do not endorse. A useful way I have found
is those who do and don't, have respect for this law. Beyond that it
extends more broadly into academia. Why do those in the humanities and arts
*sometimes* write really weird stuff that cannot be understood at all and
call it philosophy? What explains stuff like Derrida? My opinion is that
much of it stems from that basic error: denial of the law of the excluded
middle. Once you do that...anything goes.

The Sokal hoax is, among other things, a demonstration that some large
number of academics and others, deny the law of the excluded middle. If you



don't know about the Sokal hoax look here.

http://en.wikipedia.org/wiki/Sokal_affair

Richard Dawkins courageous writings against the irrational intelligentsia
that passes for "philosophy" in some places has made if not as many enemies
as his anti-religious stuff, certainly made him unpopular among left
leaning people as much as right leaning ones. This review he wrote in
Nature of Sokal's own book on the topic is a brilliant distillation of all
that's wrong with postmodern "philosophy"

http://www.physics.nyu.edu/sokal/dawkins.html

My point in bringing that up is that...denying the law of the excluded
middle produces just that sort of garbage that Dawkins takes a courageous
stand against. I personally find stuff in the writings of guys like Derrida
and other postmodern "Philosophers" curiously similar in flavour to stuff
that passes for modern theology too.

More detail: 'an alien deceiving you into being conscious' is to state a
contradiction because the state of being deceived is a conscious one.

I don't see how that follows. Can you explain?

"being deceived" like "being sick" or "being in pain" or actually "being
X" are necessarily conscious states if X is some experiential thing. If you
are being anything at all, where the anything is an experience...it's
conscious.

To be deceived implies there is a deceptee (that which is deceived). If
you get tricked...you existed, hey? Impossible to get tricked if you were
never there or not aware of it.

So you must have been conscious at the moment you were tricked.

http://en.wikipedia.org/wiki/Sokal_affair
http://www.physics.nyu.edu/sokal/dawkins.html


Maybe my phrasing is bad. Let me know. I can try yet again.

Well now that I've read the beginning of the Harris article you suggested,
I get what you mean by consciousness. And I see how this statement makes
sense, "I perceive therefore I am conscious." But I think Elliot has said
that even this is fallible. So we still are not absolutely sure. Meaning
that all our ideas could be mistaken, including the idea that: "I perceive
therefore I am conscious."

If you are deceived...ever...that itself is a subjective state. It
implies consciousness.

Why?

Can you deceive a table? A car? A blade of grass? What can be deceived?
Only conscious things?

If you are thinking anything at all...including the very thought "I am
being deceived" then you are conscious.

Why couldn't the alien provide *that* thought to you?

It could. But then you have a thought - namely the one it gave you.
Ergo...you're conscious.

Yes that makes sense. Its like A is A.



Now I'm confused again. I had this same confusion a while ago with the idea
that: "The idea of fallibility could be mistaken." Lets examine it:

[Sidenote: When I was confused about this before, it was because I
misunderstood fallibility. I said stuff like, ideas *are* fallible. But
they aren't. Knowledge containing systems *are* fallible. Ideas can be
mistaken.]

(1) Any idea could be mistaken. [Sidenote: In the language of fallibility,
we call idea (1) a conjectural truth.]

(2) So the idea of fallibility could be mistaken.

(3) If (2) is an objective truth, then (2) contradicts (1). Because (1) is
the definition of fallibility.

Its a logical loop or something.

Whats the solution?

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: July 6, 2012 at 9:35 AM

On Thu, Jul 5, 2012 at 11:33 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 06/07/2012, at 12:12, "Rami Rustom" <rombomb@gmail.com> wrote:

On Wed, Jul 4, 2012 at 7:38 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/07/2012, at 22:44, "Rami Rustom" <rombomb@gmail.com> wrote:

On Tue, Jul 3, 2012 at 6:20 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/07/2012, at 1:49, "Rami Rustom" <rombomb@gmail.com> wrote:

 On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily
be conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is
not a good test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to
think if a human judge cannot tell if the program is human or not. But this
is not a good test, because there are no explanations [for where the
knowledge in the program came from] behind it. A human might be fooled
about a program's ability to think; but unless we can explain how it has



acquired the ability to think, we can't tell if it's really thinking or if
we're being fooled.

Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a
good explanation for where the knowledge in the program came from. If the
knowledge in the program came from what was put in it by the programmer, 
it
is not thinking. If the knowledge was created by the program, it is
thinking.

And now I realize that this stuff happens between humans. Often an
adult will think a child is stupid, when actually the child is far more
intelligent than the adult. Why does this happen? Because the adult is
judging by his standards, i.e. his own knowledge. And the child's knowledge
is very different, but better, more advanced, but lacking a lot of the
knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you
can't program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it.
Otherwise we are making unexplained assertions, i.e. blind assertions. In
this context, the good explanation takes the form of a theory that models
how the being acquired its knowledge. Did it acquire its knowledge from its
own mind's knowledge creation? Or did it acquire its knowledge by having it
programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the
Turing test by some fallible humans. So we think he might be intelligent.



The being is also biological. This is good reason to believe that the being
evolved like we did, from a non-intelligent life. So this is a good
explanation about how the being acquired its knowledge that created its
mind. And then his mind evolved its own knowledge, i.e. explanations of the
world. But, its also possible that a biological intelligent life [or an AI]
put a program in a computer and put that computer in a biological body.
Although in this case I guess we could find that computer using tests. But,
that computer could be far more advanced than ours and so they are so 
small
that we can't detect them [is this a possibility? wouldn't the computer
generate magnetic fields that we can't detect with our current technology?].

(2) In this hypothetical, lets change one thing, that the being was
mechanical, rather than biological. This suggests that the being was
created by a biological intelligent life. Although another possibility is
that a biological intelligent life transferred his consciousness to a
machine body. Lets say this being passed the Turing test. So we think he
might be intelligent. But the being might instead be a computer that was
programmed by biological intelligent life, and all its explanations were
programmed, rather than created on its own.

So if my hypotheticals are right, then we don't have a good theory of
how a being created its knowledge because we can't know whether or not the
being's mind evolved biologically or whether it was programmed by a
biological intelligent life [and because right now we don't have a theory
of how to create an AI].

Wait this doesn't make sense. In effect, aren't we all performing Turing
tests on each other right now? So according to DD's explanation, from your
point of view, I could be a program created by an alien intelligent being
that installed all my knowledge in my mind, and my mind created none of my
knowledge. And from my point of view, all of you guys could be
non-intelligent programs. So lets look inside ourselves too. Could I be
wrong about myself being intelligent? No. I know that I'm creating my
knowledge. So if this stuff is right, then I can only know that I am
conscious [i.e. intelligent] and I can't be sure about any of you.

Wait. An alien being could have created me, my mind, and installed some
sensor that they pay attention to. And the ideas that I think I'm creating,
could be being created on the fly by the alien and passed on to my mind. So



I can't even be sure that I'm intelligent.

All true. But the alien cannot trick you into thinking you are
conscious, when you are.

Why? BTW, that is unexplained assertion.

If you are conscious...you know it is not a trick. You can't be at once
actually unconscious and conscious of the trick. I think the only way out
of that is to deny the law of the excluded middle.

More detail: 'an alien deceiving you into being conscious' is to state a
contradiction because the state of being deceived is a conscious one.

If you are deceived...ever...that itself is a subjective state. It
implies consciousness.

If you are thinking anything at all...including the very thought "I am
being deceived" then you are conscious.

Can you explain a way out of this?

I just started reading the Harris article you suggested. His definition of
consciousness is different than what I was thinking. I was thinking about
UKCs. But his definition isn't about intelligence. Its about whether or not
we are perceiving stuff.

Yes. Just naked awareness in the most unadorned state.

So my hypothetical [where an alien could have installed sensors in me and
is providing my thoughts] refutes the claim that I could know that I'm
intelligent, but it doesn't refute the claim that I could know that I'm
conscious.



Precisely.

The fact that I perceive stuff means that I'm conscious. I think that is
what Brett is saying.

Exactly.

So can the alien give me perceptions? Well even if he does, if I perceive
them, then I'm conscious. This is basically the brain-in-a-vat
hypothetical. I'm not really perceiving reality, but I am perceiving stuff.
What stuff? I'm receiving [from the alien or the Matrix] a bunch of
electrical signals simulating sensory input. So I'm conscious. Either I'm
perceiving reality, or I'm perceiving a fake world.

Yes. I wasn't aware if you were aware if brain in a vat. Hence I was
trying other things. Descartes basically did the brain in a vat scenario
too. So did Plato in his allegory of the cave.

BTW, what seems appropriate here is Rand's A is A. I don't know the idea
well enough to explain it though.

"I perceive therefore I am conscious." But this seems equivalent to, "I
think therefore I am."

Descartes never actually argued that. At least not on the meditations. He
argued "I am, i exist" is a necessary truth due to what it is: a thought.
It wasn't an implication. No logic required. It could be as fundamental a
statement as "thought exists". Descartes was smart and knew that people
wanted to say that he was assuming much more with logical implications than
it seemed.

But he wasn't.



His meditations established that it seemed there was a truth, not
derivable through logic or anything else..independent of stuff. Namely
"thought exists" is just true, whenever you think it...of necessity.

And Elliot said a couple of hours ago that our logic could be wrong [and I
think he was referencing the idea that "I think therefore I am".

It is right to say logic could be wrong. It's wrong to say that this is
what Descartes said. It's a straw man way of attacking Descartes. It's
attributed to him in the meditations...but if you read carefully he never
put it this way. He was too smart for that. He knew about possible
objections. And it doesn't make the same point as:

"I am, I exist". Which is what he *actually* wrote. This means something
much deeper. It means consciousness exists. I think even Bruno might be on
board here?

It's important to consider his arguments. He is arguing that doubting as
thought suggests the existence of something. What? A doubt. If you are
nothing else...you are that. He was writing in first person remember. So he
thought of his own doubt. If I doubt...what can I conclude from that? Just
that. I am--I exist.

Even if you are nothing else but the doubt. You exist. As doubt. Or
whatever that labels is. Something exists when you think. Thought.

Existence is.

Brilliant.

So then Rand's A is A could be wrong and so it doesn't do what she wanted
it to do. Which was to know that something existed, without explanation
[somehow]. Whats interesting is that her example of A is A involved
perceptions, I think. BTW, I'm talking about _Introduction to Objectivist
Epistemology_, somewhere in the first 6 chapters.



The cogito of Descartes is more fundamental than logic. You need lots of
assumptions for logic to work.

The cogito - wrongly thought to start and end with "cogito ergo sum" - I
think therefore I am - is a pithy thing to put on a T-shirt and
simultaneously a way to dismiss Descartes with criticisms he knew about. He
was more careful. I am, I exist is different. I don't know exactly what to
think about it. It's true in the instant moment. It's tied up with
consciousness. What exactly it means, I don't know but it's not like an
argument establishing truth.

It seems to be just a statement of the most fundamental truth we can know
as a matter of subjectivity. That we exist.

But I know that whatever the reason you have for doubling it...it can't be
due to doubts you have because to doubt it means to endorse it as true.

Weird huh?

Sounds exactly like what Rand was doing with A is A. A exists because A
exists. Like stating something is true without explanation. I think she
said that it doesn't need explanation. It is self-evident or something.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Bad forms of criticism BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: July 6, 2012 at 11:46 AM

On Mon, Jul 2, 2012 at 2:15 PM, Rami Rustom <rombomb@gmail.com> wrote:

What are some bad forms of criticism?

- Idea X is wrong. [Truth asserted without explanation.]

- Idea X is wrong because of attributes of the source of X. [Truth
determined by source of an idea rather than merit of an idea, i.e. bad
explanation.]

More generally...

- Idea X is wrong because of Y; where Y is a bad explanation.

So what is a bad explanation?

- One that applies false principles.

- One that doesn't consider context.

- One that is uncriticizeable.

So what explanations are uncriticizeable?

- One that is vague.

In the set of science problems, uncriticizeable means falsifiable.

Popper said that unfalsifiable theories are bad theories.

DD said that easy-to-vary theories are bad theories.



Brett said that falsifiable and hard-to-vary are connected. But I
don't understand how they are connected yet.

Maybe it has something to do with vagueness.

Easy-to-vary theories are ones that can be changed arbitrarily in the
face of criticism. The changes are ad hoc, meaning that the changes
don't have reach. Another way to say that is that the changes to the
theory don't make other predictions besides the one prediction is was
designed for, which is to fix the problem that was criticized.

It seems that the act of ad hoc changing a theory in the face of
criticism is akin to evasion of criticism.

And evasion of criticism happens when the idea being criticized is vague.

So vague is to ideas as easy-to-vary is to scientific theories.

So vagueness is an attribute of ideas in the set of all problems. And
easy-to-vary is its special case version in the set of scientific
problems.

So I guess that all easy-to-vary theories are unfalsifiable. And all
falsifiable theories are hard-to-vary.

If that is true, then hard-to-vary is equivalent to falsifiable.

-- Rami

-- 



From: Pharmacologica <drjashton@gmail.com>
Subject: Re: [BoI] Little-known lectures by Popper in New Zealand in 1945
Date: July 6, 2012 at 8:02 AM

David Penny wrote the intro I think, and I wouldn't read to much into the
"absolute knowledge" point. Semantic quibble over what "absolute" means in
this context. Penny is a molecular geneticist who in the 1980's published a
Nature paper with mathematician David Hendy to use a new method (based on
Hadamards theorem) to infer phylogenies from genetic data (which was
beggining to emerge in bulk quantities then). They tested evolutionary
theory by testing various phylogenis against others. This was in the
context of the controverseys over Popper's to-ing and fro-ing over whether
Darwinism was falsifiable etc. Penny as both a follower of Darwin and
Popper wanted to demonstrate a very straightforward test. Penny has also
written several articles discussing how Darwin's method was
hypothetico-deductive.

On Friday, July 6, 2012 6:30:11 AM UTC+12, Richard Fine wrote:

On 7/5/2012 7:18 PM, Elliot Temple wrote:
On Jul 5, 2012, at 9:18 AM, David Deutsch wrote:

Popper gave a series of lectures on "Principles of scientific method"
at the University of Otago, New Zealand, in May 1945. Five 'formal'
lectures and two 'informal' ones directly to groups of scientists.

John Eccles was present, took notes, and wrote them up. The notes are
in this document:

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf
The guy introducing the notes writes:

To Karl Popper, there was no absolute knowledge, either in science or
in other areas of human activity.

What a silly sentence.

General philosophers never seem to have forgiven Popper for his
criticism of aspects of Platoï¿½s philosophy, but to Popper, Plato was
closely associated with the Tyrants who had tried to rule ancient Athens

http://www.scientists.org.nz/files/journal/2012-69/NZSR69%20web.pdf


and who opposed democracy.
And the same thing again.

As you will see in the notes, Popper does not see humans as ever having
absolute knowledge ï¿½ it is all testing of ideas (new and old), and
forever learning.

And that's a milder version of it, too.

It's particularly silly as commentary on Popper because he explicitly
explained that he was not a belief philosopher. The point is to seek the
objective truth, not to hold beliefs.

I don't understand what the difference is between those things, given
that seeking the objective truth must always happen within the context
of being fallible and never treating any knowledge as 'certain.'

Is 'hold beliefs' not the same thing as 'have ideas?' Or do you mean it
in a sense with more longevity/less tentativity? If the latter then I
don't see how the quoted sentences are inconsistent with Popper not
being a belief philosopher.

- Richard



From: John Ashton <drjashton@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: [BoI] Re: Bad forms of criticism
Date: July 6, 2012 at 11:33 PM

Popper argued over several books for a theory of theories that linked a
theories informative content, degree of testability, falsifiability,
empirical content, logical content, potential explanatory power,
corroborability, problem content solving power, and logical (im)probability.

Popper also argued for a "covering law" theory of explanation, wherein
consequences or deductions from the theory. All the properties listed above
apply to this idea of explanatory theories, and are all concepts that are
closely related, complementary, or even isomorphic.

Popper developed the idea of "degrees of testability". It seems clear from
his ideas on how explanatory power is linked to falsifiability/empirical
content, that this can also be read as degrees of (potential) explanatory
power (i.e., how good an explanation is).

One feature of a highly testable theory (with high explanatory potential)
is that it is Universal. In the form of a simple general law, this means
the generality of the subject clause. This corresponds directly to
Deutsch's (hard to vary), particularly the TED example with the Greek Gods
and Winter. The more Universal the theory, the harder it is to chop and
change its subject terms. Similarly, a testable theory is precise, i.e.,
its predicate terms are highly specific. This is another instance of being
hard to vary.

Incidentally, in "Soul Searching" by Nicholas Humphrey, in the chapter
"Designed too far" can be found an excellent example of arguments from
insufficient explanatory power (in this case, evidence put forward to
support an explanatory idea - like UFOs - that have features not explained
by the theory (e.g., mysteriously always out of focus photos) compared to
another theory (such as the hoax theory).

On Tuesday, July 3, 2012 7:15:36 AM UTC+12, Rami Rustom wrote:

What are some bad forms of criticism?

- Idea X is wrong. [Truth asserted without explanation.]



- Idea X is wrong because of attributes of the source of X. [Truth
determined by source of an idea rather than merit of an idea, i.e. bad
explanation.]

More generally...

- Idea X is wrong because of Y; where Y is a bad explanation.

So what is a bad explanation?

- One that applies false principles.

- One that doesn't consider context.

- One that is uncriticizeable.

So what explanations are uncriticizeable?

- One that is vague.

What else?

-- Rami

On Tuesday, July 3, 2012 7:15:36 AM UTC+12, Rami Rustom wrote:

What are some bad forms of criticism?

- Idea X is wrong. [Truth asserted without explanation.]

- Idea X is wrong because of attributes of the source of X. [Truth
determined by source of an idea rather than merit of an idea, i.e. bad
explanation.]



More generally...

- Idea X is wrong because of Y; where Y is a bad explanation.

So what is a bad explanation?

- One that applies false principles.

- One that doesn't consider context.

- One that is uncriticizeable.

So what explanations are uncriticizeable?

- One that is vague.

What else?

-- Rami

On Tuesday, July 3, 2012 7:15:36 AM UTC+12, Rami Rustom wrote:

What are some bad forms of criticism?

- Idea X is wrong. [Truth asserted without explanation.]

- Idea X is wrong because of attributes of the source of X. [Truth
determined by source of an idea rather than merit of an idea, i.e. bad
explanation.]

More generally...

- Idea X is wrong because of Y; where Y is a bad explanation.



So what is a bad explanation?

- One that applies false principles.

- One that doesn't consider context.

- One that is uncriticizeable.

So what explanations are uncriticizeable?

- One that is vague.

What else?

-- Rami

On Tuesday, July 3, 2012 7:15:36 AM UTC+12, Rami Rustom wrote:

What are some bad forms of criticism?

- Idea X is wrong. [Truth asserted without explanation.]

- Idea X is wrong because of attributes of the source of X. [Truth
determined by source of an idea rather than merit of an idea, i.e. bad
explanation.]

More generally...

- Idea X is wrong because of Y; where Y is a bad explanation.

So what is a bad explanation?

- One that applies false principles.



- One that doesn't consider context.

- One that is uncriticizeable.

So what explanations are uncriticizeable?

- One that is vague.

What else?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bad forms of criticism
Date: July 7, 2012 at 2:09 AM

On Jul 6, 2012, at 8:33 PM, John Ashton wrote:

Popper argued over several books for a theory of theories that linked a
theories informative content, degree of testability, falsifiability,
empirical content, logical content, potential explanatory power,
corroborability, problem content solving power, and logical (im)probability.

Popper also argued for a "covering law" theory of explanation, wherein
consequences or deductions from the theory. All the properties listed above
apply to this idea of explanatory theories, and are all concepts that are
closely related, complementary, or even isomorphic.

Popper developed the idea of "degrees of testability". It seems clear from
his ideas on how explanatory power is linked to falsifiability/empirical
content, that this can also be read as degrees of (potential) explanatory
power (i.e., how good an explanation is).

One feature of a highly testable theory (with high explanatory potential)
is that it is Universal.

This is an interesting statement because it's ambiguous.

There are many types of universalities a theory can have.

For example, applying at all *places* is one type of universality. Applying at all 
*times* is another.

Which universality or universalities did you have in mind and why that one or 
those?

And this raises the issue of which universalities are important to what types of 
theories, and why.

When it comes to moral philosophy, one type of universality would be if it applies 



for a person *no matter what his values are*. Many valuable moral theories lack 
this type of universality. Many types of universalities are rare and theories which 
lack them aren't necessarily bad. For example, some moral theories about 
marriage only have much use for married people (not all people -- they are 
lacking a universality), but they are still valuable theories which can help a lot of 
people.

Moral theories are also untestable, yet have lots of explanatory power. So 
explanatory power does not require testability.

In the form of a simple general law, this means
the generality of the subject clause. This corresponds directly to
Deutsch's (hard to vary), particularly the TED example with the Greek Gods
and Winter. The more Universal the theory, the harder it is to chop and
change its subject terms.

A theory about how to behave while married can be hard to vary. I don't see how 
being about a particular topic makes it easy to vary.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Bad forms of criticism
Date: July 7, 2012 at 10:29 AM

On Sat, Jul 7, 2012 at 1:09 AM, Elliot Temple <curi@curi.us> wrote:
On Jul 6, 2012, at 8:33 PM, John Ashton wrote:

Popper argued over several books for a theory of theories that linked a
theories informative content, degree of testability, falsifiability,
empirical content, logical content, potential explanatory power,
corroborability, problem content solving power, and logical (im)probability.

Popper also argued for a "covering law" theory of explanation, wherein
consequences or deductions from the theory. All the properties listed above
apply to this idea of explanatory theories, and are all concepts that are
closely related, complementary, or even isomorphic.

Popper developed the idea of "degrees of testability". It seems clear from
his ideas on how explanatory power is linked to falsifiability/empirical
content, that this can also be read as degrees of (potential) explanatory
power (i.e., how good an explanation is).

One feature of a highly testable theory (with high explanatory potential)
is that it is Universal.

This is an interesting statement because it's ambiguous.

There are many types of universalities a theory can have.

For example, applying at all *places* is one type of universality. Applying at all 
*times* is another.

Which universality or universalities did you have in mind and why that one or 
those?

And this raises the issue of which universalities are important to what types of 
theories, and why.



When it comes to moral philosophy, one type of universality would be if it 
applies for a person *no matter what his values are*. Many valuable moral 
theories lack this type of universality. Many types of universalities are rare and 
theories which lack them aren't necessarily bad. For example, some moral 
theories about marriage only have much use for married people (not all people -
- they are lacking a universality), but they are still valuable theories which can 
help a lot of people.

Moral theories are also untestable, yet have lots of explanatory power. So 
explanatory power does not require testability.

Untestable? Does that mean unfalsifiable in this context? Why is it untestable?

Each time the moral theory is applied in a problem-situation, the
theory is being tested [against the experimental model]. For
example...

A parent wants to test the moral theory that *children have fully
working minds*. The theory predicts that a 2 year old does not
necessary have to have tantrums, which is what most of society
believes to be a fact of nature. Every time that a parent applies the
theory, e.g. doing a truth-seeking session to determine whether or not
the child should share his toy with another kid, the parent is
*testing* the theory against the experiment [actually the model
explaining the experiment by the theory]. If the kid doesn't do a
tantrum, then the theory and the experiment don't conflict. If the kid
does do a tantrum, then the moral theory or the model of the
experiment is wrong.

The model of the experiment could be wrong because lets say the child
has already been TCS-coerced a lot in the first 2 years of his life,
so he has learned some bad memes that are affecting the communication
between child and parent. So the model of the experiment should change
to incorporate this problem, thus reinterpreting the meaning of the
results of the experiment.

The moral theory can be wrong, as in it needs improvement.

What am I missing?



-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bad forms of criticism
Date: July 7, 2012 at 2:16 PM

On Jul 7, 2012, at 7:29 AM, Rami Rustom wrote:

On Sat, Jul 7, 2012 at 1:09 AM, Elliot Temple <curi@curi.us> wrote:
On Jul 6, 2012, at 8:33 PM, John Ashton wrote:

Popper argued over several books for a theory of theories that linked a
theories informative content, degree of testability, falsifiability,
empirical content, logical content, potential explanatory power,
corroborability, problem content solving power, and logical (im)probability.

Popper also argued for a "covering law" theory of explanation, wherein
consequences or deductions from the theory. All the properties listed above
apply to this idea of explanatory theories, and are all concepts that are
closely related, complementary, or even isomorphic.

Popper developed the idea of "degrees of testability". It seems clear from
his ideas on how explanatory power is linked to falsifiability/empirical
content, that this can also be read as degrees of (potential) explanatory
power (i.e., how good an explanation is).

One feature of a highly testable theory (with high explanatory potential)
is that it is Universal.

This is an interesting statement because it's ambiguous.

There are many types of universalities a theory can have.

For example, applying at all *places* is one type of universality. Applying at all 
*times* is another.

Which universality or universalities did you have in mind and why that one or 
those?

And this raises the issue of which universalities are important to what types of 
theories, and why.



When it comes to moral philosophy, one type of universality would be if it 
applies for a person *no matter what his values are*. Many valuable moral 
theories lack this type of universality. Many types of universalities are rare and 
theories which lack them aren't necessarily bad. For example, some moral 
theories about marriage only have much use for married people (not all people 
-- they are lacking a universality), but they are still valuable theories which can 
help a lot of people.

Moral theories are also untestable, yet have lots of explanatory power. So 
explanatory power does not require testability.

Untestable? Does that mean unfalsifiable in this context? Why is it untestable?

Example moral ideas:

- I should not eat pork.

- Stealing is immoral because it hurts innocent victims.

- Treat others as they want to be treated (not the golden rule, which ignores that 
they may have different values than you).

Want to propose tests for these?

Each time the moral theory is applied in a problem-situation, the
theory is being tested [against the experimental model]. For
example...

A parent wants to test the moral theory that *children have fully
working minds*.

That's not a moral idea (theory), it's a factual-scientific idea!

Moral ideas are about what is good or bad, what people should or ought to do, 
which choices are right, how to live. A moral idea might say how to treat children 
or what rights they have, but it wouldn't say how tall they are or be directly about 



how their brains work (which is a matter for science. with moral consequences, 
the the facts themselves aren't a moral issue. much like how to build a nuclear 
bomb is a scientific matter, and the right policy for using it is a moral matter.)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Bad forms of criticism
Date: July 7, 2012 at 3:05 PM

On Sat, Jul 7, 2012 at 1:16 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 7, 2012, at 7:29 AM, Rami Rustom wrote:

On Sat, Jul 7, 2012 at 1:09 AM, Elliot Temple <curi@curi.us> wrote:
On Jul 6, 2012, at 8:33 PM, John Ashton wrote:

Popper argued over several books for a theory of theories that linked a
theories informative content, degree of testability, falsifiability,
empirical content, logical content, potential explanatory power,
corroborability, problem content solving power, and logical (im)probability.

Popper also argued for a "covering law" theory of explanation, wherein
consequences or deductions from the theory. All the properties listed above
apply to this idea of explanatory theories, and are all concepts that are
closely related, complementary, or even isomorphic.

Popper developed the idea of "degrees of testability". It seems clear from
his ideas on how explanatory power is linked to falsifiability/empirical
content, that this can also be read as degrees of (potential) explanatory
power (i.e., how good an explanation is).

One feature of a highly testable theory (with high explanatory potential)
is that it is Universal.

This is an interesting statement because it's ambiguous.

There are many types of universalities a theory can have.

For example, applying at all *places* is one type of universality. Applying at 
all *times* is another.

Which universality or universalities did you have in mind and why that one or 
those?

And this raises the issue of which universalities are important to what types of 
theories, and why.



When it comes to moral philosophy, one type of universality would be if it 
applies for a person *no matter what his values are*. Many valuable moral 
theories lack this type of universality. Many types of universalities are rare 
and theories which lack them aren't necessarily bad. For example, some 
moral theories about marriage only have much use for married people (not all 
people -- they are lacking a universality), but they are still valuable theories 
which can help a lot of people.

Moral theories are also untestable, yet have lots of explanatory power. So 
explanatory power does not require testability.

Untestable? Does that mean unfalsifiable in this context? Why is it untestable?

Example moral ideas:

- I should not eat pork.

This idea is of the form of a solution, with no principles explaining
why its right. Its an unexplained assertion.

- Stealing is immoral because it hurts innocent victims.

This idea is of the form of a solution and a principle. Its a
composite idea. The solution is a moral idea. The principle I'm not
sure about. Is that a scientific one? The principle is "Doing
something to someone against their will causes them to hurt."

- Treat others as they want to be treated (not the golden rule, which ignores that 
they may have different values than you).

This idea is of the form of a solution and a principle [if you include
the parenthetical]. The solution is a moral idea. The principle I'm
not sure about. Is that a scientific one? The principle is "No two
persons have the same knowledge [which includes values]."



Want to propose tests for these?

First I have to know if the principles are scientific or not. If yes,
then we can test them. If not, then untestable.

The principles I outlined above are similar to the *children have
fully functional minds,* which you said is scientific.

How do we test these ideas?

- Children have fully functional minds.

- Doing something to someone against their will causes them to hurt.

- No two persons have the same knowledge.

Each time the moral theory is applied in a problem-situation, the
theory is being tested [against the experimental model]. For
example...

A parent wants to test the moral theory that *children have fully
working minds*.

That's not a moral idea (theory), it's a factual-scientific idea!

Moral ideas are about what is good or bad, what people should or ought to do, 
which choices are right, how to live. A moral idea might say how to treat children 
or what rights they have, but it wouldn't say how tall they are or be directly about 
how their brains work (which is a matter for science. with moral consequences, 
the the facts themselves aren't a moral issue. much like how to build a nuclear 
bomb is a scientific matter, and the right policy for using it is a moral matter.)

So there is the principle [a scientific idea] that: Children have
fully working minds.

And there is another principle [a moral idea] that: Its bad for
parents to coerce their children.



And there is a general purpose solution that is right to use in some
problems, which is: Persuade children instead of coercing them.

Then there are some problems that necessitate coercive solutions, for
example: One child is beating up another child, and attempts at
persuading them to stop didn't solve the problem.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Bad forms of criticism
Date: July 7, 2012 at 8:44 PM

On 08/07/2012, at 5:06, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jul 7, 2012 at 1:16 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 7, 2012, at 7:29 AM, Rami Rustom wrote:

On Sat, Jul 7, 2012 at 1:09 AM, Elliot Temple <curi@curi.us> wrote:
On Jul 6, 2012, at 8:33 PM, John Ashton wrote:

Popper argued over several books for a theory of theories that linked a
theories informative content, degree of testability, falsifiability,
empirical content, logical content, potential explanatory power,
corroborability, problem content solving power, and logical (im)probability.

Popper also argued for a "covering law" theory of explanation, wherein
consequences or deductions from the theory. All the properties listed 
above
apply to this idea of explanatory theories, and are all concepts that are
closely related, complementary, or even isomorphic.

Popper developed the idea of "degrees of testability". It seems clear from
his ideas on how explanatory power is linked to falsifiability/empirical
content, that this can also be read as degrees of (potential) explanatory
power (i.e., how good an explanation is).

One feature of a highly testable theory (with high explanatory potential)
is that it is Universal.

This is an interesting statement because it's ambiguous.

There are many types of universalities a theory can have.

For example, applying at all *places* is one type of universality. Applying at 
all *times* is another.

Which universality or universalities did you have in mind and why that one 
or those?



And this raises the issue of which universalities are important to what types 
of theories, and why.

When it comes to moral philosophy, one type of universality would be if it 
applies for a person *no matter what his values are*. Many valuable moral 
theories lack this type of universality. Many types of universalities are rare 
and theories which lack them aren't necessarily bad. For example, some 
moral theories about marriage only have much use for married people (not 
all people -- they are lacking a universality), but they are still valuable 
theories which can help a lot of people.

Moral theories are also untestable, yet have lots of explanatory power. So 
explanatory power does not require testability.

Untestable? Does that mean unfalsifiable in this context? Why is it 
untestable?

Example moral ideas:

- I should not eat pork.

This idea is of the form of a solution, with no principles explaining
why its right. Its an unexplained assertion.

Some people think that any assertion of the form "X should Y" is a moral one. X is 
any entity. Y is any claim. In other words *any* should statement is a question for 
morality.

I think you are right to demand an explanation. But then I seem to be pulling 
myself up by my bootstraps, don't I? I seem to be saying "you should demand an 
explanation for moral assertions" which, itself, is a moral assertion.

This whole concern is tied up with a problem the philosopher David Hume first 
seemed to really flesh out that we supposedly cannot derive an ought (a should) 
from an is (some factual statement). It seems like morality is then purely an 
epistemological subjective domain. People who think this is a problem are 
relativists. People who don't are *mostly* religious. Some brilliant exceptions alive 
today are David Deutsch and Sam Harris who think the is/ought distinction isn't a 



barrier to objective morality.

Okay, now this is not meant to be deliberately provocative...but it will be basically 
the same old storyline I've been on about for more than a year now..

Both David Deutsch and Sam Harris reference Jacob Bronowski on this point 
who observes that you cannot get an *is* without first accepting all sorts of 
*oughts*. In other words, you will never learn what *is* unless you first have 
respect for things like evidence, reason, logic, good explanations, so forth. In 
other words, *first you should* value those things and only then you can start to 
create statements about how the world *is*.

Statements about how the world is, and how the world should be are tied up in a 
few ways. Reading David Deutsch's BoI chapter 5...basically page 118 onwards 
makes important point congruent to one of the main themes of Sam Harris book 
the Moral Landscape...I find far more agreement than many people do (even the 
authors, it seems! I'm likely wrong in this case :s. ) The main theme is that 
Hume's is-ought Law is no obstacle to objective morality.

Sam Harris in the Moral Landscape says that one way of bringing these two 
together ("is"and "should") and therefore bringing objective morality within the 
purview of science is to admit that morality is about *consciousness*. What else 
could it be about? Now as you've read a big about this now...consciousness is 
just a synonym for "subjectivity". So Sam writes about how people get confused 
when we say things like morality is about subjectivity. He doesn't mean it's 
subjective like: it's just your opinion (which is relativism)...he is saying that 
morality is about consciousness. A universe *without* consciousness is a 
universe without value. Literally. There's nothing there that values, so there is 
nothing there being valued. A universe without value.

So that gets consciousness on the table with value and hence morality. Let's 
proceed.

We value that which increases well being (this move some people object to). Well 
being is hard to define and is ever open to being revised - like any concept that 
admits of infinite progress.  If something increases well being we are right to 
value it. If it decreases well being (causes suffering), we don't value.

And here is the even more controversial move that David and others have 
objected to: Conscious states (like well being and suffering) are states of the 



mind and they depend in some way in what is happening with the brain. Hence 
morality, being about values which are conscious states of the mind, is a science 
of the mind.

To determine whether something is moral or not is to refer to its 'valency' in terms 
of well being and suffering. And we can understand all apparent paradoxes in the 
context of this. Athletes in pain can be good. We may need to suffer before 
greater well being is accomplished. We may have to go to war to secure peace. 
All of this makes sense within the context of valuing, in the long run, one 
conscious state over another.

Some conscious states are preferred over others. Indeed that's all you really 
need to admit that there are *facts* to be known here. If there are facts to be 
known about minds which parse the difference between (say good and bad) 
states of mind, then these facts are in principal within the scope of science to 
discover.

Why do I like this view more than other ideas about morality I have seen? That is 
like asking why I prefer the theory of evolution to other ideas. It makes sense. It 
works. It's elegant. It's true from what I can understand...and what that means is 
that on any *specific* question of morality, it provides answers- at least in 
principle and often in practise too.

Are early term abortions wrong? No. Why? It's not murder (the well being of the 
parents is the only important factor. The embryo has no nervous system so 
cannot suffer).

Is killing a baby wrong? Yes. Why? It's murder (the baby has a nervous system 
and so subjectivity and so suffers).

Is murder wrong? Yes. Why? It causes suffering and the net effect is it decreases 
the well being in the universe. Well being is the preferred state of a conscious 
creature. To permit murder is to create a society where we would all be in fear 
constantly for our lives and that would be a terrible state of suffering.

The answer to the moral question "is abortion wrong?" in a more general sense 
then reduces to a scientific one: at what point during pregnancy does the foetus 
gain consciousness? If it does not have the capacity to suffer, then killing it is 
okay. If it suffers, then things get more complicated. But not impossible. And not 
subjective. And not dogmatic.



Notice some of this might be really hard in practise to figure out...but in principle 
we have answers.

Respect for humans, treat people the way they want to be treated, don't steal 
stuff, don't smack your kids, legalise drugs, don't coerce....these all fall within a 
consideration of a more general conception of morality as being about well being 
and suffering. And yes...don't be cruel to animals either...because they have 
consciousness. It's not about "intelligence" or "universal knowledge creators" that 
gives something moral dues, it's consciousness. UKCs get extra cred - the 
highest status - because their repertoire of well being and suffering is much 
greater. So we rightly respect people more than chimps. And chimps more than 
rats. And rats more than cockroaches. And so on.

I think this view is parsimonious. Explanatory. Elegant. Useful. And objective!

I also think that if the problem situation is that you have lots of relativists in the 
world on morality(that's a bad thing) and a lot of dogmatists as well (also very 
bad) it seems to me that this lovely idea of an objective morality that is simple to 
export and amenable to progress. If you want somewhere for dogmatists "to go" 
after you criticise their dangerous nonsense such as: gays deserve less rights or 
kids shouldn't be allowed to learn science or you should kill people to get to 
heaven or whatever...then I think it's found *here*. If you can get them to give up 
their dogmas...and you don't want them to fall into relativism...this is it.

- Stealing is immoral because it hurts innocent victims.

And why is that bad? Because innocent people don't deserve to suffer. Why is 
that bad? Because it's an objective fact that suffering is bad. That "suffering is 
bad" is a statement of fact about the mind. The mind arises from brain in some 
way. There are scientific facts to be known here...even if we are still in the infancy 
of searching for them.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bad forms of criticism
Date: July 7, 2012 at 9:28 PM

On Jul 7, 2012, at 12:05 PM, Rami Rustom wrote:

On Sat, Jul 7, 2012 at 1:16 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 7, 2012, at 7:29 AM, Rami Rustom wrote:

On Sat, Jul 7, 2012 at 1:09 AM, Elliot Temple <curi@curi.us> wrote:
On Jul 6, 2012, at 8:33 PM, John Ashton wrote:

Popper argued over several books for a theory of theories that linked a
theories informative content, degree of testability, falsifiability,
empirical content, logical content, potential explanatory power,
corroborability, problem content solving power, and logical (im)probability.

Popper also argued for a "covering law" theory of explanation, wherein
consequences or deductions from the theory. All the properties listed 
above
apply to this idea of explanatory theories, and are all concepts that are
closely related, complementary, or even isomorphic.

Popper developed the idea of "degrees of testability". It seems clear from
his ideas on how explanatory power is linked to falsifiability/empirical
content, that this can also be read as degrees of (potential) explanatory
power (i.e., how good an explanation is).

One feature of a highly testable theory (with high explanatory potential)
is that it is Universal.

This is an interesting statement because it's ambiguous.

There are many types of universalities a theory can have.

For example, applying at all *places* is one type of universality. Applying at 
all *times* is another.

Which universality or universalities did you have in mind and why that one 
or those?



And this raises the issue of which universalities are important to what types 
of theories, and why.

When it comes to moral philosophy, one type of universality would be if it 
applies for a person *no matter what his values are*. Many valuable moral 
theories lack this type of universality. Many types of universalities are rare 
and theories which lack them aren't necessarily bad. For example, some 
moral theories about marriage only have much use for married people (not 
all people -- they are lacking a universality), but they are still valuable 
theories which can help a lot of people.

Moral theories are also untestable, yet have lots of explanatory power. So 
explanatory power does not require testability.

Untestable? Does that mean unfalsifiable in this context? Why is it 
untestable?

Example moral ideas:

- I should not eat pork.

This idea is of the form of a solution, with no principles explaining
why its right. Its an unexplained assertion.

You can give an explanation if you want too. E.g. don't eat pork b/c it's profane. 
That's not testable.

Some explanations for this could make reference to testable, scientific things 
(e.g. don't eat pork b/c of disease risk), but others won't. And regardless, testing 
disease risk of eating pork would not be testing the morality of eating pork.

- Stealing is immoral because it hurts innocent victims.

This idea is of the form of a solution and a principle. Its a
composite idea. The solution is a moral idea. The principle I'm not



sure about. Is that a scientific one? The principle is "Doing
something to someone against their will causes them to hurt."

No, that's not scientific. Because what constitutes "hurt" to a human being (or 
other moral entity) is a moral issue. The sense of "hurt" here is not the same one 
used with zebras.

- Treat others as they want to be treated (not the golden rule, which ignores 
that they may have different values than you).

This idea is of the form of a solution and a principle [if you include
the parenthetical]. The solution is a moral idea. The principle I'm
not sure about. Is that a scientific one? The principle is "No two
persons have the same knowledge [which includes values]."

This would be true even if some people did have the same knowledge. It only 
relies on *not everyone is the same*, rather than everyone is different.

We know that people are different due to epistemology not science. Actually 
scientists often badly overestimate how similar people are (so many shared 
genes!), while it's a philosophical perspective that helps us recognize the 
differences in the *minds* (not brains).

Regardless, yes there are often testable things relevant to moral ideas, but that 
doesn't make moral ideas testable.

Want to propose tests for these?

First I have to know if the principles are scientific or not. If yes,
then we can test them. If not, then untestable.

But testing some relevant idea isn't testing the idea I said.

The principles I outlined above are similar to the *children have



fully functional minds,* which you said is scientific.

How do we test these ideas?

- Children have fully functional minds.

- Doing something to someone against their will causes them to hurt.

- No two persons have the same knowledge.

BTW notice how even in science you need more than just testing. You won't be 
able to test this issue without a good understanding of epistemology or you won't 
even know what a fully functional mind is to look for (it's a universal knowledge 
creator -- but you have to know a lot more than merely the name.).

Each time the moral theory is applied in a problem-situation, the
theory is being tested [against the experimental model]. For
example...

A parent wants to test the moral theory that *children have fully
working minds*.

That's not a moral idea (theory), it's a factual-scientific idea!

Moral ideas are about what is good or bad, what people should or ought to do, 
which choices are right, how to live. A moral idea might say how to treat 
children or what rights they have, but it wouldn't say how tall they are or be 
directly about how their brains work (which is a matter for science. with moral 
consequences, the the facts themselves aren't a moral issue. much like how to 
build a nuclear bomb is a scientific matter, and the right policy for using it is a 
moral matter.)

So there is the principle [a scientific idea] that: Children have
fully working minds.

And there is another principle [a moral idea] that: Its bad for
parents to coerce their children.



And there is a general purpose solution that is right to use in some
problems, which is: Persuade children instead of coercing them.

Then there are some problems that necessitate coercive solutions, for
example: One child is beating up another child, and attempts at
persuading them to stop didn't solve the problem.

The method of persuasion is not very empirically testable because you can 
always debate if the persuasion-discussion was done properly or not and there's 
no way to control or blind it that's very good.

Plus, test what about it? If it performs better than a rival theory? What rival 
theory? An immoral one? What criteria would be used? What would it even mean 
to say the immoral theory performed better in testing?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bad forms of criticism
Date: July 7, 2012 at 9:39 PM

On Jul 7, 2012, at 5:44 PM, Brett Hall wrote:

- Stealing is immoral because it hurts innocent victims.

And why is that bad? Because innocent people don't deserve to suffer. Why is 
that bad?

This type of question (which are a commonly raised philosophical issue worth 
bringing up), "Why is that bad?" (repeated), superficially look like real questions, 
but are actually a demand for justification. The use of the question repeatedly is 
demanding a foundation.

But that's not how knowledge works.

The answer is this: "Why?" is not a criticism. If one has no criticism of an idea, he 
should accept it.

Depending on context, sometimes a person asking "Why?" can have in mind a 
criticism, e.g. "I don't see the explanation for that and unexplained ideas are bad." 
But that's not what is going on with the typical repeated-why?-questioning 
problem where the questioner ignores the substance of every explanation given 
and isn't interested in explanation and is basically just trying to provoke a 
"because I said so", "because science said so", or other sort of justification 
(appeal to authority is what most justification boils down to).

Because it's an objective fact that suffering is bad.

That is assertion not explanation.

That "suffering is bad" is a statement of fact about the mind. The mind arises 
from brain in some way. There are scientific facts to be known here...even if we 
are still in the infancy of searching for them.

Suffering is a statement about a mind, but whether it's good or bad is not a factual 
(empirical) statement, that is an issue of (moral) judgment.



Depending on the terminology one uses, one might say there are "moral facts", or 
not. Because this can go either way, it's important to be extra clear.

One thing you haven't mentioned is that people *prefer not to suffer* and that 
people's preferences matter. I think this is very important to know, and that trying 
to avoid this style of common sense explanation is a major mistake (much more 
common with atheists and philosophers than regular people).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Bad forms of criticism
Date: July 8, 2012 at 8:50 AM

On Jul 7, 2012 8:28 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jul 7, 2012, at 12:05 PM, Rami Rustom wrote:

On Sat, Jul 7, 2012 at 1:16 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 7, 2012, at 7:29 AM, Rami Rustom wrote:

On Sat, Jul 7, 2012 at 1:09 AM, Elliot Temple <curi@curi.us> wrote:
On Jul 6, 2012, at 8:33 PM, John Ashton wrote:

Popper argued over several books for a theory of theories that linked a
theories informative content, degree of testability, falsifiability,
empirical content, logical content, potential explanatory power,
corroborability, problem content solving power, and logical (im)probability.

Popper also argued for a "covering law" theory of explanation, wherein
consequences or deductions from the theory. All the properties listed 
above
apply to this idea of explanatory theories, and are all concepts that are
closely related, complementary, or even isomorphic.

Popper developed the idea of "degrees of testability". It seems clear from
his ideas on how explanatory power is linked to falsifiability/empirical
content, that this can also be read as degrees of (potential) explanatory
power (i.e., how good an explanation is).

One feature of a highly testable theory (with high explanatory potential)
is that it is Universal.

This is an interesting statement because it's ambiguous.

There are many types of universalities a theory can have.

For example, applying at all *places* is one type of universality. Applying at 
all *times* is another.

Which universality or universalities did you have in mind and why that one 
or those?



And this raises the issue of which universalities are important to what 
types of theories, and why.

When it comes to moral philosophy, one type of universality would be if it 
applies for a person *no matter what his values are*. Many valuable moral 
theories lack this type of universality. Many types of universalities are rare 
and theories which lack them aren't necessarily bad. For example, some 
moral theories about marriage only have much use for married people (not 
all people -- they are lacking a universality), but they are still valuable 
theories which can help a lot of people.

Moral theories are also untestable, yet have lots of explanatory power. So 
explanatory power does not require testability.

Untestable? Does that mean unfalsifiable in this context? Why is it 
untestable?

Example moral ideas:

- I should not eat pork.

This idea is of the form of a solution, with no principles explaining
why its right. Its an unexplained assertion.

You can give an explanation if you want too. E.g. don't eat pork b/c it's profane. 
That's not testable.

Some explanations for this could make reference to testable, scientific things 
(e.g. don't eat pork b/c of disease risk), but others won't. And regardless, testing 
disease risk of eating pork would not be testing the morality of eating pork.

Yes I was conflating ideas. I was thinking of composite ideas as
testable. But only some of the component ideas in those composites are
actually testable, namely the scientific ones.



- Stealing is immoral because it hurts innocent victims.

This idea is of the form of a solution and a principle. Its a
composite idea. The solution is a moral idea. The principle I'm not
sure about. Is that a scientific one? The principle is "Doing
something to someone against their will causes them to hurt."

No, that's not scientific. Because what constitutes "hurt" to a human being (or 
other moral entity) is a moral issue. The sense of "hurt" here is not the same 
one used with zebras.

Yes by hurt I mean psychological hurt. And psychology is untestable,
as I've been saying in other discussions. Its untestable because there
is no way to make an objective test.

- Treat others as they want to be treated (not the golden rule, which ignores 
that they may have different values than you).

This idea is of the form of a solution and a principle [if you include
the parenthetical]. The solution is a moral idea. The principle I'm
not sure about. Is that a scientific one? The principle is "No two
persons have the same knowledge [which includes values]."

This would be true even if some people did have the same knowledge. It only 
relies on *not everyone is the same*, rather than everyone is different.

Yes.

We know that people are different due to epistemology not science. Actually 
scientists often badly overestimate how similar people are (so many shared 
genes!), while it's a philosophical perspective that helps us recognize the 
differences in the *minds* (not brains).

Regardless, yes there are often testable things relevant to moral ideas, but that 



doesn't make moral ideas testable.

Yes. Just because an idea A is testable, doesn't mean that a composite
idea composed of that idea A, is testable.

This begs the question, can we test composite ideas? I think we do all
the time. And then when we review the results, we find out that we can
break up an idea into more component ideas, and then test those.
Assuming each of the components is a scientific idea.

Want to propose tests for these?

First I have to know if the principles are scientific or not. If yes,
then we can test them. If not, then untestable.

But testing some relevant idea isn't testing the idea I said.

Right.

The principles I outlined above are similar to the *children have
fully functional minds,* which you said is scientific.

How do we test these ideas?

- Children have fully functional minds.

This is a scientific idea. So this can be tested using objective tests.

- Doing something to someone against their will causes them to hurt.

This is a moral idea. Can't be tested, because no possibility for objectivity.



- No two persons have the same knowledge.

This is a philosophical idea. Again can't be tested, because... wait
why can't this one be tested? I guess the same answer I've been giving
regarding psychology applies here. No two people will answer questions
the same way, even if they are answering with the same idea. And no
two test administrators will understand the answers the same way.
Hence no objectivity, hence not testable.

BTW notice how even in science you need more than just testing. You won't be 
able to test this issue without a good understanding of epistemology or you 
won't even know what a fully functional mind is to look for (it's a universal 
knowledge creator -- but you have to know a lot more than merely the name.).

What you're saying is that the idea of testing, is a philosophical
idea, not a scientific one.

We can't test the idea of testability.

Each time the moral theory is applied in a problem-situation, the
theory is being tested [against the experimental model]. For
example...

A parent wants to test the moral theory that *children have fully
working minds*.

That's not a moral idea (theory), it's a factual-scientific idea!

Moral ideas are about what is good or bad, what people should or ought to 
do, which choices are right, how to live. A moral idea might say how to treat 
children or what rights they have, but it wouldn't say how tall they are or be 
directly about how their brains work (which is a matter for science. with moral 
consequences, the the facts themselves aren't a moral issue. much like how 
to build a nuclear bomb is a scientific matter, and the right policy for using it is 
a moral matter.)



So there is the principle [a scientific idea] that: Children have
fully working minds.

And there is another principle [a moral idea] that: Its bad for
parents to coerce their children.

And there is a general purpose solution that is right to use in some
problems, which is: Persuade children instead of coercing them.

Then there are some problems that necessitate coercive solutions, for
example: One child is beating up another child, and attempts at
persuading them to stop didn't solve the problem.

The method of persuasion is not very empirically testable because you can 
always debate if the persuasion-discussion was done properly or not and there's 
no way to control or blind it that's very good.

Yes the subjects and the judges are people that all have different
knowledge, so they won't understands statements the same way. So there
is no objectivity in judging whether persuasion was done sufficiently.

Plus, test what about it? If it performs better than a rival theory?

Yes.

What rival theory?

Uh. Social roles, e.g. "my dad did it, and I turned out fine, so its right."

An immoral one?

Yes following social roles is immoral.

What criteria would be used?



Criteria created by the moral theory of TCS.

What would it even mean to say the immoral theory performed better in testing?

Uh. Lets say fewer tantrums, or less frequency of child getting upset.

But I realize now that there are sooooo many variables that its
impossible to rule any of them out, e.g. memes, bad relationship
between parent and child, child is physically sick, etc.

This is getting clearer now. Testing requires running tests
objectively. For one thing it means that it can be repeated, by other
scientists.

But what I've been thinking about is one "scientist" and one subject.
The "scientist" is the parent. The subject is her child.

I was thinking that the parent tests her moral theory [actually her
version of it, i.e. her current understanding of it] by applying the
theory to the problem-situations that she and her child are faced
with. And when she sees a result that wasn't expected, i.e. the child
got upset regardless of mother's attempts at resolution, this means
that there is a conflict. Let idea A be *her understand of the moral
theory* [TCS]. Let idea B be *her understanding of how her solution
should work in this problem-situation*. A and B conflict. Either A is
flawed or B is flawed.

- Idea A could be flawed because she misunderstood a part of the moral theory.

- Idea B could be flawed because she misunderstood the effects of some
memes and/or was unaware of other memes in the child and herself. Or
she was unaware of some parameters of the problem-situation, e.g. your
kid is physically ill, your kid doesn't trust the other kid cause that
other kid hit your kid last week, etc.

So what is the proper way to approach these conflicts? Its to actively
seek out errors in A and B. This is very much like what is done in



science.

So I've been calling this whole process a test. And I realize now that
the words test, testability, falsifiability, are reserved for
objective scientific experimentation.

But what I'm doing is something similar. Should I just call it
criticism? I think so, because in the set of scientific problems, we
use tests, and in the set of non-scientific problems, we use
criticism.

Both tests and criticism are fundamentally the same. But they differ
in one attribute, which is whether or not they apply physical
objective evidence.

I just noticed another difference. In science we design objective
tests based on scientific theories. In parenting we don't design
tests. That would be immoral. That would be like, "I'll create a
problem for my kids, and then I'll apply the moral theory to see how
it plays out."

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Bad forms of criticism
Date: July 8, 2012 at 9:47 AM

On Jul 7, 2012 7:44 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:
On 08/07/2012, at 5:06, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jul 7, 2012 at 1:16 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 7, 2012, at 7:29 AM, Rami Rustom wrote:

On Sat, Jul 7, 2012 at 1:09 AM, Elliot Temple <curi@curi.us> wrote:
On Jul 6, 2012, at 8:33 PM, John Ashton wrote:

Popper argued over several books for a theory of theories that linked a
theories informative content, degree of testability, falsifiability,
empirical content, logical content, potential explanatory power,
corroborability, problem content solving power, and logical (im)probability.

Popper also argued for a "covering law" theory of explanation, wherein
consequences or deductions from the theory. All the properties listed 
above
apply to this idea of explanatory theories, and are all concepts that are
closely related, complementary, or even isomorphic.

Popper developed the idea of "degrees of testability". It seems clear from
his ideas on how explanatory power is linked to falsifiability/empirical
content, that this can also be read as degrees of (potential) explanatory
power (i.e., how good an explanation is).

One feature of a highly testable theory (with high explanatory potential)
is that it is Universal.

This is an interesting statement because it's ambiguous.

There are many types of universalities a theory can have.

For example, applying at all *places* is one type of universality. Applying at 
all *times* is another.

Which universality or universalities did you have in mind and why that one 
or those?



And this raises the issue of which universalities are important to what 
types of theories, and why.

When it comes to moral philosophy, one type of universality would be if it 
applies for a person *no matter what his values are*. Many valuable moral 
theories lack this type of universality. Many types of universalities are rare 
and theories which lack them aren't necessarily bad. For example, some 
moral theories about marriage only have much use for married people (not 
all people -- they are lacking a universality), but they are still valuable 
theories which can help a lot of people.

Moral theories are also untestable, yet have lots of explanatory power. So 
explanatory power does not require testability.

Untestable? Does that mean unfalsifiable in this context? Why is it 
untestable?

Example moral ideas:

- I should not eat pork.

This idea is of the form of a solution, with no principles explaining
why its right. Its an unexplained assertion.

Some people think that any assertion of the form "X should Y" is a moral one. X 
is any entity. Y is any claim. In other words *any* should statement is a question 
for morality.

Morality involves choices. So the *should* must be in the context of a
choice in order for an idea consisting of the word *should* to be a
moral idea.

So a moral idea would be of the form: "Person A should choose X." And
that is an unexplained assertion.

An explained moral idea would be of the form: "In this
problem-situation X, A should choose solution Y because of principles



P, Q, R."

I think you are right to demand an explanation. But then I seem to be pulling 
myself up by my bootstraps, don't I? I seem to be saying "you should demand 
an explanation for moral assertions" which, itself, is a moral assertion.

The idea you proposed is a composite idea containing a moral idea and
a philosophical idea. I'll describe them below and I'll explain them
using the form I described above.

The philosophical idea is: All moral assertions should be backed up by
explanations. [This is true. Its true because it applies universally.]

X [Problem]: Is it good to have moral assertions without explanations?
[Note that this is an abstract problem, not a human/moral problem.]

Y [Solution]: No. All moral assertions should have explanations.

P/Q/R [Principles]: There is only one way to create knowledge, and
that is C&R, which requires explanations. All other ways of knowledge
creation are bad, and thus produce far more errors, e.g. empiricism,
inductivism, justificationism.

The moral idea is: I should demand explanations for all moral
assertions. [This is false. Its false because it doesn't apply
universally. It doesn't consider context of a human/moral
problem-situation.]

X [Problem]: I am discussing morality with some philosophers and one
of them has made an unexplained moral assertion. [Note that this is a
human/moral problem.]

Y [Solution]: Ask for an explanation.

P/Q/R [Principles]: The philosophical idea outlined above.



This whole concern is tied up with a problem the philosopher David Hume first 
seemed to really flesh out that we supposedly cannot derive an ought (a should) 
from an is (some factual statement). It seems like morality is then purely an 
epistemological subjective domain. People who think this is a problem are 
relativists. People who don't are *mostly* religious. Some brilliant exceptions 
alive today are David Deutsch and Sam Harris who think the is/ought distinction 
isn't a barrier to objective morality.

Okay, now this is not meant to be deliberately provocative...but it will be 
basically the same old storyline I've been on about for more than a year now..

Both David Deutsch and Sam Harris reference Jacob Bronowski on this point 
who observes that you cannot get an *is* without first accepting all sorts of 
*oughts*. In other words, you will never learn what *is* unless you first have 
respect for things like evidence, reason, logic, good explanations, so forth. In 
other words, *first you should* value those things and only then you can start to 
create statements about how the world *is*.

[BTW I'm new to this is/ought distinction.] But from the way you just
described it, I think that is false. I think *is* causes *ought* and
*ought* causes *is*.

Evidence *is* real. Logic *is* real. Good explanations *are* real.
These are knowledge.

Therefore I *should* use them in creating more knowledge, i.e. more *is's*.

Statements about how the world is, and how the world should be are tied up in a 
few ways. Reading David Deutsch's BoI chapter 5...basically page 118 onwards 
makes important point congruent to one of the main themes of Sam Harris book 
the Moral Landscape...I find far more agreement than many people do (even the 
authors, it seems! I'm likely wrong in this case :s. ) The main theme is that 
Hume's is-ought Law is no obstacle to objective morality.

I don't understand why it would be an obstacle.

Sam Harris in the Moral Landscape says that one way of bringing these two 



together ("is"and "should") and therefore bringing objective morality within the 
purview of science is to admit that morality is about *consciousness*.

Makes sense.

What else could it be about? Now as you've read a big about this 
now...consciousness is just a synonym for "subjectivity". So Sam writes about 
how people get confused when we say things like morality is about subjectivity. 
He doesn't mean it's subjective like: it's just your opinion (which is 
relativism)...he is saying that morality is about consciousness. A universe 
*without* consciousness is a universe without value. Literally. There's nothing 
there that values, so there is nothing there being valued. A universe without 
value.

It sounds like Harris's definition of consciousness is what I would
call the mind. Our values exist in the mind/consciousness.

So that gets consciousness on the table with value and hence morality. Let's 
proceed.

We value that which increases well being (this move some people object to).

That is not true. Some people value bad things, e.g. having a lot of
money. Having a lot of money doesn't cause happiness.

Well being is hard to define and is ever open to being revised - like any concept 
that admits of infinite progress.  If something increases well being we are right to 
value it. If it decreases well being (causes suffering), we don't value.

Yes now you're describing what is good to value, and what is bad to
value. If something makes me happy, then that something is good to
value.

And here is the even more controversial move that David and others have 
objected to: Conscious states (like well being and suffering) are states of the 



mind and they depend in some way in what is happening with the brain. Hence 
morality, being about values which are conscious states of the mind, is a 
science of the mind.

The mistake that they are making is related to the fact that the mind
is a function of two things, (1) brain chemistry and (2) knowledge.
And the second mistake they make is that they assume (1) is the cause
of mind problems without first ruling out (2). And the real problem is
that (2) can't be ruled out because there is no objective way of
testing it.

Another mistake they make is that they don't realize that mind
problems can cause brain problems. Meaning that repeatedly thinking
bad thoughts can cause a change in brain chemistry, and body chemistry
for that matter, e.g. anxiety attacks, depression.

To determine whether something is moral or not is to refer to its 'valency' in 
terms of well being and suffering. And we can understand all apparent 
paradoxes in the context of this. Athletes in pain can be good. We may need to 
suffer before greater well being is accomplished.

That depends on what the problem is.

If the athletes problem is, "I want to win because I want the world to
know that I'm the best." And say he takes the pain of working out, and
then he loses. He is not more happy.

If the athletes problem is, "I want to compete because competing is
fun." And say he takes the pain of working out, then he could win or
lose and still be happy.

We may have to go to war to secure peace. All of this makes sense within the 
context of valuing, in the long run, one conscious state over another.

What problem are you trying to solve by combining our individual
consciousnesses into one collective consciousness?



Some conscious states are preferred over others. Indeed that's all you really 
need to admit that there are *facts* to be known here. If there are facts to be 
known about minds which parse the difference between (say good and bad) 
states of mind, then these facts are in principal within the scope of science to 
discover.

Why do I like this view more than other ideas about morality I have seen? That 
is like asking why I prefer the theory of evolution to other ideas. It makes sense. 
It works. It's elegant. It's true from what I can understand...and what that means 
is that on any *specific* question of morality, it provides answers- at least in 
principle and often in practise too.

Are early term abortions wrong? No. Why? It's not murder (the well being of the 
parents is the only important factor. The embryo has no nervous system so 
cannot suffer).

Is killing a baby wrong? Yes. Why? It's murder (the baby has a nervous system 
and so subjectivity and so suffers).

Is murder wrong? Yes. Why? It causes suffering and the net effect is it 
decreases the well being in the universe.

I don't see the point of saying that the universe has well being.

Well being is the preferred state of a conscious creature. To permit murder is to 
create a society where we would all be in fear constantly for our lives and that 
would be a terrible state of suffering.

What do you mean by "to permit murder"? Do you mean federal laws?

The answer to the moral question "is abortion wrong?" in a more general sense 
then reduces to a scientific one: at what point during pregnancy does the foetus 
gain consciousness?

The moral idea of "Abortion is wrong," is false. Its false because it
doesn't identify whether the fetus is a human or not.



The moral idea of "Killing a human in the womb is wrong," is true. And
it has a component idea within it, which is scientific: "What is a
human?"

If it does not have the capacity to suffer, then killing it is okay. If it suffers, then 
things get more complicated.

Its not complicated. If "it" suffers, then "it" is human. Hence bad to
kill "it". Why do you think its complicated? I wonder if you mean the
scientific idea is complicated, which is: "What is a human?"

But not impossible. And not subjective. And not dogmatic.

Notice some of this might be really hard in practise to figure out...but in principle 
we have answers.

Respect for humans, treat people the way they want to be treated, don't steal 
stuff, don't smack your kids, legalise drugs, don't coerce....these all fall within a 
consideration of a more general conception of morality as being about well 
being and suffering. And yes...don't be cruel to animals either...because they 
have consciousness. It's not about "intelligence" or "universal knowledge 
creators" that gives something moral dues, it's consciousness. UKCs get extra 
cred - the highest status - because their repertoire of well being and suffering is 
much greater. So we rightly respect people more than chimps. And chimps more 
than rats. And rats more than cockroaches. And so on.

I think this view is parsimonious. Explanatory. Elegant. Useful. And objective!

You said "this" view. What is "this"? Just the last sentence, or last
paragraph, or whole post?

I also think that if the problem situation is that you have lots of relativists in the 
world on morality(that's a bad thing) and a lot of dogmatists as well (also very 
bad) it seems to me that this lovely idea of an objective morality that is simple to 
export and amenable to progress. If you want somewhere for dogmatists "to go" 
after you criticise their dangerous nonsense such as: gays deserve less rights or 
kids shouldn't be allowed to learn science or you should kill people to get to 



heaven or whatever...then I think it's found *here*. If you can get them to give up 
their dogmas...and you don't want them to fall into relativism...this is it.

- Stealing is immoral because it hurts innocent victims.

And why is that bad? Because innocent people don't deserve to suffer. Why is 
that bad? Because it's an objective fact that suffering is bad. That "suffering is 
bad" is a statement of fact about the mind. The mind arises from brain in some 
way. There are scientific facts to be known here...even if we are still in the 
infancy of searching for them.

Do you mean scientific facts about what *suffering* is or something else?

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bad forms of criticism
Date: July 8, 2012 at 1:19 PM

On Jul 8, 2012, at 5:50 AM, Rami Rustom wrote:

In science we design objective tests based on scientific theories.

What does "based on" mean other than "using" and "consistent/compatible with"?

-- Elliot Temple
http://beginningofinfinity.com/

-- 
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From: Elliot Temple <curi@curi.us>
Cc: FoR <Fabric-of-Reality@yahoogroups.com>
Subject: Re: [BoI] Bad forms of criticism
Date: July 8, 2012 at 3:59 PM

On Jul 7, 2012, at 5:44 PM, Brett Hall wrote:

On 08/07/2012, at 5:06, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jul 7, 2012 at 1:16 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 7, 2012, at 7:29 AM, Rami Rustom wrote:

On Sat, Jul 7, 2012 at 1:09 AM, Elliot Temple <curi@curi.us> wrote:
On Jul 6, 2012, at 8:33 PM, John Ashton wrote:

Popper argued over several books for a theory of theories that linked a
theories informative content, degree of testability, falsifiability,
empirical content, logical content, potential explanatory power,
corroborability, problem content solving power, and logical (im)probability.

Popper also argued for a "covering law" theory of explanation, wherein
consequences or deductions from the theory. All the properties listed 
above
apply to this idea of explanatory theories, and are all concepts that are
closely related, complementary, or even isomorphic.

Popper developed the idea of "degrees of testability". It seems clear from
his ideas on how explanatory power is linked to falsifiability/empirical
content, that this can also be read as degrees of (potential) explanatory
power (i.e., how good an explanation is).

One feature of a highly testable theory (with high explanatory potential)
is that it is Universal.

This is an interesting statement because it's ambiguous.

There are many types of universalities a theory can have.

For example, applying at all *places* is one type of universality. Applying at 
all *times* is another.



Which universality or universalities did you have in mind and why that one 
or those?

And this raises the issue of which universalities are important to what 
types of theories, and why.

When it comes to moral philosophy, one type of universality would be if it 
applies for a person *no matter what his values are*. Many valuable moral 
theories lack this type of universality. Many types of universalities are rare 
and theories which lack them aren't necessarily bad. For example, some 
moral theories about marriage only have much use for married people (not 
all people -- they are lacking a universality), but they are still valuable 
theories which can help a lot of people.

Moral theories are also untestable, yet have lots of explanatory power. So 
explanatory power does not require testability.

Untestable? Does that mean unfalsifiable in this context? Why is it 
untestable?

Example moral ideas:

- I should not eat pork.

This idea is of the form of a solution, with no principles explaining
why its right. Its an unexplained assertion.

Some people think that any assertion of the form "X should Y" is a moral one. X 
is any entity. Y is any claim. In other words *any* should statement is a question 
for morality.

I think you are right to demand an explanation. But then I seem to be pulling 
myself up by my bootstraps, don't I? I seem to be saying "you should demand 
an explanation for moral assertions" which, itself, is a moral assertion.

Right, that is the issue of foundations, which Popper solved by explaining that we 



don't need foundations and the demand for them is itself a mistake.

Instead, we judge ideas by criticism (or not having any). And "No foundation" isn't 
a criticism (because Popper refuted it as a criticism).

One way to think about it is: foundations are impossible, yet we do have 
knowledge. Therefore foundations must not be necessary for knowledge.

Any kind of criticism that would work on everything is a mistaken type of criticism.

This whole concern is tied up with a problem the philosopher David Hume first 
seemed to really flesh out that we supposedly cannot derive an ought (a should) 
from an is (some factual statement).

I think the real issue here is foundations/justification. Whatever X you derive 
anything from, people can ask what X itself is derived from. And they can repeat 
that question indefinitely. The whole method of justifying ideas by deriving them 
from the right type of sources (e.g. from facts) is a huge mistake.

It seems like morality is then purely an epistemological subjective domain. 
People who think this is a problem are relativists. People who don't are *mostly* 
religious. Some brilliant exceptions alive today are David Deutsch and Sam 
Harris who think the is/ought distinction isn't a barrier to objective morality.

Note that Popper, too, thought morality was objective. As did Ayn Rand. And, I 
think, Szasz (for Szasz I couldn't give you a quote but I think it's implicit 
everywhere).

Okay, now this is not meant to be deliberately provocative...but it will be 
basically the same old storyline I've been on about for more than a year now..

Both David Deutsch and Sam Harris reference Jacob Bronowski on this point 
who observes that you cannot get an *is* without first accepting all sorts of 
*oughts*. In other words, you will never learn what *is* unless you first have 
respect for things like evidence, reason, logic, good explanations, so forth. In 
other words, *first you should* value those things and only then you can start to 
create statements about how the world *is*.



Statements about how the world is, and how the world should be are tied up in a 
few ways. Reading David Deutsch's BoI chapter 5...basically page 118 onwards 
makes important point congruent to one of the main themes of Sam Harris book 
the Moral Landscape...I find far more agreement than many people do (even the 
authors, it seems! I'm likely wrong in this case :s. ) The main theme is that 
Hume's is-ought Law is no obstacle to objective morality.

Sam Harris in the Moral Landscape says that one way of bringing these two 
together ("is"and "should") and therefore bringing objective morality within the 
purview of science is to admit that morality is about *consciousness*. What else 
could it be about?

That is not in agreement with David Deutsch. One other thing it could be about 
(as DD and I think) is *choice*. But let me add that neither DD nor I would insist 
morality is only about one thing or claim this is the full story.

Before you could meaningfully say "morality is about consciousness" you would 
need to also say what you mean by the string of letters "consciousness". I don't 
think anyone has done that.

Now as you've read a big about this now...consciousness is just a synonym for 
"subjectivity".

That doesn't clarify at all. "Subjectivity" is an ambiguous and highly misused 
word. And some senses of it *don't exist at all* -- they are pure mistakes.

So Sam writes about how people get confused when we say things like morality 
is about subjectivity. He doesn't mean it's subjective like: it's just your opinion 
(which is relativism)...he is saying that morality is about consciousness. A 
universe *without* consciousness is a universe without value. Literally. There's 
nothing there that values, so there is nothing there being valued. A universe 
without value.

You have not said what consciousness is at all yet.

Further, you've assumed (without stating the assumption) that only a 
consciousness can have values.

That is non-obvious and actually appears to defy common sense. A normal thing 
to say would be, "Popperian epistemology values criticism". But Popperian 



epistemology is not conscious.

Also people can say, "Karl Popper values criticism". He may be dead, but so 
what? He lives on in various forms. There are meaningful things for that to refer 
to, such as my mental model of Karl Popper which exists *now*. And my mental 
model of Karl Popper is not conscious, nor is it my consciousness, nor does it 
necessarily even have my own values (in this case I agree with it, but I also have 
a mental model of Marx and other disagreeable people).

So that gets consciousness on the table with value and hence morality. Let's 
proceed.

It can't be on the table until you clarify what it is. You can't proceed until you start. 
You can't communicate with undefined terms to an audience that has no idea 
what you're talking about.

We value that which increases well being (this move some people object to).

It's highly ambiguous. Different people have different values and different ideas 
about what constitutes "well being". So trying to group them together and say 
they are the same doesn't really make sense.

It's also basically a tautology. It says "We value the things we think are valuable". 
Well being = good things = things we consider valuable. It's the same thing. It 
doesn't say anything.

Well being is hard to define and is ever open to being revised - like any concept 
that admits of infinite progress.  If something increases well being we are right to 
value it. If it decreases well being (causes suffering), we don't value.

You might as well just say, "Morality is about the good -- whatever that is."

If you say that you will be right, but also not have made any useful contribution -- 
you won't have figured anything out.

And here is the even more controversial move that David and others have 
objected to: Conscious states (like well being and suffering) are states of the 



mind and they depend in some way in what is happening with the brain. Hence 
morality, being about values which are conscious states of the mind, is a 
science of the mind.

Many people have unconscious values so this is just wrong.

For example, before World War II some students in Britain were against the war 
and said they wouldn't fight.

Then the war started and tons of them signed up to fight.

So they had been wrong about what they would do because they didn't 
understand their own values. That can happen because lots of their values 
weren't conscious.

To determine whether something is moral or not is to refer to its 'valency' in 
terms of well being and suffering. And we can understand all apparent 
paradoxes in the context of this. Athletes in pain can be good. We may need to 
suffer before greater well being is accomplished. We may have to go to war to 
secure peace. All of this makes sense within the context of valuing, in the long 
run, one conscious state over another.

Some conscious states are preferred over others. Indeed that's all you really 
need to admit that there are *facts* to be known here. If there are facts to be 
known about minds which parse the difference between (say good and bad) 
states of mind, then these facts are in principal within the scope of science to 
discover.

Why do I like this view more than other ideas about morality I have seen? That 
is like asking why I prefer the theory of evolution to other ideas. It makes sense. 
It works. It's elegant. It's true from what I can understand...and what that means 
is that on any *specific* question of morality, it provides answers- at least in 
principle and often in practise too.

Are early term abortions wrong? No. Why? It's not murder (the well being of the 
parents is the only important factor. The embryo has no nervous system so 
cannot suffer).

Is killing a baby wrong? Yes. Why? It's murder (the baby has a nervous system 



and so subjectivity and so suffers).

You are saying (implying) that if you kill a baby with a 100% painless drug then 
that is just fine. And not just a baby but any person.

But you're wrong. This way of thinking is wrong.

Note that this way of thinking would be impossible to any good Christian. It's 
predominantly atheists who make huge mistakes like this. It takes large disregard 
for existing moral knowledge (including common sense) to get morality wrong this 
badly.

Is murder wrong? Yes. Why? It causes suffering and the net effect is it 
decreases the well being in the universe.

But you can murder someone in their sleep with an atom bomb at point blank 
range that disintegrates them too fast for a suffering-brain-state to happen (the 
brain is gone before there is time to figure out what's going on and dislike it and 
suffer).

So that isn't why. And morality can't just be a matter of brain states.

Also, suppose I steal from someone and *I* feel happy. And he has a heart attack 
and dies before noticing it's gone, and his heirs never notice. If you think morality 
is just about brain states you're going to say this was moral and good. And you'll 
be wrong. It was immoral for me, despite my happy brain state. Stealing to avoid 
getting a job, for kicks, and almost all other reasons is in fact a bad (immoral) way 
of life, even if you feel good about it.

If you want to deviate from traditional morality, you need a lot more wisdom so 
you don't make the mistake of endorsing nuclear murder as non-immoral non-
murder and having moral theories that are unable to cope with the ancient issue 
of thievery.

There's other huge dangers with your approach which are also dealt with 
moderately well by existing moral knowledge. These above are not a complete 
list but are more than enough.

-- Elliot Temple



http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Bad forms of criticism
Date: July 8, 2012 at 4:36 PM

On Sun, Jul 8, 2012 at 12:19 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 8, 2012, at 5:50 AM, Rami Rustom wrote:

In science we design objective tests based on scientific theories.

What does "based on" mean other than "using" and "consistent/compatible 
with"?

Thats what it means. The test and the theory that its based on do not conflict.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bad forms of criticism
Date: July 8, 2012 at 4:40 PM

On Jul 8, 2012, at 1:36 PM, Rami Rustom wrote:

On Sun, Jul 8, 2012 at 12:19 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 8, 2012, at 5:50 AM, Rami Rustom wrote:

In science we design objective tests based on scientific theories.

What does "based on" mean other than "using" and "consistent/compatible 
with"?

Thats what it means. The test and the theory that its based on do not conflict.

Are you using the word correctly?

http://www.merriam-webster.com/dictionary/based

can you point out the definition you're using?

I think "based on" normally means having that foundation or justification. And you 
can more clearly reject bad epistemology by uses terms like I asked about which 
are hard to (mis)interpret (for others, or in your own mind) as bad things.

-- Elliot Temple
http://elliottemple.com/

-- 

http://www.merriam-webster.com/dictionary/based
http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Bad forms of criticism
Date: July 8, 2012 at 4:50 PM

On Sun, Jul 8, 2012 at 3:40 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 8, 2012, at 1:36 PM, Rami Rustom wrote:

On Sun, Jul 8, 2012 at 12:19 PM, Elliot Temple <curi@curi.us> wrote:
On Jul 8, 2012, at 5:50 AM, Rami Rustom wrote:

In science we design objective tests based on scientific theories.

What does "based on" mean other than "using" and "consistent/compatible 
with"?

Thats what it means. The test and the theory that its based on do not conflict.

Are you using the word correctly?

http://www.merriam-webster.com/dictionary/based

can you point out the definition you're using?

I think "based on" normally means having that foundation or justification. And 
you can more clearly reject bad epistemology by uses terms like I asked about 
which are hard to (mis)interpret (for others, or in your own mind) as bad things.

I see.

I used "Test is based on theory" because the theory came first
chronologically. But chronological order doesn't matter. Only logical
order matters. But, even in logical order, the theory comes before the
test.

Oh well, going forward I'll stick to *consistent with*.

-- Rami

-- 

http://www.merriam-webster.com/dictionary/based


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Development vs learning
Date: July 9, 2012 at 9:42 AM

Why do people use the term *development* instead of the term *learning*?

It seems that they use the term learning for teacher-directed learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared to most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a lack
of learning. Or maybe thats wrong. I think they call this development too.

So how do they choose when to say development and when to say learning?

-- Rami

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Development vs learning
Date: July 9, 2012 at 10:12 AM

On 7/9/2012 2:42 PM, Rami Rustom wrote:
Why do people use the term *development* instead of the term *learning*?

It seems that they use the term learning for teacher-directed learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared to most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a lack
of learning. Or maybe thats wrong. I think they call this development too.

So how do they choose when to say development and when to say learning?

This looks like a question about definitions. Why are you asking?

- Richard

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Bad forms of criticism
Date: July 9, 2012 at 10:26 AM

On Jul 7, 2012 8:39 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jul 7, 2012, at 5:44 PM, Brett Hall wrote:

- Stealing is immoral because it hurts innocent victims.

And why is that bad? Because innocent people don't deserve to suffer. Why is 
that bad?

This type of question (which are a commonly raised philosophical issue worth 
bringing up), "Why is that bad?" (repeated), superficially look like real questions, 
but are actually a demand for justification. The use of the question repeatedly is 
demanding a foundation.

But that's not how knowledge works.

The answer is this: "Why?" is not a criticism. If one has no criticism of an idea, 
he should accept it.

Depending on context, sometimes a person asking "Why?" can have in mind a 
criticism, e.g. "I don't see the explanation for that and unexplained ideas are 
bad." But that's not what is going on with the typical repeated-why?-questioning 
problem where the questioner ignores the substance of every explanation given 
and isn't interested in explanation and is basically just trying to provoke a 
"because I said so", "because science said so", or other sort of justification 
(appeal to authority is what most justification boils down to).

Because it's an objective fact that suffering is bad.

That is assertion not explanation.

That "suffering is bad" is a statement of fact about the mind. The mind arises 
from brain in some way. There are scientific facts to be known here...even if we 
are still in the infancy of searching for them.

Suffering is a statement about a mind, but whether it's good or bad is not a 
factual (empirical) statement, that is an issue of (moral) judgment.



Depending on the terminology one uses, one might say there are "moral facts", 
or not. Because this can go either way, it's important to be extra clear.

One thing you haven't mentioned is that people *prefer not to suffer* and that 
people's preferences matter. I think this is very important to know, and that trying 
to avoid this style of common sense explanation is a major mistake (much more 
common with atheists and philosophers than regular people).

You said the idea that: *People's preferences matter.* This is a
principle. One that we use in explanations of other ideas. They
explain other principles and they explain solutions and problems.

So what is the explanation for the idea that *People's preferences
matter*? Must it be explained by another more wide-reaching principle?
Thinking so is justificationism. Instead, principles can be explained
by their effectiveness at being part of explanations of solutions to
types of problem.

I think this is what Elliot means by *explanatory power*. But I'm not sure.

Having more *explanatory power* means explaining more solutions to
types of problem.

This seems wrong now. *People's preferences matter* is a principle,
not an explanation. But this principle is part of some very
wide-reaching explanations, like TCS. So can we say that a principle
has *explanatory power*? Or should the phrase *explanatory power* be
reserved for explanations only?

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Development vs learning
Date: July 9, 2012 at 10:21 AM

On 9 Jul 2012, at 3:12pm, Richard Fine wrote:

On 7/9/2012 2:42 PM, Rami Rustom wrote:
Why do people use the term *development* instead of the term *learning*?

It seems that they use the term learning for teacher-directed learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared to most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a lack
of learning. Or maybe thats wrong. I think they call this development too.

So how do they choose when to say development and when to say learning?

This looks like a question about definitions. Why are you asking?

Perhaps the term 'development' is sometimes favoured because that sounds like 
an automatic process in which the person concerned isn't an agent. Their 
creativity, preferences, distinctive ideas etc are supposedly not used; rather, it's 
just something that just happens to them.

Similarly, 'teaching' is used to describe something that is supposedly done *to*, 
rather than *by*, a pupil.

However, I don't think that the terminology is, even conventionally, always used 
on that way. People talk about children learning to speak, not being taught to 
speak or 'developing speech'.

-- David Deutsch



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Development vs learning
Date: July 9, 2012 at 10:15 AM

On Mon, Jul 9, 2012 at 9:12 AM, Richard Fine <richard.fine@gmail.com> wrote:
On 7/9/2012 2:42 PM, Rami Rustom wrote:

Why do people use the term *development* instead of the term *learning*?

It seems that they use the term learning for teacher-directed learning,
and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared to
most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a lack
of learning. Or maybe thats wrong. I think they call this development too.

So how do they choose when to say development and when to say learning?

This looks like a question about definitions. Why are you asking?

The problem I'm trying to solve is...

Is there a fundamental problem of people's understanding of learning
that causes them to think that some learning is *development*, where
development is subconscious learning or something.

-- Rami

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Development vs learning
Date: July 9, 2012 at 10:48 AM

On 7/9/2012 3:21 PM, David Deutsch wrote:
On 9 Jul 2012, at 3:12pm, Richard Fine wrote:

On 7/9/2012 2:42 PM, Rami Rustom wrote:
Why do people use the term *development* instead of the term *learning*?

It seems that they use the term learning for teacher-directed learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared to most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a lack
of learning. Or maybe thats wrong. I think they call this development too.

So how do they choose when to say development and when to say learning?
This looks like a question about definitions. Why are you asking?

Perhaps the term 'development' is sometimes favoured because that sounds 
like an automatic process in which the person concerned isn't an agent. Their 
creativity, preferences, distinctive ideas etc are supposedly not used; rather, it's 
just something that just happens to them.

Similarly, 'teaching' is used to describe something that is supposedly done *to*, 
rather than *by*, a pupil.

However, I don't think that the terminology is, even conventionally, always used 
on that way. People talk about children learning to speak, not being taught to 
speak or 'developing speech'.

Well, conventionally people ascribe to the bucket theory of the mind, right? So 
even in 'teaching' the pupil's not really an agent; learning is still something that 
just happens to them. But maybe people are making the distinction between stuff 
that happens without outside intervention (development) versus stuff that 
happens only *with* outside intervention (teaching/learning). They're categorizing 
the changes in the child according to their own involvement in the child's life...



- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Development vs learning
Date: July 9, 2012 at 1:26 PM

On Jul 9, 2012, at 7:12 AM, Richard Fine wrote:

On 7/9/2012 2:42 PM, Rami Rustom wrote:
Why do people use the term *development* instead of the term *learning*?

It seems that they use the term learning for teacher-directed learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared to most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a lack
of learning. Or maybe thats wrong. I think they call this development too.

So how do they choose when to say development and when to say learning?

This looks like a question about definitions. Why are you asking?

I think it's a question about social customs and the mindsets of some people.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Psevdo Nim <izo.psevdo@gmail.com>
Subject: Logic and Fallibility (was: Re: [BoI] Passing the Turing test)
Date: July 9, 2012 at 4:53 PM

On Fri, Jul 6, 2012 at 5:46 AM, Brett Hall <brhalluk@hotmail.com> wrote:

Both X and not-X cannot simultaneously be true. There's a bit on the
irrationality of denying this in the Fabric of Reality. Some people do

deny it.

Logic is a theory which (loosely speaking) says that if certain kinds
statements of statements are true, then certain other kinds of statements
are true (or false).

Could logic be false? Could that particular rule you've given be false? Yes.

Saying "No it can't because [some argument which uses logic]" is a cyclical
argument (it assumes logic is true and then argues that logic is true).

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: Logic and Fallibility (was: Re: [BoI] Passing the Turing test)
Date: July 9, 2012 at 4:57 PM

On Jul 9, 2012, at 1:53 PM, Psevdo Nim wrote:

On Fri, Jul 6, 2012 at 5:46 AM, Brett Hall <brhalluk@hotmail.com> wrote:

Both X and not-X cannot simultaneously be true. There's a bit on the
irrationality of denying this in the Fabric of Reality. Some people do

deny it.

Logic is a theory which (loosely speaking) says that if certain kinds
statements of statements are true, then certain other kinds of statements
are true (or false).

Could logic be false? Could that particular rule you've given be false? Yes.

Can you clarify? What do you mean "certain kinds of statements"? Can you give 
an example? In general I think logic deals with actual statements, not kinds of 
statements.

e.g.:

socrates is a man
all men are mortal
therefore socrates is mortal

It's not obvious how this fits your description of logic.

Saying "No it can't because [some argument which uses logic]" is a cyclical
argument (it assumes logic is true and then argues that logic is true).

According to the best available knowledge, the law of non-contradiction is true. 
No one has any criticism of this, so we should accept it (tentatively, pending 
innovation, as always).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


-- 



From: Psevdo Nim <izo.psevdo@gmail.com>
Subject: Re: Logic and Fallibility (was: Re: [BoI] Passing the Turing test)
Date: July 9, 2012 at 5:32 PM

On Mon, Jul 9, 2012 at 10:57 PM, Elliot Temple <curi@curi.us> wrote:

2012/7/9 Elliot Temple <curi@curi.us>

On Jul 9, 2012, at 1:53 PM, Psevdo Nim wrote:

On Fri, Jul 6, 2012 at 5:46 AM, Brett Hall <brhalluk@hotmail.com> wrote:

Both X and not-X cannot simultaneously be true. There's a bit on the
irrationality of denying this in the Fabric of Reality. Some people do

deny it.

Logic is a theory which (loosely speaking) says that if certain kinds
statements of statements are true, then certain other kinds of statements
are true (or false).

Could logic be false? Could that particular rule you've given be false?
Yes.

Can you clarify? What do you mean "certain kinds of statements"? Can you
give an example? In general I think logic deals with actual statements,

not
kinds of statements.

What I meant by that is just that (loosely speaking) logic says that
statements that meet certain formal criteria (they are a certain kind of
statements) imply other statements (which also meet particular formal
criteria).

For example logic says that if "A is B" and "All B are C" then "A is C".
Where A,B and C can be many things.

Logic says nothing about Socrates, being a man and being mortal.



-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: Logic and Fallibility (was: Re: [BoI] Passing the Turing test)
Date: July 9, 2012 at 6:29 PM

On 10/07/2012, at 6:53, "Psevdo Nim" <izo.psevdo@gmail.com> wrote:

On Fri, Jul 6, 2012 at 5:46 AM, Brett Hall <brhalluk@hotmail.com> wrote:

Both X and not-X cannot simultaneously be true. There's a bit on the
irrationality of denying this in the Fabric of Reality. Some people do deny it.

Logic is a theory which (loosely speaking) says that if certain kinds statements 
of statements are true, then certain other kinds of statements are true (or false).

Could logic be false? Could that particular rule you've given be false? Yes.

Saying "No it can't because [some argument which uses logic]" is a cyclical 
argument (it assumes logic is true and then argues that logic is true).

You are right...there is no logical argument that can "logically prove" that logic is 
true...or any part of it.

But that's not what's needed here. Just as there is no evidence you can bring 
forth to convince someone that evidence is important, no rational means by which 
you can demonstrate the primacy of rationality, no explanation that can convince 
someone who thinks all explanations are pointless, evil nonsense...the 
importance of logic is necessary in two ways:

1. It works
2. Nothing is made better...indeed all is made worse...by endorsing the opposite 
view (namely rejection of the law of the excluded middle). When I say "nothing" I 
mean...no explanation.

Notice also that in trying to deny the law of the excluded middle...you have 
necessarily used it.

Namely you asked "Could that particular rule you've given be false? Yes."



You've admitted it is either true *or* false...but not both. Right? You did not, after 
all, answer "Yes AND No" to your own question.

So you admit there is only one answer to your question there...so I'm halfway. I 
just have to convince you that the one correct answer is actually "no" ;)

Brett

PS: You can deny realism in the same way you have here...by claiming we live in 
the Matrix, or this is all a dream or whatever. But what you will notice is that in 
doing so you will just endorse realism...and then add a bunch of useless stuff.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: Logic and Fallibility (was: Re: [BoI] Passing the Turing test)
Date: July 9, 2012 at 8:03 PM

On Mon, Jul 9, 2012 at 5:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 10/07/2012, at 6:53, "Psevdo Nim" <izo.psevdo@gmail.com> wrote:

On Fri, Jul 6, 2012 at 5:46 AM, Brett Hall <brhalluk@hotmail.com> wrote:

Both X and not-X cannot simultaneously be true. There's a bit on the
irrationality of denying this in the Fabric of Reality. Some people do

deny it.

Logic is a theory which (loosely speaking) says that if certain kinds
statements of statements are true, then certain other kinds of statements
are true (or false).

Could logic be false? Could that particular rule you've given be false?
Yes.

Saying "No it can't because [some argument which uses logic]" is a
cyclical argument (it assumes logic is true and then argues that logic is
true).

You are right...there is no logical argument that can "logically prove"
that logic is true...or any part of it.

But that's not what's needed here. Just as there is no evidence you can
bring forth to convince someone that evidence is important, no rational
means by which you can demonstrate the primacy of rationality, no
explanation that can convince someone who thinks all explanations are
pointless, evil nonsense...the importance of logic is necessary in two ways:

1. It works
2. Nothing is made better...indeed all is made worse...by endorsing the
opposite view (namely rejection of the law of the excluded middle). When I
say "nothing" I mean...no explanation.



Notice also that in trying to deny the law of the excluded middle...you
have necessarily used it.

Namely you asked "Could that particular rule you've given be false? Yes."

You've admitted it is either true *or* false...but not both. Right? You
did not, after all, answer "Yes AND No" to your own question.

So you admit there is only one answer to your question there...so I'm
halfway. I just have to convince you that the one correct answer is
actually "no" ;)

Persuade me.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: Logic and Fallibility (was: Re: [BoI] Passing the Turing test)
Date: July 9, 2012 at 8:09 PM

 On Jul 9, 2012 3:57 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 9, 2012, at 1:53 PM, Psevdo Nim wrote:

On Fri, Jul 6, 2012 at 5:46 AM, Brett Hall <brhalluk@hotmail.com> wrote:

Both X and not-X cannot simultaneously be true. There's a bit on the
irrationality of denying this in the Fabric of Reality. Some people do

deny it.

Logic is a theory which (loosely speaking) says that if certain kinds
statements of statements are true, then certain other kinds of statements
are true (or false).

Could logic be false? Could that particular rule you've given be false?
Yes.

Can you clarify? What do you mean "certain kinds of statements"? Can you
give an example? In general I think logic deals with actual statements, not
kinds of statements.

He meant *forms* of statements. Like generalized templates of statements.

So a logic is something like this:

If ideas A, B, and C are true, then idea D is true. Where A, B, C, and D
are forms of ideas.

-- Rami

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: Logic and Fallibility (was: Re: [BoI] Passing the Turing test)
Date: July 9, 2012 at 8:41 PM

On 10/07/2012, at 10:04, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Jul 9, 2012 at 5:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 10/07/2012, at 6:53, "Psevdo Nim" <izo.psevdo@gmail.com> wrote:

On Fri, Jul 6, 2012 at 5:46 AM, Brett Hall <brhalluk@hotmail.com> wrote:

Both X and not-X cannot simultaneously be true. There's a bit on the
irrationality of denying this in the Fabric of Reality. Some people do deny it.

Logic is a theory which (loosely speaking) says that if certain kinds statements 
of statements are true, then certain other kinds of statements are true (or 
false).

Could logic be false? Could that particular rule you've given be false? Yes.

Saying "No it can't because [some argument which uses logic]" is a cyclical 
argument (it assumes logic is true and then argues that logic is true).

You are right...there is no logical argument that can "logically prove" that logic is 
true...or any part of it.

But that's not what's needed here. Just as there is no evidence you can bring 
forth to convince someone that evidence is important, no rational means by 
which you can demonstrate the primacy of rationality, no explanation that can 
convince someone who thinks all explanations are pointless, evil nonsense...the 
importance of logic is necessary in two ways:

1. It works
2. Nothing is made better...indeed all is made worse...by endorsing the opposite 
view (namely rejection of the law of the excluded middle). When I say "nothing" I 
mean...no explanation.

Notice also that in trying to deny the law of the excluded middle...you have 
necessarily used it.



Namely you asked "Could that particular rule you've given be false? Yes."

You've admitted it is either true *or* false...but not both. Right? You did not, after 
all, answer "Yes AND No" to your own question.

So you admit there is only one answer to your question there...so I'm halfway. I 
just have to convince you that the one correct answer is actually "no" ;)

Persuade me.

Okay. Here goes.

Persuaded?

Brett.

.......

PS: My point is if you are not already convinced that it is impossible for "X and 
Not-X" to be simultaneously true...then *absolutely anything* should be 
persuasive...or nothing will be. Or both. As *all* is permitted.

In other words, I'm taking you seriously for the moment that you are not already 
persuaded that the law of the excluded middle is (necessarily) true.

Elliot said something the other day about the infinite regress of "But why?" 
questions. To those sort of questions...Sam Harris, mashing up a Ludwig 
Wittgenstein quote, put it like this: "Our spade is turned by the shovel of a stupid 
question". Basically one gets to a point where either you enter infinite regress or 
accept the explanation as given.



From: Elliot Temple <curi@curi.us>
Subject: Re: Logic and Fallibility (was: Re: [BoI] Passing the Turing test)
Date: July 9, 2012 at 9:29 PM

On Jul 9, 2012, at 5:09 PM, Rami Rustom wrote:

On Jul 9, 2012 3:57 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 9, 2012, at 1:53 PM, Psevdo Nim wrote:

On Fri, Jul 6, 2012 at 5:46 AM, Brett Hall <brhalluk@hotmail.com> wrote:

Both X and not-X cannot simultaneously be true. There's a bit on the
irrationality of denying this in the Fabric of Reality. Some people do

deny it.

Logic is a theory which (loosely speaking) says that if certain kinds
statements of statements are true, then certain other kinds of statements
are true (or false).

Could logic be false? Could that particular rule you've given be false?
Yes.

Can you clarify? What do you mean "certain kinds of statements"? Can you
give an example? In general I think logic deals with actual statements, not
kinds of statements.

He meant *forms* of statements. Like generalized templates of statements.

So a logic is something like this:

If ideas A, B, and C are true, then idea D is true. Where A, B, C, and D
are forms of ideas.

He said "if certain kinds statements of statements are true". i think that first 
"statements" is a typo that should be deleted.

and "kinds of statements" i take to refer to categories (aka sets or types or forms).



but it's not "kinds of statements" that are true, it's actual statements that are true. 
Or the laws of logic themselves can also be true.

e.g. "socrates is a man" may be true. or "P & Q -> Q".

whereas "mean statements" [a kind of statement] is neither true nor false -- it's 
not a complete sentence. It's not a proposition.

Categories aren't true or false. Suppose you define some category of statements, 
C. And define some possible element of the category, the statement E. "E is in C" 
is a statement that can be true or false. But just the statement "C" (or "E") is not.

I think that's why it was confusing.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: Logic and Fallibility (was: Re: [BoI] Passing the Turing test)
Date: July 9, 2012 at 9:30 PM

On Jul 9, 2012, at 2:32 PM, Psevdo Nim wrote:

For example logic says that if "A is B" and "All B are C" then "A is C".
Where A,B and C can be many things.

I don't think so. For one thing, shouldn't it be "A is a B" if B is a category/set? (as 
implied in the second one which says "All B are...", implying there's more than 
one).

And A, B, C aren't "many things". That's too vague for logic. If it works for cats but 
not dogs, then that's not logic. It should work for anything or for some some well 
defined and specified category like "propositions" (statements that can be true or 
false). I think propositions are what logic normally deals with but these A, B and C 
are not propositions, and nor is something like "A is B" because unbound 
variables can't be evaluated.

see e.g.

http://www.cs.odu.edu/~toida/nerzic/level-
a/logic/prop_logic/proposition/proposition.html

It's also non-obvious what "is" means for some objects.

Consider:

"Jane is a democrat". This sort of "is" is different than "Jane is a cat". I think "Jane 
is a democrat" isn't even a proposition without some supplementary definitions 
but "Jane is a cat" is a proposition without additional details being provided 
(background knowledge in our culture covers it well enough).

(In either case I'm assuming from context that Jane there's a specific Jane in 
mind, it's not just a generic name. Like if I say "David Deutsch is a cat" that's a 
false proposition.)

http://www.cs.odu.edu/~toida/nerzic/level-a/logic/prop_logic/proposition/proposition.html


I think one of the points trying to be expressed has to do with transitivity which is 
about if A is related to B by some relation, and B is related to C, then is A related 
to C? Not everything is transitive. Consider the relation "is the mother of". It's not 
transitive.

It's hard to evaluate whether the relation "is" is transitive for all things because it's 
not defined adequately for all things.

I think a typical logical example would be "P is false implies that 'P and Q are both 
true' is false". P and Q are any propositions.

So for example:

'Jane is a cat' is false implies that 'Jane is a cat and Bob is a duck are both true' 
is false.

I think this illustrates a typical thing about logic: when considering the logical rules 
you don't have to worry about which propositions will be used.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Psevdo Nim <izo.psevdo@gmail.com>
Subject: Re: Logic and Fallibility (was: Re: [BoI] Passing the Turing test)
Date: July 9, 2012 at 10:18 PM

On Tue, Jul 10, 2012 at 3:29 AM, Elliot Temple <curi@curi.us> wrote:

On Jul 9, 2012, at 5:09 PM, Rami Rustom wrote:

On Jul 9, 2012 3:57 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 9, 2012, at 1:53 PM, Psevdo Nim wrote:

On Fri, Jul 6, 2012 at 5:46 AM, Brett Hall <brhalluk@hotmail.com>
wrote:

Both X and not-X cannot simultaneously be true. There's a bit on the
irrationality of denying this in the Fabric of Reality. Some people do
deny it.

Logic is a theory which (loosely speaking) says that if certain kinds
statements of statements are true, then certain other kinds of

statements
are true (or false).

Could logic be false? Could that particular rule you've given be false?
Yes.

Can you clarify? What do you mean "certain kinds of statements"? Can you
give an example? In general I think logic deals with actual statements,

not
kinds of statements.

He meant *forms* of statements. Like generalized templates of statements.

So a logic is something like this:

If ideas A, B, and C are true, then idea D is true. Where A, B, C, and D



are forms of ideas.

He said "if certain kinds statements of statements are true".
i think that first "statements" is a typo that should be deleted.

Yup.

and "kinds of statements" i take to refer to categories (aka sets or types
or forms).

but it's not "kinds of statements" that are true, it's actual statements
that are true. Or the laws of logic themselves can also be true.

e.g. "socrates is a man" may be true. or "P & Q -> Q".
whereas "mean statements" [a kind of statement] is neither true nor
false -- it's not a complete sentence. It's not a proposition.

Categories aren't true or false. Suppose you define some category of
statements, C. And define some possible element of the category, the
statement E. "E is in C" is a statement that can be true or false.
But just the statement "C" (or "E") is not.

I think that's why it was confusing.

Ok I now see what was causing the confusion. Yeah it was phrased badly.

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Heresy
Date: July 9, 2012 at 11:08 PM

Heresy means to choose.

From the back cover of _Heresies_ by Thomas Szasz.

More exactly, it means to choose *differently*. (Differently than what or whom? 
Those in power.)

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: Heresy
Date: July 9, 2012 at 11:41 PM

On Jul 9, 2012, at 8:08 PM, Elliot Temple wrote:

Heresy means to choose.

From the back cover of _Heresies_ by Thomas Szasz.

More exactly, it means to choose *differently*. (Differently than what or whom? 
Those in power.)

Before the preface there is a page in the book that says:

The word heresy is derived from the Greek *hairesis* which originally meant an 
act of choosing, and so came to signify a set of philosophical opinions or the 
school professing to them. As so used the term was neutral, but one appropriate 
by Christianity it began to convey a note of disapproval. This was because the 
church from the started regarded itself as custodian of a divinely imparted 
revelation, which it alone was authorized to expound ... Thus any interpretation 
which differed from the official one was necessarily 'heretical' in the new, 
pejorative sense.

-- "Heresy," Encyclopedia Britannica (1973)

PS I highly recommend _The Second Sin_ by Szasz. It's different than his regular 
books (also highly recommended). It's short, pithy statements about life. There's 
some psychiatry stuff but it's broad and discusses marriage and other parts of life. 
_Heresies_ is something of a sequel to that book in particular. So if you like _The 
Second Sin_, as I did, the _Heresies_ should be great too.

Here are the chapter names from _Heresies_ (_The Second Sin_ was similar):

Family
Marriage
Love
Sex
Men and Women



Ethics
Language
Classification
Freedom and Slavery
Law Punishment
Control and Self-Control
Personal Conduct
Social Relations
Politics
Religion
Medicine
Medicine and Psychiatry
Drugs
Suicide
Psychiatry
Institutional Psychiatry
Psychoanalysis
Mental Illness
Myth of Mental Illness
Schizophrenia
Psychotherapy
Science and Scientism
Therapeutic State

It's under 200 small pages.

Within each chapter it's divided into small sections. I skimmed around and didn't 
see a single section exceeding a page in length.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: Logic and Fallibility (was: Re: [BoI] Passing the Turing test)
Date: July 10, 2012 at 9:26 AM

On Jul 9, 2012 9:19 PM, "Psevdo Nim" <izo.psevdo@gmail.com> wrote:
On Tue, Jul 10, 2012 at 3:29 AM, Elliot Temple <curi@curi.us> wrote:

On Jul 9, 2012, at 5:09 PM, Rami Rustom wrote:
On Jul 9, 2012 3:57 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 9, 2012, at 1:53 PM, Psevdo Nim wrote:
On Fri, Jul 6, 2012 at 5:46 AM, Brett Hall <brhalluk@hotmail.com> wrote:

Both X and not-X cannot simultaneously be true. There's a bit on the
irrationality of denying this in the Fabric of Reality. Some people do
deny it.

Logic is a theory which (loosely speaking) says that if certain kinds
statements of statements are true, then certain other kinds of statements
are true (or false).

Could logic be false? Could that particular rule you've given be false?
Yes.

Can you clarify? What do you mean "certain kinds of statements"? Can you
give an example? In general I think logic deals with actual statements, not
kinds of statements.

He meant *forms* of statements. Like generalized templates of statements.

So a logic is something like this:

If ideas A, B, and C are true, then idea D is true. Where A, B, C, and D
are forms of ideas.

He said "if certain kinds statements of statements are true".
i think that first "statements" is a typo that should be deleted.

Yup.



and "kinds of statements" i take to refer to categories (aka sets or types or 
forms).

but it's not "kinds of statements" that are true, it's actual statements
that are true. Or the laws of logic themselves can also be true.

e.g. "socrates is a man" may be true. or "P & Q -> Q".
whereas "mean statements" [a kind of statement] is neither true nor
false -- it's not a complete sentence. It's not a proposition.

Categories aren't true or false. Suppose you define some category of
statements, C. And define some possible element of the category, the
statement E. "E is in C" is a statement that can be true or false.
But just the statement "C" (or "E") is not.

I think that's why it was confusing.

Ok I now see what was causing the confusion. Yeah it was phrased badly.

Now I'm confused.

When you said "kinds of statements," I took that to mean *forms of
ideas*. And *forms of ideas* can be true or false, e.g. all ideas of
the form *Child X doesn't have a fully functional brain* is false.

But if you meant *category of statements*, whereby the statements in
the category do not share a *form*, meaning that they don't share one
or more variables and the remaining parameters are constants, then yes
the *category* can't be true or false.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Development vs learning
Date: July 10, 2012 at 10:50 AM

On Jul 9, 2012 12:26 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jul 9, 2012, at 7:12 AM, Richard Fine wrote:

On 7/9/2012 2:42 PM, Rami Rustom wrote:
Why do people use the term *development* instead of the term *learning*?

It seems that they use the term learning for teacher-directed learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared to most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a lack
of learning. Or maybe thats wrong. I think they call this development too.

So how do they choose when to say development and when to say learning?

This looks like a question about definitions. Why are you asking?

I think it's a question about social customs and the mindsets of some people.

Yes thats what I meant.

And the answer is that most people know the bucket theory of the mind.

-- Rami

-- 



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Development vs learning
Date: July 10, 2012 at 1:59 PM

On Jul 9, 2012, at 7:21 AM, David Deutsch wrote:

On 9 Jul 2012, at 3:12pm, Richard Fine wrote:

On 7/9/2012 2:42 PM, Rami Rustom wrote:
Why do people use the term *development* instead of the term *learning*?

It seems that they use the term learning for teacher-directed learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared to most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a lack
of learning. Or maybe thats wrong. I think they call this development too.

So how do they choose when to say development and when to say learning?

This looks like a question about definitions. Why are you asking?

Perhaps the term 'development' is sometimes favoured because that sounds 
like an automatic process in which the person concerned isn't an agent. Their 
creativity, preferences, distinctive ideas etc are supposedly not used; rather, it's 
just something that just happens to them.

Similarly, 'teaching' is used to describe something that is supposedly done *to*, 
rather than *by*, a pupil.

However, I don't think that the terminology is, even conventionally, always used 
on that way. People talk about children learning to speak, not being taught to 
speak or 'developing speech'.

I don't think this particular example is right. People often speak of "speech 
development" or "speech and language development", when talking about young 
children learning their first language. If you google either term, you will find plenty 
of sites like this: http://www.asha.org/public/speech/development/.

http://www.asha.org/public/speech/development/


If you google "learning language", you will mostly find things about learning a 
second language, or a foreign language (e.g., language programs). "Learning 
speech" brings up a lot of things about memorizing a speech. It also brings up 
some things about children learning language, but those seem to mostly be about 
older children in speech therapy, or people learning English as a second/foreign 
language.

Jordan



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Why is knowledge organization good? Fabric-of-
Reality@yahoogroups.com, TCS <taking-children-seriously@googlegroups.com>
Date: July 10, 2012 at 10:09 PM

Its been said that better organized knowledge helps people easily/quickly
switch between multiple tasks.

Does well-organized knowledge help with other things? Like better guessing?
Better criticizing?

By *better guesses* I mean two things: (1) creating fewer mistaken guesses
and (2) creating more guesses [as compared to all logical possibilities of
the context].

By *better criticisms* I mean two things: (1) creating fewer mistaken
criticisms and (2) creating more criticisms [as compared to all logical
possibilities of the context].

[Side note: (1) is less random while (2) is more random.]

If yes...

By what process can we improve the rate at which our knowledge becomes
organized? I think an epistemological system of how to approach ideas is in
order. The system would be a series of questions. Some if statements would
be in there so that not all forms of ideas get the questions.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Why is knowledge organization good? Fabric-of-
Reality@yahoogroups.com, TCS <taking-children-seriously@googlegroups.com>
Date: July 10, 2012 at 10:24 PM

On Tue, Jul 10, 2012 at 9:09 PM, Rami Rustom <rombomb@gmail.com> wrote:

Its been said that better organized knowledge helps people easily/quickly
switch between multiple tasks.

Does well-organized knowledge help with other things? Like better
guessing? Better criticizing?

By *better guesses* I mean two things: (1) creating fewer mistaken guesses
and (2) creating more guesses [as compared to all logical possibilities of
the context].

By *better criticisms* I mean two things: (1) creating fewer mistaken
criticisms and (2) creating more criticisms [as compared to all logical
possibilities of the context].

[Side note: (1) is less random while (2) is more random.]

If yes...

By what process can we improve the rate at which our knowledge becomes
organized? I think an epistemological system of how to approach ideas is in
order. The system would be a series of questions. Some if statements would
be in there so that not all forms of ideas get the questions.

That last sentence should read: Some *IF* statements would be in there so
that not all forms of ideas get the same questions.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] What Psychologists Are
Date: July 11, 2012 at 7:33 PM

http://jeffwise.net/2012/07/11/hooked-on-addiction/

Roger Tullgren had a problem. The heavily tattooed and multiply pierced 42-
year-old Swedish dishwasher was having a tough time holding down a job. The 
problem was that Tullgren had very strong feelings out heavy metal, and about 
Black Sabbath in particular. He just couldn’t function without the sweet straits of 
death metal peeling the paint off his workplace walls. His employers and 
coworkers often felt differently, and as a result Tullgren kept finding himself out 
of work. Then, at last, psychologists came to the music lover’s aid. They 
declared that he had a full-blown disability in the form of a psychological 
dependence on Black Sabbath. That’s right, he was addicted to rock. And so his 
employer had to give Tullgren special dispensation to rock out while doing the 
dishes.

They routinely intervene in awkward and uncomfortable social problems.

They are not doctors.

He doesn't have a *literal* disability, only a metaphorical one: he has difficulties 
with some parts of life and wanted to be treated better and more sympathetically. 
But he wasn't respected or listened to. He had no influence. So he got someone 
to intervene for him, with medical authority, in his purely non-medical issue.

In this case, the mental health worker said stuff about a client who wanted them 
said.

In other cases, that is not what happens. The paying client may be the state, an 
unhappy spouse or relative, a teacher, etc,  but the person diagnosed is not the 
client who asked for a diagnosis, it's the citizen, the husband, the sister, the 
student.

Lies like these have the power to help or hurt. While Tullgren was helped, his 
employer was forced to make changes. When a child is hurt, often the teacher 
benefits by having to cope with less behavior that teacher dislikes. And so on.

http://jeffwise.net/2012/07/11/hooked-on-addiction/


Regardless, they are lies. Or literalized metaphors. Tullgren doesn't have a 
medical problem. Nor do students have a medical problem if they don't pay 
attention to unwanted teachers providing unwanted answers to unasked 
questions.

We ought to know the difference. And if we want to help someone -- or even hurt 
someone -- do it without so much deceit.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Privacy Invader
Date: July 12, 2012 at 3:23 PM

http://www.wired.com/threatlevel/2012/07/people-staring-at-computers/all/

He's totally in the wrong, isn't he?

He basically installed a virus on Apple Store computers (which used the webcam 
to take pictures and send the data to him) to violate people's very reasonable 
expectations about how Apple Store computers would function.

Apple wipes those computers daily so he kept going back and re-installing it over 
and over!

-- Elliot Temple
http://curi.us/

-- 

http://www.wired.com/threatlevel/2012/07/people-staring-at-computers/all/
http://curi.us/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Privacy Invader
Date: July 12, 2012 at 3:44 PM

On Thu, Jul 12, 2012 at 12:23 PM, Elliot Temple <curi@curi.us> wrote:
http://www.wired.com/threatlevel/2012/07/people-staring-at-computers/all/

He's totally in the wrong, isn't he?

He basically installed a virus on Apple Store computers (which used the 
webcam to take pictures and send the data to him) to violate people's very 
reasonable expectations about how Apple Store computers would function.

Apple wipes those computers daily so he kept going back and re-installing it 
over and over!

-- Elliot Temple
http://curi.us/

He also has a weird agenda and lots of ideas about what his
art/experiment/whatever was going to show.

Stuff about people forgetting there are other people on the internet
(what?), and he seems to like similar comments he got, like
"Interesting how he as able to capture a truly expressionless face. It
made me think about how too much computer time may make us retract
from social interactions. Weird ." and "We ARE social animals and we
can only guess at the long term effect of computers on our species."
Looks like anti-technology scientism to me.

And then there's this:
"In the other comments, I started to notice a trend: people were
trying to establish definitions. They were arguing about ethics and
ontology (even though no one called it that). The project hit a nerve
that made people uncomfortable enough that they had to share their
opinions and argue their positions. If you’re at school studying art,
philosophy, or politics, this isn’t a big deal. These discussions
happen over lunch, or in the hallways. But this was happening on *the
internet*."

http://www.wired.com/threatlevel/2012/07/people-staring-at-computers/all/
http://curi.us/


Odd that he thinks discussions of politics, art, & philosophy don't
happen on the internet.  There are thousands of blogs, email lists,
and discussion boards devoted to those topics.



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Privacy Invader
Date: July 12, 2012 at 3:46 PM

On Thu, Jul 12, 2012 at 12:44 PM, Dan Frank <danjfrank@gmail.com> wrote:
On Thu, Jul 12, 2012 at 12:23 PM, Elliot Temple <curi@curi.us> wrote:

http://www.wired.com/threatlevel/2012/07/people-staring-at-computers/all/

He's totally in the wrong, isn't he?

He basically installed a virus on Apple Store computers (which used the 
webcam to take pictures and send the data to him) to violate people's very 
reasonable expectations about how Apple Store computers would function.

Apple wipes those computers daily so he kept going back and re-installing it 
over and over!

-- Elliot Temple
http://curi.us/

He also has a weird agenda and lots of ideas about what his
art/experiment/whatever was going to show.

Stuff about people forgetting there are other people on the internet
(what?), and he seems to like similar comments he got, like
"Interesting how he as able to capture a truly expressionless face. It
made me think about how too much computer time may make us retract
from social interactions. Weird ." and "We ARE social animals and we
can only guess at the long term effect of computers on our species."
Looks like anti-technology scientism to me.

And then there's this:
"In the other comments, I started to notice a trend: people were
trying to establish definitions. They were arguing about ethics and
ontology (even though no one called it that). The project hit a nerve
that made people uncomfortable enough that they had to share their
opinions and argue their positions. If you’re at school studying art,
philosophy, or politics, this isn’t a big deal. These discussions
happen over lunch, or in the hallways. But this was happening on *the

http://www.wired.com/threatlevel/2012/07/people-staring-at-computers/all/
http://curi.us/


internet*."

Odd that he thinks discussions of politics, art, & philosophy don't
happen on the internet.  There are thousands of blogs, email lists,
and discussion boards devoted to those topics.

Oh man I hadn't even gotten to the anti-capitalism stuff.  "Why should
I let a brand take pictures of me for detecting “patterns” useful for
marketing purposes, and not by individuals clearly having no *profit*
in mind?" Because not doing something for profit makes it better in
their minds.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] American vs French Revolutions
Date: July 14, 2012 at 12:22 AM

http://www.anncoulter.com/columns/2012-07-04.html

It has become fashionable to equate the French and American revolutions, but 
they share absolutely nothing beyond the word “revolution.”

Indeed.

If you doubt that anyone is confused about this, see:

http://www.settingtheworldtorights.com/node/555/results

-- Elliot Temple
http://fallibleideas.com/

http://www.anncoulter.com/columns/2012-07-04.html
http://www.settingtheworldtorights.com/node/555/results
http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Development vs learning
Date: July 15, 2012 at 10:52 AM

On Jul 10, 2012 12:59 PM, "Jordan Talcot" <jordan.talcot@gmail.com> wrote:
On Jul 9, 2012, at 7:21 AM, David Deutsch wrote:

On 9 Jul 2012, at 3:12pm, Richard Fine wrote:
On 7/9/2012 2:42 PM, Rami Rustom wrote:

Why do people use the term *development* instead of the term *learning*?

It seems that they use the term learning for teacher-directed learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared to 
most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a lack
of learning. Or maybe thats wrong. I think they call this development too.

So how do they choose when to say development and when to say 
learning?

This looks like a question about definitions. Why are you asking?

Perhaps the term 'development' is sometimes favoured because that sounds 
like an automatic process in which the person concerned isn't an agent. Their 
creativity, preferences, distinctive ideas etc are supposedly not used; rather, 
it's just something that just happens to them.

Similarly, 'teaching' is used to describe something that is supposedly done *to*, 
rather than *by*, a pupil.

However, I don't think that the terminology is, even conventionally, always used 
on that way. People talk about children learning to speak, not being taught to 
speak or 'developing speech'.

I don't think this particular example is right. People often speak of "speech 
development" or "speech and language development", when talking about 
young children learning their first language. If you google either term, you will 



find plenty of sites like this: http://www.asha.org/public/speech/development/.

If you google "learning language", you will mostly find things about learning a 
second language, or a foreign language (e.g., language programs). "Learning 
speech" brings up a lot of things about memorizing a speech. It also brings up 
some things about children learning language, but those seem to mostly be 
about older children in speech therapy, or people learning English as a 
second/foreign language.

So the bucket theory of learning says that during childhood, people
learn "automatically" without themselves being agents in the learning.
And they call this development. And when those people are adults, the
learning isn't automatic, meaning that now they are agents in the
learning.

And they say that the automatic learning happens in phases. Meaning
that all people go through the same phases. And if a phase comes
"late", they call this slow development. So they are thinking of
learning as a thing that happens as a function of time.

But time is not the relevant factor in learning. The relevant factor
is knowledge. Learning rate is a function of the current state of
one's knowledge. So the more knowledge one has, the more he can learn.

The bucket theory says that learning happens best while the person is
young, suggesting that the learning rate is based on age, rather than
knowledge.

On a similar note, I've noticed that a lot of my mistakes in my
explanations had to do with thinking of dynamic things as a function
of time [which is not relevant], rather than a function of something
else [the relevant quantities].

Its ok to think of dynamic things as a function of time so that you
can know that there might be a correlation. But then that correlation
should not be used as the relevant idea in an explanation.
Explanations should use ideas that are functions of relevant
quantities not irrelevant quantities like time.

-- Rami

http://www.asha.org/public/speech/development/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Development vs learning
Date: July 15, 2012 at 12:31 PM

On 7/15/2012 3:52 PM, Rami Rustom wrote:
On Jul 10, 2012 12:59 PM, "Jordan Talcot" <jordan.talcot@gmail.com> wrote:

On Jul 9, 2012, at 7:21 AM, David Deutsch wrote:
On 9 Jul 2012, at 3:12pm, Richard Fine wrote:

On 7/9/2012 2:42 PM, Rami Rustom wrote:
Why do people use the term *development* instead of the term *learning*?

It seems that they use the term learning for teacher-directed learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared to 
most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a lack
of learning. Or maybe thats wrong. I think they call this development too.

So how do they choose when to say development and when to say 
learning?

This looks like a question about definitions. Why are you asking?
Perhaps the term 'development' is sometimes favoured because that sounds 
like an automatic process in which the person concerned isn't an agent. Their 
creativity, preferences, distinctive ideas etc are supposedly not used; rather, 
it's just something that just happens to them.

Similarly, 'teaching' is used to describe something that is supposedly done 
*to*, rather than *by*, a pupil.

However, I don't think that the terminology is, even conventionally, always 
used on that way. People talk about children learning to speak, not being 
taught to speak or 'developing speech'.

I don't think this particular example is right. People often speak of "speech 
development" or "speech and language development", when talking about 
young children learning their first language. If you google either term, you will 
find plenty of sites like this: http://www.asha.org/public/speech/development/.

http://www.asha.org/public/speech/development/


If you google "learning language", you will mostly find things about learning a 
second language, or a foreign language (e.g., language programs). "Learning 
speech" brings up a lot of things about memorizing a speech. It also brings up 
some things about children learning language, but those seem to mostly be 
about older children in speech therapy, or people learning English as a 
second/foreign language.

So the bucket theory of learning says that during childhood, people
learn "automatically" without themselves being agents in the learning.
And they call this development. And when those people are adults, the
learning isn't automatic, meaning that now they are agents in the
learning.

Bucket theory of the mind doesn't have adults as agents in the learning either. 
Bucket theory says: if the human exposes themselves to the teacher, and they 
listen and concentrate on what the teacher is saying, then they learn. I've not 
seen anyone suggest that this is different for adults, other than the rate at which 
things go in (as you mention below).

But time is not the relevant factor in learning. The relevant factor
is knowledge. Learning rate is a function of the current state of
one's knowledge. So the more knowledge one has, the more he can learn.

No, I think that's backwards. *Which* knowledge you have is much more 
important than the quantity of knowledge. A person who thinks that the best way 
to learn is to just listen to lectures over and over, won't learn things as quickly as 
a person who thinks that the best way to learn involves experimentation and 
asking questions.

I say "backwards" rather than "wrong" because you'd expect that the higher your 
learning rate, the more knowledge you'll have acquired, so there will be a 
correlation between having a lot of knowledge and having a high learning rate. 
The causal relationship is the reverse of the one you described, though.

The bucket theory says that learning happens best while the person is
young, suggesting that the learning rate is based on age, rather than
knowledge.

Yes. I think the popular explanation is stuff about neuroplasticity, neural pathways 
being more easily changed, etc. I've never been quite sure how this is supposed 
to work, and my guess is that it doesn't...



If a person has a lot of knowledge, but they haven't organised it very well, then 
they might find it harder to learn some new idea than a person with less 
knowledge, because the new idea will have more conflicts for them to resolve 
(because they know more things for it to conflict with). For example, if they have 
some abstract idea that they've applied in a bunch of fields, but they don't really 
recognise that that's what they've done, any new ideas that conflict with the 
abstract idea will *seem* to conflict with each and every field in a disconnected 
way, when in reality the conflict is only in one place.

On a similar note, I've noticed that a lot of my mistakes in my
explanations had to do with thinking of dynamic things as a function
of time [which is not relevant], rather than a function of something
else [the relevant quantities].

Its ok to think of dynamic things as a function of time so that you
can know that there might be a correlation. But then that correlation
should not be used as the relevant idea in an explanation.
Explanations should use ideas that are functions of relevant
quantities not irrelevant quantities like time.

Sometimes time is an indirectly relevant quantity, but by referring to it directly you 
hide assumptions. For example, saying "the bathtub will overflow if I leave it filling 
up for more than 10 minutes" instead of "the bathtub will overflow if too much 
water is put into it" hides assumptions about the rate of flow from the tap being 
constant, the drain being properly sealed, there being no other flows of water into 
the bathtub, and so on.

- Richard



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Development vs learning
Date: July 15, 2012 at 1:06 PM

On Sun, Jul 15, 2012 at 11:31 AM, Richard Fine <richard.fine@gmail.com>wrote:

On 7/15/2012 3:52 PM, Rami Rustom wrote:

On Jul 10, 2012 12:59 PM, "Jordan Talcot" <jordan.talcot@gmail.com>
wrote:

On Jul 9, 2012, at 7:21 AM, David Deutsch wrote:

On 9 Jul 2012, at 3:12pm, Richard Fine wrote:

On 7/9/2012 2:42 PM, Rami Rustom wrote:

Why do people use the term *development* instead of the term
*learning*?

It seems that they use the term learning for teacher-directed
learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared
to most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a
lack
of learning. Or maybe thats wrong. I think they call this development
too.

So how do they choose when to say development and when to say
learning?

This looks like a question about definitions. Why are you asking?

Perhaps the term 'development' is sometimes favoured because that
sounds like an automatic process in which the person concerned isn't an



agent. Their creativity, preferences, distinctive ideas etc are supposedly
not used; rather, it's just something that just happens to them.

Similarly, 'teaching' is used to describe something that is supposedly
done *to*, rather than *by*, a pupil.

However, I don't think that the terminology is, even conventionally,
always used on that way. People talk about children learning to speak, not
being taught to speak or 'developing speech'.

I don't think this particular example is right. People often speak of
"speech development" or "speech and language development", when talking
about young children learning their first language. If you google either
term, you will find plenty of sites like this:
http://www.asha.org/public/**speech/development/<http://www.asha.org/publi
c/speech/development/>
.

If you google "learning language", you will mostly find things about
learning a second language, or a foreign language (e.g., language
programs). "Learning speech" brings up a lot of things about memorizing a
speech. It also brings up some things about children learning language, but
those seem to mostly be about older children in speech therapy, or people
learning English as a second/foreign language.

So the bucket theory of learning says that during childhood, people
learn "automatically" without themselves being agents in the learning.
And they call this development. And when those people are adults, the
learning isn't automatic, meaning that now they are agents in the
learning.

Bucket theory of the mind doesn't have adults as agents in the learning
either. Bucket theory says: if the human exposes themselves to the teacher,
and they listen and concentrate on what the teacher is saying, then they
learn. I've not seen anyone suggest that this is different for adults,
other than the rate at which things go in (as you mention below).

 But time is not the relevant factor in learning. The relevant factor

http://www.asha.org/public/**speech/development/
http://www.asha.org/public/speech/development/


is knowledge. Learning rate is a function of the current state of
one's knowledge. So the more knowledge one has, the more he can learn.

No, I think that's backwards. *Which* knowledge you have is much more
important than the quantity of knowledge. A person who thinks that the best
way to learn is to just listen to lectures over and over, won't learn
things as quickly as a person who thinks that the best way to learn
involves experimentation and asking questions.

Yes. Memorizing a lot of specific problems and specific solutions to those
problems does not help one learn other knowledge. But if that person was
actively integrating his knowledge into general principles across all
fields of knowledge, then he is creating epistemological knowledge that
does directly improve learning rate/capacity.

I say "backwards" rather than "wrong" because you'd expect that the higher
your learning rate, the more knowledge you'll have acquired, so there will
be a correlation between having a lot of knowledge and having a high
learning rate. The causal relationship is the reverse of the one you
described, though.

I think even that is wrong too. Consider two people, one that read very
little throughout his life, but he did very well at integrating what little
knowledge he did learn into general principles. And another person who read
a lot throughout his life, but he did very bad at integrating his
knowledge. The second person would have a higher learning rate.

 The bucket theory says that learning happens best while the person is
young, suggesting that the learning rate is based on age, rather than
knowledge.



Yes. I think the popular explanation is stuff about neuroplasticity,
neural pathways being more easily changed, etc. I've never been quite sure
how this is supposed to work, and my guess is that it doesn't...

Me too.

If a person has a lot of knowledge, but they haven't organised it very
well, then they might find it harder to learn some new idea than a person
with less knowledge, because the new idea will have more conflicts for them
to resolve (because they know more things for it to conflict with). For
example, if they have some abstract idea that they've applied in a bunch of
fields, but they don't really recognise that that's what they've done, any
new ideas that conflict with the abstract idea will *seem* to conflict with
each and every field in a disconnected way, when in reality the conflict is
only in one place.

Yes.

 On a similar note, I've noticed that a lot of my mistakes in my
explanations had to do with thinking of dynamic things as a function
of time [which is not relevant], rather than a function of something
else [the relevant quantities].

Its ok to think of dynamic things as a function of time so that you
can know that there might be a correlation. But then that correlation
should not be used as the relevant idea in an explanation.
Explanations should use ideas that are functions of relevant
quantities not irrelevant quantities like time.



Sometimes time is an indirectly relevant quantity, but by referring to it
directly you hide assumptions. For example, saying "the bathtub will
overflow if I leave it filling up for more than 10 minutes" instead of "the
bathtub will overflow if too much water is put into it" hides assumptions
about the rate of flow from the tap being constant, the drain being
properly sealed, there being no other flows of water into the bathtub, and
so on.

Yes. So its important to first identify things qualitatively, and then to
do so quantitatively. Meaning that its important to first identify what the
qualities are, before considering whether or not some of the qualities are
also quantities.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Development vs learning
Date: July 15, 2012 at 1:08 PM

On Sun, Jul 15, 2012 at 12:06 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jul 15, 2012 at 11:31 AM, Richard Fine 
<richard.fine@gmail.com>wrote:

On 7/15/2012 3:52 PM, Rami Rustom wrote:

On Jul 10, 2012 12:59 PM, "Jordan Talcot" <jordan.talcot@gmail.com>
wrote:

On Jul 9, 2012, at 7:21 AM, David Deutsch wrote:

On 9 Jul 2012, at 3:12pm, Richard Fine wrote:

On 7/9/2012 2:42 PM, Rami Rustom wrote:

Why do people use the term *development* instead of the term
*learning*?

It seems that they use the term learning for teacher-directed
learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared
to most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a
lack
of learning. Or maybe thats wrong. I think they call this
development too.

So how do they choose when to say development and when to say
learning?

This looks like a question about definitions. Why are you asking?



Perhaps the term 'development' is sometimes favoured because that
sounds like an automatic process in which the person concerned isn't an
agent. Their creativity, preferences, distinctive ideas etc are supposedly
not used; rather, it's just something that just happens to them.

Similarly, 'teaching' is used to describe something that is supposedly
done *to*, rather than *by*, a pupil.

However, I don't think that the terminology is, even conventionally,
always used on that way. People talk about children learning to speak, not
being taught to speak or 'developing speech'.

I don't think this particular example is right. People often speak of
"speech development" or "speech and language development", when 
talking
about young children learning their first language. If you google either
term, you will find plenty of sites like this:
http://www.asha.org/public/**speech/development/<http://www.asha.org/pub
lic/speech/development/>
.

If you google "learning language", you will mostly find things about
learning a second language, or a foreign language (e.g., language
programs). "Learning speech" brings up a lot of things about memorizing a
speech. It also brings up some things about children learning language, but
those seem to mostly be about older children in speech therapy, or people
learning English as a second/foreign language.

So the bucket theory of learning says that during childhood, people
learn "automatically" without themselves being agents in the learning.
And they call this development. And when those people are adults, the
learning isn't automatic, meaning that now they are agents in the
learning.

Bucket theory of the mind doesn't have adults as agents in the learning
either. Bucket theory says: if the human exposes themselves to the teacher,
and they listen and concentrate on what the teacher is saying, then they
learn. I've not seen anyone suggest that this is different for adults,

http://www.asha.org/public/**speech/development/
http://www.asha.org/public/speech/development/


other than the rate at which things go in (as you mention below).

 But time is not the relevant factor in learning. The relevant factor
is knowledge. Learning rate is a function of the current state of
one's knowledge. So the more knowledge one has, the more he can learn.

No, I think that's backwards. *Which* knowledge you have is much more
important than the quantity of knowledge. A person who thinks that the best
way to learn is to just listen to lectures over and over, won't learn
things as quickly as a person who thinks that the best way to learn
involves experimentation and asking questions.

Yes. Memorizing a lot of specific problems and specific solutions to those
problems does not help one learn other knowledge. But if that person was
actively integrating his knowledge into general principles across all
fields of knowledge, then he is creating epistemological knowledge that
does directly improve learning rate/capacity.

I say "backwards" rather than "wrong" because you'd expect that the
higher your learning rate, the more knowledge you'll have acquired, so
there will be a correlation between having a lot of knowledge and having a
high learning rate. The causal relationship is the reverse of the one you
described, though.

I think even that is wrong too. Consider two people, one that read very
little throughout his life, but he did very well at integrating what little
knowledge he did learn into general principles. And another person who read
a lot throughout his life, but he did very bad at integrating his
knowledge. The second person would have a higher learning rate.

I meant that the first person has the higher learning rate. The one that
learned less total knowledge, but organized his knowledge better.



-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] How does one know whether or not they are rationalizing? TCS 
<taking-children-seriously@googlegroups.com>
Date: July 15, 2012 at 1:46 PM

Say somebody has an idea A to do something. And say that idea conflicts
with another idea B that he has. If he acts on idea A, while it is in
conflict with idea B, then he coerces himself. So in an attempt to prevent
the coercion, the person first tries to resolve the conflict before acting
on idea A. If he does this correctly, then the conflict is actually
resolved because idea B is deemed false, thus the conflict problem is
solved. But instead if he does it incorrectly, by rationalizing, then the
conflict problem isn't solved, and the person coerces himself.

How does one know whether they are rationalizing or whether they have
actually solved a conflict problem?

In other words: What is a good standard to decide whether or not a
criticism I've created is a rationalization rather than a good criticism of
an idea I have?

Is it this? If my criticism contains a good explanation, then it isn't a
rationalization. If my criticism instead contains a bad explanation, then
it *is* a rationalization.

For example, say I want to drink soda but I criticize that idea with the
explanation that soda is bad for me because it causes kidney stones. Wait
this example doesn't work. If I *believe* that soda is bad based on a bad
explanation, but I don't know that the explanation is bad, then we don't
call this a rationalization.

So trying again: If my criticism contains a good explanation, then it isn't
a rationalization. If my criticism instead contains a knowingly bad
explanation, then it *is* a rationalization.

What do you think?

Who's got an example of a rationalization?

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 15, 2012 at 4:33 PM

On 16/07/2012, at 3:47, "Rami Rustom" <rombomb@gmail.com> wrote:

Say somebody has an idea A to do something. And say that idea conflicts with 
another idea B that he has. If he acts on idea A, while it is in conflict with idea B, 
then he coerces himself.

Sam Harris has something to say about this in his first book. In the end notes he 
references both W. Poundhouse in "Labyrinths of Reason" *and* Deutsch in FoR. 
So...anyways,

Consider this. If your ideas can be represented by propositions, then checking for 
consistency quickly becomes a challenge.

How many ideas, expressed as propositions could one be expected to check for 
consistency? It seems like the answer is pretty low...because if you are checking 
a list for no conflicts then the computational power required to do the check rises 
exponentially with each new proposition added to the list;

"Even if a computer were as large as the known universe built with components 
only as large as protons and with switching speeds as fast as the speed of light, 
all labouring in parallel from the big bang up until the present, you would be 
struggling to add a 300th proposition to this list."

Page 57, The End of Faith.

So I'm just raising the issue that as a matter of computation, checking that you 
are never contradicting yourself might not just be a matter of laziness or 
consciously trying, or coercion, or whatever. It might be a physical impossibility. 
Especially if brains are classical computers.

Thoughts?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 15, 2012 at 4:53 PM

On Jul 15, 2012, at 1:33 PM, Brett Hall wrote:

On 16/07/2012, at 3:47, "Rami Rustom" <rombomb@gmail.com> wrote:

Say somebody has an idea A to do something. And say that idea conflicts with 
another idea B that he has. If he acts on idea A, while it is in conflict with idea 
B, then he coerces himself.

Sam Harris has something to say about this in his first book. In the end notes he 
references both W. Poundhouse in "Labyrinths of Reason" *and* Deutsch in 
FoR. So...anyways,

Consider this. If your ideas can be represented by propositions, then checking 
for consistency quickly becomes a challenge.

How many ideas, expressed as propositions could one be expected to check for 
consistency? It seems like the answer is pretty low...because if you are checking 
a list for no conflicts then the computational power required to do the check 
rises exponentially with each new proposition added to the list;

Only with a naive algorithm that somehow checks each one against each other in 
full, even when they are irrelevant to each other. That's not how people do it.

"Even if a computer were as large as the known universe built with components 
only as large as protons and with switching speeds as fast as the speed of light, 
all labouring in parallel from the big bang up until the present, you would be 
struggling to add a 300th proposition to this list."

What?

I can check 300 propositions 150 times each (each against each other). That is 
45,000 checks.

N*N/2 scales up badly with big N, but 300 is not big. Exponential does matter a 
lot, but not so much at merely 300.



If this computation can't be done 45,000 times with that kind of resources, then 
the implication is even a single check of two propositions would be impossible in 
the resources actually available to humans. (Another possibility is he has in mind 
a complicated checking procedure in which more than two things have to be 
checked at the same time somehow. Like in addition to checking A/B, B/C, and 
A/C, you also have to check A/B/C as a group. Details and consequences not 
provided.)

This doesn't make much sense. It's not that hard to check two propositions for 
consistency unless you want infallibility in which case no amount of computation 
is enough.

Page 57, The End of Faith.

So I'm just raising the issue that as a matter of computation, checking that you 
are never contradicting yourself might not just be a matter of laziness or 
consciously trying, or coercion, or whatever. It might be a physical impossibility. 
Especially if brains are classical computers.

"Never" is a strong word. We can't tell what he thinks if he won't make interesting 
statements. Of course making sure to **never** make a mistake is impossible; 
that's trivial. As for any issue that matters, this passage doesn't say anything.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 15, 2012 at 6:03 PM

On 15 Jul 2012, at 21:53, Elliot Temple wrote:

On Jul 15, 2012, at 1:33 PM, Brett Hall wrote:

On 16/07/2012, at 3:47, "Rami Rustom" <rombomb@gmail.com> wrote:

Say somebody has an idea A to do something. And say that idea conflicts 
with another idea B that he has. If he acts on idea A, while it is in conflict with 
idea B, then he coerces himself.

Sam Harris has something to say about this in his first book. In the end notes 
he references both W. Poundhouse in "Labyrinths of Reason" *and* Deutsch in 
FoR. So...anyways,

Consider this. If your ideas can be represented by propositions, then checking 
for consistency quickly becomes a challenge.

How many ideas, expressed as propositions could one be expected to check 
for consistency? It seems like the answer is pretty low...because if you are 
checking a list for no conflicts then the computational power required to do the 
check rises exponentially with each new proposition added to the list;

Only with a naive algorithm that somehow checks each one against each other 
in full, even when they are irrelevant to each other. That's not how people do it.

"Even if a computer were as large as the known universe built with 
components only as large as protons and with switching speeds as fast as the 
speed of light, all labouring in parallel from the big bang up until the present, 
you would be struggling to add a 300th proposition to this list."

What?

I can check 300 propositions 150 times each (each against each other). That is 
45,000 checks.



N*N/2 scales up badly with big N, but 300 is not big. Exponential does matter a 
lot, but not so much at merely 300.

If this computation can't be done 45,000 times with that kind of resources, then 
the implication is even a single check of two propositions would be impossible in 
the resources actually available to humans. (Another possibility is he has in 
mind a complicated checking procedure in which more than two things have to 
be checked at the same time somehow. Like in addition to checking A/B, B/C, 
and A/C, you also have to check A/B/C as a group. Details and consequences 
not provided.)

This doesn't make much sense. It's not that hard to check two propositions for 
consistency unless you want infallibility in which case no amount of computation 
is enough.

The relevant function is presumably the number of combinations of ideas, which I 
should think is roughly factorial, not exponential

http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/comcount.htm

Factorial 300 is about 3x10^600.

So the checking has to involve cutting down the space of possibilities a lot before 
doing any comparisons.

Alan

http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/comcount.htm


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 15, 2012 at 6:14 PM

On Jul 15, 2012, at 3:03 PM, Alan Forrester wrote:

On 15 Jul 2012, at 21:53, Elliot Temple wrote:

On Jul 15, 2012, at 1:33 PM, Brett Hall wrote:

On 16/07/2012, at 3:47, "Rami Rustom" <rombomb@gmail.com> wrote:

Say somebody has an idea A to do something. And say that idea conflicts 
with another idea B that he has. If he acts on idea A, while it is in conflict 
with idea B, then he coerces himself.

Sam Harris has something to say about this in his first book. In the end notes 
he references both W. Poundhouse in "Labyrinths of Reason" *and* Deutsch 
in FoR. So...anyways,

Consider this. If your ideas can be represented by propositions, then 
checking for consistency quickly becomes a challenge.

How many ideas, expressed as propositions could one be expected to check 
for consistency? It seems like the answer is pretty low...because if you are 
checking a list for no conflicts then the computational power required to do 
the check rises exponentially with each new proposition added to the list;

Only with a naive algorithm that somehow checks each one against each other 
in full, even when they are irrelevant to each other. That's not how people do it.

"Even if a computer were as large as the known universe built with 
components only as large as protons and with switching speeds as fast as 
the speed of light, all labouring in parallel from the big bang up until the 
present, you would be struggling to add a 300th proposition to this list."

What?



I can check 300 propositions 150 times each (each against each other). That is 
45,000 checks.

N*N/2 scales up badly with big N, but 300 is not big. Exponential does matter a 
lot, but not so much at merely 300.

If this computation can't be done 45,000 times with that kind of resources, then 
the implication is even a single check of two propositions would be impossible 
in the resources actually available to humans. (Another possibility is he has in 
mind a complicated checking procedure in which more than two things have to 
be checked at the same time somehow. Like in addition to checking A/B, B/C, 
and A/C, you also have to check A/B/C as a group. Details and consequences 
not provided.)

This doesn't make much sense. It's not that hard to check two propositions for 
consistency unless you want infallibility in which case no amount of 
computation is enough.

The relevant function is presumably the number of combinations of ideas, which 
I should think is roughly factorial, not exponential

http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/comcount.htm

Factorial 300 is about 3x10^600.

So the checking has to involve cutting down the space of possibilities a lot 
before doing any comparisons.

Why is that the relevant function?

What's wrong with pairwise checking?

If P and Q are consistent, and each of them is consistent with W, how could the 
group be inconsistent?

-- Elliot Temple
http://fallibleideas.com/

http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/comcount.htm
http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 15, 2012 at 6:33 PM

 On Jul 15, 2012 3:33 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 16/07/2012, at 3:47, "Rami Rustom" <rombomb@gmail.com> wrote:

Say somebody has an idea A to do something. And say that idea conflicts
with another idea B that he has. If he acts on idea A, while it is in
conflict with idea B, then he coerces himself.

 Sam Harris has something to say about this in his first book. In the end
notes he references both W. Poundhouse in "Labyrinths of Reason" *and*
Deutsch in FoR. So...anyways,

Consider this. If your ideas can be represented by propositions, then
checking for consistency quickly becomes a challenge.

But ideas are more complex than that. In a way that makes it easier to
check for consistency.

Ideas exist in a network. Some ideas have a lot of universality, e.g. some
ideas apply to *all* other ideas. Once a person's knowledge is very well
integrated into universal ideas, meaning that all [or practically all] of
his ideas are connected to many universal ideas, then its easy to check new
ideas for consistency because the person does most of the work
subconsciously.

To check an idea for consistency with one's complete worldview, its a
matter of finding the universal ideas that apply to the idea being checked.
A person can do this process again and again until the process becomes a
habit. And the more he does this habit, the faster and more accurate [i.e.
better error rate] it becomes. So to check a new for consistency, it will
seem instantaneous in human time scales.

How many ideas, expressed as propositions could one be expected to check



for consistency? It seems like the answer is pretty low...because if you
are checking a list for no conflicts then the computational power required
to do the check rises exponentially with each new proposition added to the
list;

"Even if a computer were as large as the known universe built with
components only as large as protons and with switching speeds as fast as
the speed of light, all labouring in parallel from the big bang up until
the present, you would be struggling to add a 300th proposition to this
list."

Page 57, The End of Faith.

So I'm just raising the issue that as a matter of computation, checking
that you are never contradicting yourself might not just be a matter of
laziness or consciously trying, or coercion, or whatever. It might be a
physical impossibility.

It is impossible to never conflict. We are fallible.

Especially if brains are classical computers.

We are not classical computers, at least not in the sense you mean. You are
talking about hardware. But that part isn't relevant. What is relevant is
the software. Human mind software is more efficient than classical computer
software.

Actually I think we could write a classical computer software program that
can use the method I explained above about ideas being connected in a
network of universal ideas. But the method of checking for consistency
would be very error ridden. It would have to be an AI on the order of human
intelligence in order to "develop" a good error rate.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 15, 2012 at 6:44 PM

On Sun, Jul 15, 2012 at 5:14 PM, Elliot Temple <curi@curi.us> wrote:

 On Jul 15, 2012, at 3:03 PM, Alan Forrester wrote:
On 15 Jul 2012, at 21:53, Elliot Temple wrote:

On Jul 15, 2012, at 1:33 PM, Brett Hall wrote:
On 16/07/2012, at 3:47, "Rami Rustom" <rombomb@gmail.com> wrote:

Say somebody has an idea A to do something. And say that idea
conflicts with another idea B that he has. If he acts on idea A, while it
is in conflict with idea B, then he coerces himself.

Sam Harris has something to say about this in his first book. In the
end notes he references both W. Poundhouse in "Labyrinths of Reason" *and*
Deutsch in FoR. So...anyways,

Consider this. If your ideas can be represented by propositions, then
checking for consistency quickly becomes a challenge.

How many ideas, expressed as propositions could one be expected to
check for consistency? It seems like the answer is pretty low...because if
you are checking a list for no conflicts then the computational power
required to do the check rises exponentially with each new proposition
added to the list;

Only with a naive algorithm that somehow checks each one against each
other in full, even when they are irrelevant to each other. That's not how
people do it.

"Even if a computer were as large as the known universe built with
components only as large as protons and with switching speeds as fast as
the speed of light, all labouring in parallel from the big bang up until
the present, you would be struggling to add a 300th proposition to this
list."



What?

I can check 300 propositions 150 times each (each against each other).
That is 45,000 checks.

N*N/2 scales up badly with big N, but 300 is not big. Exponential does
matter a lot, but not so much at merely 300.

If this computation can't be done 45,000 times with that kind of
resources, then the implication is even a single check of two propositions
would be impossible in the resources actually available to humans. (Another
possibility is he has in mind a complicated checking procedure in which
more than two things have to be checked at the same time somehow. Like in
addition to checking A/B, B/C, and A/C, you also have to check A/B/C as a
group. Details and consequences not provided.)

This doesn't make much sense. It's not that hard to check two
propositions for consistency unless you want infallibility in which case no
amount of computation is enough.

The relevant function is presumably the number of combinations of ideas,
which I should think is roughly factorial, not exponential

http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/comcount.htm

Factorial 300 is about 3x10^600.

So the checking has to involve cutting down the space of possibilities a
lot before doing any comparisons.

Why is that the relevant function?

What's wrong with pairwise checking?

If P and Q are consistent, and each of them is consistent with W, how
could the group be inconsistent?

Why even check all pairs?

http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/comcount.htm


A lot of idea pairs can be completely avoided, i.e. ruled out before even
checking them.

This is what we do when we ignore non-problematic situations. Only when we
think there is a problem do we check an idea pair for consistency. And then
that process of checking becomes a habit, or a set of habits. These habits
collectively are a person's epistemology. These habits become instantaneous
on human time scales.

-- Rami

-- 



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Development vs learning
Date: July 15, 2012 at 7:14 PM

On Jul 15, 2012, at 7:52 AM, Rami Rustom wrote:

On Jul 10, 2012 12:59 PM, "Jordan Talcot" <jordan.talcot@gmail.com> wrote:
On Jul 9, 2012, at 7:21 AM, David Deutsch wrote:

On 9 Jul 2012, at 3:12pm, Richard Fine wrote:
On 7/9/2012 2:42 PM, Rami Rustom wrote:

Why do people use the term *development* instead of the term *learning*?

It seems that they use the term learning for teacher-directed learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared to 
most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a lack
of learning. Or maybe thats wrong. I think they call this development too.

So how do they choose when to say development and when to say 
learning?

This looks like a question about definitions. Why are you asking?

Perhaps the term 'development' is sometimes favoured because that sounds 
like an automatic process in which the person concerned isn't an agent. Their 
creativity, preferences, distinctive ideas etc are supposedly not used; rather, 
it's just something that just happens to them.

Similarly, 'teaching' is used to describe something that is supposedly done 
*to*, rather than *by*, a pupil.

However, I don't think that the terminology is, even conventionally, always 
used on that way. People talk about children learning to speak, not being 
taught to speak or 'developing speech'.

I don't think this particular example is right. People often speak of "speech 



development" or "speech and language development", when talking about 
young children learning their first language. If you google either term, you will 
find plenty of sites like this: http://www.asha.org/public/speech/development/.

If you google "learning language", you will mostly find things about learning a 
second language, or a foreign language (e.g., language programs). "Learning 
speech" brings up a lot of things about memorizing a speech. It also brings up 
some things about children learning language, but those seem to mostly be 
about older children in speech therapy, or people learning English as a 
second/foreign language.

So the bucket theory of learning says that during childhood, people
learn "automatically" without themselves being agents in the learning.
And they call this development. And when those people are adults, the
learning isn't automatic, meaning that now they are agents in the
learning.

People call some things children do "learning", and other things "development". 
They think that some things need to be explicitly learned, and other things are 
just part of natural development. Language acquisition is considered 
development. Most people don't explicitly try to teach their children to talk. But, 
learning spelling in elementary school is considered learning. It needs to be 
explicitly studied and memorized.

And they say that the automatic learning happens in phases. Meaning
that all people go through the same phases. And if a phase comes
"late", they call this slow development. So they are thinking of
learning as a thing that happens as a function of time.

They don't just think that learning is a function of time -- they think it is a function 
of *age*. For example, many people don't think that AIs would need to go through 
the same development stages that children need to go through. They don't 
believe that AIs would need to be parented for 18 years until they are ready to be 
independent, while they *do* think this is necessary for humans.

And, actually, many people would also think it was plausible that an alien race 
could reach "adulthood" in a different period of time than what they think is 
necessary for humans. They think it would make sense that one race of aliens 

http://www.asha.org/public/speech/development/


needs 2 years to reach adulthood, or 50 years, or any arbitrary number.

They also don't think it is "learning" in the normal sense -- so, it can't be rushed. It 
can't be "taught" in the same way school subjects are. There is no point in trying 
to teach things too early, because the child won't be able to understand, based on 
their age & development stage.

This is a very common idea in psychology, and is actually the subject of a lot of 
psychological "research". There is even an entire branch of psychology called 
"Developmental Psychology". They even do entire studies about things like: Is it 
possible for children to understand irony? 
http://www.sciencedaily.com/releases/2007/08/070803141811.htm

But time is not the relevant factor in learning. The relevant factor
is knowledge. Learning rate is a function of the current state of
one's knowledge. So the more knowledge one has, the more he can learn.

The bucket theory says that learning happens best while the person is
young, suggesting that the learning rate is based on age, rather than
knowledge.

There are only certain things that people think are learned better by children. One 
of them is languages. Many people believe that people can learn languages the 
best before they are something like 10. They think there is a "developmental 
window" that you need to learn it by, or else it will be harder to learn.

But, there are many things that people don't believe children learn better than 
adults, or that don't believe children can learn *at all*. This is a reason given for 
why children need to be coerced by their parents, and have special laws that 
restrict them from doing certain things, based on their age. They don't believe 
that children can learn whatever it is required to make judgements about the 
things that the parent is coercing the child about. But, again, they don't consider it 
an issue of "learning". They will say it doesn't matter how much knowledge the 
child has -- it is a developmental issue.

On a similar note, I've noticed that a lot of my mistakes in my
explanations had to do with thinking of dynamic things as a function

http://www.sciencedaily.com/releases/2007/08/070803141811.htm


of time [which is not relevant], rather than a function of something
else [the relevant quantities].

Its ok to think of dynamic things as a function of time so that you
can know that there might be a correlation. But then that correlation
should not be used as the relevant idea in an explanation.
Explanations should use ideas that are functions of relevant
quantities not irrelevant quantities like time.

Correlations are never explanations. A lack of a correlation can be used to 
*falsify* a theory. But, a correlation itself cannot be used as part of an 
explanation, or as "evidence" of a theory, or even as a "hint" towards a theory.

Jordan



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Appeal to Authority is Everywhere
Date: July 15, 2012 at 8:02 PM

For example:

http://xkcd.com/

He interprets who is a "troll", and who is obviously without-a-doubt right entirely in 
terms of the authority of their sources.

On the bad side, he lists only sources which are well known to be frequently 
wrong.

But on the good side he lists wikipedia, which is well known to be frequently 
wrong.

And he lists journals and snopes which are both frequently wrong, although this 
isn't as well known. In the case of journals, it is well known enough that anyone 
who cares can easily find out (at least in some fields) -- there have been meta-
studies that take published articles and try to reproduce the results in them, and 
are unable to in most cases.

Snopes cannot be assumed better than those journals I don't think.

Going by authority is completely the wrong way to evaluate claims. And even if 
you wanted to, just having sources that say you're right shouldn't satisfy you if 
you're willing to look into things at all and find out those sources have been wrong 
lots of times.

The "troll" in the second panel is completely right when he says it's sad out 
unquestioning the protagonist is. Arguing purely by authority is an approach that 
avoids questioning and critical thinking.

The comic concludes with the protagonist not only avoiding questioning but also 
listening -- and thinking that he wins by ignoring dissent and disagreement 
without addressing it.

http://xkcd.com/


So, here we have a popular, quirky web comic by an intelligent, nerdy man, and it 
promotes appeal and deference to authority, intolerance and ignoring of dissent, 
disregarding true complaints that you're uncritical and unquestioning. And 
confuses metaphor and literal truth as well (he says he literally wins the argument 
by going down the waterslide but at best only wins metaphorically or in some 
non-literal way. literally the slide is irrelevant. it's only relevant to the meta-context 
in which he regards arguments as a trick to waste his time, and he thinks he's 
winning over that by doing something non-intellectual instead).

As long as this anti-intellectualism is what passes for an intellectualism, and this 
love of authority is what passes for being a quirky semi-outsider who thinks 
outside the box, the world is in some trouble.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] CORRECTION Re: Appeal to Authority is Everywhere
Date: July 15, 2012 at 8:04 PM

On Jul 15, 2012, at 5:02 PM, Elliot Temple wrote:

For example:

http://xkcd.com/

He interprets who is a "troll", and who is obviously without-a-doubt right entirely 
in terms of the authority of their sources.

Oops, that's the current link but here is a permanent one:

http://xkcd.com/1081/

-- Elliot Temple
http://elliottemple.com/

-- 

http://xkcd.com/
http://xkcd.com/1081/
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Development vs learning
Date: July 16, 2012 at 2:39 AM

On Jul 15, 2012, at 7:52 AM, Rami Rustom wrote:

On Jul 10, 2012 12:59 PM, "Jordan Talcot" <jordan.talcot@gmail.com> wrote:
On Jul 9, 2012, at 7:21 AM, David Deutsch wrote:

On 9 Jul 2012, at 3:12pm, Richard Fine wrote:
On 7/9/2012 2:42 PM, Rami Rustom wrote:

Why do people use the term *development* instead of the term *learning*?

It seems that they use the term learning for teacher-directed learning, and
they use the term development for self-directed learning.

So when a baby hasn't yet learned to say his first word as compared to 
most
babies his age, they call that a lack of development.

And when a kid hasn't yet learned his times tables, they call that a lack
of learning. Or maybe thats wrong. I think they call this development too.

So how do they choose when to say development and when to say 
learning?

This looks like a question about definitions. Why are you asking?

Perhaps the term 'development' is sometimes favoured because that sounds 
like an automatic process in which the person concerned isn't an agent. Their 
creativity, preferences, distinctive ideas etc are supposedly not used; rather, 
it's just something that just happens to them.

Similarly, 'teaching' is used to describe something that is supposedly done 
*to*, rather than *by*, a pupil.

However, I don't think that the terminology is, even conventionally, always 
used on that way. People talk about children learning to speak, not being 
taught to speak or 'developing speech'.

I don't think this particular example is right. People often speak of "speech 



development" or "speech and language development", when talking about 
young children learning their first language. If you google either term, you will 
find plenty of sites like this: http://www.asha.org/public/speech/development/.

If you google "learning language", you will mostly find things about learning a 
second language, or a foreign language (e.g., language programs). "Learning 
speech" brings up a lot of things about memorizing a speech. It also brings up 
some things about children learning language, but those seem to mostly be 
about older children in speech therapy, or people learning English as a 
second/foreign language.

So the bucket theory of learning says that during childhood, people
learn "automatically" without themselves being agents in the learning.
And they call this development. And when those people are adults, the
learning isn't automatic, meaning that now they are agents in the
learning.

And they say that the automatic learning happens in phases. Meaning
that all people go through the same phases. And if a phase comes
"late", they call this slow development. So they are thinking of
learning as a thing that happens as a function of time.

Not entirely.

They will worry that if you don't send a kid to school, or hire worse teachers, then 
the kid will learn less, and perhaps not learn some things at all.

Lots of stuff is done by adults to help educational/development happen for kids.

But time is not the relevant factor in learning. The relevant factor
is knowledge. Learning rate is a function of the current state of
one's knowledge. So the more knowledge one has, the more he can learn.

The issue is *the better* the knowledge (in certain relevant ways), not the more. 
Quality not quantity.

The bucket theory says that learning happens best while the person is
young, suggesting that the learning rate is based on age, rather than

http://www.asha.org/public/speech/development/


knowledge.

On a similar note, I've noticed that a lot of my mistakes in my
explanations had to do with thinking of dynamic things as a function
of time [which is not relevant], rather than a function of something
else [the relevant quantities].

Its ok to think of dynamic things as a function of time so that you
can know that there might be a correlation. But then that correlation
should not be used as the relevant idea in an explanation.
Explanations should use ideas that are functions of relevant
quantities not irrelevant quantities like time.

From the perspective of an adult, lots of children learn stuff over time. Even if the 
adult isn't helpful, even if the adult is harmful.

It seems automatic if you don't think of the child as a person who is doing stuff. 
(When my adult friend goes to night school to learn a new professional skill, no 
one thinks that learning is automatic, even though it happens without my doing 
anything. Because I know he has to do stuff to make it happen.)

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Re: [BoI] How does one know whether or not they are 
rationalizing?
Date: July 16, 2012 at 3:36 AM

On Jul 15, 2012, at 10:46 AM, Rami Rustom wrote:

Say somebody has an idea A to do something. And say that idea conflicts
with another idea B that he has. If he acts on idea A, while it is in
conflict with idea B, then he coerces himself. So in an attempt to prevent
the coercion, the person first tries to resolve the conflict before acting
on idea A. If he does this correctly, then the conflict is actually
resolved because idea B is deemed false, thus the conflict problem is
solved. But instead if he does it incorrectly, by rationalizing, then the
conflict problem isn't solved, and the person coerces himself.

How does one know whether they are rationalizing or whether they have
actually solved a conflict problem?

In other words: What is a good standard to decide whether or not a
criticism I've created is a rationalization rather than a good criticism of
an idea I have?

Try to criticize the new idea you've created.

Good ideas stand up to criticism better than bad ones or rationalizations.

This process can also catch other mistakes too.

To catch rationalizations in particular, consider why in this case you suspect there 
may be a rationalization and try to use what you already know to figure out some 
possible criticisms that could expose it.

Is it this? If my criticism contains a good explanation, then it isn't a
rationalization. If my criticism instead contains a bad explanation, then
it *is* a rationalization.

For example, say I want to drink soda but I criticize that idea with the



explanation that soda is bad for me because it causes kidney stones. Wait
this example doesn't work. If I *believe* that soda is bad based on a bad
explanation, but I don't know that the explanation is bad, then we don't
call this a rationalization.

Who cares what is a rationalization or not?

The important thing is to use criticism to detect mistakes of all sorts.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 16, 2012 at 3:41 AM

On Jul 15, 2012, at 3:33 PM, Rami Rustom wrote:

Human mind software is more efficient than classical computer software.

What?

What is "classical computer software"?

What does "more efficient" mean here?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 16, 2012 at 4:06 AM

On 15 Jul 2012, at 23:14, Elliot Temple wrote:

On Jul 15, 2012, at 3:03 PM, Alan Forrester wrote:

On 15 Jul 2012, at 21:53, Elliot Temple wrote:

On Jul 15, 2012, at 1:33 PM, Brett Hall wrote:

On 16/07/2012, at 3:47, "Rami Rustom" <rombomb@gmail.com> wrote:

Say somebody has an idea A to do something. And say that idea conflicts 
with another idea B that he has. If he acts on idea A, while it is in conflict 
with idea B, then he coerces himself.

Sam Harris has something to say about this in his first book. In the end 
notes he references both W. Poundhouse in "Labyrinths of Reason" *and* 
Deutsch in FoR. So...anyways,

Consider this. If your ideas can be represented by propositions, then 
checking for consistency quickly becomes a challenge.

How many ideas, expressed as propositions could one be expected to 
check for consistency? It seems like the answer is pretty low...because if 
you are checking a list for no conflicts then the computational power 
required to do the check rises exponentially with each new proposition 
added to the list;

Only with a naive algorithm that somehow checks each one against each 
other in full, even when they are irrelevant to each other. That's not how 
people do it.

"Even if a computer were as large as the known universe built with 



components only as large as protons and with switching speeds as fast as 
the speed of light, all labouring in parallel from the big bang up until the 
present, you would be struggling to add a 300th proposition to this list."

What?

I can check 300 propositions 150 times each (each against each other). That 
is 45,000 checks.

N*N/2 scales up badly with big N, but 300 is not big. Exponential does matter 
a lot, but not so much at merely 300.

If this computation can't be done 45,000 times with that kind of resources, 
then the implication is even a single check of two propositions would be 
impossible in the resources actually available to humans. (Another possibility 
is he has in mind a complicated checking procedure in which more than two 
things have to be checked at the same time somehow. Like in addition to 
checking A/B, B/C, and A/C, you also have to check A/B/C as a group. 
Details and consequences not provided.)

This doesn't make much sense. It's not that hard to check two propositions 
for consistency unless you want infallibility in which case no amount of 
computation is enough.

The relevant function is presumably the number of combinations of ideas, 
which I should think is roughly factorial, not exponential

http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/comcount.htm

Factorial 300 is about 3x10^600.

So the checking has to involve cutting down the space of possibilities a lot 
before doing any comparisons.

Why is that the relevant function?

What's wrong with pairwise checking?

If P and Q are consistent, and each of them is consistent with W, how could the 
group be inconsistent?

http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/comcount.htm


If you're starting out with a group of idea that haven't been checked against one 
another, then any two ideas could, as far as you know, be inconsistent with one 
another. In that case, the relevant number is the number of ways of picking a pair 
of ideas out of 300.

The actual number for picking r items from a set of n is
n!/r!(n-r)!

So the number is 300!/2!298! = 300*299/2 = 150*299. So I was wrong. You were 
a lot closer to being right.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 16, 2012 at 4:26 AM

On Jul 16, 2012, at 1:06 AM, Alan Forrester wrote:

On 15 Jul 2012, at 23:14, Elliot Temple wrote:

On Jul 15, 2012, at 3:03 PM, Alan Forrester wrote:

On 15 Jul 2012, at 21:53, Elliot Temple wrote:

On Jul 15, 2012, at 1:33 PM, Brett Hall wrote:

On 16/07/2012, at 3:47, "Rami Rustom" <rombomb@gmail.com> wrote:

Say somebody has an idea A to do something. And say that idea conflicts 
with another idea B that he has. If he acts on idea A, while it is in conflict 
with idea B, then he coerces himself.

Sam Harris has something to say about this in his first book. In the end 
notes he references both W. Poundhouse in "Labyrinths of Reason" *and* 
Deutsch in FoR. So...anyways,

Consider this. If your ideas can be represented by propositions, then 
checking for consistency quickly becomes a challenge.

How many ideas, expressed as propositions could one be expected to 
check for consistency? It seems like the answer is pretty low...because if 
you are checking a list for no conflicts then the computational power 
required to do the check rises exponentially with each new proposition 
added to the list;

Only with a naive algorithm that somehow checks each one against each 
other in full, even when they are irrelevant to each other. That's not how 
people do it.



"Even if a computer were as large as the known universe built with 
components only as large as protons and with switching speeds as fast as 
the speed of light, all labouring in parallel from the big bang up until the 
present, you would be struggling to add a 300th proposition to this list."

What?

I can check 300 propositions 150 times each (each against each other). 
That is 45,000 checks.

N*N/2 scales up badly with big N, but 300 is not big. Exponential does 
matter a lot, but not so much at merely 300.

If this computation can't be done 45,000 times with that kind of resources, 
then the implication is even a single check of two propositions would be 
impossible in the resources actually available to humans. (Another 
possibility is he has in mind a complicated checking procedure in which 
more than two things have to be checked at the same time somehow. Like 
in addition to checking A/B, B/C, and A/C, you also have to check A/B/C as 
a group. Details and consequences not provided.)

This doesn't make much sense. It's not that hard to check two propositions 
for consistency unless you want infallibility in which case no amount of 
computation is enough.

The relevant function is presumably the number of combinations of ideas, 
which I should think is roughly factorial, not exponential

http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/comcount.htm

Factorial 300 is about 3x10^600.

So the checking has to involve cutting down the space of possibilities a lot 
before doing any comparisons.

Why is that the relevant function?

What's wrong with pairwise checking?

http://home.ubalt.edu/ntsbarsh/Business-stat/otherapplets/comcount.htm


If P and Q are consistent, and each of them is consistent with W, how could 
the group be inconsistent?

If you're starting out with a group of idea that haven't been checked against one 
another, then any two ideas could, as far as you know, be inconsistent with one 
another. In that case, the relevant number is the number of ways of picking a 
pair of ideas out of 300.

The actual number for picking r items from a set of n is
n!/r!(n-r)!

So the number is 300!/2!298! = 300*299/2 = 150*299. So I was wrong. You were 
a lot closer to being right.

Oh right, I had an off-by-1 error.

The easy way to do it in this case is:

You have 300 things. Each can be paired with 299 others (I put 300 there, but 
you can't pair with yourself, you have to subtract 1 to get the *other* things you 
can pair with). Then divide by 2 removes duplicates (every pair is created twice. 
Like you get 5,8 and 8,5.)

Maybe we should also check each one for self-consistency too.

Regardless, it's O(N^2). Which takes a lot more than N=300 to get huge. 
Meaning: still don't know what Harris was talking about.

Maybe he did want to check all the triples, sets of 4, sets of 5, etc. But I don't get 
why.

I thought of another argument about that.

Consider the ideas A, B, C, D.

Check them for self-consistency.



Check every pair.

And if you think that's not enough for some reason, then also check them as a 
group of 4.

But skip checking them in triples.

If they work in 1s, 2s, and as 4, how could they fail at 3? Whatever sort of 
interactions putting 3 together could cause, putting all 4 together could do it too. 
So no need to check triples.

This means, for N=300, check singles, pairs, and the full group of 300 (only a 
single check) and you should be good, even if for some reason you really did 
need to go past pairs.

But you can skip triples up through groups of 299. Which keeps it at O(N^2).

I really think this should work because if A,B,C objectively has a genuine 
contradiction, nothing you could add can ever change that. So A,B,C,D,E,F,G 
should still have the same contradiction A,B,C had, it can't go away.

But there's another problem: how do you check a triple or group of 300 or 
whatever for contradictions, as a whole? What process is that? What's the 
algorithm like? Presumably the algorithm is not to do pairwise checking, or again 
we're back to only checking the pairs (and singles).

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 16, 2012 at 8:36 AM

 On Jul 16, 2012 2:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 15, 2012, at 3:33 PM, Rami Rustom wrote:

Human mind software is more efficient than classical computer software.

What?

What is "classical computer software"?

non-AI computer software.

What does "more efficient" mean here?

Our error rates are better. Because our ability to analyze stuff is better.

Even with tasks that require a lot of computation, our minds are more
efficient. When we look at a face, we instantly recognize who the person
is. Today's computer software would take a long time to match a face
against its database. Although, computer recognition software doesn't do it
by such a brute force method. The software would make short hand copy of
each real image with very little information, e.g. just a few points and
their positions relative to each other. And then each time a new face is
presented, the software converts that new face image to the short hand
copy, and then compares that short hand copy to those in its database.

That is analogous to how we make general ideas out of specific ideas. And
then when we are presented with new specific ideas, we convert it to the
general, and then compare.



-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 16, 2012 at 2:45 PM

On Jul 16, 2012, at 5:36 AM, Rami Rustom wrote:

On Jul 16, 2012 2:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 15, 2012, at 3:33 PM, Rami Rustom wrote:

Human mind software is more efficient than classical computer software.

What?

What is "classical computer software"?

non-AI computer software.

What does "more efficient" mean here?

Our error rates are better. Because our ability to analyze stuff is better.

The error rates on non-AI software are often really really low. like it can do math 
with way less errors than me.

some programs have mistakes in them (in the design, not execution). those were 
all put there by intelligent humans.

as far as following their instructions and doing what they are supposed to (in the 
sort of literal sense of what their code says, instead of worrying about the 
difference between human intentions and human programming skill), non-AI 
software error rates are extremely low and much much better than human error 



rates.

some humans design programs to be really slow. calling that a high error rate for 
non-AI software as a category, or calling non-AI software inefficient, because 
some of it was designed badly by some humans, doesn't make sense.

Even with tasks that require a lot of computation, our minds are more
efficient. When we look at a face, we instantly recognize who the person
is. Today's computer software would take a long time to match a face
against its database.

False. Face recognition software works well enough to go in consumer products 
like iPhoto and be demoed in real time in Apple keynotes.

Also false because humans do not do anything "instantly" and do not always 
recognize people quickly or at all.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Feynman. Fragile Knowledge
Date: July 17, 2012 at 12:19 AM

Feynman talked about his experience teaching in Brazil and how bad at learning 
people were.

I found some more on the same topic:

Surely You're Joking, p 23-24:

I often liked to play tricks on people when I was at MIT. One time, in mechanical 
drawing class, some joker picked up a French curve (a piece of plastic for 
drawing smooth curves—a curly, funny-looking thing) and said, “I wonder if the 
curves on this thing have some special formula?”

I thought for a moment and said, “Sure they do. The curves are very special 
curves. Lemme show ya,” and I picked up my French curve and began to turn it 
slowly. “The French curve is made so that at the lowest point on each curve, no 
matter how you turn it, the tangent is horizontal.”

All the guys in the class were holding their French curve up at different angles, 
holding their pencil up to it at the lowest point and laying it along, and 
discovering that, sure enough, the tangent is horizontal. They were all excited 
by this “discovery”—even though they had already gone through a certain 
amount of calculus and had already “learned” that the derivative (tangent) of the 
minimum (lowest point) of any curve is zero (horizontal). They didn’t put two and 
two together. They didn’t even know what they “knew.”

I don’t know what’s the matter with people: they don’t learn by understanding; 
they learn by some other way—by rote, or something. Their knowledge is so 
fragile!

I did the same kind of trick four years later at Princeton when I was talking with 
an experienced character, an assistant of Einstein, who was surely working with 
gravity all the time. I gave him a problem: You blast off in a rocket which has a 
clock on board, and there’s a clock on the ground. The idea is that you have to 
be back when the clock on the ground says one hour has passed. Now you 
want it so that when you come back, your clock is as far ahead as possible. 
According to Einstein, if you go very high, your clock will go faster, because the 
higher something is in a gravitational field, the faster its clock goes. But if you try 



to go too high, since you’ve only got an hour, you have to go so fast to get there 
that the speed slows your clock down. So you can’t go too high. The question is, 
exactly what program of speed and height should you make so that you get the 
maximum time on your clock?

This assistant of Einstein worked on it for quite a bit before he realized that the 
answer is the real motion of matter. If you shoot something up in a normal way, 
so that the time it takes the shell to go up and come down is an hour, that’s the 
correct motion. It’s the fundamental principle of Einstein’s gravity—that is, what’s 
called the “proper time” is at a maximum for the actual curve. But when I put it to 
him, about a rocket with a clock, he didn’t recognize it. It was just like the guys 
in mechanical drawing class, but this time it wasn’t dumb freshmen. So this kind 
of fragility is, in fact, fairly common, even with more learned people.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [TCS] Feynman on Bad Parents
Date: July 17, 2012 at 12:25 AM

_Surely You're Joking_ by Feynman:

One time I came home from college for a vacation, and my sister was sort of 
unhappy, almost crying: her Girl Scouts were having a father-daughter banquet, 
but our father was out on the road, selling uniforms. So I said I would take her, 
being the brother (I’m nine years older, so it wasn’t so crazy).

When we got there, I sat among the fathers for a while, but soon became sick of 
them. All these fathers bring their daughters to this nice little banquet, and all 
they talked about was the stock market—they don’t know how to talk to their 
own children, much less their children’s friends.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 17, 2012 at 8:09 AM

On Jul 16, 2012 1:45 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 16, 2012, at 5:36 AM, Rami Rustom wrote:

On Jul 16, 2012 2:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 15, 2012, at 3:33 PM, Rami Rustom wrote:

Human mind software is more efficient than classical computer software.

What?

What is "classical computer software"?

non-AI computer software.

What does "more efficient" mean here?

Our error rates are better. Because our ability to analyze stuff is better.

The error rates on non-AI software are often really really low. like it can do math 
with way less errors than me.

some programs have mistakes in them (in the design, not execution). those 
were all put there by intelligent humans.

as far as following their instructions and doing what they are supposed to (in the 



sort of literal sense of what their code says, instead of worrying about the 
difference between human intentions and human programming skill), non-AI 
software error rates are extremely low and much much better than human error 
rates.

some humans design programs to be really slow. calling that a high error rate 
for non-AI software as a category, or calling non-AI software inefficient, because 
some of it was designed badly by some humans, doesn't make sense.

Non-AI computers can't improve their error rates. Humans can.

Actually some programs do have algorithms that improve their error
rate by numerical methods on data history, but these are specific
contexts and the algorithms are static. The only things that change
are constants. The formulas stay the same.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 17, 2012 at 3:57 PM

On Jul 17, 2012, at 5:09 AM, Rami Rustom wrote:

On Jul 16, 2012 1:45 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 16, 2012, at 5:36 AM, Rami Rustom wrote:

On Jul 16, 2012 2:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 15, 2012, at 3:33 PM, Rami Rustom wrote:

Human mind software is more efficient than classical computer software.

What?

What is "classical computer software"?

non-AI computer software.

What does "more efficient" mean here?

Our error rates are better. Because our ability to analyze stuff is better.

The error rates on non-AI software are often really really low. like it can do 
math with way less errors than me.

some programs have mistakes in them (in the design, not execution). those 
were all put there by intelligent humans.



as far as following their instructions and doing what they are supposed to (in 
the sort of literal sense of what their code says, instead of worrying about the 
difference between human intentions and human programming skill), non-AI 
software error rates are extremely low and much much better than human 
error rates.

some humans design programs to be really slow. calling that a high error rate 
for non-AI software as a category, or calling non-AI software inefficient, 
because some of it was designed badly by some humans, doesn't make 
sense.

Non-AI computers can't improve their error rates. Humans can.

You're blaming software for the errors of its programers, and then blaming 
something that doesn't take action for not taking actions to change the situation. 
That doesn't make sense.

It's a bit like complaining that toy trucks don't improve their car accident rates, 
while human drivers can.

The "error rates" of non-AI software or "computers" is actually routinely improved 
-- Apple and other companies issue software and firmware updates.

It's somewhat unclear there is such thing as an error rate in non-AI software in 
the first place. It always does exactly what it's told to do. Just like toy trucks.

There's no such thing as a "non-AI computer". What software it runs isn't a 
hardware issue.

The error rates on the CPU in a modern computer are extremely, extremely low. 
And non-AI software can be written -- and is --  to deal with those hardware errors 
when they do happen.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Bad meme theory
Date: July 18, 2012 at 4:15 AM

There is an article in the Independent about memes, in which the author writes:

http://www.independent.co.uk/life-style/gadgets-and-tech/features/meme-theory-
do-we-come-up-with-ideas-or-do-they-in-fact-control-us-7939077.html

Upon production, Stetson's hat entered a design journey through the selections 
of a century of cowboys. But it would be wrong to think that the cowboys 
collectively planned the route. They chose their hats for 'whatever reasons' – 
practical considerations, aesthetic judgements, unfathomable yearnings – no 
two selections alike. The hat simply bounced through this environment, its form 
changing subtly for forgotten reasons with each generation. End result: a 
mindless, unplanned ascent to the hat we know today.

This paragraph doesn't make any sense. Either cowboys chose their hats 
according to their values and as a result of those choices, the design of cowboy 
hats changed over time OR cowboy hats were changed mindlessly, i.e. - for no 
reason. However, there can be two reasons for being unable to predict what 
cowboy hats will look like.

(1) The criteria for choosing them having nothing to do with anything other than 
some anti-rational set of cultural biases.

(2) The design choices for cowboy hats were made to improve the hats and 
nobody knows how the hat will turn out because they create new knowledge 
about good hats along the way.

These explanations are not just different: they are nearly the opposite of one 
another, but the author shows absolutely no awareness of the difference.

And what does it say about the author if his arguments push heavily the idea that 
memes undermine the idea of moral agency even when some parts of his article 
don't seem to match this? For example, cowboys choosing between different hat 
designs as a result of practical considerations or aesthetic judgements, so they 
are choosing for reasons.

Alan

http://www.independent.co.uk/life-style/gadgets-and-tech/features/meme-theory-do-we-come-up-with-ideas-or-do-they-in-fact-control-us-7939077.html


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Bad meme theory
Date: July 18, 2012 at 9:07 AM

On Jul 18, 2012 3:15 AM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

There is an article in the Independent about memes, in which the author writes:

http://www.independent.co.uk/life-style/gadgets-and-tech/features/meme-theory-
do-we-come-up-with-ideas-or-do-they-in-fact-control-us-7939077.html

Upon production, Stetson's hat entered a design journey through the 
selections of a century of cowboys. But it would be wrong to think that the 
cowboys collectively planned the route. They chose their hats for 'whatever 
reasons' – practical considerations, aesthetic judgements, unfathomable 
yearnings – no two selections alike. The hat simply bounced through this 
environment, its form changing subtly for forgotten reasons with each 
generation. End result: a mindless, unplanned ascent to the hat we know 
today.

This paragraph doesn't make any sense. Either cowboys chose their hats 
according to their values and as a result of those choices, the design of cowboy 
hats changed over time OR cowboy hats were changed mindlessly, i.e. - for no 
reason. However, there can be two reasons for being unable to predict what 
cowboy hats will look like.

(1) The criteria for choosing them having nothing to do with anything other than 
some anti-rational set of cultural biases.

(2) The design choices for cowboy hats were made to improve the hats and 
nobody knows how the hat will turn out because they create new knowledge 
about good hats along the way.

These explanations are not just different: they are nearly the opposite of one 
another, but the author shows absolutely no awareness of the difference.

And what does it say about the author if his arguments push heavily the idea 
that memes undermine the idea of moral agency even when some parts of his 
article don't seem to match this? For example, cowboys choosing between 

http://www.independent.co.uk/life-style/gadgets-and-tech/features/meme-theory-do-we-come-up-with-ideas-or-do-they-in-fact-control-us-7939077.html


different hat designs as a result of practical considerations or aesthetic 
judgements, so they are choosing for reasons.

The articles says...

"If ideas are just like living things, then they are subject to Darwinian rules – 
inherently selfish entities, doing anything and everything they must to survive 
and propagate. And in this scenario, what are we? Little more than their hosts, 
their habitats?"

What are Darwinian rules? Natural selection is about selective
pressures from the environment onto genes. Well what is a memes
environment? It includes people. And people have the ability to
choose. Therefore we are agents in the environment of memes. Each one
of us is a selective pressure to memes.

So I don't see why he thinks Darwinian rules suggests that memes
aren't affected by choice.

The reality is that *choice* provides memes with a different context than genes.

So Darwinian rules in the context of genes will apply differently than
do Darwinian rules in the context of memes. The difference in context
is that the gene environment doesn't have agents with the ability to
choose while the meme environment does.

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 18, 2012 at 12:49 PM

On Sunday, July 15, 2012 4:53:27 PM UTC-4, Elliot Temple wrote:

On Jul 15, 2012, at 1:33 PM, Brett Hall wrote:

On 16/07/2012, at 3:47, Rami Rustom wrote:

Say somebody has an idea A to do something. And say that idea conflicts
with another idea B that he has. If he acts on idea A, while it is in
conflict with idea B, then he coerces himself.

Sam Harris has something to say about this in his first book. In the end
notes he references both W. Poundhouse in "Labyrinths of Reason" *and*
Deutsch in FoR. So...anyways,

Consider this. If your ideas can be represented by propositions, then
checking for consistency quickly becomes a challenge.

How many ideas, expressed as propositions could one be expected to check
for consistency? It seems like the answer is pretty low...because if you
are checking a list for no conflicts then the computational power required
to do the check rises exponentially with each new proposition added to the
list;

Only with a naive algorithm that somehow checks each one against each
other in full, even when they are irrelevant to each other. That's not how
people do it.

"Even if a computer were as large as the known universe built with
components only as large as protons and with switching speeds as fast as
the speed of light, all labouring in parallel from the big bang up until
the present, you would be struggling to add a 300th proposition to this
list."



What?

I can check 300 propositions 150 times each (each against each other).
That is 45,000 checks.

N*N/2 scales up badly with big N, but 300 is not big. Exponential does
matter a lot, but not so much at merely 300.

If this computation can't be done 45,000 times with that kind of
resources, then the implication is even a single check of two propositions
would be impossible in the resources actually available to humans. (Another
possibility is he has in mind a complicated checking procedure in which
more than two things have to be checked at the same time somehow. Like in
addition to checking A/B, B/C, and A/C, you also have to check A/B/C as a
group. Details and consequences not provided.)

This doesn't make much sense. It's not that hard to check two propositions
for consistency unless you want infallibility in which case no amount of
computation is enough.

Here's the Harris passage in context:
http://books.google.com/books?
id=Lr8ytqlY9NgC&lpg=PP1&pg=PA57#v=onepage

I don't follow Harris's argument either. Checking even a small number of
propositions for consistency can be "difficult": for instance, let
propositions 1-5 be the http://en.wikipedia.org/wiki/Peano_axioms and let
proposition 6 assert the existence of one or
more http://en.wikipedia.org/wiki/Perfect_number#Odd_perfect_numbers.

-- 

http://books.google.com/books?id=Lr8ytqlY9NgC&lpg=PP1&pg=PA57#v=onepage
http://en.wikipedia.org/wiki/Peano_axioms
http://en.wikipedia.org/wiki/Perfect_number#Odd_perfect_numbers


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 18, 2012 at 8:16 PM

On Jul 18, 2012, at 9:49 AM, Josh Jordan wrote:

On Sunday, July 15, 2012 4:53:27 PM UTC-4, Elliot Temple wrote:

On Jul 15, 2012, at 1:33 PM, Brett Hall wrote:

On 16/07/2012, at 3:47, Rami Rustom wrote:

Say somebody has an idea A to do something. And say that idea conflicts
with another idea B that he has. If he acts on idea A, while it is in
conflict with idea B, then he coerces himself.

Sam Harris has something to say about this in his first book. In the end
notes he references both W. Poundhouse in "Labyrinths of Reason" *and*
Deutsch in FoR. So...anyways,

Consider this. If your ideas can be represented by propositions, then
checking for consistency quickly becomes a challenge.

How many ideas, expressed as propositions could one be expected to check
for consistency? It seems like the answer is pretty low...because if you
are checking a list for no conflicts then the computational power required
to do the check rises exponentially with each new proposition added to the
list;

Only with a naive algorithm that somehow checks each one against each
other in full, even when they are irrelevant to each other. That's not how
people do it.

"Even if a computer were as large as the known universe built with
components only as large as protons and with switching speeds as fast as
the speed of light, all labouring in parallel from the big bang up until
the present, you would be struggling to add a 300th proposition to this



list."

What?

I can check 300 propositions 150 times each (each against each other).
That is 45,000 checks.

N*N/2 scales up badly with big N, but 300 is not big. Exponential does
matter a lot, but not so much at merely 300.

If this computation can't be done 45,000 times with that kind of
resources, then the implication is even a single check of two propositions
would be impossible in the resources actually available to humans. (Another
possibility is he has in mind a complicated checking procedure in which
more than two things have to be checked at the same time somehow. Like in
addition to checking A/B, B/C, and A/C, you also have to check A/B/C as a
group. Details and consequences not provided.)

This doesn't make much sense. It's not that hard to check two propositions
for consistency unless you want infallibility in which case no amount of
computation is enough.

Here's the Harris passage in context:
http://books.google.com/books?
id=Lr8ytqlY9NgC&lpg=PP1&pg=PA57#v=onepage

I don't follow Harris's argument either. Checking even a small number of
propositions for consistency can be "difficult": for instance, let
propositions 1-5 be the http://en.wikipedia.org/wiki/Peano_axioms and let
proposition 6 assert the existence of one or
more http://en.wikipedia.org/wiki/Perfect_number#Odd_perfect_numbers.

I agree. Consider the propositions:

Minimum wage laws are a good idea that will make society better off.
Capitalism is a good idea that will make society better off.

http://books.google.com/books?id=Lr8ytqlY9NgC&lpg=PP1&pg=PA57#v=onepage
http://en.wikipedia.org/wiki/Peano_axioms
http://en.wikipedia.org/wiki/Perfect_number#Odd_perfect_numbers


Are these consistent?

It kind of depends why one thinks the first thing. There are reasons one could 
think that which are anti-capitalist, but also one could have done some economic 
model and made a mathematical error. Who knows.

Or what about checking these:

1) socialism
2) inductivism
3) maximizing the number of squirrels

Figuring out if these are consistent is a creative project.

I took Harris to be assuming there was a fast consistency checker. But that 
doesn't rescue it.

the book says you have to check each new proposition against each previous 
one and every combination. i think that makes his math come out right including 
the assumption of a fast consistency checker. but it makes no sense. why do you 
have to check every combination? how do you check any combination above a 
pair besides by doing all the pairs for it?

actually i don't even think his math is right regardless because he says 
"exponentially" but as alan brought up that would be factorial growth. but he's 
right in the vague sense that if you have to check every combination (every triple, 
every set of 4, every set of 5, etc) then you get really big numbers of consistency 
checks with 300 propositions.

i think he's assumed that all consistency checks take the same amount of time, 
whether it's a pair or checking whether something is consistent with some set of 
500 other things. that assumption seems quite unreasonable.

in the text he has no halfway decent reasons or explanations for all these issues. 



but there are endnotes 11 and 12. which it looks like i cannot read in the preview.

harris looks completely incompetent. you shouldn't be publishing nonsense about 
stuff like this when you know much less about it than amateurs (i do not have a 
degree in this stuff, i have made no attempt to study it in depth, but apparently i 
can do it better than harris) but there's a possibility the endnotes will explain. 
anyone want to type them in?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 18, 2012 at 10:04 PM

On 19/07/2012, at 10:16, "Elliot Temple" <curi@curi.us> wrote:

On Jul 18, 2012, at 9:49 AM, Josh Jordan wrote:

On Sunday, July 15, 2012 4:53:27 PM UTC-4, Elliot Temple wrote:

On Jul 15, 2012, at 1:33 PM, Brett Hall wrote:

On 16/07/2012, at 3:47, Rami Rustom wrote:

Say somebody has an idea A to do something. And say that idea conflicts
with another idea B that he has. If he acts on idea A, while it is in
conflict with idea B, then he coerces himself.

Sam Harris has something to say about this in his first book. In the end
notes he references both W. Poundhouse in "Labyrinths of Reason" *and*
Deutsch in FoR. So...anyways,

Consider this. If your ideas can be represented by propositions, then
checking for consistency quickly becomes a challenge.

How many ideas, expressed as propositions could one be expected to 
check

for consistency? It seems like the answer is pretty low...because if you
are checking a list for no conflicts then the computational power required
to do the check rises exponentially with each new proposition added to the
list;

Only with a naive algorithm that somehow checks each one against each
other in full, even when they are irrelevant to each other. That's not how
people do it.



"Even if a computer were as large as the known universe built with
components only as large as protons and with switching speeds as fast as
the speed of light, all labouring in parallel from the big bang up until
the present, you would be struggling to add a 300th proposition to this
list."

What?

I can check 300 propositions 150 times each (each against each other).
That is 45,000 checks.

N*N/2 scales up badly with big N, but 300 is not big. Exponential does
matter a lot, but not so much at merely 300.

If this computation can't be done 45,000 times with that kind of
resources, then the implication is even a single check of two propositions
would be impossible in the resources actually available to humans. (Another
possibility is he has in mind a complicated checking procedure in which
more than two things have to be checked at the same time somehow. Like in
addition to checking A/B, B/C, and A/C, you also have to check A/B/C as a
group. Details and consequences not provided.)

This doesn't make much sense. It's not that hard to check two propositions
for consistency unless you want infallibility in which case no amount of
computation is enough.

Here's the Harris passage in context:
http://books.google.com/books?
id=Lr8ytqlY9NgC&lpg=PP1&pg=PA57#v=onepage

I don't follow Harris's argument either. Checking even a small number of
propositions for consistency can be "difficult": for instance, let
propositions 1-5 be the http://en.wikipedia.org/wiki/Peano_axioms and let
proposition 6 assert the existence of one or
more http://en.wikipedia.org/wiki/Perfect_number#Odd_perfect_numbers.

I agree. Consider the propositions:

http://books.google.com/books?id=Lr8ytqlY9NgC&lpg=PP1&pg=PA57#v=onepage
http://en.wikipedia.org/wiki/Peano_axioms
http://en.wikipedia.org/wiki/Perfect_number#Odd_perfect_numbers


Minimum wage laws are a good idea that will make society better off.
Capitalism is a good idea that will make society better off.

Are these consistent?

It kind of depends why one thinks the first thing. There are reasons one could 
think that which are anti-capitalist, but also one could have done some 
economic model and made a mathematical error. Who knows.

Or what about checking these:

1) socialism
2) inductivism
3) maximizing the number of squirrels

Figuring out if these are consistent is a creative project.

I took Harris to be assuming there was a fast consistency checker. But that 
doesn't rescue it.

the book says you have to check each new proposition against each previous 
one and every combination. i think that makes his math come out right including 
the assumption of a fast consistency checker. but it makes no sense. why do 
you have to check every combination? how do you check any combination 
above a pair besides by doing all the pairs for it?

actually i don't even think his math is right regardless because he says 
"exponentially" but as alan brought up that would be factorial growth. but he's 
right in the vague sense that if you have to check every combination (every 
triple, every set of 4, every set of 5, etc) then you get really big numbers of 
consistency checks with 300 propositions.

i think he's assumed that all consistency checks take the same amount of time, 



whether it's a pair or checking whether something is consistent with some set of 
500 other things. that assumption seems quite unreasonable.

in the text he has no halfway decent reasons or explanations for all these 
issues. but there are endnotes 11 and 12. which it looks like i cannot read in the 
preview.

harris looks completely incompetent. you shouldn't be publishing nonsense 
about stuff like this when you know much less about it than amateurs (i do not 
have a degree in this stuff, i have made no attempt to study it in depth, but 
apparently i can do it better than harris) but there's a possibility the endnotes will 
explain. anyone want to type them in?

I'm just copying and pasting here. He references another author, so no real 
explanation given.  Poundhouse is the author he takes that examples involving 
300 propositions from but i have no access to that author so no way to check it. 
Anyone want to? That would be the real way of figuring out whether there is 
anything to this example that we might be missing, I suppose.

 Have included the next endnote which has some stuff about Deutsch...and in 
some sense equivocates about the central point he was making with respect to 
striving for computational consistency among our beliefs.

Quote:

"12 This example is taken from W. Poundstone, Labyrinths of Reason: Para- dox, 
Puzzles, and the Frailty of Knowledge (New York: Anchor Press, 1988), 183-88.
13 Recently, physical theories have been advanced that predict quantum 
computation across an infinite number of parallel universes (D. Deutsch, The 
Fabric of Reality [New York: Penguin, 1997]) or the possibility that all matter will 
one day be organized as an "omniscient" supercomputer (F. Tipler, The Physics 
of Immortality [New York: Doubleday, 1995]) availing itself of a dilation of space-
time resulting from the gravitational collapse of the universe. I have excluded 
these and other theoretical hierophanies from the present discussion.
Another way of getting at these logical and semantic constraints is to say that our 
beliefs must be systematic.Systematicity is a property that beliefs inherit from 
language, logic, and the world at large. Just as most words derive their sense 
from the existence of other words, every belief requires many others to situate it 



in a person's overall representation of the world. How the loom of cognition first 
begins weaving is still a mys- tery, but there seems little doubt that we come 
hardwired with a variety of proto-linguistic, proto-doxastic (from the Greek doxa, 
"belief") capac- ities that enable us to begin interpreting the tumult of the senses 
as reg- ularities in the environment and in ourselves. We do not learn a language 
by memorizing a list of unrelated phrases, and we do not form a view of the world 
by adopting a string of unconnected beliefs. For a discussion of the systematicity 
of language, see J. A. Fodor and Z. W. Pylyshyn, "Sys- tematicity of Cognitive 
Representation," excerpt from "Connectionism and Cognitive Architecture," in 
Connections and Symbols, ed. S. Pinker and J. Mehler (Cambridge: MIT Press, 
1988). A belief must be knitted together with other beliefs for it to be a belief 
about anything at all. (I have left aside, for the moment, whether there exist 
beliefs that do not rely upon any others to derive their meaning. Whether or not 
such atomic beliefs exist, it is clear that most of our beliefs are not of this sort.)
The systematicity of logic seems guaranteed by the following fact: if a given 
proposition is "true," any proposition (or chain of reasoning) that contradicts it 
must be "false." Such a requirement seems to mirror the disposition of objects in 
the world, and therefore places logical constraints upon our behavior. If a 
statement like "The cookies are in the cupboard" is believed, it will become a 
principle of action—which is to say that when I desire cookies, I will seek them in 
the cupboard. In the face of such a belief, a contradictory claim like "The 
cupboard is bare" will be seen as hostile to my forming a behavioral plan. 
Confident cookie-seeking behavior requires that my beliefs have a certain logical 
relationship.
S. Pinker, The Blank Slate (New York: Viking, 2002), p. 33. There is a point of 
contact between my remarks here and the "mental models" account of reasoning 
developed by P. N. Johnson-Laird and R. M. J. Byrne,Deduction (Hillsdale, N.J.: 
Erlbaum, 1991), chaps. 5-6. I would note, however, that our mental models of 
objects in the world behave as they do because objects do likewise. See L. Rips, 
"Deduction and Cognition," in An Invitation to Cognitive Science: Thinking, ed. E. 
E. Smith and D. N. Osherson (Cambridge: MIT Press, 1995), 297-343, for doubts 
about whether a concept like AND could be learned at all."

End quote.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 18, 2012 at 10:55 PM

On Jul 18, 2012, at 7:04 PM, Brett Hall wrote:

On 19/07/2012, at 10:16, "Elliot Temple" <curi@curi.us> wrote:

On Jul 18, 2012, at 9:49 AM, Josh Jordan wrote:

On Sunday, July 15, 2012 4:53:27 PM UTC-4, Elliot Temple wrote:

On Jul 15, 2012, at 1:33 PM, Brett Hall wrote:

On 16/07/2012, at 3:47, Rami Rustom wrote:

Say somebody has an idea A to do something. And say that idea conflicts
with another idea B that he has. If he acts on idea A, while it is in
conflict with idea B, then he coerces himself.

Sam Harris has something to say about this in his first book. In the end
notes he references both W. Poundhouse in "Labyrinths of Reason" *and*
Deutsch in FoR. So...anyways,

Consider this. If your ideas can be represented by propositions, then
checking for consistency quickly becomes a challenge.

How many ideas, expressed as propositions could one be expected to 
check

for consistency? It seems like the answer is pretty low...because if you
are checking a list for no conflicts then the computational power required
to do the check rises exponentially with each new proposition added to the
list;

Only with a naive algorithm that somehow checks each one against each
other in full, even when they are irrelevant to each other. That's not how
people do it.



"Even if a computer were as large as the known universe built with
components only as large as protons and with switching speeds as fast as
the speed of light, all labouring in parallel from the big bang up until
the present, you would be struggling to add a 300th proposition to this
list."

What?

I can check 300 propositions 150 times each (each against each other).
That is 45,000 checks.

N*N/2 scales up badly with big N, but 300 is not big. Exponential does
matter a lot, but not so much at merely 300.

If this computation can't be done 45,000 times with that kind of
resources, then the implication is even a single check of two propositions
would be impossible in the resources actually available to humans. (Another
possibility is he has in mind a complicated checking procedure in which
more than two things have to be checked at the same time somehow. Like 
in
addition to checking A/B, B/C, and A/C, you also have to check A/B/C as a
group. Details and consequences not provided.)

This doesn't make much sense. It's not that hard to check two propositions
for consistency unless you want infallibility in which case no amount of
computation is enough.

Here's the Harris passage in context:
http://books.google.com/books?
id=Lr8ytqlY9NgC&lpg=PP1&pg=PA57#v=onepage

I don't follow Harris's argument either. Checking even a small number of
propositions for consistency can be "difficult": for instance, let
propositions 1-5 be the http://en.wikipedia.org/wiki/Peano_axioms and let
proposition 6 assert the existence of one or

http://books.google.com/books?id=Lr8ytqlY9NgC&lpg=PP1&pg=PA57#v=onepage
http://en.wikipedia.org/wiki/Peano_axioms


more http://en.wikipedia.org/wiki/Perfect_number#Odd_perfect_numbers.

I agree. Consider the propositions:

Minimum wage laws are a good idea that will make society better off.
Capitalism is a good idea that will make society better off.

Are these consistent?

It kind of depends why one thinks the first thing. There are reasons one could 
think that which are anti-capitalist, but also one could have done some 
economic model and made a mathematical error. Who knows.

Or what about checking these:

1) socialism
2) inductivism
3) maximizing the number of squirrels

Figuring out if these are consistent is a creative project.

I took Harris to be assuming there was a fast consistency checker. But that 
doesn't rescue it.

the book says you have to check each new proposition against each previous 
one and every combination. i think that makes his math come out right 
including the assumption of a fast consistency checker. but it makes no sense. 
why do you have to check every combination? how do you check any 
combination above a pair besides by doing all the pairs for it?

actually i don't even think his math is right regardless because he says 
"exponentially" but as alan brought up that would be factorial growth. but he's 
right in the vague sense that if you have to check every combination (every 
triple, every set of 4, every set of 5, etc) then you get really big numbers of 

http://en.wikipedia.org/wiki/Perfect_number#Odd_perfect_numbers


consistency checks with 300 propositions.

i think he's assumed that all consistency checks take the same amount of time, 
whether it's a pair or checking whether something is consistent with some set 
of 500 other things. that assumption seems quite unreasonable.

in the text he has no halfway decent reasons or explanations for all these 
issues. but there are endnotes 11 and 12. which it looks like i cannot read in 
the preview.

harris looks completely incompetent. you shouldn't be publishing nonsense 
about stuff like this when you know much less about it than amateurs (i do not 
have a degree in this stuff, i have made no attempt to study it in depth, but 
apparently i can do it better than harris) but there's a possibility the endnotes 
will explain. anyone want to type them in?

I'm just copying and pasting here. He references another author, so no real 
explanation given.  Poundhouse is the author he takes that examples involving 
300 propositions from but i have no access to that author so no way to check it. 
Anyone want to? That would be the real way of figuring out whether there is 
anything to this example that we might be missing, I suppose.

Have included the next endnote which has some stuff about Deutsch...and in 
some sense equivocates about the central point he was making with respect to 
striving for computational consistency among our beliefs.

Quote:

"12 This example is taken from W. Poundstone, Labyrinths of Reason: Para- 
dox, Puzzles, and the Frailty of Knowledge (New York: Anchor Press, 1988), 
183-88.

I think the book title tentatively tells us the quality. If there's bad thinking and anti-
BoI motivations in the title, then I don't expect anything better inside.

Also I don't think citing another book is adequate when writing stuff in your book 
that is -- at least without further details about your premises -- false. You can get 



away with hiding some details in end notes but not in other books. If you want to 
talk about an example you should include enough information in your own book 
for it to be true.

13 Recently, physical theories have been advanced that predict quantum 
computation across an infinite number of parallel universes (D. Deutsch, The 
Fabric of Reality [New York: Penguin, 1997]) or the possibility that all matter will 
one day be organized as an "omniscient" supercomputer (F. Tipler, The Physics 
of Immortality [New York: Doubleday, 1995]) availing itself of a dilation of space-
time resulting from the gravitational collapse of the universe. I have excluded 
these and other theoretical hierophanies from the present discussion.

This is a kind of misleading or inaccurate statement about MWI.

It says MWI predicts quantum computation. That sounds like predicting someone 
will strike out at a baseball game -- that it will happen.

What MWI does is *allow* quantum computation. It predicts that *if* we do certain 
things, then it will happen.

Another way of getting at these logical and semantic constraints is to say that 
our beliefs must be systematic.

Even our beliefs about non-systematic things?

People make such broad statements that are so easy to poke holes in.

It's vague enough he could try to explain what he meant so it still works. But that 
just makes things worse -- philosophy shouldn't be so vague you can easily 
rescue it and determine its meaning while clarifying.

Systematicity is a property that beliefs inherit from language, logic, and the 
world at large.

Except that the whole world (as well as all known languages) are not systematic 
everywhere in all ways.

Just as most words derive their sense from the existence of other words,



That's utterly ridiculous.

The word 'cat' "derives" its "sense" from cats, not from other words.

He's forgotten about objective reality.

every belief requires many others to situate it in a person's overall 
representation of the world. How the loom of cognition first begins weaving is 
still a mys- tery, but there seems little doubt that we come hardwired with a 
variety of proto-linguistic, proto-doxastic (from the Greek doxa, "belief")

Popper reads "doxa" as fallible knowledge in some passages, not as "belief".

"Belief" is too ambiguous to be a good translation because it could mean "idea" 
(reasonably close to Popper) or "opinion" (or "arbitrary personal belief" or that 
kind of thing).

The "opinion" sort of meaning is how some scholars have translated doxa.

According to wikipedia, doxa means "common belief" or "popular opinion". Again 
Harris' definition is too ambiguous to know if that's what he means or not.

The wikipedia translation is insulting to some of the philosophers who spoke 
about doxa. If you put that meaning in their work, you get bad philosophy. It's 
calling them bad philosophers. But why do that when there are other translations 
in which they aren't terrible thinkers? And it's not plausible they were just random 
idiots -- their writing wouldn't still exist if it didn't seriously impress some of the 
prominent people at the time. You gotta translate this stuff so it's got some 
reasonable point to it that could have appealed to someone (even if it turns out to 
be false). It's different than modern translations of recent works (which, btw, are 
often very bad; beware trusting any translations of anything).

Related: official translations from japanese to English by professionals are 
routinely significantly worse than free translations by fans. One reason is the fans 
normally understand the context and problem situation of the material much 
better. Lesson: if a translation is by a paid professional, that's worth very very little 
for assuring you of its quality. (The professionals are rarely completely wrong. 
They know something. But they are often wrong by more than enough to distort 
the meaning.)



Anyway, again Harris writes low quality stuff in his book on a topic he doesn't 
know enough about. Here it looks like something of an accident but he should 
stop trying to show off and he'll have less accidents. You don't have to try to 
impress people with fancy words you've never studied, hoping they will assume 
you did study it, when actually all you did was look it up real quick.

And yes he really is trying to impress people. It's a habit for him and he does it all 
over. The term proto-doxastic, even with the ambiguous translation, does not help 
the reader understand the topic better. So why is it there if it's not communicating 
well? There's a well known reason people do this. To impress.

capac- ities that enable us to begin interpreting the tumult of the senses as reg- 
ularities in the environment and in ourselves. We do not learn a language by 
memorizing a list of unrelated phrases, and we do not form a view of the world 
by adopting a string of unconnected beliefs. For a discussion of the 
systematicity of language, see J. A. Fodor and Z. W. Pylyshyn, "Sys- tematicity 
of Cognitive Representation," excerpt from "Connectionism and Cognitive 
Architecture," in Connections and Symbols, ed. S. Pinker and J. Mehler 
(Cambridge: MIT Press, 1988). A belief must be knitted together with other 
beliefs for it to be a belief about anything at all.

This denial of the possibility of approximately autonomous ideas is in direction 
contradiction to DD.

Except it doesn't quite say that. It's too vague to be sure. Maybe it was just 
denying literally 100% autonomous ideas -- which is trivial and not worth 
publishing. Who knows.

Here's DD explaining how ideas are often mostly autonomous:

http://fallibleideas.com/ideas

(I have left aside, for the moment, whether there exist beliefs that do not rely 
upon any others to derive their meaning.

no you haven't. you just said there aren't! in literally the previous paragraph.

"a belief must..." means **all** beliefs. learn English, learn to think!

http://fallibleideas.com/ideas


what an idiot.

Whether or not such atomic beliefs exist, it is clear that most of our beliefs are 
not of this sort.)

appeal to obviousness.

The systematicity of logic seems guaranteed

"seems guaranteed". lol. he loves his certainty words *and* his hedges. so much 
of what he says is vacuous and ambiguous, but then he liters it with infallibility 
too!

by the following fact: if a given proposition is "true," any proposition (or chain of 
reasoning) that contradicts it must be "false."

what does quotes around "true" and "false" mean?

it's bizarre. the plainest interpretation is scare quotes indicating he's unsure about 
objective truth. yet he introed this by calling it a "fact"! it's a bit like before: 
certainty *and* hedges, everywhere.

Such a requirement seems

hedge

to mirror the disposition of objects in the world, and therefore places logical 
constraints

"seems" cannot place logical constraints on anything. you can't have it both ways. 
if you hedge then you have no logical force. either don't hedge or forget the 
constraints. hedges don't impose constraints.

upon our behavior. If a statement like "The cookies are in the cupboard" is 
believed, it will become a principle of action—which is to say that when I desire 
cookies, I will seek them in the cupboard.

this is idiotic.



that's not how humans work.

or how cookies work.

there are lots of cookies in the world in many places.

there's only such thing as "the cookies" in context but he doesn't seem serious 
about this because then he says "when i desire cookies" not "when i desire the 
cookies".

for someone in his position, you might expect him to pay attention to what words 
he writes. but if you expect that, you don't understand his field -- everyone in it is 
incompetent and prestige does not come from competence. at least not 
competence at objective, disinterested scientific or intellectual pursuits. 
competence as public relations and irrationally impressing people do matter. 
where "people" need not be everyone, and does not include anyone smart 
enough to read all the words in a sentence and pay attention to the details. (see 
Alan's post on reading comprehension for more).

In the face of such a belief, a contradictory claim like "The cupboard is bare" will 
be seen as hostile to my forming a behavioral plan.

"hostile"? no. wrong. that's stupid. people may or may not see such a statement 
as hostile, it depends on all sorts of things.

why do i call these mistakes things like "stupid"? because they grossly violate 
common sense. it's so easy to imagine your friend telling you the cupboard is 
bare, and you don't get mad.

and no he didn't mean "hostile" in some kind of abstract or objective sense like 
"contradictory" or something. because he said "seen as hostile" and seeing 
means human decision making.

Confident cookie-seeking behavior requires that my beliefs have a certain 
logical relationship.

also completely stupid. he has no street smarts.

there are confident, illogical people.



everyone with any worldly experience knows this.

i bet even harris knows it.

but when he goes into philosopher mode, he becomes an idiot. he's actual 
dumber as a writer than as a regular person in regular life. his "expertise" makes 
him a *worse thinker* than he would be otherwise.

but i still don't entirely understand why most "philosophers" fail to think of simple 
counter examples to the nonsense they write. i don't think they try to. they only 
consider "hard" ambiguous-complicated examples -- ivory tower examples 
outside the realm of the man on the street. and they ignore common sense so 
much. it's so dumb.

S. Pinker, The Blank Slate (New York: Viking, 2002), p. 33.

if any of the above was supposed to be a quote of pinker, consider my criticisms 
of it to apply to pinker rather than harris. but harris would still be guilty for 
choosing to quote it.

There is a point of contact between my remarks here and the "mental models" 
account of reasoning developed by P. N. Johnson-Laird and R. M. J. 
Byrne,Deduction (Hillsdale, N.J.: Erlbaum, 1991), chaps. 5-6. I would note, 
however, that our mental models of objects in the world behave as they do 
because objects do likewise. See L. Rips, "Deduction and Cognition," in An 
Invitation to Cognitive Science: Thinking, ed. E. E. Smith and D. N. Osherson 
(Cambridge: MIT Press, 1995), 297-343, for doubts about whether a concept 
like AND could be learned at all."

End quote.

so after the "I have excluded these and other theoretical hierophanies from the 
present discussion." he never tries to say why he's ignoring our best explanations 
of reality. he never came back to it to give any reason.

FoR has a theme like: pretend for a second that our best knowledge is true. what 
would that imply?

harris has a different theme: pretend our best knowledge is false for no apparent 



reason. what would our low quality knowledge imply?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Feynman vs Psychiatry
Date: July 19, 2012 at 12:36 AM

From the book "Surely You're Joking, Mr. Feynman!", by Richard Feynman. Italics 
omitted. It's revealing in several ways. Post what you learned!

Uncle Sam Doesn’t Need You!  

After the war the army was scraping the bottom of the barrel to get the guys for 
the occupation forces in Germany. Up until then the army deferred people for 
some reason other than physical first (I was deferred because I was working on 
the bomb), but now they reversed that and gave everybody a physical first.

That summer I was working for Hans Bethe at General Electric in Schenectady, 
New York, and I remember that I had to go some distance—I think it was to 
Albany—to take the physical.

I get to the draft place, and I’m handed a lot of forms to fill out, and then I start 
going around to all these different booths. They check your vision at one, your 
hearing at another, they take your blood sample at another, and so forth.

Anyway, finally you come to booth number thirteen: psychiatrist. There you wait, 
sitting on one of the benches, and while I’m waiting I can see what is happening. 
There are three desks, with a psychiatrist behind each one, and the “culprit” sits 
across from the psychiatrist in his BVDs and answers various questions.

At that time there were a lot of movies about psychiatrists. For example, there 
was Spellbound, in which a woman who used to be a great piano player has her 
hands stuck in some awkward position and she can’t move them, and her family 
calls in a psychiatrist to try to help her, and the psychiatrist goes upstairs into a 
room with her, and you see the door close behind them, and downstairs the 
family is discussing what’s going to happen, and then she comes out of the room, 
hands still stuck in the horrible position, walks dramatically down the stairs over to 
the piano and sits down, lifts her hands over the keyboard, and suddenly—dum 
diddle dum diddle dum, dum, dum–she can play again. Well, I can’t stand this 
kind of baloney, and I had decided that psychiatrists are fakers, and I’ll have 
nothing to do with them. So that was the mood I was in when it was my turn to 



talk to the psychiatrist.

I sit down at the desk, and the psychiatrist starts looking through my papers. 
“Hello, Dick!” he says in a cheerful voice. “Where do you work?”

I’m thinking, “Who does he think he is, calling me by my first name?” and I say 
coldly, “Schenectady.”

“Who do you work for, Dick?” says the psychiatrist, smiling again.

“General Electric.”

“Do you like your work, Dick?” he says, with that same big smile on his face.

“So-so.” I just wasn’t going to have anything to do with him.

Three nice questions, and then the fourth one is completely different. “Do you 
think people talk about you?” he asks, in a low, serious tone.

I light up and say, “Sure! When I go home, my mother often tells me how she was 
telling her friends about me.” He isn’t listening to the explanation; instead, he’s 
writing something down on my paper.

Then again, in a low, serious tone, he says, “Do you think people stare at you?”

I’m all ready to say no, when he says, “For instance, do you think any of the boys 
waiting on the benches are staring at you now?”

While I had been waiting to talk to the psychiatrist, I had noticed there were about 
twelve guys on the benches waiting for the three psychiatrists, and they’ve got 
nothing else to look at, so I divide twelve by three—that makes four each—but I’m 
conservative, so I say, “Yeah, maybe two of them are looking at us.”

He says, “Well just turn around and look”—and he’s not even bothering to look 
himself!

So I turn around, and sure enough, two guys are looking. So I point to them and I 
say, “Yeah—there’s that guy, and that guy over there looking at us.” Of course, 
when I’m turned around and pointing like that, other guys start to look at us, so I 
say, “Now him, and those two over there—and now the whole bunch.” He still 



doesn’t look up to check. He’s busy writing more things on my paper.

Then he says, “Do you ever hear voices in your head?”

“Very rarely,” and I’m about to describe the two occasions on which it happened 
when he says, “Do you talk to yourself?”

“Yeah, sometimes when I’m shaving, or thinking; once in a while.” He’s writing 
down more stuff.

“I see you have a deceased wife—do you talk to her?”

This question really annoyed me, but I contained myself and said, “Sometimes, 
when I go up on a mountain and I’m thinking about her.”

More writing. Then he asks, “Is anyone in your family in a mental institution?”

“Yeah, I have an aunt in an insane asylum.”

“Why do you call it an insane asylum?” he says, resentfully. “Why don’t you call it 
a mental institution?”

“I thought it was the same thing.”

“Just what do you think insanity is?” he says, angrily.

“It’s a strange and peculiar disease in human beings,” I say honestly.

“There’s nothing any more strange or peculiar about it than appendicitis!” he 
retorts.

“I don’t think so. In appendicitis we understand the causes better, and something 
about the mechanism of it, whereas with insanity it’s much more complicated and 
mysterious.” I won’t go through the whole debate; the point is that I meant 
insanity is physiologically peculiar, and he thought I meant it was socially peculiar.

Up until this time, although I had been unfriendly to the psychiatrist, I had 
nevertheless been honest in everything I said. But when he asked me to put out 
my hands, I couldn’t resist pulling a trick a guy in the “bloodsucking line” had told 
me about. I figured nobody was ever going to get a chance to do this, and as long 



as I was halfway under water, I would do it. So I put out my hands with one palm 
up and the other one down.

The psychiatrist doesn’t notice. He says, “Turn them over.”

I turn them over. The one that was up goes down, and the one that was down 
goes up, and he still doesn’t notice, because he’s always looking very closely at 
one hand to see if it is shaking. So the trick had no effect.

Finally, at the end of all these questions, he becomes friendly again. He lights up 
and says, “I see you have a Ph.D., Dick. Where did you study?”

“MIT and Princeton. And where did you study!”

“Yale and London. And what did you study, Dick?”

“Physics. And what did you study?”

“Medicine.”

“And this is medicine?”

“Well, yes. What do you think it is? You go and sit down over there and wait a few 
minutes!”

So I sit on the bench again, and one of the other guys waiting sidles up to me and 
says, “Gee! You were in there twenty-five minutes! The other guys were in there 
only five minutes!”

“Yeah.”

“Hey,” he says. “You wanna know how to fool the psychiatrist? All you have to do 
is pick your nails, like this.”

“Then why don’t you pick your nails like that?”

“Oh,” he says, “I wanna get in the army!”

“You wanna fool the psychiatrist?” I say. “You just tell him that!”



After a while I was called over to a different desk to see another psychiatrist. 
While the first psychiatrist had been rather young and innocent-looking, this one 
was gray-haired and distinguished-looking—obviously the superior psychiatrist. I 
figure all of this is now going to get straightened out, but no matter what happens, 
I’m not going to become friendly.

The new psychiatrist looks at my papers, puts a big smile on his face, and says, 
“Hello, Dick. I see you worked at Los Alamos during the war.”

“Yeah.”

“There used to be a boys’ school there, didn’t there?”

“That’s right.”

“Were there a lot of buildings in the school?”

“Only a few.”

Three questions—same technique—and the next question is completely different. 
“You said you hear voices in your head. Describe that, please.”

“It happens very rarely, when I’ve been paying attention to a person with a foreign 
accent. As I’m falling asleep I can hear his voice very clearly. The first time it 
happened was while I was a student at MIT. I could hear old Professor Vallarta 
say, ‘Dee-a dee-a electric field-a.’ And the other time was in Chicago during the 
war, when Professor Teller was explaining to me how the bomb worked. Since I’m 
interested in all kinds of phenomena, I wondered how I could hear these voices 
with accents so precisely, when I couldn’t imitate them that well … Doesn’t 
everybody have something like that happen once in a while?”

The psychiatrist put his hand over his face, and I could see through his fingers a 
little smile (he wouldn’t answer the question).

Then the psychiatrist checked into something else. “You said that you talk to your 
deceased wife. What do you say to her?”

I got angry. I figure it’s none of his damn business, and I say, “I tell her I love her, 
if it’s all right with you!”



After some more bitter exchanges he says, “Do you believe in the supernormal?”

I say, “I don’t know what the ‘supernormal’ is.”

“What? You, a Ph.D. in physics, don’t know what the supernormal is?”

“That’s right.”

“It’s what Sir Oliver Lodge and his school believe in.”

That’s not much of a clue, but I knew it. “You mean the supernatural.”

“You can call it that if you want.”

“All right, I will.”

“Do you believe in mental telepathy?”

“No. Do you?”

“Well, I’m keeping an open mind.”

“What? You, a psychiatrist, keeping an open mind? Ha!” It went on like this for 
quite a while.

Then at some point near the end he says, “How much do you value life?”

“Sixty-four.”

“Why did you say ‘sixty-four’?”

“How are you supposed to measure the value of life?”

“No! I mean, why did you say ‘sixty-four,’ and not ‘seventy-three,’ for instance?”

“If I had said ‘seventy-three,’ you would have asked me the same question!”

The psychiatrist finished with three friendly questions, just as the other 
psychiatrist had done, handed me my papers, and I went off to the next booth.



While I’m waiting in the line, I look at the paper which has the summary of all the 
tests I’ve taken so far. And just for the hell of it I show my paper to the guy next to 
me, and I ask him in a rather stupid-sounding voice, “Hey! What did you get in 
‘Psychiatric’? Oh! You got an ‘N.’ I got an ‘N’ in everything else, but I got a ‘D’ in 
‘Psychiatric.’ What does that mean?” I knew what it meant: “N” is normal, “D” is 
deficient.

The guy pats me on the shoulder and says, “Buddy, it’s perfectly all right. It 
doesn’t mean anything. Don’t worry about it!” Then he walks way over to the 
other corner of the room, frightened: It’s a lunatic!

I started looking at the papers the psychiatrists had written, and it looked pretty 
serious! The first guy wrote:

Thinks people talk about him.
Thinks people stare at him.
Auditory hypnogogic hallucinations.
Talks to self.
Talks to deceased wife.
Maternal aunt in mental institution.
Very peculiar stare. (I knew what that was—that was when I said, “And this is 
medicine?”)

The second psychiatrist was obviously more important, because his scribble was 
harder to read. His notes said things like “auditory hypnogogic hallucinations 
confirmed.” (“Hypnogogic” means you get them while you’re falling asleep.)

He wrote a lot of other technical-sounding notes, and I looked them over, and 
they looked pretty bad. I figured I’d have to get all of this straightened out with the 
army somehow.

At the end of the whole physical examination there’s an army officer who decides 
whether you’re in or you’re out. For instance, if there’s something the matter with 
your hearing, he has to decide if it’s serious enough to keep you out of the army. 
And because the army was scraping the bottom of the barrel for new recruits, this 
officer wasn’t going to take anything from anybody. He was tough as nails. For 
instance, the fellow ahead of me had two bones sticking out from the back of his 
neck—some kind of displaced vertebra, or something—and this army officer had 
to get up from his desk and feel them—he had to make sure they were real!



I figure this is the place I’ll get this whole misunderstanding straightened out. 
When it’s my turn, I hand my papers to the officer, and I’m ready to explain 
everything, but the officer doesn’t look up. He sees the “D” next to “Psychiatric,” 
immediately reaches for the rejection stamp, doesn’t ask me any questions, 
doesn’t say anything; he just stamps my papers “REJECTED,” and hands me my 
4-F paper, still looking at his desk.

So I went out and got on the bus for Schenectady, and while I was riding on the 
bus I thought about the crazy thing that had happened, and I started to laugh—
out loud—and I said to myself, “My God! If they saw me now, they would be 
sure!”

When I finally got back to Schenectady I went in to see Hans Bethe. He was 
sitting behind his desk, and he said to me in a joking voice, “Well, Dick, did you 
pass?”

I made a long face and shook my head slowly. “No.”

Then he suddenly felt terrible, thinking that they had discovered some serious 
medical problem with me, so he said in a concerned voice, “What’s the matter, 
Dick?”

I touched my finger to my forehead.

He said, “No!”

“Yes!”

He cried, “No-o-o-o-o-o-o!!!” and he laughed so hard that the roof of the General 
Electric Company nearly came off.

I told the story to many other people, and everybody laughed, with a few 
exceptions.

When I got back to New York, my father, mother, and sister called for me at the 
airport, and on the way home in the car I told them all the story. At the end of it 
my mother said, “Well, what should we do, Mel?”

My father said, “Don’t be ridiculous, Lucille. It’s absurd!”



So that was that, but my sister told me later that when we got home and they 
were alone, my father said, “Now, Lucille, you shouldn’t have said anything in 
front of him. Now what should we do?”

By that time my mother had sobered up, and she said, “Don’t be ridiculous, Mel!”

One other person was bothered by the story. It was at a Physical Society meeting 
dinner, and Professor Slater, my old professor at MIT, said, “Hey, Feynman! Tell 
us that story about the draft I heard.”

I told the whole story to all these physicists—I didn’t know any of them except 
Slater—and they were all laughing throughout, but at the end one guy said, “Well, 
maybe the psychiatrist had something in mind.”

I said resolutely, “And what profession are you, sir?” Of course, that was a dumb 
question, because we were all physicists at a professional meeting. But I was 
surprised that a physicist would say something like that.

He said, “Well, uh, I’m really not supposed to be here, but I came as the guest of 
my brother, who’s a physicist. I’m a psychiatrist.” I smoked him right out!

After a while I began to worry. Here’s a guy who’s been deferred all during the 
war because he’s working on the bomb, and the draft board gets letters saying 
he’s important, and now he gets a “D” in “Psychiatric”—it turns out he’s a nut! 
Obviously he isn’t a nut; he’s just trying to make us believe he’s a nut—we’ll get 
him!

The situation didn’t look good to me, so I had to find a way out. After a few days, I 
figured out a solution. I wrote a letter to the draft board that went something like 
this:  

Dear Sirs:

I do not think I should be drafted because I am teaching science students, and it 
is partly in the strength of our future scientists that the national welfare lies. 
Nevertheless, you may decide that I should be deferred because of the result of 
my medical report, namely, that I am psychiatrically unfit. I feel that no weight 
whatsoever should be attached to this report because I consider it to be a gross 
error.



I am calling this error to your attention because I am insane enough not to wish 
to take advantage of it.

Sincerely,
R. P Feynman  

Result: “Deferred. 4F Medical Reasons.”

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 19, 2012 at 5:27 AM

Just a bit of preamble first on enemies and friends. I was having a conversation 
with someone recently about some quote of Einstein's about "imagination is more 
important than knowledge." she was saying that was a silly thing to say because 
knowledge is clearly more important. I said that all knowledge is conjectural and 
so in a sense it's all been imagined and is always remained and that I think 
Einstein was wrong not because one is more important than the other but that 
one is a special case of the other. Plain imagination, not criticised, is just fiction. If 
it is imagined and survives the criticism, we call it knowledge. And progress is 
when we imagine ever more accurate theories. Einstein probably understood this 
but was probably making the point that what most people think of as knowledge is 
something like justified true belief or certainty or whatever and he wanted to 
suggest that making progress and changing ideas leads to better things. In the 
end, as she became somehow more rather than less entrenched in the view that 
nothing could be known unless certain,I asked her "could you be wrong about 
this?" and she said "yes, of course I could". What a relief! I still had a chance!

Anyways...what's that got to do with anything? The person I was debating with 
was an articulate, intelligent girl. But she seemed convinced that knowledge had 
to be justified. And a thing could not be said to be known unless it was certain. I 
thought I explained stuff pretty well about how knowledge can never be known for 
certain. Certainty was impossible. Anyways, we went back and forth but at no 
time did I think she was an idiot. She was a rational person. There was more 
common ground than not and the fact that she misunderstood epistemology in a 
fundamental way did not make her an enemy. In the end, a fundamental 
misunderstanding like hers was common but largely benign.

On the other hand I also had a conversation recently with a Moslem guy. We 
were talking about what morality consisted of. He said it was about purity and 
submission to god. He said also that atheists were dangerous and infact 
dangerous to the point where they actually deserved death. He was friendly and it 
was actually funny (but disturbing) that when pressed he said that yes, actually I 
did deserve death. I was a danger. He admitted that if my country was ruled by 
Sharia Law it wouldn't be right to kill me right away. I would get a chance to 
convert to Islam. But if I refused then I would have to leave. If I refused, then it 
would be right to kill me. Kill me. I said "could you be wrong about this?". He said 
no. He said that there was no way he was wrong, nothing could change his mind 
because the perfect truth is revealed in his book.



He was friendly. But an idiot. An enemy. He wanted me dead AND he refused to 
allow any argument on this. That's my definition of an idiot. Someone who shuts 
down all debate. A deadly idiot is one like him who shuts down all debate about 
who to kill under what circumstances. Onwards...

On 19/07/2012, at 12:55, "Elliot Temple" <curi@curi.us> wrote:

On Jul 18, 2012, at 7:04 PM, Brett Hall wrote:

Sam Harris wrote:

every belief requires many others to situate it in a person's overall 
representation of the world. How the loom of cognition first begins weaving is 
still a mys- tery, but there seems little doubt that we come hardwired with a 
variety of proto-linguistic, proto-doxastic (from the Greek doxa, "belief")

Popper reads "doxa" as fallible knowledge in some passages, not as "belief".

"Belief" is too ambiguous to be a good translation because it could mean "idea" 
(reasonably close to Popper) or "opinion" (or "arbitrary personal belief" or that 
kind of thing).

The "opinion" sort of meaning is how some scholars have translated doxa.

According to wikipedia, doxa means "common belief" or "popular opinion". 
Again Harris' definition is too ambiguous to know if that's what he means or not.

Seems clear to me. He wanted to differentiate between beliefs and "proto" 
beliefs. There is a common term among academic philosophers: doxastic. I didn't 
go to Stanford. Harris did. Maybe it's just common there. He did help the reader 
by defining what he meant. He didn't just leave it at doxastic. He actually put in 
brackets the Greek meaning. If he was trying to impress people, I reckon he 
would have left that out and made people look it up. I don't know.

The wikipedia translation is insulting to some of the philosophers who spoke 
about doxa. If you put that meaning in their work, you get bad philosophy. It's 
calling them bad philosophers. But why do that when there are other 
translations in which they aren't terrible thinkers? And it's not plausible they 



were just random idiots -- their writing wouldn't still exist if it didn't seriously 
impress some of the prominent people at the time. You gotta translate this stuff 
so it's got some reasonable point to it that could have appealed to someone 
(even if it turns out to be false). It's different than modern translations of recent 
works (which, btw, are often very bad; beware trusting any translations of 
anything).

Related: official translations from japanese to English by professionals are 
routinely significantly worse than free translations by fans. One reason is the 
fans normally understand the context and problem situation of the material 
much better. Lesson: if a translation is by a paid professional, that's worth very 
very little for assuring you of its quality. (The professionals are rarely completely 
wrong. They know something. But they are often wrong by more than enough to 
distort the meaning.)

Anyway, again Harris writes low quality stuff in his book on a topic he doesn't 
know enough about. Here it looks like something of an accident but he should 
stop trying to show off and he'll have less accidents. You don't have to try to 
impress people with fancy words you've never studied, hoping they will assume 
you did study it, when actually all you did was look it up real quick.

And yes he really is trying to impress people. It's a habit for him and he does it 
all over.

Can you provide more examples? You return to this theme again and again and I 
find it unconvincing. I find it strangely dismissive of his point and yet at the end I 
also find you equivocate when you seem to take it all back just incase Harris is 
getting this stuff from Pinker. If you want to assert Harris has some strange 
psychological flaw like wanting to impress people, that's a serious charge. You 
should stick to it and not say it over and again only to take it back at the end in a 
small sentence more easily missed than all the times you repeat what an idiot he 
is trying to just impress people. In your opinion.

The term proto-doxastic, even with the ambiguous translation, does not help the 
reader understand the topic better.

Really? I got the impression that he was making a point about beliefs versus stuff 
that we *might* be born with. He admits he doesn't know - no one really does. I 
didn't get the impression he was even endorsing this view whatever. It seems to 



me the whole point of that brief passage was to articulate something about the 
fact there are some things we don't understand about how learning occurs early 
on in development of a baby. Are they born with certain kinds of knowledge? That 
would be "proto-doxastic". I think that some philosophers like Locke believed that 
this view was wrong and that we were born with "tabula rasa" (a blank slate). The 
alternative view in philosophy is proto-doxastic, isn't it? Remember, Harris is a 
professional philosopher with a philosophy degree writing for a general, popular 
audience. I don't say that as an appeal to authority...I'm pointing out that end 
notes are usually for more skeptical people like you and also include stuff like 
jargon for people who might be interested in details about the philosophy that 
Harris does understand. I think it helped to understand the topic better. The topic 
is about belief. The book is the end of faith. It's about beliefs.

So why is it there if it's not communicating well? There's a well known reason 
people do this.

Is it well known? What are your reasons for thinking this?

To impress.

Can you provide some more information on this?

It seems you think that's a bad thing. Why is impressing people bad? I have some 
reasons why I think it's good. Really good. One is, it keeps a person listening and 
paying attention for long enough so that you can actually reach them with an 
argument that will convince them. I have other reasons.

Why is impressing people bad in this case? I don't agree that's what he was 
doing....but if he was...why would it have been bad?

capac- ities that enable us to begin interpreting the tumult of the senses as 
reg- ularities in the environment and in ourselves. We do not learn a language 
by memorizing a list of unrelated phrases, and we do not form a view of the 
world by adopting a string of unconnected beliefs. For a discussion of the 
systematicity of language, see J. A. Fodor and Z. W. Pylyshyn, "Sys- tematicity 
of Cognitive Representation," excerpt from "Connectionism and Cognitive 
Architecture," in Connections and Symbols, ed. S. Pinker and J. Mehler 
(Cambridge: MIT Press, 1988). A belief must be knitted together with other 
beliefs for it to be a belief about anything at all.



This denial of the possibility of approximately autonomous ideas is in direction 
contradiction to DD.

Except it doesn't quite say that. It's too vague to be sure. Maybe it was just 
denying literally 100% autonomous ideas -- which is trivial and not worth 
publishing.

Harris writes books that are interesting because they also contain stuff about 
philosophy broadly. Even stuff he doesn't agree with necessarily or have much 
invested in. Books can contain trivial stuff...and yet still be worth publishing. 
Books can have lots of purposes. Not everyone wants to write a full-on 
philosophical treatise. His book isn't that. It's an attack on Faith which he defines 
as belief without good reasons. Actually he says that faith is the permission that 
religious people give one another to keep on believing things when good reasons 
have failed.

Btw, it's presumptuous of you to say its trivial and not worth publishing. 
Sometimes I think it's you that is in the ivory tower. I know many people who think 
that there are 100% autonomous ideas - if you mean that there are ideas that 
stand independent of all else we know. Like the belief in god. Most of the world 
believes in god. And they won't be moved from it. For whatever reason. Don't you 
recognise that dogma is a problem in the world?

Who knows.

Here's DD explaining how ideas are often mostly autonomous:

http://fallibleideas.com/ideas

(I have left aside, for the moment, whether there exist beliefs that do not rely 
upon any others to derive their meaning.

no you haven't. you just said there aren't! in literally the previous paragraph.

"a belief must..." means **all** beliefs. learn English, learn to think!

what an idiot.

Seems like you don't like him. Bit rough to call him an idiot when he's not here to 

http://fallibleideas.com/ideas


defend himself. Character assassination really. People can make mistakes, or 
require correction without being an idiot. Of course, you probably have your own 
definition of what an idiot *must* be. Anyone who disagrees? Idiot.

I said before what I thought an idiot was...someone who won't be moved no 
matter what the state of the world. A dogmatic person. A person who firewalls 
themselves against thinking.

Harris is an anti-dogma thinker. No an idiot. He's actually your friend...not your 
enemy. You and I are friends though we've never met. Dawkins is your friend. 
Your enemy? Dogma and those who espouse it. Especially those who would kill 
you for what u do. Does your ivory tower make u blind to jihadists? Other 
terrorists? Does it make u blind to Christians in your country who would, if only 
they had just a few more votes, democratically vote away their rights and yours 
and make the USA a theocracy? Harris is helping keep them from blowing you 
and your country up. He's your friend. Not an idiot.

You do have enemies and people who deserve to be called idiot. They're mainly 
religious.

But is Harris just an easy target? I suppose. Most of the dogmatists in the USA 
hate him. Why not you too? I better say that there, right then, I wasn't saying that 
you are a dogmatist. I'm saying that targeting Harris puts you on the same side 
as those who would take away his right, and yours, to say what you want. Or to 
be a public atheist.

Whether or not such atomic beliefs exist, it is clear that most of our beliefs are 
not of this sort.)

appeal to obviousness.

I find this presumptuous. His audience might not think its obvious. So you find it 
obvious. Well done. You're very smart. Are you trying to impress people by saying 
how obvious what other people say is? If you know it, it's obvious. If you 
disagree...they're idiots.



The systematicity of logic seems guaranteed

"seems guaranteed". lol. he loves his certainty words *and* his hedges. so 
much of what he says is vacuous and ambiguous, but then he liters it with 
infallibility too!

by the following fact: if a given proposition is "true," any proposition (or chain of 
reasoning) that contradicts it must be "false."

what does quotes around "true" and "false" mean?

it's bizarre. the plainest interpretation is scare quotes indicating he's unsure 
about objective truth. yet he introed this by calling it a "fact"! it's a bit like before: 
certainty *and* hedges, everywhere.

One of the great things about Harris...what makes him a powerful and convincing 
intellectual is that he manages to finesse the average person who is otherwise 
uninterested in philosophy to learn a bit and even sometimes to agree with him. 
He gets many many people offside...but that's great too. He upsets dogmatists 
*and* relativists. Because he makes sense. Just like Deutsch.

Harris rescues people from lazy relativism and dogmatism, both. Other people 
who are interested in philosophy try to get people to stop being relativists and 
anti-science and anti-reason and anti-rational...and they fail. They fail to convince 
people because they do not meet them where they're at. Harris is not a relativist 
or a dogmatist. He's smart. Smart enough to know that most of his readers will be 
people who believe in wacky stuff and have weird ideas like: truth is just an 
illusion. Or god has revealed in the bible everything we need to know how to live 
a good life. Harris is more affective at convincing these people to change their 
ideas than...say...I don't know...Anne Coulter is. So if you've got a relativist, then 
maybe you use their language to begin with and do stuff like put quotes around 
"true" and "false" and keep them on side so they don't put your book down. By 
the end...they're no longer a relativist. They believe in objective reality. Because 
you hooked them with clever writing.

It's a good tactic. Better than just telling them they're wrong.

That's why impressing people is good. It keeps them onside.



Such a requirement seems

hedge

to mirror the disposition of objects in the world, and therefore places logical 
constraints

"seems" cannot place logical constraints on anything. you can't have it both 
ways. if you hedge then you have no logical force. either don't hedge or forget 
the constraints. hedges don't impose constraints.

upon our behavior. If a statement like "The cookies are in the cupboard" is 
believed, it will become a principle of action—which is to say that when I desire 
cookies, I will seek them in the cupboard.

this is idiotic.

that's not how humans work.

or how cookies work.

there are lots of cookies in the world in many places.

there's only such thing as "the cookies" in context but he doesn't seem serious 
about this because then he says "when i desire cookies" not "when i desire the 
cookies".

I reckon you are splitting hairs here. Really...clutching at straws. I think his point is 
clear. Belief motivates action. He talks about this a lot. He's serious about it. He 
studies where belief is encoded in the brain and how. And I know you'll object to 
that...my only point in raising it is that he does have much invested in knowing 
what beliefs are.

He says stuff like: if you believe the house is on fire, then this belief motivates 
action...like running outside.

I think that's reasonable.



He says that kind of stuff because his point in this book is about religious belief.

If you want to understand why people do crazy stuff like suicide bomb, it's 
because a belief motivates action. They believe they are doing good work and will 
get to heaven. Belief matters.

So he has a point. He is serious. Are you?

for someone in his position,

What position is that? Random philosophy grad who wrote a book in response to 
9/11? Yes, that was his "position" at the time this book was written. He was and 
remains a hero for writing this book then, when that evil was still raw and the best 
that most people in the USA could do was write and talk about how *their* faith 
was the antidote to Muslim faith. What a hero he is. Christian faith is not the 
counter to Muslim faith. Absence of faith is. The end of faith is.

you might expect him to pay attention to what words he writes.

He did. I think you misread him. Or just wrote to quickly or something...maybe 
you didn't pay close enough attention to his point because maybe you didn't read 
the book or understand context.

but if you expect that, you don't understand his field -- everyone

Everyone? Who is everyone? What's his field? Neuroscience? Philosophy? 
philosophy book writing? Isn't that the same field as BoI, really? They're probably 
right by each other in the book shop actually.

I for one don't think end of faith and boi are the same sort of field. But I'm not sure 
what you mean by field here either.

in it is incompetent and prestige does not come from competence. at least not 
competence at objective, disinterested scientific or intellectual pursuits. 
competence as public relations and irrationally impressing people do matter. 
where "people" need not be everyone, and does not include anyone smart 
enough to read all the words in a sentence and pay attention to the details. (see 



Alan's post on reading comprehension for more).

I think you have completely misunderstood Harris, his writings and his 
motivations.

In the face of such a belief, a contradictory claim like "The cupboard is bare" 
will be seen as hostile to my forming a behavioral plan.

"hostile"? no. wrong. that's stupid. people may or may not see such a statement 
as hostile, it depends on all sorts of things.

I think you have just fundamentally misunderstood his entire point because you 
didn't read clearly. I know you are about to give reasons for why you try to put a 
meaning into Harris use of the term "hostile", but you are wrong. You were caught 
up in wanting to say he was an idiot and you seem to want to read things into 
words I certainly would not. The only way to settle it would be to ask the author. 
Further debate on that point...what he meant by "hostile" is pointless therefore. 
But here is my view anyways. His point was all about how beliefs motivate us. If 
you believe that the cupboard is bare then your desire for cookies will go 
unfulfilled. Or...in the way he phrases it "hostile to my forming a behavioural plan." 
Now, actually, being an unashamed fan of Sam Harris (as I am of Deutsch) I 
know what Sam is like when he writes. Like Deutsch, or any writer, he has a 
*style*. He writes *tongue in cheek* sometimes and it *can* be hilarious if you find 
that sort of thing funny. This is actually one of those occasions where he 
deliberately says stuff like "hostile to my forming a behavioural plan" meaning "I 
can't get cookies". It's funny because it's such a convoluted way of saying 
something really really simple. If you watch some of his debates and speeches, 
he does this a lot. Tongue in cheek. His audience and readers love it. And why? 
Because humour and levity stick in people's memories much longer than long 
swathes of dry, dreary stuff. He knows how to get in people's heads. That's good.

Where you see him using words to try and impress people, I see him being 
deliberately high-brow with a sideways wink to his audience as if to say "You 
know I'm not like this. I don't use big words and jargon like a relativist or 
postmodernist gumpf writer". He deliberately writes clearly with small words 
because of his audience of very general readers who are not philosophers.



Now if we were to criticise people for using big words imagine David Deutsch. 
Instrumentalism. Inductivism. Popperian Epistemology. And yet it is *no criticism* 
to say he uses those words. They are necessary.

Why is Harris wrong to *very occasionally* and with *deliberate irony* for 
*humourous purposes* use a phrase like "hostile to a behavioural plan".

It really is funny the more I think about it and I plan to use it in a sentence 
tomorrow.

Brett, can you help me with something?

Not right now. That would be entirely hostile to my behavioural plan for the 
moment.

Sounds ridiculous huh? And *therein* lies the humour. And *that* is Harris. He's 
not trying to impress anyone. He's winking to the fans, if anything.

why do i call these mistakes things like "stupid"? because they grossly violate 
common sense. it's so easy to imagine your friend telling you the cupboard is 
bare, and you don't get mad.

Again...you are not reading carefully. Slow down or something. 'Hostile' here has 
nothing whatever to do with angry. To make that mistake is actually astounding. 
Do you really think....reading again...that Harris means angry when he uses the 
word hostile there?

You need to read carefully. Alan wrote a good post on this a while back. I think 
reading carefully means being able to consider a wider context. Here - the 
passage the end note is about. The book it was in. When it was written and for 
what purpose and perhaps - most importantly here - the tone the author has 
adopted at this point. It's light. Not angry.

and no he didn't mean "hostile" in some kind of abstract or objective sense like 
"contradictory" or something. because he said "seen as hostile" and seeing 
means human decision making.

This is your "out". I don't buy it. Yeah, he did, pretty obviously, mean 



"contradictory or something". Your identifying this as a legitimate objection to your 
analysis does not make it false. You just recognise it. But you have a political 
point to make. You want to argue Harris is an idiot. So even when you can clearly 
see that something is obviously black - you will argue white. It's obviously the 
case that "hostile" here is being used in a sense conveying "contradictory" or 
something similar - but you saw hostile - you *wanted* to read it as "angry" so 
that's the way you pushed the barrow. You're not reading carefully. Or you are 
being deliberately provocative. Either way - unfair. It's almost like saying 
something ridiculous like "Deutsch spends so much time writing about inductivism 
- it's as if he likes the idea." I mean one *could* say that...and we'd all be free to 
roll our eyes at how absurd it would be.

Confident cookie-seeking behavior requires that my beliefs have a certain 
logical relationship.

also completely stupid. he has no street smarts.

That's a strange statement. What does street smarts have to do with it? What are 
they? Do you mean something like surviving as a homeless person in a city? I 
know people say stuff like "street smarts"...I'm not sure they know what they 
mean. Do you?

Do you mean he doesn't understand his readers?

Do you understand Harris' own audience better than he does? Your reasons?

there are confident, illogical people.

There sure are.

everyone with any worldly experience knows this.

Sounds like a sweeping generalisation. Are you saying you have this worldly 
experience? What is it? Stuff you know? Stuff you've experienced? Who 
arbitrates what is, and is not worldly? Is it you by chance? Are there some 
objective criteria?



Is Worldly experience inductivism in disguise?

Can a cat gain worldly experience?

I'm all at sea with this strange introduction of a term. Worldly experience would 
suggest not to use such a term in a critique of someone's philosophy on a list 
such as this.

i bet even harris knows it.

but when he goes into philosopher mode, he becomes an idiot. he's actual 
dumber as a writer than as a regular person in regular life. his "expertise" makes 
him a *worse thinker* than he would be otherwise.

Yeah. This is kind of a tired old point I've seen made on this list again and again. 
In certain circumstances, I totally agree that certain kinds of expertise make 
certain kinds of people worse at thinking. I wouldn't generalise it to Harris. I just 
think that Harris, like Dawkins, is someone you have decided you don't like. So 
you get all ad hominem up in their faces (or behind their back as the case may 
be) and say they're villains and idiots. Because you're so smart. And they're all 
obvious. And so it's their *expertise* that makes them bad thinkers. And so rather 
than criticise ideas, it becomes a criticism *that* they are an expert on something. 
I have no problem with the idea that arguing from authority is bad. We need to 
mistrust experts.

Harris ain't this kind of intellectual. He never says "trust me, I'm a neuroscientist". 
Or "I know about philosophy therefore trust me..." or similar. He always explains 
his position as fully as possible given length constraints of time and pages.

To you, Harris is an idiot. To me - he's a hero. He does great work in standing up 
against people like Islamic fascists. He doesn't take on soft targets so much...like, 
I don't know - intellectuals who would never be violent. He's so brave. He comes 
out and says they're evil (violent religious people). Most people are cowards. 
Even Fox News isn't as hard on Islamic Fascism as Harris is. Even they are 
scared. Even Bill Oreilly thinks Sam Harris is too hard on jihadist islamic fascists 
who want to nuke the USA. America and the world are lucky they have 
Harris...speaking clearly and courageously against religion and just like Dawkins 
having to constantly fight rear guard action even against people who should be 
his allies against irrational, genocidal religion.



In Syria yesterday the bodyguard of the foreign minister blew himself and the 
foreign minister and other government people up. There's a choice in Syria at the 
moment seemingly between a military dictatorship with chemical weapons...and 
Islamic Fascists who might be even worse...and like Iran would probably want to 
get nukes. To destroy Israel. And then the USA. That's our circumstance on this 
planet. That's the enemy of the beginning of infinity for our planet. It's *that* 
against *us*. Harris is one of the bulwarks against that kind of shit.

The enemy of my enemy is my friend, hey? I could understand if Harris was 
saying some evil stuff about wanting to blow up civilisation or whatever...but nit-
picking and misreading stuff just so you can call him an idiot because...he's just 
the latest in the line of intellectuals you hate in order to impress people on the list 
with how you can attack tall poppies...well...there's other people more worthy of 
criticism. Harris is on the side of Popper and Deutsch and other luminaries. How 
about we spend some equal time criticising the pope? Or maybe the head of the 
Anglican church? Or the head of...any church in America that has far more 
followers than Harris and who, if only laws were not standing in their way, would 
make the world a terrible place. Harris argues why they're wrong. That's good. It's 
just bad people criticise him for silly stuff. Stuff like he *seems* to be trying to 
impress people. Lol! Harris has enough celebrity. I doubt he needs to impress 
people. But if he does, who cares? All celebrities do. It's part of their business. 
Ricky Gervais does. Snoop Dogg does. Anne Coulter does. Harris just also 
happens to teach people philosophy and good, clear thinking while he does.

I might also say at this point that the fact BoI was in a prominent place on Harris' 
own website for about 2 months there last year...probably sold more books for 
Deutsch and introduced more people to that work than this list ever has. Big it up 
for Sam Harris turning people on to BoI!!

So he's not an idiot. He's an ally. He's a powerful ally. If your task is to bring the 
world along with you and your world view Harris approach works well. What world 
view?

Well our situation is this: Islamic fascists want to get hold of nuclear weapons. To 
wipe out places like New York. Harris speaks clearly and directly about this 
terrible danger. About how progress might really be retarded because dogmatists 
get the bomb. It meshes with Deutsch. They're on the same side. That you want 
to paint him as an enemy is really wrong. The enemy is dogma. And those who 
promote it.



Yeah - try hard enough and you'll find places where you can parse phrases to 
make it seem like Harris is dumb or fundamentally opposed to good clear thinking 
like in BoI. But that's just the wrong approach to my thinking. Harris *is not* an 
idiot opposed to critical rationalism, or capitalism, or freedom, or individual rights, 
or learning about philosophy. Where you can find sections of *apparent* 
disagreement...it's not worth calling him an idiot over. He's not more an idiot than 
Dawkins is a villain. The Pope is a villain. Pedophiles and those who protect them 
are. The president of Iran is an idiot. And a villain. You make words worthless 
when you use them that way.

But...hey, do what you like. I urge people to read Harris and judge for themselves.

but i still don't entirely understand why most "philosophers" fail to think of simple 
counter examples to the nonsense they write. i don't think they try to. they only 
consider "hard" ambiguous-complicated examples -- ivory tower examples 
outside the realm of the man on the street. and they ignore common sense so 
much. it's so dumb.

The strange irony is that he's reaching "the man on the street" as much as any 
other philosopher going around today. I *wish* great philosophers were on 
popular tv and radio more often. They're not. Harris crops up as much as anyone. 
From Fox, to the Comedy Channel and in between. As much as any other anti-
dogma philosopher. Maybe only Ricky Gervais has more of an impact at the 
moment on anti-dogmatic positions like dangerous anti-civilisation religions. 
So...when you say it's "outside the realm of the man on the street" - what street 
are you on?

Far from being ivory tower, Sam Harris is criticised often *by* the ivory tower for 
being too populist. But apparently someone like him, and Dawkins, just can't win. 
They are good people who cop it from all sides. From other academics - for being 
too low-brow. From the mainstream media - for being too critical of lazy thinking. 
From Fox - for being too high brow. From people like you who come down on 
them like a ton of bricks for any *perceived* deviation one iota from what *should* 
be the phrasing of philosophy. The metamorphic state in which your philosophical 
ideas are crystallised results in good people like Harris and Dawkins being 
labelled a tirade of "idiot" and "villain". And it's not because the *ideas* differ *that 
much* - it's because the phrasing often does. You think others overestimate 
agreement. You underestimate it. The common ground between you, Deutsch, 



Harris, Popper and Dawkins constitutes far more of a solid foundation than you 
*and the rest of the planet* - who are dogmatic, religious people. Increasingly, 
genocidal Islamic fascists.

But Harris is brave enough to keep fighting the good fight against dogma, 
relativism and just plain mean spirited, ad-hominem criticism.

S. Pinker, The Blank Slate (New York: Viking, 2002), p. 33.

if any of the above was supposed to be a quote of pinker, consider my criticisms 
of it to apply to pinker rather than harris.

That seems a slippery cop out given all that you have just said. It's basically you 
saying "he's an idiot. He's an idiot. It's nonsense. He's stupid. He's got no street 
smarts...etc etc" so basically just ad hominem the whole time, insult after insult 
and then, in almost a hidden footnote whispered "btw...if that was a quote of 
someone else, I take it all back against Harris".

Btw...if you didn't mean all of that stuff about Harris...well clearly I take back every 
insinuation I have made about your motivations here also. I was just defending 
Sam Harris, who I think deserves credit and praise for the brave work he does in 
confronting evil on a global scale at the risk of his own life (he has to travel 
constantly with body guards). The odd thing you can pick up in his 300 or so 
pages of writing that you might disagree with doesn't mean you should call him 
an idiot on a public forum. But if you didn't mean to...neither did I mean to 
chastise you for that.

but harris would still be guilty for choosing to quote it.

There is a point of contact between my remarks here and the "mental models" 
account of reasoning developed by P. N. Johnson-Laird and R. M. J. 
Byrne,Deduction (Hillsdale, N.J.: Erlbaum, 1991), chaps. 5-6. I would note, 
however, that our mental models of objects in the world behave as they do 
because objects do likewise. See L. Rips, "Deduction and Cognition," in An 
Invitation to Cognitive Science: Thinking, ed. E. E. Smith and D. N. Osherson 
(Cambridge: MIT Press, 1995), 297-343, for doubts about whether a concept 
like AND could be learned at all."



End quote.

so after the "I have excluded these and other theoretical hierophanies from the 
present discussion." he never tries to say why he's ignoring our best 
explanations of reality. he never came back to it to give any reason.

He's  got other reasons for writing his book, hey?

FoR has a theme like: pretend for a second that our best knowledge is true. 
what would that imply?

harris has a different theme: pretend our best knowledge is false for no apparent 
reason.

What rubbish. As if that is his theme. He spends almost the entire book defending 
objective reality and you accuse him of attacking it.

Why?

Because you haven't read it, probably have no intention of doing so and are 
motivated just to hate on him as much as you can. To impress people. Here. With 
your attack on a famous intellectual. And you have stated you hate intellectuals. 
Like some people hate Asians. Probably because that's what Anne Coulter does 
(goes on about hating intellectuals). And you like Anne Coulter. So you want to 
emulate her. Or something. I don't know. You said before that trying to impress 
people in this way was a well known tactic.

"He's an intellectual" is not a criticism. I know you think it is. But you are one. 
What great irony. I've asked before what you really mean by "intellectual". I didn't 
get an answer. It's just a way to ad-hominem by proxy. If a person has some sort 
of reputation (or not) but is somehow distantly related to a university or ever wrote 
a book on anything, ever - that's a reason to be suspicious.

But I don't see it as a reason for being any more or less suspicious of someone 
that hasn't ever been to university or written a book. I'm scared of jihadists with 
bombs, priests with access to children, bishops with access to 
legislation...dogmatists with weapons. These are the people that worry me. 



Thankfully we have an intellectual like Sam Harris to think clearly about these 
clear and present dangers to civilisation. Thankfully he can weather even 
repeated onslaughts from those who should see him as a friend and ally. He's 
trying to protect their right to continue to do what they think is right without fear of 
theocratic punishment.

God bless Sam Harris. The world would be a better, more compassionate, more 
progressive (in the literal sense), more open, more rational place with more 
people like him.

He's not an idiot. He's actually doing more work for people like you - to be able to 
continue to do your work - than you seem to think or care about. If the religious 
right got their way...people like you would be shut down as free-thinking 
heathens. Atheists would be some of the first to go under a theocracy. Americans 
some of the first to go under the threat of a nuclear powered islamic jihad. Sam 
Harris is one of the heroes of our age preventing that kind of thing. He's helping 
optimism flourish.

Brett.



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: July 19, 2012 at 6:43 AM

On Jul 19, 2012, at 2:27 AM, Brett Hall wrote:

On 19/07/2012, at 12:55, "Elliot Temple" <curi@curi.us> wrote:

On Jul 18, 2012, at 7:04 PM, Brett Hall wrote:

Sam Harris wrote:

capac- ities that enable us to begin interpreting the tumult of the senses as 
reg- ularities in the environment and in ourselves. We do not learn a 
language by memorizing a list of unrelated phrases, and we do not form a 
view of the world by adopting a string of unconnected beliefs. For a 
discussion of the systematicity of language, see J. A. Fodor and Z. W. 
Pylyshyn, "Sys- tematicity of Cognitive Representation," excerpt from 
"Connectionism and Cognitive Architecture," in Connections and Symbols, 
ed. S. Pinker and J. Mehler (Cambridge: MIT Press, 1988). A belief must be 
knitted together with other beliefs for it to be a belief about anything at all.

This denial of the possibility of approximately autonomous ideas is in direction 
contradiction to DD.

Except it doesn't quite say that. It's too vague to be sure. Maybe it was just 
denying literally 100% autonomous ideas -- which is trivial and not worth 
publishing.

Harris writes books that are interesting because they also contain stuff about 
philosophy broadly. Even stuff he doesn't agree with necessarily or have much 
invested in. Books can contain trivial stuff...and yet still be worth publishing. 
Books can have lots of purposes. Not everyone wants to write a full-on 
philosophical treatise. His book isn't that. It's an attack on Faith which he defines 
as belief without good reasons. Actually he says that faith is the permission that 
religious people give one another to keep on believing things when good 
reasons have failed.



Btw, it's presumptuous of you to say its trivial and not worth publishing. 
Sometimes I think it's you that is in the ivory tower. I know many people who 
think that there are 100% autonomous ideas - if you mean that there are ideas 
that stand independent of all else we know. Like the belief in god. Most of the 
world believes in god. And they won't be moved from it. For whatever reason. 
Don't you recognise that dogma is a problem in the world?

Who knows.

Here's DD explaining how ideas are often mostly autonomous:

http://fallibleideas.com/ideas

(I have left aside, for the moment, whether there exist beliefs that do not rely 
upon any others to derive their meaning.

no you haven't. you just said there aren't! in literally the previous paragraph.

"a belief must..." means **all** beliefs. learn English, learn to think!

what an idiot.

Seems like you don't like him. Bit rough to call him an idiot when he's not here to 
defend himself. Character assassination really. People can make mistakes, or 
require correction without being an idiot. Of course, you probably have your own 
definition of what an idiot *must* be. Anyone who disagrees? Idiot.

I said before what I thought an idiot was...someone who won't be moved no 
matter what the state of the world. A dogmatic person. A person who firewalls 
themselves against thinking.

Harris is an anti-dogma thinker. No an idiot. He's actually your friend...not your 
enemy. You and I are friends though we've never met. Dawkins is your friend. 
Your enemy? Dogma and those who espouse it. Especially those who would kill 
you for what u do. Does your ivory tower make u blind to jihadists? Other 
terrorists? Does it make u blind to Christians in your country who would, if only 
they had just a few more votes, democratically vote away their rights and yours 
and make the USA a theocracy? Harris is helping keep them from blowing you 
and your country up. He's your friend. Not an idiot.

http://fallibleideas.com/ideas


You do have enemies and people who deserve to be called idiot. They're mainly 
religious.

But is Harris just an easy target? I suppose. Most of the dogmatists in the USA 
hate him. Why not you too? I better say that there, right then, I wasn't saying 
that you are a dogmatist. I'm saying that targeting Harris puts you on the same 
side as those who would take away his right, and yours, to say what you want. 
Or to be a public atheist.

Whether or not such atomic beliefs exist, it is clear that most of our beliefs are 
not of this sort.)

appeal to obviousness.

I find this presumptuous. His audience might not think its obvious. So you find it 
obvious. Well done. You're very smart. Are you trying to impress people by 
saying how obvious what other people say is? If you know it, it's obvious. If you 
disagree...they're idiots.

"Appeal to obviousness" doesn't mean the statement *was* obvious. It means the 
statement itself asserted that an idea was obvious, without providing any 
argument or explanation. Harris says, "it is clear that most of our beliefs are not of 
this sort ["atomic"]". *Harris* is the one saying that his idea is obvious.

Just above this line, Elliot said that the idea is actually false. So why would he 
now be calling it obvious?

Jordan



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Feynman vs Psychiatry
Date: July 19, 2012 at 3:47 PM

On Jul 18, 2012 11:36 PM, "Elliot Temple" <curi@curi.us> wrote:

From the book "Surely You're Joking, Mr. Feynman!", by Richard Feynman. 
Italics omitted. It's revealing in several ways. Post what you learned!

Uncle Sam Doesn’t Need You!

After the war the army was scraping the bottom of the barrel to get the guys for 
the occupation forces in Germany. Up until then the army deferred people for 
some reason other than physical first (I was deferred because I was working on 
the bomb), but now they reversed that and gave everybody a physical first.

That summer I was working for Hans Bethe at General Electric in Schenectady, 
New York, and I remember that I had to go some distance—I think it was to 
Albany—to take the physical.

I get to the draft place, and I’m handed a lot of forms to fill out, and then I start 
going around to all these different booths. They check your vision at one, your 
hearing at another, they take your blood sample at another, and so forth.

Anyway, finally you come to booth number thirteen: psychiatrist. There you wait, 
sitting on one of the benches, and while I’m waiting I can see what is happening. 
There are three desks, with a psychiatrist behind each one, and the “culprit” sits 
across from the psychiatrist in his BVDs and answers various questions.

At that time there were a lot of movies about psychiatrists. For example, there 
was Spellbound, in which a woman who used to be a great piano player has her 
hands stuck in some awkward position and she can’t move them, and her family 
calls in a psychiatrist to try to help her, and the psychiatrist goes upstairs into a 
room with her, and you see the door close behind them, and downstairs the 
family is discussing what’s going to happen, and then she comes out of the 
room, hands still stuck in the horrible position, walks dramatically down the 
stairs over to the piano and sits down, lifts her hands over the keyboard, and 
suddenly—dum diddle dum diddle dum, dum, dum–she can play again. Well, I 
can’t stand this kind of baloney, and I had decided that psychiatrists are fakers, 



and I’ll have nothing to do with them. So that was the mood I was in when it was 
my turn to talk to the psychiatrist.

I sit down at the desk, and the psychiatrist starts looking through my papers. 
“Hello, Dick!” he says in a cheerful voice. “Where do you work?”

The psychiatrist is building rapport. Its a sales technique.

I’m thinking, “Who does he think he is, calling me by my first name?” and I say 
coldly, “Schenectady.”

He thinks he's building rapport by using your first name.

“Who do you work for, Dick?” says the psychiatrist, smiling again.

Smiling is part of the building rapport thing.

“General Electric.”

“Do you like your work, Dick?” he says, with that same big smile on his face.

Asking personal questions is part of building rapport.

The idea of building rapport assumes that *all* people want this sort
of thing. It assumes that all people want personal relationship
qualities in their non-personal relationships with business people,
sales people, and psychiatrists.

“So-so.” I just wasn’t going to have anything to do with him.

Three nice questions, and then the fourth one is completely different. “Do you 
think people talk about you?” he asks, in a low, serious tone.

I light up and say, “Sure! When I go home, my mother often tells me how she 
was telling her friends about me.” He isn’t listening to the explanation; instead, 
he’s writing something down on my paper.



He's actually asking, "Do you do behaviors that might suggest you are paranoid?"

He's writing "Yes" under that question. That scores a point on the
test. A "No" would score zero points. The "test" is standardized so it
and the test administrator can not change the test to account for
things outside of normal stuff that the test creators thought of. For
example, the test creators didn't think to create questions that could
account for really smart people that can think up explanations for
anything.

Then again, in a low, serious tone, he says, “Do you think people stare at you?”

He's actually asking, "Do you do behaviors that might suggest you are paranoid?"

I’m all ready to say no, when he says, “For instance, do you think any of the 
boys waiting on the benches are staring at you now?”

While I had been waiting to talk to the psychiatrist, I had noticed there were 
about twelve guys on the benches waiting for the three psychiatrists, and 
they’ve got nothing else to look at, so I divide twelve by three—that makes four 
each—but I’m conservative, so I say, “Yeah, maybe two of them are looking at 
us.”

So Feynman is an objectivist!

He says, “Well just turn around and look”—and he’s not even bothering to look 
himself!

They psychiatrist is writing a "Yes" under that question. Again some points.

So the psychiatrist's explanation for the "yes" is that Feynman must
be paranoid. Otherwise Feynman wouldn't have thought to look to see if
others were looking at him. The psychiatrist doesn't realize that
there are an infinite number of possible explanations for any event.
And that Feynman is really smart and very good at creating
explanations for stuff. The real explanation is that Feynman did some



quick statistics and answered objectively. Feynman wasn't thinking
about people looking at him until the psychiatrist asked whether or
not people were looking at him.

Its as if a psychiatrist asked, "Do you think about elephants?"  And I
answer, "Yes [now I am]."  And the psychiatrist declares that I
thought about elephants before the psychiatrist asked about it.

So I turn around, and sure enough, two guys are looking. So I point to them and 
I say, “Yeah—there’s that guy, and that guy over there looking at us.” Of course, 
when I’m turned around and pointing like that, other guys start to look at us, so I 
say, “Now him, and those two over there—and now the whole bunch.” He still 
doesn’t look up to check. He’s busy writing more things on my paper.

Then he says, “Do you ever hear voices in your head?”

“Very rarely,” and I’m about to describe the two occasions on which it happened 
when he says, “Do you talk to yourself?”

“Yeah, sometimes when I’m shaving, or thinking; once in a while.” He’s writing 
down more stuff.

“I see you have a deceased wife—do you talk to her?”

This question really annoyed me, but I contained myself and said, “Sometimes, 
when I go up on a mountain and I’m thinking about her.”

More writing. Then he asks, “Is anyone in your family in a mental institution?”

“Yeah, I have an aunt in an insane asylum.”

“Why do you call it an insane asylum?” he says, resentfully. “Why don’t you call 
it a mental institution?”

“I thought it was the same thing.”

“Just what do you think insanity is?” he says, angrily.

“It’s a strange and peculiar disease in human beings,” I say honestly.



“There’s nothing any more strange or peculiar about it than appendicitis!” he 
retorts.

“I don’t think so. In appendicitis we understand the causes better, and 
something about the mechanism of it, whereas with insanity it’s much more 
complicated and mysterious.” I won’t go through the whole debate; the point is 
that I meant insanity is physiologically peculiar, and he thought I meant it was 
socially peculiar.

Up until this time, although I had been unfriendly to the psychiatrist, I had 
nevertheless been honest in everything I said. But when he asked me to put out 
my hands, I couldn’t resist pulling a trick a guy in the “bloodsucking line” had 
told me about. I figured nobody was ever going to get a chance to do this, and 
as long as I was halfway under water, I would do it. So I put out my hands with 
one palm up and the other one down.

So Feynman is a prankster. I would like to have been his friend.

The psychiatrist doesn’t notice. He says, “Turn them over.”

I turn them over. The one that was up goes down, and the one that was down 
goes up, and he still doesn’t notice, because he’s always looking very closely at 
one hand to see if it is shaking. So the trick had no effect.

Finally, at the end of all these questions, he becomes friendly again. He lights 
up and says, “I see you have a Ph.D., Dick. Where did you study?”

“MIT and Princeton. And where did you study!”

“Yale and London. And what did you study, Dick?”

“Physics. And what did you study?”

“Medicine.”

“And this is medicine?”

“Well, yes. What do you think it is? You go and sit down over there and wait a 



few minutes!”

I don't think the psychiatrist realized that Feynman was questioning
the validity of the psychiatrists questions as part of medicine.

So I sit on the bench again, and one of the other guys waiting sidles up to me 
and says, “Gee! You were in there twenty-five minutes! The other guys were in 
there only five minutes!”

“Yeah.”

“Hey,” he says. “You wanna know how to fool the psychiatrist? All you have to 
do is pick your nails, like this.”

“Then why don’t you pick your nails like that?”

“Oh,” he says, “I wanna get in the army!”

“You wanna fool the psychiatrist?” I say. “You just tell him that!”

After a while I was called over to a different desk to see another psychiatrist. 
While the first psychiatrist had been rather young and innocent-looking, this one 
was gray-haired and distinguished-looking—obviously the superior psychiatrist. I 
figure all of this is now going to get straightened out, but no matter what 
happens, I’m not going to become friendly.

The new psychiatrist looks at my papers, puts a big smile on his face, and says, 
“Hello, Dick. I see you worked at Los Alamos during the war.”

“Yeah.”

“There used to be a boys’ school there, didn’t there?”

“That’s right.”

“Were there a lot of buildings in the school?”

“Only a few.”



Three questions—same technique—and the next question is completely 
different. “You said you hear voices in your head. Describe that, please.”

“It happens very rarely, when I’ve been paying attention to a person with a 
foreign accent. As I’m falling asleep I can hear his voice very clearly. The first 
time it happened was while I was a student at MIT. I could hear old Professor 
Vallarta say, ‘Dee-a dee-a electric field-a.’ And the other time was in Chicago 
during the war, when Professor Teller was explaining to me how the bomb 
worked. Since I’m interested in all kinds of phenomena, I wondered how I could 
hear these voices with accents so precisely, when I couldn’t imitate them that 
well … Doesn’t everybody have something like that happen once in a while?”

I do that a lot. I have full blown conversations with people, in my
mind. Its how I plan out what I will say to people. Then I write it
down.

The psychiatrist put his hand over his face, and I could see through his fingers a 
little smile (he wouldn’t answer the question).

Then the psychiatrist checked into something else. “You said that you talk to 
your deceased wife. What do you say to her?”

I got angry. I figure it’s none of his damn business, and I say, “I tell her I love her, 
if it’s all right with you!”

After some more bitter exchanges he says, “Do you believe in the 
supernormal?”

I say, “I don’t know what the ‘supernormal’ is.”

“What? You, a Ph.D. in physics, don’t know what the supernormal is?”

“That’s right.”

“It’s what Sir Oliver Lodge and his school believe in.”

That’s not much of a clue, but I knew it. “You mean the supernatural.”

“You can call it that if you want.”



“All right, I will.”

“Do you believe in mental telepathy?”

“No. Do you?”

“Well, I’m keeping an open mind.”

“What? You, a psychiatrist, keeping an open mind? Ha!” It went on like this for 
quite a while.

Then at some point near the end he says, “How much do you value life?”

“Sixty-four.”

lol.

“Why did you say ‘sixty-four’?”

“How are you supposed to measure the value of life?”

“No! I mean, why did you say ‘sixty-four,’ and not ‘seventy-three,’ for instance?”

“If I had said ‘seventy-three,’ you would have asked me the same question!”

The psychiatrist finished with three friendly questions, just as the other 
psychiatrist had done, handed me my papers, and I went off to the next booth.

While I’m waiting in the line, I look at the paper which has the summary of all the 
tests I’ve taken so far. And just for the hell of it I show my paper to the guy next 
to me, and I ask him in a rather stupid-sounding voice, “Hey! What did you get in 
‘Psychiatric’? Oh! You got an ‘N.’ I got an ‘N’ in everything else, but I got a ‘D’ in 
‘Psychiatric.’ What does that mean?” I knew what it meant: “N” is normal, “D” is 
deficient.

The guy pats me on the shoulder and says, “Buddy, it’s perfectly all right. It 
doesn’t mean anything. Don’t worry about it!” Then he walks way over to the 
other corner of the room, frightened: It’s a lunatic!



I started looking at the papers the psychiatrists had written, and it looked pretty 
serious! The first guy wrote:

Thinks people talk about him.

Dude! I don't think there is one adult on the planet that has never
been talked about, for example by their mother.

Thinks people stare at him.

OMG! Again I don't think there is one adult on the planet that has
never been stared at.

Auditory hypnogogic hallucinations.

LOL! We all have that. We all think. Who doesn't think about other
people? Who doesn't plan what they will say to other people and how
those people will respond? Those thoughts are "auditory hypnogogic
hallucinations".

Talks to self.

Just thoughts man. Who doesn't think?

Talks to deceased wife.

I bet everyone who has loved their spouse, and then that spouse died,
would think about that spouse. And those thoughts becomes thoughts
about what the dead spouse would say. These thoughts collectively
could be referred to as imaginary conversations. So what?

Maternal aunt in mental institution.
Very peculiar stare. (I knew what that was—that was when I said, “And this is 



medicine?”)

Ah. A non-peculiar stare is better.

The second psychiatrist was obviously more important, because his scribble 
was harder to read. His notes said things like “auditory hypnogogic 
hallucinations confirmed.” (“Hypnogogic” means you get them while you’re 
falling asleep.)

He wrote a lot of other technical-sounding notes, and I looked them over, and 
they looked pretty bad. I figured I’d have to get all of this straightened out with 
the army somehow.

At the end of the whole physical examination there’s an army officer who 
decides whether you’re in or you’re out. For instance, if there’s something the 
matter with your hearing, he has to decide if it’s serious enough to keep you out 
of the army. And because the army was scraping the bottom of the barrel for 
new recruits, this officer wasn’t going to take anything from anybody. He was 
tough as nails. For instance, the fellow ahead of me had two bones sticking out 
from the back of his neck—some kind of displaced vertebra, or something—and 
this army officer had to get up from his desk and feel them—he had to make 
sure they were real!

I figure this is the place I’ll get this whole misunderstanding straightened out. 
When it’s my turn, I hand my papers to the officer, and I’m ready to explain 
everything, but the officer doesn’t look up. He sees the “D” next to “Psychiatric,” 
immediately reaches for the rejection stamp, doesn’t ask me any questions, 
doesn’t say anything; he just stamps my papers “REJECTED,” and hands me 
my 4-F paper, still looking at his desk.

So I went out and got on the bus for Schenectady, and while I was riding on the 
bus I thought about the crazy thing that had happened, and I started to laugh—
out loud—and I said to myself, “My God! If they saw me now, they would be 
sure!”

When I finally got back to Schenectady I went in to see Hans Bethe. He was 
sitting behind his desk, and he said to me in a joking voice, “Well, Dick, did you 
pass?”



I made a long face and shook my head slowly. “No.”

Then he suddenly felt terrible, thinking that they had discovered some serious 
medical problem with me, so he said in a concerned voice, “What’s the matter, 
Dick?”

I touched my finger to my forehead.

He said, “No!”

“Yes!”

He cried, “No-o-o-o-o-o-o!!!” and he laughed so hard that the roof of the General 
Electric Company nearly came off.

I told the story to many other people, and everybody laughed, with a few 
exceptions.

So apparently really smart people are mentally unstable. How do
psychiatrists figure that? Because really smart people are not the
norm. Normal people are considered mentally stable because
psychiatrist know what to expect from them. But since psychiatrist
can't expect how a really smart person will answer questions, they
just assume that anybody who "fails" the "norm" test is mentally
unstable.

When I got back to New York, my father, mother, and sister called for me at the 
airport, and on the way home in the car I told them all the story. At the end of it 
my mother said, “Well, what should we do, Mel?”

My father said, “Don’t be ridiculous, Lucille. It’s absurd!”

So that was that, but my sister told me later that when we got home and they 
were alone, my father said, “Now, Lucille, you shouldn’t have said anything in 
front of him. Now what should we do?”

By that time my mother had sobered up, and she said, “Don’t be ridiculous, 
Mel!”



One other person was bothered by the story. It was at a Physical Society 
meeting dinner, and Professor Slater, my old professor at MIT, said, “Hey, 
Feynman! Tell us that story about the draft I heard.”

I told the whole story to all these physicists—I didn’t know any of them except 
Slater—and they were all laughing throughout, but at the end one guy said, 
“Well, maybe the psychiatrist had something in mind.”

I said resolutely, “And what profession are you, sir?” Of course, that was a dumb 
question, because we were all physicists at a professional meeting. But I was 
surprised that a physicist would say something like that.

He said, “Well, uh, I’m really not supposed to be here, but I came as the guest 
of my brother, who’s a physicist. I’m a psychiatrist.” I smoked him right out!

After a while I began to worry. Here’s a guy who’s been deferred all during the 
war because he’s working on the bomb, and the draft board gets letters saying 
he’s important, and now he gets a “D” in “Psychiatric”—it turns out he’s a nut! 
Obviously he isn’t a nut; he’s just trying to make us believe he’s a nut—we’ll get 
him!

The situation didn’t look good to me, so I had to find a way out. After a few days, 
I figured out a solution. I wrote a letter to the draft board that went something 
like this:

Dear Sirs:

I do not think I should be drafted because I am teaching science students, and 
it is partly in the strength of our future scientists that the national welfare lies. 
Nevertheless, you may decide that I should be deferred because of the result 
of my medical report, namely, that I am psychiatrically unfit. I feel that no 
weight whatsoever should be attached to this report because I consider it to be 
a gross error.

I am calling this error to your attention because I am insane enough not to wish 
to take advantage of it.

I have such trouble with language like that. I'll rephrase by taking
out the negatives:



I am sane enough to wish to take advantage of it. But what does that
mean? I think its sarcasm but I don't see how.

I know that Feynman was concerned that the army would enlist him
regardless of the failed psychiatrist test because they believed that
Feynman faked it. So Feynman wrote the letter to do what? Make the
army believe that he is actually psychiatrically unfit? But how does
his letter do that?

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Feynman vs Psychiatry
Date: July 19, 2012 at 4:30 PM

On Jul 19, 2012, at 12:47 PM, Rami Rustom wrote:

On Jul 18, 2012 11:36 PM, "Elliot Temple" <curi@curi.us> wrote:

From the book "Surely You're Joking, Mr. Feynman!", by Richard Feynman. 
Italics omitted. It's revealing in several ways. Post what you learned!

Dear Sirs:

I do not think I should be drafted because I am teaching science students, 
and it is partly in the strength of our future scientists that the national welfare 
lies. Nevertheless, you may decide that I should be deferred because of the 
result of my medical report, namely, that I am psychiatrically unfit. I feel that 
no weight whatsoever should be attached to this report because I consider it 
to be a gross error.

I am calling this error to your attention because I am insane enough not to 
wish to take advantage of it.

I have such trouble with language like that. I'll rephrase by taking
out the negatives:

I am sane enough to wish to take advantage of it.

no, it doesn't work that way. you can only remove double negatives when they 
both negate the same thing. "the not not black cat" = "the black cat".

one negative is on "sane", one is on "wish to take advantage". it's not a double 
negative.

the sentence means more like this:

I am calling this error to your attention because I do not wish to take advantage 
of it. Maybe that makes me insane, haha.



end sentence

But what does that
mean? I think its sarcasm but I don't see how.

I know that Feynman was concerned that the army would enlist him
regardless of the failed psychiatrist test because they believed that
Feynman faked it. So Feynman wrote the letter to do what? Make the
army believe that he is actually psychiatrically unfit? But how does
his letter do that?

he was worried about getting in trouble. faking the test would constitute illegal 
draft dodging. you can go to jail for that.

http://wiki.answers.com/Q/What_consequences_did_a_Vietnam_Draft_dodger_fa
ce

Approximately 4,000 US draft dodgers were sent to Federal Prison during the 
[Vietnam] war.

end quote

-- Elliot Temple
http://beginningofinfinity.com/

http://wiki.answers.com/Q/What_consequences_did_a_Vietnam_Draft_dodger_face
http://beginningofinfinity.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: [BoI] Batman's shaky logic
Date: July 20, 2012 at 5:02 AM

An amusing - if exaggerated and absurd - example of trying to determine the truth 
by seeking support instead of criticism, from this clip of the 1966 Batman TV 
show:

http://www.youtube.com/watch?v=qN8CvXi9Wj8

- Richard

-- 

http://www.youtube.com/watch?v=qN8CvXi9Wj8


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Arrogance; Learning
Date: July 21, 2012 at 5:14 AM

http://www.youtube.com/watch?v=D_Dr6GzhFQU&feature=plcp

Some good philosophy.

Here's one little tangent:

He manages not to say anything incompatible with Popper. This often starts 
happening when people are really really good at stuff. But is rare when they are 
mediocre.

Another tangent:

It's hard to find good philosophy. And if you just look in some of the obvious 
places, you may never find any. Like you might look up prestigious professors of 
philosophy until you give up. But when people are really good at something, then 
sometimes you can find some good philosophy behind that skill. Kripparian (video 
author) is world class at what he does and has the concrete accomplishments to 
back that up. I think if you evaluate it fairly, he has more elite, world class 
credentials than most TED speakers.

Another:

In some senses, he's quite a regular guy and nothing too special -- and that's a 
very positive fact about the world that you don't need fancy parents, tons of 
money, a Harvard degree, or other really special opportunities to excel. There's 
plenty of opportunities in the world and lots of the hard stuff people do to try to get 
ahead is completely unnecessary. You can just do what you like and succeed.

But in other ways he's very unusual. Millions of other people try some of the 
same activities and are 100 times worse at it and don't improve much. And of the 
few who are good, most of them are much worse at explaining anything about it 
to others.

http://www.youtube.com/watch?v=D_Dr6GzhFQU&feature=plcp


Another:

As Feynman explained and lived by, and Rand detailed, developing a strong 
sense of irresponsibility is really important. Fixing/helping/saving the world isn't 
your problem. Altruists can't stand Kripparian because he's developing all this 
skill and what is it good for? He's not fixing social problems, he's not contributing 
new science, he's not even trading for mutual benefit -- not participating in the 
capitalist market significantly.

Altruism is completely wrong and would destroy him. So is the desire a lot of 
people have to be super important and do Big Things. You gotta live the life you 
want.

Secondarily, they are wrong in how they compare different fields and value 
science above games -- expertise at anything has reach. The higher the skill 
level, the better. Nothing else is very important. Pretty much any field is OK.

Any knowledge with high reach (generality) is good. And by its very nature of 
having high reach, we should expect to find it all over the place, we don't need to 
study a particular field to find it. High reach means it's relevant in many areas, so 
we can pick whatever area we want and it'll be there.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] one more sad story
Date: July 21, 2012 at 10:37 PM

On Apr 28, 2012, at 1:32 AM, Lulie Tanett wrote:

On 28 Apr 2012, at 06:06 AM, Elliot Temple <curi@curi.us> wrote:

Demi Levato went to rehab for not eating normally.

In rehab, they informed her that writing 7 songs in one night, or staying up until 
5am, is not normal. These are her own examples. She was ill and didn't know 
it. She sees her former self as ignorant, and now they've helped her. Now she 
knows to make sure not to do that again.

Uh, what are they comparing to? I think these things are fairly normal for song 
writers, although she seems more efficient at it (writing 7 instead of 1 or 2). I 
thought a lot of creatives say they can't get much done until 3am. Are any of her 
therapists famous song writers? Do they have any idea of what's normal in the 
creative world?

Why would it matter if it is "normal in the creative world"? If something like this 
*were* normal in the creative world, would that mean it is OK for a songwriter to 
be like this, but not for someone in a different kind of profession? Should people's 
behavior be judged by what is common in other people who are in the same 
profession or have the same interests?

Also, FYI, lots of people in the "creative world" are considered mentally ill for 
similar reasons as Demi Levato. There are even theories that "Bipolar Disorder" 
is linked to "creativity".

Jordan



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: Weighing values in order to choose which value to act upon 
TCS <taking-children-seriously@googlegroups.com>
Date: July 22, 2012 at 10:43 AM

On Wed, Jun 20, 2012 at 11:01 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

Reading _Introduction to Objectivist Epistemology_:

The simplest example of this process, which all men practice (with various
degrees of precision and success), may be seen in the realm of material
values—in the (implicit) principles that guide a man’s spending of money. On
any level of income, a man’s money is a limited quantity; in spending it, he
weighs the value of his purchase against the value of every other purchase
open to him for the same amount of money, he weighs it against the hierarchy
of all his other goals, desires and needs, then makes the purchase or not
accordingly. (page 33)

Rand says that we weigh our values in order to choose which value we will
act upon. But that seems to convey a conflict-of-interest worldview.

To illustrate, say a kid wants to go to a picnic in the park with his
friends. His mom doesn't like to be in the sun during the hottest hours of
the day, e.g. 95 degree (F) temperature.

In Rand's view, the mom would *weigh* her values to determine whether or not
she will choose to take her kid to the park. Say the mom values (1) her kids
having fun, (2) spending time [e.g. playing with] her kids, (3) being in a
cool environment. So she *weighs* her values and determines that (1) and (2)
are more important than (3). But (3) contradicts her kid's preference of
going to the park during the hottest hours of the day.

The opposing worldview is one where there are no genuine
conflicts-of-interest. In this view, the mom and kid do some truth-seeking
together to find a common preference. In this specific situation, it might
be best for mom to change her preference of wanting to be in a cool
environment for just a couple of hours for the picnic. She could also lesson
the uncomfortable heat problem by getting a mist fan, wearing clothes that
breathe, or whatever.



So is Rand wrong? Or did I misunderstand her?

The valuing options idea is about considering options in the context
of a problem. The options are proposed solutions. Each option has a
value somewhere from 0 to 1.

That is misleading because the valuation function should consider
*all* of the context, which includes all of the options. So if there
is a conflict between the options, then the valuation function will
give a 0 value to each option. 0 meaning false, meaning that you
shouldn't act on that option. The point is that the valuation function
should only give a 1 or 0, true or false.

A 0 value is given when there is a conflict between two options,
meaning that they are criticisms of each other. At this point you
should do CPF to look for a new option that you don't have a criticism
of. When you find that option, it gets a 1 value and all previous
ideas still have a 0 value. 1 means true, meaning that you should act
on that option, and 0 mean false, meaning that you shouldn't act on
that option. Because if you did act on a 0 value option, then you have
coerced yourself.

-- Rami



From: LP <wedge712@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: [TCS] Re: How does one know whether or not they are rationalizing?
Date: July 23, 2012 at 2:08 PM

Do you want to be coerced?  Is there something about coercing ourselves
that appeals to some people?  Should we coerce ourselves to not coerce
ourselves?
Easy test - are you smiling?  Are you enjoying your decision thouroughly?
I was quite young when I realized the stupidity of so called "self
controll".  Ironically I would be "praised" - sorry, cover sensitive ears,
I live in the real world where people do such things...
I would be praised for my self controll in things such as fasting related
to my religion.  I always laughed inside at this - because I purposely have
no self control.  If I fast because of my religion, I do it because I WANT
to and enjoy doing it.  And I would eat the first chance I got if I changed
my mind.  (Isn't the ability to change our minds so fun!)

On Sunday, July 15, 2012 10:46:48 AM UTC-7, Rami Rustom wrote:

Say somebody has an idea A to do something. And say that idea conflicts
with another idea B that he has. If he acts on idea A, while it is in
conflict with idea B, then he coerces himself. So in an attempt to prevent
the coercion, the person first tries to resolve the conflict before acting
on idea A. If he does this correctly, then the conflict is actually
resolved because idea B is deemed false, thus the conflict problem is
solved. But instead if he does it incorrectly, by rationalizing, then the
conflict problem isn't solved, and the person coerces himself.

How does one know whether they are rationalizing or whether they have
actually solved a conflict problem?

In other words: What is a good standard to decide whether or not a
criticism I've created is a rationalization rather than a good criticism of
an idea I have?

Is it this? If my criticism contains a good explanation, then it isn't a
rationalization. If my criticism instead contains a bad explanation, then
it *is* a rationalization.

For example, say I want to drink soda but I criticize that idea with the



explanation that soda is bad for me because it causes kidney stones. Wait
this example doesn't work. If I *believe* that soda is bad based on a bad
explanation, but I don't know that the explanation is bad, then we don't
call this a rationalization.

So trying again: If my criticism contains a good explanation, then it
isn't a rationalization. If my criticism instead contains a knowingly bad
explanation, then it *is* a rationalization.

What do you think?

Who's got an example of a rationalization?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Subconscious knowledge vs inexplicit knowledge TCS <taking-
children-seriously@googlegroups.com>
Date: July 25, 2012 at 7:59 AM

A while a ago I was interchanging the terms inexplicit and
subconscious in a post and someone criticized that. From that I
learned that I didn't realize that I had done it. I must have equated
them. Anyway I think I've made some progress.

Knowing something explicitly means that I can describe it. Which means
that I'm conscious of it.

If I'm conscious of it, but I can't describe it, then I know it inexplicitly.

If I'm not conscious of it, then I know it subconsciously. Which means
that I know it inexplicitly.

So knowing something explicitly means that I am conscious of that knowledge.

And knowing something subconsciously means that I know it inexplicitly.

And the only other possibility is to know something consciously but
inexplicitly.

With each idea that we learn, the act of learning that idea was a
conscious act. This is true even at birth. The only subconscious
"learning" that we do involves muscle memory, not ideas.

So an idea is learned consciously. Then the person learns that idea
better and automates it by saving it into his subconscious. We call
these ideas habits.

But this doesn't make sense. We are unaware of some of our habits,
right? Or are we "unaware" of our habits only because we rationalize
the heck out of knowing that we are aware of them?

-- Rami



From: Justin Mallone <justinceo@gmail.com>
Subject: Notes on Conjectures and Refutations, Chapter 3 -- Three Views 
Concerning Human Knowledge
Date: July 28, 2012 at 8:29 AM

Chapter 3:

Popper starts his discussion with Galileo, noting that the controversy was that the 
Church was ready to admit that the new Galilean system was simpler and better 
as an instrument for calculations, but rejected it as being an accurate description 
of the world (131-132).

Modern physics has broken with the Galilean tradition though, by embracing 
instrumentalism, by focusing on mathematical instruments and their application, 
thereby hoping to banish philosophy from the zone of stuff they have to deal with. 
Popper traces this problem to 1) difficulties in the interpretation of the Formalism 
of Quantum Theory, and 2) it’s successful applications.

On page 135 Popper tries to describe Bohr’s “principle of complementarity”  but it 
seems pretty badly false.

(Bohr seems to say don’t try to understand or theorize about atomic physics and 
you can maintain internal consistency of the mathematical formalism and that’s 
the most you can ever get. This makes no sense to me. how can you say 
something is consistent when taking it seriously leads to mutually incompatible 
results according to your existing theories? and how does saying "don't think too 
hard about it" help?
Also who cares about the internal consistency of the mathematical formalism? 
Science isn't in the business of generating internally consistent nonsense. it's 
about seeking a true explanation of the world.)

Popper defends a view of science as being not just about practical applications 
but about bold conjectures that liberalize culture by freeing us from prejudices 
and parochialism. He notes that instrumentalism rightly criticized part of the 
Galilean view, which is essentialism. (138)

Popper says that there are three doctrines to essentialism:
1)    scientist aims at finding a true theory or description of world which shall also 
be an explanation of observable facts (Popper says this is true)
2)    scientist can succeed in finally establishing the truth of such theories beyond 
all reasonable doubt (Popper says false – all hypothesis conjecture, no final 



truths)
3)    best theories describe essences or essential natures of things – realities 
behind the appearances (also false).

Instrumentalists say there’s no essences, and no ability to establish final truths 
(both true, says Popper) and so reject 2 and 3. But they also reject 1, thinking 
that since there’s no essences about which to establish final truth, there can be 
no true theory describing the world – only scientifically useful instruments. (139-
140)

But Popper says instrumentalists wrong because they thought no hidden 
essences existed because nothing is hidden. Popper says lots of things are 
hidden and have to be discovered – like rotation of earth etc (141).

Popper than starts critiquing essentialism, not by critiquing the existence (of) 
essences but by critiquing the ultimate explanation doctrine.

(On page 141-142 note 17, Popper seems to say that 1) people criticize his 
argument as involving an implicitly “essentialist” view of Science or Human 
Knowledge and that 2) he counters this in L.ScD (have to read that) but 3) 
another counter might be that manmade things might have “essences” defined by 
their purposes even if natural objects don’t. This seems false btw.)

Popper says that essentialist view of Newtonian theory said gravity and inertia 
inherent properties of matter, and so was obscurantist – prevented fruitful 
questions from being raised about things like “what is gravity?” (142). Also 
Popper notes that even Newton wasn’t completely essentialist about gravity 
(143).

Popper then moves to instrumentalism. He basically says that instrumentalism 
asserts that our explanatory theories describe nothing – they are merely 
instruments which help us deduce why a phenomenon a leads to b. (not sure how 
you could do that without an explanation, but OK). (145)

Popper says that the strongest instrumentalist argument of Berkeley’s was his 
argument that expressions like “force of attraction” are meaningless, since forces 
of attraction can’t be observed – you can only observe movements, not their 
alleged hidden causes. According to Berkeley, this means that Newton’s theory 
cannot have any informative or descriptive content. (146).



Popper notes that this would render lots of “dispositional” words or phrases like 
“breakable” or “capable of conducting electricity) meaningless (as opposed to 
“broken” or “conducting electricity.”) (146).

NOTE: Another thing though, is that it seems like there’s some idea here about 
what counts as “observable”. We’re never directly observing motion – we’re 
experiencing electrical impulses and then coming up with ideas about what those 
mean. So this whole idea that observations of motion are privileged somehow 
over theories about forces of attraction seems bad. In both cases there’s 
interpretative theories involved.

There’s a discussion of an instrumentalist argument on pg 147 I didn’t quite 
follow.

Section 5 of Chapter 3: Criticism of Instrumentalism

Instrumentalism says that scientific theories are nothing more than inference 
rules, like computation rules in the applied sciences. Popper says this is false, 
and there are important differences between computational rules (he cites 
navigation as an example) and scientific theories.

The first difference he starts out discussing is how with scientific theories you test 
them by trying to refute them, and this isn’t so with computational rules or 
instruments (you don’t try to refute instruments, only limit your use to within their 
domain of applicability). 150-151.
Instrumentalism can’t explain scientific progress or the growth of scientific 
knowledge. It is only by searching for refutations that science can hope to 
advance. 152.

Section 6 of chapter 3: Conjectures, Truth, and Reality
(this part was a bit confusing at first)
Popper says that essentialists looked upon our world as mere appearance behind 
which there is a hidden truth (154). But Popper notes that both what essentialists 
consider mere appearance (e.g. the color of something) and the hidden real true 
characteristics (e.g. its geometric shape) are objects of explanatory theories that 
we have, and thus are equally real in a meaningful sense (155).

Now talking about instrumentalism:
Popper then says that theory being uncertain doesn’t mean it can’t describe real 
things. A conjecture may be true, and thus describe some real state of affairs. 



And if it isn’t true, it contradicts some real state of affairs. And the more testable a 
theory, the more specific assertions about reality it makes.

Popper briefly notes that an explanatory-theory based approach to scientific 
prediction accounts for discoveries, but an instrumentalist one can only account 
for the application of theories to what is already known (like predicting the 
weather).

Popper argues that instrumentalism’s denial of the function of abstract words and 
disposition words doesn’t make sense. He says that they e.g. like to denounce 
Newtonian forces like acceleration in favor of just looking at a particular 
acceleration or something, because the latter can be more directly observed. He 
makes an interesting point about this: a particular instance of acceleration is just 
as dispositional as the “forces” instrumentalists want to ignore – “the statement 
that a body’s velocity is accelerated tells us that the body’s velocity in the next 
second from now will exceed its present velocity.” He concludes that all 
universals are dispositional and talks about that idea some.



From: Justin Mallone <justinceo@gmail.com>
Subject: Notes on Conjectures and Refutations, Chapter 4 -- Towards a Rational 
Theory of Tradition
Date: July 31, 2012 at 12:30 AM

Chapter 4:

Popper introduces the idea of tradition and says that Burke is the foremost name 
associated with the anti-rationalist approach to tradition, and says that anti-
traditionalists have never really met the defense of tradition Burke offered. 162.
Popper mentions that certain really important traditions, like the scientific 
tradition, are local, not easily transplanted, and difficult to restore when lost (citing 
the destruction of the tradition in Athenian Greece). 163.

Popper discusses what he calls the “conspiracy theory of society.” He calls it a 
version of theism – a belief that there is a God-like ruler or cabal of rulers and 
groups – sinister pressure groups who control things and make people suffer. He 
says this idea is popular among rationalists. 165.
He says its dumb because such conspiracies rarely pan out, and the reason is 
that things in social life almost never come off exactly as intended. He gives the 
example of someone selling a house – they want to get a good price, but the very 
act of selling the home lowers the price in a small, free market. This sort of 
unintended consequence occurs throughout social life. 166.

Popper says that people who embrace conspiracy theory of society fail to 
understand the task of social sciences, which is to explain the things which 
nobody wants – like war or depression. Instead, conspiracy theorists will think 
that institutions can be understood completely as a result of conscious design. 
167. But the better approach is to look at how both the intended and unintended 
consequences of people’s actions affect society. Similarly, traditions often emerge 
as an unintentional result of people’s actions.

Popper says that the innovation Greek philosophy introduced which gave rise to 
the scientific tradition was the development of a tradition of discussing ideas. 169. 
Moreover, science is differentiated from older myths not by being distinct from 
myths, but by being accompanied by a tradition of critical discussion of the myth. 
170. (note the very Popperian and anti-authoritarian idea here --- science isn’t 
better because it is more validated, more “supported,” more authoritatively 
backed, but because it exists in a tradition of critical discussion and discourse).
Popper also argues that, in a certain sense, science is myth-making just as 
religion is, and what separates the two, and causes the difference in character of 



scientific “myths,” is the critical attitude.

Popper also says that the emergence of systematic observations as a result of 
scientific explanations was key.

Popper emphasizes that “scientific theories are not the results of observation. 
They are, in the main, the products of myth-making and of tests.” 172.

Popper talks about how tradition is more important to the important process of 
science – criticism – than it is to what he calls the less important method of 
accumulation of knowledge. 174.

Popper then talks about his sociological theory of tradition. He says tradition 
serves a role in making our environment predictable, and thus making rational 
planning possible. 175. It brings order to the field of society in a similar way our 
scientific theories help us bring order to the events of nature. 176. Also, just as 
scientific theories can serve as inputs for criticism in the Scientific Method, 
traditions can serve as objects for criticism. Wiping the slate clean like Plato 
wanted to is dangerous – at least with the current traditions, we know where the 
problems are. If we start afresh, it will take a while to know figure out where the 
problems are. Also, you can’t start afresh anyways, since your ideas and plans 
for the future exist in the context of a tradition! 177.

Popper talks about traditions and institutions, and how traditions are needed to 
keep institutions properly functioning. 178-180.

Popper concludes with a discussion of how language has various functions, such 
as what he calls the argumentative or explanatory function – the presentation and 
comparison of arguments in regards to specific problems. He says that a really 
important tradition in regards to this function is the tradition of reason, which 
works against the misuse of language such as pseudo-arguments and 
propaganda. 181. He says that the modern enemies of reason want to destroy 
this tradition by a reversion to more emotive functions of language, such as self-
expression, and cites modern poetry, prose, and philosophy as examples of this.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] choice
Date: August 1, 2012 at 1:25 AM

On Jun 1, 2012, at 12:49 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 01/06/2012, at 9:38 AM, "Elliot Temple" <curi@curi.us> wrote:

you tell someone a criticism of an idea they have.

they may change their mind, or not.

you ask someone to meet you for lunch.

they may decide to go, or not.

these are well known real life scenarios. they are uncontroversial.

in them, something happens.

this thing is called "choice". whatever you call it, it exists, doesn't it?

Yes.

how do you explain what's going on in these scenarios if you deny it exists at 
all? with reductionism? but that would be a philosophical mistake (reductive 
explanations are OK as far as they go, but they do not replace or override 
higher level explanations or prevent emergent properties from existing. nor are 
they, in general, better or good).

We speak rather loosely using words like "I did this" or "they may decide to go, 
or not". But what does *I* and *they* refer to? If it is to a conscious subject then 
no - I and they aren't deciding or doing anything. They're just witnessing. But the 
choice is still real.



Loosely speaking we use those words - as I mentioned in other posts - to refer 
to any combination of:

1) My body.
2) My mind
3) My consciousness.

So when I say to someone "Can you move over?" when their leg is on the couch 
I wish to sit on - I really mean "Can you move your leg?" but we all understand 
the way I'm using the word "you" and to what it refers. I'm speaking loosely.

But when I say "I made the choice" then things get tricky and this is a big part of 
this free-will and choice debate. To what does the word "I" refer? I think it refers 
to much less than you give it credit. I think *I* is largely an illusion. We can come 
to this...

Lots of things lead up to a choice. We perceive things, interpret them ideas 
enter and leave our minds. There are many prior events - prior *causes* of our 
choices.

How is a choice special? A choice occurs in our mind and we are aware of it in a 
way that we are not really aware of other contingent things. So I am not aware 
of all possible options in a given situation - that would require me to be able to 
simulate the multiverse in my head and I can't do that. I can only imagine some 
scenarios. In our mind we can contemplate (I suppose simulate in some sense) 
various possible worlds where if I did this or I did that there would be different 
outcomes.

I believe *I* refers to just unadorned consciousness - the witness of all this. And 
so some of what I say next sticks to that same definition and so sounds strange 
exactly because I am being strict and avoiding identifying *I* with any stream of 
thought. To believe you are identical to your stream of thoughts is a mistake and 
leads to us talking about *I* - ourselves - in incorrect ways. As I say in another 
post - we know that *I* cannot refer to a stream of thoughts because you and I 
both have admitted we can cease to think and yet not cease to be. You use the 
example of a person being in the zone while playing computer games - not 
thinking - but still nonetheless fully conscious. I use the example of meditators 
who strive for that direct experience of being conscious and without thought. In 
both cases thought is gone, but consciousness is not and the person most 
certainly is not. And yet there is still another level - that being that even the 



perception of the self can vanish also. And that can be strange. Consciousness, 
with no thought and with no sense of self. Here is where the seemingly 
contradictory phrase "first person science" comes to earn its keep for there is 
nothing out in the world that we can point to or measure that will allow me to 
communicate with you just what it's like to have this experience, unless you 
have yourself had this experience. That on the table:

When a choice is made in my mind I just witness that thought which leads to 
one path being taken rather than another. I simply witness it. I am a passive 
observer. I am the subject of my experience and one type of special - and 
important - experience I have is of choices being made. The choices occur and 
'I' even feel certain things. Or more precisely - feelings arise. Thoughts arise. 
But I am also not those feelings. I experience those feelings. I experience those 
thoughts. I experience the choices. But I am in ultimate control of none of it. I 
take no credit nor any blame for what I witness going on in my mind from one 
moment to the next anymore than I take credit for what I witness outside of it. I 
simply perceive and interpret.

I can be without thoughts and without choices but I can still *be*. The only way I 
could not exist is if I were not conscious at all.

You don't have to deal with all this stuff to answer the basic questions here. This 
is all so messy but it's creating a mess out of nothing. One of the common 
mistakes of philosophers.

You get accepted to two universities. You can choose which to go to -- or neither. 
And it's up to you, there's no external force deciding for you. Maybe you get 
pressured a bit by your father to go the same place he did. But that doesn't make 
your choice unfree in the relevant sense. It's bad in a way a bit like political 
freedom, but it doesn't affect your free will/choice. Why? You could respond to 
that pressure in different ways and you -- not him -- gets to make that choice. 
Whatever the external circumstances, pressures, etc, are, you can choose how to 
deal with them. Your options might not be very good but you still choose.

Choices have consequences. If you choose not to let the dog out, later you get to 
clean some crap up. Or if you choose not to clean the crap up, you get to choose 
between things like smelling it or getting nose plugs.



None of this is very complicated. People keep over thinking this issue. But free 
will is a really old idea. You shouldn't expect it to be super sophisticated or have 
anything to do with modern neuroscience. It's a pretty simple idea and it's also 
pretty blatantly correct as far as it goes.

If you want to discuss more advanced stuff, it's helpful to learn what's already 
known, including the simple stuff, instead of trying to reinvent the wheel.

Making choices is not like being a passive observer. I can choose whether to let 
the dog out. I don't just observe some choice, I make that choice. Any theory 
which can't deal with this extremely well known aspect of daily life is wrong and is 
something of an ivory tower theory that ignores the world we live in.

And whatever you do, don't start adding words into the conversation that no one 
knows what they mean. That only confuses everyone with no benefits. Concepts 
need to come before words -- if there is some concept you want to refer to then 
you can name it -- but just tossing in words because you heard someone else use 
them isn't good thinking.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Erin <erinfalk@aol.com>
Subject: [BoI] Objective morality
Date: August 1, 2012 at 4:35 PM

I am having an ongoing discussion with someone regarding moral relativism.  I 
am trying to deepen my understanding of morality.

First, what is the source of objective moral truths?  In math or physics, objective 
reality exists independent of us.  So there are truths in these areas that exist just 
because that's the nature of reality.  (is this right?)

So in the area of morality, do truths exist also just because that is the nature of 
reality?  

Would a different universe have the same moral truths?  

Is the existence of morality dependent on the existence of humans?  

Does morality evolve?  Or is it just that our *knowledge* of it grows as we seek 
moral truths?

Thanks,

Erin Minter



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Objective morality
Date: August 1, 2012 at 4:52 PM

On 1 Aug 2012, at 21:35, Erin <erinfalk@aol.com> wrote:

I am having an ongoing discussion with someone regarding moral relativism.  I 
am trying to deepen my understanding of morality.

First, what is the source of objective moral truths?  In math or physics, objective 
reality exists independent of us.  So there are truths in these areas that exist just 
because that's the nature of reality.  (is this right?)

Reality is objective and the laws of physics and the laws of mathematics are 
explanations about that objective reality. Objective reality has rules that won't 
change just because we want them to, e.g. - you can't travel faster than the 
speed of light. However, we can improve the world by learning about those rules 
and using them to make better stuff. The "independent of us" thing is a bit 
misleading. We are part of objective reality and to understand how the world 
works properly you have to take people into account.

So in the area of morality, do truths exist also just because that is the nature of 
reality?

Morality is about how to make better decisions, so objective moral truths exist 
because some ways of making decisions are objectively better than others. For 
example, if you are interested in discovering good factual explanations then you 
may figure out that you can't predict the weather by looking at chicken entrails. 
So being interested in good factual explanations is better than not being 
interested in good factual explanations.

Would a different universe have the same moral truths?

Is the existence of morality dependent on the existence of humans?

Morality is about how to make decisions. If there were no things that make 
decisions, then there would be no morality.

Does morality evolve?  Or is it just that our *knowledge* of it grows as we seek 
moral truths?



Morality does not evolve. Our knowledge of morality evolves. Also you should act 
differently in some respects toward good people than you would toward bad 
people, so if people improve morally then how you should behave toward them 
will change because the context is different.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Objective morality
Date: August 1, 2012 at 9:19 PM

On Aug 1, 2012, at 1:35 PM, Erin <erinfalk@aol.com> wrote:

I am having an ongoing discussion with someone regarding moral relativism.  I 
am trying to deepen my understanding of morality.

First, what is the source of objective moral truths?

Reality. In reality, some ways of life are effective, others ineffective, some good, 
some bad, some accomplish what they intend to, some don't, and so on.

In math or physics, objective reality exists independent of us. So there are truths 
in these areas that exist just because that's the nature of reality.  (is this right?)

Objective morality actually comes first and is the simpler concept than objective 
physical reality. There is no way to know about objective physical reality if you 
don't follow certain rules about how to think, instead of thinking in an arbitrary 
manner. You have to already be living somewhat morally in order to discover any 
physics or math.

So, one way to think of one objective moral truth is: the stuff you have to know in 
order to be able to learn any other objective truth, instead of just fooling yourself, 
making mistakes, making up false stories, etc

So in the area of morality, do truths exist also just because that is the nature of 
reality?

Yes.

Would a different universe have the same moral truths?

Unknown.

If the laws of motion were a little different, so you had to mine coal differently, 
then that'd make the moral way to be a coal miner different. But that might be 



different on another planet too where the coal is embedded in different material. 
That's minor and I think not what you meant.

More interesting is the general principles of morality that you use to figure out 
how to mine coal well or anything else. Would those change? Well, maybe if the 
laws of epistemology were different. Maybe if different actions would resolve 
conflict, create knowledge, and so on. But what can I say about that? If the laws 
of epistemology were different, I can't say anything about that because I only 
know how to figure anything out using my epistemology, which would not apply.

Is the existence of morality dependent on the existence of humans?

The logic of morality made sense before there were humans. But there was no 
one to use it.

Does morality evolve?

No. Just like with physics, what evolves is our understanding of morality.

 Or is it just that our *knowledge* of it grows as we seek moral truths?

Yes.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Rationalizing TCS <taking-children-
seriously@googlegroups.com>, Fabric-of-Reality@yahoogroups.com
Date: August 2, 2012 at 11:24 AM

Why do people rationalize?

Cognitive Dissonance theory has an answer [from wikipedia]:

Cognitive dissonance is a discomfort caused by holding conflicting cognitions 
(e.g., ideas, beliefs, values, emotional reactions) simultaneously. In a state of 
dissonance, people may feel surprise, dread, guilt, anger, or embarrassment.[1] 
The theory of cognitive dissonance in social psychology proposes that people 
have a motivational drive to reduce dissonance by altering existing cognitions, 
adding new ones to create a consistent belief system, or alternatively by 
reducing the importance of any one of the dissonant elements.[1]

"Holding conflicting cognitions" means having a conflict of ideas. And
the act of "reducing the importance of any one of the dissonant
elements" is rationalizing.

So according to this theory, people rationalize when they feel the
discomfort caused by a conflict of ideas.

An example of cognitive dissonance is [from wikipedia again]:

An example of this would be the conflict between wanting to smoke and 
knowing that smoking is unhealthy; a person may try to change their feelings 
about the odds that they will actually suffer the consequences, or they might add 
the consonant element that the smoking is worth short term benefits. A general 
view of cognitive dissonance is when one is biased towards a certain decision 
even though other factors favour an alternative.[2]

First of all, not all people rationalize. Why? Because not all people
have the feeling of discomfort when they have a conflict of ideas. So
what is the difference between people that get this feeling, and
people that don't? A meme causes it. What meme?

I think the meme is related to the relationship between mistakes and



badness. A prevalent meme in most [all?] societies is that mistakes
are bad and that if someone does a lot of mistakes, they are bad. And
they link badness with negative feelings. Why? Because most people
were punished for mistakes from their parents and school and even at
work.

A closely related meme is that changing ones mind quickly is bad. The
people are labelled flipfloppers. Why do they think this is bad? I
think its because people with this meme believe that changing ones
mind means that I'm changing my mind from a mistaken idea to a
non-mistaken idea. So accepting that someone changed his mind means
accepting that he had a mistaken idea. And thinking about having a
mistaken idea makes them feel bad because of the *I'm bad if I have a
lot of mistakes* meme.

You can see this meme in kids. A kid will change his mind about what
he wanted to eat. But instead of saying that he changed his mind,
he'll say that he was just kidding earlier. So he's already learned
the meme that changing one's mind is bad, which is why he avoids
admitting it. So he's already learned that having mistaken ideas is
bad. These are anti-rational memes. I think these are the memes that
cause people to rationalize. Claiming that you were kidding earlier is
a rationalization [although he actually could have been kidding].

So how do people stop rationalizing? Well they have to learn that they
have this meme and that its a mistake, its false. So how do they learn
that they have these anti-rational memes and that they are false?

One way, as Elliot explained, is for the person to be presented with
one or more problematic situations where his memes don't work [because
almost all memes have limited reach]. So in these problematic
situations, the person must now think outside the box [outside of his
current set of memes]. He may create the idea that changing your mind
is good because it means fixing past mistaken ideas. Because mistaken
ideas are bad. These false ideas were causing problems in the person's
life making his life worse. So changing your mind means making your
life better. Hence changing your mind is good. And finding your
mistakes is good. And having other people point out your mistakes is
good. So having your mistakes pointed out doesn't cause a bad feeling,
i.e. having two conflicting ideas doesn't cause a bad feeling, hence



there is no emotion there to want to fix. Remember people rationalize
because they are trying to relieve that bad feeling so not having the
bad feeling means that you won't rationalize.

Another way is for the person to learn this *pointing out mistakes is
good* idea and *changing your mind is good* idea by reading Popperian
philosophy from books and/or these email lists.

What other ways are there?

-- Rami



From: shane <shane1@upcmail.nl>
Subject: Re: [BoI] Re: Free Will
Date: August 2, 2012 at 8:27 AM

Steve whitt,," it doesn't change the fact that Einstein
genuinely created something new, something that simply did not exist
in the world before he created it.

Shane.. Einstein created nothing,.he discovered a few things...
But he stood on the shoulders of giants.. as he well understood.
Yes mr Einsteing was a clever individual but his 'cleverness has
been blown way out  of proportion. But humnas love "sensationalism.."
Want a truly genius person.. try Tesla..nick...

----- Original Message ----- From: "steve whitt" <smwhitt@gmail.com>
Sent: Friday, June 01, 2012 6:05 PM
Subject: [BoI] Re: Free Will

On Jun 1, 1:22 am, Brett Hall <brhal...@hotmail.com> wrote:
But how does that have anything to do with the fact that you cannot predict what 
you will next think? If you cannot predict what you will next think then in what 
sense are you in control of it? To know what you are going to think next means 
to think a thing before it's been thought - that makes no sense. We simply *do 
not know* how it is that we think.

Brett, you wrote a lot of stuff there. It took me a very long time to
get through it all, but for me and what I'm interested in the few
sentences above are the key. I reflect on what David Deutsch wrote in
Chapter 4 of BoI about the act of creation and I think about Walter
Isaacson's description of Einstein's struggle to come up with General
Relativity. As Deutsch points out, no one could have predicted what
Einstein would come up with, because such a prediction would be the
discovery itself. Even Einstein could not have predicted it. What
Einstein did, as we learn in Isaacson's description, is come up with
ideas (From where? From a place analogous to the place where seeds of
a particular plant get their genetic variation. We can let our ideas



die in our place). Einstein's genius may have lain in the ideas he
produced (the variation), but surely also it must have lain in his
ability to criticize his ideas (the selection). Now you will ask,
where does the criticism come from? Sure, you can analyze these things
all the way back, but it doesn't change the fact that Einstein
genuinely created something new, something that simply did not exist
in the world before he created it.

Was Einstein free to either create or not create this thing? I'd argue
that the multiverse view insists that he was. In some universes,
Einstein failed to criticize a wrong idea sufficiently. In others, the
right idea never occurred to him. In still others, he decided to go
sailing and was drowned. Because the inputs (a snatch of music, a
sunny day, a pretty girl) were random, no one could have predicted how
the complex software we called "Einstein" would react to them - such a
prediction would be Einstein. The randomness is not just due to a lack
of knowledge; it is fundamental randomness that is an inescapable
consequence of the multiverse.

But randomness is not free will. The thing that made Einstein special
in a way that a rock or a lake is not special is that Einstein could
take these various random input and still, through criticism and
testing, in a sizeable proportion of the multiverse, turn them into
his General Theory of Relativity. Life, and conscious life in
particular, makes large portions of the multiverse resemble one
another. As David Deutsch wrote, knowledge is information that, when
instantiated in a suitable environment, tends to preserve itself.
Einstein kicks back. So do you and I. It is this ability, to take in
random inputs and still make decisions that reflect our values and
desires, that is the essence of our free will. I can't predict what I
will think next, but I can control my reaction. I'm not going to shoot
anyone today, no matter what random thoughts enter my head. That's
what makes me "me", in this and many other universes.

Steve

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Free Will
Date: August 2, 2012 at 2:47 PM

On Aug 2, 2012, at 5:27 AM, "shane" <shane1@upcmail.nl> wrote:

Steve whitt,," it doesn't change the fact that Einstein
genuinely created something new, something that simply did not exist
in the world before he created it.

Shane.. Einstein created nothing,.he discovered a few things...
But he stood on the shoulders of giants.. as he well understood.
Yes mr Einsteing was a clever individual but his 'cleverness has
been blown way out  of proportion. But humnas love "sensationalism.."
Want a truly genius person.. try Tesla..nick...

What's wrong with Einstein? He had intelligent discussions with Popper, 
understood some philosophy and epistemology, and avoided some of the 
common big mistakes in quantum physics. And there's E=mc^2 and relativity. Is 
there something bad which people should know? What?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Justin Mallone <justinceo@gmail.com>
Subject: Notes on Conjectures and Refutation, Chapter 5 -- Back to the Pre-
socratics
Date: August 3, 2012 at 12:24 AM

Chapter 5 – Back to the Presocratics

The bold conjectures of the pre-socratics (such as Thales ideas about the earth 
being suspended in water and this causing earthquakes) show that theories do 
not start with observations. 185.

Anaximander carried bold conjectures further than Thales, conjecturing that the 
earth was free-floating in space and held up by nothing. 187. This idea wasn’t 
“supported” by observation at all. Observation did lead Anaximander astray 
though, in thinking that the earth had the shape of a drum (because in his 
experience the surface of the earth was flat) instead of boldly conjecturing its true 
shape.

Popper has some interesting details about Anaximander’s theory. Anaximander 
thought that there were something like two huge chariot wheels rotating around 
the earth of different sizes, and were filled with fire, and each had a hole in them 
where we could see the fire – these were the sun and the moon. (It kinda blows 
my mind that he thought the Moon was “fiery”, but I guess nothing is obvious after 
all! :D ). 188.

After some discussion of the history of Heraclitus and Parmenides ideas about 
the nature of things, and scholarly criticism of alternate interpretations, Popper 
talks about the tradition of critical discussion. He notes that in one type of 
organization (schools and esp primitive schools), doctrines are conveyed, or 
people attempt at conveying them, in pure and unchanged form, and new ideas 
have to claim the mantle of being the “true” doctrine, and thus can only become 
popular through a kind of surreptitious means. He compares this type of school 
(e.g. the early Pythagoreans) with what he calls the character of Greek 
philosophy, which is open explicitly to new ideas and criticism as such.

Popper thinks it was Thales who founded the tradition of critical discourse and 
debate by encouraging pupils to challenge him, and that from this tradition, and 
its later revival, flowed the various important aspects of modern Western 
civilization. 202.



Popper talks about how knowledge is conjectural and the growth of knowledge is 
through conjectures and refutations. Quotes Xenophanes (web of woven 
guesses).



From: Justin Mallone <justinceo@gmail.com>
Subject: Notes on Conjectures and Refutations, Chapter 7 -- Kant's Critique and 
Cosmology
Date: August 4, 2012 at 8:18 PM

Chapter 7:  Kant’s critique and cosmology:
Popper thinks Kant is a defender of the Enlightenment and not the founder of the 
school which destroyed it, Romanticism. 239. He acknowledges that the latter 
interpretation is the common view. (Note: What exactly was Rand’s critique of 
Kant again? Check this).

Kant drew from what he thought were logical contradictions (or “antimonies”) that 
space and time aren’t real things but just part of our mental framework for 
understanding reality, and that proper use is as instruments of observation 
(SOUNDS INSTRUMENTALIST) 242.
(As an example of antimony: imagine idea of “empty time” before the world. Such 
empty time must have none of its time intervals differentiated from any other by 
relation to temporal things and evens, since such things and events simply do not 
exist at all. Now take the last interval of empty time – the one before the world 
begins. That one is differentiated since it is closest to actual events – so 
CONTRADICTION!)

 He called this Transcendental Idealism (oh dear). Popper notes that Kant did not 
deny the physical reality of all things – only space and time (only!) (243), but Kant 
is often misunderstood.

Popper talks some about Kant’s idea that we impose laws upon reality and thinks 
this is an important idea though he can’t follow Kant all the way (245)

Popper talks about Kant’s moral ideas some, including his idea that we shouldn’t 
accept commands of authority as basis of ethics (246), nor use other men as 
means to an end (247). Not bad.



From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Re: Brain imaging can predict how intelligent you are, study finds
Date: August 6, 2012 at 9:27 PM

On Aug 6, 2012, at 8:41 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 6, 2012 at 5:28 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 06/08/2012, at 17:30, "hibbsa" <asbbih@gmail.com> wrote:

[the evidence is getting more physical and more powerful. A question
from me would be...if when the time comes it turns out that the
popperian/deutschian philosophy is able to adapt to accomodate, say,
innate differences in intelligence, then....does that mean the
philosophy was easy to vary? It's a toughie because I suppose it all
depends what elements are easy to vary and how important they were. But
then...is *that* easy to vary?]

http://medicalxpress.com/news/2012-08-brain-imaging-intelligent.html
<http://medicalxpress.com/news/2012-08-brain-imaging-intelligent.html>

That article is so lacking in specificity it's hard to know what part to criticise 
first. My general concern is simply: you need to have a clear idea of what you 
mean by the word "intelligent" before you start to try and quantify it, hey? If you 
think intelligence is actually a *qualitative* thing, then it's a straight forward 
category error to say that some people have more of it, hey? End of story.

A brain scientist writing about intelligence might be like an acoustic engineer 
writing about music. I suppose it's possible he might have something 
interesting to say...but his perspective and all those details about sound waves 
and refraction and reflection might entirely miss the point.

I bet they are using IQ tests to measure intelligence. Its a bad
measure, but its not completely useless.

The IQ tests measures how well the subject solves specific types of
problems. Spacial problems. Arithmetic problems. None of these are
really hard problems. So they are extrapolating by claiming that the

http://medicalxpress.com/news/2012-08-brain-imaging-intelligent.html
http://medicalxpress.com/news/2012-08-brain-imaging-intelligent.html


ability to solve spacial and arithmetic problems necessarily
correlates with the ability to solve hard problems. But the
correlation is false.

IQ tests or any others which

- try to rank people with a single number as the result (e.g. Bob gets a 150, Joe 
gets 100).

- try to take into account multiple factors (e.g. spacial skills is one, arithmetic skills 
is another, so that's multiple right there)

- and therefore, also have to give weightings to the factors in order to combine 
them (including equal weighting to all, that counts as a weighting)

Are crap.

They have the problems explained here:

http://www.newyorker.com/reporting/2011/02/14/110214fa_fact_gladwell?
currentPage=all

(I wonder if he has any idea what the reach of his explanation is, that it includes 
IQ tests.)

-- Elliot Temple
http://beginningofinfinity.com/

http://www.newyorker.com/reporting/2011/02/14/110214fa_fact_gladwell?currentPage=all
http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Brain imaging can predict how intelligent you are, study 
finds
Date: August 6, 2012 at 9:38 PM

On Mon, Aug 6, 2012 at 8:27 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 6, 2012, at 8:41 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 6, 2012 at 5:28 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 06/08/2012, at 17:30, "hibbsa" <asbbih@gmail.com> wrote:

[the evidence is getting more physical and more powerful. A question
from me would be...if when the time comes it turns out that the
popperian/deutschian philosophy is able to adapt to accomodate, say,
innate differences in intelligence, then....does that mean the
philosophy was easy to vary? It's a toughie because I suppose it all
depends what elements are easy to vary and how important they were. But
then...is *that* easy to vary?]

http://medicalxpress.com/news/2012-08-brain-imaging-intelligent.html
<http://medicalxpress.com/news/2012-08-brain-imaging-intelligent.html>

That article is so lacking in specificity it's hard to know what part to criticise 
first. My general concern is simply: you need to have a clear idea of what you 
mean by the word "intelligent" before you start to try and quantify it, hey? If 
you think intelligence is actually a *qualitative* thing, then it's a straight 
forward category error to say that some people have more of it, hey? End of 
story.

A brain scientist writing about intelligence might be like an acoustic engineer 
writing about music. I suppose it's possible he might have something 
interesting to say...but his perspective and all those details about sound 
waves and refraction and reflection might entirely miss the point.

I bet they are using IQ tests to measure intelligence. Its a bad
measure, but its not completely useless.

http://medicalxpress.com/news/2012-08-brain-imaging-intelligent.html
http://medicalxpress.com/news/2012-08-brain-imaging-intelligent.html


The IQ tests measures how well the subject solves specific types of
problems. Spacial problems. Arithmetic problems. None of these are
really hard problems. So they are extrapolating by claiming that the
ability to solve spacial and arithmetic problems necessarily
correlates with the ability to solve hard problems. But the
correlation is false.

IQ tests or any others which

- try to rank people with a single number as the result (e.g. Bob gets a 150, Joe 
gets 100).

- try to take into account multiple factors (e.g. spacial skills is one, arithmetic 
skills is another, so that's multiple right there)

- and therefore, also have to give weightings to the factors in order to combine 
them (including equal weighting to all, that counts as a weighting)

Are crap.

They have the problems explained here:

http://www.newyorker.com/reporting/2011/02/14/110214fa_fact_gladwell?
currentPage=all

(I wonder if he has any idea what the reach of his explanation is, that it includes 
IQ tests.)

Maybe he does. That idea has reach into so many other things. Take for
example the decision of which wireless carrier you'll go with.

Say there is some rank of wireless carriers and Verizon Wireless got
the best rank. Do you choose Verizon?

Lets say the ranking measured 10 metrics. And lets say one of the
metrics was converage in the 10 most populated areas, but you live in
BFE. And lets say they used that metric to be weighted as 25% of the
overall score. But that metric means nothing to you. Lets say Verizon
Wireless has shotty coverage where you live and work and US Cellular
does have coverage. Which carrier is the right choice?

http://www.newyorker.com/reporting/2011/02/14/110214fa_fact_gladwell?currentPage=all


-- Rami



From: socratus <socratus@bezeqint.net>
Subject: [BoI] Flatness Problem: To call a spade a spade.
Date: August 7, 2012 at 1:00 AM

  Flatness Problem: To call a spade a spade.
=.
1.
http://archive.ncsa.illinois.edu/Cyberia/Cosmos/FlatnessProblem.html
2.
http://en.wikipedia.org/wiki/Flatness_problem
3.
http://astronomy.swin.edu.au/cosmos/F/Flatness+Problem
4.
. .  . etc.
=…
There are many different spaces: 2 dimension space, 3D space,
 4D,  5D . . . .. .10D, 11D  . . . . maybe more.
There are also ‘ closed’ and ‘open’ spaces.
There are many topological spaces too.
Question:
Which space has the Universe as a whole?
Answer:
  It is fact: the  Universe  as a whole has exactly the
required  density of matter to be flat.
The average density of matter in the universe (even
 incorporating a dark mass and dark energy )  is equal  to
 or less than critical density  and therefore the universe
 as a whole is a flat infinite  continuum.
==..
But the physicists refuse to admit this fact .
Why ?
Because they don’t know that to do with ‘ a flat infinite
 continuum’. And they ‘ burned ‘ the real infinite flat
cosmological continuum ( using different abstract models )
to rid it of its infinite flatness.
And from Einstein’s  time they discus about cosmological
constant that will close the flat- open Universe
into a close- sphere.
==..
The  Universe as a whole  is an Infinite Flat Universe.
Only in some rare places the Infinite Flatness is breaked.

http://archive.ncsa.illinois.edu/Cyberia/Cosmos/FlatnessProblem.html
http://en.wikipedia.org/wiki/Flatness_problem
http://astronomy.swin.edu.au/cosmos/F/Flatness+Problem


==..
So, instead to say : ‘  It is fact: the Universe as a whole is flat,
they say: ‘To take the Universe as an infinite flat space - it is
impossible fact. There’s something wrong with the Universe. ‘
 =..
P.S.
' But I don't want to go among mad people,' said Alice.
'Oh, you can't help that,' said the cat. 'We're all mad here.'
  / Lewis Carroll.
   Alice's Adventures in Wonderland. /
==..

Vacuum is an Empty space between billions and billions Galaxies.
Now (!) the physicists think (!) that the Universe as whole has
 temperature: T= 2,7K .  The parameter T=2,7K is not constant.
 It is temporal and goes down. In the future it will come to T= 0K.
From quantum point of view vacuum is some kind of Energy
space: E= ∞
The average density of matter in the universe (even
 incorporating a dark mass and dark energy )  is equal  to or
 less than critical density   ( p= 10^30g/sm^3 ) and therefore
 the universe  as a whole is a flat infinite continuum.
It is true we cannot reach the T= 0K and we also cannot reach
this  density ( p= 10^30g/sm^3 ) of vacuum.
But just because we cannot reach this Vacuum’s
parameters  does it mean that it cannot exist ?
#
If a tree falls in a forest and no one is around to hear it,
 does it make a sound?
If unseen virtual antiparticles can appear from vacuum  (!)
( Vacuum’s  fluctuations / transformation / polarization )
and we can observe them as a real particles doesn’t it mean
that vacuum itself is an Absolute  Reference Frame which
has its own physical parameter – Absolute Zero: T=0K.
#
The infinite space-vacuum is timeless, the eternity reign there.
==..
All the best.
 Israel  Sadovnik  Socratus.



==..



From: Justin Mallone <justinceo@gmail.com>
Subject: Notes on Conjectures and Refutations, Chapter 8 -- On the Status of 
Science and Metaphysics
Date: August 7, 2012 at 2:35 AM

This one's pretty interesting! (sorry to readers if the formatting is a bit off this time)

Chapter 8: On the Status of Science and Metaphysics

Overall note on chapter: I think this chapter is good ammunition for refuting the 
misconception of Popper that says that in arguing for his criterion for the 
demarcation of science and pseudo-science, he was trying to trash all 
“metaphysical research projects." He clearly thinks such projects are important, 
as demonstrated by his extensive discussion of why irrefutable philosophical 
theories can still be false -- he thinks this is an issue that matters quite a lot.

Popper starts off with a discussion of how one of the most important things a 
philosopher can do is see a new riddle, problem, or paradox not seen by anyone 
else (249).

Then he talks about how Kant critiqued the idea that Newton could have based 
his theory on observation-statements (251).
Popper lays out 3 crits against the idea that Newton’s theory was based on 
observation-statements.

1)    that it’s not intuitively credible –
 a.     observations are always inexact, but the theory makes exact assertions
 b.     Newtownian theory stood up to subsequent observations which as 
regards precision went far beyond what could be attained in Newton’s own time
          i.     It claims to apply to far off galaxies that have never been 
observed, or to predict conditions inside stars that have never been observed 
(252)
 c.     Observations are concrete, but theory is abstract – we can never 
observe Newtonian forces – and all our measurements of Newtonian forces 
presuppose the truth of Newtonian dynamics
                 i.     Note: isn’t this just a subset of “all observation is theory-laden,” 
and not some kind of special case? In other words, it’s true that you can’t “see a 
gravity,” but you don’t directly observe anything in reality – you observe electro-
chemical recreations of reality occurring inside the brain
2)    Historically false – Popper provides a historical genealogy of the ideas that 
inspired Newton, from Plato through Coprenicus, Brahe, and Kepler.  253-256.



3)    Logically impossible to derive Newton’s theory from observations – not sure I 
followed this very well. From page 256 to the break in page 258. If someone 
wants to break it down that’d be great.

(some discussion of Kant’s theory of our intellect imposing laws on nature, and 
how Popper would “modify” this to say that they don’t always succeed, but merely 
are fallible guesses. 259)

Popper talks about how philosophical theories can irrefutable but still false.
He talks first about irrefutable theories in general and why their irrefutability does 
not indicate their truth. He gives some examples of statements: 265.
a)     “There is a chemical compound which can be taken without ill effect and 
which cures cancer.”
b)    “there exists a latin formula which, if pronounced in proper ritual 
pronunciation, cures all disease.”

With the second example, it’s logically possible that it could be true, and we can’t 
test every possible latin expression. But it’s still a silly theory.

Popper says all theories are rational to the extent they try and solve problems, 
and out of context of problem-solving they don’t make much sense, regardless of 
their scientific or philosophic character. 268.
So with philosophic theories, we can ask questions like: Does it solve the 
problem? Does it solve it better than other theories? Has it perhaps merely 
shifted the problem? Is the solution simple? Is it fruitful? Does it perhaps 
contradict other philosophical theories needed for solving other problems? 269.

On the last page, Popper has a comment I found curious:
“Kant’s problems can and must be revised; and the direction that this revision 
should take is indicated by his fundamental idea of critical, or self-critical, 
rationalism. The discovery of a philosophical problem can be something final; it is 
made once, and for all time. But he solution of a philosophical problem is never 
final. It cannot be based upon a final proof or upon a final refutation: this is a 
consequence of the irrefutability of philosophical theories.” 271.

But surely a particular “discovery” of a philosophical problem could misconceive 
the real nature of the problem? I guess “finding” anything in the general area 
might still be a discovery though, in the same sense that Columbus “discovered” 
America, even though he misconceived the nature of the continent he was 



discovering.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 8 -- On the 
Status of Science and Metaphysics
Date: August 7, 2012 at 11:27 AM

From page 256:

Thus there clearly was a need for a different criterion of demarcation; and I 
proposed (though years elapsed before I published this proposal) that the 
refutability or falsifiability of a theoretical system should be taken as the criterion 
of its demarcation.According to this view, which I still uphold, a system is to be 
considered as scientific only if it makes assertions which may clash with 
observations; and a system is, in fact, tested by attempts to produce such 
clashes, that is to say by attempts to refute it. Thus testability is the same as 
refutability, and can therefore likewise be taken as a criterion of demarcation.

I see a problem. Popper doesn't mention anything about science needing
objectivity. Nothing about repeatability.

So either his explanation is incomplete, or those things aren't needed
for something to be considered science.

I explained recently about how people can *test* ideas. A person
guesses an idea [a proposed solution to a problem], and he tries it
out to see if he gets the observation he was expecting. Lets say he
did get the observation he expected. That doesn't mean his theory
[that his idea solved the problem] is truth. Its possible that some
other factor that he hasn't noticed played a role in the problem
dissolving. So at this point he hasn't falsified his theory. He could
come up with another idea for testing how his theory is false [i.e.
how his solution didn't actually solve the problem]. He continues this
process until he gets an observation that contradicts his theory. This
suggests that his theory was false, but not necessarily so.

Anyway the point is this: I think the criterion of demarcation needs
objectivity, which includes repeatability [by other scientists and
other subjects].

If not, then I am doing science many times per day with my own kids.
And this means that testability *is* falsifiability *is* reputability.



-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 8 -- On the 
Status of Science and Metaphysics
Date: August 7, 2012 at 12:21 PM

On Tue, Aug 7, 2012 at 1:35 AM, Justin Mallone <justinceo@gmail.com> wrote:
This one's pretty interesting! (sorry to readers if the formatting is a bit off this 
time)

Chapter 8: On the Status of Science and Metaphysics

Overall note on chapter: I think this chapter is good ammunition for refuting the 
misconception of Popper that says that in arguing for his criterion for the 
demarcation of science and pseudo-science, he was trying to trash all 
“metaphysical research projects." He clearly thinks such projects are important, 
as demonstrated by his extensive discussion of why irrefutable philosophical 
theories can still be false -- he thinks this is an issue that matters quite a lot.

Popper starts off with a discussion of how one of the most important things a 
philosopher can do is see a new riddle, problem, or paradox not seen by anyone 
else (249).

Then he talks about how Kant critiqued the idea that Newton could have based 
his theory on observation-statements (251).
Popper lays out 3 crits against the idea that Newton’s theory was based on 
observation-statements.

1)    that it’s not intuitively credible –
        a.     observations are always inexact, but the theory makes exact 
assertions
        b.     Newtownian theory stood up to subsequent observations which as 
regards precision went far beyond what could be attained in Newton’s own time
                 i.     It claims to apply to far off galaxies that have never been 
observed, or to predict conditions inside stars that have never been observed 
(252)
        c.     Observations are concrete, but theory is abstract – we can never 
observe Newtonian forces – and all our measurements of Newtonian forces 
presuppose the truth of Newtonian dynamics
                 i.     Note: isn’t this just a subset of “all observation is theory-laden,” 
and not some kind of special case? In other words, it’s true that you can’t “see a 
gravity,” but you don’t directly observe anything in reality – you observe electro-



chemical recreations of reality occurring inside the brain
2)    Historically false – Popper provides a historical genealogy of the ideas that 
inspired Newton, from Plato through Coprenicus, Brahe, and Kepler.  253-256.
3)    Logically impossible to derive Newton’s theory from observations – not sure 
I followed this very well. From page 256 to the break in page 258. If someone 
wants to break it down that’d be great.

In my pdf version, this is page 184.

While reading the 1st point, I thought of this:

The observation-statements are ideas. Newton's theory contains the
observation-statements as components. How can someone derive a
composite idea from a component idea? Its impossible because he would
first have to fill in the gaps with more component ideas. Those
filled-in gaps are filled-in with guesses. Those guesses are not
derivations because they are distinct from the component idea [the
observation-statement].

What is true is that Newton guessed a theory that was consistent with
his observation-statements. So the point is that he didn't guess a
theory that contradicted the observation-statements. You could say
that the observation-statements ruled out a subset of the set of all
logically possible theories that he could have guessed. So the
observation-statements acted as a filter, filtering out all the
logically possible theories that contradict the
observation-statements.

About his 3rd point that *Logically impossible to derive Newton’s
theory from observations*:

He's saying that if:

K is past observed observation-statements

Then you create a theory "derived" from K.

Then you project an observation-statement using the theory to be
observed in the future. Call this B.



This means that any B will always be consistent with K and with the
theory. But that means infallibility. Because the theory could never
produce a B that contradicts itself or K.

Hence deriving theories from observations is false because that means
that the theory is infallible.

So here's the point. The set of K is a bunch of situations with some
attributes. Some of the attributes are constant within the set of K.
And the entire set of situations in the multiverse have some
attributes different than K. So deriving a theory from K is impossible
because that would mean that the derived theory only has attributes of
K. And so projecting an observation-statement B from that theory could
only produce a B that has the same attributes. But we know that there
are situations in the multiverse that have different attributes than
K's attributes.

For a theory to be created using the set of K, and still be able to
project future observation-statements that have different attributes
from K's attributes, then the theory must be guessed. The guess means
that the person is creating a theory with some of its attributes that
are different than K's attributes.

So instead of deriving, we are guessing theories. And those theories
allow us to project new observation-statements with attributes that
are different that attributes of past observation-statements.

-- Rami



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 8 -- On the 
Status of Science and Metaphysics
Date: August 7, 2012 at 12:40 PM

On 7 Aug 2012, at 16:27, Rami Rustom <rombomb@gmail.com> wrote:

From page 256:

Thus there clearly was a need for a different criterion of demarcation; and I 
proposed (though years elapsed before I published this proposal) that the 
refutability or falsifiability of a theoretical system should be taken as the 
criterion of its demarcation.According to this view, which I still uphold, a system 
is to be considered as scientific only if it makes assertions which may clash 
with observations; and a system is, in fact, tested by attempts to produce such 
clashes, that is to say by attempts to refute it. Thus testability is the same as 
refutability, and can therefore likewise be taken as a criterion of demarcation.

I see a problem. Popper doesn't mention anything about science needing
objectivity. Nothing about repeatability.

So either his explanation is incomplete, or those things aren't needed
for something to be considered science.

I explained recently about how people can *test* ideas. A person
guesses an idea [a proposed solution to a problem], and he tries it
out to see if he gets the observation he was expecting. Lets say he
did get the observation he expected. That doesn't mean his theory
[that his idea solved the problem] is truth. Its possible that some
other factor that he hasn't noticed played a role in the problem
dissolving. So at this point he hasn't falsified his theory. He could
come up with another idea for testing how his theory is false [i.e.
how his solution didn't actually solve the problem]. He continues this
process until he gets an observation that contradicts his theory. This
suggests that his theory was false, but not necessarily so.

Anyway the point is this: I think the criterion of demarcation needs
objectivity, which includes repeatability [by other scientists and
other subjects].



If not, then I am doing science many times per day with my own kids.
And this means that testability *is* falsifiability *is* reputability.

Popper often discusses objectivity, e.g. in Logic of Scientific Discovery and 
Realism and the Aim of Science.

Also, testability is not the same as reproducibility. For example, let's suppose that 
we want to discuss the eruption of Pompeii back in Roman times. We don't need 
to be able to repeat the eruption, as long as we can test ideas about the eruption 
in lots of different ways. We can have testable theories about unreproducible 
events.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 8 -- On the 
Status of Science and Metaphysics
Date: August 7, 2012 at 9:50 PM

On Tue, Aug 7, 2012 at 11:40 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 7 Aug 2012, at 16:27, Rami Rustom <rombomb@gmail.com> wrote:

From page 256:

Thus there clearly was a need for a different criterion of demarcation; and I 
proposed (though years elapsed before I published this proposal) that the 
refutability or falsifiability of a theoretical system should be taken as the 
criterion of its demarcation.According to this view, which I still uphold, a 
system is to be considered as scientific only if it makes assertions which may 
clash with observations; and a system is, in fact, tested by attempts to 
produce such clashes, that is to say by attempts to refute it. Thus testability is 
the same as refutability, and can therefore likewise be taken as a criterion of 
demarcation.

I see a problem. Popper doesn't mention anything about science needing
objectivity. Nothing about repeatability.

So either his explanation is incomplete, or those things aren't needed
for something to be considered science.

I explained recently about how people can *test* ideas. A person
guesses an idea [a proposed solution to a problem], and he tries it
out to see if he gets the observation he was expecting. Lets say he
did get the observation he expected. That doesn't mean his theory
[that his idea solved the problem] is truth. Its possible that some
other factor that he hasn't noticed played a role in the problem
dissolving. So at this point he hasn't falsified his theory. He could
come up with another idea for testing how his theory is false [i.e.
how his solution didn't actually solve the problem]. He continues this
process until he gets an observation that contradicts his theory. This
suggests that his theory was false, but not necessarily so.



Anyway the point is this: I think the criterion of demarcation needs
objectivity, which includes repeatability [by other scientists and
other subjects].

If not, then I am doing science many times per day with my own kids.
And this means that testability *is* falsifiability *is* reputability.

Popper often discusses objectivity, e.g. in Logic of Scientific Discovery and 
Realism and the Aim of Science.

Also, testability is not the same as reproducibility. For example, let's suppose 
that we want to discuss the eruption of Pompeii back in Roman times. We don't 
need to be able to repeat the eruption, as long as we can test ideas about the 
eruption in lots of different ways. We can have testable theories about 
unreproducible events.

Right. But reproducibility is not a property of the theory nor the
observed events consistent with the theory. Instead reproducibility is
an attribute of the tests.

-- Rami



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 8 -- On the 
Status of Science and Metaphysics
Date: August 7, 2012 at 10:21 PM

On 8/08/2012 11:50 AM, Rami Rustom wrote:
Instead reproducibility is
an attribute of the tests.

One of the things that Popper introduced (one of his four "turns") is the idea of 
paying critical attention to the social situation and the "rules of the game" of 
science. That dates from 1945 and they talk about Kuhn and others discovering 
the social aspect of science.

Reproducability is one of the conventions for experimental testing, the idea is to 
describe the method in enough detail so that you or anyone else can repeat the 
experiment to see if you get the same result. This is important if the result is 
critical in a contest between two rival theories.

This can result in a lot of very tedious detail, exemplified in the method section of 
my first (and last) paper in soil science.

http://www.the-rathouse.com/The_penetration_of_clay_by_root_hairs.pdf

Rafe Champion B. Ag. Sci. (Tas) Hons (Adelaide).

-- 

http://www.the-rathouse.com/The_penetration_of_clay_by_root_hairs.pdf


From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] The effect of fonts on persuasiveness
Date: August 9, 2012 at 3:55 AM

Someone at the New York Times used a passage from The Beginning of Infinity 
to run a test about whether the font in which one reads a passage affects whether 
one is convinced by it.

The conclusion

http://opinionator.blogs.nytimes.com/2012/08/08/hear-all-ye-people-hearken-o-
earth/

was cautiously positive.

Apparently, if you want to be agreed with, and not disagreed with, use 
Baskerville.

I'm cautiously sceptical. But perhaps that's because the article is set in Georgia 
font, which, according to the article itself, has the highest propensity for causing 
disagreement...

-- David

-- 

http://opinionator.blogs.nytimes.com/2012/08/08/hear-all-ye-people-hearken-o-earth/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 10 notes
Date: August 9, 2012 at 10:53 PM

On Mar 6, 2012, at 12:54 PM, Matjaž Leonardis <sidranoel.zajtam@gmail.com> 
wrote:

2012/3/6 Elliot Temple <curi@curi.us>
On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our
own minds)

-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors



Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the
possibility of refuting it open.

If there are no criticisms to a given criticism you can
tentatively take it as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism
sucks"? Then *that* one?

Repeat forever.

Is this a regress problem?

No, because there is nothing inevitable about it.

For example we can come up with the idea "these are bad criticisms because
they lead to regress".

If there is a way out of a regress problem, how does that make it "not a regress 
problem"? A solvable regress problem is a regress problem.

Further, how is that a solution? Your proposed solution takes the form of adding 
another criticism to the discussion. But what stops your new criticism from itself 
being criticized, thus continuing matters? How is your criticism supposed to end 



the regress?

Or "that criticism sucks is a bad criticism. It is not really and
explanation of a flaw in another criticism".

Also keeping criticism open to criticism doesn't necessarily mean trying to
come up with new ones all the time.

Is it like the regress problems justifying ideas has?

No because in that case you always get this problem. There is no known way
of justifying something that doesn't have a regress problem.

What if they said, seemingly equivalent to what you said, "Those are bad attacks 
on justification because they lead to regress. So we'll ignore any criticism, 
problem, method, etc, that could lead to regress. So there can't be a regress 
anymore." ?

OTOH in the other scenario you get it only sometimes and even then you can
break out of it, by rejecting that line of thinking because it leads to
regress.

Actually it's kind of similar to the way justificationism gets refuted. A
justificationist can criticize any idea by "This isn't justified".

But he can break out by realizing that doesn't make sense by coming up with
a better epistemology.

What about a more practical version where people keep going back
and forth making low quality versions of each other's criticisms.
They don't spend forever on it, but they continue it until they
give up. What should be said to that?

They should have realized that this way of discussing is bad and change it.

So your advice is "be smarter and wiser"? I think that's useless. It doesn't help 



them actually do it.

In particular, realizing people are discussing things in a bad way is really hard. 
You have discussed things in a bad way without knowing it. I have. DD has. 
Happens constantly. In this very email, you discussed things in a bad way by 
denying that something counts as a regress problem if you have a solution to it (a 
little like saying 2+2=? is not a math problem if you know the answer is 4). Since 
such mistakes are super common, most of the time the other guy doesn't notice 
the mistake either, and it's not corrected. And the advice that they "should" notice 
doesn't help them notice.

And there really is no regress here since they came up with the idea that
discussing is no longer interesting and stopped discussing.

Right, so this is a legitimate and common problem, but not a full blown regress 
problem. And you have no solution to offer, other than the comfort they don't have 
some other type of problem?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Natural Kinds
Date: August 9, 2012 at 11:31 PM

On Mar 13, 2012, at 2:03 PM, Stephen Push <stephen.push@gmail.com> wrote:

On Mar 13, 2012 2:41 PM, "Anonymous Person" 
<unattributedemail@gmail.com>
wrote:

On Sun, Mar 11, 2012 at 11:02 AM, Steve Push <stephen.push@gmail.com>
wrote:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two
designs based on criteria other than the similarities and differences
among kinds of bridge designs?

He wouldn't be indifferent. He also wouldn't used fixed criteria.

He'd consider the context (problem situation) and what criticisms are
relevant to it, and criticize the proposals as wholes (which includes
not just the bridges themselves but also the funding sources,
purposes, ability to fulfill those purposes, and so on).

It seems he'd do everything except answer the question!  :-)

For the sake of argument, let's assume all other things are equal.  The
only difference between the two designs is that one closely resembles
successful actual bridges and one does not.  Do we select design A or B?
Or is it impossible for a Popperian to choose in this situation?

It's not a possible situation.

In all real situations, we have other information available which Popperians do not 
ignore!

This question amounts to, "How would a Popperian think if he was told to ignore 
half the information he normally uses when making decisions?" Well, whatever 
the answer, that isn't Popperian thinking. Popperian thinking doesn't look at 



situations that way.

In this case, the question is demanding we ignore a lot of context that would be 
available in all real situations. The Popperian answer is: do not ignore that 
context, context matters, you need to pay attention to this contextual information 
and use it to make a good decision.

That's not all. The question also involves ignoring explanations. And no criticism 
step. But Popperians value explanation and criticisms. Any decision made by 
intentionally excluding those from the decision making process is not a Popperian 
decision.

A Popperian want to see the bridge designs so he can brainstorm criticisms of 
each. He'd want to know what "closely resembles" means -- and not just in vague 
description but actually looking at them to see the concrete resemblance and see 
what it does and does not include. He'd wonder what the differences are and try 
to come up with an explanation of whether they do or don't matter.

A Popperian would wonder: why was design B made at all? What problem was it 
trying to solve? Should it have been made? If there was a good reason for 
making design B, why is design A still being considered at all? Many good 
reasons to create design B would involve there being some reason not to use 
design A here.

In any real situation, there would be context like: what is the purpose of this 
bridge? What's it for? Is it for a highway, or a movie? How long do we want it to 
last? What is the budget?

The phrase "all other things being equal" is an uncritical way to exclude thinking 
from decision making. But the Popperian approach to make decision making 
involves thinking. There is no such thing as what a Popperian would decide given 
the rule of not being allowed to think.



What's really going on is that some other decision making methods are so bad, 
so irrational, so ignorant, so uncaring about understanding what's going on, that 
they don't find these amazing harsh restrictions restrictive at all. They were going 
to ignore context and refuse to think creatively anyway, so they aren't hampered. 
It's kind of amazing how bad Popper's rivals are.

The fact is, "Build bridge A or B, with A resembling unspecified past successful 
bridges" is an *ambiguous* scenario. It refers to a *large range of possible bridge 
building projects*. The range of possible detailed scenarios that qualify include 
ones where the correct answers are, "Build bridge A", "Build bridge B", "Actually, 
build bridge C" and "Actually, don't build a bridge."

The demand to give a single answer to this ambiguous question, which is 
compatible with many different answers being correct depending on how you fill 
in the ambiguous parts, is ridiculous.

Logically and structurally, it's the same sort of thing as asking, "Suppose a 
Popperian had to add two numbers. And he knows a lot of the times this has 
been asked, the successful answer was 6. Would he answer 6 or 7? Or is 
Popperian thinking so limited that it can't give an answer?"

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Natural Kinds
Date: August 9, 2012 at 11:46 PM

On Mar 14, 2012, at 10:44 AM, Steve Push <stephen.push@gmail.com> wrote:

On Mar 14, 1:02 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Tue, Mar 13, 2012 at 2:03 PM, Stephen Push <stephen.p...@gmail.com> 
wrote:

On Mar 13, 2012 2:41 PM, "Anonymous Person" 
<unattributedem...@gmail.com>
wrote:

On Sun, Mar 11, 2012 at 11:02 AM, Steve Push <stephen.p...@gmail.com>
wrote:

Where do you think I went wrong?  Would a Popperian be indifferent
between the two designs?  Or would a Popperian select between the two
designs based on criteria other than the similarities and differences
among kinds of bridge designs?

He wouldn't be indifferent. He also wouldn't used fixed criteria.

He'd consider the context (problem situation) and what criticisms are
relevant to it, and criticize the proposals as wholes (which includes
not just the bridges themselves but also the funding sources,
purposes, ability to fulfill those purposes, and so on).

It seems he'd do everything except answer the question!  :-)

For the sake of argument, let's assume all other things are equal.  The only
difference between the two designs is that one closely resembles successful
actual bridges and one does not.  Do we select design A or B?  Or is it
impossible for a Popperian to choose in this situation?



Why are we considering a new bridge design in the first place? Do we
have a criticism of the old bridge, or not?

Let's say we have a design competition.  There are two entries.
Design A is conventional -- very much like some current bridges that
have worked well in similar situations.  Design B is visionary -- a
sharp break with past designs.  In all other respects, the two designs
appear to be of equal merit.  Does the conventional nature of design A
tip the scale in its favor?

No.

What is good about the conventional designs?

They have features like stability, sturdiness, earth quake survivability, adequate 
load limit, cheap, etc, etc

There is a concrete list of things that is good about them.

When you say "in all other respects" than conventionalness, they are identical, I 
take it to be saying:

Bridge B, like A, has stability, sturdiness, earth quake survivability, adequate load 
limit, cheap, etc, etc

If it doesn't mean that -- if bridge B is unstable -- then the question is trivial.

If it does mean that, then what good is conventionalness? Every merit of 
conventionalness is shared by Bridge B.

Conventionalness is not a good all by itself. It's a way to (maybe) achieve other 
goods. But the problems is set up so bridge B has all of those, and the bridges 
are exactly equal in terms of all meaningful criteria.

Your suggestion that we must first have a criticism of the old bridge
design suggests that you value the use of "tried and true" designs.

If it ain't broke, don't fix it.



This principle does not mean "do what's tried and true". It means look for 
problems and try to fix those, and when something is non-problematic don't make 
aimless, arbitrary changes (what other kind of changes could you make, without 
some problem to guide the changing?).

Popper's philosophy is aimed primarily at addressing *important*
questions, including all those we might encounter in real life, and
all unambiguous questions. But one thing we never do is build bridges
out of context, or face important questions which have no context.
Life happens in context. No bridge builder has ever faced this dilemma
without having a lot more information to use in solving it.

I haven't eliminated the context.  Rather I have specified simplifying
assumptions to isolate the effect conventionality might have in design
considerations.

And they simplify away all the thinking and all the details needed to answer the 
question.

 If you need more information, assume whatever
information you want, with the proviso that this additional
information cannot enable you to distinguish between the two designs.
That may be an unusual situation, but it's not an inconceivable one.

It is inconceivable. How can they be indistinguishable if they aren't the same 
design?

Failing to find anything distinguishing is a failure of creativity, not a fact of the 
situation.

As to decision making: if I find nothing relevant to me to distinguish between two 
choices, I will be indifferent.

If on the other hand "tried and true" means things like "in my estimate, more 



reliable" then I have distinguished them. "Tried and true" could also mean "in my 
estimate, less reliable" depending on context, in which case again I have 
distinguished them, but I'll pick the opposite bridge. (Maybe it was tried and true 
by Russians and I don't trust Russians to tell the truth about how many of their 
bridges have collapsed and I'd rather not use their design. Or are details like that 
not allowed? I think the trick here is anything that allows answering rationally is 
banned, and filling in any details that do nothing to help give a rational answer is 
allowed. And the basic intended conclusion is that reason is impossible, so we 
should accept non-Popperian irrationality as the most rational thing available and 
use it.)

Bridge building is a real life problem.  And it's an important
problem, both economically and in terms of public safety.  If no
bridge builder has ever faced this dilemma, that must be because they
value tried and true designs and won't consider novel designs until
they confront a problem that cannot be solved with the old designs.

I'm not sure what you mean by "all unambiguous questions."  Are to
saying that C&R cannot be used in situations where we lack complete
information -- or in situations in which we cannot achieve complete
certainty?

What to do given imperfect information isn't an ambiguous question.

What do do in an ambiguous hypothetical is a totally different question than what 
to do in a precise hypothetical in which the people inside the hypothetical have 
imperfect information.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Natural Kinds
Date: August 9, 2012 at 11:57 PM

On Aug 9, 2012, at 8:46 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 14, 2012, at 10:44 AM, Steve Push <stephen.push@gmail.com> wrote:

Bridge building is a real life problem.  And it's an important
problem, both economically and in terms of public safety.  If no
bridge builder has ever faced this dilemma, that must be because they
value tried and true designs and won't consider novel designs until
they confront a problem that cannot be solved with the old designs.

I'm not sure what you mean by "all unambiguous questions."  Are to
saying that C&R cannot be used in situations where we lack complete
information -- or in situations in which we cannot achieve complete
certainty?

What to do given imperfect information isn't an ambiguous question.

What do do in an ambiguous hypothetical is a totally different question than 
what to do in a precise hypothetical in which the people inside the hypothetical 
have imperfect information.

Example:

Imperfect information: I'm playing poker and I know the cards in my hand but not 
my opponent's hand. I have to decide what to be.

Imperfect information in non-ambiguous hypothetical: It's my first hand of poker 
against someone I've never played before and know nothing about. We both have 
$100 of chips. It's one-on-one. I've got two aces and he checked to me. What are 
good ways to bet from here?

Ambiguous hypothetical: I'm playing poker, I've got some cards, what should I 
bet?



Also ambiguous hypothetical: I'm playing poker. I've bet $1 on a lot of hands 
tonight and I'm up lots of money. It's tried and true. I get some cards. I think 
betting $1 or $2 would be equally good choices, except that $2 isn't "tried and 
true" whatever the hell that means. Should I bet $1 or $2?

That question is confused and ambiguous. One of the many problems is the right 
bet depends on what your cards are. If you say, "Just assume whatever cards 
you want" then it's still a terrible question. Another problem is that this 
hypothetical is saying two contradictory things:

1) the bets are equally good

2) the $1 is "tried and true" which is a good thing, so it's better

What's going on is on the one hand "tried and true" is denied to refer to anything 
concrete or rational. all *rational* criteria are equal. so it's trying to entice an 
irrationalist answer that you should do the tried and true thing.

on the other hand, "tried and true" normally refers to all kinds of concrete, rational 
criteria. so people get tricked into picking it because it's normally pro-reason, 
because the question is designed to try to make it irrational. and then if you 
refuse to pick it, you also get attacked as irrational for not picking an answer that 
in various real situations is rational. the question is an abuse of language and 
reason designed to attack reason.

you can't have it bother ways. either "tried and true" refers to some actual 
distinguishing factors -- in which case not everything is equal -- or it doesn't, in 
which case everything is equal. in the first case, things are not equal and we'll 
want to know what the differences are and use them to make a decision. in the 
second case, things are equal so just do whatever.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Understanding the Multiverse theory
Date: August 10, 2012 at 12:00 AM

On Mar 13, 2012, at 6:24 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Feb 22, 2012 4:54 PM, "Elliot Temple" <curi@curi.us> wrote:
On Feb 8, 2012, at 3:44 PM, Rami Rustom wrote:

I'm almost through the Multiverse chapter of BoI.

What I've learned is that each universe is a history. But because I'm
not fungible, I can only experience one of these histories.

No.

It doesn't even make sense to say whether you are fungible.

It's ambiguous about what "you" is referred to.

ANd fungibility is when multiple things are identical in every respect. So to talk 
about it you have to talk about multiple things to compare.

Is a paperclip fungible? Not with an elephant. Approximately with another 
paperclip. And yes with another instance of the same paperclip in the 
multiverse.

And the same for you. Replace "paperclip" with "Rami" in the above 
paragraph.

I read somebody say something about consciousness in another thread.
There is only one of my consciousness at this moment, right?

No! One per copy!

So it seems that the Multiverse theory is another qualitative way to
explain probability of things happening in the future.



But then there is the phenomenon exhibited by the Mach-Zehnder
Interferometer. BoI says:

Then, the fact that the intermediate histories X and Y both contribute to the 
deterministic final outcome X makes it inescapable that both are happening 
at the intermediate time. (p. 286)

I think this is what BoI says is the [only?] evidence of the
Multiverse, i.e. that more than one history is occurring at the same
time. Each history is a universe. So more than one history occurring
at the same time is evidence of more than one universe. And there is
no other explanation that exists currently that explains the
phenomenon of the Mach-Zehnder Interferometer.

And then there is also that the Multiverse theory gives rise to
Quantum Computation. As I understand it, a quantum computation is one
that is done in multiple histories [maybe millions], at the same time,
so that its far more efficient that classical computation which does a
computation in only one history.

It's not "far more efficient". It enables certain algorithms that are otherwise 
impossible. That's a qualitative difference not quantitative.

Those algorithms, in many cases, provide no help at all. But in some cases, 
when you find a good use for them, they can change the complexity class of ur 
computation, e.g. from O(N^2) to O(NlogN), which is again not really "more 
efficient" but can simply change it from intractable to tractable for large N.

So 'making computation more efficient' is wrong. But 'making certain
types of computation possible' is right.

But isn't that certain type of computation also far more efficient also?

No. As I said, in many cases, it provides not help at all.

Some problems can be solved more efficiently using it, others have no benefit. So 
just calling it a more efficient type of computation doesn't express that situation 
well.



-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Learning; Morality of Animals
Date: August 10, 2012 at 12:03 AM

On Mar 26, 2012, at 1:10 AM, Steve Push <stephen.push@gmail.com> wrote:

On Mar 25, 10:43 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Mar 25, 2012 at 5:37 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 25, 7:04 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 23:04, Steve Push wrote:

On Mar 25, 5:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

On Mar 25, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

On page 5 Dawkins describes how preference in animals are 
measured by setting up a situation in which the animal have to perform 
more tasks for the same amount of food and this illustrates the 
animal's preferences when it comes to food. On page 7 in Section 7, 
Dawkins states that inelasticity of the animal's demand curve can help 
indicate when the animal is suffering: if the animal performs more 
tasks for the same amount of food that indicates that it is not willing to 
do without the food and so that it suffers if it doesn't get the food.

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


Amoebae engage in complex behaviour to maintain their food supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

Do amoebae suffer?

Probably not.  But thank you for the link to that very interesting
article.

My response concerning farming amoebas is the same as my response 
a
few days ago concerning computers with preferences:

"I agree.  It's possible for unconscious entities to have preferences.

"The argument that animals can suffer is not based on preferences.
But
if one accepts that animals can suffer, preferences can be a guide to
understanding what conditions cause their suffering and what condition
alleviate it."

And as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

Many parts of the central nervous system and other systems are
involved.  But for pain important areas include the insular cortex,
the anterior cingulate cortex, and the amygdala.  These areas are
involved in humans when they experience pain qualia and in animals
when they respond to painful stimuli.

Why are those parts of the brain relevant? What information processing do 
they do that doesn't take place in an amoeba?

In humans, they are involved in the subjective experience of and
emotional response to pain.

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


By "involved in" do you mean "correlated with"?

Both correlated with *and* involved in.  When focal lesions in those
areas cause a change in the subjective experience or emotional
response, that is strong evidence that the area is involved in
producing the experience or response.

Correlation doesn't imply "involved with". What's needed here is some argument 
for "involved with" or perhaps some skepticism. Just asserting it isn't good 
enough!

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Learning; Morality of Animals
Date: August 10, 2012 at 12:07 AM

On Mar 27, 2012, at 12:33 AM, Steve Push <stephen.push@gmail.com> wrote:

On Mar 26, 7:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 26 Mar 2012, at 09:10, Steve Push wrote:

On Mar 25, 10:43 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Mar 25, 2012 at 5:37 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 25, 7:04 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 23:04, Steve Push wrote:

On Mar 25, 5:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

On Mar 25, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of animal
preferences can provide objective assessments of animals' needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

On page 5 Dawkins describes how preference in animals are 
measured by setting up a situation in which the animal have to 
perform more tasks for the same amount of food and this illustrates 
the animal's preferences when it comes to food. On page 7 in 
Section 7, Dawkins states that inelasticity of the animal's demand 

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


curve can help indicate when the animal is suffering: if the animal 
performs more tasks for the same amount of food that indicates that 
it is not willing to do without the food and so that it suffers if it 
doesn't get the food.

Amoebae engage in complex behaviour to maintain their food 
supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

Do amoebae suffer?

Probably not.  But thank you for the link to that very interesting
article.

My response concerning farming amoebas is the same as my 
response a
few days ago concerning computers with preferences:

"I agree.  It's possible for unconscious entities to have preferences.

"The argument that animals can suffer is not based on preferences.
But
if one accepts that animals can suffer, preferences can be a guide to
understanding what conditions cause their suffering and what 
condition
alleviate it."

And as I explained in other posts, my position that mammals, at least,
have qualia and can suffer is based on homology.

What similarities are relevant?

Many parts of the central nervous system and other systems are
involved.  But for pain important areas include the insular cortex,
the anterior cingulate cortex, and the amygdala.  These areas are
involved in humans when they experience pain qualia and in animals
when they respond to painful stimuli.

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


Why are those parts of the brain relevant? What information processing 
do they do that doesn't take place in an amoeba?

In humans, they are involved in the subjective experience of and
emotional response to pain.

By "involved in" do you mean "correlated with"?

Both correlated with *and* involved in.  When focal lesions in those
areas cause a change in the subjective experience or emotional
response, that is strong evidence that the area is involved in
producing the experience or response.

So let's say that we agree that those brain regions are involved in pain in 
humans. One variant of that idea is that those regions do something that is 
necessary for suffering as a result of pain, but not necessarily sufficient. In 
some people it doesn't cause suffering when those regions go off: they like the 
sensation of pain under some circumstances. So the question is: what specific 
pattern of information processing causes suffering as well as pain?

Regarding sufficiency, I refer you to the discussion we had about two
months ago concerning ketamine, a drug that has both analgesic and
anesthetic effects in humans and other mammals.  Studies have shown
that ketamine affects the same brain areas in humans and other mammals
and that, in humans, subanesthetic doses reduce the unpleasantness of
pain more than they reduce the awareness of pain.  This suggests that
these brain areas shared by humans and other mammals are both
necessary and sufficient for pain qualia.

What do you mean by “like the sensation of pain under some
circumstances”?  Are you talking about masochism?  Does anyone
actually find pain itself pleasurable?  Or are there some people who
receive sexual gratification from pain, despite its otherwise
unpleasant effects?

Even though I question whether pain itself can be pleasurable, I
believe that humans can override feelings of pain.  The frontal lobes
are able to inhibit pain sensations to some extent, and with practice,



people can improve their ability to do this.

"Suggests" is an interesting word.

I think it's being used in tacit acknowledgement that "implies" would be false.

So, X does not imply Y, but X does "suggest" Y. What does that even mean?

I don't think it has any rational meaning.

I think it's a way to gloss over having inadequate understanding of the topic with 
which to form relevant arguments.

The particular use of "suggests" above went something like this:

State some facts, then basically say, "this suggests my conclusion is true".

What's needed is an argument linking the facts to the conclusion -- why do the 
facts make you right? But he doesn't have that, and just sort of pretends he does 
with this vague "suggests" word.

Not doing this kind of thing in discussion is a big step towards learning much, 
rational thinking, progress, etc... Learning what an argument is, instead of fooling 
ourselves that our assertions are argued for, opens of a beginning of infinity: the 
infinite possibilities of rational arguing to learn things better.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal Preferences (was: Peer Review)
Date: August 10, 2012 at 12:56 AM

On Mar 29, 2012, at 12:15 AM, Steve Push <stephen.push@gmail.com> wrote:

On Mar 28, 12:51 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 28, 2012, at 2:01 AM, Steve Push wrote:

On Mar 28, 12:18 am, Elliot Temple <c...@curi.us> wrote:
On Mar 27, 2012, at 6:49 PM, Steve Push wrote:

On Mar 27, 1:43 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 27, 2012, at 12:28 AM, Steve Push wrote:

On Mar 26, 12:35 pm, Elliot Temple <c...@curi.us> wrote:
On Mar 26, 2012, at 2:42 AM, Steve Push wrote:

He appears to know very
little about animal behavior, for instance.

Do you believe there is a fact about animals which, if only I knew it, 
I would change my mind?

A single fact?  Probably not.  But if you had more knowledge of 
animal
behavior you probably wouldn’t have said that animals lack
preferences.

FWIW that was a terminology issue! I define "preference" as what you 
might call "human preference" -- certainly not to include anything that 
any current day computers or robots have.

That begs the question.  You cannot prove animals lack consciousness
by asserting they are not conscious of their preferences.

When you say animals have "preferences" in the same sense as video 



game enemies, that isn't contradicting the substance of my view. 
Animals have all sorts of the same features of video games, no 
problem there. And video game enemies do not suffer.

The difference is that video game enemies don’t have mammalian 
brains.

By the reasoning you are using, however, you cannot say the video 
game
enemies don’t suffer.  If we have no ability to determine whether non-
humans have qualia, you cannot say video game characters *lack* 
qualia
any more than you can say animals *have* qualia.

Suffering is caused by TCS-coercion, not qualia. When it happens, it may 
cause qualia too (depending on one's view of qualia, which I'd rather 
avoid discussing). But it's not caused by qualia except indirectly.

I didn’t say qualia cause suffering.  Qualia are subjective
experiences.  The subjective experience of suffering is one kind of
quale.

I read the description of TCS-coercion.  It seems like what
psychologists call cognitive dissonance, which may cause suffering but
is only one of a number of causes.

Setting aside temporarily whether I'm right above, would you agree that 
humans can be TCS-coerced while animals and video games cannot be?

Cognitive dissonance has been documented in monkeys.

TCS-coercion has to do with making choices. So it requires free will. Are 
you saying that monkeys have free will or maybe we're talking about 
different things.

Monkeys make choices.

Do you think video game characters make choices?



No.

Free will means making choices that are not what (modern day, pre-AI) video 
game characters do.

Free will means making choices in the absence of constraints.  I am
not exercising free will if I make a choice with a gun to my head, but
I am exercising free will of sorts if I make the same choice without
the threat of violence.  Similarly, animals can be constrained from
expressing their preferences.  I agree there is a difference between
humans and animals, but it is a difference in degree, not in kind.

It's weird how people tell me I'm wrong to believe in free will, and their argument 
consists of:

step 1: redefine "free will" to mean something other than what Elliot said exists

step 2: then try to refute it

This badly misses the point. It's the technique of attacking a straw man. If you 
want to refute free will, you don't get to also define it. It has an established 
meaning which is what me and others say exists, refuting your own personal 
redefinition is silly.

Put another way: I think a lot of people deny free will exists because they don't 
know what it is.

But it's weird. I just told him what it is. I was saying that the following thing exists: 
free will in the sense of humans make choices in in a way that video game 
characters do not.

Then he replies about a totally different issue of coercion and about how violent 
thugs can reduce people's freedom. True, but that's not what free will is about.

Note that his version fails the video game test. Video game characters can be 
constrained by violent thugs too. You can have a game where if you blow up the 



thugs lair, later you can visit happy mountain or swim in serene lake. But if earlier 
in the game you do not blow up their lair, then later the thugs poison the lake so 
you can't swim there, so the video game character's choice of vacations is 
restricted.

So he's totally missed the point!

Try to learn from this. Try to be better at discussing than this. It's really important!

I've read a little about cognitive dissonance and the ideas surrounding it are 
very different than TCS ideas.

In what way?

If scientists do
the right experiments, they may find cognitive dissonance in other
kinds of animals as well.

But even if it turns out that some animals don’t suffer from TCS-
coercion, that doesn’t mean they cannot suffer from other causes, such
as anxiety or physical pain.

Sometimes people have physical pain and do not suffer.

I agree.  That’s what happens, for example, when people are treated
with ketamine.

Other times they have physical pain and do suffer.

What's the difference? TCS-coercion. Or in other words: if they are in 
physical pain and *don't want to be*, then they suffer. That second 
component is both what makes it TCS-coercion and suffering.

Suppose a mother enters a burning building to save her child and
receives third-degree burns over much of her body.  She feels she has
freely chosen her action and, if the need arose, would do it again



without hesitation.  After the shock wears off, do you think she would
not suffer from the pain of her burns?

It depends on her state of mind, which is the point.

It's hard to control your state of mind to be perfectly rational or never suffer or 
whatever. Most such mothers would suffer some. They would have mixed, 
conflicted feelings/ideas on the matter.

I think it’s usually a bad idea to make absolute statements, but I’m
going to go out on a limb on this one.  No one has ever had extensive
third degree burns, and survived, without suffering from pain,
regardless of how rational they might be.

Totally missing the point. What has happened in the past doesn't tell us what is 
possible.

Just because all states of mind achieved in the past had one outcome doesn't 
make state of mind irrelevant to the outcome. Maybe next week someone will 
achieve a new state of mind and get a different outcome. If that could happen, 
then state of mind was relevant all along.

It's weird because he says it's making an "absolute statement" but he actually 
makes a weak, limited statement only about the past. Maybe he thinks everything 
that can happen already has, there's never going to be anything new under the 
sun. Besides technology, presumably, just nothing substantively new as far as the 
human condition. Such pessimism! And worse, it's only implicit -- if you explain 
your reasoning then people could discuss it and criticize it and you could learn 
something. But if you just assume a bunch of personal misconceptions that other 
people don't share, and don't explain them, then not only is it hard to get criticism 
or learn from your mistakes, it's also hard for anyone to even follow your 
arguments because they don't know what sort of personal misconceptions you're 
using as premises. (Or maybe even personal wisdom, shrug, the point is if you 
don't communicate and just assume everyone thinks the same as you and will 
make the same connections between ideas, you're sabotaging discussion. It's 
really important not to do that!)

Anxiety refers to an unwanted state, so always refers to TCS-coercion.



Animals sometimes have anxiety, so by your definition, they must
sometimes be affected by TCS-coercion.

I don't agree that animals have the same anxiety that humans have.

Not the same, but similar.

This is the mark of a scoundrel. Be wary if you ever see yourself do it. There's 
lots of common ways of being a bad thinker that are actually pretty easy to see 
yourself doing if you know to look for them. So they are good to know. Another 
one is to say "it turns out [assertion]" to try to fool people into thinking you have 
good, unstated arguments.

This here is just a really generic way to dodge criticism and prevent meaningful 
discussion. What does "similar" mean? What's similar and what's different? He 
doesn't say anything.

The basic point being made was that since animals and humans are different, 
you can't just assume that what applies to one applies to the other.

Then he says "well they are similar [so you can assume it]". Which is wrong. 
Similar means having differences which means that isn't a safe assumption. So 
what you need to do is explain some similarities and then use those to show that 
some specific things of interest apply to both humans and animals.

In other words, this is an opportunity to think and work through some ideas and 
figure some things out.

But he doesn't. Instead, he just vaguely asserts "similar" and never works through 
the meaning of it.

It's actually even worse than that. I said something about anxiety. He then said 
animals have anxiety too. The implication is: they have the same thing, so the 
same results apply. He pretty much says that. Then I point out: no it's not the 
same. And he agrees, he concedes. Yet he doesn't concede. He was wrong and 
he doesn't care at all. He should be issuing a retraction and thanking me for 
correcting him. Instead he says, "Maybe I was wrong but I'm probably right 



anyway" and doesn't even try think through whether he is right anyway.

Learn from this example. This is a wonderful example of how to be and stay 
irrational, and what not to do.

It's also a great example for another purpose: if you can figure out how to deal 
with such bad thinking, and help such people who respond so irrationally to 
discussion, then that'd be really useful and valuable. If you can figure out how to 
deal with this crap effectively, then you could really improve the world. It's a hard 
problem, and this is a great example of it. Here I am carefully explaining lots of 
the things going wrong, but I know quite well that my post isn't good enough -- 
you can't just explain it to people like this and have them improve. People 
routinely react to this kind of careful analysis with more irrationally and 
misunderstanding.

Maybe a lot of you people who would be super irrational if I wrote this sort of reply 
to your post, can learn something anyway because I'm writing it about someone 
else's post. Try to use this as an opportunity.

Your method of judging these things, as I understand it, involves a significant 
component of looking for outward similarities. These are not reliable guides to 
mental states.

What do you mean by outward?  The similarities are not only
behavioral; they also involve neuroanatomy, neurophysiology,
endocrinology.

But if by outward you mean outside the subjective experience of the
animal, I agree that we can never see the animal from its own point of
view.  Thomas Nagel made that point clearly in “What Is It Like to Be
a Bat?”

We can, however, learn about animal minds by studying their outward
manifestations, just as astrophysicists can learn about the reactions
at the center of the sun even though no one has ever visited the
center of the sun.

So it turns out there are no types of suffering that isn't TCS-coercion.



Video game characters could be programmed to display the outward signs
of TCS-coercion in response to the types of situations that cause TCS-
coercion in humans.  If we adhere to the principle that we cannot have
any access to the subjective states of non-humans, then we cannot rule
out the possibility that TCS-coercion causes suffering in video game
characters.

I don't think "we cannot rule out X" is a good criterion for believing X. Do 
you?

No I don’t.  That’s exactly the point I’m trying to make.  According
to the philosophy described in BoI, all we can say about the
proposition that animals are incapable of suffering is that we cannot
rule it out.

As fallible entities, we cannot ever totally rule anything out.

As Descartes explained, I can totally rule out my own nonexistence.

No, he was wrong, and fallibilism refutes him!

He didn't offer a way out of fallibilism, he just offered a proposition that we 
don't today know any refutation of. But in the future maybe we'll think of one. 
That could happen.

I know he gave arguments that it can't happen because of logic, but maybe 
we're mistaken about logic. We might discover that in the future, too.

People have been really damn sure of stuff before and then later we find out 
it's wrong. It happens. He didn't do anything to make that impossible.

If I think of a refutation of Descartes’ dictum, there has to be
someone to think of the refutation.

As to animal suffering, what we can do is figure out the single best explanation 
(the one we have no criticism of) and act on that.

Since animals can be fully explained as having Turing machine brains running 
software to control their behavior, but not having AI (or really just plain 



Intelligence), the best explanation is that this is what's going on. It's something 
we all agree animals have and it governs at least a lot of their behavior, and it 
can account for it all, so why not just guess that it does account for it all?

As to rival theories, the ones that attribute intelligence face major problems, 
e.g.:

Intelligence is universal knowledge creation but animals don't do that, they are 
something less than humans. And due to the jump to universality, the next step 
down isn't 50% intelligent but unintelligent -- the next step down from what they 
don't have is the guess above that they are just Turning machine brains 
running computations using genetic knowledge.

My questions about and criticisms of your conjecture:

1) Can you give an example in which a Turing machine model has
successfully explained an animal’s behavior?  I doubt that it’s been
done.

Huh? My brain is turing equivalent and has explained some animal behavior.

2) But if it is possible to use a Turing machine model to explain
animal behavior right up to the emergence of human intelligence, I see
no reason in principle that a Turing machine model couldn’t also
explain human intelligence.

Turing-equivalent is a partial explanation of human intelligence. But then you 
have to look at the software too.

Just like turing-equivalent is a partial explanation of my iPad, but then the iOS 
software matters too and saying "turing equivalent" doesn't explain how iOS 
works.

(Notice how really basic these questions and confusions are. Then consider how 
many lengthy posts Steve wrote arguing on this topic before asking these 
questions. He argues so vigorously while being so uninformed. Try to learn a 
lesson and not do that.)



3) What evidence is there that animal behavior can be reduced to a
genetic algorithm?  Almost nothing that happens in living organisms
can be explained by genetics alone.

No one has given a counter example.

If there is some animals behavior he can't figure how out to explain, why doesn't 
he ask about it? What is it that confuses him? Is it animals walking? Well video 
game characters can walk. We have robots that can walk. This stuff is well 
known, though maybe he doesn't know it. Or if he's OK with genetic animal 
walking, then what is he not OK with? If he won't tell us what he thinks the genes-
rule-animals theory can't handle, then how can we explain it to him?

By the way, this is also a misstatement of my position. You can't reduce animal 
behavior to genetics only -- the genetics algorithms take all kinds of input 
information from the environment. The point is animals don't create knowledge, 
they don't create new ideas about how to live and then act on those, they are 
limited to the potential in their genes instead of being a beginning of infinity like 
us.

So what can we learn here?

1) try to get other people's positions right. and if you don't know, consider asking 
before writing a bunch of emails saying they are wrong.

2) don't design your questions to avoid engaging with the other guy and to make 
it hard for anyone to learn anything. he asks such a vague question, basically 
"what is the evidence you're right?". so first of all he isn't even asking for any 
explanations. second, he's assuming empiricism and induction and that sort of 
nonsense. third, he isn't putting himself out there -- he never goes "here is 
something which i think can only be explained my way. here is my explanation of 
it. what's yours?" he isn't doing anything like a Popperian test, he isn't exposing 
himself to criticism, he isn't providing any kind of concrete challenge we could 
meet and impress him.

4)  I agree that humans took a big leap in cognitive ability in a
short span of evolutionary time.  But intelligence was not created de
novo when modern humans emerged.  Many of our cognitive abilities have



precursors in animals and in our hominid ancestors.

this is merely a terminology trick. he's playing on ambiguity.

1) intelligence is a cognitive ability

2) things with lots of cognitive abilities get called intelligent

Result: he's practically saying that non-intelligence cognitive abilities count as 
intelligence. This is just confusing matters not helping clarify.

Make sure your arguments do more to clarify than confuse, or you're a bad 
thinker. Watch yourself. It's possible to see yourself doing this kind of thing, to 
recognize you are a bad thinker, and to do something about it. But most people 
aren't that self-aware.

If you find it hard, go read your own writing from a year ago. Then you can look at 
it with "fresh eyes" and it may be easier to see faults.

BTW here is another rule of thumb: if you haven't done a lot of self-reflection and 
observed yourself, and also done a lot of rereading of your own writing, then you 
are a bad thinker and urgently need to make a massive effort to improve.

Suppose you read this stuff, and you realize you're bad at thinking, just like 
99.999% of other people. And you don't want to be bad at thinking, you want to 
make an effort to improve.

What next?

The best thing to do is to actively participate in critical discussion.

There is nothing else half as effective.

Relying on just self-criticism is too hard even for the best living thinkers (e.g. 
Popper, Deutsch). External criticism is really super helpful. Why? Because we all 
have lots of blindspots and misconceptions and so on, but your mistakes aren't all 
the same as mine. I make some mistakes you don't, and vice versa, so we can 
conveniently help each other in a way that self-criticism can't do.



Post ideas and questions, try to write them super clearly, get criticism and 
answers. Repeat.

It's not that hard to get started. Say something, anything, and maybe you'll get 
criticism. Say 20 things and you will get criticism of something, get the chance to 
learn something.

But, you protest, what if I get criticism of some little detail and who cares? Well, 
that's a bad attitude. That's one of your problems. You need to worry about 
learning stuff, anything, and get really good at that. And you don't know what 
details matter anyway. Lots of little progress builds up -- that is the only way. That 
is one of the main ways people want stuck -- they have a "go big or go home" 
attitude and want to learn big important stuff first and they make tons of "little" 
mistakes while trying to do it and get stuck because they aren't able to learn the 
big stuff while failing to learn better than all the little mistakes. You need to adopt 
an attitude where all learning is good and every mistake is worth fixing.

Next thing, what if you have trouble getting involved in discussions, what if you 
don't get enough criticism, what if you don't get enough replies? Don't worry, this 
is implausible if you make a sustained effort.

But if you're really worried, there are lots of easy things to do.

Here's one thing you can do: write a short essay then ask for criticism. Say you 
really want criticism and will be very pleased with even very short criticism. Even 
if the criticism is "too vague and confusing", you'll be thankful. If you do that, then 
even if no one understands what the heck your essay is talking about and thinks 
it's incoherent, you can still get some feedback. And then, once you know a 
category of one mistake you're making -- the issue is that no one understands 
you, not that they dispute your premises -- you could try again with a focus on 
that. And if you still fail, maybe this time you can ask for someone to point out one 
specific example of one confusing statement you made. Then you can take that 
example and try to learn the principle behind it and fix a bunch of your mistakes. 
And so on. And if you act anything like this, and keep it up for two weeks, lots of 
people will be happy to help you. Note that even Steve Push, with all the huge 
flaws I've been explaining, got tons of replies, help, criticism, opportunities. If your 
ideas are just as bad as his, except you have a more positive attitude where you 



want to improve and learn, then you'll get far more help than he did, so that'll be 
plenty!

5) The link between cognition and consciousness is not as strong as
you suggest.  There is no reason to believe that basic levels of
consciousness and basic emotions like fear require higher-order
cognitive abilities.

Pure assertion. With weasel words and hedging. What the heck does "not as 
strong as you suggest" mean? I never said it was a matter of strength. This is a 
compromise view where he ignores explanations and just tries for a "happy 
medium" between two explanations which is nonsense.

He never gives a criticism of my position, he just asserts there is "no reason to 
believe" I'm right. Note how this is explicitly and blatantly phrased as demanding 
support for my side rather than giving criticism of my side. It isn't a criticism, it's a 
demand for justification. So again, if you are making a mistake like this, you could 
notice your own mistake and realize you're a bad thinker and try to improve. It's 
really quite easy not to be blind to some of your own mistakes when they are this 
straightforward. If you demand justification/support/evidence/"reasons" for the 
other side, instead of criticizing, then you're a terrible thinker who urgently needs 
to improve, and you ought to be able to see your own problem if you look for it.

An alternative explanation is that the mammalian brain evolved to a
large extent by addition. Some areas evolved more or less rapidly,
and some areas were reorganized or repurposed.  But there is a core
mammalian brain that has been largely retained from our non-human
ancestors.  These primitive areas appear to be necessary and
sufficient to produce primitive forms of consciousness and emotion,
while newer areas have more to do with advanced language, abstract
reasoning, and moral decision-making – skills that are
quintessentially human.

This is ignoring the jump to universality explained in BoI -- we have a refutation of 
this and he doesn't discuss or engage with our refutation. As he's been told.



He needs to either ask questions about our jump to universality explanation if he 
doesn't understand how it works and how it applies, or criticize it, or come up with 
explanations compatible with it. If he does none of these, how is that supposed to 
get anywhere?

In the prior section, we saw him not criticize ideas he rejects -- he rejects ideas 
without criticism. In this section, he's ignoring criticism of ideas he accepts. 
Basically, this is not critical thinking. Criticism plays no part in his thinking. This is 
what you must strive to avoid -- and to recognize when you do it.

And how will you know if you're a critical thinker, or not, if you don't write posts for 
both yourself and us to look over? So you better write posts or you can pretty 
much be assumed to be a non-critical bad thinker. (You think it's hard? That some 
problem stops you from doing it? Well why haven't you solved this problem? Why 
aren't you better at learning how to integrate some post writing into your life? 
Whatever problem stops you from posting, your failure to solve that problem 
indicates an opportunity to improve your thinking and problem solving skills.)

Some people think they have some good arguments why they don't need to post 
or something else is better. They then proceed to not post their arguments, 
therefore avoiding getting their arguments criticized and refuted. Don't be like 
that! Don't get yourself in a self-perpetuating lifestyle where if you're doing it 
wrong you'll never get criticism and find out! Instead, post.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal Consciousness (Was: Embodiment and self)
Date: August 10, 2012 at 2:22 AM

On Mar 26, 2012, at 1:25 AM, Steve Push <stephen.push@gmail.com> wrote:

On Mar 25, 11:14 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Mar 22, 2012 at 1:03 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

Grief is an emotion.  With the
possible exception of sociopaths, all humans feel it, even Buddhists.

Is this a philosophical or a scientific view? Or just an assertion?

It's personal observation.  (Actually, I haven't observed all humans,
so there is some induction involved as well.)

So he posts plain old assertions *and doesn't see anything wrong with that*. He 
doesn't know what arguing is. And when confronted with the problem -- that he 
was not thinking philosophically or scientifically -- he doesn't learn better, doesn't 
fix it, doesn't change his mind, doesn't improve.

And it's not for lack of explanations about why science is good, why critical, 
rational philosophy is good, why personal anecdotes mustn't be confused with 
universal truths, and so on. That's not the problem.

What is the problem? What's to be done? And how well the dozens of other 
people here, who have the same flaws in their own thinking, learn to recognize 
they too are like this, and do something about it?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Re: [BoI] Avoiding Coercion
Date: August 10, 2012 at 2:30 AM

On Mar 26, 2012, at 6:31 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://fallibleideas.com/avoiding-coercion

Your problem solving method is simple and the explanation clear. But I
think its missing something important.

What if we can't think of any solutions? Is creativity a requirement? No it's not.

Its missing the importance of questions. The moment that I learned the
socratic method, I found that my problem solving skills dramatically
improved. Why? I think the answer is simple. When we are trying to
create potential solutions, many of us just sit there waiting for
ideas to pop up in our minds. And we say stuff like, "I'm drawing a
blank." This is passive thinking.

But if we ask ourselves [and our counterparts] good questions, then
the answers to those questions are ideas that can be used as potential
solutions or as stepping stones towards potential solutions. Of course
your method does include some questions, but I think they are limited
because they are cookie cutter questions. Your explanation doesn't
include how to create other questions.

There is no simple method of creating questions. Questioning stuff is creative 
thinking, like criticizing, and so on.

The point of this method is that it's so trivially easy. Anything that relies on 
thinking of good questions is not reliable. We don't reliably have good ideas. We 
don't reliably notice criticisms of ideas we consider. We don't always reach a 
conclusion for some tricky issue for days, years, or ever.

If avoiding coercion required creative questions, imaginative critical thinking, and 
so on -- if a bunch of success at all that stuff was required -- then it wouldn't be 
available to everyone, all the time. It would fail sometimes. There's no way to 
always do a great job at those things, always get them right.

http://fallibleideas.com/avoiding-coercion


But one of the big important things is: we can always avoid coercion. It's not like 
always figuring out the answer to every math problem put in front of us. Every 
math problem we're given is soluble, and given infinite 
time/energy/attention/learning/etc we could figure it out. But the problems which 
threaten coercion aren't like that. They don't require infinite time/resources. We 
can deal with all of them, now, reliably, enough not to be coerced.

That is what the article is about. What is this simple method that we can do 
reliably without making a big creative effort.

Now the method doesn't 100% ignore creative. You can use creative thought as 
part of it, and you should. But even if you do a really bad job of that, you reach 
success anyway (where success means non-coercion). If you have an off day 
solving math problems, maybe you don't solve any today. But an off-day for 
creative thinking about your potentially coercive problems need not lead to any 
coercion.

The method doesn't require you to be thinking of good questions as you go along. 
If you do, great. If you don't, it works anyway. Which is necessary to reach the 
conclusion: all family coercion is avoidable, in practice, today, without being 
superman.

(I weakened the claim from dealing with all coercion because I don't want to 
comment on the situation where you get abducted by terrorists at gunpoint or 
other situations with force in them. That's hard. But all regular family situations 
are very manageable.)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Homology (was: Learning; Morality of Animals)
Date: August 10, 2012 at 2:40 AM

On Mar 31, 2012, at 12:04 AM, Steve Push <stephen.push@gmail.com> wrote:

On Mar 29, 6:45 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Thu, Mar 22, 2012 at 7:42 AM, Steve Push <stephen.p...@gmail.com> 
wrote:

For
mammals at least, the argument for animal suffering is based more on
homology than analogy.  According to the argument from homology, we
assume that animals can suffer because the anatomy and physiology that
gives rise to suffering in humans was inherited from a common ancestor
of all mammals and exists in a similar form in all living mammalian
species.

Whether this argument is any good depends on whether its premise or
assumption -- that human suffering arises from anatomy and physiology
-- is any good. Right?

Right.  Unless you believe in an immaterial soul, what else could it
arise from?

It could arise from ideas.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Natural Kinds
Date: August 10, 2012 at 2:44 AM

On Mar 31, 2012, at 4:49 PM, Steve Push <stephen.push@gmail.com> wrote:

On Mar 31, 12:49 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sat, Mar 10, 2012 at 8:37 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

Quine and some other philosophers have said natural kinds confirm
inductions.  It occurred to me that the solutions to some of the
problems we have discussed here seem to depend on the concept of
natural kinds.

For example, both intuitively and theoretically the “old” bridge
design of Godfrey-Smith's example is of the same kind as the designs
of bridges that have already been built, while the “new” bridge design
is of a different kind.

Where did the scenario specify that?

My characterization above is equivalent to the original description of
the scenario that I cited from p. 67 of Theory and Reality by Peter
Godfrey-Smith, who talks of two bridge designs -- one "tired and true"
and the other novel.  David Deutsch and Elliot Temple suggested that
no two bridge designs are ever the same.  To allow for that
possibility, I am presenting the scenario as two *kinds* of bridge
designs, one "tried and true" and the other novel.

 It might seem odd to refer to a bridge
design, which is a human invention, as a *natural* kind.  But I think
the physical laws that enable a bridge to do its job qualify similar
bridge designs as members of a natural kind.

Quine might have said that because the old design is of the same kind
as existing bridges, we are justified in making the inference that a
bridge built from the old design will perform similarly to existing,



tested bridges.  A Popperian might say that the new design can be
criticized because it is different from existing, tested bridges.

Innovation is not automatically worthy of criticism. You have to
figure out the problem situation. If you're building it for a pond
inside a historical museum, and it's part of an exhibit, *then* you'd
have a criticism on the basis that it's different.

I'm talking about structural designs, not esthetic designs.  Godfrey-
Smith says, and I agree with him, that engineers use tried and true
designs as much as possible.  Novel structural designs are introduced
in situations that are beyond the capabilities of previous designs,
either in theory or because the previous designs have been tried and
have failed.

But I realize some here may disagree.  The point of Godfrey-Smith's
scenario was to show that Popper had no rational basis for choosing
one design (or kind of design) over the other.  That is Godfrey-
Smith's criticism of Popper's view of confirmation.

People used "tried and true" designs because "tried and true" is an approximate 
proxy for valuable characteristics like ability not to collapse.

If you do a full evaluation of every important characteristic individually, then the 
"tried and true" proxy is utterly useless -- all it can do is give you approximate 
insight into what you've already analyzed more carefully.

If you're saying everything is equal except "tried and true", then either you mean:

1) the second bridge is equal on irrelevant stuff, but is unstable -- it fails on the 
things "tried and true" is a proxy for

2) the second bridge is equally stable, it's just *literally* not tried and true, but is 
equal on every important characteristic of bridges, including all the ones that 
"tried and true" is a proxy for.

Whatever the meaning is, once you clarify it the question is really easy.

-- Elliot Temple



http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The objective aesthetics of emotions
Date: August 10, 2012 at 2:52 AM

On Apr 1, 2012, at 11:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Emotions are a subjective phenomena.

I don't understand the point of starting a thought with words that you yourself -- as 
well as everyone else -- don't know the meaning of. What is appealing about this 
starting place? How can it have appeal when you don't have a clear idea of what 
it is, and therefore(?) don't know its attributes?

Subjective in the ontological sense, not the epistemological sense.

This is superficially and structurally a clarification, but actually reduces clarity. It's 
basically trying to take reason out of the discussion (by getting rid of 
epistemology, and therefore getting rid of all rational criticism and methods of 
discussion).

And it says "subjective in the ontological sense" but what the heck does that 
mean? That doesn't help. I have more idea what "subjective" means than I have 
what "subjective in the ontological sense" means.

When you write your own posts, try not to do anything at all like this. Or if you're 
tempted to write anything like this, add some text like "I think this is bad but I'm 
confused about how to do better" so people will know you're trying to learn 
instead of trying to obfuscate (text like this strongly signals zero interest in 
learning anything, and a strong desire to obfuscate, so a lot of people will see and 
and choose not to discuss with you).

We can speak objectively about them in the sense that we can be honest, we 
can eliminate or understand bias and be critical and rational when it comes to 
our knowledge of them.

Given this interesting state of affairs

Given [extremely unclear stuff I have made no real effort to clarify], let's move on 



and start drawing conclusions??

can some emotions be beautiful in an objective way also? Not simply that we 
like them but rather that our liking of them isa manifestation of some deeper 
objectivity? Are some emotions just intrinsically more beautiful than others? Is 
love objectively more beautiful than hate? Is compassion more beautiful than 
anger?

If this is true and if emotions depend on states of the brain should we seek ways 
to cultivate some emotions over others for aesthetic as well as moral reasons?

Dude, slow down. This is such a whirlwind tour, one vague idea after another, so 
fast, with no attempt to know what's being said, just rushing onwards to wild 
conclusions.

Why do people do this? To impress others? Because they don't know what 
understanding anything is like and what the alternatives are? Are they so used to 
be perpetually confused that there's no difference for them either way?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The objective aesthetics of emotions
Date: August 10, 2012 at 3:17 AM

On Apr 2, 2012, at 5:40 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 03/04/2012, at 3:27 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Apr 2, 2012 at 1:09 AM, Brett Hall <brhalluk@hotmail.com> wrote:
Emotions are a subjective phenomena.

Agreed.

Subjective in the ontological sense, not the epistemological sense.

I don't understand the distinction.

This is, I think, something John Searle first drew attention to. There are two 
quite distinct senses of the subjective/objective distinction. People conflate the 
two and get confused...especially when it comes to ethics.

The first sort is the epistemological distinction: about how we can know. In this 
sense there is objective knowledge which is good science, valid methods, 
careful data gathering and so forth. Here subjective is about being biased or 
exaggerating and so we are sometimes able to say "that newspaper cannot be 
trusted. It is written from a particular point of view. It is being quite subjective". 
Here subjectivity is a liability for reliable knowledge. Scientists who do not report 
all their data might be being subjective (just plain dishonest!). I think we who 
know about philosophy of science are comfortable with this particular distinction.

Ontology is about what actually exists. Quale are subjective. Subjective 
phenomena are things like emotions and perceptions. When I say that I see 
green grass my subjective experience of green is something I cannot 
communicate. I cannot convey the experience of green to you because it is 
entirely subjective in the ontological sense. And yet I am not lying or biased or 
exaggerating. It's not that I ago actually seeing the grass as a deep shade of 
blue and simply telling you that I am seeing green. I am being honest. I am 
being a scientist and explaining my internal quale as reliably I know how.



But this is trivially wrong.

Whether or not you had a particular emotion, perception or quale is an objective 
fact of reality.

Where is the subjectivity?

This whole position fails to address, in the most basic way, what any person who 
thinks reality is objective would say.

The photons hit the grass and go to your eye and electrical signals are created 
and physically, objectively existing signals are sent to your brain where physical, 
objectively existing computation is done with electric and chemical signals being 
sent around. This is well known. If you're disputing it, you should say a criticism of 
it, say why you disagree with it, say how your explanation of these events differs.

But instead what we have is simply ignoring this standard view on the matter, not 
engaging in a discussion.

I can speak objectively about my own subjective states. Or I could be subjective 
about them.

Meaning what? If I can't tell what you mean, then you aren't communicating. It's 
important to make your emails communicate. Lots of lessons here.

He just started his email saying there are two meanings of "subjective" and 
"objective" and we need to distinguish between them.

Then here is he already talking about subjective and objective without saying 
which one he means.

If I am being objective about my subjectivity, then I am doing a first-person 
science.

Which type of subjectivity are you talking about? You just said that people need to 
say, but then you dont' say.



Notice that except for thinkers like David it is still a minority view to believe that 
aesthetics itself generally is anything but subjective in the epistemological 
sense.

Who cares what is a minority view? What do you care what other people think? 
You can't work out the truth of ideas from their popularity.

That is, aesthetics are just matters of taste. I know what I like and that's it - 
there's nothing objective to be known about beauty. I used to think like this.

You said it's a popular view to justify having thought that way in the past?

Can you see how that actually makes you look worse, not better? Because if you 
had some mistaken ideas in the past (or now), that's no big deal. But if you're 
going out of your way to excuse them with "but I was just following the herd", then 
that's a worse mistake you made in the past, not a better one, *and* it means 
you're making a mistake about this *now* too.

Why is he talking about himself anyway? Basically everyone should talk about 
themselves personally a lot less. Don't talk about yourself and it's easier not to 
take the discussion personally. It can still be hard when the ideas are relevant to 
you, but at least it's easier than if you just share personal stuff. So that's another 
lesson you can take from this: don't write about yourself, stick to ideas.

There are posts of mine back in the early 2000s arguing the case for the 
epistemic subjectivity of all matters of aesthetics. I have been persuaded I am 
wrong about that. So I move on.

So what else is considered just a matter of taste?

His method is to analyze philosophy by going through what people think about 
different stuff, what ideas are popular. How amazing! That's so blatantly wrong 
and irrational, and he is using that method *here* of all places. He seems to be 
oblivious that this is one of the worst places on Earth to use such a method -- it's 
so strikingly contrary BoI/DD's worldview.

Emotions it would seem. Maybe some people like to feel angry. But angry is not 



beautiful or useful. Evolution has seemingly created certain emotions because 
they are useful and even beautiful. Why? Why do we have these emotions? Do 
they lead to progress through better societies and through cooperation? Do they 
help facilitate problem solving?

The emotion we call "interest" or "motivation" that *feeling* which can help you 
to see a problem through to finding a creative solution. What is that about? 
Clearly it is very useful. Some people lose focus or cannot focus - on anything 
except the television. Why? Is this good? What if they cannot be persuaded that 
it would be better if they did more than just this? Better because it would help 
solve their problems. People won't think better if they are not motivated to think 
better. What if the motivation to solve problems other than what to watch next on 
television or which chocolate bar to buy could be cultivated and kindled in 
people? Would this be knowledge north having? I would like to know how to 
cultivate a feeling of being industrious and creative.

People will reliably tell you that certain emotions are beautiful and others they 
hate or find terrible.

The non-thinkers in a given culture reliably say a lot of the same things.

Of course!

That's just the sort of thing we here are trying not to do. We want to be thinkers, 
and think for ourselves, instead of just say standard cultural stuff without thinking.

What if we could kindle in people a compassion for others rather than 
indifference?

Spreading altruism would make the world a much worse place.

Some people look at footage of starving children in Africa and feel nothing. So 
they do nothing. This is most people. What if they *felt* compassion instead of 
indifference?

This is amazing. Here is what it means:

- persuading people is hard
- i try to persuade people to do really bad things like altruism, and they don't do it
- screw intellectual arguments, i can't win those



- let's try something else
- how about we get people to *feel* we're right
- maybe we can get them to act on those feeling sometimes, against their best 
rational judgment
- then we can have more altruism and suffering, and ruin the world more. yay?

this is so blatantly anti-intellecutal. instead of persuading people with reasoned 
argument, he wants to find a way to cause them to have the emotions of his 
choice to try to control them into doing the awful things he "thinks" would be 
good. ("thinks" in scare quotes because as we've been discussing, he's not a 
rational thinker. ok everyone is *sometimes*. if he didn't do any proper thinking 
his sentences couldn't be grammatical, for example. but he's doing all this 
irrational anti-thinking too which is the part that stands out. that his email, which is 
kind of the epitome of unreason, is also full of rational thinking to get grammar 
and other details right, is a bit of a testament to how bad and self-contradictory 
his approach to life is -- he's so dedicated to unreason as a principle while at the 
same time using reason all the time too.)

Did you know that we seem incapable of feeling what we *should* feel at times?

this is a nonsense assertion, disguised as a question. the "did you know ... ?" 
thing is trying to take on the role of a teacher, and get you to accept stuff with no 
reason given. it's a little like saying "I know lots of stuff, and it turns out that if you 
are a super awesome thinker then the answer you reach, if you put tons of work 
into it, is X". (and, btw, not having given it much thought at all.)

We humans do generally feel sympathy for the poor homeless person we walk 
past on the way to work.

so much generalizing.

We do feel we want to help the single child on the news who we hear has been 
left for dead outside an orphanage. Yet evolution has not given us

so, people are genetically broken due to the failures of evolution -- *that* is why 
they won't listen to Brett.

people's minds don't work right, and that is why his arguments haven't persuaded 



people.

it's not cause he sucks at thinking and arguing, and is trying to spread really evil 
ideas. it's not because the masses are wiser than he is. it's because the masses 
are defective in such a way that reason is useless, and so it's time for Something 
Else which Brett is more skilled at than reason...

this is the stuff of tyranny. and Brett finds tyranny emotionally appealing. and 
advises us to live by emotions...

the emotional apparatus to feel what we should feel when it comes to bigger 
problems - like the millions of starving children in Africa. What if we could feel 
just as sorry for them? Would it help them and us to solve such problems? What 
is wrong with us?

not enough reason is what's wrong with you. don't speak for me and everyone 
else. not everyone is the same as you.

Why aren't we motivated strongly enough to solve some of the most important 
problems?

he just assumes that the problems *he* thinks are important *are* important. no 
argument. it doesn't occur to him that's the sort of thing requiring an argument. 
they *feel* important to him, and that's that. never mind rational analysis of what 
problems are important. never mind data or statistics. never mind the problems 
BoI/DD think are important -- those aren't worth discussing or mentioning.

it goes on and on. i've left the rest below. if you want to work on your own critical 
thinking, go through the rest below and criticize it.

- Elliot

Is it because our emotions are not well understood? Is that hampered by people 
who think they are just subjective things in the epistemological sense? That 
there's nothing interesting to know about them?



We can speak objectively about them in the sense that we can be honest, we 
can eliminate or understand bias and be critical and rational when it comes to 
our knowledge of them.

No. Its only subjective. There is no way to speak objectively about
our emotions.

This is an example of the confusion I mention above. If you think that when I say 
"I am so happy" or "I feel angry" that I must not be accurately reporting my 
internal state then this means that my internal state is forever outside rational 
discussion. You have effectively firewalled certain phenomena against analysis. 
I find this pessimistic. Even when I study my own internal state you believe that I 
cannot accurately know how I feel? I cannot be objective? I cannot *know* to 
speak plainly? There is nothing to actually know here? I think there is. Emotions 
are real. We can learn about them. But they are subjective phenomena - there 
are facts to be known about quale but we just don't know them yet. We will 
discover facts in consciousness through introspection or not at all. And I think 
that is a fact.

Consider a psychologist who creates an experiment to
measure emotional states of people when they see a picture. He asks
the subjects questions. The people answer subjectively. Lets say the
question is: how do you feel on a scale of 1 to 10 after seeing this
picture? The subjects will not answer using the same standard. Why?
All the answers are relative. They are relative to the subject's
previous experiences and no two people have the same experiences.

Yes. That misses my point entirely. Each person is speaking objectively about 
their personal state. What sort of state is this? It's a subjective state. An internal 
state. A conscious state. They may disagree but that's because they are having 
different emotions. So what? That's like suggesting that because different 
geophysicists do different gravity readings at different places on the earth and 
they all get different values that this invalidates the idea of an objective fact of 
the matter when it comes to gravity. Of course it doesn't. It actually suggests the 
interesting fact that the magnitude of gravity changes on the surface of the earth 
due to interesting features like subsurface phenomena and so forth. So it is with 
emotions. Different people respond differently. But emotions still exist in a real 
(objective) sense.



Given this interesting state of affairs can some emotions be beautiful in an 
objective way also?

No. All emotions are based on the ideas we have about events in our
lives. There is no event that will consistently produce the same
emotion in all people.

Fine. That might be true. Though I am not sure what experiments or coherent 
philosophy shows this to be necessarily the case. Empathy is something that is 
poorly understood. Until we have a better philosophy or science of this I am 
willing to testify that given certain experiences, people can report that they do 
indeed feel "exactly" the way someone else does. Empathogens are actually 
chemicals that seek to explore this phenomena. It's not well known because 
conservatives seem unwilling to pursue the science as in this area they think 
only harm and no progress is possible. One doesn't need drugs though...one 
just needs certain experiences to confirm to oneself that it is possible to have 
the same emotion as others. Shared experience might be able to produce the 
same emotion. The fact you have not experienced this or that psychology is so 
soft a science that it hasn't properly discovered this says nothing about its 
impossibility. There is a frontier here left almost entirely unexplored.

Not simply that we like them but rather that our liking of them isa 
manifestation of some deeper objectivity? Are some emotions just intrinsically 
more beautiful than others? Is love objectively more beautiful than hate? Is 
compassion more beautiful than anger?

What is the meaning of *beautiful* with respect to emotions?

Do you mean *preferred*? If so I disagree. Some people prefer to hate
than to love. And its because they have mistaken ideas.

Those people who prefer hate to love have bad ideas  - i agree. But then why is 
love preferred? Is it in  part because its more beautiful objectively? Beautiful in a 
sense I am not sure about. Like the chapter in boi on the objectivity of 
aesthetics. In what sense are flowers beautiful? This is a visual phenomena. 
Sights and sounds are not the only senses we have access to. We can sense 
our own emotions. Some are more pleasant than others as some sights, some 



sounds, some scents are more beautiful than others objectively. So it is, my 
conjecture goes, can emotions me.

If this is true and if emotions depend on states of the brain

Emotions do not depend on states of the brain, instead they depend on
states of the mind. The brain is hardware and the mind is software.
The mind contains ideas. When we have thoughts, they are thoughts
about our ideas, and its these thoughts that produce emotions.

You are skeptical that the brain has anything to do with the mind?

We do not understand the relationship between mind and brain. We do not know 
if there is even a dualism in all this. We know something but for the hard 
questions we know next to nothing. We have no theory of consciousness and 
how that arises out of the brain.

*Maybe* you are right that the brain is hardware and the mind is software. I see 
no evidence yet for this. It's little more than an argument from analogy. We have 
nothing remotely like AI yet. AI is a misnomer for simple automata. The 
software/hardware way of splitting mind/brain is little more than an article of faith 
at this stage as we have no explanatory theory. If we did - we could program 
minds. We can't. Ergo we don't understand it. Ergo saying it's just software is up 
there with "it's a soul". But maybe you are right. But the fact you might be wrong 
leads you to very strong ethical conclusions here not based on good philosophy 
or good science. It leads you to bad ideas like this stuff about emotions all being 
subjective. I do note however that it seems a little at odds with some of what you 
say. If mind is software then in the code we should be able to find algorithms for 
emotions, right? They'd be objective facts about the program running on your 
brain hardware right?

It may be that hardware is necessary for mind to arise. It may be that software is 
also. But there might be some third thing. Or forth thing we cannot even imagine 
yet. It may be that software isn't needed at all - just hardware. Or just hardware 
and some other thing that has nothing to do with being a Turing machine. 
Without a working theory the hardware/software thing is just one of an infinite 
number of theories that can be conjectured to I adequately account for what we 
observe and none of them testable - all of them east to vary and none of them 
any good.



should we seek ways to cultivate some emotions over others for aesthetic as 
well as moral reasons?

Yes it is moral to find our preferences. And to do so we try new ideas
and actions and measure our emotional response to them. If we like the
emotion [happy/interested/whatever], then thats a good indication that
we've found a preference. If we don't like the emotion
[sad/bored/whatever], then thats a good indication that either we
found something that we don't prefer, or that we're interpreting the
action wrong.

Yes. This is an old idea. I'm challenging (or perhaps trying to make progress 
with it by refining it) with something that might be new. There are objective 
features of our subjective emotions that point to something deeper about the 
structure of reality. In particular there might be beautiful feelings just as there 
are beautiful shapes and colours and figures and arrangements. Feelings are 
real. Some feelings seem to be ugly. Some feelings people *reliably* say are 
beautiful. This might mean that there is something objective to be known here 
about the aesthetics of emotions. And this would be worth knowing.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Qualia (was: Subjectivity (was: What is an idea?))
Date: August 10, 2012 at 3:27 AM

On Jun 30, 2012, at 4:02 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Mainly qualia. We know we have them. It is impossible to describe them.

People say this a lot. Never with any argument. It's silly.

Arguably, no one knows how to describe them today. But that doesn't imply it's 
impossible.

Actually, it should be possible. They are information. All information can be 
described. Though that doesn't necessarily mean the person you describe it to 
will have the quale. It's a little like the difference between cat and "cat" -- the first 
one refers to an animal, the second one refers to the word cat, it's not the same 
thing. You can have c-a-t in your mind without thinking of a cat, and you can have 
a description of a quale in your mind without experiencing the quale.

I think it's also possible to communicate information in such a way that another 
person can have a quale. Why not? We already communicate and people have 
quales. I talk and they have sound quales. And then I talk in a specific way and 
they remember the smell of the ocean and have quales about it. Why should this 
be fundamentally limited?

Anyway, above I said "arguably". The fact is people talk about quales all the time, 
and describe them. For example, I say "the cat is blue". I'm talking about and 
describing one of the quales I got when looking at the cat.

And people talk about all kinds of details of quales. I might talk about a cat being 
"dark blue" and another being "light blue" and then someone can figure out which 
cat is which from my descriptions and their quales.

I think it's bizarre. We communicate about quales constantly, we have tons of 
words for them, and somehow it's accepted wisdom the they are impossible to 
describe.



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Subjectivity (was: What is an idea?)
Date: August 10, 2012 at 3:45 AM

On Jun 30, 2012, at 7:23 PM, Brett Hall <brhalluk@hotmail.com> wrote:

You confuse the objective stuff in the world - which we can be mistaken about - 
with the subjective qualia in our minds.

So he's attacking fallibility too. Though as usual he doesn't say it clearly. But the 
meaning here is: we cannot be mistaken about qualia and other "subjective" 
topics.

Elsewhere he has said values are subjective. Oh dear!

I highlight this because some people might think nonsense about subjectivity is 
harmless. It is not. It's connected to really bad ideas, like this attack on fallibility, 
and the attack on morality.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Qualia (was: Subjectivity (was: What is an idea?))
Date: August 10, 2012 at 9:38 AM

On Fri, Aug 10, 2012 at 2:27 AM, Elliot Temple <curi@curi.us> wrote:

On Jun 30, 2012, at 4:02 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Mainly qualia. We know we have them. It is impossible to describe them.

People say this a lot. Never with any argument. It's silly.

Arguably, no one knows how to describe them today. But that doesn't imply it's 
impossible.

Actually, it should be possible. They are information. All information can be 
described. Though that doesn't necessarily mean the person you describe it to 
will have the quale. It's a little like the difference between cat and "cat" -- the first 
one refers to an animal, the second one refers to the word cat, it's not the same 
thing. You can have c-a-t in your mind without thinking of a cat, and you can 
have a description of a quale in your mind without experiencing the quale.

I think it's also possible to communicate information in such a way that another 
person can have a quale. Why not? We already communicate and people have 
quales. I talk and they have sound quales. And then I talk in a specific way and 
they remember the smell of the ocean and have quales about it. Why should 
this be fundamentally limited?

Anyway, above I said "arguably". The fact is people talk about quales all the 
time, and describe them. For example, I say "the cat is blue". I'm talking about 
and describing one of the quales I got when looking at the cat.

And people talk about all kinds of details of quales. I might talk about a cat being 
"dark blue" and another being "light blue" and then someone can figure out 
which cat is which from my descriptions and their quales.

I think it's bizarre. We communicate about quales constantly, we have tons of 



words for them, and somehow it's accepted wisdom the they are impossible to 
describe.

Are those people thinking about the problem that what I see as blue
could be red to you? And so they conclude that quale are subjective
and we can't describe our subjective states to other people in such a
way for those other people to experience the exact same subjective
states?

IIRC, Brett said that people can experience each other's subjective
states (which contradicts the above idea). He said that two people in
love (or two twins or whatever) can experience a subjective state
(like an emotion) and then explain that to another person, and then
the other person says, "Ya thats exactly the subjective state I am
experiencing."  [The problem here is that no statement delivered from
one person to another is 100% non-ambiguous. Why? Because our
background knowledge is different, so the same word understood by two
people can refer to different ideas.]

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The effect of fonts on persuasiveness
Date: August 10, 2012 at 11:50 PM

On Aug 9, 2012, at 12:55 AM, David Deutsch <david.deutsch@qubit.org> wrote:

Someone at the New York Times used a passage from The Beginning of Infinity 
to run a test about whether the font in which one reads a passage affects 
whether one is convinced by it.

The conclusion

http://opinionator.blogs.nytimes.com/2012/08/08/hear-all-ye-people-hearken-o-
earth/

was cautiously positive.

Apparently, if you want to be agreed with, and not disagreed with, use 
Baskerville.

I'm cautiously sceptical. But perhaps that's because the article is set in Georgia 
font, which, according to the article itself, has the highest propensity for causing 
disagreement...

http://daringfireball.net/linked/2012/08/10/morris-fonts

UPDATE: Several keen-eyed readers spotted something I missed. The graphs 
that accompany the article ... are highly misleading, insofar as they omit the first 
10,000 responses from the bottom of the chart, so as to exaggerate the results. 
That’s not to say the effect does not exist, but it far more subtle than these 
graphs suggest.

That's so bad that if the researchers had anything to do with those graphs 
(including seeing them in the article and failing to protest it by, for example, 
refusing to be quoted in an article containing those graphs), then I would say it's 
safe to assume there is some flaw in their research somewhere and disregard it.

You have to be a lot better than this or you can't do science.

http://opinionator.blogs.nytimes.com/2012/08/08/hear-all-ye-people-hearken-o-earth/
http://daringfireball.net/linked/2012/08/10/morris-fonts


There's other problems too. Surveying people to ask if they are convinced is a 
bad proxy for real, lasting persuasion. At the very least, survey them 3 months 
later -- if they actually learned anything, they'll remember it. If they don't 
remember, count them as unpersuaded.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Notes on Conjectures and Refutations, Chapter 10 -- Truth, Rationality, 
and the Growth of Scientific Knowledge
Date: August 11, 2012 at 3:20 AM

Chapter 10. Last in the conjectures part of book. Has a number of important 
ideas.

Continued growth of scientific knowledge is essential to the rational and empirical 
character of scientific knowledge. 291.

The preferable theory is the theory which tells us more, which contains a greater 
amount of empirical information or content, which is logically stronger, which has 
the greater explanatory and predictive power, and which can therefore be 
subjected to more severe tests. 294.

What is content? Based on idea that informative content of two statements, a and 
b, will be greater than, or at least equal two, any of its two components. 295.
e.g. Statement a: “It will rain on Friday.”
Statement b: “It will be fine on Saturday”
Statement ab: “It will rain on Friday and be fine on Saturday.”
Informative content of statement ab is highest.
***KEY POINT***: PROBABILITY (logical probability?) of statement ab will be 
lower.
FORMALIZATION of content statements: Ct(a) ≤ Ct(ab) ≥ Ct(b)
FORMALIZATION of calculus of probability of statements: p(a) ≥ p(ab) ≤ p(b)

CONSEQUENCE:
If growth of knowledge means that we operate with theories of increasing content, 
THEN it means that we operate with theories of decreasing probability. You can’t 
go for both high probability (in sense of calculus of probability) theories, and high 
content theories. You want high content, low probability theories.
CONSEQUENCE:
Since low probability means high probability of being falsified, it follows that high 
degree of falsifiability, or refutability, or testability, is aim of science – same end as 
high informative content. 297.

Contrasts his notion of change in scientific knowledge with the view that he calls 
the “ideal of science as an axiomatized deductive system,” which he says has 
been dominant since Euclid’s “Platonizing cosmology.” 299. Says his view is that 
the most admirable deductive systems are stepping stones rather than ends. 



Gives a shout out to Agassi for this idea.

Popper says the awesome thing about deductive systems is not that we can 
unfold their marvelous deductive consequences per se, but that we can subject 
them to tests to progress science. Therefore, we shouldn’t formalize or elaborate 
a deductive system more than necessary to do this. 300.

Truth  best understood as correspondence to the facts. 303. Tarksi teaches us 
that to speak of correspondence to facts, we need a meta-language which can 
speak about two things: statements, and the facts to which statements refer. 304.

Contrast correspondence theory with truth as justified true belief. 304. Tries to 
determine truth in terms of sources or origins of our beliefs, or operations of 
verification, or rules of acceptance, or quality of our subjective convictions. 305. 
But these have difficulties. While the correspondence theory says something can 
be true even if no one believes it, true belief theory has difficulty with this.

Falsificationists not only interested in truth, but interesting truth, not just truisms. 
311.

Popper talks some about his idea of verisimilitude. Theories that stand up to more 
precise tests after making more precise assertions, or pass tests that other 
theories fail to pass, etc. can be said to be more truth-like. 314-315.

We use lots of background knowledge in discussing a problem, and that’s fine – 
while any of the background knowledge can be challenged at any time, lots will 
remain unquestioned while solving a particular problem, and you can’t just always 
start from first premises. 323.

Popper talks about three important requirements of theories for the growth of 
knowledge. 326+.
First requirement: they should proceed from simple, new, powerful, unifying idea 
about some connection or relation between hitherto unconnected things, or facts, 
or theoretical entities.
Second requirement: INDEPENDENTLY testable. New and testable 
consequences – prevents ad hoc-ery.

Third Requirement: theory must pass NEW, SEVERE tests.
On Third Tequirement: Popper starts by talking about how refutations of new 
theories can be important contributions to science. 328-329.



NONETHELESS, Popper thinks that
Progress in science would become impossible if all we got were constant failures 
of our new theories and no successes.
Popper thinks that if this started happening, it might indicate that we were just 
engaging in ad hoc-ery and not getting any closer to the truth.

He says that “it is always possible, by a trivial stratagem, to make an ad hoc 
theory independently testable, if we do not also require that it should pass the 
independent tests in question: we merely have to connect it (conjunctively) in 
some way or other with any testable but not yet tested fantastic ad hoc prediction 
which may occur to us (or to some science fiction writer).” 331.

*****QUESTION TO BOI LIST*****: I’m not quite sure what Popper means by 
“connect it (conjunctively)”. Could someone provide an example?

Popper thinks that it’s important that we view theories as serious attempts to find 
the truth. Thus our theories need to not just be instrumental stepping stones but 
genuine guesses about the structure of the world. And this is why third 
requirement is necessary.

Popper offers logical/methodological arguments in support of Third Requirement:
1)    we know that if we had an independently testable theory which was true, it 
would provide us with successful predictions. Successful predictions are therefore 
necessary for the truth of an independently testable theory.
2)    If we aim to strength our theories’ verisimilitude, we should not just want to 
reduce falsity content but increase truth content. In lots of cases, have no reason 
to regard new theories as better than old theories until we have derived from the 
new theory new predictions that we couldn’t get from the old theory. 334. 
Because only then do we know that the new theory has truth-content where the 
old theory has falsity content.
3)    Need to make tests of our explanations independent. Cites to a paper (more 
to this arg there I guess)

More on Third Requirement (that theory must pass NEW, SEVERE tests):
Two parts:
1.     must make some successful predictions
2.     must not be refuted too soon
(some discussion of this and of Keynes I didn’t quite get the significance of)

Popper notes in FOOTNOTE 31:  he’s indebted to Agassi for stimulating his 



thinking and writing on Third Requirement, but J. Agassi can’t join Popper’s 
thinking on this because he thinks its verificationist-y. Popper says it may have a 
bit of WHIFF of verificationism, but that he thinks we have to put up with it or else 
we’ll have a WHIFF of instrumentalism that treats theories as mere instruments of 
exploration. This conflict of problematic WHIFFS seems like a potentially 
unsolved problem mebbe.

-JM



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 10 -- Truth, 
Rationality, and the Growth of Scientific Knowledge
Date: August 11, 2012 at 5:29 AM

On 11 Aug 2012, at 08:20, Justin Mallone <justinceo@gmail.com> wrote:

Chapter 10. Last in the conjectures part of book. Has a number of important 
ideas.

Continued growth of scientific knowledge is essential to the rational and 
empirical character of scientific knowledge. 291.

The preferable theory is the theory which tells us more, which contains a greater 
amount of empirical information or content, which is logically stronger, which has 
the greater explanatory and predictive power, and which can therefore be 
subjected to more severe tests. 294.

What is content? Based on idea that informative content of two statements, a 
and b, will be greater than, or at least equal two, any of its two components. 
295.
e.g. Statement a: “It will rain on Friday.”
Statement b: “It will be fine on Saturday”
Statement ab: “It will rain on Friday and be fine on Saturday.”
Informative content of statement ab is highest.
***KEY POINT***: PROBABILITY (logical probability?) of statement ab will be 
lower.
FORMALIZATION of content statements: Ct(a) ≤ Ct(ab) ≥ Ct(b)
FORMALIZATION of calculus of probability of statements: p(a) ≥ p(ab) ≤ p(b)

CONSEQUENCE:
If growth of knowledge means that we operate with theories of increasing 
content, THEN it means that we operate with theories of decreasing probability. 
You can’t go for both high probability (in sense of calculus of probability) 
theories, and high content theories. You want high content, low probability 
theories.
CONSEQUENCE:
Since low probability means high probability of being falsified, it follows that high 
degree of falsifiability, or refutability, or testability, is aim of science – same end 
as high informative content. 297.



Contrasts his notion of change in scientific knowledge with the view that he calls 
the “ideal of science as an axiomatized deductive system,” which he says has 
been dominant since Euclid’s “Platonizing cosmology.” 299. Says his view is that 
the most admirable deductive systems are stepping stones rather than ends. 
Gives a shout out to Agassi for this idea.

Popper says the awesome thing about deductive systems is not that we can 
unfold their marvelous deductive consequences per se, but that we can subject 
them to tests to progress science. Therefore, we shouldn’t formalize or 
elaborate a deductive system more than necessary to do this. 300.

Truth  best understood as correspondence to the facts. 303. Tarksi teaches us 
that to speak of correspondence to facts, we need a meta-language which can 
speak about two things: statements, and the facts to which statements refer. 
304.

Contrast correspondence theory with truth as justified true belief. 304. Tries to 
determine truth in terms of sources or origins of our beliefs, or operations of 
verification, or rules of acceptance, or quality of our subjective convictions. 305. 
But these have difficulties. While the correspondence theory says something 
can be true even if no one believes it, true belief theory has difficulty with this.

Falsificationists not only interested in truth, but interesting truth, not just truisms. 
311.

Popper talks some about his idea of verisimilitude. Theories that stand up to 
more precise tests after making more precise assertions, or pass tests that 
other theories fail to pass, etc. can be said to be more truth-like. 314-315.

We use lots of background knowledge in discussing a problem, and that’s fine – 
while any of the background knowledge can be challenged at any time, lots will 
remain unquestioned while solving a particular problem, and you can’t just 
always start from first premises. 323.

Popper talks about three important requirements of theories for the growth of 
knowledge. 326+.
First requirement: they should proceed from simple, new, powerful, unifying idea 
about some connection or relation between hitherto unconnected things, or 
facts, or theoretical entities.
Second requirement: INDEPENDENTLY testable. New and testable 



consequences – prevents ad hoc-ery.

Third Requirement: theory must pass NEW, SEVERE tests.
On Third Tequirement: Popper starts by talking about how refutations of new 
theories can be important contributions to science. 328-329.
NONETHELESS, Popper thinks that
Progress in science would become impossible if all we got were constant 
failures of our new theories and no successes.
Popper thinks that if this started happening, it might indicate that we were just 
engaging in ad hoc-ery and not getting any closer to the truth.

He says that “it is always possible, by a trivial stratagem, to make an ad hoc 
theory independently testable, if we do not also require that it should pass the 
independent tests in question: we merely have to connect it (conjunctively) in 
some way or other with any testable but not yet tested fantastic ad hoc 
prediction which may occur to us (or to some science fiction writer).” 331.

*****QUESTION TO BOI LIST*****: I’m not quite sure what Popper means by 
“connect it (conjunctively)”. Could someone provide an example?

Logical conjunction is just the AND operator, unless terminology has changed 
since Popper wrote this paper. But I think he's wrong about this. AND(p,q) is false 
unless both p and q are true so if he uses logical conjunction, then both the 
theory and the ad hoc addition would have to be true for the resulting theory to 
remain unrefuted. But for the new ad hoc statement to be useful for avoiding a 
refutation it has to contradict the theory so the conjunction would be assigned a 
value of false before you do the experiment. If you were determined to avoid 
refutation what you'd want is something like inclusive OR, which is true unless 
both statements are false.

Popper thinks that it’s important that we view theories as serious attempts to 
find the truth. Thus our theories need to not just be instrumental stepping stones 
but genuine guesses about the structure of the world. And this is why third 
requirement is necessary.

Popper offers logical/methodological arguments in support of Third 
Requirement:
1)    we know that if we had an independently testable theory which was true, it 
would provide us with successful predictions. Successful predictions are 
therefore necessary for the truth of an independently testable theory.



2)    If we aim to strength our theories’ verisimilitude, we should not just want to 
reduce falsity content but increase truth content. In lots of cases, have no 
reason to regard new theories as better than old theories until we have derived 
from the new theory new predictions that we couldn’t get from the old theory. 
334. Because only then do we know that the new theory has truth-content 
where the old theory has falsity content.
3)    Need to make tests of our explanations independent. Cites to a paper 
(more to this arg there I guess)

More on Third Requirement (that theory must pass NEW, SEVERE tests):
Two parts:
1.     must make some successful predictions
2.     must not be refuted too soon
(some discussion of this and of Keynes I didn’t quite get the significance of)

Popper notes in FOOTNOTE 31:  he’s indebted to Agassi for stimulating his 
thinking and writing on Third Requirement, but J. Agassi can’t join Popper’s 
thinking on this because he thinks its verificationist-y. Popper says it may have a 
bit of WHIFF of verificationism, but that he thinks we have to put up with it or 
else we’ll have a WHIFF of instrumentalism that treats theories as mere 
instruments of exploration. This conflict of problematic WHIFFS seems like a 
potentially unsolved problem mebbe.

It's not a problem, for the whiff does not exist. Having read the text in Section XXII 
to which the footnote refers, if Agassi disagrees with Popper about this, then 
Agassi is wrong.

The issue as I see it is like this. Suppose you come up with a new theory. Some 
verificationists think a new theory sucks if it doesn't make new predictions that 
can be tested against new observations, and other verificationists think that this 
doesn't matter and comparing it to old predictions is enough. Popper thinks a 
theory should make new predictions because it will change our view of the world 
and change what experiments we consider worthwhile if it is any good: the 
footnote seems to indicate that Agassi thinks this is verificationist. It's not. A good 
explanation has reach and will solve problems its predecessor didn't solve and 
perhaps didn't even address. This has nothing at all to do with verification, just 
with good explanation. And if a new theory is going to make independent 
predictions, it would be a bad idea not to use those predictions as tests.

Alan



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] The effect of fonts on persuasiveness
Date: August 11, 2012 at 6:29 AM

On Fri, Aug 10, 2012 at 8:50 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 9, 2012, at 12:55 AM, David Deutsch <david.deutsch@qubit.org> wrote:

Someone at the New York Times used a passage from The Beginning of 
Infinity to run a test about whether the font in which one reads a passage 
affects whether one is convinced by it.

The conclusion

http://opinionator.blogs.nytimes.com/2012/08/08/hear-all-ye-people-hearken-o-
earth/

was cautiously positive.

Apparently, if you want to be agreed with, and not disagreed with, use 
Baskerville.

I'm cautiously sceptical. But perhaps that's because the article is set in 
Georgia font, which, according to the article itself, has the highest propensity 
for causing disagreement...

. . .

There's other problems too. Surveying people to ask if they are convinced is a 
bad proxy for real, lasting persuasion. At the very least, survey them 3 months 
later -- if they actually learned anything, they'll remember it. If they don't 
remember, count them as unpersuaded.

You're right that it's a bad proxy for real persuasion, but the
impression I got from the article is that they aren't really trying to
measure real, lasting persuasion at all.  I haven't gone back to
re-read the article, though, so I might be forgetting something.  Did
they indicate it effects lasting persuasion?

I think they're just measuring initial reaction to the text.  For

http://opinionator.blogs.nytimes.com/2012/08/08/hear-all-ye-people-hearken-o-earth/


example: One of the concrete things they mention is different fonts on
essays.  Essays are graded immediately upon being read, so all that's
relevant in that concrete is whether or not a font effects the initial
positive/negative reaction upon reading the text.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The effect of fonts on persuasiveness
Date: August 11, 2012 at 6:37 AM

On Aug 11, 2012, at 3:29 AM, Dan Frank <danjfrank@gmail.com> wrote:

On Fri, Aug 10, 2012 at 8:50 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 9, 2012, at 12:55 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

Someone at the New York Times used a passage from The Beginning of 
Infinity to run a test about whether the font in which one reads a passage 
affects whether one is convinced by it.

The conclusion

http://opinionator.blogs.nytimes.com/2012/08/08/hear-all-ye-people-hearken-
o-earth/

was cautiously positive.

Apparently, if you want to be agreed with, and not disagreed with, use 
Baskerville.

I'm cautiously sceptical. But perhaps that's because the article is set in 
Georgia font, which, according to the article itself, has the highest propensity 
for causing disagreement...

. . .

There's other problems too. Surveying people to ask if they are convinced is a 
bad proxy for real, lasting persuasion. At the very least, survey them 3 months 
later -- if they actually learned anything, they'll remember it. If they don't 
remember, count them as unpersuaded.

You're right that it's a bad proxy for real persuasion, but the
impression I got from the article is that they aren't really trying to
measure real, lasting persuasion at all.  I haven't gone back to
re-read the article, though, so I might be forgetting something.  Did

http://opinionator.blogs.nytimes.com/2012/08/08/hear-all-ye-people-hearken-o-earth/


they indicate it effects lasting persuasion?

DD thought it was about "the effects of fonts on persuasiveness". And about 
whether the reader was "convinced" by philosophy passages or not.

I think they're just measuring initial reaction to the text.  For
example: One of the concrete things they mention is different fonts on
essays.  Essays are graded immediately upon being read, so all that's
relevant in that concrete is whether or not a font effects the initial
positive/negative reaction upon reading the text.

Essays aren't typically graded on persuasiveness, or even having good ideas. 
You can often get a better grade by not being boring and repetitive for your 
grader (say something different, even if it's worse and he doesn't actually agree 
with it), including a few specific things on a list the grader is looking for, and 
perhaps by being graded earlier in the day.

I don't think the article knows what school is and how bad grading is, though, so 
they may well have thought that had something to do with persuasion.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: [BoI] Creating new knowledge
Date: August 11, 2012 at 9:06 AM

Knowledge grows by conjecture and criticism, which is a gradual, piecemeal 
process.

Even in cases where it looks like knowledge has grown suddenly, that impression 
is mistaken.

If a new idea is actually going to work and solve problems, it is necessary to go 
through the process of identifying what problems it solves and how it solves them 
and what problems the new idea solves that the old idea didn't solve.

If you want to learn new stuff you have to start with a problem. It is no good to try 
to skip to a conclusion. Many people seem to like conclusions a lot more than 
problems.  It's difficult to explain anything to such people because they want to 
start with the conclusion. So if you point out a problem, they just want to cut to the 
conclusion. The conclusion will often look counterintuitive until you examine the 
problem carefully and so the person who tries to skip to the conclusion gets it 
wrong.

Suppose, for example, that you want to understand how genetics is related to the 
knowledge people use when they make decisions. Lots of people think that they 
can show that genes encode lots of the knowledge people use to make decisions. 
They point out that there are correlations between behaviour and genes. 
However, they haven't started with the problem and tried to solve it: they start 
with the conclusion.

One way to see this is to ask the following question. Suppose that decision-
making knowledge is not encoded in genes. What predictions does that theory 
make between decisions and genes? The answer is that decisions can be 
correlated with genes in lots of ways that have nothing to do with genes. Bob can 
decide to treat Alice badly because she's black and he has bad ideas about skin 
colour making a person bad. So the correlations are irrelevant without more, such 
as a mechanism by which genes write knowledge into your brain about how to 
make decisions.

If you try to skip to a conclusion, then you will fail to solve problems.



Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Creating new knowledge
Date: August 11, 2012 at 10:45 AM

On Sat, Aug 11, 2012 at 8:06 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

Knowledge grows by conjecture and criticism, which is a gradual, piecemeal 
process.

Even in cases where it looks like knowledge has grown suddenly, that 
impression is mistaken.

If a new idea is actually going to work and solve problems, it is necessary to go 
through the process of identifying what problems it solves and how it solves 
them and what problems the new idea solves that the old idea didn't solve.

If you want to learn new stuff you have to start with a problem. It is no good to 
try to skip to a conclusion. Many people seem to like conclusions a lot more 
than problems.  It's difficult to explain anything to such people because they 
want to start with the conclusion. So if you point out a problem, they just want to 
cut to the conclusion. The conclusion will often look counterintuitive until you 
examine the problem carefully and so the person who tries to skip to the 
conclusion gets it wrong.

Suppose, for example, that you want to understand how genetics is related to 
the knowledge people use when they make decisions. Lots of people think that 
they can show that genes encode lots of the knowledge people use to make 
decisions. They point out that there are correlations between behaviour and 
genes. However, they haven't started with the problem and tried to solve it: they 
start with the conclusion.

One way to see this is to ask the following question. Suppose that decision-
making knowledge is not encoded in genes. What predictions does that theory 
make between decisions and genes? The answer is that decisions can be 
correlated with genes in lots of ways that have nothing to do with genes. Bob 
can decide to treat Alice badly because she's black and he has bad ideas about 
skin colour making a person bad. So the correlations are irrelevant without 
more, such as a mechanism by which genes write knowledge into your brain 
about how to make decisions.

If you try to skip to a conclusion, then you will fail to solve problems.



The right way to solve problems includes these general steps:

1. Identify the properties of the problem.

2. Identify the principles having those properties.

3. Create a solution consistent with those principles and the
problem's properties.

Often people will skip steps 1 and 2 and of course will mess up step 3
because they haven't identified the properties of the problem nor the
relevant principals.

This is akin to how most people solve physics and math problems in
school. They read the problem and they immediately start writing down
formulas and plugging numbers from the problem in the formulas. They
didn't identify the properties (step 1), nor identify the principles
(step 2), and they skipped to step 3 but without the necessary
background knowledge to do it correctly.

Another difficulty that even physicists have is not realizing that
physics problems require epistemology principles too, not just physics
principles.

In the problem that Alan described above, that problem needs
principles from three fields; epistemology (intelligence), morality
(behavior), and science (genetics). But those scientists are only
applying science principles.

This is why the QM theorists didn't realize that their theory means
that the universe is a multiverse. They weren't applying principles
from epistemology. DD on the other hand, did use epistemology
principles. The ones that I can think of now are: *Good explanations
are hard-to-vary* and *Explanations have reach*. You put these two
together with the QM theory and you see that QM means multiverse and
the only reason that the non-MWI guys say otherwise is that its
"weird" to them and they think they can just bolt-on an explanation to



the QM theory that says something like "The QM theory allows us to
make the necessary calculations but its not really reality, its just
calculations, so QM doesn't mean Multiverse."

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Creating new knowledge
Date: August 11, 2012 at 1:15 PM

On Sat, Aug 11, 2012 at 9:45 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Sat, Aug 11, 2012 at 8:06 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

Knowledge grows by conjecture and criticism, which is a gradual, piecemeal 
process.

Even in cases where it looks like knowledge has grown suddenly, that 
impression is mistaken.

If a new idea is actually going to work and solve problems, it is necessary to go 
through the process of identifying what problems it solves and how it solves 
them and what problems the new idea solves that the old idea didn't solve.

If you want to learn new stuff you have to start with a problem. It is no good to 
try to skip to a conclusion. Many people seem to like conclusions a lot more 
than problems.  It's difficult to explain anything to such people because they 
want to start with the conclusion. So if you point out a problem, they just want 
to cut to the conclusion. The conclusion will often look counterintuitive until you 
examine the problem carefully and so the person who tries to skip to the 
conclusion gets it wrong.

Suppose, for example, that you want to understand how genetics is related to 
the knowledge people use when they make decisions. Lots of people think that 
they can show that genes encode lots of the knowledge people use to make 
decisions. They point out that there are correlations between behaviour and 
genes. However, they haven't started with the problem and tried to solve it: 
they start with the conclusion.

One way to see this is to ask the following question. Suppose that decision-
making knowledge is not encoded in genes. What predictions does that theory 
make between decisions and genes? The answer is that decisions can be 
correlated with genes in lots of ways that have nothing to do with genes. Bob 
can decide to treat Alice badly because she's black and he has bad ideas 
about skin colour making a person bad. So the correlations are irrelevant 
without more, such as a mechanism by which genes write knowledge into your 
brain about how to make decisions.



If you try to skip to a conclusion, then you will fail to solve problems.

The right way to solve problems includes these general steps:

1. Identify the properties of the problem.

2. Identify the principles having those properties.

3. Create a solution consistent with those principles and the
problem's properties.

Often people will skip steps 1 and 2 and of course will mess up step 3
because they haven't identified the properties of the problem nor the
relevant principals.

This is akin to how most people solve physics and math problems in
school. They read the problem and they immediately start writing down
formulas and plugging numbers from the problem in the formulas. They
didn't identify the properties (step 1), nor identify the principles
(step 2), and they skipped to step 3 but without the necessary
background knowledge to do it correctly.

Another difficulty that even physicists have is not realizing that
physics problems require epistemology principles too, not just physics
principles.

In the problem that Alan described above, that problem needs
principles from three fields; epistemology (intelligence), morality
(behavior), and science (genetics). But those scientists are only
applying science principles.

This is why the QM theorists didn't realize that their theory means
that the universe is a multiverse. They weren't applying principles
from epistemology. DD on the other hand, did use epistemology
principles. The ones that I can think of now are: *Good explanations
are hard-to-vary* and *Explanations have reach*. You put these two
together with the QM theory and you see that QM means multiverse and
the only reason that the non-MWI guys say otherwise is that its



"weird" to them and they think they can just bolt-on an explanation to
the QM theory that says something like "The QM theory allows us to
make the necessary calculations but its not really reality, its just
calculations, so QM doesn't mean Multiverse."

I neglected to explain why the above ad-hoc explanation is false. The
reason is that it applies a false epistemology principle, which is
that: *Ad-hoc bolt-ons to existing explanations are bad explanations
because they don't solve other problems besides the one the ad-hoc was
intended to solve*. This is special case of the principle I mentioned
above, which is that: For an explanation to be good, it must have
reach, meaning that it must solve problems other than just the
original problem that it was intended to solve. This applies to all
ideas, included ad-hoc bolt-ons to existing explanations.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] The effect of fonts on persuasiveness
Date: August 12, 2012 at 2:43 PM

On Thu, Aug 9, 2012 at 2:55 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

Someone at the New York Times used a passage from The Beginning of Infinity 
to run a test about whether the font in which one reads a passage affects 
whether one is convinced by it.

The conclusion

http://opinionator.blogs.nytimes.com/2012/08/08/hear-all-ye-people-hearken-o-
earth/

was cautiously positive.

Apparently, if you want to be agreed with, and not disagreed with, use 
Baskerville.

I'm cautiously sceptical. But perhaps that's because the article is set in Georgia 
font, which, according to the article itself, has the highest propensity for causing 
disagreement...

Apparently pictures also have an effect on persuasiveness.

http://www.sciencedaily.com/releases/2012/08/120808081334.htm

Trusting research over their guts, scientists in New Zealand and Canada 
examined the phenomenon Stephen Colbert, comedian and news satirist, calls 
"truthiness" -- the feeling that something is true. In four different experiments 
they discovered that people believe claims are true, regardless of whether they 
actually are true, when a decorative photograph appears alongside the claim. 
The work is published online in the Springer journal, Psychonomic Bulletin & 
Review.

What they don't mention, or maybe they don't even realize, is that
this "effect" only applies to people that don't judge ideas for
themselves. Rand called them second-handed people. Although I wonder
if Rand's second-handed idea applies to people that judge things based

http://opinionator.blogs.nytimes.com/2012/08/08/hear-all-ye-people-hearken-o-earth/
http://www.sciencedaily.com/releases/2012/08/120808081334.htm


on their emotions (rather than rationality).

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Learning; Morality of Animals
Date: August 12, 2012 at 4:43 PM

On Aug 9, 2012 11:08 PM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 27, 2012, at 12:33 AM, Steve Push <stephen.push@gmail.com> wrote:

On Mar 26, 7:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 26 Mar 2012, at 09:10, Steve Push wrote:

On Mar 25, 10:43 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Sun, Mar 25, 2012 at 5:37 PM, Steve Push <stephen.p...@gmail.com> 
wrote:

On Mar 25, 7:04 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 23:04, Steve Push wrote:

On Mar 25, 5:24 pm, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 25 Mar 2012, at 22:21, Steve Push wrote:

On Mar 25, 10:13 am, Alan Forrester
<alanmichaelforres...@googlemail.com> wrote:

On 16 Mar 2012, at 00:55, Steve Push wrote:

P.S.:  The article at the following link shows how studies of 
animal
preferences can provide objective assessments of animals' 
needs:

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf

http://www.bib.uab.es/veter/expo/benestar/Behanvioral.pdf


On page 5 Dawkins describes how preference in animals are 
measured by setting up a situation in which the animal have to 
perform more tasks for the same amount of food and this 
illustrates the animal's preferences when it comes to food. On 
page 7 in Section 7, Dawkins states that inelasticity of the animal's 
demand curve can help indicate when the animal is suffering: if the 
animal performs more tasks for the same amount of food that 
indicates that it is not willing to do without the food and so that it 
suffers if it doesn't get the food.

Amoebae engage in complex behaviour to maintain their food 
supply:

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf

Do amoebae suffer?

Probably not.  But thank you for the link to that very interesting
article.

My response concerning farming amoebas is the same as my 
response a
few days ago concerning computers with preferences:

"I agree.  It's possible for unconscious entities to have preferences.

"The argument that animals can suffer is not based on preferences.
But
if one accepts that animals can suffer, preferences can be a guide 
to
understanding what conditions cause their suffering and what 
condition
alleviate it."

And as I explained in other posts, my position that mammals, at 
least,
have qualia and can suffer is based on homology.

https://edit.ethz.ch/tb/people/fguillau/Nature_2011_Brock.pdf


What similarities are relevant?

Many parts of the central nervous system and other systems are
involved.  But for pain important areas include the insular cortex,
the anterior cingulate cortex, and the amygdala.  These areas are
involved in humans when they experience pain qualia and in animals
when they respond to painful stimuli.

Why are those parts of the brain relevant? What information processing 
do they do that doesn't take place in an amoeba?

In humans, they are involved in the subjective experience of and
emotional response to pain.

By "involved in" do you mean "correlated with"?

Both correlated with *and* involved in.  When focal lesions in those
areas cause a change in the subjective experience or emotional
response, that is strong evidence that the area is involved in
producing the experience or response.

So let's say that we agree that those brain regions are involved in pain in 
humans. One variant of that idea is that those regions do something that is 
necessary for suffering as a result of pain, but not necessarily sufficient. In 
some people it doesn't cause suffering when those regions go off: they like 
the sensation of pain under some circumstances. So the question is: what 
specific pattern of information processing causes suffering as well as pain?

Regarding sufficiency, I refer you to the discussion we had about two
months ago concerning ketamine, a drug that has both analgesic and
anesthetic effects in humans and other mammals.  Studies have shown
that ketamine affects the same brain areas in humans and other mammals
and that, in humans, subanesthetic doses reduce the unpleasantness of
pain more than they reduce the awareness of pain.  This suggests that
these brain areas shared by humans and other mammals are both
necessary and sufficient for pain qualia.

What do you mean by “like the sensation of pain under some
circumstances”?  Are you talking about masochism?  Does anyone



actually find pain itself pleasurable?  Or are there some people who
receive sexual gratification from pain, despite its otherwise
unpleasant effects?

Even though I question whether pain itself can be pleasurable, I
believe that humans can override feelings of pain.  The frontal lobes
are able to inhibit pain sensations to some extent, and with practice,
people can improve their ability to do this.

"Suggests" is an interesting word.

I think it's being used in tacit acknowledgement that "implies" would be false.

So, X does not imply Y, but X does "suggest" Y. What does that even mean?

I don't think it has any rational meaning.

I think it's a way to gloss over having inadequate understanding of the topic with 
which to form relevant arguments.

The particular use of "suggests" above went something like this:

State some facts, then basically say, "this suggests my conclusion is true".

What's needed is an argument linking the facts to the conclusion -- why do the 
facts make you right? But he doesn't have that, and just sort of pretends he 
does with this vague "suggests" word.

Not doing this kind of thing in discussion is a big step towards learning much, 
rational thinking, progress, etc... Learning what an argument is, instead of 
fooling ourselves that our assertions are argued for, opens of a beginning of 
infinity: the infinite possibilities of rational arguing to learn things better.

I think the word *suggest* is used when someone sees a correlation and
decides that the correlation *suggests* causation. But this is false.

What is true is that: If there exists a correlation between A and B,
that does not mean that A causes B.



There must be a good explanation that A causes B. So if I came up with
a good explanation for why A causes B, I wouldn't say that the facts
and my explanation *suggests* that A causes B. Instead I would say
that my explanation explains that A causes B and it is consistent with
the fact that there exists a correlation between A and B.

The reality is that its possible that P causes B, or Q causes B, and
so on. And all of these possibilities are consistent with the fact
that there exists a correlation between A and B.

So how do we figure out which thing (call it X) causes B? First we
guess an explanation for why X causes B. Then we criticize that
explanation using epistemological principles and principles of the
respective fields that X and B lie in. If the explanation passes that
criticism, then it is deemed a good explanation. And if the problem is
testable, then we use science to criticize the good explanation.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Chapter 10 notes
Date: August 12, 2012 at 5:00 PM

On Aug 9, 2012 9:53 PM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 6, 2012, at 12:54 PM, Matjaž Leonardis <sidranoel.zajtam@gmail.com> 
wrote:

2012/3/6 Elliot Temple <curi@curi.us>
On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our
own minds)

-all knowledge originates within ourselves, with the guesses we
create



-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the
possibility of refuting it open.

If there are no criticisms to a given criticism you can
tentatively take it as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism
sucks"? Then *that* one?

Repeat forever.

Is this a regress problem?

No, because there is nothing inevitable about it.

For example we can come up with the idea "these are bad criticisms because
they lead to regress".

If there is a way out of a regress problem, how does that make it "not a regress 
problem"? A solvable regress problem is a regress problem.



Further, how is that a solution? Your proposed solution takes the form of adding 
another criticism to the discussion. But what stops your new criticism from itself 
being criticized, thus continuing matters? How is your criticism supposed to end 
the regress?

Or "that criticism sucks is a bad criticism. It is not really and
explanation of a flaw in another criticism".

Also keeping criticism open to criticism doesn't necessarily mean trying to
come up with new ones all the time.

Is it like the regress problems justifying ideas has?

No because in that case you always get this problem. There is no known way
of justifying something that doesn't have a regress problem.

What if they said, seemingly equivalent to what you said, "Those are bad 
attacks on justification because they lead to regress. So we'll ignore any 
criticism, problem, method, etc, that could lead to regress. So there can't be a 
regress anymore." ?

OTOH in the other scenario you get it only sometimes and even then you can
break out of it, by rejecting that line of thinking because it leads to
regress.

Actually it's kind of similar to the way justificationism gets refuted. A
justificationist can criticize any idea by "This isn't justified".

But he can break out by realizing that doesn't make sense by coming up with
a better epistemology.

What about a more practical version where people keep going back
and forth making low quality versions of each other's criticisms.
They don't spend forever on it, but they continue it until they
give up. What should be said to that?



They should have realized that this way of discussing is bad and change it.

So your advice is "be smarter and wiser"? I think that's useless. It doesn't help 
them actually do it.

In particular, realizing people are discussing things in a bad way is really hard. 
You have discussed things in a bad way without knowing it. I have. DD has. 
Happens constantly. In this very email, you discussed things in a bad way by 
denying that something counts as a regress problem if you have a solution to it 
(a little like saying 2+2=? is not a math problem if you know the answer is 4). 
Since such mistakes are super common, most of the time the other guy doesn't 
notice the mistake either, and it's not corrected. And the advice that they 
"should" notice doesn't help them notice.

And there really is no regress here since they came up with the idea that
discussing is no longer interesting and stopped discussing.

Right, so this is a legitimate and common problem, but not a full blown regress 
problem. And you have no solution to offer, other than the comfort they don't 
have some other type of problem?

I just looked up regress problem on wikipedia. First two lines are:

The regress argument (also known as the diallelus (Latin < Greek di allelon 
"through or by means of one another")) is a problem in epistemology and, in 
general, a problem in any situation where a statement has to be justified.[1][2][3]

According to this argument, any proposition requires a justification. However, 
any justification itself requires support. This means that any proposition 
whatsoever can be endlessly (infinitely) questioned, like a child who asks 
"why?" over and over again.

Is the regress problem really similar to how children ask why over and
over again?

When children ask *why?* they do so because they don't know how to ask
a better question. I answer that question with "Why what?" And if the
child doesn't know how to form a better question, then I suggest



questions, "Do you mean 'why X'? or 'why Y' or 'why Z'?"

So the child chooses which *why* question I proposed, and then I
answer it. And then they ask *why* again. And we go through the same
process. Eventually they stop when they've heard an answer that has
too many words they are unfamiliar with. Can this be classified as
*ending the regress*? Sometimes it ends because the child got
interested in one of the unfamiliar words and so we go on a tangent.
Can this be classified as *ending the regress*?

-- Rami



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Chapter 10 notes
Date: August 12, 2012 at 6:07 PM

2012/8/10 Elliot Temple <curi@curi.us>

On Mar 6, 2012, at 12:54 PM, Matjaž Leonardis <sidranoel.zajtam@gmail.com>
wrote:

2012/3/6 Elliot Temple <curi@curi.us>
On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our
own minds)

-all knowledge originates within ourselves, with the guesses we
create



-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the
possibility of refuting it open.

If there are no criticisms to a given criticism you can
tentatively take it as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism
sucks"? Then *that* one?

Repeat forever.

Is this a regress problem?

No, because there is nothing inevitable about it.

For example we can come up with the idea "these are bad criticisms
because

they lead to regress".

If there is a way out of a regress problem, how does that make it "not a
regress problem"? A solvable regress problem is a regress problem.



Further, how is that a solution? Your proposed solution takes the form of
adding another criticism to the discussion. But what stops your new
criticism from itself being criticized, thus continuing matters? How is
your criticism supposed to end the regress?

Or "that criticism sucks is a bad criticism. It is not really and
explanation of a flaw in another criticism".

Also keeping criticism open to criticism doesn't necessarily mean trying
to

come up with new ones all the time.

Is it like the regress problems justifying ideas has?

No because in that case you always get this problem. There is no known
way

of justifying something that doesn't have a regress problem.

What if they said, seemingly equivalent to what you said, "Those are bad
attacks on justification because they lead to regress. So we'll ignore any
criticism, problem, method, etc, that could lead to regress. So there can't
be a regress anymore." ?

OTOH in the other scenario you get it only sometimes and even then you
can

break out of it, by rejecting that line of thinking because it leads to
regress.

Actually it's kind of similar to the way justificationism gets refuted. A
justificationist can criticize any idea by "This isn't justified".

But he can break out by realizing that doesn't make sense by coming up
with

a better epistemology.



What about a more practical version where people keep going back
and forth making low quality versions of each other's criticisms.
They don't spend forever on it, but they continue it until they
give up. What should be said to that?

They should have realized that this way of discussing is bad and change
it.

So your advice is "be smarter and wiser"? I think that's useless. It
doesn't help them actually do it.

In particular, realizing people are discussing things in a bad way is
really hard. You have discussed things in a bad way without knowing it. I
have. DD has. Happens constantly. In this very email, you discussed things
in a bad way by denying that something counts as a regress problem if you
have a solution to it (a little like saying 2+2=? is not a math problem if
you know the answer is 4). Since such mistakes are super common, most of
the time the other guy doesn't notice the mistake either, and it's not
corrected. And the advice that they "should" notice doesn't help them
notice.

And there really is no regress here since they came up with the idea that
discussing is no longer interesting and stopped discussing.

Right, so this is a legitimate and common problem, but not a full blown
regress problem. And you have no solution to offer, other than the comfort
they don't have some other type of problem?

I read through this again and it's not really clear to me what you were
asking with your original question.

Here's how I understand the phrase "regress problem".

Suppose someone wants to create a justified idea.



Many approaches people have proposed for achieving this have a property
called "a regress problem".

Another example for clarity:

Suppose someone wants to create a SupBrick, where a SupBrick is a brick
sitting on top of another SupBrick.

Many approaches one might think of for creating a SupBrick have a property
called a "regress problem".

So ultimately a "regress problem" is a property of a proposed way of
achieving *something*.

It is somewhat unclear what the guys from your example are trying to
achieve. If you make it clear what they are trying to achieve and what
their solution consists of then I can try re-answering the question.

Or if you mean something else by a regress problem explain that.

-- 
Matjaž Leonardis



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Passing the Turing test
Date: August 12, 2012 at 9:09 PM

On Jul 3, 2012, at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not a
good test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to think
if a human judge cannot tell if the program is human or not. But this is
not a good test, because there are no explanations [for where the knowledge
in the program came from] behind it. A human might be fooled about a
program's ability to think; but unless we can explain how it has acquired
the ability to think, we can't tell if it's really thinking or if we're
being fooled.

Yes that points out the fallibility of the human judge.

We don't need the Turing test to tell if a program is an AI. We need a



good explanation for where the knowledge in the program came from. If the
knowledge in the program came from what was put in it by the programmer, it
is not thinking. If the knowledge was created by the program, it is
thinking.

And now I realize that this stuff happens between humans. Often an adult
will think a child is stupid, when actually the child is far more
intelligent than the adult. Why does this happen? Because the adult is
judging by his standards, i.e. his own knowledge. And the child's knowledge
is very different, but better, more advanced, but lacking a lot of the
knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you can't
program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it.
Otherwise we are making unexplained assertions, i.e. blind assertions. In
this context, the good explanation takes the form of a theory that models
how the being acquired its knowledge. Did it acquire its knowledge from its
own mind's knowledge creation? Or did it acquire its knowledge by having it
programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the
Turing test by some fallible humans. So we think he might be intelligent.
The being is also biological. This is good reason to believe that the being
evolved like we did, from a non-intelligent life.

No it's not. Intelligent life can create biological objects, not just inorganic robots. 
It's not really that different. "Biological" isn't super special.

So this is a good
explanation about how the being acquired its knowledge that created its
mind. And then his mind evolved its own knowledge, i.e. explanations of the
world. But, its also possible that a biological intelligent life [or an AI]



put a program in a computer and put that computer in a biological body.
Although in this case I guess we could find that computer using tests.

We are computers in bodies. So are dogs. "Computer" doesn't say much. 
Computers can run intelligence software, or not. Just saying "computer" isn't 
saying anything.

But, that computer could be far more advanced than ours

No, our computer is a universal classical computer. You can't get more advanced 
than that because it's already universal. The only possible upgrade is a different 
type of computer (e.g. universal quantum computer), which is not what you're 
talking about.

What can be upgraded is software, not the computer.

and so they are so small
that we can't detect them [is this a possibility? wouldn't the computer
generate magnetic fields that we can't detect with our current technology?].

You can't make a good computer smaller than hundreds(?) of atoms. So I don't 
think it's undetectable.

(2) In this hypothetical, lets change one thing, that the being was
mechanical, rather than biological. This suggests that the being was
created by a biological intelligent life.

"Suggests"?

What does "mechanical" mean? Similar to machines made by humans? Similar in 
what ways?

Although another possibility is
that a biological intelligent life transferred his consciousness to a
machine body. Lets say this being passed the Turing test. So we think he
might be intelligent. But the being might instead be a computer that was
programmed by biological intelligent life, and all its explanations were
programmed, rather than created on its own.



So if my hypotheticals are right, then we don't have a good theory of how a
being created its knowledge because we can't know whether or not the
being's mind evolved biologically or whether it was programmed by a
biological intelligent life [and because right now we don't have a theory
of how to create an AI].

There are many ways to find out. For example, you could ask it.

If you suspect it might be lying, you could talk with it and learn about its values in 
order to judge that better.

If you suspect it might have false memories, you could start fact checking some 
of them.

Wait this doesn't make sense. In effect, aren't we all performing Turing
tests on each other right now?

No, the Turing Test isn't a very good test. But we do check that other people are 
people. It's easy. They create knowledge. So they are people.

So according to DD's explanation, from your
point of view, I could be a program created by an alien intelligent being
that installed all my knowledge in my mind, and my mind created none of my
knowledge.

Your mind would have to be creating new knowledge all the time for you to act 
like a person.

What problem are you trying to solve by telling fantasy stories about what is 
physically possible?

And from my point of view, all of you guys could be
non-intelligent programs.

No, because we learn things.

Also, you're not factoring in morality. Why would I lie about this? If I had a creator 
who was way better than any of us, why would he lie to me? Anything powerful 
enough to do these things would be moral enough not to trick you. And 
furthermore, it would *help* you -- give you some technology and wealth that has 



near-zero value to it but could make a huge difference here on Earth. Doing 
anything but help a ton would be horribly immoral for anything that bothered to 
interfere with our planet.

So just because this stuff is physically possible doesn't mean it can happen. It 
violates the logic of morality. You need a high level of morality to be powerful 
enough to do this stuff, in which case you won't use the power immorally.

So lets look inside ourselves too. Could I be
wrong about myself being intelligent? No.

Yes you could. Fallibility...

I know that I'm creating my knowledge.

You conjecture that, but you're fallible.

So if this stuff is right, then I can only know that I am
conscious [i.e. intelligent] and I can't be sure about any of you.

No. It's conjectures about yourself and about others. Same thing. You're denying 
fallibility in some cases, and using non-Popperian methods (which don't work at 
all, yet you're imagining they work *better*), which is a mistake.

Wait. An alien being could have created me, my mind, and installed some
sensor that they pay attention to. And the ideas that I think I'm creating,
could be being created on the fly by the alien and passed on to my mind. So
I can't even be sure that I'm intelligent.

This is funny.

No. If there is a thing doing all your thinking, it is you. You're wrong to identify 
your body on Earth with "you" in this scenario.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] An Epistemological Nightmare
Date: August 13, 2012 at 2:15 AM

On May 26, 2012, at 1:30 AM, vmi <vmiimu@gmail.com> wrote:

http://www.mit.edu/people/dpolicar/writing/prose/text/epistemologicalNightmare.
html

How come people's epistemology being a "nightmare" typically isn't enough to get 
them to consider the Popperian solution?

-- Elliot Temple
http://curi.us/

-- 

http://www.mit.edu/people/dpolicar/writing/prose/text/epistemologicalNightmare.html
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The Mind as Software
Date: August 13, 2012 at 2:29 AM

On Jun 1, 2012, at 1:21 AM, Brett Hall <brhalluk@hotmail.com> wrote:

I have heard that the brain is just hardware running software that we call the 
mind.

What are the reasons for thinking this is true? Are there criticisms of this idea?

On this view whatever the brain is doing is can be simulated by a Turing 
Machine - and so a turing machine would have a mind if a mind is nothing but 
what the brain is doing.

It seems obvious that the mind depends lawfully upon the brain. If you change 
bits of the brain, bit of the mind are affected. You can have brain damage to 
specific regions and lose specific functions of the mind. Like you can damage a 
certain part and lose the ability to recognise faces...and yet all other capacities 
remain intact.

That example doesn't prove the point. It forgets that, perhaps, only part of the 
brain is the mind. And the rest is something else. And that brain damage that 
messes up facial recognition may have been to a part of the brain outside the 
mind.

I can imagine what it would be like for this to happen. I forget names and faces 
often. I could imagine this being permanent. I can imagine "what it would be 
like" to be another person. I wonder what it's like to be someone like Edward 
Witten (or David Deutsch for that matter). I imagine its 'like' something to be 
able to comprehend some of that high level mathematics and what kind of 
avenues of thought that might open up. Or not. I wonder what it's like to be 
Ricky Gervais - he laughs so easily, so often and so heartily it seems. That must 
be fun. There's something that it's like to be Ricky Gervais. It might be 
completely unlike what I imagine. Is wondering 'what it's like' in all these cases 
just wondering 'what it's like' to have their software? But that would be to *be* 
them, wouldn't it?

But if the mind is software it seems it's some sort of special software because 



we don't understand how to recreate the programming of mind in any of our 
computers.

The level of programming knowledge today is poor. There are much easier things 
than Intelligence software that programmers fail badly at. So this is saying little -- 
there's nothing special or extraordinary about present day programmers not 
knowing how to do something.

This shouldn't be surprising at all because programming is a pretty new field. It is 
improving and will be better when it's more mature.

Currently programming is so useful, and sought after, that even rather bad 
programmers are paid lots of money and praised, because they are useful. 
There's such a shortage that standards and expectations are quite low. One day, 
there won't be this massive shortage and the situation will change and more 
people will have more reason to get better at programming.

Could it be that it's just so very complex that mind emerges at some lofty level of 
complexity? Are there reasons to think this or is it just a conjecture on no more 
solid foundation than the conjecture that the mind is immaterial? I have heard 
that the brain might be some sort of 'antenna' tuning in to some universal 
consciousness.

That is magical thinking. Superstition.

That too explains experiments where brain damage causes loss of capacities of 
the mind. You're losing the ability to tune in to certain frequencies or some such 
(nonsense in my view). Deepak Chopra apparently believes some version of 
this...can we rule it out?

Yes, arguments easily rule it out (fallibly as always).

Is it any worse an explanation than that mind is 'nothing but' complicated 
software?

Yes it's worse because magical thinking is worse than the best available rational 
knowledge.

This "nothing but" is a misconception. What it's really saying is what makes the 
mind so special is "nothing but" knowledge (software has knowledge).



"Nothing but knowledge" makes no sense though, because it means "nothing but 
pretty much the most important and powerful thing ever". Knowledge is the 
obvious candidate, the only thing for the job -- nothing else is powerful and 
important enough to do it.

Further, "nothing but knowledge" is so very vague. There's all kinds of knowledge. 
It's a little like saying that game player won the championship with "nothing but 
strategy". Strategy is not one homogeneous thing, there are whole worlds inside 
the concept of strategy, some better than others.

Or it's kind of like complaining that books are "nothing but words" and treating 
them as not very important or powerful.

If mind is just a special kind of software running on the hardware of the brain 
does this mean that there is "something that it is like" to be the computer 
programs that we have already programmed?

No. This assumes it's a continuum and all software is intelligent in some degree. 
That's a bit like saying all books or movies are westerns, at least to some degree. 
But, no, it doesn't work that way. You're massively overestimating how much all 
software, all books, all movies, all strategies, etc, are the same or similar. But 
these are really massive categories.

And given that Turing machines can emulate any physical process...does this 
mean that there is "something that it is like" to be any physical process?

This is nonsense. To understand things clearly, go one step at a time. Don't try to 
understand everything through the lense of confusions about consciousness. Just 
forget about conscious -- which offers more confusion than clarity -- for a while 
and figure out everything you can (e.g. what software is) that doesn't depend on 
consciousness. Then you'll at least have a better starting point to tangle with 
consciousness.

In other words, don't try to do two things at once, both hard, and let the difficulty 
of one prevent you from ever achieving the other.

This latter idea is 'panpsychism' - Galen Strawson is a proponent - that 
everything has consciousness - it's just a matter of degree - and there is 



'something that its like' to be a table...or an electron.

Can we rule out this idea? And is it any worse an explanation than that mind is 
'nothing but' software?

What is the point of bringing up bad ideas just because some idiot said them? 
And name dropping the idiot?

We can refute the idea with criticism. Which is what we always do to bad ideas. 
There's nothing special to see here.

The mind is software is an idea which no one has any criticisms of. Just asking if 
it sucks or if rival ideas can be ruled out is not a criticism.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Metaphors; Communication (was: Article with a lot of bromides)
Date: August 13, 2012 at 2:48 AM

On Jun 25, 2012, at 5:12 PM, Brett Hall <brhalluk@hotmail.com> wrote:

David's explanation in BoI when he writes about infinity hotel is a straight 
forward metaphor. The hotel is not real. It's metaphorical. Imagine trying to do 
that chapter without an imaginary, metaphorical hotel.

This is a good example of how hard communication is.

Many people don't know what a "metaphor" is. And when you make statements 
about metaphors [standard meaning], they reply about "metaphors" [their 
misconception].

So there's dual problems. First, they don't understand the concept you talked 
about. Second, they think they do and substitute in a different conception which 
makes for a confusion conversation. You talk about one thing, they talk about 
something else and say it's the same thing and use the same word for it.

Ignorance is typically no big deal by itself, it's when it's combined with 
overestimating one's knowledge that things get harder.

What is a metaphor? Here are some dictionary definitions. None are compatible 
with Brett's definition. One thing people should do more, but don't, is use the 
dictionary. It's an easy and fun way to learn about some of one's personal 
misconceptions and reduce miscommunication in conversations.

a figure of speech in which a word or phrase is applied to an object or action to 
which it is not literally applicable

a thing regarded as representative or symbolic of something else, esp. 
something abstract

a figure of speech in which a word or phrase literally denoting one kind of object 
or idea is used in place of another to suggest a likeness or analogy between 
them (as in drowning in money); broadly : figurative language — compare simile



Hotel Infinity is a hypothetical example. It would be a metaphor if it was suppose 
to represent or symbolize something else. But it isn't/doesn't. Made up examples 
aren't figures of speech, they aren't applying one thing to something it doesn't 
literally apply to, they aren't representations or symbols for other things, and so 
on. They aren't metaphors.

Not everything imaginary is automatically a metaphor. That is the sort of sloppy 
rule of thumb people work out in school. Teacher asks if various things are 
metaphors. You notice lots of them are imaginary. You start saying everything 
imaginary is a metaphor. You score 8 out of 10, get a B, and move on. You never 
learn what a metaphor is. And, at that time, you have no reason to know or care 
what one is -- you aren't interested and have no problem it will solve. The only 
problem you face is avoiding an F, and the sloppy rule of thumb is adequate for 
that. But the sloppy rule of thumb is inadequate for philosophy discussion and 
should be replaced, at least, by using a dictionary.

A dictionary isn't perfect but it's a reasonable starting point that provides some 
common ground so people can use words roughly the same way and understand 
each other some. If you're doing worse than that, communication gets really hard 
and the amount of successful communication won't be enough to tackle any hard 
issues (like, say, stuff to do with consciousness or justification).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Article with a lot of bromides
Date: August 13, 2012 at 2:50 AM

On Jun 25, 2012, at 5:12 PM, Brett Hall <brhalluk@hotmail.com> wrote:

People like metaphors because they like poetry. And comedy.

Sometimes they love these things more than science and philosophy.

They're allowed to. And in their lives, enjoyment of metaphor, brings a lot.

What's wrong with that?

What's wrong with metaphors is the reduction in clarity. That is important in some 
contexts (not all).

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Assertions, Guesses, Criticisms
Date: August 13, 2012 at 3:02 AM

On Jun 29, 2012, at 6:55 AM, Rami Rustom <rombomb@gmail.com> wrote:

I've learned that criticisms should not be in the form of blind
assertions, i.e. unexplained assertions, because unexplained
assertions do not expose the problem in your counterpart's
explanation.

A criticism is an explanation of a flaw/mistake/problem/bad-thing with an idea.

I'd say an unexplained assertion is not a bad criticism. It isn't a criticism at all. e.g. 
"you suck" is not a criticism.

(you have to be careful. lots of non-explanatory statements are meant to 
reference explanations in context.)

So what about guesses. Can guesses be in the form of unexplained
assertions?

sure ... until someone points out that unexplained assertions don't make very 
good guesses, and then that entire category is already refuted. there's no point in 
making already-refuted guesses.

oh and there's a difference between not stating an explanation and not having 
one. it's not having one that makes for bad guesses. but just not saying it out loud 
doesn't mean your guess is crap. maybe you have one in mind and think some 
people in your audience will figure it out without being told. (a bit like with "you 
suck". often people have some reason in mind which might be guessable from 
context).

I noticed I've done it many times, and I wasn't criticized
with "thats an unexplained assertion," but maybe I should have been.

For example, I made a guess that *all solutions have reach*. But I
didn't provide an explanation. Uh. Nevermind I do have one. A solution
to *a* problem-situation necessary has reach because that situation
can be abstracted to some degree. Meaning that some of the situations'



attributes can be removed and treated as variables. So if you can
convert an attribute into a variable, then that original situation is
now a *set* of situations. And the solution created to solve it now
has reach. So the question is, "Do all solutions solve problems
whereby one or more of each problems' attributes can be generalized
while not breaking the relationship between the solution and its
generalized problem?"

try breaking up what you're saying into shorter sentences and paragraphs. it's too 
convoluted, especially that last sentence.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Non-falsification way of testing theories
Date: August 13, 2012 at 3:10 AM

On Jun 30, 2012, at 9:48 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 01/07/2012, at 12:14, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jun 25, 2012 7:32 AM, "Rami Rustom" <rombomb@gmail.com> wrote:
On Sun, Jun 24, 2012 at 10:48 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

What's an example of exploratory research?

The Keplar Space Telescope is in orbit around the Sun, trailing the Earth, 
pointed at the same patch of sky, monitoring the same stars searching for 
extra-solar planets. Specifically it is searching for Earth-like planets in 
habitable zones around their host stars. That it has been very successful is 
both unsurprising *and* exciting (which is a strange combination).

How can we understand its purpose given a Popperian view of knowledge 
creation?

It seems to be clearly participating in the scientific process of making 
progress...and yet...by what means?

Is it searching for problems or solutions, both, or neither? Is it an 
experimental test of current theories? Are all searches like this tests of 
current theory? In which case does that make it primarily a device for 
searching for new, better problems?

Our theories of planet formation already predict that we should find planets 
around other stars. So the fact it has found planets - including Earth-like 
ones - constitutes a test of that theory of planet formation.

But is this really the *purpose* of the Keplar mission? To test theories?

How does this sort of data gathering fit into the Popperian view? It seems to 
not be aimed at testing current theories (or is it?) nor producing creative 
explanations for new phenomena. The purpose is to just look for new 
planets in a very open-ended way.



I'm consused by the testing theories idea. I thought we design tests
in a way that would falsify the theory, not corroborate it. Looking
for planets seems to look for corroboration.

Well crucial tests (experiments) decide between rival theories. Every 
observation is a test of some theory, isn't it? That's the role of observation.

So a telescope pointed at the sky looking for extra solar planets will test the 
theory that no such planets exist. It's also going to test lots of related theories 
about things like planet formation, celestial mechanics (orbital stability) and 
other things.

But, if the theory is: "Other stars [besides ours] have planets."
Seems obvious. I don't think that our star could be so special where
its the only one with planets. Surely the conditions for planet
formation exists somewhere else. Maybe the theory is more complex,
like: "A lot of stars have planets," or "Most stars have planets," or
"All stars fitting A, B, C conditions have planets." So then how do we
test this theory? We look for planets orbiting stars with A, B, C
conditions. If we find them, then that proves the theory. Right?

I said proves, but we can't prove. Oh ya our method of identifying
planets is fallible. So the identification of a planet could be
mistaken.

So does looking for planets [which is not falsification] count as
testing a theory?

Thanks for all this response but it doesn't really answer what I was getting at. 
My question is: how does an open-ended search like this fit into epistemology 
more broadly?

The point is not "don't do open ended searches with no problem that address" but 
rather "no one ever ever ever does that".

If you're bored and think an open ended search might help, then you have two 
problems you're addressing. by trying it out you might address your boredom and 
you also might learn about whether the type of search you're doing is any good.



people always have problems they are trying to solve. "all life is problem solving" 
as Popper put it. this isn't saying much, but hey it's *true*, so denials won't get us 
anywhere.

when something is pretty trivial and unambitious, and not saying much, that's all 
the more reason to accept it not deny it. if people deny stuff that basic, then 
there's a real problem. how are they going to deal with any harder ideas?

Once upon a time, Popper said to his class, "Observe!"

And they said, "observe what?" there are always many choices of what to 
observe and you need something -- a problem situation -- to guide those choices. 
and you have it. so there's no totally aimless searches with no relation to any 
problems. there's always problems, everywhere. and if you don't know what 
problems your research addresses, that doesn't mean your research sucks 
(though it might suck), and it definitely doesn't mean the research is just a free 
search unconstrained by problems, it just means you're not very aware of what 
you're doing and why.

The subject line is about ways of approaching theories that are uncritical. that's 
wrong. uncritical ways of looking at theories do exist, people do them ... they are 
the ways that don't make progress, don't advance science, don't learn anything.

if you want to learn anything that you've got to be critical.

and to be critical you've got to have a problem situation (aka a context -- all 
human contexts have some problems in them so it amounts to the same thing). 
which everyone does have, so this shouldn't be controversial.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Non-falsification way of testing theories
Date: August 13, 2012 at 3:15 AM

On Jul 1, 2012, at 6:37 AM, Brett Hall <brhalluk@hotmail.com> wrote:

I am not sure how or why Popperians sometimes seem to want to disagree with 
one another when there are better ideas and people to disagree with. Like 
religious fundamentalists, relativists, communists and racists.

First of all, *everyone* does this. Objectivists, communists, Democrats, 
Republicans, pick whatever group you want, there will be internal disagreements. 
Why blame Popperians in particular?

Second, one reason to have internal disagreements and debates is to learn 
things. One reasons Popperians argue with other Popperians is to improve 
Popperian theory.

Finally -- and we had a hint of this above with the hostility towards Popperians -- 
Brett is not a Popperian. One reason for telling people they aren't Popperians is 
that maybe, then, they'll try to learn what it is and try to become Popperians. They 
must think there is something good about it if they want to claim it for themselves. 
So maybe if they still think it's good, but also realize they aren't already it, they'll 
try to become it. Whereas if they think they are already Popperians, they could 
just rest on their (imaginary) laurels.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bad forms of criticism
Date: August 13, 2012 at 3:29 AM

On Jul 6, 2012, at 8:46 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Jul 2, 2012 at 2:15 PM, Rami Rustom <rombomb@gmail.com> wrote:

What are some bad forms of criticism?

- Idea X is wrong. [Truth asserted without explanation.]

- Idea X is wrong because of attributes of the source of X. [Truth
determined by source of an idea rather than merit of an idea, i.e. bad
explanation.]

More generally...

- Idea X is wrong because of Y; where Y is a bad explanation.

So what is a bad explanation?

- One that applies false principles.

- One that doesn't consider context.

- One that is uncriticizeable.

So what explanations are uncriticizeable?

- One that is vague.

In the set of science problems, uncriticizeable means falsifiable.

Do you mean "unfalsifiable"?

And even so they aren't the same.



Unfalsifiable means unable to be criticized with evidence. That's a weaker claim 
that uncriticizable. Falsifications are a subset of criticisms.

Further, I think this "in science" type of statement is bad. Elsewhere Brett said 
that being unfalsifiable is fatal in science. But there's nothing wrong with 
criticizable, unfalsifiable ideas. They just aren't science (by definition. no big 
deal). Being unscientific in Popper's sense (meaning not empirical) isn't fatal to 
the idea, only to its claim to the label "science" (meaning: empirical).

i think people worry too much about whether they are doing "science" or not 
because they are impressed by authority and science has tons of authority.

Popper said that unfalsifiable theories are bad theories.

DD said that easy-to-vary theories are bad theories.

Brett said that falsifiable and hard-to-vary are connected. But I
don't understand how they are connected yet.

If a theory is easy enough to vary then it can use that varying to dodge lots of 
falsifications.

Maybe it has something to do with vagueness.

Easy-to-vary theories are ones that can be changed arbitrarily in the
face of criticism.

yes

The changes are ad hoc, meaning that the changes
don't have reach. Another way to say that is that the changes to the
theory don't make other predictions besides the one prediction is was
designed for, which is to fix the problem that was criticized.

It seems that the act of ad hoc changing a theory in the face of
criticism is akin to evasion of criticism.



yes

And evasion of criticism happens when the idea being criticized is vague.

no. it happens when the defenders choose to evade.

So vague is to ideas as easy-to-vary is to scientific theories.

So vagueness is an attribute of ideas in the set of all problems. And
easy-to-vary is its special case version in the set of scientific
problems.

So I guess that all easy-to-vary theories are unfalsifiable. And all
falsifiable theories are hard-to-vary.

If that is true, then hard-to-vary is equivalent to falsifiable.

no because non-scientific theories can be hard to vary.

All X are Y does not mean X and Y are equivalent. Y could be a much bigger 
category.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 10 notes
Date: August 13, 2012 at 3:33 AM

On Aug 12, 2012, at 3:07 PM, Matjaž Leonardis <sidranoel.zajtam@gmail.com> 
wrote:

2012/8/10 Elliot Temple <curi@curi.us>

On Mar 6, 2012, at 12:54 PM, Matjaž Leonardis 
<sidranoel.zajtam@gmail.com>
wrote:

2012/3/6 Elliot Temple <curi@curi.us>
On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our
own minds)



-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the
possibility of refuting it open.

If there are no criticisms to a given criticism you can
tentatively take it as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism
sucks"? Then *that* one?

Repeat forever.

Is this a regress problem?

No, because there is nothing inevitable about it.

For example we can come up with the idea "these are bad criticisms
because

they lead to regress".



If there is a way out of a regress problem, how does that make it "not a
regress problem"? A solvable regress problem is a regress problem.

Further, how is that a solution? Your proposed solution takes the form of
adding another criticism to the discussion. But what stops your new
criticism from itself being criticized, thus continuing matters? How is
your criticism supposed to end the regress?

Or "that criticism sucks is a bad criticism. It is not really and
explanation of a flaw in another criticism".

Also keeping criticism open to criticism doesn't necessarily mean trying
to

come up with new ones all the time.

Is it like the regress problems justifying ideas has?

No because in that case you always get this problem. There is no known
way

of justifying something that doesn't have a regress problem.

What if they said, seemingly equivalent to what you said, "Those are bad
attacks on justification because they lead to regress. So we'll ignore any
criticism, problem, method, etc, that could lead to regress. So there can't
be a regress anymore." ?

OTOH in the other scenario you get it only sometimes and even then you
can

break out of it, by rejecting that line of thinking because it leads to
regress.

Actually it's kind of similar to the way justificationism gets refuted. A
justificationist can criticize any idea by "This isn't justified".



But he can break out by realizing that doesn't make sense by coming up
with

a better epistemology.

What about a more practical version where people keep going back
and forth making low quality versions of each other's criticisms.
They don't spend forever on it, but they continue it until they
give up. What should be said to that?

They should have realized that this way of discussing is bad and change
it.

So your advice is "be smarter and wiser"? I think that's useless. It
doesn't help them actually do it.

In particular, realizing people are discussing things in a bad way is
really hard. You have discussed things in a bad way without knowing it. I
have. DD has. Happens constantly. In this very email, you discussed things
in a bad way by denying that something counts as a regress problem if you
have a solution to it (a little like saying 2+2=? is not a math problem if
you know the answer is 4). Since such mistakes are super common, most of
the time the other guy doesn't notice the mistake either, and it's not
corrected. And the advice that they "should" notice doesn't help them
notice.

And there really is no regress here since they came up with the idea that
discussing is no longer interesting and stopped discussing.

Right, so this is a legitimate and common problem, but not a full blown
regress problem. And you have no solution to offer, other than the comfort
they don't have some other type of problem?

I read through this again and it's not really clear to me what you were
asking with your original question.



Here's how I understand the phrase "regress problem".

Suppose someone wants to create a justified idea.

Many approaches people have proposed for achieving this have a property
called "a regress problem".

Another example for clarity:

Suppose someone wants to create a SupBrick, where a SupBrick is a brick
sitting on top of another SupBrick.

Many approaches one might think of for creating a SupBrick have a property
called a "regress problem".

So ultimately a "regress problem" is a property of a proposed way of
achieving *something*.

It is somewhat unclear what the guys from your example are trying to
achieve. If you make it clear what they are trying to achieve and what
their solution consists of then I can try re-answering the question.

Or if you mean something else by a regress problem explain that.

The thing trying to be achieved is knowledge.

The method involves criticism. And methods for resolving conflicts between 
ideas.

If the method basically mean "whoever speaks last, wins, as long as his 
statement criticizes all the prior statements" then you have a regress problem 
where everyone keeps trying to speak and no one gets to be last and nothing 
ever gets figured out.

-- Elliot Temple



http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Assertions, Guesses, Criticisms
Date: August 13, 2012 at 11:50 AM

On Mon, Aug 13, 2012 at 2:02 AM, Elliot Temple <curi@curi.us> wrote:

On Jun 29, 2012, at 6:55 AM, Rami Rustom <rombomb@gmail.com> wrote:

I've learned that criticisms should not be in the form of blind
assertions, i.e. unexplained assertions, because unexplained
assertions do not expose the problem in your counterpart's
explanation.

A criticism is an explanation of a flaw/mistake/problem/bad-thing with an idea.

I'd say an unexplained assertion is not a bad criticism. It isn't a criticism at all. 
e.g. "you suck" is not a criticism.

(you have to be careful. lots of non-explanatory statements are meant to 
reference explanations in context.)

So what about guesses. Can guesses be in the form of unexplained
assertions?

sure ... until someone points out that unexplained assertions don't make very 
good guesses, and then that entire category is already refuted. there's no point 
in making already-refuted guesses.

oh and there's a difference between not stating an explanation and not having 
one. it's not having one that makes for bad guesses. but just not saying it out 
loud doesn't mean your guess is crap. maybe you have one in mind and think 
some people in your audience will figure it out without being told. (a bit like with 
"you suck". often people have some reason in mind which might be guessable 
from context).

I noticed I've done it many times, and I wasn't criticized
with "thats an unexplained assertion," but maybe I should have been.

For example, I made a guess that *all solutions have reach*. But I
didn't provide an explanation. Uh. Nevermind I do have one. A solution



to *a* problem-situation necessary has reach because that situation
can be abstracted to some degree. Meaning that some of the situations'
attributes can be removed and treated as variables. So if you can
convert an attribute into a variable, then that original situation is
now a *set* of situations. And the solution created to solve it now
has reach. So the question is, "Do all solutions solve problems
whereby one or more of each problems' attributes can be generalized
while not breaking the relationship between the solution and its
generalized problem?"

try breaking up what you're saying into shorter sentences and paragraphs. it's 
too convoluted, especially that last sentence.

The assertion is: *All solutions have reach*.

The explained version of that assertion is:

A solution to *a* problem-situation necessarily has reach because that
situation can be abstracted to some degree. By *abstracted* I mean
that some of the situations' attributes can be removed (so that the
attribute is no longer a constant and instead it is now a variable,
i.e. the attribute has been generalized).

So *if* you can remove an attribute, then that original situation is
now a *set* of situations. And the solution created to solve that
*set* of situations has reach.

Now to qualify the *if* part of the last statement. "Do all solutions
solve problems whereby one or more of each problems' attributes can be
generalized while not breaking the relationship between the solution
and its generalized problem?" In other words: Say I have a problem and
its solution. And say I remove some of the attributes from the
problem. Then I ask, does my original solution still solve this *set*
of problems? If yes, then the solution has reach. If no, then the
solution doesn't have reach (because it only solves the one original
problem).

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Passing the Turing test
Date: August 13, 2012 at 12:28 PM

On Sun, Aug 12, 2012 at 8:09 PM, Elliot Temple <curi@curi.us> wrote:

On Jul 3, 2012, at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jul 3, 2012 8:57 AM, "Kristen Ely" <kristeneely@yahoo.com> wrote:

On Jul 2, 2012, at 10:31 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jul 1, 2012 7:55 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

I don't think that an AI that passes the Turing test will necessarily be
conscious. Do you?

Yes. Although I would want to know the questions being asked. Meaning
that I would want someone to administer the test to be smart enough to
not produce a false positive.

In BoI chapter 7, there is an explanation for why the Turing test is not a
good test for consciousness. Here is my summary of that explanation:

The Turing test says we can tell if a machine has been programmed to think
if a human judge cannot tell if the program is human or not. But this is
not a good test, because there are no explanations [for where the knowledge
in the program came from] behind it. A human might be fooled about a
program's ability to think; but unless we can explain how it has acquired
the ability to think, we can't tell if it's really thinking or if we're
being fooled.

Yes that points out the fallibility of the human judge.



We don't need the Turing test to tell if a program is an AI. We need a
good explanation for where the knowledge in the program came from. If the
knowledge in the program came from what was put in it by the programmer, it
is not thinking. If the knowledge was created by the program, it is
thinking.

And now I realize that this stuff happens between humans. Often an adult
will think a child is stupid, when actually the child is far more
intelligent than the adult. Why does this happen? Because the adult is
judging by his standards, i.e. his own knowledge. And the child's knowledge
is very different, but better, more advanced, but lacking a lot of the
knowledge that the adult has.

The Deutsch test for judging explanations of consciousness: "If you can't
program it, you haven't understood it"

So every conclusion we make, should have a good explanation behind it.
Otherwise we are making unexplained assertions, i.e. blind assertions. In
this context, the good explanation takes the form of a theory that models
how the being acquired its knowledge. Did it acquire its knowledge from its
own mind's knowledge creation? Or did it acquire its knowledge by having it
programmed by another mind's knowledge creation?

So what are some examples? Consider two hypotheticals:

(1) Lets say a being arrived here from outer space. Say he passes the
Turing test by some fallible humans. So we think he might be intelligent.
The being is also biological. This is good reason to believe that the being
evolved like we did, from a non-intelligent life.

No it's not. Intelligent life can create biological objects, not just inorganic robots. 
It's not really that different. "Biological" isn't super special.

So this is a good
explanation about how the being acquired its knowledge that created its



mind. And then his mind evolved its own knowledge, i.e. explanations of the
world. But, its also possible that a biological intelligent life [or an AI]
put a program in a computer and put that computer in a biological body.
Although in this case I guess we could find that computer using tests.

We are computers in bodies. So are dogs. "Computer" doesn't say much. 
Computers can run intelligence software, or not. Just saying "computer" isn't 
saying anything.

But, that computer could be far more advanced than ours

No, our computer is a universal classical computer. You can't get more 
advanced than that because it's already universal. The only possible upgrade is 
a different type of computer (e.g. universal quantum computer), which is not 
what you're talking about.

I was only referring to the hardware. So by *advanced* I meant small.

What can be upgraded is software, not the computer.

and so they are so small
that we can't detect them [is this a possibility? wouldn't the computer
generate magnetic fields that we can't detect with our current technology?].

You can't make a good computer smaller than hundreds(?) of atoms. So I don't 
think it's undetectable.

I guess it needs more than hundreds. How many atoms are needed for a
qubit? How many qubits are needed?

(2) In this hypothetical, lets change one thing, that the being was
mechanical, rather than biological. This suggests that the being was
created by a biological intelligent life.

"Suggests"?



I said suggests because I wasn't sure. Meaning that I didn't think of
a reason for my claim. Call it a gut feeling that I didn't investigate
deep enough yet.

But anyway you answered this above. You said that aliens could create
biological life too. So my suggestion is false.

What does "mechanical" mean? Similar to machines made by humans? Similar 
in what ways?

I meant hardware like our silicon computers today. Or any hardware
that isn't biological.

Although another possibility is
that a biological intelligent life transferred his consciousness to a
machine body. Lets say this being passed the Turing test. So we think he
might be intelligent. But the being might instead be a computer that was
programmed by biological intelligent life, and all its explanations were
programmed, rather than created on its own.

So if my hypotheticals are right, then we don't have a good theory of how a
being created its knowledge because we can't know whether or not the
being's mind evolved biologically or whether it was programmed by a
biological intelligent life [and because right now we don't have a theory
of how to create an AI].

There are many ways to find out. For example, you could ask it.

If you suspect it might be lying, you could talk with it and learn about its values 
in order to judge that better.

If you suspect it might have false memories, you could start fact checking some 
of them.

Wait this doesn't make sense. In effect, aren't we all performing Turing
tests on each other right now?

No, the Turing Test isn't a very good test. But we do check that other people are 



people. It's easy. They create knowledge. So they are people.

So according to DD's explanation, from your
point of view, I could be a program created by an alien intelligent being
that installed all my knowledge in my mind, and my mind created none of my
knowledge.

Your mind would have to be creating new knowledge all the time for you to act 
like a person.

What problem are you trying to solve by telling fantasy stories about what is 
physically possible?

I was trying to figure out what I can be *sure* of (like absolutely
100%). But the solution is *nothing*. Because of fallibility.

And from my point of view, all of you guys could be
non-intelligent programs.

No, because we learn things.

Also, you're not factoring in morality. Why would I lie about this? If I had a 
creator who was way better than any of us, why would he lie to me? Anything 
powerful enough to do these things would be moral enough not to trick you. And 
furthermore, it would *help* you -- give you some technology and wealth that 
has near-zero value to it but could make a huge difference here on Earth. Doing 
anything but help a ton would be horribly immoral for anything that bothered to 
interfere with our planet.

So just because this stuff is physically possible doesn't mean it can happen. It 
violates the logic of morality. You need a high level of morality to be powerful 
enough to do this stuff, in which case you won't use the power immorally.

Ah that was DD's argument in BoI about that there is nothing to worry
about with aliens and wanting to kill us. If aliens came to Earth,
they would need far more advanced technology than we have today, which
comes with it far more advanced moral knowledge too. So they would be
morally better than us, hence they wouldn't kill us. They would know
the principle of *non-zero-sum*.



So lets look inside ourselves too. Could I be
wrong about myself being intelligent? No.

Yes you could. Fallibility...

I know that I'm creating my knowledge.

You conjecture that, but you're fallible.

So if this stuff is right, then I can only know that I am
conscious [i.e. intelligent] and I can't be sure about any of you.

No. It's conjectures about yourself and about others. Same thing. You're denying 
fallibility in some cases, and using non-Popperian methods (which don't work at 
all, yet you're imagining they work *better*), which is a mistake.

Right.

Wait. An alien being could have created me, my mind, and installed some
sensor that they pay attention to. And the ideas that I think I'm creating,
could be being created on the fly by the alien and passed on to my mind. So
I can't even be sure that I'm intelligent.

This is funny.

No. If there is a thing doing all your thinking, it is you. You're wrong to identify 
your body on Earth with "you" in this scenario.

Ah. Personal identify. I am the thing that makes my ideas (i.e. I am
my ideas). So if an alien was the thing creating my ideas, then the
alien *is* me.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Assertions, Guesses, Criticisms
Date: August 15, 2012 at 3:29 AM

On Aug 13, 2012, at 8:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 13, 2012 at 2:02 AM, Elliot Temple <curi@curi.us> wrote:

On Jun 29, 2012, at 6:55 AM, Rami Rustom <rombomb@gmail.com> wrote:

I've learned that criticisms should not be in the form of blind
assertions, i.e. unexplained assertions, because unexplained
assertions do not expose the problem in your counterpart's
explanation.

A criticism is an explanation of a flaw/mistake/problem/bad-thing with an idea.

I'd say an unexplained assertion is not a bad criticism. It isn't a criticism at all. 
e.g. "you suck" is not a criticism.

(you have to be careful. lots of non-explanatory statements are meant to 
reference explanations in context.)

So what about guesses. Can guesses be in the form of unexplained
assertions?

sure ... until someone points out that unexplained assertions don't make very 
good guesses, and then that entire category is already refuted. there's no point 
in making already-refuted guesses.

oh and there's a difference between not stating an explanation and not having 
one. it's not having one that makes for bad guesses. but just not saying it out 
loud doesn't mean your guess is crap. maybe you have one in mind and think 
some people in your audience will figure it out without being told. (a bit like with 
"you suck". often people have some reason in mind which might be guessable 
from context).

I noticed I've done it many times, and I wasn't criticized
with "thats an unexplained assertion," but maybe I should have been.



For example, I made a guess that *all solutions have reach*. But I
didn't provide an explanation. Uh. Nevermind I do have one. A solution
to *a* problem-situation necessary has reach because that situation
can be abstracted to some degree. Meaning that some of the situations'
attributes can be removed and treated as variables. So if you can
convert an attribute into a variable, then that original situation is
now a *set* of situations. And the solution created to solve it now
has reach. So the question is, "Do all solutions solve problems
whereby one or more of each problems' attributes can be generalized
while not breaking the relationship between the solution and its
generalized problem?"

try breaking up what you're saying into shorter sentences and paragraphs. it's 
too convoluted, especially that last sentence.

The assertion is: *All solutions have reach*.

All ideas have a reach. It's often tiny but never zero. For one thing, dealing with 
*one thing* is more than zero. And all real ideas will work for more than one thing 
by the method of making irrelevant changes to the thing.

This claim follows from the broader claim. But it is saying little. Many solutions 
have low reach!

The explained version of that assertion is:

A solution to *a* problem-situation necessarily has reach because that
situation can be abstracted to some degree.

I don't think this is logically necessary. The solution could have every parochial 
detail important.

I read the structure of the argument here as "assertion because other assertion". I 
don't think that works well.

By *abstracted* I mean
that some of the situations' attributes can be removed (so that the
attribute is no longer a constant and instead it is now a variable,
i.e. the attribute has been generalized).



I don't see why that is *necessarily* an option. You're saying it's impossible to 
design a convoluted solution where that wouldn't work. But why?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Non-falsification way of testing theories
Date: August 15, 2012 at 3:47 AM

On Jun 25, 2012, at 5:32 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jun 24, 2012 at 10:48 PM, Brett Hall <brhalluk@hotmail.com> wrote:

What's an example of exploratory research?

The Keplar Space Telescope is in orbit around the Sun, trailing the Earth, 
pointed at the same patch of sky, monitoring the same stars searching for 
extra-solar planets. Specifically it is searching for Earth-like planets in 
habitable zones around their host stars. That it has been very successful is 
both unsurprising *and* exciting (which is a strange combination).

How can we understand its purpose given a Popperian view of knowledge 
creation?

It seems to be clearly participating in the scientific process of making 
progress...and yet...by what means?

Is it searching for problems or solutions, both, or neither? Is it an experimental 
test of current theories? Are all searches like this tests of current theory? In 
which case does that make it primarily a device for searching for new, better 
problems?

Our theories of planet formation already predict that we should find planets 
around other stars. So the fact it has found planets - including Earth-like ones - 
constitutes a test of that theory of planet formation.

But is this really the *purpose* of the Keplar mission? To test theories?

How does this sort of data gathering fit into the Popperian view? It seems to 
not be aimed at testing current theories (or is it?) nor producing creative 
explanations for new phenomena. The purpose is to just look for new planets 
in a very open-ended way.

I'm consused by the testing theories idea. I thought we design tests
in a way that would falsify the theory, not corroborate it. Looking



for planets seems to look for corroboration.

"Corroborate" is defined as something like "try to falsify, but fail". So it's the same 
design to get both.

"Corroborate" does not mean "support" in Popper's terminology. This is confusing 
because it *does* mean support in plain English. I think Popper made a mistake 
here.

But, if the theory is: "Other stars [besides ours] have planets."
Seems obvious. I don't think that our star could be so special where
its the only one with planets. Surely the conditions for planet
formation exists somewhere else.

I think you're relying on your background knowledge, not obviousness.

Maybe the theory is more complex,
like: "A lot of stars have planets," or "Most stars have planets," or
"All stars fitting A, B, C conditions have planets." So then how do we
test this theory? We look for planets orbiting stars with A, B, C
conditions. If we find them, then that proves the theory. Right?

No, you don't prove your theories are right. You refute rivals.

Your theory could always be wrong, it's never proven. Maybe your assistant faked 
some data. Maybe your theory of how telescopes work contained a mistake.

I said proves, but we can't prove.

Right.

Oh ya our method of identifying
planets is fallible. So the identification of a planet could be
mistaken.

Right.



So does looking for planets [which is not falsification] count as
testing a theory?

You test *two or more* theories. They *contradict* and then you check out the 
specific thing where they contradict and then at least one is refuted by the results.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Non-falsification way of testing theories
Date: August 15, 2012 at 10:00 AM

On Aug 15, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 25, 2012, at 5:32 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jun 24, 2012 at 10:48 PM, Brett Hall <brhalluk@hotmail.com> wrote:

What's an example of exploratory research?

The Keplar Space Telescope is in orbit around the Sun, trailing the Earth, 
pointed at the same patch of sky, monitoring the same stars searching for 
extra-solar planets. Specifically it is searching for Earth-like planets in 
habitable zones around their host stars. That it has been very successful is 
both unsurprising *and* exciting (which is a strange combination).

How can we understand its purpose given a Popperian view of knowledge 
creation?

It seems to be clearly participating in the scientific process of making 
progress...and yet...by what means?

Is it searching for problems or solutions, both, or neither? Is it an 
experimental test of current theories? Are all searches like this tests of 
current theory? In which case does that make it primarily a device for 
searching for new, better problems?

Our theories of planet formation already predict that we should find planets 
around other stars. So the fact it has found planets - including Earth-like ones 
- constitutes a test of that theory of planet formation.

But is this really the *purpose* of the Keplar mission? To test theories?

How does this sort of data gathering fit into the Popperian view? It seems to 
not be aimed at testing current theories (or is it?) nor producing creative 
explanations for new phenomena. The purpose is to just look for new planets 
in a very open-ended way.



I'm consused by the testing theories idea. I thought we design tests
in a way that would falsify the theory, not corroborate it. Looking
for planets seems to look for corroboration.

"Corroborate" is defined as something like "try to falsify, but fail". So it's the 
same design to get both.

"Corroborate" does not mean "support" in Popper's terminology. This is 
confusing because it *does* mean support in plain English. I think Popper made 
a mistake here.

By mistake do you mean that Popper should have used a different term
than corroborate so as to not confuse people?

But, if the theory is: "Other stars [besides ours] have planets."
Seems obvious. I don't think that our star could be so special where
its the only one with planets. Surely the conditions for planet
formation exists somewhere else.

I think you're relying on your background knowledge, not obviousness.

Right.

Maybe the theory is more complex,
like: "A lot of stars have planets," or "Most stars have planets," or
"All stars fitting A, B, C conditions have planets." So then how do we
test this theory? We look for planets orbiting stars with A, B, C
conditions. If we find them, then that proves the theory. Right?

No, you don't prove your theories are right. You refute rivals.

Your theory could always be wrong, it's never proven. Maybe your assistant 
faked some data. Maybe your theory of how telescopes work contained a 
mistake.



I said proves, but we can't prove.

Right.

Oh ya our method of identifying
planets is fallible. So the identification of a planet could be
mistaken.

Right.

So does looking for planets [which is not falsification] count as
testing a theory?

You test *two or more* theories. They *contradict* and then you check out the 
specific thing where they contradict and then at least one is refuted by the 
results.

So in the case of exploratory research, the two theories being testing
are, "There does exist another Earth-like planet in the Universe" and
"There does not exist another one." And each time someone does a test
(which means looking at a star and doing some calculations regarding
its vibrations for example), the results are supposed to falsify one
of them. But thats not the case here. Finding a planet on a star does
falsify one of the theories, but *not finding* a planet on a star
doesn't falsify either theory. So maybe the test involves searching
*all* the stars in the Universe. In this case, the result does falsify
one of the theories.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Assertions, Guesses, Criticisms
Date: August 15, 2012 at 10:18 AM

On Aug 15, 2012 2:29 AM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 13, 2012, at 8:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 13, 2012 at 2:02 AM, Elliot Temple <curi@curi.us> wrote:

On Jun 29, 2012, at 6:55 AM, Rami Rustom <rombomb@gmail.com> wrote:

I've learned that criticisms should not be in the form of blind
assertions, i.e. unexplained assertions, because unexplained
assertions do not expose the problem in your counterpart's
explanation.

A criticism is an explanation of a flaw/mistake/problem/bad-thing with an idea.

I'd say an unexplained assertion is not a bad criticism. It isn't a criticism at all. 
e.g. "you suck" is not a criticism.

(you have to be careful. lots of non-explanatory statements are meant to 
reference explanations in context.)

So what about guesses. Can guesses be in the form of unexplained
assertions?

sure ... until someone points out that unexplained assertions don't make very 
good guesses, and then that entire category is already refuted. there's no 
point in making already-refuted guesses.

oh and there's a difference between not stating an explanation and not 
having one. it's not having one that makes for bad guesses. but just not 
saying it out loud doesn't mean your guess is crap. maybe you have one in 
mind and think some people in your audience will figure it out without being 
told. (a bit like with "you suck". often people have some reason in mind which 
might be guessable from context).



I noticed I've done it many times, and I wasn't criticized
with "thats an unexplained assertion," but maybe I should have been.

For example, I made a guess that *all solutions have reach*. But I
didn't provide an explanation. Uh. Nevermind I do have one. A solution
to *a* problem-situation necessary has reach because that situation
can be abstracted to some degree. Meaning that some of the situations'
attributes can be removed and treated as variables. So if you can
convert an attribute into a variable, then that original situation is
now a *set* of situations. And the solution created to solve it now
has reach. So the question is, "Do all solutions solve problems
whereby one or more of each problems' attributes can be generalized
while not breaking the relationship between the solution and its
generalized problem?"

try breaking up what you're saying into shorter sentences and paragraphs. it's 
too convoluted, especially that last sentence.

The assertion is: *All solutions have reach*.

All ideas have a reach. It's often tiny but never zero. For one thing, dealing with 
*one thing* is more than zero.

heh, I was thinking reach means more than 1 (rather than more than 0).

Why should reach mean >0 instead of >1?

Ah.. *No reach* means that the solution doesn't work. That the
solution works, means it has reach.

And all real ideas will work for more than one thing by the method of making 
irrelevant changes to the thing.

Ok so change any one attribute of a solution arbitrarily, and it'll
reach into other problems. But because its an arbitrary change to an
arbitrarily-selected attribute, the person won't know which problems
that solution solves. Right?



This claim follows from the broader claim. But it is saying little. Many solutions 
have low reach!

The explained version of that assertion is:

A solution to *a* problem-situation necessarily has reach because that
situation can be abstracted to some degree.

I don't think this is logically necessary. The solution could have every parochial 
detail important.

I read the structure of the argument here as "assertion because other 
assertion". I don't think that works well.

By *abstracted* I mean
that some of the situations' attributes can be removed (so that the
attribute is no longer a constant and instead it is now a variable,
i.e. the attribute has been generalized).

I don't see why that is *necessarily* an option. You're saying it's impossible to 
design a convoluted solution where that wouldn't work. But why?

In my first post, I left it as a question. Are there solutions that
can't have at least one of their attributes be generalized? I guessed
no. But I didn't have an explanation. You're saying yes. And your
explanation was "The solution could have every parochial detail
important."

Could you expound on that last sentence.

Are you saying that every attribute of the problem-situation could be
relevant (meaning that it can't be generalized)?

I don't know how to move forward without thinking of examples. But
there are no examples that could falsify your theory. And one example
could falsify my theory.

Whose got that example?



-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Bad forms of criticism
Date: August 15, 2012 at 11:11 AM

On Mon, Aug 13, 2012 at 2:29 AM, Elliot Temple <curi@curi.us> wrote:

On Jul 6, 2012, at 8:46 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Jul 2, 2012 at 2:15 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

What are some bad forms of criticism?

- Idea X is wrong. [Truth asserted without explanation.]

- Idea X is wrong because of attributes of the source of X. [Truth
determined by source of an idea rather than merit of an idea, i.e. bad
explanation.]

More generally...

- Idea X is wrong because of Y; where Y is a bad explanation.

So what is a bad explanation?

- One that applies false principles.

- One that doesn't consider context.

- One that is uncriticizeable.

So what explanations are uncriticizeable?

- One that is vague.

In the set of science problems, uncriticizeable means falsifiable.



Do you mean "unfalsifiable"?

Ya, it was a typo.

And even so they aren't the same.

Unfalsifiable means unable to be criticized with evidence. That's a weaker claim 
that uncriticizable. Falsifications are a subset of criticisms.

Further, I think this "in science" type of statement is bad. Elsewhere Brett said 
that being unfalsifiable is fatal in science. But there's nothing wrong with 
criticizable, unfalsifiable ideas. They just aren't science (by definition. no big 
deal). Being unscientific in Popper's sense (meaning not empirical) isn't fatal to 
the idea, only to its claim to the label "science" (meaning: empirical).

i think people worry too much about whether they are doing "science" or not 
because they are impressed by authority and science has tons of authority.

Popper said that unfalsifiable theories are bad theories.

DD said that easy-to-vary theories are bad theories.

Brett said that falsifiable and hard-to-vary are connected. But I
don't understand how they are connected yet.

If a theory is easy enough to vary then it can use that varying to dodge lots of 
falsifications.

Maybe it has something to do with vagueness.

Easy-to-vary theories are ones that can be changed arbitrarily in the
face of criticism.

yes

The changes are ad hoc, meaning that the changes



don't have reach. Another way to say that is that the changes to the
theory don't make other predictions besides the one prediction is was
designed for, which is to fix the problem that was criticized.

It seems that the act of ad hoc changing a theory in the face of
criticism is akin to evasion of criticism.

yes

And evasion of criticism happens when the idea being criticized is vague.

no. it happens when the defenders choose to evade.

So vague is to ideas as easy-to-vary is to scientific theories.

So vagueness is an attribute of ideas in the set of all problems. And
easy-to-vary is its special case version in the set of scientific
problems.

So I guess that all easy-to-vary theories are unfalsifiable. And all
falsifiable theories are hard-to-vary.

If that is true, then hard-to-vary is equivalent to falsifiable.

no because non-scientific theories can be hard to vary.

All X are Y does not mean X and Y are equivalent. Y could be a much bigger 
category.

Yes I meant what you said, which is:

All ideas that have the attribute of hard-to-vary also have the
attribute of falsifiable.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Non-falsification way of testing theories
Date: August 16, 2012 at 1:04 AM

On Aug 15, 2012, at 7:00 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 15, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 25, 2012, at 5:32 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jun 24, 2012 at 10:48 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

What's an example of exploratory research?

The Keplar Space Telescope is in orbit around the Sun, trailing the Earth, 
pointed at the same patch of sky, monitoring the same stars searching for 
extra-solar planets. Specifically it is searching for Earth-like planets in 
habitable zones around their host stars. That it has been very successful is 
both unsurprising *and* exciting (which is a strange combination).

How can we understand its purpose given a Popperian view of knowledge 
creation?

It seems to be clearly participating in the scientific process of making 
progress...and yet...by what means?

Is it searching for problems or solutions, both, or neither? Is it an 
experimental test of current theories? Are all searches like this tests of 
current theory? In which case does that make it primarily a device for 
searching for new, better problems?

Our theories of planet formation already predict that we should find planets 
around other stars. So the fact it has found planets - including Earth-like 
ones - constitutes a test of that theory of planet formation.

But is this really the *purpose* of the Keplar mission? To test theories?

How does this sort of data gathering fit into the Popperian view? It seems to 
not be aimed at testing current theories (or is it?) nor producing creative 



explanations for new phenomena. The purpose is to just look for new 
planets in a very open-ended way.

I'm consused by the testing theories idea. I thought we design tests
in a way that would falsify the theory, not corroborate it. Looking
for planets seems to look for corroboration.

"Corroborate" is defined as something like "try to falsify, but fail". So it's the 
same design to get both.

"Corroborate" does not mean "support" in Popper's terminology. This is 
confusing because it *does* mean support in plain English. I think Popper 
made a mistake here.

By mistake do you mean that Popper should have used a different term
than corroborate so as to not confuse people?

That is one thing that could have helped.

But no I did not mean that. If I wanted to say that I would have said that. You 
have to be real careful guessing that people mean what they don't say.

I think Popper made some conceptual mistakes too -- he still wanted something 
that would have some attributes of justification and fit the role some.

But, if the theory is: "Other stars [besides ours] have planets."
Seems obvious. I don't think that our star could be so special where
its the only one with planets. Surely the conditions for planet
formation exists somewhere else.

I think you're relying on your background knowledge, not obviousness.

Right.

Maybe the theory is more complex,
like: "A lot of stars have planets," or "Most stars have planets," or
"All stars fitting A, B, C conditions have planets." So then how do we



test this theory? We look for planets orbiting stars with A, B, C
conditions. If we find them, then that proves the theory. Right?

No, you don't prove your theories are right. You refute rivals.

Your theory could always be wrong, it's never proven. Maybe your assistant 
faked some data. Maybe your theory of how telescopes work contained a 
mistake.

I said proves, but we can't prove.

Right.

Oh ya our method of identifying
planets is fallible. So the identification of a planet could be
mistaken.

Right.

So does looking for planets [which is not falsification] count as
testing a theory?

You test *two or more* theories. They *contradict* and then you check out the 
specific thing where they contradict and then at least one is refuted by the 
results.

So in the case of exploratory research, the two theories being testing
are, "There does exist another Earth-like planet in the Universe" and
"There does not exist another one." And each time someone does a test
(which means looking at a star and doing some calculations regarding
its vibrations for example), the results are supposed to falsify one
of them. But thats not the case here. Finding a planet on a star does
falsify one of the theories, but *not finding* a planet on a star
doesn't falsify either theory. So maybe the test involves searching
*all* the stars in the Universe. In this case, the result does falsify
one of the theories.



That first one is a bad theory. It's really vague. It says something exists -- but 
nothing about where. No details. It's basically not testable because no matter how 
many times you fail to observe it, maybe it still exists somewhere else.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Assertions, Guesses, Criticisms
Date: August 16, 2012 at 1:10 AM

On Aug 15, 2012, at 7:18 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 15, 2012 2:29 AM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 13, 2012, at 8:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 13, 2012 at 2:02 AM, Elliot Temple <curi@curi.us> wrote:

On Jun 29, 2012, at 6:55 AM, Rami Rustom <rombomb@gmail.com> wrote:

I've learned that criticisms should not be in the form of blind
assertions, i.e. unexplained assertions, because unexplained
assertions do not expose the problem in your counterpart's
explanation.

A criticism is an explanation of a flaw/mistake/problem/bad-thing with an 
idea.

I'd say an unexplained assertion is not a bad criticism. It isn't a criticism at 
all. e.g. "you suck" is not a criticism.

(you have to be careful. lots of non-explanatory statements are meant to 
reference explanations in context.)

So what about guesses. Can guesses be in the form of unexplained
assertions?

sure ... until someone points out that unexplained assertions don't make 
very good guesses, and then that entire category is already refuted. there's 
no point in making already-refuted guesses.

oh and there's a difference between not stating an explanation and not 
having one. it's not having one that makes for bad guesses. but just not 
saying it out loud doesn't mean your guess is crap. maybe you have one in 
mind and think some people in your audience will figure it out without being 



told. (a bit like with "you suck". often people have some reason in mind 
which might be guessable from context).

I noticed I've done it many times, and I wasn't criticized
with "thats an unexplained assertion," but maybe I should have been.

For example, I made a guess that *all solutions have reach*. But I
didn't provide an explanation. Uh. Nevermind I do have one. A solution
to *a* problem-situation necessary has reach because that situation
can be abstracted to some degree. Meaning that some of the situations'
attributes can be removed and treated as variables. So if you can
convert an attribute into a variable, then that original situation is
now a *set* of situations. And the solution created to solve it now
has reach. So the question is, "Do all solutions solve problems
whereby one or more of each problems' attributes can be generalized
while not breaking the relationship between the solution and its
generalized problem?"

try breaking up what you're saying into shorter sentences and paragraphs. 
it's too convoluted, especially that last sentence.

The assertion is: *All solutions have reach*.

All ideas have a reach. It's often tiny but never zero. For one thing, dealing with 
*one thing* is more than zero.

heh, I was thinking reach means more than 1 (rather than more than 0).

Why should reach mean >0 instead of >1?

It applies to one thing. Applying is reach.

Ah.. *No reach* means that the solution doesn't work. That the
solution works, means it has reach.

And all real ideas will work for more than one thing by the method of making 
irrelevant changes to the thing.



Ok so change any one attribute of a solution arbitrarily, and it'll
reach into other problems.

No. The issue here is solutions with reach. If you change an attribute of a 
solution, now you have a different solution. That isn't reach of the first solution.

For a solution to have reach, what you do is you take some attribute of the 
problem situation it solves that is irrelevant, and change that, and then it still 
solves this other problem situation. So you've demonstrated it solves two problem 
situations. So it has reach.

If you want to get around this, you'd have to find some problem situation with 
nothing irrelevant. That'd take a very artificial, very complicated all-everything-in-
one type of solution to even try to accomplish that. Without knowing if that's 
achievable or not, my specification of "real ideas" avoids this.

But because its an arbitrary change to an
arbitrarily-selected attribute, the person won't know which problems
that solution solves. Right?

What?

This claim follows from the broader claim. But it is saying little. Many solutions 
have low reach!

The explained version of that assertion is:

A solution to *a* problem-situation necessarily has reach because that
situation can be abstracted to some degree.

I don't think this is logically necessary. The solution could have every parochial 
detail important.

I read the structure of the argument here as "assertion because other 
assertion". I don't think that works well.



By *abstracted* I mean
that some of the situations' attributes can be removed (so that the
attribute is no longer a constant and instead it is now a variable,
i.e. the attribute has been generalized).

I don't see why that is *necessarily* an option. You're saying it's impossible to 
design a convoluted solution where that wouldn't work. But why?

In my first post, I left it as a question. Are there solutions that
can't have at least one of their attributes be generalized? I guessed
no. But I didn't have an explanation. You're saying yes. And your
explanation was "The solution could have every parochial detail
important."

Could you expound on that last sentence.

You artificially design a solution to take into account everything ever. So if any 
one detail is different, it doesn't work.

Logically, this is unobjectionable. But whether there is any solution like that which 
*actually works and is a good idea* is a separate issue I didn't comment on -- but 
you did by denying it without argument.

Are you saying that every attribute of the problem-situation could be
relevant (meaning that it can't be generalized)?

You can artificially design an idea in a list structure to address everything, right? 
The only way you couldn't is if there's infinite things, which you haven't argued for.

I don't know how to move forward without thinking of examples. But
there are no examples that could falsify your theory. And one example
could falsify my theory.

Whose got that example?

What?



-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Bad forms of criticism
Date: August 16, 2012 at 1:16 AM

On Aug 15, 2012, at 8:11 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 13, 2012 at 2:29 AM, Elliot Temple <curi@curi.us> wrote:

On Jul 6, 2012, at 8:46 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Jul 2, 2012 at 2:15 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

What are some bad forms of criticism?

- Idea X is wrong. [Truth asserted without explanation.]

- Idea X is wrong because of attributes of the source of X. [Truth
determined by source of an idea rather than merit of an idea, i.e. bad
explanation.]

More generally...

- Idea X is wrong because of Y; where Y is a bad explanation.

So what is a bad explanation?

- One that applies false principles.

- One that doesn't consider context.

- One that is uncriticizeable.

So what explanations are uncriticizeable?

- One that is vague.



In the set of science problems, uncriticizeable means falsifiable.

Do you mean "unfalsifiable"?

Ya, it was a typo.

And even so they aren't the same.

Unfalsifiable means unable to be criticized with evidence. That's a weaker 
claim that uncriticizable. Falsifications are a subset of criticisms.

Further, I think this "in science" type of statement is bad. Elsewhere Brett said 
that being unfalsifiable is fatal in science. But there's nothing wrong with 
criticizable, unfalsifiable ideas. They just aren't science (by definition. no big 
deal). Being unscientific in Popper's sense (meaning not empirical) isn't fatal to 
the idea, only to its claim to the label "science" (meaning: empirical).

i think people worry too much about whether they are doing "science" or not 
because they are impressed by authority and science has tons of authority.

Popper said that unfalsifiable theories are bad theories.

DD said that easy-to-vary theories are bad theories.

Brett said that falsifiable and hard-to-vary are connected. But I
don't understand how they are connected yet.

If a theory is easy enough to vary then it can use that varying to dodge lots of 
falsifications.

Maybe it has something to do with vagueness.

Easy-to-vary theories are ones that can be changed arbitrarily in the
face of criticism.

yes



The changes are ad hoc, meaning that the changes
don't have reach. Another way to say that is that the changes to the
theory don't make other predictions besides the one prediction is was
designed for, which is to fix the problem that was criticized.

It seems that the act of ad hoc changing a theory in the face of
criticism is akin to evasion of criticism.

yes

And evasion of criticism happens when the idea being criticized is vague.

no. it happens when the defenders choose to evade.

So vague is to ideas as easy-to-vary is to scientific theories.

So vagueness is an attribute of ideas in the set of all problems. And
easy-to-vary is its special case version in the set of scientific
problems.

So I guess that all easy-to-vary theories are unfalsifiable. And all
falsifiable theories are hard-to-vary.

If that is true, then hard-to-vary is equivalent to falsifiable.

no because non-scientific theories can be hard to vary.

All X are Y does not mean X and Y are equivalent. Y could be a much bigger 
category.

Yes I meant what you said, which is:

All ideas that have the attribute of hard-to-vary also have the
attribute of falsifiable.

I don't think this means anything. "Hard to vary" is ambiguous without context. 



With no constraints, you can vary anything. So the issue is: hard to vary -- while 
keeping what the same? Hard to vary under what constraints?

In BoI, the constraint is always: hard to vary without ruining the good explanation. 
(I think this should have been stated more clearly. It is easy to take any idea and 
vary it, including all the ones David calls "hard to vary ideas". Many readers will 
think "hard to vary" means something alone but it's only shorthand for a longer 
thing that's meaningful.)

Regardless, you're actually mistaken. Because "falsifiable" means "empirically 
falsifiable" in Popperian discussions. But not all hard-to-vary ideas are empirical.

If you meant "criticizable" -- well, all ideas are criticizable, including easy to vary 
bad explanations. So it'd be a bad statement again, though true as far as it goes.

Some ideas are more or less criticizable. But you're using "falsifiable" as a 
boolean.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free Will
Date: August 16, 2012 at 1:43 AM

On May 31, 2012, at 10:22 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 01/06/2012, at 8:45 AM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 29, 2012, at 3:17 PM, Brett Hall wrote:

Someone (I think Steve) mentioned that free will was about having
choices.

I think that was me.

Others seems to agree. Can we believe that there exist
choices but that this is quite different to "free will"?

How would that make sense?

Free will means you can do one thing instead of another. It's up to you which to 
do -- which to choose.

So free will saying that people have and make choices.

Isn't "free will" a bit of a non-starter philosophically?

No. Why?

There might be freedom of *choice* in a given situation - the classic
problem of which beverage to take - coffee or tea. But my *will* - my
*desire* - is that free?

You're misreading "free will". It does not mean "will that is free". It's a phrase 
referring to a tradition of interpretation/meaning/philosophy, and its meaning 
has to do with that body of knowledge not the literal choice of words. The 
words "free" and "will" should be thought of as a *name* not an 
explanation/description/argument.



People talk about free *will* rather than free *choice* or free 'x' because it really 
is the *will* that they value.

People talk about "free will" because it's an established term. It is not a literal and 
complete description of the thing at issue.

When have free will debates really heated up? When it comes to religious 
people defending their ideas about all powerful all benevolent gods and trying to 
reconcile that with evil in the world. The problem of theodicy is apparently 
solved by free will.

The view that everyone who disagrees with you is a religious idiot is a way to 
avoid reflecting on possible mistakes in your own point of view -- it delegitimizes 
debate and discussion and encourages you to ignore criticism based on its 
source.

It's an especially stupid, dishonest and irrational tactic in context: the primary free 
will defenders on this list are atheists.

The same religious meme now continues even in non-religious people

So now he's saying, basically, that even atheists should be treated as religious 
fundamentalist idiots who believe in fairy stories if they ever say anything he 
considers a religious mistake.

When confronted with it not being a religious mistake, because it's a position that 
atheists endorse, Brett replies with denial: they aren't really atheists, they don't 
count, they've clearly swallowed some religion, that's the only explanation.

He refuses to consider the explanation that there are arguments for positions he 
doesn't like which have non-religious appeal. That doesn't prove they are true but 
at the least he needs to do better than reject these arguments using his anti-
religious bigotry.

Anti-religious bigotry is not a rational or acceptable approach to addressing 
religious arguments either. But it shows a really striking mindset when someone 
simply extends anti-religious bigotry to non-religious persons rather than 
reconsider anything.



- and so we still have ideas about "thought crime" as if you can control your 
thoughts. Churches still think its wrong to have certain "impure" thoughts

It is in fact immoral to think certain things. So they are right?

and there are commandments like "you shall not covet your neighbours' wife or 
ass or house or anything at all".

Good advice, isn't it? What's the problem?

You shall not covet? Covet? As if you can control your desires like this.

Wow. Denying even the possibility of being a moral, responsible person. He 
thinks that living well is impossible and religions are stupid for suggesting it.

He thinks we can't have any control over our lives, we can't be responsible, stuff 
like desires just happen to us, and all we can control is our actions not our ideas.

Amazing.

Try to learn from this. This is a really strong form of evil. There's different types of 
evil. This is different than terrorists or murderers. But it is a major type of evil. It's 
really devastating to the people like this.

It's hard to get good examples of some evils. People hide them, people lie, 
people deny they exist. But here we have a nice example where Brett's saying it 
does exist and he personally is an example. That's worth some study.

As if you can control you will.

You can!

What controls it, if not you? Fate? God? Nature? Genes? Memes? But not you, 
you are powerless like an animal?

This is something Christianity gets right: people aren't animals. We have free will, 
morality, choice, control. We can refrain from vice, change our minds, and so on. 
We're not helpless. It's amazing what lengths some people will go to in order to 
reach the conclusion that humans -- including themselves -- are helpless.



Well they think you can. You think you can. It's the will that is key here so when 
you say it's a name - you're wrong. The long history of this has always been 
about will.

Willpower is one idea about how to control desires. It's not a very good one. 
Religious people (and atheists too, and self help gurus) do sometimes advocates 
it. But religious people also offer other methods too, it's not their only idea on the 
matter.

Regardless, there are better ways. Like responsibility. If you take responsibility for 
coveting, instead of deny responsibility, and you think about what that implies, 
then you're a lot of the way towards no longer coveting.

Now if you want to change this and say "Oh but when I talk about free will I just 
mean free *choice*" okay, fine. Then you and I have no disagreement except 
that you are using words in a different way

We have a bunch of disagreements on this topic. Taking "will" literally and 
denying that it's a moral issue is not the only one. How bizarre to think there's 
hardly any disagreements to be found here. One aspect of this mistake is that it's 
part of denying the complexity of the world, of people, of people's ideas, of the 
human condition, and so on.

Religions have some respect for people, for people being complex, for people 
having different ideas, and so on. Not enough, but some. This is another way 
Brett does worse than religion.

This should not be surprising. The main reason people become atheists is they 
reject some religious ideas -- typically including a bunch of good ones, especially 
morality.

In broad strokes, you can see that atheism is associated with the political left. The 
moral people tend to be on the right, and not many of them are atheists. Then on 
the left is most of the immoral people, and they tend atheist a lot more. They 
claim it's being rational but they actually like it for bad reasons.

If you look at all the really smart and wise atheist philosophers like Szasz, 



Deutsch, Popper, Feynman, Godwin, Rand, you will find significant amounts of 
respect for religion and some understanding of these issues. But then if you look 
at lefty atheists like Brett or Dawkins, they just trash the hell out of religion and 
morality too.

to how they have been with this debate - basically forever. You can move on to a 
new way of talking about free will if you like but you should acknowledge two 
things in doing this:
1) There is a long history of metaphysical bullshit that goes along with the idea 
of free *will* to do with spirits and so forth being inside bodies and controlling 
matter and so forth and this gives people free will. And free will was an attempt 
by churches to slip out of reasonable objections to the problem of theodicy.

Note the method:

1) miss the point of religious doctrines one has never studied and doesn't 
understand
2) trash them as stupid

2) Many people today who use the term "free will" really do think that they are 
the conscious author of their thoughts - that free will is indeed an explanation of 
their behaviour.

That simplified version of events is imperfect but much more accurate than Brett's 
evil position discussed above. So they are very wise to stick to it rather than 
become immoral atheists with worse views on the matter. (Though I'm not even 
convinced that many people think this way. I think many people think something 
similar but without a few mistakes Brett added in because he doesn't understand 
the idea.)

I'm going to leave the rest, unread, below for someone else to practice on. One 
can learn a lot by analyzing this sort of thing, and reading analysis is not the 
same as figuring it out yourself. I really recommend anyone who wants to be a 
good philosopher give it a try.



So with that on the table - I do not assume the name "free will" is a synonym for 
'choice' or some such. Choice exists in the world - and we are conscious of it. 
Liebnitz recognised this when he tried to argue for free will too - by 
distinguishing (correctly) between necessary truths and contingent ones. There 
is no 'choice' in the matter when you draw a triangle that it can have anything 
other than 3 sides. All those sorts of necessary truths lack the kind of freedom 
that comes with contingent ones. There is a freedom in the latter that is not in 
the former. So when I notice in the world that there is tea or coffee available...I 
choose tea. I make the choice but I choose tea only because I prefer tea. But 
why do I prefer tea? Is what I prefer open to my simply not preferring it? Try as I 
might I simply lack the ability to change my preferences...one of which is the 
preference to even want to change my preferences. I like the fact I like tea over 
coffee. Am I free to prefer that it were otherwise when I simply do not?

I will assume that you are indeed of the mind that free will is about us having 
ultimate control over what thoughts enter our mind. And so you will believe that 
you can control what it is you *like* - what your preferences are - so if you like 
tea rather than coffee - you believe you are in control of this - and so it will be 
here we part company. I define *that* as the illusion of free will...the fact that my 
will - my desire - what I like (including the fact that I like liking what I like) is just 
a part of me that I do not control.

Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

No. That's an irresponsible attitude to life. You could be more aware of what 
goes on in your mind. And you should take responsibility for your whole mind, 
not just the conscious intentions.

Of course you can be more or less aware of what's going on in your mind...but 
are you in control of it? It seems to me that you are admitting now that there are 
things going on in your mind over which you have no control. Although there are 
*some* things you are in control of? Is this correct? Then are you (the *I* to 
which I refers) all of your mind, the bits of your mind you are in control of or 
something else?



If you should take responsibility for those parts of your mind you are not 
conscious of...how does this work in practise? What unconscious mind 
processes should I take responsibility for - and having taken responsibility for 
them - how do I change them?

Even with your conscious mind. What causes what goes on in the conscious 
mind?

It seems to me that you want to say that *you* the agent or the mind is the 
cause of itself. Like the uncaused cause - the unmoved, mover.

But I see mind as simply another link in a causal chain. It is an important link - 
choices are important and people should be held accountable for the choices 
they make - but their choices are caused by prior events.

What you think next is caused by something *that you did not think* and over 
which (therefore) you could not have had any control.

If I am wrong - that what you think next (or what you choose next) is *not* 
caused by something else (that you did not think (or choose)) then is it 
uncaused? If it is uncaused, how does that give us free will?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his



program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

What makes you think the way that name was chosen didn't have to do with 
which celebrity the person liked?

It did. Of course. There was a reason. Even if that reason was 'it just popped 
into my head' or 'I like that person'. In either case - how can you have control 
over a random event or what (and who) you like? If I like a person...can I just 
decide not to like them? Or must I change my reasons for choosing to like 
people? How can I choose to do that? If I decide that my reasons for liking 
certain people are bad? How do I do that? By deciding that my reasons for 
deciding that my reasons for liking certain people are bad? How do I do that...? 
And so on to infinite regress. Does this give me free will?

Why are you assuming there is no control?

I am not entirely sure what you mean by 'control' here? Could you explain it? Do 
you mean I control my body with my thoughts? But then what controls what 
thoughts I have? Unconscious mind? Then what controls that? Is it me - all the 
way down - or does it just terminate at some point? Is the controller not 
controlled by anything else? Isn't this just another way of phrasing the problem 
of uncaused causes above? You might have to explain the concept of control 
you have in mind some more.

As a matter of introspection when I reflect upon why it is that I want to respond 
to your email I find that this desire arises in me for reasons I cannot account for. 
I just do. Can I decide *not to want* to respond to you?

I could decide not to respond to you. But the desire would still be there. Am I 
free to ignore this desire? Yes I am. But why? Only because I *want to do that*. 
But why would I want to do that? Again a regress and again it seems I am not in 
control of my wants - they are me and are what I do. This is not irresponsible. It 
does not take away my culpability.



It seems that it's this that philosophers are afraid of. That somehow, were we all 
to admit that we are not the author of our wants and desires that there would be 
moral chaos. But as I have said in these exchanges, that seems ridiculous to 
me. A person who wants to kill and torture is a dangerous psychopath that 
needs to be watched carefully and possibly constrained. We should be judged 
based upon our actions in the world and if that includes locking away someone 
who walks into a group of young people on an island and starts shooting them 
then we need to lock this person away...forever (especially if he says things like 
he'd do it again and he doesn't regret it and it was the right thing to do and so 
forth). We need not tell him and ourselves that he did this because of his own 
"free will". Judgement and morality almost all work better if we admit that there's 
no free will. We can just lock people up (or kill them) to keep the rest of us safe 
without talking about "punishment". We can even try our best to exorcise from 
them those anti-rational memes by teaching them how to make better choices. 
At no point do we even need to mention free will.

Do you think retribution is important? If people have free will in the sense that 
they are the ultimate cause of all their actions shouldn't we take revenge on bad 
people? Would it be rational for me to want to hurt them in retaliation for hurting 
me?

Personally I controlled my reaction: I chose not to think of any celebrity at all 
because I don't like this sort of exercise (my preferences mattered!).

Right. You did what you wanted to. You chose not to think of a celebrity. Why did 
you do that? Because you don't like this sort of exercise. Why don't you like it? 
Because of some reasons x,y, z. Why do you find those reasons compelling? 
Because of more reasons u, v, w. And why are they compelling? Is there a 
causal chain that stretches back forever...or does it terminate at some place? In 
either case...are you in control of its termination or the fact it continues back 
forever? Are your thoughts ultimately caused by other things...over which you 
have no 'control'?

I can also do the thing where they say "Don't think of an elephant" and then 
most people think of one. Just because some people are bad at 
controlling/choosing their lives, thoughts and minds doesn't make it 
impossible...



Right. But again. Why would you even want to have this sort of control that you 
talk about? You just do, don't you? You like to be you, don't you? Are you free to 
like those things you like about yourself and dislike and so improve those other 
things you don't? Is not what you want and desire just a part of you that you do 
not choose? Like the number of atoms that make up your genome?

Can you account for why some options and not others came into your
mind?

Because I wanted and like a particular result, so I chose it, and I made it 
happen.

We are talking at cross purposes, aren't we? I agree you chose it. I agree you 
are part of the causal chain and we name the link that you are conscious of "the 
choice". But the only thing special about that link is that you're fully aware of it. 
We both seem to agree that choice is real. But this is not what gives us free will. 
My central question is about the freedom in your *will* and so I return to that 
now. I define that - though you seem to reject the very attempt - as being your 
desires, wants, intentions - likes and preferences. Why did you want and like 
that particular result? Were you free to want and like another result? Surely if 
you were free to want and like another result then you could choose to want and 
like another result. But then you would be a different person. Are you free to be 
a different person? And like I have already repeated here- even if you chose to 
want and like a different result why would you choose to do that? Only because 
a thought or intention to do so arose in your mind...again, for reasons you could 
not account for. It's just like why you choose to like to like the ideas in BoI but 
not in "The structure of scientific revolutions". Are you free to like - to want and 
prefer - the ideas of Kuhn over Popper and Deutsch?

So Anders Brevik killed all those young people on that island. He wanted to. He 
chose to. Was he free to want otherwise? Given his mind - I say he was not. He 
was free to choose otherwise - but he went with his wants. And in his mind he 
had good reasons that to the rest of us seem irrational and objectively are 
irrational. Was he free to think that these reasons were not good when he just 
did not have any better ideas? If we admit he wasn't free, so what? He still 
needs to be locked up as a dangerous person. Probably forever...unless we 



have some really excellent reasons why we think all those terrible anti rational 
memes have been replaced in his mind by something much better. But given 
our poverty at actually being able to rehabilitate people like this, he will probably 
die in jail before we learn enough to effect spectacular psychological advances 
like that. So this does not change justice much or morality. It does change the 
idea of punishment though. Punishment becomes irrational. Rehabilitation does 
not. Problem is that the latter is hard, the former is easy. So we go for gaol 
...rather than medieval torture.

Aren't we just *witnesses* to the flow of our thoughts?

Some people are but that is no argument that utter irresponsibility is the only 
lifestyle available.

Again, choice is real. People make choices. They make choices because they 
have preferences. But why do they have those preferences? Because of the 
ideas they have...and I would suggest also because of genetics. So why do 
people generally prefer an environment with a certain amount of oxygen than 
none at all? That's probably a genetic preference. Unless suicidal, they probably 
won't prefer the naked vacuum of space to their own living rooms. They have no 
freedom in this preference. Even if they came somehow to download their 
consciousness into some sort of silicon computer that can enjoy the vacuum of 
space...their preference would still be what it is, not because they have chosen 
that preference, but because that preference had chosen them.

So a person witnesses the thoughts they have. This includes the preferences 
they have. They are not responsible for their preferences. They should be held 
accountable for their choices though. This means that "utter irresponsibility" is 
not their lot. They simply are not responsible for what many think they are 
responsible for. Like their preferences.

Are you responsible for where you were born?
Are you responsible for how you were brought up?
Are you responsible for your genome?

If you are - then okay. You have controlled three of the most important causes of 
your preferences later on.



So if you are born in Somalia to parents who are soon killed then some years 
later your overriding preference might very well be for food and clean 
water...and perhaps weapons to protect yourself.

Born in California to wealthy, loving parents who provided you with books to 
your hearts content, your preference might be now to join the BoI list. Or not.

In either case...how much control did you have over being one person or the 
other? How much chance was involved? How responsible are you for the desire 
and preferences you have as a result of being in the Somalia situation as 
opposed to the California one?

It's important that people not be blamed for not having access to even having 
the chance to contemplate certain things. To even have the opportunity to have 
certain preferences in the first place.

If you get cancer - by random chance - because a cosmic ray has struck your 
DNA then your preference might very well be not to have cancer anymore. 
Whether you prefer to have cancer or not, even entertaining the idea is a choice 
that did not originate with you. It was precipitated by some event that occurred 
far away and long ago...an event over which you had no control and yet which 
now impinges upon your mind in such a way that you must now make a choice 
about what to do. That you must make a choice at all is not your choice because 
even to choose to do nothing is itself a choice.

It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

No one has a *random* life. This point of view is ignoring common sense and 
all the evidence. Even bad/ineffective people routinely take substantial control 
over their lives to make their lives match their preferences, values and desires 
in significant ways.

Yes. We're at cross purposes again. I agree. But how does that have anything to 
do with the fact that you cannot predict what you will next think? If you cannot 
predict what you will next think then in what sense are you in control of it? To 



know what you are going to think next means to think a thing before it's been 
thought - that makes no sense. We simply *do not know* how it is that we think. 
I have no clue whatever about how I get to the end of this sentence or why there 
is an egg in it. Now that the egg is there - I'm free to delete it. But I don't 
because I think the eggs are making an important point. I'm simply not free to 
want to delete them. My desire to have them there or not, is completely out of 
my control and were I to delete them in some experiment to try to second guess 
myself and prove my freedom *that too* would just be another example of me 
slavishly obeying my preference (in this case my preference to try to show I am 
in control of exactly what I want to type).

None of this says that it's random. Who is arguing that life is random? No me. 
Apparently not you either. So we can put that aside. The question now is, if it's 
not random, what is it? The opposite of random? Determined? I think yes. 
Determined by prior causes. Our lives and our thoughts are determined by prior 
causes. We have no control over these prior causes. If we did they would be us, 
on your view. On my view, we aren't even in control of our thoughts. We just 
witness them.

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Wants/preferences/etc are ideas. Are you saying we make choices but among 
those choices we don't get to choose stuff about our ideas?



I agree that wants, preferences, etc are ideas. We don't get to choose the 
content of those ideas. Didn't Popper argue that there's no logic of scientific 
discovery? And David also points out that creativity is an unpredictable 
process? So creativity - that arises in the mind - all those guesses arise for 
reasons we cannot have access to. Because were we able to explain how they 
arose then it would be a creativity generator and we would have creative, 
explanatory, intelligent AI.

This is where I mentioned in some previous posts that the concept of *i* begins 
to become important. Now if I am just the subject of my experience then I can 
notice choice in the world. How do I choose? Well clearly choice is made. I take 
tea and not coffee. I do one thing and not another. I don't do all things (although 
copies of me in the multiverse do but those copies are not me in this sense). So 
clearly I make a choice. This is a way of speaking...because what's it mean to 
make a choice? It can't be that there's some force at work in me that compels 
my body to do this rather than that or to have this thought rather than that 
thought. It just happens as part of the causal chain and that place in time and 
space where I find myself and I am aware of what's going on...I call that a 
choice I've made. I had the thought (though I never chose to have the thought) 
and witnessed how that caused other thoughts and actions to occur. At no point 
do I need to postulate free will.

If we don't choose ideas, choice is an illusion. Because choices are always 
made based on our ideas, so if the ideas are totally out of our control how 
could we be said to be making choices or to have any freedom/control?

What's the difference between these 3 things:

1. A person says to you: draw a square on flat paper with 8 sides
2. A person says to you - draw a triangle or a square, it's your choice.
3. A person holds a gun to your head and says "Draw a triangle or a square, it's 
your choice. But if you draw a square, I'll shoot you." It's a real gun, not a water 
pistol and he's just shot someone else to demonstrate it's a real gun after they 
indeed drew a square.

It seems to me that in 1. you don't have the freedom to do that which is asked. 
In 2. there seems to be complete freedom (you could even do something 



entirely different). In 3 - you could still behave as in 2. but if we take the person 
with the gun seriously and if we value our lives then it seems like there's almost 
a logical implication that we will draw a triangle. Somehow, in 3 - our freedom 
has been taken away. But not in the same way as it's lacking in 1.

If we are not being coerced like in 3 (or just dialling down the coercion to 
something less dramatic) then we have freedom. But it's not our will that's free. 
It's just the choice of what to do.

That's the sense in which I think we have freedom. No one is forcing us to do 
something else. But - we do not have freedom of will. In each case 1, 2 or 3 I'll 
have a will - a desire - that is part of my mind and I did not choose it. In 3  all my 
thoughts will likely be about that gun and whether I will die. It will impinge upon 
all my senses in a way that possibly nothing else ever has. And I will have no 
choice about the content that rushes into my head. It will all have been caused 
by that gun and my beliefs about that gun.

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

Introspection reveals nothing about what is possible...

I don't know what you mean here. My point was about noticing as a matter of 
observing the contents of your own mind that you cannot know what you will 
think, before you have thought it. This is an important experiment in deciding 
between the two theories:
1) I am in control of what I will next think and this proves I have free will
2) You cannot know what you will think next. Instead I simply notice thoughts 
arise in your mind and this reveals the absence of free will.

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little



introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

None of what you're saying looks random. Words fit together into sentences. 
Where do you think it comes from?

I have no clue. It arises in the mind and yet I can't account for it.

If you are just a witness .. well something has to be doing the writing.

The body is doing the typing and it simply types thoughts that arise in the mind. I 
don't see a problem with this.

So, you1 is a passive witness, and you2 is a full blown intelligent person that 
can write which you1 witnesses.

No. I am *not* identical to my thoughts. I've been at pains to say this. People 
*feel* identical to their thoughts but they are wrong about this feeling. The way 
to prove this to yourself is to be consciously without thought - which you already 
conceded was possible when you talked about some computer gamers being in 
the zone. This is true. It's also true of meditators who actively seek out this state 
of 'emptiness' as a method of both relaxation and self-discovery.

So admitting that there can be consciousness without thought admits that these 
are different things. It also shows - conclusively in my view - that we are not our 
stream of thoughts because that stream of thoughts can be shut off and yet we 
still exist - we are still there.

So you are always 'you1' - a passive witness. It's just that sometimes you *feel* 
like 'you2'. But that's an illusion. It's just a perception you have - you percieve 
your thoughts like you percieve objects in the world. They come to you as 
interpretations and so forth - presented in your mind and interpreted. But you're 
not them.

You're something else.

So, you2 is the person with free will



Nope. You2 is just a term you invented for the stream of thoughts you witness. 
Free will doesn't exist. It's an illusion. In fact as Sam Harris points out it's worse 
than that. The illusion of free will is, itself, an illusion.

, while you1 is an unnecessary complication you invented.

You1 is a simple idea. It's simply you. No need to complicate things. It's you as 
the subject of your experience. As the subject - you're right - you're a passive 
witness. The conscious you has no control - it's just conscious *of* stuff. It can 
even be conscious of nothing except itself. It can be entirely unadorned with 
thought or anything else. Not an unnecessary complication. But trying to say 
you are anything more than this, is.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free Will
Date: August 16, 2012 at 1:57 AM

On Jun 1, 2012, at 6:05 PM, steve whitt <smwhitt@gmail.com> wrote:

On Jun 1, 1:22 am, Brett Hall <brhal...@hotmail.com> wrote:
But how does that have anything to do with the fact that you cannot predict 
what you will next think? If you cannot predict what you will next think then in 
what sense are you in control of it? To know what you are going to think next 
means to think a thing before it's been thought - that makes no sense. We 
simply *do not know* how it is that we think.

This argument is not logical. There's several flaws. Here's one:

Suppose you could predict your upcoming thoughts. Then you'd have already 
thought them, as part of the prediction. But then Brett would demand that you 
predict the prediction. Then predict *that* prediction. And so on. It's a regress -- it 
always has to go earlier or it doesn't count.

It's a bit like saying a computer doesn't control its calculations unless it can print 
out what answer it will reach before doing the calculations.

Brett, you wrote a lot of stuff there. It took me a very long time to
get through it all, but for me and what I'm interested in the few
sentences above are the key. I reflect on what David Deutsch wrote in
Chapter 4 of BoI about the act of creation and I think about Walter
Isaacson's description of Einstein's struggle to come up with General
Relativity.

Be careful. Isaacson's biography of Steve Jobs was pretty bad. It's hard to tell if 
you don't know the material already, but if you do already know a lot about it then 
you can see it's pretty bad. Maybe his other books are pretty bad too, and maybe 
in ways that are hard to notice if you don't already know the material being 
covered and try to use him as your main source.



Plus Isaacson is just a secondary source -- sometimes even tertiary -- so that's of 
limited value just in general.

As Deutsch points out, no one could have predicted what
Einstein would come up with, because such a prediction would be the
discovery itself. Even Einstein could not have predicted it.

Yeah, I agree, this is similar to what I was getting at above.

What
Einstein did, as we learn in Isaacson's description, is come up with
ideas (From where? From a place analogous to the place where seeds of
a particular plant get their genetic variation. We can let our ideas
die in our place). Einstein's genius may have lain in the ideas he
produced (the variation), but surely also it must have lain in his
ability to criticize his ideas (the selection). Now you will ask,
where does the criticism come from? Sure, you can analyze these things
all the way back, but it doesn't change the fact that Einstein
genuinely created something new, something that simply did not exist
in the world before he created it.

Was Einstein free to either create or not create this thing? I'd argue
that the multiverse view insists that he was. In some universes,
Einstein failed to criticize a wrong idea sufficiently. In others, the
right idea never occurred to him. In still others, he decided to go
sailing and was drowned. Because the inputs (a snatch of music, a
sunny day, a pretty girl) were random, no one could have predicted how
the complex software we called "Einstein" would react to them - such a
prediction would be Einstein. The randomness is not just due to a lack
of knowledge; it is fundamental randomness that is an inescapable
consequence of the multiverse.

The multiverse is not random, it's deterministic. But it doesn't matter either way.

I don't think it makes much sense to mix up levels of explanation -- it disregards 
emergence. In particular, physical determinism in the multiverse and being free 
are not the same level or type of explanation and do not directly have anything to 
say about each other. Some people treat them as a direct contradiction neither 
says a word about the other so they can't contradict.



Popper messed this up. He wanted to defend free will, so he defended 
indeterminism. Deutsch wrote him about it and Popper conceded but for some 
reason didn't publish a retraction/correction.

But randomness is not free will.

Right! So why bring randomness up?

The thing that made Einstein special
in a way that a rock or a lake is not special is that Einstein could
take these various random input and still, through criticism and
testing, in a sizeable proportion of the multiverse, turn them into
his General Theory of Relativity. Life, and conscious life in
particular, makes large portions of the multiverse resemble one
another. As David Deutsch wrote, knowledge is information that, when
instantiated in a suitable environment, tends to preserve itself.
Einstein kicks back. So do you and I. It is this ability, to take in
random inputs and still make decisions that reflect our values and
desires, that is the essence of our free will.

How can that be the essence of free will when free will is an idea from moral and 
religious philosophy and this "essence" does not mention morality or 
responsibility?

I think this sort of view of free will is missing the point.

Also life does not consist of random inputs.

Also, you don't address the issue of where those values and desires come from, 
which any anti-free-will critic would bring up. He could claim that sure you act on 
your desires and values now, but you had no control over getting them in the first 
place, so that's no use.

I can't predict what I
will think next, but I can control my reaction. I'm not going to shoot
anyone today, no matter what random thoughts enter my head. That's
what makes me "me", in this and many other universes.



A critic would deny that your not shooting people value was chosen by you. He'd 
attribute that to your culture or genes or something.

I don't think such critics can be fully answered with this physics oriented 
discussion and no moral philosophy.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Free Will
Date: August 16, 2012 at 2:25 AM

On Aug 15, 2012, at 10:43 PM, Elliot Temple wrote:

On May 31, 2012, at 10:22 PM, Brett Hall <brhalluk@hotmail.com> wrote:

People talk about free *will* rather than free *choice* or free 'x' because it 
really is the *will* that they value.

People talk about "free will" because it's an established term. It is not a literal 
and complete description of the thing at issue.

When have free will debates really heated up? When it comes to religious 
people defending their ideas about all powerful all benevolent gods and trying 
to reconcile that with evil in the world. The problem of theodicy is apparently 
solved by free will.

The view that everyone who disagrees with you is a religious idiot is a way to 
avoid reflecting on possible mistakes in your own point of view -- it delegitimizes 
debate and discussion and encourages you to ignore criticism based on its 
source.

It's an especially stupid, dishonest and irrational tactic in context: the primary 
free will defenders on this list are atheists.

The same religious meme now continues even in non-religious people

So now he's saying, basically, that even atheists should be treated as religious 
fundamentalist idiots who believe in fairy stories if they ever say anything he 
considers a religious mistake.

When confronted with it not being a religious mistake, because it's a position 
that atheists endorse, Brett replies with denial: they aren't really atheists, they 
don't count, they've clearly swallowed some religion, that's the only explanation.



He refuses to consider the explanation that there are arguments for positions he 
doesn't like which have non-religious appeal. That doesn't prove they are true 
but at the least he needs to do better than reject these arguments using his anti-
religious bigotry.

Anti-religious bigotry is not a rational or acceptable approach to addressing 
religious arguments either. But it shows a really striking mindset when someone 
simply extends anti-religious bigotry to non-religious persons rather than 
reconsider anything.

- and so we still have ideas about "thought crime" as if you can control your 
thoughts. Churches still think its wrong to have certain "impure" thoughts

It is in fact immoral to think certain things. So they are right?

and there are commandments like "you shall not covet your neighbours' wife or 
ass or house or anything at all".

Good advice, isn't it? What's the problem?

You shall not covet? Covet? As if you can control your desires like this.

The ideas of thought crime, and impure/sinful thoughts, are different things 
conceptually. Using them interchangably is badly false.

It was Orwell (I believe) who came up with the idea of thought crime, and it was 
about suppressing stuff that went against the ruling ideology.

Impure/sinful thoughts is an idea that certain things are immoral and thinking 
about them is bad. Often the stuff is actually bad. Like, as you mention, coveting 
your neighbor's stuff.

So impure thoughts is about some theory of morality, and thoughtcrime is about 
suppressing dissent and perpetuating the existing power structure.

To treat them as equivalent is to trivialize/reject morality (which you do, as Elliot 
points out in his critique in the rest of your post) and act as if moral ideas are just 
some conspiracy of the powerful to maintain the existing power structure.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: August 16, 2012 at 5:51 AM

On Mar 27, 2012, at 10:07 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mar 26, 2012 11:31 PM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 26, 2012, at 6:16 PM, Rami Rustom wrote:

On Mon, Mar 26, 2012 at 8:04 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

2012/3/27 Rami Rustom <rombomb@gmail.com>
On Mon, Jan 30, 2012 at 12:39 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 2, 2012, at 3:13 PM, Rami Rustom wrote:

Elliot wrote:

The answer is: yes, fallibility is fallible.

What about the concept of *the necessity for error correction in
all things*? Can that be an objective truth?

Those aren't opposites. We can have fallible knowledge of an idea
that is, in fact, an objective truth.

What aren't opposites? I see only one idea that I wrote: "All things
need error correction"

I think he meant :

An idea X can be an objective truth and be fallible at the same time.

So "being an objective truth" and "being fallible" aren't "opposites".

Ah.

So that means that we could be wrong about this idea: "All things need
error correction." Right?

right



If so, I don't get it.

all our understanding of anything is fallible

Another idea that is fallible: No two people have the same interests
or preferences. So this one could be wrong too?

sure. we could have some misconception in this area that we don't realize.

Maybe I don't understand the relationship between objective truth and
fallibility. Clarification?

something is true but our understanding of what is true could always have 
errors.

I get the fundamental idea that fundamental ideas are absolute.

That's not what I said.

So all our knowledge is fallible, period.

It's fallible because there is an actual explanation of why all knowledge is fallible. 
All knowledge is the natural, inherent reach of that explanation.

What we do is find problems in our fundamental ideas and instead of
making exceptions, we change them in order to solve those problems.
And by change I mean *make it more universal*.

"Fundamental" is a loose categorization, it's not like "made of iron" or "yellow". 
Generically, it doesn't really imply anything or have a specific, actionable 
meaning. It's pretty contextual.

So considering the fundamental idea: "No two people have the same



interests or preferences." What problem could someone find that would
cause him to change it to solve that problem?

What?

What ever the problem is, the solution is a more universal idea.

No.

It's common that a person has a common problem. The problem is generic and 
happens to all sorts of people. And then he finds a solution that only works for 
him, or at least wouldn't work for most people.

Einstein found a problem in Newton's theory of gravity which was that
it doesn't explain light particles.

I think the problem I was having with the relationship between
conjectural knowledge and objective truth is what constitutes an
objective truth.

Newton's and Einstein's theories of gravity explain sets of
situations. The former explains a subset of situations of the latter.

So regarding the idea: "No two people have the same interests or
preferences", a more universal idea would be one that includes the
original set of situations plus more situations.

So a more universal idea could be: "No two people have the same X",

That's not more universal. It applies to all people, the same as before. It has the 
same scope.

It's more generic, vague, and abstracted.

Also, false. E.g. many people have the same model of iPad.

The point isn't the words like "generic" vs "universal", it's the meanings. This isn't 
about words, the words aren't the important thing, it's understanding what one is 



saying that matters.

There is another issue which is that you can't really just say a particular thing is 
more or less universal. Universal with respect to what? Maybe you meant it was 
more universal with respect to the object (interests) of the sentence not the 
subject of the sentence (people).

Also, universality is a thing. A yes or no boolean thing. So when you talk about 
more or less universality, you're talking about some other concept, and that's kind 
of confusing to re-use the word for something else without saying what that other 
thing is. I'm guessing by "more universal" you mean "more broad" or something 
like that. But that's not the same issue as having universality or not.

where X is more than just interests and preferences. In this sense,
the original idea is wrong in that it is incomplete and doesn't
explain all the situations that the more universal idea explains.

Whether the change is better or worse depends on the problem situation -- what 
are you trying to accomplish with this idea?

When you use the less specific version, that is *less suited* for many problems.

Suppose you had a question and a person handed you 500 pieces of paper and 
said one had the answer. And then expected you to be grateful for getting so 
much more information. But you'd rather just have been giving one piece of 
paper, you don't need all that extra info that isn't relevant.

This is a common issue: you have to be selective about what information you 
communicate, it's not just the more the better.

So I was confused about what it means for a conjectural knowledge to
be wrong. Its not completely wrong but rather its just slightly wrong.

Those are kind of the same thing.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Second-handedness is caused by TCS-coercion
Date: August 16, 2012 at 6:13 AM

On May 30, 2012, at 4:00 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Wed, May 30, 2012 at 3:44 PM, Elliot Temple <curi@curi.us> wrote:
On May 18, 2012, at 3:42 PM, Rami Rustom wrote:

From _The Fountainhead_, by Ayn Rand:

And as Roark looked at him, he added: "Don’t worry. They’re all against me. 
But
I have one advantage: they don’t know what they want. I do."

I'm beginning to understand the meaning of second-handedness. It is a
phenomenon in our culture that has resulted from TCS-coercion.
TCS-coercion prevents people from learning how to find their
preferences,

Why? Only that, or what else?

TCS-coercion causes one to stop using his own judgement, deferring to
others like parents. Which means that his capacity to judge doesn't
improve as it would if TCS-coercion wasn't being used on him.

This is incorrect.

Coercion happens all the time without this result.

Coercion is a very generic thing that can happen in any part of life.

Parental coercion is extremely ineffective at achieving any designs *unless* it's 
done according to some sophisticated plan to make the coercion be able to 
accomplish something. But no one is that sophisticated to invent such a plan. So 
it only works when it's guided by tradition/memes which have built up knowledge 
over the generations of how to be effective about some particular thing.

BTW, parents often have a misconception that they have all this power over their 



kid they can control him however they want. But they don't. It only works as long 
as they stay within traditional/memetic boundaries. If they try to control the kid in 
an sufficiently unconventional way then they have little hope of success.

Anyway the stuff you're talking about is caused by some parenting practices, 
some ideas, and yes they use coercion but it's not like just any and all coercion 
will do this and only this.

and so they instead learn to *adopt* the preferences of
others.

But that is a way of acquiring a preference. So you must have meant TCS-
coercion prevents some ways of acquiring preferences and not others. 
Which/why?

TCS-coercion prevents people from learning how to apply their own
judgement. So their judgement remains weak into adulthood. With weak
judgement, people also do not know how to *judge* what their values
are. So they seek other people's judgement in order to adopt their
values. Those values result in their preferences.

One day, when TCS-coercion is as rare as it is common today,
second-handedness will be as rare as it is common today.

Mistakes will happen without TCS-coercion. Why couldn't this one?

Second-handedness isn't one or more mistakes. It is a lifestyle, a
thinking style. And second-handedness is a result of irrationality.

No. I think you've forgotten what irrationality means. This statement doesn't really 
make sense. Irrationality is all about not correcting errors -- so it's what keeps 
one second-handed and gets in the way of changing it.

Irrationality in the conventional sense means something like not listening to 



authority and having bad ideas. Saying that's the cause of second-handedness 
doesn't make a ton of sense either. So I don't know what you were trying to say.

If you were merely trying to say that second-handedness is a bad idea and a 
mistake, then don't use the word "irrationality".

But rationality causes one to judge things for himself. So he applies
his own judgement in order to determine what values he adopts. So
rationality prevents second-handedness.

Can you define or explain the term/concept "rationality" you're talking about here?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Caring what other people think
Date: August 16, 2012 at 6:19 AM

On May 30, 2012, at 12:33 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:

On 29.05.2012 23:17 Rami Rustom said the following:
On Tue, May 29, 2012 at 2:48 PM, Evgenii Rudnyi<usenet@rudnyi.ru>
wrote:

On 28.05.2012 22:10 Rami Rustom said the following:

...

By thoughts, I mean images. The image is a thought.

I do not understand how a thought could be an image. In my
vocabulary these two are completely different entities. In other
words, in my understanding the three dimensional word that I
consciously perceive and my thoughts are independent from each
other. I do not see how they could be the same thing.

Thoughts and perceptions are similar in that they both are
phenomenon of the mind.

Then what about to employ a term mental activity in this respect? But then 
thoughts and perceptions are different mental activities.

When your eyes sense the computer screen in front of you, it is not
sending that image directly to your mind. Instead, it sends some raw
sense data and then your mind interprets that data based on theories
that your mind has about sight. The image is not exactly what exists
in reality.

Indeed, but this is visual conscious experience.

Thoughts are similar. Consider what happens when a friend of yours
says a sentence to you. The idea he is intending to convey is not
directly sent directly to your mind. Your ears first collect the



vibrations in the air and your eyes collect the photons bouncing off
his body. Then your mind, using meta-theories about sight and
hearing, interprets the raw sense data into words, inflection, and
body language. Finally your mind, using other meta-theories,
interprets those words and inflection and body language into an idea.
That idea is not exactly what your friend intended.

Consider a newborn at birth, or as soon as she begins to react to
her vision. Put a mirror in front of her. Does she know what she's
looking at? Does she see an image? Does her mind even know how to
interpret what her eyes are sensing? No. These things are learned.

I do not think that there is a definite answer to this questions. I believe that it is 
better to distinguish between what one believes and what has been researched.

The mind must learn how to interpret sense data similar to the way
the mind must learn how to interpret the English language.

You may find some papers at

http://infancyresearch.com/

For example there is a discussion of triadic attention

Striano, T. & Stahl, D. (2005). Sensitivity to triadic attention in early infancy. 
Developmental Science, 8(4), 333-343.
http://infancyresearch.com/PDFs/2005_Sensitivitytotriadicattentioninearlyinfancy
DevelopmentalScience.pdf

"The findings from Study 2 showed that both alternating
visual attention and positive affect are aspects of
joint attention to which 3- to 9-month-old infants are
sensitive."

This is ambiguous. Do they mean 3-9 month old infants *in our culture, raised by 
typical parents*? Presumably they do. But I wonder how they checked the 
parents they used were typical. If you leave out the typical thing, then it'd have to 
apply to all parents in our culture, but why would it? I don't think they are doing 
anything to test the limits of this and figure out what it takes for it not to happen.

http://infancyresearch.com/
http://infancyresearch.com/PDFs/2005_SensitivitytotriadicattentioninearlyinfancyDevelopmentalScience.pdf


They write this like it's a universal applying to infants but it needs to be a qualified 
statement to be true (I think), and definitely needs to be qualified to be one that 
has much to do with their evidence (they didn't try it with a sample of parents from 
all possible cultures).

What happens with thoughts at this age is an open questions. Also there are 
experiments that show that visual conscious experience is already available for 
example by monkeys.

Humans aren't monkeys. And how would such an experiment work anyway?

Your statement that all mental activities are thoughts contradict to the accepted 
terminology.

Are you saying that whatever is accepted must be true, and disagreement with it 
can be assumed mistaken?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Caring what other people think
Date: August 16, 2012 at 6:27 AM

On Jun 2, 2012, at 1:26 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 02/06/2012, at 4:45 PM, "Evgenii Rudnyi" <usenet@rudnyi.ru> wrote:

O

.

What would you say about this text

http://plato.stanford.edu/entries/epistemology/

Popper is not even mentioned in it. Is this text about epistemology or not? Or 
has this text been already refuted?

Have you read BoI? Both there and in David Deutch's previous book are 
refutations of the very concept of justificationism. That entire article presumes 
justificationism is true. It's not. It doesn't work.

It defines knowledge as "justified true belief". But we know they're wrong about 
that. Knowledge is always conjectural.

It's zero sum, wouldn't you agree? Either knowledge is tentative and explanatory 
and able to be improved upon...or it's not. In which case knowledge is 'justified' 
and certain. But we know that certainty is impossible. It's an impossibly high 
standard...and if that was the bar then we would know nothing. But we know 
that we know stuff because we make unrelenting progress. And that's an 
objective fact which we would not observe if we didn't know anything about how 
the world worked.

So the answer to your question must be a resounding "yes" it's been refuted.

Notice that in your article there, it even goes so far in the final section to 
postulate the existence of feminist epistemology. That is, methods of gaining 

http://plato.stanford.edu/entries/epistemology/


knowledge can apparently depend upon one's gender. Does this seem absurd 
to you? Why stop there? Why stop with epistemology or with feminism? Why not 
have physics for people with severe brain injuries who can't do advanced 
mathematics? What about geology for people who believe in the literal truth of 
the bible? If they want to believe the Earth is 5000 years old, they're just as 
correct as others who say it's older. Isn't knowledge objective and independent 
of who discovers it? Stanford apparently doesn't think so.

It seems like the Stanford encyclopaedia might have been written by some 
biased editors. The entry on the problem of induction goes on for pages and 
pages http://plato.stanford.edu/entries/induction-problem/

While the entry on Popper himself is actually shorter 
http://plato.stanford.edu/entries/popper/ and though it has some nice things to 
say about him...the very last sentence betrays the barrow they're pushing: "On 
the other hand, the shift in Popper's own basic position is taken by some critics 
as an indicator that falsificationism, for all its apparent merits, fares no better in 
the final analysis than verificationism." That's how they end the article on the 
great man. To basically write off a key part of his entire philosophy.

So wouldn't you agree we can probably assume that Stanford uni's philosophy 
site isn't exactly reliable on this topic?

It's worse than that. Falsificationism is not Popper's philosophy, nor part of 
Popper's philosophy. It's a term used only by his opponents and by the careless, 
not by himself because it's a bad label.

Falsificationism mirrors verificationism/justificationism in structure and that 
structure is bad and Popper knew that and advocated something different. People 
who think Popper advocated Falsificationism have missed the point.

It's kind of ironic because they say falsificationism doesn't work very well and 
that's true, it's just not Popper's position. And they sort of admit that 
justificationism ("verificationism") sucks too. And they seem to think "well, it sucks 
but there's nothing better since Popper's falsificationism sucks too". Then they 
don't really look for anything better. But Popper did look for something better and 
found it and wrote a bunch of books trying to explain it.

In those books, Popper explicitly, directly said it's not Falsificationism, so anyone 
who thinks Popper advocated Falsificationism must not have read Popper very 

http://plato.stanford.edu/entries/induction-problem/
http://plato.stanford.edu/entries/popper/


thoroughly or closely.

What is it? Conjectures and refutations is how knowledge is created. That's the 
really short version. We learn by making unjustified guesses and improving them 
with criticism that helps fallible us incrementally advance from one problem to 
another slightly better one, and another, and so on.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Caring what other people think
Date: August 16, 2012 at 6:50 AM

On 16/08/2012 8:27 PM, Elliot Temple wrote:
That entire article presumes justificationism is true. It's not. It doesn't work.

Check out this  unit at Cambridge University!!!

http://www.phil.cam.ac.uk/u_grads/Tripos/Metaphysics&Phil_Mind/course_materi
al/Lecture1_Analysing_Knowledge.pdf

That is current, for 2012/13

*They get to Popper in Lecture 4, at last. But not for long.*

http://www.phil.cam.ac.uk/u_grads/course_material/course_material_a.html

Still drawing on Moore's refutation of scepticism. They have barely made it out of 
the 1930s.

Rafe Champion

-- 

http://www.phil.cam.ac.uk/u_grads/Tripos/Metaphysics&Phil_Mind/course_material/Lecture1_Analysing_Knowledge.pdf
http://www.phil.cam.ac.uk/u_grads/course_material/course_material_a.html


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Non-falsification way of testing theories
Date: August 16, 2012 at 11:40 AM

On Aug 16, 2012 12:04 AM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 15, 2012, at 7:00 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 15, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 25, 2012, at 5:32 AM, Rami Rustom <rombomb@gmail.com> wrote:

So does looking for planets [which is not falsification] count as
testing a theory?

You test *two or more* theories. They *contradict* and then you check out the 
specific thing where they contradict and then at least one is refuted by the 
results.

So in the case of exploratory research, the two theories being testing
are, "There does exist another Earth-like planet in the Universe" and
"There does not exist another one." And each time someone does a test
(which means looking at a star and doing some calculations regarding
its vibrations for example), the results are supposed to falsify one
of them. But thats not the case here. Finding a planet on a star does
falsify one of the theories, but *not finding* a planet on a star
doesn't falsify either theory. So maybe the test involves searching
*all* the stars in the Universe. In this case, the result does falsify
one of the theories.

That first one is a bad theory. It's really vague. It says something exists -- but 
nothing about where. No details. It's basically not testable because no matter 
how many times you fail to observe it, maybe it still exists somewhere else.

Is the first theory consistent with all theories of exploratory research?

If not, what form of theory do exploratory research projects use?



-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Second-handedness is caused by TCS-coercion
Date: August 16, 2012 at 12:18 PM

On Aug 16, 2012 5:13 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 30, 2012, at 4:00 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Wed, May 30, 2012 at 3:44 PM, Elliot Temple <curi@curi.us> wrote:
On May 18, 2012, at 3:42 PM, Rami Rustom wrote:

From _The Fountainhead_, by Ayn Rand:

And as Roark looked at him, he added: "Don’t worry. They’re all against 
me. But
I have one advantage: they don’t know what they want. I do."

I'm beginning to understand the meaning of second-handedness. It is a
phenomenon in our culture that has resulted from TCS-coercion.
TCS-coercion prevents people from learning how to find their
preferences,

Why? Only that, or what else?

TCS-coercion causes one to stop using his own judgement, deferring to
others like parents. Which means that his capacity to judge doesn't
improve as it would if TCS-coercion wasn't being used on him.

This is incorrect.

Coercion happens all the time without this result.

Coercion is a very generic thing that can happen in any part of life.

Parental coercion is extremely ineffective at achieving any designs *unless* it's 
done according to some sophisticated plan to make the coercion be able to 
accomplish something. But no one is that sophisticated to invent such a plan. 
So it only works when it's guided by tradition/memes which have built up 
knowledge over the generations of how to be effective about some particular 



thing.

BTW, parents often have a misconception that they have all this power over 
their kid they can control him however they want. But they don't. It only works as 
long as they stay within traditional/memetic boundaries. If they try to control the 
kid in an sufficiently unconventional way then they have little hope of success.

Anyway the stuff you're talking about is caused by some parenting practices, 
some ideas, and yes they use coercion but it's not like just any and all coercion 
will do this and only this.

and so they instead learn to *adopt* the preferences of
others.

But that is a way of acquiring a preference. So you must have meant TCS-
coercion prevents some ways of acquiring preferences and not others. 
Which/why?

TCS-coercion prevents people from learning how to apply their own
judgement. So their judgement remains weak into adulthood. With weak
judgement, people also do not know how to *judge* what their values
are. So they seek other people's judgement in order to adopt their
values. Those values result in their preferences.

One day, when TCS-coercion is as rare as it is common today,
second-handedness will be as rare as it is common today.

Mistakes will happen without TCS-coercion. Why couldn't this one?

Second-handedness isn't one or more mistakes. It is a lifestyle, a
thinking style. And second-handedness is a result of irrationality.

No. I think you've forgotten what irrationality means. This statement doesn't 
really make sense. Irrationality is all about not correcting errors -- so it's what 



keeps one second-handed and gets in the way of changing it.

Thats what I meant. Irrationality causes second-handedness.

Irrationality in the conventional sense means something like not listening to 
authority and having bad ideas. Saying that's the cause of second-handedness 
doesn't make a ton of sense either. So I don't know what you were trying to say.

I didn't even know the conventional meaning of irrational. I never
used the term (not even in my thoughts) before coming to these lists.

If you were merely trying to say that second-handedness is a bad idea and a 
mistake, then don't use the word "irrationality".

Thats not what I meant.

But rationality causes one to judge things for himself. So he applies
his own judgement in order to determine what values he adopts. So
rationality prevents second-handedness.

Can you define or explain the term/concept "rationality" you're talking about 
here?

Knowing that you can and should correct inconsistencies in your ideas,
i.e. change your mind, because an inconsistency means that you have a
mistaken idea. And as a consequence of having that knowledge: Wanting
(and then acting on that want) to find inconsistencies in your ideas
so that you can correct the mistaken ideas (i.e. change your mind).
This is thinking rationally. People that do this are first-handed.

People that don't know this, and don't want to find inconsistencies,
and so they don't actively try to find inconsistencies, i.e. are
thinking irrationally, are second-handed. So they choose to conform to
society because they don't realize that societies knowledge is very
error-ridden. They don't realize that having inconsistencies means you



have mistaken ideas. So they "trust" other people's judgement (like
mostly dead people from centuries and millenia ago that created the
mistaken memes) and they don't "trust" their own ability to judge the
truth of ideas.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Caring what other people think
Date: August 16, 2012 at 12:30 PM

On Fri, Jun 1, 2012 at 12:45 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 01.06.2012 16:49 Rami Rustom said the following:

On Jun 1, 2012 1:49 AM, "Evgenii Rudnyi"<usenet@rudnyi.ru>  wrote:

On 29.05.2012 23:17 Rami Rustom said the following:

...

Consider a newborn at birth, or as soon as she begins to react
to her vision. Put a mirror in front of her. Does she know what
she's looking at? Does she see an image? Does her mind even know
how to interpret what her eyes are sensing? No. These things are
learned.

I do not think that there is a definite answer to this questions. I
believe that it is better to distinguish between what one believes
and what has been researched.

You mean empirical evidence? Its impossible to acquire empirical
evidence about what people think or perceive. We can not "measure"
what the mind thinks or perceives with machines.

Our only resort is non-empirical criticism. Do you have a criticism?

Another hypothesis would be that newborn has visual conscious experience
right from the start. In other words, visual conscious experience is not
learned, it is preprogrammed.



[somehow I missed this email back in June]

What do you mean by visual conscious experience? Do you mean things like:

- perceiving the relative distance of objects?

- perceiving that the object in front of me is a person's face?

As for possibilities to acquire empirical evidence about what people
perceive, there are many of them. I will quote Jeffrey A. Gray,
Consciousness: Creeping up on the Hard Problem where he describes
experimental studies in this respect

p. 18. “Philosophers sometimes endow conscious experience with an inviolable
privacy, rendering it incapable of meeting the scientific requirement for
replicability of empirical observations. Nothing could be further from the
truth, as attested by the reliability of visual illusions, among many other
phenomena.”

p. 135. “These experiments demonstrate yet again, by the way, that the
‘privacy’ of conscious experience offers no barrier to good science.
Synaesthetes claim a form of experience that is, from the point of view of
most people, idiosyncratic in the extreme. Yet it can be successfully
brought into the laboratory.”

The mind must learn how to interpret sense data similar to the
way the mind must learn how to interpret the English language.

You may find some papers at

http://infancyresearch.com/

For example there is a discussion of triadic attention

Striano, T.&  Stahl, D. (2005). Sensitivity to triadic attention in

early infancy. Developmental Science, 8(4), 333-343.

http://infancyresearch.com/


http://infancyresearch.com/PDFs/2005_Sensitivitytotriadicattentioninearlyinfa
ncyDevelopmentalScience.pdf

"The findings from Study 2 showed that both alternating

visual attention and positive affect are aspects of joint attention
to which 3- to 9-month-old infants are sensitive."

I said newborns at birth. Thats before 3 months. By 3 months, babies
have learned a lot about how to interpret their sense data.

This what was possible to research so far. Whether newborns already have
visual conscious experience or not, it is right now an open question.

...

Brain is in the world.

Then you have to explain how conscious visual experience, that the
3D world that you visually perceive is outside of your brain. This
looks very counterintuitive but please follow your own logic.

I still don't understand what the problem is. What is
counter-intuitive?

Let me start again this way.

There is a physical world where there is a human being with his brain in the
skull.

http://infancyresearch.com/PDFs/2005_SensitivitytotriadicattentioninearlyinfancyDevelopmentalScience.pdf


The visual information about the physical world comes by photons into
retina.

Natural neural nets get excited, brain starts information processing.

After that the brain prepares a visual report (thoughts in your terminology)
that are passed to consciousness.

The question is where this visual report/thoughts are located in the
physical world with which we have started? In the brain or outside of the
brain?

In the physical world and in the consciousness.

Every thing that exists in the conscious exists also in the physical
world. How could it be otherwise?

When you open a file from a software program, the hardware is doing
stuff. Every act in the software is associated with an act in the
hardware.

In the case of a thought, it is the firing of a series of neurons in
succession; like a bunch of dominoes lined up in long pathways with
forks.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Non-falsification way of testing theories
Date: August 16, 2012 at 4:00 PM

On Aug 16, 2012, at 8:40 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 16, 2012 12:04 AM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 15, 2012, at 7:00 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 15, 2012 2:47 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jun 25, 2012, at 5:32 AM, Rami Rustom <rombomb@gmail.com> wrote:

So does looking for planets [which is not falsification] count as
testing a theory?

You test *two or more* theories. They *contradict* and then you check out 
the specific thing where they contradict and then at least one is refuted by 
the results.

So in the case of exploratory research, the two theories being testing
are, "There does exist another Earth-like planet in the Universe" and
"There does not exist another one." And each time someone does a test
(which means looking at a star and doing some calculations regarding
its vibrations for example), the results are supposed to falsify one
of them. But thats not the case here. Finding a planet on a star does
falsify one of the theories, but *not finding* a planet on a star
doesn't falsify either theory. So maybe the test involves searching
*all* the stars in the Universe. In this case, the result does falsify
one of the theories.

That first one is a bad theory. It's really vague. It says something exists -- but 
nothing about where. No details. It's basically not testable because no matter 
how many times you fail to observe it, maybe it still exists somewhere else.

Is the first theory consistent with all theories of exploratory research?



If not, what form of theory do exploratory research projects use?

Give an example of a real exploratory research project that you're confused 
about.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Caring what other people think
Date: August 16, 2012 at 4:03 PM

On Aug 16, 2012, at 9:30 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Jun 1, 2012 at 12:45 PM, Evgenii Rudnyi <usenet@rudnyi.ru> wrote:
On 01.06.2012 16:49 Rami Rustom said the following:

On Jun 1, 2012 1:49 AM, "Evgenii Rudnyi"<usenet@rudnyi.ru>  wrote:

On 29.05.2012 23:17 Rami Rustom said the following:

...

Consider a newborn at birth, or as soon as she begins to react
to her vision. Put a mirror in front of her. Does she know what
she's looking at? Does she see an image? Does her mind even know
how to interpret what her eyes are sensing? No. These things are
learned.

I do not think that there is a definite answer to this questions. I
believe that it is better to distinguish between what one believes
and what has been researched.

You mean empirical evidence? Its impossible to acquire empirical
evidence about what people think or perceive. We can not "measure"
what the mind thinks or perceives with machines.

Our only resort is non-empirical criticism. Do you have a criticism?

Another hypothesis would be that newborn has visual conscious experience
right from the start. In other words, visual conscious experience is not
learned, it is preprogrammed.



[somehow I missed this email back in June]

What do you mean by visual conscious experience? Do you mean things like:

- perceiving the relative distance of objects?

- perceiving that the object in front of me is a person's face?

No, he'll mean more like having a visual mental image of something. And maybe 
say things like "I mean the experience of *seeing* it, not knowing facts about it or 
making judgments about it".

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Second-handedness is caused by TCS-coercion
Date: August 16, 2012 at 4:09 PM

On Aug 16, 2012, at 9:18 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 16, 2012 5:13 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 30, 2012, at 4:00 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Wed, May 30, 2012 at 3:44 PM, Elliot Temple <curi@curi.us> wrote:
On May 18, 2012, at 3:42 PM, Rami Rustom wrote:

From _The Fountainhead_, by Ayn Rand:

And as Roark looked at him, he added: "Don’t worry. They’re all against 
me. But
I have one advantage: they don’t know what they want. I do."

I'm beginning to understand the meaning of second-handedness. It is a
phenomenon in our culture that has resulted from TCS-coercion.
TCS-coercion prevents people from learning how to find their
preferences,

Why? Only that, or what else?

TCS-coercion causes one to stop using his own judgement, deferring to
others like parents. Which means that his capacity to judge doesn't
improve as it would if TCS-coercion wasn't being used on him.

This is incorrect.

Coercion happens all the time without this result.

Coercion is a very generic thing that can happen in any part of life.

Parental coercion is extremely ineffective at achieving any designs *unless* it's 
done according to some sophisticated plan to make the coercion be able to 
accomplish something. But no one is that sophisticated to invent such a plan. 



So it only works when it's guided by tradition/memes which have built up 
knowledge over the generations of how to be effective about some particular 
thing.

BTW, parents often have a misconception that they have all this power over 
their kid they can control him however they want. But they don't. It only works 
as long as they stay within traditional/memetic boundaries. If they try to control 
the kid in an sufficiently unconventional way then they have little hope of 
success.

Anyway the stuff you're talking about is caused by some parenting practices, 
some ideas, and yes they use coercion but it's not like just any and all coercion 
will do this and only this.

and so they instead learn to *adopt* the preferences of
others.

But that is a way of acquiring a preference. So you must have meant TCS-
coercion prevents some ways of acquiring preferences and not others. 
Which/why?

TCS-coercion prevents people from learning how to apply their own
judgement. So their judgement remains weak into adulthood. With weak
judgement, people also do not know how to *judge* what their values
are. So they seek other people's judgement in order to adopt their
values. Those values result in their preferences.

One day, when TCS-coercion is as rare as it is common today,
second-handedness will be as rare as it is common today.

Mistakes will happen without TCS-coercion. Why couldn't this one?

Second-handedness isn't one or more mistakes. It is a lifestyle, a
thinking style. And second-handedness is a result of irrationality.



No. I think you've forgotten what irrationality means. This statement doesn't 
really make sense. Irrationality is all about not correcting errors -- so it's what 
keeps one second-handed and gets in the way of changing it.

Thats what I meant. Irrationality causes second-handedness.

I didn't say that.

"Causes" and "gets in the way of changing it" are different.

Irrationality in the conventional sense means something like not listening to 
authority and having bad ideas. Saying that's the cause of second-handedness 
doesn't make a ton of sense either. So I don't know what you were trying to 
say.

I didn't even know the conventional meaning of irrational. I never
used the term (not even in my thoughts) before coming to these lists.

If you were merely trying to say that second-handedness is a bad idea and a 
mistake, then don't use the word "irrationality".

Thats not what I meant.

But rationality causes one to judge things for himself. So he applies
his own judgement in order to determine what values he adopts. So
rationality prevents second-handedness.

Can you define or explain the term/concept "rationality" you're talking about 
here?

Knowing that you can and should correct inconsistencies in your ideas,
i.e. change your mind, because an inconsistency means that you have a
mistaken idea. And as a consequence of having that knowledge: Wanting
(and then acting on that want) to find inconsistencies in your ideas
so that you can correct the mistaken ideas (i.e. change your mind).



This is thinking rationally. People that do this are first-handed.

Couldn't someone think you can correct your mistakes by finding out what ideas 
are most popular and changing your ideas to those?

Couldn't someone think he can correct his mistakes by asking teacher what his 
mistakes are and listening to teacher's wisdom?

People that don't know this, and don't want to find inconsistencies,
and so they don't actively try to find inconsistencies, i.e. are
thinking irrationally, are second-handed.

But what if they think "I'm perfect" and ignore everyone else's ideas and aren't 
interested in improving?

So they choose to conform to
society because they don't realize that societies knowledge is very
error-ridden.

But there are irrational non-conformists.

They don't realize that having inconsistencies means you
have mistaken ideas. So they "trust" other people's judgement (like
mostly dead people from centuries and millenia ago that created the
mistaken memes) and they don't "trust" their own ability to judge the
truth of ideas.

But some irrational people are overly untrusting of other's ideas.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Free Will
Date: August 16, 2012 at 4:37 PM

On 1 Jun 2012, at 06:22, Brett Hall <brhalluk@hotmail.com> wrote:

On 01/06/2012, at 8:45 AM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 29, 2012, at 3:17 PM, Brett Hall wrote:

Don't my wants, desires, intentions - my will - doesn't it just arise in 
consciousness as a result of processes
going on in my brain that I am completely unaware of?

No. That's an irresponsible attitude to life. You could be more aware of what 
goes on in your mind. And you should take responsibility for your whole mind, 
not just the conscious intentions.

Of course you can be more or less aware of what's going on in your mind...but 
are you in control of it? It seems to me that you are admitting now that there are 
things going on in your mind over which you have no control. Although there are 
*some* things you are in control of? Is this correct? Then are you (the *I* to 
which I refers) all of your mind, the bits of your mind you are in control of or 
something else?

If you should take responsibility for those parts of your mind you are not 
conscious of...how does this work in practise? What unconscious mind 
processes should I take responsibility for - and having taken responsibility for 
them - how do I change them?

Sometimes a person will find his behaviour or thoughts problematic. When he 
does, he should take note of this problem and try to come up with ideas about 
how to solve that problem.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [TCS] [BoI] Structure of Epistemology (was: Joining post: 20 Years 
of a Science of Consciousness)
Date: August 17, 2012 at 5:12 AM

On Jun 24, 2012, at 8:48 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 25/06/2012, at 13:16, "Elliot Temple" <curi@curi.us> wrote:

On Jun 24, 2012, at 6:51 PM, Rami Rustom wrote:

1. P&S (problems & solutions): All truth-seeking, i.e. knowledge
creation, should be done in the context of problems and solutions. C&R
applies here because it *is* the process of truth-seeking.

What about exploratory research?

What's an example of exploratory research?

The Keplar Space Telescope is in orbit around the Sun, trailing the Earth, 
pointed at the same patch of sky, monitoring the same stars searching for extra-
solar planets. Specifically it is searching for Earth-like planets in habitable zones 
around their host stars. That it has been very successful is both unsurprising 
*and* exciting (which is a strange combination).

How can we understand its purpose given a Popperian view of knowledge 
creation?

It seems to be clearly participating in the scientific process of making 
progress...and yet...by what means?

I don't think this is complicated or requires fancy philosophy. It's helping solve the 
problem of figuring out what is out there.

Is it searching for problems or solutions, both, or neither? Is it an experimental 
test of current theories? Are all searches like this tests of current theory? In 
which case does that make it primarily a device for searching for new, better 
problems?



Our theories of planet formation already predict that we should find planets 
around other stars. So the fact it has found planets - including Earth-like ones - 
constitutes a test of that theory of planet formation.

This ignores the meaning of "test". It's useful when speaking about scientific 
testing to explicitly consider what a test is and then check how the concept 
applies. If you instead go by intuition then you'll make justificationist mistakes.

But is this really the *purpose* of the Keplar mission? To test theories?

How does this sort of data gathering fit into the Popperian view? It seems to not 
be aimed at testing current theories (or is it?) nor producing creative 
explanations for new phenomena. The purpose is to just look for new planets in 
a very open-ended way.

Is this sort of 'exploratory research' different to explanation-creation? It seems to 
me it's clearly *knowledge* creation - once we discover those planets that we 
predict are out there we can say that we know where they are and what they're 
like and so forth.

No because knowledge means/is useful information. Information gathering isn't 
knowledge creation if it's not useful. If it is useful then that's because it's 
addressing some problem. Which this telescope is straightforwardly doing.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Free Will
Date: August 17, 2012 at 11:07 AM

On 1 Jun 2012, at 06:22, Brett Hall <brhalluk@hotmail.com> wrote:

If you should take responsibility for those parts of your mind you are not 
conscious of...how does this work in practise? What unconscious mind 
processes should I take responsibility for - and having taken responsibility for 
them - how do I change them?

Reflect on your actions. Reflect on why you did the actions. Guess and
criticize what your reasons were. You will reveal underlying ideas in
your mind that you didn't know existed. Before you knew they existed,
we classify it as a subconscious idea. After you learned that it
existed, we classify it as a conscious idea.

The point is that no idea is solely delegated to the subconscious. A
person can take any subconscious idea and become aware of it (i.e.
"convert" it to a conscious idea).

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Irrationality and Memes (was: Second-handedness is caused by 
TCS-coercion)
Date: August 17, 2012 at 11:34 AM

On Aug 16, 2012 3:09 PM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 16, 2012, at 9:18 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 16, 2012 5:13 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 30, 2012, at 4:00 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Wed, May 30, 2012 at 3:44 PM, Elliot Temple <curi@curi.us> wrote:
On May 18, 2012, at 3:42 PM, Rami Rustom wrote:

From _The Fountainhead_, by Ayn Rand:

And as Roark looked at him, he added: "Don’t worry. They’re all against 
me. But
I have one advantage: they don’t know what they want. I do."

I'm beginning to understand the meaning of second-handedness. It is a
phenomenon in our culture that has resulted from TCS-coercion.
TCS-coercion prevents people from learning how to find their
preferences,

Why? Only that, or what else?

TCS-coercion causes one to stop using his own judgement, deferring to
others like parents. Which means that his capacity to judge doesn't
improve as it would if TCS-coercion wasn't being used on him.

This is incorrect.

Coercion happens all the time without this result.

Coercion is a very generic thing that can happen in any part of life.



Parental coercion is extremely ineffective at achieving any designs *unless* 
it's done according to some sophisticated plan to make the coercion be able 
to accomplish something. But no one is that sophisticated to invent such a 
plan. So it only works when it's guided by tradition/memes which have built 
up knowledge over the generations of how to be effective about some 
particular thing.

BTW, parents often have a misconception that they have all this power over 
their kid they can control him however they want. But they don't. It only works 
as long as they stay within traditional/memetic boundaries. If they try to 
control the kid in an sufficiently unconventional way then they have little hope 
of success.

Anyway the stuff you're talking about is caused by some parenting practices, 
some ideas, and yes they use coercion but it's not like just any and all 
coercion will do this and only this.

and so they instead learn to *adopt* the preferences of
others.

But that is a way of acquiring a preference. So you must have meant TCS-
coercion prevents some ways of acquiring preferences and not others. 
Which/why?

TCS-coercion prevents people from learning how to apply their own
judgement. So their judgement remains weak into adulthood. With weak
judgement, people also do not know how to *judge* what their values
are. So they seek other people's judgement in order to adopt their
values. Those values result in their preferences.

One day, when TCS-coercion is as rare as it is common today,
second-handedness will be as rare as it is common today.

Mistakes will happen without TCS-coercion. Why couldn't this one?



Second-handedness isn't one or more mistakes. It is a lifestyle, a
thinking style. And second-handedness is a result of irrationality.

No. I think you've forgotten what irrationality means. This statement doesn't 
really make sense. Irrationality is all about not correcting errors -- so it's what 
keeps one second-handed and gets in the way of changing it.

Thats what I meant. Irrationality causes second-handedness.

I didn't say that.

"Causes" and "gets in the way of changing it" are different.

Irrationality in the conventional sense means something like not listening to 
authority and having bad ideas. Saying that's the cause of second-
handedness doesn't make a ton of sense either. So I don't know what you 
were trying to say.

I didn't even know the conventional meaning of irrational. I never
used the term (not even in my thoughts) before coming to these lists.

If you were merely trying to say that second-handedness is a bad idea and a 
mistake, then don't use the word "irrationality".

Thats not what I meant.

But rationality causes one to judge things for himself. So he applies
his own judgement in order to determine what values he adopts. So
rationality prevents second-handedness.

Can you define or explain the term/concept "rationality" you're talking about 
here?

Knowing that you can and should correct inconsistencies in your ideas,
i.e. change your mind, because an inconsistency means that you have a



mistaken idea. And as a consequence of having that knowledge: Wanting
(and then acting on that want) to find inconsistencies in your ideas
so that you can correct the mistaken ideas (i.e. change your mind).
This is thinking rationally. People that do this are first-handed.

Couldn't someone think you can correct your mistakes by finding out what ideas 
are most popular and changing your ideas to those?

But *most* people don't actively search for inconsistencies in their
ideas. So they don't fix them, i.e. they don't correct many of their
mistaken ideas. So correcting my mistakes by mimicking popular
mistakes is a bad way to correct my mistakes.

Couldn't someone think he can correct his mistakes by asking teacher what his 
mistakes are and listening to teacher's wisdom?

Teachers are part of *most* people. *Most* teachers don't actively
search for inconsistencies in their ideas. The same idea I used above
reaches into this *listen to teacher's wisdom* idea.

People that don't know this, and don't want to find inconsistencies,
and so they don't actively try to find inconsistencies, i.e. are
thinking irrationally, are second-handed.

But what if they think "I'm perfect" and ignore everyone else's ideas and aren't 
interested in improving?

So these people are first-handed, meaning they use their own
judgement, but their judgement is poor. They incorrectly think they
don't have any mistaken ideas.

So they choose to conform to
society because they don't realize that societies knowledge is very
error-ridden.



But there are irrational non-conformists.

First-handed and irrational.

They don't realize that having inconsistencies means you
have mistaken ideas. So they "trust" other people's judgement (like
mostly dead people from centuries and millenia ago that created the
mistaken memes) and they don't "trust" their own ability to judge the
truth of ideas.

But some irrational people are overly untrusting of other's ideas.

First-handed and irrational.

So looking at this over again:

- People can be rational about some things, and irrational about other things.

- People can be first-handed about some things, and second-handed
about other things.

I see 3 categories of contexts:

(1) If someone is first-handed and rational about a specific mistaken
idea, then he *can* reliably improve that idea.

(2.a) If someone is second-handed about a specific mistaken idea, then
he *can't* (reliably) improve that idea. In other words, this person
is thinking irrationally about this mistaken idea. He is letting memes
control him.

(2.b) If someone is first-handed and irrational about a specific
mistaken idea, then he *can't* (reliably) improve that idea. He is
letting memes control him.

In categories (2.a) and (2.b), lumped together as category (2) because
they both involve irrationality, people can still improve their



mistaken ideas. As Elliot has said, memes only control you when you
are presented with problem-situations that your memes apply to. When
you get presented with a problem-situation that is outside the scope
of your memes, then you have to think for yourself, i.e. think
rationally (meaning that you are willing to change your mind, to
correct a mistaken idea).

-- Rami



From: Matjaž Leonardis <sidranoel.zajtam@gmail.com>
Subject: Re: [BoI] Chapter 10 notes
Date: August 17, 2012 at 2:40 PM

2012/8/13 Elliot Temple <curi@curi.us>

On Aug 12, 2012, at 3:07 PM, Matjaž Leonardis <sidranoel.zajtam@gmail.com>
wrote:

2012/8/10 Elliot Temple <curi@curi.us>

On Mar 6, 2012, at 12:54 PM, Matjaž Leonardis <
sidranoel.zajtam@gmail.com>

wrote:

2012/3/6 Elliot Temple <curi@curi.us>
On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes



-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our
own minds)

-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the
possibility of refuting it open.

If there are no criticisms to a given criticism you can
tentatively take it as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism
sucks"? Then *that* one?

Repeat forever.

Is this a regress problem?

No, because there is nothing inevitable about it.



For example we can come up with the idea "these are bad criticisms
because

they lead to regress".

If there is a way out of a regress problem, how does that make it "not a
regress problem"? A solvable regress problem is a regress problem.

Further, how is that a solution? Your proposed solution takes the form
of

adding another criticism to the discussion. But what stops your new
criticism from itself being criticized, thus continuing matters? How is
your criticism supposed to end the regress?

Or "that criticism sucks is a bad criticism. It is not really and
explanation of a flaw in another criticism".

Also keeping criticism open to criticism doesn't necessarily mean
trying

to
come up with new ones all the time.

Is it like the regress problems justifying ideas has?

No because in that case you always get this problem. There is no known
way

of justifying something that doesn't have a regress problem.

What if they said, seemingly equivalent to what you said, "Those are bad
attacks on justification because they lead to regress. So we'll ignore

any
criticism, problem, method, etc, that could lead to regress. So there

can't
be a regress anymore." ?

OTOH in the other scenario you get it only sometimes and even then you



can
break out of it, by rejecting that line of thinking because it leads to
regress.

Actually it's kind of similar to the way justificationism gets
refuted. A

justificationist can criticize any idea by "This isn't justified".

But he can break out by realizing that doesn't make sense by coming up
with

a better epistemology.

What about a more practical version where people keep going back
and forth making low quality versions of each other's criticisms.
They don't spend forever on it, but they continue it until they
give up. What should be said to that?

They should have realized that this way of discussing is bad and change
it.

So your advice is "be smarter and wiser"? I think that's useless. It
doesn't help them actually do it.

In particular, realizing people are discussing things in a bad way is
really hard. You have discussed things in a bad way without knowing it.

I
have. DD has. Happens constantly. In this very email, you discussed

things
in a bad way by denying that something counts as a regress problem if

you
have a solution to it (a little like saying 2+2=? is not a math problem

if
you know the answer is 4). Since such mistakes are super common, most of
the time the other guy doesn't notice the mistake either, and it's not
corrected. And the advice that they "should" notice doesn't help them
notice.



And there really is no regress here since they came up with the idea
that

discussing is no longer interesting and stopped discussing.

Right, so this is a legitimate and common problem, but not a full blown
regress problem. And you have no solution to offer, other than the

comfort
they don't have some other type of problem?

I read through this again and it's not really clear to me what you were
asking with your original question.

Here's how I understand the phrase "regress problem".

Suppose someone wants to create a justified idea.

Many approaches people have proposed for achieving this have a property
called "a regress problem".

Another example for clarity:

Suppose someone wants to create a SupBrick, where a SupBrick is a brick
sitting on top of another SupBrick.

Many approaches one might think of for creating a SupBrick have a
property

called a "regress problem".

So ultimately a "regress problem" is a property of a proposed way of
achieving *something*.



It is somewhat unclear what the guys from your example are trying to
achieve. If you make it clear what they are trying to achieve and what
their solution consists of then I can try re-answering the question.

Or if you mean something else by a regress problem explain that.

The thing trying to be achieved is knowledge.

The method involves criticism. And methods for resolving conflicts between
ideas.

If the method basically mean "whoever speaks last, wins, as long as his
statement criticizes all the prior statements" then you have a regress
problem where everyone keeps trying to speak and no one gets to be last and
nothing ever gets figured out.

I don't think it's a regress problem in quite the same way as in the case
of justification.

The basic idea there is that if you want to construct an object with a
certain property and 1) the only way to create such an object is to use
another object which already has the wanted property and 2) you currently
have zero objects with this property - then you can't do it.

There is no problem quite like that here. You can create an uncriticised
guess. It stops being like that once someone produces a criticism - but so
what? It doesn't prevent you from creating it in the first place.

Anyway is what you're trying to get to here some variation of what is
conventionally known as Duhem-Quine problem? Basically how can you
ever effectively refute anything since you can always respond to criticisms
in an ad-hoc way indefinitely e.g. by replying with this criticism sucks?

With the solution that you can adopt a harsher criterion of what counts as
a criticism, e.g. that it has to be an "explanation"?

-- 



Matjaž Leonardis



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free Will
Date: August 17, 2012 at 6:27 PM

On Aug 17, 2012, at 8:07 AM, Rami Rustom <rombomb@gmail.com> wrote:

On 1 Jun 2012, at 06:22, Brett Hall <brhalluk@hotmail.com> wrote:

If you should take responsibility for those parts of your mind you are not 
conscious of...how does this work in practise? What unconscious mind 
processes should I take responsibility for - and having taken responsibility for 
them - how do I change them?

Note that changing them is not the only responsible thing to do. One could also 
exercise control over the situations he gets himself into if he acts badly in some 
situations and hasn't yet changed that. And one could take actions to deal with 
the results of his unconscious mind processes. And one could change his actions 
without changing all his thoughts -- e.g. override stuff at a conscious level while it 
still exists.

There are lots of things to be done.

Another thing a responsible person would do is throughly investigate what 
methods might work for changing them. Asking is one good step in doing that, 
there's many others too.

Reflect on your actions. Reflect on why you did the actions. Guess and
criticize what your reasons were. You will reveal underlying ideas in
your mind that you didn't know existed. Before you knew they existed,
we classify it as a subconscious idea. After you learned that it
existed, we classify it as a conscious idea.

The point is that no idea is solely delegated to the subconscious. A
person can take any subconscious idea and become aware of it (i.e.
"convert" it to a conscious idea).

Converting ideas to conscious ideas is one approach, I agree.

I'd point out that it's also possible for unconscious ideas to change while being 



unconscious. This is common. For example, when people quit smoking they don't 
make all their ideas about smoking conscious.

Or when a person is "scared of love" and then "changes their mind" and gets 
married, there are some unconscious ideas about life involved which change 
(maybe only superficially, but I think there is some change) and stay unconscious.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 10 notes
Date: August 17, 2012 at 6:37 PM

On Aug 17, 2012, at 11:40 AM, Matjaž Leonardis <sidranoel.zajtam@gmail.com> 
wrote:

2012/8/13 Elliot Temple <curi@curi.us>

On Aug 12, 2012, at 3:07 PM, Matjaž Leonardis 
<sidranoel.zajtam@gmail.com>
wrote:

2012/8/10 Elliot Temple <curi@curi.us>

On Mar 6, 2012, at 12:54 PM, Matjaž Leonardis <
sidranoel.zajtam@gmail.com>

wrote:

2012/3/6 Elliot Temple <curi@curi.us>
On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)



-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our
own minds)

-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the
possibility of refuting it open.

If there are no criticisms to a given criticism you can
tentatively take it as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism
sucks"? Then *that* one?

Repeat forever.



Is this a regress problem?

No, because there is nothing inevitable about it.

For example we can come up with the idea "these are bad criticisms
because

they lead to regress".

If there is a way out of a regress problem, how does that make it "not a
regress problem"? A solvable regress problem is a regress problem.

Further, how is that a solution? Your proposed solution takes the form
of

adding another criticism to the discussion. But what stops your new
criticism from itself being criticized, thus continuing matters? How is
your criticism supposed to end the regress?

Or "that criticism sucks is a bad criticism. It is not really and
explanation of a flaw in another criticism".

Also keeping criticism open to criticism doesn't necessarily mean
trying

to
come up with new ones all the time.

Is it like the regress problems justifying ideas has?

No because in that case you always get this problem. There is no known
way

of justifying something that doesn't have a regress problem.

What if they said, seemingly equivalent to what you said, "Those are bad
attacks on justification because they lead to regress. So we'll ignore

any
criticism, problem, method, etc, that could lead to regress. So there

can't



be a regress anymore." ?

OTOH in the other scenario you get it only sometimes and even then you
can

break out of it, by rejecting that line of thinking because it leads to
regress.

Actually it's kind of similar to the way justificationism gets
refuted. A

justificationist can criticize any idea by "This isn't justified".

But he can break out by realizing that doesn't make sense by coming up
with

a better epistemology.

What about a more practical version where people keep going back
and forth making low quality versions of each other's criticisms.
They don't spend forever on it, but they continue it until they
give up. What should be said to that?

They should have realized that this way of discussing is bad and change
it.

So your advice is "be smarter and wiser"? I think that's useless. It
doesn't help them actually do it.

In particular, realizing people are discussing things in a bad way is
really hard. You have discussed things in a bad way without knowing it.

I
have. DD has. Happens constantly. In this very email, you discussed

things
in a bad way by denying that something counts as a regress problem if

you
have a solution to it (a little like saying 2+2=? is not a math problem

if



you know the answer is 4). Since such mistakes are super common, most of
the time the other guy doesn't notice the mistake either, and it's not
corrected. And the advice that they "should" notice doesn't help them
notice.

And there really is no regress here since they came up with the idea
that

discussing is no longer interesting and stopped discussing.

Right, so this is a legitimate and common problem, but not a full blown
regress problem. And you have no solution to offer, other than the

comfort
they don't have some other type of problem?

I read through this again and it's not really clear to me what you were
asking with your original question.

Here's how I understand the phrase "regress problem".

Suppose someone wants to create a justified idea.

Many approaches people have proposed for achieving this have a property
called "a regress problem".

Another example for clarity:

Suppose someone wants to create a SupBrick, where a SupBrick is a brick
sitting on top of another SupBrick.

Many approaches one might think of for creating a SupBrick have a
property

called a "regress problem".



So ultimately a "regress problem" is a property of a proposed way of
achieving *something*.

It is somewhat unclear what the guys from your example are trying to
achieve. If you make it clear what they are trying to achieve and what
their solution consists of then I can try re-answering the question.

Or if you mean something else by a regress problem explain that.

The thing trying to be achieved is knowledge.

The method involves criticism. And methods for resolving conflicts between
ideas.

If the method basically mean "whoever speaks last, wins, as long as his
statement criticizes all the prior statements" then you have a regress
problem where everyone keeps trying to speak and no one gets to be last and
nothing ever gets figured out.

I don't think it's a regress problem in quite the same way as in the case
of justification.

The basic idea there is that if you want to construct an object with a
certain property and 1) the only way to create such an object is to use
another object which already has the wanted property and 2) you currently
have zero objects with this property - then you can't do it.

There is no problem quite like that here. You can create an uncriticised
guess. It stops being like that once someone produces a criticism - but so
what? It doesn't prevent you from creating it in the first place.

Anyway is what you're trying to get to here some variation of what is
conventionally known as Duhem-Quine problem? Basically how can you
ever effectively refute anything since you can always respond to criticisms
in an ad-hoc way indefinitely e.g. by replying with this criticism sucks?



That's not what Duhem-Quine says. It says that scientific tests always test groups 
of ideas and when we refute something then we only know at least one idea in 
the group is wrong, but not which one.

Note that Popper knew and explained this in The Logic of Scientific Discovery 
(published 1934 in German). Quine seems to have published about it in 1951, 15 
years later.

With the solution that you can adopt a harsher criterion of what counts as
a criticism, e.g. that it has to be an "explanation"?

(Replying to the main point, not just this last sentence.)

You're allowed to disregard criticisms no one has thought of or brought up. That's 
fine.

But I've now brought up this entire category of criticism. So it now creates a 
regress problem and must be dealt with, not ignored.

It's not even ad hoc going forward, since I'm bringing up these criticisms now in 
advance of whatever issue we talk about next, and they will apply for that issue.

In this context of my having brought up these criticisms that apply to everything, 
you are actually unable to create an uncriticized guess, without dealing with these 
criticisms. They criticize everything. The only way to create an uncriticized guess 
without addressing this stuff would be to ignore these ideas -- take them off the 
table, out of the discussion, without refuting them -- which is an irrational method.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] BoI Review, Rohan Roberts
Date: August 17, 2012 at 7:21 PM

http://www.phoebusonline.com/?p=974

This review is good, he understood a lot.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://www.phoebusonline.com/?p=974
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Re: Consciousness (was: Comp)
Date: August 17, 2012 at 8:11 PM

On Aug 17, 2012, at 6:32 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 17 Aug 2012, at 09:59, Ismail Atalay <i_c_atalay@yahoo.co.uk> wrote:

This property gives holistically local and truly subjective structure to the 
atoms in the brain. From holistically local, I mean that
the atoms, molecules in the brain construct a localized "whole" through this 
property. All physical events in the brain has two

parallel, simultaneous and inseparable outcomes. The first outcome occur in 
computational domain in terms of electro-chemical >>signaling and 
changes. The second outcome occur in non-computational domain through 
the property I referred above. (and this

is what we call consciousness). You need to have physical events so that 
something occurs in both domains.

In a possible perfect brain replication/emulation scenario that can not (by 
definition) handle the development and coherence
within the non-computational domain, consciousness can not form. The 
human brain develops in such a way that this
intradomain noncomputational coherence is always satisfied/maintained 
from the day 1 nervous system starts to form. During
this process, the atoms and molecules in the brain are becoming truly 
unique, subjective and coherent with all other brains
atoms (through the non-computational property of course). This is ongoing 
throughout the lifetime of the individual. You can
not replicate such system by a methodology having access to computational 
domain only.

Are you saying that my atoms "know" something about the other atoms in
my body? And that that knowledge results in the
consciousness-generating property?



It depends on how you define "knowing". The atoms in the nervous system are 
interlinked with each other through the non-computational property. In that 
sense yes they "know" something about other atoms. And yes this explains 
why the consciousness occur in the way it is. For example when you look to 
the world around you, the vision you have is a "whole" and you are 
instantanously aware of it.

What you see is a simulation of the world around you, and it has lots of bugs. 
See, for example, the experiments in this video starting at about eight minutes

http://www.youtube.com/watch?v=fjbWr3ODbAo

The video experiments are interesting, thanks.

I think some of what Dennet says about them is wrong.

I don't think he has a good grasp of *why* people have a hard time noticing some 
changes. I think it's simple: they aren't looking for those changes. You have to 
guess what might change and watch for it, or you have to guess what's important 
and pay attention to it, something like that.

When they change something that people typically regard as important and pay 
attention to, people notice. When they change something people typically don't 
regard as important and don't pay attention to, most people don't notice.

I found this very blatant on the stuff where you get a picture, a blank, a second 
picture with one change, a blank, and repeat. On the easy ones they would 
change something that stood out to me fast because they were changing one of 
the first things about the picture I noticed and paid attention to. Like the first one 
they changed the color of the biggest flower so I actually caught it on the very first 
change of image because it was the first thing I guessed was important about the 
picture and looked at.

On the harder pictures where I didn't see it after a few swaps, what I had to do 
was make a guess about what the change might be and then look for it. Like I 
would guess "maybe there is a change in the bottom right quartile" and focus 
there. Then if I didn't see anything after 2 loops I'd try another quartile. You could 

http://www.youtube.com/watch?v=fjbWr3ODbAo


also make more functional guesses like maybe the chimney changes, maybe the 
wing changes, maybe the engine changes, etc, and then watch to check if your 
guess is right.

The lotion one I got right away but apparently it took people like 7 seconds on 
average. I got it right away because I looked at the lotion bottle first, it struck me 
as important. But the plane engine and chimney took me longer because I didn't 
pay attention to them at first, I looked at other things.

Dennet presents so much of this stuff as out of our control when it's actually a 
combination of learned skills and ideas about what is important and notable. As 
Popper taught us, all observation is theory laden. There is no "observe", there is 
only "observe according to some ideas about what to observe". But Dennet's 
command is basically "observe" and then people just have to guess what to 
observe and that accounts for the differences in noticing time for different 
pictures. Dennet seems to think it's like brain visualization hardware is better with 
flower colors than plane engines which is kind of ridiculous.

Dennet also presents this stuff as being research about consciousness when it's 
actually mostly explained with epistemology and a little neuroscience and doesn't 
really get into any qualia/consciousness stuff.

It's a shame that basically all research in these fields is less than half as good 
and effective as it could be for lack of epistemology knowledge. Even the stuff 
that's still useful, like these experiments, is being misinterpreted, misused, etc, 
because no one in the field has a clue about the most important relevant existing 
knowledge.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] What is an explanation?
Date: August 18, 2012 at 2:08 AM

On Jul 2, 2012, at 4:49 PM, Rami Rustom <rombomb@gmail.com> wrote:

Ideas are of 3 types: situations, rules, logics.

What about the idea of a cow? Or red?

In the context of a problem, the problem is the situation. The
solution is a rule. The principles are the logics.

It's confusing to use words this way because it has little to do with the meanings 
of these words that people already learned. Why don't you invent new words for 
new concepts?

Also this doesn't explain what any of these things are or the point of naming them 
this way.

Giving examples of each might help. And an explanation of what you're trying to 
do with this categorization and how it can help people.

Some ideas are composite ideas whose component ideas are of different
types.

I think that means these categories aren't very good. You want these three major 
categories of ideas, and to say this is how it is, these 3 are it, but then they don't 
actually categorize all ideas.

So we could have idea A which is a situation, another idea B
which is a rule, and another idea C which is a logic, and then idea D
is a composite of A, B, and C.

I think explanations are composite ideas consisting of component ideas
of each of the 3 types. So an explanation includes:

- the context of a problem-situation,



- a solution to that problem, and

- principles as the reasoning for applying the chosen solution in the
problem-situation.

What do you think?

Try giving an example (concrete example, now A, B, etc, but with real details. like 
an example concrete problem would be a cow smells bad. not "a thing has a 
thing that's problematic" and not "an A has a B and that's a problem") where you 
use your theory and it is useful.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: FoR <Fabric-of-Reality@yahoogroups.com>
Subject: [BoI] Logical Error by Popper
Date: August 18, 2012 at 2:24 AM

C&R:

... It is not only that philosophy of identity is offered without any sort of serious 
argument; even the problem which it has been invented to answer--the 
question, 'How can our minds grasp the world?'--seems to me not to be at all 
clearly formulated.

And the idealist answer, which has been varied by different idealist philosophers 
but remains fundamentally the same, namely, 'Because the world is mind-like', 
has only the appearance of an answer. We shall see clearly that it is not a real 
answer if we only consider some analogous argument, like: 'How can this mirror 
reflect my face?'-'Because it is face-like.'

The analogous answer to "Because the world is mind-like" is "Because the face is 
mirror-like". Popper mixed it up.

The grasping-doing-active thing in each is the mind and the mirror. They should 
play the same role in the answers too.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Emotion and rationality
Date: August 18, 2012 at 3:04 AM

On Jun 16, 2012, at 7:25 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/06/2012, at 5:16, "Rami Rustom" <rombomb@gmail.com> wrote:

A 5 y.o. falls, hits his head, gets a big cut, cries at first because of how he 
interpreted other people's reactions to the blood gushing, then he's taken to 
the emergency room to get it stitched.

During the stitching, a few extra people come to the table he's laying on. So 
there are now 4 people holding him down. After the first stitch the people 
realize that he's not squirming so they let him go.

Is this always the case? Are you just talking about reasonably painless needles?
Judging from the adults behavior I guess that most children do squirm from 
fear of the needle. But squirming increases the danger.

I've spoken to nurses who say that many adults squirm when they stick 
needles in them. So they don't get it either.

And when I question people about this, they say that they can't control it. And 
since they believe that they have no control in changing their behavior, then 
surely they don't attempt to effect change. And without attempting to change, 
then nothing changes.

If kids can do it then surely adults can to.

Pain is real. Squirming can be controlled but not all pain can simply be 
interpreted away. We exchanged some posts months ago about this topic in a 
similar vein.

If it was as easy as interpreting pain in another way, anaesthetic would be a 
useless invention.

This is massively misunderstanding.

Interpreting is not a trivial task. Just because something is possible doesn't make 



it easy. Interpreting isn't necessarily easier than using anesthetic.

Also the issue is not interpreting the pain "away" -- pretending it doesn't exist -- 
but interpreting as non-suffering or in some other way compatible with not 
squirming.

We could do surgery without it as people could learn to reinterpret incisions as 
enjoyable.

But anesthetic would be useful because not everyone would learn it just because 
it could be learned. Learning is a hell of a lot harder than using anesthetic.

People finding learning really hard! And everyone knows this. So how has Brett 
forgotten it?

Further, since people are so damn bad at learning, that most people haven't 
learned this doesn't in any way imply they couldn't learn it if they were better at 
learning.

The motivation for this is high as health costs are huge and anaesthetists are 
very well paid.

But reinterpretation of all pain cannot be done. And so not all behaviour can be 
controlled.

In the example you use here, it might very well be the case that the needle 
actually doesn't hurt *enough* to cause squirming. If it doesn't hurt at all, then 
there's no problem. This issue isn't actually complicated at all. Some things hurt 
a lot and you react in ways you can't control. Sometimes you can control it. 
There really are behaviours that are uncontrolled. Some are called *reflexes*. 
Squirming can be a reflex.

People often squirm before the needle even touches them.

So I don't know why you would *assume* squirming has anything to do with the 
sensations the needle causes.



-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Assertions, Guesses, Criticisms
Date: August 18, 2012 at 6:10 AM

On Aug 16, 2012 12:10 AM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 15, 2012, at 7:18 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 15, 2012 2:29 AM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 13, 2012, at 8:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 13, 2012 at 2:02 AM, Elliot Temple <curi@curi.us> wrote:

On Jun 29, 2012, at 6:55 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

I've learned that criticisms should not be in the form of blind
assertions, i.e. unexplained assertions, because unexplained
assertions do not expose the problem in your counterpart's
explanation.

A criticism is an explanation of a flaw/mistake/problem/bad-thing with an 
idea.

I'd say an unexplained assertion is not a bad criticism. It isn't a criticism at 
all. e.g. "you suck" is not a criticism.

(you have to be careful. lots of non-explanatory statements are meant to 
reference explanations in context.)

So what about guesses. Can guesses be in the form of unexplained
assertions?

sure ... until someone points out that unexplained assertions don't make 
very good guesses, and then that entire category is already refuted. 
there's no point in making already-refuted guesses.



oh and there's a difference between not stating an explanation and not 
having one. it's not having one that makes for bad guesses. but just not 
saying it out loud doesn't mean your guess is crap. maybe you have one in 
mind and think some people in your audience will figure it out without 
being told. (a bit like with "you suck". often people have some reason in 
mind which might be guessable from context).

I noticed I've done it many times, and I wasn't criticized
with "thats an unexplained assertion," but maybe I should have been.

For example, I made a guess that *all solutions have reach*. But I
didn't provide an explanation. Uh. Nevermind I do have one. A solution
to *a* problem-situation necessary has reach because that situation
can be abstracted to some degree. Meaning that some of the situations'
attributes can be removed and treated as variables. So if you can
convert an attribute into a variable, then that original situation is
now a *set* of situations. And the solution created to solve it now
has reach. So the question is, "Do all solutions solve problems
whereby one or more of each problems' attributes can be generalized
while not breaking the relationship between the solution and its
generalized problem?"

try breaking up what you're saying into shorter sentences and paragraphs. 
it's too convoluted, especially that last sentence.

The assertion is: *All solutions have reach*.

All ideas have a reach. It's often tiny but never zero. For one thing, dealing 
with *one thing* is more than zero.

heh, I was thinking reach means more than 1 (rather than more than 0).

Why should reach mean >0 instead of >1?

It applies to one thing. Applying is reach.

Ah.. *No reach* means that the solution doesn't work. That the
solution works, means it has reach.



And all real ideas will work for more than one thing by the method of making 
irrelevant changes to the thing.

Ok so change any one attribute of a solution arbitrarily, and it'll
reach into other problems.

No. The issue here is solutions with reach. If you change an attribute of a 
solution, now you have a different solution. That isn't reach of the first solution.

For a solution to have reach, what you do is you take some attribute of the 
problem situation it solves that is irrelevant, and change that, and then it still 
solves this other problem situation. So you've demonstrated it solves two 
problem situations. So it has reach.

If you want to get around this, you'd have to find some problem situation with 
nothing irrelevant. That'd take a very artificial, very complicated all-everything-in-
one type of solution to even try to accomplish that. Without knowing if that's 
achievable or not, my specification of "real ideas" avoids this.

But because its an arbitrary change to an
arbitrarily-selected attribute, the person won't know which problems
that solution solves. Right?

What?

It was hazy when I wrote it so nevermind that.

This claim follows from the broader claim. But it is saying little. Many 
solutions have low reach!

The explained version of that assertion is:

A solution to *a* problem-situation necessarily has reach because that



situation can be abstracted to some degree.

I don't think this is logically necessary. The solution could have every 
parochial detail important.

I read the structure of the argument here as "assertion because other 
assertion". I don't think that works well.

By *abstracted* I mean
that some of the situations' attributes can be removed (so that the
attribute is no longer a constant and instead it is now a variable,
i.e. the attribute has been generalized).

I don't see why that is *necessarily* an option. You're saying it's impossible to 
design a convoluted solution where that wouldn't work. But why?

In my first post, I left it as a question. Are there solutions that
can't have at least one of their attributes be generalized? I guessed
no. But I didn't have an explanation. You're saying yes. And your
explanation was "The solution could have every parochial detail
important."

Could you expound on that last sentence.

You artificially design a solution to take into account everything ever. So if any 
one detail is different, it doesn't work.

Logically, this is unobjectionable. But whether there is any solution like that 
which *actually works and is a good idea* is a separate issue I didn't comment 
on -- but you did by denying it without argument.

Ok so its logically possible. But its not practical.

Are you saying that every attribute of the problem-situation could be
relevant (meaning that it can't be generalized)?

You can artificially design an idea in a list structure to address everything, right? 



The only way you couldn't is if there's infinite things, which you haven't argued 
for.

I think attributes are finite. So yes I could create a solution that
addresses every attribute of a problem, and so I wouldn't be able to
generalize any of the attributes.

I don't know how to move forward without thinking of examples. But
there are no examples that could falsify your theory. And one example
could falsify my theory.

Whose got that example?

What?

Your explanation above cleared it up. We don't need examples.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Fallibility (was: HI/AI Absolute Knowledge is Objective Truth)
Date: August 18, 2012 at 6:26 AM

On Aug 16, 2012 4:51 AM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 27, 2012, at 10:07 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mar 26, 2012 11:31 PM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 26, 2012, at 6:16 PM, Rami Rustom wrote:

On Mon, Mar 26, 2012 at 8:04 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

2012/3/27 Rami Rustom <rombomb@gmail.com>
On Mon, Jan 30, 2012 at 12:39 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 2, 2012, at 3:13 PM, Rami Rustom wrote:

Elliot wrote:

The answer is: yes, fallibility is fallible.

What about the concept of *the necessity for error correction in
all things*? Can that be an objective truth?

Those aren't opposites. We can have fallible knowledge of an idea
that is, in fact, an objective truth.

What aren't opposites? I see only one idea that I wrote: "All things
need error correction"

I think he meant :

An idea X can be an objective truth and be fallible at the same time.

So "being an objective truth" and "being fallible" aren't "opposites".

Ah.

So that means that we could be wrong about this idea: "All things need



error correction." Right?

right

If so, I don't get it.

all our understanding of anything is fallible

Another idea that is fallible: No two people have the same interests
or preferences. So this one could be wrong too?

sure. we could have some misconception in this area that we don't realize.

Maybe I don't understand the relationship between objective truth and
fallibility. Clarification?

something is true but our understanding of what is true could always have 
errors.

I get the fundamental idea that fundamental ideas are absolute.

That's not what I said.

So all our knowledge is fallible, period.

It's fallible because there is an actual explanation of why all knowledge is 
fallible. All knowledge is the natural, inherent reach of that explanation.

What we do is find problems in our fundamental ideas and instead of
making exceptions, we change them in order to solve those problems.
And by change I mean *make it more universal*.

"Fundamental" is a loose categorization, it's not like "made of iron" or "yellow". 
Generically, it doesn't really imply anything or have a specific, actionable 
meaning. It's pretty contextual.



So considering the fundamental idea: "No two people have the same
interests or preferences." What problem could someone find that would
cause him to change it to solve that problem?

What?

When I think of fallibility, I always go back to Newton's theory of
gravity and how Einstein's theory replaced it. It simultaneously
increased the theory's reach and showed that Newton's theory was
mistaken.

So I was trying an analogy. Newton's theory is analogous to "No two
people have the same interests or preferences". And I was thinking of
how that idea could be found to be mistaken. And the new less-mistaken
idea would have more reach (like Einstein's theory).

What ever the problem is, the solution is a more universal idea.

No.

It's common that a person has a common problem. The problem is generic and 
happens to all sorts of people. And then he finds a solution that only works for 
him, or at least wouldn't work for most people.

Einstein found a problem in Newton's theory of gravity which was that
it doesn't explain light particles.

I think the problem I was having with the relationship between
conjectural knowledge and objective truth is what constitutes an
objective truth.

Newton's and Einstein's theories of gravity explain sets of
situations. The former explains a subset of situations of the latter.

So regarding the idea: "No two people have the same interests or



preferences", a more universal idea would be one that includes the
original set of situations plus more situations.

So a more universal idea could be: "No two people have the same X",

That's not more universal. It applies to all people, the same as before. It has the 
same scope.

I think scope should be about problems, not people. The scope of a
solution is related to the number of problems it solves. And all ideas
are solutions to problems.

It's more generic, vague, and abstracted.

Also, false. E.g. many people have the same model of iPad.

Right. Many people also have the same preferences. I meant that no two
people have a full set of the same preferences.

The point isn't the words like "generic" vs "universal", it's the meanings. This 
isn't about words, the words aren't the important thing, it's understanding what 
one is saying that matters.

There is another issue which is that you can't really just say a particular thing is 
more or less universal. Universal with respect to what? Maybe you meant it was 
more universal with respect to the object (interests) of the sentence not the 
subject of the sentence (people).

Well the problem includes both the subject and the object. So the
scope involves both, right?

Also, universality is a thing. A yes or no boolean thing. So when you talk about 
more or less universality, you're talking about some other concept, and that's 
kind of confusing to re-use the word for something else without saying what that 
other thing is. I'm guessing by "more universal" you mean "more broad" or 



something like that. But that's not the same issue as having universality or not.

K. So throughout this discussion, I meant broader scope not more universal.

where X is more than just interests and preferences. In this sense,
the original idea is wrong in that it is incomplete and doesn't
explain all the situations that the more universal idea explains.

Whether the change is better or worse depends on the problem situation -- what 
are you trying to accomplish with this idea?

When you use the less specific version, that is *less suited* for many problems.

Suppose you had a question and a person handed you 500 pieces of paper and 
said one had the answer. And then expected you to be grateful for getting so 
much more information. But you'd rather just have been giving one piece of 
paper, you don't need all that extra info that isn't relevant.

This is a common issue: you have to be selective about what information you 
communicate, it's not just the more the better.

So thats analogous to someone asking you to give him a formula to
calculate some position, velocity, acceleration stuff on the surface
of Earth and you give him Einstein's motion equations.

So I was confused about what it means for a conjectural knowledge to
be wrong. Its not completely wrong but rather its just slightly wrong.

Those are kind of the same thing.

Yes.

-- Rami
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What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as



we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to

hold
ideas immune hold ideas immune from criticism, or to not be

open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our
own minds)

-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the
possibility of refuting it open.

If there are no criticisms to a given criticism you can
tentatively take it as true.

So I don't really see where one could get a regress problem.



What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism
sucks"? Then *that* one?

Repeat forever.

Is this a regress problem?

No, because there is nothing inevitable about it.

For example we can come up with the idea "these are bad criticisms
because

they lead to regress".

If there is a way out of a regress problem, how does that make it
"not a

regress problem"? A solvable regress problem is a regress problem.

Further, how is that a solution? Your proposed solution takes the form
of

adding another criticism to the discussion. But what stops your new
criticism from itself being criticized, thus continuing matters? How

is
your criticism supposed to end the regress?

Or "that criticism sucks is a bad criticism. It is not really and
explanation of a flaw in another criticism".

Also keeping criticism open to criticism doesn't necessarily mean
trying

to
come up with new ones all the time.

Is it like the regress problems justifying ideas has?

No because in that case you always get this problem. There is no



known
way

of justifying something that doesn't have a regress problem.

What if they said, seemingly equivalent to what you said, "Those are
bad

attacks on justification because they lead to regress. So we'll ignore
any

criticism, problem, method, etc, that could lead to regress. So there
can't

be a regress anymore." ?

OTOH in the other scenario you get it only sometimes and even then
you

can
break out of it, by rejecting that line of thinking because it leads

to
regress.

Actually it's kind of similar to the way justificationism gets
refuted. A

justificationist can criticize any idea by "This isn't justified".

But he can break out by realizing that doesn't make sense by coming
up

with
a better epistemology.

What about a more practical version where people keep going back
and forth making low quality versions of each other's criticisms.
They don't spend forever on it, but they continue it until they
give up. What should be said to that?

They should have realized that this way of discussing is bad and
change



it.

So your advice is "be smarter and wiser"? I think that's useless. It
doesn't help them actually do it.

In particular, realizing people are discussing things in a bad way is
really hard. You have discussed things in a bad way without knowing

it.
I

have. DD has. Happens constantly. In this very email, you discussed
things

in a bad way by denying that something counts as a regress problem if
you

have a solution to it (a little like saying 2+2=? is not a math
problem

if
you know the answer is 4). Since such mistakes are super common, most

of
the time the other guy doesn't notice the mistake either, and it's not
corrected. And the advice that they "should" notice doesn't help them
notice.

And there really is no regress here since they came up with the idea
that

discussing is no longer interesting and stopped discussing.

Right, so this is a legitimate and common problem, but not a full
blown

regress problem. And you have no solution to offer, other than the
comfort

they don't have some other type of problem?

I read through this again and it's not really clear to me what you were
asking with your original question.



Here's how I understand the phrase "regress problem".

Suppose someone wants to create a justified idea.

Many approaches people have proposed for achieving this have a property
called "a regress problem".

Another example for clarity:

Suppose someone wants to create a SupBrick, where a SupBrick is a brick
sitting on top of another SupBrick.

Many approaches one might think of for creating a SupBrick have a
property

called a "regress problem".

So ultimately a "regress problem" is a property of a proposed way of
achieving *something*.

It is somewhat unclear what the guys from your example are trying to
achieve. If you make it clear what they are trying to achieve and what
their solution consists of then I can try re-answering the question.

Or if you mean something else by a regress problem explain that.

The thing trying to be achieved is knowledge.

The method involves criticism. And methods for resolving conflicts
between

ideas.

If the method basically mean "whoever speaks last, wins, as long as his
statement criticizes all the prior statements" then you have a regress
problem where everyone keeps trying to speak and no one gets to be last

and



nothing ever gets figured out.

I don't think it's a regress problem in quite the same way as in the case
of justification.

The basic idea there is that if you want to construct an object with a
certain property and 1) the only way to create such an object is to use
another object which already has the wanted property and 2) you currently
have zero objects with this property - then you can't do it.

There is no problem quite like that here. You can create an uncriticised
guess. It stops being like that once someone produces a criticism - but

so
what? It doesn't prevent you from creating it in the first place.

Anyway is what you're trying to get to here some variation of what is
conventionally known as Duhem-Quine problem? Basically how can you
ever effectively refute anything since you can always respond to

criticisms
in an ad-hoc way indefinitely e.g. by replying with this criticism sucks?

That's not what Duhem-Quine says. It says that scientific tests always
test groups of ideas and when we refute something then we only know at
least one idea in the group is wrong, but not which one.

Yeah I know, but various other things have been associated with this
problem on this list (e.g. here
https://groups.google.com/d/msg/beginning-of-
infinity/fIrF8DMgV6U/9y5tXPqGPZcJ).

Note that Popper knew and explained this in The Logic of Scientific
Discovery (published 1934 in German). Quine seems to have published about
it in 1951, 15 years later.

https://groups.google.com/d/msg/beginning-of-infinity/fIrF8DMgV6U/9y5tXPqGPZcJ


With the solution that you can adopt a harsher criterion of what counts
as

a criticism, e.g. that it has to be an "explanation"?

(Replying to the main point, not just this last sentence.)

You're allowed to disregard criticisms no one has thought of or brought
up. That's fine.

But I've now brought up this entire category of criticism. So it now
creates a regress problem and must be dealt with, not ignored.

It's not even ad hoc going forward, since I'm bringing up these criticisms
now in advance of whatever issue we talk about next, and they will apply
for that issue.

In this context of my having brought up these criticisms that apply to
everything, you are actually unable to create an uncriticized guess,
without dealing with these criticisms. They criticize everything. The only
way to create an uncriticized guess without addressing this stuff would be
to ignore these ideas -- take them off the table, out of the discussion,
without refuting them -- which is an irrational method.

Ok I still think it's a different kind of "regress" but it's true that they
have to be dealt with and refuted.

One way to do that is to demand criticisms to be "explanations". So this
should solve this problem.

-- 
Matjaž Leonardis
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What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just 
as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to

hold
ideas immune hold ideas immune from criticism, or to not be

open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our
own minds)

-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the
possibility of refuting it open.

If there are no criticisms to a given criticism you can



tentatively take it as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism
sucks"? Then *that* one?

Repeat forever.

Is this a regress problem?

No, because there is nothing inevitable about it.

For example we can come up with the idea "these are bad criticisms
because

they lead to regress".

If there is a way out of a regress problem, how does that make it
"not a

regress problem"? A solvable regress problem is a regress problem.

Further, how is that a solution? Your proposed solution takes the form
of

adding another criticism to the discussion. But what stops your new
criticism from itself being criticized, thus continuing matters? How

is
your criticism supposed to end the regress?

Or "that criticism sucks is a bad criticism. It is not really and
explanation of a flaw in another criticism".

Also keeping criticism open to criticism doesn't necessarily mean
trying

to
come up with new ones all the time.



Is it like the regress problems justifying ideas has?

No because in that case you always get this problem. There is no
known

way
of justifying something that doesn't have a regress problem.

What if they said, seemingly equivalent to what you said, "Those are
bad

attacks on justification because they lead to regress. So we'll ignore
any

criticism, problem, method, etc, that could lead to regress. So there
can't

be a regress anymore." ?

OTOH in the other scenario you get it only sometimes and even then
you

can
break out of it, by rejecting that line of thinking because it leads

to
regress.

Actually it's kind of similar to the way justificationism gets
refuted. A

justificationist can criticize any idea by "This isn't justified".

But he can break out by realizing that doesn't make sense by coming
up

with
a better epistemology.

What about a more practical version where people keep going back
and forth making low quality versions of each other's criticisms.
They don't spend forever on it, but they continue it until they



give up. What should be said to that?

They should have realized that this way of discussing is bad and
change

it.

So your advice is "be smarter and wiser"? I think that's useless. It
doesn't help them actually do it.

In particular, realizing people are discussing things in a bad way is
really hard. You have discussed things in a bad way without knowing

it.
I

have. DD has. Happens constantly. In this very email, you discussed
things

in a bad way by denying that something counts as a regress problem if
you

have a solution to it (a little like saying 2+2=? is not a math
problem

if
you know the answer is 4). Since such mistakes are super common, 
most

of
the time the other guy doesn't notice the mistake either, and it's not
corrected. And the advice that they "should" notice doesn't help them
notice.

And there really is no regress here since they came up with the idea
that

discussing is no longer interesting and stopped discussing.

Right, so this is a legitimate and common problem, but not a full
blown

regress problem. And you have no solution to offer, other than the
comfort

they don't have some other type of problem?



I read through this again and it's not really clear to me what you were
asking with your original question.

Here's how I understand the phrase "regress problem".

Suppose someone wants to create a justified idea.

Many approaches people have proposed for achieving this have a property
called "a regress problem".

Another example for clarity:

Suppose someone wants to create a SupBrick, where a SupBrick is a brick
sitting on top of another SupBrick.

Many approaches one might think of for creating a SupBrick have a
property

called a "regress problem".

So ultimately a "regress problem" is a property of a proposed way of
achieving *something*.

It is somewhat unclear what the guys from your example are trying to
achieve. If you make it clear what they are trying to achieve and what
their solution consists of then I can try re-answering the question.

Or if you mean something else by a regress problem explain that.

The thing trying to be achieved is knowledge.

The method involves criticism. And methods for resolving conflicts
between

ideas.



If the method basically mean "whoever speaks last, wins, as long as his
statement criticizes all the prior statements" then you have a regress
problem where everyone keeps trying to speak and no one gets to be last

and
nothing ever gets figured out.

I don't think it's a regress problem in quite the same way as in the case
of justification.

The basic idea there is that if you want to construct an object with a
certain property and 1) the only way to create such an object is to use
another object which already has the wanted property and 2) you currently
have zero objects with this property - then you can't do it.

There is no problem quite like that here. You can create an uncriticised
guess. It stops being like that once someone produces a criticism - but

so
what? It doesn't prevent you from creating it in the first place.

Anyway is what you're trying to get to here some variation of what is
conventionally known as Duhem-Quine problem? Basically how can you
ever effectively refute anything since you can always respond to

criticisms
in an ad-hoc way indefinitely e.g. by replying with this criticism sucks?

That's not what Duhem-Quine says. It says that scientific tests always
test groups of ideas and when we refute something then we only know at
least one idea in the group is wrong, but not which one.

Yeah I know, but various other things have been associated with this
problem on this list (e.g. here
https://groups.google.com/d/msg/beginning-of-
infinity/fIrF8DMgV6U/9y5tXPqGPZcJ).

https://groups.google.com/d/msg/beginning-of-infinity/fIrF8DMgV6U/9y5tXPqGPZcJ


Note that Popper knew and explained this in The Logic of Scientific
Discovery (published 1934 in German). Quine seems to have published about
it in 1951, 15 years later.

With the solution that you can adopt a harsher criterion of what counts
as

a criticism, e.g. that it has to be an "explanation"?

(Replying to the main point, not just this last sentence.)

You're allowed to disregard criticisms no one has thought of or brought
up. That's fine.

But I've now brought up this entire category of criticism. So it now
creates a regress problem and must be dealt with, not ignored.

It's not even ad hoc going forward, since I'm bringing up these criticisms
now in advance of whatever issue we talk about next, and they will apply
for that issue.

In this context of my having brought up these criticisms that apply to
everything, you are actually unable to create an uncriticized guess,
without dealing with these criticisms. They criticize everything. The only
way to create an uncriticized guess without addressing this stuff would be
to ignore these ideas -- take them off the table, out of the discussion,
without refuting them -- which is an irrational method.

Ok I still think it's a different kind of "regress" but it's true that they
have to be dealt with and refuted.

One way to do that is to demand criticisms to be "explanations". So this
should solve this problem.

Is a "different kind" of regress a regress? What does that matter?



How does your demand solve the problem? Someone says: that demand sucks! 
You say: your criticism of my demand is no good by the standards I outlined in my 
demand. Then he says either: your interpretation that I haven't lived up to your 
demand sucks!  Or: why should I live up to the standards of a demand that 
sucks?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Psychiatry
Date: August 18, 2012 at 8:33 PM

On 26 May 2012, at 06:39 AM, Elliot Temple <curi@curi.us> wrote:

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-
spiraling-into-anti-psychiatry/

The first thing wrong is that Szasz has said over and over that he's not an anti-
psychiatrist. Anti-psychiatry is a misleading term because of:

1) Laing

2) It's not psychiatry as an abstract field that is a bad thing -- we can have 
proper knowledge of those issues -- it's in particular just *coercive* or 
*institutional* psychiatry that is the big problem. There could be such thing as 
autonomy-rspecting psychiatry

What would autonomy-respecting psychiatry look like?

(admittedly it's currently basically illegal in the US).

In what way is it illegal? What happens if you try?

Molyneux is not claiming that the conditions that the scientific establishment 
labels as mental conditions, such as depression and anxiety, does not exist. 
On the contrary, he admits that the anguish and suffering is very real. His 
problem lies in the notion that these are classified as mental illnesses. He 
rather thinks it is a reaction to a sick and harmful society.

Sometimes it's a reaction to a nasty society. But it can also be personal 
problems. And it can also be neither: it can be living well, on one's own terms, 
and the only problem is in the other people who are calling it mental illness and 
don't like it.

Does this happen when people are sufficiently deviant? Where does the line get 
drawn for what kind of deviance gets suppressed as 'mental illness'? Is it certain 
types of deviance (where other deviances are ignored)? If so, which kind and 
why?

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-spiraling-into-anti-psychiatry/


For example, you can have deviant views on relationships, but you won't 
generally get called mentally ill. They might say it's impossible or your view 
doesn't exist, but usually they won't try to force you to the extent the 'mentally ill' 
get forced.

So is it only when your actions are sufficiently different? And you can think/assert 
lots of stuff without being labelled mentally ill?

When discussing scientific matters such as the efficacy of antidepressants, 
their side effects or other issues, it is vital to back up claims being made with 
sources.

I don't know what Molyneux said, but this is not vital if one is making 
philosophical arguments.

The thing is, it's literally impossible to judge what effects of antidepressants are 
good or bad without a philosophical context. We need philosophy here!

Good point. Science-type people are inclined to say they don't need much 
philosophy because they have good scientific methods. But even if the scientific 
methods had some good philosophy in them (like error finding and correcting, or 
piecemeal change, or whatever), you still need to have an idea for whatever 
particular thing you're doing is about.

Now, evaluating the credibility of sources is not directly an argument against 
the position or arguments put forward by those source. That would be a fallacy 
known as the genetic fallacy, where the truth of a claim is being judged based 
on its origin, rather than merit. However, it is important to be able to critically 
examine the reliability of those sources.

So it's a fallacy but he wants to do it anyway... lol

This kind of mistake is hard to get away from for non-Popperians.

The first thing that strikes me is that the sources are all miscellaneous internet 
links, rather than references to the primary scientific literature.

I've read some primary scientific literature and scholarly books on the topic. 



Basically I think it's not worth reading: Szasz's books are an order of magnitude 
higher quality.

I wouldn't blame Molyneux for not wanting to read it.

This seems strange, because what hopes can one have in evaluating the 
science behind something if one does not consult the relevant scientific 
literature?

The best approach is to evaluate the philosophy instead. Scientific research 
can't make freedom wrong, or justify anti-freedom policies.

"I'm not sure how to argue this, because he knows more about science than I do."
"Yes, but it's still got to make sense."

There are multiple ways of arguing an expert when you don't have expert 
knowledge:

- If you know philosophy, or something about another field that has reach into the 
expert's field, then you can find mistakes in the area you know about.

- Often you can look up the relevant part of expert knowledge, or ask.

- Even if you don't have any specialised knowledge, you can check the logic or 
implications of what the expert is asserting. Internal inconsistencies, contrary to 
some common sense, seems to imply something unpleasant, etc.

You can evaluate science through criticism even if you have not read the relevant 
scientific literature. Either the criticisms are true or you'll find out they aren't or 
don't apply because X or whatever (in a discussion with an expert, or just your 
own looking it up).

Also as far as philosophy arguments go, most of the relevant context and facts 
are uncontroversial and require no special science. E.g. we all know people are 
imprisoned involuntarily without needing to do a study about it. And we all know 
that many victims of psychiatric labels believe those labels are inaccurate and 
they are fine and would like to be left alone. And we all know psychiatrists have 
a long history of literally torturing people and calling it "therapy". And it's easy to 
verify that they still do this today, both in the old ways (less), and in newer ways 



(e.g. chemical straightjackets) -- it's not a big secret and doesn't require 
consulting arcane journals.

Plenty of this stuff is well known, uncontroversial, and awful. Anyone who is 
aware of it and doesn't recognize it as awful should be studying philosophy not 
science. Anyone not aware of it has no interest in this topic and won't comment 
on it, or is burying their head in the sand and intentionally avoiding knowing 
these things.

Molyneux suggests that the general thesis of psychiatry is that mental illnesses 
are due to “chemical imbalances” in the brain that can be corrected with 
psychiatric drugs (00:56).

No. Their actual thesis is that hurting unwanted people who have unwanted 
behavior is "therapy". And they don't understand freedom/autonomy/etc

But they *claim* their thesis is to do with chemical stuff and correcting drugs, 
right?

So how is this not their thesis? Is it that this is what they think their thesis is, but 
they're mistaken and actually behave as if it's something different?

How come they don't know what their thesis is?

--
Lulie Tanett
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spiraling-into-anti-psychiatry/

The first thing wrong is that Szasz has said over and over that he's not an anti-
psychiatrist. Anti-psychiatry is a misleading term because of:

1) Laing

2) It's not psychiatry as an abstract field that is a bad thing -- we can have 
proper knowledge of those issues -- it's in particular just *coercive* or 
*institutional* psychiatry that is the big problem. There could be such thing as 
autonomy-rspecting psychiatry

What would autonomy-respecting psychiatry look like?

http://www.amazon.com/The-Ethics-Psychoanalysis-Autonomous-
Psychotherapy/dp/0815602294

(admittedly it's currently basically illegal in the US).

In what way is it illegal? What happens if you try?

If your "patient" does something "bad" like suicide, and you haven't tried to coerce 
him to stop him (or told the cops to have them coerce him), but you had any hints 
of it from what he said, then you get sued for malpractice.

-- Elliot Temple
http://elliottemple.com/

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-spiraling-into-anti-psychiatry/
http://www.amazon.com/The-Ethics-Psychoanalysis-Autonomous-Psychotherapy/dp/0815602294
http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Psychiatry
Date: August 18, 2012 at 11:40 PM

On Sat, Aug 18, 2012 at 8:07 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2012, at 5:33 PM, Lulie Tanett <luliet@gmail.com> wrote:

On 26 May 2012, at 06:39 AM, Elliot Temple <curi@curi.us> wrote:

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-
spiraling-into-anti-psychiatry/

The first thing wrong is that Szasz has said over and over that he's not an 
anti-psychiatrist. Anti-psychiatry is a misleading term because of:

1) Laing

2) It's not psychiatry as an abstract field that is a bad thing -- we can have 
proper knowledge of those issues -- it's in particular just *coercive* or 
*institutional* psychiatry that is the big problem. There could be such thing as 
autonomy-rspecting psychiatry

What would autonomy-respecting psychiatry look like?

http://www.amazon.com/The-Ethics-Psychoanalysis-Autonomous-
Psychotherapy/dp/0815602294

(admittedly it's currently basically illegal in the US).

In what way is it illegal? What happens if you try?

If your "patient" does something "bad" like suicide, and you haven't tried to 
coerce him to stop him (or told the cops to have them coerce him), but you had 
any hints of it from what he said, then you get sued for malpractice.

One example of stuff that general practitioners are required to do
when presented with a possible suicidal person is to automatically

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-spiraling-into-anti-psychiatry/
http://www.amazon.com/The-Ethics-Psychoanalysis-Autonomous-Psychotherapy/dp/0815602294


give depression medicine followed by sending the patient to a
psychiatrist. The problem is that the patient may never actually go to
the psychiatrist. And the patient may have a bad "reaction" to the
depression medicine. By bad reaction I mean that one of the possible
outcomes is that the patient becomes more sad. This can happen because
the medicine doesn't have the intended effect and actually it has the
opposite effect.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] What is an explanation?
Date: August 19, 2012 at 12:38 AM

On Aug 18, 2012 3:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 2, 2012, at 4:49 PM, Rami Rustom <rombomb@gmail.com> wrote:

Ideas are of 3 types: situations, rules, logics.

What about the idea of a cow? Or red?

Rand calls those concepts (which just means ideas). She differentiates
between the lowest level concepts (which subsume percepts) and higher
level concepts (which subsume other concepts).

A situation is a thing or event that has attributes.

A cow has attributes; 4 legs, eats grass, etc. So a cow is a situation.

IIRC Rand said that colors are percepts, not concepts. Percepts don't
have attributes (they *are* attributes).

I guess you would include concepts and percepts as ideas (because you
said red is an idea).

What about attributes of ideas. Some attributes of ideas are ideas
themselves. Some aren't (because if all of them *are* ideas, then this
is a regress problem). So what are these non-idea attributes? I was
thinking they are Rand's percepts (which contradicts your idea that
percepts are ideas).

In the context of a problem, the problem is the situation. The
solution is a rule. The principles are the logics.

It's confusing to use words this way because it has little to do with the meanings 



of these words that people already learned. Why don't you invent new words for 
new concepts?

I started using *principles* instead of logics. I think it fits well.
Although I think a lot of ideas out there that people claim are
principles, are actually bad principles (because they are actually
solutions).

The problems and solutions are not new. Its the same meaning as Popper uses.

The more general version of problems is situations, which is the same
meaning as Popper uses.

And the more general version of solutions is rules. Rules is a poor
choice for its meaning.

Also this doesn't explain what any of these things are or the point of naming 
them this way.

Giving examples of each might help. And an explanation of what you're trying to 
do with this categorization and how it can help people.

Some ideas are composite ideas whose component ideas are of different
types.

I think that means these categories aren't very good. You want these three 
major categories of ideas, and to say this is how it is, these 3 are it, but then 
they don't actually categorize all ideas.

Ok so a 4th category is *explanations*.

So we could have idea A which is a situation, another idea B
which is a rule, and another idea C which is a logic, and then idea D
is a composite of A, B, and C.

I think explanations are composite ideas consisting of component ideas
of each of the 3 types. So an explanation includes:



- the context of a problem-situation,

- a solution to that problem, and

- principles as the reasoning for applying the chosen solution in the
problem-situation.

What do you think?

Try giving an example (concrete example, now A, B, etc, but with real details. 
like an example concrete problem would be a cow smells bad. not "a thing has a 
thing that's problematic" and not "an A has a B and that's a problem") where you 
use your theory and it is useful.

Problem: 2 + x = 4

Solution: x = 2

Principle: Adding (or subtracting) the same number to both sides of an
equation does not change its solution set.

Explanation: In the 'problem' 2 + x = 4, we can use the 'principle'
that *Adding (or subtracting) the same number to both sides of an
equation does not change its solution set*, we can subtract 2 from
both sides of the equation which reveals that the 'solution' is x = 2.

-- Rami



From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Akrasia
Date: August 19, 2012 at 4:31 AM

Akrasia - meaning weakness of will where one knows a thing is good,
desires that thing, yet still does not embrace it.

TD: Used to think this didn't exist. When people failed to do the
moral thing, and not because of ignorance that it was because the
person was conflicted. E.g. they knew smoking was wrong, but liked
having a hobby. But of course morals always involve conflicts. Some
people always pick the right option anyway. And some people don't.
even if the two people have the same knowledge and values.

LT: If they pick the wrong option, that's because they have some
ignorance. Otherwise, you're saying some problems are insoluble even
if you have the right knowledge.
If two people pick different options, that means they have different
knowledge -- that's the thing causing them to choose differently.
(What else could it be?)
Also what do you mean by 'morals always involve conflicts'?

TD: My two hypothetical people have the same knowledge on why X is
good. But one has akrasia and doesn't do it, and the other does.
The question is why - what knowledge is lacking for people with
akrasia. My first conjecture was that they were more conflicted, but
now I'm doubting that.

LT: Why are you doubting that?
What's the explanation for akrasia existing and the previous idea of
'just lacks knowledge' not being it?

TD: Why I'm doubting it: it happens all that you get people who are
conflicted but still choose the right thing. It's like the care more
about what's right, like as if they have a 'stronger will'.

(From an off-list conversation which seems better to have here.)

Criticism? What's the Popperian/BoI take on akrasia?



--
Lulie Tanett

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Akrasia
Date: August 19, 2012 at 7:57 AM

On 19 Aug 2012, at 09:31, Lulie Tanett <luliet@gmail.com> wrote:

Akrasia - meaning weakness of will where one knows a thing is good,
desires that thing, yet still does not embrace it.

TD: Used to think this didn't exist. When people failed to do the
moral thing, and not because of ignorance that it was because the
person was conflicted. E.g. they knew smoking was wrong, but liked
having a hobby. But of course morals always involve conflicts. Some
people always pick the right option anyway. And some people don't.
even if the two people have the same knowledge and values.

LT: If they pick the wrong option, that's because they have some
ignorance. Otherwise, you're saying some problems are insoluble even
if you have the right knowledge.
If two people pick different options, that means they have different
knowledge -- that's the thing causing them to choose differently.
(What else could it be?)
Also what do you mean by 'morals always involve conflicts'?

TD: My two hypothetical people have the same knowledge on why X is
good. But one has akrasia and doesn't do it, and the other does.
The question is why - what knowledge is lacking for people with
akrasia. My first conjecture was that they were more conflicted, but
now I'm doubting that.

LT: Why are you doubting that?
What's the explanation for akrasia existing and the previous idea of
'just lacks knowledge' not being it?

TD: Why I'm doubting it: it happens all that you get people who are
conflicted but still choose the right thing. It's like the care more
about what's right, like as if they have a 'stronger will'.

(From an off-list conversation which seems better to have here.)

Criticism? What's the Popperian/BoI take on akrasia?



Knowledge is useful or explanatory information. If Alex and Bertha both feel 
conflict about physically intervening to stop a rape and Alex does it but Bertha 
doesn't although they both think rape is wrong and they are both scared of the 
rapist, then one of them must have some knowledge the other lacks. If stopping 
the rapist is the right thing to do then the knowledge Alex has may consist of 
knowing how to do something despite being scared or something like that. This 
knowledge may be inexplicit but it is still there.

In addition, this idea of doing the right thing despite feeling conflicted about it is 
dangerous. If you're going around doing stuff you feel conflicted about on a 
regular basis then you're chronically failing to solve a moral problem.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Bad forms of criticism
Date: August 19, 2012 at 8:51 AM

On Aug 16, 2012 12:17 AM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 15, 2012, at 8:11 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 13, 2012 at 2:29 AM, Elliot Temple <curi@curi.us> wrote:

On Jul 6, 2012, at 8:46 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Jul 2, 2012 at 2:15 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

What are some bad forms of criticism?

- Idea X is wrong. [Truth asserted without explanation.]

- Idea X is wrong because of attributes of the source of X. [Truth
determined by source of an idea rather than merit of an idea, i.e. bad
explanation.]

More generally...

- Idea X is wrong because of Y; where Y is a bad explanation.

So what is a bad explanation?

- One that applies false principles.

- One that doesn't consider context.

- One that is uncriticizeable.

So what explanations are uncriticizeable?



- One that is vague.

In the set of science problems, uncriticizeable means falsifiable.

Do you mean "unfalsifiable"?

Ya, it was a typo.

And even so they aren't the same.

Unfalsifiable means unable to be criticized with evidence. That's a weaker 
claim that uncriticizable. Falsifications are a subset of criticisms.

Further, I think this "in science" type of statement is bad. Elsewhere Brett said 
that being unfalsifiable is fatal in science. But there's nothing wrong with 
criticizable, unfalsifiable ideas. They just aren't science (by definition. no big 
deal). Being unscientific in Popper's sense (meaning not empirical) isn't fatal 
to the idea, only to its claim to the label "science" (meaning: empirical).

i think people worry too much about whether they are doing "science" or not 
because they are impressed by authority and science has tons of authority.

Popper said that unfalsifiable theories are bad theories.

DD said that easy-to-vary theories are bad theories.

Brett said that falsifiable and hard-to-vary are connected. But I
don't understand how they are connected yet.

If a theory is easy enough to vary then it can use that varying to dodge lots of 
falsifications.

Maybe it has something to do with vagueness.

Easy-to-vary theories are ones that can be changed arbitrarily in the
face of criticism.



yes

The changes are ad hoc, meaning that the changes
don't have reach. Another way to say that is that the changes to the
theory don't make other predictions besides the one prediction is was
designed for, which is to fix the problem that was criticized.

It seems that the act of ad hoc changing a theory in the face of
criticism is akin to evasion of criticism.

yes

And evasion of criticism happens when the idea being criticized is vague.

no. it happens when the defenders choose to evade.

So vague is to ideas as easy-to-vary is to scientific theories.

So vagueness is an attribute of ideas in the set of all problems. And
easy-to-vary is its special case version in the set of scientific
problems.

So I guess that all easy-to-vary theories are unfalsifiable. And all
falsifiable theories are hard-to-vary.

If that is true, then hard-to-vary is equivalent to falsifiable.

no because non-scientific theories can be hard to vary.

All X are Y does not mean X and Y are equivalent. Y could be a much bigger 
category.

Yes I meant what you said, which is:

All ideas that have the attribute of hard-to-vary also have the
attribute of falsifiable.



I don't think this means anything. "Hard to vary" is ambiguous without context. 
With no constraints, you can vary anything. So the issue is: hard to vary -- while 
keeping what the same? Hard to vary under what constraints?

In BoI, the constraint is always: hard to vary without ruining the good 
explanation. (I think this should have been stated more clearly. It is easy to take 
any idea and vary it, including all the ones David calls "hard to vary ideas". 
Many readers will think "hard to vary" means something alone but it's only 
shorthand for a longer thing that's meaningful.)

Regardless, you're actually mistaken. Because "falsifiable" means "empirically 
falsifiable" in Popperian discussions. But not all hard-to-vary ideas are empirical.

If you meant "criticizable" -- well, all ideas are criticizable, including easy to vary 
bad explanations. So it'd be a bad statement again, though true as far as it 
goes.

Some ideas are more or less criticizable. But you're using "falsifiable" as a 
boolean.

The more hard-to-vary an explanation is, the more criticizeable it is.

So both those attributes are on a spectrum and they are linked. So on
the other end of the spectrum:

The more easy-to-vary an explanation is, the less criticizeable it is.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com, BoI Infinity <beginning-of-
infinity@googlegroups.com>
Subject: [TCS] Why are you crying?
Date: August 19, 2012 at 3:37 PM

Sometimes parents say, "why are you crying?" At first glance, it seems
the parent is trying to solve the child's problem. The question is
formed in such a way that suggests that the parent believes that the
problem is the crying. But before parents make this determination, its
important to know who considers it a problem. Is the crying a problem
for the child or the parent?

From the child's point of view, surely there is a reason that he is
crying. *That* reason is the problem. And the child may be crying in
order to seek help from his parents to solve his problem. Another
possibility is that the child is hurt (physically or mentally) and the
crying is a symptom of the problem.

From the parent's point of view, the crying shouldn't be considered a
problem (because the parent should know the child's point of view).
But sometimes parents think crying *is* a problem (for the parents).
If the crying was the actual problem, then one solution is to explain
to the child that if he doesn't stop crying, he'll get a time out.
This solution could lead to more crying, aka a tantrum. Or the child
might realize that there are better ways to solve his actual problem
than to cry more. This approach doesn't work because the child's
actual problem doesn't get solved, at least not with the parent's
help.

So the appropriate way to approach this is for the parent to ask, "how
can I help you?" If the child doesn't figure out how to describe the
problem, then parent can ask more explicitly, "what's problem that you
want me to help you solve?" And if that doesn't work then keep going
with, "I still haven't understood the problem. Can you explain to me
*why* this is a problem so that I can help you create a solution?"

Getting back to the idea of focusing on symptoms rather than
underlying problems, a similar question is "why are you upset?"
Parents might say that the question is good because its answer is a



description of the actual problem. But, the idea that he is crying
*because* he is upset, is only a guess. As I mentioned above, its also
possible that he is crying because he thinks he needs to cry to get
his parent to help him solve his problem.

There are also statements that parents use that focus on symptoms of
problems instead of actual problems, e.g. don't cry, and don't be sad.
Sometimes parents use these ideas when their children are crying and
they believe that the child is sad because of some things out of the
parent's control, e.g. child's mother recently died. These ideas are
immoral because they don't address the actual problems and instead
they address the symptoms of the problems.

In these situations, the child might be very quiet about what the
problem is. So an approach that works is to guess why he might be sad
and form it into a question: "Are you sad about your mom not being
here?" If the guess was wrong, he'll tell you "no". If it was right,
he'll tell you "yes". And he may open up a lot more and tell you more
details. If he does, then use those details to form more accurate
guesses. Even if he doesn't say any more details, you can guess again:
"Are you sad because you won't be able to play with her anymore?" And
continue the cycle. And some point he'll give you a detail that is a
mistaken idea and you could help him by showing him that its a
mistaken idea. He might say, "I don't want to lose you." So at this
point you realize that the child is worried that he'll lose his only
remaining parent because he has already lost one parent. So here the
parent can say, "Oh.. well I'm very healthy, I'm probably not going to
die until I'm very old, like older than grandpa.. and by then you'll
be old like me. Did you know that most people die when they are very
old like older than grandpa?"

In these situations, if a parent tells his child "don't cry", the
child might understand this to mean: "deal with your own psychological
problems.. don't ask me for help." That child may one day decide to
get help from psychologists or psychiatrists. And they will do what I
describe above; they call it psychotherapy. Its the Socratic Method
plus some knowledge of psychology.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Perception of truth compared to distance from source BoI Infinity 
<beginning-of-infinity@googlegroups.com>
Date: August 19, 2012 at 4:06 PM

http://day4.se/how-we-screwed-almost-the-whole-apple-community/

With each step further away from the source ,the perception that this would be 
true, increased. On Reddit, where the original entry was made we saw it as a 0 
mode, the image was posted, nothing more or less. Newspapers and blogs who 
drew attention to the whole thing (Yahoo, Macworld, Wired) took it with a grain 
of salt, so the truth factor goes down a bit. The commentators to the articles 
however took it almost as 100% truth, raising the truth factor bar. The 
commentators / readers who tok it further in their own social media (Twitter, G +, 
Facebook) defined it as the truth, all doubt is gone. In what segment do you pick 
up your information, and which one affects people the most?

We need to adopt a critical attitude. We shouldn't trust sources.

We shouldn't *trust* at all. Trust means to *not* criticize. To accept
a ideas as truth without criticizing them.

-- Rami

http://day4.se/how-we-screwed-almost-the-whole-apple-community/


From: Rami Rustom <rombomb@gmail.com>
Cc: TCS <taking-children-seriously@googlegroups.com>, BoI Infinity <beginning-
of-infinity@googlegroups.com>
Subject: [BoI] Re: Why are you crying?
Date: August 20, 2012 at 3:04 PM

On Aug 20, 2012 3:07 AM, "a b" <asbbih@gmail.com> wrote:

On Sun, Aug 19, 2012 at 8:37 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

Sometimes parents say, "why are you crying?" At first glance, it seems
the parent is trying to solve the child's problem. The question is
formed in such a way that suggests that the parent believes that the
problem is the crying. But before parents make this determination, its
important to know who considers it a problem. Is the crying a problem
for the child or the parent?

From the child's point of view, surely there is a reason that he is
crying. *That* reason is the problem. And the child may be crying in
order to seek help from his parents to solve his problem. Another
possibility is that the child is hurt (physically or mentally) and the
crying is a symptom of the problem.

From the parent's point of view, the crying shouldn't be considered a
problem (because the parent should know the child's point of view).
But sometimes parents think crying *is* a problem (for the parents).
If the crying was the actual problem, then one solution is to explain
to the child that if he doesn't stop crying, he'll get a time out.
This solution could lead to more crying, aka a tantrum. Or the child
might realize that there are better ways to solve his actual problem
than to cry more. This approach doesn't work because the child's
actual problem doesn't get solved, at least not with the parent's
help.

So the appropriate way to approach this is for the parent to ask, "how
can I help you?" If the child doesn't figure out how to describe the
problem, then parent can ask more explicitly, "what's problem that you
want me to help you solve?" And if that doesn't work then keep going



with, "I still haven't understood the problem. Can you explain to me
*why* this is a problem so that I can help you create a solution?"

Getting back to the idea of focusing on symptoms rather than
underlying problems, a similar question is "why are you upset?"
Parents might say that the question is good because its answer is a
description of the actual problem. But, the idea that he is crying
*because* he is upset, is only a guess. As I mentioned above, its also
possible that he is crying because he thinks he needs to cry to get
his parent to help him solve his problem.

There are also statements that parents use that focus on symptoms of
problems instead of actual problems, e.g. don't cry, and don't be sad.
Sometimes parents use these ideas when their children are crying and
they believe that the child is sad because of some things out of the
parent's control, e.g. child's mother recently died. These ideas are
immoral because they don't address the actual problems and instead
they address the symptoms of the problems.

In these situations, the child might be very quiet about what the
problem is. So an approach that works is to guess why he might be sad
and form it into a question: "Are you sad about your mom not being
here?" If the guess was wrong, he'll tell you "no". If it was right,
he'll tell you "yes". And he may open up a lot more and tell you more
details. If he does, then use those details to form more accurate
guesses. Even if he doesn't say any more details, you can guess again:
"Are you sad because you won't be able to play with her anymore?" And
continue the cycle. And some point he'll give you a detail that is a
mistaken idea and you could help him by showing him that its a
mistaken idea. He might say, "I don't want to lose you." So at this
point you realize that the child is worried that he'll lose his only
remaining parent because he has already lost one parent. So here the
parent can say, "Oh.. well I'm very healthy, I'm probably not going to
die until I'm very old, like older than grandpa.. and by then you'll
be old like me. Did you know that most people die when they are very
old like older than grandpa?"

I'd agree this last part would be the right kind of response, but what
are you really doing...correcting a mistaken idea, or recognizing an
emotional need (with your emotions) and providing reassurance? If the



second, then does it make what is happening between you and the child
more or less clear by using this other vocabularly?
It isn't actually clear that the child is operating on a mistaken
idea. Two parents just went down to one, and on some level the child
recognizes the eggs all just went into one basket. That's real enough.

I don't think that my idea and your idea are equivalent.

For one thing, if you said your idea to someone, it won't help them
figure out how to do my idea. Your idea is vague. You're idea explain
that parents should recognize that the child has an emotional need,
and the way that the parent should do that is to *use* his emotions,
aka be empathetic, and then to reassure the child of whatever.

The problem is that the child had a wrong idea. He thinks the parent
will die. But the reality is that there is a very small probability
that the 2nd parent will die. So the child is worrying about something
that he shouldn't be worrying about. And the way to persuade him that
he shouldn't be worrying about it is to explain the critical idea that
there is little chance that he will die before old age.

But your idea of *reassuring* presupposes that the child already had
the right idea, and that the parent is reassuring him of that right
idea. But that is not what happened in my hypothetical.

Now getting back to your empathy idea, I think telling a parent that
they should *be empathetic* is too vague to be useful. People that
already know what it means, don't need that explanation. And people
that don't already know what that means, won't understand what *be
empathic* means.

The conventional understanding of *being empathetic* means that
someone is actively thinking about someone elses' emotions. About how
their own actions affect another persons' emotions, so that they can
change their actions with the aim of creating or preventing emotions
in someone else. I think this is a bad approach. It presupposes that
the other person's emotions are caused by my actions, which is false.
And its problematic. It confuses who is responsible for what. Before I
explain why its problematic, I'll first explain the conventional



understanding of the cause of emotions. The logic goes like this:

Event -> Emotion  (where "->" means "causes")

So in the case of my hypothetical above, the child is responsible for
his emotions, and the parent is responsible for the event. By event I
mean the discussion that the parent had with the child. He decided to
have this discussion because he noticed a symptom (crying) which
suggests that there might be a problem causing the symptom. What is
that problem? Its a thought that the child is currently thinking. An
idea he has. And the parent knows that it might be a mistaken one. So
rewriting the equation above with parentheticals indicating who is
responsible:

Event(parent) -> Emotion(child)

Using that logic, a parent might think that hugging and reassuring
about superficial things will affect the child's emotions, but it
doesn't, at least not long term. Hugging and saying "its ok" only goes
so far. Its an attempt to cause the child to forget about his problem.
This is only a temporarily solution (a patch up job). The problem will
resurface.

To refute that logic, consider this hypothetical. A guy just bought a
new car, and there was a shopping cart that hit his car and made a
dent. The person that did it was on crutches and had a hard time
dealing with the cart. There are two possibilities: (1) the guy gets
mad cause his brand new car now has its first dent, or (2) he doesn't
get mad because he knew this day was coming. Now look at the equation
above. The person responsible for the event is the guy on crutches.
And the guy responsible for his emotions is the car owner. The
question is, did the event cause the emotion? That is impossible. Why?
Because it doesn't account for the 2nd possibility that the guy
doesn't get mad, so the logic is false. So what caused the car owner's
angry emotion in the 1st hypothetical and his non-emotion in the 2nd
hypothetical? Its his interpretation of the event. So a more accurate
equation is:

Event(guy in crutches) -> Interpretation(car owner) -> Emotion(car owner)



So getting back to empathy, I'll use this equation to explain my
original hypothetical. In the case of the 1st parent dying, the event
is the death. The interpretation is the child's idea that the first
parent's death means that the second parent could die anytime too. And
that interpretation results in negative emotions, and then the child
cries.

At this point, the parent only knows about the crying, and the
possibility that the crying is related to the death of the other
parent. And lets say he knows this event/interpretation/emotion
equation. So he realizes that the interpretation might contain a
mistaken idea. Or it might not; maybe the child is sad *that* he will
never see the 1st parent again. But at this point the parent doesn't
know that, so he presses on. In my hypothetical at the beginning of
this post, the parent learned that the child has a mistaken idea that
his remaining parent will die soon. So he tries to persuade his child
that his idea is mistaken, by providing a criticism of it. So then the
child decides, using his own judgement, that his idea was mistaken,
thus changing his interpretation.

So before the discussion, the child was crying. The equation looks like this:

Event(1st parent died) -> Interpretation(2nd parent might die soon) ->
Emotion(sadness)

And after the discussion, the child was happy. The equation looks like this:

Event(discussion) -> Interpretation(1st parent death was a fluke and
doesn't mean that 2nd parent will die soon) -> Emotion(happy)

Its important to note here that this equation can be more complex for
people with certain memes. Some memes are about *being emotional* in
reaction to certain events. And these memes are habits, emotional
habits. And these people that have these memes are being irresponsible
because they aren't changing them. In most cases they are
irresponsible because they believe that their emotional reactions, aka
emotional habits, aka personality traits, are unchangeable, but this
is false.



-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Akrasia
Date: August 20, 2012 at 5:33 PM

On Aug 19, 2012, at 4:57 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 19 Aug 2012, at 09:31, Lulie Tanett <luliet@gmail.com> wrote:

Akrasia - meaning weakness of will where one knows a thing is good,
desires that thing, yet still does not embrace it.

TD: Used to think this didn't exist. When people failed to do the
moral thing, and not because of ignorance that it was because the
person was conflicted. E.g. they knew smoking was wrong, but liked
having a hobby. But of course morals always involve conflicts. Some
people always pick the right option anyway. And some people don't.
even if the two people have the same knowledge and values.

LT: If they pick the wrong option, that's because they have some
ignorance. Otherwise, you're saying some problems are insoluble even
if you have the right knowledge.
If two people pick different options, that means they have different
knowledge -- that's the thing causing them to choose differently.
(What else could it be?)
Also what do you mean by 'morals always involve conflicts'?

TD: My two hypothetical people have the same knowledge on why X is
good. But one has akrasia and doesn't do it, and the other does.
The question is why - what knowledge is lacking for people with
akrasia. My first conjecture was that they were more conflicted, but
now I'm doubting that.

LT: Why are you doubting that?
What's the explanation for akrasia existing and the previous idea of
'just lacks knowledge' not being it?

TD: Why I'm doubting it: it happens all that you get people who are
conflicted but still choose the right thing. It's like the care more
about what's right, like as if they have a 'stronger will'.



(From an off-list conversation which seems better to have here.)

Criticism? What's the Popperian/BoI take on akrasia?

Knowledge is useful or explanatory information. If Alex and Bertha both feel 
conflict about physically intervening to stop a rape and Alex does it but Bertha 
doesn't although they both think rape is wrong and they are both scared of the 
rapist, then one of them must have some knowledge the other lacks. If stopping 
the rapist is the right thing to do then the knowledge Alex has may consist of 
knowing how to do something despite being scared or something like that. This 
knowledge may be inexplicit but it is still there.

In addition, this idea of doing the right thing despite feeling conflicted about it is 
dangerous. If you're going around doing stuff you feel conflicted about on a 
regular basis then you're chronically failing to solve a moral problem.

The best, rightest thing to do is make rational (non-coercive) progress. Self-
coercion is never the best option.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Scott Aaronson on "Why Many-Worlds is not like Copernicanism"
Date: August 20, 2012 at 9:24 PM

On August 18, 2012, Scott Aaronson posted an article titled
"Why Many-Worlds is not like Copernicanism" at
http://www.scottaaronson.com/blog/?p=1103

I think Aaronson's position is best summarized in a comment
he posted, in which he writes:

MWI really is just the “obvious” story you would tell if you wanted to
apply quantum mechanics to the entire universe. (The zillions of other
worlds aren’t “added” per se; rather, they seem unavoidable once you
accept that the Schrödinger equation applies always and everywhere.)
Furthermore, all of the concrete alternatives to MWI on the market
today are contrived and unsatisfactory in various ways.
On the other hand, for the reasons explained in the post, I don’t take
the further step some people do these days: of asserting that MWI is
as obviously true as the Copernican system, and that anyone who
refuses to see that is an idiot.

In the note itself, Aaronson writes:
Proponents of [the Many-Worlds Interpretation of quantum mechanics,
henceforth "MWI"], such as David Deutsch, often argue that MWI is a
lot like Copernican astronomy: an exhilarating expansion in our
picture of the universe, which follows straightforwardly from Occam’s
Razor applied to certain observed facts (the motions of the planets in
one case, the double-slit experiment in the other).  Yes, many
holdouts stubbornly refuse to accept the new picture, but their
skepticism says more about sociology than science.  If you want, you
can describe all the quantum-mechanical experiments anyone has ever
done, or will do for the foreseeable future, by treating “measurement”
as an unanalyzed primitive and never invoking parallel universes.  But
you can also describe all astronomical observations using a reference
frame that places the earth is the center of the universe.  In both
cases, say the MWIers, the problem with your choice is its unmotivated
perversity: you mangle the theory’s mathematical simplicity, for no
better reason than a narrow parochial urge to place yourself and your
own experiences at the center of creation.  The observed motions of
the planets clearly want a sun-centered model. In the same way,

http://www.scottaaronson.com/blog/?p=1103


Schrödinger’s equation clearly wants measurement to be just another
special case of unitary evolution—one that happens to cause your own
brain and measuring apparatus to get entangled with the system you’re
measuring, thereby “splitting” the world into decoherent branches that
will never again meet.  History has never been kind to people who put
what they want over what the equations want, and it won’t be kind to
the MWI-deniers either.

This is an important argument, which demands a response by anyone who
isn’t 100% on-board with MWI.  Unlike some people, I happily accept
this argument’s framing of the issue: no, MWI is not some crazy
speculative idea that runs afoul of Occam’s razor.  On the contrary,
MWI really is just the “obvious, straightforward” reading of quantum
mechanics itself, if you take quantum mechanics literally as a
description of the whole universe, and assume nothing new will ever be
discovered that changes the picture.

Nevertheless, I claim that the analogy between MWI and Copernican
astronomy fails in two major respects.

[...]



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Scott Aaronson on "Why Many-Worlds is not like 
Copernicanism"
Date: August 20, 2012 at 10:32 PM

On Aug 20, 2012, at 6:24 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On August 18, 2012, Scott Aaronson posted an article titled
"Why Many-Worlds is not like Copernicanism" at
http://www.scottaaronson.com/blog/?p=1103

I think Aaronson's position is best summarized in a comment
he posted, in which he writes:

MWI really is just the “obvious” story you would tell if you wanted to
apply quantum mechanics to the entire universe. (The zillions of other
worlds aren’t “added” per se; rather, they seem unavoidable once you
accept that the Schrödinger equation applies always and everywhere.)
Furthermore, all of the concrete alternatives to MWI on the market
today are contrived and unsatisfactory in various ways.
On the other hand, for the reasons explained in the post, I don’t take
the further step some people do these days: of asserting that MWI is
as obviously true as the Copernican system, and that anyone who
refuses to see that is an idiot.

Who does that further step of saying it's obviously true?

Certainly not any Popperians like Deutsch.

I disagree that it has to be obviously true for people who don't understand it to be 
idiots. Some people who don't understand it are idiots (bad thinkers) -- that is the 
main problem for why they don't get it -- even though it's not obviously true.

In the note itself, Aaronson writes:
Proponents of [the Many-Worlds Interpretation of quantum mechanics,
henceforth "MWI"], such as David Deutsch, often argue that MWI is a
lot like Copernican astronomy: an exhilarating expansion in our
picture of the universe, which follows straightforwardly from Occam’s

http://www.scottaaronson.com/blog/?p=1103


Razor applied to certain observed facts (the motions of the planets in
one case, the double-slit experiment in the other).

Maybe Scott Aaronson should try reading David's books a little more carefully. 
David is not a fan of Occam's Razor and doesn't use Occam's Razor as his main 
arguing tool like this.

 Yes, many
holdouts stubbornly refuse to accept the new picture, but their
skepticism says more about sociology than science.  If you want, you
can describe all the quantum-mechanical experiments anyone has ever
done, or will do for the foreseeable future, by treating “measurement”
as an unanalyzed primitive and never invoking parallel universes.  But
you can also describe all astronomical observations using a reference
frame that places the earth is the center of the universe.  In both
cases, say the MWIers, the problem with your choice is its unmotivated
perversity: you mangle the theory’s mathematical simplicity, for no
better reason than a narrow parochial urge to place yourself and your
own experiences at the center of creation.

That's not the main problem. The main problem is they are doing it to *deny* the 
theory's meaning.

The observed motions of
the planets clearly want a sun-centered model. In the same way,
Schrödinger’s equation clearly wants measurement to be just another
special case

"Wants" here is very loose terminology. Literally, it's completely wrong, those 
things do not have wants. Metaphorically, it's hard to know what he actually 
meant. He's dodging the task of making epistemologically true statements by 
using blatantly false metaphors -- that he isn't claiming are true, he just uses 
them b/c his thinking is too vague to use anything else.

of unitary evolution—one that happens to cause your own
brain and measuring apparatus to get entangled with the system you’re
measuring, thereby “splitting” the world into decoherent branches that
will never again meet.  History has never been kind to people who put
what they want over what the equations want, and it won’t be kind to
the MWI-deniers either.



This is an important argument, which demands a response by anyone who
isn’t 100% on-board with MWI.  Unlike some people, I happily accept
this argument’s framing of the issue: no, MWI is not some crazy
speculative idea that runs afoul of Occam’s razor.  On the contrary,
MWI really is just the “obvious, straightforward” reading of quantum
mechanics itself, if you take quantum mechanics literally as a
description of the whole universe, and assume nothing new will ever be
discovered that changes the picture.

Nevertheless, I claim that the analogy between MWI and Copernican
astronomy fails in two major respects.

No, the analogy is good: *neither one* is obviously true or infallible. But what they 
are that's sort of slightly like that, *both* of them are.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Psychiatry
Date: August 21, 2012 at 1:05 PM

On 19 Aug 2012, at 04:40 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sat, Aug 18, 2012 at 8:07 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2012, at 5:33 PM, Lulie Tanett <luliet@gmail.com> wrote:

On 26 May 2012, at 06:39 AM, Elliot Temple <curi@curi.us> wrote:

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-
spiraling-into-anti-psychiatry/

The first thing wrong is that Szasz has said over and over that he's not an 
anti-psychiatrist. Anti-psychiatry is a misleading term because of:

1) Laing

2) It's not psychiatry as an abstract field that is a bad thing -- we can have 
proper knowledge of those issues -- it's in particular just *coercive* or 
*institutional* psychiatry that is the big problem. There could be such thing 
as autonomy-rspecting psychiatry

What would autonomy-respecting psychiatry look like?

http://www.amazon.com/The-Ethics-Psychoanalysis-Autonomous-
Psychotherapy/dp/0815602294

(admittedly it's currently basically illegal in the US).

In what way is it illegal? What happens if you try?

If your "patient" does something "bad" like suicide, and you haven't tried to 
coerce him to stop him (or told the cops to have them coerce him), but you had 
any hints of it from what he said, then you get sued for malpractice.

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-spiraling-into-anti-psychiatry/
http://www.amazon.com/The-Ethics-Psychoanalysis-Autonomous-Psychotherapy/dp/0815602294


One example of stuff that general practitioners are required to do
when presented with a possible suicidal person is to automatically
give depression medicine followed by sending the patient to a
psychiatrist. The problem is that the patient may never actually go to
the psychiatrist.

And that's a problem because the general practitioner is now legally responsible?

And the patient may have a bad "reaction" to the
depression medicine.

Ditto this?

By bad reaction I mean that one of the possible
outcomes is that the patient becomes more sad. This can happen because
the medicine doesn't have the intended effect and actually it has the
opposite effect.

Why would it have the opposite effect?

--
Lulie Tanett



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] What is an explanation?
Date: August 21, 2012 at 12:59 PM

On 19 Aug 2012, at 05:38 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 18, 2012 3:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 2, 2012, at 4:49 PM, Rami Rustom <rombomb@gmail.com> wrote:

Ideas are of 3 types: situations, rules, logics.

What about the idea of a cow? Or red?

Rand calls those concepts (which just means ideas). She differentiates
between the lowest level concepts (which subsume percepts) and higher
level concepts (which subsume other concepts).

A situation is a thing or event that has attributes.

A cow has attributes; 4 legs, eats grass, etc. So a cow is a situation.

Why is all this useful? What problem are these categories trying to solve?

IIRC Rand said that colors are percepts, not concepts. Percepts don't
have attributes (they *are* attributes).

That's not true: a colour might be warm or cool, saturated or dull, dark or light. 
Every colour has 3 attributes (hue, chroma, lightness).

Can't you construe anything as any one of these categories?

I guess you would include concepts and percepts as ideas (because you
said red is an idea).

What about attributes of ideas. Some attributes of ideas are ideas
themselves. Some aren't (because if all of them *are* ideas, then this
is a regress problem). So what are these non-idea attributes? I was



thinking they are Rand's percepts (which contradicts your idea that
percepts are ideas).

In the context of a problem, the problem is the situation. The
solution is a rule. The principles are the logics.

It's confusing to use words this way because it has little to do with the 
meanings of these words that people already learned. Why don't you invent 
new words for new concepts?

I started using *principles* instead of logics. I think it fits well.
Although I think a lot of ideas out there that people claim are
principles, are actually bad principles (because they are actually
solutions).

The problems and solutions are not new. Its the same meaning as Popper uses.

The more general version of problems is situations, which is the same
meaning as Popper uses.

And the more general version of solutions is rules. Rules is a poor
choice for its meaning.

Also this doesn't explain what any of these things are or the point of naming 
them this way.

Giving examples of each might help. And an explanation of what you're trying 
to do with this categorization and how it can help people.

Some ideas are composite ideas whose component ideas are of different
types.

I think that means these categories aren't very good. You want these three 
major categories of ideas, and to say this is how it is, these 3 are it, but then 
they don't actually categorize all ideas.



Ok so a 4th category is *explanations*.

So we could have idea A which is a situation, another idea B
which is a rule, and another idea C which is a logic, and then idea D
is a composite of A, B, and C.

I think explanations are composite ideas consisting of component ideas
of each of the 3 types. So an explanation includes:

- the context of a problem-situation,

- a solution to that problem, and

- principles as the reasoning for applying the chosen solution in the
problem-situation.

What do you think?

Try giving an example (concrete example, now A, B, etc, but with real details. 
like an example concrete problem would be a cow smells bad. not "a thing has 
a thing that's problematic" and not "an A has a B and that's a problem") where 
you use your theory and it is useful.

Problem: 2 + x = 4

Solution: x = 2

Principle: Adding (or subtracting) the same number to both sides of an
equation does not change its solution set.

Explanation: In the 'problem' 2 + x = 4, we can use the 'principle'
that *Adding (or subtracting) the same number to both sides of an
equation does not change its solution set*, we can subtract 2 from
both sides of the equation which reveals that the 'solution' is x = 2.

Why is naming stages of an argument useful? What problem are you trying to 
solve?

--



Lulie Tanett



From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Re: Akrasia
Date: August 21, 2012 at 1:13 PM

On 19 Aug 2012, at 09:31 AM, Lulie Tanett <luliet@gmail.com> wrote:

Akrasia - meaning weakness of will where one knows a thing is good,
desires that thing, yet still does not embrace it.

TD: Used to think this didn't exist. When people failed to do the
moral thing, and not because of ignorance that it was because the
person was conflicted. E.g. they knew smoking was wrong, but liked
having a hobby. But of course morals always involve conflicts. Some
people always pick the right option anyway. And some people don't.
even if the two people have the same knowledge and values.

LT: If they pick the wrong option, that's because they have some
ignorance. Otherwise, you're saying some problems are insoluble even
if you have the right knowledge.
If two people pick different options, that means they have different
knowledge -- that's the thing causing them to choose differently.
(What else could it be?)
Also what do you mean by 'morals always involve conflicts'?

TD: My two hypothetical people have the same knowledge on why X is
good. But one has akrasia and doesn't do it, and the other does.
The question is why - what knowledge is lacking for people with
akrasia. My first conjecture was that they were more conflicted, but
now I'm doubting that.

What do you mean when you say 'more conflicted'?

LT: Why are you doubting that?
What's the explanation for akrasia existing and the previous idea of
'just lacks knowledge' not being it?

TD: Why I'm doubting it: it happens all that you get people who are
conflicted but still choose the right thing. It's like the care more
about what's right, like as if they have a 'stronger will'.



What does 'stronger will' actually mean?

It sounds like 'weighing preferences' -- there's some amount of 'will' which can be 
more or less and where we make choices after it reaches a certain level. But as 
BoI explains, weighing choices doesn't make sense and isn't what happens.

--
Lulie Tanett

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Psychiatry
Date: August 21, 2012 at 2:08 PM

On Tue, Aug 21, 2012 at 12:05 PM, Lulie Tanett <luliet@gmail.com> wrote:
On 19 Aug 2012, at 04:40 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sat, Aug 18, 2012 at 8:07 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2012, at 5:33 PM, Lulie Tanett <luliet@gmail.com> wrote:

On 26 May 2012, at 06:39 AM, Elliot Temple <curi@curi.us> wrote:

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-
spiraling-into-anti-psychiatry/

The first thing wrong is that Szasz has said over and over that he's not an 
anti-psychiatrist. Anti-psychiatry is a misleading term because of:

1) Laing

2) It's not psychiatry as an abstract field that is a bad thing -- we can have 
proper knowledge of those issues -- it's in particular just *coercive* or 
*institutional* psychiatry that is the big problem. There could be such thing 
as autonomy-rspecting psychiatry

What would autonomy-respecting psychiatry look like?

http://www.amazon.com/The-Ethics-Psychoanalysis-Autonomous-
Psychotherapy/dp/0815602294

(admittedly it's currently basically illegal in the US).

In what way is it illegal? What happens if you try?

If your "patient" does something "bad" like suicide, and you haven't tried to 
coerce him to stop him (or told the cops to have them coerce him), but you 
had any hints of it from what he said, then you get sued for malpractice.

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-spiraling-into-anti-psychiatry/
http://www.amazon.com/The-Ethics-Psychoanalysis-Autonomous-Psychotherapy/dp/0815602294


One example of stuff that general practitioners are required to do
when presented with a possible suicidal person is to automatically
give depression medicine followed by sending the patient to a
psychiatrist. The problem is that the patient may never actually go to
the psychiatrist.

And that's a problem because the general practitioner is now legally 
responsible?

Right. If the patient commits suicide, the general practitioner could
be sued if he didn't give depression medicine.

And the patient may have a bad "reaction" to the
depression medicine.

Ditto this?

Well the patient is responsible for alerting the general practitioner
(or specialist) if he has a bad reaction. But sometimes patients don't
realize that the medicine caused any problem. They were already
extremely sad and suicidal and now they are more sad and more
suicidal.

By bad reaction I mean that one of the possible
outcomes is that the patient becomes more sad. This can happen because
the medicine doesn't have the intended effect and actually it has the
opposite effect.

Why would it have the opposite effect?

People brain chemistry is different enough for that to happen. Same
for body chemistry.

Have you noticed that some medicines say that one of the side effects
is the thing that the medicine was designed to solve?



-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Animal Preferences (was: Peer Review)
Date: August 21, 2012 at 8:47 PM

On Thu, Mar 29, 2012 at 2:15 AM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 28, 12:51 pm, Elliot Temple <c...@curi.us> wrote:

Free will means making choices that are not what (modern day, pre-AI) video 
game characters do.

Free will means making choices in the absence of constraints.  I am
not exercising free will if I make a choice with a gun to my head, but
I am exercising free will of sorts if I make the same choice without
the threat of violence.  Similarly, animals can be constrained from
expressing their preferences.  I agree there is a difference between
humans and animals, but it is a difference in degree, not in kind.

I just noticed something wrong here. You assume that the guy would
choose the option of the gun not blowing his brains out. But one of
the other options could have been, blow my brains out so that the guy
with the gun doesn't kill my daughter. The guy with the gun to his
head might choose his own death over his daughters death. Or he might
not. That is his choice. There is no constraint!

-- Rami

-- 



From: Liberty Fitz-Claridge <libertyfitzclaridge@googlemail.com>
Subject: Re: [BoI] Free Will
Date: August 22, 2012 at 12:24 AM

I don't think it makes much sense to mix up levels of explanation -- it
disregards emergence. In particular, physical determinism in the multiverse
and being free are not the same level or type of explanation and do not
directly have anything to say about each other. Some people treat them as a
direct contradiction neither says a word about the other so they can't
contradict.

Popper messed this up. He wanted to defend free will, so he defended
indeterminism. Deutsch wrote him about it and Popper conceded but for some
reason didn't publish a retraction/correction.

I don't think it's fair to say he messed this up. His criticism of
'scientific' determinism wasn't aimed at defending free will. And in the
paper where he actually does defend free will, beyond using the title
'Indeterminism is Not Enough' and bandying the phrase about a couple of
times, his defence doesn't make reference to physical
determinism/indeterminism. He says that the world of products of the human
mind is partially autonomous, i.e. independent of the 'world' of low-level
physical events. (It is a terrible choice of title; maybe he thought it
sounded dramatic or something.)

How can that be the essence of free will when free will is an idea from
moral and religious philosophy and this "essence" does not mention morality
or responsibility?

In what sense is it an idea 'from' moral philosophy? Do you just mean that
free will is necessary to explain morality? And if so is that the only
reason to believe in free will? If someone is a moral relativist I wouldn't
have said that that implies they can't consistently believe in free will.
Seems like a separate (if related) question.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychiatry
Date: August 22, 2012 at 12:36 AM

On Aug 18, 2012, at 5:33 PM, Lulie Tanett <luliet@gmail.com> wrote:

On 26 May 2012, at 06:39 AM, Elliot Temple <curi@curi.us> wrote:

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-
spiraling-into-anti-psychiatry/

The first thing wrong is that Szasz has said over and over that he's not an anti-
psychiatrist. Anti-psychiatry is a misleading term because of:

1) Laing

2) It's not psychiatry as an abstract field that is a bad thing -- we can have 
proper knowledge of those issues -- it's in particular just *coercive* or 
*institutional* psychiatry that is the big problem. There could be such thing as 
autonomy-rspecting psychiatry

What would autonomy-respecting psychiatry look like?

(admittedly it's currently basically illegal in the US).

In what way is it illegal? What happens if you try?

Molyneux is not claiming that the conditions that the scientific establishment 
labels as mental conditions, such as depression and anxiety, does not exist. 
On the contrary, he admits that the anguish and suffering is very real. His 
problem lies in the notion that these are classified as mental illnesses. He 
rather thinks it is a reaction to a sick and harmful society.

Sometimes it's a reaction to a nasty society. But it can also be personal 
problems. And it can also be neither: it can be living well, on one's own terms, 
and the only problem is in the other people who are calling it mental illness and 
don't like it.

Does this happen when people are sufficiently deviant? Where does the line get 
drawn for what kind of deviance gets suppressed as 'mental illness'? Is it certain 

http://debunkingdenialism.com/2011/12/16/stefan-molyneuxs-unfortunate-spiraling-into-anti-psychiatry/


types of deviance (where other deviances are ignored)? If so, which kind and 
why?

It's deviance that annoys more powerful people. E.g. if you live alone, don't bug 
anyone and financially support yourself, maybe you get left alone. But if you live 
with your father, or with his money, and you embarrass or annoy him, then he's 
more motivated to do something about it.

For example, you can have deviant views on relationships, but you won't 
generally get called mentally ill. They might say it's impossible or your view 
doesn't exist, but usually they won't try to force you to the extent the 'mentally ill' 
get forced.

So is it only when your actions are sufficiently different? And you can 
think/assert lots of stuff without being labelled mentally ill?

People use psychiatry to deal with those they find disturbing or annoying or 
burdensome, not just anyone they abstractly don't like the worldview of. It's used 
to deal with concrete problems with specific people.

If you have weird ideas about dating, what do I care? I won't date you, won't 
share a house with you, won't give you money, won't put up with anything from 
you, will just avoid you. But what if you were my son? And now my friends look 
down on me!

When discussing scientific matters such as the efficacy of antidepressants, 
their side effects or other issues, it is vital to back up claims being made with 
sources.

I don't know what Molyneux said, but this is not vital if one is making 
philosophical arguments.

The thing is, it's literally impossible to judge what effects of antidepressants are 
good or bad without a philosophical context. We need philosophy here!

Good point. Science-type people are inclined to say they don't need much 
philosophy because they have good scientific methods.



Scientific *methods* are philosophy...

But even if the scientific methods had some good philosophy in them (like error 
finding and correcting, or piecemeal change, or whatever), you still need to have 
an idea for whatever particular thing you're doing is about.

Now, evaluating the credibility of sources is not directly an argument against 
the position or arguments put forward by those source. That would be a 
fallacy known as the genetic fallacy, where the truth of a claim is being judged 
based on its origin, rather than merit. However, it is important to be able to 
critically examine the reliability of those sources.

So it's a fallacy but he wants to do it anyway... lol

This kind of mistake is hard to get away from for non-Popperians.

The first thing that strikes me is that the sources are all miscellaneous 
internet links, rather than references to the primary scientific literature.

I've read some primary scientific literature and scholarly books on the topic. 
Basically I think it's not worth reading: Szasz's books are an order of 
magnitude higher quality.

I wouldn't blame Molyneux for not wanting to read it.

This seems strange, because what hopes can one have in evaluating the 
science behind something if one does not consult the relevant scientific 
literature?

The best approach is to evaluate the philosophy instead. Scientific research 
can't make freedom wrong, or justify anti-freedom policies.

"I'm not sure how to argue this, because he knows more about science than I 
do."
"Yes, but it's still got to make sense."

There are multiple ways of arguing an expert when you don't have expert 
knowledge:



- If you know philosophy, or something about another field that has reach into 
the expert's field, then you can find mistakes in the area you know about.

- Often you can look up the relevant part of expert knowledge, or ask.

- Even if you don't have any specialised knowledge, you can check the logic or 
implications of what the expert is asserting. Internal inconsistencies, contrary to 
some common sense, seems to imply something unpleasant, etc.

You can evaluate science through criticism even if you have not read the 
relevant scientific literature. Either the criticisms are true or you'll find out they 
aren't or don't apply because X or whatever (in a discussion with an expert, or 
just your own looking it up).

You can also consider: do I get it? Are there good explanations that work for me? 
I don't need to be an expert to demand the expert use his expertise to give good, 
clear explanations. If he can't or won't do that, maybe he doesn't understand it so 
well.

If there are explanations I understand, then of course I can evaluate those. If 
there aren't, that's a problem itself.

Also as far as philosophy arguments go, most of the relevant context and facts 
are uncontroversial and require no special science. E.g. we all know people 
are imprisoned involuntarily without needing to do a study about it. And we all 
know that many victims of psychiatric labels believe those labels are 
inaccurate and they are fine and would like to be left alone. And we all know 
psychiatrists have a long history of literally torturing people and calling it 
"therapy". And it's easy to verify that they still do this today, both in the old 
ways (less), and in newer ways (e.g. chemical straightjackets) -- it's not a big 
secret and doesn't require consulting arcane journals.

Plenty of this stuff is well known, uncontroversial, and awful. Anyone who is 
aware of it and doesn't recognize it as awful should be studying philosophy not 
science. Anyone not aware of it has no interest in this topic and won't comment 
on it, or is burying their head in the sand and intentionally avoiding knowing 
these things.



Molyneux suggests that the general thesis of psychiatry is that mental 
illnesses are due to “chemical imbalances” in the brain that can be corrected 
with psychiatric drugs (00:56).

No. Their actual thesis is that hurting unwanted people who have unwanted 
behavior is "therapy". And they don't understand freedom/autonomy/etc

But they *claim* their thesis is to do with chemical stuff and correcting drugs, 
right?

That's a common claim recently. Go back a few decades and you'll find some 
other claims. Some aspects of psychiatry are superficial.

So how is this not their thesis? Is it that this is what they think their thesis is, but 
they're mistaken and actually behave as if it's something different?

How come they don't know what their thesis is?

They are trying to hide the real meaning, purpose and effect of psychiatry 
because it's evil.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] What is an explanation?
Date: August 22, 2012 at 12:47 AM

On Aug 18, 2012, at 9:38 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 18, 2012 3:41 AM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 2, 2012, at 4:49 PM, Rami Rustom <rombomb@gmail.com> wrote:

Ideas are of 3 types: situations, rules, logics.

What about the idea of a cow? Or red?

Rand calls those concepts (which just means ideas). She differentiates
between the lowest level concepts (which subsume percepts) and higher
level concepts (which subsume other concepts).

A situation is a thing or event that has attributes.

A cow has attributes; 4 legs, eats grass, etc. So a cow is a situation.

"Situation" does not mean "a thing with attributes". So I don't understand at all.

In English, a cow (or idea about a cow) is not a situation. You can look it up!

IIRC Rand said that colors are percepts, not concepts. Percepts don't
have attributes (they *are* attributes).

No. Percepts just means observations. As opposed to ideas/interpretations about 
observations.

I guess you would include concepts and percepts as ideas (because you
said red is an idea).

Red things exist without anyone thinking about them. Red is out there, in reality, 



it's not just an idea.

What about attributes of ideas. Some attributes of ideas are ideas
themselves. Some aren't (because if all of them *are* ideas, then this
is a regress problem). So what are these non-idea attributes? I was
thinking they are Rand's percepts (which contradicts your idea that
percepts are ideas).

In the context of a problem, the problem is the situation. The
solution is a rule. The principles are the logics.

It's confusing to use words this way because it has little to do with the 
meanings of these words that people already learned. Why don't you invent 
new words for new concepts?

I started using *principles* instead of logics. I think it fits well.
Although I think a lot of ideas out there that people claim are
principles, are actually bad principles (because they are actually
solutions).

The problems and solutions are not new. Its the same meaning as Popper uses.

The more general version of problems is situations, which is the same
meaning as Popper uses.

Popper does not use "situation" to mean "a thing or event with attributes". He 
talks about problem situations which means the situation a person is in including, 
especially, all his problems. Popper's use is standard English.

And the more general version of solutions is rules. Rules is a poor
choice for its meaning.

Also this doesn't explain what any of these things are or the point of naming 
them this way.



Giving examples of each might help. And an explanation of what you're trying 
to do with this categorization and how it can help people.

Some ideas are composite ideas whose component ideas are of different
types.

I think that means these categories aren't very good. You want these three 
major categories of ideas, and to say this is how it is, these 3 are it, but then 
they don't actually categorize all ideas.

Ok so a 4th category is *explanations*.

Adding a category is kind of missing the point.

I read a claim once that there are 7 plots for fiction books.

I think that's wrong. Not all the fiction stories fit those plots.

Suppose the guy replied and said: you're right. Let me add two more. *Now* it's 
complete! There are actually *9* standard plots used by all fiction books.

So we could have idea A which is a situation, another idea B
which is a rule, and another idea C which is a logic, and then idea D
is a composite of A, B, and C.

I think explanations are composite ideas consisting of component ideas
of each of the 3 types. So an explanation includes:

- the context of a problem-situation,

- a solution to that problem, and

- principles as the reasoning for applying the chosen solution in the
problem-situation.

What do you think?



Try giving an example (concrete example, now A, B, etc, but with real details. 
like an example concrete problem would be a cow smells bad. not "a thing has 
a thing that's problematic" and not "an A has a B and that's a problem") where 
you use your theory and it is useful.

Problem: 2 + x = 4

Solution: x = 2

Principle: Adding (or subtracting) the same number to both sides of an
equation does not change its solution set.

Explanation: In the 'problem' 2 + x = 4, we can use the 'principle'
that *Adding (or subtracting) the same number to both sides of an
equation does not change its solution set*, we can subtract 2 from
both sides of the equation which reveals that the 'solution' is x = 2.

I don't think that's a very good principle, it's too fragile, it refers to things like 
"sides of an equation" which isn't the right concepts to understand what's going 
on.

Setting that aside, what's the point? I asked for an example where your theory is 
useful. You've given one that tells me much less than I already knew. A new 
theory which lets us do something this easy, that we already had plenty of 
theories to let us do, is not useful.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Free Will
Date: August 22, 2012 at 1:27 AM

On Aug 21, 2012, at 9:24 PM, Liberty Fitz-Claridge 
<libertyfitzclaridge@googlemail.com> wrote:

I don't think it makes much sense to mix up levels of explanation -- it
disregards emergence. In particular, physical determinism in the multiverse
and being free are not the same level or type of explanation and do not
directly have anything to say about each other. Some people treat them as a
direct contradiction neither says a word about the other so they can't
contradict.

Popper messed this up. He wanted to defend free will, so he defended
indeterminism. Deutsch wrote him about it and Popper conceded but for some
reason didn't publish a retraction/correction.

I don't think it's fair to say he messed this up.

Then why did David Deutsch think Popper messed it up and write Popper saying 
he messed it up? And why did Popper reply conceding that he had messed it up?

His criticism of 'scientific' determinism wasn't aimed at defending free will.

What do you think it was aimed at?

How can that be the essence of free will when free will is an idea from
moral and religious philosophy and this "essence" does not mention morality
or responsibility?

In what sense is it an idea 'from' moral philosophy? Do you just mean that
free will is necessary to explain morality?

Free will is literally part of moral philosophy. It's been part of religious-and-moral 



debates and discussions and teachings for centuries. I do not understand the 
confusion on this point. People talk about it in Church and when discussing how 
to live, not at (say) physics conferences.

And if so is that the only
reason to believe in free will? If someone is a moral relativist I wouldn't
have said that that implies they can't consistently believe in free will.
Seems like a separate (if related) question.

Moral relativism is false. Asking what positions are compatible with something 
false doesn't make much sense to me. Anything is if we're not constrained by 
truth. If we are constrained by truth then we need to look elsewhere.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 8 -- On the 
Status of Science and Metaphysics
Date: August 23, 2012 at 4:39 AM

On Aug 7, 2012, at 8:27 AM, Rami Rustom <rombomb@gmail.com> wrote:

From page 256:

Thus there clearly was a need for a different criterion of demarcation; and I 
proposed (though years elapsed before I published this proposal) that the 
refutability or falsifiability of a theoretical system should be taken as the 
criterion of its demarcation.According to this view, which I still uphold, a system 
is to be considered as scientific only if it makes assertions which may clash 
with observations; and a system is, in fact, tested by attempts to produce such 
clashes, that is to say by attempts to refute it. Thus testability is the same as 
refutability, and can therefore likewise be taken as a criterion of demarcation.

I see a problem. Popper doesn't mention anything about science needing
objectivity. Nothing about repeatability.

So either his explanation is incomplete, or those things aren't needed
for something to be considered science.

I agree it's an incomplete criterion. It basically requires things be empirical but 
you can talk about empirical data with an unscientific attitude.

It's more useful for what it excludes than what it includes.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 8 -- On the 
Status of Science and Metaphysics
Date: August 23, 2012 at 4:54 AM

On Aug 7, 2012, at 6:50 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Tue, Aug 7, 2012 at 11:40 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 7 Aug 2012, at 16:27, Rami Rustom <rombomb@gmail.com> wrote:

From page 256:

Thus there clearly was a need for a different criterion of demarcation; and I 
proposed (though years elapsed before I published this proposal) that the 
refutability or falsifiability of a theoretical system should be taken as the 
criterion of its demarcation.According to this view, which I still uphold, a 
system is to be considered as scientific only if it makes assertions which 
may clash with observations; and a system is, in fact, tested by attempts to 
produce such clashes, that is to say by attempts to refute it. Thus testability 
is the same as refutability, and can therefore likewise be taken as a criterion 
of demarcation.

I see a problem. Popper doesn't mention anything about science needing
objectivity. Nothing about repeatability.

So either his explanation is incomplete, or those things aren't needed
for something to be considered science.

I explained recently about how people can *test* ideas. A person
guesses an idea [a proposed solution to a problem], and he tries it
out to see if he gets the observation he was expecting. Lets say he
did get the observation he expected. That doesn't mean his theory
[that his idea solved the problem] is truth. Its possible that some
other factor that he hasn't noticed played a role in the problem
dissolving. So at this point he hasn't falsified his theory. He could
come up with another idea for testing how his theory is false [i.e.
how his solution didn't actually solve the problem]. He continues this
process until he gets an observation that contradicts his theory. This



suggests that his theory was false, but not necessarily so.

Anyway the point is this: I think the criterion of demarcation needs
objectivity, which includes repeatability [by other scientists and
other subjects].

If not, then I am doing science many times per day with my own kids.
And this means that testability *is* falsifiability *is* reputability.

Popper often discusses objectivity, e.g. in Logic of Scientific Discovery and 
Realism and the Aim of Science.

Also, testability is not the same as reproducibility. For example, let's suppose 
that we want to discuss the eruption of Pompeii back in Roman times. We 
don't need to be able to repeat the eruption, as long as we can test ideas 
about the eruption in lots of different ways. We can have testable theories 
about unreproducible events.

Right. But reproducibility is not a property of the theory nor the
observed events consistent with the theory. Instead reproducibility is
an attribute of the tests.

A test doesn't have to be reproducible to be any good. Maybe you do a test to do 
with an eclipse and the right type won't happen again for 1000 years. So your 
colleagues want to reproduce your test, but they can't, but that doesn't mean it 
was badly designed or the results were false.

Ultimately it always all comes down to explanations and criticisms, not any rules 
of thumb like "scientific tests should be reproducible".

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: TCS <taking-children-seriously@googlegroups.com>, BoI Infinity <beginning-
of-infinity@googlegroups.com>
Subject: [BoI] What is empathy (was: Why are you crying?)
Date: August 23, 2012 at 11:58 AM

On Mon, Aug 20, 2012 at 2:04 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Aug 20, 2012 3:07 AM, "a b" <asbbih@gmail.com> wrote:

On Sun, Aug 19, 2012 at 8:37 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

In these situations, the child might be very quiet about what the
problem is. So an approach that works is to guess why he might be sad
and form it into a question: "Are you sad about your mom not being
here?" If the guess was wrong, he'll tell you "no". If it was right,
he'll tell you "yes". And he may open up a lot more and tell you more
details. If he does, then use those details to form more accurate
guesses. Even if he doesn't say any more details, you can guess again:
"Are you sad because you won't be able to play with her anymore?" And
continue the cycle. And some point he'll give you a detail that is a
mistaken idea and you could help him by showing him that its a
mistaken idea. He might say, "I don't want to lose you." So at this
point you realize that the child is worried that he'll lose his only
remaining parent because he has already lost one parent. So here the
parent can say, "Oh.. well I'm very healthy, I'm probably not going to
die until I'm very old, like older than grandpa.. and by then you'll
be old like me. Did you know that most people die when they are very
old like older than grandpa?"

I'd agree this last part would be the right kind of response, but what
are you really doing...correcting a mistaken idea, or recognizing an
emotional need (with your emotions) and providing reassurance? If the
second, then does it make what is happening between you and the child
more or less clear by using this other vocabularly?

So about this empathy idea, I looked it up and there are many many
definitions of it. Here's my definition:



Empathy: The ability to understand that someone else is (mentally) hurting.

I noticed that TCS is big on empathy, even though the word empathy is
not used at all anywhere in TCS literature. TCS says that people
should not hurt each other. By hurt I mean mental/psychological hurt.
Mental hurt is an emotion.

TCS explains that hurt is caused by doing something to someone that
they don't want done to them. Also someone can hurt themselves by
acting on a want while having a conflicting want, so part of him wants
to do X and part of him wants to do Y but X and Y are conflicting, so
acting on X means doing something when part of you didn't want to do
it.

So if a parent makes his daughter do something she didn't want to do,
then he is hurting her. She has a negative emotion because she does
something she didn't want to do. This emotion is called coercion. The
child felt coerced. And the parent caused it.

In these situations, sometimes the parent feels a negative emotion
*because* the child felt a negative emotion. The parent doesn't want
the child to hurt, but the child is hurting. So part of the him
doesn't want to hurt his daughter, but part of him wants his daughter
do this thing. So the parent is coerced too, i.e. he feels coercion.
In these situations, the parent is empathetic. So empathy alone didn't
solve the problem.

Sometimes (or some parents?) doesn't feel a negative emotion about
coercing his child. In which case the parent isn't coerced, i.e. he
doesn't feel coercion. This is not empathetic.

So whats the solution? TCS explains that we should not coerce our
children (nor ourselves or anyone else either). But how do we get
things done? One alternative to coercion is persuasion, which works
well for children that can speak. Although the technique for
younger-than-speaking-age children is the same for older children and
even for adults, which is to be creative in providing alternate ideas
for things to do until one is found to be something that everyone



wants, so no one is coerced.

So here's an example. Your 4 year old is bored at home cause there
aren't any kids to play with so he decides that he wants to go to
school with the other kids. Before school starts, we have to have a
dental checkup. The night before the dental appointment, parent says
to child, "oh btw, tomorrow morning we have a dental appointment." Kid
says (with a frown), "no I don't want to go to the dentist." Parent
says, "oh if we don't do the dentist appointment then they won't let
you in school." Kid says (with a smile), "oh" and then goes about his
business ending the discussion. The next day he wakes up mentally
ready to go to the dentist.

Now many people believe that kids aren't rational enough to be
persuaded. This is false. What is true is that sometimes parents are
not rational enough to create persuasive enough arguments. Sometimes
rational discussion is prevented when either of the two people are
using knowledge that they don't share. So the parent should hone the
skill of refining his explanations using only the knowledge that they
both share. Another preventer of rational discussion is that parents
have bad habits of using facial expressions (e.g. frowns) that explain
to the child that the parent is angry or annoyed, which antagonizes
the child. And sometimes parents are doing everything right but
because there is a history of doing it wrong, the child has a distrust
for that parent, again preventing rational discussion. All of these
things are the parent's fault.

Many people think that empathy involves things like kissing and
hugging and saying "I love you." But these same people coerce their
children a lot. So they coerce their children (and feel coerced
themselves) and then they kiss and hug and say "I love you" to help
the child and themselves feel better after causing them to feel bad.
This is immoral. Kissing and hugging and saying "I love you" is good,
but not when its used as a solution for coercion.

On a similar note, often parents will use kissing and hugging and
saying "I love you" as positive reinforcement for when the child does
something the parent approves of. And then also using frowns and
saying "I'm upset with you" as negative reinforcement for when the



child does something the parent disapproves of. Both of these methods
are immoral. In the case of parent approval, the parent doesn't need
to do anything. In the case of parental disapproval, have a rational
discussion about why parent thinks child's action is wrong. If you
fail to persuade him, improve your explanation. If you continue to
fail, then maybe your idea is wrong and child is right.

So what do you think of my definition of empathy?

Which parts of my explanation do you disagree with?

-- Rami

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>, Fabric-of-
Reality@yahoogroups.com
Subject: [BoI] Re: [TCS] What is empathy (was: Why are you crying?)
Date: August 23, 2012 at 4:04 PM

On 23 Aug 2012, at 16:58, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 20, 2012 at 2:04 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Aug 20, 2012 3:07 AM, "a b" <asbbih@gmail.com> wrote:

On Sun, Aug 19, 2012 at 8:37 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

In these situations, the child might be very quiet about what the
problem is. So an approach that works is to guess why he might be sad
and form it into a question: "Are you sad about your mom not being
here?" If the guess was wrong, he'll tell you "no". If it was right,
he'll tell you "yes". And he may open up a lot more and tell you more
details. If he does, then use those details to form more accurate
guesses. Even if he doesn't say any more details, you can guess again:
"Are you sad because you won't be able to play with her anymore?" And
continue the cycle. And some point he'll give you a detail that is a
mistaken idea and you could help him by showing him that its a
mistaken idea. He might say, "I don't want to lose you." So at this
point you realize that the child is worried that he'll lose his only
remaining parent because he has already lost one parent. So here the
parent can say, "Oh.. well I'm very healthy, I'm probably not going to
die until I'm very old, like older than grandpa.. and by then you'll
be old like me. Did you know that most people die when they are very
old like older than grandpa?"

I'd agree this last part would be the right kind of response, but what
are you really doing...correcting a mistaken idea, or recognizing an
emotional need (with your emotions) and providing reassurance? If the
second, then does it make what is happening between you and the child
more or less clear by using this other vocabularly?



So about this empathy idea, I looked it up and there are many many
definitions of it. Here's my definition:

Empathy: The ability to understand that someone else is (mentally) hurting.

I noticed that TCS is big on empathy, even though the word empathy is
not used at all anywhere in TCS literature. TCS says that people
should not hurt each other. By hurt I mean mental/psychological hurt.
Mental hurt is an emotion.

I think there are good reasons not to say much about empathy: empathy is often 
tied up with bad ideas about emotion.

There is a lot of stuff associated with empathy like you should explore your 
emotions and pet your inner panda and so on. But the emotions are just 
symptoms of other problems. So if a child is unhappy then he has to work out 
why and solve the problem otherwise it will keep coming up.

TCS explains that hurt is caused by doing something to someone that
they don't want done to them. Also someone can hurt themselves by
acting on a want while having a conflicting want, so part of him wants
to do X and part of him wants to do Y but X and Y are conflicting, so
acting on X means doing something when part of you didn't want to do
it.

Yes.

So if a parent makes his daughter do something she didn't want to do,
then he is hurting her. She has a negative emotion because she does
something she didn't want to do. This emotion is called coercion. The
child felt coerced. And the parent caused it.

TCS Coercion isn't an emotion. TCS Coercion is the situation in which a person 
has two ideas about what he wants to do and thinks that it is impossible for him to 
do both of them.

In these situations, sometimes the parent feels a negative emotion
*because* the child felt a negative emotion. The parent doesn't want
the child to hurt, but the child is hurting. So part of the him



doesn't want to hurt his daughter, but part of him wants his daughter
do this thing. So the parent is coerced too, i.e. he feels coercion.
In these situations, the parent is empathetic. So empathy alone didn't
solve the problem.

It would be better if the parent didn't feel the negative emotion but just wanted to 
help the child.

Sometimes (or some parents?) doesn't feel a negative emotion about
coercing his child. In which case the parent isn't coerced, i.e. he
doesn't feel coercion. This is not empathetic.

A parent feeling bad doesn't solve the problem and doesn't help anybody.

So whats the solution? TCS explains that we should not coerce our
children (nor ourselves or anyone else either). But how do we get
things done? One alternative to coercion is persuasion, which works
well for children that can speak. Although the technique for
younger-than-speaking-age children is the same for older children and
even for adults, which is to be creative in providing alternate ideas
for things to do until one is found to be something that everyone
wants, so no one is coerced.

Yes.

So here's an example. Your 4 year old is bored at home cause there
aren't any kids to play with so he decides that he wants to go to
school with the other kids. Before school starts, we have to have a
dental checkup. The night before the dental appointment, parent says
to child, "oh btw, tomorrow morning we have a dental appointment." Kid
says (with a frown), "no I don't want to go to the dentist." Parent
says, "oh if we don't do the dentist appointment then they won't let
you in school." Kid says (with a smile), "oh" and then goes about his
business ending the discussion. The next day he wakes up mentally
ready to go to the dentist.

The parent should have asked the school to waive that requirement since 
children don't learn with their teeth.

If this failed the parent should have explained the problem to the child if the child 



was interested. The child might not want to go to the dentist and might want to 
know how bad the teachers are before they go to the school.

Also , if the child has already been to a dentist, the parent should explain this to 
the school.

Now many people believe that kids aren't rational enough to be
persuaded. This is false. What is true is that sometimes parents are
not rational enough to create persuasive enough arguments. Sometimes
rational discussion is prevented when either of the two people are
using knowledge that they don't share. So the parent should hone the
skill of refining his explanations using only the knowledge that they
both share. Another preventer of rational discussion is that parents
have bad habits of using facial expressions (e.g. frowns) that explain
to the child that the parent is angry or annoyed, which antagonizes
the child. And sometimes parents are doing everything right but
because there is a history of doing it wrong, the child has a distrust
for that parent, again preventing rational discussion. All of these
things are the parent's fault.

Yes.

Many people think that empathy involves things like kissing and
hugging and saying "I love you." But these same people coerce their
children a lot. So they coerce their children (and feel coerced
themselves) and then they kiss and hug and say "I love you" to help
the child and themselves feel better after causing them to feel bad.
This is immoral. Kissing and hugging and saying "I love you" is good,
but not when its used as a solution for coercion.

I'm skeptical of how good it is: lots of people seem to have very bad ideas about 
that stuff. For example, if Jim loves Barbara this is supposed to give Barbara 
some obligation toward Jim. This is piffle because Barbara doesn't control Jim's 
mind and so can't be responsible for what he feels. Barbara might be responsible 
for acting toward Jim in a way that she thought would indicate that she wanted 
Jim to love her, and that could be a bad thing for her to do, but she shouldn't do 
that if Jim didn't have bad ideas to start with.

Also, love stuff is often used as a means of coercion, not to make up for it.



On a similar note, often parents will use kissing and hugging and
saying "I love you" as positive reinforcement for when the child does
something the parent approves of. And then also using frowns and
saying "I'm upset with you" as negative reinforcement for when the
child does something the parent disapproves of. Both of these methods
are immoral. In the case of parent approval, the parent doesn't need
to do anything.

The parent may need to do things when he approves of X, like help his child to do 
more X. The parent may also need to explain why he approves because there are 
a lot of bad ideas about when to approve of somebody and he should be wary of 
enacting them.

In the case of parental disapproval, have a rational
discussion about why parent thinks child's action is wrong. If you
fail to persuade him, improve your explanation. If you continue to
fail, then maybe your idea is wrong and child is right.

And the parent should discuss the issue only when the child is interested.

Alan



From: Bumbledraven <bumbledraven@gmail.com>
Subject: [BoI] Improving rapidly
Date: August 23, 2012 at 5:26 PM

Jeff learned to program in six months and got hired as
a junior software developer at a company in NYC:
http://www.learnwithjeff.com/2012/08/21/how-to-get-a-job-as-a-developer-in-less-
than-six-months/

One thing he did reminded me of something Elliot Temple
recently pointed out: "The best thing to do is to actively participate
in critical discussion.  There is nothing else half as effective.
Relying on just self-criticism is too hard even for the best living
thinkers (e.g. Popper, Deutsch). External criticism is really super
helpful."

In his blog post linked above, Jeff wrote:
There are no shortcuts, you must write code, and a lot of it.
Make everything public. [...] If you keep it to yourself, it can be as
shitty as you want.  I find that if its public, every line of code
has to be defendable, even if your reasoning is flawed.

Someone commented on that post to say:
Jeff, if I can add one suggestion to ‘make everything public’: do
work on other people’s projects. When you’re contributing to an
open-source project, not only does every line you write have to be
defendable, but you will have to defend it. You’ll get some pretty
awesome feedback very quickly, and that sort of scrutiny is exactly
the sort of code review you want to make you a great programmer in a
short time.

http://www.learnwithjeff.com/2012/08/21/how-to-get-a-job-as-a-developer-in-less-than-six-months/


From: Rami Rustom <rombomb@gmail.com>
Cc: TCS <taking-children-seriously@googlegroups.com>, Fabric-of-
Reality@yahoogroups.com
Subject: Re: [BoI] Re: [TCS] What is empathy (was: Why are you crying?)
Date: August 23, 2012 at 6:56 PM

On Aug 23, 2012 3:05 PM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 23 Aug 2012, at 16:58, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 20, 2012 at 2:04 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Aug 20, 2012 3:07 AM, "a b" <asbbih@gmail.com> wrote:

On Sun, Aug 19, 2012 at 8:37 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

In these situations, the child might be very quiet about what the
problem is. So an approach that works is to guess why he might be sad
and form it into a question: "Are you sad about your mom not being
here?" If the guess was wrong, he'll tell you "no". If it was right,
he'll tell you "yes". And he may open up a lot more and tell you more
details. If he does, then use those details to form more accurate
guesses. Even if he doesn't say any more details, you can guess again:
"Are you sad because you won't be able to play with her anymore?" And
continue the cycle. And some point he'll give you a detail that is a
mistaken idea and you could help him by showing him that its a
mistaken idea. He might say, "I don't want to lose you." So at this
point you realize that the child is worried that he'll lose his only
remaining parent because he has already lost one parent. So here the
parent can say, "Oh.. well I'm very healthy, I'm probably not going to
die until I'm very old, like older than grandpa.. and by then you'll
be old like me. Did you know that most people die when they are very
old like older than grandpa?"

I'd agree this last part would be the right kind of response, but what



are you really doing...correcting a mistaken idea, or recognizing an
emotional need (with your emotions) and providing reassurance? If the
second, then does it make what is happening between you and the child
more or less clear by using this other vocabularly?

So about this empathy idea, I looked it up and there are many many
definitions of it. Here's my definition:

Empathy: The ability to understand that someone else is (mentally) hurting.

I noticed that TCS is big on empathy, even though the word empathy is
not used at all anywhere in TCS literature. TCS says that people
should not hurt each other. By hurt I mean mental/psychological hurt.
Mental hurt is an emotion.

I think there are good reasons not to say much about empathy: empathy is often 
tied up with bad ideas about emotion.

Yes. I think the bad ideas are mostly related to mistakes about who is
responsible for one's emotions.

Each persons is responsible for his own emotions. A parent should
never say (nor think), "Your actions made me upset." Analogously, a
girlfriend should never say (nor think) that her boyfriend's actions
caused her emotions.

There is a lot of stuff associated with empathy like you should explore your 
emotions and pet your inner panda and so on. But the emotions are just 
symptoms of other problems.

Right. Like how crying, lying, and other actions are symptoms of problems.

So if a child is unhappy then he has to work out why and solve the problem 
otherwise it will keep coming up.

Right. And parents should help their children with these problems.
Help them think better.



TCS explains that hurt is caused by doing something to someone that
they don't want done to them. Also someone can hurt themselves by
acting on a want while having a conflicting want, so part of him wants
to do X and part of him wants to do Y but X and Y are conflicting, so
acting on X means doing something when part of you didn't want to do
it.

Yes.

So if a parent makes his daughter do something she didn't want to do,
then he is hurting her. She has a negative emotion because she does
something she didn't want to do. This emotion is called coercion. The
child felt coerced. And the parent caused it.

TCS Coercion isn't an emotion. TCS Coercion is the situation in which a person 
has two ideas about what he wants to do and thinks that it is impossible for him 
to do both of them.

What does it mean to *feel coerced*? Isn't it a bad feeling?

In these situations, sometimes the parent feels a negative emotion
*because* the child felt a negative emotion. The parent doesn't want
the child to hurt, but the child is hurting. So part of the him
doesn't want to hurt his daughter, but part of him wants his daughter
do this thing. So the parent is coerced too, i.e. he feels coercion.
In these situations, the parent is empathetic. So empathy alone didn't
solve the problem.

It would be better if the parent didn't feel the negative emotion but just wanted to 
help the child.

Right. Its bad for parent to coerce child, regardless if he feels
coerced or not.



Sometimes (or some parents?) doesn't feel a negative emotion about
coercing his child. In which case the parent isn't coerced, i.e. he
doesn't feel coercion. This is not empathetic.

A parent feeling bad doesn't solve the problem and doesn't help anybody.

Right. And conventional knowledge says that people aren't motivated to
help child solve the problem unless parent first has an emotion, which
is false. He can choose to help child solve the problem because its
the only moral thing to do.

So whats the solution? TCS explains that we should not coerce our
children (nor ourselves or anyone else either). But how do we get
things done? One alternative to coercion is persuasion, which works
well for children that can speak. Although the technique for
younger-than-speaking-age children is the same for older children and
even for adults, which is to be creative in providing alternate ideas
for things to do until one is found to be something that everyone
wants, so no one is coerced.

Yes.

So here's an example. Your 4 year old is bored at home cause there
aren't any kids to play with so he decides that he wants to go to
school with the other kids. Before school starts, we have to have a
dental checkup. The night before the dental appointment, parent says
to child, "oh btw, tomorrow morning we have a dental appointment." Kid
says (with a frown), "no I don't want to go to the dentist." Parent
says, "oh if we don't do the dentist appointment then they won't let
you in school." Kid says (with a smile), "oh" and then goes about his
business ending the discussion. The next day he wakes up mentally
ready to go to the dentist.

The parent should have asked the school to waive that requirement since 
children don't learn with their teeth.

Ok. But school will say, "thats the rules." But its good for child to
know that you tried. For one he'll know that parent is on his side.



And two he'll see that its not good to keep your mouth shut about
following dumb rules.

If this failed the parent should have explained the problem to the child if the child 
was interested. The child might not want to go to the dentist and might want to 
know how bad the teachers are before they go to the school.

Right.

Also , if the child has already been to a dentist, the parent should explain this to 
the school.

Now many people believe that kids aren't rational enough to be
persuaded. This is false. What is true is that sometimes parents are
not rational enough to create persuasive enough arguments. Sometimes
rational discussion is prevented when either of the two people are
using knowledge that they don't share. So the parent should hone the
skill of refining his explanations using only the knowledge that they
both share. Another preventer of rational discussion is that parents
have bad habits of using facial expressions (e.g. frowns) that explain
to the child that the parent is angry or annoyed, which antagonizes
the child. And sometimes parents are doing everything right but
because there is a history of doing it wrong, the child has a distrust
for that parent, again preventing rational discussion. All of these
things are the parent's fault.

Yes.

Many people think that empathy involves things like kissing and
hugging and saying "I love you." But these same people coerce their
children a lot. So they coerce their children (and feel coerced
themselves) and then they kiss and hug and say "I love you" to help
the child and themselves feel better after causing them to feel bad.
This is immoral. Kissing and hugging and saying "I love you" is good,
but not when its used as a solution for coercion.

I'm skeptical of how good it is: lots of people seem to have very bad ideas about 
that stuff. For example, if Jim loves Barbara this is supposed to give Barbara 



some obligation toward Jim.

Its wrong. Partly because Jim's love for her can change, i.e. he can
change his mind.

This is piffle because Barbara doesn't control Jim's mind and so can't be 
responsible for what he feels. Barbara might be responsible for acting toward 
Jim in a way that she thought would indicate that she wanted Jim to love her, 
and that could be a bad thing for her to do, but she shouldn't do that if Jim didn't 
have bad ideas to start with.

Also, love stuff is often used as a means of coercion, not to make up for it.

How?

On a similar note, often parents will use kissing and hugging and
saying "I love you" as positive reinforcement for when the child does
something the parent approves of. And then also using frowns and
saying "I'm upset with you" as negative reinforcement for when the
child does something the parent disapproves of. Both of these methods
are immoral. In the case of parent approval, the parent doesn't need
to do anything.

The parent may need to do things when he approves of X, like help his child to 
do more X. The parent may also need to explain why he approves because 
there are a lot of bad ideas about when to approve of somebody and he should 
be wary of enacting them.

And if X was something that child just learned, parent could discuss
with child why X was fun to learn.

In the case of parental disapproval, have a rational
discussion about why parent thinks child's action is wrong. If you
fail to persuade him, improve your explanation. If you continue to
fail, then maybe your idea is wrong and child is right.



And the parent should discuss the issue only when the child is interested.

Although there are times when a child is acts badly towards another
child. And one child cries. And parent comes to help. Sometimes the
child that acted badly (e.g. hit other child), he might not want to
discuss this with parent (lets say because he knows he did wrong and
doesn't want to hear a lecture about it). In these situations parent
should not address the symptom (the hitting) and only address the
problem by saying: "Johnny I'd like to help.. what problem were you
trying to solve?" Then after solving the problem with solution X, if
Johnny is willing to discuss, address the hitting, "Johnny, hitting
doesn't work as a solution to your problem.. all it did was cause more
problems and you didn't even get what you wanted. So the only option
that works X".

-- Rami



From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 8 -- On the 
Status of Science and Metaphysics
Date: August 24, 2012 at 4:24 AM

On Aug 7, 2012, at 9:21 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Tue, Aug 7, 2012 at 1:35 AM, Justin Mallone <justinceo@gmail.com> wrote:
This one's pretty interesting! (sorry to readers if the formatting is a bit off this 
time)

Chapter 8: On the Status of Science and Metaphysics

Overall note on chapter: I think this chapter is good ammunition for refuting the 
misconception of Popper that says that in arguing for his criterion for the 
demarcation of science and pseudo-science, he was trying to trash all 
“metaphysical research projects." He clearly thinks such projects are 
important, as demonstrated by his extensive discussion of why irrefutable 
philosophical theories can still be false -- he thinks this is an issue that matters 
quite a lot.

Popper starts off with a discussion of how one of the most important things a 
philosopher can do is see a new riddle, problem, or paradox not seen by 
anyone else (249).

Then he talks about how Kant critiqued the idea that Newton could have based 
his theory on observation-statements (251).
Popper lays out 3 crits against the idea that Newton’s theory was based on 
observation-statements.

1)    that it’s not intuitively credible –
       a.     observations are always inexact, but the theory makes exact 
assertions
       b.     Newtownian theory stood up to subsequent observations which as 
regards precision went far beyond what could be attained in Newton’s own 
time
                i.     It claims to apply to far off galaxies that have never been 
observed, or to predict conditions inside stars that have never been observed 
(252)
       c.     Observations are concrete, but theory is abstract – we can never 
observe Newtonian forces – and all our measurements of Newtonian forces 



presuppose the truth of Newtonian dynamics
                i.     Note: isn’t this just a subset of “all observation is theory-laden,” 
and not some kind of special case? In other words, it’s true that you can’t “see 
a gravity,” but you don’t directly observe anything in reality – you observe 
electro-chemical recreations of reality occurring inside the brain
2)    Historically false – Popper provides a historical genealogy of the ideas 
that inspired Newton, from Plato through Coprenicus, Brahe, and Kepler.  253-
256.
3)    Logically impossible to derive Newton’s theory from observations – not 
sure I followed this very well. From page 256 to the break in page 258. If 
someone wants to break it down that’d be great.

In my pdf version, this is page 184.

While reading the 1st point, I thought of this:

The observation-statements are ideas. Newton's theory contains the
observation-statements as components. How can someone derive a
composite idea from a component idea? Its impossible because he would
first have to fill in the gaps with more component ideas. Those
filled-in gaps are filled-in with guesses. Those guesses are not
derivations because they are distinct from the component idea [the
observation-statement].

What is true is that Newton guessed a theory that was consistent with
his observation-statements. So the point is that he didn't guess a
theory that contradicted the observation-statements. You could say
that the observation-statements ruled out a subset of the set of all
logically possible theories that he could have guessed. So the
observation-statements acted as a filter, filtering out all the
logically possible theories that contradict the
observation-statements.

About his 3rd point that *Logically impossible to derive Newton’s
theory from observations*:

He's saying that if:

K is past observed observation-statements



Right. He says K is "any class whatsoever of true statements about observations 
actually made in the past".

Then you create a theory "derived" from K.

Right. He's talking about the logical implications of having a theory "derived from 
K".

Then you project an observation-statement using the theory to be
observed in the future. Call this B.

He wasn't defining B to mean projected observation-statements that you got 
*using* the theory derived from K.

B is *any* "future, logically possible observation". It could be anything at all -- as 
long as it is logically possible (so, self-consistent). This part is separate from K.

This means that any B will always be consistent with K and with the
theory. But that means infallibility. Because the theory could never
produce a B that contradicts itself or K.

Hence deriving theories from observations is false because that means
that the theory is infallible.

He wasn't saying that theories derived K would be infallible.

He did say that it would be impossible to come up with any B that could possibly 
logically contradict K. But, remember, B is *any* logically possible future 
observation -- not just B's "produced" from K.

So, he is saying there is no way for a logically possible future event to contradict 
any past observations.

Now, since K and B are consistent, anything that is *derived* from K must also be 



consistent with B. So, this means any theories derived from past observations 
must also be consistent with B.

But, scientific theories *do* have B's that contradict them. You can derive these 
from the theories themselves -- that is how you make tests, to try to falsify them.

If a scientific theory were *actually* derived from K, it would be impossible to 
come up with any B that could possibly contradict it. So, any theories that can be 
contradicted by some logically possible future event could not possibly have been 
derived from past observations.

So here's the point. The set of K is a bunch of situations with some
attributes. Some of the attributes are constant within the set of K.
And the entire set of situations in the multiverse have some
attributes different than K. So deriving a theory from K is impossible
because that would mean that the derived theory only has attributes of
K. And so projecting an observation-statement B from that theory could
only produce a B that has the same attributes. But we know that there
are situations in the multiverse that have different attributes than
K's attributes.

For a theory to be created using the set of K, and still be able to
project future observation-statements that have different attributes
from K's attributes, then the theory must be guessed. The guess means
that the person is creating a theory with some of its attributes that
are different than K's attributes.

So instead of deriving, we are guessing theories. And those theories
allow us to project new observation-statements with attributes that
are different that attributes of past observation-statements.

Jordan



From: Tanya <tanya.davison@gmail.com>
Subject: [BoI] Re: Akrasia
Date: August 24, 2012 at 5:05 AM

On Tuesday, August 21, 2012 6:13:16 PM UTC+1, Lulie Tanett wrote:

On 19 Aug 2012, at 09:31 AM, Lulie Tanett <lul...@gmail.com <javascript:>>
wrote:

Akrasia - meaning weakness of will where one knows a thing is good,
desires that thing, yet still does not embrace it.

TD: Used to think this didn't exist. When people failed to do the
moral thing, and not because of ignorance that it was because the
person was conflicted. E.g. they knew smoking was wrong, but liked
having a hobby. But of course morals always involve conflicts. Some
people always pick the right option anyway. And some people don't.
even if the two people have the same knowledge and values.

LT: If they pick the wrong option, that's because they have some
ignorance. Otherwise, you're saying some problems are insoluble even
if you have the right knowledge.
If two people pick different options, that means they have different
knowledge -- that's the thing causing them to choose differently.
(What else could it be?)
Also what do you mean by 'morals always involve conflicts'?

TD: My two hypothetical people have the same knowledge on why X is
good. But one has akrasia and doesn't do it, and the other does.
The question is why - what knowledge is lacking for people with
akrasia. My first conjecture was that they were more conflicted, but
now I'm doubting that.

What do you mean when you say 'more conflicted'?

more conflicted about doing X = having more reasons not to do X, but not
enough reasons to be persuaded that X is bad



This is the same as saying: Person A has solved more of the problems
involved  in not wanting to do the right thing, and that Person B has not.
Which is what Alan basically has said (as long as I haven't misunderstood
him).

LT: Why are you doubting that?

What's the explanation for akrasia existing and the previous idea of

'just lacks knowledge' not being it?

I'm not doubting that lack of knowledge is involved. I'm musing over
whether there is a specific kind of knowledge, about 'having a strong
will', which allows two ppl who otherwise know the same stuff on why X is
good, and are as conflicted as one another, to act so that the one with a
strong will picks X and the other doesn't.

I notice this particularly with giving up a vice, like quitting cigarettes,
or quitting eating so much that you're fat. There are many cases where it
doesn't seem that any new information about why X is good is available, and
no new solutions to ones conflicts stopping them from doing X
are available. It's just that something clicks with ppl where they realise
that EVEN IF they're conflicted, if they believe X to be the best option
they should pick that option. Such ppl often describe it as having 'will
power'.

TD: Why I'm doubting it: it happens all that you get people who are

conflicted but still choose the right thing. It's like the care more

about what's right, like as if they have a 'stronger will'.



What does 'stronger will' actually mean?

It sounds like 'weighing preferences' -- there's some amount of 'will'
which can be more or less and where we make choices after it reaches a
certain level. But as BoI explains, weighing choices doesn't make sense and
isn't what happens.

my current guess is that having a strong will, if it exists, is something
more like 'the attitude of taking seriously doing what you believe to be
right'.

--
Lulie Tanett

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Akrasia
Date: August 24, 2012 at 5:13 AM

On 24 Aug 2012, at 10:05am, Tanya wrote:

On Tuesday, August 21, 2012 6:13:16 PM UTC+1, Lulie Tanett wrote:

On 19 Aug 2012, at 09:31 AM, Lulie Tanett <lul...@gmail.com> wrote:

Akrasia - meaning weakness of will where one knows a thing is good,
desires that thing, yet still does not embrace it.

TD: Used to think this didn't exist. When people failed to do the
moral thing, and not because of ignorance that it was because the
person was conflicted. E.g. they knew smoking was wrong, but liked
having a hobby. But of course morals always involve conflicts. Some
people always pick the right option anyway. And some people don't.
even if the two people have the same knowledge and values.

LT: If they pick the wrong option, that's because they have some
ignorance. Otherwise, you're saying some problems are insoluble even
if you have the right knowledge.
If two people pick different options, that means they have different
knowledge -- that's the thing causing them to choose differently.
(What else could it be?)
Also what do you mean by 'morals always involve conflicts'?

TD: My two hypothetical people have the same knowledge on why X is
good. But one has akrasia and doesn't do it, and the other does.
The question is why - what knowledge is lacking for people with
akrasia. My first conjecture was that they were more conflicted, but
now I'm doubting that.

What do you mean when you say 'more conflicted'?

more conflicted about doing X = having more reasons not to do X, but not 
enough reasons to be persuaded that X is bad

This is the same as saying: Person A has solved more of the problems involved  



in not wanting to do the right thing, and that Person B has not. Which is what 
Alan basically has said (as long as I haven't misunderstood him).

LT: Why are you doubting that?
What's the explanation for akrasia existing and the previous idea of
'just lacks knowledge' not being it?

I'm not doubting that lack of knowledge is involved. I'm musing over whether 
there is a specific kind of knowledge, about 'having a strong will', which allows 
two ppl who otherwise know the same stuff on why X is good, and are as 
conflicted as one another, to act so that the one with a strong will picks X and 
the other doesn't.

I notice this particularly with giving up a vice, like quitting cigarettes, or quitting 
eating so much that you're fat. There are many cases where it doesn't seem that 
any new information about why X is good is available, and no new solutions to 
ones conflicts stopping them from doing X are available. It's just that something 
clicks with ppl where they realise that EVEN IF they're conflicted, if they believe 
X to be the best option they should pick that option. Such ppl often describe it as 
having 'will power'.

TD: Why I'm doubting it: it happens all that you get people who are
conflicted but still choose the right thing. It's like the care more
about what's right, like as if they have a 'stronger will'.

What does 'stronger will' actually mean?

It sounds like 'weighing preferences' -- there's some amount of 'will' which can 
be more or less and where we make choices after it reaches a certain level. But 
as BoI explains, weighing choices doesn't make sense and isn't what happens.

my current guess is that having a strong will, if it exists, is something more like 
'the attitude of taking seriously doing what you believe to be right'.

Is it, perhaps, "what you *explicitly*, and/or *consciously* believe to be right"?

In that case, having 'will power' would mean tending to give one's explicit and/or 
conscious ideas priority, in case of conflicts, over one's inexplicit or unconscious 
ones.



That could be a good thing or a bad thing in particular situations. But either way, 
it's not a rational way of thinking. One's way of dealing with conflicts between 
ideas shouldn't depend on their sources.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 10 -- Truth, 
Rationality, and the Growth of Scientific Knowledge
Date: August 24, 2012 at 1:27 AM

On Aug 11, 2012, at 12:20 AM, Justin Mallone <justinceo@gmail.com> wrote:

Chapter 10. Last in the conjectures part of book. Has a number of important 
ideas.

Continued growth of scientific knowledge is essential to the rational and 
empirical character of scientific knowledge. 291.

The preferable theory is the theory which tells us more, which contains a greater 
amount of empirical information or content, which is logically stronger, which has 
the greater explanatory and predictive power, and which can therefore be 
subjected to more severe tests. 294.

I think this isn't quite right. It's an improvement on what came before, but it's still 
too much in the mould of giving criteria of justification/authority/awesomeness.

The important thing is always criticism. You can criticize theories for saying less 
when they should say more. But that isn't a universal way to judge all ideas in all 
problem situations. Some theories claim too much, when they should be more 
modest.

And what do you do when one theory has more empirical information but another 
has more predictive power? The right answer is you use criticism in the context of 
the problem situation, you don't weigh one merit of one theory against another 
merit of another theory. And if you want to be understood you have to say this 
stuff explicitly and deny justificationist interpretations, which Popper did some but 
not enough.

What is content? Based on idea that informative content of two statements, a 
and b, will be greater than, or at least equal two, any of its two components. 
295.
e.g. Statement a: “It will rain on Friday.”
Statement b: “It will be fine on Saturday”
Statement ab: “It will rain on Friday and be fine on Saturday.”



Informative content of statement ab is highest.
***KEY POINT***: PROBABILITY (logical probability?) of statement ab will be 
lower.
FORMALIZATION of content statements: Ct(a) ≤ Ct(ab) ≥ Ct(b)
FORMALIZATION of calculus of probability of statements: p(a) ≥ p(ab) ≤ p(b)

True but I think not the right way to approach the subject. Not so useful.

CONSEQUENCE:
If growth of knowledge means that we operate with theories of increasing 
content, THEN it means that we operate with theories of decreasing probability. 
You can’t go for both high probability (in sense of calculus of probability) 
theories, and high content theories. You want high content, low probability 
theories.
CONSEQUENCE:
Since low probability means high probability of being falsified, it follows that high 
degree of falsifiability, or refutability, or testability, is aim of science – same end 
as high informative content. 297.

This is useful for refuting a few bad ideas, but that doesn't explain to them what to 
think instead. It's more important to explain how to think than how not to think. 
(Popper did both.)

It's OK to refute bad ideas like this but it's parochial.

Contrasts his notion of change in scientific knowledge with the view that he calls 
the “ideal of science as an axiomatized deductive system,” which he says has 
been dominant since Euclid’s “Platonizing cosmology.” 299. Says his view is that 
the most admirable deductive systems are stepping stones rather than ends. 
Gives a shout out to Agassi for this idea.

Popper says the awesome thing about deductive systems is not that we can 
unfold their marvelous deductive consequences per se, but that we can subject 
them to tests to progress science. Therefore, we shouldn’t formalize or 
elaborate a deductive system more than necessary to do this. 300.

I think if you think more in terms of any criticism, and less in terms of tests, then 
less formal system elaboration is useful.



Truth  best understood as correspondence to the facts. 303. Tarksi teaches us 
that to speak of correspondence to facts, we need a meta-language which can 
speak about two things: statements, and the facts to which statements refer. 
304.

Contrast correspondence theory with truth as justified true belief. 304. Tries to 
determine truth in terms of sources or origins of our beliefs, or operations of 
verification, or rules of acceptance, or quality of our subjective convictions. 305. 
But these have difficulties. While the correspondence theory says something 
can be true even if no one believes it, true belief theory has difficulty with this.

Falsificationists not only interested in truth, but interesting truth, not just truisms. 
311.

Popper talks some about his idea of verisimilitude. Theories that stand up to 
more precise tests after making more precise assertions, or pass tests that 
other theories fail to pass, etc. can be said to be more truth-like. 314-315.

I don't think this is any good.

First, it should be generalized to criticism.

But the thing is, all theories are either refuted or non-refuted. The non-refuted 
ones have survive *all criticism ever*, or they would be refuted. All non-refuted 
theories have survived the same criticism -- all of it -- you can never really say 
one has survived more criticism than another.

If an idea doesn't survive a single criticism, out of the set of all known criticisms, 
then it's refuted. The non-refuted ones have all survived the same full set of 
criticism, to the best of our knowledge. And that is always the case.

One thing that happens, which Popper was partly getting at, is you have an idea, 
and you try to criticize that particular idea, and through this process of critical 
thinking you improve the idea. So the idea has undergone lots of criticism and 
attempted criticism and improvement. It becomes well adapted, it evolves. 
Meanwhile, another idea is new and hasn't undergone that process much.

But as always, the thing to do is try to understand the explanations of what each 



thing is like and then use them in criticisms as appropriate, not just directly try to 
judge ideas by these attributes. Either the attribute lends itself to a criticism in 
some problem situation, in which case the important thing is the criticism, or it 
doesn't, in which case apparently the attribute wasn't so important for that 
problem situation.

We use lots of background knowledge in discussing a problem, and that’s fine – 
while any of the background knowledge can be challenged at any time, lots will 
remain unquestioned while solving a particular problem, and you can’t just 
always start from first premises. 323.

Popper talks about three important requirements of theories for the growth of 
knowledge. 326+.
First requirement: they should proceed from simple, new, powerful, unifying idea 
about some connection or relation between hitherto unconnected things, or 
facts, or theoretical entities.
Second requirement: INDEPENDENTLY testable. New and testable 
consequences – prevents ad hoc-ery.

I think this is a bit parochial. Good improvement on past ideas, but we can do 
better. We shouldn't be taking our current ideas about what makes a good theory 
and calling it the "second requirement". It's just one sort of criticism that we know 
about (we can criticize things for not being independently testable) which is itself 
always open to criticism.

Or the first one. Sure it's nice when ideas do that. But some don't do that and are 
still valuable. You have to make criticisms in the context of problem situations. It's 
very hard to have general purpose criticisms that work for all problem situations, 
and these things Popper is proposing are not that universal.

Third Requirement: theory must pass NEW, SEVERE tests.

That's nice but an idea doesn't actually *necessarily* have to do that to be 
worthwhile.

On Third Tequirement: Popper starts by talking about how refutations of new 
theories can be important contributions to science. 328-329.
NONETHELESS, Popper thinks that
Progress in science would become impossible if all we got were constant 



failures of our new theories and no successes.
Popper thinks that if this started happening, it might indicate that we were just 
engaging in ad hoc-ery and not getting any closer to the truth.

He says that “it is always possible, by a trivial stratagem, to make an ad hoc 
theory independently testable, if we do not also require that it should pass the 
independent tests in question: we merely have to connect it (conjunctively) in 
some way or other with any testable but not yet tested fantastic ad hoc 
prediction which may occur to us (or to some science fiction writer).” 331.

*****QUESTION TO BOI LIST*****: I’m not quite sure what Popper means by 
“connect it (conjunctively)”. Could someone provide an example?

See my reply to Alan in this thread.

Popper thinks that it’s important that we view theories as serious attempts to 
find the truth. Thus our theories need to not just be instrumental stepping stones 
but genuine guesses about the structure of the world. And this is why third 
requirement is necessary.

Popper offers logical/methodological arguments in support of Third 
Requirement:
1)    we know that if we had an independently testable theory which was true, it 
would provide us with successful predictions. Successful predictions are 
therefore necessary for the truth of an independently testable theory.
2)    If we aim to strength our theories’ verisimilitude, we should not just want to 
reduce falsity content but increase truth content. In lots of cases, have no 
reason to regard new theories as better than old theories until we have derived 
from the new theory new predictions that we couldn’t get from the old theory. 
334. Because only then do we know that the new theory has truth-content 
where the old theory has falsity content.

This is too focussed on a particular type of idea. Even in science, like physics, we 
need lots of explanations to understand the world not just predict it.

3)    Need to make tests of our explanations independent. Cites to a paper 
(more to this arg there I guess)

More on Third Requirement (that theory must pass NEW, SEVERE tests):



Two parts:
1.     must make some successful predictions
2.     must not be refuted too soon
(some discussion of this and of Keynes I didn’t quite get the significance of)

Popper notes in FOOTNOTE 31:  he’s indebted to Agassi for stimulating his 
thinking and writing on Third Requirement, but J. Agassi can’t join Popper’s 
thinking on this because he thinks its verificationist-y. Popper says it may have a 
bit of WHIFF of verificationism, but that he thinks we have to put up with it or 
else we’ll have a WHIFF of instrumentalism that treats theories as mere 
instruments of exploration. This conflict of problematic WHIFFS seems like a 
potentially unsolved problem mebbe.

What verification?

But I think it should be more general. I think it has a WHIFF of taking some pretty 
good ideas and then trying to say they are these big important principles of 
science or something. But they are just some current ideas we can draw on to 
help us criticize things. We should always be using "requirements" like this to 
help us find criticisms but not just assuming anything not meeting the requirement 
is bad, we need to actually think of and state a specific criticism that makes sense 
in context, so that we expose that criticism to criticism and so that our thinking is 
sensitive to what the problem situation is (like what we're trying to accomplish. 
depending what we're doing, lots of things that would be flaws in some other 
cases may be irrelevant).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 10 -- Truth, 
Rationality, and the Growth of Scientific Knowledge
Date: August 24, 2012 at 1:30 AM

On Aug 11, 2012, at 2:29 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 11 Aug 2012, at 08:20, Justin Mallone <justinceo@gmail.com> wrote:

Chapter 10. Last in the conjectures part of book. Has a number of important 
ideas.

Continued growth of scientific knowledge is essential to the rational and 
empirical character of scientific knowledge. 291.

The preferable theory is the theory which tells us more, which contains a 
greater amount of empirical information or content, which is logically stronger, 
which has the greater explanatory and predictive power, and which can 
therefore be subjected to more severe tests. 294.

What is content? Based on idea that informative content of two statements, a 
and b, will be greater than, or at least equal two, any of its two components. 
295.
e.g. Statement a: “It will rain on Friday.”
Statement b: “It will be fine on Saturday”
Statement ab: “It will rain on Friday and be fine on Saturday.”
Informative content of statement ab is highest.
***KEY POINT***: PROBABILITY (logical probability?) of statement ab will be 
lower.
FORMALIZATION of content statements: Ct(a) ≤ Ct(ab) ≥ Ct(b)
FORMALIZATION of calculus of probability of statements: p(a) ≥ p(ab) ≤ p(b)

CONSEQUENCE:
If growth of knowledge means that we operate with theories of increasing 
content, THEN it means that we operate with theories of decreasing 
probability. You can’t go for both high probability (in sense of calculus of 
probability) theories, and high content theories. You want high content, low 
probability theories.
CONSEQUENCE:



Since low probability means high probability of being falsified, it follows that 
high degree of falsifiability, or refutability, or testability, is aim of science – 
same end as high informative content. 297.

Contrasts his notion of change in scientific knowledge with the view that he 
calls the “ideal of science as an axiomatized deductive system,” which he says 
has been dominant since Euclid’s “Platonizing cosmology.” 299. Says his view 
is that the most admirable deductive systems are stepping stones rather than 
ends. Gives a shout out to Agassi for this idea.

Popper says the awesome thing about deductive systems is not that we can 
unfold their marvelous deductive consequences per se, but that we can 
subject them to tests to progress science. Therefore, we shouldn’t formalize or 
elaborate a deductive system more than necessary to do this. 300.

Truth  best understood as correspondence to the facts. 303. Tarksi teaches us 
that to speak of correspondence to facts, we need a meta-language which can 
speak about two things: statements, and the facts to which statements refer. 
304.

Contrast correspondence theory with truth as justified true belief. 304. Tries to 
determine truth in terms of sources or origins of our beliefs, or operations of 
verification, or rules of acceptance, or quality of our subjective convictions. 
305. But these have difficulties. While the correspondence theory says 
something can be true even if no one believes it, true belief theory has 
difficulty with this.

Falsificationists not only interested in truth, but interesting truth, not just 
truisms. 311.

Popper talks some about his idea of verisimilitude. Theories that stand up to 
more precise tests after making more precise assertions, or pass tests that 
other theories fail to pass, etc. can be said to be more truth-like. 314-315.

We use lots of background knowledge in discussing a problem, and that’s fine 
– while any of the background knowledge can be challenged at any time, lots 
will remain unquestioned while solving a particular problem, and you can’t just 
always start from first premises. 323.

Popper talks about three important requirements of theories for the growth of 



knowledge. 326+.
First requirement: they should proceed from simple, new, powerful, unifying 
idea about some connection or relation between hitherto unconnected things, 
or facts, or theoretical entities.
Second requirement: INDEPENDENTLY testable. New and testable 
consequences – prevents ad hoc-ery.

Third Requirement: theory must pass NEW, SEVERE tests.
On Third Tequirement: Popper starts by talking about how refutations of new 
theories can be important contributions to science. 328-329.
NONETHELESS, Popper thinks that
Progress in science would become impossible if all we got were constant 
failures of our new theories and no successes.
Popper thinks that if this started happening, it might indicate that we were just 
engaging in ad hoc-ery and not getting any closer to the truth.

He says that “it is always possible, by a trivial stratagem, to make an ad hoc 
theory independently testable, if we do not also require that it should pass the 
independent tests in question: we merely have to connect it (conjunctively) in 
some way or other with any testable but not yet tested fantastic ad hoc 
prediction which may occur to us (or to some science fiction writer).” 331.

*****QUESTION TO BOI LIST*****: I’m not quite sure what Popper means by 
“connect it (conjunctively)”. Could someone provide an example?

Logical conjunction is just the AND operator, unless terminology has changed 
since Popper wrote this paper. But I think he's wrong about this. AND(p,q) is 
false unless both p and q are true so if he uses logical conjunction, then both 
the theory and the ad hoc addition would have to be true for the resulting theory 
to remain unrefuted. But for the new ad hoc statement to be useful for avoiding 
a refutation it has to contradict the theory so the conjunction would be assigned 
a value of false before you do the experiment. If you were determined to avoid 
refutation what you'd want is something like inclusive OR, which is true unless 
both statements are false.

I don't think you understood how this works.

So, we have a theory, "Chanting the right latin words cures cancer", and then 
someone complains it's untestable. We want to defend our theory. We will use 
AND to make a new theory.



What do we AND with? A theory that could be tested, but has not yet been tested. 
(If it gets tested and refuted, don't worry, just drop it and find a different testable 
but untested theory and AND with that instead.)

So for example, here is a testable but untested theory: "If you look at red 
construction paper at 100000000000x magnification, it looks yellow." (I don't 
know what magnification our best microscopes are, so I just stuck a lot of 
zeroes.)

So here is the theory you construct:

Chanting the right latin words cures cancer, AND if you look at red construction 
paper at 100000000000x magnification, it looks yellow.

This is a testable theory. If you look at the paper with that magnification and don't 
observe the color change, you refute it.

So now you're asserting the cancer thing in a way that people can't object "your 
claim is untestable" because your new claim is testable (even though the cancer 
part remains untestable).

This is a pretty dumb trick that will not appeal to people who evaluate everything 
by open-ended criticism and care about explanations. It's easy to criticize and 
provides nothing in the way of an explanatory defense of any ideas.

Popper thinks that it’s important that we view theories as serious attempts to 
find the truth. Thus our theories need to not just be instrumental stepping 
stones but genuine guesses about the structure of the world. And this is why 
third requirement is necessary.



Popper offers logical/methodological arguments in support of Third 
Requirement:
1)    we know that if we had an independently testable theory which was true, it 
would provide us with successful predictions. Successful predictions are 
therefore necessary for the truth of an independently testable theory.
2)    If we aim to strength our theories’ verisimilitude, we should not just want to 
reduce falsity content but increase truth content. In lots of cases, have no 
reason to regard new theories as better than old theories until we have derived 
from the new theory new predictions that we couldn’t get from the old theory. 
334. Because only then do we know that the new theory has truth-content 
where the old theory has falsity content.
3)    Need to make tests of our explanations independent. Cites to a paper 
(more to this arg there I guess)

More on Third Requirement (that theory must pass NEW, SEVERE tests):
Two parts:
1.     must make some successful predictions
2.     must not be refuted too soon
(some discussion of this and of Keynes I didn’t quite get the significance of)

Popper notes in FOOTNOTE 31:  he’s indebted to Agassi for stimulating his 
thinking and writing on Third Requirement, but J. Agassi can’t join Popper’s 
thinking on this because he thinks its verificationist-y. Popper says it may have 
a bit of WHIFF of verificationism, but that he thinks we have to put up with it or 
else we’ll have a WHIFF of instrumentalism that treats theories as mere 
instruments of exploration. This conflict of problematic WHIFFS seems like a 
potentially unsolved problem mebbe.

It's not a problem, for the whiff does not exist. Having read the text in Section 
XXII to which the footnote refers, if Agassi disagrees with Popper about this, 
then Agassi is wrong.

The issue as I see it is like this. Suppose you come up with a new theory. Some 
verificationists think a new theory sucks if it doesn't make new predictions that 
can be tested against new observations, and other verificationists think that this 
doesn't matter and comparing it to old predictions is enough. Popper thinks a 
theory should make new predictions because it will change our view of the world 
and change what experiments we consider worthwhile if it is any good: the 
footnote seems to indicate that Agassi thinks this is verificationist. It's not. A 
good explanation has reach and will solve problems its predecessor didn't solve 



and perhaps didn't even address. This has nothing at all to do with verification, 
just with good explanation. And if a new theory is going to make independent 
predictions, it would be a bad idea not to use those predictions as tests.

A new idea will say something new, and thus potentially expose itself to new 
criticisms or at least attempted criticisms. To avoid that it'd have to have nothing 
new to say, in which case it wouldn't be a new idea.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Preventing Crimes
Date: August 24, 2012 at 8:06 AM

What is the (classical) liberal view for what should be done with 'psychopaths' (ie 
people with very bad ideas such that they might murder people)?

The conventional view is to incarcerate them before they commit the crime.

This only makes sense on the assumptions that there is a type of person more 
prone to murder, and that we can reliably predict who. Are either of these true?

Even if they were true, imprisonment without trial seems bad. But people getting 
murdered also seems bad. So what's the answer?

--
Lulie Tanett

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Preventing Crimes
Date: August 24, 2012 at 8:55 AM

On 24 Aug 2012, at 13:06, Lulie Tanett <luliet@gmail.com> wrote:

What is the (classical) liberal view for what should be done with 'psychopaths' 
(ie people with very bad ideas such that they might murder people)?

The conventional view is to incarcerate them before they commit the crime.

This only makes sense on the assumptions that there is a type of person more 
prone to murder, and that we can reliably predict who. Are either of these true?

No. That would rely on having good explanations of why people do bad stuff and 
it might not allow prediction even then. In addition if we had a good understanding 
of those ideas we would be able to explain to the person holding them why 
they're bad.

Even if they were true, imprisonment without trial seems bad. But people getting 
murdered also seems bad. So what's the answer?

Recently there was a shooting at a showing of "The Dark Knight Rises". The 
murderer saw three mental health people before the shooting and made threats 
before the shooting. The mental health people didn't stop the shooting. He didn't 
go to jail for threatening to murder people, nor was he committed.

http://www.telegraph.co.uk/news/worldnews/northamerica/9491382/Colorado-
gunman-saw-three-mental-health-professionals-before-shooting.html

So as a matter of fact, these policies did not stop a shooting in a case in which a 
man threatened murder before the shootings took place. And this isn't surprising? 
How are mental health professionals meant to judge these issues? They have no 
objective tests for the "illnesses" they treat. They get money from taxes and so 
they don't get much feedback on whether they're doing a good job.

Also, nobody at the cinema had a gun, and so nobody could stop the shooter. 
Why did nobody have a gun? Possibly because it's illegal to carry a concealed 
weapon in Colorado:

http://www.telegraph.co.uk/news/worldnews/northamerica/9491382/Colorado-gunman-saw-three-mental-health-professionals-before-shooting.html


http://www.colorado.gov/cs/Satellite/StatePatrol-Main/CBON/1251594549010

There are improvements we could make would by taking individual responsibility 
seriously. People should be allowed to carry guns and held responsible for what 
they do with those guns.  And when somebody threatens to kill people he should 
be taken seriously: he should be treated as responsible for those comments. My 
guess is that his problems weren't taken seriously long before the shooting and 
long before the threats.

Alan

http://www.colorado.gov/cs/Satellite/StatePatrol-Main/CBON/1251594549010


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Akrasia
Date: August 24, 2012 at 10:06 AM

On Fri, Aug 24, 2012 at 4:13 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

Is it, perhaps, "what you *explicitly*, and/or *consciously* believe to be
right"?

In that case, having 'will power' would mean tending to give one's explicit
and/or conscious ideas priority, in case of conflicts, over one's inexplicit
or unconscious ones.

That could be a good thing or a bad thing in particular situations. But
either way, it's not a rational way of thinking. One's way of dealing with
conflicts between ideas shouldn't depend on their sources.

I hadn't thought of my conscious ideas and my subconscious ideas as
two different sources.

So to expound on that, we shouldn't disregard our gut feelings. One
type of gut feeling involves situations where you feel something is
wrong with a conscious idea, i.e. there is a contradiction between a
conscious idea and a subconscious idea. We should use this feeling to
search for what that subconscious idea is, thus making it an explicit
and conscious idea.

And in the above example, if I was going to act on the conscious idea
and I got that gut feeling, and if I hadn't searched for and
discovered the subconscious idea and made it conscious and explicit,
then I will feel coerced.

-- Rami

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Cc: alanmichaelforrester@googlemail.com
Subject: Re: [BoI] Preventing Crimes
Date: August 24, 2012 at 2:23 PM

On Friday, August 24, 2012 8:55:23 AM UTC-4, Alan Forrester wrote:

Also, nobody at the cinema had a gun, and so nobody could stop the
shooter. Why did nobody have a gun? Possibly because it's illegal to carry
a concealed weapon in Colorado:

http://www.colorado.gov/cs/Satellite/StatePatrol-Main/CBON/1251594549010

According to that page, it is legal to carry a concealed weapon if you have
a permit:

"A permit to carry a concealed weapon may be obtained through the Sheriff
of the county in which you live. You must meet certain requirements to
qualify for the permit. [C.R.S. 18-12-203]"

-- 

http://www.colorado.gov/cs/Satellite/StatePatrol-Main/CBON/1251594549010


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Preventing Crimes
Date: August 24, 2012 at 5:57 PM

On Fri, Aug 24, 2012 at 11:23 AM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Friday, August 24, 2012 8:55:23 AM UTC-4, Alan Forrester wrote:

Also, nobody at the cinema had a gun, and so nobody could stop the
shooter. Why did nobody have a gun? Possibly because it's illegal to carry a
concealed weapon in Colorado:

http://www.colorado.gov/cs/Satellite/StatePatrol-Main/CBON/1251594549010

According to that page, it is legal to carry a concealed weapon if you have
a permit:

"A permit to carry a concealed weapon may be obtained through the Sheriff of
the county in which you live. You must meet certain requirements to qualify
for the permit. [C.R.S. 18-12-203]"

I think the theater in question had a policy of being a "gun free zone."

http://www.wnd.com/2012/07/colorado-theater-called-gun-free-zone/

-- 

http://www.colorado.gov/cs/Satellite/StatePatrol-Main/CBON/1251594549010
http://www.wnd.com/2012/07/colorado-theater-called-gun-free-zone/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Preventing Crimes
Date: August 24, 2012 at 8:16 PM

On Aug 24, 2012, at 5:06 AM, Lulie Tanett <luliet@gmail.com> wrote:

What is the (classical) liberal view for what should be done with 'psychopaths' 
(ie people with very bad ideas such that they might murder people)?

The conventional view is to incarcerate them before they commit the crime.

This only makes sense on the assumptions that there is a type of person more 
prone to murder, and that we can reliably predict who. Are either of these true?

Endangering (other) people -- putting them at serious risk -- is a crime.

So, prosecute anyone where you have a case.

And if you have no case that would hold up in court, then leave them alone.

Even if they were true, imprisonment without trial seems bad. But people getting 
murdered also seems bad. So what's the answer?

How does refusing to skip the trial imply anyone getting murdered?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>, Fabric-of-
Reality@yahoogroups.com
Subject: Re: [BoI] [TCS] What is empathy (was: Why are you crying?)
Date: August 24, 2012 at 11:31 PM

On Aug 24, 2012 7:13 PM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 23 Aug 2012, at 23:56, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 23, 2012 3:05 PM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 23 Aug 2012, at 16:58, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 20, 2012 at 2:04 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Aug 20, 2012 3:07 AM, "a b" <asbbih@gmail.com> wrote:

On Sun, Aug 19, 2012 at 8:37 PM, Rami Rustom 
<rombomb@gmail.com> wrote:

In these situations, the child might be very quiet about what the
problem is. So an approach that works is to guess why he might be sad
and form it into a question: "Are you sad about your mom not being
here?" If the guess was wrong, he'll tell you "no". If it was right,
he'll tell you "yes". And he may open up a lot more and tell you more
details. If he does, then use those details to form more accurate
guesses. Even if he doesn't say any more details, you can guess again:
"Are you sad because you won't be able to play with her anymore?" And
continue the cycle. And some point he'll give you a detail that is a
mistaken idea and you could help him by showing him that its a
mistaken idea. He might say, "I don't want to lose you." So at this
point you realize that the child is worried that he'll lose his only
remaining parent because he has already lost one parent. So here the
parent can say, "Oh.. well I'm very healthy, I'm probably not going to



die until I'm very old, like older than grandpa.. and by then you'll
be old like me. Did you know that most people die when they are very
old like older than grandpa?"

I'd agree this last part would be the right kind of response, but what
are you really doing...correcting a mistaken idea, or recognizing an
emotional need (with your emotions) and providing reassurance? If the
second, then does it make what is happening between you and the child
more or less clear by using this other vocabularly?

So about this empathy idea, I looked it up and there are many many
definitions of it. Here's my definition:

Empathy: The ability to understand that someone else is (mentally) hurting.

I noticed that TCS is big on empathy, even though the word empathy is
not used at all anywhere in TCS literature. TCS says that people
should not hurt each other. By hurt I mean mental/psychological hurt.
Mental hurt is an emotion.

I think there are good reasons not to say much about empathy: empathy is 
often tied up with bad ideas about emotion.

Yes. I think the bad ideas are mostly related to mistakes about who is
responsible for one's emotions.

Are they?

Maybe.

Why?

I have some more question below.

Each persons is responsible for his own emotions. A parent should
never say (nor think), "Your actions made me upset." Analogously, a
girlfriend should never say (nor think) that her boyfriend's actions



caused her emotions.

If a person thinks that way he should want to change his mind.

There is a lot of stuff associated with empathy like you should explore your 
emotions

*Explore your emotions* sounds to me like questioning why you have the
emotions. That would reveal the underlying ideas causing the emotions.
Instead, if you bury the emotions, then you won't reveal the
underlying problems.

and pet your inner panda

Does that mean to try to make yourself feel better with superficial
self-talk, e.g. "I'm a good person"?

and so on.

What are others?

But the emotions are just symptoms of other problems.

Right. Like how crying, lying, and other actions are symptoms of problems.

So if a child is unhappy then he has to work out why and solve the problem 
otherwise it will keep coming up.

Right. And parents should help their children with these problems.
Help them think better.

TCS explains that hurt is caused by doing something to someone that
they don't want done to them. Also someone can hurt themselves by



acting on a want while having a conflicting want, so part of him wants
to do X and part of him wants to do Y but X and Y are conflicting, so
acting on X means doing something when part of you didn't want to do
it.

Yes.

So if a parent makes his daughter do something she didn't want to do,
then he is hurting her. She has a negative emotion because she does
something she didn't want to do. This emotion is called coercion. The
child felt coerced. And the parent caused it.

TCS Coercion isn't an emotion. TCS Coercion is the situation in which a 
person has two ideas about what he wants to do and thinks that it is 
impossible for him to do both of them.

What does it mean to *feel coerced*? Isn't it a bad feeling?

The thing that people describe as feeling coerced is an instance of TCS 
coercion, but it can give rise to other bad feelings that are more subtle.

What do you mean by "other bad feelings that are more subtle"?

Isn't the feeling coerced thing also subtle?

Many people think that empathy involves things like kissing and
hugging and saying "I love you." But these same people coerce their
children a lot. So they coerce their children (and feel coerced
themselves) and then they kiss and hug and say "I love you" to help
the child and themselves feel better after causing them to feel bad.
This is immoral. Kissing and hugging and saying "I love you" is good,
but not when its used as a solution for coercion.

I'm skeptical of how good it is: lots of people seem to have very bad ideas 
about that stuff. For example, if Jim loves Barbara this is supposed to give 
Barbara some obligation toward Jim.

Its wrong. Partly because Jim's love for her can change, i.e. he can



change his mind.

This is piffle because Barbara doesn't control Jim's mind and so can't be 
responsible for what he feels. Barbara might be responsible for acting toward 
Jim in a way that she thought would indicate that she wanted Jim to love her, 
and that could be a bad thing for her to do, but she shouldn't do that if Jim 
didn't have bad ideas to start with.

Also, love stuff is often used as a means of coercion, not to make up for it.

How?

"Oh Jimmy, darling, I love you so much, can't you just do this one little thing for 
me?" Where one little thing = climb the north face of the Eiger, assassinate the 
US president or whatever.

So they are using "I love you" as a reason that the other person should do X.

In the context of a parent and child, X could be eating another bite
of vegetables. Child's love for parent has absolutely nothing to do
with X.

In the context of a romantic relationship, X could be exercising at
the gym. A person's romantic love for his partner has absolutely
nothing to do with X.

On a similar note, often parents will use kissing and hugging and
saying "I love you" as positive reinforcement for when the child does
something the parent approves of. And then also using frowns and
saying "I'm upset with you" as negative reinforcement for when the
child does something the parent disapproves of. Both of these methods
are immoral. In the case of parent approval, the parent doesn't need
to do anything.

The parent may need to do things when he approves of X, like help his child 
to do more X. The parent may also need to explain why he approves 
because there are a lot of bad ideas about when to approve of somebody 
and he should be wary of enacting them.



And if X was something that child just learned, parent could discuss
with child why X was fun to learn.

Yes.

In the case of parental disapproval, have a rational
discussion about why parent thinks child's action is wrong. If you
fail to persuade him, improve your explanation. If you continue to
fail, then maybe your idea is wrong and child is right.

And the parent should discuss the issue only when the child is interested.

Although there are times when a child is acts badly towards another
child. And one child cries. And parent comes to help. Sometimes the
child that acted badly (e.g. hit other child), he might not want to
discuss this with parent (lets say because he knows he did wrong and
doesn't want to hear a lecture about it). In these situations parent
should not address the symptom (the hitting) and only address the
problem by saying: "Johnny I'd like to help.. what problem were you
trying to solve?" Then after solving the problem with solution X, if
Johnny is willing to discuss, address the hitting, "Johnny, hitting
doesn't work as a solution to your problem.. all it did was cause more
problems and you didn't even get what you wanted. So the only option
that works X".

One option that works is X, it may not be the only one, so the parent shouldn't 
say it is.

Right. I meant to qualify that with *between the two options of X and hitting*.

-- Rami



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Preventing Crimes
Date: August 25, 2012 at 3:30 AM

On 25 Aug 2012, at 01:16 AM, Elliot Temple <curi@curi.us> wrote:

On Aug 24, 2012, at 5:06 AM, Lulie Tanett <luliet@gmail.com> wrote:

What is the (classical) liberal view for what should be done with 'psychopaths' 
(ie people with very bad ideas such that they might murder people)?

The conventional view is to incarcerate them before they commit the crime.

This only makes sense on the assumptions that there is a type of person more 
prone to murder, and that we can reliably predict who. Are either of these true?

Endangering (other) people -- putting them at serious risk -- is a crime.

So, prosecute anyone where you have a case.

And if you have no case that would hold up in court, then leave them alone.

Even if they were true, imprisonment without trial seems bad. But people 
getting murdered also seems bad. So what's the answer?

How does refusing to skip the trial imply anyone getting murdered?

Because you can't put someone on trial if they haven't committed a crime. (The 
assumption being here that there are indicators of murderousness that aren't 
crimes.)

--
Lulie Tanett

-- 



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Preventing Crimes
Date: August 25, 2012 at 3:35 AM

On 24 Aug 2012, at 01:55 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 24 Aug 2012, at 13:06, Lulie Tanett <luliet@gmail.com> wrote:

What is the (classical) liberal view for what should be done with 'psychopaths' 
(ie people with very bad ideas such that they might murder people)?

The conventional view is to incarcerate them before they commit the crime.

This only makes sense on the assumptions that there is a type of person more 
prone to murder, and that we can reliably predict who. Are either of these true?

No. That would rely on having good explanations of why people do bad stuff and 
it might not allow prediction even then. In addition if we had a good 
understanding of those ideas we would be able to explain to the person holding 
them why they're bad.

What about good enough explanations to understand that they will do stuff, but 
not good enough to persuade?

Why is "There is a correlation between X behaviour and murderousness, which 
we think has a causal link but we don't know what that link is yet" a bad 
explanation?

Don't we ever black-box the explanation of causal link in science? Like in 
medicine, aren't there drugs where we don't know the exact way they work, but 
they stand up in clinical trials so we use them?

--
Lulie Tanett

-- 



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Psychiatry
Date: August 25, 2012 at 4:00 AM

On 22 Aug 2012, at 05:36 AM, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2012, at 5:33 PM, Lulie Tanett <luliet@gmail.com> wrote:

On 26 May 2012, at 06:39 AM, Elliot Temple <curi@curi.us> wrote:

Molyneux suggests that the general thesis of psychiatry is that mental 
illnesses are due to “chemical imbalances” in the brain that can be corrected 
with psychiatric drugs (00:56).

No. Their actual thesis is that hurting unwanted people who have unwanted 
behavior is "therapy". And they don't understand freedom/autonomy/etc

But they *claim* their thesis is to do with chemical stuff and correcting drugs, 
right?

That's a common claim recently. Go back a few decades and you'll find some 
other claims. Some aspects of psychiatry are superficial.

But they say: 'yes, it started differently/non-scientificially, but it's a field that's 
progressing quickly and now, today, we use scientific methods.'

Why would this imply it's superficial? As opposed to just: they were wrong in the 
past but they've changed now.

--
Lulie Tanett



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Preventing Crimes
Date: August 25, 2012 at 6:13 AM

On 25 Aug 2012, at 08:35, Lulie Tanett <luliet@gmail.com> wrote:

On 24 Aug 2012, at 01:55 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 24 Aug 2012, at 13:06, Lulie Tanett <luliet@gmail.com> wrote:

What is the (classical) liberal view for what should be done with 'psychopaths' 
(ie people with very bad ideas such that they might murder people)?

The conventional view is to incarcerate them before they commit the crime.

This only makes sense on the assumptions that there is a type of person 
more prone to murder, and that we can reliably predict who. Are either of 
these true?

No. That would rely on having good explanations of why people do bad stuff 
and it might not allow prediction even then. In addition if we had a good 
understanding of those ideas we would be able to explain to the person 
holding them why they're bad.

What about good enough explanations to understand that they will do stuff, but 
not good enough to persuade?

Why is "There is a correlation between X behaviour and murderousness, which 
we think has a causal link but we don't know what that link is yet" a bad 
explanation?

Don't we ever black-box the explanation of causal link in science? Like in 
medicine, aren't there drugs where we don't know the exact way they work, but 
they stand up in clinical trials so we use them?

There isn't a causal link at all in the relevant sense. It is always possible that the 
person will change his mind for reasons that you know nothing about. This 



possibility will never be eliminated because the growth of knowledge is 
unpredictable even for individuals. This problem doesn't arise for non-knowledge-
creating systems.

However, let's suppose that there is some observed statistical correlation 
between doing X and killing people. Then you can keep an eye on people who do 
X when they are in public and if they do anything illegal you can prosecute them.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Promises are irrational Fabric-of-Reality@yahoogroups.com, BoI 
Infinity <beginning-of-infinity@googlegroups.com>
Date: August 25, 2012 at 11:09 AM

Child: Daddy I know why you think promises are stupid. Its because we
could forget.

Daddy: Ya thats one reason. Another reason is this.. If I promise to
do something, and then later I find out that that something is wrong,
then I'm going to change my mind, and then I broke the promise. But if
I kept the promise, then I would be doing something that I think is
wrong, so I'd be doing a bad thing.

Child: Ya.

Daddy: And about the forgetting idea, if I forget to keep a promise,
that's just a mistake. And we all make mistakes. So instead of saying
that you promise to do something, you could say that you'll try to
that thing, or you'll try to remember to do that thing.

Child: Ya.

...

Its important to note that I mean irrational, not stupid. But without
the child knowing what the word irrational means, the child won't
understand the idea that *promises are irrational*. So by using the
word stupid instead of irrational, you're using the knowledge that
both you and the child shares.

By rational I mean *willing to change one's mind when you judge that
your idea is mistaken*. And promises are about not being willing to
change your mind.

-- Rami



From: Roberto <roberto.szabo@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Preventing Crimes
Date: August 25, 2012 at 1:31 PM

Em 24/08/2012, às 09:55, Alan Forrester 
<alanmichaelforrester@googlemail.com> escreveu:

Also, nobody at the cinema had a gun, and so nobody could stop the shooter. 
Why did nobody have a gun? Possibly because it's illegal to carry a concealed 
weapon in Colorado:

Allan, you really think people should go to the cinema carrying guns?

Roberto



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Preventing Crimes
Date: August 25, 2012 at 3:34 PM

On 25 Aug 2012, at 18:31, Roberto <roberto.szabo@gmail.com> wrote:

Em 24/08/2012, às 09:55, Alan Forrester 
<alanmichaelforrester@googlemail.com> escreveu:

Also, nobody at the cinema had a gun, and so nobody could stop the shooter. 
Why did nobody have a gun? Possibly because it's illegal to carry a concealed 
weapon in Colorado:

Allan, you really think people should go to the cinema carrying guns?

Why shouldn't they? Why should it be regarded as a big deal?

Alan



From: Kristen Ely <kristeneely@yahoo.com>
Subject: Re: [BoI] Free Will
Date: August 25, 2012 at 8:09 PM

On Aug 16, 2012, at 12:43 AM, Elliot Temple <curi@curi.us> wrote:

On May 31, 2012, at 10:22 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 01/06/2012, at 8:45 AM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 29, 2012, at 3:17 PM, Brett Hall wrote:

I'm going to leave the rest, unread, below for someone else to practice on. One 
can learn a lot by analyzing this sort of thing, and reading analysis is not the 
same as figuring it out yourself. I really recommend anyone who wants to be a 
good philosopher give it a try.

So with that on the table - I do not assume the name "free will" is a synonym 
for 'choice' or some such. Choice exists in the world - and we are conscious of 
it. Liebnitz recognised this when he tried to argue for free will too - by 
distinguishing (correctly) between necessary truths and contingent ones. There 
is no 'choice' in the matter when you draw a triangle that it can have anything 
other than 3 sides. All those sorts of necessary truths lack the kind of freedom 
that comes with contingent ones. There is a freedom in the latter that is not in 
the former. So when I notice in the world that there is tea or coffee available...I 
choose tea. I make the choice but I choose tea only because I prefer tea. But 
why do I prefer tea? Is what I prefer open to my simply not preferring it? Try as 
I might I simply lack the ability to change my preferences...one of which is the 
preference to even want to change my preferences. I like the fact I like tea 
over coffee. Am I free to prefer that it were otherwise when I simply do not?

Lacking the ability to change one's preferences is a lack of knowledge, which is a 
problem that can be solved by gaining the knowledge to do so. Not that it's easy, 
but it is possible.



Changing the fact of liking tea over coffee would only be desirable if it caused a 
problem -- something like tea no longer exists and coffee is the only drink now 
available. Otherwise, why bother changing it?

I will assume that you are indeed of the mind that free will is about us having 
ultimate control over what thoughts enter our mind. And so you will believe that 
you can control what it is you *like* - what your preferences are - so if you like 
tea rather than coffee - you believe you are in control of this - and so it will be 
here we part company. I define *that* as the illusion of free will...the fact that 
my will - my desire - what I like (including the fact that I like liking what I like) is 
just a part of me that I do not control.

The tea over coffee example seems trivial. It isn't a problem. But people do often 
change their preferences when they become problematic. To say that people just 
can't control their preferences is to deny this.

Don't my wants, desires, intentions - my will
- doesn't it just arise in consciousness as a result of processes
going on in my brain that I am completely unaware of?

No. That's an irresponsible attitude to life. You could be more aware of what 
goes on in your mind. And you should take responsibility for your whole mind, 
not just the conscious intentions.

Of course you can be more or less aware of what's going on in your mind...but 
are you in control of it? It seems to me that you are admitting now that there 
are things going on in your mind over which you have no control. Although 
there are *some* things you are in control of? Is this correct? Then are you 
(the *I* to which I refers) all of your mind, the bits of your mind you are in 
control of or something else?

If you should take responsibility for those parts of your mind you are not 
conscious of...how does this work in practise? What unconscious mind 
processes should I take responsibility for - and having taken responsibility for 
them - how do I change them?

Even with your conscious mind. What causes what goes on in the conscious 
mind?



It seems to me that you want to say that *you* the agent or the mind is the 
cause of itself. Like the uncaused cause - the unmoved, mover.

But I see mind as simply another link in a causal chain. It is an important link - 
choices are important and people should be held accountable for the choices 
they make - but their choices are caused by prior events.

What you think next is caused by something *that you did not think* and over 
which (therefore) you could not have had any control.

If I am wrong - that what you think next (or what you choose next) is *not* 
caused by something else (that you did not think (or choose)) then is it 
uncaused? If it is uncaused, how does that give us free will?

Sam Harris has recently used this thought experiment:

Think of a celebrity. Anyone at all.

Have you thought of one? Good.

First - notice that this is as free a choice as you are ever going to
get in life. No one is forcing you to pick a particular celebrity. If
free will is to be found at all - surely it's to be found here.

Now - why *didn't* you think of Ricky Gervais? Why didn't he even
occur to you? Maybe he did (in which case - well done!). But why
didn't you think of all those people you did not think of? Whatever
names came into your head - why those and then finally why did you
select one? Why all those options - all those names - and then you
selected one. You can tell a story like "I like her" or "I saw his
program this morning" but all that is simply to say you have a post-
hoc account of what processes over which you had no control may have
led to certain neural events occurring of which you were unaware and
which ultimately led to a name literally *popping into existence* in
your consciousness. You seem not to have the freedom to choose that
which *did not even occur to you to choose*.

What makes you think the way that name was chosen didn't have to do with 



which celebrity the person liked?

It did. Of course. There was a reason. Even if that reason was 'it just popped 
into my head' or 'I like that person'. In either case - how can you have control 
over a random event or what (and who) you like? If I like a person...can I just 
decide not to like them? Or must I change my reasons for choosing to like 
people? How can I choose to do that? If I decide that my reasons for liking 
certain people are bad? How do I do that? By deciding that my reasons for 
deciding that my reasons for liking certain people are bad? How do I do that...? 
And so on to infinite regress. Does this give me free will?

People can change their reasons for liking people by criticizing those reasons. If 
they criticize their reasons, and come up with better reasons that they don't have 
criticisms of, then they will have new criteria for liking people. They will no longer 
like the people who don't fit those criteria.

Why are you assuming there is no control?

I am not entirely sure what you mean by 'control' here? Could you explain it? 
Do you mean I control my body with my thoughts? But then what controls what 
thoughts I have? Unconscious mind? Then what controls that? Is it me - all the 
way down - or does it just terminate at some point? Is the controller not 
controlled by anything else? Isn't this just another way of phrasing the problem 
of uncaused causes above? You might have to explain the concept of control 
you have in mind some more.

As a matter of introspection when I reflect upon why it is that I want to respond 
to your email I find that this desire arises in me for reasons I cannot account 
for. I just do. Can I decide *not to want* to respond to you?

I could decide not to respond to you. But the desire would still be there. Am I 
free to ignore this desire? Yes I am. But why? Only because I *want to do that*. 
But why would I want to do that? Again a regress and again it seems I am not 
in control of my wants - they are me and are what I do. This is not 
irresponsible. It does not take away my culpability.

Is this the kind of thinking that makes parents think that common preferences 
aren't always possible? Is this the kind of thinking that makes people think that 



conflicts of interest are inevitable?

It *is* irresponsible to not criticize one's desires and work to change them, if they 
are problematic.

It seems that it's this that philosophers are afraid of. That somehow, were we 
all to admit that we are not the author of our wants and desires that there 
would be moral chaos. But as I have said in these exchanges, that seems 
ridiculous to me. A person who wants to kill and torture is a dangerous 
psychopath that needs to be watched carefully and possibly constrained. We 
should be judged based upon our actions in the world and if that includes 
locking away someone who walks into a group of young people on an island 
and starts shooting them then we need to lock this person away...forever 
(especially if he says things like he'd do it again and he doesn't regret it and it 
was the right thing to do and so forth). We need not tell him and ourselves that 
he did this because of his own "free will". Judgement and morality almost all 
work better if we admit that there's no free will. We can just lock people up (or 
kill them) to keep the rest of us safe without talking about "punishment". We 
can even try our best to exorcise from them those anti-rational memes by 
teaching them how to make better choices. At no point do we even need to 
mention free will.

Do you think retribution is important? If people have free will in the sense that 
they are the ultimate cause of all their actions shouldn't we take revenge on 
bad people? Would it be rational for me to want to hurt them in retaliation for 
hurting me?

No, retaliation isn't a rational way of solving problems. That doesn't mean that 
using violence against someone who is using violence is wrong. But the reason is 
not retribution or retaliation.

Personally I controlled my reaction: I chose not to think of any celebrity at all 
because I don't like this sort of exercise (my preferences mattered!).

Right. You did what you wanted to. You chose not to think of a celebrity. Why 
did you do that? Because you don't like this sort of exercise. Why don't you like 
it? Because of some reasons x,y, z. Why do you find those reasons 
compelling? Because of more reasons u, v, w. And why are they compelling? 
Is there a causal chain that stretches back forever...or does it terminate at 
some place? In either case...are you in control of its termination or the fact it 



continues back forever? Are your thoughts ultimately caused by other 
things...over which you have no 'control'?

Those reasons are compelling because they have no criticisms. It terminates 
there, with ideas that (currently) have no criticisms.

I can also do the thing where they say "Don't think of an elephant" and then 
most people think of one. Just because some people are bad at 
controlling/choosing their lives, thoughts and minds doesn't make it 
impossible...

Right. But again. Why would you even want to have this sort of control that you 
talk about? You just do, don't you? You like to be you, don't you? Are you free 
to like those things you like about yourself and dislike and so improve those 
other things you don't? Is not what you want and desire just a part of you that 
you do not choose? Like the number of atoms that make up your genome?

Can you account for why some options and not others came into your
mind?

Because I wanted and like a particular result, so I chose it, and I made it 
happen.

We are talking at cross purposes, aren't we? I agree you chose it. I agree you 
are part of the causal chain and we name the link that you are conscious of 
"the choice". But the only thing special about that link is that you're fully aware 
of it. We both seem to agree that choice is real. But this is not what gives us 
free will. My central question is about the freedom in your *will* and so I return 
to that now. I define that - though you seem to reject the very attempt - as 
being your desires, wants, intentions - likes and preferences. Why did you 
want and like that particular result? Were you free to want and like another 
result? Surely if you were free to want and like another result then you could 
choose to want and like another result. But then you would be a different 
person. Are you free to be a different person? And like I have already repeated 
here- even if you chose to want and like a different result why would you 
choose to do that? Only because a thought or intention to do so arose in your 
mind...again, for reasons you could not account for. It's just like why you 



choose to like to like the ideas in BoI but not in "The structure of scientific 
revolutions". Are you free to like - to want and prefer - the ideas of Kuhn over 
Popper and Deutsch?

We can criticize our desires, wants, intentions. We can learn how to change our 
problematic preferences. We can be "a different person" -- which is really just 
changing our ideas.

So Anders Brevik killed all those young people on that island. He wanted to. 
He chose to. Was he free to want otherwise? Given his mind - I say he was 
not. He was free to choose otherwise - but he went with his wants. And in his 
mind he had good reasons that to the rest of us seem irrational and objectively 
are irrational. Was he free to think that these reasons were not good when he 
just did not have any better ideas?

Lack of knowledge is not the same as lack of freedom. We can only make 
choices using what we know. That doesn't mean we can't be wrong about those 
choices. And it doesn't mean that we shouldn't be trying to improve our 
knowledge.

If we admit he wasn't free, so what? He still needs to be locked up as a 
dangerous person. Probably forever...unless we have some really excellent 
reasons why we think all those terrible anti rational memes have been 
replaced in his mind by something much better. But given our poverty at 
actually being able to rehabilitate people like this, he will probably die in jail 
before we learn enough to effect spectacular psychological advances like that. 
So this does not change justice much or morality. It does change the idea of 
punishment though. Punishment becomes irrational. Rehabilitation does not. 
Problem is that the latter is hard, the former is easy. So we go for gaol ...rather 
than medieval torture.

"Punishment becomes irrational" -- meaning, when we say there is no free will? 
Punishment is irrational whether we think free will exists or not, because it is not a 
truth-seeking process.

Aren't we just *witnesses* to the flow of our thoughts?

Some people are but that is no argument that utter irresponsibility is the only 



lifestyle available.

Again, choice is real. People make choices. They make choices because they 
have preferences. But why do they have those preferences? Because of the 
ideas they have...and I would suggest also because of genetics. So why do 
people generally prefer an environment with a certain amount of oxygen than 
none at all? That's probably a genetic preference. Unless suicidal, they 
probably won't prefer the naked vacuum of space to their own living rooms. 
They have no freedom in this preference. Even if they came somehow to 
download their consciousness into some sort of silicon computer that can 
enjoy the vacuum of space...their preference would still be what it is, not 
because they have chosen that preference, but because that preference had 
chosen them.

So a person witnesses the thoughts they have. This includes the preferences 
they have. They are not responsible for their preferences. They should be held 
accountable for their choices though. This means that "utter irresponsibility" is 
not their lot. They simply are not responsible for what many think they are 
responsible for. Like their preferences.

Are you responsible for where you were born?
Are you responsible for how you were brought up?
Are you responsible for your genome?

If you are - then okay. You have controlled three of the most important causes 
of your preferences later on.

So if you are born in Somalia to parents who are soon killed then some years 
later your overriding preference might very well be for food and clean 
water...and perhaps weapons to protect yourself.

Born in California to wealthy, loving parents who provided you with books to 
your hearts content, your preference might be now to join the BoI list. Or not.

In either case...how much control did you have over being one person or the 
other? How much chance was involved? How responsible are you for the 
desire and preferences you have as a result of being in the Somalia situation 
as opposed to the California one?

It's important that people not be blamed for not having access to even having 



the chance to contemplate certain things. To even have the opportunity to have 
certain preferences in the first place.

If you get cancer - by random chance - because a cosmic ray has struck your 
DNA then your preference might very well be not to have cancer anymore. 
Whether you prefer to have cancer or not, even entertaining the idea is a 
choice that did not originate with you. It was precipitated by some event that 
occurred far away and long ago...an event over which you had no control and 
yet which now impinges upon your mind in such a way that you must now 
make a choice about what to do. That you must make a choice at all is not 
your choice because even to choose to do nothing is itself a choice.

It would seem
that you no more know what you are going to think next than what I am
going to type next.

Where's the freedom in all this?

No one has a *random* life. This point of view is ignoring common sense and 
all the evidence. Even bad/ineffective people routinely take substantial control 
over their lives to make their lives match their preferences, values and 
desires in significant ways.

Yes. We're at cross purposes again. I agree. But how does that have anything 
to do with the fact that you cannot predict what you will next think? If you 
cannot predict what you will next think then in what sense are you in control of 
it? To know what you are going to think next means to think a thing before it's 
been thought - that makes no sense. We simply *do not know* how it is that we 
think. I have no clue whatever about how I get to the end of this sentence or 
why there is an egg in it. Now that the egg is there - I'm free to delete it. But I 
don't because I think the eggs are making an important point. I'm simply not 
free to want to delete them. My desire to have them there or not, is completely 
out of my control and were I to delete them in some experiment to try to 
second guess myself and prove my freedom *that too* would just be another 
example of me slavishly obeying my preference (in this case my preference to 
try to show I am in control of exactly what I want to type).

None of this says that it's random. Who is arguing that life is random? No me. 
Apparently not you either. So we can put that aside. The question now is, if it's 



not random, what is it? The opposite of random? Determined? I think yes. 
Determined by prior causes. Our lives and our thoughts are determined by 
prior causes. We have no control over these prior causes. If we did they would 
be us, on your view. On my view, we aren't even in control of our thoughts. We 
just witness them.

Sam has also pointed out that compatibalists seem to want to say "But
that *is* what free will is. Yes you are determined - but it's YOU
that are making the decision".

He says this is a bait-and-switch. It's like a Hindu Yogi who claims
he can "live on light alone" and then a scientist comes along and says
"He's actually not lying. After all - the food he must be eating
ultimately gained its energy via the sun. So in a sense - he does live
on light." But this is to deliberately misunderstand the problem.

Do compatibalists on the topic of free will who believe in free choice
(I count myself as someone who thinks choice is real and important)
switch the meaning of what it means for the *will* (wants, desires and
intentions) to be free? What could it mean for such things to be free?
Wouldn't it amount to needed to know what you will want before you
want it? What you are going to think...before you think it?

Wants/preferences/etc are ideas. Are you saying we make choices but 
among those choices we don't get to choose stuff about our ideas?

I agree that wants, preferences, etc are ideas. We don't get to choose the 
content of those ideas. Didn't Popper argue that there's no logic of scientific 
discovery? And David also points out that creativity is an unpredictable 
process? So creativity - that arises in the mind - all those guesses arise for 
reasons we cannot have access to. Because were we able to explain how they 
arose then it would be a creativity generator and we would have creative, 
explanatory, intelligent AI.

This is where I mentioned in some previous posts that the concept of *i* begins 
to become important. Now if I am just the subject of my experience then I can 
notice choice in the world. How do I choose? Well clearly choice is made. I 
take tea and not coffee. I do one thing and not another. I don't do all things 



(although copies of me in the multiverse do but those copies are not me in this 
sense). So clearly I make a choice. This is a way of speaking...because what's 
it mean to make a choice? It can't be that there's some force at work in me that 
compels my body to do this rather than that or to have this thought rather than 
that thought. It just happens as part of the causal chain and that place in time 
and space where I find myself and I am aware of what's going on...I call that a 
choice I've made. I had the thought (though I never chose to have the thought) 
and witnessed how that caused other thoughts and actions to occur. At no 
point do I need to postulate free will.

If we don't choose ideas, choice is an illusion. Because choices are always 
made based on our ideas, so if the ideas are totally out of our control how 
could we be said to be making choices or to have any freedom/control?

What's the difference between these 3 things:

1. A person says to you: draw a square on flat paper with 8 sides
2. A person says to you - draw a triangle or a square, it's your choice.
3. A person holds a gun to your head and says "Draw a triangle or a square, 
it's your choice. But if you draw a square, I'll shoot you." It's a real gun, not a 
water pistol and he's just shot someone else to demonstrate it's a real gun 
after they indeed drew a square.

It seems to me that in 1. you don't have the freedom to do that which is asked.

That sounds to me like, we don't have the freedom to do anything forbidden by 
the laws of physics. But we don't need to, because problems can be solved given 
the laws of physics we have, and any problem that can't, isn't interesting. (DD 
talks about this in BoI.)

I'm not sure how being restricted by the laws of physics has anything to do with 
free will.

In 2. there seems to be complete freedom (you could even do something 
entirely different). In 3 - you could still behave as in 2. but if we take the person 
with the gun seriously and if we value our lives then it seems like there's 
almost a logical implication that we will draw a triangle. Somehow, in 3 - our 
freedom has been taken away. But not in the same way as it's lacking in 1.



If we are not being coerced like in 3 (or just dialling down the coercion to 
something less dramatic) then we have freedom. But it's not our will that's free. 
It's just the choice of what to do.

That's the sense in which I think we have freedom. No one is forcing us to do 
something else. But - we do not have freedom of will. In each case 1, 2 or 3 I'll 
have a will - a desire - that is part of my mind and I did not choose it. In 3  all 
my thoughts will likely be about that gun and whether I will die. It will impinge 
upon all my senses in a way that possibly nothing else ever has. And I will 
have no choice about the content that rushes into my head. It will all have 
been caused by that gun and my beliefs about that gun.

I think there is a confusion here about the difference between freedom and free 
will. They are not the same thing. For example, a hostage is not free, but has free 
will. But I'm not sure how to explain that.

Introspection seems to reveal that I (as the conscious *witness* of
the contents of my subjectivity) no more decide what I am going to
think or desire next than what events are going to occur in the night
sky tonight.

Introspection reveals nothing about what is possible...

I don't know what you mean here. My point was about noticing as a matter of 
observing the contents of your own mind that you cannot know what you will 
think, before you have thought it. This is an important experiment in deciding 
between the two theories:
1) I am in control of what I will next think and this proves I have free will

Why would knowing what you will think next prove that you have free will?

2) You cannot know what you will think next. Instead I simply notice thoughts 
arise in your mind and this reveals the absence of free will.

How does this reveal the absence of free will?



I don't think knowing or not knowing what our next thought will be has anything to 
do with free will.

It seems we are not identical to our thoughts - we simply witness them
in consciousness. This goes in part to the heart of other discussions
going on around the moral status of animals. Our consciousness seems
entirely separate to our thinking - our ability to explain. A little
introspection reveals this. Indeed it can only be discovered in our
subjectivity - or not at all.

None of what you're saying looks random. Words fit together into sentences. 
Where do you think it comes from?

I have no clue. It arises in the mind and yet I can't account for it.

If you are just a witness .. well something has to be doing the writing.

The body is doing the typing and it simply types thoughts that arise in the 
mind. I don't see a problem with this.

So, you1 is a passive witness, and you2 is a full blown intelligent person that 
can write which you1 witnesses.

No. I am *not* identical to my thoughts. I've been at pains to say this. People 
*feel* identical to their thoughts but they are wrong about this feeling. The way 
to prove this to yourself is to be consciously without thought - which you 
already conceded was possible when you talked about some computer 
gamers being in the zone. This is true. It's also true of meditators who actively 
seek out this state of 'emptiness' as a method of both relaxation and self-
discovery.

So admitting that there can be consciousness without thought admits that 
these are different things. It also shows - conclusively in my view - that we are 
not our stream of thoughts because that stream of thoughts can be shut off 
and yet we still exist - we are still there.

We are our ideas. Is that the same as "we are our stream of thoughts"? I don't 
think so. Our ideas still exist even if we aren't currently thinking of them.



-Kristen



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psychiatry
Date: August 26, 2012 at 5:26 AM

On Aug 25, 2012, at 1:00 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 22 Aug 2012, at 05:36 AM, Elliot Temple <curi@curi.us> wrote:

On Aug 18, 2012, at 5:33 PM, Lulie Tanett <luliet@gmail.com> wrote:

On 26 May 2012, at 06:39 AM, Elliot Temple <curi@curi.us> wrote:

Molyneux suggests that the general thesis of psychiatry is that mental 
illnesses are due to “chemical imbalances” in the brain that can be 
corrected with psychiatric drugs (00:56).

No. Their actual thesis is that hurting unwanted people who have unwanted 
behavior is "therapy". And they don't understand freedom/autonomy/etc

But they *claim* their thesis is to do with chemical stuff and correcting drugs, 
right?

That's a common claim recently. Go back a few decades and you'll find some 
other claims. Some aspects of psychiatry are superficial.

But they say: 'yes, it started differently/non-scientificially, but it's a field that's 
progressing quickly and now, today, we use scientific methods.'

Why would this imply it's superficial? As opposed to just: they were wrong in the 
past but they've changed now.

The technology stays the same, but the use of it to basically torture 
dissidents/unwanted-people keeps coming out the same every time. Why might 
that be? I think the best explanation is that the thing that doesn't change is what 
psychiatry is about.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Preventing Crimes
Date: August 26, 2012 at 5:28 AM

On Aug 25, 2012, at 12:30 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 25 Aug 2012, at 01:16 AM, Elliot Temple <curi@curi.us> wrote:

On Aug 24, 2012, at 5:06 AM, Lulie Tanett <luliet@gmail.com> wrote:

What is the (classical) liberal view for what should be done with 'psychopaths' 
(ie people with very bad ideas such that they might murder people)?

The conventional view is to incarcerate them before they commit the crime.

This only makes sense on the assumptions that there is a type of person 
more prone to murder, and that we can reliably predict who. Are either of 
these true?

Endangering (other) people -- putting them at serious risk -- is a crime.

So, prosecute anyone where you have a case.

And if you have no case that would hold up in court, then leave them alone.

Even if they were true, imprisonment without trial seems bad. But people 
getting murdered also seems bad. So what's the answer?

How does refusing to skip the trial imply anyone getting murdered?

Because you can't put someone on trial if they haven't committed a crime. (The 
assumption being here that there are indicators of murderousness that aren't 
crimes.)

Things like planning a murder, planning a bank robbery, and operating very 
dangerous machinery, without reasonable safety precautions, near people, are 
crimes. Even if the murder or bank robbery or deadly accident hasn't happened 
yet.



To the extent "dangerousness to others" in psychiatry means things that wouldn't 
hold up in court, it's because there is no danger. if there is a real and knowable 
danger of illegal things being done to others, then it will hold up in court. if you 
have no case it's b/c you have no good knowledge, you're just making 
accusations.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Re: Promises are irrational
Date: August 26, 2012 at 11:49 AM

By rational I mean *willing to change one's mind when you judge that
your idea is mistaken*. And promises are about not being willing to
change your mind.

Are all promises irrational?

Here is a promise that I do not think is irrational:
"In return for a loan that I have received, I promise to pay U.S. $XXXXXX
(this amount is called "Principal"), plus interest, to the order of the
Lender" [Text from a loan agreement in current use]

Suppose this is a loan for a house. Many people who borrowed money for
houses 5 years ago now believe it was a mistake to do so because the houses
they bought are now worth less than the amount of principal on the loan. Is
it irrational for a borrower to say that they will pay back the loan, even
if they change their mind about the house in the future? Regardless of what
they said, is it irrational to actually pay back such a loan? Some people
are keeping their promise; others are not - which are more moral?

There is a whole industry devoted to predicting how likely people are to
keep such promises - the credit reporting agencies. Businesses pay a lot of
money to these agencies for the information that they collect,
and businesses make very large and important financial decisions based on
such predictions. Is this whole industry built on an irrationality?

It seems to me that the trouble in the housing market came about precisely
because people stopped worrying about the worth of promises and the
likelihood of people to keep them. Instead, people assumed that house
prices would always rise, so it didn't matter if a borrower kept his
promise to pay because the lender could always repossess the house and get
his money back. So lenders gave loans to people without a good track record
of keeping financial promises. However, house prices don't always rise. And
now that they've started to fall, many of the people who did not have good



track records of keeping promises aren't keeping their promises about the
house loans either. They are "strategically defaulting." Not
coincidentally, the only people who can get loans for houses now are those
who have demonstrated extensively that they will keep promises (i.e. those
people with high credit scores).

If the whole concept of promises is irrational, what should we do instead?
Make loans on the assumption that the borrower will only pay so long as he
values the collateral more than the principal on the loan?

--Jason

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Promises are irrational
Date: August 26, 2012 at 12:15 PM

On Sun, Aug 26, 2012 at 10:49 AM, Jason <auvenj@gmail.com> wrote:

By rational I mean *willing to change one's mind when you judge that
your idea is mistaken*. And promises are about not being willing to
change your mind.

Are all promises irrational?

Here is a promise that I do not think is irrational:
"In return for a loan that I have received, I promise to pay U.S. $XXXXXX
(this amount is called "Principal"), plus interest, to the order of the
Lender" [Text from a loan agreement in current use]

But there is implicit understanding in that contract (or maybe its
explicit in the law) that says there are situations where you would
break the promise, e.g. your death.

Suppose this is a loan for a house. Many people who borrowed money for
houses 5 years ago now believe it was a mistake to do so because the houses
they bought are now worth less than the amount of principal on the loan. Is
it irrational for a borrower to say that they will pay back the loan, even
if they change their mind about the house in the future? Regardless of what
they said, is it irrational to actually pay back such a loan? Some people
are keeping their promise; others are not - which are more moral?

You've described a situation where it is moral to keep the promise.

There is a whole industry devoted to predicting how likely people are to
keep such promises - the credit reporting agencies. Businesses pay a lot of
money to these agencies for the information that they collect, and
businesses make very large and important financial decisions based on such
predictions. Is this whole industry built on an irrationality?



It seems to me that the trouble in the housing market came about precisely
because people stopped worrying about the worth of promises and the
likelihood of people to keep them. Instead, people assumed that house prices
would always rise, so it didn't matter if a borrower kept his promise to pay
because the lender could always repossess the house and get his money back.
So lenders gave loans to people without a good track record of keeping
financial promises. However, house prices don't always rise. And now that
they've started to fall, many of the people who did not have good track
records of keeping promises aren't keeping their promises about the house
loans either. They are "strategically defaulting." Not coincidentally, the
only people who can get loans for houses now are those who have 
demonstrated
extensively that they will keep promises (i.e. those people with high credit
scores).

Right. Also the mortgage creators didn't care if the promises would be
kept because they were selling those mortgages to other companies,
thus relieving themselves of the risk of those bad loans. And then
those companies packaged up the mortgages into securities and sold
them in small chunks to millions of people worldwide. And those buyers
on the other end were trusting the securities based on reports by 3
securities ratings companies, who were all cooking the books and
giving higher standards than deserved. Now that that whole system fell
apart, I can't imagine anybody trusting the system in this way. What I
mean is that *trust* is irrational too.

If the whole concept of promises is irrational, what should we do instead?
Make loans on the assumption that the borrower will only pay so long as he
values the collateral more than the principal on the loan?

I don't think that *promises* are the same as *promises with legal
repercussions*. The latter is not a promise. In a mortgage situation,
the bank can take the house back, and also sue and try to get as much
of the person's assets to recoup losses. And the borrower agreed to
that.

In the case of a parent promising to child that he'll take them to
McDonalds tomorrow, something could go wrong with that plan. And the
child may get upset if it doesn't happen. So parent should instead not



use the word promise at all. He can say that they plan to go to
McDonalds. And the next day, if a problem with the plan arises, he can
talk about the problem and how it is related to the plan. And then
they can work together to solve the problem, which might include
changing the plan, e.g. go to McDonalds the next day instead.

In the case of a marriage, the promise to stay together till death,
doesn't make sense. Its well known that people fall out of love. This
happens because people often *grow apart*. Growing apart means that
the two people are changing over time, and those changes can be
divergent, causing problems in the relationship. And those problems
could cause either or both of the spouses to stop loving each other.
By 'people changing' I mean their ideas are changing. A person *is*
his ideas. And people change their ideas because they learn new things
throughout their whole lives.

-- Rami

-- 



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 26, 2012 at 4:11 PM

On Aug 26, 2012, at 8:49 AM, Jason wrote:

Are all promises irrational?

Here is a promise that I do not think is irrational:
"In return for a loan that I have received, I promise to pay U.S. $XXXXXX (this 
amount is called "Principal"), plus interest, to the order of the Lender" [Text from 
a loan agreement in current use]

Contract type promises serve important and functional purposes -- they allow 
mutually beneficial transactions and are basically a way of enforcing property 
rights (if i lend u money, u promise to give me my money back later + interest as I 
specify).

That's totally different from e.g. a promise to love someone forever (marriage), 
right?
Or even a promise to be best friends forever, or play chess every Sunday.
These latter sorts of promises are what "promises are irrational" idea is aimed at, 
not capitalist contracts.

If no one engaged in the first type of promise (capitalist contract), you'd miss out 
on lots of mutually beneficial transactions.
If no one engaged in the second type of promise (personal promises), you'd miss 
out on lots of heartache and dashed expectations.

-JM



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 26, 2012 at 5:53 PM

On Aug 26, 2012 3:11 PM, "Justin Mallone" <justinceo@gmail.com> wrote:

On Aug 26, 2012, at 8:49 AM, Jason wrote:

Are all promises irrational?

Here is a promise that I do not think is irrational:
"In return for a loan that I have received, I promise to pay U.S. $XXXXXX (this 
amount is called "Principal"), plus interest, to the order of the Lender" [Text 
from a loan agreement in current use]

Contract type promises serve important and functional purposes -- they allow 
mutually beneficial transactions and are basically a way of enforcing property 
rights (if i lend u money, u promise to give me my money back later + interest as 
I specify).

That's totally different from e.g. a promise to love someone forever (marriage), 
right?
Or even a promise to be best friends forever, or play chess every Sunday.
These latter sorts of promises are what "promises are irrational" idea is aimed 
at, not capitalist contracts.

If no one engaged in the first type of promise (capitalist contract), you'd miss out 
on lots of mutually beneficial transactions.
If no one engaged in the second type of promise (personal promises), you'd 
miss out on lots of heartache and dashed expectations.

So what is the difference between them that makes one of them bad and
the other good?

Is it the mutually beneficial part?



What is a capitalist promise?

If you do X, I'll do Y, agreed? I do.

I want X and I'm willing to give up Y for it. And you want Y and
you're willing to give up X for it. So its a mutual agreement.

X and Y could be money, or goods, or services.

In the case of a marriage promise, tradition decides what X and Y are,
and in practice those don't match up to what people actually want from
each other. I want A and you want B, but since we don't actually talk
about A and B, our expectations don't get met. So we might get some of
what we wanted, but a lot of what we wanted we don't get. And we also
get a lot of stuff we didn't want. So thats where the suffering comes
in. So we are trading suffering. This is why ARR (autonomy-respecting
relationships) explains that people should create relationships using
A and B, not X and Y. We take the wants from A and B that are
consistent, and that is the relationship. And there is also the
component that each of us should be rationally creating new ideas for
wants so that we can find more consistent wants, i.e. common
preferences. So in ARR relationships, promises are not necessary.

In the case of a parent promising child to go to McDonalds tomorrow, X
is happy-meal toy and playground and Y is parent doesn't have to cook
or do dishes and also gets to get his favorite McD's food. If a
problem comes up, like the car broke down, then the plan can change by
postponing the event until tomorrow. So here the promise is not
necessary too.

-- Rami

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 26, 2012 at 9:14 PM

On Sun, Aug 26, 2012 at 4:11 PM, Justin Mallone wrote:

On Aug 26, 2012, at 8:49 AM, Jason wrote:

Are all promises irrational?

Here is a promise that I do not think is irrational:
"In return for a loan that I have received, I promise to pay U.S.

$XXXXXX (this amount is called "Principal"), plus interest, to the order of
the Lender" [Text from a loan agreement in current use]

Contract type promises serve important and functional purposes -- they
allow mutually beneficial transactions and are basically a way of enforcing
property rights (if i lend u money, u promise to give me my money back
later + interest as I specify).

I agree that there are rational promises, but I doubt that one of their
defining characteristics is that they are "a way of enforcing property
rights". For instance, a marriage contract is a way of enforcing property
rights. On the other hand, anemployee's agreement not to work for a
competitor for some period of time could be a rational promise, even though
it is not a way of enforcing property rights.

That's totally different from e.g. a promise to love someone forever
(marriage), right?

Or even a promise to be best friends forever, or play chess every Sunday.
These latter sorts of promises are what "promises are irrational" idea is

aimed at, not capitalist contracts.

If no one engaged in the first type of promise (capitalist contract),
you'd miss out on lots of mutually beneficial transactions.

If no one engaged in the second type of promise (personal promises),
you'd miss out on lots of heartache and dashed expectations.



-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Re: Promises are irrational
Date: August 26, 2012 at 9:18 PM

On Sunday, August 26, 2012 12:15:31 PM UTC-4, Rami Rustom wrote:
I don't think that *promises* are the same as *promises with legal
repercussions*. The latter is not a promise.

That may be a useful distinction, but they are both promises, according to
http://www.merriam-webster.com/dictionary/promise:
Definition of PROMISE
1. a : a declaration that one will do or refrain from doing something
specified
    b : a legally binding declaration that gives the person to whom it is
made a right to expect or to claim the performance or forbearance of a
specified act

-- 

http://www.merriam-webster.com/dictionary/promise


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 27, 2012 at 3:43 PM

On Sunday, August 26, 2012 1:11:33 PM UTC-7, JustinM wrote:

On Aug 26, 2012, at 8:49 AM, Jason wrote:

Are all promises irrational?

Here is a promise that I do not think is irrational:
"In return for a loan that I have received, I promise to pay U.S.

$XXXXXX (this amount is called "Principal"), plus interest, to the order of
the Lender" [Text from a loan agreement in current use]

Contract type promises serve important and functional purposes -- they
allow mutually beneficial transactions and are basically a way of enforcing
property rights (if i lend u money, u promise to give me my money back
later + interest as I specify).

That's totally different from e.g. a promise to love someone forever
(marriage), right?

Or even a promise to be best friends forever, or play chess every Sunday.

They are not "totally different". They are both promises - statements that
you will do something in the future that you may or may not actually choose
to or be able to do. However, I agree and there seems to be substantial
consensus that they *are* different in some important ways.

These latter sorts of promises are what "promises are irrational" idea is
aimed at, not capitalist contracts.



I suspected that, but I think that the distinction needs to be both
specific and explicit, and the phrase "promises are irrational" obscures
the distinction to the point of non-utility in explaining its truth or
falsehood. Perhaps the word "promises" needs a clearly defined limiting
modifier, or perhaps a completely different word is more appropriate.

If no one engaged in the first type of promise (capitalist contract), you'd
miss out on lots of mutually beneficial transactions.
If no one engaged in the second type of promise (personal promises), you'd
miss out on lots of heartache and dashed expectations.

While I agree with much of what I think is the inexplicit content here, the
explicit content is almost laughably biased. Do you really mean to imply
that capitalist contracts never result in heartache and dashed
expectations, or that personal promises never result in mutually beneficial
transactions? This doesn't strike me as a reasonable statement nor a useful
criteria for distinction.

So, is the distinction between a "capitalist contract," which you judge to
be rational, and a "personal promise," which you judge to be irrational,
solely whether money or tangible goods/services are involved? Are you
saying that all promises which don't involve money or tangible
goods/services are irrational?

--Jason

-- 



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 27, 2012 at 4:40 PM

On Aug 26, 2012, at 6:14 PM, Josh Jordan wrote:

On Sun, Aug 26, 2012 at 4:11 PM, Justin Mallone wrote:

Contract type promises serve important and functional purposes -- they allow 
mutually beneficial transactions and are basically a way of enforcing property 
rights (if i lend u money, u promise to give me my money back later + interest 
as I specify).

I agree that there are rational promises, but I doubt that one of their defining 
characteristics is that they are "a way of enforcing property rights". For instance, 
a marriage contract is a way of enforcing property rights.

No they're not.
PRE-NUPS are the marriage-context thing that enforces property rights. Marriage 
*hurts* property rights. That's why people have pre-nups!
Why do you think marriage is a way of enforcing property rights? Can you 
explain?
Are you referring to old-timey marriage, where the woman was like the property?

On the other hand, anemployee's agreement not to work for a competitor for 
some period of time could be a rational promise, even though it is not a way of 
enforcing property rights.

Ya ok property rights definition maybe somewhat narrow. I was thinking 
specifically of the lending context i was replying to when i wrote that.
"Facilitate mutually beneficial business transactions" or something might be 
better.



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 27, 2012 at 5:13 PM

On Aug 27, 2012, at 12:43 PM, Jason wrote:

On Sunday, August 26, 2012 1:11:33 PM UTC-7, JustinM wrote:

Contract type promises serve important and functional purposes -- they allow 
mutually beneficial transactions and are basically a way of enforcing property 
rights (if i lend u money, u promise to give me my money back later + interest 
as I specify).

That's totally different from e.g. a promise to love someone forever (marriage), 
right?
Or even a promise to be best friends forever, or play chess every Sunday.

They are not "totally different". They are both promises - statements that you will 
do something in the future that you may or may not actually choose to or be 
able to do. However, I agree and there seems to be substantial consensus that 
they *are* different in some important ways.

One difference is that people build the possibility of the other party not fulfilling 
the capitalist contract into their end of the bargain into their expectations 
regarding the contract. Like, often there will be breach clauses IN the contract 
itself, and of course all contracts operate against the common law background 
which has various default policies regarding giving the parties the benefit of their 
bargain and such.

But if you breach a contract, it's no big deal -- you just pay your damages and 
you're done. And often its efficient for you to breach, because a better use of your 
time/resources comes along. And as long as you pay the damages, you're good.

This is very different than with personal promises, where you're supposed to do 
whatever you promised to do and people will get mad if you don't.

These latter sorts of promises are what "promises are irrational" idea is aimed 



at, not capitalist contracts.

I suspected that, but I think that the distinction needs to be both specific and 
explicit, and the phrase "promises are irrational" obscures the distinction to the 
point of non-utility in explaining its truth or falsehood. Perhaps the word 
"promises" needs a clearly defined limiting modifier, or perhaps a completely 
different word is more appropriate.

If no one engaged in the first type of promise (capitalist contract), you'd miss 
out on lots of mutually beneficial transactions.
If no one engaged in the second type of promise (personal promises), you'd 
miss out on lots of heartache and dashed expectations.

While I agree with much of what I think is the inexplicit content here, the explicit 
content is almost laughably biased. Do you really mean to imply that capitalist 
contracts never result in heartache and dashed expectations, or that personal 
promises never result in mutually beneficial transactions? This doesn't strike me 
as a reasonable statement nor a useful criteria for distinction.

One reason it may strike you as not reasonable is because I didn't say it.

So I said:
"If no one did X, you'd miss out on lots of A."
"If no one did Y, you'd miss out on lots of B."

And somehow you got:
"So you're saying that when people do X, they *never* get B?"
And you're saying that when people do Y, they *never* get A?"

Do you see how what you said doesn't follow from what I said?

I didn't say that no one, ever, had dashed expectations in a capitalist promise 
context, or that no one, ever, had a personal promise wind up being mutually 
beneficial.

I said that, in the main, forgoing capitalist "promises" would involve missing lots of 
good stuff, and forgoing personal promises would involve avoiding lots of bad 
stuff.

So, is the distinction between a "capitalist contract," which you judge to be 



rational, and a "personal promise," which you judge to be irrational, solely 
whether money or tangible goods/services are involved?
Are you saying that all promises which don't involve money or tangible 
goods/services are irrational?

There are different expectations, cultural conventions, and traditions around the 
two sorts of promises.
Money can indicate which sort of promise a given interaction falls into, but to 
understand what's going on (and the difference between the two kinds of 
promises and why they are rational/irrational) you have to look past just the mere 
fact that there is money or goods/services involved.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 27, 2012 at 10:47 PM

On Mon, Aug 27, 2012 at 4:13 PM, Justin Mallone <justinceo@gmail.com> wrote:

On Aug 27, 2012, at 12:43 PM, Jason wrote:

On Sunday, August 26, 2012 1:11:33 PM UTC-7, JustinM wrote:

Contract type promises serve important and functional purposes -- they allow 
mutually beneficial transactions and are basically a way of enforcing property 
rights (if i lend u money, u promise to give me my money back later + interest 
as I specify).

That's totally different from e.g. a promise to love someone forever 
(marriage), right?
Or even a promise to be best friends forever, or play chess every Sunday.

They are not "totally different". They are both promises - statements that you 
will do something in the future that you may or may not actually choose to or 
be able to do. However, I agree and there seems to be substantial consensus 
that they *are* different in some important ways.

One difference is that people build the possibility of the other party not fulfilling 
the capitalist contract into their end of the bargain into their expectations 
regarding the contract. Like, often there will be breach clauses IN the contract 
itself,

Thats analogous to a prenuptial agreement. So if that is good for
capitalist agreements, then maybe its good for romantic/family type
agreements. If not, why not?

So lets say the agreement is that whatever each person buys during the
marriage, they get to keep if they divorce. And both people work. So
that solves the property problem.



As for custody, lets say they both take care of the children. And both
of them are TCSers. The contract would say that the children decide
who they go with and what the visitation rights would be, given that
the parents agreed to those preferences.

So the question is, is that promise (with legal standing in the form
of a marriage contract with prenup clauses) necessary? Well if they
are TCSers, then they would be rational people. And rational people
always reach agreement.

But, why would I trust that the other person is rational enough for
this? Wouldn't the marriage and prenup be safer than not doing it?
What if the other parent decided that he wanted to go through the
courts to take custody regardless of the child's preferences? The
prenup would prevent this (before we had kids). What do you think?

and of course all contracts operate against the common law background which 
has various default policies regarding giving the parties the benefit of their 
bargain and such.

But if you breach a contract, it's no big deal -- you just pay your damages and 
you're done. And often its efficient for you to breach, because a better use of 
your time/resources comes along. And as long as you pay the damages, you're 
good.

This is very different than with personal promises, where you're supposed to do 
whatever you promised to do and people will get mad if you don't.

Well with a prenup, both (rational) people go in knowing that it might
end and wouldn't feel bad when it does.

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 27, 2012 at 11:42 PM

On Mon, Aug 27, 2012 at 4:40 PM, Justin Mallone wrote:

On Aug 26, 2012, at 6:14 PM, Josh Jordan wrote:

On Sun, Aug 26, 2012 at 4:11 PM, Justin Mallone wrote:

Contract type promises serve important and functional purposes -- they
allow mutually beneficial transactions and are basically a way of

enforcing
property rights (if i lend u money, u promise to give me my money back
later + interest as I specify).

I agree that there are rational promises, but I doubt that one of their
defining characteristics is that they are "a way of enforcing property
rights". For instance, a marriage contract is a way of enforcing property
rights.

No they're not.  PRE-NUPS are the marriage-context thing that enforces
property rights. Marriage *hurts* property rights. That's why people have
pre-nups!  Why do you think marriage is a way of enforcing property

rights?
Can you explain?

In jurisdictions with http://en.wikipedia.org/wiki/Community_property laws,
if
a marriage ends in divorce, most property acquired during the marriage is
distributed equally among the partners, unless they agreed to a different
distribution. This is parallel to what happens when a
http://en.wikipedia.org/wiki/General_partnership closes: any assets the
partnership has acquired are divided equally among the partners, unless they
agreed to a different distribution.

Are you referring to old-timey marriage, where the woman was like the
property?

http://en.wikipedia.org/wiki/Community_property
http://en.wikipedia.org/wiki/General_partnership


On the other hand, anemployee's agreement not to work for a competitor
for

some period of time could be a rational promise, even though it is not a
way

of enforcing property rights.

Ya ok property rights definition maybe somewhat narrow. I was thinking
specifically of the lending context i was replying to when i wrote that.
"Facilitate mutually beneficial business transactions" or something might

be
better.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Promises are irrational
Date: August 27, 2012 at 11:42 PM

On Aug 26, 2012, at 6:18 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Sunday, August 26, 2012 12:15:31 PM UTC-4, Rami Rustom wrote:
I don't think that *promises* are the same as *promises with legal
repercussions*. The latter is not a promise.

That may be a useful distinction, but they are both promises, according to
http://www.merriam-webster.com/dictionary/promise:
Definition of PROMISE
1. a : a declaration that one will do or refrain from doing something
specified
   b : a legally binding declaration that gives the person to whom it is
made a right to expect or to claim the performance or forbearance of a
specified act

It doesn't matter what the dictionary says when the context is that people 
criticized a particular thing, which they called a "promise" (and which is a 
promise), and did not say "and everything else *called* a promise is bad too".

Focus on what the criticisms of promises people here are making, and figure out 
what it does and doesn't apply to or ask, but you can't figure out what our 
arguments are by checking the dictionary to look up other meanings of the words 
we use. (Many, many, many words have multiple meanings. Happens all the 
time.)

-- Elliot Temple
http://curi.us/

http://www.merriam-webster.com/dictionary/promise
http://curi.us/


From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 28, 2012 at 12:32 AM

On Aug 27, 2012, at 8:42 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Mon, Aug 27, 2012 at 4:40 PM, Justin Mallone wrote:

On Aug 26, 2012, at 6:14 PM, Josh Jordan wrote:

On Sun, Aug 26, 2012 at 4:11 PM, Justin Mallone wrote:

Contract type promises serve important and functional purposes -- they
allow mutually beneficial transactions and are basically a way of enforcing
property rights (if i lend u money, u promise to give me my money back
later + interest as I specify).

I agree that there are rational promises, but I doubt that one of their
defining characteristics is that they are "a way of enforcing property
rights". For instance, a marriage contract is a way of enforcing property
rights.

No they're not.  PRE-NUPS are the marriage-context thing that enforces
property rights. Marriage *hurts* property rights. That's why people have
pre-nups!  Why do you think marriage is a way of enforcing property rights?
Can you explain?

In jurisdictions with http://en.wikipedia.org/wiki/Community_property laws, if
a marriage ends in divorce, most property acquired during the marriage is
distributed equally among the partners, unless they agreed to a different
distribution. This is parallel to what happens when a
http://en.wikipedia.org/wiki/General_partnership closes: any assets the
partnership has acquired are divided equally among the partners, unless they
agreed to a different distribution.

How's community property better than just maintaining separate assets in the first 
place?

http://en.wikipedia.org/wiki/Community_property
http://en.wikipedia.org/wiki/General_partnership


Why should the default be property is equally distributed, if say only 1 spouse had 
income? How's that pro-property rights?

If a person provides services to another person (like domestic services), why 
shouldn't they just charge for the fair value? Why do you instead get a 50% stake 
in all the property acquired during the marriage, regardless of what you 
contributed? Seems a bit ridiculous.

Note that the alternative (majority of states) approach, equitable distribution, isn't 
really better in terms of respecting property rights.

As to partnerships, they are carried on for the purpose of being profit-making 
ventures. That's a requirement to be a partnership -- to involve a profit-seeking 
venture. Marriages are made for the purpose of uhm eternal love and devotion or 
something.

Even if pursuing that sort of thing was a good idea in principle, given the very 
high failure rate, not having entirely separate assets seems rather silly. Why not 
just pursue eternal love and devotion and keep your assets separate in case you 
realize you have made a mistake, and avoid nasty legal fights?

Note this point: the attitude most people have towards not having separate assets 
is anti-Popperian, even if they're right about romance being good in principle!

Also note that in a partnership, if someone is contributing an amount of property 
of different value relative to what the other partners in a partnership are agreeing 
to, or is contributing something besides property (such as their personal 
services), then great care will be taken to specify in the partnership agreement  
precisely what that person's profit shares should be. A default of "equal 
distribution" makes sense in this context because, if people are doing anything 
*besides* equal contributions of capital to a partnership, the partners will take 
care to guard their financial interests and not give anybody else a free lunch.

This is not the attitude people take towards marriage contracts. Pre-nups are still 
seen as kinda bad and going against the spirit of the thing. This means that 
rational thinking (in this case, planning for a known and quite likely contingency in 
such a way as to reduce the harm it might cause) is seen as against the spirit of 
marriage.



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 28, 2012 at 12:34 AM

On Aug 27, 2012, at 8:42 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Mon, Aug 27, 2012 at 4:40 PM, Justin Mallone wrote:

On Aug 26, 2012, at 6:14 PM, Josh Jordan wrote:

On Sun, Aug 26, 2012 at 4:11 PM, Justin Mallone wrote:

Contract type promises serve important and functional purposes -- they
allow mutually beneficial transactions and are basically a way of enforcing
property rights (if i lend u money, u promise to give me my money back
later + interest as I specify).

I agree that there are rational promises, but I doubt that one of their
defining characteristics is that they are "a way of enforcing property
rights". For instance, a marriage contract is a way of enforcing property
rights.

No they're not.  PRE-NUPS are the marriage-context thing that enforces
property rights. Marriage *hurts* property rights. That's why people have
pre-nups!  Why do you think marriage is a way of enforcing property rights?
Can you explain?

In jurisdictions with http://en.wikipedia.org/wiki/Community_property laws, if
a marriage ends in divorce, most property acquired during the marriage is
distributed equally among the partners, unless they agreed to a different
distribution. This is parallel to what happens when a
http://en.wikipedia.org/wiki/General_partnership closes: any assets the
partnership has acquired are divided equally among the partners, unless they
agreed to a different distribution.

How's community property better than just maintaining separate assets in the first 
place?

http://en.wikipedia.org/wiki/Community_property
http://en.wikipedia.org/wiki/General_partnership


Why should the default be property is equally distributed, if say only 1 spouse had 
income? How's that pro-property rights?

If a person provides services to another person (like domestic services), why 
shouldn't they just charge for the fair value? Why do you instead get a 50% stake 
in all the property acquired during the marriage, regardless of what you 
contributed? Seems a bit ridiculous.

Note that the alternative (majority of states) approach, equitable distribution, isn't 
really better in terms of respecting property rights.

As to partnerships, they are carried on for the purpose of being profit-making 
ventures. That's a requirement to be a partnership -- to involve a profit-seeking 
venture. Marriages are made for the purpose of uhm eternal love and devotion or 
something.

Even if pursuing that sort of thing was a good idea in principle, given the very 
high failure rate, not having entirely separate assets seems rather silly. Why not 
just pursue eternal love and devotion and keep your assets separate in case you 
realize you have made a mistake, and avoid nasty legal fights?

Note this point: the attitude most people have towards not having separate assets 
is anti-Popperian, even if they're right about romance being good in principle!

Also note that in a partnership, if someone is contributing an amount of property 
of different value relative to what the other partners in a partnership are agreeing 
to, or is contributing something besides property (such as their personal 
services), then great care will be taken to specify in the partnership agreement  
precisely what that person's profit shares should be. A default of "equal 
distribution" makes sense in this context because, if people are doing anything 
*besides* equal contributions of capital to a partnership, the partners will take 
care to guard their financial interests and not give anybody else a free lunch.

This is not the attitude people take towards marriage contracts. Pre-nups are still 
seen as kinda bad and going against the spirit of the thing. This means that 
rational thinking (in this case, planning for a known and quite likely contingency in 
such a way as to reduce the harm it might cause) is seen as against the spirit of 
marriage.



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 28, 2012 at 1:21 AM

On Tue, Aug 28, 2012 at 12:32 AM, Justin Mallone wrote:

On Aug 27, 2012, at 8:42 PM, Josh Jordan wrote:

On Mon, Aug 27, 2012 at 4:40 PM, Justin Mallone wrote:

On Aug 26, 2012, at 6:14 PM, Josh Jordan wrote:

On Sun, Aug 26, 2012 at 4:11 PM, Justin Mallone wrote:

Contract type promises serve important and functional purposes --
they

allow mutually beneficial transactions and are basically a way of
enforcing

property rights (if i lend u money, u promise to give me my money
back

later + interest as I specify).

I agree that there are rational promises, but I doubt that one of
their

defining characteristics is that they are "a way of enforcing property
rights". For instance, a marriage contract is a way of enforcing

property
rights.

No they're not.  PRE-NUPS are the marriage-context thing that enforces
property rights. Marriage *hurts* property rights. That's why people

have
pre-nups!  Why do you think marriage is a way of enforcing property

rights?
Can you explain?

In jurisdictions with http://en.wikipedia.org/wiki/Community_property
laws, if

http://en.wikipedia.org/wiki/Community_property


a marriage ends in divorce, most property acquired during the marriage is
distributed equally among the partners, unless they agreed to a different
distribution. This is parallel to what happens when a
http://en.wikipedia.org/wiki/General_partnership closes: any assets the
partnership has acquired are divided equally among the partners, unless

they
agreed to a different distribution.

How's community property better than just maintaining separate assets in
the

first place? Why should the default be property is equally distributed,
if say

only 1 spouse had income? How's that pro-property rights?

I didn't say it was "pro"-property rights, I said (using your phrase) that
it
was "a way of enforcing" property rights. In a divorce where a community
property laws apply, each spouse has a legal right to half of the property
acquired during the marriage, and the marriage "contract" is, among other
things, a way of enforcing those rights.

If a person provides services to another person (like domestic services),
why

shouldn't they just charge for the fair value? Why do you instead get a
50%

stake in all the property acquired during the marriage, regardless of
what you

contributed? Seems a bit ridiculous.

Note that the alternative (majority of states) approach, equitable
distribution, isn't really better in terms of respecting property rights.

As to partnerships, they are carried on for the purpose of being
profit-making ventures. That's a requirement to be a partnership -- to

involve
a profit-seeking venture. Marriages are made for the purpose of uhm

eternal

http://en.wikipedia.org/wiki/General_partnership


love and devotion or something.

Even if pursuing that sort of thing was a good idea in principle, given
the

very high failure rate, not having entirely separate assets seems rather
silly.

Why not just pursue eternal love and devotion and keep your assets
separate in

case you realize you have made a mistake, and avoid nasty legal fights?

Note this point: the attitude most people have towards not having separate
assets is anti-Popperian, even if they're right about romance being good

in
principle!

Also note that in a partnership, if someone is contributing an amount of
property of different value relative to what the other partners in a
partnership are agreeing to, or is contributing something besides property
(such as their personal services), then great care will be taken to

specify in
the partnership agreement  precisely what that person's profit shares

should
be. A default of "equal distribution" makes sense in this context

because, if
people are doing anything *besides* equal contributions of capital to a
partnership, the partners will take care to guard their financial

interests and
not give anybody else a free lunch.

This is not the attitude people take towards marriage contracts. Pre-nups
are

still seen as kinda bad and going against the spirit of the thing. This
means

that rational thinking (in this case, planning for a known and quite
likely

contingency in such a way as to reduce the harm it might cause) is seen as
against the spirit of marriage.



-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Which promises are irrational?
Date: August 28, 2012 at 2:35 AM

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

The first paragraph reads, "Suppose I make a promise to do X, and then
it comes time to keep it.  Now, according to my best judgment doing X is
either morally right or wrong. If I judge X to be right, I would do it
anyway, so my promise is superfluous."

But not all promises are not superfluous.  For example, suppose I have
promised to help a friend move.  The very fact that my friend is relying
on me to be there on moving day affects whether I judge that showing up
to help is morally right or wrong. In this case, I expect I would in
fact show up, even if I decided later on that my time would be better
spent something else that day.  On the other hand, if I hadn't agreed in
the first place to help them, then there wouldn't be a moral problem
with me, say, spending moving day at the beach if I thought it best.

"If I consider X wrong, then I have promised to do wrong and to violate
my own judgment. Therefore, promises are either redundant with, or
contradictory to, my judgment of morality."

I agree that one's ideas about morality may evolve in a such a way as to
make it immoral to keep a particular promise, in which case the promise
should not be kept, but in my opinion, people's ideas about morality
rarely change quickly enough for this to be a problem in practice. It
mainly seems like a potential problem with promises that last for
a lifetime. I note that the article's only example of an irrational
promise is a promise of this type.

-- 

http://fallibleideas.com/promises


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 3:58 AM

On 28 Aug 2012, at 07:35, Josh Jordan <therealjoshjordan@gmail.com> wrote:

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

The first paragraph reads, "Suppose I make a promise to do X, and then
it comes time to keep it.  Now, according to my best judgment doing X is
either morally right or wrong. If I judge X to be right, I would do it
anyway, so my promise is superfluous."

But not all promises are not superfluous.  For example, suppose I have
promised to help a friend move.  The very fact that my friend is relying
on me to be there on moving day affects whether I judge that showing up
to help is morally right or wrong. In this case, I expect I would in
fact show up, even if I decided later on that my time would be better
spent something else that day.  On the other hand, if I hadn't agreed in
the first place to help them, then there wouldn't be a moral problem
with me, say, spending moving day at the beach if I thought it best.

"If I consider X wrong, then I have promised to do wrong and to violate
my own judgment. Therefore, promises are either redundant with, or
contradictory to, my judgment of morality."

I agree that one's ideas about morality may evolve in a such a way as to
make it immoral to keep a particular promise, in which case the promise
should not be kept, but in my opinion, people's ideas about morality
rarely change quickly enough for this to be a problem in practice. It
mainly seems like a potential problem with promises that last for
a lifetime. I note that the article's only example of an irrational
promise is a promise of this type.

I think the problematic agreements are ones in which

1 One or both parties expect that the agreement will be fulfilled

and

http://fallibleideas.com/promises


(2 the agreement lacks terms that would allow for the resolution of disagreements 
about whether the terms have been fulfilled, or should be fulfilled,

or

3 the agreement has terms that make any rational resolution of disagreements 
impossible, such as common property in marriage).

Alan

-- 



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 28, 2012 at 6:09 AM

On Aug 27, 2012, at 10:21 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Tue, Aug 28, 2012 at 12:32 AM, Justin Mallone wrote:

On Aug 27, 2012, at 8:42 PM, Josh Jordan wrote:

On Mon, Aug 27, 2012 at 4:40 PM, Justin Mallone wrote:

On Aug 26, 2012, at 6:14 PM, Josh Jordan wrote:

On Sun, Aug 26, 2012 at 4:11 PM, Justin Mallone wrote:

Contract type promises serve important and functional purposes -- they
allow mutually beneficial transactions and are basically a way of 
enforcing
property rights (if i lend u money, u promise to give me my money back
later + interest as I specify).

I agree that there are rational promises, but I doubt that one of their
defining characteristics is that they are "a way of enforcing property
rights". For instance, a marriage contract is a way of enforcing property
rights.

No they're not.  PRE-NUPS are the marriage-context thing that enforces
property rights. Marriage *hurts* property rights. That's why people have
pre-nups!  Why do you think marriage is a way of enforcing property rights?
Can you explain?

In jurisdictions with http://en.wikipedia.org/wiki/Community_property laws, if
a marriage ends in divorce, most property acquired during the marriage is
distributed equally among the partners, unless they agreed to a different
distribution. This is parallel to what happens when a
http://en.wikipedia.org/wiki/General_partnership closes: any assets the
partnership has acquired are divided equally among the partners, unless they
agreed to a different distribution.

http://en.wikipedia.org/wiki/Community_property
http://en.wikipedia.org/wiki/General_partnership


How's community property better than just maintaining separate assets in the
first place? Why should the default be property is equally distributed, if say
only 1 spouse had income? How's that pro-property rights?

I didn't say it was "pro"-property rights, I said (using your phrase) that it
was "a way of enforcing" property rights. In a divorce where a community
property laws apply, each spouse has a legal right to half of the property
acquired during the marriage, and the marriage "contract" is, among other
things, a way of enforcing those rights.

Saying that marriage contracts are a way of enforcing property rights makes it 
sound like *entering into* marriage contracts is done *in order to* enforce 
property rights. That's not the case.

Marriage contract "property rights" were *created by* the marriage contract itself. 
And the "rights" themselves are incidental to the marriage contract -- their 
preservation was not its purpose.
So it's true that marriage creates "rights" which are then used to assign property 
in divorce. But that's not the same thing as a business contract at all.

If I lend you money, I do it for a business purpose. I get a return (interest) on the 
money I lend you. The contract effectively protects the property rights to the 
money -- the rights that existed prior to the business contract. It lets me specify 
the terms and conditions (the interest) on which I let you use my property. And if 
we did not have a contract, you could perhaps claim the money was a gift.

-JM



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 8:45 AM

On Aug 27, 2012, at 11:35 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

In personal relationships. Not contracts which are rather different.

In business contracts, people are well aware that either party may not meet their 
contractual obligations and they set up mechanisms for doing that. In such an 
event, there are (ideally and rationally) no hard feelings and the people who didn't 
break the contract are not (much) worse off than if it hadn't happened at all (and if 
they are, it's their own fault and they, ideally and rationally, will take responsibility 
for that. though legally it depends, so they might sue which is fine.)

In personal promises, people pretend the promises are super secure, binding and 
safe; do not make adequate backup plans; and then get really mad and feel 
betrayed when, inevitable, some promises are not kept.

The first paragraph reads, "Suppose I make a promise to do X, and then
it comes time to keep it.  Now, according to my best judgment doing X is
either morally right or wrong. If I judge X to be right, I would do it
anyway, so my promise is superfluous."

But not all promises are not superfluous.  For example, suppose I have
promised to help a friend move.  The very fact that my friend is relying
on me to be there on moving day affects whether I judge that showing up
to help is morally right or wrong.

Be careful. The fact that your friend is relying on you, and the promise, are not 
the same thing.

In this case, I expect I would in
fact show up, even if I decided later on that my time would be better
spent something else that day.
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You're accepting that something bad has to happen as the result, someone will 
lose in some way. Making a promise helped cause that but win/win solutions are 
still possible, as always.

 On the other hand, if I hadn't agreed in
the first place to help them, then there wouldn't be a moral problem
with me, say, spending moving day at the beach if I thought it best.

"If I consider X wrong, then I have promised to do wrong and to violate
my own judgment. Therefore, promises are either redundant with, or
contradictory to, my judgment of morality."

I agree that one's ideas about morality may evolve in a such a way as to
make it immoral to keep a particular promise, in which case the promise
should not be kept, but in my opinion, people's ideas about morality
rarely change quickly enough for this to be a problem in practice. It
mainly seems like a potential problem with promises that last for
a lifetime. I note that the article's only example of an irrational
promise is a promise of this type.

If you know the future is unpredictable, then don't make guarantees about what 
you will do in it. Don't make promises. They are infallibilist. This applies even 
when only dealing with the short term future.

It isn't true that promises are rarely problematic in practice. They cause no end of 
trouble all the time. Everyone knows this. You know it. You have in your memory, 
available right now, many real life examples of promises gone wrong, as well as 
realistic fictional examples.

-- Elliot Temple
http://fallibleideas.com/
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From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 10:53 AM

On Aug 28, 2012 1:35 AM, "Josh Jordan" <therealjoshjordan@gmail.com> wrote:

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

The first paragraph reads, "Suppose I make a promise to do X, and then
it comes time to keep it.  Now, according to my best judgment doing X is
either morally right or wrong. If I judge X to be right, I would do it
anyway, so my promise is superfluous."

But not all promises are not superfluous.  For example, suppose I have
promised to help a friend move.

You shouldn't promise him. You could say, "I plan to help you move on
that day." And if the friends says, "Do you promise?" And you say,
"Well something could go wrong, like I could be called in to work, its
happens sometimes, but not often, and if I don't go in then I get
fired and I can't lose my job, I gotta pay the bills." I expect that
your friend would say, "Oh ya in that case, you should go to work."

The very fact that my friend is relying
on me to be there on moving day affects whether I judge that showing up
to help is morally right or wrong.

Thats his fault for relying on only you. He knows that you could not
show up because of problems that could come up.

In this case, I expect I would in
fact show up, even if I decided later on that my time would be better
spent something else that day.  On the other hand, if I hadn't agreed in
the first place to help them, then there wouldn't be a moral problem
with me, say, spending moving day at the beach if I thought it best.

In my hypothetical, you agreed to help your friend by making it a
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plan. So spending the day at the beach would be immoral.

"If I consider X wrong, then I have promised to do wrong and to violate
my own judgment. Therefore, promises are either redundant with, or
contradictory to, my judgment of morality."

I agree that one's ideas about morality may evolve in a such a way as to
make it immoral to keep a particular promise, in which case the promise
should not be kept, but in my opinion, people's ideas about morality
rarely change quickly enough for this to be a problem in practice.

But that explanation forgets that small things can go wrong, not just
big moral ideas, e.g. you got called into work.

It
mainly seems like a potential problem with promises that last for
a lifetime. I note that the article's only example of an irrational
promise is a promise of this type.

No I gave examples of non-lifetime promises too, like going to
McDonalds tomorrow.

-- Rami

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 3:08 PM

On Tuesday, August 28, 2012 10:53:46 AM UTC-4, Rami Rustom wrote:

It mainly seems like a potential problem with promises that last for
a lifetime. I note that the article's only example of an irrational
promise is a promise of this type.

No I gave examples of non-lifetime promises too, like going to
McDonalds tomorrow.

What part of "the article's only example" don't you understand?

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 3:13 PM

On Tue, Aug 28, 2012 at 2:08 PM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Tuesday, August 28, 2012 10:53:46 AM UTC-4, Rami Rustom wrote:

It mainly seems like a potential problem with promises that last for
a lifetime. I note that the article's only example of an irrational
promise is a promise of this type.

No I gave examples of non-lifetime promises too, like going to
McDonalds tomorrow.

What part of "the article's only example" don't you understand?

Ah the article you were referring to was Elliot's article on promises.
I thought you were talking about my post.

Did you agree with the rest of my reply?

-- Rami

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 3:42 PM

On Tuesday, August 28, 2012 10:53:46 AM UTC-4, Rami Rustom wrote:

On Aug 28, 2012 1:35 AM, "Josh Jordan" <therealj...@gmail.com<javascript:>>
wrote:

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

The first paragraph reads, "Suppose I make a promise to do X, and then
it comes time to keep it.  Now, according to my best judgment doing X is
either morally right or wrong. If I judge X to be right, I would do it
anyway, so my promise is superfluous."

But not all promises are not superfluous.  For example, suppose I have
promised to help a friend move.

You shouldn't promise him. You could say, "I plan to help you move on
that day." And if the friends says, "Do you promise?" And you say,
"Well something could go wrong, like I could be called in to work, its
happens sometimes, but not often, and if I don't go in then I get
fired and I can't lose my job, I gotta pay the bills." I expect that
your friend would say, "Oh ya in that case, you should go to work."

Yes, your job could interfere, or you could get sick, or a close family
member might die and the funeral could be scheduled for moving day, or any
number of things. But I don't see why that means you shouldn't promise, or
at least give strong assurance that you can help. In practice, people know
that when you promise to help someone move, if one of those things happens,
you probably won't actually help them move, and there won't be any hard
feelings.

The very fact that my friend is relying
on me to be there on moving day affects whether I judge that showing up
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to help is morally right or wrong.

Thats his fault for relying on only you. He knows that you could not
show up because of problems that could come up.

In this case, I expect I would in
fact show up, even if I decided later on that my time would be better
spent something else that day.  On the other hand, if I hadn't agreed in
the first place to help them, then there wouldn't be a moral problem
with me, say, spending moving day at the beach if I thought it best.

In my hypothetical, you agreed to help your friend by making it a
plan. So spending the day at the beach would be immoral.

I don't understand this. Did you mean to write "would NOT be immoral"?
Otherwise, why in general is it immoral to not carry out a plan?

"If I consider X wrong, then I have promised to do wrong and to violate
my own judgment. Therefore, promises are either redundant with, or
contradictory to, my judgment of morality."

I agree that one's ideas about morality may evolve in a such a way as to
make it immoral to keep a particular promise, in which case the promise
should not be kept, but in my opinion, people's ideas about morality
rarely change quickly enough for this to be a problem in practice.

But that explanation forgets that small things can go wrong, not just
big moral ideas, e.g. you got called into work.

Yes, thank you for the correction. Also, your ideas about morality may stay
the same, but you may learn new information that makes it immoral to keep
the promise. For instance, you might agree to loan your car to your friend,



but then learn that he plans to use your car to commit a robbery and
thereby not loan it to him after all.

It
mainly seems like a potential problem with promises that last for
a lifetime. I note that the article's only example of an irrational
promise is a promise of this type.

No I gave examples of non-lifetime promises too, like going to
McDonalds tomorrow.

I still don't understand what is problematic about promising your kids to
take them to McDonald's tomorrow, provided that it's understood, even
implicitly, that sufficiently serious events may warrant a cancellation of
the promise, and there is a mostly shared, if implicit, understanding of
what these events are. Again, though, maybe the existence of these shared
understandings means that "promises" like these are not "
http://fallibleideas.com/promises".

-- 
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From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 4:00 PM

On Tue, Aug 28, 2012 at 2:42 PM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Tuesday, August 28, 2012 10:53:46 AM UTC-4, Rami Rustom wrote:

On Aug 28, 2012 1:35 AM, "Josh Jordan" <therealj...@gmail.com> wrote:

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

The first paragraph reads, "Suppose I make a promise to do X, and then
it comes time to keep it.  Now, according to my best judgment doing X is
either morally right or wrong. If I judge X to be right, I would do it
anyway, so my promise is superfluous."

But not all promises are not superfluous.  For example, suppose I have
promised to help a friend move.

You shouldn't promise him. You could say, "I plan to help you move on
that day." And if the friends says, "Do you promise?" And you say,
"Well something could go wrong, like I could be called in to work, its
happens sometimes, but not often, and if I don't go in then I get
fired and I can't lose my job, I gotta pay the bills." I expect that
your friend would say, "Oh ya in that case, you should go to work."

Yes, your job could interfere, or you could get sick, or a close family
member might die and the funeral could be scheduled for moving day, or any
number of things. But I don't see why that means you shouldn't promise, or
at least give strong assurance that you can help.

Thats what making a plan is.

In practice, people know
that when you promise to help someone move, if one of those things happens,
you probably won't actually help them move, and there won't be any hard
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feelings.

But often people get upset if someone breaks a promise. Why does that
happen? Its because they aren't thinking like you're describing.

The very fact that my friend is relying
on me to be there on moving day affects whether I judge that showing up
to help is morally right or wrong.

Thats his fault for relying on only you. He knows that you could not
show up because of problems that could come up.

In this case, I expect I would in
fact show up, even if I decided later on that my time would be better
spent something else that day.  On the other hand, if I hadn't agreed in
the first place to help them, then there wouldn't be a moral problem
with me, say, spending moving day at the beach if I thought it best.

In my hypothetical, you agreed to help your friend by making it a
plan. So spending the day at the beach would be immoral.

I don't understand this. Did you mean to write "would NOT be immoral"?

No.

Otherwise, why in general is it immoral to not carry out a plan?

Because the plan involved two people, and not carrying it out, without
good reason, would cause problems for the other person.



"If I consider X wrong, then I have promised to do wrong and to violate
my own judgment. Therefore, promises are either redundant with, or
contradictory to, my judgment of morality."

I agree that one's ideas about morality may evolve in a such a way as to
make it immoral to keep a particular promise, in which case the promise
should not be kept, but in my opinion, people's ideas about morality
rarely change quickly enough for this to be a problem in practice.

But that explanation forgets that small things can go wrong, not just
big moral ideas, e.g. you got called into work.

Yes, thank you for the correction. Also, your ideas about morality may stay
the same, but you may learn new information that makes it immoral to keep
the promise. For instance, you might agree to loan your car to your friend,
but then learn that he plans to use your car to commit a robbery and thereby
not loan it to him after all.

Right. In this case you are learning new details about the situation.

It
mainly seems like a potential problem with promises that last for
a lifetime. I note that the article's only example of an irrational
promise is a promise of this type.

No I gave examples of non-lifetime promises too, like going to
McDonalds tomorrow.

I still don't understand what is problematic about promising your kids to
take them to McDonald's tomorrow, provided that it's understood, even



implicitly, that sufficiently serious events may warrant a cancellation of
the promise, and there is a mostly shared, if implicit, understanding of
what these events are.

But that implicit knowledge is not always there, which is why people
get upset when promises are broken. And whats interesting is that
sometimes the person that made the promise feels bad about breaking
the promise. Why? Because he feels like he let the other person down.

But with plans, that knowledge is made explicit. And it explicitly
understood that nobody gets upset or feels bad if the plan doesn't
work out.

Again, though, maybe the existence of these shared
understandings means that "promises" like these are not
"http://fallibleideas.com/promises".

Ya you're describing promises with shared inexplicit knowledge about
possible ways that the promise will be broken. I'd call that a plan,
not a promise. And sure legal contracts are called promises but with
these the knowledge isn't inexplicit.

So maybe the bad promises are the ones where there isn't shared
explicit knowledge about how the promise can be broken so that nobody
gets emotional about it when it does get broken.

BTW, religion and philosophy says stuff about promises and their being
negative emotions to come with it. This is what wikipedia says about
promises in Islam:

[...] god forbids Muslims to break their promises after they have confirmed them. 
All promises are regarded as having Allah as their witness and guarantor. [...] a 
Muslim who made a promise and then saw a better thing to do, should do the 
better thing and then make an act of atonement for breaking the promise. It is 
frowned upon/forbidden to break a promise in Islam. However when someone 
does break a promise, they are required to beg for forgiveness. One of the 
many ways of doing so is fasting for a prescribed amount of time. One of the 
four types of promises that are punished quickly is when you want to harm a 
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relationship when the other person wants to keep it .[5]

And here's some bad philosophy about promises on wikipedia:

Philosophers have tried to establish rules for promises. Immanual Kant 
suggesed promises should always be kept, while some cosequentialists argue 
that promises should be broken whenever doing so would yield benefits. In How 
to Make Good Decisions and Be Right All the Time, Iain King tried to reconcile 
these positions, suggesting that promises should be kept 'unless they are worth 
less to others than a new option is to you,' [6] and that this requires a relevant, 
unforeseen and reasonably unforeseeable change in the situation more 
important than the promise itself arising after the promise is made.[7]

BTW, that explanation of promises is a conflict of interest worldview.
Its zero-sum.

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 4:08 PM

On Tuesday, August 28, 2012 8:45:28 AM UTC-4, Elliot Temple wrote:

On Aug 27, 2012, at 11:35 PM, Josh Jordan 
<therealj...@gmail.com<javascript:>>
wrote:

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

In personal relationships. Not contracts which are rather different.

In business contracts, people are well aware that either party may not
meet their contractual obligations and they set up mechanisms for doing
that. In such an event, there are (ideally and rationally) no hard feelings
and the people who didn't break the contract are not (much) worse off than
if it hadn't happened at all (and if they are, it's their own fault and
they, ideally and rationally, will take responsibility for that. though
legally it depends, so they might sue which is fine.)

In personal promises, people pretend the promises are super secure,
binding and safe; do not make adequate backup plans; and then get really
mad and feel betrayed when, inevitable, some promises are not kept.

It makes sense to me that those type of "personal promises" (which I will
think of as "TCS-promises") should be avoided. For what it's worth, I do
not think this is the common understanding of the term "promise" or
"personal promise".

The first paragraph reads, "Suppose I make a promise to do X, and then
it comes time to keep it.  Now, according to my best judgment doing X is
either morally right or wrong. If I judge X to be right, I would do it
anyway, so my promise is superfluous."
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But not all promises are not superfluous.  For example, suppose I have
promised to help a friend move.  The very fact that my friend is relying
on me to be there on moving day affects whether I judge that showing up
to help is morally right or wrong.

Be careful. The fact that your friend is relying on you, and the promise,
are not the same thing.

In this case, I expect I would in
fact show up, even if I decided later on that my time would be better
spent something else that day.

You're accepting that something bad has to happen as the result, someone
will lose in some way. Making a promise helped cause that but win/win
solutions are still possible, as always.

 On the other hand, if I hadn't agreed in
the first place to help them, then there wouldn't be a moral problem
with me, say, spending moving day at the beach if I thought it best.

"If I consider X wrong, then I have promised to do wrong and to violate
my own judgment. Therefore, promises are either redundant with, or
contradictory to, my judgment of morality."

I agree that one's ideas about morality may evolve in a such a way as to
make it immoral to keep a particular promise, in which case the promise
should not be kept, but in my opinion, people's ideas about morality
rarely change quickly enough for this to be a problem in practice. It
mainly seems like a potential problem with promises that last for
a lifetime. I note that the article's only example of an irrational
promise is a promise of this type.

If you know the future is unpredictable, then don't make guarantees about
what you will do in it. Don't make promises. They are infallibilist. This
applies even when only dealing with the short term future.



It isn't true that promises are rarely problematic in practice. They cause
no end of trouble all the time. Everyone knows this. You know it. You have
in your memory, available right now, many real life examples of promises
gone wrong, as well as realistic fictional examples.

I agree that "TCS-promises" are fairly common, but I think they are
problematic for the reasons you gave above in the sentence above defining
them with the words "super secure", not for the reason given in Godwin's
argument. What is a common example of a time-limited "regular" promise that
ends up causing problems because the person who made it has come to believe
that it would be immoral to keep it? No doubt they exist; I just haven't
been able to think of one yet.

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Cc: alanmichaelforrester@googlemail.com
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 4:15 PM

On Tuesday, August 28, 2012 3:58:23 AM UTC-4, Alan Forrester wrote:

On 28 Aug 2012, at 07:35, Josh Jordan <therealj...@gmail.com <javascript:>>
wrote:

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

The first paragraph reads, "Suppose I make a promise to do X, and then
it comes time to keep it.  Now, according to my best judgment doing X is
either morally right or wrong. If I judge X to be right, I would do it
anyway, so my promise is superfluous."

But not all promises are not superfluous.  For example, suppose I have
promised to help a friend move.  The very fact that my friend is relying
on me to be there on moving day affects whether I judge that showing up
to help is morally right or wrong. In this case, I expect I would in
fact show up, even if I decided later on that my time would be better
spent something else that day.  On the other hand, if I hadn't agreed in
the first place to help them, then there wouldn't be a moral problem
with me, say, spending moving day at the beach if I thought it best.

"If I consider X wrong, then I have promised to do wrong and to violate
my own judgment. Therefore, promises are either redundant with, or
contradictory to, my judgment of morality."

I agree that one's ideas about morality may evolve in a such a way as to
make it immoral to keep a particular promise, in which case the promise
should not be kept, but in my opinion, people's ideas about morality
rarely change quickly enough for this to be a problem in practice. It
mainly seems like a potential problem with promises that last for
a lifetime. I note that the article's only example of an irrational
promise is a promise of this type.

I think the problematic agreements are ones in which
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1 One or both parties expect that the agreement will be fulfilled

This seems to me be a common feature of all agreements, otherwise it's not
really an agreement.

and

(2 the agreement lacks terms that would allow for the resolution of
disagreements about whether the terms have been fulfilled, or should be
fulfilled,

or

3 the agreement has terms that make any rational resolution of
disagreements impossible, such as common property in marriage).

I agree that promises in which #2 & #3 hold are problematic. Thanks.

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 4:23 PM

On Tuesday, August 28, 2012 8:45:28 AM UTC-4, Elliot Temple wrote:

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

In personal relationships. Not contracts which are rather different.

In business contracts, people are well aware that either party may not
meet their contractual obligations and they set up mechanisms for doing
that. In such an event, there are (ideally and rationally) no hard feelings
and the people who didn't break the contract are not (much) worse off than
if it hadn't happened at all (and if they are, it's their own fault and
they, ideally and rationally, will take responsibility for that. though
legally it depends, so they might sue which is fine.)

I'm also not sure this distinction between the personal and business
contexts is tenable here. For an example from fiction, consider this bit
from Atlas Shrugged:

 "Hank, can you save us? Can you give us rail on the shortest
notice and the longest credit possible?" A quiet, steady voice had
answered, "Sure."The thought was a point of support. She leaned
over the sheets of paper on her desk, finding it suddenly easier
to concentrate. There was one thing, at least, that could be
counted upon not to crumble when needed.

Did Reardon make a promise when he said "Sure."? Was it a personal or a
business promise?
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The first paragraph reads, "Suppose I make a promise to do X, and then
it comes time to keep it.  Now, according to my best judgment doing X is
either morally right or wrong. If I judge X to be right, I would do it
anyway, so my promise is superfluous."

But not all promises are not superfluous.  For example, suppose I have
promised to help a friend move.  The very fact that my friend is relying
on me to be there on moving day affects whether I judge that showing up
to help is morally right or wrong.

Be careful. The fact that your friend is relying on you, and the promise,
are not the same thing.

In this case, I expect I would in
fact show up, even if I decided later on that my time would be better
spent something else that day.

You're accepting that something bad has to happen as the result, someone
will lose in some way. Making a promise helped cause that but win/win
solutions are still possible, as always.

 On the other hand, if I hadn't agreed in
the first place to help them, then there wouldn't be a moral problem
with me, say, spending moving day at the beach if I thought it best.

"If I consider X wrong, then I have promised to do wrong and to violate
my own judgment. Therefore, promises are either redundant with, or
contradictory to, my judgment of morality."

I agree that one's ideas about morality may evolve in a such a way as to
make it immoral to keep a particular promise, in which case the promise
should not be kept, but in my opinion, people's ideas about morality
rarely change quickly enough for this to be a problem in practice. It
mainly seems like a potential problem with promises that last for
a lifetime. I note that the article's only example of an irrational
promise is a promise of this type.

If you know the future is unpredictable, then don't make guarantees about
what you will do in it. Don't make promises. They are infallibilist. This



applies even when only dealing with the short term future.

It isn't true that promises are rarely problematic in practice. They cause
no end of trouble all the time. Everyone knows this. You know it. You have
in your memory, available right now, many real life examples of promises
gone wrong, as well as realistic fictional examples.

-- Elliot Temple
http://fallibleideas.com/

-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 6:21 PM

On Aug 28, 2012, at 12:42 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

I still don't understand what is problematic about promising your kids to
take them to McDonald's tomorrow, provided that it's understood, even
implicitly, that sufficiently serious events may warrant a cancellation of
the promise, and there is a mostly shared, if implicit, understanding of
what these events are. Again, though, maybe the existence of these shared
understandings means that "promises" like these are not "
http://fallibleideas.com/promises".

One of the meanings of saying "I promise" is to deny that anything could get in 
the way. To pretend it won't and can't.

Hence the common response to a promise not happening is surprise and difficulty 
accepting reality, "but you promised..."

This is a mistake.

To see why promises are bad, consider statements of intent. A promise is 
basically a statement of intent combined with a lot of bad stuff.

Instead of promising, say "I currently intend to do X tomorrow".

There's nothing wrong with this, it's missing the bad stuff. But people don't do it. 
They want the bad stuff of promises.

This isn't just a terminology issue. The meanings of statements of intent, and 
promises, are actually different. And in that difference lies what's bad about 
promises.
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Note also that business contracts are something else again. They aren't much 
like personal relationship promises. Some business contracts involve a statement 
of intent, but many do not. Contracts entail legal obligations but do not require 
you to have good sportsmanship or friendly intentions or that kind of thing. You 
might do that anyway for reputation reasons, but that is done as a business 
decision not an emotional decision, and the rule is profit and business success 
are what matters, not some unwritten rules about being "nice". That is sort of the 
point of contracts: they are used when unwritten "be nice" rules won't work well.  
(Actually they don't work well a lot more than that. But that's another story.)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 6:55 PM

On Tue, Aug 28, 2012 at 3:23 PM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Tuesday, August 28, 2012 8:45:28 AM UTC-4, Elliot Temple wrote:

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

In personal relationships. Not contracts which are rather different.

In business contracts, people are well aware that either party may not
meet their contractual obligations and they set up mechanisms for doing
that. In such an event, there are (ideally and rationally) no hard feelings
and the people who didn't break the contract are not (much) worse off than
if it hadn't happened at all (and if they are, it's their own fault and
they, ideally and rationally, will take responsibility for that. though
legally it depends, so they might sue which is fine.)

I'm also not sure this distinction between the personal and business
contexts is tenable here. For an example from fiction, consider this bit
from Atlas Shrugged:

 "Hank, can you save us? Can you give us rail on the shortest
notice and the longest credit possible?" A quiet, steady voice had
answered, "Sure."The thought was a point of support. She leaned
over the sheets of paper on her desk, finding it suddenly easier
to concentrate. There was one thing, at least, that could be
counted upon not to crumble when needed.

Did Reardon make a promise when he said "Sure."? Was it a personal or a
business promise?

It wasn't a promise at all. He didn't say anything that constitutes
that Hank promised him.

http://fallibleideas.com/promises


Now if the guy asked, "Hank, do you promise to give me X?" And if Hank
said yes, then sure thats a promise.

-- Rami

-- 



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 28, 2012 at 8:03 PM

On Monday, August 27, 2012 2:13:13 PM UTC-7, JustinM wrote:

On Aug 27, 2012, at 12:43 PM, Jason wrote:

On Sunday, August 26, 2012 1:11:33 PM UTC-7, JustinM wrote:

Contract type promises serve important and functional purposes -- they
allow mutually beneficial transactions and are basically a way of enforcing
property rights (if i lend u money, u promise to give me my money back
later + interest as I specify).

That's totally different from e.g. a promise to love someone forever
(marriage), right?

Or even a promise to be best friends forever, or play chess every
Sunday.

They are not "totally different". They are both promises - statements
that you will do something in the future that you may or may not actually
choose to or be able to do. However, I agree and there seems to be
substantial consensus that they *are* different in some important ways.

One difference is that people build the possibility of the other party not
fulfilling the capitalist contract into their end of the bargain into their
expectations regarding the contract. Like, often there will be breach
clauses IN the contract itself, and of course all contracts operate against
the common law background which has various default policies regarding
giving the parties the benefit of their bargain and such.

But if you breach a contract, it's no big deal -- you just pay your
damages and you're done. And often its efficient for you to breach, because
a better use of your time/resources comes along. And as long as you pay the



damages, you're good.

This is very different than with personal promises, where you're supposed
to do whatever you promised to do and people will get mad if you don't.

I don't think this is the relevant difference, though it points in the
right direction as you get to below. You're supposed to pay your mortgage,
especially if you have the financial resources to do so - not just
strategically default because property values dropped. And some people to
whom a mortgage is owed will get mad if you don't pay - not big banks,
which as big organizations are incapable of "getting mad", but individual
sellers who carried back notes on their properties for example. Unless
you're trying to suggest that only promises made to big corporations are
rational, which I don't think is what you're trying to say, then we still
have a problem.

I do recognize a significant difference in degree and frequency here if not
in kind. Individuals expect you to keep a promise to "love you for life"
more strongly than they expect you to keep a promise to pay a mortgage, and
they get "madder" if you break a promise of love than they do if you break
a promise to pay your mortgage. But if it is merely the intensity of the
promise recipients' expectations and emotional response to breach that are
the core of what makes a promise irrational, then it seems we still have to
regard capitalist contracts made between individuals as irrational, just to
a less degree than with personal promises. This also prompts me to question
just who is being irrational here: the promise maker, or the individual who
has unrealistic expectations about how likely the promise is to be
fulfilled and then gets emotional when it's not [or both].

These latter sorts of promises are what "promises are irrational" idea
is aimed at, not capitalist contracts.

I suspected that, but I think that the distinction needs to be both
specific and explicit, and the phrase "promises are irrational" obscures
the distinction to the point of non-utility in explaining its truth or
falsehood. Perhaps the word "promises" needs a clearly defined limiting
modifier, or perhaps a completely different word is more appropriate.

If no one engaged in the first type of promise (capitalist contract),



you'd miss out on lots of mutually beneficial transactions.
If no one engaged in the second type of promise (personal promises),

you'd miss out on lots of heartache and dashed expectations.

While I agree with much of what I think is the inexplicit content here,
the explicit content is almost laughably biased. Do you really mean to
imply that capitalist contracts never result in heartache and dashed
expectations, or that personal promises never result in mutually beneficial
transactions? This doesn't strike me as a reasonable statement nor a useful
criteria for distinction.

One reason it may strike you as not reasonable is because I didn't say it.

Which is why I asked if you meant to imply it.

So I said:
"If no one did X, you'd miss out on lots of A."
"If no one did Y, you'd miss out on lots of B."

And somehow you got:
"So you're saying that when people do X, they *never* get B?"
And you're saying that when people do Y, they *never* get A?"

Do you see how what you said doesn't follow from what I said?

I didn't say that no one, ever, had dashed expectations in a capitalist
promise context, or that no one, ever, had a personal promise wind up being
mutually beneficial.

True, however a categorical statement of the form "X is irrational",
coupled with a categorical supporting statement of the form "If no one did
X, you'd miss out on lots of A" carries with it the logical implication
that X and A are fundamentally incompatible in some way.

Here's what I think is a better way of stating the conjecture - do you
agree?
"Mutually beneficial transactions are more likely than heartache with



statements that we treat like capitalist contracts, whereas heartache is
more likely than mutually beneficial transactions with statements we treat
as personal promises."

I said that, in the main, forgoing capitalist "promises" would involve
missing lots of good stuff, and forgoing personal promises would involve
avoiding lots of bad stuff.

So, is the distinction between a "capitalist contract," which you judge
to be rational, and a "personal promise," which you judge to be irrational,
solely whether money or tangible goods/services are involved?

Are you saying that all promises which don't involve money or tangible
goods/services are irrational?

There are different expectations, cultural conventions, and traditions
around the two sorts of promises.
Money can indicate which sort of promise a given interaction falls into,
but to understand what's going on (and the difference between the two kinds
of promises and why they are rational/irrational) you have to look past
just the mere fact that there is money or goods/services involved.

Yes, I agree. Are these expectations, cultural conventions, and traditions
purely arbitrary, or do they carry some important knowledge (and if so,
what is it?)

I am inclined to think the primary irrationality you're associating with
promises lies with the expectations, culture, and traditions associated
with them - not with the core idea of making a promise. I think these
expectations, cultural conventions, and traditions *tend* to be applied
more strongly to personal promises than to capitalist contracts, though as
stated above they can apply to both. And they *tend* to affect the
rationality of promise recipients at least as much, if not more, than
promise makers.

I think it's correct to say that "making promises you're not objectively
likely to be able or want to keep is irrational" and "having unrealistic
expectations about the likelihood of promises being kept is irrational",
and "getting emotional when a promise is not kept is irrational". I'm just
not convinced of the more categorical "promises are irrational".



--Jason

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Which promises are irrational?
Date: August 28, 2012 at 8:08 PM

On Aug 28, 2012, at 1:08 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Tuesday, August 28, 2012 8:45:28 AM UTC-4, Elliot Temple wrote:

On Aug 27, 2012, at 11:35 PM, Josh Jordan 
<therealj...@gmail.com<javascript:>>
wrote:

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

In personal relationships. Not contracts which are rather different.

In business contracts, people are well aware that either party may not
meet their contractual obligations and they set up mechanisms for doing
that. In such an event, there are (ideally and rationally) no hard feelings
and the people who didn't break the contract are not (much) worse off than
if it hadn't happened at all (and if they are, it's their own fault and
they, ideally and rationally, will take responsibility for that. though
legally it depends, so they might sue which is fine.)

In personal promises, people pretend the promises are super secure,
binding and safe; do not make adequate backup plans; and then get really
mad and feel betrayed when, inevitable, some promises are not kept.

It makes sense to me that those type of "personal promises" (which I will
think of as "TCS-promises") should be avoided. For what it's worth, I do
not think this is the common understanding of the term "promise" or
"personal promise".

I disagree. I think the issue here is you not seeing the bad in regular promises 
that I see. I think it's a substantive disagreement and making a small category of 
promises to concede about obscures the disagreement about most promises.

http://fallibleideas.com/promises


I don't think there's any significant terminology issue. If someone thought I was 
including business contracts, that's a terminology issue and easy to clear up. But 
now you seem to be differentiating between "personal promises" and other 
promises which take place in non-business settings? I'm trying to refer to *all* 
promises in non-business settings -- which is the dominant concept people think 
of when hearing the word "promise".

The first paragraph reads, "Suppose I make a promise to do X, and then
it comes time to keep it.  Now, according to my best judgment doing X is
either morally right or wrong. If I judge X to be right, I would do it
anyway, so my promise is superfluous."

But not all promises are not superfluous.  For example, suppose I have
promised to help a friend move.  The very fact that my friend is relying
on me to be there on moving day affects whether I judge that showing up
to help is morally right or wrong.

Be careful. The fact that your friend is relying on you, and the promise,
are not the same thing.

In this case, I expect I would in
fact show up, even if I decided later on that my time would be better
spent something else that day.

You're accepting that something bad has to happen as the result, someone
will lose in some way. Making a promise helped cause that but win/win
solutions are still possible, as always.

On the other hand, if I hadn't agreed in
the first place to help them, then there wouldn't be a moral problem
with me, say, spending moving day at the beach if I thought it best.

"If I consider X wrong, then I have promised to do wrong and to violate
my own judgment. Therefore, promises are either redundant with, or
contradictory to, my judgment of morality."



I agree that one's ideas about morality may evolve in a such a way as to
make it immoral to keep a particular promise, in which case the promise
should not be kept, but in my opinion, people's ideas about morality
rarely change quickly enough for this to be a problem in practice. It
mainly seems like a potential problem with promises that last for
a lifetime. I note that the article's only example of an irrational
promise is a promise of this type.

If you know the future is unpredictable, then don't make guarantees about
what you will do in it. Don't make promises. They are infallibilist. This
applies even when only dealing with the short term future.

It isn't true that promises are rarely problematic in practice. They cause
no end of trouble all the time. Everyone knows this. You know it. You have
in your memory, available right now, many real life examples of promises
gone wrong, as well as realistic fictional examples.

I agree that "TCS-promises" are fairly common, but I think they are
problematic for the reasons you gave above in the sentence above defining
them with the words "super secure", not for the reason given in Godwin's
argument. What is a common example of a time-limited "regular" promise that
ends up causing problems because the person who made it has come to 
believe
that it would be immoral to keep it? No doubt they exist; I just haven't
been able to think of one yet.

An example is I promise to do anything (say, help you level up your Diablo 3 hero 
to 60), then I don't want to (maybe I decide Diablo 3 doesn't have as much long 
term fun and replayability as I thought when I made the promise) and so I would 
be TCS-coerced if I did it anyway. It's immoral to self-sacrifice. The solution is not 
making the promise in the first place (and failing that to find a common 
preference).

There is no rational reason to ever make any promises. There's no upside.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 28, 2012 at 8:37 PM

On Tue, Aug 28, 2012 at 7:03 PM, Jason <auvenj@gmail.com> wrote:

On Monday, August 27, 2012 2:13:13 PM UTC-7, JustinM wrote:

On Aug 27, 2012, at 12:43 PM, Jason wrote:

On Sunday, August 26, 2012 1:11:33 PM UTC-7, JustinM wrote:

Contract type promises serve important and functional purposes -- they
allow mutually beneficial transactions and are basically a way of enforcing
property rights (if i lend u money, u promise to give me my money back later
+ interest as I specify).

That's totally different from e.g. a promise to love someone forever
(marriage), right?
Or even a promise to be best friends forever, or play chess every
Sunday.

They are not "totally different". They are both promises - statements
that you will do something in the future that you may or may not actually
choose to or be able to do. However, I agree and there seems to be
substantial consensus that they *are* different in some important ways.

One difference is that people build the possibility of the other party not
fulfilling the capitalist contract into their end of the bargain into their
expectations regarding the contract. Like, often there will be breach
clauses IN the contract itself, and of course all contracts operate against
the common law background which has various default policies regarding
giving the parties the benefit of their bargain and such.

But if you breach a contract, it's no big deal -- you just pay your



damages and you're done. And often its efficient for you to breach, because
a better use of your time/resources comes along. And as long as you pay the
damages, you're good.

This is very different than with personal promises, where you're supposed
to do whatever you promised to do and people will get mad if you don't.

I don't think this is the relevant difference, though it points in the right
direction as you get to below. You're supposed to pay your mortgage,
especially if you have the financial resources to do so - not just
strategically default because property values dropped. And some people to
whom a mortgage is owed will get mad if you don't pay - not big banks, which
as big organizations are incapable of "getting mad", but individual sellers
who carried back notes on their properties for example. Unless you're trying
to suggest that only promises made to big corporations are rational, which I
don't think is what you're trying to say, then we still have a problem.

I do recognize a significant difference in degree and frequency here if not
in kind. Individuals expect you to keep a promise to "love you for life"
more strongly than they expect you to keep a promise to pay a mortgage, and
they get "madder" if you break a promise of love than they do if you break a
promise to pay your mortgage.

A lender shouldn't have emotions when a business transaction goes bad.

Lets say he does 1000 loans per year. And lets say on average about 20
loans are defaulted on. Will this lender get emotional with each loan?
Why would he?

But if it is merely the intensity of the
promise recipients' expectations and emotional response to breach that are
the core of what makes a promise irrational, then it seems we still have to
regard capitalist contracts made between individuals as irrational, just to
a less degree than with personal promises.

I don't see why. Lets clarify what we mean by irrational. Part of
rationality means the willingness to change one's mind. And business
contracts have the changing mind's part spelling out in detail. So its



rational.

This also prompts me to question
just who is being irrational here: the promise maker, or the individual who
has unrealistic expectations about how likely the promise is to be fulfilled
and then gets emotional when it's not [or both].

The people that plan not to change their minds, are being irrational.
That could be either person.

These latter sorts of promises are what "promises are irrational" idea
is aimed at, not capitalist contracts.

I suspected that, but I think that the distinction needs to be both
specific and explicit, and the phrase "promises are irrational" obscures the
distinction to the point of non-utility in explaining its truth or
falsehood. Perhaps the word "promises" needs a clearly defined limiting
modifier, or perhaps a completely different word is more appropriate.

If no one engaged in the first type of promise (capitalist contract),
you'd miss out on lots of mutually beneficial transactions.
If no one engaged in the second type of promise (personal promises),
you'd miss out on lots of heartache and dashed expectations.

While I agree with much of what I think is the inexplicit content here,
the explicit content is almost laughably biased. Do you really mean to imply
that capitalist contracts never result in heartache and dashed expectations,
or that personal promises never result in mutually beneficial transactions?
This doesn't strike me as a reasonable statement nor a useful criteria for
distinction.

One reason it may strike you as not reasonable is because I didn't say it.

Which is why I asked if you meant to imply it.



So I said:
"If no one did X, you'd miss out on lots of A."
"If no one did Y, you'd miss out on lots of B."

And somehow you got:
"So you're saying that when people do X, they *never* get B?"
And you're saying that when people do Y, they *never* get A?"

Do you see how what you said doesn't follow from what I said?

I didn't say that no one, ever, had dashed expectations in a capitalist
promise context, or that no one, ever, had a personal promise wind up being
mutually beneficial.

True, however a categorical statement of the form "X is irrational", coupled
with a categorical supporting statement of the form "If no one did X, you'd
miss out on lots of A" carries with it the logical implication that X and A
are fundamentally incompatible in some way.

Here's what I think is a better way of stating the conjecture - do you
agree?
"Mutually beneficial transactions are more likely than heartache

The attribute of mutually beneficial is something that is judged
before making a plan.

Heartache happens after the plan isn't carried out.

And they aren't necessarily mutually exclusive.

with
statements that we treat like capitalist contracts, whereas heartache is
more likely than mutually beneficial transactions with statements we treat
as personal promises."

I said that, in the main, forgoing capitalist "promises" would involve
missing lots of good stuff, and forgoing personal promises would involve
avoiding lots of bad stuff.



So, is the distinction between a "capitalist contract," which you judge
to be rational, and a "personal promise," which you judge to be irrational,
solely whether money or tangible goods/services are involved?
Are you saying that all promises which don't involve money or tangible
goods/services are irrational?

There are different expectations, cultural conventions, and traditions
around the two sorts of promises.
Money can indicate which sort of promise a given interaction falls into,
but to understand what's going on (and the difference between the two kinds
of promises and why they are rational/irrational) you have to look past just
the mere fact that there is money or goods/services involved.

Yes, I agree. Are these expectations, cultural conventions, and traditions
purely arbitrary, or do they carry some important knowledge (and if so, what
is it?)

I am inclined to think the primary irrationality you're associating with
promises lies with the expectations, culture, and traditions associated with
them - not with the core idea of making a promise. I think these
expectations, cultural conventions, and traditions *tend* to be applied more
strongly to personal promises than to capitalist contracts, though as stated
above they can apply to both. And they *tend* to affect the rationality of
promise recipients at least as much, if not more, than promise makers.

I think it's correct to say that "making promises you're not objectively
likely to be able or want to keep is irrational" and "having unrealistic
expectations about the likelihood of promises being kept is irrational",

No. Its immoral, but not necessarily irrational. To illustrate,
consider a guy that makes a promise that he intends to break, but he
also knows that he might change his mind and keep the promise (so he's
rational).

and
"getting emotional when a promise is not kept is irrational".



That isn't irrational. Its his irrational thinking that caused him to
get emotional.

I'm just not
convinced of the more categorical "promises are irrational".

Promise means "I will do X and I won't change my mind." Irrationality
means "I'm unwilling to change my mind about X."

But legal contracts (which for some reason are also called promises)
have built in explicit knowledge about all known eventualities of the
promise not being kept. So it is planning for possibly changing your
mind, hence its rational.

-- Rami

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Which promises are irrational?
Date: August 29, 2012 at 2:55 AM

On Tuesday, August 28, 2012 6:55:49 PM UTC-4, Rami Rustom wrote:

On Tue, Aug 28, 2012 at 3:23 PM, Josh Jordan
<therealj...@gmail.com <javascript:>> wrote:

I'm also not sure this distinction between the personal and business
contexts is tenable here. For an example from fiction, consider this bit
from Atlas Shrugged:

 "Hank, can you save us? Can you give us rail on the shortest
notice and the longest credit possible?" A quiet, steady voice had
answered, "Sure."The thought was a point of support. She leaned
over the sheets of paper on her desk, finding it suddenly easier
to concentrate. There was one thing, at least, that could be
counted upon not to crumble when needed.

Did Reardon make a promise when he said "Sure."? Was it a personal or a
business promise?

It wasn't a promise at all. He didn't say anything that constitutes
that Hank promised him.

Now if the guy asked, "Hank, do you promise to give me X?" And if Hank
said yes, then sure thats a promise.

For context, I should have included a Google Books link to the relevant
page of Atlas Shrugged. Here it is: http://goo.gl/GwVpD

The passage is about a telephone conversation between Hank Reardon and
Dagny Taggart in which Taggart requests rail and Reardon agrees to give it
to her.

-- 

http://goo.gl/GwVpD


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Which promises are irrational?
Date: August 29, 2012 at 3:17 AM

On Aug 28, 2012, at 11:55 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Tuesday, August 28, 2012 6:55:49 PM UTC-4, Rami Rustom wrote:

On Tue, Aug 28, 2012 at 3:23 PM, Josh Jordan
<therealj...@gmail.com <javascript:>> wrote:

I'm also not sure this distinction between the personal and business
contexts is tenable here. For an example from fiction, consider this bit
from Atlas Shrugged:

"Hank, can you save us? Can you give us rail on the shortest
notice and the longest credit possible?" A quiet, steady voice had
answered, "Sure."The thought was a point of support. She leaned
over the sheets of paper on her desk, finding it suddenly easier
to concentrate. There was one thing, at least, that could be
counted upon not to crumble when needed.

Did Reardon make a promise when he said "Sure."? Was it a personal or a
business promise?

It wasn't a promise at all. He didn't say anything that constitutes
that Hank promised him.

Now if the guy asked, "Hank, do you promise to give me X?" And if Hank
said yes, then sure thats a promise.

For context, I should have included a Google Books link to the relevant
page of Atlas Shrugged. Here it is: http://goo.gl/GwVpD

The passage is about a telephone conversation between Hank Reardon and
Dagny Taggart in which Taggart requests rail and Reardon agrees to give it
to her.

http://goo.gl/GwVpD


What promise? I don't see it. Can you point it out? All I see is an agreement 
about how to proceed. Dagny asks if a particular way of proceeding, that she 
prefers, will work for Hank and his company. Hank says yes. So they do it (for 
mutual benefit).

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] What is a habit? BoI Infinity <beginning-of-
infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Date: August 29, 2012 at 3:25 PM

Societies understanding of habits is well known by most people. But
some of the ideas surrounding what habits are and how they are formed
are false.

Some of the misconceptions about habits comes from the fact that
psychology and psychiatry uses the term habit only in association with
bad behavior like smoking, drinking, doing illegal drugs, eating too
much, and so on. So when people see the word habit, often they only
think of bad habits. But of course there are good habits too, like
brushing your teeth.

So what are habits and how do they form? From the Merriam-Webster
dictionary, a habit is "3b : an acquired mode of behavior that has
become nearly or completely involuntary."

Notice the "nearly or completely involuntary" part. Nearly involuntary
means that the person finds it hard to do a different behavior. So he
retains some individual responsibility. That means that a person has
the ability to commit a different behavior instead of his habit. And
he could do this again the next time he is in a similar situation in
which that habit "wants" to control him. And again the next time. And
in this way he can create a new habit, thus replacing the old habit.
Sounds optimistic!

But the definition also says that there are habits that are completely
involuntary, which means that the person finds it *impossible* to do a
different behavior. So he retains absolutely no individual
responsibility for committing the behavior. This means that there are
a certain sort of situations that a person finds himself in whereby he
is absolutely not responsible for his behavior. But in these
situations people believe they are irresponsible only because they
have false knowledge about habits. The point is that they **are**
responsible, but they don't know it.



One of the misconceptions about habits is that some people are
genetically predetermined to have *less* control of their habits and
of changing them than other people. Note that they claim *less*
control, not zero control. So what does that mean? It means that these
"genetically inferior" people still do change their habits. So what is
the difference in the sort of situation that a "genetically inferior"
person does change a habit versus the sort of situation that he
doesn't change a habit? The difference is knowledge!

To illustrate my point, consider this. A 5 year old has the habit of
sucking his thumb. He is absolutely ignorant of habits, of what they
are, and how people change them, and how they "control their hosts".
He's ignorant of them because he's never self-reflected on his own
behaviors, and his parents never talked to him about habits, and the
TV shows and movies he watches don't talk about habits. So his mom
talks to him on his 5th birthday and says, "Johnny, you're 5 years old
now (while holding up her hand with all 5 fingers spread apart).
You're a man now and men don't suck their thumb." Johnny was
wide-eyed. He wanted to be an adult. So he no longer wanted to suck
his thumb, because that meant that he was still a kid. That went
against his new self-image of being an adult. And so he stopped cold
turkey. He no longer had the habit of sucking his thumb. He didn't
need, and didn't get reminders. His mom forgot about the conversation
all together. By the end of the day she noticed that she hadn't seen
Johnny suck his thumb at all. He was persuaded. He changed one of his
values. He no longer valued sucking his thumb because that
contradicted his valuing adulthood.

So Johnny went from having a habit of sucking his thumb to ridding
himself of that habit in one conversation with his mom. How could this
happen? What changed in him that caused this flipping of a switch? And
what does this say about habits?

-- Rami



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 29, 2012 at 5:51 PM

On Tuesday, August 28, 2012 5:38:10 PM UTC-7, Rami Rustom wrote:

On Tue, Aug 28, 2012 at 7:03 PM, Jason <auv...@gmail.com <javascript:>>
wrote:

I do recognize a significant difference in degree and frequency here if
not

in kind. Individuals expect you to keep a promise to "love you for life"
more strongly than they expect you to keep a promise to pay a mortgage,

and
they get "madder" if you break a promise of love than they do if you

break a
promise to pay your mortgage.

A lender shouldn't have emotions when a business transaction goes bad.

You might just as well say, "A friend shouldn't have emotions when a
promise goes bad". True - but would the fact that they do have emotions -
in either case - affect the basic rationality of entering into the business
transaction or promise?

Lets say he does 1000 loans per year. And lets say on average about 20
loans are defaulted on. Will this lender get emotional with each loan?
Why would he?

I think most people who do 1000 loans per year are not lending out their
own money. Such a person is an agent of others - usually lots of
nameless/faceless others. That's the factor that removes the emotion from
the transactions, not the quantity. The only exception I can think of are
people who do microlending - lending people in poor countries $100 to buy a
Jitney or something - and most of them are doing that for charitable



reasons at least as much as for profit.

The situation I had in mind is: Someone owns a large house, wants to sell
it, retire, and use the money to travel the country in an RV. Someone else
wants to buy the big house, but is self-employed so the banks won't give
him a loan except possibly at a very high interest rate. The seller knows
if he waits for a buyer who can qualify for a bank loan, (1) he's likely to
get less for the house than the self-employed guy is offering and (2) he
(the seller) will just have to take the lump sum from the sale of the house
and put it in the bank where it will earn very little interest. So the
buyer and seller agree that the buyer will just give the seller a down
payment and then promise to pay the seller for the house over time (a
"note"), at an interest rate that's lower than a bank would charge but
higher than the seller could earn on a savings account. This is called a
seller-carryback loan contract and happens fairly often and is generally
well understood. So they make this contract and the seller uses the down
payment to buy the RV, quits his job, and uses the ongoing payments from
the buyer to fund his living expenses as he travels around the country.

Any seller making such an agreement ought to know, and in my experience
they do, that it's possible at some point the buyer won't pay. In the case
where the buyer doesn't pay, the seller's remedy is to foreclose and
repossess the house. And when this happens because, say, the buyer's source
of income dried up or he had a medical issue or something like that which
caused him not to be able to pay, the sellers aren't usually thrilled about
it but are not particularly emotional about it at all. It's a risk they
knew they were taking when they agreed to carry back a mortgage, they deal
with it and move on. So far so good.

But recently something else has been happening: house prices have fallen
quite substantially, to the point that many sellers who carried back notes
now hold notes with nominal value in substantial excess of the market value
of the property that secures the note. Most of the buyers know this too.
Some buyers keep paying on the note even though they think their purchase
was and is a mistake, because they feel obligated to "keep their promise."
Others decide to stop paying even though they are able to pay, because they
(the buyers) don't value the house any higher than its market value. This
is called "strategic default" - they live in the house for free while the
foreclosure process drags out, and don't maintain the house, and use the
resultant savings as downpayment on another house at a much lower purchase



price. Ironically - usually they buy with a note carried back by another
desperate seller because they definitely can't get a bank loan. I've heard
about a lot more emotion on the part of the original sellers in these
situations. They feel that the buyers who strategically default are
"breaking their promises" and unfairly taking advantage of the sellers.
Yeah, the sellers can take the house back, but they lose a substantial
amount of money in the process and their "whole plans for retirement are
ruined just because people aren't being true to their word."

This sounds a lot more like the emotions that surround personal promises
than just straight business transactions. Even though there's a
contract...and a remedy...and it usually works fine when house prices are
rising, in this particular situation people get emotional.

But again the question is, who is being irrational here?

Is it all the buyers who signed a note in the first place - a "promise to
pay"? That would be consistent with the most obvious interpretation of
"promises are irrational". Yet it would also rule out a lot of mutually
beneficial transactions.

Or is it only the buyers who continue to pay on the note even when they
know the house is worth less *to them* than the remaining loan amount? That
is more consistent with the idea that what is irrational about promises is
not changing your mind. Yet it also produces a very counterintuitive
implication: Essentially, it says that the rational people are the ones
that screw over the sellers, and the irrational people are the ones that
uphold their contracts. Such an attitude, if promoted instead of
discouraged, would seem caustic to the kind of trust upon which most
business transactions rest along with the actual verbiage in the contract.
Maybe it's still the right answer, but seems to need more analysis to be
sure.

Or, is it just the sellers who expected buyers to continue to pay even if
the house value dropped below the loan amount, and get emotional when they
don't? I don't think getting emotional does anyone any good, so I don't
agree with the emotion. But I'm not ready to outright condemn the entire
idea of an expectation that people will uphold their contracts on general
principals instead of merely their judgement as to the contract's
point-in-time value.



But if it is merely the intensity of the
promise recipients' expectations and emotional response to breach that

are
the core of what makes a promise irrational, then it seems we still have

to
regard capitalist contracts made between individuals as irrational, just

to
a less degree than with personal promises.

I don't see why. Lets clarify what we mean by irrational. Part of
rationality means the willingness to change one's mind. And business
contracts have the changing mind's part spelling out in detail. So its
rational.

The fact that the contracts spell it out doesn't insure rationality, as I
described above. Some buyers who know the house is worth less than the note
continue to pay because they feel obligated to uphold their promise. Some
sellers get upset when buyers don't pay when they were capable of paying
even when they foreclose as provided in the contract, because the buyers
"broke their promise."

This also prompts me to question
just who is being irrational here: the promise maker, or the individual

who
has unrealistic expectations about how likely the promise is to be

fulfilled
and then gets emotional when it's not [or both].

The people that plan not to change their minds, are being irrational.
That could be either person.

Yes it could be either person.

No. Its immoral, but not necessarily irrational. To illustrate,



consider a guy that makes a promise that he intends to break, but he
also knows that he might change his mind and keep the promise (so he's
rational).

This may warrant another thread: Is it ever moral to knowingly be
irrational? Is it ever rational to knowingly be immoral? I have always
assumed the opposite: that morality and rationality are inextricably
linked. Perhaps I am mistaken, but here is my line of thought:
Morality is about how to have a good life. It is impossible to have a good
life without correcting errors in ones thinking. Since rationality is the
only process to correct errors in thinking, it is immoral to knowingly be
irrational.
Rationality is about how to correct errors. It is impossible (or, at least,
much more difficult) to correct errors if one has a bad life. Since
morality is the only path to a good life, it is irrational to knowingly be
immoral.

and
"getting emotional when a promise is not kept is irrational".

That isn't irrational. Its his irrational thinking that caused him to
get emotional.

There may be a feedback loop, where irrational thinking causes emotion
which in turn causes more irrational thinking.

I'm just not
convinced of the more categorical "promises are irrational".

Promise means "I will do X and I won't change my mind." Irrationality
means "I'm unwilling to change my mind about X."

But legal contracts (which for some reason are also called promises)
have built in explicit knowledge about all known eventualities of the



promise not being kept. So it is planning for possibly changing your
mind, hence its rational.

Not always, as illustrated by the example of seller carrybacks.

--Jason

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 29, 2012 at 8:14 PM

On Aug 29, 2012 4:51 PM, "Jason" <auvenj@gmail.com> wrote:

On Tuesday, August 28, 2012 5:38:10 PM UTC-7, Rami Rustom wrote:

On Tue, Aug 28, 2012 at 7:03 PM, Jason <auv...@gmail.com> wrote:

I do recognize a significant difference in degree and frequency here if not
in kind. Individuals expect you to keep a promise to "love you for life"
more strongly than they expect you to keep a promise to pay a mortgage, 
and
they get "madder" if you break a promise of love than they do if you break a
promise to pay your mortgage.

A lender shouldn't have emotions when a business transaction goes bad.

You might just as well say, "A friend shouldn't have emotions when a promise 
goes bad". True - but would the fact that they do have emotions - in either case - 
affect the basic rationality of entering into the business transaction or promise?

Lets say he does 1000 loans per year. And lets say on average about 20
loans are defaulted on. Will this lender get emotional with each loan?
Why would he?

I think most people who do 1000 loans per year are not lending out their own 
money. Such a person is an agent of others - usually lots of nameless/faceless 
others. That's the factor that removes the emotion from the transactions, not the 
quantity. The only exception I can think of are people who do microlending - 
lending people in poor countries $100 to buy a Jitney or something - and most 
of them are doing that for charitable reasons at least as much as for profit.



The situation I had in mind is: Someone owns a large house, wants to sell it, 
retire, and use the money to travel the country in an RV. Someone else wants to 
buy the big house, but is self-employed so the banks won't give him a loan 
except possibly at a very high interest rate. The seller knows if he waits for a 
buyer who can qualify for a bank loan, (1) he's likely to get less for the house 
than the self-employed guy is offering and (2) he (the seller) will just have to 
take the lump sum from the sale of the house and put it in the bank where it will 
earn very little interest. So the buyer and seller agree that the buyer will just give 
the seller a down payment and then promise to pay the seller for the house over 
time (a "note"), at an interest rate that's lower than a bank would charge but 
higher than the seller could earn on a savings account. This is called a seller-
carryback loan contract and happens fairly often and is generally well 
understood. So they make this contract and the seller uses the down payment 
to buy the RV, quits his job, and uses the ongoing payments from the buyer to 
fund his living expenses as he travels around the country.

Any seller making such an agreement ought to know, and in my experience they 
do, that it's possible at some point the buyer won't pay. In the case where the 
buyer doesn't pay, the seller's remedy is to foreclose and repossess the house. 
And when this happens because, say, the buyer's source of income dried up or 
he had a medical issue or something like that which caused him not to be able 
to pay, the sellers aren't usually thrilled about it but are not particularly emotional 
about it at all. It's a risk they knew they were taking when they agreed to carry 
back a mortgage, they deal with it and move on. So far so good.

But recently something else has been happening: house prices have fallen quite 
substantially, to the point that many sellers who carried back notes now hold 
notes with nominal value in substantial excess of the market value of the 
property that secures the note. Most of the buyers know this too. Some buyers 
keep paying on the note even though they think their purchase was and is a 
mistake, because they feel obligated to "keep their promise." Others decide to 
stop paying even though they are able to pay, because they (the buyers) don't 
value the house any higher than its market value. This is called "strategic 
default" - they live in the house for free while the foreclosure process drags out, 
and don't maintain the house, and use the resultant savings as downpayment 
on another house at a much lower purchase price. Ironically - usually they buy 
with a note carried back by another desperate seller because they definitely 
can't get a bank loan. I've heard about a lot more emotion on the part of the 
original sellers in these situations. They feel that the buyers who strategically 
default are "breaking their promises" and unfairly taking advantage of the 



sellers. Yeah, the sellers can take the house back, but they lose a substantial 
amount of money in the process and their "whole plans for retirement are ruined 
just because people aren't being true to their word."

I'd say that their plan started before that. They bought a house that
was waaaay overvalued (during the height of the realestate balloon). A
lot of people did. And they paid for their mistakes. When someone
defaults on their loan, that is when their bad decision finally hit
their pocket book. What do you think?

This sounds a lot more like the emotions that surround personal promises than 
just straight business transactions. Even though there's a contract...and a 
remedy...and it usually works fine when house prices are rising, in this particular 
situation people get emotional.

But again the question is, who is being irrational here?

Irrational means not willing to change your mind. The guy that
strategically defaulted did change his mind, so his decision wasn't
irrational.

Is it all the buyers who signed a note in the first place - a "promise to pay"? That 
would be consistent with the most obvious interpretation of "promises are 
irrational". Yet it would also rule out a lot of mutually beneficial transactions.

A personal promise has very different meaning than a business/legal promise.

Personal promises are irrational. Business/legal promises are rational
because they have built-in explicit knowledge of how to change the
promise.

I think that the reason that business/legal contracts are called
promises is analogous to the appendix in humans. Evolution caused
both. And both are now useless. We don't need our appendix and I think
that legal contracts are nothing like promises.



Or is it only the buyers who continue to pay on the note even when they know 
the house is worth less *to them* than the remaining loan amount? That is more 
consistent with the idea that what is irrational about promises is not changing 
your mind. Yet it also produces a very counterintuitive implication: Essentially, it 
says that the rational people are the ones that screw over the sellers, and the 
irrational people are the ones that uphold their contracts. Such an attitude, if 
promoted instead of discouraged, would seem caustic to the kind of trust upon 
which most business transactions rest along with the actual verbiage in the 
contract.

Trust is irrational too in a similar way as promises. In a promise,
you trust that the other party will hold up his end. But you shouldn't
trust him to do that.

Instead of a promise, you should have an agreement. The agreement lays
out the plan. And it lays out what both parties will do if the plan
doesn't work out. All of these contingency situations are built-in to
the agreement explicitly. And you shouldn't get into an agreement that
has for example, bad credit, or a criminal history, because that means
that he has (or had) bad values, so he might still have those bad
values. Only get into agreements with people that you can reliably
expect to have good values (the ones relevant to the agreement). And
if you do this, its not trust. Its risk assessment.

Maybe it's still the right answer, but seems to need more analysis to be sure.

Or, is it just the sellers who expected buyers to continue to pay even if the 
house value dropped below the loan amount, and get emotional when they 
don't? I don't think getting emotional does anyone any good, so I don't agree 
with the emotion. But I'm not ready to outright condemn the entire idea of an 
expectation that people will uphold their contracts on general principals instead 
of merely their judgement as to the contract's point-in-time value.

I see another option. The buyer and seller could have renegotiated the
purchase price of the house accounting for the realestate balloon. So
they could subtract the overvalued part of the house price at the time
of the purchase. What do you think?



But if it is merely the intensity of the
promise recipients' expectations and emotional response to breach that are
the core of what makes a promise irrational, then it seems we still have to
regard capitalist contracts made between individuals as irrational, just to
a less degree than with personal promises.

I don't see why. Lets clarify what we mean by irrational. Part of
rationality means the willingness to change one's mind. And business
contracts have the changing mind's part spelling out in detail. So its
rational.

The fact that the contracts spell it out doesn't insure rationality, as I described 
above. Some buyers who know the house is worth less than the note continue 
to pay because they feel obligated to uphold their promise. Some sellers get 
upset when buyers don't pay when they were capable of paying even when they 
foreclose as provided in the contract, because the buyers "broke their promise."

Do you think the option I proposed could be a mutually beneficial
agreement of both parties?

This also prompts me to question
just who is being irrational here: the promise maker, or the individual who
has unrealistic expectations about how likely the promise is to be fulfilled
and then gets emotional when it's not [or both].

The people that plan not to change their minds, are being irrational.
That could be either person.

Yes it could be either person.

No. Its immoral, but not necessarily irrational. To illustrate,
consider a guy that makes a promise that he intends to break, but he
also knows that he might change his mind and keep the promise (so he's
rational).



This may warrant another thread: Is it ever moral to knowingly be irrational?

No. I should not say to someone nor myself, "No I will never change my
mind about X."

Is it ever rational to knowingly be immoral?

Committing an immoral act that you know is immoral, has nothing to do
with rationality. Because that could be just a mistake. But committing
the mistake over an over again, without putting forth effort to
correct that mistake going forward, is irrational.

I have always assumed the opposite: that morality and rationality are 
inextricably linked. Perhaps I am mistaken, but here is my line of thought:
Morality is about how to have a good life. It is impossible to have a good life 
without correcting errors in ones thinking. Since rationality is the only process to 
correct errors in thinking, it is immoral to knowingly be irrational.
Rationality is about how to correct errors. It is impossible

Not impossible.

(or, at least, much more difficult) to correct errors if one has a bad life. Since 
morality is the only path to a good life, it is irrational to knowingly be immoral.

But some immoral things don't affect rationality.

It is moral to be rational.

It is immoral to be irrational.

It is rational to find one's moral mistakes and correct them going forward.

It is irrational to hide one's moral mistakes (because then you can't
correct them).



and
"getting emotional when a promise is not kept is irrational".

That isn't irrational. Its his irrational thinking that caused him to
get emotional.

There may be a feedback loop, where irrational thinking causes emotion which 
in turn causes more irrational thinking.

People cause the feedback loop you're talking about. For example,
negative self-talk.

Extreme emotions does cause more thinking errors. But people have
knowledge about the fact that their emotions cause more thinking
errors, so they can choose to control their emotions (thus limiting
the thinking errors) and to improve their emotional makeup (thus
preventing some emotions entirely).

I'm just not
convinced of the more categorical "promises are irrational".

Promise means "I will do X and I won't change my mind." Irrationality
means "I'm unwilling to change my mind about X."

But legal contracts (which for some reason are also called promises)
have built in explicit knowledge about all known eventualities of the
promise not being kept. So it is planning for possibly changing your
mind, hence its rational.



Not always, as illustrated by the example of seller carrybacks.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: What is a habit? BoI Infinity <beginning-of-
infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Date: August 29, 2012 at 10:34 PM

On Wed, Aug 29, 2012 at 2:25 PM, Rami Rustom <rombomb@gmail.com> wrote:
Societies understanding of habits is well known by most people. But
some of the ideas surrounding what habits are and how they are formed
are false.

Some of the misconceptions about habits comes from the fact that
psychology and psychiatry uses the term habit only in association with
bad behavior like smoking, drinking, doing illegal drugs, eating too
much, and so on. So when people see the word habit, often they only
think of bad habits. But of course there are good habits too, like
brushing your teeth.

So what are habits and how do they form? From the Merriam-Webster
dictionary, a habit is "3b : an acquired mode of behavior that has
become nearly or completely involuntary."

Notice the "nearly or completely involuntary" part. Nearly involuntary
means that the person finds it hard to do a different behavior. So he
retains some individual responsibility. That means that a person has
the ability to commit a different behavior instead of his habit. And
he could do this again the next time he is in a similar situation in
which that habit "wants" to control him. And again the next time. And
in this way he can create a new habit, thus replacing the old habit.
Sounds optimistic!

But the definition also says that there are habits that are completely
involuntary, which means that the person finds it *impossible* to do a
different behavior. So he retains absolutely no individual
responsibility for committing the behavior. This means that there are
a certain sort of situations that a person finds himself in whereby he
is absolutely not responsible for his behavior. But in these
situations people believe they are irresponsible only because they
have false knowledge about habits. The point is that they **are**
responsible, but they don't know it.



One of the misconceptions about habits is that some people are
genetically predetermined to have *less* control of their habits and
of changing them than other people. Note that they claim *less*
control, not zero control. So what does that mean? It means that these
"genetically inferior" people still do change their habits. So what is
the difference in the sort of situation that a "genetically inferior"
person does change a habit versus the sort of situation that he
doesn't change a habit? The difference is knowledge!

To illustrate my point, consider this. A 5 year old has the habit of
sucking his thumb. He is absolutely ignorant of habits, of what they
are, and how people change them, and how they "control their hosts".
He's ignorant of them because he's never self-reflected on his own
behaviors, and his parents never talked to him about habits, and the
TV shows and movies he watches don't talk about habits. So his mom
talks to him on his 5th birthday and says, "Johnny, you're 5 years old
now (while holding up her hand with all 5 fingers spread apart).
You're a man now and men don't suck their thumb." Johnny was
wide-eyed. He wanted to be an adult. So he no longer wanted to suck
his thumb, because that meant that he was still a kid. That went
against his new self-image of being an adult. And so he stopped cold
turkey. He no longer had the habit of sucking his thumb. He didn't
need, and didn't get reminders. His mom forgot about the conversation
all together. By the end of the day she noticed that she hadn't seen
Johnny suck his thumb at all. He was persuaded. He changed one of his
values. He no longer valued sucking his thumb because that
contradicted his valuing adulthood.

So Johnny went from having a habit of sucking his thumb to ridding
himself of that habit in one conversation with his mom. How could this
happen? What changed in him that caused this flipping of a switch? And
what does this say about habits?

Part 2...

So my example above shows that thumb sucking habits aren't actually
habits. Kids do it because they want to. And when the stop wanting to,
then they stop doing it. So are there other things that are real
habits? Consider this:



An American army ranger comes back home from 4 years of serving his
country in Iraq and Afghanistan. He has many psychological problems,
one of which is that he's always on alert which causes anxiety. When
he's sitting around outside and even inside, and a helicopter flies
by, he hears it (while regular citizens don't) because his training
taught him to watch out for attack helicopters. When he's driving he
sees sticks and wires and other things on the ground and he swerves
the car because his training taught him to watch out for bombs. So
he's alert 24/7 and each time that he notices these things he gets
anxiety. This constant alertness makes it hard for him to sleep. So he
takes medication to put him to sleep.

In the sucking thumb example, the kid stopped it because he no longer
wanted to do it. But in the case of the ranger, he doesn't want to be
alert 24/7 but he's still doing it. So what is the qualitative
difference between these two types of behaviors that makes one
voluntary and the other nearly (or completely) involuntary?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: What is a habit? BoI Infinity <beginning-of-
infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Date: August 29, 2012 at 11:31 PM

On Wed, Aug 29, 2012 at 9:34 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Wed, Aug 29, 2012 at 2:25 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

Societies understanding of habits is well known by most people. But
some of the ideas surrounding what habits are and how they are formed
are false.

Some of the misconceptions about habits comes from the fact that
psychology and psychiatry uses the term habit only in association with
bad behavior like smoking, drinking, doing illegal drugs, eating too
much, and so on. So when people see the word habit, often they only
think of bad habits. But of course there are good habits too, like
brushing your teeth.

So what are habits and how do they form? From the Merriam-Webster
dictionary, a habit is "3b : an acquired mode of behavior that has
become nearly or completely involuntary."

Notice the "nearly or completely involuntary" part. Nearly involuntary
means that the person finds it hard to do a different behavior. So he
retains some individual responsibility. That means that a person has
the ability to commit a different behavior instead of his habit. And
he could do this again the next time he is in a similar situation in
which that habit "wants" to control him. And again the next time. And
in this way he can create a new habit, thus replacing the old habit.
Sounds optimistic!

But the definition also says that there are habits that are completely
involuntary, which means that the person finds it *impossible* to do a
different behavior. So he retains absolutely no individual
responsibility for committing the behavior. This means that there are
a certain sort of situations that a person finds himself in whereby he
is absolutely not responsible for his behavior. But in these
situations people believe they are irresponsible only because they



have false knowledge about habits. The point is that they **are**
responsible, but they don't know it.

One of the misconceptions about habits is that some people are
genetically predetermined to have *less* control of their habits and
of changing them than other people. Note that they claim *less*
control, not zero control. So what does that mean? It means that these
"genetically inferior" people still do change their habits. So what is
the difference in the sort of situation that a "genetically inferior"
person does change a habit versus the sort of situation that he
doesn't change a habit? The difference is knowledge!

To illustrate my point, consider this. A 5 year old has the habit of
sucking his thumb. He is absolutely ignorant of habits, of what they
are, and how people change them, and how they "control their hosts".
He's ignorant of them because he's never self-reflected on his own
behaviors, and his parents never talked to him about habits, and the
TV shows and movies he watches don't talk about habits. So his mom
talks to him on his 5th birthday and says, "Johnny, you're 5 years old
now (while holding up her hand with all 5 fingers spread apart).
You're a man now and men don't suck their thumb." Johnny was
wide-eyed. He wanted to be an adult. So he no longer wanted to suck
his thumb, because that meant that he was still a kid. That went
against his new self-image of being an adult. And so he stopped cold
turkey. He no longer had the habit of sucking his thumb. He didn't
need, and didn't get reminders. His mom forgot about the conversation
all together. By the end of the day she noticed that she hadn't seen
Johnny suck his thumb at all. He was persuaded. He changed one of his
values. He no longer valued sucking his thumb because that
contradicted his valuing adulthood.

So Johnny went from having a habit of sucking his thumb to ridding
himself of that habit in one conversation with his mom. How could this
happen? What changed in him that caused this flipping of a switch? And
what does this say about habits?

Part 2...

So my example above shows that thumb sucking habits aren't actually
habits. Kids do it because they want to. And when the stop wanting to,



then they stop doing it. So are there other things that are real
habits? Consider this:

An American army ranger comes back home from 4 years of serving his
country in Iraq and Afghanistan. He has many psychological problems,
one of which is that he's always on alert which causes anxiety. When
he's sitting around outside and even inside, and a helicopter flies
by, he hears it (while regular citizens don't) because his training
taught him to watch out for attack helicopters. When he's driving he
sees sticks and wires and other things on the ground and he swerves
the car because his training taught him to watch out for bombs. So
he's alert 24/7 and each time that he notices these things he gets
anxiety. This constant alertness makes it hard for him to sleep. So he
takes medication to put him to sleep.

In the sucking thumb example, the kid stopped it because he no longer
wanted to do it. But in the case of the ranger, he doesn't want to be
alert 24/7 but he's still doing it. So what is the qualitative
difference between these two types of behaviors that makes one
voluntary and the other nearly (or completely) involuntary?

Part 3...

I think the difference has something to do with muscle memory. So I
looked up muscle memory on wikipedia:

Muscle memory has been used synonymously with motor learning, which is a 
form of procedural memory that involves consolidating a specific motor task into 
memory through repetition. When a movement is repeated over time, a long-
term muscle memory is created for that task, eventually allowing it to be 
performed without conscious effort. This process decreases the need for 
attention and creates maximum efficiency within the motor and memory 
systems. Examples of muscle memory are found in many everyday activities 
that become automatic and improve with practice, such as riding a bicycle, 
typing on a keyboard, typing in a PIN, playing a melody or phrase on a musical 
instrument, playing video games,[1] or performing different algorithms for a 
Rubik's Cube.

Sounds like a habit. So I looked up habit on wikipedia:



Habits are routines of behavior that are repeated regularly and tend to occur 
subconsciously.[1][2][3] Habitual behavior often goes unnoticed in persons 
exhibiting it, because a person does not need to engage in self-analysis when 
undertaking routine tasks. Habituation is an extremely simple form of learning, in 
which an organism, after a period of exposure to a stimulus, stops responding to 
that stimulus in varied manners. Habits are sometimes compulsory.[3][4] The 
process by which new behaviours become automatic is habit formation. 
Examples of habit formation are the following: If you instinctively reach for a 
cigarette the moment you wake up in the morning, you have a habit. Also, if you 
lace up your running shoes and hit the streets as soon as you get home, you've 
acquired a habit. Old habits are hard to break and new habits are hard to form 
because the behavioural patterns we repeat are imprinted in our neural 
pathways.[5] As behaviors are repeated in a consistent context, there is an 
incremental increase in the link between the context and the action. This 
increases the automaticity of the behavior in that context.[6] Features of an 
automatic behavior are all or some of: efficiency, lack of awareness, 
unintentionality, uncontrollability.[7] Habit formation is modelled as an increase 
in automaticity with number of repetitions up to an asymptote.[8][9][10]

Interesting. In the motor learning article, no where does the word
habit exist. And in the habit article, no where does the term motor
learning exist. But they seem the same to me. What do you think?

What are some examples of habits?

I always put my keys in my right pocket. I don't like to randomly look
for my keys in all of my pockets so by putting them always in one
pocket I don't have to search. In the same way, I always put my keys
in one place at home, next to my bed. Also I never put my keys down
anywhere. They are always in my pocket or next to my bed. Why? Because
I've lost my keys when I leave them on tables or in bathrooms. So I
created 3 habits related to my keys. And this way I can't lose my keys
AND I don't have to remember where I put my keys. I do these things
subconsciously now. On a side note, its ironic because when I tell
people that I don't lose my keys, they assume that I have good memory
but what they don't realize is that I don't use my memory at all for
my keys. I made 3 rules for myself so that I don't have to use my
memory. Because actually my memory is bad for remembering where I put
stuff. My mind is usually in lala land so I don't pay attention to



stuff like where I put my keys.

You might ask, before you created those habits, how did you remember
your rules? Well when the situation comes up, like lets say I put my
keys on a table, I remember the last time I had a problem of losing my
keys by leaving them somewhere. So I immediately remember my rule and
I follow it, i.e. put my keys back in my pocket. By the way, I do the
exact same thing with my phone, except its in the left pocket. And one
extra rule is that when I'm sitting in my recliner I sometimes put it
in a cup holder. But no where else. I don't like losing my phone.

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Which promises are irrational?
Date: August 30, 2012 at 12:55 AM

On Tuesday, August 28, 2012 8:08:51 PM UTC-4, Elliot Temple wrote:

On Aug 28, 2012, at 1:08 PM, Josh Jordan 
<therealj...@gmail.com<javascript:>>
wrote:

On Tuesday, August 28, 2012 8:45:28 AM UTC-4, Elliot Temple wrote:

On Aug 27, 2012, at 11:35 PM, Josh Jordan 
<therealj...@gmail.com<javascript:>>

wrote:

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

In personal relationships. Not contracts which are rather different.

In business contracts, people are well aware that either party may not
meet their contractual obligations and they set up mechanisms for doing
that. In such an event, there are (ideally and rationally) no hard

feelings
and the people who didn't break the contract are not (much) worse off

than
if it hadn't happened at all (and if they are, it's their own fault and
they, ideally and rationally, will take responsibility for that. though
legally it depends, so they might sue which is fine.)

In personal promises, people pretend the promises are super secure,
binding and safe; do not make adequate backup plans; and then get

really
mad and feel betrayed when, inevitable, some promises are not kept.

http://fallibleideas.com/promises


It makes sense to me that those type of "personal promises" (which I
will

think of as "TCS-promises") should be avoided. For what it's worth, I do
not think this is the common understanding of the term "promise" or
"personal promise".

I disagree. I think the issue here is you not seeing the bad in regular
promises that I see. I think it's a substantive disagreement and making a
small category of promises to concede about obscures the disagreement about
most promises.

I don't think there's any significant terminology issue. If someone
thought I was including business contracts, that's a terminology issue and
easy to clear up. But now you seem to be differentiating between "personal
promises" and other promises which take place in non-business settings? I'm
trying to refer to *all* promises in non-business settings -- which is the
dominant concept people think of when hearing the word "promise".

The only way I have found to make sense of what you have said on this
subject (including the above) is to act as if you had previously posted
something like the following:

"(1) When I (Elliot) use the word promise, I mean a personal
(non-business-related) agreement with regard to which the involved parties
(1.A) pretend the agreement is super secure, binding and safe
(1.B) deny that anything can get in the way
(1.C) do not make adequate backup plans
(1.D) get really mad and feel betrayed when the agreement is not kept

(2) In addition, most people use the word this way (outside of business
contexts)."

Is that accurate? If so, I find it hard to criticize the article "Promises
are irrational", except perhaps for not being bold enough. Because of
clause 2, there's no need for you to actually post a note like that. I do
find clause 2 debatable, but I doubt that's worth arguing about, as long as
I understand what you mean by the word.



I agree that "TCS-promises" are fairly common, but I think they are
problematic for the reasons you gave above in the sentence above

defining
them with the words "super secure", not for the reason given in Godwin's
argument. What is a common example of a time-limited "regular" promise

that
ends up causing problems because the person who made it has come to

believe
that it would be immoral to keep it? No doubt they exist; I just haven't
been able to think of one yet.

An example is I promise to do anything (say, help you level up your Diablo
3 hero to 60), then I don't want to (maybe I decide Diablo 3 doesn't have
as much long term fun and replayability as I thought when I made the
promise) and so I would be TCS-coerced if I did it anyway. It's immoral to
self-sacrifice. The solution is not making the promise in the first place
(and failing that to find a common preference).

There is no rational reason to ever make any promises. There's no upside.

Makes perfect sense, provided I add the imaginary note above to my BoI
glossary.

-- 



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 30, 2012 at 2:48 AM

On Aug 28, 2012, at 5:03 PM, Jason <auvenj@gmail.com> wrote:

On Monday, August 27, 2012 2:13:13 PM UTC-7, JustinM wrote:

One difference is that people build the possibility of the other party not fulfilling 
the capitalist contract into their end of the bargain into their expectations 
regarding the contract. Like, often there will be breach clauses IN the contract 
itself, and of course all contracts operate against the common law background 
which has various default policies regarding giving the parties the benefit of 
their bargain and such.

But if you breach a contract, it's no big deal -- you just pay your damages and 
you're done. And often its efficient for you to breach, because a better use of 
your time/resources comes along. And as long as you pay the damages, 
you're good.

This is very different than with personal promises, where you're supposed to 
do whatever you promised to do and people will get mad if you don't.

I don't think this is the relevant difference, though it points in the right direction 
as you get to below. You're supposed to pay your mortgage, especially if you 
have the financial resources to do so - not just strategically default because 
property values dropped.

Default is different than what I was talking about, which was a legal breach where 
you pay damages.

An example would be like, a phone company says you have a 2 year contract on 
your iPhone plan, but you can pay $1k to get out of it early, and you enter the 
contract with the intent of doing this because there's no good way to get an 
unlocked iPhone. If you do this, then since the phone company is the one that 
drew up the terms for breach, and you knew those terms before you signed the 
contract, if you pay the fee, then everybody should be better off.



Whereas with personal promises, there's no built-in breach clause that lets 
people exit cleanly like this. It depends on how "other people" judge the merits of 
your reasons for breach, and not your own judgment.

And some people to whom a mortgage is owed will get mad if you don't pay - 
not big banks, which as big organizations are incapable of "getting mad", but 
individual sellers who carried back notes on their properties for example. Unless 
you're trying to suggest that only promises made to big corporations are rational, 
which I don't think is what you're trying to say, then we still have a problem.

I wouldn't say that only contracts made with big corps can be rational, but what I 
would say is that, often, contracts between individuals involve more "personal 
promise" type elements than something between an individual and a corporation, 
or between two corporations -- meaning that they, e.g., wanted to help a person 
out, and so took on a risk they couldn't really afford, instead of making a rational 
business decision.

I do recognize a significant difference in degree and frequency here if not in 
kind. Individuals expect you to keep a promise to "love you for life" more 
strongly than they expect you to keep a promise to pay a mortgage, and they 
get "madder" if you break a promise of love than they do if you break a promise 
to pay your mortgage. But if it is merely the intensity of the promise recipients' 
expectations and emotional response to breach that are the core of what makes 
a promise irrational, then it seems we still have to regard capitalist contracts 
made between individuals as irrational, just to a less degree than with personal 
promises.

Contracts aren't perfect, but they are a better and more rational tradition than 
personal promises, with objective, impartial dispute-resolution mechanisms that 
have evolved over several centuries. Compare this with the mechanisms of 
personal promises -- social vibrations, angry glares, and gossiping about 
promise-breakers.
I don't think this is a mere difference of degree.

This also prompts me to question just who is being irrational here: the promise 
maker, or the individual who has unrealistic expectations about how likely the 
promise is to be fulfilled and then gets emotional when it's not [or both].

Both the person who makes a promise, and someone who relies on a promise, 



are being irrational.

If no one engaged in the first type of promise (capitalist contract), you'd miss 
out on lots of mutually beneficial transactions.
If no one engaged in the second type of promise (personal promises), you'd 
miss out on lots of heartache and dashed expectations.

While I agree with much of what I think is the inexplicit content here, the 
explicit content is almost laughably biased. Do you really mean to imply that 
capitalist contracts never result in heartache and dashed expectations, or that 
personal promises never result in mutually beneficial transactions? This 
doesn't strike me as a reasonable statement nor a useful criteria for 
distinction.

One reason it may strike you as not reasonable is because I didn't say it.

Which is why I asked if you meant to imply it.

I'm not sure what you mean here. You seem to be granting that I didn't say the 
thing you asked about, you just thought I may have implied it. But you called the 
"explicit content" of my statement "almost laughably biased", before asking "Do 
you really mean to imply..." the stupid thing. So what was it about the *explicit 
content* that you found laughably biased?

So I said:
"If no one did X, you'd miss out on lots of A."
"If no one did Y, you'd miss out on lots of B."

And somehow you got:
"So you're saying that when people do X, they *never* get B?"
And you're saying that when people do Y, they *never* get A?"

Do you see how what you said doesn't follow from what I said?

I didn't say that no one, ever, had dashed expectations in a capitalist promise 
context, or that no one, ever, had a personal promise wind up being mutually 
beneficial.



True, however a categorical statement of the form "X is irrational", coupled with 
a categorical supporting statement of the form "If no one did X, you'd miss out 
on lots of A" carries with it the logical implication that X and A are fundamentally 
incompatible in some way.

You've flipped it around. "If no one did X, you'd miss out on lots of A" doesn't 
imply a fundamental incompatibility.
Like, if I say, "If you never have breakfast, you'll miss out on lots of pancakes," 
that doesn't imply that breakfast and pancakes are fundamentally incompatible in 
some way. Just the opposite, it implies they are linked.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Which promises are irrational?
Date: August 30, 2012 at 10:12 AM

On Aug 29, 2012, at 9:55 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Tuesday, August 28, 2012 8:08:51 PM UTC-4, Elliot Temple wrote:

On Aug 28, 2012, at 1:08 PM, Josh Jordan 
<therealj...@gmail.com<javascript:>>
wrote:

On Tuesday, August 28, 2012 8:45:28 AM UTC-4, Elliot Temple wrote:

On Aug 27, 2012, at 11:35 PM, Josh Jordan 
<therealj...@gmail.com<javascript:>>

wrote:

To which promises does the argument given in "Promises are irrational"
(http://fallibleideas.com/promises) apply?

In personal relationships. Not contracts which are rather different.

In business contracts, people are well aware that either party may not
meet their contractual obligations and they set up mechanisms for doing
that. In such an event, there are (ideally and rationally) no hard

feelings
and the people who didn't break the contract are not (much) worse off

than
if it hadn't happened at all (and if they are, it's their own fault and
they, ideally and rationally, will take responsibility for that. though
legally it depends, so they might sue which is fine.)

In personal promises, people pretend the promises are super secure,
binding and safe; do not make adequate backup plans; and then get

http://fallibleideas.com/promises


really
mad and feel betrayed when, inevitable, some promises are not kept.

It makes sense to me that those type of "personal promises" (which I
will

think of as "TCS-promises") should be avoided. For what it's worth, I do
not think this is the common understanding of the term "promise" or
"personal promise".

I disagree. I think the issue here is you not seeing the bad in regular
promises that I see. I think it's a substantive disagreement and making a
small category of promises to concede about obscures the disagreement 
about
most promises.

I don't think there's any significant terminology issue. If someone
thought I was including business contracts, that's a terminology issue and
easy to clear up. But now you seem to be differentiating between "personal
promises" and other promises which take place in non-business settings? I'm
trying to refer to *all* promises in non-business settings -- which is the
dominant concept people think of when hearing the word "promise".

The only way I have found to make sense of what you have said on this
subject (including the above) is to act as if you had previously posted
something like the following:

"(1) When I (Elliot) use the word promise, I mean a personal
(non-business-related) agreement with regard to which the involved parties
(1.A) pretend the agreement is super secure, binding and safe
(1.B) deny that anything can get in the way
(1.C) do not make adequate backup plans
(1.D) get really mad and feel betrayed when the agreement is not kept

(2) In addition, most people use the word this way (outside of business
contexts)."

Is that accurate?



I am using the word in the typical way so I deny that any note is necessary. I think 
to add such a note would be to betray my own position by conceding that all sorts 
of things maybe called "promises" are actually OK because they don't have these 
problems. But I don't concede that. Pretty much everything typically called a 
promise is one, in the bad sense. Hence my straightforward claim that promises 
are bad. To change the claim would be basically to reject my position, but we 
should not do that without any criticism of the position.

If so, I find it hard to criticize the article "Promises
are irrational", except perhaps for not being bold enough. Because of
clause 2, there's no need for you to actually post a note like that. I do
find clause 2 debatable, but I doubt that's worth arguing about, as long as
I understand what you mean by the word.

To avoid these kinds of mistakes it's important to be able to see typical promises 
clearly. In other words, it's important to recognize these in real life situations. So 
that one doesn't want to debate clause two because he already knows it's true.

To deny this is to deny a lot of my substantive point. To then claim this major 
disagreement about what I'm saying is not worth debating is basically a tactic for 
ignoring this large and frequent blight on pretty much everyone's lives 
(presumably including your own, if you don't understand what I'm saying).

Or I could be wrong. But to take that position would require having criticism.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: What is a habit? BoI Infinity <beginning-of-
infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Date: August 30, 2012 at 10:26 AM

On Wed, Aug 29, 2012 at 10:31 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Wed, Aug 29, 2012 at 9:34 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Wed, Aug 29, 2012 at 2:25 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

Societies understanding of habits is well known by most people. But
some of the ideas surrounding what habits are and how they are formed
are false.

Some of the misconceptions about habits comes from the fact that
psychology and psychiatry uses the term habit only in association with
bad behavior like smoking, drinking, doing illegal drugs, eating too
much, and so on. So when people see the word habit, often they only
think of bad habits. But of course there are good habits too, like
brushing your teeth.

So what are habits and how do they form? From the Merriam-Webster
dictionary, a habit is "3b : an acquired mode of behavior that has
become nearly or completely involuntary."

Notice the "nearly or completely involuntary" part. Nearly involuntary
means that the person finds it hard to do a different behavior. So he
retains some individual responsibility. That means that a person has
the ability to commit a different behavior instead of his habit. And
he could do this again the next time he is in a similar situation in
which that habit "wants" to control him. And again the next time. And
in this way he can create a new habit, thus replacing the old habit.
Sounds optimistic!

But the definition also says that there are habits that are completely
involuntary, which means that the person finds it *impossible* to do a
different behavior. So he retains absolutely no individual
responsibility for committing the behavior. This means that there are



a certain sort of situations that a person finds himself in whereby he
is absolutely not responsible for his behavior. But in these
situations people believe they are irresponsible only because they
have false knowledge about habits. The point is that they **are**
responsible, but they don't know it.

One of the misconceptions about habits is that some people are
genetically predetermined to have *less* control of their habits and
of changing them than other people. Note that they claim *less*
control, not zero control. So what does that mean? It means that these
"genetically inferior" people still do change their habits. So what is
the difference in the sort of situation that a "genetically inferior"
person does change a habit versus the sort of situation that he
doesn't change a habit? The difference is knowledge!

To illustrate my point, consider this. A 5 year old has the habit of
sucking his thumb. He is absolutely ignorant of habits, of what they
are, and how people change them, and how they "control their hosts".
He's ignorant of them because he's never self-reflected on his own
behaviors, and his parents never talked to him about habits, and the
TV shows and movies he watches don't talk about habits. So his mom
talks to him on his 5th birthday and says, "Johnny, you're 5 years old
now (while holding up her hand with all 5 fingers spread apart).
You're a man now and men don't suck their thumb." Johnny was
wide-eyed. He wanted to be an adult. So he no longer wanted to suck
his thumb, because that meant that he was still a kid. That went
against his new self-image of being an adult. And so he stopped cold
turkey. He no longer had the habit of sucking his thumb. He didn't
need, and didn't get reminders. His mom forgot about the conversation
all together. By the end of the day she noticed that she hadn't seen
Johnny suck his thumb at all. He was persuaded. He changed one of his
values. He no longer valued sucking his thumb because that
contradicted his valuing adulthood.

So Johnny went from having a habit of sucking his thumb to ridding
himself of that habit in one conversation with his mom. How could this
happen? What changed in him that caused this flipping of a switch? And
what does this say about habits?

Part 2...



So my example above shows that thumb sucking habits aren't actually
habits. Kids do it because they want to. And when the stop wanting to,
then they stop doing it. So are there other things that are real
habits? Consider this:

An American army ranger comes back home from 4 years of serving his
country in Iraq and Afghanistan. He has many psychological problems,
one of which is that he's always on alert which causes anxiety. When
he's sitting around outside and even inside, and a helicopter flies
by, he hears it (while regular citizens don't) because his training
taught him to watch out for attack helicopters. When he's driving he
sees sticks and wires and other things on the ground and he swerves
the car because his training taught him to watch out for bombs. So
he's alert 24/7 and each time that he notices these things he gets
anxiety. This constant alertness makes it hard for him to sleep. So he
takes medication to put him to sleep.

In the sucking thumb example, the kid stopped it because he no longer
wanted to do it. But in the case of the ranger, he doesn't want to be
alert 24/7 but he's still doing it. So what is the qualitative
difference between these two types of behaviors that makes one
voluntary and the other nearly (or completely) involuntary?

Part 3...

I think the difference has something to do with muscle memory. So I
looked up muscle memory on wikipedia:

Muscle memory has been used synonymously with motor learning, which is a 
form of procedural memory that involves consolidating a specific motor task 
into memory through repetition. When a movement is repeated over time, a 
long-term muscle memory is created for that task, eventually allowing it to be 
performed without conscious effort. This process decreases the need for 
attention and creates maximum efficiency within the motor and memory 
systems. Examples of muscle memory are found in many everyday activities 
that become automatic and improve with practice, such as riding a bicycle, 
typing on a keyboard, typing in a PIN, playing a melody or phrase on a musical 
instrument, playing video games,[1] or performing different algorithms for a 
Rubik's Cube.



Sounds like a habit. So I looked up habit on wikipedia:

Habits are routines of behavior that are repeated regularly and tend to occur 
subconsciously.[1][2][3] Habitual behavior often goes unnoticed in persons 
exhibiting it, because a person does not need to engage in self-analysis when 
undertaking routine tasks. Habituation is an extremely simple form of learning, 
in which an organism, after a period of exposure to a stimulus, stops 
responding to that stimulus in varied manners. Habits are sometimes 
compulsory.[3][4] The process by which new behaviours become automatic is 
habit formation. Examples of habit formation are the following: If you 
instinctively reach for a cigarette the moment you wake up in the morning, you 
have a habit. Also, if you lace up your running shoes and hit the streets as 
soon as you get home, you've acquired a habit. Old habits are hard to break 
and new habits are hard to form because the behavioural patterns we repeat 
are imprinted in our neural pathways.[5] As behaviors are repeated in a 
consistent context, there is an incremental increase in the link between the 
context and the action. This increases the automaticity of the behavior in that 
context.[6] Features of an automatic behavior are all or some of: efficiency, 
lack of awareness, unintentionality, uncontrollability.[7] Habit formation is 
modelled as an increase in automaticity with number of repetitions up to an 
asymptote.[8][9][10]

Interesting. In the motor learning article, no where does the word
habit exist. And in the habit article, no where does the term motor
learning exist. But they seem the same to me. What do you think?

What are some examples of habits?

I always put my keys in my right pocket. I don't like to randomly look
for my keys in all of my pockets so by putting them always in one
pocket I don't have to search. In the same way, I always put my keys
in one place at home, next to my bed. Also I never put my keys down
anywhere. They are always in my pocket or next to my bed. Why? Because
I've lost my keys when I leave them on tables or in bathrooms. So I
created 3 habits related to my keys. And this way I can't lose my keys
AND I don't have to remember where I put my keys. I do these things
subconsciously now. On a side note, its ironic because when I tell
people that I don't lose my keys, they assume that I have good memory



but what they don't realize is that I don't use my memory at all for
my keys. I made 3 rules for myself so that I don't have to use my
memory. Because actually my memory is bad for remembering where I put
stuff. My mind is usually in lala land so I don't pay attention to
stuff like where I put my keys.

You might ask, before you created those habits, how did you remember
your rules? Well when the situation comes up, like lets say I put my
keys on a table, I remember the last time I had a problem of losing my
keys by leaving them somewhere. So I immediately remember my rule and
I follow it, i.e. put my keys back in my pocket. By the way, I do the
exact same thing with my phone, except its in the left pocket. And one
extra rule is that when I'm sitting in my recliner I sometimes put it
in a cup holder. But no where else. I don't like losing my phone.

Part 4...

After reading the smoking example of a habit given in the habit
article on wikipedia, I reflected on it more.

What do they mean by instinctively? It means subconsciously. I've seen
people smoking a cigarette, and then pickup another cigarette to light
it. How could that happen? Its because he was consciously thinking
about something else. He was in lala land. So he was subconsciously
smoking a cigarette and subconsciously got another cigarette out. But,
at some point he noticed his error. He was conscious of it. So he put
the new cigarette back in its pack.

Now consider the example given in the article. A person wakes up and
goes for a cigarette, subconsciously. So now he's smoking it. Is he in
lala land? Was he in lala land during the entire session of smoking
that cigarette? No. At some point during the smoking session he became
conscious of his behavior. And if he didn't want to smoke the
cigarette, he could put it out and throw it away. And he could break
all his cigarettes and throw away the whole pack so that the next time
he subconsciously goes for a cigarette, they aren't there. So this
habit of smoking can easily be broken if thats what he wanted.

But most people disagree with me on this. They say, that some people
want to quick but they can't. I say its because they both want to and



don't want to. The have a conflict of wants. So with each cigarette,
they are coercing themselves because part of them wants to smoke
(which they act on) and part of them wants to quit. So by acting on
the smoking want, they are doing something they don't want to do,
hence coercion.

The conventional explanation for why people don't quit is that the
person's want of smoking is stronger than the want of quitting. And
that for the people that quit, their want of quitting was stronger
than their want of smoking. And they say that the person that quit has
stronger will. But both of those are coercion. They cause hurt. The
right way to solve this problem is to refute one of the conflicting
ideas. A smoker who wants to quit should ask himself these questions:

Why do you want to smoke? What problem does smoking solve?

Why do you want to quit smoking? What problem does quitting smoking solve?

So what reasons do people have for smoking and for quitting? What are
some criticisms of those reasons?

Whether you are a smoker or used to be a smoker or knows a lot of
smokers, a bunch of you know a lot of reasons and criticisms. Please
speak up. Your insight could help someone quit. It could help a lot of
people quit.

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] What does "promise" mean in the everyday sense?
Date: August 30, 2012 at 12:18 PM

I did some searching and found a book [1] about promises, so at least we
know what one other person thinks about the subject. More sources are
welcome.

"I use the term promise in its ordinary, everyday sense as an explicit
statement of one’s intention to perform some act at a future time with the
proviso that someone relies on the fulfillment of the promise." [1, p. 4;
Google Books link: http://goo.gl/edYVV]

Here, a promise is simply a statement of intent on which someone is
relying. I think Rami uses the word "plan" for this.

"There is no need to document the wide variety of implicit, but
well-understood, conditions that we take for granted when making most
promises; “Yes, of course, I will return your book tomorrow,” with an
unspoken, “ . . . that is, if I remember it and I am more likely to
remember it if, in my estimation, you really will need it tomorrow.” In
most of our everyday promising behavior, the likelihood of fulfillment is
conditioned by tacit (but often mutually understood) reservations in which
the dangers, or inconveniences, or embarrassments of non-fulfillment are
weighed against the hazards associated with efforts toward fulfillment."
[1, p. 21; Google Books link: http://goo.gl/A2634]

So people realize that most promises come with caveats about the situations
in which the promise is not expected to be kept, and people have a shared
understanding of these caveats.

If it's a promise that one intends to keep no matter what happens, with no
exceptions, I would call it a "solemn promise", "vow", or "oath".

[1] Schlesinger, Herbert J. Promises, Oaths, and Vows (2008)

http://goo.gl/edYVV
http://goo.gl/A2634


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] What does "promise" mean in the everyday sense?
Date: August 30, 2012 at 12:40 PM

On Thu, Aug 30, 2012 at 11:18 AM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

I did some searching and found a book [1] about promises, so at least we
know what one other person thinks about the subject. More sources are
welcome.

"I use the term promise in its ordinary, everyday sense as an explicit
statement of one’s intention to perform some act at a future time with the
proviso that someone relies on the fulfillment of the promise." [1, p. 4;
Google Books link: http://goo.gl/edYVV]

Here, a promise is simply a statement of intent on which someone is relying.
I think Rami uses the word "plan" for this.

"There is no need to document the wide variety of implicit, but
well-understood, conditions that we take for granted when making most
promises; “Yes, of course, I will return your book tomorrow,” with an
unspoken, “ . . . that is, if I remember it and I am more likely to remember
it if, in my estimation, you really will need it tomorrow.” In most of our
everyday promising behavior, the likelihood of fulfillment is conditioned by
tacit (but often mutually understood) reservations in which the dangers, or
inconveniences, or embarrassments of non-fulfillment are weighed against the
hazards associated with efforts toward fulfillment." [1, p. 21; Google Books
link: http://goo.gl/A2634]

That is rational.

So people realize that most promises come with caveats about the situations
in which the promise is not expected to be kept, and people have a shared
understanding of these caveats.

If it's a promise that one intends to keep no matter what happens, with no
exceptions, I would call it a "solemn promise", "vow", or "oath".

Is that you speaking or him? Anyway, that idea is irrational.

http://goo.gl/edYVV
http://goo.gl/A2634


[1] Schlesinger, Herbert J. Promises, Oaths, and Vows (2008)

Now what should a parent say to his child about promises? Are they
rational or irrational? How can he talk about the rationality of
promises when there are two types, one of which doesn't seem like the
traditional meaning of promise at all. Society has created a new
meaning of the word promise which is the component of rationality. But
so many people still suffer from the traditional idea of promises.
Parents promise children and they get upset when parents break them.
Husbands and wives get upset when their promises are broken. So how
should we proceed?

There is a saying, "Don't make promises that you can't keep." Well the
problem is that there is an infinite number of things that could
happen that could prevent you from keeping the promise. So what
follows is "Don't make any promises, at all." And I think this is the
simplest explanation that kids can understand. Your explanation of
saying some promises are rational and they have these certain
qualities is much harder for kids to understand.

What do you think?

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] What does "promise" mean in the everyday sense?
Date: August 30, 2012 at 12:47 PM

On Thursday, August 30, 2012 12:41:20 PM UTC-4, Rami Rustom wrote:

On Thu, Aug 30, 2012 at 11:18 AM, Josh Jordan
<therealj...@gmail.com <javascript:>> wrote:

I did some searching and found a book [1] about promises, so at least we
know what one other person thinks about the subject. More sources are
welcome.

"I use the term promise in its ordinary, everyday sense as an explicit
statement of one’s intention to perform some act at a future time with

the
proviso that someone relies on the fulfillment of the promise." [1, p.

4;
Google Books link: http://goo.gl/edYVV]

Here, a promise is simply a statement of intent on which someone is
relying.

I think Rami uses the word "plan" for this.

"There is no need to document the wide variety of implicit, but
well-understood, conditions that we take for granted when making most
promises; “Yes, of course, I will return your book tomorrow,” with an
unspoken, “ . . . that is, if I remember it and I am more likely to

remember
it if, in my estimation, you really will need it tomorrow.” In most of

our
everyday promising behavior, the likelihood of fulfillment is

conditioned by
tacit (but often mutually understood) reservations in which the dangers,

or
inconveniences, or embarrassments of non-fulfillment are weighed against

the
hazards associated with efforts toward fulfillment." [1, p. 21; Google

Books
link: http://goo.gl/A2634]

http://goo.gl/edYVV
http://goo.gl/A2634


That is rational.

So people realize that most promises come with caveats about the
situations

in which the promise is not expected to be kept, and people have a
shared

understanding of these caveats.

If it's a promise that one intends to keep no matter what happens, with
no

exceptions, I would call it a "solemn promise", "vow", or "oath".

Is that you speaking or him?

That was me. I surrounded the two quotes from the book in quotation marks
and added citations and google books links for each.

Anyway, that idea is irrational.

Yes.



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] What is the field of psychology? BoI Infinity <beginning-of-
infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Date: August 30, 2012 at 2:35 PM

Psychology is about thinking errors. And the thinking errors cause
psychological problems, e.g. negative emotions.

So to solve psychological problems, one must correct his thinking
errors. And how are thinking errors corrected? By introspection of
one's thoughts, emotions, and experiences. By guessing what the error
might be and criticizing that guess. This is philosophy.
Interestingly, in the field of psychology, philosophy is not discussed
anywhere at all.

To illustrate how people can correct their thinking errors, I'll
explain two psychological problems, one that no one would be concerned
about and so wouldn't seek help, and another that is major and so most
people would seek professional help.

The first example is a situation where someone gets offended by a
racial remark. But the racial remark is not about themselves. Its
about someone that they care about. So they are offended *for* someone
else. The situation involves a stranger making a racial remark about a
guys friend. The guy gets offended. He’s mad. He thinks, how could
that person say such a thing? What an asshole! Well the
straightforward answer is that that person *thinks* that way. So the
guy goes to his friend and tells him the story expecting him to get
offended. But, to his surprise, he's not offended at all. The friend
notices his surprise so he says, "I guess you're surprised to know
that I'm not offended." So he decided to provide an explanation of why
it doesn't make sense to get offended with the aim of helping his
friend solve his psychological problem:

Friend: How many strangers out there are racists?

Guy: I don’t know, half?

Friend: Ok so that means that 1 out of 2 strangers you meet are
thinking racist thoughts, but almost none of them say those thoughts



to you.

Guy: Right.

Friend: Now getting back to the original situation, were you offended
that he said the racist remark, or that he thought it?

Guy: That he said it. Why didn’t you get offended?

Friend: Well the very first time someone made a racist remark towards
me, I was offended. But since then I learned that most people are that
way and that why they are that way, so I’m not emotional about it
anymore. […] So back to what we were saying… Why aren't you offended
that he was *thinking* it? Whats the difference? If you're going to
get offended that he said it, you should be offended that he thought
it.

Guy: Well ya.

Friend: And so if you're offended that people think this way, then are
you going to go around to every person and say, "HEY, ARE YOU A
RACIST? CAUSE IF YOU ARE, THATS OFFENSIVE TO MY FRIEND. […] Oh no
you’re not a racist? Oh nevermind then I’m not offended.”

Guy: LOL!

Friend: And of course he could be lying to you. So he could be a
racist, but you’re not offended.

Guy: Ya..

Friend: Now consider this. Why is that person racist? How did he learn it?

Guy: From his parents.

Friend: From society as a whole, which includes his parents. And he
hasn't yet figured out that he's wrong. So he made a mistake and he
hasn't corrected it.

Guy: Right.



Friend: Don't we all make mistakes?

Guy: Ya.

Friend: Do you think people should get mad at us for making mistakes?

Guy: Well depends on the kind of mistake.

Friend: Why should it depend on that?

Guy: Well what if its a really bad mistake?

Friend: Bad how?

Guy: Like say if someone kills another person.

Friend: Ok you're talking about a crime. Thinking or saying a racist
remark is not a crime. Can you give an example that isn't a crime?

Guy: What if someone called me stupid?

Friend: So. Why does that upset you?

Guy: Don't you get upset by that?

Friend: No. I've been called stupid many times. Sometimes people say
that when they disagree with me and they think my idea is wrong,
meaning that it contradicts their worldview. And they don't have a
criticism of my idea, so they attack the source of the idea because
they don't know a better way. So he made a thinking mistake, that
attacking the source of an idea make any sense in a discussion. I
expect that he learned it from his parents, and from society. Should I
be mad that he has this mistaken idea about how to discuss?

Guy: I guess not. Its not his fault.

Friend: No, he *is* responsible. But that doesn't change whether or
not I should be offended.



Its important to consider how this new understanding will help this
person going forward. Psychological problems can be solved. Actually
classes of psychological problems can be solved. So consider that one
class of psych problems is that someone gets offended by racist
remarks. Someone can learn all the thinking errors that cause this and
then never get offended by racist remarks again. Now consider a
broader class of psych problems, getting mad about people making
mistakes. Someone can learn all the thinking errors that cause this
and then never get mad when someone makes a mistake.

The second example is a major psych problem, major in that it causes
other problems in one’s life.  Someone gets anxiety when he listens to
a specific song. And his friend was concerned:

Friend: Why are you thinking about?

Guy: Nothing.

Friend: The song reminded you of something.

Guy: Uh.. Ya my friend, he killed himself.

Friend: How long ago?

Guy: When I was 15. (he’s in his late 30’s at this point)

Friend: Something bad happened.

Guy: Ya. But the anxiety doesn’t last long. I’m pretty good an forgetting about.

Friend: So you’re burying your problem. But that doesn’t solve your
problem. It will resurface.

Guy: Ya that’s been happening for 20 years now.

Friend: So when it first happened, I bet it took days for you to
recover each time you had anxiety about it

Guy: Ya.



Friend: And now it takes a lot less time to recover. How long?

Guy: A few minutes.

Friend: So you’ve created a habit of burying the problem, and you get
faster at burying it each time.

Guy: Ya.

Friend: If you figure out what the problem is, then you can solve it
and prevent the anxiety altogether.

Guy: What do you mean? I already know what caused it.

Friend: Well when you experienced the trauma, its not his suicide that
was the trauma. Its your interpretation of that event that was the
trauma. You had a thought that causes the anxiety. What is that
thought?

Guy: Well what happened was that my friend called me and left a
voicemail asking to call him back. But I didn’t reply quick enough.
Then I found out that he committed suicide the next day.

Friend: So you blame yourself for not calling him back?

Guy: Yes.

Friend: And if you had called him back, would that have prevented him
from committing suicide?

Guy: Maybe.

Friend: *Maybe* means also *maybe not*. Right?

Guy: Ya.

Friend: Could you have known in advance that he would commit suicide?

Guy: No.



Friend: So you’re blaming yourself for something that you couldn’t
have known in advance. Isn’t that just like saying “hind-sight 20-20…
yadda yadda yadda”?

Guy: You’re right, its not my fault for not knowing.

Friend: And even if you did know, and even if you called him, he may
still have committed suicide. I expect that he had major psychological
problems. He could have been hopped up on the wrong kind of depression
medicine. Only a psychiatrist and his close family could help him with
things like that. Right?

Guy: You’re right. There is no way I could have prevented his suicide.

(a few months went by)

Guy: I’ve been meaning to talk to you. I don’t have anxiety anymore
about my friend. I can listen to that song again and nothing happens.
You know that song was one that all my friends and I listened to and
when I’d be in a car with them, the song would come on and my anxiety
would start. It was rough because my friends would put that song on a
lot and I couldn’t enjoy it with them. And now I can enjoy it again.

So here the psych problem was about blaming himself for something he
couldn’t possibly be responsible for. And he solved that problem. Note
that this thinking error can have more reach like in the first
example. If you solve all the thinking errors related to incorrectly
assigning responsibility, then you’ll have have solved the whole class
of psych problems of guilt. Now I’m not suggesting that this is easy.
The idea of responsibility is not so straight forward. It requires a
lot of effort to understand it well.

Getting back to the field of psychology, actually these discussions
are what might be called psychoanalysis. Everyone should do it on
themselves! Self-psychoanalysis.

-- Rami



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 30, 2012 at 5:23 PM

On Wednesday, August 29, 2012 5:14:52 PM UTC-7, Rami Rustom wrote:

But recently something else has been happening: house prices have fallen
quite substantially, to the point that many sellers who carried back notes
now hold notes with nominal value in substantial excess of the market value
of the property that secures the note. Most of the buyers know this too.
Some buyers keep paying on the note even though they think their purchase
was and is a mistake, because they feel obligated to "keep their promise."
Others decide to stop paying even though they are able to pay, because they
(the buyers) don't value the house any higher than its market value. This
is called "strategic default" - they live in the house for free while the
foreclosure process drags out, and don't maintain the house, and use the
resultant savings as downpayment on another house at a much lower purchase
price. Ironically - usually they buy with a note carried back by another
desperate seller because they definitely can't get a bank loan. I've heard
about a lot more emotion on the part of the original sellers in these
situations. They feel that the buyers who strategically default are
"breaking their promises" and unfairly taking advantage of the sellers.
Yeah, the sellers can take the house back, but they lose a substantial
amount of money in the process and their "whole plans for retirement are
ruined just because people aren't being true to their word."

I'd say that their plan started before that. They bought a house that
was waaaay overvalued (during the height of the realestate balloon). A
lot of people did. And they paid for their mistakes. When someone
defaults on their loan, that is when their bad decision finally hit
their pocket book. What do you think?

It depends on all sorts of factors: how much the original down payment was,
how much the buyer put into fixing/customizing the house after purchase,
what their payments were as compared to what they would have paid in rent,
how long they made such payments, and how long they are able to stay in the
house "payment free" before the foreclosure goes through and they actually
get removed. I've heard of people living in houses for two years without



paying a dime before foreclosure finally removed them. That's a lot of rent
payments avoided!

Definitely some buyers got really hurt, and also some sellers who carried
back mortgages. That seems beside the point, though, as any business
transaction can turn out badly for one or both parties. This was intended
as an example where not only did the transaction turn out badly, but there
seems to be a tendency for people to get emotional about it in a similar
way to what is being referred to as "personal promises".

I've heard of similar emotions in other business ventures involving
individuals, like partnerships.

The only "promises" which seem to nearly completely avoid such emotions are
those made where at least one of the parties is a large, faceless entity
like a bank or other large corporation. Meaning: it doesn't seem to be just
the fact that it's a capitalist contract vs. personal promise, or even the
content of the contract - presence or absence of default clauses or
whatever - that matters here. It also matters in terms of culture and
expectations whether one is dealing person-to-person, or
person-to-organization.

This sounds a lot more like the emotions that surround personal promises
than just straight business transactions. Even though there's a
contract...and a remedy...and it usually works fine when house prices are
rising, in this particular situation people get emotional.

But again the question is, who is being irrational here?

Irrational means not willing to change your mind. The guy that
strategically defaulted did change his mind, so his decision wasn't
irrational.

Is being willing to change your mind all there is to rationality? I think
there's more to it than that, like having good criteria for when to change
your mind and when not to, and following that criteria deliberately. I



think that a person who is willing to change his mind but does so randomly,
or for bad reasons, is still irrational.

If you agree, then it's not enough to simply say that the strategic
defaulter is rational because he changed his mind. We have to analyze
whether he changed it for a good reason or a bad reason.

Is it all the buyers who signed a note in the first place - a "promise
to pay"? That would be consistent with the most obvious interpretation of
"promises are irrational". Yet it would also rule out a lot of mutually
beneficial transactions.

A personal promise has very different meaning than a business/legal
promise.

Apparently not to everyone. Some religionists are even comparing strategic
default to robbery:
http://christianunityblog.net/2010/06/28/even-when-it-hurts-strategic-default/

Personal promises are irrational. Business/legal promises are rational
because they have built-in explicit knowledge of how to change the
promise.

Not always, and not exactly. Some contracts contain no breach provisions.
Some contracts (like the seller carrybacks I've been using as an example)
contain breach provisions that are commonly or sometimes presumed to apply
only in cases of circumstances beyond the parties' control.

I think that the reason that business/legal contracts are called
promises is analogous to the appendix in humans. Evolution caused
both. And both are now useless. We don't need our appendix and I think
that legal contracts are nothing like promises.

http://christianunityblog.net/2010/06/28/even-when-it-hurts-strategic-default/


So are the seller carrybacks with individual sellers not a business/legal
contract? I think they are, yet many people treat them the same as personal
promises.

Or is it only the buyers who continue to pay on the note even when they
know the house is worth less *to them* than the remaining loan amount? That
is more consistent with the idea that what is irrational about promises is
not changing your mind. Yet it also produces a very counterintuitive
implication: Essentially, it says that the rational people are the ones
that screw over the sellers, and the irrational people are the ones that
uphold their contracts. Such an attitude, if promoted instead of
discouraged, would seem caustic to the kind of trust upon which most
business transactions rest along with the actual verbiage in the contract.

Trust is irrational too in a similar way as promises. In a promise,
you trust that the other party will hold up his end. But you shouldn't
trust him to do that.

In my experience people who are successful in business are reluctant to do
business with people that they don't trust. Some reasons:
- An unknown likelihood of breach makes planning more difficult for both
parties.
- A transaction of any significance involves many aspects which it is
economically infeasible to make explicit and understood by all parties.
  What do I mean by "economically infeasible"? I mean that the cost of
creating an explicit understanding about all aspects of the transaction is
disproportionately high as compared to the value of the transaction. for
example: how many EULAs do you actually read and understand every word of
before clicking "I accept"? Why don't most people do this? Because it's not
worth the time & energy required to do so.
- Even explicit words are commonly misinterpreted. So even if one party
puts specific language in, the other party reads it & thinks they
understand it, they might not - probably don't. And it's somewhat unknown
how a court will interpret a specific contract.

So...it's good to have written contracts, and successful people in business
do not rely *solely* on trust. However, neither do they rely solely on



contracts and explicit breach provisions. They have to trust the person
*and* think they have a good contract before they'll enter a transaction.
Do you consider this irrational?

Instead of a promise, you should have an agreement. The agreement lays
out the plan. And it lays out what both parties will do if the plan
doesn't work out. All of these contingency situations are built-in to
the agreement explicitly. And you shouldn't get into an agreement that
has for example, bad credit, or a criminal history, because that means
that he has (or had) bad values, so he might still have those bad
values. Only get into agreements with people that you can reliably
expect to have good values (the ones relevant to the agreement). And
if you do this, its not trust. Its risk assessment.

Maybe I'm misreading, but this argument sounds circular. What if I consider
not keeping promises when you are capable of doing so, to be a "bad value"?
As I said before, is not "bad credit" primarily a function of one's lack of
keeping financial promises in the past?

Maybe it's still the right answer, but seems to need more analysis to be
sure.

Or, is it just the sellers who expected buyers to continue to pay even
if the house value dropped below the loan amount, and get emotional when
they don't? I don't think getting emotional does anyone any good, so I
don't agree with the emotion. But I'm not ready to outright condemn the
entire idea of an expectation that people will uphold their contracts on
general principals instead of merely their judgement as to the contract's
point-in-time value.

I see another option. The buyer and seller could have renegotiated the
purchase price of the house accounting for the realestate balloon. So
they could subtract the overvalued part of the house price at the time
of the purchase. What do you think?



Yes, they could. And in many cases that is the best option whether they
realize it or not. But as above this seems rather beside the point, which
is that some people get emotional over the "broken promise" of mortgage
payments in a capitalist contract.

This may warrant another thread: Is it ever moral to knowingly be
irrational?

No. I should not say to someone nor myself, "No I will never change my
mind about X."

Agreed.

Is it ever rational to knowingly be immoral?

Committing an immoral act that you know is immoral, has nothing to do
with rationality. Because that could be just a mistake. But committing
the mistake over an over again, without putting forth effort to
correct that mistake going forward, is irrational.

I have always assumed the opposite: that morality and rationality are
inextricably linked. Perhaps I am mistaken, but here is my line of thought:

Morality is about how to have a good life. It is impossible to have a
good life without correcting errors in ones thinking. Since rationality is
the only process to correct errors in thinking, it is immoral to knowingly
be irrational.

Rationality is about how to correct errors. It is impossible

Not impossible.

(or, at least, much more difficult) to correct errors if one has a bad
life. Since morality is the only path to a good life, it is irrational to



knowingly be immoral.

But some immoral things don't affect rationality.

Like what?

It is moral to be rational.

It is immoral to be irrational.

It is rational to find one's moral mistakes and correct them going
forward.

It is irrational to hide one's moral mistakes (because then you can't
correct them).

What do you mean by "hide"? This doesn't seem the same thing we are
discussing, which is doing something one already knows is immoral.

--Jason

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 30, 2012 at 9:22 PM

On Aug 30, 2012 4:23 PM, "Jason" <auvenj@gmail.com> wrote:

On Wednesday, August 29, 2012 5:14:52 PM UTC-7, Rami Rustom wrote:

But recently something else has been happening: house prices have fallen 
quite substantially, to the point that many sellers who carried back notes now 
hold notes with nominal value in substantial excess of the market value of the 
property that secures the note. Most of the buyers know this too. Some 
buyers keep paying on the note even though they think their purchase was 
and is a mistake, because they feel obligated to "keep their promise." Others 
decide to stop paying even though they are able to pay, because they (the 
buyers) don't value the house any higher than its market value. This is called 
"strategic default" - they live in the house for free while the foreclosure 
process drags out, and don't maintain the house, and use the resultant 
savings as downpayment on another house at a much lower purchase price. 
Ironically - usually they buy with a note carried back by another desperate 
seller because they definitely can't get a bank loan. I've heard about a lot 
more emotion on the part of the original sellers in these situations. They feel 
that the buyers who strategically default are "breaking their promises" and 
unfairly taking advantage of the sellers. Yeah, the sellers can take the house 
back, but they lose a substantial amount of money in the process and their 
"whole plans for retirement are ruined just because people aren't being true 
to their word."

I'd say that their plan started before that. They bought a house that
was waaaay overvalued (during the height of the realestate balloon). A
lot of people did. And they paid for their mistakes. When someone
defaults on their loan, that is when their bad decision finally hit
their pocket book. What do you think?

It depends on all sorts of factors: how much the original down payment was, 
how much the buyer put into fixing/customizing the house after purchase, what 



their payments were as compared to what they would have paid in rent, how 
long they made such payments, and how long they are able to stay in the house 
"payment free" before the foreclosure goes through and they actually get 
removed. I've heard of people living in houses for two years without paying a 
dime before foreclosure finally removed them. That's a lot of rent payments 
avoided!

Definitely some buyers got really hurt, and also some sellers who carried back 
mortgages. That seems beside the point, though, as any business transaction 
can turn out badly for one or both parties. This was intended as an example 
where not only did the transaction turn out badly, but there seems to be a 
tendency for people to get emotional about it in a similar way to what is being 
referred to as "personal promises".

I've heard of similar emotions in other business ventures involving individuals, 
like partnerships.

The only "promises" which seem to nearly completely avoid such emotions are 
those made where at least one of the parties is a large, faceless entity like a 
bank or other large corporation. Meaning: it doesn't seem to be just the fact that 
it's a capitalist contract vs. personal promise, or even the content of the contract 
- presence or absence of default clauses or whatever - that matters here. It also 
matters in terms of culture and expectations whether one is dealing person-to-
person, or person-to-organization.

This sounds a lot more like the emotions that surround personal promises 
than just straight business transactions. Even though there's a contract...and 
a remedy...and it usually works fine when house prices are rising, in this 
particular situation people get emotional.

But again the question is, who is being irrational here?

Irrational means not willing to change your mind. The guy that
strategically defaulted did change his mind, so his decision wasn't
irrational.



Is being willing to change your mind all there is to rationality? I think there's 
more to it than that, like having good criteria for when to change your mind and 
when not to, and following that criteria deliberately. I think that a person who is 
willing to change his mind but does so randomly, or for bad reasons, is still 
irrational.

Rationality is a spectrum. And yes changing your mind for no good
reason is irrational.

If you agree, then it's not enough to simply say that the strategic defaulter is 
rational because he changed his mind. We have to analyze whether he changed 
it for a good reason or a bad reason.

Right. But to know that you'd have to know all the relevant details of
his situation.

Is it all the buyers who signed a note in the first place - a "promise to pay"? 
That would be consistent with the most obvious interpretation of "promises 
are irrational". Yet it would also rule out a lot of mutually beneficial 
transactions.

A personal promise has very different meaning than a business/legal promise.

Apparently not to everyone. Some religionists are even comparing strategic 
default to robbery:
http://christianunityblog.net/2010/06/28/even-when-it-hurts-strategic-default/

Ideas are independent of people.

Personal promises are irrational. Business/legal promises are rational
because they have built-in explicit knowledge of how to change the
promise.

http://christianunityblog.net/2010/06/28/even-when-it-hurts-strategic-default/


Not always, and not exactly. Some contracts contain no breach provisions.

Irrational.

Some contracts (like the seller carrybacks I've been using as an example) 
contain breach provisions that are commonly or sometimes presumed to apply 
only in cases of circumstances beyond the parties' control.

I think that the reason that business/legal contracts are called
promises is analogous to the appendix in humans. Evolution caused
both. And both are now useless. We don't need our appendix and I think
that legal contracts are nothing like promises.

So are the seller carrybacks with individual sellers not a business/legal 
contract?

I don't see how that question has anything to do with what I said.

I think they are, yet many people treat them the same as personal promises.

Or is it only the buyers who continue to pay on the note even when they know 
the house is worth less *to them* than the remaining loan amount? That is 
more consistent with the idea that what is irrational about promises is not 
changing your mind. Yet it also produces a very counterintuitive implication: 
Essentially, it says that the rational people are the ones that screw over the 
sellers, and the irrational people are the ones that uphold their contracts. 
Such an attitude, if promoted instead of discouraged, would seem caustic to 
the kind of trust upon which most business transactions rest along with the 
actual verbiage in the contract.

Trust is irrational too in a similar way as promises. In a promise,



you trust that the other party will hold up his end. But you shouldn't
trust him to do that.

In my experience people who are successful in business are reluctant to do 
business with people that they don't trust. Some reasons:

Good business people don't do business by trust. They might say so,
but they are confused about the meaning of trust. Trust means to defer
judgement. Good business people don't do that. They **judge** that the
people they do business with will do good business. And their
judgement is based on reputation, history, references, credit score,
and so on.

- An unknown likelihood of breach makes planning more difficult for both parties.
- A transaction of any significance involves many aspects which it is 
economically infeasible to make explicit and understood by all parties.
  What do I mean by "economically infeasible"? I mean that the cost of creating 
an explicit understanding about all aspects of the transaction is 
disproportionately high as compared to the value of the transaction. for 
example: how many EULAs do you actually read and understand every word of 
before clicking "I accept"? Why don't most people do this? Because it's not 
worth the time & energy required to do so.
- Even explicit words are commonly misinterpreted. So even if one party puts 
specific language in, the other party reads it & thinks they understand it, they 
might not - probably don't. And it's somewhat unknown how a court will interpret 
a specific contract.

So...it's good to have written contracts, and successful people in business do 
not rely *solely* on trust. However, neither do they rely solely on contracts and 
explicit breach provisions. They have to trust the person *and* think they have a 
good contract before they'll enter a transaction. Do you consider this irrational?

No. I consider it a confusing of the meaning of the word trust. They
are judging, not trusting. Trust means to defer judgement to
something/someone else.



Instead of a promise, you should have an agreement. The agreement lays
out the plan. And it lays out what both parties will do if the plan
doesn't work out. All of these contingency situations are built-in to
the agreement explicitly. And you shouldn't get into an agreement that
has for example, bad credit, or a criminal history, because that means
that he has (or had) bad values, so he might still have those bad
values. Only get into agreements with people that you can reliably
expect to have good values (the ones relevant to the agreement). And
if you do this, its not trust. Its risk assessment.

Maybe I'm misreading, but this argument sounds circular. What if I consider not 
keeping promises when you are capable of doing so, to be a "bad value"?

Personal promises? That is irrational and immoral. So having a value
that has a promise component is also irrational and immoral.

Business agreements with explicit ways how it would end? Consider a
AT&T phone/activation contract. Say you wanted the iphone without the
activation but that was the only way to get it because of their rules.
You have enough money to pay the monthly fees for the full 24 month
contract but your plan was to cancel immediately, keep the phone, and
pay the termination fee. Is this immoral? No.

As I said before, is not "bad credit" primarily a function of one's lack of keeping 
financial promises in the past?

In my example, paying off the termination fee doesn't negatively
affect your credit history/score.

Maybe it's still the right answer, but seems to need more analysis to be sure.

Or, is it just the sellers who expected buyers to continue to pay even if the 
house value dropped below the loan amount, and get emotional when they 
don't? I don't think getting emotional does anyone any good, so I don't agree 



with the emotion. But I'm not ready to outright condemn the entire idea of an 
expectation that people will uphold their contracts on general principals 
instead of merely their judgement as to the contract's point-in-time value.

I see another option. The buyer and seller could have renegotiated the
purchase price of the house accounting for the realestate balloon. So
they could subtract the overvalued part of the house price at the time
of the purchase. What do you think?

Yes, they could. And in many cases that is the best option whether they realize it 
or not. But as above this seems rather beside the point, which is that some 
people get emotional over the "broken promise" of mortgage payments in a 
capitalist contract.

I think what you're saying is that if business/legal contract type
promises cause negative emotions, then that is a criticism of the idea
that personal promises are irrational. But its not. People can get emo
about all sorts of things.

With with personal promises, the tradition is that you shouldn't break
them, and if you do, the other person gets mad and you feel guilty.
This is what we're criticizing.

This may warrant another thread: Is it ever moral to knowingly be irrational?

No. I should not say to someone nor myself, "No I will never change my
mind about X."

Agreed.

Is it ever rational to knowingly be immoral?

Committing an immoral act that you know is immoral, has nothing to do



with rationality. Because that could be just a mistake. But committing
the mistake over an over again, without putting forth effort to
correct that mistake going forward, is irrational.

I have always assumed the opposite: that morality and rationality are 
inextricably linked. Perhaps I am mistaken, but here is my line of thought:
Morality is about how to have a good life. It is impossible to have a good life 
without correcting errors in ones thinking. Since rationality is the only process 
to correct errors in thinking, it is immoral to knowingly be irrational.
Rationality is about how to correct errors. It is impossible

Not impossible.

(or, at least, much more difficult) to correct errors if one has a bad life. Since 
morality is the only path to a good life, it is irrational to knowingly be immoral.

But some immoral things don't affect rationality.

Like what?

Lets say you're at the grocery store and you steal a sucker. Its
immoral. But this act doesn't prevent you from correcting other
mistakes.

It is moral to be rational.

It is immoral to be irrational.

It is rational to find one's moral mistakes and correct them going forward.

It is irrational to hide one's moral mistakes (because then you can't
correct them).



What do you mean by "hide"? This doesn't seem the same thing we are 
discussing, which is doing something one already knows is immoral.

An example is lying to someone about your moral mistake in order to
"save face", so that you can prevent negative emotions in yourself.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: What does it mean to "be biased"? BoI Infinity <beginning-of-
infinity@googlegroups.com>, rational-politics-list@googlegroups.com, TCS 
<taking-children-seriously@googlegroups.com>
Date: August 31, 2012 at 1:11 PM

In the context of a people's decision making, a bias is referred to
(in the field of psychology) as a cognitive bias.

According to wikipedia : "A cognitive bias is the human tendency to
make systematic decisions in certain circumstances based on cognitive
factors rather than evidence. Bias arises from various processes that
are sometimes difficult to distinguish. These processes include
information-processing shortcuts, motivational factors, and social
influence. [1] Such biases can result from information-processing
shortcuts called heuristics. They include errors in judgment, social
attribution, and memory. Cognitive biases are a common outcome of
human thought, and often drastically skew the reliability of anecdotal
and legal evidence. It is a phenomenon studied in cognitive science
and social psychology."

So that explanation says that a cognitive bias is a thinking error.

But the common use of the term bias is in the context of a person
having some political opinion on say for example the
Israeli-Palestinian conflict. So if an American of Israeli and Jewish
origin made a statement that a Palestinian act was immoral, often
(some) people will write off his statement by saying that he's biased,
solely on account of him sharing an ethnic background with the other
side of that conflict.

Is the common meaning of the term bias related to the term cognitive
bias? Some what. The common use of the term says that the biased
person is experiencing a thinking error because of his emotional (or
otherwise) attachment to something that is assumed to be part of his
self-image.

This is interesting. It explains that all people are biased about some
things, things that are related to their self-image. But this is false
because not all people are tied to a self-image. These people are
willing to criticize and hear criticism of any of their ideas, because



they know that any one of their ideas can be mistaken. We are
fallibilists. Popperians.

Now the idea of cognitive bias uncompasses more than the common
understanding of bias. It attempts to include all thinking errors that
cause people to incorrectly label ideas as true or false. So
psychologists have classified a bunch of thinking errors and their
causes (meaning the various ways that they incorrectly label ideas as
true or false). But in all of their research and explanations they
don't think about epistemology, the study of knowledge and how its
created. Epistemology is needed in a study of thinking errors because
thinking errors are mistakes in knowledge creation.

With sufficient epistemology, a person can have zero cognitive bias.
He can judge all ideas objectively, i.e. without bias.

-- Rami



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: August 31, 2012 at 9:33 PM

Combining responses to Justin and Rami:

On Wednesday, August 29, 2012 11:48:24 PM UTC-7, JustinM wrote:

I don't think this is the relevant difference, though it points in the
right direction as you get to below. You're supposed to pay your mortgage,
especially if you have the financial resources to do so - not just
strategically default because property values dropped.

Default is different than what I was talking about, which was a legal
breach where you pay damages.

Default on a mortgage is the closest equivalent to a breach in other
contracts. The rationality of mortgage contracts is impaired by government
anti-deficiency rules: damages are statutorially limited (at least in my
state) to repossession of the property that secures the note, meaning that
the note holder cannot go after the buyer for the deficiency from other
assets if the repossessed property sells for less than the amount owing on
the note. So in some sense the breach provisions in mortgage contracts are
held artificially low. If this were not the case, I suspect that the note
holders would be less emotional about the buyers "breaking their promise,"
because they'd simply file suit for the deficiency and either get paid or
know that the buyer was truly unable to pay.

An example would be like, a phone company says you have a 2 year contract
on your iPhone plan, but you can pay $1k to get out of it early, and you
enter the contract with the intent of doing this because there's no good
way to get an unlocked iPhone. If you do this, then since the phone company
is the one that drew up the terms for breach, and you knew those terms
before you signed the contract, if you pay the fee, then everybody should
be better off.



In a truly free market you'd be right. In practice the cell phone companies
are satisfied with the arrangement - but as with the big banks they are
organizationally incapable of "getting mad" so that's not saying much.
However, lots of individuals "hate" their cell phone service providers and
"hate" their contracts and feel "locked in" despite the early termination
provisions in them. In terms of sheer numbers, cell phone contracts seem to
me to put more people into a state of "self coercion" and emotional
distress than mortgage contracts. Why?

I wouldn't agree that cell phone contracts as a paragon of rationality. In
a reversal of the case with mortgage contracts, breach provisions are
artificially high in cell phone contracts due to government action. They
are in large degree an artifact of the heavy hand of government regulation
on RF spectrum, with a government protected oligopoly controlling all
usable spectrum access. Without the kind of heavy handed government control
currently imposed on the cellular service marketplace, you'd see devices
uncoupled from service to a much greater extent. You'd buy your phone, on
credit if need be, from one entity and get your monthly service - on a
"cancel any time" basis - from another. That'd be more rational than what
we have now, and fewer people would be upset at their cell phone provider
(who currently share a lot of the same customer sentiment as airlines -
another heavily regulated oligopoly industry - in terms of customer
satisfaction). You can do a "cancel any time" plan at reasonable cost now
with pre paid service, which is what I do to avoid the state of "self
coercion", but the providers have strong-armed the device makers into
keeping the latest phones from being made available to pre-paid customers
at any price less than the artificially inflated contract termination fees.
They wouldn't be able to do this if the FCC regulated airwaves more closely
to the way we currently manage land ownership.

So in cases of both mortgage contracts and cell phone contracts, perhaps
the emotion associated with them arises in large part due to interference
with a free market in breach provisions.

Whereas with personal promises, there's no built-in breach clause that
lets people exit cleanly like this. It depends on how "other people" judge
the merits of your reasons for breach, and not your own judgment.



And some people to whom a mortgage is owed will get mad if you don't pay
- not big banks, which as big organizations are incapable of "getting mad",
but individual sellers who carried back notes on their properties for
example. Unless you're trying to suggest that only promises made to big
corporations are rational, which I don't think is what you're trying to
say, then we still have a problem.

I wouldn't say that only contracts made with big corps can be rational,
but what I would say is that, often, contracts between individuals involve
more "personal promise" type elements than something between an individual
and a corporation, or between two corporations -- meaning that they, e.g.,
wanted to help a person out, and so took on a risk they couldn't really
afford, instead of making a rational business decision.

Yes, this happens, but I don't think its the whole story. There's also a
pervasive "promise keeping" expectations without any apparent connection to
altruism.

I do recognize a significant difference in degree and frequency here if
not in kind. Individuals expect you to keep a promise to "love you for
life" more strongly than they expect you to keep a promise to pay a
mortgage, and they get "madder" if you break a promise of love than they do
if you break a promise to pay your mortgage. But if it is merely the
intensity of the promise recipients' expectations and emotional response to
breach that are the core of what makes a promise irrational, then it seems
we still have to regard capitalist contracts made between individuals as
irrational, just to a less degree than with personal promises.

Contracts aren't perfect, but they are a better and more rational
tradition than personal promises, with objective, impartial
dispute-resolution mechanisms that have evolved over several centuries.
Compare this with the mechanisms of personal promises -- social vibrations,
angry glares, and gossiping about promise-breakers.
I don't think this is a mere difference of degree.



What I meant in terms of difference of degree is the level of emotion
associated with breaking/breach of promise/contract. Presence of breach
provisions helps, but may not solve all the underlying problems of people
considering it bad to break contracts.

Try a thought experiment in the other direction: Couples who enter into
marriage with well defined prenups are not immune from experiencing
negative emotions in the case of a divorce. They just have less emotions
about some topics than other couples in a similar divorce situation,
because of the prenups. Prenups are a good thing, but not a cure-all for
problems in marriage. It's a difference in degree.

On this and related lists the ethos is that marriages, even with explicit
prenups ("breach provisions") and other contract terms, are generally bad.
Whereas capitalist contracts, even though breach provisions don't solve all
the emotional problems associated, are generally good. This seems like bias
to me. What is the essential difference between the two?

On Thursday, August 30, 2012 6:22:43 PM UTC-7, Rami Rustom wrote:
Personal promises are irrational. Business/legal promises are rational
because they have built-in explicit knowledge of how to change the
promise.

Not always, and not exactly. Some contracts contain no breach
provisions.

Irrational.

I think you're onto something there. Per the discussion above, I think that
lack of breach provisions in either personal promises or capitalist
contracts are irrational. Even when breach provisions are present, outside
interference which either inflates or reduces breach provisions from a free
market state leads to irrationality.

Suppose we modify a personal promise with an explicit breach provision:
"I promise to take you to McDonald's tomorrow." becomes:
"I promise to take you to McDonald's tomorrow, or else I'll pay you $10."



Is the second form of promise rational? If not, why not?

--Jason

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Responsibility BoI Infinity <beginning-of-
infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Date: September 1, 2012 at 3:51 PM

Responsibility

Responsibility is about taking ownership of your life. It’s about
holding yourself accountable for the things in your life that are
within your control. So this begs the question, what things in our
lives do we have control over? Well the simple answer is that I have
control over my problems. I am responsible for solving my problems.
Which brings us to the question: How do I know which problems are
mine? Now before I answer this question, it’s important to have a
philosophical understanding of problems and solutions.

All life is problem solving. Every thought and every behavior is an
attempt at solving a problem, a human problem. A human problem is a
problem in that a person doesn't have something, but he wants it. It
could be that someone wants a drink of water, or he wants to get with
a girl, or he wants to know how pulleys work, or he wants to build a
car with Legos, or he wants to stop having anxiety about his friend’s
death, or whatever.

Common knowledge about responsibility leads people to incorrectly
assign who is responsible for some types of problems. They mistake who
is affected by the problem, who caused the problem, and who is able to
solve the problem. The right answers to these questions lead one to
correctly assign responsibility for a problem. To illustrate this,
consider the answers to these three questions for a problem of someone
getting offended.

The first question is: Who is affected by the problem? Clearly it’s
the person that is offended.

The second question is: Who caused the problem? Common knowledge is
that the person that made a remark caused the person to get offended.
But this is false. It uses some false ideas about how emotions work
which is that people's emotions are caused by the events that



transpire in front of them. But the reality is that one's
*interpretation* (of an event) is what causes him to experience
emotions. Two examples illustrate this well.

The first one is of a 1 month old child who's told that he's ugly. He
doesn't get offended by this. Why? Because his interpretation of the
event was that somebody made some random noises while looking at me.
So his interpretation doesn't make him offended.

The second example is of a woman who is told a sexist statement by a
man. Most people would say that she has the right to get offended
because the other guy did something wrong. But that is not the point.
Sure everyone has the right to have their emotions. The relevant point
here is whether she *should* get offended.

So the women could think of the following ideas. You could have
misunderstood his intended meaning, so are you offended that you
misunderstood his statement? He could have not known that such a thing
would offend you, so are you offended that he was ignorant of what
offends you? He could be right about his statement, and you wrong, so
are you offended because he spoke the truth? He could be saying
something in an effort to help you improve, so are you offended that
he wants to help? Any one of the answers to these questions could mean
that she was wrong, that there was nothing wrong with what he said or
that he didn’t intend to offend her.

Now consider this. Do all women get offended when a guy makes a sexist
remark? No. This begs the question: What’s different? They interpret
these situations differently than the other women, but why? It’s
because she has better ideas. Maybe she knows why a lot of guys are
sexist, that they learned it from their dads and from society in
general. They might feel inferior and so they attack women to help
themselves feel better. These are thinking errors that they haven't
corrected yet, and they may never correct them. Should you get
emotional about other people's thinking errors? Do you have the
ability to change their ideas anyway? No. Only he can change his
ideas.

So these examples show that it’s the person's interpretation of an
event that causes emotions. And it further shows that one's



interpretation is not human nature. Interpretation is caused by ideas.
You interpret everything through the lens of your ideas. If you have
bad ideas, or you lack good ones, then you may interpret events
incorrectly, and you will have negative emotions as a result.

This brings us to the third question which is: Who is able to solve
the problem? Well the only person that can reliably affect his own
emotions is the person that is doing the interpretation, the thinking
that caused the emotion. In the example above, a woman who gets
offended because of sexist remarks must change her ideas in order to
correctly interpret a similar situation in the future. And in the case
of the guy who might have made a sexist remark, only he can change his
ideas so that he's no longer says sexist things.

Many people disagree by saying that they are not in control of their
emotions, to which I say, you **are** in control of your
interpretation of your experiences. And it’s your interpretations that
cause your emotions. Therefore you **are** in control. But you may
choose, like many people do, to be irresponsible about your emotional
problems, in which case you won't reliable solve them. The only
reliable way to solve psychological problems is to think about one's
thoughts, emotions, and experiences and to search for the thinking
errors that cause them.

What do you disagree with?

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Interpersonal comparison of qualia
Date: September 2, 2012 at 4:56 AM

A prime example of scientism, in the form of a claim that brain scans will soon 
allow the intensity of pain to be measured objectively:

http://www.telegraph.co.uk/science/science-news/9514097/Pain-maps-could-
expose-partners-who-exaggerate-for-sympathy.html

It is an argument that has long divided the sexes, but there may finally be a way 
of telling whether you suffer more pain than your partner.
Researchers are building a “pain map” of the brain, which allows them to 
pinpoint the exact location and intensity of a person’s pain.
The development could finally put an end to the debate about whether women 
suffer more pain than men.
It could also help sceptical partners tell whether their other half is exaggerating 
their ailments to win sympathy or if they are really in as much pain as they say.
Using brain scanning technology, neuroscientists have been able to see how the 
brain responds to pain and map the signals to different parts of the body. They 
have also been able to measure how much pain someone is in from the signals 
in the brain.

...

It could also help doctors identify members of the “worried well” who may 
exaggerate their aches and pains to get treatment.
One in five adults suffer from long-term pain, with backache and headaches 
being the most common. Yet it is notoriously difficult for medical staff to assess 
pain and often patients are left to self administer powerful drugs which can be 
harmful.

A frequent concomitant of scientism (the claim to have solved a philosophical 
problem by scientific means), is willful blindness to the fact that a highly 
controversial philosophical problem is involved at all.

I'm idly wondering what will happen when, one day, one of the researchers goes 
to the doctor complaining of intense pain and asking for a painkiller, is scanned 
with the Pain Severity Indicating (PSI) machine, and told that they must be one of 
the "worried well" because the pain is actually only mild, and they should just grin 

http://www.telegraph.co.uk/science/science-news/9514097/Pain-maps-could-expose-partners-who-exaggerate-for-sympathy.html


and bear it. (Or be referred for counselling or psychiatric treatment.)

They'd do this: Go back to the lab. Scan themselves. Tweak the pattern-matching 
algorithm to classify that pattern as indicating the exact level of pain they are 
feeling, issue a software update to the PSI machines, return to their doctor, get 
scanned again, and get the painkillers they asked for in the first place.

Just to be clear here: I'm not imagining that the researcher would be *cheating* 
by doing this. On the contrary, I'm pointing out that the methodology they'd be 
using in doing it would be identical to that which they used to make the machine 
in the first place.

Bottom line: Explanationless theories aren't even science, let alone philosophy. A 
machine with the functionality they are imagining is impossible to build without an 
explanatory theory of what the quale of pain is, and how it works.

-- David Deutsch



From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] A Thomas Szasz interview
Date: September 2, 2012 at 9:05 AM

Nice interview with Thomas Szasz -- overview of his main ideas:

http://www.psychotherapy.net/interview/thomas-szasz

Didn't mention Popper in his influences but did mention Sartre. :/

--
Lulie Tanett

-- 

http://www.psychotherapy.net/interview/thomas-szasz


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: What is a habit? BoI Infinity <beginning-of-
infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Date: September 2, 2012 at 11:49 AM

On Wed, Aug 29, 2012 at 10:31 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

What are some examples of habits?

I always put my keys in my right pocket. I don't like to randomly look
for my keys in all of my pockets so by putting them always in one
pocket I don't have to search. In the same way, I always put my keys
in one place at home, next to my bed. Also I never put my keys down
anywhere. They are always in my pocket or next to my bed. Why? Because
I've lost my keys when I leave them on tables or in bathrooms. So I
created 3 habits related to my keys. And this way I can't lose my keys
AND I don't have to remember where I put my keys. I do these things
subconsciously now. On a side note, its ironic because when I tell
people that I don't lose my keys, they assume that I have good memory
but what they don't realize is that I don't use my memory at all for
my keys. I made 3 rules for myself so that I don't have to use my
memory. Because actually my memory is bad for remembering where I put
stuff. My mind is usually in lala land so I don't pay attention to
stuff like where I put my keys.

You might ask, before you created those habits, how did you remember
your rules? Well when the situation comes up, like lets say I put my
keys on a table, I remember the last time I had a problem of losing my
keys by leaving them somewhere. So I immediately remember my rule and
I follow it, i.e. put my keys back in my pocket. By the way, I do the
exact same thing with my phone, except its in the left pocket. And one
extra rule is that when I'm sitting in my recliner I sometimes put it
in a cup holder. But no where else. I don't like losing my phone.

So to help create habits, its important to try to remember which
situations you've deemed problematic in the past. That will help you
recall the solution that you already created for that problem. So with
each time that you recall that a situation is problematic, and you



follow it up by executing its solution, that solution is becoming
saved in your subconscious, as a rule. Once its saved, it is an
automatic behavior that you execute each time you are presented with
that situation, which is what is called a habit.

Some people say, "well I'm not good at that" and so they give up. But
really there problem is something different. They know the problem
(e.g. I lose my keys a lot because I put them down in random places)
and they know the solution (only put them in designated places) but
when the situation presents itself, and even when they recall this
problem/solution, they choose not to execute the solution.

An example is this, lets say someone is tired from coming home from
work and he just sat down at the kitchen table to eat something. As
soon as he sits down he realizes that he put his keys on the kitchen
table. He recalls that this is problematic and that the solution is to
put them back in his pocket, but instead of doing that he thinks,
"well I'm tired so I'll put them back in my pocket when I'm done
eating." And then the next day he tries to drive to work and is
looking for his keys again. What did he do wrong? He chose to not
execute his solution. Which means that he's not developing a habit of
always keeping his keys in his pocket. And this cycle goes on forever
and with everything.

Whats weird is that people call me anal when they see me follow rules
that I've made for myself. I'd rather be called anal than spending 15
minutes on average looking for my keys everyday.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: What is a habit? BoI Infinity <beginning-of-
infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Date: September 2, 2012 at 12:04 PM

On Thu, Aug 30, 2012 at 9:26 AM, Rami Rustom <rombomb@gmail.com> wrote:

After reading the smoking example of a habit given in the habit
article on wikipedia, I reflected on it more.

What do they mean by instinctively? It means subconsciously. I've seen
people smoking a cigarette, and then pickup another cigarette to light
it. How could that happen? Its because he was consciously thinking
about something else. He was in lala land. So he was subconsciously
smoking a cigarette and subconsciously got another cigarette out. But,
at some point he noticed his error. He was conscious of it. So he put
the new cigarette back in its pack.

Now consider the example given in the article. A person wakes up and
goes for a cigarette, subconsciously. So now he's smoking it. Is he in
lala land? Was he in lala land during the entire session of smoking
that cigarette? No. At some point during the smoking session he became
conscious of his behavior. And if he didn't want to smoke the
cigarette, he could put it out and throw it away. And he could break
all his cigarettes and throw away the whole pack so that the next time
he subconsciously goes for a cigarette, they aren't there. So this
habit of smoking can easily be broken if thats what he wanted.

But most people disagree with me on this. They say, that some people
want to quick but they can't. I say its because they both want to and
don't want to. The have a conflict of wants. So with each cigarette,
they are coercing themselves because part of them wants to smoke
(which they act on) and part of them wants to quit. So by acting on
the smoking want, they are doing something they don't want to do,
hence coercion.

The conventional explanation for why people don't quit is that the
person's want of smoking is stronger than the want of quitting. And
that for the people that quit, their want of quitting was stronger
than their want of smoking. And they say that the person that quit has



stronger will. But both of those are coercion. They cause hurt. The
right way to solve this problem is to refute one of the conflicting
ideas. A smoker who wants to quit should ask himself these questions:

Why do you want to smoke? What problem does smoking solve?

Why do you want to quit smoking? What problem does quitting smoking solve?

So what reasons do people have for smoking and for quitting? What are
some criticisms of those reasons?

Reasons for smoking:

- it helps me relax, calms my nerves

- its a reason to take a break

- i especially like the first cigarette of the day

Reasons for quitting:

- its unhealthy, causes cancer

- cost a lot of money that I should be spending on more important
things, like for the tutoring lessons that my kid asked for

- breath and clothes smell nasty

- nasty taste in mouth after cigarette

- your child said to you (while having a stick in his mouth), "i'm
acting like i'm smoking" [so you're child wants to smoke, and lets say
you don't want that]

(for heavy smokers)

- bad feeling in throat in the morning



- its annoying to hock up dark mucus in the morning

-- Rami



From: Jason <auvenj@gmail.com>
Subject: [BoI] Morality and Rationality
Date: September 2, 2012 at 2:37 PM

The thread on promises gave rise to the issue of whether morality and
rationality are inextricably linked. I think that they are.

The first question I posed: Is it ever moral to knowingly be irrational?
My argument is: Morality is about how to have a good life. Correcting
errors is required to have a good life, and failing to correct errors leads
to a bad life. Rationality is the only way to correct errors. So, it is
never moral to be irrational.
No one has so far disagreed with this.

The second question I posed: Is it ever rational to knowingly be immoral?
My argument was: Rationality is about how to correct errors. It is
difficult to correct errors if one has a bad life. Since morality is the
only path to a good life, it is irrational to knowingly be immoral.

Rami disagreed with this second argument:

On Thursday, August 30, 2012 6:22:43 PM UTC-7, Rami Rustom wrote:
But some immoral things don't affect rationality.

Like what?

Lets say you're at the grocery store and you steal a sucker. Its
immoral. But this act doesn't prevent you from correcting other
mistakes.

I now think that my first argument was both insufficient and somewhat
misdirected, though not wholly incorrect.

In Rami's example, stealing the sucker is not irrational solely or
primarily because doing so might make correcting some other errors in life
more difficult - even though I still think it probably will.

What is irrational about stealing the sucker is that you already know that



it will ultimately make your life worse to do so. Your own best rational
moral thinking tells you not to steal the sucker. But you ignore that
rational thinking, and you steal the sucker anyway.

Being rational isn't *just* about being wiling to change your mind. As I
mentioned in the other thread, it's also about changing your mind only at
the right time for the right reasons. Here I'll introduce another idea,
that rationality is also about putting your best theories into practice.
Because knowingly being immoral is failing to put your own best theories
into practice, it is irrational to be immoral, even in the case of
something like stealing a sucker.

Another way of looking at this might be that if you actually steal the
sucker it means you were not truly convinced that it was immoral to do so.
In this perspective, it is irrational in the sense that the rational
evidence and arguments were on the side of not stealing the sucker, and you
knew that, but you failed to be convinced by the rational arguments and
instead chose differently - an irrational choice.

Either way, irrespective of its impact on any other learning doing the
immoral act is irrational.

Does this make sense, or am I still missing something?

--Jason

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Morality and Rationality
Date: September 2, 2012 at 7:08 PM

On Sep 2, 2012, at 11:37 AM, Jason <auvenj@gmail.com> wrote:

The thread on promises gave rise to the issue of whether morality and
rationality are inextricably linked. I think that they are.

The first question I posed: Is it ever moral to knowingly be irrational?

In standard terminology, irrationality means something like "be mistaken while 
some public authority knows better". (The authority need not be a human person, 
it could be the authority of public opinion or a book with an unknown author or 
other things.)

In Popperian terminology, irrationality means more like "be mistaken and stay 
mistaken, instead of correcting the mistake".

In neither case does the question make much sense to me. People don't 
knowingly make mistakes, they unknowingly make mistakes. If they knew better -
- thoroughly enough to fix a mistake with no sacrifices or compromises -- they 
would think and act better.

In the standard terminology, irrationality is deemed a choice because one is 
choosing, intentionally and knowingly, to defy authority. It's true there is a choice 
involved but the choice is to defy authority, which is not the same as being 
irrational. Defying authority only counts as being irrational *if you're mistaken*. 
But you don't know that you are. It wasn't irrationality you were choosing, but 
other people who think you are mistaken call you irrational.

In Popperian terminology, irrationality isn't a direct choice. You can't simply 
decide, "I will be a rational person" and then magically get everything right and fix 
all your errors. Rationality is more about processes and approaches to life. You 
have to look for ways of thinking and living that can detect and correct errors 
reasonably well, and try to do and refine those. The bad choice people can make 
is not to remain mistaken about a particular issue (that they think they are right 
about) but not to be analyzing the issue with a good enough method in the first 



place that would have allowed learning about their mistake.

My argument is: Morality is about how to have a good life. Correcting
errors is required to have a good life, and failing to correct errors leads
to a bad life. Rationality is the only way to correct errors. So, it is
never moral to be irrational.
No one has so far disagreed with this.

I don't think people are irrational on purpose in the sense of not correcting errors. 
They deny various things are errors.

The second question I posed: Is it ever rational to knowingly be immoral?
My argument was: Rationality is about how to correct errors. It is
difficult to correct errors if one has a bad life. Since morality is the
only path to a good life, it is irrational to knowingly be immoral.

These are some broad strokes. But you could find some single, little way 
someone might be immoral that wouldn't make him have a bad life and wouldn't 
ruin his ability to correct errors in general. So I don't agree with this argument as 
an answer to the extremely broad question about whether it is *ever* (in one 
single example anyone can think of) rational to knowingly do something immoral. 
The question didn't require living a bad life in general.

By the way, I don't think anyone is ever knowingly immoral at all. If they 
thoroughly knew X was better than Y -- in every way, no compromises, no 
sacrifices, no doubts, no downsides, no negatives -- they would do X. There is 
zero reason not to. If they don't do X they must disagree that X is best or not 
know all about it or know something we don't.

Note that is how moral things are: they are the best *in every way*. That's the 
structure of morality in a world where problems are soluble. Any downside is a 
problem to be solved, and it has a solution so it's not something necessary, we 
can live in a way without those bad things and that's the most moral way to live.



Rami disagreed with this second argument:

On Thursday, August 30, 2012 6:22:43 PM UTC-7, Rami Rustom wrote:
But some immoral things don't affect rationality.

Like what?

Lets say you're at the grocery store and you steal a sucker. Its
immoral. But this act doesn't prevent you from correcting other
mistakes.

Hold on. Rami said it doesn't make it harder to correct *other* mistakes.

But I don't think that's the issue. Not correcting the sucker mistake itself matters 
too.

And it does make it harder to correct some other mistakes. For example, you can 
imagine a scenario where a heartfelt speech about virtue will help someone. And 
to simplify, let's say his problem is partly your fault, your mistake. One way for the 
speech to work is to convince him that a really virtuous lifestyle is possible and 
one way to do that involves sincerely saying you've never stolen something. But 
you can't do that. So it's harder to correct the mistake.

A common hypothetical? One with no other solutions? No. But removing one way 
of correcting a mistake does count as making it harder to correct, even if there 
are other ways. It limits your options and limited options is a harder scenario to 
deal with.

I now think that my first argument was both insufficient and somewhat
misdirected, though not wholly incorrect.

In Rami's example, stealing the sucker is not irrational solely or
primarily because doing so might make correcting some other errors in life
more difficult - even though I still think it probably will.

What is irrational about stealing the sucker is that you already know that



it will ultimately make your life worse to do so.

Do you know that? I think if you knew that you wouldn't steal it.

At least not if "ultimately" means "in every way".

Ultimately actually sounds like it means "later" and is saying there is a tradeoff: 
benefits now, downsides later. (And vice versa if you don't steal it.) Either option 
is a trade someone might prefer. This means the person doesn't have a solution -
- doesn't know the right thing to do -- which wouldn't have downsides such as 
foregoing desired present benefits.

Morality isn't a compromise. If you only see compromises as options, you haven't 
found the right thing to do.

Your own best rational
moral thinking tells you not to steal the sucker. But you ignore that
rational thinking, and you steal the sucker anyway.

Being rational isn't *just* about being wiling to change your mind. As I
mentioned in the other thread, it's also about changing your mind only at
the right time for the right reasons. Here I'll introduce another idea,
that rationality is also about putting your best theories into practice.

I think this is expanding the meaning of a term. When you broaden a term too 
much it becomes less useful for communicating precise ideas.

You don't need to call this "rational" to say it's good, important and moral. There's 
no need to try to extend the authority of the word "rational" to everything good.

Because knowingly being immoral is failing to put your own best theories
into practice, it is irrational to be immoral, even in the case of
something like stealing a sucker.

Big picture, rationality leads to everything good. Because it means mistakes 
being corrected so all the bad things (mistakes) go away. But rationality itself -- 
and this is really important -- must not be associated with any particular issue or 
particular mistake. We don't want to enshrine any current ideas about what is a 
mistake or not in our concept of rationality.



So, rationality leads to moving knights before bishops in general in chess games. 
And not stealing suckers in general in grocery stores. And all kinds of other 
specifics. I think. But rationality shouldn't be defined as meaning any of those. If 
someone moves his bishops first, or steals a sucker, or shares lots of personal 
info online, there's a good possibility he's not very good at rationality and his 
mistake is an indicator of a more important behind-the-scenes thinking problem. 
But this indicator is not the same thing as that bad way of thinking. There's a 
separation between the mistakes that an irrational lifestyle continuously produces 
and the irrationality ways of thinking themselves.

Another way of looking at this might be that if you actually steal the
sucker it means you were not truly convinced that it was immoral to do so.
In this perspective, it is irrational in the sense that the rational
evidence and arguments were on the side of not stealing the sucker, and you
knew that, but you failed to be convinced by the rational arguments and
instead chose differently - an irrational choice.

This is back to the non-Popperian meaning of rationality and irrationality. It's 
condemning someone for defying authority. It means: the authority was on one 
side of the debate, so how dare you mistakenly pick the other side? It's OK to be 
mistaken while not defying authority since we're all fallible, but if you do it 
contrary to an authority like received opinion then you should have known better 
and you're super guilty.

It's insidious how much rationality and irrationality are tied to authority and 
justification in most statements anyone makes about them. Authority is all over 
the place even when the word "authority" isn't being used. It's hard to get away 
from.

What about justification? What's the connection? For one thing, authority in one 
form or another is the main thing actually used as epistemological justification. I 
think part of what's being said is people are irrational for making mistakes when 
the mistaken idea lacked justification and the alternative had lots.

BTW if you take the language of justificationism and you word substitute it with 
the language of authority it can be revealing. Swap "justification" to "authority", 
"justifies" or "justify" to "authorizes". But don't stop there. If someone wants to 



prove that X is well supported, read it as "well authorized". This may seem a little 
weird at first. Authorized? What? But in the justificationist worldview, all ideas are 
illegitimate until justified/supported/authorized. You need the permission of 
authority/justification/support before you're allowed to believe an idea. All ideas 
are born off limits and bad, until they gain some sanction.

As opposed to in Conjectures and Refutations where every idea is OK by default 
pending criticism. Where you're allowed to guess whatever you want and don't 
need authorization.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] What does "promise" mean in the everyday sense?
Date: September 2, 2012 at 7:36 PM

On Aug 30, 2012, at 9:18 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

I did some searching and found a book [1] about promises, so at least we
know what one other person thinks about the subject. More sources are
welcome.

"I use the term promise in its ordinary, everyday sense as an explicit
statement of one’s intention to perform some act at a future time with the
proviso that someone relies on the fulfillment of the promise." [1, p. 4;
Google Books link: http://goo.gl/edYVV]

Here, a promise is simply a statement of intent on which someone is
relying. I think Rami uses the word "plan" for this.

I haven't read all Rami's posts in this thread, but I doubt he uses "plan" quite that 
way. Certainly plan doesn't mean this. I can make a plan that no one relies on. 
And there are such things as tentative plans. (But "tentative promise" is a 
contradiction, it refers to no promise being made. While tentative plans refer to 
some planning having been done.)

In any case, I think the definition from the book is pretty good. But it leaves a few 
things unsaid that require some clarification.

So Jack makes a promise and Bob relies on it. Jack then doesn't do it. Bob is 
harmed. Who is responsible? The quote doesn't mention this issue, but it's 
important to the nature of promises. The way promises work is that Jack is the 
one deemed responsible. Bob relies on the statement of intention and Jack is 
deemed responsible for that, not Bob.

With a normal statement of intention, it's up to people to judge for themselves 
how reliable it is. It's known that intentions can change and how you use this 
statement is up to you. Sometimes people even add "but don't count on it", or 
similar clarifications, after they state their intentions, just to make it clear it's not a 

http://goo.gl/edYVV


promise. The "but don't count on it" is incompatible with it being a promise. It 
makes everyone responsible for what they do with the statement of intention, and 
gets the statement-giver off the hook. He's saying "here you go, statement of 
intention. but i won't swear it'll come true. use it as you will, if it doesn't work out 
then don't come blame me". That's a statement of intention, not a promise. In a 
promise, you're saying "do count on me", and you are responsible if he relies on 
your intentions and is let down.

With a statement of intention, the guy saying it can be held responsible if it's later 
deemed he was intentionally deceiving people. Or he could have been talking 
about some pretty factual stuff in a way that implied he'd done some research or 
preparation, but actually he hadn't so people were deceived merely for assuming 
non-negligence. There are ways he can be responsible for what he said some. 
But as long as it was done in good faith, with no false advertising or gross 
negligence (and no doubt a few other things), he's basically safe. With a promise, 
you can be a saint and do everything right and then things don't turn out as 
expected and that's now your problem/responsibility.

"There is no need to document the wide variety of implicit, but
well-understood, conditions that we take for granted when making most
promises; “Yes, of course, I will return your book tomorrow,” with an
unspoken, “ . . . that is, if I remember it and I am more likely to
remember it if, in my estimation, you really will need it tomorrow.” In
most of our everyday promising behavior, the likelihood of fulfillment is
conditioned by tacit (but often mutually understood) reservations in which
the dangers, or inconveniences, or embarrassments of non-fulfillment are
weighed against the hazards associated with efforts toward fulfillment."
[1, p. 21; Google Books link: http://goo.gl/A2634]

So people realize that most promises come with caveats about the situations
in which the promise is not expected to be kept, and people have a shared
understanding of these caveats.

If it's a promise that one intends to keep no matter what happens, with no
exceptions, I would call it a "solemn promise", "vow", or "oath".

http://goo.gl/A2634


[1] Schlesinger, Herbert J. Promises, Oaths, and Vows (2008)

The book calls this "promising behavior" but no one says anything about a 
promise. If they actually called it a promise then it'd be one and it would be 
different than this situation. You're basically saying that the situations where 
people don't use the word "promise" are different than those where they do. I 
agree, and my criticisms of promises apply primarily to the cases where they do 
use the word "promise", not the weaker cases where they don't.

If I was trying to talk about things people don't actually call promises -- cases 
where no one could say "but you promised" -- I would have said something else. 
There are some problems with the weaker cases like this book example above 
but that wasn't my concern, my concern is with the thing people actually call a 
promise. If you can't say "but you promised" because the person would reply 
"actually I didn't promise" -- and be right -- then that isn't a promise.

I don't think it should be surprising that I only count as promises things that the 
people making them would also count as promises. Consider the "ask them" test. 
If you ask them if it was a promise, and they say "no", then it isn't one. It might 
still be bad it might have some qualities of a promise, but we don't need special 
terminology to exclude that, you need special terminology or at least clarification 
if you want to include those things that no one involved considers a promise to be 
promises.

You basically seem to be complaining that my arguments against promises don't 
apply to some things that no one involved considers promises. But they were 
never meant to be.

As to this "promising behavior", it's actually quite bad too, but not because of 
Godwin's argument. It's bad because it's blurry about responsibility. Individual 
responsibility is really important in life and people should use modes of interaction 
that allow and facilitate responsibility, not modes of interaction that are good at 
creating situations where each person refuses to take responsibility and blames 
the other.

You don't want to set up a a situation where Bob is saying "I didn't know you 
needed it that urgently and my friend invited me to a movie so I didn't have time 
to return it. it's your fault for not expressing the urgency to me" and Jack saying 



"you said you'd return it so why would i then lecture you about how important it 
is? I relied on you keeping your word. this is your fault".

Promises are different though because in actual promises the promiser is 
responsible. OK there is *some* leeway -- making you get in a car accident -- but 
not much. With a non promise, someone might argue "so what if I said that? i say 
lots of things. they aren't written in stone". But if it was a promise and you say 
that, you will get told "you say lots of things, but most of them aren't promises. 
promises are special".

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Morality and Rationality
Date: September 2, 2012 at 9:46 PM

On Sep 2, 2012 6:08 PM, "Elliot Temple" <curi@curi.us> wrote:

Big picture, rationality leads to everything good. Because it means mistakes 
being corrected so all the bad things (mistakes) go away. But rationality itself -- 
and this is really important -- must not be associated with any particular issue or 
particular mistake. We don't want to enshrine any current ideas about what is a 
mistake or not in our concept of rationality.

So, rationality leads to moving knights before bishops in general in chess 
games.

I didn't know that. Is the reasoning simple enough to explain here?
Since you said "in general", that means that some openings necessitate
developing bishops before knights. Is this the case for black only
(because he has less control over the opening)?

Is it because bishops are harder to protect? Or that knights are
better attackers in the opening? Or that knights are more flexible in
mobility in the opening?

On a similar note, and this might help me understand the answers to
the above questions, do you prefer (in general) bishops over knights
in the end game (I do)? And the situations where I don't prefer
bishops is when there is a pawn gridlock rendering my bishops useless.
But even in some of these situations, a bishop can be more mobile than
a knight in getting from the left end of board to the right with fewer
moves so it comes down to the specific situation.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] What does "promise" mean in the everyday sense?
Date: September 2, 2012 at 10:57 PM

On Sep 2, 2012 6:36 PM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 30, 2012, at 9:18 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

I did some searching and found a book [1] about promises, so at least we
know what one other person thinks about the subject. More sources are
welcome.

"I use the term promise in its ordinary, everyday sense as an explicit
statement of one’s intention to perform some act at a future time with the
proviso that someone relies on the fulfillment of the promise." [1, p. 4;
Google Books link: http://goo.gl/edYVV]

Here, a promise is simply a statement of intent on which someone is
relying. I think Rami uses the word "plan" for this.

I haven't read all Rami's posts in this thread, but I doubt he uses "plan" quite 
that way. Certainly plan doesn't mean this. I can make a plan that no one relies 
on. And there are such things as tentative plans. (But "tentative promise" is a 
contradiction, it refers to no promise being made. While tentative plans refer to 
some planning having been done.)

In any case, I think the definition from the book is pretty good. But it leaves a 
few things unsaid that require some clarification.

So Jack makes a promise and Bob relies on it. Jack then doesn't do it. Bob is 
harmed. Who is responsible? The quote doesn't mention this issue, but it's 
important to the nature of promises. The way promises work is that Jack is the 
one deemed responsible. Bob relies on the statement of intention and Jack is 
deemed responsible for that, not Bob.

What does it mean that Bob relies on Jack? In means that he doesn't
make contingency plans. So if the plan doens't work out, Bob is

http://goo.gl/edYVV


screwed. But if Jack promises, then Bob says Jack is responsible.

In the hypothetical I described where I used the term "plan", I said
that Jack told Bob that he's planning on helping him move, but that
his job could call him in to work, in which case he can't make it. So
Bob should make a plan B, like have someone else ready to help move.
Or maybe make a better plan that doesn't rely on any one person. For
example Bob could have had 6 people to plan to help, and lets say 5
backed out, so he'd still have 1 helping him.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Morality and Rationality
Date: September 3, 2012 at 2:37 AM

On Sep 2, 2012, at 6:46 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sep 2, 2012 6:08 PM, "Elliot Temple" <curi@curi.us> wrote:

Big picture, rationality leads to everything good. Because it means mistakes 
being corrected so all the bad things (mistakes) go away. But rationality itself -- 
and this is really important -- must not be associated with any particular issue 
or particular mistake. We don't want to enshrine any current ideas about what 
is a mistake or not in our concept of rationality.

So, rationality leads to moving knights before bishops in general in chess 
games.

I didn't know that. Is the reasoning simple enough to explain here?
Since you said "in general", that means that some openings necessitate
developing bishops before knights. Is this the case for black only
(because he has less control over the opening)?

The point is rationality leads to error correction of all sorts, and bishop moving 
first is (in general, not always) a mistake.

But we don't want to take our current best ideas about chess and call them the 
most rational. Maybe one day we figure out a better play style. The rational thing 
with chess, as with everything else, is to keep a lookout for problems and never 
stop making improvements.

For this specific rule of thumb, the basic reason is because knights have one best 
square to move to (the option that is maximally towards the center) while with 
bishops it's less clear where they should go so you delay them until you see what 
happens more.

Is it because bishops are harder to protect? Or that knights are
better attackers in the opening? Or that knights are more flexible in
mobility in the opening?



On a similar note, and this might help me understand the answers to
the above questions, do you prefer (in general) bishops over knights
in the end game (I do)?

It depends on the end game. In general bishops are a little better due to greater 
mobility (e.g. they can deal with passed pawns far away when there are no rooks 
or queens) but, for example, queen+knight is better than queen+bishop (it has 
less redundancy).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Morality and Rationality
Date: September 3, 2012 at 8:28 AM

On Sep 3, 2012 1:37 AM, "Elliot Temple" <curi@curi.us> wrote:

On Sep 2, 2012, at 6:46 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sep 2, 2012 6:08 PM, "Elliot Temple" <curi@curi.us> wrote:

Big picture, rationality leads to everything good. Because it means mistakes 
being corrected so all the bad things (mistakes) go away. But rationality itself 
-- and this is really important -- must not be associated with any particular 
issue or particular mistake. We don't want to enshrine any current ideas 
about what is a mistake or not in our concept of rationality.

So, rationality leads to moving knights before bishops in general in chess 
games.

I didn't know that. Is the reasoning simple enough to explain here?
Since you said "in general", that means that some openings necessitate
developing bishops before knights. Is this the case for black only
(because he has less control over the opening)?

The point is rationality leads to error correction of all sorts, and bishop moving 
first is (in general, not always) a mistake.

But we don't want to take our current best ideas about chess and call them the 
most rational. Maybe one day we figure out a better play style. The rational thing 
with chess, as with everything else, is to keep a lookout for problems and never 
stop making improvements.

And for all things in life. Because problems are everywhere.

For this specific rule of thumb, the basic reason is because knights have one 
best square to move to (the option that is maximally towards the center) while 
with bishops it's less clear where they should go so you delay them until you see 



what happens more.

Hmm. So you'd prefer both knights in those center spots? I prefer (as
white) to have my queen knight in the 2nd rank thus protecting my king
knight in the position you're talking about. Another reason I prefer
this is that if I put my queen knight in the center as you said, then
it blocks the advancement of a pawn, and I want to push that pawn two
squares to attack the center.

Is it because bishops are harder to protect? Or that knights are
better attackers in the opening? Or that knights are more flexible in
mobility in the opening?

On a similar note, and this might help me understand the answers to
the above questions, do you prefer (in general) bishops over knights
in the end game (I do)?

It depends on the end game. In general bishops are a little better due to greater 
mobility (e.g. they can deal with passed pawns far away when there are no 
rooks or queens) but, for example, queen+knight is better than queen+bishop (it 
has less redundancy).

Cool, two knew ideas I haven't though of.

About the redundancy idea, I wonder how much it has reach into other
situations. Two rooks compared to... I don't know what to compare it
to. Something with the same number of points like a queen+pawn? Is
bishop+knight better than 2 knights for the same redundancy reason?

I can't wait to think about these while playing.

-- Rami



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Morality and Rationality
Date: September 4, 2012 at 6:46 PM

On Sunday, September 2, 2012 4:08:08 PM UTC-7, Elliot Temple wrote:

In standard terminology, irrationality means something like "be mistaken
while some public authority knows better". (The authority need not be a
human person, it could be the authority of public opinion or a book with an
unknown author or other things.)

In Popperian terminology, irrationality means more like "be mistaken and
stay mistaken, instead of correcting the mistake".

I intended the latter meaning.

In neither case does the question make much sense to me. People don't
knowingly make mistakes, they unknowingly make mistakes. If they knew
better -- thoroughly enough to fix a mistake with no sacrifices or
compromises -- they would think and act better.

Perhaps the distinction is implicit versus explicit knowledge. You can
knowlingly (explicit knowledge) make mistakes if you have implicit errors
you aren't aware of.

You can have a problem ("I want a sucker right now and I don't have any
money"). You can know that the problem is fully soluble (with no sacrifices
or compromises), but not know what the solution is. What you know right now
might be only, "I can steal the sucker" and "I can suppress my desire for a
sucker", both of which have criticisms that you know of, but don't know how
to answer. One of the criticisms of stealing the sucker is that it is
immoral, and you know and explicitly agree that it is immoral but you
choose to steal the sucker anyway. Perhaps you do that because things you
don't know explicitly cause you to make a choice that contradicts your
explicit knowledge.



In Popperian terminology, irrationality isn't a direct choice. You can't
simply decide, "I will be a rational person" and then magically get
everything right and fix all your errors. Rationality is more about
processes and approaches to life. You have to look for ways of thinking and
living that can detect and correct errors reasonably well, and try to do
and refine those. The bad choice people can make is not to remain mistaken
about a particular issue (that they think they are right about) but not to
be analyzing the issue with a good enough method in the first place that
would have allowed learning about their mistake.

Is it moral to "not be analyzing the issue with a good enough method..." if
you know of a better method? I think it isn't.

My argument is: Morality is about how to have a good life. Correcting
errors is required to have a good life, and failing to correct errors

leads
to a bad life. Rationality is the only way to correct errors. So, it is
never moral to be irrational.
No one has so far disagreed with this.

I don't think people are irrational on purpose in the sense of not
correcting errors. They deny various things are errors.

By the way, I don't think anyone is ever knowingly immoral at all. If they
thoroughly knew X was better than Y -- in every way, no compromises, no
sacrifices, no doubts, no downsides, no negatives -- they would do X. There
is zero reason not to. If they don't do X they must disagree that X is best
or not know all about it or know something we don't.

Your response here seems very similar to something I wrote last year on the
ARR list:
"[C]onscious, considered behavior never lies...
If you knowingly violate a principle one day, go to bed and get a good



night's
sleep knowing you're going to get up the next morning and violate it again,
then
you don't really believe in that principle no matter what you *say* you
believe."

You rejected this as reflecting the "intentional fallacy."

Here are links to -
My original message:
http://groups.yahoo.com/group/Autonomy-Respecting-
Relationships/message/3911
Your response:
http://groups.yahoo.com/group/Autonomy-Respecting-
Relationships/message/3912

Do you intend the distinction between your statement here and mine from
last year to be the implicit vs. explicit content of what is "known"?
Meaning: your statement is intended to refer to both implicit and explicit
knowledge, whereas mine referred only to explicit knowledge and public
statements?

What is irrational about stealing the sucker is that you already know
that

it will ultimately make your life worse to do so.

Do you know that? I think if you knew that you wouldn't steal it.

At least not if "ultimately" means "in every way".

Ultimately actually sounds like it means "later" and is saying there is a
tradeoff: benefits now, downsides later. (And vice versa if you don't steal
it.) Either option is a trade someone might prefer. This means the person
doesn't have a solution -- doesn't know the right thing to do -- which
wouldn't have downsides such as foregoing desired present benefits.

Morality isn't a compromise. If you only see compromises as options, you
haven't found the right thing to do.

http://groups.yahoo.com/group/Autonomy-Respecting-Relationships/message/3911
http://groups.yahoo.com/group/Autonomy-Respecting-Relationships/message/3912


"Ultimately" means "later" only in the sense that you already know that
you'll later regret having stolen the sucker. It's not benefits now,
downsides later - even if there are no downsides later, you know that later
you will think it was a mistake. But it doesn't have to be later! It can
also be prior. Some people do this a lot: they fairly consistently have one
answer to a question about non-immediate choices, and another (less moral)
answer for the same question in an immediate context. Meaning: if they
thought about something like, "In a week, if you're in a grocery store and
want a sucker but don't have the money, should you steal it?" they would
say (and believe!) "no". And when they're in the grocery store, if they
thought about whether they'll regret having stolen the sucker in a week
even if they don't get caught, they would say (and believe) "yes". But
their immediate choice is still to steal the sucker.

I think the best explanation for this behavior is divided minds arising
from our evolutionary brain structure. But implicit knowledge works too, if
you consider the relevant implicit knowledge to be very time sensitive - it
is knowledge that only applies to situations happening now, and not in the
future or the past.

Your own best rational
moral thinking tells you not to steal the sucker. But you ignore that
rational thinking, and you steal the sucker anyway.

Being rational isn't *just* about being wiling to change your mind. As I
mentioned in the other thread, it's also about changing your mind only

at
the right time for the right reasons. Here I'll introduce another idea,
that rationality is also about putting your best theories into practice.

I think this is expanding the meaning of a term. When you broaden a term
too much it becomes less useful for communicating precise ideas.

You don't need to call this "rational" to say it's good, important and
moral. There's no need to try to extend the authority of the word
"rational" to everything good.



Is this really over-broad? Can we even exclude the criteria that "one must
implement one's best theories" from the concept of "rational". You seem to
be arguing it's impossible to do that; that one always implement's ones
best theories regardless of how they were derived, in which case it's
impossible to exclude this criteria from the definition of "rational".

Another way of looking at this might be that if you actually steal the
sucker it means you were not truly convinced that it was immoral to do

so.
In this perspective, it is irrational in the sense that the rational
evidence and arguments were on the side of not stealing the sucker, and

you
knew that, but you failed to be convinced by the rational arguments and
instead chose differently - an irrational choice.

This is back to the non-Popperian meaning of rationality and
irrationality. It's condemning someone for defying authority. It means: the
authority was on one side of the debate, so how dare you mistakenly pick
the other side? It's OK to be mistaken while not defying authority since
we're all fallible, but if you do it contrary to an authority like received
opinion then you should have known better and you're super guilty.

It's insidious how much rationality and irrationality are tied to
authority and justification in most statements anyone makes about them.
Authority is all over the place even when the word "authority" isn't being
used. It's hard to get away from.

What about justification? What's the connection? For one thing, authority
in one form or another is the main thing actually used as epistemological
justification. I think part of what's being said is people are irrational
for making mistakes when the mistaken idea lacked justification and the
alternative had lots.

That's really not what I intended at all. When I said "the rational



evidence and arguments were on the side of not stealing the sucker" I
didn't mean authority. I meant that you already knew the criticisms of
stealing the sucker, and you knew of no criticisms of the criticisms, but
you stole the sucker anyway.

Per previous comments, perhaps that is because you had criticisms of the
criticisms of stealing the sucker, but they were all implicit - things for
which the closest articulation might be "but I want it now."

--Jason

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: What is a habit? BoI Infinity <beginning-of-
infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Date: September 4, 2012 at 8:25 PM

On Wed, Aug 29, 2012 at 9:34 PM, Rami Rustom <rombomb@gmail.com> wrote:

An American army ranger comes back home from 4 years of serving his
country in Iraq and Afghanistan. He has many psychological problems,
one of which is that he's always on alert which causes anxiety. When
he's sitting around outside and even inside, and a helicopter flies
by, he hears it (while regular citizens don't) because his training
taught him to watch out for attack helicopters. When he's driving he
sees sticks and wires and other things on the ground and he swerves
the car because his training taught him to watch out for bombs. So
he's alert 24/7 and each time that he notices these things he gets
anxiety. This constant alertness makes it hard for him to sleep. So he
takes medication to put him to sleep.

In the sucking thumb example, the kid stopped it because he no longer
wanted to do it. But in the case of the ranger, he doesn't want to be
alert 24/7 but he's still doing it. So what is the qualitative
difference between these two types of behaviors that makes one
voluntary and the other nearly (or completely) involuntary?

I talked to the Army Ranger again.

He said that his psychologist said that these automatic reactions he
has are things he can't change, because they aren't habits. He said
its something about the amygdala and that the amygdala "learns"
reactions to stuff and then it can't unlearn it. So it gets wired, and
it is hard wiring because the wiring can't be changed. I explained
that that is just a theory and the theory I adhere to is that it *is*
a habit and all habits can be changed. He liked my idea better, cause
there is optimism in it.

I told him about the guy I helped solve his psych problem where every
time he heard a specific song, he got anxiety. And I explained that
the sense data "caused" him to recall a memory, and that in that



memory there were feelings of guilt. So it was the guilt that caused
the anxiety. And I explained that the anxiety stopped immediately
after that discussion because he no longer had that thinking error of
blaming himself for something that he couldn't be responsible for. [If
you want to know the whole story about the guy who solved his anxiety
problem, see this post:]
https://groups.google.com/forum/?fromgroups=#!topic/beginning-of-infinity/rBiKG-
3ai0U

So then I asked if the Army Ranger has any "automatic"
memory-recalling problems like the one my friend had. He said sure.
Each time he notices a helicopter, he recalls a situation where he was
involved in a helicopter attack. I asked how many types of events make
him recall a memory. He said a lot because he did it for 4 years. I
asked, 10? 100? 1000? He said he's not sure.

I explained to him that every emotion is a result of a thought. And
that our sensory data can "cause" us to automatically recall memories.
And that that "cause" is some idea(s) you have subconsciously. For my
friend who's friend committed suicide, his subconscious idea was that
he blamed himself and he didn't realize that he should question it.
Maybe he thought that "feelings of guilt" are part of human nature or
something. So I said to the Army Ranger, each one of your memories has
one or more subconscious ideas causing the "automaticness" of the
memory-recalling and what comes with it is emotions of anxiety. If you
fixed those, you will have solved your problem. But I don't know what
the fix is. I don't know what your subconscious idea is.

I asked if he ever heard of the idea that "if you believe it, it
becomes true." He said ya. I said if you believe that your automatic
reaction is unchangeable, then you won't change it, because you won't
try. Its a self-fulfilling prophecy. Zero possibility of changing it.
And I said that if you do believe you can change it, then you'll try
to change it, so then you have the possibility of doing so.

So then I asked, "What do you choose? Possible or impossible?" He said 
possible.

https://groups.google.com/forum/?fromgroups=#!topic/beginning-of-infinity/rBiKG-3ai0U


Till next time.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Morality and Rationality
Date: September 4, 2012 at 9:36 PM

On Sep 4, 2012, at 3:46 PM, Jason <auvenj@gmail.com> wrote:

On Sunday, September 2, 2012 4:08:08 PM UTC-7, Elliot Temple wrote:

On Sep 2, 2012, at 11:37 AM, Jason <auvenj@gmail.com> wrote:

The thread on promises gave rise to the issue of whether morality and
rationality are inextricably linked. I think that they are.

The first question I posed: Is it ever moral to knowingly be irrational?

In standard terminology, irrationality means something like "be mistaken
while some public authority knows better". (The authority need not be a
human person, it could be the authority of public opinion or a book with an
unknown author or other things.)

In Popperian terminology, irrationality means more like "be mistaken and
stay mistaken, instead of correcting the mistake".

I intended the latter meaning.

In neither case does the question make much sense to me. People don't
knowingly make mistakes, they unknowingly make mistakes. If they knew
better -- thoroughly enough to fix a mistake with no sacrifices or
compromises -- they would think and act better.

Perhaps the distinction is implicit versus explicit knowledge. You can



knowlingly (explicit knowledge) make mistakes if you have implicit errors
you aren't aware of.

That's not what I was trying to get at. When people make mistakes, there are 
holes and gaps and ignorance in their total knowledge including all types of 
knowledge they have. Something is missing somewhere. I read "knowingly" as 
something like "while fully understanding the issue" (though not necessarily 
explicitly).

This is connected to DD's principle of optimism: all evils are caused by lack of 
knowledge (that is, by not knowing. they do not happen when we know enough).

You can have a problem ("I want a sucker right now and I don't have any
money"). You can know that the problem is fully soluble (with no sacrifices
or compromises), but not know what the solution is. What you know right now
might be only, "I can steal the sucker" and "I can suppress my desire for a
sucker", both of which have criticisms that you know of, but don't know how
to answer. One of the criticisms of stealing the sucker is that it is
immoral, and you know and explicitly agree that it is immoral but you
choose to steal the sucker anyway. Perhaps you do that because things you
don't know explicitly cause you to make a choice that contradicts your
explicit knowledge.

The main theme of this scenario is you don't know. You guess it's a mistake to 
steal it, but you don't have good enough knowledge on this topic to adequately 
criticize the stealing plan and work out better alternatives. The problem is 
ignorance on the topic, a lack of knowing.

You say "you know and explicitly agree that it is immoral" but my point is the guy 
in the scenario doesn't know that very well. He says he knows it, but he doesn't 
understand it enough to live by it, his problem (well, one of them) is his ignorance 
and unknowing on this topic.

If he knew better, he wouldn't make this mistake. (Or would discover it isn't a 
mistake at all. You can't know which way the conclusion will go in advance of 
knowing enough about it.)

In Popperian terminology, irrationality isn't a direct choice. You can't



simply decide, "I will be a rational person" and then magically get
everything right and fix all your errors. Rationality is more about
processes and approaches to life. You have to look for ways of thinking and
living that can detect and correct errors reasonably well, and try to do
and refine those. The bad choice people can make is not to remain mistaken
about a particular issue (that they think they are right about) but not to
be analyzing the issue with a good enough method in the first place that
would have allowed learning about their mistake.

Is it moral to "not be analyzing the issue with a good enough method..." if
you know of a better method? I think it isn't.

I think we miscommunicated. That's similar to what I said.

My sentence was awkward. It said: "The bad choice people can make is not to ... 
but [is actually] not to ..."

This construction was intended to say the first thing isn't the bad choice, the 
second thing is the bad choice.

One of my points was that rationality is more about using good methods than 
one's position on any particular issue.

As to the reply about knowing a better method, I think this has the same kind of 
issue as was discussed above. I don't think people fail to use better methods 
when they have enough knowledge to use that better method. My concept of 
knowing something is pretty inclusive, counting knowing enough to deal with all 
criticisms of it (which, by implication, means things like having adequate 
knowledge to use it). I think if you have an answered criticism of something, you 
don't know it.

To claim to know something while there is any criticism unaddressed is irrational. 
It's pretending to know the conclusion of truth seeking before finishing the truth 
seeking. You can't know in advance what your future, better knowledge will say, 
what conclusions it will reach. It always has to be open that it could go either way 
or you aren't really doing open minded truth seeking.



My argument is: Morality is about how to have a good life. Correcting
errors is required to have a good life, and failing to correct errors

leads
to a bad life. Rationality is the only way to correct errors. So, it is
never moral to be irrational.
No one has so far disagreed with this.

I don't think people are irrational on purpose in the sense of not
correcting errors. They deny various things are errors.

By the way, I don't think anyone is ever knowingly immoral at all. If they
thoroughly knew X was better than Y -- in every way, no compromises, no
sacrifices, no doubts, no downsides, no negatives -- they would do X. There
is zero reason not to. If they don't do X they must disagree that X is best
or not know all about it or know something we don't.

Your response here seems very similar to something I wrote last year on the
ARR list:
"[C]onscious, considered behavior never lies...
If you knowingly violate a principle one day, go to bed and get a good
night's
sleep knowing you're going to get up the next morning and violate it again,
then
you don't really believe in that principle no matter what you *say* you
believe."

You rejected this as reflecting the "intentional fallacy."

Here are links to -
My original message:
http://groups.yahoo.com/group/Autonomy-Respecting-
Relationships/message/3911
Your response:

http://groups.yahoo.com/group/Autonomy-Respecting-Relationships/message/3911


http://groups.yahoo.com/group/Autonomy-Respecting-
Relationships/message/3912

Do you intend the distinction between your statement here and mine from
last year to be the implicit vs. explicit content of what is "known"?
Meaning: your statement is intended to refer to both implicit and explicit
knowledge, whereas mine referred only to explicit knowledge and public
statements?

People have contradictory ideas all the time. Because a person acts on not-X 
doesn't prove they don't also have the idea X as one of their beliefs.

I agree there is a distinction between the ideas people pay lip service to and the 
ones they prefer to act on. But I disagree that all things that look like lip service 
are just an act, I think there are plenty of people who have a true believer type of 
mindset at one time while advocating something, and act another way at other 
times.

I also think conscious, considered behavior lies all the time. For example, people 
lie about not loving someone while he's dating someone else. Not just in words 
but also in their behavior. They may get up every day and act like they don't love 
him, and violate their principles of how to act while in love. But do they not have 
those principles? Sure they do. The moment he is single and available they will 
change their behavior to the principles they used to be acting against. All this 
demonstrates is those principles lacked reach to all love situations, not that they 
weren't held.

In my linked post, I gave a movie example of how conscious, considered behavior 
can and did lie. I think it is compatible with what I've said now. The behavior lied 
in some ways but not all ways. The main and overt things it signaled were lies. 
But as with anything else whatsoever, we can learn some things from it and 
analyze it. One of the things we do know is that there was some confusion, 
ignorance, and lack of knowing involved. There were better things possible, and 
the character didn't know them. If he'd known something better in every respect 
he would have done it instead.

The reason his conscious choices are able to "lie" is actually because of his 
imperfect knowledge of how to make them fit all his values well. He had some 
values he want to express in his choices, but he failed to do so, so the choices 

http://groups.yahoo.com/group/Autonomy-Respecting-Relationships/message/3912


"lied" about those values by mistake. If he knew more, he could have chosen a 
better course of action that wouldn't have lied about those values.

He did know, at the time, some ways not to lie about those values. But the only 
ways he knew sacrificed various other things. He didn't know a thoroughly good 
option. So he had to pick and choose what to sacrifice, how to cope. Are the 
things that get sacrificed in times of coercion and failure, as a coping strategy, the 
ones that weren't the true values? I don't think so. There's certainly some aspect 
of them that's less important than the values that got pursued more. But I don't 
think this means all that much. I don't think people's true colors really show in 
disasters, I think their true colors show better in how they live most of the time in 
situations they know how to cope with in ways they themselves are reasonably 
OK with. People's failures matter but I don't think you should be deriving people's 
values from their failures.

What is irrational about stealing the sucker is that you already know
that

it will ultimately make your life worse to do so.

Do you know that? I think if you knew that you wouldn't steal it.

At least not if "ultimately" means "in every way".

Ultimately actually sounds like it means "later" and is saying there is a
tradeoff: benefits now, downsides later. (And vice versa if you don't steal
it.) Either option is a trade someone might prefer. This means the person
doesn't have a solution -- doesn't know the right thing to do -- which
wouldn't have downsides such as foregoing desired present benefits.

Morality isn't a compromise. If you only see compromises as options, you
haven't found the right thing to do.

"Ultimately" means "later" only in the sense that you already know that
you'll later regret having stolen the sucker. It's not benefits now,
downsides later - even if there are no downsides later, you know that later
you will think it was a mistake.

No you don't. You know that later your superficial adherence to some moral rules 



you don't understand will mean you say it's a mistake. And you will be a 
contradictory type of person who partially believes those rules are try and 
deserve adherence, and partially doesn't.

If you actually had adequate knowledge to say it's a mistake, and that you will 
know this later, then you know it now, and that adequate knowledge will include 
what to do instead. If you don't know what to do instead, now, then you don't 
know it's a mistake and you can't know in advance whether you will deem it a 
mistake in hindsight.

But it doesn't have to be later! It can
also be prior. Some people do this a lot: they fairly consistently have one
answer to a question about non-immediate choices, and another (less moral)
answer for the same question in an immediate context. Meaning: if they
thought about something like, "In a week, if you're in a grocery store and
want a sucker but don't have the money, should you steal it?" they would
say (and believe!) "no". And when they're in the grocery store, if they
thought about whether they'll regret having stolen the sucker in a week
even if they don't get caught, they would say (and believe) "yes". But
their immediate choice is still to steal the sucker.

People say a lot of things when they have contradictory ideas and are deeply 
confused. I don't think they know it's wrong when they say it's wrong anymore 
than they understand the issue at the time of the stealing or the time of regretting. 
What I see is inadequate knowledge and confusion every step of the way.

I think the best explanation for this behavior is divided minds arising
from our evolutionary brain structure. But implicit knowledge works too, if
you consider the relevant implicit knowledge to be very time sensitive - it
is knowledge that only applies to situations happening now, and not in the
future or the past.

I don't think any special explanation is required.

Get someone who doesn't know about something and isn't great at thinking in 
general. So, almost anyone. Ask them questions about something in an area they 
don't know about. Make some of the questions pretty hard.

What will happen?



Confusion and contradiction. It won't be hard at all to get contradictory answers. 
Why? Because they are confused and have contradictory ideas. And also people 
often try to answer questions instead of saying "I don't know" all the time.

I don't think any explanations about minds or brains is needed here. We don't 
need to look at a low level. Ignorance and confusion -- lack of knowing -- is a high 
level issue.

Your own best rational
moral thinking tells you not to steal the sucker. But you ignore that
rational thinking, and you steal the sucker anyway.

Being rational isn't *just* about being wiling to change your mind. As I
mentioned in the other thread, it's also about changing your mind only

at
the right time for the right reasons. Here I'll introduce another idea,
that rationality is also about putting your best theories into practice.

I think this is expanding the meaning of a term. When you broaden a term
too much it becomes less useful for communicating precise ideas.

You don't need to call this "rational" to say it's good, important and
moral. There's no need to try to extend the authority of the word
"rational" to everything good.

Is this really over-broad? Can we even exclude the criteria that "one must
implement one's best theories" from the concept of "rational". You seem to
be arguing it's impossible to do that; that one always implement's ones
best theories regardless of how they were derived, in which case it's
impossible to exclude this criteria from the definition of "rational".

Suppose your best theory is you should be an entrepreneur and quit your job. 
This week, you don't do that. Are you guilty of irrationality? There's always issues 
of when and how, and preparation. And anyway we could even say your best 
theory is "I should be an entrepreneur later but not today" since, if you aren't 
quitting today, you apparently don't know how it'd reliably work out well to quit 
today (and maybe it wouldn't).



Some people say they think they should be entrepreneurs and quit their job, and 
then a year later they have some savings and do quit.

Some others say it, but never quit. 20 years later they are fired, and they go find a 
new job of the same type which they work until retirement.

Is that second sort of guy irrational? Often, yes. I'd bet some money on it. But is 
he irrational by definition, is this how we should be defining irrationality? I don't 
think so. This sort of statement of his life doesn't give us the right information to 
judge rationality. It's an indirect view on his rationality.

Rationality is an epistemological concept that should come down to some specific 
epistemological issues. Then it will have all sorts of consequences. Rational 
people living rational lives will tend to have various overt signs and signals we 
can easily see, and irrational people will have others we can see and use to 
guess who is who. But rationality isn't defined by those signals.

Rationality comes down to living in a way that can correct mistakes, and the 
better at this the more rational. You cannot be sure someone is irrational because 
any particular mistake wasn't corrected for any particular time period. Maybe they 
were doing lots of great, rational stuff to correct it, but they were/are in a tough 
situation and it's hard. Maybe they tried dozens of approaches to solve it and they 
didn't know in advance which would work and they kept trying dead ends. The 
rational thing to do if you try one approach and it doesn't work out is you try to 
learn from it and try something else (don't give up, keep trying to improve things). 
Someone could do that really well and still have some particular visible problems 
for a long time. One irrational guy might try 3 things in 10 years but happen to try 
one that ends up working, while a very rational guy might try 5,000 but for one big 
issue none of them work. So the irrational guy appears to be implementing some 
of his values and ideas since he got something to work, while the rational guy 
appears to be failing to do that.

Another way of looking at this might be that if you actually steal the
sucker it means you were not truly convinced that it was immoral to do

so.
In this perspective, it is irrational in the sense that the rational
evidence and arguments were on the side of not stealing the sucker, and

you
knew that, but you failed to be convinced by the rational arguments and



instead chose differently - an irrational choice.

This is back to the non-Popperian meaning of rationality and
irrationality. It's condemning someone for defying authority. It means: the
authority was on one side of the debate, so how dare you mistakenly pick
the other side? It's OK to be mistaken while not defying authority since
we're all fallible, but if you do it contrary to an authority like received
opinion then you should have known better and you're super guilty.

It's insidious how much rationality and irrationality are tied to
authority and justification in most statements anyone makes about them.
Authority is all over the place even when the word "authority" isn't being
used. It's hard to get away from.

What about justification? What's the connection? For one thing, authority
in one form or another is the main thing actually used as epistemological
justification. I think part of what's being said is people are irrational
for making mistakes when the mistaken idea lacked justification and the
alternative had lots.

That's really not what I intended at all. When I said "the rational
evidence and arguments were on the side of not stealing the sucker" I
didn't mean authority. I meant that you already knew the criticisms of
stealing the sucker, and you knew of no criticisms of the criticisms, but
you stole the sucker anyway.

I think in that scenario, you did know criticisms of the criticisms: that they were 
negative theories without adequate positive theories to tell you what to do 
instead. They offered some guidance and help, but not enough to make any non-
stealing options work well. And you were unable to figure out what to do instead 
of stealing. So you came up with an idea like, "I don't know the perfect truth, and I 
have to do something for now, so I'll just take the sucker rather than suffer. It may 
have these various large problems, but every alternative I thought of had even 
bigger problems."

Knowing various criticisms of stealing in general does not criticize this idea he 
actually acted on.



BTW, to be clear, I do not think "did he know?" and "is he responsible/guilty?" are 
the same question. I do think this person bears responsibility, even though he 
didn't know better in an epistemological point of view. I also think the theft is 
immoral -- it is, objectively, in fact, a bad lifestyle, not the good life.

Per previous comments, perhaps that is because you had criticisms of the
criticisms of stealing the sucker, but they were all implicit - things for
which the closest articulation might be "but I want it now."

I suspect the thief knew pretty well/clearly something like "I want it now and don't 
see how to get it or not want it if i don't steal it." He didn't subvocalize that exact 
phrase but he knew this content, not in some tiny disregarded voice in the distant 
part of his soul, but in his accessible mind active in the decision process.

I think whether he knew this explicitly or inexplicitly is irrelevant that that the 
distinction between the two, while it matters in some cases, is often irrelevant and 
brings more confusion than enlightenment.

I think a more relevant distinction would be something like whether it's stored in 
long term memory and forgotten for now and left out of this decision making 
process, or whether it's being used and participating.

Another important issue is he might have some wrote learning of something that 
seems relevant, but because he learned it by wrote he doesn't know how to use it 
for this, he only knows how to recite it on school tests. So he "knows" it -- he 
could recite some phrases -- but he doesn't understand it in a way that's actually 
useful.

PS minor thing but I don't think "implicit knowledge" is the opposite of "explicit 
knowledge". For an opposite I use "inexplicit knowledge". But, again, I do not 
wish to over-emphasize these categories. I think a lot of the time the distinction 
isn't very relevant or important.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Interpersonal comparison of qualia
Date: September 5, 2012 at 6:30 PM

I've read through your chapter on qualia several times and am still
trying to understand. Do you think this brain scanning research could
be useful in understanding what qualia are? Or is there another path
toward an explanation of qualia? Or do we just not know?

Steve

On Sep 2, 4:56 am, David Deutsch <david.deut...@qubit.org> wrote:
A prime example of scientism, in the form of a claim that brain scans will soon 
allow the intensity of pain to be measured objectively:

http://www.telegraph.co.uk/science/science-news/9514097/Pain-maps-cou...

It is an argument that has long divided the sexes, but there may finally be a 
way of telling whether you suffer more pain than your partner.
Researchers are building a “pain map” of the brain, which allows them to 
pinpoint the exact location and intensity of a person’s pain.
The development could finally put an end to the debate about whether women 
suffer more pain than men.
It could also help sceptical partners tell whether their other half is exaggerating 
their ailments to win sympathy or if they are really in as much pain as they say.
Using brain scanning technology, neuroscientists have been able to see how 
the brain responds to pain and map the signals to different parts of the body. 
They have also been able to measure how much pain someone is in from the 
signals in the brain.

...

It could also help doctors identify members of the “worried well” who may 
exaggerate their aches and pains to get treatment.
One in five adults suffer from long-term pain, with backache and headaches 
being the most common. Yet it is notoriously difficult for medical staff to assess 
pain and often patients are left to self administer powerful drugs which can be 
harmful.

A frequent concomitant of scientism (the claim to have solved a philosophical 

http://www.telegraph.co.uk/science/science-news/9514097/Pain-maps-cou


problem by scientific means), is willful blindness to the fact that a highly 
controversial philosophical problem is involved at all.

I'm idly wondering what will happen when, one day, one of the researchers goes 
to the doctor complaining of intense pain and asking for a painkiller, is scanned 
with the Pain Severity Indicating (PSI) machine, and told that they must be one 
of the "worried well" because the pain is actually only mild, and they should just 
grin and bear it. (Or be referred for counselling or psychiatric treatment.)

They'd do this: Go back to the lab. Scan themselves. Tweak the pattern-
matching algorithm to classify that pattern as indicating the exact level of pain 
they are feeling, issue a software update to the PSI machines, return to their 
doctor, get scanned again, and get the painkillers they asked for in the first 
place.

Just to be clear here: I'm not imagining that the researcher would be *cheating* 
by doing this. On the contrary, I'm pointing out that the methodology they'd be 
using in doing it would be identical to that which they used to make the machine 
in the first place.

Bottom line: Explanationless theories aren't even science, let alone philosophy. 
A machine with the functionality they are imagining is impossible to build without 
an explanatory theory of what the quale of pain is, and how it works.

-- David Deutsch



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Morality and Rationality
Date: September 5, 2012 at 10:11 PM

On Tuesday, September 4, 2012 6:36:53 PM UTC-7, Elliot Temple wrote:

Perhaps the distinction is implicit versus explicit knowledge. You can
knowlingly (explicit knowledge) make mistakes if you have implicit

errors
you aren't aware of.

That's not what I was trying to get at. When people make mistakes, there
are holes and gaps and ignorance in their total knowledge including all
types of knowledge they have. Something is missing somewhere. I read
"knowingly" as something like "while fully understanding the issue" (though
not necessarily explicitly).

This is connected to DD's principle of optimism: all evils are caused by
lack of knowledge (that is, by not knowing. they do not happen when we know
enough).

Perhaps we don't have any substantive disagreement. If we agree that
rationality is the only way to grow knowledge, then do you think:

"All evils are caused by lack of knowledge"

is for all functional purposes equivalent to:

"It is never moral to be irrational, and never rational to be immoral"

 ?

If you think they're different, in what practical way(s) do you think they
differ? By practical I mean: in what way could believing both statements,
versus just believing the first statement and not the second statement,
alter any of one's choices in life?

--Jason



-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Morality and Rationality
Date: September 6, 2012 at 3:37 AM

On Sep 5, 2012, at 7:11 PM, Jason <auvenj@gmail.com> wrote:

On Tuesday, September 4, 2012 6:36:53 PM UTC-7, Elliot Temple wrote:

Perhaps the distinction is implicit versus explicit knowledge. You can
knowlingly (explicit knowledge) make mistakes if you have implicit

errors
you aren't aware of.

That's not what I was trying to get at. When people make mistakes, there
are holes and gaps and ignorance in their total knowledge including all
types of knowledge they have. Something is missing somewhere. I read
"knowingly" as something like "while fully understanding the issue" (though
not necessarily explicitly).

This is connected to DD's principle of optimism: all evils are caused by
lack of knowledge (that is, by not knowing. they do not happen when we know
enough).

Perhaps we don't have any substantive disagreement. If we agree that
rationality is the only way to grow knowledge,

Rationality isn't the entire process of creating/improving knowledge. But it's a 
necessary component.

To learn, we have to come up with ideas (guesses, conjectures) and also, (via 
criticism) improve them (correct errors in them -- approach them rationally).

then do you think:

"All evils are caused by lack of knowledge"



is for all functional purposes equivalent to:

"It is never moral to be irrational, and never rational to be immoral"

Morality is about choices/decisions: which choices to make, how to make them, 
which are good, why.

I don't think "be irrational" is (directly) a choice, and therefore is not (directly) a 
moral issue. People make choices like neglecting to pursue ways of becoming 
more rational, and make various choices indirectly relevant to being irrational, but 
I don't think one can directly choose how/what to be.

?

If you think they're different, in what practical way(s) do you think they
differ? By practical I mean: in what way could believing both statements,
versus just believing the first statement and not the second statement,
alter any of one's choices in life?

One difference is that the second one doesn't say anything along the lines of "all 
problems are soluble".

The second also takes some sort of (unstated) stance on what rationality and 
irrationality are. The first doesn't. And the same for some stance on morality.

I think that believing all problems are soluble, or not, is a functional difference. 
And having some position about rationality, or not, functionally matters.

I think both phrases are short and, out of context, vague. Their believers can and 
will do all sorts of things, some, e.g., very unPopperian.

I think there's some point you're trying to get at, which I haven't addressed, and 
might agree with, but I'm unclear on what it is.



I'll say this:

There are no benefits to immorality or irrationality. None, ever, period, of any kind. 
It's always strictly worse in terms of every single correct criterion.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Mental illness reality TV show documentary
Date: September 8, 2012 at 4:28 PM

Horizon documentary in which 5 out of 10 people who have in the past
been diagnosed with a mental illness do various games/tasks and 3
psychiatrists watch them on camera and try to guess who was who:

http://www.youtube.com/watch?v=2UsgFl4H5JU

At first, the psychiatrists kept saying it's very hard to guess
because they can't ask the people questions as they usually would. But
how could something that's essentially self-diagnosis be more reliable
or more scientific than actually watching how the person behaves in a
particular situation?

Later they get to ask the people questions and they still do badly
with their guessing. Which is weird, because the only information
psychiatrists have to diagnose with *is* behavior (there exist no
purported physical tests for mental illnesses AFAIK).

--
Lulie Tanett

-- 

http://www.youtube.com/watch?v=2UsgFl4H5JU


From: railguage48 <hlogoma@gmail.com>
Subject: [BoI] Godel's Incompleteness Theorem
Date: September 8, 2012 at 2:01 PM

I really enjoy this book and especially David Deutsch' style of
writing and discourse.

Much of the discussion passes me by but I am so encouraged by the
positive message in this book, that I reread or now re-listen.

I listened to David discuss the Incompleteness theorem, but I do not
quite follow.

Is it that whilst we might not be able to prove some axiom or other
true mathematically, we still can learn a lot from the axiom and
furthermore that the mathematics has no bearing on whether we can
solve a problem or not?

Thanks to anyone who has some more insight on this than me.

-- 



From: Michael Golding <mlionson428@yahoo.com>
Subject: Re: [BoI] Mental illness reality TV show documentary
Date: September 8, 2012 at 5:26 PM

Sent from my iPhone

On Sep 8, 2012, at 4:28 PM, Lulie Tanett <luliet@gmail.com> wrote:

Horizon documentary in which 5 out of 10 people who have in the past
been diagnosed with a mental illness do various games/tasks and 3
psychiatrists watch them on camera and try to guess who was who:

http://www.youtube.com/watch?v=2UsgFl4H5JU

At first, the psychiatrists kept saying it's very hard to guess
because they can't ask the people questions as they usually would. But
how could something that's essentially self-diagnosis be more reliable
or more scientific than actually watching how the person behaves in a
particular situation?

As I've said, psychiatry is not about making diagnoses based on the content of 
what people say.

If I asked you what you had painted and you said "a dog" that would give me very 
little information about your skill as an artist.

On the other hand,  if I watched you paint the painting (and I had knowledge 
about what to look for) I would have much more information about your skill as an 
artist. Your objective skill (How you paint) determines far more about whether you 
are a good artist than the particular picture you decide to paint. The same is true 
of psychiatry. The process of forming thought is what matters not the overt 
content of what is said.

What is the test that you can run to determine that you are a better artist than I 
am (virtually anyone, with any knowledge about this, would agree with that!). 
Despite no test, you somehow believe that there are objective measures of the 
quality of your art. Why?

You might be able to measure the symmetry of something, for example, but that 
test would fail in many situations. Measuring symmetry in art is the logical 

http://www.youtube.com/watch?v=2UsgFl4H5JU


equivalent of medical doctors checking blood tests and making pathological 
findings. Measuring symmetry can give you information about the quality of the 
work of art, but it doesn't finally tell you whether it is good. Measuring blood work 
and pathological findings gives you information about potential illnesses, but it 
doesn't tell you whether the person is sick.

Asking people questions (for psychiatrists$ is the equivalent of watching them 
paint many different types of pictures. There is so much in the implicit content of 
what is being said by a person and how it is being said that the specific content is 
almost irrelevant.

No matter what I paint, even if it has the same content that an artist paints (say a 
picture of a dog) my painting won't be as good. Psychiatrists are looking for how 
the painting is done, much more so than what the content of the painting is. And 
yes, there is objective skill involved.

Later they get to ask the people questions and they still do badly
with their guessing. Which is weird, because the only information
psychiatrists have to diagnose with *is* behavior (there exist no
purported physical tests for mental illnesses AFAIK).

It sounds like you are asking about the reliability of psychiatric diagnosis (will 
different psychiatrists using structured interviews get the same results?).

They will And usually with considerably higher reliability than,say, whether family 
doctors can tell the difference between a viral and a bacterial bronchitis. Certainly 
we agree on diagnoses far more reliably than groups of artists agree about the 
quality of a painting, yet for some weird reason you think there is objectivity in art 
(wink).

Reliability of diagnosis has never been a problem in research settings for 
psychiatrists over the last 30 years. We agree easily when we evaluate the same 
person and I have no means of communicating with each other.

In terms of your television show, I don't think you would expect a cardiologist to 
be able to tell who had heart disease by watching patients interact outside, 
weather on television or not.

I think you are also assuming that



laboratory values or physical exam findings determine diagnosable illness in non-
nonpsychiatric patients? Are you?

If so, how would you explain that I probably have methicillin-resistant staph 
aureus growing in the back of my throat, very few others do, methicillin-resistant 
staph aureus is one of the most dangerous and lethal bacteria that we know of, 
and many patients with the same pathological diagnosis would be placed on 
multiple antibiotics which are the strongest ones we have? And it would be done 
immediately to prevent their death.

Yet no doctor suggests doing anything to me. I am considered to have no illness, 
yet many others would be, though we have the same pathology report.

Or, why is a pathologist's finding of a few cancer cells in a 40-year-old's prostate 
an indication for immediate surgery, but the same finding in an 80-year-old is no 
cause for alarm and no surgery will be performed.

Why does the 40-year-old have a serious illness while the 80-year-old does not, 
despite identical pathological findings? In general, why does the same 
pathological evidence lead to wildly different behaviors on the part of doctors?

Do you think that someone with ringing in his ears and hearing loss has no illness 
because there is no pathological finding and the entire diagnosis is based upon 
what the patient says? In general why does no pathological finding imply no 
illness?
Michael

Michael

--
Lulie Tanett

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Mental illness reality TV show documentary
Date: September 8, 2012 at 6:09 PM

On Sep 8, 2012, at 1:28 PM, Lulie Tanett <luliet@gmail.com> wrote:

Horizon documentary in which 5 out of 10 people who have in the past
been diagnosed with a mental illness do various games/tasks and 3
psychiatrists watch them on camera and try to guess who was who:

http://www.youtube.com/watch?v=2UsgFl4H5JU

At first, the psychiatrists kept saying it's very hard to guess
because they can't ask the people questions as they usually would. But
how could something that's essentially self-diagnosis be more reliable
or more scientific than actually watching how the person behaves in a
particular situation?

Asking questions doesn't mean you just take the answers at face value. It lets 
you see how they react to some issues they might not raise on their own.

Later they get to ask the people questions and they still do badly
with their guessing. Which is weird, because the only information
psychiatrists have to diagnose with *is* behavior (there exist no
purported physical tests for mental illnesses AFAIK).

What's weird? Mental illness diagnostic criteria are not objective so there's no 
good reason to expect it to match really well between what one guy says this year 
and what another guy says next year.

It matches a little because they use some techniques to try to make it match like 
learning some of the same things at school. But also they are just making things 
up so it doesn't match.

Also normally they do/say whatever the authority or paying customer wants. That 
is the context of psychiatric services: there is some agenda and the psychiatrist 
figures it out and usually caters to it. On this show, they don't have that context to 
make their decisions for them.

http://www.youtube.com/watch?v=2UsgFl4H5JU


-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Morality and Rationality
Date: September 8, 2012 at 6:15 PM

On Thursday, September 6, 2012 12:37:18 AM UTC-7, Elliot Temple wrote:

"All evils are caused by lack of knowledge"

is for all functional purposes equivalent to:

"It is never moral to be irrational, and never rational to be immoral"

Morality is about choices/decisions: which choices to make, how to make
them, which are good, why.

I don't think "be irrational" is (directly) a choice, and therefore is not
(directly) a moral issue. People make choices like neglecting to pursue
ways of becoming more rational, and make various choices indirectly
relevant to being irrational, but I don't think one can directly choose
how/what to be.

I think I can choose to be irrational - I can choose to disregard some or
all of the ways that I know of to correct errors in my ideas. I can have an
idea to steal a sucker, and I can choose to immediately act on that idea
and steal the sucker rather than consider the broader implications and
consequences of doing so. Considering the broader implications and
consequences is a means of error correction, and I know it, but I can
choose to not do it.

Is there any way to reconcile the idea that I cannot choose to be
irrational with the idea that I can choose anything else? In other words,
is it logically possible that we do not have a choice about whether to be
irrational, but we still have free will?

I think there's some point you're trying to get at, which I haven't
addressed, and might agree with, but I'm unclear on what it is.



Rami had criticisms of an important idea that I thought was correct: the
idea that morality and rationality are inseparable concepts. I was
attempting to answer those criticisms. That has now led to your criticism
of another important idea I thought was correct: That free will includes
the power to choose whether or not to be rational.

It is important whether or not it is ever morally OK to be irrational. Lots
of people think that it is OK to be irrational - or even worse, that being
irrational can sometimes be morally virtuous! Dan Ariely is the proponent
of this view I'm most familiar with - he wrote a book, "The Upside of
Irrationality." I don't think there's ever an upside to irrationality. I
think people like Ariely are leading others down the wrong path when they
say that there is.

I think it's even more important to know whether or not rationality is even
a choice. I think that it is a choice. I think people can choose to be
rational, or they can choose to be irrational. And I think they should (a
moral "should") choose to be rational, all the time, without exception.

I'll say this:

There are no benefits to immorality or irrationality. None, ever, period,
of any kind. It's always strictly worse in terms of every single correct
criterion.

I completely agree with that statement. However, it doesn't seem like a
criticism of my original thinking:
If there are no benefits to immorality how could it ever be rational to be
immoral?
If there are no benefits to irrationality how could it ever be moral to be
irrational?

--Jason

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] 2011-08-18 David Deutsch radio interview: "On Point" with Tom 
Ashbrook (transcript)
Date: September 8, 2012 at 6:16 PM

This is a lightly edited transcript of David Deutsch's appearance on "On
Point" with Tom Ashbrook on August 8, 2011. The audio is available
at http://onpoint.wbur.org/2011/08/18/david-deutsch

Tom Ashbrook: From WBUR Boston, I'm Tom Ashbrook, and this is On Point.
David Deutsch made his name in the high science of quantum computing,
theoretical computers so powerful they could master the secrets of the
universe. And that is the scale on which he works in his new book, "The
Beginning of Infinity". Since the scientific revolution, he says, human
potential has become just that: infinite. We are a player, the player, in
the universe. This hour On Point: quantum physicist and philosopher David
Deutsch on humanity's place in the cosmos. Joining me now from Oxford,
England is David Deutsch, a Fellow of the Royal Society and Professor of
Physics at the University of Oxford, where he's a member of their Center
for Quantum Computation. He's been called the founding father of quantum
computing for his groundbreaking work in the field, and is a champion of
the theory of parallel universes, the "multiverse". He's the author of
several hugely bold, wide-ranging books, including "The Fabric of Reality"
and his latest, "The Beginning of Infinity: Explanations that Transform the
World". David Deutsch, it is wonderful to have you with us. Thank you so
much for being here.

David Deutsch: Hi, Tom. Thanks for inviting me on the show.

Ashbrook: You draw an enormous line through human history at the
Enlightenment and scientific revolution. Describe the before and after a
little bit for us in broad strokes. We'll dig in, but stepping back from
it, what do you see?

Deutsch: This line is the most important thing that's ever happened
because, prior to it, the world was static in terms of ideas. That is to
say, sometimes things did improve and sometimes they got worse, but from
the point of view of any individual, from the time they were born until the
time they died, everything that they could notice about the world -- the
technology, the economics, the ways of life -- would not have changed,
would not have improved. And after the Enlightenment, it was the exact

http://onpoint.wbur.org/2011/08/18/david-deutsch


opposite. We have learned to live with the fact that everything improves in
every generation, and what's more, previous ways of life become unviable as
better ways of life appear. This staticity, I call it a horrible practical
joke played on the human race by nature, because for hundreds of thousands
of years, we had the capacity to improve, to reduce human suffering, to
increase our knowledge of the world, but almost none of that happened. And
then suddenly there was this explosion where it has happened.

Ashbrook: And it's not just a matter of us then going on to develop all
kinds of technology from microwave ovens to high-speed cars, you name it.
You say that this change introduced us to -- or created -- the Beginning of
Infinity, the title of your book. What do you mean by that?

Deutsch: The phrase "The Beginning of Infinity" primarily means the
universal power of explanatory knowledge. But it turned out -- and I didn't
really plan this when I wrote the book -- but it turned out that in every
chapter there were several different meanings, several different senses in
which there was a beginning of infinity which hadn't happened before:
either a condition for unlimited progress, or a beginning of unlimited
progress, or the sense in which progress can be unlimited.

Ashbrook: To tie it to the scientific revolution coming in with the
Enlightenment, how does that produce the Beginning of Infinity?

Deutsch: Well, it's like this: science is about finding laws of nature
which are testable regularities. We've discovered this method, the
scientific method, which I think is essentially trying to find good
explanations of what happens, rather than bad explanations which could
apply to absolutely anything. Once one has this method -- which is the
scientific method, but it also ranges more broadly over other fields, like
philosophy -- the scope of both understanding and controlling the world has
to be limitless. The reason it has to be limitless is basically, everything
that isn't forbidden by laws of physics has to be possible, because, this
is the simplest argument in the book, if it weren't possible, then that
would itself be a testable regularity in nature. For example, we can't
travel faster than the speed of light. That's a limitation on our
technology, and it is a law of nature. If it were the case that we could,
for example, never get off the earth and never survive on any other planet,
that would also be a testable regularity, it would be a law of nature, but
there is no such law of nature, and therefore, everything that isn't



forbidden by laws of nature must be possible. And that's a momentous link
between explanatory, theoretical knowledge, and technological knowledge,
the ability to control the universe.

Ashbrook: You are just thrillingly bold in the way you think and the way
you write. There's a lot I want to dig in to, but if you take just that,
what you've just shared with us, David Deutsch, if that scientific
revolution means, with everything that comes with it, a tradition of
criticism, willingness to conjecture and then test, discovery of how to
make progress, as you describe it, that means that there is, in your words,
no limit to understanding and controlling the world. I'm trying to get my
mind around that. By "the world", you don't just mean this earthly planet,
you mean the universe. Really? Humans? No limit to their understanding and
controlling the universe?

Deutsch: That's right. Both on the largest scale, and in some ways more
exciting, the smallest scale. As Richard Feynman said, there's plenty of
room at the bottom, with nanotechnology, and space exploration at the
highest scale. The thing is there can't be such a limit, because, as I just
said, any limit that, let's say, confined us to the solar system or even to
our galaxy, either would have to be imposed by the laws of physics or it
would have to be an illusion.

Ashbrook: What gives you the nerve, the cojones, to assert that? The
traditional way of looking at ourselves is, we're so puny, we're such a
little speck in the vast cosmos, but you're literally saying that we can,
without limit, understand and control that cosmos.

Deutsch: Indeed. It's ironic that this idea that we're puny and unimportant
and the world isn't here for our benefit and so on, at the time when it was
invented about 400 years ago, was one of the driving forces of the
scientific revolution, because the previous world views had been
anthropocentric. The idea was that the world was built around us, it was
built either for our benefit or as a punishment or for us to obey its moral
laws and so on, and this was tied in with traditional authoritarian modes
of knowledge. The early part of the Enlightenment was a rebellion against
those ideas, and we found that we're not the center of the universe, the
Earth isn't the center of the universe, and later we found that even the
sun is not, and so on. But, I think that once we have got over this early
anthropocentrism, we find that, although humans are not central to the



universe, explanatory knowledge is. And we have a choice: we don't have to
jump on the bandwagon of this built-in potential of the universe if we
don't want to. We could destroy ourselves, we could chose not to do it,
but, because we are capable of explanatory knowledge, we're also capable of
unlimited progress if we so choose.

***
Ashbrook: So if we don't turn away from this path of the scientific
revolution laid out, and if we don't blow ourselves up (we'll talk about
both of those), you're picturing a future, with those two very large "if’s,
in which human beings -- what, little by little? -- come to get their hands
on the levers of the universe? What would that mean?

Deutsch: Certainly. The thing is that the idea that this isn't possible is
essentially a reversion to the archaic, supernatural view of the universe.
The idea there would be that there are things that are beyond our
understanding forever.

Ashbrook: Let's accept it for a moment. What would it mean if we do indeed
achieve it?

Deutsch: Well, the title of the book is The Beginning of Infinity, and that
refers to an interesting property of all kinds of infinity, including this
one, namely: one is never "nearly there". One is always just beginning to
scratch the surface of infinity. So once there was a time when the earth
was unimaginably huge, just the surface of the earth was unimaginably huge,
and now we have learned to regard it as tiny and vulnerable. And Stephen
Hawking has said that we'd better get off it soon, just so that we hedge
our bets. And there was a time when even the Northern Hemisphere was
unimaginably hostile territory compared with where we evolved in Eastern
Africa. And so we have learned not only to conquer the Northern Hemisphere
technologically, with things like clothing and fire and so on, but having
conquered it once and for all, we take that for granted and we then regard
it as home.

Ashbrook: David Deutsch walks in very high company, both as a scientist,
and as a communicator of science and philosophy as well. Let's here just
briefly hear from a couple of others, very briefly. The late astronomer
Carl Sagan spoke evocatively of the wonders of the cosmos. You can hear the
sort of early pre-echo of David Deutsch's infinity. Here is Carl Sagan in



the Cosmos series episode, "The Edge of Forever".

Carl Sagan (audio clip): Every human generation has asked about the origin
and the fate of the cosmos. Ours is the first generation with a real chance
of finding some of the answers. One way or another, we are poised at the
edge of forever.

Ashbrook: Or to put it another way, maybe at the beginning of infinity. And
here's physicist Stephen Hawking who speaks through a voice synthesizer,
warning, and we'll put this to David Deutsch, warning here, Stephen
Hawking, that traits humans needed for survival may also lead to their
downfall. Here he speaks at the online forum Big Think.

Stephen Hawking (audio clip): If we are the only intelligent beings in the
galaxy, we should make sure we survive and continue. But we are entering an
increasingly dangerous period of our history. Our population and our use of
the finite resources of planet Earth are growing exponentially along with
our technical ability to change the environment for good or ill. But our
genetic code still carries the selfish and aggressive instincts that were a
survival advantage in the past.

Ashbrook: In the past, but maybe a danger in the future. David Deutsch, our
listeners are paying close attention. We have lots of questions and
comments coming in for you already. Here from online, Lark writes, let me
put this to you, professor: "Does Professor Deutsch see that mankind has
sufficient wisdom and self control, self-knowledge, to make our potentially
infinite influence on the universe positive, rather than destructive?"

Deutsch: We have the power to make mistakes as well as to get things right.
In fact, as my old boss John Wheeler used to say, in a sense, our whole
problem is to make the mistakes as fast as possible. There is no way of
doing science, and indeed there is no way of life altogether, that avoids
mistakes. To try to do that is a recipe for disaster, because one does not
then build in error-correction mechanisms. Science is one gigantic
error-correction mechanism where we try to find out all our misconceptions
and we're expecting even our most cherished beliefs eventually to turn out
to be flawed in some way or another. So we have to be open to that, and we
have to be ready to cope with the practical consequences of being wrong.

Ashbrook: But what if the error is, say, to Stephen Hawking's fear, the



destruction of a planet that we very much need to live on?
,
Deutsch: Well, okay, I entirely agree with Stephen Hawking that we should
hedge our bets by moving away from the Earth and colonizing the solar
system and then the galaxy and so on, but I disagree with his reasons. His
reasons, I think, are all rooted in this rather ancient, pre-scientific way
of looking at the world, which has survived in certain prevailing
attitudes. The idea, for example, there we're inherently selfish and
aggressive and so on. That is an echo of many of the static society type of
bad ideas that used to inhibit progress, such as the original sin, and the
idea that everything worth knowing is already known. In other words, when
your listener asked, "Do we have the wisdom?” this kind of assumes that
wisdom is a kind of static thing which you can have in advance, but that is
not the case. The truth of the matter is that wisdom, like scientific
knowledge, is also limitless, and what we call wisdom today is going to be
laughable silliness in centuries to come.

Ashbrook: In that time, if I understand you correctly, centuries or eons to
come, if all this rolls forward it may look laughable because our
understanding, our knowledge, our explanations, as you say, would be so
much deeper and greater, and with that our power? It's hard to grapple
with, but you seem to be talking about humans actually influencing big
swaths of the universe or maybe even the multiverse, as we've influenced
Earth. Is that really what you're suggesting? Will we re-engineer the
cosmos?

Deutsch: Yes, this is not only desirable, as Stephen Hawking says, but it's
really inevitable. Suppose that for some reason we hadn't colonized Europe
and had stayed in Africa until the present day, and somehow our existing
state of knowledge had formed. Then we would at that point colonize the
Northern Hemisphere, because we would want to, and there would be no reason
not to, because, in this rather silly thought experiment, we would see that
we could easily make it our home. Unlike any other species on Earth, our
home, our spaceship Earth, our life-support system is entirely provided by
our own knowledge. This is different from any other species. For other
species, their way of life is determined by the knowledge embodied in their
genes, in their biological makeup, and given to them by evolution.

Ashbrook: But we also depend on some fundamentals that we don't create with
our minds: oxygen, H2O...



Deutsch: Well, in fact, that's not the case. Soon there'll be a lunar
colony, and the oxygen and H2O that the people there will use will be
entirely generated by human technology. The first people to arrive there
will find they have to think about this a lot. They will have to make sure
that their oxygen generators that will generate oxygen from the moon rock
are reliable and that there's redundant capacity to avoid possible errors
and things going wrong and so on. But then, after a while, the whole thing
will be automated. It will become easy for them, so easy that they won't
think of oxygen as being something that has to be provided with great
effort in order to make this inhospitable environment hospitable. They'll
just think that it's there, just as we take for granted that water will
come out of the tap.

Ashbrook: Maybe I misunderstood you, but when you described this almost
infinite -- or infinitely expanding -- knowledge, and with that, control, I
didn't think simply of zipping around the universe or space travel. It
seemed to you were describing something even more profound than that:
almost the ability to re-shape, as we have in many ways, re-shaped Earth.

Deutsch: Yes, it's all part of the same thing. We can go and visit the moon
without re-shaping it, but if we want to live on the moon, then we have to
have an environment in which humans can not only survive, but thrive. And
in order to thrive, there have to be facilities in place to create
resources that people don't have to think about. Just like most of the
places that are inhabited on the planet Earth today were originally, at the
time when the human species evolved, death traps. In fact, as I argue in
the book, even the Great Rift Valley in East Africa where we did evolve was
also a death trap. Our species came into existence already possessing
technology that people had invented. I say "people", because I use that as
a generic term for all entities that can create explanatory knowledge. The
species that were our predecessors already had explanatory knowledge. Most
of those species, by the way, were killed by the environment in which they
evolved. It's a terrible mistake to think that the environment in which we
evolved is especially friendly to us. That is not the case. Environments
usually kill their species. The overwhelming majority of species that have
ever existed on Earth are extinct, killed by the very environments in which
they evolved.

Ashbrook: No small number by human beings themselves, but that's a very



alternate view to the sort of cozy blue-green planet spaceship Earth view
that's out there. David Deutsch is with us from Oxford, England. His new
book is The Beginning of Infinity. Professor Deutsch, David Deutsch, our
listeners are responding to those. You're talking about unlimited
understanding and control. Carlos, on Facebook, is thinking about somebody,
something else out there, all knowing, all-powerful, maybe. He writes, "I
recall the Niels Bohr / Albert Einstein argument. Albert Einstein saying,
``God does not play dice.'' (i.e. we can know about things), Neils Bohr
saying, ``Quit telling God what to do!'" Are you describing humanity
challenging the role of what traditionally has been/is/was thought of as
God?

Deutsch: It's funny you should mention the Bohr / Einstein debate, because
the context in which Bohr said to Einstein, "Don't tell God what to do",
was basically when Einstein was saying, "The Universe makes sense." And
Bohr was promoting an interpretation of quantum mechanics that tried to say
that the universe doesn't have to make sense, that there are certain
questions we're not allowed to ask, that if you think you have understood
it, then you haven't, that sort of blatant irrationalism. And when Einstein
used that metaphor, of "God doesn't play dice", Einstein was in fact an
atheist, but what he meant by that metaphor is, that the universe makes
sense. To say that the universe doesn't make sense is a reversion to a
supernaturalist view of the world, and your listener was saying, perhaps
there's some power out there greater than us, and so on. This is the kind
of thinking that prevented progress for millennia. If there is a power out
in the universe that is greater than us, it's just people, people who have
more knowledge than us.

Ashbrook: And by "people" you don't necessarily mean "Earthlings" or "human
beings", but rather, "knowledge-makers", or something.

Deutsch: Exactly, entities that can create explanatory knowledge. And there
can't possibly be more than one kind of those. There can only be ones that
have made more progress and ones that have made less progress.

Ashbrook: Now why is that? We've all seen the scientific movies. Some of
them look green and scaly and act very bizarre. What do you mean there can
only be one kind of knowledge-creating entity like ourselves?

Deutsch: The thing is that they, like we, would gain their ability to



control matter and energy and motion and so on by understanding universal
laws of physics. And those are the same for them and for us. So we have the
ability to understand, because we are, among other things, universal
computers. The only barrier to understanding things for us is the amount of
energy or the speed of computation that we have, and we can always increase
those with technology. And the same will be true for the aliens.

Ashbrook: You say, don't fear them. Stephen Hawking says, "Fear them!". You
say, "Don't".

Deutsch: Yes. That is because we have to understand the lesson of
universality. The lesson of universality is that there is only one set of
laws of physics on our planet, in our solar system, in our galaxy, in the
whole universe, past, present, future. It's the same set of laws, and they
provide the same set of opportunities for control and the same set of
barriers. You were speaking about controlling the universe. The statement
is not that we can do anything we like, like gods, the statement is that we
can do everything that isn't forbidden by the laws of physics. And that
limitation is common to us and to these advanced aliens that you're
thinking of.

Ashbrook: Let me bring our listeners in. Dana in South Wellfleet,
Massachusetts, you're on the air with David Deutsch in Oxford, England.
Welcome, Dana, you're on the air.

Dana: Hi Tom. Mr. Deutsch, given our record of hubris and the resulting
plunder of this planet, whether it's pollution of our life-sustaining
systems or pushing other animals and plants to the brink of extinction, I
really hope your thesis is wrong. I really don't want to see the footprint
of humankind spread beyond the Earth. I really feel that humans need to
learn humility in the face of the cosmos and nature before we attempt to
even "colonize" (another word with imperialist connotations) even the moon,
let alone the galaxy.

Ashbrook: Dana, I'll put that to David Deutsch, but he's kind of suggesting
that, with the scientific revolution, it is inevitable. We keep thinking,
our thinking figures things out; it pushes our footprint further and
further into the universe, Dana.

Dana: Well, he's handing a sword then to the religious fundamentalists who



say, "See? Science has no ethics. As long as it's possible, it's
permissible."

Ashbrook: Dana, let us pick it up. David Deutsch, what do you say to these
observations? He sees hubris, he sees us as plunderers, says, "Humility
first, please."

Deutsch: The avoidance of hubris and the glorification of humility is the
thing that kept us suffering for hundreds of thousands of years. The guilt
of which we are accused by this worldview, although it has some modern
fashionable forms, is actually not a new idea. It was the prevailing idea
throughout most of history. Ironically, as I said earlier, really the
reverse is the case. It's not that we have polluted the Earth, on balance;
the Earth was killing us with pollution from the moment our species began.
The cholera bacillus evolved to do exactly that. It killed millions of
people, and before human beings existed, it killed the people that were our
predecessors. The biosphere killed all our cousin species like the
Neanderthals, and it has only been since the invention of human technology
that we have managed to lift ourselves a little way out of this.

Ashbrook: David Deutsch, let's go straight to our listeners. Joe, in
Farmville, Virginia. Joe, you're on the air with David Deutsch.

Joe: I have a question for Mr. Deutsch, but before that, let me make a
comment. He's saying that man's destiny is to colonize space. Well,
actually [unintelligible], in Psalms 8, it says that, the stars are the
work of God's fingers. And then it says that God gives man dominion over
the work of his fingers, and then it says what form that dominion will
take. It says God will put all things under man's feet. So that's like
saying that God will put the moon and the stars under Man's feet.

Ashbrook: And you've got a specific question about that, Joe. Give it to us.

Joe: Yes, the idea is that because of the expansion of the universe, all
the galaxies are going away from us, and the further away they are, the
faster they're going, so it seems to me that we won't be able to colonize
[unintelligible], but that does leave our own galaxy with 300 billion
stars. So my question is, how can we get beyond?

Ashbrook: Joe, you're breaking up, but I think we've got it. If the



universe is expanding rapidly, that means it's moving away from us. David
Deutsch, in that case, how do we get out there?

Deutsch: I only heard part of that question, but I think I understood what
it was. One of the great growth areas in fundamental physics in the last
few years has been in cosmology. We have learned that all the cosmological
models that anybody believed until, let's say, 20 years ago are definitely
wrong. But what we don't yet know is the cosmological model that is in fact
right. The prevailing one at the moment is that the universe is not only
expanding, which we've known for nearly a century, but is expanding at an
accelerating rate through this thing which we call dark energy (just
because we need to call it something). But we have absolutely no idea what
it is.

Ashbrook: So how do we catch up with it? How do we get a tail-hold out
there if it's rushing away from us?

Deutsch: Well, the exact implications of the accelerating expansion of the
universe on the controllability of the cosmos are not well known yet. The
caller's assumption was that eventually we would be just left with one
galaxy and all the others would be receding at the speed of light so we'd
never catch up with them. If that is so, then only a few trillion years
after that, the galaxy itself will start being torn apart by these same
forces, and what we would have to do is put more and more information into
a smaller and smaller volume. And whether that will be possible or not
depends on details that we don't yet know. All I can say is that there are
plenty of cosmological models in which progress can go on literally
forever, that is, literally no upper bound, and there are some in which
progress is forced to come to an end after a few trillion years. But with
cosmological models currently changing on a timescale of a decade or so, I
think it would be rash to build our plans for a trillion years on whatever
the current theory of that is.

Ashbrook: For any number of reasons. People listening very closely here.
Ellen was listening when we played the clip from Stephen Hawking; he talked
about survival genes for aggression in humanity now holding us back. She
asks if you can address that. You said it was an artificial limitation, but
what does that mean? Do human beings need to re-evolve into something where
we don't destroy one another for survival purposes?



Deutsch: The idea of an "aggression gene" or a "selfishness gene" is a
misunderstanding of what humans are. It's a misunderstanding of the
universality of humans. The thing is, humans can decide that any pattern of
behavior that they think best is best, and then act according to it.

Ashbrook: So you say, but an awful lot of humans have felt hostage to
violence and war for such a long time. Ask somebody with a spear in his
back. It looks like it's baked in the cake.

Deutsch: Yes, you can't really go by most of human history prior to the
Enlightenment, because those societies were all the same.

Ashbrook: But our wars just got bigger after. Our wars just got larger,
more deadly.

Deutsch: If you think about the kind of things that are built into our
genes, like the desire to eat food when we're hungry or to have sex or to
preserve our lives, if you think of any of those which are going to be much
more deeply in our genes, if anything is, than, let's say, aggression or
selfishness, then you can easily see millions of examples of those things
being violated at a whim of culture or individual decisions. People become
anorexic and don't eat. People become pacifists and sacrifice their lives,
or suicide bombers, to name an evil example. If those things, the things
which are most heavily built into our genes can be swept away just by a
little bit of culture, including very bad culture, then there is really no
case to be made that more subtle things like selfishness are built-in in an
irretrievable way.

Ashbrook: If I may, you pull this view beyond science itself, and you
write, very early on in the book, that the scientific revolution has also
been a revolution in technology (we've seen that), political institutions
(not so sure where that's gone), moral values, art, every aspect of human
welfare. We have listeners who are wondering on that front. Greg says, "You
are talking about ability, not morality. Morality is the realm in which
stories remain the relevant method of figuring things out." What do you say?

Deutsch: It is much more controversial that there is objective truth in
things like morality and art than in things like mathematics and science,
but the arguments are really the same in all cases. The fact is, before the
enlightenment, there was practically nobody in the world who thought that,



say, slavery was morally wrong, or that sexism was morally wrong, or that
parents didn't have the right to beat their children. These were all things
that had virtually 100% acceptance. Only lunatics, if anybody, disputed it.
Whereas now, it's gone entirely the other way around. In other words, now
there is an absolute consensus among thinking people that slavery is wrong
and those other things I mentioned are also wrong. So we've gone from 100%
to 0%, and I think that it doesn't make sense to regard that change as
arbitrary. In other words, it could have gone either way just like skirt
length fashions or something.

Ashbrook: You think it's the enlightenment, the scientific revolution. It
worked there as well.

Deutsch: Yes, well, the scientific revolution is just one facet of what I
call the Enlightenment. It reached into morality as well, and these
examples that I've given are cases where morality has improved objectively.

Ashbrook: Vijay is calling from Cambridge, Massachusetts. Vijay, you're on
the air with David Deutsch. Thanks for calling.

Vijay: Hi, Tom. I think that Professor Deutsch's thesis is deeply misguided
and badly written, and here's why. His basic idea is that, since we can
reason, we can do anything (aside from violating the limits placed by
physics). But we also know, from computer science and mathematics, that
there are many things that are beyond reason. These are called independence
results or incompleteness results. There are things that we cannot know,
and these lead us to deep issues and philosophical issues the context of
computer science and mathematics. Professor Deutsch is most likely aware of
these things, and still his basic thesis is that because we can reason, we
can understand anything and therefore we can do anything. And secondly,
technically, the statement that, "aside from the limits placed by physics
and incompleteness results, everything else is possible" is essentially a
truism. So what exactly is he trying to say? What is new here?

Ashbrook: Vijay, stand by. David Deutsch, what do you say?

Deutsch: Okay, I'll deal with the first question first. In mathematics in
can be proved that the overwhelming majority of mathematical truths cannot
be proved, and indeed cannot be known. So the question is, how is that
compatible with the idea that we can do anything? The short answer is this:



if a mathematician is interested in a certain problem, let's say to do with
prime numbers, then one way that will lead to the bottle of champagne being
opened is if this mathematician discovers a proof that this thing is true
or a proof that it is false. But another way that you could get exactly the
same success in human terms would be to prove that it is unprovable. This
is as much a reason for writing a mathematics paper and opening the bottle
of champagne as proving that's true or proving that's false. And if you
can't prove that it's unprovable, then maybe the next best thing is that
you conjecture that it's unprovable. And then you write a paper about what
would be the consequences if it were, and another paper about what would be
the consequences if it weren't, and therefore you get twice the number of
papers just because the thing you were working on is unprovable. So, in the
human sense, mathematics provides no barrier to progress, even though, as a
matter of logic, there are things that we can't know. But they're not
things that matter ultimately to humans. Now, to answer the second
question, "what have I said that's new?" In a sense, you're quite right,
it's almost a trivial consequence of regarding the scientific worldview as
true, but listen to the other commentators! They are saying that gaining
control of the universe is (a) impossible and (b) wrong, and I am saying
that the scientific worldview is incompatible with those ancient ideas of
limitation.

Ashbrook: Vijay, our time is so short at this point. Let me move on, but I
appreciate you raising it, and the question will no doubt be worked on for
a long time. Let me get one more right here, David in Boston. David, thank
you for calling.

David: Thanks for having me on. Mr. Deutsch, I'm very much a fan of science
and I'm not opposed to the idea of progress and knowledge. I guess for me
it's a question of whether the story of human history is simply a story of
the development of knowledge or a moral struggle. It seems to me that since
Francis Bacon first formulated this idea of technology of control over
nature, the results have always been ambiguous, and people have always felt
that the way we use technology is sometimes good and sometimes ill. Our
modern technology from nuclear weapons to the capacity for a modern famine,
which is very different from famines in the past, is as ambiguous as it
ever has been. So I'm sort of surprised, especially at this moment, when
this critical environmental crisis is going on, and we're really at risk of
destroying the life-giving value of the Earth, that you're so optimistic.



Ashbrook: David, let us pick it up right there and use the time we have.
David Deutsch, what do you say to our young, smart listener?

Deutsch: Okay, two things. One is that you're grossly underestimating how
bad the past was.

Ashbrook: You mean the Edenic, environmentally unscathed past?

Deutsch: That past, yes. It was bad not only because of what nature was
doing to us but because of what humans were doing to each other. The
staticity that was imposed by bad human ideas and violence channeled into
bad directions is simply incomprehensible to someone who is used to our
society.

Ashbrook: But the environment certainly looked better 50 years ago than it
does today.

Deutsch: Well, I think that is not comparing like with like, but let me
just say the other half of that first. In regard to modesty, this idea that
we're going to control as much as we want to control sounds like hubris if
you think that the total amount to be controlled is finite and therefore,
we're going to be nearly there and we're going to be like gods. But
actually, the title of the book is The Beginning of Infinity. No matter how
much of this we do, we will always be just scratching the surface. We will
always be looking out at an infinite vista that we have not yet understood,
not yet conquered, and so on. And when we look back, we will think that the
previous people's ideas of being nearly there, like our present-day idea
that having conquered the surface of the Earth, we're nearly there, the
idea that that is hubris will seem pathetic.

Ashbrook: Final question. We have just one minute. The Enlightenment, the
thing that you see behind all of this, might we turn our backs on that?
There's certainly a lot of pushback and denial in substantial parts of
American politics and culture to science and the scientific revolution.
Might we turn our back on that very thing?

Deutsch: There are no guarantees. I believe that the Enlightenment has sort
of tried to happen several times in human history, such as in Athens, and
in Florence during the Renaissance. I describe these in the book as well.
There will have been other cases as well, which were less spectacular



because they were put down earlier. It is always possible to turn one's
back on enlightenment and reason, and we could do so, in which case,
perhaps our whole planet is doomed, and somebody else will the people that
have the beginning of infinity.

Ashbrook: David Deutsch, we could go on, maybe, to infinity here. It's been
fantastic. Thank you for joining us today from Oxford.

Deutsch: Thank you for having me.

Ashbrook: It's wonderful to have you with us. The new book is, "The
Beginning of Infinity: Explanations that Transform the World." I'm Tom
Ashbrook. Thanks for joining us. This is On Point.
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Tom Ashbrook: From WBUR Boston, I'm Tom Ashbrook, and this is On Point.
David Deutsch made his name in the high science of quantum computing,
theoretical computers so powerful they could master the secrets of the
universe. And that is the scale on which he works in his new book, "The
Beginning of Infinity". Since the scientific revolution, he says, human
potential has become just that: infinite. We are a player, the player, in
the universe. This hour On Point: quantum physicist and philosopher David
Deutsch on humanity's place in the cosmos. Joining me now from Oxford,
England is David Deutsch, a Fellow of the Royal Society and Professor of
Physics at the University of Oxford, where he's a member of their Center
for Quantum Computation. He's been called the founding father of quantum
computing for his groundbreaking work in the field, and is a champion of
the theory of parallel universes, the "multiverse". He's the author of
several hugely bold, wide-ranging books, including "The Fabric of Reality"
and his latest, "The Beginning of Infinity: Explanations that Transform the
World". David Deutsch, it is wonderful to have you with us. Thank you so
much for being here.

David Deutsch: Hi, Tom. Thanks for inviting me on the show.

Ashbrook: You draw an enormous line through human history at the
Enlightenment and scientific revolution. Describe the before and after a
little bit for us in broad strokes. We'll dig in, but stepping back from
it, what do you see?

Deutsch: This line is the most important thing that's ever happened
because, prior to it, the world was static in terms of ideas. That is to
say, sometimes things did improve and sometimes they got worse, but from
the point of view of any individual, from the time they were born until the
time they died, everything that they could notice about the world -- the
technology, the economics, the ways of life -- would not have changed,
would not have improved. And after the Enlightenment, it was the exact
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opposite. We have learned to live with the fact that everything improves in
every generation, and what's more, previous ways of life become unviable as
better ways of life appear. This staticity, I call it a horrible practical
joke played on the human race by nature, because for hundreds of thousands
of years, we had the capacity to improve, to reduce human suffering, to
increase our knowledge of the world, but almost none of that happened. And
then suddenly there was this explosion where it has happened.

Ashbrook: And it's not just a matter of us then going on to develop all
kinds of technology from microwave ovens to high-speed cars, you name it.
You say that this change introduced us to -- or created -- the Beginning of
Infinity, the title of your book. What do you mean by that?

Deutsch: The phrase "The Beginning of Infinity" primarily means the
universal power of explanatory knowledge. But it turned out -- and I didn't
really plan this when I wrote the book -- but it turned out that in every
chapter there were several different meanings, several different senses in
which there was a beginning of infinity which hadn't happened before:
either a condition for unlimited progress, or a beginning of unlimited
progress, or the sense in which progress can be unlimited.

Ashbrook: To tie it to the scientific revolution coming in with the
Enlightenment, how does that produce the Beginning of Infinity?

Deutsch: Well, it's like this: science is about finding laws of nature
which are testable regularities. We've discovered this method, the
scientific method, which I think is essentially trying to find good
explanations of what happens, rather than bad explanations which could
apply to absolutely anything. Once one has this method -- which is the
scientific method, but it also ranges more broadly over other fields, like
philosophy -- the scope of both understanding and controlling the world has
to be limitless. The reason it has to be limitless is basically, everything
that isn't forbidden by laws of physics has to be possible, because, this
is the simplest argument in the book, if it weren't possible, then that
would itself be a testable regularity in nature. For example, we can't
travel faster than the speed of light. That's a limitation on our
technology, and it is a law of nature. If it were the case that we could,
for example, never get off the earth and never survive on any other planet,
that would also be a testable regularity, it would be a law of nature, but
there is no such law of nature, and therefore, everything that isn't



forbidden by laws of nature must be possible. And that's a momentous link
between explanatory, theoretical knowledge, and technological knowledge,
the ability to control the universe.

Ashbrook: You are just thrillingly bold in the way you think and the way
you write. There's a lot I want to dig in to, but if you take just that,
what you've just shared with us, David Deutsch, if that scientific
revolution means, with everything that comes with it, a tradition of
criticism, willingness to conjecture and then test, discovery of how to
make progress, as you describe it, that means that there is, in your words,
no limit to understanding and controlling the world. I'm trying to get my
mind around that. By "the world", you don't just mean this earthly planet,
you mean the universe. Really? Humans? No limit to their understanding and
controlling the universe?

Deutsch: That's right. Both on the largest scale, and in some ways more
exciting, the smallest scale. As Richard Feynman said, there's plenty of
room at the bottom, with nanotechnology, and space exploration at the
highest scale. The thing is there can't be such a limit, because, as I just
said, any limit that, let's say, confined us to the solar system or even to
our galaxy, either would have to be imposed by the laws of physics or it
would have to be an illusion.

Ashbrook: What gives you the nerve, the cojones, to assert that? The
traditional way of looking at ourselves is, we're so puny, we're such a
little speck in the vast cosmos, but you're literally saying that we can,
without limit, understand and control that cosmos.

Deutsch: Indeed. It's ironic that this idea that we're puny and unimportant
and the world isn't here for our benefit and so on, at the time when it was
invented about 400 years ago, was one of the driving forces of the
scientific revolution, because the previous world views had been
anthropocentric. The idea was that the world was built around us, it was
built either for our benefit or as a punishment or for us to obey its moral
laws and so on, and this was tied in with traditional authoritarian modes
of knowledge. The early part of the Enlightenment was a rebellion against
those ideas, and we found that we're not the center of the universe, the
Earth isn't the center of the universe, and later we found that even the
sun is not, and so on. But, I think that once we have got over this early
anthropocentrism, we find that, although humans are not central to the



universe, explanatory knowledge is. And we have a choice: we don't have to
jump on the bandwagon of this built-in potential of the universe if we
don't want to. We could destroy ourselves, we could chose not to do it,
but, because we are capable of explanatory knowledge, we're also capable of
unlimited progress if we so choose.

Ashbrook: So if we don't turn away from this path of the scientific
revolution laid out, and if we don't blow ourselves up (we'll talk about
both of those), you're picturing a future, with those two very large "if’s,
in which human beings -- what, little by little? -- come to get their hands
on the levers of the universe? What would that mean?

Deutsch: Certainly. The thing is that the idea that this isn't possible is
essentially a reversion to the archaic, supernatural view of the universe.
The idea there would be that there are things that are beyond our
understanding forever.

Ashbrook: Let's accept it for a moment. What would it mean if we do indeed
achieve it?

Deutsch: Well, the title of the book is The Beginning of Infinity, and that
refers to an interesting property of all kinds of infinity, including this
one, namely: one is never "nearly there". One is always just beginning to
scratch the surface of infinity. So once there was a time when the earth
was unimaginably huge, just the surface of the earth was unimaginably huge,
and now we have learned to regard it as tiny and vulnerable. And Stephen
Hawking has said that we'd better get off it soon, just so that we hedge
our bets. And there was a time when even the Northern Hemisphere was
unimaginably hostile territory compared with where we evolved in Eastern
Africa. And so we have learned not only to conquer the Northern Hemisphere
technologically, with things like clothing and fire and so on, but having
conquered it once and for all, we take that for granted and we then regard
it as home.

Ashbrook: David Deutsch walks in very high company, both as a scientist,
and as a communicator of science and philosophy as well. Let's here just
briefly hear from a couple of others, very briefly. The late astronomer
Carl Sagan spoke evocatively of the wonders of the cosmos. You can hear the
sort of early pre-echo of David Deutsch's infinity. Here is Carl Sagan in
the Cosmos series episode, "The Edge of Forever".



Carl Sagan (audio clip): Every human generation has asked about the origin
and the fate of the cosmos. Ours is the first generation with a real chance
of finding some of the answers. One way or another, we are poised at the
edge of forever.

Ashbrook: Or to put it another way, maybe at the beginning of infinity. And
here's physicist Stephen Hawking who speaks through a voice synthesizer,
warning, and we'll put this to David Deutsch, warning here, Stephen
Hawking, that traits humans needed for survival may also lead to their
downfall. Here he speaks at the online forum Big Think.

Stephen Hawking (audio clip): If we are the only intelligent beings in the
galaxy, we should make sure we survive and continue. But we are entering an
increasingly dangerous period of our history. Our population and our use of
the finite resources of planet Earth are growing exponentially along with
our technical ability to change the environment for good or ill. But our
genetic code still carries the selfish and aggressive instincts that were a
survival advantage in the past.

Ashbrook: In the past, but maybe a danger in the future. David Deutsch, our
listeners are paying close attention. We have lots of questions and
comments coming in for you already. Here from online, Lark writes, let me
put this to you, professor: "Does Professor Deutsch see that mankind has
sufficient wisdom and self control, self-knowledge, to make our potentially
infinite influence on the universe positive, rather than destructive?"

Deutsch: We have the power to make mistakes as well as to get things right.
In fact, as my old boss John Wheeler used to say, in a sense, our whole
problem is to make the mistakes as fast as possible. There is no way of
doing science, and indeed there is no way of life altogether, that avoids
mistakes. To try to do that is a recipe for disaster, because one does not
then build in error-correction mechanisms. Science is one gigantic
error-correction mechanism where we try to find out all our misconceptions
and we're expecting even our most cherished beliefs eventually to turn out
to be flawed in some way or another. So we have to be open to that, and we
have to be ready to cope with the practical consequences of being wrong.

Ashbrook: But what if the error is, say, to Stephen Hawking's fear, the
destruction of a planet that we very much need to live on?



,
Deutsch: Well, okay, I entirely agree with Stephen Hawking that we should
hedge our bets by moving away from the Earth and colonizing the solar
system and then the galaxy and so on, but I disagree with his reasons. His
reasons, I think, are all rooted in this rather ancient, pre-scientific way
of looking at the world, which has survived in certain prevailing
attitudes. The idea, for example, there we're inherently selfish and
aggressive and so on. That is an echo of many of the static society type of
bad ideas that used to inhibit progress, such as the original sin, and the
idea that everything worth knowing is already known. In other words, when
your listener asked, "Do we have the wisdom?” this kind of assumes that
wisdom is a kind of static thing which you can have in advance, but that is
not the case. The truth of the matter is that wisdom, like scientific
knowledge, is also limitless, and what we call wisdom today is going to be
laughable silliness in centuries to come.

Ashbrook: In that time, if I understand you correctly, centuries or eons to
come, if all this rolls forward it may look laughable because our
understanding, our knowledge, our explanations, as you say, would be so
much deeper and greater, and with that our power? It's hard to grapple
with, but you seem to be talking about humans actually influencing big
swaths of the universe or maybe even the multiverse, as we've influenced
Earth. Is that really what you're suggesting? Will we re-engineer the
cosmos?

Deutsch: Yes, this is not only desirable, as Stephen Hawking says, but it's
really inevitable. Suppose that for some reason we hadn't colonized Europe
and had stayed in Africa until the present day, and somehow our existing
state of knowledge had formed. Then we would at that point colonize the
Northern Hemisphere, because we would want to, and there would be no reason
not to, because, in this rather silly thought experiment, we would see that
we could easily make it our home. Unlike any other species on Earth, our
home, our spaceship Earth, our life-support system is entirely provided by
our own knowledge. This is different from any other species. For other
species, their way of life is determined by the knowledge embodied in their
genes, in their biological makeup, and given to them by evolution.

Ashbrook: But we also depend on some fundamentals that we don't create with
our minds: oxygen, H2O...



Deutsch: Well, in fact, that's not the case. Soon there'll be a lunar
colony, and the oxygen and H2O that the people there will use will be
entirely generated by human technology. The first people to arrive there
will find they have to think about this a lot. They will have to make sure
that their oxygen generators that will generate oxygen from the moon rock
are reliable and that there's redundant capacity to avoid possible errors
and things going wrong and so on. But then, after a while, the whole thing
will be automated. It will become easy for them, so easy that they won't
think of oxygen as being something that has to be provided with great
effort in order to make this inhospitable environment hospitable. They'll
just think that it's there, just as we take for granted that water will
come out of the tap.

Ashbrook: Maybe I misunderstood you, but when you described this almost
infinite -- or infinitely expanding -- knowledge, and with that, control, I
didn't think simply of zipping around the universe or space travel. It
seemed to you were describing something even more profound than that:
almost the ability to re-shape, as we have in many ways, re-shaped Earth.

Deutsch: Yes, it's all part of the same thing. We can go and visit the moon
without re-shaping it, but if we want to live on the moon, then we have to
have an environment in which humans can not only survive, but thrive. And
in order to thrive, there have to be facilities in place to create
resources that people don't have to think about. Just like most of the
places that are inhabited on the planet Earth today were originally, at the
time when the human species evolved, death traps. In fact, as I argue in
the book, even the Great Rift Valley in East Africa where we did evolve was
also a death trap. Our species came into existence already possessing
technology that people had invented. I say "people", because I use that as
a generic term for all entities that can create explanatory knowledge. The
species that were our predecessors already had explanatory knowledge. Most
of those species, by the way, were killed by the environment in which they
evolved. It's a terrible mistake to think that the environment in which we
evolved is especially friendly to us. That is not the case. Environments
usually kill their species. The overwhelming majority of species that have
ever existed on Earth are extinct, killed by the very environments in which
they evolved.

Ashbrook: No small number by human beings themselves, but that's a very
alternate view to the sort of cozy blue-green planet spaceship Earth view



that's out there. David Deutsch is with us from Oxford, England. His new
book is The Beginning of Infinity. Professor Deutsch, David Deutsch, our
listeners are responding to those. You're talking about unlimited
understanding and control. Carlos, on Facebook, is thinking about somebody,
something else out there, all knowing, all-powerful, maybe. He writes, "I
recall the Niels Bohr / Albert Einstein argument. Albert Einstein saying,
``God does not play dice.'' (i.e. we can know about things), Neils Bohr
saying, ``Quit telling God what to do!'" Are you describing humanity
challenging the role of what traditionally has been/is/was thought of as
God?

Deutsch: It's funny you should mention the Bohr / Einstein debate, because
the context in which Bohr said to Einstein, "Don't tell God what to do",
was basically when Einstein was saying, "The Universe makes sense." And
Bohr was promoting an interpretation of quantum mechanics that tried to say
that the universe doesn't have to make sense, that there are certain
questions we're not allowed to ask, that if you think you have understood
it, then you haven't, that sort of blatant irrationalism. And when Einstein
used that metaphor, of "God doesn't play dice", Einstein was in fact an
atheist, but what he meant by that metaphor is, that the universe makes
sense. To say that the universe doesn't make sense is a reversion to a
supernaturalist view of the world, and your listener was saying, perhaps
there's some power out there greater than us, and so on. This is the kind
of thinking that prevented progress for millennia. If there is a power out
in the universe that is greater than us, it's just people, people who have
more knowledge than us.

Ashbrook: And by "people" you don't necessarily mean "Earthlings" or "human
beings", but rather, "knowledge-makers", or something.

Deutsch: Exactly, entities that can create explanatory knowledge. And there
can't possibly be more than one kind of those. There can only be ones that
have made more progress and ones that have made less progress.

Ashbrook: Now why is that? We've all seen the scientific movies. Some of
them look green and scaly and act very bizarre. What do you mean there can
only be one kind of knowledge-creating entity like ourselves?

Deutsch: The thing is that they, like we, would gain their ability to
control matter and energy and motion and so on by understanding universal



laws of physics. And those are the same for them and for us. So we have the
ability to understand, because we are, among other things, universal
computers. The only barrier to understanding things for us is the amount of
energy or the speed of computation that we have, and we can always increase
those with technology. And the same will be true for the aliens.

Ashbrook: You say, don't fear them. Stephen Hawking says, "Fear them!". You
say, "Don't".

Deutsch: Yes. That is because we have to understand the lesson of
universality. The lesson of universality is that there is only one set of
laws of physics on our planet, in our solar system, in our galaxy, in the
whole universe, past, present, future. It's the same set of laws, and they
provide the same set of opportunities for control and the same set of
barriers. You were speaking about controlling the universe. The statement
is not that we can do anything we like, like gods, the statement is that we
can do everything that isn't forbidden by the laws of physics. And that
limitation is common to us and to these advanced aliens that you're
thinking of.

Ashbrook: Let me bring our listeners in. Dana in South Wellfleet,
Massachusetts, you're on the air with David Deutsch in Oxford, England.
Welcome, Dana, you're on the air.

Dana: Hi Tom. Mr. Deutsch, given our record of hubris and the resulting
plunder of this planet, whether it's pollution of our life-sustaining
systems or pushing other animals and plants to the brink of extinction, I
really hope your thesis is wrong. I really don't want to see the footprint
of humankind spread beyond the Earth. I really feel that humans need to
learn humility in the face of the cosmos and nature before we attempt to
even "colonize" (another word with imperialist connotations) even the moon,
let alone the galaxy.

Ashbrook: Dana, I'll put that to David Deutsch, but he's kind of suggesting
that, with the scientific revolution, it is inevitable. We keep thinking,
our thinking figures things out; it pushes our footprint further and
further into the universe, Dana.

Dana: Well, he's handing a sword then to the religious fundamentalists who
say, "See? Science has no ethics. As long as it's possible, it's



permissible."

Ashbrook: Dana, let us pick it up. David Deutsch, what do you say to these
observations? He sees hubris, he sees us as plunderers, says, "Humility
first, please."

Deutsch: The avoidance of hubris and the glorification of humility is the
thing that kept us suffering for hundreds of thousands of years. The guilt
of which we are accused by this worldview, although it has some modern
fashionable forms, is actually not a new idea. It was the prevailing idea
throughout most of history. Ironically, as I said earlier, really the
reverse is the case. It's not that we have polluted the Earth, on balance;
the Earth was killing us with pollution from the moment our species began.
The cholera bacillus evolved to do exactly that. It killed millions of
people, and before human beings existed, it killed the people that were our
predecessors. The biosphere killed all our cousin species like the
Neanderthals, and it has only been since the invention of human technology
that we have managed to lift ourselves a little way out of this.

Ashbrook: David Deutsch, let's go straight to our listeners. Joe, in
Farmville, Virginia. Joe, you're on the air with David Deutsch.

Joe: I have a question for Mr. Deutsch, but before that, let me make a
comment. He's saying that man's destiny is to colonize space. Well,
actually [unintelligible], in Psalms 8, it says that, the stars are the
work of God's fingers. And then it says that God gives man dominion over
the work of his fingers, and then it says what form that dominion will
take. It says God will put all things under man's feet. So that's like
saying that God will put the moon and the stars under Man's feet.

Ashbrook: And you've got a specific question about that, Joe. Give it to us.

Joe: Yes, the idea is that because of the expansion of the universe, all
the galaxies are going away from us, and the further away they are, the
faster they're going, so it seems to me that we won't be able to colonize
[unintelligible], but that does leave our own galaxy with 300 billion
stars. So my question is, how can we get beyond?

Ashbrook: Joe, you're breaking up, but I think we've got it. If the
universe is expanding rapidly, that means it's moving away from us. David



Deutsch, in that case, how do we get out there?

Deutsch: I only heard part of that question, but I think I understood what
it was. One of the great growth areas in fundamental physics in the last
few years has been in cosmology. We have learned that all the cosmological
models that anybody believed until, let's say, 20 years ago are definitely
wrong. But what we don't yet know is the cosmological model that is in fact
right. The prevailing one at the moment is that the universe is not only
expanding, which we've known for nearly a century, but is expanding at an
accelerating rate through this thing which we call dark energy (just
because we need to call it something). But we have absolutely no idea what
it is.

Ashbrook: So how do we catch up with it? How do we get a tail-hold out
there if it's rushing away from us?

Deutsch: Well, the exact implications of the accelerating expansion of the
universe on the controllability of the cosmos are not well known yet. The
caller's assumption was that eventually we would be just left with one
galaxy and all the others would be receding at the speed of light so we'd
never catch up with them. If that is so, then only a few trillion years
after that, the galaxy itself will start being torn apart by these same
forces, and what we would have to do is put more and more information into
a smaller and smaller volume. And whether that will be possible or not
depends on details that we don't yet know. All I can say is that there are
plenty of cosmological models in which progress can go on literally
forever, that is, literally no upper bound, and there are some in which
progress is forced to come to an end after a few trillion years. But with
cosmological models currently changing on a timescale of a decade or so, I
think it would be rash to build our plans for a trillion years on whatever
the current theory of that is.

Ashbrook: For any number of reasons. People listening very closely here.
Ellen was listening when we played the clip from Stephen Hawking; he talked
about survival genes for aggression in humanity now holding us back. She
asks if you can address that. You said it was an artificial limitation, but
what does that mean? Do human beings need to re-evolve into something where
we don't destroy one another for survival purposes?

Deutsch: The idea of an "aggression gene" or a "selfishness gene" is a



misunderstanding of what humans are. It's a misunderstanding of the
universality of humans. The thing is, humans can decide that any pattern of
behavior that they think best is best, and then act according to it.

Ashbrook: So you say, but an awful lot of humans have felt hostage to
violence and war for such a long time. Ask somebody with a spear in his
back. It looks like it's baked in the cake.

Deutsch: Yes, you can't really go by most of human history prior to the
Enlightenment, because those societies were all the same.

Ashbrook: But our wars just got bigger after. Our wars just got larger,
more deadly.

Deutsch: If you think about the kind of things that are built into our
genes, like the desire to eat food when we're hungry or to have sex or to
preserve our lives, if you think of any of those which are going to be much
more deeply in our genes, if anything is, than, let's say, aggression or
selfishness, then you can easily see millions of examples of those things
being violated at a whim of culture or individual decisions. People become
anorexic and don't eat. People become pacifists and sacrifice their lives,
or suicide bombers, to name an evil example. If those things, the things
which are most heavily built into our genes can be swept away just by a
little bit of culture, including very bad culture, then there is really no
case to be made that more subtle things like selfishness are built-in in an
irretrievable way.

Ashbrook: If I may, you pull this view beyond science itself, and you
write, very early on in the book, that the scientific revolution has also
been a revolution in technology (we've seen that), political institutions
(not so sure where that's gone), moral values, art, every aspect of human
welfare. We have listeners who are wondering on that front. Greg says, "You
are talking about ability, not morality. Morality is the realm in which
stories remain the relevant method of figuring things out." What do you say?

Deutsch: It is much more controversial that there is objective truth in
things like morality and art than in things like mathematics and science,
but the arguments are really the same in all cases. The fact is, before the
enlightenment, there was practically nobody in the world who thought that,
say, slavery was morally wrong, or that sexism was morally wrong, or that



parents didn't have the right to beat their children. These were all things
that had virtually 100% acceptance. Only lunatics, if anybody, disputed it.
Whereas now, it's gone entirely the other way around. In other words, now
there is an absolute consensus among thinking people that slavery is wrong
and those other things I mentioned are also wrong. So we've gone from 100%
to 0%, and I think that it doesn't make sense to regard that change as
arbitrary. In other words, it could have gone either way just like skirt
length fashions or something.

Ashbrook: You think it's the enlightenment, the scientific revolution. It
worked there as well.

Deutsch: Yes, well, the scientific revolution is just one facet of what I
call the Enlightenment. It reached into morality as well, and these
examples that I've given are cases where morality has improved objectively.

Ashbrook: Vijay is calling from Cambridge, Massachusetts. Vijay, you're on
the air with David Deutsch. Thanks for calling.

Vijay: Hi, Tom. I think that Professor Deutsch's thesis is deeply misguided
and badly written, and here's why. His basic idea is that, since we can
reason, we can do anything (aside from violating the limits placed by
physics). But we also know, from computer science and mathematics, that
there are many things that are beyond reason. These are called independence
results or incompleteness results. There are things that we cannot know,
and these lead us to deep issues and philosophical issues the context of
computer science and mathematics. Professor Deutsch is most likely aware of
these things, and still his basic thesis is that because we can reason, we
can understand anything and therefore we can do anything. And secondly,
technically, the statement that, "aside from the limits placed by physics
and incompleteness results, everything else is possible" is essentially a
truism. So what exactly is he trying to say? What is new here?

Ashbrook: Vijay, stand by. David Deutsch, what do you say?

Deutsch: Okay, I'll deal with the first question first. In mathematics in
can be proved that the overwhelming majority of mathematical truths cannot
be proved, and indeed cannot be known. So the question is, how is that
compatible with the idea that we can do anything? The short answer is this:
if a mathematician is interested in a certain problem, let's say to do with



prime numbers, then one way that will lead to the bottle of champagne being
opened is if this mathematician discovers a proof that this thing is true
or a proof that it is false. But another way that you could get exactly the
same success in human terms would be to prove that it is unprovable. This
is as much a reason for writing a mathematics paper and opening the bottle
of champagne as proving that's true or proving that's false. And if you
can't prove that it's unprovable, then maybe the next best thing is that
you conjecture that it's unprovable. And then you write a paper about what
would be the consequences if it were, and another paper about what would be
the consequences if it weren't, and therefore you get twice the number of
papers just because the thing you were working on is unprovable. So, in the
human sense, mathematics provides no barrier to progress, even though, as a
matter of logic, there are things that we can't know. But they're not
things that matter ultimately to humans. Now, to answer the second
question, "what have I said that's new?" In a sense, you're quite right,
it's almost a trivial consequence of regarding the scientific worldview as
true, but listen to the other commentators! They are saying that gaining
control of the universe is (a) impossible and (b) wrong, and I am saying
that the scientific worldview is incompatible with those ancient ideas of
limitation.

Ashbrook: Vijay, our time is so short at this point. Let me move on, but I
appreciate you raising it, and the question will no doubt be worked on for
a long time. Let me get one more right here, David in Boston. David, thank
you for calling.

David: Thanks for having me on. Mr. Deutsch, I'm very much a fan of science
and I'm not opposed to the idea of progress and knowledge. I guess for me
it's a question of whether the story of human history is simply a story of
the development of knowledge or a moral struggle. It seems to me that since
Francis Bacon first formulated this idea of technology of control over
nature, the results have always been ambiguous, and people have always felt
that the way we use technology is sometimes good and sometimes ill. Our
modern technology from nuclear weapons to the capacity for a modern famine,
which is very different from famines in the past, is as ambiguous as it
ever has been. So I'm sort of surprised, especially at this moment, when
this critical environmental crisis is going on, and we're really at risk of
destroying the life-giving value of the Earth, that you're so optimistic.

Ashbrook: David, let us pick it up right there and use the time we have.



David Deutsch, what do you say to our young, smart listener?

Deutsch: Okay, two things. One is that you're grossly underestimating how
bad the past was.

Ashbrook: You mean the Edenic, environmentally unscathed past?

Deutsch: That past, yes. It was bad not only because of what nature was
doing to us but because of what humans were doing to each other. The
staticity that was imposed by bad human ideas and violence channeled into
bad directions is simply incomprehensible to someone who is used to our
society.

Ashbrook: But the environment certainly looked better 50 years ago than it
does today.

Deutsch: Well, I think that is not comparing like with like, but let me
just say the other half of that first. In regard to modesty, this idea that
we're going to control as much as we want to control sounds like hubris if
you think that the total amount to be controlled is finite and therefore,
we're going to be nearly there and we're going to be like gods. But
actually, the title of the book is The Beginning of Infinity. No matter how
much of this we do, we will always be just scratching the surface. We will
always be looking out at an infinite vista that we have not yet understood,
not yet conquered, and so on. And when we look back, we will think that the
previous people's ideas of being nearly there, like our present-day idea
that having conquered the surface of the Earth, we're nearly there, the
idea that that is hubris will seem pathetic.

Ashbrook: Final question. We have just one minute. The Enlightenment, the
thing that you see behind all of this, might we turn our backs on that?
There's certainly a lot of pushback and denial in substantial parts of
American politics and culture to science and the scientific revolution.
Might we turn our back on that very thing?

Deutsch: There are no guarantees. I believe that the Enlightenment has sort
of tried to happen several times in human history, such as in Athens, and
in Florence during the Renaissance. I describe these in the book as well.
There will have been other cases as well, which were less spectacular
because they were put down earlier. It is always possible to turn one's



back on enlightenment and reason, and we could do so, in which case,
perhaps our whole planet is doomed, and somebody else will the people that
have the beginning of infinity.

Ashbrook: David Deutsch, we could go on, maybe, to infinity here. It's been
fantastic. Thank you for joining us today from Oxford.

Deutsch: Thank you for having me.

Ashbrook: It's wonderful to have you with us. The new book is, "The
Beginning of Infinity: Explanations that Transform the World." I'm Tom
Ashbrook. Thanks for joining us. This is On Point.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Morality and Rationality
Date: September 8, 2012 at 6:58 PM

On Sep 8, 2012, at 3:15 PM, Jason <auvenj@gmail.com> wrote:

On Thursday, September 6, 2012 12:37:18 AM UTC-7, Elliot Temple wrote:

"All evils are caused by lack of knowledge"

is for all functional purposes equivalent to:

"It is never moral to be irrational, and never rational to be immoral"

Morality is about choices/decisions: which choices to make, how to make
them, which are good, why.

I don't think "be irrational" is (directly) a choice, and therefore is not
(directly) a moral issue. People make choices like neglecting to pursue
ways of becoming more rational, and make various choices indirectly
relevant to being irrational, but I don't think one can directly choose
how/what to be.

I think I can choose to be irrational - I can choose to disregard some or
all of the ways that I know of to correct errors in my ideas.

Then you are acting/thinking irrationally regarding some issues. But to say you 
"are" irrational is something else.

If you think whether someone "is" irrational, as a person, is a matter of how they 
act with regard to *ten* issues, then it's not something that can be chosen, one 
can only make the choices on the ten issues which is indirect.



We can choose to use a method of approaching a situation, rather than some 
other method. The method may be irrational and we may or may not know that. 
Choosing what to "be" (e.g. be irrational, be wise, be popular) is different.

Also another distinction. Say we're considering two options for something. What 
can we choose? Which option (or to try to think of more options). One is irrational 
and one is rational. But even if we know that, our knowledge is fallible. Even if we 
thought one was irrational, and chose it, it could turn out it was rational. There's 
no way to just directly choose irrationality, even if you try you might mess it up. 
This is different than option A or option B, which you do get to directly choose.

Also, we choose actions not what to "be". At least directly. Indirectly, our actions 
affect what we are.

I can have an
idea to steal a sucker, and I can choose to immediately act on that idea
and steal the sucker rather than consider the broader implications and
consequences of doing so. Considering the broader implications and
consequences is a means of error correction, and I know it, but I can
choose to not do it.

Is there any way to reconcile the idea that I cannot choose to be
irrational with the idea that I can choose anything else? In other words,
is it logically possible that we do not have a choice about whether to be
irrational, but we still have free will?

I'm not questioning free will. It's just that choosing option A or option B is never 
directly choosing to "be irrational" or not. There are many things which we cannot 
directly choose, we only make choices about things under our direct control and 
then it indirectly controls the things under our indirect control.

I think there's some point you're trying to get at, which I haven't
addressed, and might agree with, but I'm unclear on what it is.



Rami had criticisms of an important idea that I thought was correct: the
idea that morality and rationality are inseparable concepts. I was
attempting to answer those criticisms. That has now led to your criticism
of another important idea I thought was correct: That free will includes
the power to choose whether or not to be rational.

They are separable concepts: I can explain one and not talk about the other.

This is true even if they are objectively connected: not all explanations have to 
discuss their connections.

I'm not saying they are objectively 100% separable but they have a lot of 
independence. You can talk about one, coherently, a lot, without mentioning the 
other.

Note you cannot choose to be funny. You choose which jokes to tell, you can 
guess which will be funny, but you have no direct control over whether they are 
funny or not. Same with rationality. You can choose how to think, guess which 
ways are good, but you can't directly control if you did it right or not.

More generally, you can't choose to succeed, directly. That doesn't mean it's out 
of your control or free will is a myth or whatever, that's a mistaken interpretation 
of this point.

It is important whether or not it is ever morally OK to be irrational. Lots
of people think that it is OK to be irrational - or even worse, that being
irrational can sometimes be morally virtuous! Dan Ariely is the proponent
of this view I'm most familiar with - he wrote a book, "The Upside of
Irrationality." I don't think there's ever an upside to irrationality. I
think people like Ariely are leading others down the wrong path when they
say that there is.

People saying things like that don't know what irrationality is. They have a 
different, bad, confused conception of what irrationality is. They aren't actually 
saying what it might sound like they are saying to a Popperian.



Rationality is used as a type of authority in conventional discourse, and 
advocating irrationality is a way to rebel against that authority and make some 
correct choices it disapproves of.

Morality, too, is used as a type of authority and often when people "choose 
immorality" what they are doing is choosing what they think is moral (correct 
meaning of the word), but which authority declares is immoral. And they are 
accepting that the authority gets to define it as immoral, but then the implication 
of that mistake is that then "morality" isn't always good.

I think it's even more important to know whether or not rationality is even
a choice. I think that it is a choice. I think people can choose to be
rational, or they can choose to be irrational. And I think they should (a
moral "should") choose to be rational, all the time, without exception.

You're talking about how the world should be, what would be a nice world. I agree 
with the spirit of what you're saying and think the world does indeed match that 
spirit. But the details of how you said it, I disagree with, as explained 
above/below.

I'll say this:

There are no benefits to immorality or irrationality. None, ever, period,
of any kind. It's always strictly worse in terms of every single correct
criterion.

I completely agree with that statement. However, it doesn't seem like a
criticism of my original thinking:

It wasn't intended to be a criticism.

If there are no benefits to immorality how could it ever be rational to be
immoral?

This is mistaken about what rationality is. Rationality applies to methods -- are 
they capable of correcting mistakes?



A person using rational methods can make mistakes. Rationality isn't infallibility. 
And mistakes can include immorality.

If there are no benefits to irrationality how could it ever be moral to be
irrational?

A moral person can make mistakes, too.

And there's complications like: what is moral to do in situations where you fail, 
where things go wrong, where coercion happens? If the moral answer is 
something like "cope as best you can", and all coping mechanisms you know of 
involve some irrationality, then picking one of them is moral not immoral.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Tom Robinson <tmt637@googlemail.com>
Subject: [BoI] Re: Interpersonal comparison of qualia
Date: September 8, 2012 at 9:09 PM

On Wednesday, September 5, 2012 11:30:26 PM UTC+1, steve whitt wrote:

I've read through your chapter on qualia several times and am still
trying to understand [...]

explanation of qualia?

Qualia are mentioned a few times in BoI but there isn’t a chapter
specifically devoted to the concept.

The chapter ‘Artificial Creativity’ states that qualia are neither
describable nor predictable and illustrates this with an improved version
of the thought experiment ‘Mary’s Room’.

In the BoI version she is scientist born with defective blue receptors on
the foveas of her retinas. She discovers a rapid cure but before
administering it she is unable to predict what the experience of blue will
be like.

However, according to the theory below, we *can* predict what her
experience of blue will be like: to begin with, nothing. No change from her
previous experience of blue objects.

A quale is simply the set of associations (or dispositions to think and act
in particular ways) that one has mentally attached to a particular thing,
such as an objective physical attribute.

One of the reasons qualia seem so personal and ineffable is that the
particular associations will depend intimately on the details of one’s life
history. Some of the associations may be very old.

For example, if as a small child, her family’s car was red then this may be
one of the associations comprising Mary’s quale for *red* despite the fact
that she is unaware of this association and may even be unable to recall



the details of the car.

After she has fixed her blue retinas it will take many experiences for a
distinctive quale of blue to form. Suppose we give her an equal number of
blue marbles and non-blue marbles mixed together -- prepared such that
before the cure they would have been indistinguishable by her (unaided)
sight.

We ask her to pick a blue marble. To Mary, it feels like guessing. We
supply feedback. Repeating the test periodically, she eventually picks blue
marbles better than chance, and more and more reliably over time.

Something similar to this thought experiment happens in the condition known
as *blindsight*. Some people lose vision by a particular route, and feel
that they are blind, but still recognise objects better than chance, and
can improve.

Again, to begin with, it feels like guessing -- however, following Popper,
we know that *all* observation is guesswork, so there’s no fundamental
difference. As they grow experienced, ‘blindsight’ sufferers may develop
new visual qualia and may eventually state that identifying objects by
sight doesn’t feel like guessing anymore.

-- Tom Robinson



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Interpersonal comparison of qualia
Date: September 8, 2012 at 10:14 PM

On Saturday, September 8, 2012 9:09:49 PM UTC-4, Tom Robinson wrote:

Qualia are mentioned a few times in BoI but there isn’t a chapter
specifically devoted to the concept.

The chapter ‘Artificial Creativity’ states that qualia are neither
describable nor predictable and illustrates this with an improved version
of the thought experiment ‘Mary’s Room’.

In the BoI version she is scientist born with defective blue receptors on
the foveas of her retinas. She discovers a rapid cure but before
administering it she is unable to predict what the experience of blue will
be like.

However, according to the theory below, we *can* predict what her
experience of blue will be like: to begin with, nothing. No change from her
previous experience of blue objects.

Actually, BoI says the opposite [1]:

Then you discover a cure that will cause your blue receptors to start
working.  Before administering the cure to yourself, you can
confidently make certain predictions about what will happen if it
works. One of them is that, when you hold up a blue card as a test,
you will see a colour that you have never seen before. You can predict
that you will call it ‘blue’, because you already know what the colour
of the card is called (and can already check which colour it is with a
spectrophotometer).  You can also predict that when you first see a
clear daytime sky after being cured you will experience a similar
quale to that of seeing the blue card.

[1] Deutsch, David (2011-07-21). The Beginning of Infinity: Explanations
That Transform the World (p. 153). Penguin Group. Kindle Edition.



From: Tom Robinson <tmt637@googlemail.com>
Subject: [BoI] Re: Interpersonal comparison of qualia
Date: September 9, 2012 at 12:28 AM

Josh,

On Sunday, September 9, 2012 3:14:33 AM UTC+1, Josh Jordan wrote:

On Saturday, September 8, 2012 9:09:49 PM UTC-4, Tom Robinson wrote:

Qualia are mentioned a few times in BoI but there isn’t a chapter
specifically devoted to the concept.

The chapter ‘Artificial Creativity’ states that qualia are neither
describable nor predictable and illustrates this with an improved version
of the thought experiment ‘Mary’s Room’.

In the BoI version she is scientist born with defective blue receptors on
the foveas of her retinas. She discovers a rapid cure but before
administering it she is unable to predict what the experience of blue will
be like.

This section of your quotation from my first post on this thread (its first
three paragraphs) is a sort of precis of BoI p.153, 2nd paragraph. If you
read to the end of that paragraph then 7 lines from the bottom of that page
you will find the sentence 'But there is one thing that neither you nor
anyone else could predict about the outcome of the experiment, and that is:
*what blue will look like*'.

However, according to the theory below, we *can* predict what her
experience of blue will be like: to begin with, nothing. No change from her
previous experience of blue objects.

Now, this bit doesn't refer to BoI but to the theory given in *my* post
(from paragraph 4 onwards), which is the bare bones of a substantive theory
of what qualia are, why they are private and differ from person to person



and why they seem mysterious to many people. It concludes the thought
experiment by saying that Mary will experience nothing new to begin with
after she has repaired her blue receptors, thus contradicting the sentence
from BoI I just quoted above.

It also contradicts an idea provided in the final paragraph of the chapter
'Why are Flowers Beautiful?', namely that we will be able to design new
kinds of qualia. However, we will still be able to design new senses (as is
also suggested thereabouts), e.g. by creating a radio wave detecting
prosthesis and surgically wiring it up to the brain.

Hopefully that clarifies.

Btw, a second reason I think qualia seem mysterious is that, being the raw
material of experience generally, they are connected with the question 'Why
do I exist?'

However: the act of finding this question meaningful assumes that I exist.
Since I have to be instantiated in some kind of physical body, it therefore
assumes also that the physical universe exists. So although we can't dispel
this new kind of mystery (yet), we can transfer it from the subjective to
the objective realm by changing the question to something like 'Why does
the universe exist?' or 'Why is there something rather than nothing?' and
thereby make progress.

-- Tom Robinson



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Interpersonal comparison of qualia
Date: September 9, 2012 at 4:05 AM

On 9 Sep 2012, at 2:09am, Tom Robinson wrote:

according to the theory below, we *can* predict what her experience of blue will 
be like: to begin with, nothing. No change from her previous experience of blue 
objects.

A quale is simply the set of associations (or dispositions to think and act in 
particular ways) that one has mentally attached to a particular thing, such as an 
objective physical attribute.

One of the reasons qualia seem so personal and ineffable is that the particular 
associations will depend intimately on the details of one’s life history. Some of 
the associations may be very old.

For example, if as a small child, her family’s car was red then this may be one of 
the associations comprising Mary’s quale for *red* despite the fact that she is 
unaware of this association and may even be unable to recall the details of the 
car.

After she has fixed her blue retinas it will take many experiences for a distinctive 
quale of blue to form. Suppose we give her an equal number of blue marbles 
and non-blue marbles mixed together -- prepared such that before the cure they 
would have been indistinguishable by her (unaided) sight.

We ask her to pick a blue marble. To Mary, it feels like guessing.

You mean: she can distinguish them but it feels like guessing to her?

But she can see qualia on the other balls, right? Suppose they are red and 
yellow. So what she sees, according to your theory, is red balls, yellow balls, and 
no-colour-quale balls? In that case, why does if feel like guessing? Isn't that a 
perfectly definite way of discriminating?

We supply feedback. Repeating the test periodically, she eventually picks blue 
marbles better than chance, and more and more reliably over time.



Something similar to this thought experiment happens in the condition known as 
*blindsight*. Some people lose vision by a particular route, and feel that they are 
blind, but still recognise objects better than chance, and can improve.

Again, to begin with, it feels like guessing -- however, following Popper, we know 
that *all* observation is guesswork, so there’s no fundamental difference. As 
they grow experienced, ‘blindsight’ sufferers may develop new visual qualia and 
may eventually state that identifying objects by sight doesn’t feel like guessing 
anymore.

Interesting theory. How would it cope with this consideration?:

A professional tennis player can distinguish with high accuracy and within a 
fraction of a second whether a struck tennis ball is going out of the court or not. 
So, to him, going-in balls and going-out balls look different; moreover, 
discriminating between the two is very important to him -- his living depends on 
doing it accurately. There was a time, in his youth, when he couldn't detect the 
difference, and he gradually learned how to do it. And if you ask him today how 
the two kinds of balls look different, he will not be able to state the difference in 
words. He just 'knows' which is which, on sight. Yet I don't think he would 
experience the different appearances of the going-in and going-out balls as 
different qualia. But why not? It has all the features that, according to your theory, 
made the blue-receptor scientist learn to see blue qualia.

-- David Deutsch



From: Psevdo Nim <izo.psevdo@gmail.com>
Subject: Re: [BoI] Understanding the Multiverse theory
Date: September 9, 2012 at 1:19 PM

On Feb 22, 2012 4:54 PM, "Elliot Temple" <curi@curi.us> wrote:
On Feb 8, 2012, at 3:44 PM, Rami Rustom wrote:

[...]

And then there is also that the Multiverse theory gives rise to
Quantum Computation. As I understand it, a quantum computation is one
that is done in multiple histories [maybe millions], at the same time,
so that its far more efficient that classical computation which does a
computation in only one history.

It's not "far more efficient". It enables certain algorithms that are
otherwise

impossible. That's a qualitative difference not quantitative.

This is a somewhat dangerous thing to say since it can very easily be
misunderstood as saying that quantum computers can solve problems that
classical computers can't (which is false).

Note that various similar statements from the The Fabric of Reality were in
fact misunderstood in this way ( see here :
http://www.scottaaronson.com/blog/?p=613 , search for "The Fabric of
Reality").

Those algorithms, in many cases, provide no help at all. But in some
cases,

when you find a good use for them, they can change the complexity class of
ur computation, e.g. from O(N^2) to O(NlogN), which is again not really

"more
efficient" but can simply change it from intractable to tractable for

large N.

http://www.scottaaronson.com/blog/?p=613


FWIW the phrase "complexity class" usually denotes a set of *problems* (not
algorithms or "computations") - though usually for the problem to belong to
a given class there has to an algorithm that solves the problem on a given
computational model and doesn't consume more than a certain amount
of resources.

-- 



From: Tom Robinson <tmt637@googlemail.com>
Subject: Re: [BoI] Re: Interpersonal comparison of qualia
Date: September 9, 2012 at 9:52 PM

On Sunday, September 9, 2012 9:05:19 AM UTC+1, David Deutsch wrote:

On 9 Sep 2012, at 2:09am, Tom Robinson wrote:

We ask her to pick a blue marble. To Mary, it feels like guessing.

You mean: she can distinguish them but it feels like guessing to her?

Yes. She forms the intention to choose without being aware of the reason
for her subsequent choice.

But she can see qualia on the other balls, right? Suppose they are red
and yellow. So what she sees, according to your theory, is red balls,
yellow balls, and no-colour-quale balls? In that case, why does if feel
like guessing? Isn't that a perfectly definite way of discriminating?

No, all the balls appear red or yellow to her, including those which aren’t
red or yellow [1].

Although we *can* devise the test as you suggest with red and yellow, this
means that the test balls can’t be blue.

Suppose the red and yellow balls are coloured as in this photo:

http://www.flickr.com/photos/sixfootzero/6452547115/

In this case we need two more colours of ball for the test, of similar hue
to others in the photo: magenta (top centre) and ‘white’ (centre; it looks
slightly yellowish to me).

The magenta and red balls are indistinguishable to Mary before and
immediately after her treatment. Likewise the white and yellow balls.

If we want to do a test with uniformly blue balls, then the other balls

http://www.flickr.com/photos/sixfootzero/6452547115/


would have to be of another uniform colour, some mixture of red and green.
From the following linked diagram I guess it would be a slightly greenish
yellow:

http://upload.wikimedia.org/wikipedia/commons/6/65/Cone-response.svg

Call it yellow. To begin with, all the balls would appear yellow to Mary,
and if asked she would report them as yellow.

Eventually there will seem to her to be something slightly different about
the blue balls, which she cannot describe because it is subtle and they
still appear basically yellow to her, though from theory she might
conjecture that they are really blue. Over time, with further feedback from
the tests and plenty of looking at everyday objects, the seeming difference
will increase.

She would experience the blue balls as being more and more qualitatively
distinct from the yellow balls; she would identify them more quickly and
with fewer errors. She would start calling them ‘blue’ with a tone of
conviction.

She might become aware of some of the associations she is forming, e.g with
particular objects such as a blue towel or the sky, or with the display
screen of her spectrophotometer, or with emotions associated with the tests
such as elation or frustration. These she can describe somewhat. Some of
the associations she won’t be aware of. Some she’s aware of but they’re so
subtle she won’t think to report them. Some will be with theories that are
later on superseded in her mind by better theories.

The error rate for the first ball might drop from 50% to 1%. However,
unless Mary gets life extension then it's doubtful that she will ever
*experience* blue and yellow as being as radically different as green and
red, the qualia for which formed at a very early stage in her life. The
difference will be as subtle perhaps as the difference between close shades
of green.

(A complicating factor could be that the presence of specialised vision
hardware in her brain further contributes differentially to qualia.
However, again, it seems plausible that these contributions increase over
the course of a lifetime, just as with, say, limbs or fingers: by creating

http://upload.wikimedia.org/wikipedia/commons/6/65/Cone-response.svg


a more detailed model of one it becomes easier to distinguish it from the
others.)

[1] it’s worth noting that the qualia aren’t on the balls: all qualia and
all experience are in the mind. Perceptions (bundles of qualia) are
internal to the mind and the role of sense data is to rule out alternative
perceptions to the ones that actually have effects. This is why Hermes asks
Socrates ‘But is that input needed in the source of your dream, or only in
your ongoing criticism of it?’ (BoI p.241). An observation is made when a
perception is attributed to something in the physical world (which includes
the body).

-- Tom Robinson



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Interpersonal comparison of qualia
Date: September 9, 2012 at 11:16 PM

On Saturday, September 8, 2012 9:09:49 PM UTC-4, Tom Robinson wrote:

[Consider a] scientist born with defective blue receptors on the foveas of
her retinas. She discovers a rapid cure but before administering it she is
unable to predict what the experience of blue will be like.

However, according to the theory below, we *can* predict what her
experience of blue will be like: to begin with, nothing. No change from her
previous experience of blue objects.

How does your theory account for the fact that deaf people who receive
cochlear implants immediately experience new qualia?

http://www.buzzfeed.com/expresident/9-people-hearing-for-the-first-time

-- 

http://www.buzzfeed.com/expresident/9-people-hearing-for-the-first-time


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Interpersonal comparison of qualia
Date: September 10, 2012 at 11:49 AM

On 10 Sep 2012, at 2:52am, Tom Robinson wrote:

On Sunday, September 9, 2012 9:05:19 AM UTC+1, David Deutsch wrote:

On 9 Sep 2012, at 2:09am, Tom Robinson wrote:

We ask her to pick a blue marble. To Mary, it feels like guessing.

You mean: she can distinguish them but it feels like guessing to her?

Yes. She forms the intention to choose without being aware of the reason for her 
subsequent choice.

But she can see qualia on the other balls, right? Suppose they are red and 
yellow. So what she sees, according to your theory, is red balls, yellow balls, 
and no-colour-quale balls? In that case, why does if feel like guessing? Isn't 
that a perfectly definite way of discriminating?

No, all the balls appear red or yellow to her, including those which aren’t red or 
yellow [1].

Although we *can* devise the test as you suggest with red and yellow, this 
means that the test balls can’t be blue.

Suppose the red and yellow balls are coloured as in this photo:

http://www.flickr.com/photos/sixfootzero/6452547115/

In this case we need two more colours of ball for the test, of similar hue to 
others in the photo: magenta (top centre) and ‘white’ (centre; it looks slightly 
yellowish to me).

The magenta and red balls are indistinguishable to Mary before and 

http://www.flickr.com/photos/sixfootzero/6452547115/


immediately after her treatment. Likewise the white and yellow balls.

If we want to do a test with uniformly blue balls, then the other balls would have 
to be of another uniform colour, some mixture of red and green. From the 
following linked diagram I guess it would be a slightly greenish yellow:

http://upload.wikimedia.org/wikipedia/commons/6/65/Cone-response.svg

Call it yellow. To begin with, all the balls would appear yellow to Mary, and if 
asked she would report them as yellow.

Eventually there will seem to her to be something slightly different about the 
blue balls, which she cannot describe because it is subtle and they still appear 
basically yellow to her, though from theory she might conjecture that they are 
really blue. Over time, with further feedback from the tests and plenty of looking 
at everyday objects, the seeming difference will increase.

She would experience the blue balls as being more and more qualitatively 
distinct from the yellow balls; she would identify them more quickly and with 
fewer errors. She would start calling them ‘blue’ with a tone of conviction.

I see. Yes, I can imagine that things might work like that. Whether they actually 
do, though...

Also, I would echo Josh Jordan's question on 10 Sep 2012, at 4:16am:

How does your theory account for the fact that deaf people who receive 
cochlear implants immediately experience new qualia?

http://www.buzzfeed.com/expresident/9-people-hearing-for-the-first-time

-- David Deutsch

http://upload.wikimedia.org/wikipedia/commons/6/65/Cone-response.svg
http://www.buzzfeed.com/expresident/9-people-hearing-for-the-first-time


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Sam Harris article: Life Without Free Will TCS <taking-children-
seriously@googlegroups.com>, Fabric-of-Reality@yahoogroups.com
Date: September 10, 2012 at 1:11 PM

Life Without Free Will, by Sam Harris

[...]

Might free will somehow be required for goodness to be manifest? How, for 
instance, does one become a pediatric surgeon? Well, you must first be born, 
with an intact nervous system, and then provided with a proper education. No 
freedom there, I’m afraid.

No. The kid would need to be interested and/or study the material in
order to learn it. That is his choice. Yes freedom.

You must also have the physical talent for the job and avoid smashing your 
hands at rugby. Needless to say, it won’t do to be someone who faints at the 
sight of blood. Chalk these achievements up to good luck as well. At some point 
you must decide to become a surgeon—a result, presumably, of first wanting to 
become one. Will you be the conscious source of this wanting?

Sure. You may first have wanted to be a rock musician because you
wanted fame and women. And then you thought about it a lot and
realized that your chances of actually doing that and then you changed
your mind. So then you did some research and thought hard about it and
decided that you wanted pediatric surgeon. So you were the conscious
source of this wanting, yes.

Will you be responsible for its prevailing over all the other things you want but 
that are incompatible with a career in medicine? No. If you succeed at becoming 
a surgeon, you will simply find yourself standing one day, scalpel in hand, at the 
confluence of all the genetic and environmental causes that led you to develop 
along this line. None of these events requires that you, the conscious subject, 
be the ultimate cause of your aspirations, abilities, and resulting behavior.

Ultimate cause? So Sam agrees that he can be *a* cause?



And, needless to say, you can take no credit for the fact that you weren’t born a 
psychopath.

No one is born a psychopath. A pscyhopath has bad moral ideas. A baby
has no moral ideas at all.

Of course, I’m not saying that you can become a surgeon by accident—you 
must do many things, deliberately and well, and in the appropriate sequence, 
year after year. Becoming a surgeon requires effort. But can you take credit for 
your disposition to make that effort?

Yes. Because one of your options was to not think about it much. And
continue smoking weed and being lazy.

To turn the matter around, am I responsible for the fact that it has never once 
occurred to me that I might like to be a surgeon? Who gets the blame for my 
lack of inspiration? And what if the desire to become a surgeon suddenly arises 
tomorrow and becomes so intense that I jettison my other professional goals 
and enroll in medical school?

Your preferences come from your ideas. Your ideas become instantiated
when you think. You can choose to think or choose to be lazy and not
think. For example, in the hypothetical I gave above, you could have
chosen to not think much and tried to do some race car driving for a
few years and then failed at it.

Would I—that is, the part of me that is actually experiencing my life—be the true 
cause of these developments? Every moment of conscious effort—every 
thought, intention, and decision—will have been caused by events of which I am 
not conscious. Where is the freedom in this?

No. You can choose to think. Or choose to stop thinking. I see it all
the time. I'm thinking about a subject and lets say I'm talking to
someone and then they think that the problem is unsolvable, so they
want to quick thinking, cause they think its a waste of time and so



they don't enjoy it.

If we cannot assign blame to the workings of the universe, how can evil people 
be held responsible for their actions? In the deepest sense, it seems, they can’t 
be. But in a practical sense, they must be. I see no contradiction in this.

Huh? X and Not X contradict each other. Notice how he says *deepest
sense* and *seems*. What does he mean by deep? And seems? It means his
own thinking about the subject is unclear.

In fact, I think that keeping the deep causes of human behavior in view would 
only improve our practical response to evil. The feeling that people are deeply 
responsible for who they are does nothing but produce moral illusions and 
psychological suffering.

No. Psychological suffering is caused by problems not getting solved.

I am responsible for all my problems, all my mistakes. That means that
its my job to solve them so that I prevent those mistakes in the
future. And all of them are soluble. So why should I feel bad about
being responsible for my mistakes?

One of the reasons people feel bad about their mistakes is if they
believe that they will *stay* mistaken forever. So they believe that
not all problems are soluble.

But the reality is that by being (and taking) responsible for my
mistakes, I can effect change, thus solving my life problems and
reducing my suffering.

If I instead decided that I'm not responsible, then I won't work on
changing my mistakes, thus my problems would linger and so I won't
reduce my suffering.

Imagine that you are enjoying your last nap of the summer, perhaps outside in a 
hammock somewhere, and are awakened by an unfamiliar sound. You open 
your eyes to the sight of a large bear charging at you across the lawn. It should 



be easy enough to understand that you have a problem. If we swap this bear for 
a large man holding a butcher knife, the problem changes in a few interesting 
ways, but the sudden appearance of free will in the brain of your attacker is not 
among them.

Should you survive this ordeal, your subsequent experience is liable to depend
—far too much, in my view—on the species of your attacker. Imagine the 
difference between seeing the man who almost killed you on the witness stand 
and seeing the bear romping at the zoo. If you are like many victims, you might 
be overcome in the first instance by feelings of rage and hatred so intense as to 
constitute a further trauma.

Exactly! You have some underlying ideas about the situation. Those
ideas affect your thinking.

In the bear example, your idea is that its not the responsibility of
the bear to not hurt you. He's programmed by his DNA do want to kill
and eat you. So you're not angry cause you think its not his fault.

In the human example, your idea is that it *is* his responsibility to
act morally and choose not to kill you. And you get angry about that
the fact that he is an immoral piece of shit.

You might spend years fantasizing about the man’s death. But it seems certain 
that your experience at the zoo would be altogether different. You might even 
bring friends and family just for the fun of it: “That’s the beast that almost killed 
me!” Which state of mind would you prefer—seething hatred or triumphant 
feelings of good luck and amazement? The conviction that a human assailant 
could have done otherwise, while a bear could not, would seem to account for 
much of the difference.

No. Its the *idea* that I described above.

A person’s conscious thoughts, intentions, and efforts at every moment are 
preceded by causes of which he is unaware.

You *can* be unaware, sure. Those are subconscious ideas. But that
doesn't mean those subconscious ideas have to stay subconscious. You



can discover them, i.e. make them conscious and explicit.

What is more, they are preceded by deep causes—genes, childhood 
experience, etc.—for which no one, however evil, can be held responsible.

Wrong. Because you have the ability to discover those subconscious
ideas, you are responsible for doing so. Why? Because once you've
discovered them you can work to change them.

Our ignorance of both sets of facts gives rise to moral illusions. And yet many 
people worry that it is necessary to believe in free will, especially in the process 
of raising children.

This strikes me as a legitimate concern, though I would point out that the 
question of which truths to tell children (or childlike adults) haunts every room in 
the mansion of our understanding. For instance, my wife and I recently took our 
three-year-old daughter on an airplane for the first time. She loves to fly! As it 
happens, her joy was made possible in part because we neglected to tell her 
that airplanes occasionally malfunction and fall out of the sky, killing everyone 
on board. I don’t believe I’m the first person to observe that certain truths are 
best left unspoken, especially in the presence of young children. And I would no 
more think of telling my daughter at this age that free will is an illusion than I 
would teach her to drive a car or load a pistol.

Ah so Sam thinks its human nature that people are afraid of death.
This is not true. People *learn* to fear death. And parents can help
children learn to think about death and thus not fear it. I've
discussed death many times with my girls. I started by watching nature
shows with them so they can see death as a common thing. Now my 5 year
old comes to me and says (without emotion), "I know how I could lose
you, you could die from a car accident... or we could be in a forest
and a bear eats you."

Which is to say that there is a time and a place for everything—unless, of 
course, there isn’t. We all find ourselves in the position of a child from time to 
time, when specific information, however valid or necessary it may be in other 
contexts, will only produce confusion, despondency, or terror in the context of 



our life. It can be perfectly rational to avoid certain facts. For instance, if you 
must undergo a medical procedure for which there is no reasonable alternative, 
I recommend that you not conduct an Internet search designed to uncover all its 
possible complications. Similarly, if you are prone to nightmares or otherwise 
destabilized by contemplating human evil, I recommend that you not read 
Machete Season. Some forms of knowledge are not for everyone.

Generally speaking, however, I don’t think that the illusoriness of free will is an 
ugly truth. Nor is it one that must remain a philosophical abstraction. In fact, as I 
write this, it is absolutely clear to me that I do not have free will. This knowledge 
doesn’t seem to prevent me from getting things done. Recognizing that my 
conscious mind is always downstream from the underlying causes of my 
thoughts, intentions, and actions does not change the fact that thoughts, 
intentions, and actions of all kinds are necessary for living a happy life—or an 
unhappy one, for that matter.

I haven’t been noticeably harmed, and I believe I have benefited, from knowing 
that the next thought that unfurls in my mind will arise and become effective (or 
not) due to conditions that I cannot know and did not bring into being.

You can know. You can discover your subconscious ideas.

The negative effects that people worry about—a lack of motivation, a plunge 
into nihilism—are simply not evident in my life. And the positive effects have 
been obvious. Seeing through the illusion of free will has lessened my feelings 
of hatred for bad people.

I too don't hate bad people. But its not because I think they aren't
responsible. They *are* responsible. Its just that they haven't
figured out what to do and how to do it.

I’m still capable of feeling hatred, of course, but when I think about the actual 
causes of a person’s behavior, the feeling falls away.

Same for me. Except that one of the causes is one's own free will.

It is a relief to put down this burden, and I think nothing would be lost if we all 



put it down together. On the contrary, much would be gained.

I disagree. I think what would be lost is that people would stop
trying to better themselves. If you believe you aren't responsible for
your actions/thoughts/emotions, then you won't think about changing
them. Its a self-fulfilling prophecy.

We could forget about retribution and concentrate entirely on mitigating harm. 
(And if punishing people proved important for either deterrence or rehabilitation, 
we could make prison as unpleasant as required.)

Retribution is a bad idea. You can know that its a bad idea without
rejecting free will. Retribution means punishment that is considered
morally right. Its false. No punishment is good. No one gains anything
by it. Punishment doesn't cause learning (like learning better moral
ideas and thus bettering one's behavior).

Understanding the true causes of human behavior does not leave any room for 
the traditional notion of free will.

This is wrong as I've explained above.

But this shouldn’t depress us, or tempt us to go off our diets. Diligence and 
wisdom still yield better results than sloth and stupidity. And, in psychologically 
healthy adults, understanding the illusoriness of free will should make divisive 
feelings such as pride and hatred a little less compelling.

Well it does in Sam and I guess it would in many people. But, pride
and hatred are wrong for reasons other than the false idea that free
will is illusory.

While it’s conceivable that someone, somewhere, might be made worse off by 
dispensing with the illusion of free will, I think that on balance, it could only 
produce a more compassionate, equitable, and sane society.



And now we see why Sam thinks free will doesn't exist. First he
guessed the idea that free will doesn't exist (or he read that someone
guessed it), and then he noticed himself become *less prideful* and
*less hateful* (which happen to be ideas that he believes are good),
and so that helped him believe that free will doesn't exist, because
he liked his new self-image more than his old one. So his emotions
corroborated his *free will doesn't exist* theory.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>, Fabric-of-Reality@yahoogroups.com
Subject: [BoI] Re: Sam Harris article: Life Without Free Will
Date: September 10, 2012 at 7:46 PM

On 11/09/2012, at 4:08, "Rami Rustom" <rombomb@gmail.com> wrote:

Life Without Free Will, by Sam Harris

[...]

Might free will somehow be required for goodness to be manifest? How, for 
instance, does one become a pediatric surgeon? Well, you must first be born, 
with an intact nervous system, and then provided with a proper education. No 
freedom there, I’m afraid.

No. The kid would need to be interested and/or study the material in
order to learn it. That is his choice. Yes freedom.

You must also have the physical talent for the job and avoid smashing your 
hands at rugby. Needless to say, it won’t do to be someone who faints at the 
sight of blood. Chalk these achievements up to good luck as well. At some 
point you must decide to become a surgeon—a result, presumably, of first 
wanting to become one. Will you be the conscious source of this wanting?

Sure. You may first have wanted to be a rock musician because you
wanted fame and women. And then you thought about it a lot and
realized that your chances of actually doing that and then you changed
your mind. So then you did some research and thought hard about it and
decided that you wanted pediatric surgeon. So you were the conscious
source of this wanting, yes.

So your solution is to move the problem back a single step in the causal chain? 
You didn't want to be a surgeon because you actually wanted to be a musician? 
And you wanted to be a musician because you wanted fame and women?

Problem solved?



So why did you want fame and women? From where did those desires spring? 
No doubt you can tell a story...

They're just your preferences, or some such. But if the world is truly explicable - 
then you have an explanation for why these are your preferences, don't you? 
Does this mean, back to the big bang, you can account for all those events which 
have led to what your preferences now are? How many of these events in that 
chain are you personally responsible for?

This seems absurd.

To avoid this infinite regress then perhaps you might think there is some terminus, 
beyond which you cannot account for why your preferences are the way they 
are...

Are your preferences for fame or women or whatever sprung as if from the void? 
If so, then you do not choose them. They simply arise - you don't choose that 
they do but now that you have this desire for fame and women, you don't care 
anyways, do you?

If not...if they are indeed caused - then they are not "ultimately" caused by you as 
Sam suggests in his post. Whatever the cause of your preferences that lay 
outside of your mind - some sequence of inputs or whatever into your nervous 
system that first stirs the desire for fame and women - this is not of your 
choosing.

You do not choose your desire and so you do not choose the choices you must 
make. And when you make your choice you cannot choose to feel anything other 
than that the choice was consistent with you wanting to make it.

Will you be responsible for its prevailing over all the other things you want but 
that are incompatible with a career in medicine? No. If you succeed at 
becoming a surgeon, you will simply find yourself standing one day, scalpel in 
hand, at the confluence of all the genetic and environmental causes that led 
you to develop along this line. None of these events requires that you, the 
conscious subject, be the ultimate cause of your aspirations, abilities, and 
resulting behavior.



Ultimate cause? So Sam agrees that he can be *a* cause?

He's never quibbled with that. It's rather a truism though. Everything is part of the 
causal chain somewhere. A human mind is not special in that sense. If you want 
to explain why it is that you choose what you choose - you are a necessary part 
of the explanation. It's just that the explanation does not begin with you. There 
are always *prior* causes and most of these lay completely beyond your 
consciousness and so you are not responsible for them.

You aspire to be a doctor. From where does this desire arise? Either you say you 
chose it, or not. If you consciously chose to want to be a doctor then where did 
the desire to want to choose to be a doctor come from? Did you choose that too? 
Okay, then where did the desire to desire to want to choose to be a doctor come 
from...? And so on.

Or did you not choose this desire? Did it just arise in you for reasons you cannot 
account for?

You can always tell some story about why your preferences are as they are. You 
want to be a doctor to help people. And for the money. And for the status. But 
why do these things move you? They don't move someone else (call her Linda). 
And why not? Linda can't exactly pin point why she doesn't have the drive for 
status that you do. But you want the faux-respect that comes from wearing a 
stethoscope around your neck. Again, on analysis some story could be told about 
these differences. Perhaps one of you was listened to more as a child, or not? Of 
course you could change this preference if you decide, for example, that the 
desire for status that motivates your wanting to be a doctor (in part) is not 
something that is noble enough or whatever. But where does *this* desire to want 
to change your preferences come from?

Ultimately, we have to pass out of your conscious mind into a realm of "it just 
appears in my mind as a desire."

To turn the matter around, am I responsible for the fact that it has never once 
occurred to me that I might like to be a surgeon? Who gets the blame for my 
lack of inspiration? And what if the desire to become a surgeon suddenly 
arises tomorrow and becomes so intense that I jettison my other professional 



goals and enroll in medical school?

Your preferences come from your ideas. Your ideas become instantiated
when you think. You can choose to think or choose to be lazy and not
think.

So where does this preference to think or choose to be lazy come from? Do you 
choose to choose to think?

Why did you choose to think? Because you say that's better. But why? You have 
ideas that it is better. Where did they come from? You learned them. How? You 
had experiences, encountered problems, conjectured solutions - situations you 
found yourself in by a roll of the dice. You learned some things and experienced 
some things by din of where you found yourself. You were responsible for none of 
that. And now that you have that knowledge, accumulated via chance and 
circumstance over a long life, you find that when you encounter this new situation 
- where you can choose between thinking and being lazy as you call it - you have 
this uncontrollable desire to believe that thinking is preferable.

It's not uncontrollable? You can control it? You can choose to genuinely want to 
be lazy? You have freedom in this? Then do so now as an experiment. Choose to 
feel that being lazy is always preferable to thinking.

If you can succeed in this then I grant you have the kind of free will most people 
think they have. What the free will problem is classically about. Some try to argue 
it's not this, but I don't know which philosophers they are reading. Free will is 
about being able to choose to choose your choices...not merely to choose them.

For example, in the hypothetical I gave above, you could have
chosen to not think much and tried to do some race car driving for a
few years and then failed at it.

Would I—that is, the part of me that is actually experiencing my life—be the 
true cause of these developments? Every moment of conscious effort—every 
thought, intention, and decision—will have been caused by events of which I 
am not conscious. Where is the freedom in this?

No. You can choose to think. Or choose to stop thinking. I see it all
the time. I'm thinking about a subject and lets say I'm talking to



someone and then they think that the problem is unsolvable, so they
want to quick thinking, cause they think its a waste of time and so
they don't enjoy it.

Are you free to choose to think that thinking is a waste of time? Moreover, are you 
free to feel that it's not enjoyable? Are you free to change your preferences in this 
way?

Everything turns on the answers to those questions.

A person’s conscious thoughts, intentions, and efforts at every moment are 
preceded by causes of which he is unaware.

You *can* be unaware, sure. Those are subconscious ideas. But that
doesn't mean those subconscious ideas have to stay subconscious. You
can discover them, i.e. make them conscious and explicit.

How far back does this run? What about why your subconscious is the way it is? 
If you can, on reflection, alter your subconscious, why would you want to do that? 
Because you think there is a better way for your subconscious to be?

Why do you think that? Well...because (in part, at least, on your admission now) 
of something going on in your subconscious? The very thing you are wanting to 
change and think you have the ability to control? Perhaps, on changing bits of 
your subconscious, the very motivation for wanting to change it changes. But you 
could never have predicted this because you cannot have perfect understanding 
of the causal relationships in your subconscious. I think that's by definition.

The desire to want to change the subconscious - to make it conscious and explicit 
- is just another desire that you cannot fully account for. It's a desire like any other 
that has causes that lay outside your conscious mind and which you cannot be 
fully responsible for. Some desire - on reflection - seems to just spring out of the 
void and into your mind.

What is more, they are preceded by deep causes—genes, childhood 
experience, etc.—for which no one, however evil, can be held responsible.



Wrong. Because you have the ability to discover those subconscious
ideas, you are responsible for doing so. Why? Because once you've
discovered them you can work to change them.

Okay. Again...where does this desire to "work to change them" come from? From 
your conscious or unconscious mind? And where do the subconscious ideas 
come from? Sub-subconscious ideas?

If you consciously change your subconscious ideas then have you built yourself a 
neat little perpetual motion machine of the mind? The conscious can ultimately 
cause the subconscious and the subconscious ultimately causes the conscious?

Or are these only part of the story? Part of your conscious is influenced by the 
subconscious and vice versa?

Then I would be interested in the *other* parts that cause the conscious and 
unconscious that are neither conscious nor unconscious. Because once again we 
are back precisely where Sam left us: being not wholly responsible for the 
contents of our minds.

.

I haven’t been noticeably harmed, and I believe I have benefited, from knowing 
that the next thought that unfurls in my mind will arise and become effective (or 
not) due to conditions that I cannot know and did not bring into being.

You can know. You can discover your subconscious ideas.

This is not solving the problem. That your conscious ideas arise in part because 
of subconscious events...does not solve the problem. It merely pushes it back 
one level in the causal regress. What causes the subconscious? When you 
discover them...if that's truly possible...then what accounts for the desire to do so 
in the first place and in the second to change them? Where do those desires 
come from? Also the subconscious? So can we change those desires? This is 
getting awfully messy and no closer to being any sort of solution to whether we 
are free to choose our choices...



Understanding the true causes of human behavior does not leave any room for 
the traditional notion of free will.

This is wrong as I've explained above.

I don't think you have. You have not explained (a) that your desires, intentions, 
preferences arise because of conscious choices you make (b) that these are 
wholly a result of subconscious processes (c) that if they were wholly the result of 
subconscious processes that you could have conscious control over them (d) that 
if they were only partly the result of subconscious processes that the other 'part' 
is at all under your control and so free will.

I don't think Sam understands the true causes of human behaviour nor is he 
claiming to. I think he does appreciate that it's not all because of our conscious 
choices. That the choices we are conscious of are made in large part for reasons 
we are not conscious of. And that all the stuff we aren't conscious of - well we just 
aren't conscious of it and so there's no freedom in choosing what it will be. We 
can't just choose to be conscious of stuff that we are not conscious of. We can 
try...but the desire to do that, is itself a symptom of the very problem we are trying 
to solve. Why do we have the desires we have at all in the first place? Therein we 
do not have free will.

Brett



From: Tom Robinson <tmt637@googlemail.com>
Subject: [BoI] Re: Interpersonal comparison of qualia
Date: September 10, 2012 at 7:49 PM

On Monday, September 10, 2012 4:16:04 AM UTC+1, Josh Jordan wrote:

How does your theory account for the fact that deaf people who receive
cochlear implants immediately experience new qualia?

http://www.buzzfeed.com/expresident/9-people-hearing-for-the-first-time

Well if they do immediately experience new qualia then that refutes the
theory.

It claims that qualia contain evidence concerning your personal development
and intellectual history. They are partially describable. To the extent
that they are describable they embody knowledge of the structure of your
mind and of how things seem to you.

Knowledge can’t come into existence at the flick of a switch: that would be
akin to spontaneous generation (BoI p.81).

However, is it really true that formerly deaf people have immediately
experienced novel qualia? There are reasons why that might be a
misinterpretation:

(1) subjects who aren’t completely deaf, or who haven’t always been
completely deaf, already possess some basic aural qualia, even if they
can’t tell the sound of an oboe from a clarinet

(2) the others may merely have merely experienced some combination of
noise, surprise, confusion or pain; the qualia aren't uniquely to do with
hearing

(3) in some cases aural hardware may have been co-opted for other purposes
and this is causing curious effects such as *synaesthesia*

Given the issue of brain hardware and its complications. a radio wave

http://www.buzzfeed.com/expresident/9-people-hearing-for-the-first-time


receiving implant might provide a fairer test (or possibly one of today’s
mind-controlled artificial limbs). Of course, qualia aren’t always to do
with the senses or motor control: concepts have qualia too, e.g. a quale
for Homer Simpson.

-- Tom Robinson



From: Tom Robinson <tmt637@googlemail.com>
Subject: Re: [BoI] Re: Interpersonal comparison of qualia
Date: September 10, 2012 at 8:38 PM

On Sunday, September 9, 2012 9:05:19 AM UTC+1, David Deutsch wrote:

 A professional tennis player can distinguish with high accuracy and
within a fraction of a second whether a struck tennis ball is going out of
the court or not. So, to him, going-in balls and going-out balls look
different; moreover, discriminating between the two is very important to
him -- his living depends on doing it accurately. There was a time, in his
youth, when he couldn't detect the difference, and he gradually learned how
to do it. And if you ask him today how the two kinds of balls look
different, he will not be able to state the difference in words. He just
'knows' which is which, on sight. Yet I don't think he would experience the
different appearances of the going-in and going-out balls as different
qualia.

Why not?

Possible associations with a going-in ball: an image of a cloud of chalk
dust, the quivering face of an angry coach, a half-remembered diagram from
some physics homework.

Possible associations with a going-out ball: relaxation of the body, the
experience of winning the final of a particular championship, the sound of
a crowd sighing.

(Most of these are pretty parochial but as such they are more evocative I
think.)

Also, consider the following experiment. Some clever engineers and material
scientists set up high speed cameras and other hardware around a tennis
court and create doctored tennis balls which change colour from yellow to
orange within a few milliseconds when they are destined to go ‘out’.

After a few weeks’ play with this system in operation our tennis pro may
find that when it is switched off then for a while he sporadically
hallucinates going-out balls as being orange.



-- Tom Robinson



From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com, TCS <taking-children-
seriously@googlegroups.com>
Subject: [TCS] Re: [BoI] Re: Sam Harris article: Life Without Free Will
Date: September 10, 2012 at 10:38 PM

On Mon, Sep 10, 2012 at 6:46 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 11/09/2012, at 4:08, "Rami Rustom" <rombomb@gmail.com> wrote:

Life Without Free Will, by Sam Harris

[...]

Might free will somehow be required for goodness to be manifest? How, for 
instance, does one become a pediatric surgeon? Well, you must first be born, 
with an intact nervous system, and then provided with a proper education. No 
freedom there, I’m afraid.

No. The kid would need to be interested and/or study the material in
order to learn it. That is his choice. Yes freedom.

You must also have the physical talent for the job and avoid smashing your 
hands at rugby. Needless to say, it won’t do to be someone who faints at the 
sight of blood. Chalk these achievements up to good luck as well. At some 
point you must decide to become a surgeon—a result, presumably, of first 
wanting to become one. Will you be the conscious source of this wanting?

Sure. You may first have wanted to be a rock musician because you
wanted fame and women. And then you thought about it a lot and
realized that your chances of actually doing that and then you changed
your mind. So then you did some research and thought hard about it and
decided that you wanted pediatric surgeon. So you were the conscious
source of this wanting, yes.

So your solution is to move the problem back a single step in the causal chain? 
You didn't want to be a surgeon because you actually wanted to be a musician? 
And you wanted to be a musician because you wanted fame and women?



Problem solved?

So why did you want fame and women?

Bad memes learned from parents and society.

From where did those desires spring? No doubt you can tell a story...

They're just your preferences, or some such. But if the world is truly explicable - 
then you have an explanation for why these are your preferences, don't you? 
Does this mean, back to the big bang, you can account for all those events 
which have led to what your preferences now are? How many of these events in 
that chain are you personally responsible for?

You're forgetting that one of the causes is your own creativity and logic.

A lot of parents believe in prestige, they like it. And they give
prestige as a reason to, for example, become a doctor. But I hated the
idea of prestige. Why? Because it didn't make sense to me. I used my
own judgement. The prestige idea contradicted some of my previously
learned ideas.

This seems absurd.

To avoid this infinite regress then perhaps you might think there is some 
terminus, beyond which you cannot account for why your preferences are the 
way they are...

There is no infinite regress. Ideas in a mind exist in a network. They
are connected. Some of them are subconscious. You can figure out the
underlying subconscious ideas of one of your conscious ideas. But that
doesn't mean that every idea has an underlying idea. Its false. No
regress.

Are your preferences for fame or women or whatever sprung as if from the void?



Not from a void.

If so, then you do not choose them. They simply arise - you don't choose that 
they do but now that you have this desire for fame and women, you don't care 
anyways, do you?

You will care when you find them problematic.

If not...if they are indeed caused - then they are not "ultimately" caused by you 
as Sam suggests in his post. Whatever the cause of your preferences that lay 
outside of your mind - some sequence of inputs or whatever into your nervous 
system that first stirs the desire for fame and women - this is not of your 
choosing.

But you can change them. In my hypothetical you thought about the idea
of wanting fame. And during that thinking you realize that wanting
fame is stupid, so you no longer want it.

You do not choose your desire and so you do not choose the choices you must 
make. And when you make your choice you cannot choose to feel anything 
other than that the choice was consistent with you wanting to make it.

You are forgetting that we can change our preferences. Or do you
disagree that we can change them?

Will you be responsible for its prevailing over all the other things you want but 
that are incompatible with a career in medicine? No. If you succeed at 
becoming a surgeon, you will simply find yourself standing one day, scalpel in 
hand, at the confluence of all the genetic and environmental causes that led 
you to develop along this line. None of these events requires that you, the 
conscious subject, be the ultimate cause of your aspirations, abilities, and 
resulting behavior.



Ultimate cause? So Sam agrees that he can be *a* cause?

He's never quibbled with that. It's rather a truism though. Everything is part of 
the causal chain somewhere. A human mind is not special in that sense. If you 
want to explain why it is that you choose what you choose - you are a necessary 
part of the explanation. It's just that the explanation does not begin with you. 
There are always *prior* causes and most of these lay completely beyond your 
consciousness and so you are not responsible for them.

Completely? No. It is possible for you to discover those subconscious
ideas. And if you find that one of your conscious ideas (lets say a
preference for fame) is problematic, then you are responsible for
discovering the underlying subconscious ideas that cause that
preference.

You aspire to be a doctor. From where does this desire arise? Either you say 
you chose it, or not. If you consciously chose to want to be a doctor then where 
did the desire to want to choose to be a doctor come from? Did you choose that 
too? Okay, then where did the desire to desire to want to choose to be a doctor 
come from...? And so on.

Or did you not choose this desire? Did it just arise in you for reasons you cannot 
account for?

We dont' choose desires (aka preferences). We have ideas. Those ideas
cause preferences. If we find a preference to be problematic, then we
question the ideas (aka reasons) causing the preferences. The result
is that you will find that an idea is mistaken (aka a bad reason). And
then you'll fix that mistaken idea. And that causes a change in
preferences.

You can always tell some story about why your preferences are as they are. You 
want to be a doctor to help people. And for the money. And for the status. But 
why do these things move you? They don't move someone else (call her Linda). 
And why not? Linda can't exactly pin point why she doesn't have the drive for 
status that you do.

She can. But she hasn't. Maybe because she hasn't learned how to do it.



But you want the faux-respect that comes from wearing a stethoscope around 
your neck. Again, on analysis some story could be told about these differences. 
Perhaps one of you was listened to more as a child, or not? Of course you could 
change this preference if you decide, for example, that the desire for status that 
motivates your wanting to be a doctor (in part) is not something that is noble 
enough or whatever. But where does *this* desire to want to change your 
preferences come from?

You would only have the preference to change your preference if you
find that preference to be problematic.

Ultimately, we have to pass out of your conscious mind into a realm of "it just 
appears in my mind as a desire."

You're saying that its impossible to discover our subconscious ideas.
Thats false.

To turn the matter around, am I responsible for the fact that it has never once 
occurred to me that I might like to be a surgeon? Who gets the blame for my 
lack of inspiration? And what if the desire to become a surgeon suddenly 
arises tomorrow and becomes so intense that I jettison my other professional 
goals and enroll in medical school?

Your preferences come from your ideas. Your ideas become instantiated
when you think. You can choose to think or choose to be lazy and not
think.

So where does this preference to think or choose to be lazy come from?

People have different reasons. For some, like me, I believe that
problems are soluble, so I prefer to think in an effort to solve my
problems.



Do you choose to choose to think?

That doesn't make any sense.

Why did you choose to think? Because you say that's better. But why? You have 
ideas that it is better. Where did they come from? You learned them. How? You 
had experiences, encountered problems, conjectured solutions - situations you 
found yourself in by a roll of the dice. You learned some things and experienced 
some things by din of where you found yourself. You were responsible for none 
of that.

I wasn't responsible for solving my problems? I could have not solved
them though. Like most people. So whats the difference between me and
them? I chose to do so and they didn't.

And now that you have that knowledge, accumulated via chance and 
circumstance over a long life, you find that when you encounter this new 
situation - where you can choose between thinking and being lazy as you call it - 
you have this uncontrollable desire to believe that thinking is preferable.

Why do you call it uncontrollable. Sometimes I'm tired, so I decide to
stop thinking and watch Family Guy. Sometimes I want to spend time
with my girls paying attention to them, and not thinking about my
problems. That is controlled!

It's not uncontrollable? You can control it? You can choose to genuinely want to 
be lazy?

Right. On some days I don't do any work. Completely lazy.

You have freedom in this? Then do so now as an experiment. Choose to feel 
that being lazy is always preferable to thinking.

Now you've thrown in the word *always*. Thats not preferable. I have



ideas (aka reasons) that that is immoral. Therefore I prefer not to.
Why do you think I should do something that I think is immoral? I
refuse. I refuse because that is mental suffering. Its coercion. I
should never do something that I don't want to do.

If you can succeed in this then I grant you have the kind of free will most people 
think they have. What the free will problem is classically about. Some try to 
argue it's not this, but I don't know which philosophers they are reading. Free 
will is about being able to choose to choose your choices...not merely to choose 
them.

What? Choose to choose your choices? What does that mean?

For example, in the hypothetical I gave above, you could have
chosen to not think much and tried to do some race car driving for a
few years and then failed at it.

Would I—that is, the part of me that is actually experiencing my life—be the 
true cause of these developments? Every moment of conscious effort—every 
thought, intention, and decision—will have been caused by events of which I 
am not conscious. Where is the freedom in this?

No. You can choose to think. Or choose to stop thinking. I see it all
the time. I'm thinking about a subject and lets say I'm talking to
someone and then they think that the problem is unsolvable, so they
want to quick thinking, cause they think its a waste of time and so
they don't enjoy it.

Are you free to choose to think that thinking is a waste of time? Moreover, are 
you free to feel that it's not enjoyable? Are you free to change your preferences 
in this way?

I think you saying: Can I arbitrarily choose random reasons for why
behavior X is good. Of course not. Who does that? All my ideas should
be consistent, not arbitrary. Arbitrariness causes contradictions.



Everything turns on the answers to those questions.

A person’s conscious thoughts, intentions, and efforts at every moment are 
preceded by causes of which he is unaware.

You *can* be unaware, sure. Those are subconscious ideas. But that
doesn't mean those subconscious ideas have to stay subconscious. You
can discover them, i.e. make them conscious and explicit.

How far back does this run? What about why your subconscious is the way it is?

I am my ideas. My subconscious is the set of my subconscious ideas.

If you can, on reflection, alter your subconscious, why would you want to do 
that? Because you think there is a better way for your subconscious to be?

We do it all the time.

Why do you think that? Well...because (in part, at least, on your admission now) 
of something going on in your subconscious? The very thing you are wanting to 
change and think you have the ability to control? Perhaps, on changing bits of 
your subconscious, the very motivation for wanting to change it changes. But 
you could never have predicted this because you cannot have perfect 
understanding of the causal relationships in your subconscious. I think that's by 
definition.

Sure I can't predict what I'm going to find while I'm discovering my
subconscious ideas.

The desire to want to change the subconscious - to make it conscious and 
explicit - is just another desire that you cannot fully account for.

I can. I learned it. I learned it on my own consciously but
inexplicitly and then explicitly when reading some ideas that DD and
Elliot arrived at after learning Popper's epistemology which describes



how the mind works.

It's a desire like any other that has causes that lay outside your conscious mind 
and which you cannot be fully responsible for. Some desire - on reflection - 
seems to just spring out of the void and into your mind.

You're saying that we can not discover all our subconscious ideas. I
disagree. We can find all of them.

What is more, they are preceded by deep causes—genes, childhood 
experience, etc.—for which no one, however evil, can be held responsible.

Wrong. Because you have the ability to discover those subconscious
ideas, you are responsible for doing so. Why? Because once you've
discovered them you can work to change them.

Okay. Again...where does this desire to "work to change them" come from? 
From your conscious or unconscious mind? And where do the subconscious 
ideas come from? Sub-subconscious ideas?

Subconscious ideas are learned two ways. We learn them consciously
(and then save them in our subconscious), and we learn them
subconsciously (and so the conscious isn't aware of them).

As an example of the latter way, say your mom dresses up nice to go
out for dinner. And she asks your dad how she looks. And dad says that
everyone is going to be looking at her drooling in envy. You might
learn the idea that we should care what others think of us (namely how
we look). This is how memes replicate subconsciously. Its
subconsciously being taught and subconsciously being learned.

If you consciously change your subconscious ideas then have you built yourself 
a neat little perpetual motion machine of the mind? The conscious can ultimately 
cause the subconscious and the subconscious ultimately causes the conscious?



Or are these only part of the story? Part of your conscious is influenced by the 
subconscious and vice versa?

Then I would be interested in the *other* parts that cause the conscious and 
unconscious that are neither conscious nor unconscious. Because once again 
we are back precisely where Sam left us: being not wholly responsible for the 
contents of our minds.

I don't understand what you're asking. Part of the confusing is that
you are saying unconscious and subconscious. I only know of one thing
that isn't the conscious. The conscious ideas are what we are aware
of. The ideas we aren't aware of we label as subconscious.

And there is nothing else in the mind besides ideas.

.

I haven’t been noticeably harmed, and I believe I have benefited, from 
knowing that the next thought that unfurls in my mind will arise and become 
effective (or not) due to conditions that I cannot know and did not bring into 
being.

You can know. You can discover your subconscious ideas.

This is not solving the problem. That your conscious ideas arise in part because 
of subconscious events...does not solve the problem. It merely pushes it back 
one level in the causal regress. What causes the subconscious? When you 
discover them...if that's truly possible...then what accounts for the desire to do 
so in the first place and in the second to change them? Where do those desires 
come from? Also the subconscious? So can we change those desires?

Yes. You can learn (consciously) right now that you can discover your
subconscious ideas, realize that they are mistaken, fix them, and then
you'll have the preference to do exactly this.

This is getting awfully messy and no closer to being any sort of solution to 
whether we are free to choose our choices...



You can choose right now. Do you choose to discover your subconscious
ideas or do you choose not to?

Understanding the true causes of human behavior does not leave any room 
for the traditional notion of free will.

This is wrong as I've explained above.

I don't think you have. You have not explained (a) that your desires, intentions, 
preferences arise because of conscious choices you make (b) that these are 
wholly a result of subconscious processes (c) that if they were wholly the result 
of subconscious processes that you could have conscious control over them (d) 
that if they were only partly the result of subconscious processes that the other 
'part' is at all under your control and so free will.

You're forgetting that when you discover your subconscous ideas, you
are discovering whether or not they are mistaken. How do you know if
they are mistaken? Well if one idea contradicts another, then that is
problematic. So you solve your problem by figuring out which one is
mistaken.

I don't think Sam understands the true causes of human behaviour nor is he 
claiming to. I think he does appreciate that it's not all because of our conscious 
choices. That the choices we are conscious of are made in large part for 
reasons we are not conscious of. And that all the stuff we aren't conscious of - 
well we just aren't conscious of it and so there's no freedom in choosing what it 
will be. We can't just choose to be conscious of stuff that we are not conscious 
of. We can try...but the desire to do that, is itself a symptom of the very problem 
we are trying to solve. Why do we have the desires we have at all in the first 
place? Therein we do not have free will.

Try this. 1. You are one of the people that believes that you can't
change your preferences. 2. You believe that you can't discover your
subconscious ideas and fix them.



Now I've given an argument that you can discover and change your
subconscious ideas (thus making them conscious, aka being aware of
them). Then if you see a problem (aka a conflict of ideas), then you
work towards solve the problem, (i.e. determine which one is
mistaken).

If you agree with my argument that discovering and changing
subconscious ideas is possible and practical, then you'll have the
preference to do it. And so you'll change your subconscious.

If you disagree with my argument that discovering and changing
subconscious ideas is possible and practical, then you won't have the
preference to do it. And so you won't change your subconscious.

Now you might ask, why would you agree or disagree? What is a
preference to agree or disagree? No. You'll agree if my argument
doesn't conflict with any of your ideas. You'll disagree if my
argument does conflict with any of your ideas.

Here what you should do at that point, explain the conflict between
your idea and my argument. That will be a criticism, which is an
explanation of a flaw in my argument.

But, you could choose not do that. Is this because of preferences? You
could prefer to criticize my flaws that you see or you could prefer to
end the discussion.

-- Rami



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Interpersonal comparison of qualia
Date: September 10, 2012 at 10:39 PM

On Monday, September 10, 2012 7:49:16 PM UTC-4, Tom Robinson wrote:

On Monday, September 10, 2012 4:16:04 AM UTC+1, Josh Jordan wrote:

How does your theory account for the fact that deaf people who receive
cochlear implants immediately experience new qualia?

http://www.buzzfeed.com/expresident/9-people-hearing-for-the-first-time

Well if they do immediately experience new qualia then that refutes the
theory.

It claims that qualia contain evidence concerning your personal
development and intellectual history. They are partially describable. To
the extent that they are describable they embody knowledge of the structure
of your mind and of how things seem to you.

Knowledge can’t come into existence at the flick of a switch: that would
be akin to spontaneous generation (BoI p.81).

Is it possible that the knowledge of how to distinguish between basic
colors, shapes, pitches, smells, etc., came into existence over a period of
millions of years, and is now part of our genes?

However, is it really true that formerly deaf people have immediately
experienced novel qualia? There are reasons why that might be a
misinterpretation:

(1) subjects who aren’t completely deaf, or who haven’t always been
completely deaf, already possess some basic aural qualia, even if they
can’t tell the sound of an oboe from a clarinet

According to [1], ``Austin Chapman was born profoundly deaf and, even with

http://www.buzzfeed.com/expresident/9-people-hearing-for-the-first-time


hearing aids, could only make out low, buzzing sounds like those made by a
bass guitar.... Sometimes a mid-range tone would break through, but high
tones didn't exist in Chapman's world.''

When he tried a new kind of hearing aid, Austin writes [2], ``The first
thing I heard was my shoe scraping across the carpet; it startled me. I
have never heard that before and out of ignorance, I assumed it was too
quiet for anyone to hear.'

So there wasn't a long learning period during which he gradually learned to
perceive the high frequencies.

[1] Man who was deaf breaks down as he hears music for the first time.
Daily Mail, August 25, 2012.
http://www.dailymail.co.uk/news/article-2193656/Phonak-hearing-aids-Man-deaf-
breaks-hears-music-time.html#ixzz24oUMt7At
[2] I can hear music for the first time ever, what should I listen to?
Reddit, August 7, 2012.
http://www.reddit.com/r/AskReddit/comments/xufi3/i_can_hear_music_for_the_fir
st_time_ever_what/

(2) the others may merely have merely experienced some combination of
noise, surprise, confusion or pain; the qualia aren't uniquely to do with
hearing

(3) in some cases aural hardware may have been co-opted for other purposes
and this is causing curious effects such as *synaesthesia*

Given the issue of brain hardware and its complications. a radio wave
receiving implant might provide a fairer test (or possibly one of today’s
mind-controlled artificial limbs). Of course, qualia aren’t always to do
with the senses or motor control: concepts have qualia too, e.g. a quale
for Homer Simpson.

-- Tom Robinson

http://www.dailymail.co.uk/news/article-2193656/Phonak-hearing-aids-Man-deaf-breaks-hears-music-time.html#ixzz24oUMt7At
http://www.reddit.com/r/AskReddit/comments/xufi3/i_can_hear_music_for_the_first_time_ever_what/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] major tech ppl hate tech, sometimes TCS <taking-children-
seriously@googlegroups.com>
Date: September 11, 2012 at 2:44 AM

http://www.loopinsight.com/2012/09/09/do-our-gadgets-really-threaten-planes/

Gadgets may not [threaten planes] but the near constant whining of people who 
can’t use their iPads and Kindles and can’t entertain themselves for a few 
minutes might drive some of us insane. Our parents seemed to get along just 
fine on airplanes without needing to be constantly distracted by electronic 
gizmos.

The source of this awful sentiment is a major technology blogger who is, in 
general, pro-computers.

The comments about "our parents..." are both stupid and revealing. He's saying 
terrible things he wouldn't normally say because some of his ideas related to 
parenting stuff got triggered.

-- Elliot Temple
http://curi.us/

http://www.loopinsight.com/2012/09/09/do-our-gadgets-really-threaten-planes/
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [TCS] fear overriding rational thought? TCS <taking-children-
seriously@googlegroups.com>
Date: September 11, 2012 at 3:17 AM

Perception is a TV show with a psychiatry or neuroscience professor or 
something like that who helps the FBI. Each episode begins with him lecturing his 
class for 30 seconds at the end of the class. It's supposed to show his 
intelligence and be interesting and insightful, and is designed to make sense to 
the audience without the context of the first hour of the lecture.

Season 1, Episode 9, his lecture includes something like this statement:

Fear can override rational thought.

This is intended as intellectual, inoffensive mainstream thinking. And it is.

But consider what it means.

Rational thought is thought capable of correcting errors.

Fear is presented as something that can start without our intentional choice.

If we are fearful by mistake, we may be unable to correct it because fear prevents 
error correction.

And once fearful, things go wrong and we can't do anything about them because 
rational thought is blocked.

So problem solving is all messed up and due to our effective thinking being 
"overridden" there is nothing we can do about it. We're just screwed until the fear 
wears off.

What it's saying is that not all problems are soluble, that some suffering and 
failure is inevitable and unavoidable.

That's a mainstream message, and one associated with neuroscience and 
psychiatry ideas in particular (and various other fields, but not all of them).



That it presents this horrible message as being taught, by a prestigious top-of-
the-line professor, to young people, is especially accurate, by accident. They 
didn't mean to illustrate one of the problems with schools, but they have done so. 
The top professors may teach awful mistakes, it happens, and schools have no 
good mechanisms in place to deal with it (what if some student notices it's an 
awful mistake, but is unable to persuade his prestigious, ageist professor? then 
he's treated just like the other students who simply don't understand the material. 
how could he be treated any different than them? unless, of course, he 
suppresses what he thinks is true and just writes on tests what he thinks his 
teacher wants to hear...).

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: Re: [BoI] major tech ppl hate tech, sometimes
Date: September 11, 2012 at 10:01 AM

On Sep 11, 2012 6:12 AM, "Elliot Temple" <curi@curi.us> wrote:

http://www.loopinsight.com/2012/09/09/do-our-gadgets-really-threaten-planes/

Gadgets may not [threaten planes] but the near constant whining of people 
who can’t use their iPads and Kindles and can’t entertain themselves for a few 
minutes might drive some of us insane. Our parents seemed to get along just 
fine on airplanes without needing to be constantly distracted by electronic 
gizmos.

The source of this awful sentiment is a major technology blogger who is, in 
general, pro-computers.

The comments about "our parents..." are both stupid and revealing. He's saying 
terrible things he wouldn't normally say because some of his ideas related to 
parenting stuff got triggered.

What is the terrible thing you are referring to? That people should
stop whining about doing nothing (besides thinking)?

What parenting idea got triggered? That if it was ok for my parents,
then it should be ok for us?

-- Rami

http://www.loopinsight.com/2012/09/09/do-our-gadgets-really-threaten-planes/


From: Rami Rustom <rombomb@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: [TCS] fear overriding rational thought?
Date: September 11, 2012 at 10:33 AM

On Sep 11, 2012 6:12 AM, "Elliot Temple" <curi@curi.us> wrote:

Perception is a TV show with a psychiatry or neuroscience professor or 
something like that who helps the FBI. Each episode begins with him lecturing 
his class for 30 seconds at the end of the class. It's supposed to show his 
intelligence and be interesting and insightful, and is designed to make sense to 
the audience without the context of the first hour of the lecture.

Season 1, Episode 9, his lecture includes something like this statement:

Fear can override rational thought.

This is intended as intellectual, inoffensive mainstream thinking. And it is.

But consider what it means.

Rational thought is thought capable of correcting errors.

But the psychiatrist's (and common sense) view of *rational thought*
is different than the Popperian view.

They believe that rational thought means thought that coincides with
what authorities think.

So, does the rest of your argument apply?

-- Rami



From: Elliot Temple <curi@curi.us>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [TCS] [BoI] major tech ppl hate tech, sometimes
Date: September 11, 2012 at 1:44 PM

On Sep 11, 2012, at 7:01 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sep 11, 2012 6:12 AM, "Elliot Temple" <curi@curi.us> wrote:

http://www.loopinsight.com/2012/09/09/do-our-gadgets-really-threaten-planes/

Gadgets may not [threaten planes] but the near constant whining of people 
who can’t use their iPads and Kindles and can’t entertain themselves for a 
few minutes might drive some of us insane. Our parents seemed to get along 
just fine on airplanes without needing to be constantly distracted by electronic 
gizmos.

The source of this awful sentiment is a major technology blogger who is, in 
general, pro-computers.

The comments about "our parents..." are both stupid and revealing. He's 
saying terrible things he wouldn't normally say because some of his ideas 
related to parenting stuff got triggered.

What is the terrible thing you are referring to? That people should
stop whining about doing nothing (besides thinking)?

What parenting idea got triggered? That if it was ok for my parents,
then it should be ok for us?

Terrible statements:

The hardships of the past are not hardships. Life isn't better with iPads/etc. 
Disliking large, pointless restrictions on freedom is "whining". Using an iPad 
*alone* is "being entertained" rather than "entertaining themselves". (Entertaining 
themselves, btw, is a phrase typically used with children when parents don't want 
to deal with being parents for a bit.)

He both exaggerates and underplays to bias things further. E.g. "near constant 
whining" is overstated, while "a few minutes" is understated.

http://www.loopinsight.com/2012/09/09/do-our-gadgets-really-threaten-planes/


iPad use constitutes being "distracted" "constantly" by "gizmos" (pejorative). This 
from just the same sort of person who would post how iPads are revolutionary 
awesome devices and the Apple-haters/doubters are all wrong. From the sort of 
person to have an iPhone, iPad, and Macbook Pro or Air, all of which he takes on 
his trips. From the sort of person to deny Apple products are shiny gizmos. From 
the sort of person to argue that iPads are great for content creation, not just 
content consumption.

And those "whiners" who might drive him "insane"? They are his children. Other 
adults on planes, in general, do not "whine" to him.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Godel's Incompleteness Theorem
Date: September 11, 2012 at 3:24 PM

On 8 September 2012 19:01, railguage48 <hlogoma@gmail.com> wrote:
I really enjoy this book and especially David Deutsch' style of
writing and discourse.

Much of the discussion passes me by but I am so encouraged by the
positive message in this book, that I reread or now re-listen.

I listened to David discuss the Incompleteness theorem, but I do not
quite follow.

Is it that whilst we might not be able to prove some axiom or other
true mathematically, we still can learn a lot from the axiom and
furthermore that the mathematics has no bearing on whether we can
solve a problem or not?

If you can't prove X then you can work out what would follow if X is
true and what would follow if X is false. By doing this you'll get to
solve lots of mathematical problems.

Also, getting annoyed about not being able to prove X would be like
getting annoyed about not being able to travel faster than the speed
of light. Your response should be to change what problems you find
interesting and possibly your solutions to some current problems.

Alan

-- 



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [TCS] [BoI] major tech ppl hate tech, sometimes
Date: September 11, 2012 at 3:54 PM

On Tue, Sep 11, 2012 at 10:44 AM, Elliot Temple <curi@curi.us> wrote:

On Sep 11, 2012, at 7:01 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sep 11, 2012 6:12 AM, "Elliot Temple" <curi@curi.us> wrote:

http://www.loopinsight.com/2012/09/09/do-our-gadgets-really-threaten-
planes/

Gadgets may not [threaten planes] but the near constant whining of people 
who can’t use their iPads and Kindles and can’t entertain themselves for a 
few minutes might drive some of us insane. Our parents seemed to get 
along just fine on airplanes without needing to be constantly distracted by 
electronic gizmos.

The source of this awful sentiment is a major technology blogger who is, in 
general, pro-computers.

The comments about "our parents..." are both stupid and revealing. He's 
saying terrible things he wouldn't normally say because some of his ideas 
related to parenting stuff got triggered.

What is the terrible thing you are referring to? That people should
stop whining about doing nothing (besides thinking)?

What parenting idea got triggered? That if it was ok for my parents,
then it should be ok for us?

Terrible statements:

The hardships of the past are not hardships. Life isn't better with iPads/etc. 
Disliking large, pointless restrictions on freedom is "whining". Using an iPad 
*alone* is "being entertained" rather than "entertaining themselves". 
(Entertaining themselves, btw, is a phrase typically used with children when 
parents don't want to deal with being parents for a bit.)

http://www.loopinsight.com/2012/09/09/do-our-gadgets-really-threaten-planes/


He both exaggerates and underplays to bias things further. E.g. "near constant 
whining" is overstated, while "a few minutes" is understated.

iPad use constitutes being "distracted" "constantly" by "gizmos" (pejorative). 
This from just the same sort of person who would post how iPads are 
revolutionary awesome devices and the Apple-haters/doubters are all wrong. 
From the sort of person to have an iPhone, iPad, and Macbook Pro or Air, all of 
which he takes on his trips. From the sort of person to deny Apple products are 
shiny gizmos. From the sort of person to argue that iPads are great for content 
creation, not just content consumption.

And those "whiners" who might drive him "insane"? They are his children. Other 
adults on planes, in general, do not "whine" to him.

This last paragraph is the only one that I think might be wrong.  You
are inferring too much.  Other adults on planes may not whine to him,
but other adults definitely whine to him about it when they *aren't*
on planes, either online or in conversation.  Disagreeing with him
(whining) about how annoying it is to have to turn off electronic
devices on flights is common.  Someone does it in the comments.



From: Elliot Temple <curi@curi.us>
Subject: Re: [TCS] [BoI] major tech ppl hate tech, sometimes
Date: September 11, 2012 at 6:12 PM

On Sep 11, 2012, at 12:54 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Tue, Sep 11, 2012 at 10:44 AM, Elliot Temple <curi@curi.us> wrote:

On Sep 11, 2012, at 7:01 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sep 11, 2012 6:12 AM, "Elliot Temple" <curi@curi.us> wrote:

http://www.loopinsight.com/2012/09/09/do-our-gadgets-really-threaten-
planes/

Gadgets may not [threaten planes] but the near constant whining of people 
who can’t use their iPads and Kindles and can’t entertain themselves for a 
few minutes might drive some of us insane. Our parents seemed to get 
along just fine on airplanes without needing to be constantly distracted by 
electronic gizmos.

The source of this awful sentiment is a major technology blogger who is, in 
general, pro-computers.

The comments about "our parents..." are both stupid and revealing. He's 
saying terrible things he wouldn't normally say because some of his ideas 
related to parenting stuff got triggered.

What is the terrible thing you are referring to? That people should
stop whining about doing nothing (besides thinking)?

What parenting idea got triggered? That if it was ok for my parents,
then it should be ok for us?

Terrible statements:

The hardships of the past are not hardships. Life isn't better with iPads/etc. 
Disliking large, pointless restrictions on freedom is "whining". Using an iPad 
*alone* is "being entertained" rather than "entertaining themselves". 
(Entertaining themselves, btw, is a phrase typically used with children when 

http://www.loopinsight.com/2012/09/09/do-our-gadgets-really-threaten-planes/


parents don't want to deal with being parents for a bit.)

He both exaggerates and underplays to bias things further. E.g. "near constant 
whining" is overstated, while "a few minutes" is understated.

iPad use constitutes being "distracted" "constantly" by "gizmos" (pejorative). 
This from just the same sort of person who would post how iPads are 
revolutionary awesome devices and the Apple-haters/doubters are all wrong. 
From the sort of person to have an iPhone, iPad, and Macbook Pro or Air, all 
of which he takes on his trips. From the sort of person to deny Apple products 
are shiny gizmos. From the sort of person to argue that iPads are great for 
content creation, not just content consumption.

And those "whiners" who might drive him "insane"? They are his children. 
Other adults on planes, in general, do not "whine" to him.

This last paragraph is the only one that I think might be wrong.  You
are inferring too much.  Other adults on planes may not whine to him,
but other adults definitely whine to him about it when they *aren't*
on planes, either online or in conversation.  Disagreeing with him
(whining) about how annoying it is to have to turn off electronic
devices on flights is common.  Someone does it in the comments.

He can't be talking about off-plane whining because then "near constant" isn't an 
exaggeration but a complete and utter nonsense lie.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>, Autonomy-Respecting-
Relationships@yahoogroups.com, FoR <Fabric-of-Reality@yahoogroups.com>, 
rational-politics-list@googlegroups.com
Subject: [BoI] Thomas Szasz has died
Date: September 11, 2012 at 6:18 PM

http://www.tributes.com/show/Thomas-Stephen-Szasz-94416283

He was a great advocate of liberty and will be missed :(

If you haven't read at least ten of his books, you should.

-- Elliot Temple
http://elliottemple.com/

-- 

http://www.tributes.com/show/Thomas-Stephen-Szasz-94416283
http://elliottemple.com/


From: Tom Robinson <tmt637@googlemail.com>
Subject: [BoI] Re: Interpersonal comparison of qualia
Date: September 11, 2012 at 8:25 PM

On Tuesday, September 11, 2012 3:39:10 AM UTC+1, Josh Jordan wrote:

On Monday, September 10, 2012 7:49:16 PM UTC-4, Tom Robinson wrote:

It claims that qualia contain evidence concerning your personal
development and intellectual history. They are partially describable. To
the extent that they are describable they embody knowledge of the structure
of your mind and of how things seem to you.

Knowledge can’t come into existence at the flick of a switch: that would
be akin to spontaneous generation (BoI p.81).

Is it possible that the knowledge of how to distinguish between basic
colors, shapes, pitches, smells, etc., came into existence over a period of
millions of years, and is now part of our genes?

Consider two qualia: a quale of the sound of your shoes scraping along a
carpet and a quale of the sound of the same shoes scraping along a bare
wooden floor.

Suppose they are both in the same mind: your mind. We can now state that:

[having genes which contain knowledge of how to build your body] <---
[having ears with cochleas and the rest of the sensory apparatus] <---
[having a brain capable of distinguishing between the two sounds] <---
[having the two qualia] <--- [being aware of those qualia and their
differences]

  where ‘<---’ means ‘is a necessary but not sufficient condition for’

Now the quale for wooden floor scuffing might include: “Stepping into the
hall of Aunty Mildred’s House.”

Clearly neither Aunt Mildred, her house, nor the town in which it is
located were around while the genes which built your inner ears were



evolving.

“But I’m not interested in such parochial details," you may object. "I’m
considering only my direct awareness of a certain kind of sound.”

But here’s the point: there is no such awareness because trying to achieve
that would be a form of essentialism. All we *can* be aware of are the
associated concepts in our minds.

Of course, it’s entirely possible to be able to distinguish sounds without
any awareness at all, just as one can enact memes without knowing why and
speak English without knowing the rules of English grammar (BoI pp.374-5)

-- Tom Robinson



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Depression, Suicide
Date: September 12, 2012 at 4:37 AM

http://wilwheaton.net/2012/09/depression-lies/

Strong evil.

Szasz would have liked to see and demolish it.

:(

-- Elliot Temple
http://fallibleideas.com/

-- 

http://wilwheaton.net/2012/09/depression-lies/
http://fallibleideas.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] Re: Interpersonal comparison of qualia
Date: September 12, 2012 at 12:14 PM

On Tuesday, September 11, 2012 8:25:55 PM UTC-4, Tom Robinson wrote:

On Tuesday, September 11, 2012 3:39:10 AM UTC+1, Josh Jordan wrote:

On Monday, September 10, 2012 7:49:16 PM UTC-4, Tom Robinson wrote:

It claims that qualia contain evidence concerning your personal
development and intellectual history. They are partially describable. To
the extent that they are describable they embody knowledge of the structure
of your mind and of how things seem to you.

Knowledge can’t come into existence at the flick of a switch: that
would be akin to spontaneous generation (BoI p.81).

Is it possible that the knowledge of how to distinguish between basic
colors, shapes, pitches, smells, etc., came into existence over a period of
millions of years, and is now part of our genes?

Consider two qualia: a quale of the sound of your shoes scraping along a
carpet and a quale of the sound of the same shoes scraping along a bare
wooden floor.

Suppose they are both in the same mind: your mind. We can now state that:

[having genes which contain knowledge of how to build your body] <---
[having ears with cochleas and the rest of the sensory apparatus] <---
[having a brain capable of distinguishing between the two sounds] <---
[having the two qualia] <--- [being aware of those qualia and their
differences]

  where ‘<---’ means ‘is a necessary but not sufficient condition for’

Now the quale for wooden floor scuffing might include: “Stepping into the
hall of Aunty Mildred’s House.”



Clearly neither Aunt Mildred, her house, nor the town in which it is
located were around while the genes which built your inner ears were
evolving.

“But I’m not interested in such parochial details," you may object. "I’m
considering only my direct awareness of a certain kind of sound.”

But here’s the point: there is no such awareness because trying to achieve
that would be a form of essentialism. All we *can* be aware of are the
associated concepts in our minds.

Of course, it’s entirely possible to be able to distinguish sounds without
any awareness at all, just as one can enact memes without knowing why and
speak English without knowing the rules of English grammar (BoI pp.374-5

Let's try a simpler example. Suppose John has never tasted anything sweet;
he's only tasted other flavors such as salty, bitter, and sour. When he's
given sugar for the first time, are you saying that he would at first
notice nothing different? Can we expect a long learning period for him to
be able to reliably distinguish between sugar and salt, for instance?



From: Fehér Balázs <feher.balazs.feher@gmail.com>
Subject: [BoI] Three Worlds
Date: September 12, 2012 at 2:42 PM

Dear David and Everyone,

First I would like say thank David for the superb book(s)! :) I have read
The Fabric of Reality a few moths ago and finished The Beginning of
Infinity a few weeks ago. Also thanks for Everyone who participate in this
forum to discuss different topics related to Davids ideas.

Now, I would like to ask your opinions about the following:

This is from the summary of Chapter Five of The Beginning of Infinity:

*"Abstract entities are real, and can play a role in causing physical
phenomena."*
*
*
*This is from The Fabric of Reality: *
*
*
*"Abstract entities that are complex and autonomous exist objectively and
are part of the fabric of reality. There exist logically necessary truths
about these entities, and these comprise the subject-matter of mathematics."
**
*
*
*
*This is from The Road to Reality by Roger Penrose:*
*
*

“My viewpoint allows for three different kinds of reality: the physical,
the mental and the Platonic-mathematical, with something (as yet)
profoundly mysterious in the relations between the three.
We do not properly understand why it is that physical behavior is mirrored
so precisely within the Platonic world, nor do we have much understanding
of how conscious mentality seems to arise when physical material, such as
that found in wakeful healthy human brains, is organised in just the right
way. Nor do we really understand how it is that consciousness, when



directed towards the understanding of mathematical problems, is capable of
divining mathematical truth. What does this tell us about the nature of
physical reality? It tells us that we cannot properly address the question
of that reality without understanding its connection with the other two
realities: conscious mentality and the wonderful world of mathematics.” *
*

Am I correct that Karl Popper had similar views about these three worlds?
Does such a view follow as well from the Fabric of Reality and The
Beginning of Infinity? I am not sure whether David would say that
consciousness (capable of knowing or understanding and thereby deriving
explanations) is a fundamental feature of reality in the sense that Penrose
and Popper think. At least I did not find it explicitly in The Fabric of
Reality and The Beginning of Infinity. What do you think?

Thanks for your comments,
Balázs



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Three Worlds
Date: September 12, 2012 at 6:56 PM

On Sep 12, 2012, at 11:42 AM, Fehér Balázs <feher.balazs.feher@gmail.com> 
wrote:

Dear David and Everyone,

First I would like say thank David for the superb book(s)! :) I have read
The Fabric of Reality a few moths ago and finished The Beginning of
Infinity a few weeks ago. Also thanks for Everyone who participate in this
forum to discuss different topics related to Davids ideas.

Now, I would like to ask your opinions about the following:

This is from the summary of Chapter Five of The Beginning of Infinity:

*"Abstract entities are real, and can play a role in causing physical
phenomena."*
*
*
*This is from The Fabric of Reality: *
*
*
*"Abstract entities that are complex and autonomous exist objectively and
are part of the fabric of reality. There exist logically necessary truths
about these entities, and these comprise the subject-matter of mathematics."
**
*
*
*
*This is from The Road to Reality by Roger Penrose:*
*
*

“My viewpoint allows for three different kinds of reality: the physical,
the mental and the Platonic-mathematical, with something (as yet)
profoundly mysterious in the relations between the three.
We do not properly understand why it is that physical behavior is mirrored
so precisely within the Platonic world, nor do we have much understanding



of how conscious mentality seems to arise when physical material, such as
that found in wakeful healthy human brains, is organised in just the right
way. Nor do we really understand how it is that consciousness, when
directed towards the understanding of mathematical problems, is capable of
divining mathematical truth. What does this tell us about the nature of
physical reality? It tells us that we cannot properly address the question
of that reality without understanding its connection with the other two
realities: conscious mentality and the wonderful world of mathematics.” *
*

To be clear: we are not Platonists here.

Am I correct that Karl Popper had similar views about these three worlds?

Similar to Deutsch. But he wasn't a Platonist.

Does such a view follow as well from the Fabric of Reality and The
Beginning of Infinity? I am not sure whether David would say that
consciousness (capable of knowing or understanding and thereby deriving
explanations) is a fundamental feature of reality in the sense that Penrose
and Popper think. At least I did not find it explicitly in The Fabric of
Reality and The Beginning of Infinity. What do you think?

Universal knowledge creators are a fundamental feature of reality. David talks 
about this. They can do things like simulate any physical processes so the 
structure of some information in their brain (or hard drive or whatever for non-
human universal knowledge creators) matches the structure of distant reality. And 
to predict the far future, you have to take positions on what universal knowledge 
creators will do, which implies taking positions on issues like capitalism and moral 
philosophy and other things which people might mistake as parochial human 
issues, but actually, in this way, they have broad importance. If you want to 
predict the mass of our sun in 1 billion years, you have to know about capitalism, 
not just physics.

What that has to do with "consciousness" or "qualia" or that sort of thing is a point 
many people are deeply confused about and which David steers somewhat clear 
of.



-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Depression, Suicide
Date: September 12, 2012 at 7:49 PM

On 12 September 2012 09:37, Elliot Temple <curi@curi.us> wrote:
http://wilwheaton.net/2012/09/depression-lies/

Strong evil.

Szasz would have liked to see and demolish it.

"When he was 23, my friend Steve killed himself, and though I don’t
think of him every day, I do think of him often, and I wonder what
kind of life he’d have now if he’d gotten help for his Depression.
Being 40 and recalling being 23, I can’t imagine a person ending a
life that is just beginning."

Steve's life wasn't just beginning. He was 23: 23>0. If he ever
existed and isn't just a figment of Wheaton's imagination, he didn't
die because he didn't go to a psychiatrist, he died because he chose
to. He didn't "have depression", he was unhappy: he had problems.

Also note that going to a psychiatrist is described as "getting help",
but actually you're putting yourself in danger of losing your liberty
if you go to a psychiatrist, especially if you tell him you're
considering suicide. And it's difficult to tell what kind of quackery
might be forced on you, so you could be in physical danger too.

"About one in four adults suffer from a diagnosable mental disorder in
a given year."

100% of people have a diagnosable mental disorder because the criteria
for them are loose enough to allow anybody who is annoying in any way
to be imprisoned or forcibly drugged without trial.

"That means if you think about your 10 favorite people in the whole
world two of them could be at risk of suicide."

A person who wants to kill himself isn't some passive lump of meat who
is "at risk", he is considering making a choice and taking action to

http://wilwheaton.net/2012/09/depression-lies/


end his own life.

Wheaton then describes how medication magically saved him from
depression. How does the drug do this? Is it a good idea to ignore
problems that lead to you being unhappy or try to drug them out of
existence? Wil Wheaton seems to think so.

Alan



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Three Worlds
Date: September 12, 2012 at 8:07 PM

By a stroke of good fortune I have just put on line a crib or reading guide to 
Popper's collection of papers on objective knoweldge.

Not fully edited at this stage.

http://www.the-rathouse.com/Popper-papers/OK.html

Enjoy!

Rafe

-- 

http://www.the-rathouse.com/Popper-papers/OK.html


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Thoughts on Szasz
Date: September 13, 2012 at 3:16 AM

Thomas Szasz died a few days ago. He was a great thinker and a friend. I wrote 
some thoughts down:

http://curi.us/1565-thomas-szasz

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/1565-thomas-szasz
http://curi.us/


From: Fehér Balázs <feher.balazs.feher@gmail.com>
Subject: Re: [BoI] Three Worlds
Date: September 13, 2012 at 8:58 AM

"Universal knowledge creators are a fundamental feature of reality. David
talks about this. They can do things like simulate any physical processes
so the structure of some information in their brain (or hard drive or
whatever for non-human universal knowledge creators) matches the structure
of distant reality."

Would you say that *universal knowledge creators *have a different
ontological status from *physical reality* and *abstract entities*? If so,
then would it imply that subjective experience emerges through it by
guessing about the input from the physical world through the five *sensory 
*modalities
(I would call it covert guessing, as its nature is not apparent to us)? As
well as that there is a further aspect to *universal knowledge creators*which is 
merely
*conceptual *guessing (I would call it overt guessing, as its nature is
more apparent to us)? But they are ultimately the same. [I have looked into
Chapter 10 A Dream of Socrates, I think this is related to what is being
said there.]

"What that has to do with "consciousness" or "qualia" or that sort of thing
is a point many people are deeply confused about and which David steers
somewhat clear of."

I also feel like this, but that does not matter as long as we reason well:)

Thanks for your comments,
Balázs



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Three Worlds
Date: September 13, 2012 at 1:22 PM

On Sep 13, 2012, at 5:58 AM, Fehér Balázs <feher.balazs.feher@gmail.com> 
wrote:

Would you say that *universal knowledge creators *have a different
ontological status from *physical reality* and *abstract entities*?

I don't think "ontological status" is useful or defined.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Morality and Rationality
Date: September 13, 2012 at 1:31 PM

On Saturday, September 8, 2012 3:58:22 PM UTC-7, Elliot Temple wrote:

I think I can choose to be irrational - I can choose to disregard some
or

all of the ways that I know of to correct errors in my ideas.

Then you are acting/thinking irrationally regarding some issues. But to
say you "are" irrational is something else.

If you think whether someone "is" irrational, as a person, is a matter of
how they act with regard to *ten* issues, then it's not something that can
be chosen, one can only make the choices on the ten issues which is
indirect.

A permanent state is not what I intended, either by the term "be
irrational" or "be immoral". I intended to refer to a choice regarding some
issues. All people are rational at some times and moral at some times.

A common statement with regard to morality is, "nobody's perfect." When
stated as a reference to fallibility I think that's true. But most often
it's stated as a justification for choosing or having chosen to do
something immoral.

A common statement regarding rationality is, "humans aren't vulcans" (or
"computers", or "robots", or some other reference to an entity with no
emotions). This is used as justification for choosing not to correct
errors, particularly ones that involve emotions.

It's common for people to think it's normal to be immoral sometimes, and
also to be irrational sometimes. By sometimes, I mean, with regard to some
situations and some choices.



Is there any way to reconcile the idea that I cannot choose to be
irrational with the idea that I can choose anything else? In other

words,
is it logically possible that we do not have a choice about whether to

be
irrational, but we still have free will?

I'm not questioning free will. It's just that choosing option A or option
B is never directly choosing to "be irrational" or not. There are many
things which we cannot directly choose, we only make choices about things
under our direct control and then it indirectly controls the things under
our indirect control.

How is choosing whether or not to adopt methods which correct errors
outside of our direct control?

Rami had criticisms of an important idea that I thought was correct: the
idea that morality and rationality are inseparable concepts. I was
attempting to answer those criticisms. That has now led to your

criticism
of another important idea I thought was correct: That free will includes
the power to choose whether or not to be rational.

They are separable concepts: I can explain one and not talk about the
other.

This is true even if they are objectively connected: not all explanations
have to discuss their connections.

True. Objectively connected is better.

I'm not saying they are objectively 100% separable but they have a lot of
independence. You can talk about one, coherently, a lot, without mentioning



the other.

Note you cannot choose to be funny. You choose which jokes to tell, you
can guess which will be funny, but you have no direct control over whether
they are funny or not. Same with rationality. You can choose how to think,
guess which ways are good, but you can't directly control if you did it
right or not.

More generally, you can't choose to succeed, directly. That doesn't mean
it's out of your control or free will is a myth or whatever, that's a
mistaken interpretation of this point.

You can also choose not to tell jokes that you guess are funny. Maybe this
is not exactly "choosing not to be funny" - you might still be funny
without trying - but the important distinction is whether or not you try.

You can try your best to be funny - or not.
You can try your best to be rational - or not.

People like Ariely who write books like "The upside of irrationality" are
telling people they shouldn't try their best to be rational. I think that's
a mistake.

It is important whether or not it is ever morally OK to be irrational.
Lots

of people think that it is OK to be irrational - or even worse, that
being

irrational can sometimes be morally virtuous! Dan Ariely is the
proponent

of this view I'm most familiar with - he wrote a book, "The Upside of
Irrationality." I don't think there's ever an upside to irrationality. I
think people like Ariely are leading others down the wrong path when



they
say that there is.

People saying things like that don't know what irrationality is. They have
a different, bad, confused conception of what irrationality is. They aren't
actually saying what it might sound like they are saying to a Popperian.

Rationality is used as a type of authority in conventional discourse, and
advocating irrationality is a way to rebel against that authority and make
some correct choices it disapproves of.

Morality, too, is used as a type of authority and often when people
"choose immorality" what they are doing is choosing what they think is
moral (correct meaning of the word), but which authority declares is
immoral. And they are accepting that the authority gets to define it as
immoral, but then the implication of that mistake is that then "morality"
isn't always good.

Most people are not familiar with Popper, including (apparently) Arielly.
There is a lot of authority involved in the common conceptions of morality
and rationality, and where rejection of those concepts amounts to rejection
of authority there's nothing wrong.

But there's still a lot of it that's relevant to choosing whether or not to
try your best to correct errors. Faith is an example. The common definition
and practice of faith is pretty nearly the opposite of error correction.
Yet faith is widely regarded as a virtue.

If there are no benefits to immorality how could it ever be rational to
be

immoral?

This is mistaken about what rationality is. Rationality applies to methods
-- are they capable of correcting mistakes?

A person using rational methods can make mistakes. Rationality isn't
infallibility. And mistakes can include immorality.



I did not intend to say that rationality implies infallibility, in morality
or any other area. The choice is whether or not one tries - applies effort
- in the direction of morality and rationality.

As a restatement of my question:

If there are no benefits to immorality, how could rational (error
correcting) methods lead to not trying one's best to be moral?

If there are no benefits to irrationality how could it ever be moral to
be

irrational?

A moral person can make mistakes, too.

Similar restating of this question:

If there are no benefits to irrationality, how could trying one's best to
be moral lead to the rejection of rational (error correcting) methods?

And there's complications like: what is moral to do in situations where
you fail, where things go wrong, where coercion happens? If the moral
answer is something like "cope as best you can", and all coping mechanisms
you know of involve some irrationality, then picking one of them is moral
not immoral.

Can you give an example of this situation?

--Jason

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Article: Why Most Ex-Muslims Don't Go Public Fabric-of-
Reality@yahoogroups.com
Date: September 13, 2012 at 11:53 PM

Check out my article. Its causing some interesting discussion.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-
go-public.html

On a final note, there is an important reason that Ex-Muslims should go public. 
We know that Islamic thinking hurts people – themselves, their families, and 
others. We know that Islam teaches anti-liberal views. For example, it’s 
forbidden for people to have dissenting ideas. This is why Islam instructs 
Muslims to physically force people to convert to Islam and to kill apostates. We 
know that this kind of thinking promotes hate and that Islamic ideas directly 
promote terrorism. And by lying about being Muslims, we are promoting the 
replication of Islamic ideas to the next generation of young minds. Do you want 
your children to live in a world where people continue to turn to terrorism?

In the comments, a Muslim asked me to explain myself in reference to
how Islam hurts people. One of his questions was for me to explain how
Islam directly promotes terrorism. So I replied with my answers to all
his questions, and in reference to the terrorism question I said:
"Quran-5.33 - Kill people who attack Allah."

In his response he addressed that answer with: "as for 5.33 it does
not say what you state [...] THe surah deals with how to deal with
people who are at War with you."

So I replied with: "No. It says how to deal with people who 'wage war
against Allah and his prophet'. What does that have to do with a
person? It doesn't. And somehow you and others confuse 'against Allah
and his prophet' with 'against you'.

-- Rami

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-go-public.html


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Article: Why Most Ex-Muslims Don't Go Public Fabric-of-
Reality@yahoogroups.com
Date: September 13, 2012 at 11:57 PM

On Thu, Sep 13, 2012 at 10:53 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

Check out my article. Its causing some interesting discussion.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-
go-public.html

In the comments someone addressed the terrorism thing by saying that
it is war. He said: "That doesnt happen in real life, you war against
people and chances are they will do the same back. Just look at the
little Drone work in the Saudi pennisula that goes on weekly..mmm
capital punishment without judge or jury, especially for the innocent
bystanders."

So I replied:

I agree with using physical force in self-defense against someone
using physical force against me.

Regarding those Saudis, they are not innocent bystanders. The Saudi
government financially supports terrorism. And Saudi people are
responsible for the actions of their government. Therefore the Saudi
people are not innocent.

The same goes for people who allow terrorists to hide among them.
Muslims say that innocent people are murdered when drones hit
terrorist targets. But those "innocent" people could call the police
to expose the terrorists. Why don't they? They are guilty!

-- Rami

-- 

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-go-public.html


From: Jason <auvenj@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: [BoI] Re: Article: Why Most Ex-Muslims Don't Go Public
Date: September 14, 2012 at 3:54 PM

On Thursday, September 13, 2012 8:57:42 PM UTC-7, Rami Rustom wrote:

On Thu, Sep 13, 2012 at 10:53 PM, Rami Rustom 
<rom...@gmail.com<javascript:>>
wrote:

Check out my article. Its causing some interesting discussion.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-
go-public.html

In the comments someone addressed the terrorism thing by saying that
it is war. He said: "That doesnt happen in real life, you war against
people and chances are they will do the same back. Just look at the
little Drone work in the Saudi pennisula that goes on weekly..mmm
capital punishment without judge or jury, especially for the innocent
bystanders."

So I replied:

I agree with using physical force in self-defense against someone
using physical force against me.

Regarding those Saudis, they are not innocent bystanders. The Saudi
government financially supports terrorism. And Saudi people are
responsible for the actions of their government. Therefore the Saudi
people are not innocent.

The same goes for people who allow terrorists to hide among them.
Muslims say that innocent people are murdered when drones hit
terrorist targets. But those "innocent" people could call the police
to expose the terrorists. Why don't they? They are guilty!

-- Rami

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-go-public.html


Religious people of all stripes say that people who behave badly in the
name of the religion are misunderstanding or misrepresenting its teachings.
How many christians will accept that the actions of the Westboro Baptist
Church are in line with their religion? Not many.

Religious texts are old enough and vague enough to provide both an excuse
and a condemnation for almost any human behavior. The people who say islam
promotes killing, and the people who say islam is a religion of peace, are
both correct. Islam is a religion that can be bent to supposedly justify
nearly anything you want it to.

I think all the religions of the world, including the largest ones -
christianity and islam and judaism, are not just wrong, but ridiculously
so. I say so in public regularly. Yet I find it hard to assign these
religions blame for specific behavior that is rare among their followers.
On the other hand, I do assign religions blame for behavior that is
universally or nearly so taught by its leaders and implemented by its
followers.

Some teachings / behaviors that are nearly universal: Faith instead of
critical thinking. Altruism. Respect for authority. Virtue of sacrifice.
Man's inherent evil nature. Supernatural forces. Beings beyond human
comprehension. These are damaging, poisonous, dangerous ideas. They aren't
unique to islam or christianity or judaism - these bad ideas permeate them
all. I condemn these ideas and the religions that promote them every chance
I get.

Beyond that, thugs will be thugs, cowards will be cowards, and when asked
to explain their despicable behavior it makes little difference if the
thugs and cowards and their enablers cite the Quran, the Bible, Ted
Kaczynski's Manifesto, or Karl Marx.

--Jason

-- 



From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Re: [ARR] Getting better at thinking
Date: September 14, 2012 at 4:01 PM

On Sep 14, 2012, at 6:24 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 13 Sep 2012, at 03:11 AM, Elliot Temple <curi@curi.us> wrote:

one of many approaches they could take towards solving their problems is to 
begin by learning philosophy. once they are better thinkers, they can use that 
skill to come up with better solutions than they were able to before. in general 
it's hard to solve problems effectively while being bad at thinking.

Which philosophy is the most helpful with becoming better at thinking?

Popper's pro-criticism and critical discussion philosophy.

Is it some meta field that helps especially, like ideas about following through 
arguments, expecting problems to have answers, looking at ideas in different 
situations/examples, 'critical thinking', and so on?

Or is learning about the deepest philosophy that has most reach (like 
epistemology, maybe some moral philosophy, etc.) most effective?

And which is easiest to learn? Maybe the latter is better long term but it takes a 
while to learn deeply enough for it to affect your thinking significantly, and you 
kind of need the former to learn it effectively.

To solve problems well, several things coming together is most effective. They 
include:

- great attitude to criticism. actively want and like it.

- personal/individual responsibility

- some optimism, expectation that problems are soluble, so you try persistently 
and don't give up



- some knowledge about not fooling yourself

- some knowledge of logic, what is an argument, etc

- some knowledge of rejecting authority and justificationism in argument

- some knowledge about force vs persuasion

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Prime Number Finder Visualization
Date: September 15, 2012 at 9:14 PM

http://www.numbersimulation.com/

Cool

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://www.numbersimulation.com/
http://beginningofinfinity.com/


From: Destructivist <deductivist@yahoo.com>
Subject: [BoI] Coercion and morality
Date: September 16, 2012 at 7:27 AM

 TCS philosophers define 'coercion' as:

1. the psychological state of enacting one idea or impulse while a
conflicting impulse is still active in one's mind (self-coercion).

2. the action of intentionally or recklessly placing someone in a state of
enacting one theory while a rival theory is still active in the person's
mind (coercion of another);

3. behaviour that is intended, or likely, to do this.

Suppose that Tom has cheated. His girlfriend, Sarah, would prefer not to
have a relationship with a cheater. However, Tom keeps his cheating a
secret; he *intentionally* behaves in such a way that Sarah suspects
nothing (i.e. nonchalantly). Sarah continues having a relationship with
Tom, blissfully unaware of his infidelity. In this situation, Tom, through
his deceitful behavior, has caused Sarah to do something she doesn't *
actually* want to do: continue having a relationship with a cheater.

Has Tom coerced Sarah, or would it be better to say that he 'morally
wronged' her? Is there a difference? Now keep in mind that Sarah is totally
unaware that she's not living a preferable life. None of her active
preferences appear to her to be in conflict. So my question here is whether
it's necessary for a person to be aware of such a conflict in order to be
coerced, or if TCS philosophers are defining coercion in a way that allows
for coercion to happen without the coerced person being aware of it.

I don't recall there being an informal explanation/definition of what the
Good is, in BoI. Prof. Deutsch gives an explanation of what Truth is
(correspondence), but not the Good. Did I miss it somehow, or was it never
explicitly stated?

Would it be correct to brand BoI's moral philosophy as a type of moral
functionalism (the function of moral propositions being to guide
decisions)?

Instead of merely defending ourselves whenever evil people strike, it seems



that we could temporarily benefit from a Hobbesian Leviathan. There are
people in society that refuse to argue or be persuaded that their actions
are evil. Even trying to criticize them could get you killed, because they
would take extreme offense to being judged. It's also hard to tell who they
are, and where they are. There also isn't enough time to try to convince
them to stop doing something evil while they're in the process of doing it.
But if they know that they'll be hunted down and destroyed if they do
something evil, they may decide not to try, because one of the few things
they will pay attention to is a threat of death by a group that has the
means to kill them. Does that make a Leviathan a good thing to have (an
evil deterrence), until people learn to solve disputes through persuasion?

Are the truths of morality dependent on there being a multiverse? In other
words, are there perfect worlds where the inhabitants always make the best
decisions possible given that specific environment? Do these worlds
(including their inhabitants) act as the truthmakers of true moral
statements in other, similar worlds?

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Coercion and morality
Date: September 16, 2012 at 8:06 AM

On Sun, Sep 16, 2012 at 6:27 AM, Destructivist <deductivist@yahoo.com> wrote:
TCS philosophers define 'coercion' as:

1. the psychological state of enacting one idea or impulse while a
conflicting impulse is still active in one's mind (self-coercion).

2. the action of intentionally or recklessly placing someone in a state of
enacting one theory while a rival theory is still active in the person's
mind (coercion of another);

3. behaviour that is intended, or likely, to do this.

Suppose that Tom has cheated. His girlfriend, Sarah, would prefer not to
have a relationship with a cheater. However, Tom keeps his cheating a
secret; he intentionally behaves in such a way that Sarah suspects nothing
(i.e. nonchalantly). Sarah continues having a relationship with Tom,
blissfully unaware of his infidelity. In this situation, Tom, through his
deceitful behavior, has caused Sarah to do something she doesn't actually
want to do: continue having a relationship with a cheater.

Has Tom coerced Sarah, or would it be better to say that he 'morally
wronged' her?

She's not coerced. That idea is not *active* in her mind.

Sure he has wronged her.

Is there a difference? Now keep in mind that Sarah is totally
unaware that she's not living a preferable life. None of her active
preferences appear to her to be in conflict. So my question here is whether
it's necessary for a person to be aware of such a conflict in order to be
coerced,

Yes. The theory must be active in one's mind.



or if TCS philosophers are defining coercion in a way that allows
for coercion to happen without the coerced person being aware of it.

I don't recall there being an informal explanation/definition of what the
Good is, in BoI. Prof. Deutsch gives an explanation of what Truth is
(correspondence), but not the Good. Did I miss it somehow, or was it never
explicitly stated?

Its a big subject. No one has written a book on it yet.

Would it be correct to brand BoI's moral philosophy as a type of moral
functionalism (the function of moral propositions being to guide decisions)?

We use reason to figure out which ideas are good and which are bad,
and to create new ideas.

The act of reasoning is Popper's C&R method.

In the specific case of what to do when there is a disagreement
between two or more people, we use the method of Common Preference
Finding, which Popper's C&R method plus another component, which is
that the truth is found when the group has found a common preference.

Instead of merely defending ourselves whenever evil people strike, it seems
that we could temporarily benefit from a Hobbesian Leviathan. There are
people in society that refuse to argue or be persuaded that their actions
are evil. Even trying to criticize them could get you killed, because they
would take extreme offense to being judged. It's also hard to tell who they
are, and where they are. There also isn't enough time to try to convince
them to stop doing something evil while they're in the process of doing it.

Like if someone is running at my with a knife. Sure I won't try to
persuade him. I'm pulling out my gun and blowing his head off.

But if they know that they'll be hunted down and destroyed if they do
something evil, they may decide not to try, because one of the few things



they will pay attention to is a threat of death by a group that has the
means to kill them.

Like Muslim terrorists getting killed by drone attacks.

Does that make a Leviathan a good thing to have (an evil
deterrence), until people learn to solve disputes through persuasion?

In situations where my life is in danger because of someone else's
intent to physically harm me, physical force is always an option. And
when deciding whether or not it is the right option, I will only
consider my life, not his. And I won't restrict myself to a
proportional response.

Are the truths of morality dependent on there being a multiverse? In other
words, are there perfect worlds where the inhabitants always make the best
decisions possible given that specific environment? Do these worlds
(including their inhabitants) act as the truthmakers of true moral
statements in other, similar worlds?

-- Rami

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Coercion and morality
Date: September 16, 2012 at 8:48 AM

On 16 Sep 2012, at 12:27, Destructivist <deductivist@yahoo.com> wrote:

TCS philosophers define 'coercion' as:

1. the psychological state of enacting one idea or impulse while a conflicting 
impulse is still active in one's mind (self-coercion).

2. the action of intentionally or recklessly placing someone in a state of enacting 
one theory while a rival theory is still active in the person's mind (coercion of 
another);

3. behaviour that is intended, or likely, to do this.

Suppose that Tom has cheated. His girlfriend, Sarah, would prefer not to have a 
relationship with a cheater. However, Tom keeps his cheating a secret; he 
intentionally behaves in such a way that Sarah suspects nothing (i.e. 
nonchalantly). Sarah continues having a relationship with Tom, blissfully 
unaware of his infidelity. In this situation, Tom, through his deceitful behavior, 
has caused Sarah to do something she doesn't actually want to do: continue 
having a relationship with a cheater.

Has Tom coerced Sarah, or would it be better to say that he 'morally wronged' 
her? Is there a difference? Now keep in mind that Sarah is totally unaware that 
she's not living a preferable life. None of her active preferences appear to her to 
be in conflict. So my question here is whether it's necessary for a person to be 
aware of such a conflict in order to be coerced, or if TCS philosophers are 
defining coercion in a way that allows for coercion to happen without the 
coerced person being aware of it.

There are two different things being covered under one term and you are 
conflating them. The first is a noun: it is a state of having preferences that you 
think are in conflict. The second is a verb: acting in a way that you know may 
bring this state about in another person.

I don't recall there being an informal explanation/definition of what the Good is, 
in BoI. Prof. Deutsch gives an explanation of what Truth is (correspondence), 



but not the Good. Did I miss it somehow, or was it never explicitly stated?

Doing philosophy by definitions sucks. No term can be precisely defined since its 
definition will invoke undefined terms. For more details see "Conjectures and 
Refutations", "On the sources of knowledge and of ignorance", especially Section 
XII.

The relevant explanations in moral philosophy are not definitions of the good, 
they are just explanations of why some decisions are better than others.

Would it be correct to brand BoI's moral philosophy as a type of moral 
functionalism (the function of moral propositions being to guide decisions)?

"Moral functionalism" sounds like a fancy philosopher's term. And talking about 
propositions instead of explanations is bad philosophy. The whole proposition 
thing makes it sound like you're going around deriving lots of stuff and that's not 
really possible. You start by proposing moral explanations and critically discuss 
those explanations and actions people have taken, policies they have adopted 
and that sort of thing.

Instead of merely defending ourselves whenever evil people strike, it seems that 
we could temporarily benefit from a Hobbesian Leviathan. There are people in 
society that refuse to argue or be persuaded that their actions are evil. Even 
trying to criticize them could get you killed, because they would take extreme 
offense to being judged. It's also hard to tell who they are, and where they are. 
There also isn't enough time to try to convince them to stop doing something evil 
while they're in the process of doing it. But if they know that they'll be hunted 
down and destroyed if they do something evil, they may decide not to try, 
because one of the few things they will pay attention to is a threat of death by a 
group that has the means to kill them. Does that make a Leviathan a good thing 
to have (an evil deterrence), until people learn to solve disputes through 
persuasion?

Your paragraph makes many substantive, and wrong, assumptions. It also uses 
fancy words like "Leviathan" that obscure the problem.

Sometimes you and the people around you have flaws in your ideas that you fail 
to solve and as a result you end up fighting. You shouldn't hurt people, except in 
self defence, which may include stopping them from doing hurting people. There 
should be institutions to deal with this fighting. You should try to fix flaws in ideas 



that could lead to fighting.

Are the truths of morality dependent on there being a multiverse? In other 
words, are there perfect worlds where the inhabitants always make the best 
decisions possible given that specific environment? Do these worlds (including 
their inhabitants) act as the truthmakers of true moral statements in other, 
similar worlds?

"Truthmaker" is another fancy philosophical term. I think that for any given 
decision that is made badly there is a universe in which the correct decision was 
made, but that doesn't imply that there are any perfect universes. The perfect 
universe idea sounds like a fantasy made up by infallibilist philosophers. I don't 
see any particular reason to discuss what you should have done in a given 
situation in terms of what some guy did in some other universe. What problem 
does this solve?

Alan



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Prime Number Finder Visualization
Date: September 16, 2012 at 6:06 PM

Is that the Ulam Spiral? In which case, this turned up too, just recently:

http://www.nature.com/news/proof-claimed-for-deep-connection-between-primes-
1.11378

On 16/09/2012, at 11:15, "Elliot Temple" <curi@curi.us> wrote:

http://www.numbersimulation.com/

Cool

-- Elliot Temple
http://beginningofinfinity.com/

-- 

-- 

http://www.nature.com/news/proof-claimed-for-deep-connection-between-primes-1.11378
http://www.numbersimulation.com/
http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: Article: Why Most Ex-Muslims Don't Go Public Fabric-of-
Reality@yahoogroups.com, rational-politics-list@googlegroups.com
Date: September 17, 2012 at 11:18 AM

On Thu, Sep 13, 2012 at 10:53 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

Check out my article. Its causing some interesting discussion.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-
go-public.html

On a final note, there is an important reason that Ex-Muslims should go public. 
We know that Islamic thinking hurts people – themselves, their families, and 
others. We know that Islam teaches anti-liberal views. For example, it’s 
forbidden for people to have dissenting ideas. This is why Islam instructs 
Muslims to physically force people to convert to Islam and to kill apostates. We 
know that this kind of thinking promotes hate and that Islamic ideas directly 
promote terrorism. And by lying about being Muslims, we are promoting the 
replication of Islamic ideas to the next generation of young minds. Do you want 
your children to live in a world where people continue to turn to terrorism?

In the comments, someone talked about terrorism as though it was
freedom fighting.

That doesnt happen in real life, you war against people and chances are they 
will do the same back.

I agree with using physical force in self-defense against someone
using physical force against me.

Just look at the little Drone work in the Saudi pennisula that goes on 
weekly..mmm capital punishment without judge or jury, especially for the 
innocent bystanders.

They are not innocent bystanders. The Saudi government financially
supports terrorism. And Saudi people are responsible for the actions
of their government. Therefore the Saudi people are not innocent.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-go-public.html


The same goes for people who allow terrorists to hide among them.
Muslims say that innocent people are murdered when drones hit
terrorist targets. But those "innocent" people could call the police
to expose the terrorists. Why don't they? They are guilty!

Then he and I replied again:

Therefore any person who happens to live in a country whos government acts in 
a criminal manner, they are to be held responsible. So lets extend that out to 
other countries, Every German is responsible for what happened to the Jews 
thus should be jailed?

The idea of responsibility is not as simple as you describe it. In the
case of the Holocaust, the solution was to use military power to bring
the German military down and get rid of the evil Nazy government. Some
German citizens died. Should we say that we shouldn't have used
military power because of those German citizen were innocence? No.
Why? Because they do have a degree of responsibility in the actions of
their government. Are they responsible to the degree that they should
be held accountable (by jailing them) for Holocaust victims? No.

Tunisia, Libya etc.. all run at one time by dictators, but still all the people are 
responsible?

Yes they are responsible for changing their government. Who else is
going to do it?

If their dictatorship government wages war against a religious sect
within their own population, are they responsible for changing their
government so that the genocide stops? Yes.

-- Rami



From: Destructivist <deductivist@yahoo.com>
Subject: Re: [BoI] Coercion and morality
Date: September 18, 2012 at 12:22 AM

On Sunday, September 16, 2012 6:07:34 AM UTC-6, Rami Rustom wrote:

On Sun, Sep 16, 2012 at 6:27 AM, Destructivist 
<deduc...@yahoo.com<javascript:>>
wrote:

TCS philosophers define 'coercion' as:

1. the psychological state of enacting one idea or impulse while a
conflicting impulse is still active in one's mind (self-coercion).

2. the action of intentionally or recklessly placing someone in a state
of

enacting one theory while a rival theory is still active in the person's
mind (coercion of another);

3. behaviour that is intended, or likely, to do this.

Suppose that Tom has cheated. His girlfriend, Sarah, would prefer not to
have a relationship with a cheater. However, Tom keeps his cheating a
secret; he intentionally behaves in such a way that Sarah suspects

nothing
(i.e. nonchalantly). Sarah continues having a relationship with Tom,
blissfully unaware of his infidelity. In this situation, Tom, through

his
deceitful behavior, has caused Sarah to do something she doesn't

actually
want to do: continue having a relationship with a cheater.

Has Tom coerced Sarah, or would it be better to say that he 'morally
wronged' her?

She's not coerced. That idea is not *active* in her mind.

Sure he has wronged her.



OK. Is Sarah in the psychological state listed in definition 1?

According to TCS philosophy, desires and preferences are a type of idea.
Sarah has two active preferences in her mind:

1. I want to have a relationship with Tom.
2. I do not want to have a relationship with a cheater.

I think these preferences are both active because Sarah is consciously
aware that she has them. She'll report that she has these preferences if
anyone happens to ask.

She is enacting one of them, by continuing to have a relationship with Tom.
She believes that she is also enacting (or acting in a way that is
consistent with) #2, when in fact she is not. She doesn't realize that the
behavior which should follow from having preference #2 conflicts with
behavior that should follow from having preference #1, because she hasn't
realized that Tom *is* a cheater. If she were to act in accordance with #2,
she would dump Tom.

She needs an additional, factual theory ("Tom is a cheater") in order to
become *aware* that her behavior - which she thought was consistent with
both of her preferences - was really only consistent with one of them.

So, is Sarah self-coercing by enacting one idea while another conflicting
idea is present in her mind? Or does she need that awareness that there is
a conflict in order to be coerced?

Does that make a Leviathan a good thing to have (an evil
deterrence), until people learn to solve disputes through persuasion?

In situations where my life is in danger because of someone else's
intent to physically harm me, physical force is always an option. And
when deciding whether or not it is the right option, I will only
consider my life, not his. And I won't restrict myself to a
proportional response.



I think your reply is irrelevant to the question I asked, but it is still
interesting to me. When it comes to decisions about how to solve problems
regarding violent people, I think a good rule of thumb is: do the minimum
to solve the problem. Is there a sketchy guy approaching you at night? Walk
in the opposite direction. Don't pull out your .44 magnum and waste him.
Why? Because such an action comes with a host of consequent problems. You
may look like a murderer to bystanders, who might then shoot at *you*. The
police will have to be notified, and you'll likely spend the rest of your
night in an interrogation room explaining your actions. Your gun will be
confiscated. Your wife will have to come pick you up at the station. The
family of the man you shot may want revenge.

All of those consequent problems could be avoided by solving the original
problem another way. In a better world where we have lots of knowledge, we
could anticipate future events to such an amazing degree that we could see
how, say, our choice of breakfast will change the rest of our day, and what
problems we'll face. Then we could solve problems like car accidents
through such minimal actions as, say, stopping to smell a rose for a moment
before we get in our car.

If you use excessive force, this is by definition bad, akin to the way that
unnecessary content in a scientific theory is bad, because it leads to the
problem: why have extra superfluous content? Or in the case of deciding how
to act: why go to that extreme?

It's kind of like applying Occam's razor to morality and behavioral
strategies. But I digress.... :D

-- 



From: Psevdo Nim <izo.psevdo@gmail.com>
Subject: Re: [BoI] Prime Number Finder Visualization
Date: September 15, 2012 at 9:38 PM

On Sun, Sep 16, 2012 at 3:14 AM, Elliot Temple <curi@curi.us> wrote:

http://www.numbersimulation.com/

Cool

While I admit it was fun trying to figure out the geometry and some other
properties of this, I don't see what makes it so impressive?

-- 

http://www.numbersimulation.com/


From: Destructivist <deductivist@yahoo.com>
Cc: alanmichaelforrester@googlemail.com
Subject: Re: [BoI] Coercion and morality
Date: September 18, 2012 at 2:29 AM

On Sunday, September 16, 2012 6:48:54 AM UTC-6, Alan Forrester wrote:

On 16 Sep 2012, at 12:27, Destructivist <deduc...@yahoo.com <javascript:>>
wrote:

TCS philosophers define 'coercion' as:

1. the psychological state of enacting one idea or impulse while a
conflicting impulse is still active in one's mind (self-coercion).

2. the action of intentionally or recklessly placing someone in a state
of enacting one theory while a rival theory is still active in the person's
mind (coercion of another);

3. behaviour that is intended, or likely, to do this.

Suppose that Tom has cheated. His girlfriend, Sarah, would prefer not to
have a relationship with a cheater. However, Tom keeps his cheating a
secret; he intentionally behaves in such a way that Sarah suspects nothing
(i.e. nonchalantly). Sarah continues having a relationship with Tom,
blissfully unaware of his infidelity. In this situation, Tom, through his
deceitful behavior, has caused Sarah to do something she doesn't actually
want to do: continue having a relationship with a cheater.

Has Tom coerced Sarah, or would it be better to say that he 'morally
wronged' her? Is there a difference? Now keep in mind that Sarah is totally
unaware that she's not living a preferable life. None of her active
preferences appear to her to be in conflict. So my question here is whether
it's necessary for a person to be aware of such a conflict in order to be
coerced, or if TCS philosophers are defining coercion in a way that allows
for coercion to happen without the coerced person being aware of it.

There are two different things being covered under one term and you are
conflating them. The first is a noun: it is a state of having preferences
that you think are in conflict. The second is a verb: acting in a way that



you know may bring this state about in another person.

Well that answers my question: Sarah has to think (i.e. be aware that) her
preferences are in conflict.

I think I screwed up by asking whether Tom coerced her, when I should have
asked whether she was in the psychological state described in definition 1.

I don't recall there being an informal explanation/definition of what the
Good is, in BoI. Prof. Deutsch gives an explanation of what Truth is
(correspondence), but not the Good. Did I miss it somehow, or was it never
explicitly stated?

Doing philosophy by definitions sucks. No term can be precisely defined
since its definition will invoke undefined terms. For more details see
"Conjectures and Refutations", "On the sources of knowledge and of
ignorance", especially Section XII.

At the end of each chapter in BoI, there are informal explanations of
certain terms, under the subheading 'Terminology'. Some people would call
them definitions. Personally, I don't really care what they're called. I
found them useful, and wondered why there wasn't one for 'Good'/'Goodness',
while there were entries for 'Explanation', and 'Wealth', etc.

I'm not trying to say "DD has definitions in his books, so philosophy is
all about definitions" or anything like that. I'm trying to get a general
idea of what people mean when they say "X is good", so that I don't have to
rely on an inexplicit intuitive notion. I'll give you an example of the
form of the idea I'm after:

Good
The set of decisions a person can make which, if made, would solve all of
their problems.

The relevant explanations in moral philosophy are not definitions of the
good, they are just explanations of why some decisions are better than
others.



The relevance of an explanation depends on what problems we're trying to
solve, as Elliot Temple once explained to me. The problem I'm trying to
solve is: What is the Good? Or, alternatively: What is moral perfection?

Maybe this problem doesn't belong to morality proper, but to something
analogous to the philosophy of science, but for morality. The philosophy of
morality? Meta-morality?

Would it be correct to brand BoI's moral philosophy as a type of moral
functionalism (the function of moral propositions being to guide
decisions)?

"Moral functionalism" sounds like a fancy philosopher's term. And talking
about propositions instead of explanations is bad philosophy. The whole
proposition thing makes it sound like you're going around deriving lots of
stuff and that's not really possible. You start by proposing moral
explanations and critically discuss those explanations and actions people
have taken, policies they have adopted and that sort of thing.

Then just exchange the word 'propositions' for 'explanations'. The act of
proposing moral explanations (and then critically discussing them) is a
purposeful activity. I think everyone here agrees that ideas are created to
solve problems. I also think everyone would agree that there are different
categories of problems. When an idea or set of ideas is being used to solve
a decision-problem, those ideas are at least temporarily functioning as
decision-informing ideas. Fancy or not, that sounds like moral
functionalism to me (i.e. an idea is a moral idea when it functions to
inform decisions).

Also, I'd like to point out that fancy terms like "multiverse" or "quale"
or "reductionism" are regularly used here, and they're not bad or confusing
terms if you are familiar with their meaning. The meaning of 'moral
functionalism' is almost intuitive. It has the word 'function' in it, which
is a good clue to what sort of position it refers to.

I debate with philosopher-types that enjoy their fancy terms, and I



frequently have to ask what they mean. If I learn their jargon, I can
communicate more effectively with them. When they ask me what my position
is on morality, it would be nice to sum it up with "A type of moral
functionalism." If they want me to elaborate, I can then go into more
detail. But I don't want to give them the wrong idea about my position,
which is why I'm asking whether BoI's moral philosophy really can be summed
up as a form of moral functionalism.

Sometimes you and the people around you have flaws in your ideas that you
fail to solve and as a result you end up fighting. You shouldn't hurt
people, except in self defence, which may include stopping them from doing
hurting people. There should be institutions to deal with this fighting.
You should try to fix flaws in ideas that could lead to fighting.

I agree with all of the above. The existence of that institution has the
nice side-effect of making otherwise unreasonable people think twice before
fighting, even if that is not its stated purpose. It's better to fix the
flaws in our ideas rather than have them sprayed across a wall because we
got dogmatic and violent.

Are the truths of morality dependent on there being a multiverse? In
other words, are there perfect worlds where the inhabitants always make the
best decisions possible given that specific environment? Do these worlds
(including their inhabitants) act as the truthmakers of true moral
statements in other, similar worlds?

"Truthmaker" is another fancy philosophical term. I think that for any
given decision that is made badly there is a universe in which the correct
decision was made, but that doesn't imply that there are any perfect
universes.

So you would say that while there are universes in which a football player
makes a good decision, there is no universe in which the football player
makes a perfect set of decisions for that respective game?

The perfect universe idea sounds like a fantasy made up by infallibilist



philosophers. I don't see any particular reason to discuss what you should
have done in a given situation in terms of what some guy did in some other
universe. What problem does this solve?

It solves the problem: When we say "It is possible, given the current state
of the game, for John to make a perfect set of decisions that will win this
game for him", what makes that (potentially counterfactual) statement true?

Answer: The existence of a world where John actually *does* make a perfect
set of decisions that results in him winning the game.

-- 



From: David Deutsch <david.deutsch@qubit.org>
Cc: beginning-of-infinity@googlegroups.com
Subject: [BoI] How can memes do what conspiracies can't? (Was: $1m. prize 
launched for brain research discovery)
Date: September 18, 2012 at 4:32 AM

On 17 Sep 2012, at 1:11pm, a b wrote:

I seem to recall people rejecting the theoretical
possibility that there are ways to very effectively subvert/manipulate
the views of the public or government...i.e. establish commonly held
beliefs that something is true when it isn't, or not true when it is
and so on.

But then what distinguishes that from the shenanigans of static
memes..if they can sneak past the checkpoint why so confident it can't
happen the other way?

Three main reasons, which are interconnected:

First, a meme isn't restricted by a predetermined agenda (such as 'start a new 
religion' or 'get people to give me a fortune') instead, it evolves in the direction of 
causing *whatever* behaviour will get itself replicated. So the overwhelming 
majority of attempts to start new memes (rational or anti-rational) fail, and of 
those that succeed, the great majority end up being different from what the 
originator intended.

Second, you'd have to be talking about anti-rational memes, since rational ones 
are subject to intense error-correction as part of their replication mechanism. An 
anti-rational meme needs to disable the recipients' critical and creative faculties, 
and to do so in a finely-tuned way. This is an unpleasant experience which 
recipients shy away from if they can. Hence, anti-rational memes are only 
propagated in situations where the recipients can somehow be prevented from 
ignoring or defying them.

Third, a meme is one of a large population of competing variants. Each of them 
has a slightly different strategy for replication, and all of them are tried out in 
practice. Someone who wants to design an anti-rational meme intentionally does 
not have anything like that ability to test trial versions.



-- David Deutsch



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Prime Number Finder Visualization
Date: September 18, 2012 at 9:18 AM

On Sep 18, 2012 12:55 AM, "Psevdo Nim" <izo.psevdo@gmail.com> wrote:

On Sun, Sep 16, 2012 at 3:14 AM, Elliot Temple <curi@curi.us> wrote:

http://www.numbersimulation.com/

Cool

While I admit it was fun trying to figure out the geometry and some other 
properties of this, I don't see what makes it so impressive?

What gave you the idea that it was "so impressive" to begin with?

-- Rami

-- 

http://www.numbersimulation.com/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] John Carmack on fallibility
Date: September 19, 2012 at 3:07 AM

"No matter how good you think you are, you are making mistakes all the
time. You have to have structures around you to try and help you limit the
damage that your mistakes will cause, [and] find them as early as possible
so that you can correct them."- John Carmack [1]

John Carmack is a world-class computer programmer and all-around engineer.
 The statement above reminded me of what Elliot wrote earlier [2]:
"[kripparian] manages not to say anything incompatible with Popper. This
often starts happening when people are really really good at stuff. But is
rare when they are mediocre."

[1] John Carmack. "QuakeCon 2011 Keynote". (August, 2011)
http://www.youtube.com/watch?feature=player_embedded&v=4zgYG-
_ha28&start=1:10:00
[2] Elliot Temple. "Arrogance; Learning". (July 21,
2012) https://groups.google.com/d/msg/beginning-of-
infinity/fovaXBXK1Rs/RsazgAB4Tb0J

-- 

http://www.youtube.com/watch?feature=player_embedded&v=4zgYG-_ha28&start=1:10:00
https://groups.google.com/d/msg/beginning-of-infinity/fovaXBXK1Rs/RsazgAB4Tb0J


From: Rami Rustom <rombomb@gmail.com>
Subject: The Islamic State (was: Article: Why Most Ex-Muslims Don't Go Public) 
Fabric-of-Reality@yahoogroups.com, rational-politics-list@googlegroups.com
Date: September 19, 2012 at 1:43 PM

On Thu, Sep 13, 2012 at 10:53 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

Check out my article. Its causing some interesting discussion.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-
go-public.html

On a final note, there is an important reason that Ex-Muslims should go public. 
We know that Islamic thinking hurts people – themselves, their families, and 
others. We know that Islam teaches anti-liberal views. For example, it’s 
forbidden for people to have dissenting ideas. This is why Islam instructs 
Muslims to physically force people to convert to Islam and to kill apostates. We 
know that this kind of thinking promotes hate and that Islamic ideas directly 
promote terrorism. And by lying about being Muslims, we are promoting the 
replication of Islamic ideas to the next generation of young minds. Do you want 
your children to live in a world where people continue to turn to terrorism?

In the comments, someone wrote and I replied:

Belief is a personal thing. You choose it or you don't. Now in an Islamic state 
personal and state beliefs are the same. If you choose to leave Islam, stop 
doing your fard (i.e. required) actions. You have left. It's simple. However if you 
choose to stand infront of a mosque and start ranting and raving as to why you 
left then that's considered as working against the state. That's treason and 
hence it's treated as such!

I agree that its bad to stand in front of a Mosque and voice your
anti-Islamic opinions. Its bad to do things to people against their
preferences. Muslims don't want people to chant anti-Islamic sentiment
in front of their Mosques. Therefore you shouldn't do it. Now voicing
your opinion on the internet is another story. The Muslims can simply
not go to those websites.

BTW, If an Islamic state was to be created, I have two questions.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-go-public.html


By what process would that happen? [note that I intend to draw
connection between a utopia – the Islamic state – like marx’s
socialism, and a revolution to get to that utopia]

And what would be done about the Non-Muslims currently living in the
place that the Islamic state would be created?

We replied to each other again:

Some confusion me feels. Let me clarify. In an islamic state, if you decide to 
become an apostate thats entirely your decision. Just stop doing your fards (i.e. 
required actions). In an islamic state if you start to spreading your BS then that 
would be considered treason and hence punished as such. IN AN ISLAMIC 
STATE. Only the STATE has the authority to try and convict and punish as it 
sees fit. Since there is NO islamic state then there can be no trials, or 
punishments.

So to answer your question. Yes you can use your real name, you do not live in 
an islamic state, no individual has the authority to carry out any punishment. 
However there are plenty of nutters who do not understand that concept and 
hence i would personally advise against it. Unless you feel 100% secure.

In answer to your other question. There are three distict phases as defined by 
an nabhani in his book (which BTW is not part of the Quran nor Hadith, which 
are the only 2 sources of Islamic truth according to Islam - i.e. Quran and 
Hadith.) Private phase- eduacte the the muslims regarding the need for a state. 
Public Phase- Declare openly to all and sundry that islam when applied correctly 
can be an alternative solution to their problems. Power Phase- When enough 
people are convinced then implement the book by the request of the majority.

So what do you mean what will be done about the non muslims? They are a 
part of the state.

What do you mean by "spread"? Do you mean talking to my friend in my
house about my ideas? How about typing on my computer to the internet?
How about talking on the phone? How about in a private school that I
opened?



His reply was off topic. So I said this:

I noticed a problem in your argument. You said that if someone is
caught spreading BS, then he is tried and punishment for the crime of
treason, but only if that person was in the Islamic state while he did
it. So if he posted his BS to the internet, while he lived in the
Islamic state, he is guilty. But if he went to the internet cafe
across the border (to a country that isn't an Islamic state) and then
he posted his BS to the internet, then he isn't guilty. Do you agree
with my hypothetical situation and that the Islamic state couldn't
tried the second guy for treason? If not, why not? If so, what is the
point of the law? What problem does it solve? It doesn't prevent
people from spreading their BS. Right? So why have a law that doesn't
solve a problem?

So we replied to each other again:

I think you are looking for points that are not there. Citizen if the Islamic state 
can be sitting in an Internet cafe on mars. As long as he/she is a citizen of the 
Islamic state then he/she is bound by the laws. If he she renounces citizenship 
and chooses to live elsewhere then they are bound by the laws of the land they 
have chosen. Do what they want???

I see. Note that your answer does not change the substantive aspect of
my argument. Millions of Ex-Muslims are criticizing Islam on the
internet. Muslims within the Islamic state are forbidden to do this
because of the law you mentioned. So what is the point of the law?
What problem does it solve? It doesn't prevent people from criticizing
Islam on the internet. And Muslims within the Islamic state can easily
read the criticism of Islam on the internet while they reside in their
state. So the law doesn't solve the problem it is supposed to solve.
Or am I missing something?

He didn't reply.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Punishment (was: Article: Why Most Ex-Muslims Don't Go Public) 
Fabric-of-Reality@yahoogroups.com, rational-politics-list@googlegroups.com, 
TCS <taking-children-seriously@googlegroups.com>
Date: September 20, 2012 at 8:50 AM

On Thu, Sep 13, 2012 at 10:53 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

Check out my article. Its causing some interesting discussion.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-
go-public.html

On a final note, there is an important reason that Ex-Muslims should go public. 
We know that Islamic thinking hurts people – themselves, their families, and 
others. We know that Islam teaches anti-liberal views. For example, it’s 
forbidden for people to have dissenting ideas. This is why Islam instructs 
Muslims to physically force people to convert to Islam and to kill apostates. We 
know that this kind of thinking promotes hate and that Islamic ideas directly 
promote terrorism. And by lying about being Muslims, we are promoting the 
replication of Islamic ideas to the next generation of young minds. Do you want 
your children to live in a world where people continue to turn to terrorism?

In the comments, someone replied asking me to explain myself (about
how Islamic thinking hurts people). I illustrated some stuff from the
Quran, one of which was about instructing men to imprison their
adulterous wives until death.

He said, and I replied:

Sahih International (a book about Islam supposedly providing new laws - by new 
I mean separate from the Quran and Hadith) - "Those who commit unlawful 
sexual intercourse of your women - bring against them four [witnesses] from 
among you. And if they testify, confine the guilty women to houses until death 
takes them or Allah ordains for them [another] way."  Simple scenario, the deed 
has been done, what are your chances of having 4 whitnesses? So no 4 
whitnesses no trail or conviction. Trail infort of whom?? a judge. Sounds like you 
need am islamic state for the punishment to be applied! I think you 

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-go-public.html


misunderstand the verse!!

I understood it exactly the way you presented it. Why does it matter
how the judgment should be applied? The point is that the Quran
advocates that adulterous women should be imprisoned until death. And
sure it outlines a method of judgment which is practically impossible
to do today, but why does this point matter? The substantive point is
that the Quran explains that its moral to imprison your wife! And
notice how it doesn't say anything about what happens if a man commits
adultery. So the implication is sexism!

We replied to each other again:

This verse has been abrogated!

What do you mean abrogated? The verse still exists in the Quran.
People are still reading it. They are learning from it!

We replied to each other again:

Sorry I don't think you did understand the way I presented it. Of course it 
matters how the judgement is carried out. There are due processes to protect 
certain people and convict the guilty. Yes the Quran did say that but made 
punishment of that sun virtually impossible. Why do you think that would be?? 
Because it's a warning, a guidance to people that this may happen to you if you 
do not adjust your behaviour. And to your point about sexism, Wrong again. The 
point is that the Quran is warning you of the dangers of immoral behaviour. It 
prescribes a sentance which is nearly impossible to do. If a person cannot be 
trusted to behave, then withdraw them. Rami you must know the punishment is 
no longer for just females but makes as well and it's not withdraw to a room. 
Here is the thing. Your first point back to me is false. The other points you give 
can be proved false too. So where dies this leave your article. You cheerleaders 
will no doubt try to defend you.

So the Quran explains that fear mongering is moral! Do you believe in
this morality?



We replied to each other again:

Over a 23 year period, as situations arose then guidance was given. If the entire 
book was given in one go it would be too difficult to adhere to. That verse was 
initially given as a warning. The mechanism to get punished is impossible. The 
idea is to get you to think. Why is the punishment for adultry serious? Is there 
any good that comes from a mans wife sleeping with another man?? This verse 
was then abrogated as reed points out. The punishment is now different and 
applies to men as well. The more you write back the less I think you know about 
Islam. If you get a chance then study the law there is always an underlying 
principle.  Forgiveness is better for you than the punishment. Repentance is 
better for you than punishment.

You're missing the point. ALL PUNISHMENT IS BAD!!!  So Islam forbids
behavior X. And says there is punishment if you do X (here and/or in
afterlife). But punishment does not cause learning. Punishment does
not cause someone to change his values such that he believes X to be
immoral. Punishment only causes one to change his behavior (avoid
doing X) but only if he thinks he'll be caught and then punished. So
if the person thinks he won't be caught/punished, then he'll do
behavior X. Why? Because he values X.

What's the alternative? Persuasion. Persuasion is the only tool that
can help people change their values. Coercion (which includes
punishment) doesn't work. It only deters the behavior and only while
the person wants to avoid the punishment.

Regarding your point about the underlying principle being that
forgiveness and repentance is better for you than the punishment. All
those ideas are bad. Punishment I've already refuted. It should
*never* be done. Forgiveness presupposes that you were mad at another
person. You shouldn't be mad in the first place. All he did was make a
mistake. Mistakes are common. We all make them. And we should all be
working to fix them so that they don't happen going forward. So there
is nothing to forgive. Repentance presupposes that you "feel guilty"
about your past mistakes. This is horrible. Say you made a mistake and
you solve the problem such that you won't make that mistake again



going forward. So you have improved yourself. Today-you is better than
past-you. What is there to be upset about?

We replied to each other again:

All punishment is bad? That is absolute tripe and you know it. Persuasion is not 
enough, although its powerful tool.

Hey mr rapist! Tell me why it's wrong??  Rapist will give you every reason under 
the sun.  Are you convinced by persuasion that it's wrong?  Rapist will tell you 
he/she is convinced.  Yet they still commit the crime?? So persuasion only dies 
not work. Since you are into child like analogies then this will be up your street. 
A baby has learnt how to crawl and wants to explore. You out it on a sofa and it 
gets to the edge. It's faced with a choice, turn back or keep going. The ones that 
kept going fell off and managed to bump themselves., Now same scenario 
again. The baby that fell will not go near that edge because it associates that 
edge with a fall and pain., Once you have felt the punishment you do not want to 
go back.

You are confusing learning with protecting society from people that
commit crimes against people's freedoms. That rapist should be put in
jail so that he doesn't rape others. While in jail, if he is punished,
the punishment doesn't cause him to no longer value rape.

Regarding your baby example, that is not punishment. Punishment is an
act done by a human to another human. What you've described is that
physics is delivering pain to the child. But physics can't punish
because it isn't a person and thus doesn't have he capacity to choose.
With punishment, a person chooses to perform the act. And he is
choosing to inflict pain onto the other person. In your hypothetical
situation, physics isn't *choosing* to inflict pain.

We replied to each other again:

Ah but memory and the pleasure/pain reflex remains. These two are simply the 
two key drivers of all human interaction. Irrespective of drivers (probably a poor 



example in my part). Pain of punishment serves to remind a person that the 
crime was unacceptable. Persuasion alone dies not and never has worked!!!

No. That only works for animals. Animals change their behavior in
response to a physical pain source. But humans don't do that. Humans
often *want* physical pain. Consider masochists and eating wasabi and
wanting to be slapped during sex. Here humans want physical pain and
they love it.

Besides, punishment doesn't even do what you're saying it does. You
think punishment prevents someone from doing behavior X. But as soon
as the person believes that he won't be punished, then he'll do
behavior X. People commit crimes because they value the behavior and
they believe that they won't get caught/punished.

You said that persuasion alone dies not and never has worked!!! Worked
at doing what? Learning? My entire article was persuasion. Many people
have learned from it and have changed their behavior. What happened
was that they agreed with the ideas in my articles. And so they've
changed their values and thus have changed their behavior, on their
own accord. So what do you mean that persuasion never works? Here it
is working right before our eyes.

He stopped replying about the punishment being bad subject. If he
correctly judged that punishment is bad, then what will he think of
Islam?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Xenophobia BoI Infinity <beginning-of-
infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>, rational-politics-list@googlegroups.com
Date: September 20, 2012 at 9:11 AM

_How Flawed American Foreign Policy is Killing Americans_, by Andrew Stunich.
http://www.islam-watch.org/authors/50-stunich/1149-how-flawed-american-
foreign-policy-is-killing-americans.html

Multiculturalism at its best has helped offset a natural tendency toward unbridled 
xenophobia.

[I commented to his article:] There is no such "natural" tendency.
Xenophobia is not a fact of human nature. Its a meme (i.e. an idea
that replicates from human to human) that has been replicating in
human societies for thousands of years. But that doesn't mean that
future generations will necessarily have this meme. We can wipe out
the meme altogether. And when that happens, would you still call it
human nature? I think no. So it you can't call it human nature today
either.

[The author replied to my comment:] I do not agree. For most of human
history natural xenophobia increased one's chance of not coming into
contact with diseases for which one had no built up antibodies. Also,
historically, there was much to be feared from strangers and to argue
otherwise is folly.

[He replied:] Xenophonia is a lack of knowledge, namely that strangers
aren't necessarily dangerous to my life. Its like the idea many people
have that we should fear aliens. Why should we? They say its because
they might want to harm us. But the reality is that aliens that have
enough technological knowledge to come to our planet also have
advanced moral knowledge too, more advanced than our moral knowledge.
So they would be better than us. For example, they would already know
the philosophical idea we call Non-zero-sum. This idea is relatively
new to human morality but one day it will be universal to all human
societies (although it might be 100 years or 1000 years in the
future).

http://www.islam-watch.org/authors/50-stunich/1149-how-flawed-american-foreign-policy-is-killing-americans.html


[Then he stopped replying.]

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Swedish Muslims go apeshit about anti-Islamic student video 
being shown in a college class BoI Infinity <beginning-of-
infinity@googlegroups.com>, Fabric-of-Reality@yahoogroups.com, TCS <taking-
children-seriously@googlegroups.com>
Date: September 20, 2012 at 10:25 AM

You can get a good understanding of how Muslims think, even the
so-called moderate, educated, Western ones.

At one point in the video a Muslim says, "Why do you show that video?
We pay taxes. We are part of this country too."

So he expects Sweden to violate freedom of speech rights in order to
respect his preference of not seeing (and having other people not see)
negative stuff about Allah/Mohamed/Islam.

http://www.islam-watch.org/component/content/article/85-islam-watch/1153-
allahu-akbar-shouting-muslim-jihadis-attack-swedish-cartoonist-lars-vilks.html

-- Rami

http://www.islam-watch.org/component/content/article/85-islam-watch/1153-allahu-akbar-shouting-muslim-jihadis-attack-swedish-cartoonist-lars-vilks.html


From: Kristen Ely <kristeneely@YAHOO.COM>
Subject: Re: [BoI] Sam Harris article: Life Without Free Will
Date: September 20, 2012 at 4:30 PM

On Sep 10, 2012, at 6:46 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 11/09/2012, at 4:08, "Rami Rustom" <rombomb@gmail.com> wrote:

Life Without Free Will, by Sam Harris

[...]

To turn the matter around, am I responsible for the fact that it has never once 
occurred to me that I might like to be a surgeon? Who gets the blame for my 
lack of inspiration? And what if the desire to become a surgeon suddenly 
arises tomorrow and becomes so intense that I jettison my other professional 
goals and enroll in medical school?

Your preferences come from your ideas. Your ideas become instantiated
when you think. You can choose to think or choose to be lazy and not
think.

So where does this preference to think or choose to be lazy come from? Do you 
choose to choose to think?

Why did you choose to think? Because you say that's better. But why? You have 
ideas that it is better. Where did they come from? You learned them. How? You 
had experiences, encountered problems, conjectured solutions - situations you 
found yourself in by a roll of the dice.

The situations we find ourselves in don't have anything to do with what we make 
of those situations. We can only work with the knowledge we have, but that is 
where I understand free will to come into it -- we choose what to do with the 
knowledge we have.

I don't understand including "conjectured solutions" in a list of "situations you 
found yourself in by a roll of the dice". Conjecturing solutions is an active process. 



"Encountered problems" is also active, because we have to interpret a situation 
as a problem.

Actually, "had experiences" isn't completely random either. There are some 
experiences we don't have control over, like where and when we were born, or 
lightning striking in a way that affects us. But we choose many (most?) of our 
experiences.

You learned some things and experienced some things by din of where you 
found yourself. You were responsible for none of that. And now that you have 
that knowledge, accumulated via chance and circumstance over a long life,

Not completely - or even mostly - by chance and circumstance. We can seek out 
knowledge. Or not. We are responsible for that.

you find that when you encounter this new situation - where you can choose 
between thinking and being lazy as you call it - you have this uncontrollable 
desire to believe that thinking is preferable.

It's not uncontrollable? You can control it? You can choose to genuinely want to 
be lazy? You have freedom in this? Then do so now as an experiment. Choose 
to feel that being lazy is always preferable to thinking.

It's not a matter of looking at all the possibilities and thinking, "Since I have free 
will, I can have any of these desires I want. So I choose -- this random one." Or if 
it is, then I think this interpretation of free will is confused and not valuable or 
interesting. If I have criticized the idea of being lazy, why would I want to choose 
it? What problem does it solve to choose something with known mistakes?

But it is possible to change preferences. If we discover our criticisms are wrong, 
we could decide that being lazy is preferable after all.

If you can succeed in this then I grant you have the kind of free will most people 
think they have.
What the free will problem is classically about. Some try to argue it's not this, but 
I don't know which philosophers they are reading. Free will is about being able 
to choose to choose your choices...not merely to choose them.



For example, in the hypothetical I gave above, you could have
chosen to not think much and tried to do some race car driving for a
few years and then failed at it.

Would I—that is, the part of me that is actually experiencing my life—be the 
true cause of these developments? Every moment of conscious effort—every 
thought, intention, and decision—will have been caused by events of which I 
am not conscious. Where is the freedom in this?

No. You can choose to think. Or choose to stop thinking. I see it all
the time. I'm thinking about a subject and lets say I'm talking to
someone and then they think that the problem is unsolvable, so they
want to quick thinking, cause they think its a waste of time and so
they don't enjoy it.

Are you free to choose to think that thinking is a waste of time? Moreover, are 
you free to feel that it's not enjoyable? Are you free to change your preferences 
in this way?

Yes. It just isn't a random choosing, it's based on explanations and criticisms.

Everything turns on the answers to those questions.

A person’s conscious thoughts, intentions, and efforts at every moment are 
preceded by causes of which he is unaware.

You *can* be unaware, sure. Those are subconscious ideas. But that
doesn't mean those subconscious ideas have to stay subconscious. You
can discover them, i.e. make them conscious and explicit.

How far back does this run? What about why your subconscious is the way it is? 
If you can, on reflection, alter your subconscious, why would you want to do 
that? Because you think there is a better way for your subconscious to be?

Why do you think that? Well...because (in part, at least, on your admission now) 
of something going on in your subconscious? The very thing you are wanting to 



change and think you have the ability to control? Perhaps, on changing bits of 
your subconscious, the very motivation for wanting to change it changes. But 
you could never have predicted this because you cannot have perfect 
understanding of the causal relationships in your subconscious. I think that's by 
definition.

The desire to want to change the subconscious - to make it conscious and 
explicit - is just another desire that you cannot fully account for. It's a desire like 
any other that has causes that lay outside your conscious mind and which you 
cannot be fully responsible for. Some desire - on reflection - seems to just spring 
out of the void and into your mind.

It went through a process of conjecture and refutation.

Ideas (which include our desires and preferences) do not spring out of the void 
and stamp themselves onto our minds. We create our ideas. They come from 
many sources -- conversations, books, movies, websites, our own thinking, etc. 
We find them, and then we create our own understanding of them. And we 
criticize them. The uncriticized ones are the ones we keep, the ones that we 
make into our desires and preferences. This is an active process.

Does denying free will mean denying the process of conjectures and refutations?

-Kristen



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Religion - Morality BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: September 20, 2012 at 5:10 PM

Kid and Parent eating in kitchen and watching tv.

Kid: In heaven, we can do what ever we want.

Parent: We can do what ever we want here.

Kid: You mean we can do bad things here?

Parent: Why would you want to do bad things?

Kid: [silence, went back to watching tv]

-- Rami



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Copernicus and hard-to-vary explanations
Date: September 21, 2012 at 10:25 AM

I've just been sent this nice Copernicus quote:

"Having thus assumed the motions which I ascribe to the earth later on in the 
volume, by long and intense study I finally found that if the motions of the other 
planets are correlated with the orbiting of the earth, and are computed for the 
revolution of each planet, not only do their phenomena follow therefrom but also 
the order and size of all the planets and spheres, and heaven itself is so linked 
together that in no portion of it can anything be shifted without disrupting the 
remaining parts and the universe as a whole."

http://www.historyguide.org/earlymod/dedication.html

If I'd known of this, I would have quoted it in BoI, because it's a perfect example 
of the 'hard-to-vary' criterion being explicitly applied and appealed to, right at the 
beginning of the scientific revolution.

Note also that he says that his conjecture came before his examination of the 
data.

(BTW I think there must be a slight mistranslation or something: Copernicus had 
no way of estimating the *sizes* of planets. But I think "size of all the planets and 
spheres" must just mean what we would call the diameters of the orbits of 
planets.)

-- David Deutsch

http://www.historyguide.org/earlymod/dedication.html


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Jihadi Muslim reasoning (was: The Islamic State (was: Article: Why 
Most Ex-Muslims Don't Go Public)) Fabric-of-Reality@yahoogroups.com, 
rational-politics-list@googlegroups.com
Date: September 21, 2012 at 11:04 AM

A Muslim wrote:
On Fri, Sep 21, 2012 at 9:55 AM, Rami Rustom <rombomb@gmail.com> wrote:

A Muslim wrote:
On Wed, Sep 19, 2012 at 12:43 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

A Muslim wrote:
Check out my article. Its causing some interesting discussion.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-
dont-go-public.html

On a final note, there is an important reason that Ex-Muslims should go 
public. We know that Islamic thinking hurts people – themselves, their 
families, and others. We know that Islam teaches anti-liberal views. For 
example, it’s forbidden for people to have dissenting ideas. This is why 
Islam instructs Muslims to physically force people to convert to Islam and 
to kill apostates. We know that this kind of thinking promotes hate and 
that Islamic ideas directly promote terrorism. And by lying about being 
Muslims, we are promoting the replication of Islamic ideas to the next 
generation of young minds. Do you want your children to live in a world 
where people continue to turn to terrorism?

In the comments, someone wrote and I replied:

Belief is a personal thing. You choose it or you don't. Now in an Islamic 
state personal and state beliefs are the same. If you choose to leave 
Islam, stop doing your fard (i.e. required) actions. You have left. It's simple. 
However if you choose to stand infront of a mosque and start ranting and 
raving as to why you left then that's considered as working against the 
state. That's treason and hence it's treated as such!

I agree that its bad to stand in front of a Mosque and voice your
anti-Islamic opinions. Its bad to do things to people against their
preferences. Muslims don't want people to chant anti-Islamic sentiment

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-go-public.html


in front of their Mosques. Therefore you shouldn't do it. Now voicing
your opinion on the internet is another story. The Muslims can simply
not go to those websites.

The mosques are not mosques as defined by Allah where only Allah is 
addressed. Not only mosques, all the so called places of worship are 
business houses where people are robbed.
Mutual respect is a human consideration and all those disregard that are not 
doing the right thing. Behind all that mischief, there are ulterior motives and 
vested interests.Religion has nothing to do with that.
I fully agree with you.

What do you think of the motives of suicide bombers? What are their reasons 
for doing what they do? What are their goals? And how do they justify that their 
reasons and goals are morally right?

My definition of Islam is 'obeying god'. I dont find any such instructions of God to 
do suicide bombing. Suicide is otherwise also forbidden in Quran.

That is false.

See Surat Al-Anfal (Q-6:151): “Say, ‘Come, I will recite what your
Lord has prohibited to you. (He commands) that you not associate
anything with Him, and to parents, good treatment, and do not kill
your children out of poverty; We will provide for you and them. And do
not approach immoralities - what is apparent of them and what is
concealed. And do not kill the soul which Allah has forbidden (to be
killed) ***except by (legal) right***.’” This has He instructed you
that you may use reason.' - َقُلْ تَعَالَوْا أتَْلُ مَا حَرَّم

رَبُّكُمْ عَلَيْكُمْ ألَاَّ تُشْركُِوا بِهِ شَيئْاً وَبِالْوَالدَِيْنِ
إحِْسَانًا ولََا تقَْتلُُوا أوَلَْادَكُم مِّنْ إمِْلَاقٍ نَّحْنُ

إيَِّاهُمْ ولََا تقَْرَبوُا الْفوََاحِشَ مَا ظهََرَ نرَْزقُُكُمْ وَ
مِنهَْا وَمَا بَطَنَ ولََا تقَْتلُُوا النَّفْسَ الَّتِي حَرَّمَ

اكُم بِهِ لَعَلَّكُمْ اللهَُّ إلِاَّ بِالْحَقِّ ذلَِٰكُمْ وَصَّ
تَعْقِلُونَ

Now let’s go further and explain why it is that jihadi Muslims believe



that its (legally) righteous to commit suicide on Western civilians. I
think that their justification has to do with Surat Al-Baqarah
(Q-2.193): “Fight them until there is no [more] fitnah and [until]
worship is [acknowledged to be] for Allah. But if they cease, then
there is to be no aggression ***except against the oppressors***.” -

وَقَاتِلُوهُمْ حَتَّىٰ لَا تَكُونَ فِتنْةٌَ وَيَكُونَ الدِّينُ للهَِِّ
فَإِنِ انتهََوْا فَلَا عُدْوَانَ إلِاَّ عَلَى الظَّالِميَِن

Now it’s important to understand what qualifies an act as an act of
oppression, and how jihadi Muslims get this part wrong. They believe
that the West is “taking advantage of” Islamic countries and they
construe this “taking advantage of” as oppression. What do they cite?
Free trade and diplomacy. America buys natural resources from Islamic
countries while also paying off some of their dictators thus
preventing fundamentalist Muslims from ruling those countries in an
effort to prevent fundamentalist Muslims from attacking Israel. And
jihadi Muslims view this as oppression.

Note that the suicide bombers don't read the Quran nor do they know
the reasoning I explained above. Its certain Muslim shakhs that know
this stuff. They are the ones persuading young Muslims that the West
is oppressing Muslims and that the right thing to do is to fight back
by suicide bombing civilians.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] How to choose BoI Infinity <beginning-of-
infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>, rational-politics-list@googlegroups.com
Date: September 22, 2012 at 2:20 PM

I'm presented with a situation that I find problematic. Say I quit
smoking a while ago and a friend offered me a cigarette. I noticed
myself considering, "should I smoke or not?"

Before I decide, I should consider the future. But which future?

Me0 chose not to smoke. He now exists in Universe0.

Me1 chose to smoke. He now exists in Universe1.

Imagine that Me0 and Me1 were able to talk to each other about this
decision. What would they say to each other?

Would Me0 persuade Me1 that Me1 was wrong? Or would Me1 persuade Me0
that Me0 was wrong?

Note that in a disagreement between two sufficiently rational people,
they will always reach agreement (given enough time).

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Peer Review (was: Learning; Morality of Animals)
Date: September 23, 2012 at 3:24 AM

On Mar 26, 2012, at 2:42 AM, Steve Push <stephen.push@gmail.com> wrote:

As a non-expert, it gives me pause when I see large numbers of professional 
philosophers who are taking a different view [than some BoI ideas].

But do they have any good arguments...? (What?)

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Interpersonal comparison of qualia
Date: September 23, 2012 at 3:38 AM

On Sep 11, 2012, at 5:25 PM, Tom Robinson <tmt637@googlemail.com> wrote:

On Tuesday, September 11, 2012 3:39:10 AM UTC+1, Josh Jordan wrote:

On Monday, September 10, 2012 7:49:16 PM UTC-4, Tom Robinson wrote:

It claims that qualia contain evidence concerning your personal
development and intellectual history. They are partially describable. To
the extent that they are describable they embody knowledge of the structure
of your mind and of how things seem to you.

Knowledge can’t come into existence at the flick of a switch: that would
be akin to spontaneous generation (BoI p.81).

Is it possible that the knowledge of how to distinguish between basic
colors, shapes, pitches, smells, etc., came into existence over a period of
millions of years, and is now part of our genes?

Consider two qualia: a quale of the sound of your shoes scraping along a
carpet and a quale of the sound of the same shoes scraping along a bare
wooden floor.

Suppose they are both in the same mind: your mind. We can now state that:

[having genes which contain knowledge of how to build your body] <---
[having ears with cochleas and the rest of the sensory apparatus] <---
[having a brain capable of distinguishing between the two sounds] <---
[having the two qualia] <--- [being aware of those qualia and their
differences]

 where ‘<---’ means ‘is a necessary but not sufficient condition for’

Now the quale for wooden floor scuffing might include: “Stepping into the
hall of Aunty Mildred’s House.”



Clearly neither Aunt Mildred, her house, nor the town in which it is
located were around while the genes which built your inner ears were
evolving.

“But I’m not interested in such parochial details," you may object. "I’m
considering only my direct awareness of a certain kind of sound.”

But here’s the point: there is no such awareness because trying to achieve
that would be a form of essentialism. All we *can* be aware of are the
associated concepts in our minds.

Of course, it’s entirely possible to be able to distinguish sounds without
any awareness at all, just as one can enact memes without knowing why and
speak English without knowing the rules of English grammar (BoI pp.374-5)

What problem is this analysis trying to solve?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Coercion and morality
Date: September 23, 2012 at 3:59 AM

On Sep 16, 2012, at 4:27 AM, Destructivist <deductivist@yahoo.com> wrote:

TCS philosophers define 'coercion' as:

1. the psychological state of enacting one idea or impulse while a
conflicting impulse is still active in one's mind (self-coercion).

2. the action of intentionally or recklessly placing someone in a state of
enacting one theory while a rival theory is still active in the person's
mind (coercion of another);

3. behaviour that is intended, or likely, to do this.

Suppose that Tom has cheated. His girlfriend, Sarah, would prefer not to
have a relationship with a cheater. However, Tom keeps his cheating a
secret; he *intentionally* behaves in such a way that Sarah suspects
nothing (i.e. nonchalantly). Sarah continues having a relationship with
Tom, blissfully unaware of his infidelity. In this situation, Tom, through
his deceitful behavior, has caused Sarah to do something she doesn't *
actually* want to do: continue having a relationship with a cheater.

Has Tom coerced Sarah, or would it be better to say that he 'morally
wronged' her?

Cheating is a normal practice in relationships in our society. It's unclear if it was 
immoral or not. It depends.

She's at high risk of coercion when she finds out. Typically people would solely 
blame Tom. I think they both have made a lot of mistakes.

Is there a difference? Now keep in mind that Sarah is totally
unaware that she's not living a preferable life. None of her active
preferences appear to her to be in conflict. So my question here is whether
it's necessary for a person to be aware of such a conflict in order to be
coerced, or if TCS philosophers are defining coercion in a way that allows
for coercion to happen without the coerced person being aware of it.



yes they must be aware to be coerced. coercion depends on one's mind and its 
ideas.

I don't recall there being an informal explanation/definition of what the
Good is, in BoI. Prof. Deutsch gives an explanation of what Truth is
(correspondence), but not the Good. Did I miss it somehow, or was it never
explicitly stated?

we do not need a definition of The Good. we already have knowledge about 
what's good. what we need to do is use and critically improve our existing 
knowledge.

Would it be correct to brand BoI's moral philosophy as a type of moral
functionalism (the function of moral propositions being to guide
decisions)?

no. i'd say BoI type thinking is unfriendly to that kind of thing. screw those Big 
Fancy Terms.

and a quick google for moral functionalism and i see this as the second teaser 
text:

Now, I explain Frank Jackson's version of moral reductionism, called 'moral 
functionalism', by summarizing some of chapter 9 in Miller's ...

moral reductionism? ugh.

also, people use moral ideas for many purposes.

but you're right that moral knowledge can help us make good decisions and that's 
a major moral topic.

Instead of merely defending ourselves whenever evil people strike, it seems
that we could temporarily benefit from a Hobbesian Leviathan. There are
people in society that refuse to argue or be persuaded that their actions



are evil. Even trying to criticize them could get you killed, because they
would take extreme offense to being judged. It's also hard to tell who they
are, and where they are. There also isn't enough time to try to convince
them to stop doing something evil while they're in the process of doing it.
But if they know that they'll be hunted down and destroyed if they do
something evil, they may decide not to try, because one of the few things
they will pay attention to is a threat of death by a group that has the
means to kill them. Does that make a Leviathan a good thing to have (an
evil deterrence), until people learn to solve disputes through persuasion?

how is what you're saying different than the arguments for having cops and self-
defense?

Are the truths of morality dependent on there being a multiverse? In other
words, are there perfect worlds where the inhabitants always make the best
decisions possible given that specific environment? Do these worlds
(including their inhabitants) act as the truthmakers of true moral
statements in other, similar worlds?

the idea of 'perfect worlds' is a misconception. for any branch that is a 'perfect 
world' at one point in time, if you look again 5 minutes later it's now trillions of 
worlds, almost all glaringly imperfect. the 'perfect world' spawned all these 
imperfect things a little while later. it wasn't perfect after all.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Coercion and morality
Date: September 23, 2012 at 4:03 AM

On Sep 17, 2012, at 9:22 PM, Destructivist <deductivist@yahoo.com> wrote:

On Sunday, September 16, 2012 6:07:34 AM UTC-6, Rami Rustom wrote:

On Sun, Sep 16, 2012 at 6:27 AM, Destructivist 
<deduc...@yahoo.com<javascript:>>
wrote:

TCS philosophers define 'coercion' as:

1. the psychological state of enacting one idea or impulse while a
conflicting impulse is still active in one's mind (self-coercion).

2. the action of intentionally or recklessly placing someone in a state
of

enacting one theory while a rival theory is still active in the person's
mind (coercion of another);

3. behaviour that is intended, or likely, to do this.

Suppose that Tom has cheated. His girlfriend, Sarah, would prefer not to
have a relationship with a cheater. However, Tom keeps his cheating a
secret; he intentionally behaves in such a way that Sarah suspects

nothing
(i.e. nonchalantly). Sarah continues having a relationship with Tom,
blissfully unaware of his infidelity. In this situation, Tom, through

his
deceitful behavior, has caused Sarah to do something she doesn't

actually
want to do: continue having a relationship with a cheater.

Has Tom coerced Sarah, or would it be better to say that he 'morally
wronged' her?



She's not coerced. That idea is not *active* in her mind.

Sure he has wronged her.

OK. Is Sarah in the psychological state listed in definition 1?

According to TCS philosophy, desires and preferences are a type of idea.
Sarah has two active preferences in her mind:

1. I want to have a relationship with Tom.
2. I do not want to have a relationship with a cheater.

She thinks Tom isn't a cheater so she doesn't see any conflict at this time.

The relevant thing is not abstract conflicts but actual conflicts in her mind.

I think these preferences are both active because Sarah is consciously
aware that she has them. She'll report that she has these preferences if
anyone happens to ask.

She is enacting one of them, by continuing to have a relationship with Tom.
She believes that she is also enacting (or acting in a way that is
consistent with) #2, when in fact she is not. She doesn't realize that the
behavior which should follow from having preference #2 conflicts with
behavior that should follow from having preference #1, because she hasn't
realized that Tom *is* a cheater. If she were to act in accordance with #2,
she would dump Tom.

She needs an additional, factual theory ("Tom is a cheater") in order to
become *aware* that her behavior - which she thought was consistent with
both of her preferences - was really only consistent with one of them.

So, is Sarah self-coercing by enacting one idea while another conflicting
idea is present in her mind? Or does she need that awareness that there is
a conflict in order to be coerced?

Need that awareness.



-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Coercion and morality
Date: September 23, 2012 at 4:16 AM

On Sep 17, 2012, at 11:29 PM, Destructivist <deductivist@yahoo.com> wrote:

Good
The set of decisions a person can make which, if made, would solve all of
their problems.

I think all known attempts to approach moral philosophy in this way have done 
worse than common sense/popular wisdom/the man on the street. Let alone 
worse than more advanced stuff like Objectivism.

Also, I'd like to point out that fancy terms like "multiverse" or "quale"
or "reductionism" are regularly used here, and they're not bad or confusing
terms if you are familiar with their meaning.

I think "quale" actually is bad. I think most thinking on that whole topic is vague 
and confused. A lot has below-zero value.

I don't think "multiverse" really counts as fancy. It's just a technical term for 
physics which not everyone knows. Medicine, programming and other fields also 
have and need various terminology for stuff that most people don't know about 
but people in that field often discuss. We don't have anything against those (e.g. 
programmers have terms like "nand gate", "xor", "factory pattern", "spaghetti 
code", "code golf", "finite automata", "db schema", "DRY", "distributed version 
control system", "recursion", etc... None of those are bad even though most 
people don't know them.)

"Reductionism" is an important idea. But in many cases, an explanation would 
better serve some audience members.

Note that "reductionism" and "multiverse" are both shorthand for longer 
statements. They are well defined with little controversy about their meaning. 
Whereas whatever you decide "the good" means, if you write "the good" in your 
posts as shorthand for it, even educated people in the field aren't going to know 
what you meant. Also because "the good" already has many meanings, if you try 
to use it exclusively for a particular meaning you make it hard to talk about other 
meanings by taking away their word.



I think you're going about things backwards. You have a word ("good") and want 
to know what it means. It should be the other way: have concepts, think about 
them, and if you use one a lot and it doesn't have a word or short enough phrase 
then you can name it.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Coercion and morality
Date: September 23, 2012 at 4:19 AM

On Sep 17, 2012, at 11:29 PM, Destructivist <deductivist@yahoo.com> wrote:

When they ask me what my position
is on morality, it would be nice to sum it up with "A type of moral
functionalism." If they want me to elaborate, I can then go into more
detail. But I don't want to give them the wrong idea about my position,
which is why I'm asking whether BoI's moral philosophy really can be summed
up as a form of moral functionalism.

Why don't you say something more like this?

Morality is about making good choices. These benefit oneself, and also do not 
harm others. There is never any unavoidable, unsolvable conflict between 
people's interests; win/win solutions are always possible and are the best 
choices. One of the key attributes of a moral life is that it's good at correcting its 
own mistakes. You don't have to be perfect, but you better be improving instead 
of making the same mistakes forever.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Interpersonal comparison of qualia
Date: September 23, 2012 at 4:22 AM

On Sep 8, 2012, at 6:09 PM, Tom Robinson <tmt637@googlemail.com> wrote:

On Wednesday, September 5, 2012 11:30:26 PM UTC+1, steve whitt wrote:

I've read through your chapter on qualia several times and am still
trying to understand [...]

explanation of qualia?

Qualia are mentioned a few times in BoI but there isn’t a chapter
specifically devoted to the concept.

The chapter ‘Artificial Creativity’ states that qualia are neither
describable nor predictable and illustrates this with an improved version
of the thought experiment ‘Mary’s Room’.

Can you give a quote? I don't recall BoI saying that.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Interpersonal comparison of qualia
Date: September 23, 2012 at 4:34 AM

On 23 Sep 2012, at 09:22, Elliot Temple <curi@curi.us> wrote:

On Sep 8, 2012, at 6:09 PM, Tom Robinson <tmt637@googlemail.com> wrote:

On Wednesday, September 5, 2012 11:30:26 PM UTC+1, steve whitt wrote:

I've read through your chapter on qualia several times and am still
trying to understand [...]

explanation of qualia?

Qualia are mentioned a few times in BoI but there isn’t a chapter
specifically devoted to the concept.

The chapter ‘Artificial Creativity’ states that qualia are neither
describable nor predictable and illustrates this with an improved version
of the thought experiment ‘Mary’s Room’.

Can you give a quote? I don't recall BoI saying that.

It says (near the bottom of p153) that they are *currently* neither describable nor 
predictable. And then on p154 it says that we seem to have them and that it 
*seems* impossible to describe them. But then it immediately says: "One day, we 
shall. Problems are soluble."

-- David Deutsch



From: Destructivist <deductivist@yahoo.com>
Subject: Re: [BoI] Coercion and morality
Date: September 23, 2012 at 6:42 AM

On Sunday, September 23, 2012 1:59:20 AM UTC-6, Elliot Temple wrote:

On Sep 16, 2012, at 4:27 AM, Destructivist <deduc...@yahoo.com<javascript:>>
wrote:

TCS philosophers define 'coercion' as:

1. the psychological state of enacting one idea or impulse while a
conflicting impulse is still active in one's mind (self-coercion).

2. the action of intentionally or recklessly placing someone in a state
of

enacting one theory while a rival theory is still active in the person's
mind (coercion of another);

3. behaviour that is intended, or likely, to do this.

Suppose that Tom has cheated. His girlfriend, Sarah, would prefer not to
have a relationship with a cheater. However, Tom keeps his cheating a
secret; he *intentionally* behaves in such a way that Sarah suspects
nothing (i.e. nonchalantly). Sarah continues having a relationship with
Tom, blissfully unaware of his infidelity. In this situation, Tom,

through
his deceitful behavior, has caused Sarah to do something she doesn't *
actually* want to do: continue having a relationship with a cheater.

Has Tom coerced Sarah, or would it be better to say that he 'morally
wronged' her?

Cheating is a normal practice in relationships in our society. It's
unclear if it was immoral or not. It depends.

She's at high risk of coercion when she finds out. Typically people would
solely blame Tom. I think they both have made a lot of mistakes.



I knew from reading some of your other material that you would say this,
and I agree that they are mutually responsible for any coercion that
happens. Presumably, Tom made a promise to be 'exclusive' with Sarah, and
you've explained why promises are irrational elsewhere. So Tom is partly
responsible because he essentially 'wrote a check his ass couldn't cash',
and Sarah is partly responsible because she wanted something unrealistic
from Tom. I'm sure there are many more details to this situation in the
universe where this actually happened that elucidate the various ways they
were responsible.

Is there a difference? Now keep in mind that Sarah is totally
unaware that she's not living a preferable life. None of her active
preferences appear to her to be in conflict. So my question here is

whether
it's necessary for a person to be aware of such a conflict in order to

be
coerced, or if TCS philosophers are defining coercion in a way that

allows
for coercion to happen without the coerced person being aware of it.

yes they must be aware to be coerced. coercion depends on one's mind and
its ideas.

Awesome. I'm glad I understand TCS-coercion now. Thanks to both you and
Alan.

Would it be correct to brand BoI's moral philosophy as a type of moral
functionalism (the function of moral propositions being to guide
decisions)?

no. i'd say BoI type thinking is unfriendly to that kind of thing. screw
those Big Fancy Terms.

and a quick google for moral functionalism and i see this as the second
teaser text:



Now, I explain Frank Jackson's version of moral reductionism, called
'moral functionalism', by summarizing some of chapter 9 in Miller's ...

moral reductionism? ugh.

also, people use moral ideas for many purposes.

but you're right that moral knowledge can help us make good decisions and
that's a major moral topic.

It wasn't presented to me as a form of reductionism. Maybe the person who
introduced the term to me didn't know that it was reductionism, or maybe I
came off as advocating reductionism.

I think I detect an implication that moral knowledge can be for more than
making good decisions. What else can it be used for besides decision-making
purposes?

Instead of merely defending ourselves whenever evil people strike, it
seems

that we could temporarily benefit from a Hobbesian Leviathan. There are
people in society that refuse to argue or be persuaded that their

actions
are evil. Even trying to criticize them could get you killed, because

they
would take extreme offense to being judged. It's also hard to tell who

they
are, and where they are. There also isn't enough time to try to convince
them to stop doing something evil while they're in the process of doing

it.
But if they know that they'll be hunted down and destroyed if they do
something evil, they may decide not to try, because one of the few

things
they will pay attention to is a threat of death by a group that has the
means to kill them. Does that make a Leviathan a good thing to have (an



evil deterrence), until people learn to solve disputes through
persuasion?

how is what you're saying different than the arguments for having cops and
self-defense?

It's different from arguments for self-defense, because unlike a Leviathan,
self-defense doesn't depend on taxation to exist. It's not different from
arguments for having cops, because police are government-funded, which is
in turn funded by you and me.

What I'd like to know, and what my question is for getting an answer to, is
whether a tax-funded Leviathan is a necessary thing that a society must
have around until its people 'wise up' and realize there's a better way
(anarchy). Is it a better state to be in for the time being? I think it is,
because if the government vanished over night, I bet there would be a lot
of highly immoral acts. Are we, as a people, not ready for anarchy? Are we
too evil for it to work for us right now?

Are the truths of morality dependent on there being a multiverse? In
other

words, are there perfect worlds where the inhabitants always make the
best

decisions possible given that specific environment? Do these worlds
(including their inhabitants) act as the truthmakers of true moral
statements in other, similar worlds?

the idea of 'perfect worlds' is a misconception. for any branch that is a
'perfect world' at one point in time, if you look again 5 minutes later
it's now trillions of worlds, almost all glaringly imperfect. the 'perfect
world' spawned all these imperfect things a little while later. it wasn't
perfect after all.

I should have said "perfect histories" instead of "perfect worlds", which
would only be a slice of a history. I accept the b-theory of time with a
multiversal twist, as it's presented in FoR, so I think that in a strange
atemporal sense, histories "already exist", and in some of them everything



went great. All the beings in them, no matter at what time they exist,
couldn't have had a better life. All their memories are of the best
possible stuff happening, all the right decisions by everyone being made,
etc etc.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Coercion and morality
Date: September 23, 2012 at 1:52 PM

On Sep 23, 2012, at 3:42 AM, Destructivist <deductivist@yahoo.com> wrote:

On Sunday, September 23, 2012 1:59:20 AM UTC-6, Elliot Temple wrote:

On Sep 16, 2012, at 4:27 AM, Destructivist 
<deduc...@yahoo.com<javascript:>>
wrote:

also, people use moral ideas for many purposes.

but you're right that moral knowledge can help us make good decisions and
that's a major moral topic.

I think I detect an implication that moral knowledge can be for more than
making good decisions. What else can it be used for besides decision-making
purposes?

One way moral ideas are used is to try to make people feel guilty.

Another way they can be used is in a bundle. You offer some good moral ideas 
along with something else and try to get people to accept it as a package deal, or 
only allow access to the good moral ideas if they let you teach them the other 
ideas.

Another thing moral knowledge can be is a source of income -- you could sell 
good advice.

due to connections between fields, one can also use moral ideas to help 
understand some religious or epistemological ideas (for example).



Instead of merely defending ourselves whenever evil people strike, it
seems

that we could temporarily benefit from a Hobbesian Leviathan. There are
people in society that refuse to argue or be persuaded that their

actions
are evil. Even trying to criticize them could get you killed, because

they
would take extreme offense to being judged. It's also hard to tell who

they
are, and where they are. There also isn't enough time to try to convince
them to stop doing something evil while they're in the process of doing

it.
But if they know that they'll be hunted down and destroyed if they do
something evil, they may decide not to try, because one of the few

things
they will pay attention to is a threat of death by a group that has the
means to kill them. Does that make a Leviathan a good thing to have (an
evil deterrence), until people learn to solve disputes through

persuasion?

how is what you're saying different than the arguments for having cops and
self-defense?

It's different from arguments for self-defense, because unlike a Leviathan,
self-defense doesn't depend on taxation to exist. It's not different from
arguments for having cops, because police are government-funded, which is
in turn funded by you and me.

What I'd like to know, and what my question is for getting an answer to, is
whether a tax-funded Leviathan is a necessary thing that a society must
have around until its people 'wise up' and realize there's a better way
(anarchy). Is it a better state to be in for the time being? I think it is,
because if the government vanished over night, I bet there would be a lot
of highly immoral acts. Are we, as a people, not ready for anarchy? Are we
too evil for it to work for us right now?

I don't think having tax-funded cops is the only possible progression from a 



primitive society to one way more advanced than ours.

But now that we have them it's hard to create alternatives to address a problem 
they are already addressing. And it doesn't matter so much. Having any tax at all 
is not as awful as libertarians think. Taxes are a big problem but that is because 
of (in the US) social security, medicare, welfare programs, government being big 
with tons of laws to manage, government trying to do jobs it shouldn't (e.g. 
libraries, parks, post office), and the military (has to be mentioned because it 
costs a lot. but without involuntary taxes you'd still need to pay for something like 
it anyway).

Are the truths of morality dependent on there being a multiverse? In
other

words, are there perfect worlds where the inhabitants always make the
best

decisions possible given that specific environment? Do these worlds
(including their inhabitants) act as the truthmakers of true moral
statements in other, similar worlds?

the idea of 'perfect worlds' is a misconception. for any branch that is a
'perfect world' at one point in time, if you look again 5 minutes later
it's now trillions of worlds, almost all glaringly imperfect. the 'perfect
world' spawned all these imperfect things a little while later. it wasn't
perfect after all.

I should have said "perfect histories" instead of "perfect worlds", which
would only be a slice of a history. I accept the b-theory of time with a
multiversal twist, as it's presented in FoR, so I think that in a strange
atemporal sense, histories "already exist", and in some of them everything
went great. All the beings in them, no matter at what time they exist,
couldn't have had a better life. All their memories are of the best
possible stuff happening, all the right decisions by everyone being made,
etc etc.

As long as you keep it purely retrospective then you're OK for my point. You can 
define a criterion of "perfect" that is physically possible and know some histories 
meet it (though they may have a very tiny measure).



One of the things you will observe when omnisciently looking over this 'perfect 
history', which may be counter-intuitive, is that the people will make all sorts of 
preparations for possible problems that never happen. They will have battery 
backups for their surge protectors, but the power never goes out. They will have 
safety gloves for handling dangerous materials, even though no one has ever 
gotten a disease. They will buy insurance, they will train doctors who have no 
patients (and pay them), they will always be ready for error and mistakes and 
have systems in place to deal with them (much better than our systems and 
readiness!). No one will ever die but they will invent immortality (including a cure 
for cancer and other medical technology) anyway. At one point you'd have all 
these people, tens of thousands of years old, not dying, but many of them would 
be predicted to die at any time and you'd have all these medical researchers 
racing to save them, thinking their research will take another few years and 
millions of people will die by then, but then no one ends up dying. It'd be pretty 
bizarre to look at.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Tom Robinson <tmt637@googlemail.com>
Subject: Re: [BoI] Interpersonal comparison of qualia
Date: September 23, 2012 at 2:02 PM

On Sunday, September 23, 2012 9:35:00 AM UTC+1, David Deutsch wrote:

On 23 Sep 2012, at 09:22, Elliot Temple <cu...@curi.us <javascript:>>
wrote:

On Sep 8, 2012, at 6:09 PM, Tom Robinson 
<tmt...@googlemail.com<javascript:>>

wrote:

Qualia are mentioned a few times in BoI but there isn’t a chapter
specifically devoted to the concept.

The chapter ‘Artificial Creativity’ states that qualia are neither
describable nor predictable and illustrates this with an improved

version
of the thought experiment ‘Mary’s Room’.

Can you give a quote? I don't recall BoI saying that.

It says (near the bottom of p153) that they are *currently* neither
describable nor predictable. And then on p154 it says that we seem to have
them and that it >*seems* impossible to describe them. But then it
immediately says: "One day, we shall. Problems are soluble."

This is absolutely correct of course and sorry I didn't include the word
'currently'. I knew that BoI regarded qualia as a problem and not as
anything inherently mysterious -- in fact I took it as a challenge!

-- Tom



From: Tom Robinson <tmt637@googlemail.com>
Subject: Re: [BoI] Interpersonal comparison of qualia
Date: September 23, 2012 at 2:30 PM

On Sunday, September 23, 2012 8:38:45 AM UTC+1, Elliot Temple wrote:

What problem is this analysis trying to solve?

For one thing there's "that we seem to have them and that it seems
impossible to describe them", which DD just quoted. Btw, I think it
possible that not *all* of us have qualia.

Also, there are possible connections with creativity and other properties
of mind which are fun to think about. Perhaps understanding these will help
us to build an AI.

-- Tom

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Promises are irrational
Date: September 23, 2012 at 3:11 PM

On Aug 28, 2012, at 5:03 PM, Jason <auvenj@gmail.com> wrote:

On Monday, August 27, 2012 2:13:13 PM UTC-7, JustinM wrote:

On Aug 27, 2012, at 12:43 PM, Jason wrote:

On Sunday, August 26, 2012 1:11:33 PM UTC-7, JustinM wrote:

Contract type promises serve important and functional purposes -- they
allow mutually beneficial transactions and are basically a way of enforcing
property rights (if i lend u money, u promise to give me my money back
later + interest as I specify).

That's totally different from e.g. a promise to love someone forever
(marriage), right?

Or even a promise to be best friends forever, or play chess every
Sunday.

They are not "totally different". They are both promises - statements
that you will do something in the future that you may or may not actually
choose to or be able to do. However, I agree and there seems to be
substantial consensus that they *are* different in some important ways.

One difference is that people build the possibility of the other party not
fulfilling the capitalist contract into their end of the bargain into their
expectations regarding the contract. Like, often there will be breach
clauses IN the contract itself, and of course all contracts operate against
the common law background which has various default policies regarding
giving the parties the benefit of their bargain and such.



But if you breach a contract, it's no big deal -- you just pay your
damages and you're done. And often its efficient for you to breach, because
a better use of your time/resources comes along. And as long as you pay the
damages, you're good.

This is very different than with personal promises, where you're supposed
to do whatever you promised to do and people will get mad if you don't.

I don't think this is the relevant difference, though it points in the
right direction as you get to below. You're supposed to pay your mortgage,
especially if you have the financial resources to do so - not just
strategically default because property values dropped.

I don't think this is a good example because I think bankruptcy laws and policies 
are crude and not very well thought out. They aren't an example of the right way 
of doing things.

Contracts are a model of a good way of doing things. Bankruptcy and contracts 
are both from the business side of things but one is way better than the other.

Bankruptcy is an improvement over debtor's prisons but still has a long ways to 
go. (No, I don't have the solution.)

And some people to
whom a mortgage is owed will get mad if you don't pay - not big banks,
which as big organizations are incapable of "getting mad", but individual
sellers who carried back notes on their properties for example. Unless
you're trying to suggest that only promises made to big corporations are
rational, which I don't think is what you're trying to say, then we still
have a problem.

I do recognize a significant difference in degree and frequency here if not
in kind. Individuals expect you to keep a promise to "love you for life"
more strongly than they expect you to keep a promise to pay a mortgage, and



they get "madder" if you break a promise of love than they do if you break
a promise to pay your mortgage.

One difference in kind is that contracts are useful and allow mutually beneficial 
interactions that wouldn't work without them.

Promises are not useful. They don't serve any functional purpose. They serve 
bad purposes (e.g. helping people fool themselves or irrationally ignore risks, or 
helping people pressure, control and manipulate others).

[skipped a bunch of text]

I am inclined to think the primary irrationality you're associating with
promises lies with the expectations, culture, and traditions associated
with them - not with the core idea of making a promise.

No. The core idea of making guarantees about future that you can't actually 
guarantee is bad. (Note: contracts, as a rule, don't do this. Though a few bad 
ones could.)

I think these
expectations, cultural conventions, and traditions *tend* to be applied
more strongly to personal promises than to capitalist contracts, though as
stated above they can apply to both. And they *tend* to affect the
rationality of promise recipients at least as much, if not more, than
promise makers.

I think it's correct to say that "making promises you're not objectively
likely to be able or want to keep is irrational" and "having unrealistic
expectations about the likelihood of promises being kept is irrational",
and "getting emotional when a promise is not kept is irrational". I'm just
not convinced of the more categorical "promises are irrational".

Suppose, of the sake of argument, that you were exactly 99% likely to keep some 
promise if you made it, and you knew this. Promising it when you know it might 
not happen is contrary to the spirit and meaning of promising, it's not allowed. 
The criterion for promises is not that you think you're likely to keep it, they are 
offering a guarantee and pretending risk doesn't exist. (Of course it does and 



people know it does if they think about it. But sometimes they do things like try 
not to think about it and make promises. And that's bad.)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Promises are irrational
Date: September 23, 2012 at 3:23 PM

On Aug 30, 2012, at 2:23 PM, Jason <auvenj@gmail.com> wrote:

Apparently not to everyone. Some religionists are even comparing strategic
default to robbery:
http://christianunityblog.net/2010/06/28/even-when-it-hurts-strategic-default/

This is a bad example because the laws are bad. Taking advantage of these bad 
laws hurts people and is a bad way of life. Both the buyers and sellers in some of 
these interactions should not be doing it (or should figure out a way to change the 
contract to fix matters up).

Without reading the article, I'd say they have a point (whether or not they use 
good arguments in the article). There is some worthwhile comparison there. If you 
drag out a foreclosure process for 2 years that's a lot like stealing, except it's 
legal.

And if you save money during that time, and get to keep it even as you don't pay 
your debt, even though the foreclosure process doesn't pay your debt in full 
either, that's messed up. Apparently it's legal but the law isn't right and this 
doesn't look much like normal contractual relationships.

For a discussion of contracts and promises, I think it'd be better to stick to 
discussing more typical contracts where there aren't terrible laws distorting 
things.

-- Elliot Temple
http://curi.us/

http://christianunityblog.net/2010/06/28/even-when-it-hurts-strategic-default/
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Promises are irrational
Date: September 23, 2012 at 3:24 PM

On Aug 30, 2012, at 2:23 PM, Jason <auvenj@gmail.com> wrote:

In my experience people who are successful in business are reluctant to do
business with people that they don't trust. Some reasons:
- An unknown likelihood of breach makes planning more difficult for both
parties.
- A transaction of any significance involves many aspects which it is
economically infeasible to make explicit and understood by all parties.
 What do I mean by "economically infeasible"? I mean that the cost of
creating an explicit understanding about all aspects of the transaction is
disproportionately high as compared to the value of the transaction. for
example: how many EULAs do you actually read and understand every word of
before clicking "I accept"? Why don't most people do this? Because it's not
worth the time & energy required to do so.
- Even explicit words are commonly misinterpreted. So even if one party
puts specific language in, the other party reads it & thinks they
understand it, they might not - probably don't. And it's somewhat unknown
how a court will interpret a specific contract.

So...it's good to have written contracts, and successful people in business
do not rely *solely* on trust. However, neither do they rely solely on
contracts and explicit breach provisions. They have to trust the person
*and* think they have a good contract before they'll enter a transaction.
Do you consider this irrational?

The relevant thing for business partners is not trust. Some people might call it 
that but that doesn't make them right. The relevant things are more like 
understanding what they want and how they work so their actions are predictable.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Promises are irrational
Date: September 23, 2012 at 3:28 PM

On Aug 31, 2012, at 6:33 PM, Jason <auvenj@gmail.com> wrote:

Suppose we modify a personal promise with an explicit breach provision:
"I promise to take you to McDonald's tomorrow." becomes:
"I promise to take you to McDonald's tomorrow, or else I'll pay you $10."

Is the second form of promise rational? If not, why not?

One thing I might wonder, if my friend made me that second offer, is: why is he 
doing it?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Chess (was: Morality and Rationality)
Date: September 23, 2012 at 3:44 PM

On Sep 3, 2012, at 5:28 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sep 3, 2012 1:37 AM, "Elliot Temple" <curi@curi.us> wrote:

On Sep 2, 2012, at 6:46 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sep 2, 2012 6:08 PM, "Elliot Temple" <curi@curi.us> wrote:

Big picture, rationality leads to everything good. Because it means mistakes 
being corrected so all the bad things (mistakes) go away. But rationality 
itself -- and this is really important -- must not be associated with any 
particular issue or particular mistake. We don't want to enshrine any current 
ideas about what is a mistake or not in our concept of rationality.

So, rationality leads to moving knights before bishops in general in chess 
games.

I didn't know that. Is the reasoning simple enough to explain here?
Since you said "in general", that means that some openings necessitate
developing bishops before knights. Is this the case for black only
(because he has less control over the opening)?

The point is rationality leads to error correction of all sorts, and bishop moving 
first is (in general, not always) a mistake.

But we don't want to take our current best ideas about chess and call them the 
most rational. Maybe one day we figure out a better play style. The rational 
thing with chess, as with everything else, is to keep a lookout for problems and 
never stop making improvements.

And for all things in life. Because problems are everywhere.

For this specific rule of thumb, the basic reason is because knights have one 



best square to move to (the option that is maximally towards the center) while 
with bishops it's less clear where they should go so you delay them until you 
see what happens more.

Hmm. So you'd prefer both knights in those center spots? I prefer (as
white) to have my queen knight in the 2nd rank thus protecting my king
knight in the position you're talking about. Another reason I prefer
this is that if I put my queen knight in the center as you said, then
it blocks the advancement of a pawn, and I want to push that pawn two
squares to attack the center.

It's not a matter of my preference, it's objectively better (in general. not in all 
positions).

In queen pawn openings, typically white moves his queen bishop pawn forward 
before bringing out his queen side knight, so it's not blocked.

Is it because bishops are harder to protect? Or that knights are
better attackers in the opening? Or that knights are more flexible in
mobility in the opening?

On a similar note, and this might help me understand the answers to
the above questions, do you prefer (in general) bishops over knights
in the end game (I do)?

It depends on the end game. In general bishops are a little better due to 
greater mobility (e.g. they can deal with passed pawns far away when there 
are no rooks or queens) but, for example, queen+knight is better than 
queen+bishop (it has less redundancy).

Cool, two knew ideas I haven't though of.

About the redundancy idea, I wonder how much it has reach into other
situations. Two rooks compared to... I don't know what to compare it
to. Something with the same number of points like a queen+pawn? Is
bishop+knight better than 2 knights for the same redundancy reason?

I can't wait to think about these while playing.



2 rooks is sort of better than a queen in the end game but it's often hard to 
actually win. to win you would want to have at least one passed pawn and some 
king safety.

To see why rooks are better, imagine the guy with the queen has a pawn 
somewhere far away from his king and not protected by another pawn (and if it is 
protected, that pawn protecting it won't be. or the one protecting that. etc. not all 
your pawns can protect each other). Anyway what happens is you line up both 
rooks to attack the pawn, and the queen can defend it but that's not enough, 2 
rooks is more pieces than 1 queen, so the rooks can capture it.

Also even if the king and queen both defend a pawn, you can still take it with 2 
rooks and you end up trading the 2 rooks for a queen and a pawn. So you can 
generally force that trade whenever you want if you're the guy with the rooks, or 
not do it, your choice. So you're more in control.

in the middle game with other pieces to support the queen, it can be better if you 
can get an attack on the enemy king and the there's still lots of pawns on the 
board blocking the mobility of the rooks.

yeah bishop+knight is generally better than 2 knights. the 2 knights can have the 
advantage when there are a lot of pawns on the board locked in place so the 
bishop has bad mobility and the knights are good for maneuvering slowly to the 
best spots. (in closed, low-mobility positions, you can take your time moving 
around, it's ok that the knights are slow to reach the ideal squares).

btw note that king+bishop+knight vs king is a win. and king+bishop+bishop vs 
king is a win. but king+knight+knight vs king is a draw, you cannot force 
checkmate.

also, btw, it's way easier to do it with the 2 bishops than with bishop+knight. 
learning to checkmate with bishop+knight is pretty hard. 2 bishops work together 
in a pretty simple and nice way and they have great mobility when there's no 
pawns left. with bishop+knight, every other time you move the knight it's 
controlling the same color squares your bishop controls (becomes kinda 
redundant). you cannot instantly reposition the knight to control a key square on 
the opposite color of your bishop. with 2 bishops on an empty board they can 
immediately go control whatever squares they want.



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>, FoR <Fabric-of-
Reality@yahoogroups.com>
Subject: [BoI] Re: What does it mean to "be biased"?
Date: September 23, 2012 at 6:12 PM

On Aug 31, 2012, at 10:11 AM, Rami Rustom <rombomb@gmail.com> wrote:

In the context of a people's decision making, a bias is referred to
(in the field of psychology) as a cognitive bias.

According to wikipedia : "A cognitive bias is the human tendency to
make systematic decisions in certain circumstances based on cognitive
factors rather than evidence. Bias arises from various processes that
are sometimes difficult to distinguish. These processes include
information-processing shortcuts, motivational factors, and social
influence. [1] Such biases can result from information-processing
shortcuts called heuristics. They include errors in judgment, social
attribution, and memory. Cognitive biases are a common outcome of
human thought, and often drastically skew the reliability of anecdotal
and legal evidence. It is a phenomenon studied in cognitive science
and social psychology."

So that explanation says that a cognitive bias is a thinking error.

A cognitive bias doesn't mean a thinking error, and it is a bad idea. See for 
example:

From: Elliot Temple <curi@curi.us>
Subject: Cognitive Biases
Date: August 1, 2011 4:14:19 PM PDT

But the common use of the term bias is in the context of a person
having some political opinion on say for example the
Israeli-Palestinian conflict. So if an American of Israeli and Jewish
origin made a statement that a Palestinian act was immoral, often
(some) people will write off his statement by saying that he's biased,
solely on account of him sharing an ethnic background with the other



side of that conflict.

Is the common meaning of the term bias related to the term cognitive
bias? Some what. The common use of the term says that the biased
person is experiencing a thinking error because of his emotional (or
otherwise) attachment to something that is assumed to be part of his
self-image.

What cognitive bias means is more like that your cognition (thinking) itself is 
biased/skewed/semi-broken.

If you go read some of the cognitive biases literature, you'll find it's got major anti-
human themes.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Anti Theory
Date: September 23, 2012 at 7:34 PM

http://www.curi.us/521

There are three stable, complete moral views: the true one, the inverse of the 
true one, and the empty one. (If stable is confusing, think logically consistent).

Suppose one chooses a single theory, and holds it sacred; whenever it conflicts 
with another theory, it considered better. What will happen, in the limit, as this 
person acquires a complete view of morality? For a few cases like "nothing else 
is true" or "only 5 things are true", we get a mess. But for most statements, like 
"my bed is on the floor", the person will approach either the true or inverse view. 
(Not exactly, there are issues like how s/he will react to moral questions about 
holding views sacred).

The point is, if one is very very attached to a theory, and it is false, then, the 
more one bases her or his view around the theory, the more her or his view will 
approach the inverse view. And thus holding any theory dogmatically is very, 
very dangerous and wrong.

Bits of this can be observed in the world. Like the way people who deny that my 
door exists, virtually always hate Jews.

And suppose we do not hold a theory sacred, and do have a predominantly 
good view. Then, barring misfortune, we should expect our view to generally 
improve. And if our view is predominently bad, without help, .... I suppose it 
depends on specifics of how brains and creativity work, but I was going to say to 
expect it to get worse.

I'm confused. Say a person's sacred view is that Allah exists and his
last prophet is Mohamed. You're saying that he will approach the
inverse view which is that Allah doesn't exist (and so he doesn't have
a prophet)?

-- Rami

http://www.curi.us/521


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Anti Theory
Date: September 23, 2012 at 7:42 PM

On Sep 23, 2012, at 4:34 PM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/521

There are three stable, complete moral views: the true one, the inverse of the 
true one, and the empty one. (If stable is confusing, think logically consistent).

Suppose one chooses a single theory, and holds it sacred; whenever it 
conflicts with another theory, it considered better. What will happen, in the limit, 
as this person acquires a complete view of morality? For a few cases like 
"nothing else is true" or "only 5 things are true", we get a mess. But for most 
statements, like "my bed is on the floor", the person will approach either the 
true or inverse view. (Not exactly, there are issues like how s/he will react to 
moral questions about holding views sacred).

The point is, if one is very very attached to a theory, and it is false, then, the 
more one bases her or his view around the theory, the more her or his view will 
approach the inverse view. And thus holding any theory dogmatically is very, 
very dangerous and wrong.

Bits of this can be observed in the world. Like the way people who deny that 
my door exists, virtually always hate Jews.

And suppose we do not hold a theory sacred, and do have a predominantly 
good view. Then, barring misfortune, we should expect our view to generally 
improve. And if our view is predominently bad, without help, .... I suppose it 
depends on specifics of how brains and creativity work, but I was going to say 
to expect it to get worse.

I'm confused. Say a person's sacred view is that Allah exists and his
last prophet is Mohamed. You're saying that he will approach the
inverse view which is that Allah doesn't exist (and so he doesn't have
a prophet)?

No. The inverse view refers to the inverse of the complete, true moral view. Not 
the inverse of a particular mistake.
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-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Anti Theory
Date: September 23, 2012 at 7:46 PM

On Sun, Sep 23, 2012 at 6:42 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 23, 2012, at 4:34 PM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/521

There are three stable, complete moral views: the true one, the inverse of the 
true one, and the empty one. (If stable is confusing, think logically 
consistent).

Suppose one chooses a single theory, and holds it sacred; whenever it 
conflicts with another theory, it considered better. What will happen, in the 
limit, as this person acquires a complete view of morality? For a few cases 
like "nothing else is true" or "only 5 things are true", we get a mess. But for 
most statements, like "my bed is on the floor", the person will approach either 
the true or inverse view. (Not exactly, there are issues like how s/he will react 
to moral questions about holding views sacred).

The point is, if one is very very attached to a theory, and it is false, then, the 
more one bases her or his view around the theory, the more her or his view 
will approach the inverse view. And thus holding any theory dogmatically is 
very, very dangerous and wrong.

Bits of this can be observed in the world. Like the way people who deny that 
my door exists, virtually always hate Jews.

And suppose we do not hold a theory sacred, and do have a predominantly 
good view. Then, barring misfortune, we should expect our view to generally 
improve. And if our view is predominently bad, without help, .... I suppose it 
depends on specifics of how brains and creativity work, but I was going to 
say to expect it to get worse.

I'm confused. Say a person's sacred view is that Allah exists and his
last prophet is Mohamed. You're saying that he will approach the
inverse view which is that Allah doesn't exist (and so he doesn't have
a prophet)?
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No. The inverse view refers to the inverse of the complete, true moral view. Not 
the inverse of a particular mistake.

Here you called the theory (which one holds as sacred) to be
(objectively) true.

But in the blog post you said "suppose one chooses a single theory and
holds it sacred", which I think means that he believes it to be true
and never accepts criticism of that theory. But he could be wrong
about this theory.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Relationship Theory
Date: September 23, 2012 at 7:47 PM

http://www.curi.us/520

Relationship Theory

The word relationship is used to mean a number of different things. It
can refer to the interactions between two people (I will use Jack and
Jill). It can refer to said interactions, and the emergent properties
of those interactions. It can refer to only the emergent properties.
It can refer to an actual thing, that supposedly exists, and has
consequences (I hold this view is false). If I say "relationships
aren't things" or "relationships don't exist" that's what I'm
referring to, though I try to be more clear than that.

Or sometimes people say "you should stick together, for the sake of
the relationship." In this case, relationship is shorthand for the
valuable knowledge of each other, convergence, incomplete
joint-projects, and such that the people have.

I thought that statement ("you should stick together, for the sake of
the relationship") is about the need for having a relationship, and
that since you already have one, you should do everything under the
sun to try to preserve it (at all costs, i.e. suffering).

Reductionist relationship is a good term for just the interactions.
This would include physical specifications on body positions for the
time Jack and Jill went to ... not "the pizza parlor" but some set of
lattitude and longitude coordinates. And for everywhere else they had
gone they met some specifications about proximity or sounds directed
at each other or something. It would include what sounds they made,
but not what the words meant.

Emergent relationship is a good term for talking about emergent
properties of the reductionist relationship, without bringing up
anything of the information in the reductionist description. This
would include how Jack and Jill feel about each other, what they mean
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to each other, and Jack's obligation to show up at Jill's house at 8pm
on Tuesday (because he said he would).

I consider "relationship" to mean both of these. Anyway, you will
notice that all the emergent properties are direct results of various
interactions between Jack and Jill. The term "relationship" simply
refers to multiple things at once. It is not itself a thing, with
properties. Why does this matter?

Some people claim that relationships bring about obligations or
various other consequences, in and of themselves. Example obligations
are: to stay together, to not fuck other people, to be nice, to be
supportive, to not leave abruptly, or to take care of one's partner in
times of need. This is false and harmful. (Or, one could make the case
it's misleading, harmful, semi-true shorthand). [Some or all of the
things mentioned may be implied by the morality of the situation in
some relationships]

The reductionist view of relationships as various interactions and
their emergent properties is valid, and I think useful for seeing
certain things, but for many things is a bad idea. It makes a lot of
calculations (like predicting whether there will be a breakup in the
next 2 years) totally infeasible, and it can often obscure the
morality of a situation. So, while I often use it to answer theory
questions, it's not that useful for many real-life things.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Depression
Date: September 23, 2012 at 8:02 PM

http://www.curi.us/519

Physics

Everyone knows that if you hit someone on the head, s/he won't turn
into a democrat (assume s/he wasn't one). The chances of causing just
the right brain damage to do that are on par with the chances of
making her/him think s/he's a cow. This is because political
affiliations are the result of many complex theories, and to affect
them in just the right way to become a democrat would require an
extraordinary ammount of information (or luck).

So why is it that people expect that some other physical effect, like
faulty neurotransmitters or chemical imbalances, would be able to turn
a happy person into a sad person? (Cause depression). How one is
feeling is governed, just like political affilliation, by a large set
of complex theories.

Or why do people think alcohol, which does not contain very much
information, can change someone's personality?

The truth is that alcohol changes someone's environment (s/he gets
different sense data while using it). Then, s/he reacts to this new
environment according to her/his theories. And a lot of people have
weird theories about how to act in alcohol-type environments.
Depression works much the same.

So people "feel" sad because they have bad ideas about sadness. So,
lets say a person has the idea that you are supposed to feel sad after
a friend's death, then he may feel sad. And because he doesn't know
that he has this idea, he also doesn't know that he is making himself
sad.

-- Rami

-- 
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From: Rami Rustom <rombomb@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>, FoR <Fabric-of-
Reality@yahoogroups.com>
Subject: Re: What does it mean to "be biased"?
Date: September 24, 2012 at 9:06 AM

On Sun, Sep 23, 2012 at 5:12 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 31, 2012, at 10:11 AM, Rami Rustom <rombomb@gmail.com> wrote:

In the context of a people's decision making, a bias is referred to
(in the field of psychology) as a cognitive bias.

According to wikipedia : "A cognitive bias is the human tendency to
make systematic decisions in certain circumstances based on cognitive
factors rather than evidence. Bias arises from various processes that
are sometimes difficult to distinguish. These processes include
information-processing shortcuts, motivational factors, and social
influence. [1] Such biases can result from information-processing
shortcuts called heuristics. They include errors in judgment, social
attribution, and memory. Cognitive biases are a common outcome of
human thought, and often drastically skew the reliability of anecdotal
and legal evidence. It is a phenomenon studied in cognitive science
and social psychology."

So that explanation says that a cognitive bias is a thinking error.

A cognitive bias doesn't mean a thinking error, and it is a bad idea. See for 
example:

From: Elliot Temple <curi@curi.us>
Subject: Cognitive Biases
Date: August 1, 2011 4:14:19 PM PDT
To: BoI <beginning-of-infinity@googlegroups.com>

But the common use of the term bias is in the context of a person
having some political opinion on say for example the
Israeli-Palestinian conflict. So if an American of Israeli and Jewish



origin made a statement that a Palestinian act was immoral, often
(some) people will write off his statement by saying that he's biased,
solely on account of him sharing an ethnic background with the other
side of that conflict.

Is the common meaning of the term bias related to the term cognitive
bias? Some what. The common use of the term says that the biased
person is experiencing a thinking error because of his emotional (or
otherwise) attachment to something that is assumed to be part of his
self-image.

What cognitive bias means is more like that your cognition (thinking) itself is 
biased/skewed/semi-broken.

If you go read some of the cognitive biases literature, you'll find it's got major 
anti-human themes.

Ok so its inaccurate to say that their explanation of cognitive bias
is a thinking error because they think the error can't be fixed, in
which case its not an error but a fundamental part of human nature
that can't be escaped.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Relationship Theory, when to give praise BoI Infinity <beginning-of-
infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Date: September 24, 2012 at 11:39 AM

http://www.curi.us/516

Relationship Theory

Parents often make their children say 'please' and 'thank you' and send thank-
you cards. In effect, they make their children apply compliments mechanically. 
Certain politenesses are appropriate in certain situations, period. The merit of 
the people involved is irrelevant.

The same thing can be observed, say, on sports teams where players are told to 
cheer on their companions, and chastised if they do not, even if they didn't feel 
like it or considered the event unworthy.

Some people realise this mechanical approach is silly, and then reject 
compliments and saying nice things altogether. It's difficult to accuse such 
people of wrongdoing. They aren't hurting anyone. All they are doing is failing to 
take action to, possibly, help others in a somewhat minor way.

And people then might call these people asocial, or Aspergers or other
"mental disorders".

However, even if there is no burden on people to say nice things, they still 
should do it. It must be merit-based and applied when felt, to have meaning. But 
fanmail (even very short ala "nice post"), comments on blogs that say "keep up 
the good work" (hint hint), or telling a friend "I'm having fun," when deserved and 
true, is valuable. It is encouraging, and we should like to make our friends feel 
good.

One might not see why this is particularly important. However, one reason it 
comes up is that I am generally against, say, telling one's friend "I like you" (see 
previous post). So, in the absence of normal things like "you're my friend" and 
whatnot, it is especially important to be active in expressing genuine, useful 
information like "I'm glad we did X today" or "that thing you said was brilliant" or 
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"you look beautiful today".

Hmm. I always thought that praise is pointless. But now I recall
myself saying about a post, "that was beautiful". This would be
classified as praise. I didn't even realize that I was doing it.

WRT parenting, parents should give praise when its meaningful. Its bad
to praise when they do something bad (something parent things is bad),
or when they tried something and failed (unless the thing that he
tried was a good idea but it failed because of lets say lack of finger
dexterity).

-- Rami



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: September 24, 2012 at 1:18 PM

On Sunday, September 23, 2012 12:28:21 PM UTC-7, Elliot Temple wrote:

On Aug 31, 2012, at 6:33 PM, Jason <auv...@gmail.com <javascript:>>
wrote:

Suppose we modify a personal promise with an explicit breach provision:
"I promise to take you to McDonald's tomorrow." becomes:
"I promise to take you to McDonald's tomorrow, or else I'll pay you

$10."

Is the second form of promise rational? If not, why not?

One thing I might wonder, if my friend made me that second offer, is: why
is he doing it?

As compensation for rendering something else of value, perhaps unspoken

"[Because you helped me move my couch and dining room table this
afternoon], I promise to take you to McDonald's tomorrow, or else I'll pay
you $10."

Except for the "or else I'll pay you $10," this is very common. To me, this
looks like a business contract albeit a very informal one. But what if it's:

"[Because I enjoy your companionship], I promise to take you to McDonald's
tomorrow, or else I'll pay you $10."

...not very much like business, but still fits the model, and also very
common. I don't think either of these statements are irrational. Do you?

--Jason

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Promises are irrational
Date: September 24, 2012 at 1:44 PM

On Sep 24, 2012, at 10:18 AM, Jason <auvenj@gmail.com> wrote:

On Sunday, September 23, 2012 12:28:21 PM UTC-7, Elliot Temple wrote:

On Aug 31, 2012, at 6:33 PM, Jason <auv...@gmail.com <javascript:>>
wrote:

Suppose we modify a personal promise with an explicit breach provision:
"I promise to take you to McDonald's tomorrow." becomes:
"I promise to take you to McDonald's tomorrow, or else I'll pay you

$10."

Is the second form of promise rational? If not, why not?

One thing I might wonder, if my friend made me that second offer, is: why
is he doing it?

As compensation for rendering something else of value, perhaps unspoken

"[Because you helped me move my couch and dining room table this
afternoon], I promise to take you to McDonald's tomorrow, or else I'll pay
you $10."

Except for the "or else I'll pay you $10," this is very common. To me, this
looks like a business contract albeit a very informal one. But what if it's:

"[Because I enjoy your companionship], I promise to take you to McDonald's
tomorrow, or else I'll pay you $10."

...not very much like business, but still fits the model, and also very
common. I don't think either of these statements are irrational. Do you?



What is the $10 for in that second scenario? Compensation for the risk that I will 
plan my day around the trip and then he won't show up? I don't think $10 is a 
good way of addressing that risk.

One problem is that the *amount* of damages that happen in that way is under 
*my* control, so having *you* be in charge of paying for it is messed up. Also the 
*type* of damages is not monetary. Another problem is that I needn't plan my day 
in that way to go to McDonald's with him, I don't need notice on an earlier day, he 
can just invite me an hour beforehand and if I say no that day he could invite me 
on a different day instead of paying me, that would make more sense, wouldn't it?

I think another common scenario is something like this, at a movie theatre:

"Come on, honey, I really really really want to see The Avengers, not The Hunger 
Games. Please, let's choose The Avengers. I'll do whatever you want later. I'll 
even go shopping with you and tell you which outfits look cute and not complain 
at all. Or I'll take you to that fancy desert restaurant we can't really afford. I 
promise."

What do you think of that one? With or without an "or else I'll pay you $10" stuck 
on the end.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Does God exist? Fabric-of-Reality@yahoogroups.com
Date: September 24, 2012 at 3:10 PM

http://www.curi.us/513

Physics

Does God exist? Are there faeries? We cannot have certainty in the matter, so 
we will evaluate postulating such entities as a good or bad explanation.

There are two important varieties of claims. One postulates an entity that does 
something. Santa is actually supposed to deliver presents, and to visit every 
house. These claims are uncommon because they can be falsified by 
observation (like watching bad parents fake Santa's visit). Some of these claims, 
like the tooth fairy, fail because they are refuted by observation. But some do 
not. One might see a burning Bush, and say that it is God's work. Upon 
observation, the bush behaves just as the believer has said it will. The problem 
here, is that the "God" being observed hasn't got any properties other than 
those observed ... He's acts just like a bit of fire on a bush. Or, the believer 
might say He's up in heaven, but the bush acts as if He were simply a bit of fire, 
and this brings us to the second variety of claim.

The second variety of claim involves attributing something to an entity that 
functions exactly as if the entity did not exist. This approach fails because it 
adds a complication (the entity) to our explanatory framework, without 
explaining this complication. For example, we might wonder where the universe 
came from. And we might want something better than is offered by modern 
physics. So, we might postulate that God made the world, because this seems 
to answer the question. However, all it does is deflect the question. Now we 
wonder where God came from. And if God is a complex enough entity to create 
the entire universe, then this question is even worse than the previous one (that 
we had before we postulated God), because we now have even more 
complexity to explain than before. It also violates the Unexplained Complication 
rule -- why should there be a God rather than not? This is unexplained.

One strategy that can be useful is to ask someone postulating such an entity, 
"How can I differentiate you from someone who made up an entity?" All the 
believer can really do is tell you to have faith, which is not a valid reason to think 
something true.
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Also, isn't the God explanation a regress problem?

The Universe started expanding 15 billion years ago. What happened
before that? Did nothing exist before that? That means that the
Universe was created. What created it? God.

But if that is good logic, then you also have to ask what created that
God. And then you're right where you started off. (Although, as you
explained above, you are actually worse off because now you have more
complexity.)

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Muslim Day Parade Speaker's Call to Bomb New York: Offended Dem. 
Sen. Tony Avella Walked Out BoI Infinity <beginning-of-
infinity@googlegroups.com>, rational-politics-list@googlegroups.com
Date: September 25, 2012 at 10:11 AM

http://www.islam-watch.org/component/content/article/85-islam-watch/1161-
muslim-day-parade-speakers-call-to-bomb-new-york-offended-dem-sen-tony-
avella-walked-out.html#comments

During the Muslim parade, a Muslim American shaikh calls for America
and UN to create blasphemy laws, while citing that the freedom of
speech *is* the problem.

Then an English Muslim women called for the Muslim community to rise
up against America. She talked about the unborn martyrs who will blow
up the Zionist Nazis.

Then Senator Tony Avella, who was scheduled to talk at this parade, walked out.

-- Rami

http://www.islam-watch.org/component/content/article/85-islam-watch/1161-muslim-day-parade-speakers-call-to-bomb-new-york-offended-dem-sen-tony-avella-walked-out.html#comments


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Epistemology, induction Fabric-of-Reality@yahoogroups.com
Date: September 25, 2012 at 10:28 AM

http://www.curi.us/510

Epistemology

There is a very pernicious idea in epistemology, called induction. It's an 
imaginary, physically impossible process through which, supposedly, justified 
general theories are created from observations. It's still popular with some 
philosophers. Others realise it does not work (it was refuted by Hume hundreds 
of years ago), then wonder how we can know anything, and get stuck on the 
Problem of Induction (solved by Karl Popper, who should be super famous, but 
isn't). And, normal people hold many inductive ideas as common sense, too.

The primary claim of induction is that a finite set of observations can be 
generalised into a true predictive theory. However, any finite set of observations 
is compatible with an infinite number of predictive theories.

The finite set of observations, I'll call them situations, share a set
of attributes. And they have attributes that they don't share. The
idea is that the non-shared attributes are omitted, and so you're left
with a set of attributes that make up your theory. This is what they
call induction. Its also what Rand called conceptualization. But I'm
not claiming that they are the same. The idea is ambiguous, which is
why it fits both definitions. So I'll clarify:

A person doesn't know *all* the attributes of a situation, because our
knowledge is not complete. So he is only noticing the shared
attributes that he already has knowledge about. Also, his subconscious
criticizes some shared attributes (sometimes mistakenly), and serves
up the uncriticized (i.e. selected) ones to his conscious. So the
point is that he could *know* about the attributes but be unaware of
them (at the moment that he is doing his thinking).

So there are the set of all logically possible shared attributes
(which is independent of one's knowledge), and the set of consciously
noticed shared attributes (which is dependent on one's knowledge). And
induction doesn't differentiate between the two. Rand's idea of
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conceptualization does differentiate between them.

To see this, just imagine a paper with dots (observations) on it. We're going to 
draw a line from left to right (with the flow of time), and it has to connect the 
dots. The line is a predictive function, that gives values at all the points, not just 
the dots. So, how many ways could we draw this line? Infinitely many (go way 
up or down or zigzag between points). What inductivists do is pick one 
(whichever one feels intuitively right to them), and declare it is what will happen 
next. And people with similar intuitions often listen...

If you want a real-world example, think about the sun. We know it will rise 
tomorrow because it is a good explanation of reality (via our physics). Not 
because we saw it rise yesterday (and the day before).

I tried to write an entry that would be more helpful to people who don't 
understand, and it didn't go well. I have doubts about how helpful this will be to 
most people. I can answer stuff in the comments section.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Inverse Theory or Anti Theory Fabric-of-Reality@yahoogroups.com
Date: September 25, 2012 at 10:30 AM

http://www.curi.us/509

Inverse Theory

Coercion is a state of enacting one theory while another active theory conflicts 
with it. All emotional pain, amounts to coercion.

People with one of the in the limit, stable, complete worldviews (empty, good, 
inverse), will never be coerced. Because they have no contradictions in their 
worldview, and no unanswered questions, they will always wholeheartedly go for 
some single course of action.

What is the 'empty' worldview? (Your last blog post didn't explain it,
or it did but I didn't understand.)

As people approach one of these complete, stable views, they will find it easier 
to avoid coercion, because they will be closer to having a unified, contradiction-
free view. Which means that sufficiently bad people (near inverse view) will be 
difficult to coerce. Perhaps this helps to explain suicide attacks.

I'm confused about the possibility of a (nearly) complete/stable bad
worldview. You're saying that all his ideas are consistent. But he
lives in a world with objective morality, so I don't see how his
experiences of the world could be consistent with his bad ideas.

-- Rami

http://www.curi.us/509


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Epistemology, how to know an explanation is good or bad Fabric-
of-Reality@yahoogroups.com
Date: September 25, 2012 at 10:31 AM

http://www.curi.us/515

Epistemology

We reject theories for being bad explanations (of reality), and accept
theories for being good ones. How do we know which are which?

The following properties make theories better:
- says more (deeper)

i.e. explains more situations

- simpler
- explains what it purports to
- bold (exposes itself to refutation by all sorts of observations)

and to criticisms

- supported by good arguments

But the explanation *is* an argument. Is it useful to say that the
explanation has explanations within it and that those component
explanations should be good too?

The following properties make theories worse:
- contains unexplained complications
- is not consistent with some observation

But its the interpretation of the observation that does or does not
contradict the explanation. And the interpretation is theory-laden,
and thus could be a false interpretation.
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- criticised by good arguments

? Criticized with failed criticism, right?

Note the use of comparative words. There is no way to measure how good
a theory is in absolute terms, only compared to its rivals.

I probably left out some important things, because I tend to do this
very intuitively. Please comment on any glaring omission. (And yes I'm
aware some items are a bit redundant -- redundancy doesn't hurt
anything and can help.)

-- Rami

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] I've joined Twitter
Date: September 25, 2012 at 11:35 AM

FYI:

DavidDeutschOxf

-- David Deutsch

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Morality, pseudo-values Fabric-of-Reality@yahoogroups.com
Date: September 25, 2012 at 11:59 AM

http://www.curi.us/508

Morality

Some people don't value anything. (This is often associated with the left wing. 
Offense intended, but not to any particular person.)

These people often adopt pseudo-values to hide this, from themselves and 
others. Pseudo-values have an appearance of being values, but are not. One 
way to spot pseudo-values is they can be applied without thinking. An example 
is pacifism, which states that all violence is wrong, period.

So that means *contextless values*.

Pacifists, of course, oppose a war on Iraq. In Iraq, every day, people are 
tortured, which pacifists must consider to be wrong. Yet they refuse to do 
anything about it. The problem is, if they did not turn a blind eye to such 
suffering, their "values" would fall apart. They would have to support a war, and 
could no longer be pacifists. But they also cannot be good people, who support 
freedom and liberty and such, because they do not value those things, or 
anything else, and do not understand how any else can either. And so they cling 
to their pseudo-values.

by not thinking about the logical conclusions of their pseudo-values.

Here are some other "values" that are often (not always) shams:
- Save the environment

at all costs (no matter what those costs are, like human suffering).

- Feed the hungry

even hungry people that choose not to work.
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- Equality for all

, including animals! But they don't believe in equality for children.

- Loving one's family (Notice how mechanical it is. Simply determine if someone 
is family to decide if there is love.)

Regardless if your brother is a serial killer.

- Collateral damage is always wrong, because it hurts people (A pacifism 
variant. Easy to apply mechanical, just determine if anyone will be hurt as a 
result of action X, then oppose X.)

But the result of not doing action X could also allow hurt (possibly
more hurt than doing action X).

- Guns kill people

But people pull the triggers.

- Raise school standards

Like the standards are the cause of the sub-par learning atmosphere.

- Won't someone please think of the children!?
- Save the sea snails from extinction!
- All actions have to be UN approved.
- Curse words are bad.
- TVs ruin our minds

Like brainwashing exists.



-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Morality, pandering to badness Fabric-of-
Reality@yahoogroups.com
Date: September 25, 2012 at 12:22 PM

http://www.curi.us/506

Morality

I was just considering posting some jokes as an entry. Many of the jokes I like 
are, to some people, offensive. Blonde jokes, dead baby jokes, religious jokes, 
racist jokes -- these don't go over well with everyone. And I want readers, lots of 
readers. So, unsurprisingly, it occurred to me that posting the jokes might be a 
bad idea. Of course, if I don't post anything that might be offensive, I'll never 
post anything interesting. So what should I do?

There is a moral principle that tells us, if we imagine some stone-age people, 
who want a society with lots of washing machines, their best bet is not to 
campaign for them, and try to invent them, but rather to become capitalists and 
try to act morally. Similarly, the Arab world, if it focussed more on acting morally 
than acquiring weapons, would have more weapons than it does (just like the 
US has lots). Of course, in that case, the Arab world also would not want to use 
them to kill civilians... Also similarly, if one wants to be happy, one should not 
focus on trying to become happy directly, but should try to act morally, and 
happiness will come as a side effect.

That moral principle sounds like Ayn Rand. My understanding of it is:

- Do what you believe is right, irregardless of what others believe is right.

The result of this is also:

- Pandering to badness, is bad.

If I want readers, I should not focus on how to get readers, but rather on 
creating a good blog, which means writing what I want and like.

Even if we imagine in the limit cases with perfect foresight and calculation, a 
focus on morality would still be superior to a focus on readers. Either, they 
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would be the same, or the readers approach would result in more readers ... at 
the cost of acting badly, and I certainly don't want readers that much.

As to jokes, as I'm ambivalent about posting them, I won't for now, but may later.

Do it!

Louis C K, a comedian (who has a funny tv series), said that we should
make jokes without thinking of whether or not some people might get
offended. He said people should know that its just comedy. He's
telling people not to get offended. And he's saying that if you do get
offended, then change the channel.

He said this on The Daily Show. Here's a 6-minute clip of the
interview (jump to 0:59):

http://www.thedailyshow.com/watch/mon-july-16-2012/louis-c-k-

-- Rami

http://www.thedailyshow.com/watch/mon-july-16-2012/louis-c-k


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Government is good, for now Fabric-of-Reality@yahoogroups.com, 
rational-politics-list@googlegroups.com
Date: September 25, 2012 at 12:52 PM

http://www.curi.us/490

Epistemology

Some people oppose governments on the principle that they are
organised gangs of thugs. They consider the defining characteristic of
governments to be that governments claim the right to initiate force
... and people listen (whereas most thieves don't pretend to be
legitimate and aren't considered as such). They point out that they
never agreed to pay taxes, and don't want to, and don't like most of
the stuff the taxes pay for, and consider that QED.

Some of these people support the war on terrorism. They realise that
terrorism is a large threat, and want it to be fought against.
Terrorism is so bad that anyone at all fighting it is good. I suppose
they must see the matter as a powerful pickpocket guild beating up a
renegade gang of murderers. A "lesser of two evils" situation.

Some of these people, if given the option, would be happy to see the
US government disappear tomorrow. The institution, the knowledge of
how to run it, the taxes, the laws, etc This is absurd even within the
pickpocket metaphor, as it means foregoing protection.

But there's more than that. The government does various things, some
important. And it's not as if the spontaneous order of an
anarcho-capitalist society will simply come into being. AnCap is not
the natural state of affairs that once existed until it was destroyed
when a bunch of evil thugs invented government and took over. It is,
rather, a very advanced notion that requires lots of knowledge to
implement. This knowledge must be created gradually, through the
improvement of existing institutions. Government functions must not
disappear over night, but slowly be replaced by private institutions
that function better. We need good traditions, not a revolution.

What's good about government?

http://www.curi.us/490


Governments create consent. Let us imagine a bunch of people living
somewhere with no government, and little knowledge. Some will be bad,
and will want to dominate over the others. So most people will form
mutual defense pacts. And somewhere not too far off, some bad person
will have taken over an empire, and formed an army, and thus our
people will want to form one big defensive pact, instead of lots of
scattered ones, so that they can fend off the entire army if need be.
So they will form institutions to cooperate in regional defense, and
small-scale defense against criminals. The small-scale defense may use
a different system, or the two may be joined. Now, the people will
need some system of deciding who is and is not a criminal. And the
answer to this is not self-evident despite what some libertarians seem
to think. There will be disagreements, and thus some way to resolve
them will be needed.

One day, Joe's crop goes bad. He asks others for help. They form some
food sharing institutions. They create rules to govern these. The
people all value security, and thus put in provisions to help anyone
who does not have enough.

One day they invent medicine. They realise that if they only pay the
doctor when they are sick, he will starve in the mean time. And also
that he will have no motivation to help prevent people from becoming
sick. So everyone pays a low level all the time, and the doctor helps
whoever needs help at recovery and prevention both. Some people
disagree about who the doctor should be helping, saying he favours his
friends, and they create institutions to resolve disputes of that
nature.

What will all these institutions look like? Well, at first they will
be very crude. The defensive agreement might simply state that all
able-bodied men must fight when there is a war, or be put to death.
The food agreement might allow anyone who is starving to take food
from his neighbor, "as long as he made a genuine effort to create his
own food." And the system of resolving disputes might be to ask the
town elder.

And, over time, people will come up with better ideas. And after a
while, and a lot of progress, something like our current government
might form.



And, if this society uses a completely voluntary army, that will be an
amazing advance. And if it has elected leaders who consent to step
down when their term ends, that will be an amazing advance. And if
criminals are presumed innocent until evidence is presented against
them, that will be an amazing advance. And if there are property
rights, and a system of consensual trade, that will be an amazing
advance.

When we know how to do better than using government, we will. But we
do not. And the path to better is not to rail against the government,
but rather to acknowledge it for what it is -- an imperfect, evolving
tradition. The path also involves raising the general level of
morality of the world.

So we are a long ways from having AnCap.

Everyone should watch the movie KPAX (if you haven't already or even
if you have). It depicts an alien race whose civilization is AnCap.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Morality, Anti-Americanism Fabric-of-Reality@yahoogroups.com, 
rational-politics-list@googlegroups.com
Date: September 25, 2012 at 12:59 PM

http://www.curi.us/489

Morality

I just read this USS Clueless piece and wanted to comment on a few
bits. Quotes in italics.

I simply don't believe that Germany and France would be willing to
sustain, let alone cause, the kind of damage they have just for the
sake of moral inhibitions.

and later

And they have now reached the point where they are seriously
imperiling the process of creation of the European Union. I do not
believe that they would have gone this far if their primary motivation
was moral inhibition.

I agree they wouldn't do all this just to hold to pacifism. But
pacifism is an absurd moral stance, that very few people take
seriously. Perhaps it's really about some other moral stance, like
anti-Americanism.

And Rumsfeld refers to their behavior as "beyond comprehension".

I don't like to believe that this may be the reason, but I can't think
of any other explanation that makes any sense.

Let's examine the roots of anti-Americanism, and it's close relatives
like Jew Hatred. As I'm not much on history, I'll do this in abstract:

Long ago, no one knew about morality, and success was mostly random.
All cultures had some people who were good at things, and some who
were not. But over time, one culture evolved some moral knowledge.
It's members led better lives, and were more successful. And it wasn't
just luck, they did this consistently.
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The other people knew of no way to be consistently successful. They
watched the moral culture, and could not figure out what the important
differences were. As the moral knowledge was evolved, it couldn't
simply be copied. So, they were faced with a few possible
explanations. They could, while having almost no clue what morality
even is, decide they were bad people. Of course, they did not.
Alternatively, they could decide the successful culture was somehow
cheating, and hate its members.

I think thats what Marxism is.

In a perverse way it makes sense: if we are fundamentally the same,
with the same chances to excel at any given thing, and I always beat
you, I must be cheating somehow. And that you do not know how, must
make it even more infuriating.

So, over time, the immoral cultures evolve their own traditions. They
learn to hate the successful, moral culture. Partly, they want to
destroy it, because it is living proof of their own immorality.

Many Muslims believe this!

Partly, they want to bury their heads in the sand, and get on with
life as it was before there were any moral people. Partly, they want
to be successful, and are unable. And, above all, the very premise of
the moral stance of the immoral cultures, is a denial that they are
bad.

Yep.

So, I feel the explanation that France and Germany are in the grips of
an anti-American morality explains why they will go to such great
lengths to oppose the US.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: The Threat of Sharia and the Leadership of America’s Two Parties 
Fabric-of-Reality@yahoogroups.com, rational-politics-list@googlegroups.com
Date: September 25, 2012 at 2:55 PM

The Threat of Sharia and the Leadership of America’s Two Parties, by
Eric Allen Bell

http://frontpagemag.com/2012/eric-allen-bell/the-threat-of-sharia-and-the-
leadership-of-america%E2%80%99s-two-parties/2/

Imagine you were a teenage girl in Pakistan, and your parents married
you off very young.   The marriage is a disaster but you have no
rights.   You flee with your daughter to the U.S., you hide out for
two years until the detective he hires finds you. In Pakistan, under
the Islamic law there, the means of obtaining a divorce is only
available to a man, but never of course to a woman.  He demands full
custody of your daughter.  Oh, and he’s accused you of adultery.

You consider flying to Pakistan, to contest the divorce, but adultery
is a crime under Islamic Law in Pakistan, a crime which is punishable
by death.  You will literally be arrested the moment you de-board the
plane, in Karachi.   You could face prison time, or even be stoned to
death.  And in Pakistan, your testimony under Islamic law is worth
only half that of a man’s.  Then you remember, you’re in America now
and you have rights.

So, you petition the American courts, filing for a real divorce.  But
unfortunately, your husband has a Pakistani judge as an expert witness
who he flies in to testify in the Maryland court – and the judge
accepts his view of Shariah’s “best interests of the child” as the
same as Maryland’s “best interests of the child. You and your daughter
are simply outgunned.

And to your surprise, you find out that the American courts have been
convinced to bow to Islamic Law (the Sharia), and you are now without
any money, you have lost your home, and you have even lost your
daughter.
[...]

But sadly, the story gets even worse.  The radical Islamist website,

http://frontpagemag.com/2012/eric-allen-bell/the-threat-of-sharia-and-the-leadership-of-america%E2%80%99s-two-parties/2/


ShariaInAmerica.com, is celebrating this and other cases like it, as
victories for Sharia Law in America.  As part of a larger initiative
to bring America more into alignment with Islamic Law, they rejoice
over the court’s ruling, and provide resources for others who support
the advancement of Political Islam in America, as to how they can
prevail by imposing Sharia Law onto our American legal system.  And,
it is working!
[...]

JudicialWatch.org cites former Central Intelligence Agency Director
Jim Woolsey, a foreign policy specialist who has worked for both
Democratic and Republican administrations, as saying that the United
States is, not only at war with terrorists such as Al Qaeda and
Hezbollah, but also with those who, over the long run, want to impose
Sharia law.  The former CIA Director indicated that Sharia is a
theocratic dictatorship, extremely opposed to democracy and a movement
to eliminate and destroy western civilization.  He has also pointed
out that the radical Islamic group, the Muslim Brotherhood, is largely
behind the effort to bring Sharia to the United States.

[...]

In June 2011, the Center for Security Policy issued a report, Shariah
Law and American State Courts: An Assessment of State Appellate Court
Cases. The report evaluates 50 Appellate Court cases from 23 states
that involve conflicts between Shariah (Islamic law) and American
state law. From the introduction:

    These cases are the stories of Muslim American families, mostly
Muslim women and children, who were asking American courts to preserve
their rights to equal protection and due process.  These families came
to America for freedom from the discriminatory and cruel laws of
Shariah.  When our courts then apply Shariah law in the lives of these
families, and deny them equal protection, they are betraying the
principles on which America was founded.
[...]

Kansas Secretary of State Kobach proposed an amendment to the RNC
platform opposing foreign laws that violate Constitutional principles.
 The “preview” of the platform downloaded by Politico includes



language opposing judicial activism in applying foreign laws . This
would have been unimaginable under the party of 2008.  Standing up for
our American way of life takes courage, sacrifice and sometimes nerves
of steel.  Who in our “leadership” will continue to answer that call?
[...]

A Republic is a place where we appreciate and protect the rule of law.
We are all entitled to be treated equally, under the law. No one
should ever, especially under duress – because they are a Muslim woman
– be subject to the binding arbitration of Islamic law, especially
when such foreign law violates the civil rights afforded to all of us.
If those in our government, who are unable or unwilling to take a
courageous stand in favor of protecting our American life, are not up
to the job, for fear of losing popularity, what do we need them for?
Why not vote them out?

We have hope, too, for there are leaders, incumbents and challengers,
who support the Constitution over any parallel system of foreign law
and who have the courage to take on the Shariah lobby.  History will
remember them as the voices of reason, and the names of those who
apologized for Shariah will end up on history’s blooper reel.

-- Rami



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: September 25, 2012 at 6:01 PM

On Monday, September 24, 2012 10:44:28 AM UTC-7, Elliot Temple wrote:

On Sep 24, 2012, at 10:18 AM, Jason <auv...@gmail.com <javascript:>>
wrote:

"[Because I enjoy your companionship], I promise to take you to
McDonald's

tomorrow, or else I'll pay you $10."

...not very much like business, but still fits the model, and also very
common. I don't think either of these statements are irrational. Do you?

What is the $10 for in that second scenario? Compensation for the risk
that I will plan my day around the trip and then he won't show up? I don't
think $10 is a good way of addressing that risk.

One problem is that the *amount* of damages that happen in that way is
under *my* control, so having *you* be in charge of paying for it is messed
up. Also the *type* of damages is not monetary. Another problem is that I
needn't plan my day in that way to go to McDonald's with him, I don't need
notice on an earlier day, he can just invite me an hour beforehand and if I
say no that day he could invite me on a different day instead of paying me,
that would make more sense, wouldn't it?

It's pretty common to have breach provisions that specify damages even when
the amount of damages is largely under the other party's control. An
example is a lease agreement where the tenant agrees to forfeit their
security deposit to the landlord if they break their lease, even though how
long the unit sits empty when a tenant leaves early is largely dependent on
how the landlord prices and re-markets the unit.

The "or else I'll pay you $10" was merely an attempt to answer what seemed
like a minor distinction: It was asserted that what made business contracts
rational but promises irrational was the lack of straightforward breach



provisions in promises. I don't think that's very important, as the
examples of promises with "or else I'll pay you $10" tacked on the end were
designed to illustrate.

I think another common scenario is something like this, at a movie
theatre:

"Come on, honey, I really really really want to see The Avengers, not The
Hunger Games. Please, let's choose The Avengers. I'll do whatever you want
later. I'll even go shopping with you and tell you which outfits look cute
and not complain at all. Or I'll take you to that fancy desert restaurant
we can't really afford. I promise."

What do you think of that one? With or without an "or else I'll pay you
$10" stuck on the end.

I agree this sort of statement is common and I think it's very bad
(irrational), with or without the "or else I'll pay you $10". I also think
its irrationality has almost nothing to do with promises, as the statement
would be about equally bad without the "I promise" at the end.
Some of the reasons it's bad that have nothing to do with promises:
- The cultural taboo (antirational meme) against watching movies in
theaters alone, especially when a companion is available. It's silly - at a
movie you sit in a dark room for two hours and you're not supposed to talk
the whole time - but it's supposed to be way better if someone you know is
sitting next to you and very bad if they're not? Makes no sense.
- The bad idea (antirational meme) that people who like each other a lot
should like, or at least watch, the same entertainment together.
- Ditto regarding the ideas of needing to not shop alone, and if you like
someone you should shop together.
- The idea that doing something you don't like, without mentioning that you
don't like it (complaining), is something the person you're doing it with
ought to value. Which means, they ought to value you sacrificing.
- The idea that spending money on frivolous things you "can't really
afford" ought to be considered good and valuable. This one's really about
sacrifice too, since "can't really afford" usually means "that will cause



me to not have enough money for something I consider to be more important."

In the context of all that, I don't think the presence or absence of "I
promise" has an impact on the [ir]rationality of the situation.

Which goes to the point I was trying to make to Rami: It's not the concept
of "I promise" that's irrational - ultimately the promise is just a means
of indicating to others how strongly one intends to perform a particular
act. The irrationality is in what people often make promises about - the
acts they're trying to say they intend strongly to do.

I contend that a mortgage is a promise, not only because it says so in the
document but also because people take it that way. It's not irrational
though, because the object of the promise is, itself, rational. Breach
provisions or not, take the exact same base words of a mortgage contract
but substitute something irrational like the above scenario, and what you
get is irrational.

--Jason

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Islamic criticism (was: Punishment) BoI Infinity <beginning-of-
infinity@googlegroups.com>, rational-politics-list@googlegroups.com
Date: September 26, 2012 at 10:27 AM

On Sun, Sep 23, 2012 at 4:54 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Fri, Sep 21, 2012 at 16:33 AM,  Rami Rustom wrote:

On Fri, Sep 21, 2012 at 5:05 AM, Bruno Marchal <marchal@ulb.ac.be> 
wrote:

There are quite strong statement in the bible too. The problem is not
so much this or that sacred text, but the literal reading of them and
the political exploitation. Mahomet was initially a warrior, and like
zen text, it promotes violence, not all Muslims share such an
interpretation, and some defends laïcity. If we confuse the muslims
with the fanatics, or if we confuse christianity with creationism, we
will lost the battle against the fundamentalists.

Not all muslims are fanatics, sure.

But, Islam does explicitly explain to read and follow the Quran
literally and to follow Mohamed's example. It says that the best
Muslims are the ones that best follow Mohamed's example. So you'll
have Muslims talking about how much they love Mohamed and how much of
a great and perfect person he was. While not knowing that he was
actually a piece of shit. The worst things about him are not known by
most Muslims. And the few things that every Muslim knows, like have
more than 4 wives at a time (13 actually) and marrying a 9 year old,
are things they have answers to (in these specific cases, I don't
remember their rationalizations).

There are so much prejudiced, incomplete and misunderstood statements 



above that I do not know where to start to correct them

Mahomet was not a warrior initially. War even for self-defense is permitted after 
10 years of prophethood upon the attacks of Meccans. Peace was and is the 
central message.

I missed this email. Hibbsa thanks for pointing it out.

Do you consider these peaceful?

Quran 9:5 (translated by Sahih International): And when the sacred
months have passed, then kill the polytheists wherever you find them
and capture them and besiege them and sit in wait for them at every
place of ambush. But if they should repent, establish prayer, and give
zakah, let them [go] on their way. Indeed, Allah is Forgiving and
Merciful.

Hadith 9:84:57 (translated by my mom): Whoever (muslim) changes his
religion, kill him.

However Islam (that literally means peace in arabic)

No. Islam means "submission". Only after 9/11 Islam get the new
translation of "peace".

promotes spiritual and physical strife against evil, oppression and injustice. 
Having said that killing and physical harm should be the absolute last resort.

Those are your morals, not Islamic morals.

The imprisonment for adultery should be taken into consideration with all other 
relevant verses. You can not read and interpret a single verse in an out-of-
context and isolated way. There are other verses who orders 80 hits to backside 
of the body for adultery and equally for man and woman (no sexism). This is 
standard punishment. This particular verse is for women who does not stop 
adultery after standard punishment and becomes a real threat to the societal 



order.

So Quran advocates restriction of freedom of even simple things like
sex, by criminalization and beating. The husband could just divorce
her, and then there would be no adultery. Note that in Sharia law,
women are not allowed to divorce their husbands while husbands have
the right to divorce by just saying the word "divorce" 3 times. So if
the women wanted a divorce because the man was a wife-beater or
adulterer himself, or if she loved another man, she has no power with
the court to ask for a divorce. So then she might choose to go with
that new man "illegally". Who's fault is this? The women or the
societal order?

Note that there is also an Islamic law whereby if the wife goes to her
family's house to seek protection of her husband, the husband has the
legal right to force her to come back to his house. Its called Bait
Al-Ta'a, which means 'house of obedience' (this is Shariah law and is
found in the Hadith).

The punishment is given by the administration not by his husband. And the 
verse says that the imprisonment would end when another "way" has been 
found for her.

And if there was no way, then imprisonment until death. Note that the
verse doesn't even explain how to find another way or what other ways
are possible. So if the husband rationalizes and says, "I didn't find
another way," then he can imprison her until death.

Mahomet had a strict monogamous life with his first wife between 25'th and 
50'th years of his life. After the death of his first wife, he made 10 other 
marriages for educating his wifes with Islamic principles,

Why did he think its acceptable for him to hold himself to a higher
standard then his followers? Muslim men are allowed to marry 4 at a
time, while he did more. Why the inconsistency? Doesn't he think that
Muslim men and women of the future will question this "Islamic
principle"?



spreading the religion as best as he can or for making peace between his tribe 
and rival Arabic tribes.

No. For example, he married Safiah, a teenage Jew, after he invaded
her tribe, killed her father, brother, and husband, married her on the
same day of those murders, and had sex with her the same night. Note
that the Sharia law (Quran 2:234) requires a women to wait 4 months
after becoming a widow before marrying another man. So Mohamed did not
follow his Quran. And this whole account exists in the writing of
Ibn-Is'hak (which can be found in the Sira, which is a full set of
historical accounts of Mohamed). Ibn-Is'hak lived 100 years after
Mohamed and is well-known by Arab and Western historians as an
authentic historical account of Mohamed. And Hadith also talked about
this historical account of Safiah in 5/59/523.

He did not marry a 9 years old. Arabs at that time start to count the age not from 
the birth but from the year that a person has spiritual understanding (and it is 
generally accepted as this starts in 7 years old). So the women he married was 
9+7=16 years old (biologically). It was the daughter of his best friend and this 
lady became the most influential defender of Islamic principles after the 
prophets's death.

Thats news to me. Please provide the evidence of your claim.

Note that the Hadith (1/8/465) says that Aa'isha (the girl he married
when she was 6 years old, but consummated when she was 9 years old),
was talking about playing with dolls when her parents brought her to
Mohamed and after they left, Mohamed took her in and consummated the
marriage. Do 16 year old girls play with dolls? I guess its possible.

All muslims do know the facts in above paragraphs.

You have asserted that your claims are facts, but without explanation
nor evidence.



The reality is that:

- The Quran is written in Arabic and all translations of the Quran are
considered as *not the Quran*. In Islamic culture, translations of the
Quran are given little importance because of the fact that the poetic
nature of the Quran gets lost when translated. So Muslims hold the
Arabic version much higher than any translations, which leads to
Muslims reciting the Quran in arabic rather than reading translations
in their languages. Which means that only Arabic-literate people can
understand the Quran (the Arabic text version).

- As for the translations, I've encountered many English translations
where words are changed which works to soften the harshness of the
Quranic verses. For example, in Quran 4:34, the word Idrubu'hunah
means "strike them (your wives that disobey)" while some translations
instead use "scourge" and others use "beat lightly" (and in the Arabic
text, there is no word "lightly" in there).

- 30% of Muslims are Arabs, meaning that they speak Arabic (slang).
Arabic slang is very different from today's book arabic, which is also
different (in vocabulary but not grammar) than old Arabic.

- About 30% of Arabs are illiterate (which means they only know slang
Arabic), so they cannot read the Quran. And since they only know slang
Arabic, they also don't understand the meaning of the Quranic verses
that they recite.

- 70% of Muslims don't read or speak Arabic because they are not Arabs
and because the Islamic culture does not place value in learning
Arabic in order to understand the Quran. The culture only places value
on memorizing the Quranic verses in order to recite them. So they can
not read the Quran. They only memorize the verses without
understanding the meaning. And since they aren't Arabic-literate, they
don't know the meaning of their recitations.

- Out of all Arab Muslims who are literate, maybe 99% of them don't
read the Quran critically. Meaning that they rationalize the bad stuff
they notice and they adopt the rationalizations (or intended lies)
produced by Islamic scholars.



- So there's 1 billion Muslims. Of them, 300 million speak (slang)
Arabic. Of them, 200 million read (book) Arabic. Of them, 2 million
are able to read and understand the Quran but most of them don't read
it critically because they assume Islam is true, that Allah exists,
and that Mohamed is his messenger and they rationalize away all the
bad stuff that they notice that suggest otherwise. Most of all, they
defer their judgement of ideas to the authorities (Islamic scholars).

Rationalizing means to create reasons to support claims (after those
claims were already decided to be the truth) and without evidence. I
did no such thing. At least now. When I was a Muslim, I claimed that
Islam was peaceful and I rationalized away all the criticism about the
Quran, exactly the way you are (although you did mention a new one I
had never heard of before, which was the counting years not from
birth).

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Sexism in Islam (was: Punishment) BoI Infinity <beginning-of-
infinity@googlegroups.com>, rational-politics-list@googlegroups.com
Date: September 26, 2012 at 11:19 AM

On Sun, Sep 23, 2012 at 4:54 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Fri, Sep 21, 2012 at 16:33 AM,  Rami Rustom wrote:

On Fri, Sep 21, 2012 at 5:05 AM, Bruno Marchal <marchal@ulb.ac.be> 
wrote:

There are quite strong statement in the bible too. The problem is not
so much this or that sacred text, but the literal reading of them and
the political exploitation. Mahomet was initially a warrior, and like
zen text, it promotes violence, not all Muslims share such an
interpretation, and some defends laïcity. If we confuse the muslims
with the fanatics, or if we confuse christianity with creationism, we
will lost the battle against the fundamentalists.

Not all muslims are fanatics, sure.

But, Islam does explicitly explain to read and follow the Quran
literally and to follow Mohamed's example. It says that the best
Muslims are the ones that best follow Mohamed's example. So you'll
have Muslims talking about how much they love Mohamed and how much of
a great and perfect person he was. While not knowing that he was
actually a piece of shit. The worst things about him are not known by
most Muslims. And the few things that every Muslim knows, like have
more than 4 wives at a time (13 actually) and marrying a 9 year old,
are things they have answers to (in these specific cases, I don't
remember their rationalizations).

There are so much prejudiced, incomplete and misunderstood statements 



above that I do not know where to start to correct them

Mahomet was not a warrior initially. War even for self-defense is permitted after 
10 years of prophethood upon the attacks of Meccans. Peace was and is the 
central message.

However Islam (that literally means peace in arabic) promotes spiritual and 
physical strife against evil, oppression and injustice. Having said that killing and 
physical harm should be the absolute last resort.

The imprisonment for adultery should be taken into consideration with all other 
relevant verses. You can not read and interpret a single verse in an out-of-
context and isolated way. There are other verses who orders 80 hits to backside 
of the body for adultery and equally for man and woman (no sexism).

Do you think these are not sexist?

Quran 2:282 (translated by Shahih International): [...] And bring to
witness two witnesses from among your men. And if there are not two
men [available], then a man and two women from those whom you accept
as witnesses - so that if one of the women errs, then the other can
remind her. [...]

Quran 4:11 (translated by Shahih International): Allah instructs you
concerning your children: for the male, what is equal to the share of
two females. But if there are [only] daughters, two or more, for them
is two thirds of one's estate. And if there is only one, for her is
half. And for one's parents, to each one of them is a sixth of his
estate if he left children. But if he had no children and the parents
[alone] inherit from him, then for his mother is one third. And if he
had brothers [or sisters], for his mother is a sixth, after any
bequest he [may have] made or debt. Your parents or your children -
you know not which of them are nearest to you in benefit. [These
shares are] an obligation [imposed] by Allah . Indeed, Allah is ever
Knowing and Wise.

Hadith 1:6:301: Once Allah's Apostle went out to the Musalla (to offer
the prayer) o `Id-al-Adha or Al-Fitr prayer. Then he passed by the
women and said, "O women! Give alms, as I have seen that the majority
of the dwellers of Hell-fire were you (women)." They asked, "Why is it



so, O Allah's Apostle ?" He replied, "You curse frequently and are
ungrateful to your husbands. I have not seen anyone more deficient in
intelligence and religion than you. A cautious sensible man could be
led astray by some of you." The women asked, "O Allah's Apostle! What
is deficient in our intelligence and religion?" He said, "Is not the
evidence of two women equal to the witness of one man?" They replied
in the affirmative. He said, "This is the deficiency in her
intelligence. Isn't it true that a woman can neither pray nor fast
during her menses?" The women replied in the affirmative. He said,
"This is the deficiency in her religion."

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Is the Islamic Threat Real? Fabric-of-Reality@yahoogroups.com, 
rational-politics-list@googlegroups.com
Date: September 26, 2012 at 1:29 PM

Article: Is the Islamic Threat Real?, by Drlamba

http://ireport.cnn.com/docs/DOC-415676

Islam is not a religion, nor is it a cult.  In its fullest form, it is a complete, total, 
100% system of life. Islam has religious, legal, political, economic, social, and 
military components. The religious component is a beard for all of the other 
components

[...]

As long as the Muslim population remains around or under 2% in any  given 
country, they will be for the most part be regarded as a  peace-loving minority, 
and not as a threat to other citizens. This is the case in: United States, Australia, 
Canada, China, Italy, Norway.

When the Muslim population is between 2% to 5%, they begin to proselytize 
from other ethnic minorities  and disaffected groups, often with major recruiting 
from the jails and  among street gangs. This is happening in: Denmark, 
Germany, United Kingdom, Spain, Thailand.

From 5% on, they exercise an inordinate influence in proportion to their 
percentage of the population. For example, they will push for the introduction of 
halal (clean by Islamic standards) food, thereby securing food preparation jobs 
for Muslims. They will increase   pressure on supermarket chains to feature 
halal on their shelves --  along with threats for failure to comply. This is occurring 
in: France, Philippines, Sweden, Switzerland, The Netherlands, Trinidad, 
Tobago.

At this point, they will work to get the ruling government to allow them to rule 
themselves (within their ghettos) under Sharia, the Islamic Law. The ultimate 
goal of Islamists is to establish Sharia law over the entire world.

When Muslims population approachs 10% of the population, they tend to 
increase lawless activities, as a means of complaint about their conditions.  In 
Paris, we have already seen car-burnings. Any non-Muslim action offends Islam 

http://ireport.cnn.com/docs/DOC-415676


and results in uprisings and threats, such as in Amsterdam, with opposition to 
Mohammed cartoons and films about Islam. Such tensions are seen daily, 
particularly in Muslim sections in: Guyana, India, Israel, Kenya, Russia.

After reaching 20%, nations can expect hair-trigger rioting, jihad militia 
formations, sporadic killings, and the burnings of Christian   churches and 
Jewish synagogues, such as in: Ethiopia.

At 40% share in population, nations experience widespread massacres, chronic 
terror  attacks, and ongoing militia warfare, such as in: Bosnia, Chad, Lebanon.

There is a change when the population is 60%, and now we see unfettered 
persecution of non-believers of all other religions (including non-conforming 
Muslims), sporadic  ethnic cleansing (genocide), use of Sharia Law as a 
weapon, and Jizya,  the tax placed on infidels, such as in: Albania, Malaysia, 
Qatar, Sudan.

With 80% population, you can expect daily intimidation and violent jihad, some 
State-run  ethnic cleansing, and even some genocide, as these nations drive out  
the infidels, and move toward 100% Muslim, such as has been  experienced 
and in some ways is on-going in: Bangladesh, Egypt, Gaza, Indonesia, Iran, 
Iraq, Jordan, Morocco, Pakistan, Palestine, Syria, Tajikistan, Turkey, United 
Arab Emirates.

100% will usher in the peace of 'Dar-es-Salaam' -- the Islamic House of Peace. 
Here there's supposed to be peace, because everybody is a Muslim, the 
Madrasses are the only schools, and the Koran is the only word, such as in: 
Afghanistan, Saudi Arabia, Somalia, Yemen.

[...]

It is important to understand that in some countries, with well under 100% 
Muslim populations, such as France, the minority Muslim populations live in 
ghettos, within which they are 100% Muslim, and within which they lead their 
lives  by Sharia Law. The national police do not even enter these ghettos. There 
are no national courts, nor schools, nor non-Muslim religious facilities. In such 
situations, Muslims do not integrate into the community at large. The children 
attend madrasses. They learn only the Koran. To even associate with an infidel 
is a crime punishable with death. Therefore, in some areas of certain nations, 
Muslim Imams and extremists exercise more power than the national average 



would   indicate.

But, matching these Muslim population percentages with activities is scientism.

For example, Syria does not fit the model. Why? Not because Syrian
Muslims are better than other Muslims, but because the head of that
state is a secularist. He uses physical force against the Muslim
Brotherhood in order to stop their activities (rebellion). See
http://en.wikipedia.org/wiki/Hama_massacre.

But, if that head of state is removed, then I expect that Syria will
fit the model.

-- Rami Rustom
http://ramirustom.blogspot.com

http://en.wikipedia.org/wiki/Hama_massacre
http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Killing for religion is justified, say third of Muslim students Fabric-of-
Reality@yahoogroups.com, rational-politics-list@googlegroups.com
Date: September 26, 2012 at 1:39 PM

Article: Killing for religion is justified, say third of Muslim
students, By Patrick Sawer, Telegraph UK

The survey found that extreme Islamist ideology has a profound influence on a 
significant minority of Muslims on campuses across the country.

[...]

The YouGov poll was conducted for the Right-wing think tank, the Centre for 
Social Cohesion, at 12 universities, including Imperial College and Kings 
College London. It also found:

- 40 per cent support the introduction of sharia into British law for Muslims

- a third back the notion of a worldwide Islamic caliphate (state) based on sharia 
law

- 40 per feel it is unacceptable for Muslim men and women to mix freely

-24 per cent do not think men and women are equal in the eyes of Allah

-a quarter have little or no respect for homosexuals.

Although 53 per cent said that killing in the name of religion was never justified, 
compared with 94 per cent of non-Muslims, 32 per cent said that it was. Of 
these, 4 per cent said killing could be justified to "promote or preserve" religion, 
while 28 per cent said it was acceptable if that religion were under attack.

[...]

The report's authors found that Islamic societies on campus, operating under 
the umbrella of the Federation of Student Islamic Societies, exert a strong 
influence on many of Britain's 90,000 Muslim students. A quarter of them belong 
to Islamic societies and their views are often more extreme.

While three-fifths of society members said that killing in the name of religion was 



acceptable, an equal number of non-member Muslims said it was never 
justified. The security services have identified Islamist activism at universities 
acts as a possible "gateway" to violent extremism. Several terrorists and 
sympathisers began their extremist careers on campuses.

WOW! I thought the fanatic Muslim ideology was much less prevalent.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Killing for religion is justified, say third of Muslim students 
Fabric-of-Reality@yahoogroups.com, rational-politics-list@googlegroups.com
Date: September 26, 2012 at 2:04 PM

On Wed, Sep 26, 2012 at 12:39 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

Article: Killing for religion is justified, say third of Muslim
students, By Patrick Sawer, Telegraph UK

I forgot to post the link:

http://www.telegraph.co.uk/news/religion/2461830/Killing-for-religion-is-justified-
say-third-of-Muslim-students.html

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://www.telegraph.co.uk/news/religion/2461830/Killing-for-religion-is-justified-say-third-of-Muslim-students.html
http://ramirustom.blogspot.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Promises are irrational
Date: September 26, 2012 at 3:29 PM

On Sunday, September 23, 2012 12:24:55 PM UTC-7, Elliot Temple wrote:

On Aug 30, 2012, at 2:23 PM, Jason <auv...@gmail.com <javascript:>>
wrote:

In my experience people who are successful in business are reluctant to
do

business with people that they don't trust. Some reasons:
- An unknown likelihood of breach makes planning more difficult for both
parties.
- A transaction of any significance involves many aspects which it is
economically infeasible to make explicit and understood by all parties.
 What do I mean by "economically infeasible"? I mean that the cost of
creating an explicit understanding about all aspects of the transaction

is
disproportionately high as compared to the value of the transaction. for
example: how many EULAs do you actually read and understand every word

of
before clicking "I accept"? Why don't most people do this? Because it's

not
worth the time & energy required to do so.
- Even explicit words are commonly misinterpreted. So even if one party
puts specific language in, the other party reads it & thinks they
understand it, they might not - probably don't. And it's somewhat

unknown
how a court will interpret a specific contract.

So...it's good to have written contracts, and successful people in
business

do not rely *solely* on trust. However, neither do they rely solely on
contracts and explicit breach provisions. They have to trust the person
*and* think they have a good contract before they'll enter a

transaction.
Do you consider this irrational?



The relevant thing for business partners is not trust. Some people might
call it that but that doesn't make them right. The relevant things are more
like understanding what they want and how they work so their actions are
predictable.

I think you are confusing the means of determining one's willingness to
trust, with trust itself.

Dictionary.com, http://dictionary.reference.com/browse/trust?s=t, defines
trust as:
reliance on the integrity, strength, ability, surety, etc., of a person or
thing; confidence.

Which seems a reasonable definition to me. Key is the word "reliance" -
meaning, trust is substituted for something else you would otherwise rely
on.

Understanding what a person wants (what their values are), how they work
are rational means of establishing a willingness to trust (=rely on the
other person).
Understanding a person's skin color, for example, is an irrational means of
establishing a willingness to trust.

Either way, I might know those things about someone and choose not to rely
on them based on that knowledge (i.e. not trust the person - require more
explicit/strong security measures than I would require with someone I
trust).

Or, I might simply say that I will not do business with people I can't rely
on (don't trust).

Businesspeople do that all the time, and I think it is rational.

--Jason

http://dictionary.reference.com/browse/trust?s=t


-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: The High Price of Telling the Truth About Islam Fabric-of-
Reality@yahoogroups.com, rational-politics-list@googlegroups.com
Date: September 26, 2012 at 5:43 PM

The High Price of Telling the Truth About Islam, by Eric Allan Bell

http://www.globalinfidel.tv/profiles/blogs/high-price-of-telling-the-truth-about-islam

It was at this time that I went to my backers and told them that we were not 
making an honest documentary.  I felt that everything I had put into the 25 
minute short version (the one I used to raise the completion funds) was true, but 
only half true.  It was critical that we also show the very real threats that exist 
within Islam.  We needed to show that what is happening to these small 
communities of peaceful Muslims in America were the exception to the rule.  I 
wanted to show what happens to countries when they gain a Muslim majority, 
how women are treated, that homosexuals were executed, that free speech did 
not exist, that the forced Islamic Law was not consistent with Democratic Values 
– anything and everything I could think of that ought to strike a chord with the 
Liberal mindset.  And the response I received was, “Eric you are starting to 
sound like an Islamophobe.  We don’t want to make a movie that promotes fear.  
Let’s just stick with the existing plan, okay?”

I fought and I fought.  I showed them a book called “The Truth About 
Mohammed” but was struck down since the author was a man named Robert 
Spencer and my backers pointed out that the Southern Poverty Law Center 
named his “Jihad Watch” site as part of a hate group.  I asked them to watch a 
documentary called “Islam: What the West Needs to Know” and pointed out that 
I had researched independently and verified the truth of what was being 
presented there, but they would not even watch this documentary as they were 
sure in advance that it was “hate speech” and “propaganda designed to spread 
fear”.

Going into a discussion assuming you already have the truth.

It probably goes without saying that by now I was very frustrated.  I showed my 
new backers several verses from the Koran that call for the killing of infidels and 
was told that these verses were probably being taken out of context.

http://www.globalinfidel.tv/profiles/blogs/high-price-of-telling-the-truth-about-islam


Not taken out of context. The context is, follow Allah's laws, or go
to hell. And it instructs Muslims to force non-Muslims to convert, if
not then pay a tax, if not then kill them.

The context is, if you commit a sinful act on a non-Muslims, then it
is not a sin. Sins can only be committed on Muslims.

I showed them a video clip from MEMRI TV of a young Egyptian child reciting a 
Hadith that calls for the killing of Jews and was told that “you can’t trust MEMRI 
because they have an agenda”.

[...]

In January of 2012 I wrote 3 consecutive articles for the Daily Kos.  The first was 
entitled “Loowatch.com and Radical Islam”.  Here I pointed out the how 
Loonwatch only deflects criticism of radical Islam.  I was also critical of Islamic 
theology while noting over and over that most Muslims were peaceful.  The 
comments section of Daily Kos made me feel like I was attending my own 
funeral.  It was like a public stoning.   There wasn’t much in the way of 
responding to any of the points laid out in my article but hundreds of comments 
accusing me of being “right wing” a “bigot” and an “lslamophobe”.  This was 
disappointing.

[...]

My next article sought to further substantiate my point with regard to these 
wolves in sheep’s clothing calling themselves “Islamophobia Watchdog sites” 
and their first line of defense, that being a blogosphere of liberal lemming 
infidels who are pre-programmed to blurt out the word “Islamophobe” on cue.  
That article was called “How and Why Loonwatch is a Terrorist Spin Control 
Network”.  And as you might have guessed, this piece was met with the same 
mob mentality of those who, rather than read the article and criticize it on its 
merits, instead shot the messenger with charges of “Islamophobia”.  There were 
also 2 Daily Kos articles written in response attacking me personally, another 
Loonwatch article where someone suggested I must be from TN and have no 
education, etc.  And once again, my name was put out on the street through a 
network of Islamic Blogs, including the landing page for CAIR, using a form of 
Islamic double speak which translated to any serious Jihadist means “enemy of 
Allah” and “insulting Islam”.



I know why Americans think that all religions are equally good. Its
for the same reason that they think all races/cultures are equally
good. The reality is that some religions are worse than others. And
some races are worse than others (because of memes, not genes).

The reason is a really horrible understanding of morality.

In American universities, they teach Multiculturalism. They teach that
all cultures are equally good. People that learn this reject the idea
that some cultures are better or worse than others. But how does one
do that?

In order to claim that all religions are the same, or that all races
are the same, one must be biased. He must ignore the really bad stuff
from some of those religions/races. And if you don't ignore these
things, and claim that Christianity is better than Islam, for example,
then you are labeled a bigot (by these Americans).

This misunderstanding of morality is fundamental. Its dubbed Moral
Relativism. The reality is that morality is objective, not relative.
More broadly, truth is objective, not relative.

So by saying that Islamic societies are static societies while Western
societies are dynamic, I am not being bigoted. I'm being objective,
and thus not biased. If I were to say that Islamic societies have
moral knowledge that is as good as the moral knowledge of Western
societies, then I wouldn't be dubbed a bigot, but I would be biased.

On a similar note, I know why American politics leans towards this
Moral Relativism. Its because they are graduating from American
universities where Multiculturalism is being taught.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Killing for religion is justified, say third of Muslim students 
Fabric-of-Reality@yahoogroups.com, rational-politics-list@googlegroups.com
Date: September 26, 2012 at 5:53 PM

On Wed, Sep 26, 2012 at 12:39 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

Article: Killing for religion is justified, say third of Muslim
students, By Patrick Sawer, Telegraph UK

The survey found that extreme Islamist ideology has a profound influence on a 
significant minority of Muslims on campuses across the country.

Here's another survey:

http://www.guardian.co.uk/uk/2007/jan/29/thinktanks.religion

[...]

In the survey of 1,003 Muslims by the polling company Populus through internet 
and telephone questionnaires, nearly 60% said they would prefer to live under 
British law, while 37% of 16 to 24-year-olds said they would prefer sharia law, 
against 17% of those over 55. Eighty-six per cent said their religion was the 
most important thing in their lives.

Nearly a third of 16 to 24-year-olds believed that those converting to another 
religion should be executed, while less than a fifth of those over 55 believed the 
same. The survey claimed that British authorities and some Muslim groups have 
exaggerated the problem of Islamophobia and fuelled a sense of victimhood 
among some Muslims: 84% said they believed they had been well treated in 
British society, though only 28% thought the authorities had gone over the top in 
trying not to offend Muslims. [...]

-- Rami Rustom
http://ramirustom.blogspot.com

http://www.guardian.co.uk/uk/2007/jan/29/thinktanks.religion
http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>, Fabric-of-
Reality@yahoogroups.com, rational-politics-list@googlegroups.com
Subject: Re: [BoI] Killing for religion is justified, say third of Muslim students
Date: September 26, 2012 at 5:57 PM

On 27/09/2012, at 3:40, "Rami Rustom" <rombomb@gmail.com> wrote:

Article: Killing for religion is justified, say third of Muslim
students, By Patrick Sawer, Telegraph UK

While three-fifths of society members said that killing in the name of religion 
was acceptable, an equal number of non-member Muslims said it was never 
justified. The security services have identified Islamist activism at universities 
acts as a possible "gateway" to violent extremism. Several terrorists and 
sympathisers began their extremist careers on campuses.

WOW! I thought the fanatic Muslim ideology was much less prevalent.

Three fifths seems about right in some countries. Sam Harris has been writing 
about the fallacy of 'moderate' Islam since 2002. His first book is a frightening 
testament to the difference between what the average Islamic person believes 
with respect to suicide bombing..and the rest of us. So...I suppose it depends on 
what you read or who you listen to as to whether you'll think it's prevalent or not. 
Those described as "moderate" more often than not support extreme stuff. 
Extremism isn't the problem of course. Extreme Jains aren't a threat. Extreme 
Muslims are though.

Here's the most recent data on Pew polling in Islamic countries:

http://www.pewglobal.org/database/?
indicator=19&survey=13&response=Often/sometimes%20justified&mode=chart

Palestine has support at 68% for "often" or "sometimes" justified to use suicide 
bombing. Given 10% of Indonesians also support suicide bombing...its not a 
small problem, is it? That's 20 million people. Even if it was half that 
number...that's a lot of people against civilisation.

http://www.pewglobal.org/database/?indicator=19&survey=13&response=Often/sometimes%20justified&mode=chart


These numbers are pretty stable over the last decade. Other surveys Pew has 
done on this topic are interesting too. Support for terrorism among young British 
muslims is truly worrying. See more here...with references:

http://www.thereligionofpeace.com/pages/opinion-polls.htm

Brett.

http://www.thereligionofpeace.com/pages/opinion-polls.htm


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Asceticism Fabric-of-Reality@yahoogroups.com
Date: September 26, 2012 at 8:10 PM

http://www.curi.us/446

Asceticism

Ascetic is the opposite of hedonistic. It means scorning worldly desires and 
pleasures, and self-denial. It's sometimes thought to create spiritual discipline, 
or sometimes just someone's tendency.

The spiritual discipline version is on the same order of magnitude of absurdity 
as theism.

One common cause of ascetic qualities is arrogance. Another is anti-capitalism. 
TV is for the masses of capitalist drones, to keep them mindless. Products are a 
trap for lesser people, and I shall avoid them. Toys are for low brow kids; mine 
will enjoy nature and possibly some books and be free. Look at all those Joe 
Schmoes wasting the money they slaved away for at McDonald's for a few 
minutes of pleasure, they won't fool me. blah blah blah

Joy is a great thing.

I suppose there is an important distinction that needs to be made now: some 
ascetics don't value joy, others simply have trouble creating much.

heh, Islam is big on Asceticism. And yes I think it made me anti-capitalist.

Interestingly, at least one person has said that my worldview (that we
should all do what we want) is hedonism.

-- Rami Rustom
http://ramirustom.blogspot.com

http://www.curi.us/446
http://ramirustom.blogspot.com/


From: Ismail Atalay <i_c_atalay@yahoo.co.uk>
Subject: Re: Sexism in Islam (was: Punishment)
Date: September 26, 2012 at 1:41 PM

On Sun, Sep 26, 2012 at 18:19 PM,  <rombomb@gmail.com> wrote: 

On Sun, Sep 23, 2012 at 4:54 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

The imprisonment for adultery should be taken into consideration with all other 
relevant verses. You can not read and >>interpret a single verse in an out-of-
context and isolated way. There are other verses who orders 80 hits to 
backside >>of the body for adultery and equally for man and woman (no 
sexism).

Do you think these are not sexist?

Quran 2:282 (translated by Shahih International): [...] And bring to
witness two witnesses from among your men. And if there are not two
men [available], then a man and two women from those whom you accept
as witnesses - so that if one of the women errs, then the other can
remind her. [...]

Sorry to repeat my self but this is again lack of cultural background info and out-
of-context interpretation. If you read the verses before this, you would clearly see 
that this is about trade/business agreements. Before Islam, women was generally 
outside trade/business domain. They could not be witnesses in any trade 
agreement because they were considered as ignorant and weak in this "serious" 
matters. This is a revolutionary and progressive verse considering this cultural 
background. If the first women does not err, its quality of being witness is equal to 
man. The second woman upon the possibility of confusion in the first woman is a 
precaution taken in the transitional stage of cultural transformation.

Quran 4:11 (translated by Shahih International): Allah instructs you
concerning your children: for the male, what is equal to the share of
two females. But if there are [only] daughters, two or more, for them



This is not a strict/essential order and should be perceived as a recommendation. 
You need to appreciate the socio-economical situation in 7'th century Arabia and 
Islam being again progressive and evolutionary here. The daughters in pre-
Islamic Arabia could not get any inheritance. This verse guarantees them some 
share in the inheritance. In a better social environment where women will easily 
be able to defend their properties/rights and make maximally beneficial use of 
limited resources, this recommendation should be translated into equal share (As 
the overall situation improves, context/culture specific 
regulations/recommendations should be updated in a positive manner according 
to basic principles such as equality of genders etc. There are verses who actively 
apply this principle)

Islam promotes gradual and evolutionary changes in social matters instead of 
disruptive and destabilizing revolutionary changes.

Hadith 1:6:301: Once Allah's Apostle went out to the Musalla (to offer
the prayer) o `Id-al-Adha or Al-Fitr prayer. Then he passed by the
women and said, "O women! Give alms, as I have seen that the majority
of the dwellers of Hell-fire were you (women)." They asked, "Why is it
so, O Allah's Apostle ?" He replied, "You curse frequently and are
ungrateful to your husbands. I have not seen anyone more deficient in
intelligence and religion than you. A cautious sensible man could be
led astray by some of you." The women asked, "O Allah's Apostle! What
is deficient in our intelligence and religion?" He said, "Is not the
evidence of two women equal to the witness of one man?" They replied
in the affirmative. He said, "This is the deficiency in her
intelligence. Isn't it true that a woman can neither pray nor fast
during her menses?" The women replied in the affirmative. He said,
"This is the deficiency in her religion."

The above statement claims to be an Hadith that means it is supposedly the 
saying of the prophet. I am not sure of your source here but based on my 
previous knowledge it does not seem to be authentic. It seems to be a disgusting 
and misogynist statement that is absolutely not compatible with Quran and 
generally accepted teachings of the prophet. All Hadith not compatible with 
Quranic principles should be ignored and discarded.

Let me make my case on this gender equality issue in Islam. Here is a verse from 



Quran :

[33:35] The submitting men, the submitting women, the believing men, the 
believing women, the obedient men, the obedient women, the truthful men, the 
truthful women, the steadfast men, the steadfast women, the reverent men, the 
reverent women, the charitable men, the charitable women, the fasting men, the 
fasting women, the chaste men, the chaste women, and the men who 
commemorate GOD frequently, and the commemorating women; GOD has 
prepared for them forgiveness and a great recompense. 

Above verse (and similar verses along the same lines) strongly emphasizes that 
there can be no difference between man and woman from humanitarian, spiritual 
and ethical perspectives.

Ismail Atalay 



From: Ismail Atalay <i_c_atalay@yahoo.co.uk>
Subject: Re: Islamic criticism (was: Punishment)
Date: September 26, 2012 at 7:19 PM

On Fri, Sep 26, 2012 at 17:27 AM,  Rami Rustom wrote:

 
On Sun, Sep 23, 2012 at 4:54 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

I missed this email. Hibbsa thanks for pointing it out.

Do you consider these peaceful?

Quran 9:5 (translated by Sahih International): And when the sacred
months have passed, then kill the polytheists wherever you find them
and capture themcki and besiege them and sit in wait for them at every
place of ambush. But if they should repent, establish prayer, and give
zakah, let them [go] on their way. Indeed, Allah is Forgiving and
Merciful.

This is one of the the very few (4-5 in 6600 verses) war-permitting verses. This 
was revealed when Meccan people (who were attacking and torturing muslims as 
their belief was not compatible to their polytheist religion and to their totally 
hieararchical social order based on wealth and power) did not comply to the 
terms of cease-fire treaty and started to use agressive and cruel methods once 
again. Arabs do not fight during sacred months so the attack to Medina after 
sacred war was imminent. This verse gives muslim the right to wage war for self-
defense in their cities.

Hadith 9:84:57 (translated by my mom): Whoever (muslim) changes his
religion, kill him.

This is a manufactured hadith. There is no such principle in Islam. Actually the 
Quranic verse clearly says that
2:256 "There is no compulsion in religion"

However Islam (that literally means peace in arabic)



No. Islam means "submission". Only after 9/11 Islam get the new
translation of "peace".

Islam is derived from three consonnant root common in all semitic languages. 
These are "s","l","m" combination and all the concepts related to peace comes 
from this. For example "salaam" that is used for greeting also comes from this 
root. For example "shalom" in Hebrew also has the same common Semitic 
architecture. By the way, Shalom also means submission and peace 
simultaneously. All this has absolutely nothing to do with 9/11.

promotes spiritual and physical strife against evil, oppression and injustice. 
Having said that killing and physical harm should be the absolute last >>resort.

Those are your morals, not Islamic morals.

No. I actually try to converge to Islamic morals. My personal morals would be 
inclined to ultra-pacifist and egoistic stance. Islam says that you should be ready 
to risk your life for all oppressed people. However, you have to do this within a 
judicial framework. Ends would never justify means and all kinds of terrorism is 
strictly prohibited.

The imprisonment for adultery should be taken into consideration with all other 
relevant verses. You can not read and interpret a single verse in an >>out-of-
context and isolated way. There are other verses who orders 80 hits to 
backside of the body for adultery and equally for man and woman (no 
>>sexism). This is standard punishment. This particular verse is for women 
who does not stop adultery after standard punishment and becomes a real 
>>threat to the societal order.

So Quran advocates restriction of freedom of even simple things like
sex, by criminalization and beating.

I would not call beating but yes there is physical punishment for adultery. The hits 
to the backside should be applied to hurt you but no permanent damage or 
bruises should be left. Imprisonment and other precuations is the next step if 
standard punishment does not have any effect.

The husband could just divorce
her, and then there would be no adultery. Note that in Sharia law,
women are not allowed to divorce their husbands while husbands have



the right to divorce by just saying the word "divorce" 3 times. So if
the women wanted a divorce because the man was a wife-beater or
adulterer himself, or if she loved another man, she has no power with
the court to ask for a divorce. So then she might choose to go with
that new man "illegally". Who's fault is this? The women or the
societal order?

Women have right to ask divorce under all circumstances. I really do not 
understand what is your source when referring to "Sharia" law.

Note that there is also an Islamic law whereby if the wife goes to her
family's house to seek protection of her husband, the husband has the
legal right to force her to come back to his house. Its called Bait
Al-Ta'a, which means 'house of obedience' (this is Shariah law and is
found in the Hadith).

In Islam, there can not be compulsion. This "Sharia" law and similar 
manufactured hadiths seems to be made-up in order to preserve the tribalist, 
sexist, power-worshipping, closed-minded and violent components in the pre-
Islamic Arabic culture

The punishment is given by the administration not by his husband. And the 
verse says that the imprisonment would end when another "way" has been 
>>found for her.

And if there was no way, then imprisonment until death. Note that the
verse doesn't even explain how to find another way or what other ways
are possible. So if the husband rationalizes and says, "I didn't find
another way," then he can imprison her until death.

These ways are found in other verses and in the authentic practice of the 
prophet. Again this is not husbands decision to end or continue the punishment.

Mahomet had a strict monogamous life with his first wife between 25'th and 
50'th years of his life. After the death of his first wife, he made 10 other 
>>marriages for educating his wifes with Islamic principles,

Why did he think its acceptable for him to hold himself to a higher
standard then his followers? Muslim men are allowed to marry 4 at a
time, while he did more. Why the inconsistency? Doesn't he think that
Muslim men and women of the future will question this "Islamic
principle"?



As far as I know 5 of his wifes were concubines. Marrying with concubines was 
unheard of in Arabs but he did this after the slavery has been abolished 
progressively by Quranic verses (some 12 centuries before civilized western 
world). The concubines did not want to leave him, they preferred to participate to 
the legacy he was trying to form. The prophet being a special person naturally 
was trying to maximize his positive impact.

spreading the religion as best as he can or for making peace between his tribe 
and rival Arabic tribes.

No. For example, he married Safiah, a teenage Jew, after he invaded
her tribe, killed her father, brother, and husband, married her on the
same day of those murders, and had sex with her the same night. Note
that the Sharia law (Quran 2:234) requires a women to wait 4 months
after becoming a widow before marrying another man. So Mohamed did not
follow his Quran. And this whole account exists in the writing ofr
Ibn-Is'hak (which can be found in the Sira, which is a full set of
historical accounts of Mohamed). Ibn-Is'hak lived 100 years after
Mohamed and is well-known by Arab and Western historians as an
authentic historical account of Mohamed. And Hadith also talked about
this historical account of Safiah in 5/59/523.

She was the daugter of the Jewish tribe's chief and there has been a war 
between the tribe and muslims (Jewish tribe was the aggressor). After the war, 
the prophet desired to make permanent peace and emphasized that the muslims 
should not have any anti-Jewish feeling even if there has been a vicious war. 
These are well known historical facts. 
http://en.wikipedia.org/wiki/Safiyya_bint_Huyayy

Rationalizing means to create reasons to support claims (after those
claims were already decided to be the truth) and without evidence. I
did no such thing. At least now. When I was a Muslim, I claimed that
Islam was peaceful and I rationalized away all the criticism about the
Quran, exactly the way you are (although you did mention a new one I
had never heard of before, which was the counting years not from
birth).

It is well known and analyzed what was the prophets' intention in all events you 
referred. During his life-time, no body questioned his good-will and sincerity. 
Actually while emphasizing that good-will/sincerity would not guarantee 

http://en.wikipedia.org/wiki/Safiyya_bint_Huyayy


correctness, all prominent non-muslim historians would also acknowledge this. 
Many people around him (relatives, wifes, friends etc) were sometimes unhappy 
because they were thinking that the prophet should be more cautious/suspicious 
and less tolerant.
Ismail Atalay

[Non-text portions of this message have been removed]



From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>, rational-politics-
list@googlegroups.com
Subject: [BoI] Re: Islamic criticism (was: Punishment)
Date: September 27, 2012 at 1:10 PM

On Wed, Sep 26, 2012 at 6:19 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Fri, Sep 26, 2012 at 17:27 AM,  Rami Rustom wrote:

On Sun, Sep 23, 2012 at 4:54 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

I missed this email. Hibbsa thanks for pointing it out.

Do you consider these peaceful?

Quran 9:5 (translated by Sahih International): And when the sacred
months have passed, then kill the polytheists wherever you find them
and capture themcki and besiege them and sit in wait for them at every
place of ambush. But if they should repent, establish prayer, and give
zakah, let them [go] on their way. Indeed, Allah is Forgiving and
Merciful.

This is one of the the very few (4-5 in 6600 verses) war-permitting verses. This 
was revealed when Meccan people (who were attacking and torturing muslims 
as their belief was not compatible to their polytheist religion and to their totally 
hieararchical social order based on wealth and power)

You don't think that Islam was a social order based on wealth and
power? Mohamed conquered lands and allowed his Muslim conquerors to
take booty, take slaves, take wives (regardless of consent) (after
having murdered their husbands). And Mohamed was to take 20% of that
booty. Oh and Mohamed said that Muslims can have sex with their slaves
too.



Lets talk history. Mohamed lived in Mecca. He started preaching Islam
there. He left Mecca after having only converted about 150 people to
Islam. While in Mecca, Mohamed (and Islam) was peaceful and the
Quranic verses reflect this (note that each Quranic Surah is recorded
with it the when and where Mohamed first revealed the Surah). He went
to Medina and there he recruited in the thousands, still peacefully.
He was able to do this because Medina had way more poor people and
Islam was good for poor people. Then he went back to Mecca with
thousands of Muslims which was an overwhelming force to the Meccan
pagans. And the Quran again reflects this non-peaceful compulsory
conversion to Islam. Now ask yourselves, why is it that Mohamed was
peaceful in Mecca before he and his followers left Mecca the first
time? Its because they were weak (in numbers).

did not comply to the terms of cease-fire treaty and started to use agressive and 
cruel methods once again. Arabs do not fight during sacred months so the 
attack to Medina after sacred war was imminent. This verse gives muslim the 
right to wage war for self-defense in their cities.

This historical account that you describe is not mentioned in the
Quran as a context for the 9:5 verse. So how can a Muslim learn from
this morality without the benefit of the historical account you
described? Does he need to study 7th century Arabian history just to
learn his religion? Or should he just defer his judgment to Muslim
scholars who will tell him what to think?

Hadith 9:84:57 (translated by my mom): Whoever (muslim) changes his
religion, kill him.

This is a manufactured hadith. There is no such principle in Islam. Actually the 
Quranic verse clearly says that
2:256 "There is no compulsion in religion"

Yes. And that contradicts this:

Quran 8:39 (translated by Sahih International): And fight them until



there is no fitnah and [until] the religion, all of it, is for Allah .
And if they cease - then indeed, Allah is Seeing of what they do.

Note that fitnah means (from wikipedia): Fitnah is an Arabic word with
connotations of secession, upheaval, and chaos. It is widely used in
Arabic daily language as an adjective which refers to "causing
problems between people" or attempting to create a chaotic situation
that tests one's faith. The exact translation of this word is often
ambiguous for non-Arabic speakers.

Do you agree that this verse is saying to forcefully cause people to
convert to Islam (while those people are doing fitnah)? If not, why
not?

And it (Quran 2:256) contradicts this:

Quran 33:26/27 (translated by Sahih International): (26) And He
(Allah) brought down those who supported them among the People of the
Scripture from their fortresses and cast terror into their hearts [so
that] a party you killed, and you took captive a party. (27) And He
caused you to inherit their land and their homes and their properties
and a land which you have not trodden. And ever is Allah , over all
things, competent.

So Allah caused Muslims to cast terror in the hearts of the People of
the Scripture (Christians and Jews), people that Muslims killed and
took captive. And Allah caused Muslims to inherit property from the
them. This is theft, which is compulsion. Do you agree?

Do you agree that the Quran contradicts itself?

However Islam (that literally means peace in arabic)

No. Islam means "submission". Only after 9/11 Islam get the new
translation of "peace".

Islam is derived from three consonnant root common in all semitic languages. 
These are "s","l","m" combination and all the concepts related to peace comes 
from this.  For example "salaam" that is used for greeting also comes from this 



root.

No. You are confusing two root words. Silm means peace. Salam comes
from this root word. Sallim means submission. Islam comes from this
root word.

Note that these two root words have the same consonant Arabic letters.
The only difference is the vowels - Isharaat (which are the markings
above and below letters that indicate the vowel sounds and other
things like hanging on a letter). Note that there are also vowel
letters. The vowel letters are like the English long-vowel sounds
while the vowel Isharaat are like the English short-vowel sounds.

See wikipedia (http://en.wikipedia.org/wiki/S-L-M, scroll down to the
examples showing the meaning of Islam and Salam).

For example "shalom" in Hebrew also has the same common Semitic 
architecture. By the way, Shalom also means submission and peace 
simultaneously. All this has absolutely nothing to do with 9/11.

promotes spiritual and physical strife against evil, oppression and injustice. 
Having said that killing and physical harm should be the absolute last 
>>resort.

Those are your morals, not Islamic morals.

No. I actually try to converge to Islamic morals. My personal morals would be 
inclined to ultra-pacifist and egoistic stance.

Islam is not pacifist at all. Nor is it egoistic. Your view is
inconsistent with Islam.

Islam says that you should be ready to risk your life for all oppressed people. 
However, you have to do this within a judicial framework. Ends would never 
justify means and all kinds of terrorism is strictly prohibited.

No.

http://en.wikipedia.org/wiki/S-L-M


Quran 3:151 (translated by Sahih): We will cast terror into the hearts
of those who disbelieve for what they have associated with Allah of
which He had not sent down [any] authority. And their refuge will be
the Fire, and wretched is the residence of the ...

The root word is R'HB, which means terror. BTW IRHAAB means terrorism.

The imprisonment for adultery should be taken into consideration with all 
other relevant verses. You can not read and interpret a single verse in an 
>>out-of-context and isolated way. There are other verses who orders 80 hits 
to backside of the body for adultery and equally for man and woman (no 
>>sexism). This is standard punishment. This particular verse is for women 
who does not stop adultery after standard punishment and becomes a real 
>>threat to the societal order.

So Quran advocates restriction of freedom of even simple things like
sex, by criminalization and beating.

I would not call beating but yes there is physical punishment for adultery.

Why wouldn't you call it beating? Thats exactly what it is.

The hits to the backside should be applied to hurt you but no permanent 
damage or bruises should be left. Imprisonment and other precuations is the 
next step if standard punishment does not have any effect.

The husband could just divorce
her, and then there would be no adultery. Note that in Sharia law,
women are not allowed to divorce their husbands while husbands have
the right to divorce by just saying the word "divorce" 3 times. So if
the women wanted a divorce because the man was a wife-beater or
adulterer himself, or if she loved another man, she has no power with
the court to ask for a divorce. So then she might choose to go with
that new man "illegally". Who's fault is this? The women or the
societal order?

Women have right to ask divorce under all circumstances. I really do not 
understand what is your source when referring to "Sharia" law.



False. The Quran explains to men how and why they should divorce their
wives. Nowhere does it instruct women about what they should do.

Sharia (according to wikipedia) is "legislation", the moral code and
religious law of Islam. Sharia deals with many topics addressed by
secular law, including crime, politics, and economics, as well as
personal matters such as sexual intercourse, hygiene, diet, prayer,
and fasting. Though interpretations of sharia vary between cultures,
in its strictest definition it is considered the infallible law of
God—as opposed to the human interpretation of the laws (fiqh). There
are two primary sources of sharia law: the precepts set forth in the
Quran, and the example set by the Islamic prophet Muhammad in the
Sunnah (Hadith). Where it has official status, sharia is interpreted
by Islamic judges (qadis) with varying responsibilities for the
religious leaders (imams). For questions not directly addressed in the
primary sources, the application of sharia is extended through
consensus of the religious scholars (ulama) thought to embody the
consensus of the Muslim Community (ijma). Islamic jurisprudence will
also sometimes incorporate analogies from the Quran and Sunnah
(Hadith) through qiyas, though Shia jurists prefer reasoning ('aql) to
analogy.

So Sharia Law means the set of laws outlined by the Quran, the Hadith,
and by Imams who interpret the Quran and Hadith and Mohamed's history
(Sira) while trying to apply those moral ideas to current day
problems.

But I see that you reject Sharia law and instead you only trust the
Quran and some Hadith (the ones that you deem consistent with the
Quran).

Note that there is also an Islamic law whereby if the wife goes to her
family's house to seek protection of her husband, the husband has the
legal right to force her to come back to his house. Its called Bait
Al-Ta'a, which means 'house of obedience' (this is Shariah law and is
found in the Hadith).



In Islam, there can not be compulsion. This "Sharia" law and similar 
manufactured hadiths seems to be made-up in order to preserve the tribalist, 
sexist, power-worshipping, closed-minded and violent components in the pre-
Islamic Arabic culture

Yes my mom and I had that rationalization too. We said that
pre-Islamic Arabians were very immoral (compared to other cultures of
that century). And Islam improved their morality. And then bad
Arabians infected Islam with lies in the Hadith. Then when I learned
that the Quran has some horrible things in it that I couldn't
rationalize anymore, I adopted a new rationalization that the Quran
*was* Allah's word and then it was changed by bad Arabians after
Mohamed's death. So with that rationalization I was able to keep the
good stuff from the Quran and throw out the bad stuff.

The punishment is given by the administration not by his husband. And the 
verse says that the imprisonment would end when another "way" has been 
>>found for her.

And if there was no way, then imprisonment until death. Note that the
verse doesn't even explain how to find another way or what other ways
are possible. So if the husband rationalizes and says, "I didn't find
another way," then he can imprison her until death.

These ways are found in other verses and in the authentic practice of the 
prophet. Again this is not husbands decision to end or continue the punishment.

How do you know? The verse doesn't explain who's decision it is to make.

Mahomet had a strict monogamous life with his first wife between 25'th and 
50'th years of his life. After the death of his first wife, he made 10 other 
>>marriages for educating his wifes with Islamic principles,

Why did he think its acceptable for him to hold himself to a higher
standard then his followers? Muslim men are allowed to marry 4 at a
time, while he did more. Why the inconsistency? Doesn't he think that
Muslim men and women of the future will question this "Islamic



principle"?
As far as I know 5 of his wifes were concubines. Marrying with concubines was 
unheard of in Arabs but he did this after the slavery has been abolished 
progressively by Quranic verses (some 12 centuries before civilized western 
world). The concubines did not want to leave him, they preferred to participate 
to the legacy he was trying to form. The prophet being a special person naturally 
was trying to maximize his positive impact.

No. The Quran did not abolish slavery. Mohamed does say that its good
to free slaves but that isn't the same thing. Which Quranic verse do
you think abolishes slavery?

spreading the religion as best as he can or for making peace between his 
tribe and rival Arabic tribes.

No. For example, he married Safiah, a teenage Jew, after he invaded
her tribe, killed her father, brother, and husband, married her on the
same day of those murders, and had sex with her the same night. Note
that the Sharia law (Quran 2:234) requires a women to wait 4 months
after becoming a widow before marrying another man. So Mohamed did not
follow his Quran. And this whole account exists in the writing ofr
Ibn-Is'hak (which can be found in the Sira, which is a full set of
historical accounts of Mohamed). Ibn-Is'hak lived 100 years after
Mohamed and is well-known by Arab and Western historians as an
authentic historical account of Mohamed. And Hadith also talked about
this historical account of Safiah in 5/59/523.

She was the daugter of the Jewish tribe's chief and there has been a war 
between the tribe and muslims (Jewish tribe was the aggressor).

How do you know that Jews were the aggressors? Whats your source?

After the war, the prophet desired to make permanent peace and emphasized 
that the muslims should not have any anti-Jewish feeling even if there has been 
a vicious war. These are well known historical facts.



http://en.wikipedia.org/wiki/Safiyya_bint_Huyayy

This is a big subject so I'm going to make it a separate email.

Rationalizing means to create reasons to support claims (after those
claims were already decided to be the truth) and without evidence. I
did no such thing. At least now. When I was a Muslim, I claimed that
Islam was peaceful and I rationalized away all the criticism about the
Quran, exactly the way you are (although you did mention a new one I
had never heard of before, which was the counting years not from
birth).

It is well known and analyzed what was the prophets' intention in all events you 
referred. During his life-time, no body questioned his good-will and sincerity.

By "no body" I assume you mean Muslims. Sure. They were immoral too.
They agreed with his morality.

Actually while emphasizing that good-will/sincerity would not guarantee 
correctness, all prominent non-muslim historians would also acknowledge this. 
Many people around him (relatives, wifes, friends etc) were sometimes unhappy 
because they were thinking that the prophet should be more cautious/suspicious 
and less tolerant.

Ah so those people were even more immoral than Mohamed.

-- Rami Rustom
http://ramirustom.blogspot.com

http://en.wikipedia.org/wiki/Safiyya_bint_Huyayy
http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>, rational-politics-
list@googlegroups.com
Subject: Re: Sexism in Islam (was: Punishment)
Date: September 27, 2012 at 4:20 PM

On Wed, Sep 26, 2012 at 12:41 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Sun, Sep 26, 2012 at 18:19 PM,  <rombomb@gmail.com> wrote:

On Sun, Sep 23, 2012 at 4:54 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

The imprisonment for adultery should be taken into consideration with all 
other relevant verses. You can not read and >>interpret a single verse in an 
out-of-context and isolated way. There are other verses who orders 80 hits to 
backside >>of the body for adultery and equally for man and woman (no 
sexism).

Do you think these are not sexist?

Quran 2:282 (translated by Shahih International): [...] And bring to
witness two witnesses from among your men. And if there are not two
men [available], then a man and two women from those whom you accept
as witnesses - so that if one of the women errs, then the other can
remind her. [...]

Sorry to repeat my self but this is again lack of cultural background info and out-
of-context interpretation. If you read the verses before this,

I did. And I cut it out because its irrelevant.

you would clearly see that this is about trade/business agreements.

Yes that was clear when I read it.



Before Islam, women was generally outside trade/business domain.

And after Islam. And even today.

They could not be witnesses in any trade agreement because they were 
considered as ignorant and weak in this "serious" matters. This is a 
revolutionary and progressive verse considering this cultural background. If the 
first women does not err, its quality of being witness is equal to man. The 
second woman upon the possibility of confusion in the first woman is a 
precaution taken in the transitional stage of cultural transformation.

That is too vague to criticize.

Quran 4:11 (translated by Shahih International): Allah instructs you
concerning your children: for the male, what is equal to the share of
two females. But if there are [only] daughters, two or more, for them

This is not a strict/essential order and should be perceived as a 
recommendation.

Recommendation? You are reading out-of-context. Here is the full verse
(notice the "Allah instructs you" and the "an obligation by Allah"
parts):

Quran 4:11 (translated by Shahih International): Allah instructs you
concerning your children: for the male, what is equal to the share of
two females. But if there are [only] daughters, two or more, for them
is two thirds of one's estate. And if there is only one, for her is
half. And for one's parents, to each one of them is a sixth of his
estate if he left children. But if he had no children and the parents
[alone] inherit from him, then for his mother is one third. And if he
had brothers [or sisters], for his mother is a sixth, after any
bequest he [may have] made or debt. Your parents or your children -
you know not which of them are nearest to you in benefit. [These
shares are] an obligation [imposed] by Allah . Indeed, Allah is ever



Knowing and Wise.

So considering the context (which you have multiple times told me is
so important), Allah makes it obligatory of you to obey this order so
do not call it a recommendation.

You need to appreciate the socio-economical situation in 7'th century Arabia and 
Islam being again progressive and evolutionary here.

Yes Islam was progressive and evolutionary for the 7th century Arabs.

The daughters in pre-Islamic Arabia could not get any inheritance. This verse 
guarantees them some share in the inheritance.

Yes this is an improvement over pre-Islamic Arabian tradition.

In a better social environment where women will easily be able to defend their 
properties/rights and make maximally beneficial use of limited resources, this 
recommendation should be translated into equal share (As the overall situation 
improves, context/culture specific regulations/recommendations should be 
updated in a positive manner according to basic principles such as equality of 
genders etc. There are verses who actively apply this principle)

No. These are your ideas that you are labeling as Islamic ideas.
Please point them out.

Note that Syria still goes by that 50% women to man inheritance idea.
And all Islamic dominant countries do too. So if you're right, then
you're the only one.

Islam promotes gradual and evolutionary changes in social matters instead of 
disruptive and destabilizing revolutionary changes.

Gradual is good. This is how knowledge evolves. There is no other way.
Revolutionary change is bad.



So what about the gradual improvement from 7th century until now? What
improvements have Islamic cultures adopted? Its little to none. Why is
this the case? One reason is that the Quran explicitly states that it
cannot be changed and that it is being protected by Allah. And it
explicitly states that the best Muslims are the ones that follow
Mohamed's example to the letter (verbatim).

So Muslims are instructed by their Quran to *not evolve* their moral
knowledge. Here you are saying that Islam was progressive and
evolutionary when it was first revealed, but by its own nature,
prevented its own progression and evolution.

Hadith 1:6:301: Once Allah's Apostle went out to the Musalla (to offer
the prayer) o `Id-al-Adha or Al-Fitr prayer. Then he passed by the
women and said, "O women! Give alms, as I have seen that the majority
of the dwellers of Hell-fire were you (women)." They asked, "Why is it
so, O Allah's Apostle ?" He replied, "You curse frequently and are
ungrateful to your husbands. I have not seen anyone more deficient in
intelligence and religion than you. A cautious sensible man could be
led astray by some of you." The women asked, "O Allah's Apostle! What
is deficient in our intelligence and religion?" He said, "Is not the
evidence of two women equal to the witness of one man?" They replied
in the affirmative. He said, "This is the deficiency in her
intelligence. Isn't it true that a woman can neither pray nor fast
during her menses?" The women replied in the affirmative. He said,
"This is the deficiency in her religion."

The above statement claims to be an Hadith that means it is supposedly the 
saying of the prophet. I am not sure of your source here

My source is the Hadith volumes Al-Bukhaari and Al-Muslim. See
http://sunnah.com/bukhari/6 (scroll down to "(6) Chapter: A
menstruating women").

but based on my previous knowledge it does not seem to be authentic. It seems 

http://sunnah.com/bukhari/6


to be a disgusting and misogynist statement

Yes it is disgusting and misogynist.

that is absolutely not compatible with Quran and generally accepted teachings 
of the prophet. All Hadith not compatible with Quranic principles should be 
ignored and discarded.

Ah yes I remember hearing that one too. And I adopted it too. If it
doesn't make sense, then its false (made up lies). Its a powerful
rationalization to reject criticism.

The Hadith that I chose (Al-Bukhaari and Al-Muslim) are well-known in
the Islamic world as trustworthy.

Let me make my case on this gender equality issue in Islam. Here is a verse 
from Quran :

[33:35] The submitting men, the submitting women, the believing men, the 
believing women, the obedient men, the obedient women, the truthful men, the 
truthful women, the steadfast men, the steadfast women, the reverent men, the 
reverent women, the charitable men, the charitable women, the fasting men, the 
fasting women, the chaste men, the chaste women, and the men who 
commemorate GOD frequently, and the commemorating women; GOD has 
prepared for them forgiveness and a great recompense.

That does not say that men and women are equal. So Allah spoke to men
and women in the same sentence. No suggestion of equality. Nothing
saying that they are the same. Nothing about legal rights. Nothing
about nothing.

Above verse (and similar verses along the same lines) strongly emphasizes that 
there can be no difference between man and woman from humanitarian, 
spiritual and ethical perspectives.

Humanitarian perspective? Then why does the Quran instruct men to beat
their wives? What is humanitarian about that? (see below)



What about the intellectual perspective? Your verse says nothing about
that. But the verse below says...

Quran 4:34 (translated by Sahih): Men are in charge of women by [right
of] what Allah has given one over the other and what they spend [for
maintenance] from their wealth. So righteous women are devoutly
obedient, guarding in [the husband's] absence what Allah would have
them guard. But those [wives] from whom you fear arrogance - [first]
advise them; [then if they persist], forsake them in bed; and
[finally], strike them. But if they obey you [once more], seek no
means against them. Indeed, Allah is ever Exalted and Grand.

Do you still think that men and women are equal in Islam?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Do you believe in God? Fabric-of-Reality@yahoogroups.com, BoI 
Infinity <beginning-of-infinity@googlegroups.com>
Date: September 27, 2012 at 10:29 PM

Kid: Do you believe in God?

Parent: No.

Kid: Why not?

Parent: All life is problem solving. What problem does God solve?

Kid: He solves being sad.

Parent: He doesn't solve *my* sadness.

Kid: Thats because you don't get sad.

Parent: I've been sad before. And each time I'm sad, its because I had
a problem. And I found a solution to that problem and solved it. That
means I didn't have that problem anymore.

Kid: [goes back to watching tv]

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>, rational-politics-
list@googlegroups.com
Subject: Islam causes factions
Date: September 28, 2012 at 9:46 AM

On Thu, Sep 27, 2012 at 4:50 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Thu, Sep 27, 2012 at 12:58 PM a b <asbbih@gmail.com> wrote

There are deliberate mistranslations that I've found. But they go in
the opposite direction. They work to soften the harshness of the
Quran. I provided one yesterday in one of my posts to you.

It is not always about harshness-softness. Some verses are mistranslated by 
forcing the grammatical and linguistic structure of the language to provide 
support to violent, sexist and authoritarian policies.

Thats in interesting assertion. Please provide an example of this.

Its not difficult to consider the context. A few verses before and/or
after a verse is enough. Some Muslims claim that you also need to know
the context of the history of 7th century Arabia. But that makes no
sense because new people born today will be reading the Quran without
that historical context. So what are they supposed to do? Study 7th
century Arabian history in order to understand their religion?

Not always. Please bear in mind that some part of the Quran is directly 
addressing the people living at that point in time. These are contextual message 
and they would be culture/history/background specific. You need to know the 
context to interpret them correctly and deduce universal principles out of this.

So you're saying that if a person doesn't know the cultural/historical
background of the Quran, then he will interpret the Quran verses
incorrectly?



You could say that Quran could have been a summary of universal principles 
with no particular concern for the people that are addressed directly but this  
would not be compatible with all-caring and all-merciful divinity.

I don't know what you're saying here. Could you rephrase? Are you
saying that Allah is not all-caring all-merciful?

Ah yes I did that rationalization too! I said that all those stupid
ass Muslims are wrong. They don't understand Islam.

No you misunderstood me. This is not rationalization. Mullahs, sheikhs and 
Imams, their very existence are incompatible with Islam.

You are right (although most Muslims believe otherwise). The Quran
says to follow its rules. And to follow Mohamed's example (Hadith) to
the letter. And what most Muslims do, is take it one step further,
which is to create new rules using Quran/Hadith rules and applying
them to new problems (after Mohamed's death). And this is the 3rd
component that most Muslims think is part of the religion of Islam.
And they call the 3 components together as Sharia law.

The problem arises when different Muslims create different rules in
this 3rd sphere of rules. So this necessarily creates factions. And
this necessarily means that the rules of a faction conflicts with that
of rules of other factions. And this is the cause of much of the
Muslim on Muslim conflict. Interestingly, the Quran says (30:31/32)
"[Adhere to it], turning in repentance to Him, and fear Him and
establish prayer and do not be of those who associate others with
Allah. [Or] of those who have divided their religion and become sects,
every faction rejoicing in what it has."

So here this verse is consistent with what you have said which is that
the existence of Muslims who create new rules (thus causing factions)
is forbidden.

This raises the question of interpretations of the 1st and 2nd
components of Islam (Quran/Hadith). Muslims have differing



interpretations of those verses and sayings. So the above argument for
the 3rd component causing factions holds true for the 1st and 2nd
components too. So Quran 30:31/32 conflicts with the Quran itself
because by the nature of the fact that the 1st and 2nd component cause
factions, Allah is telling Muslims to not follow factions while
creating a situation that necessarily causes factions.

For example, you have created a new faction. I gaurantee you that no
other Muslim alive today holds the same Islamic views as you do.
Therefore you have a new faction that no other Muslim has ever been a
part of. I'll call it Ismailism.

This is because there can not be an institution that represents Islam.

Right. And this is interesting because what it causes is mass
confusion and disagreement on basic small things like which day the
Ramadan holiday (the 3 days after the month of Ramadan) starts, every
single year. And you'll see Muslims discussing this stuff all the way
up until 12 midnight the day before looking for the moon being in a
certain state (based on some description by Mohamed about how to
figure out when the holiday starts).

Yes it creates complications but Islam is based on trust and good-will and 
assumes that true believers will reach to a consensus on these matters without 
needing authorities or rulers.

That assumption is mistaken. The contradictions of the Quran
necessarily causes a situation where consensus doesn't happen.

Please consider that institutional religion has been the resource of many 
repression, problems and wars especially in Christian world.

Yes all religions have this problem of necessarily causing factions.

Then what is this talk about the Islamic State? Isn't it a state whose
laws *are* Sharia law?



"Islamic state" is a modern invention. Any state that follows universal principles 
favored by Islam would be closer to ideal, desirable state.

Tolerance? Non-compulsion? Show me the Quranic verse or Hadith that states 
that.

Can you please quote me a single Quranic verse (not the few verses related 
with people that muslims were in war with at the time of prophet) that is ignoring 
tolerance or promoting compulsion. Tolerance and non-compulsion are the 
backbones of real Islam.

Without these everything will collapse and what you will experience would be 
fear, hate, repression, hypocrisy, double standards, ignorance and violence 
disguised itself under the perverted interpretation of Islam (that takes support 
from manufactured hadith and closed-minded interpretation of Quran)

I already did. I'll post it again.

Quran 4:34 (translated by Sahih): [...] So righteous women are devoutly
obedient, guarding in [the husband's] absence what Allah would have
them guard. But those [wives] from whom you fear arrogance - [first]
advise them; [then if they persist], forsake them in bed; and
[finally], strike them. But if they obey you [once more], seek no
means against them. Indeed, Allah is ever Exalted and Grand.

Allah instructs for husbands to strike their wives if they disagree.
This is intolerance. Do you agree?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Politics and History of Islam upon Mohamed's death BoI Infinity 
<beginning-of-infinity@googlegroups.com>, rational-politics-
list@googlegroups.com
Date: September 28, 2012 at 10:57 AM

On Thu, Sep 27, 2012 at 4:14 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Thu, Sep 27, 2012 at 12:19 AM, Ismail Atalay a b <asbbih@gmail.com> 
wrote :

Ismail - so how would you characterize the phenomenon of
extremist/fundamentalist Islamic beliefs and action?

This is a complicated issue. There are fundamental and conjectural reasons for 
this
Fundamental reasons :
1-Arabic culture and nationalism disguised as Islam
2-Hadith : There are tens of thousands of manufactured hadith. Some of these 
are disgusting, fascistic, sexist and violent.

Also a lot of the non-manufactured ones are disgusting, fascistic,
sexist and violent.

There should be an overall reform and all hadith not fitting to Quranic principles 
should be discarded.

But a hadith could be consistent with one Quran verse, but
inconsistent with another Quran verse. So what should be done in this
case?

Conjectural reasons :
1-Ignorance: Middleeast people are oppressed and repressed. Ignorance, 
bigotry, closed-mindedness is widespread.



Right. And Islam is part of the reason for that closed-mindedness. For example,

2-Curse of oil . Since oil needs to be extracted and captured, global power 
system is always trying to stir up the region so that the status-quo persists. They 
are collaborating and supporting authocratic regimes

No. American financially supports those autocratic regimes in exchange
for peace with Israel. If the authocratic regimes weren't financially
supported, then the Muslim Brotherhood and other extremist/jihadi
Muslim groups would overwhelm them and start a war with Israel (as
this is their stated intentions).

2-Imperialist policies and inferiority complex . The muslim world thinks that they 
are targeted and manipulated negatively by western powers who were colonial 
powers previosuly. Due to backwardness in science and technology, they feel 
inferiority complex towards west.

Yes. Is a self-image problem.

3-Decreasing religious sensititivites in modern world

That isn't the problem. The problem is the oversensitivity of Muslims.

Is there a major problem in the Islamic world whereby these verses are
being systemically preached as a way to drive Muslims to violence?

All above reasons form the base-line for extremism

What is the cause of this in your view? Is it the case the Islamic
world is under attack in the same way that found the ancient Meccan
people torturing muslims?

Yes I think extremists use this argument. They would say that Islamic world is 
under attack. Sometimes explicitly (Palestine conflict, Iraq war etc) sometimes in 
more hidden ways.



Or does the Islamic world have a problem all of its own that for
whatever reason moderate/true Islamic forces are failing to deal with?

Please refer to fundamental reasons stated above.

Would it be fair to characterize the Islamic world - at least that
part in the ME and South Asia - as backward/retrograde at the current
time?

Yes it would be fair. Actually in the first 300 years of Islam, it was the most 
developed part of the world with science and trade exploding. After this 
everything started to go bad.

No. Things starting going bad almost immediately. The first bloodshed
between Muslims was the Battles of the Camel, 656 AD which was only 24
years after Mohamed's death. That bloodshed was because of political
tensions that started on the day of Mohamed's death. The Muslims were
choosing who would be the successor. One group (now known as Sunni)
wanted Abi-Bakr Al-Sideek while another group (now known as Shia)
wanted Ali Ibin Abi-Talib (Mohamed's nephew). (So the Shia group
wanted a blood relative to be the successor.) From that day until now,
Sunni's and Shia's have been struggling for the seat of political
power of Islam, which is the Ka'bah in Mecca. Today, and for most of
Islamic history, Sunni's controlled Mecca.

Today, Iran, which is the strongest Shia-ruled country in the world,
wants control of Mecca. See _The Devil We Know: Dealing with the New
Iranian Superpower_, by Robert Baer, or see this book review:

http://mepc.org/create-content/book-review/devil-we-know-dealing-new-iranian-
superpower?print)

Now even before that Muslim on Muslim conflict, there was Muslim on
ex-Muslim conflict immediately upon Mohamed's death in 632 AD. It was
the Ridda Wars, also known as the Wars of Apostacy (see wikipedia
http://en.wikipedia.org/wiki/Ridda_Wars):

The Ridda wars also known as the Wars of Apostasy, were a series of military 
campaigns launched by the Caliph Abu Bakr against rebel Arabian tribes during 

http://mepc.org/create-content/book-review/devil-we-know-dealing-new-iranian-superpower?print
http://en.wikipedia.org/wiki/Ridda_Wars


632 and 633 AD, just after Muhammad died.[1] The rebels' position was that 
they had submitted to Muhammad as the prophet of God, but owed nothing to 
Abu Bakr. Some rebels followed either Tulayha or Musaylima or Sajjah, all of 
whom claimed prophethood. Most of the tribes were defeated and brought back 
to Islam. The peoples surrounding Mecca did not revolt.

What are Malaysians and Indonesians doing right that the South Asians
and Arabs could be emulating?

They are not affected or less affected by conjectural reasons due to different 
culture, geographic distance and historical background. Also their pre-islamic 
culture was less violent than Arabs.

And less backwards.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Ismail Atalay <i_c_atalay@yahoo.co.uk>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>, rational-politics-
list@googlegroups.com
Subject: Re: Sexism in Islam (was: Punishment)
Date: September 28, 2012 at 5:54 AM

On Thu, Sep 27, 2012 at 23:20 PM, <rombomb@gmail.com> wrote:

No. These are your ideas that you are labeling as Islamic ideas.
Please point them out.

The idea of "As the overall situation improves, context/culture specific 
regulations/recommendations should be updated in a positive manner according 
to basic principles" is a fundamental Islamic idea that has been countlessly used 
by interpreters and scholars during the 14 centuries of Islam. It has very sound 
foundations extracted from the Quran and authentic hadith. I recommend you to 
update yourself on this.

The principle is there. If this is not applied by todays' Islamic countries, it is their 
fault.

So what about the gradual improvement from 7th century until now? What
improvements have Islamic cultures adopted? Its little to none.

I think you are really being unfair. Arabs before Islam were stone-worshipping, 
tribal and violent ethnic group in the outskirts of all civilization. The prophet 
himself had no formal education at all and he was illiterate at the time of 
prophethood. And look what happened after Islam. Ancient greek and roman 
texts converted to Arab, algebra has been discovered, foundations of modern 
science has been built (especially in optics, astronomy, medicine, architecture, 
mathematics and logic). The capital was Baghdad and at one time it was so 
developed and rich that they could not find people poor enough to accept charity. 
While the Europe was in its dark ages (burning people, chopping heads, endless 
wars and repression of the church) a new civilization has been raised with 
booming trade, education and rational philosophy. These was the first 300 years 
of Islam. It was the same religion and the same book that made all this possible.



My source is the Hadith volumes Al-Bukhaari and Al-Muslim. See
http://sunnah.com/bukhari/6 (scroll down to "(6) Chapter: A
menstruating women").

This Hadith book has been written some 300 years after the prophet and it was 
written in Bukhaara (some 4000 kms away from Mecca). You can not guarantee 
that every hadith in his book is authentic.

That does not say that men and women are equal. So Allah spoke to men
and women in the same sentence. No suggestion of equality. Nothing
saying that they are the same. Nothing about legal rights. Nothing
about nothing.

If you can not see strong message of equality in this verse, I can not do further 
comments.

What about the intellectual perspective? Your verse says nothing about
that. But the verse below says...

Quran 4:34 (translated by Sahih): Men are in charge of women by [right
of] what Allah has given one over the other and what they spend [for
maintenance] from their wealth. So righteous women are devoutly
obedient, guarding in [the husband's] absence what Allah would have
them guard. But those [wives] from whom you fear arrogance - [first]
advise them; [then if they persist], forsake them in bed; and
[finally], strike them. But if they obey you [once more], seek no
means against them. Indeed, Allah is ever Exalted and Grand.

Do you still think that men and women are equal in Islam?

Yes I was expecting this. I think you are quite good in picking up the most 
contraversial/mistranslated verses in a book that emphasizes equality in so many 
other verses. 

First of all this verse is mistranslated. Men are not "in charge" of women. This 
should be translated along the lines of "Men are protectors and maintainers for 
women" Women have less physical strength (this is because their muscular 

http://sunnah.com/bukhari/6


structure is more fatty and flexible) and can not provide financial maintainance to 
herself at least during pregnancy period. This is not a superiority for men but just 
women body adaptations to their childbearing and birth role in reproduction.

The arrogance is also mistranslated. This is not "arrogance" but ill-willed and 
mutinous behavior. So women should be ill-willed and mutinous towards the 
protective and maintaining role of men.

And finally this is not "striking" in the sense of beating. Do you really think it is that 
simple?. Would God say "strike them". Is this a carpet or a ball you are striking?

"Strike" in the sense of beating is old, closedminded and sexist translation of 
"adraba". Considering legal context, the policy in the next verse and several 
authentic sayings the prophet strictly prohibiting wife beating, this verb is now 
translated as "departing or leaving" in most modern translations. This is like you 
are not happy with your job, salary etc and you are making a "strike". So if the 
mutinous behavior of wife towards husbands role does not end, Quran gives this 
right to  husband (departing/leaving his wife until a settlement found). And the 
process for this settlement is explained in the next verse that I have quoted 
below.

4:35 And if you fear dissension between the two, send an arbitrator from his 
people and an arbitrator from her people. If they both desire reconciliation, Allah 
will cause it between them. Indeed, Allah is ever Knowing and Acquainted [with 
all things].

I hope you can see the equality here, "an arbitror from his people and an arbitror 
from her people"

Ismail Atalay

    



From: Rami Rustom <rombomb@gmail.com>
Cc: beginning-of-infinity@googlegroups.com, rational-politics-
list@googlegroups.com
Subject: [BoI] Re: Sexism in Islam (was: Punishment)
Date: September 28, 2012 at 6:00 PM

On Sep 28, 2012 12:51 PM, "Ismail Atalay" <i_c_atalay@yahoo.co.uk> wrote:

On Thu, Sep 27, 2012 at 23:20 PM, <rombomb@gmail.com> wrote:

No. These are your ideas that you are labeling as Islamic ideas.
Please point them out.

The idea of "As the overall situation improves, context/culture specific 
regulations/recommendations should be updated in a positive manner according 
to basic principles" is a fundamental Islamic idea that has been countlessly used 
by interpreters and scholars during the 14 centuries of Islam. It has very sound 
foundations extracted from the Quran and authentic hadith. I recommend you to 
update yourself on this.

Ok, post a link, and I'll read it.

The principle is there. If this is not applied by todays' Islamic countries, it is their 
fault.

No it is not their fault. Its the Quran's fault. Because it is impossible.

So what about the gradual improvement from 7th century until now? What
improvements have Islamic cultures adopted? Its little to none.

I think you are really being unfair. Arabs before Islam were stone-worshipping, 
tribal and violent ethnic group in the outskirts of all civilization.

And they haven't changed much. Women still aren't allowed to drive.
And they started voting in 2005.



The prophet himself had no formal education at all and he was illiterate at the 
time of prophethood. And look what happened after Islam. Ancient greek and 
roman texts converted to Arab, algebra has been discovered,

No. The inventor of algebra was not an Arab. He was Persian. Also,
there is controversy about whether that Persian was the inventor. They
think it might have been a Greek guy. See wikipedia:

http://en.wikipedia.org/wiki/Mu%E1%B8%A5ammad_ibn_M%C5%ABs%C4%81_
al-Khw%C4%81rizm%C4%AB

Abū ʿAbdallāh Muḥammad ibn Mūsā al-Khwārizmī was a Persian[1][2][3] 
mathematician, astronomer and geographer, a scholar in the House of Wisdom 
in Baghdad. The word al-Khwarizmi is pronounced in classical Arabic as Al-
Khwarithmi hence the Latin transliteration.

In the twelfth century, Latin translations of his work on the Indian numerals 
introduced the decimal positional number system to the Western world.[5] His 
Compendious Book on Calculation by Completion and Balancing presented the 
first systematic solution of linear and quadratic equations in Arabic. In 
Renaissance Europe, he was considered the original inventor of algebra, 
although we now know that his work is based on older Indian or Greek sources.
[6]

end quote

foundations of modern science has been built (especially in optics, astronomy, 
medicine, architecture, mathematics and logic). The capital was Baghdad

Baghdad was not Arabs. Its not the Arab culture. Now we call the
entire Ottoman empire footprint as Arabs, but at that time, we can't
say that the whole area was Arab culture, because at the time that
Islam was revealed, the Arab culture only existed in the Arabian
peninsula. After that, the Arab culture spread, but not instantly.

Baghdad was Phonetician culture. And their culture was merged with the
Arabian culture over a long period after Arabs conquered those lands.

http://en.wikipedia.org/wiki/Mu%E1%B8%A5ammad_ibn_M%C5%ABs%C4%81_al-Khw%C4%81rizm%C4%AB


and at one time it was so developed and rich that they could not find people 
poor enough to accept charity. While the Europe was in its dark ages (burning 
people, chopping heads, endless wars and repression of the church) a new 
civilization has been raised with booming trade, education and rational 
philosophy.

No. Those places where there was booming trade, education, and
philosophy were doing that before Arabs conquered them. And then
shortly after that, those places stopped producing anything. Why?

These was the first 300 years of Islam. It was the same religion and the same 
book that made all this possible.

It takes many generations for a culture to be absorbed by another
culture. Those cultures that were producing good stuff got absorbed by
a culture that produces nothing.

My source is the Hadith volumes Al-Bukhaari and Al-Muslim. See
http://sunnah.com/bukhari/6 (scroll down to "(6) Chapter: A
menstruating women").

This Hadith book has been written some 300 years after the prophet and it was 
written in Bukhaara (some 4000 kms away from Mecca).

Where its written doesn't matter. He traveled to Mecca to gather
quotes from over 1000 Meccan Muslims.

You can not guarantee that every hadith in his book is authentic.

Right. Ditto Quran.

http://sunnah.com/bukhari/6


That does not say that men and women are equal. So Allah spoke to men
and women in the same sentence. No suggestion of equality. Nothing
saying that they are the same. Nothing about legal rights. Nothing
about nothing.

If you can not see strong message of equality in this verse, I can not do further 
comments.

It was vague. It didn't say "equality". I "perfect" book would not be
vague. My own writing is less vague that Allah's writing. What does
that say?

What about the intellectual perspective? Your verse says nothing about
that. But the verse below says...

Quran 4:34 (translated by Sahih): Men are in charge of women by [right
of] what Allah has given one over the other and what they spend [for
maintenance] from their wealth. So righteous women are devoutly
obedient, guarding in [the husband's] absence what Allah would have
them guard. But those [wives] from whom you fear arrogance - [first]
advise them; [then if they persist], forsake them in bed; and
[finally], strike them. But if they obey you [once more], seek no
means against them. Indeed, Allah is ever Exalted and Grand.

Do you still think that men and women are equal in Islam?

Yes I was expecting this. I think you are quite good in picking up the most 
contraversial/mistranslated verses in a book that emphasizes equality in so 
many other verses.

First of all this verse is mistranslated. Men are not "in charge" of women. This 
should be translated along the lines of "Men are protectors and maintainers for 
women"

Your right on that translation.



Women have less physical strength (this is because their muscular structure is 
more fatty and flexible) and can not provide financial maintainance to herself at 
least during pregnancy period. This is not a superiority for men but just women 
body adaptations to their childbearing and birth role in reproduction.

The arrogance is also mistranslated. This is not "arrogance" but ill-willed and 
mutinous behavior. So women should be ill-willed and mutinous towards the 
protective and maintaining role of men.

Mutinous has to do with refusing to disobey.

And finally this is not "striking" in the sense of beating. Do you really think it is 
that simple?.

Yes.

Would God say "strike them".

You're right. A God would not do that.

Is this a carpet or a ball you are striking?

"Strike" in the sense of beating is old, closedminded and sexist translation of 
"adraba".

Yes. It is the meaning of the word at the time of the 7th century Arabs.

Considering legal context, the policy in the next verse and several authentic 
sayings the prophet strictly prohibiting wife beating,

Why do you claim those sayings (Hadith) are authentic while claiming
that the ones I mentioned are not authentic ?



this verb is now translated as "departing or leaving" in most modern translations.

Which dictionary did you get that translation? Please provide a link here.

Try google translate (a modern translation):
http://translate.google.com/#en/ar/hit. If you can't read Arabic, then
click on the "Listen" button.

Or just pickup any English/Arabic dictionary.

Besides, how can the modern meaning of the word have any bearing on
how 7th century Arabs interpreted Quran 4:34?

This is like you are not happy with your job, salary etc and you are making a 
"strike". So if the mutinous behavior of wife towards husbands role does not 
end, Quran gives this right to  husband (departing/leaving his wife until a 
settlement found). And the process for this settlement is explained in the next 
verse that I have quoted below.

That would be great if that was the meaning of the verse. Too bad the
root word of the letters "DA" "RA" "BA" means hit.

4:35 And if you fear dissension between the two, send an arbitrator from his 
people and an arbitrator from her people. If they both desire reconciliation, Allah 
will cause it between them. Indeed, Allah is ever Knowing and Acquainted [with 
all things].

I hope you can see the equality here, "an arbitror from his people and an arbitror 
from her people"

The inequality of 4:34 is that husbands get to beat wives with no
instruction for wives to beat husbands. And in the Quran as a whole,
there is the inequality I pointed out to you whereby husbands can get
divorced easily (say divorce 3 times) and the Quran says nothing about
how or why wives can get divorced.

-- Rami

http://translate.google.com/#en/ar/hit


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: TCS <taking-children-seriously@googlegroups.com>, Fabric-of-
Reality@yahoogroups.com
Subject: Re: [BoI] Do you believe in God?
Date: September 29, 2012 at 7:03 AM

On 28 Sep 2012, at 03:29, Rami Rustom <rombomb@gmail.com> wrote:

Kid: Do you believe in God?

Parent: No.

Kid: Why not?

Parent: All life is problem solving. What problem does God solve?

Kid: He solves being sad.

The idea that god exists could solve feeling sad depending on your standards, 
but that's not the same as god solving the problem. If the parent likes reading 
Sherlock Holmes stories that's not the same as Sherlock Holmes solving the 
problem of amusing the parent.

Parent: He doesn't solve *my* sadness.

What does that have to do with anything? That leaves open the possibility that if 
the parent did believe in god that would help him be happy, or that such belief 
would be a good way to live compared to rationality. (Many atheists are irrational 
and have worse lives than most theists, but that's due to problems in their 
worldview not just to atheism.)

Kid: Thats because you don't get sad.

Parent: I've been sad before. And each time I'm sad, its because I had
a problem. And I found a solution to that problem and solved it. That
means I didn't have that problem anymore.

Kid: [goes back to watching tv]



The child does get sad and so he has a problem the parent allegedly doesn't 
have. Believing in god can be an obstruction to solving problems. A theist may 
aim at making god happy, or living according to some set of rules in some book or 
other rather than solving non-arbitrary problems. At best, belief in god is neutral in 
a particular instance since a rational atheist could read the bible or whatever and 
get good ideas out of it. And the particular instances are not the only issue 
because the existence of god can only be endorsed by accepting bad 
explanations, and so is partly a result of bad standards that will get in the way of 
a person improving his life.

Alan



From: Rami Rustom <rombomb@gmail.com>
Cc: beginning-of-infinity@googlegroups.com, Fabric-of-
Reality@yahoogroups.com
Subject: Re: [TCS] Re: [BoI] Do you believe in God?
Date: September 29, 2012 at 7:11 AM

On Sat, Sep 29, 2012 at 6:03 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 28 Sep 2012, at 03:29, Rami Rustom <rombomb@gmail.com> wrote:

Kid: Do you believe in God?

Parent: No.

Kid: Why not?

Parent: All life is problem solving. What problem does God solve?

Kid: He solves being sad.

The idea that god exists could solve feeling sad depending on your standards, 
but that's not the same as god solving the problem. If the parent likes reading 
Sherlock Holmes stories that's not the same as Sherlock Holmes solving the 
problem of amusing the parent.

Parent: He doesn't solve *my* sadness.

What does that have to do with anything? That leaves open the possibility that if 
the parent did believe in god that would help him be happy, or that such belief 
would be a good way to live compared to rationality. (Many atheists are irrational 
and have worse lives than most theists, but that's due to problems in their 
worldview not just to atheism.)

There will be many discussions between parent and child about this. So
for example, the day after this discussion parent could say, "Do you
remember the discussion we had yesterday your idea that God solves
sadness?" "How does he do that exactly?"



Kid: Thats because you don't get sad.

Parent: I've been sad before. And each time I'm sad, its because I had
a problem. And I found a solution to that problem and solved it. That
means I didn't have that problem anymore.

Kid: [goes back to watching tv]

The child does get sad

Or the child has another parent that gets sad and believes in God and
talks to the child about how God helps him not be sad.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Ismail Atalay <i_c_atalay@yahoo.co.uk>
Cc: beginning-of-infinity@googlegroups.com, rational-politics-
list@googlegroups.com
Subject: Re: Sexism in Islam (was: Punishment)
Date: September 29, 2012 at 1:06 PM

On Thu, Sep 29, 2012 at 01:00 PM, <rombomb@gmail.com> wrote:

On Sep 28, 2012 12:51 PM, "Ismail Atalay" <i_c_atalay@yahoo.co.uk> wrote:

The idea of "As the overall situation improves, context/culture specific 
regulations/recommendations should be updated in a positive manner 
>>according to >>basic principles" is a fundamental Islamic idea that has been 
countlessly used by interpreters and scholars during the 14 centuries of 
>>Islam. It has very sound >>foundations extracted from the Quran and 
authentic hadith. I recommend you to update yourself on this.

Ok, post a link, and I'll read it.

I do not know a definite websource that explains this principle. But please consult 
to any openminded and trustable scholar you know.

This principle is most obvious for example in the abolishment of slavery. If you 
follow slavery related verses according to revelation dates:

Step1: Muslims are in Mecca and are under attack : The slavery related verses 
are about being nice to slaves and free them as charity if possible
Step2 : Muslims immigrate from Mecca and come to more peaceful and tolerant 
Medina which is still under influence of pre-islam culture : Now the verses 
forbidding sexual compulsion to concubines arrive, equality is more pronounced, 
freeing slaves is strongly encouraged
Step3 : Muslims have better social order in Medina which becomes a city under 
Islamic regime and they get stronger economically, the cultural transformation 
accelerates : Now the verses about that orders marrying concubines and freeing 
slaves via mutual agreement arrives. So slavery is getting abolished only when 
social, political and cultural environment is ready for that. 



The previous context related verses are not applicable anymore (step1 and 2), 
you HAVE to free slaves if you claim to be a muslim.

If you do a Quran search you can find all these verses. As you see Quran itself 
applies the principle I have explained you.

The principle is there. If this is not applied by todays' Islamic countries, it is 
their fault.

No it is not their fault. Its the Quran's fault. Because it is impossible.

I can not see why it is impossible and what type of fault Quran has. The principle 
is crystal clear to me and I have already explained you the application of it 

The prophet himself had no formal education at all and he was illiterate at the 
time of prophethood. And look what happened after Islam. Ancient >>greek 
and >>roman texts converted to Arab, algebra has been discovered,

No. The inventor of algebra was not an Arab. He was Persian. Also,
there is controversy about whether that Persian was the inventor. They
think it might have been a Greek guy. See wikipedia:

By the way humans did not invent algebra. It was already there. They merely 
discovered it.

Khwareizmi (the guy who discovered Algebra) was one of the greatest muslim 
scholars. 

Can you please name me a single important Persian scientist until the time 
Persians became muslim? (any known scientist before 7'th century AD)

he capital was Baghdad



Baghdad was not Arabs. Its not the Arab culture. Now we call the
entire Ottoman empire footprint as Arabs, but at that time, 

Ottoman empire was not Arabic. It was a Turkish empire with capital in Istanbul. 
All the administration and military was either Turks or Turkicized child slaves 
raised in special schools. They were using a slightly modified version of Arabic 
script and their language (Ottoman Turkish) were quite influenced by Arabic 
language as it is considerably richer than original Turkish.

No. Those places where there was booming trade, education, and
philosophy were doing that before Arabs conquered them. And then
shortly after that, those places stopped producing anything. Why?

So you claim that Middleeast, Iran and Central Asia had booming trade, 
education and philosophy before these people became muslim?. Do you really 
believe in this? I really wonder how many scientific and education related 
institutions were established in the region before Islamic area. (as far as I know : 
none) 

Also when you say "shortly" it is 300-350 years, do you consider this as short?

After 1000 AD, politic instability/divisions, crusades, Mongol invasion and new 
philosophical/religious interpretations that were against the rational/scientific 
thinking did stop Islamic civilization. Not the Islam itself. 

If these factors were not there, today we might have been speaking topics like :

-What to do to prevent Christian fundamentalism in modern ages?
-Ways to improve underdeveloped Europe?
etc etc...

And finally this is not "striking" in the sense of beating. Do you really think it is 
that simple?.

Yes.

As far as I know you do strike a ball or a carpet. Do you strike people? Are we on 
a boxing match?

Yes. It is the meaning of the word at the time of the 7th century Arabs.



"to strike" or "to hit" has multiple meanings in Arabic as it has multiple meanings 
in English.

Considering legal context, the policy in the next verse and several authentic 
sayings the prophet strictly prohibiting wife beating,

Why do you claim those sayings (Hadith) are authentic while claiming
that the ones I mentioned are not authentic ?

Becomes strictly forbidding wife beating is %100 compatible with general Quranic 
principles and all these hadith are in the most trusted Hadith books.

this verb is now translated as "departing or leaving" in most modern 
translations.

Which dictionary did you get that translation? Please provide a link here.

When I say modern translation I do not mean "to strike" has acquired "to depart" 
meaning in modern times. "DARABA=to strike" has been used in the Quran 4-5 
times in the meaning of departing or leaving (in other contexts). So this has the 
same meaning in 7'th century Arabic as well.

So if it has been used this way in other verses (DARABA=to depart/leave), why it 
is so unacceptable to you that it has been used as "departing/leaving" in this 
particular verse?.

Actually even the logical development in the verse such as advising, leaving 
alone in the bed and leaving all together makes much more sense than advising, 
leaving alone in the bed and then beating (!?). 

The next verse says "And if you fear dissension". What type of "dissension" you 
might have if the husband already beats his wife to correct her?. But dissension is 
very likely when husband leaves her wife as it is an indication that they can not 
get along and the marriage goes into danger zone.

As you see, prophet's sayings, legal context, the logical development in the verse 
and its relation to next verse all strongly and decisively show that husband has 
the right to make a "strike" (aka depart and leave) when they can not get along on 
the protective and maintaining aspect of husband. This has nothing to do with 



wife-beating.

I think this also gives an idea to everyone in the list (and hopefully to you) what 
type of influence authoritarian/sexist/violent culture has had in the Quranic 
interpretation. Unfortunately this is one of the many reasons why Islamic 
civilization eventually retrograded. 

The inequality of 4:34 is that husbands get to beat wives with no
instruction for wives to beat husbands. 

There is no wife-beating there. Wife-beating is strictly forbidden in Quran and 
authentic hadith..

And in the Quran as a whole,
there is the inequality I pointed out to you whereby husbands can get
divorced easily (say divorce 3 times) and the Quran says nothing about
how or why wives can get divorced. 

The Quran gives right to divorce to everyone. Please reread the relevant verses 
through proper translation. There is nothing gender specific in the general 
statement regulating divorce.

Ismail Atalay



From: Rami Rustom <rombomb@gmail.com>
Cc: beginning-of-infinity@googlegroups.com, rational-politics-
list@googlegroups.com
Subject: [BoI] Re: Sexism in Islam (was: Punishment)
Date: September 29, 2012 at 10:02 PM

On Sat, Sep 29, 2012 at 12:06 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Thu, Sep 29, 2012 at 01:00 PM, <rombomb@gmail.com> wrote:

On Sep 28, 2012 12:51 PM, "Ismail Atalay" <i_c_atalay@yahoo.co.uk> 
wrote:

The idea of "As the overall situation improves, context/culture specific 
regulations/recommendations should be updated in a positive manner 
>>according to >>basic principles" is a fundamental Islamic idea that has 
been countlessly used by interpreters and scholars during the 14 centuries of 
>>Islam. It has very sound >>foundations extracted from the Quran and 
authentic hadith. I recommend you to update yourself on this.

Ok, post a link, and I'll read it.

I do not know a definite websource that explains this principle. But please 
consult to any openminded and trustable scholar you know.

So you've never read the Quranic verses and Hadith that the
"openminded and trustable scholars" use in their explanation about
this principle you describe?

If you've never examined them, then how do you judge that the
explanation is true? You would be appealing to authority. Popper
refuted the idea of judging by trusting authorities. They could be
wrong. So you are trusting that they aren't wrong. Do you realize that
this philosophy list disapproves of judging ideas in that manner?



Note that for every "scholar" that says what you say, there are 2
scholars that say the opposite. So how do you know which scholar is
right? You've already answered this. You are choosing the one that
makes sense to you.

This principle is most obvious for example in the abolishment of slavery. If you 
follow slavery related verses according to revelation dates:

Step1: Muslims are in Mecca and are under attack : The slavery related verses 
are about being nice to slaves and free them as charity if possible

I know of it. But why don't you source it? Which verse?

Step2 : Muslims immigrate from Mecca and come to more peaceful and tolerant 
Medina which is still under influence of pre-islam culture : Now the verses 
forbidding sexual compulsion to concubines arrive, equality is more pronounced, 
freeing slaves is strongly encouraged

I know of it. But why don't you source it? Which verse?

Step3 : Muslims have better social order in Medina which becomes a city under 
Islamic regime and they get stronger economically, the cultural transformation 
accelerates : Now the verses about that orders marrying concubines and freeing 
slaves via mutual agreement arrives. So slavery is getting abolished only when 
social, political and cultural environment is ready for that.

Getting abolished? Thats an interesting way to phrase it because at
this point, slavery *isn't* abolished.

The previous context related verses are not applicable anymore (step1 and 2), 
you HAVE to free slaves if you claim to be a muslim.



Ah so you're applying that changing-with-the-times principle to show
that slavery is abolished. Thats interesting. So you agree that there
is no Quranic verse that abolishes slavery nor a Hadith that does it.

So you're justifying the abolishing slavery idea by another idea that
you've justified by the authority of Muslim scholars.

If you do a Quran search you can find all these verses. As you see Quran itself 
applies the principle I have explained you.

I did a search. There are over 100 verses about slaves. Which ones are
you talking about? Give me numbers.

The principle is there. If this is not applied by todays' Islamic countries, it is 
their fault.

No it is not their fault. Its the Quran's fault. Because it is impossible.

I can not see why it is impossible and what type of fault Quran has.

Maybe its because you haven't read it. We are many replies into this
discussion and you have only quoted one verse.

The principle is crystal clear to me and I have already explained you the 
application of it

Crystal clear? You told me to talk to some Muslim scholars. Whats
clear about that? You want me to appeal to authority too?

Your explanations have been vague and not based on verses. If its
crystal clear to you, how do you suppose that you're going to make it
crystal clear to us? You've got to quote the verses.



The prophet himself had no formal education at all and he was illiterate at the 
time of prophethood. And look what happened after Islam. Ancient >>greek 
and >>roman texts converted to Arab, algebra has been discovered,

No. The inventor of algebra was not an Arab. He was Persian. Also,
there is controversy about whether that Persian was the inventor. They
think it might have been a Greek guy. See wikipedia:

By the way humans did not invent algebra. It was already there. They merely 
discovered it.

Khwareizmi (the guy who discovered Algebra) was one of the greatest muslim 
scholars.

Can you please name me a single important Persian scientist until the time 
Persians became muslim? (any known scientist before 7'th century AD)

See wikipedia: http://en.wikipedia.org/wiki/Academy_of_Gundishapur

The Academy of Gondishapur, also Jondishapur, was a renowned academy of 
learning in the city of Gundeshapur, Iran/Persia during late antiquity, the 
intellectual center of the Sassanid empire. It offered training in medicine, 
philosophy, theology and science. The faculty were versed in the Zoroastrian 
and Persian traditions. According to The Cambridge History of Iran, it was the 
most important medical center of the ancient world during the 6th and 7th 
centuries.[1]

In 489 AD, the Nestorian theological and scientific center in Edessa was 
ordered closed by the Byzantine emperor Zeno, and transferred itself to become 
the School of Nisibis,[2] also known as "Nisibīn, then under Persian rule with its 
secular faculties at Gundishapur, Khuzestan. Here, scholars, together with 
Pagan philosophers banished from Athens by Justinian in 529, carried out 
important research in Medicine, Astronomy, and Mathematics".[3]

However, it was under the rule of the Sassanid emperor Khosrau I (531-579 
AD), called Anushiravan literally "Immortal Soul" and known to the Greeks and 
Romans as Chosroes, that Gondeshapur became known for medicine and 
erudition. Khosrau I gave refuge to various Greek philosophers, Syriac-speaking 
Christians and Nestorian Christians fleeing religious persecution by the 

http://en.wikipedia.org/wiki/Academy_of_Gundishapur


Byzantine empire.

end quote

he capital was Baghdad

Baghdad was not Arabs. Its not the Arab culture. Now we call the
entire Ottoman empire footprint as Arabs, but at that time,

Ottoman empire was not Arabic.

Yes. I said Ottomon empire so that people reading this would know the
footprint I was talking about. I could have said Islamic empire but
fewer people would know the area I was talking about.

It was a Turkish empire with capital in Istanbul. All the administration and 
military was either Turks or Turkicized child slaves raised in special schools. 
They were using a slightly modified version of Arabic script and their language 
(Ottoman Turkish) were quite influenced by Arabic language as it is 
considerably richer than original Turkish.

No. Those places where there was booming trade, education, and
philosophy were doing that before Arabs conquered them. And then
shortly after that, those places stopped producing anything. Why?

So you claim that Middleeast, Iran and Central Asia had booming trade, 
education and philosophy before these people became muslim?. Do you really 
believe in this? I really wonder how many scientific and education related 
institutions were established in the region before Islamic area. (as far as I know : 
none)

See the wikipedia link I gave above.

Also when you say "shortly" it is 300-350 years, do you consider this as short?



Yes. Its 15 generations.

After 1000 AD, politic instability/divisions,

Divisions started the day Mohamed died as I've explained. The first
war between divisions was 24 years after his death, the Battles of the
Camel.

crusades, Mongol invasion and new philosophical/religious interpretations that 
were against the rational/scientific thinking did stop Islamic civilization. Not the 
Islam itself.

If Islamic culture was so rational, then:

- how do you explain the (muslim on ex-muslim) Wars of Rida (apostacy)
that started the same year that Mohamed died?

- how do you explain the (muslim on muslim) Battles of the Camel that
started 24 years after Mohamed died (because of a disagreement about
who should have succeeded after Mohamed)?

The fact that those wars happened conflicts with your explanation that
Islamic culture was rational. If it was rational, then they wouldn't
have reconquered the Arabian peninsula after they apostated in 632 AD.
If they were so rational, then why did they war with each other about
succession and about something stupid where one side wanted a blood
relative of Mohamed to be in power.

If these factors were not there, today we might have been speaking topics like :

-What to do to prevent Christian fundamentalism in modern ages?
-Ways to improve underdeveloped Europe?
etc etc...

No. See _The Beginning of Infinity_. Dynamic societies are those that
have adopted a tradition of criticism. Static societies are those that



didn't. Ancient Greek had a tradition of criticism but lost it. Then
Europe adopted it with the Scientific Revolution and the Enlightenment
in general. The Islamic world has never adopted a tradition of
criticism. People are killed if they criticize Allah/Mohamed.

And finally this is not "striking" in the sense of beating. Do you really think it is 
that simple?.

Yes.

As far as I know you do strike a ball or a carpet. Do you strike people? Are we 
on a boxing match?

You are questioning how the word strike is used in a sentence when you
should be questioning how the word daraba is used in a sentence.

In English we don't say "strike them (wives)", but in Arabic they do
say "idrubuhunah (wives)".

So in English, the object of the verb strike can not be a person,
while in Arabic, the object of the verb daraba can be a person.

Yes. It is the meaning of the word at the time of the 7th century Arabs.

"to strike" or "to hit" has multiple meanings in Arabic as it has multiple meanings 
in English.

I looked up the meaning of "to hit" in English and they were all about
*delivering a blow to someone or something*.

And in Arabic, daraba is about *delivering a blow to someone or something*.

Considering legal context, the policy in the next verse and several authentic 
sayings the prophet strictly prohibiting wife beating,

Why do you claim those sayings (Hadith) are authentic while claiming



that the ones I mentioned are not authentic ?

Becomes strictly forbidding wife beating is %100 compatible with general 
Quranic principles and all these hadith are in the most trusted Hadith books.

Umr Ibn Al-Khataab beat his wife often and these accounts are in the
Hadith in many many places. And each time, Mohamed talks about it like
nothing is wrong. Note that you keep appealing to the authority of the
"most trusted" Hadith but without quoting anything. Now if I were to
quote a Hadith that showed that beating wives was ok, then you would
say that its inauthentic, as you have done repeated when its
convenient. So the only way to do this is for you to quote the Hadith
that says that wife-beating is forbidden. So please do that. If you
don't do it, then clearly you are evading.

this verb is now translated as "departing or leaving" in most modern 
translations.

Which dictionary did you get that translation? Please provide a link here.

When I say modern translation I do not mean "to strike" has acquired "to depart" 
meaning in modern times. "DARABA=to strike" has been used in the Quran 4-5 
times in the meaning of departing or leaving (in other contexts). So this has the 
same meaning in 7'th century Arabic as well.

You are still not quoting any Quranic verses. Fortunately, I know the
Quranic verses you are referring to as this is a typical
rationalization from Muslims.

When the word daraba appears by itself, it means hit. But when it is
followed by a proposition, then it is part of a compound word, and
thus the compound word has a different meaning.

Daraba by itself:

- In Quran 2:26 the two words daraba and mathalan are used
conjunctively as a compound word that means "to give an example".



- In Quran 2:173 the three words daraba, fee, sabeel, are used
conjunctively as a compound word that means "move about in the land"

Daraba as part of a compound word:

- In Quran 4:34 the word udrubuhuna appears without any words after it
(as it is the end of a sentence) and it means "hit them". Note that in
Arabic pronouns aren't separate words, and instead they change the
root word.

- In Quran 37:93 the word darabaa means "hit" and is followed by the
word fil yameen which means "by the right hand".

So if it has been used this way in other verses (DARABA=to depart/leave), why 
it is so unacceptable to you that it has been used as "departing/leaving" in this 
particular verse?.

Daraba does not mean depart/leave. *Daraba fee sabeel* means
depart/leave (see Quran 2:173).

Actually even the logical development in the verse such as advising, leaving 
alone in the bed and leaving all together makes much more sense than 
advising, leaving alone in the bed and then beating (!?).

The next verse says "And if you fear dissension". What type of "dissension" you 
might have if the husband already beats his wife to correct her?. But dissension 
is very likely when husband leaves her wife as it is an indication that they can 
not get along and the marriage goes into danger zone.

As you see, prophet's sayings, legal context, the logical development in the 
verse and its relation to next verse all strongly and decisively show that husband 
has the right to make a "strike" (aka depart and leave) when they can not get 
along on the protective and maintaining aspect of husband. This has nothing to 
do with wife-beating.

Lets consider the logic of your position. You're saying that in a
sexist society, the man is going to leave the house when they
disagree? No it would be the women that gets kicked out.



I think this also gives an idea to everyone in the list (and hopefully to you) what 
type of influence authoritarian/sexist/violent culture has had in the Quranic 
interpretation. Unfortunately this is one of the many reasons why Islamic 
civilization eventually retrograded.

So you are trusting your Muslim scholar without reading anything on
your own. Note that for every "scholar" that says what you say, there
are 2 scholars that say the opposite. So how do you know which scholar
is right? Oh yes, the one that makes sense to you.

The inequality of 4:34 is that husbands get to beat wives with no
instruction for wives to beat husbands.

There is no wife-beating there. Wife-beating is strictly forbidden in Quran and 
authentic hadith..

Note that there is not 1 Quranic translation that translates
udrubuhunah as "depart them". They all translate to "hit them". And
Ismail is rationalizing by saying that all current day translations
are wrong because something like Arab culture is really bad and they
fucked up the translations or something. And he's doing all of this
while trusting Muslim scholars that he selected to be the truthful
ones.

Note also that *all* Hadith that talk about wife-beating indicate that
its ok and often even instructs men to do it. And there does not exist
one Hadith that says otherwise. Yet Ismail claims otherwise without
quoting a single Hadith.

And in the Quran as a whole,
there is the inequality I pointed out to you whereby husbands can get
divorced easily (say divorce 3 times) and the Quran says nothing about
how or why wives can get divorced.

The Quran gives right to divorce to everyone. Please reread the relevant verses 



through proper translation. There is nothing gender specific in the general 
statement regulating divorce.

No. Every single Quranic verse that instructs Muslims on how and why
to divorce *always* is talking to men about how and why to divorce
women. Not one Quranic verse talks about instructing women. Which
verse says otherwise?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Asking bad questions
Date: September 30, 2012 at 10:12 AM

http://www.curi.us/444

Getting answers wrong isn't the only way to look an idiot. It's striking how 
effective asking the wrong questions can be.

"Is it invariably wrong to act selfish?"

No. Selfish, according to Merriam-Webster dictionary, means :
concerned excessively or exclusively with oneself : seeking or
concentrating on one's own advantage, pleasure, or well-being without
regard for others. hmm. This contradicts Common Preference Finding.
Right?

"How certain does induction make us?"

Induction is a false concept. Certainty of an idea, while having an
induction epistemology is also a false concept. Certainty of an idea,
with a Popperian epistemology, means that one has no unrefuted
criticism of his idea.

"What's a certain statement?" (as in come up with one)

They don't exist. Any idea that anybody has might be mistaken.

"What would make a good foundation for our knowledge?"

A foundation for knowledge means that the foundation is will be used
as justification for other knowledge. And it means that the foundation
is unquestionable. But since any idea might be mistaken, even the
foundation might be mistaken. So having a foundation that you never
question, is bad because you will never find the mistakes in our
foundation because you're assuming that its right.

http://www.curi.us/444


"What's more important, my joy, or starving children in Africa getting a meal?"

Your joy. You can't help starving children in Africa. Sure you can
give them food. But that won't help them do anything more than solve
their temporary hunger problem. What they need is to learn how to
solve their own problems. And that means they need good parenting,
good schools, good government infrastructure, etc. And that stuff
doesn't exist right now because in many of those places, there are
gangs fighting the government, killing parents, kidnapping kids and
turning them into child soldiers, and burning farm land (preventing
people from earning a living).

"Is love or happiness more important?"

Happiness is whats important. Love is a vague concept.

"What if I have to go to the doctor, but my child doesn't want to wear his 
seatbelt, and I'm in a big hurry, then can I beat him?"

No. You can reschedule the doc appointment. You can try to persuade
him to wear the seatbelt. You can get up earlier so that you're not in
a big hurry.

"Did you know that two thousand rain forest species go extinct every year?"

That number means nothing out of context. How many species exist in
the rain forest? How many new species evolve per year? If

"Did you know that if we don't anchor Australia, a sea snail might be crushed?"

Huh?

OK, some of these are kinda cheating, but some are incoherent philosophical 



garbage that a lot of otherwise reasonable people waste time thinking about.

From the comments, by Lulie

"How do we *know* our theory is true?"

Truth is conjectural. So if we don't have any unrefuted criticism of
the theory, then its true.

"Let's assume a solution isn't possible. Which should I do, X-bad-thing or Y-bad-
thing?"

The assumption is wrong. All problems are soluble. There is always a
good option.

"What is good?"

An act is good if it is a reliable way to cause happiness for me.

"What is the mind?"

A set of ideas and the functionality to create new ideas and to be
aware of its surroundings.

"Does free will exist?"

Yes.

"Should I get an iPod touch, or an iPhone?"

Depends on context. What problem are you trying to solve? (What are
the attributes of that problem?)



-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Galileo was a Popperian
Date: September 30, 2012 at 8:16 PM

There's a quote of Galileo's that does the rounds on the internet as a bit of pop 
psychology and goes:
"We cannot teach people anything; we can only help them discover it within 
themselves." Galileo Galilei
Presumably he did not say that...exactly...because that's quite modern 
English...and he wasn't.
Anyways it seems to appear on hundreds of websites...all of equally low quality 
when it comes to referencing and none that I can find which point to where in his 
writings...or whatever...it can be genuinely attributed to him.

Whatever the case....does anyone know if he really did say such a thing? Where? 
It seems to me to clearly contain the idea that all knowledge is conjecture and we 
must rediscover every new thing ourselves.

Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Galileo was a Popperian
Date: September 30, 2012 at 9:24 PM

On Sep 30, 2012, at 5:16 PM, Brett Hall <brhalluk@hotmail.com> wrote:

There's a quote of Galileo's that does the rounds on the internet as a bit of pop 
psychology and goes:
"We cannot teach people anything; we can only help them discover it within 
themselves." Galileo Galilei
Presumably he did not say that...exactly...because that's quite modern 
English...and he wasn't.
Anyways it seems to appear on hundreds of websites...all of equally low quality 
when it comes to referencing and none that I can find which point to where in his 
writings...or whatever...it can be genuinely attributed to him.

Whatever the case....does anyone know if he really did say such a thing? 
Where? It seems to me to clearly contain the idea that all knowledge is 
conjecture and we must rediscover every new thing ourselves.

I don't know where it's from but wanted to make the Popperian point that the 
quoted sentence has hundreds of possible interpretations.

One thing it could mean is: people already have scientific knowledge within 
themselves, waiting to be discovered by looking inward, and schools do not help 
with this process.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Ismail Atalay <i_c_atalay@yahoo.co.uk>
Cc: beginning-of-infinity@googlegroups.com, rational-politics-
list@googlegroups.com
Subject: Re: Sexism in Islam (was: Punishment)
Date: September 30, 2012 at 7:52 PM

On Thu, Sep 30, 2012 at 05:02 PM, <rombomb@gmail.com> wrote:

So you've never read the Quranic verses and Hadith that the
"openminded and trustable scholars" use in their explanation about
this principle you describe?

I obviously do read. Every muslim should read. In Islam, scholars are not 
authorities. They are just specialists who would provide you recommendations. 
You need to read, learn and ask. Then this is your decision and you are 
responsible/accountable  for the decision. This is another well-known and 
generally accepted principle of Islam. 

If you've never examined them, then how do you judge that the
explanation is true? You would be appealing to authority. Popper
refuted the idea of judging by trusting authorities. They could be
wrong. 

I do not trust anyone. Actually as I explained you it is meaningless to trust any 
scholar in Islam. Their judgment will not save you. You are personally responsible 
in all circumstances.

So you are trusting that they aren't wrong. Do you realize that
this philosophy list disapproves of judging ideas in that manner?

Then the philosophy of this list is compatible with Islam. 

I think this idea disturbs you. A religion whose ideas are compatible with modern 
science and philosophy and created a rational philosophy from the dusty/sandy 
wilderness of Arabia and middle-east.  

Note that for every "scholar" that says what you say, there are 2
scholars that say the opposite. So how do you know which scholar is
right? 



Actually it is a good thing. As one important Islamic scholar said, "the light of truth 
appears from the clash of ideas" and he had lied the foundation of dialectic 
thinking.

You've already answered this. You are choosing the one that
makes sense to you.

Yes this is exactly what you should do. And you are the responsible for the 
choice.

Getting abolished? Thats an interesting way to phrase it because at
this point, slavery *isn't* abolished.

The Quran says "free all slaves that is asking for freedom with mutual 
agreement". It seems like abolishment to me.

I did a search. There are over 100 verses about slaves. Which ones are
you talking about? Give me numbers.

Quran 24:33 And if any of your slaves desire [to obtain] a deed of freedom, write 
it out for them if you are aware of any good in them: and give them [their share of 
] the wealth of God which He has given you. 

So under the regulation put in above verse, you have no right to keep slaves by 
force or by compulsion. If they ask for their freedom you have to give it and not 
only this, you have to give them finances so that they build a new life.

See wikipedia: http://en.wikipedia.org/wiki/Academy_of_Gundishapur

Can you please cite an important achievement, theory, philosophical 
interpretation, innovation created by Persian or Arabic scholars in pre-Islamic 
area?

I can count you hundreds of Arabic and Persian scholars (in all areas of Science) 
in the Islamic area especially between 650-1000 AD

The fact that those wars happened conflicts with your explanation that

http://en.wikipedia.org/wiki/Academy_of_Gundishapur


Islamic culture was rational. If it was rational, then they wouldn't
have reconquered the Arabian peninsula after they apostated in 632 AD.
If they were so rational, then why did they war with each other about
succession and about something stupid where one side wanted a blood
relative of Mohamed to be in power.

These are political struggles (human egoism) and it means that the problems 
from old culture did appear (such as violence and tribalism) just after the prophet. 
If people did not implement Islam as it should be, this is not Islam's fault

No. See _The Beginning of Infinity_. Dynamic societies are those that
have adopted a tradition of criticism. Static societies are those that
didn't. Ancient Greek had a tradition of criticism but lost it. Then
Europe adopted it with the Scientific Revolution and the Enlightenment
in general. The Islamic world has never adopted a tradition of
criticism. People are killed if they criticize Allah/Mohamed.

Typical westernized and one-sided views glorifying ancient Greece and West 
after renaissance and belittling anything Islamic or Eastern.

The Islamic world did adopt a tradition of criticism. The critical discussion 
environment was very vibrant especially in 8'th and 9'th centuries AD. Islamic 
civilization did loose it just as ancient Greek lost it.  

Umr Ibn Al-Khataab beat his wife often and these accounts are in the
Hadith in many many places. And each time, Mohamed talks about it like
nothing is wrong. Note that you keep appealing to the authority of the
"most trusted" Hadith but without quoting anything. Now if I were to
quote a Hadith that showed that beating wives was ok, then you would
say that its inauthentic, as you have done repeated when its
convenient. So the only way to do this is for you to quote the Hadith
that says that wife-beating is forbidden. So please do that. If you
don't do it, then clearly you are evading.

How does anyone of you beat his wife as he beats the stallion camel and then he 
may embrace (sleep with) her?... (Sahih Al-Bukhari,op.cit., vol.8.hadith 68,pp.42-
43).

Narrated Mu'awiyah al-Qushayri: "I went to the Apostle of Allah 
(peace_be_upon_him) and asked him: What do you say (command) about our 



wives? He replied: Give them food what you have for yourself, and clothe them 
by which you clothe yourself, and do not beat them, and do not revile them.  
(Sunan Abu-Dawud, Book 11, Marriage (Kitab Al-Nikah), Number 2139)"

"O ye who believe! Ye are forbidden to inherit women against their will... on the 
contrary live with them on a footing of kindness and equity. If ye take a dislike to 
them it may be that ye dislike a thing, and God brings about through it a great 
deal of good.  (Quran, 4:19)" 

"And among God's signs is this: He created for you mates from amongst 
yourselves (males as mates for females and vice versa) that you might find 
tranquillity and peace in them. And he has put love and kindness among you. 
Herein surely are signs for those who reflect. (Quran 30:21)" 

When the word daraba appears by itself, it means hit. But when it is
followed by a proposition, then it is part of a compound word, and
thus the compound word has a different meaning.

Please read

http://groups.yahoo.com/group/interfaith-forum/message/4232

Note that there is not 1 Quranic translation that translates
udrubuhunah as "depart them". They all translate to "hit them". 

from wikipedia : http://en.wikipedia.org/wiki/An-Nisa,_34

"The 2007 translation The Sublime Quran by Laleh Bakhtiar translates 
iḍribūhunna not as 'beat them' but as 'go away from them'. The introduction to her 
translation discusses the linguistic and shari‘ah reasons in Arabic for 
understanding this verb in context. The Prophet never beat his wives, and his 
example from the Sunnah informs the interpretation of this verse. This 
interpretation is supported by the fact that some other verses, such as 4:101 
which contains word darabtum (derivation from daraba), demonstrate also the 
interpretation of Arabic word daraba to have meaning 'going' or 'moving'

The world-renowned and well-respected Islamic scholar Shaykh-ul-Islam Dr. 
Tahir-ul-Qadri has given the same translation in his translation of the Quran 
"Irfan-ul-Quran" ("(...)and (if they still do not improve) turn away from them, 

http://groups.yahoo.com/group/interfaith-forum/message/4232
http://en.wikipedia.org/wiki/An-Nisa,_34


striking a temporary parting.(...)")."

No. Every single Quranic verse that instructs Muslims on how and why
to divorce *always* is talking to men about how and why to divorce
women. Not one Quranic verse talks about instructing women. Which
verse says otherwise?

4.128. If a woman fears from her husband ill-treatment or (such breach of marital 
obligations as) his turning away in aversion, then there will be no blame on them 
to set things right peacefully between them; peaceful settlement is better. 

Ismail Atalay.



From: Rami Rustom <rombomb@gmail.com>
Cc: beginning-of-infinity@googlegroups.com, rational-politics-
list@googlegroups.com
Subject: Re: Sexism in Islam (was: Punishment)
Date: October 1, 2012 at 11:49 AM

On Sun, Sep 30, 2012 at 6:52 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Thu, Sep 30, 2012 at 05:02 PM, <rombomb@gmail.com> wrote:

So you've never read the Quranic verses and Hadith that the
"openminded and trustable scholars" use in their explanation about
this principle you describe?

I obviously do read. Every muslim should read. In Islam, scholars are not 
authorities.

So, when I asked you to explain, why did you defer to scholars?

They are just specialists who would provide you recommendations.

Since you've already spoken to those scholars and gotten those
recommendations (i.e. explanations), why don't you just provide that
explanation here?

You need to read, learn and ask.

and not defer to scholars.

Then this is your decision and you are responsible/accountable  for the decision. 
This is another well-known and generally accepted principle of Islam.

Generally accepted? Are you saying that if an idea (aka principle) is



"generally accepted" then that means it is truth? Are you saying that
knowledge can be determined by popularity contests? This is judging
ideas by the authority of the majority. Popper refuted this way of
judging ideas also.

Instead, you should explain this "principle" of Islam by citing the
Quran or Hadith. So, what Quranic verse or Hadith explains that we are
supposed to read, learn, ask and that we are responsible/accountable
for our decision to read, learn, ask or not?

If you've never examined them, then how do you judge that the
explanation is true? You would be appealing to authority. Popper
refuted the idea of judging by trusting authorities. They could be
wrong.

I do not trust anyone. Actually as I explained you it is meaningless to trust any 
scholar in Islam.

But when I asked you how the Quran/Hadith explains the
change-with-the-times principle, you deferred to scholars. That means
you trust scholars. What else could it mean?

Their judgment will not save you. You are personally responsible in all 
circumstances.

So you are trusting that they aren't wrong. Do you realize that
this philosophy list disapproves of judging ideas in that manner?

Then the philosophy of this list is compatible with Islam.

So why did you tell me to ask a scholar instead of answering my
question yourself?

BTW, what does Islam say about judging ideas by deferred to the
authority of the majority?

I think this idea disturbs you. A religion whose ideas are compatible with modern 



science

Compatible with modern science? I challenge you to find one Quranic
verse that is compatible with modern science while also being
incompatible with 7th century knowledge.

and philosophy

Islam says to defer judgment to God and Mohamed. But Popperian
philosophy says the opposite. Never defer judgment to anyone. What are
you talking about?

and created a rational philosophy from the dusty/sandy wilderness of Arabia and 
middle-east.

Rational?

Quran 3:151 (translated by Sahih): We will cast terror into the hearts
of those who disbelieve for what they have associated with Allah of
which He had not sent down [any] authority. And their refuge will be
the Fire, and wretched is the residence of the wrongdoers.

Casting terror into the hearts of people is fear mongering. Do you
think that fear mongering is consistent with rationality?

Note rationality has the quality of being open-minded. And in this
verse, the Quran is talking about fear mongering which is an attempt
to get people to stop questioning Allah's existence. To stop
questioning is to be close-minded and thus irrational. Do you agree?

Note that for every "scholar" that says what you say, there are 2
scholars that say the opposite. So how do you know which scholar is
right?

Actually it is a good thing. As one important Islamic scholar said, "the light of 
truth appears from the clash of ideas" and he had lied the foundation of dialectic 
thinking.



Yet you do not question the idea that Allah doesn't exist. So here you
are citing an idea by a scholar that you trust, while not realizing
that you aren't following his idea. Do you see the inconsistency?

You've already answered this. You are choosing the one that
makes sense to you.

Yes this is exactly what you should do. And you are the responsible for the 
choice.

So, does it make sense to you to believe in this scholar's idea that
critical thinking is good while not critically thinking about Allah's
existence?

Getting abolished? Thats an interesting way to phrase it because at
this point, slavery *isn't* abolished.

The Quran says "free all slaves that is asking for freedom with mutual 
agreement". It seems like abolishment to me.

I've never heard of that. Please enlighten us. What verse are you
talking about? Please give me a Surah number and Aya number.

Note that what you've quoted is contradictory. You said that there
must be mutual agreement before the owner frees the slave. So if the
owner doesn't want to free the slave, then there is no mutual
agreement, hence he is not obliged to free the slave.

So instead of quoting from your memory from discussions with Shaikhs,
just quote the Quran. Right now you are judging ideas by the authority
of your memory.

I did a search. There are over 100 verses about slaves. Which ones are
you talking about? Give me numbers.



Quran 24:33 And if any of your slaves desire [to obtain] a deed of freedom, write 
it out for them if you are aware of any good in them: and give them [their share 
of ] the wealth of God which He has given you.

Context. You are missing the context. And I don't mean
historyical/cultural/hard-to-find context. I mean the first and last
part of that verse that you omitted. Here's the full verse:

Quran 24:33 (translated by Sahih): But let them who find not [the
means for] marriage abstain [from sexual relations] until Allah
enriches them from His bounty. And those who seek a contract [for
eventual emancipation] from among whom your right hands possess - then
make a contract with them if you know there is within them goodness
and give them from the wealth of Allah which He has given you. And do
not compel your slave girls to prostitution, if they desire chastity,
to seek [thereby] the temporary interests of worldly life. And if
someone should compel them, then indeed, Allah is [to them], after
their compulsion, Forgiving and Merciful.

Note the part that says "if you know there is within them goodness".
This means that you should only free them if you believe that they are
good. So if you believe they are bad, you get to keep them as slaves.
Clearly, this does not abolish slavery. Do you agree?

Note also that the verse is telling Muslims that if someone forces
(present tense) a slave girl to prostitution, then after the
compulsion, Allah will forgive him. Disgusting!

So under the regulation put in above verse, you have no right to keep slaves by 
force or by compulsion. If they ask for their freedom you have to give it and not 
only this, you have to give them finances so that they build a new life.

No. You omitted the rest of the sentence "if you know there is within
them goodness". So if they are bad (according to the owners judgment),
then the owner does not have to free his slave.

See wikipedia: http://en.wikipedia.org/wiki/Academy_of_Gundishapur

http://en.wikipedia.org/wiki/Academy_of_Gundishapur


Can you please cite an important achievement, theory, philosophical 
interpretation, innovation created by Persian or Arabic scholars in pre-Islamic 
area?

Read more wikipedia if you want.

I can count you hundreds of Arabic and Persian scholars (in all areas of 
Science) in the Islamic area especially between 650-1000 AD

Ok. Do it if you like.

The fact that those wars happened conflicts with your explanation that
Islamic culture was rational. If it was rational, then they wouldn't
have reconquered the Arabian peninsula after they apostated in 632 AD.
If they were so rational, then why did they war with each other about
succession and about something stupid where one side wanted a blood
relative of Mohamed to be in power.

These are political struggles (human egoism) and it means that the problems 
from old culture did appear (such as violence and tribalism) just after the 
prophet. If people did not implement Islam as it should be, this is not Islam's 
fault

No. The Muslims in Medina were following the Quran when they attacked
the apostates. Before Mohamed's death, he committed to a battle with
the Roman Empire and instructed that *all* Muslim men would join in
the battle for the cause of Allah. But before the battle, he died. His
successor wanted to complete Mohamed's campaign. But the Arabs had
already started following other prophets, so they no longer wanted to
go to battle with the Muslims. So Caliph Abu Bakr followed this verse:

Quran 4:89 (translated by Sahih): [...] do not take from among them
allies until they emigrate for the cause of Allah . But if they turn
away, then seize them and kill them wherever you find them and take
not from among them any ally or helper.



So, since the Arabs who were following new prophets were not
"emigrating for the cause of Allah" (by going to battle with the
Muslims for the cause of Allah), Caliph Abu Bakr followed the next
part of the verse that says "But if they turn away, then seize them
and kill them wherever you find them."

Then there is also Hadith that are consistent with this verse which
I've already quoted but you rejected as inauthentic based on your idea
that it is inconsistent with the "generally accepted principles of the
Quran".

No. See _The Beginning of Infinity_. Dynamic societies are those that
have adopted a tradition of criticism. Static societies are those that
didn't. Ancient Greek had a tradition of criticism but lost it. Then
Europe adopted it with the Scientific Revolution and the Enlightenment
in general. The Islamic world has never adopted a tradition of
criticism. People are killed if they criticize Allah/Mohamed.

Typical westernized and one-sided views glorifying ancient Greece and West 
after renaissance and belittling anything Islamic or Eastern.

BOI gave Ancient Greece as an example of a society that adopted a
tradition of criticism. It doesn't claim that Ancient Greece is the
only society in history that had the tradition of criticism.

I am saying that Islamic society did not adopt a tradition of
criticism. So I did some research and found something that
corroborates your theory and its very good news for all of us. Its
something that I've been questioning. And something that BOI says is
possible for all religions.

Ibn Warrag is an Ex-Muslim and Islam critic who wrote 7 books, mostly
about the history of Islam. He had a discussion with someone about the
history of killing apostates in Islam. This is a transcript of the
relevant portion of it:

http://www.islamreview.com/articles/islamapostasy.shtml

Stephen Crittenden: There is this history in Islam, isn’t there, of killing 

http://www.islamreview.com/articles/islamapostasy.shtml


apostates?

Ibn Warraq: Yes indeed, but of course this varied throughout the centuries. I 
think I tried to make clear in the first part of my book – the early history of 
apostasy in Islam – that the situation really varied from century to century, ruler 
to ruler, country to country. And there were some remarkably tolerant rulers; 
others were incredibly intolerant. I give the example of the works of al-Razi, who 
was a great physician, well-known in the West as Raziz in mediaeval Europe, or 
Razis in Geoffrey Chaucer’s work. He was a deist, he was certainly very anti-
Islamic, and yet he survived, he was not assassinated, which is a witness to the 
fact that he must have lived in a fairly tolerant culture and society. But 
unfortunately, of course, that wasn’t true always. You had the period of the 
Inquisition – the Muslim Inquisition, the Minha, under al Mahdi, that’s the 8th 
century Christian era or Common Era, when many people were executed. There 
was a great intolerance in general of various kinds of Sufism, because Sufis 
were considered really beyond the pale.

Stephen Crittenden: Gnostics, even. I can imagine many practising Muslims 
who have no intention of leaving Islam, that they might actually find it interesting 
to read this book, because it’s a history of dissident Islam.

Ibn Warraq: Yes, I hope that it does somehow add to – it might sound 
paradoxical – to the climate of tolerance, to show that Islamic culture wasn’t 
always so monolithic and so on, that there were periods when people spoke up 
and defended their rights to question and to doubt. The poet Almari, or the 
poems of Omar Khayyam, one hopes that believing Muslims will also accept 
these freethinkers as part of their culture.

The Islamic world did adopt a tradition of criticism. The critical discussion 
environment was very vibrant especially in 8'th and 9'th centuries AD. Islamic 
civilization did loose it just as ancient Greek lost it.

8th century is not a good era to pick for the Muslims. See the transcript above.

Umr Ibn Al-Khataab beat his wife often and these accounts are in the
Hadith in many many places. And each time, Mohamed talks about it like
nothing is wrong. Note that you keep appealing to the authority of the
"most trusted" Hadith but without quoting anything. Now if I were to



quote a Hadith that showed that beating wives was ok, then you would
say that its inauthentic, as you have done repeated when its
convenient. So the only way to do this is for you to quote the Hadith
that says that wife-beating is forbidden. So please do that. If you
don't do it, then clearly you are evading.

How does anyone of you beat his wife as he beats the stallion camel and then 
he may embrace (sleep with) her?... (Sahih Al-Bukhari,op.cit., vol.8.hadith 
68,pp.42-43).

That is only a question. Its not an instruction.

Narrated Mu'awiyah al-Qushayri: "I went to the Apostle of Allah 
(peace_be_upon_him) and asked him: What do you say (command) about our 
wives? He replied: Give them food what you have for yourself, and clothe them 
by which you clothe yourself, and do not beat them, and do not revile them.  
(Sunan Abu-Dawud, Book 11, Marriage (Kitab Al-Nikah), Number 2139)"

So you trust that Hadith. Why?

Do you trust this one?

Here is a Hadith from Bukhari[8], vol. 7, # 715, that details Islamic wife beating:

"Narrated Ikrima: 'Rifaa divorced his wife whereupon Abdur-Rahman married 
her. Aisha said that the lady came wearing a green veil and complained to her 
(Aisha) and showed her a green spot on her skin caused by beating. It was the 
habit of ladies to support each other, so when Allah's messenger came, Aisha 
said, "I have not seen any woman suffering as much as the believing women. 
Look! Her skin is greener than her clothes! When Abdur-Rahman heard that his 
wife had gone to the prophet, he came with his two sons from another wife. She 
said, "By Allah! I have done no wrong to him, but he is impotent and is as 
useless to me as this," holding and showing the fringe of her garment. Abdur-
Rahman said, "By Allah, O Allah's messenger! She has told a lie. I am very 
strong and can satisfy her, but she is disobedient and wants to go back to 
Rifaa." Allah's messenger said to her, "If that is your intention, then know that it 
is unlawful for you to remarry Rifaa unless Abdur-Rahman has had sexual 
intercourse with you." The prophet saw two boys with Abdur-Rahman and asked 
(him), "Are these your sons?" On that Abdur-Rahman said, "Yes." The prophet 



said, "You claim what you claim (that he is impotent)? But by Allah, these boys 
resemble him as a crow resembles a crow.""

Let's note several items from this Hadith.

1) A woman was beaten by her husband because of marriage discord. The 
women did not commit any illegal sexual act. She was beaten and bruised 
because her husband said she was "disobedient" and he thought she wanted to 
go back to her former husband.

2) Aisha said, "I have not seen any woman suffering as much as the believing 
women. Look! Her skin is greener than her clothes!

The woman was badly bruised. Her skin was green. Aisha acknowledged that 
the Muslim women were suffering (from being beaten) more than the non-
Muslim women. Muslims today proclaim that Islam gave women rights but 
Aisha, the "mother of the believers" said otherwise! She said that the Pagan 
women were treated better!

3) Muhammad did not rebuke the man for beating his wife. In fact, he 
reproached the women for saying Rahman was impotent. Even though she was 
hurt Muhammad accepted her bruises and beating because to Muhammad it 
was not abuse. In Muhammad’s eyes she deserved the beating.

"O ye who believe! Ye are forbidden to inherit women against their will... on the 
contrary live with them on a footing of kindness and equity. If ye take a dislike to 
them it may be that ye dislike a thing, and God brings about through it a great 
deal of good.  (Quran, 4:19)"

Who translated that? Its different than the translation by Sahih Interational...

Quran 4:19 (translated by Sahih): O you who have believed, it is not
lawful for you to inherit women by compulsion. And do not make
difficulties for them in order to take [back] part of what you gave
them unless they commit a clear immorality. And live with them in
kindness. For if you dislike them - perhaps you dislike a thing and
Allah makes therein much good.



So it says that you (husbands) are allowed to "make difficulties for
them (wives) in order to take [back] part of what you game them" if
you believe they committed a clear immorality.

"And among God's signs is this: He created for you mates from amongst 
yourselves (males as mates for females and vice versa) that you might find 
tranquillity and peace in them. And he has put love and kindness among you. 
Herein surely are signs for those who reflect. (Quran 30:21)"

That says nothing about wife-beating. Or do you believe that "that you
might find tranquility and peace in them" means don't do wife-beating?

When the word daraba appears by itself, it means hit. But when it is
followed by a proposition, then it is part of a compound word, and
thus the compound word has a different meaning.

Please read

http://groups.yahoo.com/group/interfaith-forum/message/4232

I'll quote the relevant part of that:

Adriboo (root Daraba): to beat, to strike, to hit, to separate, to part etc.

False. See any English/Arabic or even just an Arabic dictionary to see
that daraba means 'to hit'.

The poster (in the link you provided) is making a simple language
mistake. I'll give an example in English first.

Compound words in English have meanings that are different from their
root words, like the compound word "background" whose meaning does not
involve the root word "ground". So when you see the word "ground" all
by itself, like at the end of a sentence, you can not say that it
might mean "background". But the poster (in the link you provided) is
saying that the word 'ground' could mean 'background'. He's saying
that a root word could mean a compound word (which contains that root

http://groups.yahoo.com/group/interfaith-forum/message/4232


word).

In Quran 4:34, the root word idrubuhunah comes at the end of a
sentence. It is the root word. It is not part of a compound word, as
is clear since immediately after the word is a period, thus ending the
sentence.

In other parts of the Quran, the root word daraba comes immediately
before propositions and so these are compound words, each one having a
meaning different that the root word.

The meaning 'to part' is from a compound word daraba + fee + sabeel.
See Quran 2:173.

The meaning 'to give an example' is from a compound word daraba +
mathalan. See Quran 2:26.

Note that there is not 1 Quranic translation that translates
udrubuhunah as "depart them". They all translate to "hit them".

from wikipedia : http://en.wikipedia.org/wiki/An-Nisa,_34

"The 2007 translation The Sublime Quran by Laleh Bakhtiar translates 
iḍribūhunna not as 'beat them' but as 'go away from them'. The introduction to 
her translation discusses the linguistic and shari‘ah reasons in Arabic for 
understanding this verb in context. The Prophet never beat his wives, and his 
example from the Sunnah informs the interpretation of this verse. This 
interpretation is supported by the fact that some other verses, such as 4:101 
which contains word darabtum (derivation from daraba), demonstrate also the 
interpretation of Arabic word daraba to have meaning 'going' or 'moving'

She messed up the compound word thing. In Quran 4:101, the word daraba
is followed by fee and sabeel, so this is a compound word, which means
'to part'.

Note that Laleh Bakhtiar is an Iranian-American. She does not know
Arabic. She should study the Arabic language.

http://en.wikipedia.org/wiki/An-Nisa,_34


AHAH!  I read a little further in the wikipedia link you provided:

Her ability to translate Arabic accurately has been criticized[13] by conservative 
scholars who claim that she neither knows modern Arabic nor speaks Arabic as 
a first language. Khaled Abou El Fadl, Islamic law professor from UCLA, says 
she is qualified as an editor, not an Islamic scholar and that three years of 
Classical Arabic is not enough. He also criticized the extent she relies on Arabic 
to English dictionaries.[6]

The head of one of Canada's leading Muslim organizations, Islamic Society of 
North America (Canada), ISNA, Mohammad Ashraf, said he would not permit 
Bahktiar's book, The Sublime Quran, to be sold in the bookstore of ISNA and 
that their bookstore would not allow this kind of "woman-friendly translation", 
and that he will consider banning it.[14]

end quote

The world-renowned and well-respected Islamic scholar Shaykh-ul-Islam Dr. 
Tahir-ul-Qadri has given the same translation in his translation of the Quran 
"Irfan-ul-Quran" ("(...)and (if they still do not improve) turn away from them, 
striking a temporary parting.(...)")."

Ask him how he reconciles my explanation of root words and compound
words with his idea.

No. Every single Quranic verse that instructs Muslims on how and why
to divorce *always* is talking to men about how and why to divorce
women. Not one Quranic verse talks about instructing women. Which
verse says otherwise?

4.128. If a woman fears from her husband ill-treatment or (such breach of 
marital obligations as) his turning away in aversion, then there will be no blame 
on them to set things right peacefully between them; peaceful settlement is 
better.

That says to settle things. It doesn't say to women to divorce. It
doesn't even mention the word divorce. What are you talking about?



-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Psevdo Nim <izo.psevdo@gmail.com>
Subject: Re: [BoI] Inverse Theory or Anti Theory
Date: October 2, 2012 at 12:47 PM

On Tue, Sep 25, 2012 at 4:30 PM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/509

Inverse Theory

Coercion is a state of enacting one theory while another active theory
conflicts

with it. All emotional pain, amounts to coercion.

People with one of the in the limit, stable, complete worldviews (empty,
good,

inverse), will never be coerced. Because they have no contradictions in
their

worldview, and no unanswered questions, they will always wholeheartedly
go

for some single course of action.

What is the 'empty' worldview? (Your last blog post didn't explain it,
or it did but I didn't understand.)

As people approach one of these complete, stable views, they will
find it easier to avoid coercion, because they will be closer to having a

unified,
contradiction-free view. Which means that sufficiently bad people (near

inverse
view) will be difficult to coerce. Perhaps this helps to explain suicide

attacks.

I'm confused about the possibility of a (nearly) complete/stable bad
worldview. You're saying that all his ideas are consistent. But he
lives in a world with objective morality, so I don't see how his
experiences of the world could be consistent with his bad ideas.

http://www.curi.us/509


I think very few of these questions are worth asking since that whole blog
post is so vague that nothing serious could have been meant by it.

For example what is even meant by an *inverse world-view*? Well it really
could mean lot's of different things it's not like there is an established
use of the phrase "inverse world-view". (I Goggled and found this
http://www.curi.us/472 which doesn't explain it either).

One possible guess of what it could mean is this - if you think of a
given world-view as a set of statements, perhaps the "inverse world-view"
is the set of negations of all those statements.

But then it is simply false that if a given world-view is consistent so is
the "inverse world-view".

Example : Consider the set of propositions {P , NOT Q , P OR Q}. This set
of propositions is consistent but the set of their negations is not.

-- 

http://www.curi.us/472


From: Ismail Atalay <i_c_atalay@yahoo.co.uk>
Cc: beginning-of-infinity@googlegroups.com, rational-politics-
list@googlegroups.com
Subject: Re: Sexism in Islam (was: Punishment)
Date: October 2, 2012 at 6:06 AM

On Mon, Oct 1, 2012 at 18:49 PM, <rombomb@gmail.com> wrote:

Compatible with modern science? I challenge you to find one Quranic
verse that is compatible with modern science while also being
incompatible with 7th century knowledge.

51:47 "And the heaven We constructed with strength, and indeed, We are [its] 
expander."

So Quran says heavens are expanding and God is its expander. 

65:12 "It is Allah who has created seven heavens and of the earth, the like of 
them. [His] command descends among them so you may know that Allah is over 
all things competent and that Allah has encompassed all things in knowledge".

So the Quran says Earth is created as "similar" or "like" heavens (here seven 
means not number seven but multiple). So Earth is like "heavens". This is a crazy 
idea for 7'th century AD. All scientific knowledge of the time was saying that Earth 
and Heavens were completely different domains in nature and in structure.

41:11 "Then He directed Himself to the heaven while it was smoke and said to it 
and to the earth, "Come willingly or by compulsion." They said, "We have come 
willingly."

So the heaven and the earth was smoke (as they are similar). And God told them 
to come. And they did come.

Can you please explain me how it is possible that an illiterate person living in 7'th 
century Arabia (with Arabic civilization having no scientific knowledge on 
astronomy until that time) can come up with the idea that the heaven they see in 
the sky with moon, sun and all the stars was originally "smoke" and it has 
transformed to its present form via a command by God? 



So here is a book from 7'th century AD that claims

1- Heavens are expanding
2- Earth is like heaven (from physical creation point of view)
3- Heaven was smoke at one point in time before God ordered it to "come"

These verses were so incompatible with the scientific knowledge of that time that 
all Quranic interpretations until mid-20'th century had to force the Arabic meaning 
of the verses to come up with something plausible. Or scholars chose not to 
interpret these type of verses as it was not understandable to them. It is only after 
mid-20'th century that interpreters have changed classical interpretations and 
used the current cosmological knowledge that is confirming Quranic verses.

There are many other verses like this. However from your attitude so far I am not 
so hopeful that you will approach to these verses from an objective and 
openminded stance.

Quran 4:89 (translated by Sahih): [...] do not take from among them
allies until they emigrate for the cause of Allah . But if they turn
away, then seize them and kill them wherever you find them and take
not from among them any ally or helper

Here we go again. You are repeating the same mistake as isolating one specific 
verse with harsh tones from the following verse that completes the regulation with 
crucially important exceptions.

Quran 4:90 Except for those who take refuge with a people between yourselves 
and whom is a treaty or those who come to you, their hearts strained at [the 
prospect of] fighting you or fighting their own people. 

So muslims can only fight with renegades who refused to take refuge with people 
muslims are in peace with or with renegades who does not feel any strain in 
fighting with muslims or their own people. So they should be agressors and they 
should not be willing to submit after being renegades. It is only in this case you 
are permitted to seize/kill them.

That says to settle things. It doesn't say to women to divorce. It



doesn't even mention the word divorce. What are you talking about?

I honestly do not think that this discussion is proceeding in a fruitful way. You 
asked me to provide a verse on women's right to divorce and I did provide it. The 
wording from the verse and the context is obviously talking at least about the 
prospect of "divorce". What type of settlement you can have if women has ill-
treatment or his husband completely turns away? Why the verse does say "there 
will be no blame". Clearly it is a permission for some settlement that might lead 
into undesirable condition aka "divorce" or maybe reconciliation.

Here is the verse about divorce. I do not see anything gender specific. 

2:229 A divorce is only permissible twice: after that, the parties should either hold 
Together on equitable terms, or separate with kindness. It is not lawful for you, 
(Men), to take back any of your gifts (from your wives), except when both parties 
fear that they would be unable to keep the limits ordained by Allah. If ye (judges) 
do indeed fear that they would be unable to keep the limits ordained by Allah, 
there is no blame on either of them if she give something for her freedom. These 
are the limits ordained by Allah; so do not transgress them if any do transgress 
the limits ordained by Allah, such persons wrong (Themselves as well as others).

Here "she give something for her freedom" means she gives back (partially or 
fully)  the marriage money that the men gives to women as financial security.

With all due respect, I think it is a good point to end the religious discussion in this 
thread. We have to agree on disagreeing here. 

I will not respond to any further responses to this thread. 

Ismail Atalay



From: Rami Rustom <rombomb@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: [BoI] Quran consistent with modern science (was: Sexism in Islam)
Date: October 2, 2012 at 3:47 PM

On Tue, Oct 2, 2012 at 5:06 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> wrote:

On Mon, Oct 1, 2012 at 18:49 PM, <rombomb@gmail.com> wrote:

Compatible with modern science? I challenge you to find one Quranic
verse that is compatible with modern science while also being
incompatible with 7th century knowledge.

51:47 "And the heaven We constructed with strength, and indeed, We are [its] 
expander."

So Quran says heavens are expanding and God is its expander.

Are you saying that heaven = Universe? If so, then we are in heaven
now (because Earth is inside the Universe). But that is inconsistent
with the Quran's idea that we only go to heaven in the afterlife. How
do you reconcile this?

65:12 "It is Allah who has created seven heavens and of the earth, the like of 
them. [His] command descends among them so you may know that Allah is over 
all things competent and that Allah has encompassed all things in knowledge".

So the Quran says Earth is created as "similar" or "like" heavens (here seven 
means not number seven but multiple).

So you are asserting that "seven" actually means "multiple", but
without explanation. What is your explanation?

Note that the translation you provided incorrectly translates
"samawaat" as "heavens" when actually it means "skies". Jana means



heaven. Sama means sky.

Note also, that the translation you provided incorrectly translates
the whole verse "Allahoo al-lathi khalaka saba' samawat wamin al-arda
mithlahoona". It actually translates to "Allah is the one who created
seven skies and the earth like it." A word by word translation is
below:

Allahoo = Allah

al-lath = the one who

khalaka = created

saba' = seven

samawat = skies

wamin = and

al-arda = the earth

mithalhoona = like it (where the it is referring to the last noun
before the Earth, which was the skies.

So Earth is like "heavens".

This is a crazy idea for 7'th century AD. All scientific knowledge of the time was 
saying that Earth and Heavens were completely different domains in nature and 
in structure.

41:11 "Then He directed Himself to the heaven while it was smoke and said to it 
and to the earth, "Come willingly or by compulsion." They said, "We have come 
willingly."

So the heaven and the earth was smoke (as they are similar). And God told 
them to come. And they did come.



So God talks to heaven and Earth and they reply? You believe that
heaven and Earth talks? Or do you believe this is just symbolic? If
you believe its just symbolic, then why don't you believe the other
parts of the verse are symbolic?

Can you please explain me how it is possible that an illiterate person

Thats an unexplained assertion, that Mohamed was illiterate. Why do
you think he was illiterate?

living in 7'th century Arabia (with Arabic civilization having no scientific 
knowledge on astronomy until that time)

False. The field of astronomy started millinia before 7th century. See
wikipedia:

http://en.wikipedia.org/wiki/History_of_astronomy#Mesopotamia

can come up with the idea that the heaven they see in the sky with moon, sun 
and all the stars was originally "smoke" and it has transformed to its present 
form via a command by God?

Are you equating smoke with gas?

So here is a book from 7'th century AD that claims

1- Heavens are expanding
2- Earth is like heaven (from physical creation point of view)
3- Heaven was smoke at one point in time before God ordered it to "come"

These verses were so incompatible with the scientific knowledge of that time 
that all Quranic interpretations until mid-20'th century had to force the Arabic 
meaning of the verses to come up with something plausible. Or scholars chose 
not to interpret these type of verses as it was not understandable to them. It is 
only after mid-20'th century that interpreters have changed classical 
interpretations and used the current cosmological knowledge that is confirming 

http://en.wikipedia.org/wiki/History_of_astronomy#Mesopotamia


Quranic verses.

There are many other verses like this. However from your attitude so far I am 
not so hopeful that you will approach to these verses from an objective and 
openminded stance.

You are claiming that I've said something subjective and that I've
been close-minded. I challenge you to quote a statement or complete
argument of mine and explain why you think my argument was subjective
and/or close-minded. If I'm mistaken, I want to correct my mistake.

Quran 4:89 (translated by Sahih): [...] do not take from among them
allies until they emigrate for the cause of Allah . But if they turn
away, then seize them and kill them wherever you find them and take
not from among them any ally or helper

Here we go again. You are repeating the same mistake as isolating one specific 
verse with harsh tones from the following verse that completes the regulation 
with crucially important exceptions.

Quran 4:90 Except for those who take refuge with a people between yourselves 
and whom is a treaty or those who come to you, their hearts strained at [the 
prospect of] fighting you or fighting their own people.

I'm confused as to why you think that verse fixes the previous verse.
This is about the morality of spreading religion. The Quran instructs
Muslims to spread Islam by compulsion. And 4:89 explains *how* to
apply that compulsion (seize them, kill them, from anywhere). And 4:90
explains in which situations Muslims should stop applying compulsion
(when they stop defending themselves - aka don't fight back).

So muslims can only fight with renegades who refused to take refuge with 
people muslims are in peace with or with renegades who does not feel any 
strain in fighting with muslims or their own people. So they should be agressors 
and they should not be willing to submit after being renegades. It is only in this 
case you are permitted to seize/kill them.



Yes and the only reason Muslims have to seize/kill anyone is while
they are conquering a non-Muslim country to make it part of the
Islamic empire. And the Muslims called this "Footoohaat al-Islamia",
which means "opening to Islam". Note that the idea of war is not part
of that title.

That says to settle things. It doesn't say to women to divorce. It
doesn't even mention the word divorce. What are you talking about?

I honestly do not think that this discussion is proceeding in a fruitful way. You 
asked me to provide a verse on women's right to divorce and I did provide it. 
The wording from the verse and the context is obviously talking at least about 
the prospect of "divorce". What type of settlement you can have if women has 
ill-treatment or his husband completely turns away? Why the verse does say 
"there will be no blame". Clearly it is a permission for some settlement that 
might lead into undesirable condition aka "divorce" or maybe reconciliation.

Here is the verse about divorce. I do not see anything gender specific.

2:229 A divorce is only permissible twice: after that, the parties should either 
hold Together on equitable terms, or separate with kindness. It is not lawful for 
you, (Men), to take back any of your gifts (from your wives), except when both 
parties fear that they would be unable to keep the limits ordained by Allah. If ye 
(judges) do indeed fear that they would be unable to keep the limits ordained by 
Allah, there is no blame on either of them if she give something for her freedom. 
These are the limits ordained by Allah; so do not transgress them if any do 
transgress the limits ordained by Allah, such persons wrong (Themselves as 
well as others).

Here "she give something for her freedom" means she gives back (partially or 
fully)  the marriage money that the men gives to women as financial security.

The verse you just quoted is not about how and why to do a divorce and
instead its about what to do after a divorce, which is irrelevant to
how and why to do a divorce. Is this a mistake on your part or is it
evasion? Or something else?



With all due respect, I think it is a good point to end the religious discussion in 
this thread.

Do you mean *all* the tangents that we've taken starting from your
original response to my article?

We have to agree on disagreeing here.

No. I don't agree with you on that. I have criticized so much of what
you've said and you haven't replied. This is not a "agree to disagree"
situation. The only time we would have a "agree to disagree" situation
is if both of us stated unexplained assertions that contradicted each
other and which didn't criticize each other successfully since they
were both void of explanations. But in our discussion, all of my
criticisms of your claims have includes explanations. So if our
discussion stops, it'll be because you have no more criticisms of my
ideas, thus they are the truth. See Popper's epistemology on what is
truth.

I will not respond to any further responses to this thread.

I wonder why. Is it because you have no criticisms of my criticisms?
If so, why do you hold on to ideas that you now have criticisms of?

If you don't agree with my criticisms, then quote them, point out the
flaws, and explain why you think they are flaws. Or just turn off your
rationality and go back to faith.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Essay on Artificial Intelligence
Date: October 3, 2012 at 6:57 PM

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

and an abridged version has appeared in The Guardian:

http://gu.com/p/3aznk

(Note that where I remark that it's racist to discriminate between carbon- and 
silicon-based intelligences, The Guardian has unfortunately added scare quotes, 
changing it to "racist" -- thus pretty much reversing the meaning of my remark.)

-- David Deutsch

http://goo.gl/CD93I
http://gu.com/p/3aznk


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Essay on Artificial Intelligence
Date: October 4, 2012 at 1:58 AM

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

In the article, David Deutsch (DD) writes:

The enterprise of achieving it artificially — the field of ‘artificial general 
intelligence’ or AGI — has made no progress whatever during the entire six 
decades of its existence.

False. As far as we know, it has not made significant progress towards achieving 
AGI. But it has made other types of progress, which qualifies as "progress 
whatever". They have done stuff.

And it has made some progress towards AGI such as inventing and improving the 
lisp programming language. How important this is we don't know. I think the 
reasonable position to take, at this time, is that it's useful progress but small and 
fairly tangential. But it could conceivably turn out to have been large progress.

Another thing AGI workers have accomplished is determining that some 
approaches don't work very well. That is progress they made, though not a lot.

I cannot think of any other significant field of knowledge in which the prevailing 
wisdom, not only in society at large but also among experts, is so beset with 
entrenched, overlapping, fundamental errors.

DD can. Parenting and education, for example -- a field DD has worked in for 
many years.

It remained a guess until the 1980s, when I proved it using the quantum theory 
of computation.

http://goo.gl/CD93I


This is not the Popperian way to think of it. All our ideas always remain guesses. 
They do not gain epistemic status (justification) by being "proved". Nor is there an 
epistemologically special type of process, called "proof", that is epistemologically

A proof is a sort of argument which rules out (criticizes) many potential rival 
theories. But we should still call the "proven" ideas guesses because they can still 
be overturned, criticized, changed, improved and replaced. They are not 
fundamentally any different from non-proven ideas, we must deal with them in 
just the same way as before because they are still the same thing. (There is also, 
btw, no hard and fast line for what constitutes a proof.)

Babbage came upon universality from an unpromising direction. He had been 
much exercised by the fact that tables of mathematical functions (such as 
logarithms and cosines) contained mistakes.

"Exercised" is too obscure -- bad writing. It's also ambiguous: did it worry him, 
alarm him, engage his attention, occupy his thoughts or something else similar?

Why? Because, as an unknown sage once remarked, ‘it ain’t what we don’t 
know that causes trouble, it’s what we know for sure that just ain’t so’

After this statement, no explanation is given anywhere soon. Instead there are 
many paragraphs about Babbage which seem unrelated. The text is not 
structured to explain the actual explanation is coming later and the reader isn't 
supposed to understand yet but should simply keep this hint in mind until later.

This is confusing. A reader might think this was the explanation and the "Why?" is 
now supposed to be answered. Or he might forget about this part before the 
explanation is continued because he doesn't know he's supposed to remember it.

Being human, the computers were fallible.

If we set up non-human computers, that would also be fallible. We cannot set up 



infallible physical processes. So "being human" is not the reason for the fallibility.

There were elaborate systems of error correction, but even proofreading for 
typographical errors was a nightmare.

"Systems of error correction" is a complex topic that most readers will not have a 
very good grasp of. "A nightmare" is a metaphor. It would be easier for the reader, 
who may well be struggling, to deal with straightforward statements on this topic. 
Having to deal with metaphor -- DD saying something that isn't literally or actually 
what he means -- makes things harder for the reader.

When you're not very sure about what would be a correct or incorrect statement 
on a topic, metaphors can be really confusing. How are you to know what is a 
metaphor and what is literal?

Often we can detect metaphors because we see the literal reading of them is 
clearly incorrect, so we try to think of a metaphorical meaning. But if someone 
isn't sure what literal statements would be correct or not, it's harder for him to 
figure out which statements to reinterpret non-literally.

And it's harder for him to for him to figure out what kind of metaphorical 
interpretation the writer intended, because to check if he's got the right metaphor 
he needs to be able to judge if his interpretation makes sense and is something 
the author might say. A struggling reader will not be confident in making a 
judgment like that.

Such errors were not merely inconvenient and expensive: they could cost lives.

Inconvenience and monetary expense both can and do cost lives. The resources 
they consume would otherwise go to other purposes including sometimes safety 
precautions. Or it could go towards the growth of knowledge, which can have 
consequences like getting a new medicine invented a few weeks earlier, which 
could save many lives.

For instance, the tables were extensively used in navigation.

It'd be better to explain this. The modern reader may wonder how getting lost will 



kill you. One way is if you get lost at sea, on a boat. The point is that this example 
is not intuitive today. The reader is left on his own to puzzle out what is being 
said, rather than being told the point.

There are recent articles claiming that the iPhone 5 maps application may get 
people lost. But no one is claiming it's killing anyone. Today, getting lost is not 
associated with dying.

The mechanism would drive a printer, in order to automate the production of the 
tables.

That comma shouldn't be there.

And therefore, even at that faltering, embryonic stage of the history of 
automated computation — before Babbage had considered anything like AGI — 
we can see the seeds of a philosophical puzzle that is controversial to this day: 
what exactly is the difference between what the human ‘computers’ were doing 
and what the Difference Engine could do?

This sentence is too long.

This explanation is rushed. It would be better to first make a point about AGI type 
stuff seeming to have substantial progress even back then. Then raise the 
philosophical question as a second point. Presenting two new ideas in a single 
sentence is harder for the reader to follow.

When it says we can see the "seeds" (another metaphor that is bad for clarity), 
it's expecting the reader to understand a point he hasn't been clearly told. ("See" 
meaning "understand" is a metaphor too, but it's so common that I don't think it's 
bad for clarity.)

It would only have made an arduous, boring task even more arduous and 
boring, which would have made errors more likely, not less.

Whether boredom causes errors is a matter of explanation, not of probability 
(being "likely").



For humans, that difference in outcomes — the different error rate — would 
have been caused by the fact that computing exactly the same table with two 
different algorithms *felt different*.

The main issue is not that it would *feel* different but that it would *be* different. 
It's an issue of hard, objective reality, not emotions.

Experiencing boredom was one of many cognitive tasks at which the Difference 
Engine would have been hopelessly inferior to humans.

It's unclear to me that no experience boredom constitutes an inferior performance 
on that cognitive task.

The issue here is not hope.

Still less was it capable of wanting, as he did, to benefit seafarers and 
humankind in general.

"Seafarers" is supposed to be a reference to a prior example. It's good to re-use 
examples throughout an article. However, the prior example mentioned 
navigation but not the sea, so the reference doesn't work well.

Thinking about how he could enlarge that repertoire, Babbage first realised that 
the programming phase of the Engine’s operation could itself be automated: the 
initial settings of the cogs could be encoded on punched cards.

A typical programmer today would consider writing the punch cards to be 
programming, and therefore would not deem the programming phase to be 
automated away. It'd still be there, he might even be hired to do it, and it would 
take the same sort of thinking as his regular programming work (just more 
inconvenient due to the old technology).

The "programming phase" must refer to setting the cogs, but that is confusing 



terminology which isn't explained.

If it could run for long enough — powered, as he envisaged, by a steam engine 
— and had an unlimited supply of blank cards, its repertoire would jump from 
that tiny class of mathematical functions to the set of *all* computations that can 
possibly be performed by *any physical object*. That’s universality.

No, it wouldn't do quantum computations, but a quantum computer is an object 
that could. And the first sentence is too long.

Here is where Babbage and Lovelace’s insight failed them.

Making a mistake does not consist of one's "insight" failing him. It wasn't a thing 
called "insight" that was doing the thinking -- they were thinking -- and it was their 
own responsibility when they made mistakes, it wasn't insight's fault.

But it is the other camp’s basic mistake that is responsible for the lack of 
progress. It was a failure to recognise that what distinguishes human brains 
from all other physical systems is qualitatively different from all other 
functionalities...

So now we're back to the issue of why the AGI field hasn't done well. Above we 
were told it was because of people thinking they knew things that were false. But 
now the next thing we're told on this topic is that it was due to ignorance -- a 
failure to know some things.

Why? I call the core functionality in question creativity: the ability to produce 
new explanations.

Now we have a new Why? question, but still no answer to the prior one.

The point is that, however the program worked, you would consider it to meet 
your specification — to be a bona fide temperature converter — if, and only if, it 
always correctly converted whatever temperature you gave it, within the stated 



range.

The topic being discussed is creativity and this is the point of the example? That 
does not make sense. The paragraph ends and no relevant point of the example 
has been stated, and this issue within the example has been called "the point".

The next paragraph then proceeds to start talking about another example, still 
without explaining what argument is being made or how the examples are useful.

Such a program would presumably be an AGI (and then some).

How can there be "and then some"? An AGI is a *general* intelligence. What 
more can you ask for when you already have something that's fully general 
purpose? What can "and then some" refer to, compared with something that 
already works in every case?

Never mind that it’s more complicated than temperature conversion: there’s a 
much more fundamental difficulty.

The phrase "much more" should be omitted because it's unnecessary. It's also 
false because it implies the thing being compared with is somewhat fundamental, 
but the added complication is not a fundamental difficulty.

Nor can it be met by the technique of ‘evolutionary algorithms’: the Turing test 
cannot itself be automated without first knowing how to write an AGI program, 
since the ‘judges’ of a program need to have the target ability themselves.

The "evolutionary algorithms" technique is not explained (and without that 
explanation, it will be difficult for readers to figure out what the new phrase "target 
ability" is and why judges need to have it).

For example, it is still taken for granted by almost every authority that 
knowledge consists of justified, true beliefs and that, therefore, an AGI’s thinking 
must include some process during which it justifies some of its theories as true, 



or probable, while rejecting others as false or improbable. But an AGI 
programmer needs to know where the theories come from in the first place.

The problem with justificationism (the name of the philosophical perspective DD 
says is taken for granted in his first sentence) is not that it doesn't solve the full 
problem of AGI by neglecting to say where you get the theories that you then 
evaluate and justify. This is a bad criticism. Justificationism is false as far as it 
goes, quite apart from being incomplete (which isn't a flaw at all, there's nothing 
wrong with an idea that doesn't cover everything).

DD goes on to explain the prevailing way that justificationists try to get theories in 
the first place (induction) and why a naive version of induction is straightforwardly 
false in ways that inductivists have already conceded. The straightforward 
criticism does not address any prevailing inductivist thinking for over a hundred 
years, it only states things they already know and have taken into account. Their 
responses to the issue are inadequate but simply restating the older issue does 
not explain why their responses are inadequate.

The future is actually unlike the past in most ways. Of course, *given* the 
explanation, those drastic ‘changes’ in the earlier pattern of 19s are 
straightforwardly understood as being due to an invariant underlying pattern or 
law. But the explanation always comes first.

"The explanation" does not have an antecedent. I think it means "given the 
explanation of how calendars work". But it doesn't say that which is bad for clarity. 
And I'm making this guess with the advantage of already knowing the material 
being discussed, and being familiar with DD's ideas. For anyone new to the 
material it would be harder to fill in gaps in DD's explanations.

The phrase "of course" here does not add content to the explanation. It insults 
people who have difficulty with that part. It implies that part is obvious, even 
though nothing is obvious.

The claim that the future is unlike the past in *most* ways is wrong. It's a matter 
of how you count. Depending on what sort of similarity you are interested in, you 
will get a different answer. I guess that DD has in mind a particular way of 
counting in which the future is unlike the past in most ways. But why is that way 
of counting privileged? Why is it the definitive way of counting? We're not even 



told what it is. And I don't think there is a definitive way of counting: the right way 
to count similarities and differences between past and future depends on what 
you're trying to accomplish with your comparison. There isn't an out-of-context 
absolute truth of how to do it.

Without that, any continuation of any sequence constitutes ‘the same thing 
happening again’ under some explanation.

Right. No matter what happens there are many ways to count it as the future 
being like the past. So why the claim that the future is unlike the past? That's 
taking the opposing side of a bad question. What's needed is to focus on better 
questions.

Thanks to this trope, every disproof (such as that by Popper and David Miller 
back in 1988), rather than ending inductivism, simply causes the mainstream to 
marvel in even greater awe at the depth of the great ‘problem of induction’.

I wasn't able to find the article as stated. I think DD means their 1987 article "Why 
Probabilistic Support is not Inductive". Accurate scholarship and details are 
important. http://rsta.royalsocietypublishing.org/content/321/1562/569.short

I don't really understand the purpose of insulting almost everyone and while 
saying the arguments behind the insults are out of the scope of the article. Note 
that DD does not merely criticize philosophical ideas. Statements about marveling 
in awe are more insult than critical discussion.

In regard to how the AGI problem is perceived, this has the catastrophic effect 
of simultaneously framing it as the ‘problem of induction’, and making that 
problem look easy, because it caststhinking as a process of predicting that 
future patterns of sensory experience will be like past ones. That looks like 
extrapolation — which computers already do all the time (once they are given a 
theory of what causes the data). But in reality, only a tiny component of thinking 
is about prediction at all, let alone prediction of our sensory experiences. We 
think about the world: not just the physical world but also worlds of abstractions 
such as right and wrong, beauty and ugliness, the infinite and the infinitesimal, 
causation, fiction, fears, and aspirations — and about thinking itself.

http://rsta.royalsocietypublishing.org/content/321/1562/569.short


This is more telling people claims than explaining why they are true.

Now, the truth is that knowledge consists of...

Calling one's position "the truth" adds no persuasive content and does not help 
anyone understand it. It's something like an appeal to prestige ("I know the truth, 
so listen to me!").

Even in the hard sciences, these guesses have no foundations and don’t need 
justification. Why? Because genuine knowledge, though by definition it does 
contain truth, almost always contains error as well. So...

This is structured like this: "Assertion. Why? Because other assertion. Now let's 
consider the implications of these assertions." That is not good argument or 
explanation.

And even if one accepts the unexplained, argued assertion given as a reason for 
the first one, it still would not answer the "Why?" question. That's because it 
makes no attempt to explain why guesses have no foundations; it doesn't 
address that issue.

I think it says we don't have to justify our ideas because they "almost always 
contain error". But why should that mean we don't have to justify them? Further it 
is talking only about "genuine knowledge" but the purpose of justification is to 
determine what is genuine knowledge in the first place.

Currently one of the most influential versions of the ‘induction’ approach to AGI 
(and to the philosophy of science) is Bayesianism,unfairly named after the 18th-
century mathematician Thomas Bayes, who was quite innocent of the mistake.

Saying the other side is mistaken is not a good way to approach a new topic. 
That is not persuasive; it doesn't explain why they are mistaken or what the 
disagreement is about.

The paragraph continues:



The doctrine assumes that minds work by assigning probabilities to their ideas 
and modifying those probabilities in the light of experience as a way of choosing 
how to act.

The proponents of Bayesianism would not endorse this as an accurate statement 
of their position. They do not think they are *assuming* that -- they think they 
figured it out and have good arguments about it.

This is especially perverse when it comes to an AGI’s values —the moral and 
aesthetic ideas that inform its choices and intentions — for it allows only a 
behaviouristic model of them, in which values that are ‘rewarded’ by ‘experience’ 
are ‘reinforced’ and come to dominate behaviour while those that are ‘punished’ 
by ‘experience’ are extinguished.

This sentence is too long.

The point of the sentence is to say Bayesianism is "especially perverse" in some 
cases because of some stuff. But why does that stuff make it perverse? DD does 
not explain. Apparently his readers are supposed to already understand this 
issue?

Furthermore, despite the above-mentioned enormous variety of things that we 
create explanations about, our core method of doing so, namely Popperian 
conjecture and criticism, has a single, unified, logic. Hence the term ‘general’ in 
AGI. A computer program either has that yet-to-be-fully-understood logic, in 
which case it can perform human-type thinking about anything, including its own 
thinking and how to improve it, or it doesn’t, in which case it is in no sense an 
AGI. Consequently, another hopeless approach to AGI is to start from existing 
knowledge of how to program specific tasks — such as playing chess, 
performing statistical analysis or searching databases — and then to try to 
improve those programs in the hope that this will somehow generate AGI as a 
side effect, as happened to Skynet in the Terminator films.

This argument is false. As DD discusses in his book _The Beginning of Infinity_, 
when people made incremental improvements to number and alphabet systems, 
sometimes those systems became universal. Small improvements to existing 
non-universal systems sometimes create universality.



I'd add that trying to write a program that could both play chess and perform 
statistical analysis and search databases, using the same shared code, would 
actually be a reasonable way to approach AGI. If you can generalize a program 
enough to do several specific tasks then that's a great start. Focussing on that 
smaller goal may actually -- as a side effect -- make large progress towards AGI.

But for the people in the other camp (the AGI-is-imminent one)

It would be better to write, "But for the people in the AGI-is-imminent camp".

Remember the significance attributed to Skynet’s becoming ‘self-aware’? That’s 
just another philosophical misconception, sufficient in itself to block any viable 
approach to AGI. The fact is that

Calling ideas you disagree with "just another philosophical misconception" and 
then stating that "the fact is that [your ideas]" is not intellectual discussion. Having 
some actual arguments later in the paragraph does not make up for it.

Ironically, that group of rationalisations (AGI has already been done/is trivial/ 
exists in apes/is a cultural conceit) are mirror images of arguments that 
originated in the AGI-is-impossible camp.

Focus on explaining your topic, which is hard enough, not explaining side issues 
like what is ironic.

Some, such as the mathematician Roger Penrose, have suggested that the 
brain uses quantum computation, or even hyper-quantum computation relying 
on as-yet-unknown physics beyond quantum theory, and that this explains the 
failure to create AGI on existing computers. To explain why I, and most 
researchers in the quantum theory of computation, disagree that this is a 
plausible source of the human brain’s unique functionality is beyond the scope 
of this essay. (If you want to know more, read Litt et al’s 2006 paper ‘Is the Brain 
a Quantum Computer?’, published in the journal Cognitive Science.)



That's ridiculous. You can give an explanation in less words than you used to say 
you wouldn't give one. For example:

"I think brains don't use quantum computation because they are hot and wet. 
Quantum computation requires precisely controlled environments without so 
many atoms jiggling around and bumping into each other."

That's 57 words for DD to not explain the issue, compared with 30 for me to 
explain it. This explanation is not perfect but it can give people some rough 
understanding of the issue. It would even be possible to mention the issue of 
decoherence while still using fewer words.

But the fact that *the ability to create new explanations* is the unique, morally 
and intellectually significant functionality of people (humans and AGIs), and that 
they achieve this functionality by conjecture and criticism, changes everything.

This is another "What I say is a fact" style assertion.

The sentence is structured like this: "But [stuff] changes everything". This is a bad 
structure when the stuff in the middle is long because one doesn't know what is 
being said about the stuff until afterwards.

Because, as an unknown sage once remarked, ‘it ain’t what we don’t know that 
causes trouble, it’s what we know for sure that just ain’t so’ (and if you know that 
sage was Mark Twain, then what you know ain’t so either).

At the time they were compiled by armies of clerks, known as ‘computers’, 
which is the origin of the word.

In fact, its repertoire was confined to evaluating a tiny class of specialised 
mathematical functions (basically, power series in a single variable).



There it remained until the 20th century, when Alan Turing arrived with a 
spectacular series of intellectual *tours de force*, laying the foundations of the 
classical theory of computation, establishing the limits of computability, 
participating in the building of the first universal classical computer and, by 
helping to crack the Enigma code, contributing to the Allied victory in the 
Second World War.

Thanks to this trope, every disproof (such as that by Popper and David Miller 
back in 1988), rather than ending inductivism, simply causes the mainstream to 
marvel in even greater awe at the depth of the great ‘problem of induction’.

Indeed, Richard Byrne’s wonderful research into gorilla memes has revealed 
how apes are able to learn useful behaviours from each other without ever 
understanding what they are for: the explanation of how ape cognition works 
really is behaviouristic.

Each of these list of quotes is meant to impress the reader. They do not explain 
their topic. They are for prestige purposes. Each has the plausible deniability of 
some relevance. Perhaps some were not intended to impress. But they aren't all 
accidents; the list shows a pattern.

Having finished the article, this never got followed up on:

Why? Because, as an unknown sage once remarked, ‘it ain’t what we don’t 
know that causes trouble, it’s what we know for sure that just ain’t so’

And it's 6000 words on this topic without DD trying to explain an important and 
unknown idea about it: that AGI's will need parents/education, they won't just 
instantly know everything. People assume you can pour data into an AGI 
because you can pour data into a computer. But getting data into the computer 
the AGI is running on is different than getting it inside the AGI's mind which will 
have to be done the same way any intelligence (such as a human) learns 
anything.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Psevdo Nim <izo.psevdo@gmail.com>
Subject: Computations (was: [BoI] Essay on Artificial Intelligence)
Date: October 4, 2012 at 6:09 AM

On Thu, Oct 4, 2012 at 7:58 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> wrote:

If it could run for long enough — powered, as he envisaged, by a steam
engine

— and had an unlimited supply of blank cards, its repertoire would jump
from that

tiny class of mathematical functions to the set of *all* computations
that can

possibly be performed by *any physical object*. That’s universality.

No, it wouldn't do quantum computations, but a quantum computer is an
object

that could. And the first sentence is too long.

Can you clarify what you mean by "computational repertoire"?

The conventional meaning (and I think this meaning is implied in the
article) is basically the set of functions you can compute.

In that sense quantum computers have a repertoire exactly identical to
classical ones.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: Computations (was: [BoI] Essay on Artificial Intelligence)
Date: October 4, 2012 at 7:39 AM

On 4 Oct 2012, at 11:09, Psevdo Nim <izo.psevdo@gmail.com> wrote:

On Thu, Oct 4, 2012 at 7:58 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> wrote:

If it could run for long enough — powered, as he envisaged, by a steam 
engine
— and had an unlimited supply of blank cards, its repertoire would jump from 
that
tiny class of mathematical functions to the set of *all* computations that can
possibly be performed by *any physical object*. That’s universality.

No, it wouldn't do quantum computations, but a quantum computer is an object
that could. And the first sentence is too long.

Can you clarify what you mean by "computational repertoire"?

The conventional meaning (and I think this meaning is implied in the article) is 
basically the set of functions you can compute.

In that sense quantum computers have a repertoire exactly identical to classical 
ones.

That is the conventional usage. But it is a usage I have been striving to overturn, 
because it is parochial and arbitrary to exclude quantum computations such as 
quantum cryptography from being bona fide computations, and also arbitrary (or 
positivistic) to regard algorithms that are in very different complexity classes as 
performing 'the same computation'. These are mistakes stemming from the 
Mathematicians' Misconception. (Namely that that what the rules of logical 
inference are, and hence what constitutes a proof, and hence a computation, are 
a priori logical issues, independent of the laws of physics.)

So my wording was indeed a bit clumsy. I made that mistake because I was trying 



to stress *what Babbage realized*, namely the universality of computation. He 
had no inkling of quantum computers, so he was slightly wrong about what the 
universal computer would be. But there again (and this I do mention in the 
essay), that omission happens to have no bearing on AGI, while the general 
principle of computational universality, which he was the first to understand, is 
central to understanding the AGI issue.

-- David Deutsch



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Essay on Artificial Intelligence
Date: October 4, 2012 at 8:24 AM

On 4 Oct 2012, at 06:58, Elliot Temple <curi@curi.us> wrote:

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

In the article, David Deutsch (DD) writes:

The enterprise of achieving it artificially — the field of ‘artificial general 
intelligence’ or AGI — has made no progress whatever during the entire six 
decades of its existence.

False. As far as we know, it has not made significant progress towards 
achieving AGI. But it has made other types of progress, which qualifies as 
"progress whatever". They have done stuff.

And it has made some progress towards AGI such as inventing and improving 
the lisp programming language. How important this is we don't know. I think the 
reasonable position to take, at this time, is that it's useful progress but small and 
fairly tangential. But it could conceivably turn out to have been large progress.

Another thing AGI workers have accomplished is determining that some 
approaches don't work very well. That is progress they made, though not a lot.

That line of defence of the AGI field isn't valid because it could be used to defend 
any field that has existed for decades without making progress. Take, as an 
example, the field of Creation Science.

That field hasn't made progress *in the matter of explaining how living things 
came to have their distinctive attributes by design and not evolution, and 
producing arguments and evidence for that*, which is what the field exists to do. 
But it has made other types of progress. For instance it has become more 
sophisticated politically, and in its various modes of presentation to the public, 
such as museums and books. It has also caused biologists and evolution 

http://goo.gl/CD93I


theorists to become more sophisticated in their own defense, which is progress 
too. And, like the field of AGI research, it has tried various approaches to its 
fundamental aim, and discarded some, such as appeals to scripture, in favor of 
others such as appeals to 'irreducible complexity'. And it may even be that in the 
long run, these changes in approach may be seen as part of a historical, 
psychological change by which the field does become scientific. But in the event, 
so far, it made these changes while protecting and keeping unchanged its 
fundamental misconceptions, just as the AGI field has. And so has not made any 
progress in its field, just as there has been none in the field of AGI. (Of course the 
huge difference is that the defining objective of AGI is possible, while that of 
Creation Science isn't. So the reasons for their respective failures are different. 
But the failure in both cases to make progress is fact.)

As for Lisp -- OK it was invented less than 60 years ago (54 in fact) and may (or 
may not) be helpful to developing AGI one day. Likewise much faster computers 
with more memory have been developed. That may also be helpful to developing 
AGI one day. But neither can usefully be called progress *in the field of AGI*.

If *any* field qualifies as having made no progress for decades, the field of AGI 
does.

-- David Deutsch



From: Psevdo Nim <izo.psevdo@gmail.com>
Subject: Lisp (was:Re: [BoI] Essay on Artificial Intelligence)
Date: October 4, 2012 at 8:33 AM

On Thu, Oct 4, 2012 at 2:24 PM, David Deutsch 
<david.deutsch@qubit.org>wrote:

On 4 Oct 2012, at 06:58, Elliot Temple <curi@curi.us> wrote:

[..]

And it has made some progress towards AGI such as inventing and
improving the

lisp programming language. How important this is we don't know. I think
the

reasonable position to take, at this time, is that it's useful progress
but small and

fairly tangential. But it could conceivably turn out to have been large
progress.

[..]

As for Lisp -- OK it was invented less than 60 years ago (54 in fact) and
may (or may

not) be helpful to developing AGI one day. Likewise much faster computers
with more

memory have been developed. That may also be helpful to developing AGI one
day.

But neither can usefully be called progress *in the field of AGI*.

What could the development of Lisp possibly have with creating AGI?

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: Lisp (was:Re: [BoI] Essay on Artificial Intelligence)
Date: October 4, 2012 at 8:38 AM

On 4 Oct 2012, at 13:33, Psevdo Nim <izo.psevdo@gmail.com> wrote:

What could the development of Lisp possibly have with creating AGI?

For instance, it is a language in which it is both natural to express high-level 
abstractions *and* to regard 'program' and 'data' uniformly.

An AGI program might well include both those things.

-- David Deutsch

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Marriage to per-menstrual girls in Islam BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: October 4, 2012 at 9:49 AM

On Wed, Oct 3, 2012 at 3:38 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> wrote:

On Tue, Oct 2, 2012 at 22:46 AM, Rami Rustom wrote:

Quran 65:1-4 (translated by Sahih): (1) [...] when you [Muslims]
divorce women, divorce them for [the commencement of] their waiting
period and keep count of the waiting period, and fear Allah , your
Lord. [...] (2) [...] (3) [...] (4) And those who no longer expect
menstruation among your women - if you doubt, then their period is
three months, and [also for] those who have not menstruated. And for
those who are pregnant, their term is until they give birth. And
whoever fears Allah - He will make for him of his matter ease.

So the point of these 4 verses is to explain to Muslim men what to do
after a divorce. These verses explain that there is a 3-month waiting
period after a divorce before the women can get remarried. Why is
this? The reasoning has to do with sex and children. The waiting
period ensures that in the event of a pregnancy, it will be clear who

the father is. The verses go further to say that "those who have not
menstruated" are included in the explanation. What does that mean? Why
are pre-menstrual girls included in a discussion about divorce? Its
because Arabs of 7th century married pre-menstrual girls. So if a man
divorced a pre-menstrual girl, and if the next husband had sex with
her immediately after that divorce, that girl could have been able to
conceive a child right before the divorce (from the previous husband),
which means that no one would know who the father is.

No. You can not deduce that.

Why not? See below.



The verse says "those who have not menstruated". It does not say "those who 
have not menstruated yet" or "those who did not reach puberty".

It doesn't say, "those who have not menstruated this month", or "those
who have not menstruated recently". It only says "those who have not
menstruated". If a women had menstruated in the past, and then stopped
menstruating for a period of lets say 6 months, then you can't explain
this situation with "those who have not menstruated" because they are
not equal.

Note that the verse says "have not menstruated" (lam yahadna) which is
past tense. The verse doesn't say "doesn't menstruate" (la yahadna)
which is present tense. The present tense version would be required in
order to interpret this to mean "those who don't menstruate now".

For clarification, there is the Arabic word "lan" which means "not
(present and future tense)", where "lam" means "not (past and present
tense)", and where "la" means "not (present tense)". So this means
that if the verse were to identify women that had menstruated in the
past but don't menstruate presently (which is the interpretation you
have chosen), then it would have to use the word "lan" instead of
"lam". So your interpretation is false.

All interpretations during the entire period of Islamic thinking (from very early 
times until now)

You have no way of knowing what *all* the interpretations are during
the entire Islamic thinking. I expect that you haven't read but a few
interpretations. I expect also that you don't when the interpretations
were even created. I expect that you haven't looked up who created
those interpretations nor when they created them. Am I wrong? If so,
give names, dates, and links so that we can read them.

overwhelmingly interpreted this verse as this is for women who has well passed 
puberty with normal menstruation activity having problems.

But there is no mention of the word "problems" in the verse. And the



verse uses the word "lam" which means "not (past and present)" instead
of the word "lan" which means "not (present and future)" and instead
of the word "la" which means "not (present tense)".

This is first time I am seeing such perverted interpretation (pre-menstrual 
marriage deduced from regulated divorce procedure) of this verse.

Then you should read more. I wasn't the first to interpret this verse
accurately.

By the way the link I provided decisively proves that all hadith claiming that the 
prophet married Aisha in pre-puberty are manufactured probably due to political 
reasons.

Decisively proves? And then probably due to? If it was decisive proof,
then why is the "due to" only probably instead of absolutely?

So you need to find another pretense in your unjustified accusations on Islam.

So you're assuming that I wouldn't have any criticisms of your
criticisms? You shouldn't jump to such conclusions.

I am honestly sad to discuss Islamic thinking in this level though (child 
marriages, menstruation, violence, terrorism etc). This is really so unfair for a 
religion of peace,

I provided you with criticisms of your claim that the Quran is
peaceful. My criticisms have been left uncriticized.

tolerance

I provided you with criticisms of your claim that the Quran is
tolerant. My criticisms have been left uncriticized.



and justice

Justice refers to objective morality. But Islam's morality is
relative, not objective.

that has 1.5 billion followers (from all ethnic/cultural backgrounds) and whose 
prophet has been chosen as the most influential people in the world history.

Yes he is the most influential person of all human history. But it was
a bad influence. Mohamed is the highest moral example for all Muslims
(although many self-proclaimed Muslims know very little of their
religion and so don't even know that they are supposed to followed
Mohamed's example - I was of this group).

Concerning "peace" Islam is a "hands-on" religion. It claims that peace and 
justice can only be defended by being in the field  spiritually and PHYSICALLY. 
Accordimg to this religion, these ideals can not be defended by hiding in the 
monasteries, by staying in the spiritual side only or by being ultra-
pacifist/indifferent even if horrible acts against humanity are ongoing. If Islamic 
thinking of peace had been truly applied, we would not have ashaming, horrible 
events such as Jewish holocaust in human history.

Islamic thinking is what resulted in more than 3,000 people dieing on
9/11. Those terrorists are following their religion. They are using
Quranic verses as their justification. You are claiming that they are
wrong, that they are interpreting incorrectly. But I have criticized
your claim and my criticisms have been left uncriticized.

If fundamental aspects of Islam would be discussed in this list (as physicality, 
rationality, science, human rights, sufism, universal justice etc) I would try to 
contribute. Otherwise I am out.

Ok lets talk about fundamental aspects of Islam.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Islamic criticism BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: October 4, 2012 at 10:04 AM

On Wed, Oct 3, 2012 at 3:45 PM, a b <asbbih@gmail.com> wrote:
On Wed, Oct 3, 2012 at 4:52 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sep 27, 2012 2:14 PM, "a b" <asbbih@gmail.com> wrote:

On Thu, Sep 27, 2012 at 12:19 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Fri, Sep 26, 2012 at 17:27 AM, Rami Rustom wrote:

On Sun, Sep 23, 2012 at 4:54 PM, Ismail Atalay 
<i_c_atalay@yahoo.co.uk>
wrote:

I missed this email. Hibbsa thanks for pointing it out.

Do you consider these peaceful?

Quran 9:5 (translated by Sahih International): And when the sacred
months have passed, then kill the polytheists wherever you find them
and capture themcki and besiege them and sit in wait for them at every

place of ambush. But if they should repent, establish prayer, and give
zakah, let them [go] on their way. Indeed, Allah is Forgiving and
Merciful.

This is one of the the very few (4-5 in 6600 verses) war-permitting
verses. This was revealed when Meccan people (who were attacking and
torturing muslims as their belief was not compatible to their polytheist
religion and to their totally hieararchical social order based on wealth and



power) did not comply to the terms of cease-fire treaty and started to use
agressive and cruel methods once again. Arabs do not fight during sacred
months so the attack to Medina after sacred war was imminent. This verse
gives muslim the right to wage war for self-defense in their cities.

Ismail - so how would you characterize the phenomenon of
extremist/fundamentalist Islamic beliefs and action?

Is there a major problem in the Islamic world whereby these verses are
being systemically preached as a way to drive Muslims to violence?

Yes. Two problems: (1) the Quran is contradictory and ambiguous and
has some horrible morality, and (2) Islamic societies have not yet
adopted the tradition of criticism. Note that the Quran directly
forbids criticism of Islam/Allah/Mohamed/parents.

What is the cause of this in your view? Is it the case the Islamic
world is under attack in the same way that found the ancient Meccan
people torturing muslims?

Note that you believe that Meccan people tortured Muslims only because
Ismail asserted it (without explanation). Why do you trust him? Why do
you consider him an authority? Because he has a Muslim background?

No nothing like that. I was interested to know how he saw things. I
express my question using the thoughts he had already expressed.

Or does the Islamic world have a problem all of its own that for
whatever reason moderate/true Islamic forces are failing to deal with?

So you're assuming that the "moderate" version of Islam is the "true"
version. Why do you assume that? Ismail has asserted it without
explanation and without sources (at the time you wrote your post). Why
do you trust him? Why do you consider him an authority?



See my above. I'm interested in what - some - other people actually
think, and I'm happy to 'try on' whatever world view they share during
that process.

But while we're here: I think King David had an entire city murdered
or something. That's genocide right? Are you going to say Judaism's
most cherished individual is a mass murderer?

If King David is Judaism's most cherished individual, and if King
David committed genocide, then yes I say that Judaism's most cherished
individual is a mass murderer. Why do you have a problem with this?

Did you know that the Old Testament records the murdering of another
entire city of Gentiles, because they failed to obey the 7 laws of
Noah? That is a requirement in Judaism by the way...that all gentiles
follow the 7 laws or face execution. Execution is also the punishment
for breaking any one of the 7 laws, one of which is idol worship.
Christians are idol worshippers in Judaism...they would have to stop
worshipping Jesus or be put to death.

Vaguely, yes.

Recently Yosef (Ovadia Yosef, born Abdullah Yosef[1] (Hebrew: עובדיה
) (born September 23, 1920) is the former Sephardi Chief Rabbi ofיוסף

Israel,[2] a recognised Talmudic scholar and foremost halakhic
authority.) ....said of gentiles:

 "The sole purpose of non-Jews is to serve Jews". He said that
Gentiles served a divine purpose: "Why are Gentiles needed? They will
work, they will plow, they will reap. We will sit like an effendi and
eat. That is why Gentiles were created."[34] In the same article on
the Jerusalem Post, according to the journalist who interviewed him,
Yosef compared Gentiles to donkeys whose life has the sole purpose to
serve the master: “In Israel, death has no dominion over them... With
gentiles, it will be like any person – they need to die, but [God]
will give them longevity. Why? Imagine that one’s donkey would die,
they’d lose their money. This is his servant... That’s why he gets a
long life, to work well for this Jew."



So which version of Judaism is 'real'?

I don't know. Is that stuff in the Jewish holy book?

Note that he deferred his judgement of the change-with-the-times
principle to the authority of "open-minded and trustable" scholars.
And he justified many of his Islamic ideas on this principle. So, you
have effectively deferred judgement to scholars without even knowing
that you did it

War with apostates started in the same year of Mohamed's death. Do you
think this is peaceful?

See above about King David. Provide me with a general approach to
dealing with the scripture of religions

Objective truth. That means no bias.

and the actions of their most
cheristhed historical figures.

I noticed that you say cherished historical figure as though this has
the same meaning in Islam as in other religions. But its false. In
Islam, Muslims are ordered to follow Mohamed's moral example. That you
means Muslims are told to do what Mohamed did as much as possible. The
more you do like him, the less time you'll spend in hell. To clarify
the heaven and hell thing in Islam, all people will go to hell. Some
people will then continue on to heaven. The amount of time they spend
in hell depends loosely on their sins.

The point is that no other religion instructs their people to follow
the moral example of what their prophet (or son of God) did.

Another point is that Jews don't have a tradition of following the
moral example of King David. So they don't do it. But Islam teaches to
follow the moral example of Mohamed. And so in Islamic societies,



there is a tradition of following the moral example of Mohamed.

If it's OK to slate Mohamed, then let's
do it to David as well, and Jesus. Jesus screwed whores or
something...

Whats wrong with screwing whores? Are you saying it is immoral? Does
it hurt the screwer? Does it hurt the whore?

wasn't he the bastard son of a Roman? I don't know, you
tell me.

Ya he was a bastard, at least according to the Christian account of
his birth. Supposedly no one fathered him. Or God fathered him. This
is a myth of course. Someone did have sex with his mother which led to
his conception. Why do you bring this up?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Essay on Artificial Intelligence
Date: October 5, 2012 at 5:46 AM

On 4 Oct 2012, at 06:58, Elliot Temple <curi@curi.us> wrote:

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> wrote:

I cannot think of any other significant field of knowledge in which the prevailing 
wisdom, not only in society at large but also among experts, is so beset with 
entrenched, overlapping, fundamental errors.

DD can. Parenting and education, for example

It is perhaps pointless to attempt too-accurate comparisons of beset-ness with 
such errors. Especially between pairs of fields such as education and AGI 
because, although they overlap in some ways, they are beset with different 
*kinds* of error: in education, it is mostly memes which cause standardised 
behaviors which are then rationalized; in AGI the erroneous memes are more 
cerebral and philosophical, not directly related to behaviors other than asserting 
and assuming them, which then cause behavior such as heading down blind 
alleys, foretelling success.

However, to me, the most salient fact about the two fields is that during the six 
decades in question, the lives of children have been markedly improved, due to 
quite fundamental improvements in educational ideas and practices, while in AGI 
there has been no fundamental change and no visible improvement at all. So the 
field of education, deplorable though its state still remains, can't have been as 
beset as all that.

I continue to think, therefore, that my characterising the AGI field as the 'most 
beset' with such error both among the general public and among experts, though 
necessarily rather vague, was fair.

-- David Deutsch



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Islamic criticism BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: October 5, 2012 at 1:39 PM

On Fri, Oct 5, 2012 at 9:43 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> wrote:

On Thu, Oct 4, 2012 at 22:34 AM, Rami Rustom wrote:

On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

Concerning harsh/war-like verses (that constitutes 5-6 verse in 6600 verses) I 
have already explained that Islam is >>"hands-on" concerning 
restoring/sustaining peace and stopping cruelty/oppression.

Please show me the verse that explains that, instead of asserting *your* ideas.

I have a feeling that it is hopeless but here you go :

Why would it be hopeless? You asserted that idea twice without quoting
the Quran. THAT is hopeless. Now you *are* quoting the Quran. This is
hopeful. We can get somewhere this way.

Quran 4:75 And what is [the matter] with you that you fight not in the cause of 
Allah and [for] the oppressed among men, women, and children who say, "Our 
Lord, take us out of this city of oppressive people and appoint for us from 
Yourself a protector and appoint for us from Yourself a helper?"

However in whatever you do towards this goal, you HAVE to stay within the 
universal judiciary framework and be fair, >>transparent and honest to all 
people (whether they are muslim or not).

Please show me the verse that explains that, instead of asserting
*your* ideas. (Note that Islam does not apply its morality on to
people whether they are "Muslim or not").



Quran 2:190 Fight in the way of Allah those who fight you but do not transgress. 
Indeed. Allah does not like transgressors.

Please do not reply as "what is transgressing" "or how I would know that one's 
is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Quran 5:8 O you who have believed, be persistently standing firm for Allah , 
witnesses in justice, and do not let the hatred of a people prevent you from 
being just. Be just; that is nearer to righteousness. And fear Allah ; indeed, Allah 
is Acquainted with what you do.

This tells Muslims to be fair. But in other verses it says otherwise.

Yes. Whats your point? Are you saying that since Islam was an
improvement over 7th century Arabian morality, then that means that
Islam is an improvement to 21st century Western morality?

Actually 20'th and 21'th century western morality, human rights and democracy 
are below (real) Islamic standards in various respects.

By "real Islamic standards" you are talking about an idea that has
never been applied in the history of humankind. Now today and not
during Mohamed's time. So if this "real Islamic standard" is not being
applied, then what is it? Where is it? Why does no one follow it? Are
you the only one following it? If so, then you are better than Prophet
Mohamed. So the Quran is wrong then. It instructs you to follow the
moral example of Mohamed because he is the highest moral example. But
clearly you are the highest moral example.

It is true that we are evolving towards states that has no rulers (rulers were 
already forbidden by Islam 14 centuries ago) and we do not get mass murders 
and genocides (at least their frequency and scale is decreasing thanks God). 



According to Islam every human being is responsible for any mass murder or 
genocide or cruelty occurring within his/her knowledge and will be held 
accountable for what he/she did to prevent it.

Again according to Islam, there can not be a collective decision that would affect 
your life (positively or negatively) without your explicit consent/approval. 
Otherwise your right as God's subject would be violated and in Islam you have 
your rights well protected. Even God does not interfere to this.Over the course 
of last two centuries, we are approaching to this ideal via representative 
democracy but there is still long way to go to reach to the standard put by Islam.

Where is that standard communicated to Muslims? The Quran? I showed
you many examples of it having low standards, e.g. didn't abolish
slavery, wife beating.

In western countries, wife-beating, prostitution, drug/alcohol abuse is 
widespread. Crime rates and suicide are unfortunately well above world 
average.  According to Islam everyone should collaboratively act against these 
problems. And I do not think western morality is successful in handling these 
problems and improving the situation.

Wrong. See Thomas Szasz, Ayn Rand.

Quran 49:13 "O mankind, indeed We have created you from male and female 
and made you peoples and tribes that >>you may know one another. Indeed, 
the most noble of you in the sight of Allah is the most righteous of you. 
Indeed, >>Allah is Knowing and Acquainted"

And that contradicts the sexist ideas in the verses explained by the
two discussions I posted above.

So how do Muslims figure out which ideas to follow?

It is very simple. What you interpret as sexism is not sexism. This is just some 
extra rights&responsibilities given to man and woman depending on their 



differing role in reproduction and childbearing. (did you notice that all the 
examples you provided in favor of so called "sexism" were revolving around 
this?)

One of my examples was wife-beating. Does that revolve around reproduction?

You do accept that they have differing roles on this do you? They are not 
contradicting the general framework of equality between man and woman.

I also asked you to explain how it is that the Quran tells you to
extract principles from the verses, and you didn't explain, which
means that you did this using your own reasoning, not Quranic
principles.

Actually you do not need Quranic principles to extract principles from the 
verses. You are encouraged to actually even ordered to use your intelligence, 
logic and reasoning to interpret verses and to understand Islamic principle.

This is another well-known and accepted principle of Islam.

Ah so you equated the Quranic verses that instruct you to use your
intelligence to mean that you are supposed to extract principles from
Quranic verses. Why didn't Allah just tell us to extract principles
from the Quran? It would have been shorter to do that than to just
say, "use your intelligence, logic, and reasoning." Looks like you're
explanation is better than the Quran's explanation.

Besides, even if you're idea is right, that you should extract
principles from the Quran, and that you get to call these Islamic
principles, show me one valid instance of this. You showed me one
already but it was false. It was predicated on the idea that slavery
became abolished over many steps, but I showed you that its not
abolished.

 Please do yourself a favor and perform Quran (actually everyone in the list can 
do) search for words like "reason" "think" "knowledge/Science" (because these 



two concepts are represented by the same word in Arabic).

http://www.islamicity.com/quransearch/

Out of 6600 verses, there are 77 occurences on "reason", 128 verses on 
"thinking" and 224 verses on "knowledge/Science" (spread to different chapters 
and contexts).

Hmm. Thats a lot of repetition of stuff when he could have just said,
"Extract principles from verses." Note that when the average Muslim,
of average intelligence, reads the Quran, he does not know that
"reason, intelligence, and thinking" means "extract principles from
verses". It would have been better for Allah to be less ambiguous
about this.

There are above hundred verses referring to different scientific phenomenon on 
physics, astronomy, cosmology, biology, zoology, geology and chemistry 
(spread to different chapters and contexts again). So almost %10 of the Quran 
is either talking of science or encouraging/promoting rationality, reasoning and 
scholarship.

You showed me 2 Quranic verses that supposed were consistent with
modern science, and not consistent with 7th century knowledge and I
found flaws in both of them.

Could this be the reason why Islamic civilization made one of the greatest 
scientific breakthroughs in human history in the 650-1000 AD period and laid the 
foundation for renaissance/enlightment?

No. Human minds did that. They made choices.

I am repeating again. This is the most misunderstood religion in the world. The 
reason there are so much emphasis on Islam is because the Quran does not 
include human manufactured superstitions, inconsistencies and illogical 
statements such as "World has been created 6000 years ago". I think Quranic 

http://www.islamicity.com/quransearch/


approach/principles are too non-institutional, rational, egalitarian, humanistic 
and scientific even for today let alone 7'th century AD.

You are asserting without argument. And when you have provided
arguments, I've pointed out the flaws and explained why they are
flaws. And in all those tangent discussions, you haven't explained
that my flaws are wrong.

I know there are people in this list who sees all religions as evil causing vanities 
but I think Islam will not go away or diminish just because it has the qualities 
mentioned above. (actually I think quite opposite will happen because the world 
standards are approaching to Islam)

No. They don't believe that all religions are evil. Only the evil
ones, like Islam. And I don't mean some version of Islam that you
created because you're a relatively good guy. I mean the Islam that 1
billion people follow. The Islam of the Quran and Mohamed. And the
worse versions too where they add in Sharia Law.

The best Islam version is the one where it barely affects any part of
your life. Where you were never even taught that you are supposed to
follow the moral example of Mohamed. Where you live your life thinking
you are supposed to do good, and you assume what stuff is good based
on what you learned as you grew up, from your parents, society, tv,
etc.

The bad Islam version is the one where it affects all parts of your
life. Where you believe that you are supposed to follow the moral
example of Mohamed. Where if things go wrong in your life, you believe
that you are being punished by Allah and they only way to solve your
problem is to pray to Allah to solve them. And to pray to Allah to
give you the courage to withstand your problems.

So. Why do you believe in Allah?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Current situation of Islamic societies (was: Marriage to per-
menstrual girls in Islam) BoI Infinity <beginning-of-infinity@googlegroups.com>
Date: October 6, 2012 at 8:28 AM

On Sat, Oct 6, 2012 at 3:21 AM, Bruno Marchal <marchal@ulb.ac.be> wrote:

On 05 Oct 2012, at 19:47, Rami Rustom wrote:

On Fri, Oct 5, 2012 at 2:39 AM, Bruno Marchal <marchal@ulb.ac.be>
wrote:

<snip>

All sacred texts, when taken literally, are easily criticizable,
from

a rational point of view. But those texts have a symbolic social
identity purpose, and it is better to defend favorable and updated
new- interpretation of them instead of attributing their worst
obscurantist interpretation to all those who based their identity on
it (as they do because 99% of the humans take the religion of their
parents or a direct variant which is sometimes the same religion

with
another name (like atheism is, I can argue, a variant of

christianism).

Great! Lets change all the bad stuff in the Quran to good stuff. Who
cares that the original arabic text is not changed. Lets change all
the translated ones to be tolerant, non-compulsory, non-sexist, etc
etc.

Let us interpret the Quran less literally, yes. That's the idea. Like
most christians do with the bible.
What is the alternative?
To do a war with the whole of the Islam?

No. The alternative is what I'm doing.



Note that most Muslims today accept the worst (true) interpretations,

I am surrounded by many muslims, and I have never met radical like that.

I'm guessing that you're thinking that the ratio of good to bad
Muslims is equal everywhere. It isn't. The worst ratio is in Saudi
Arabia. Why? Because thats where the culture is the worst. That
culture's traditions are worse than the traditions of other cultures.
In general, the further away you get from Saudi Arabia, the better.

I know radical exists, and even that they have been encouraged by the
politicians in my country, who, for unclear reason, have encouraged
the teaching of the Wahabit for years, but now they try to fix the
problem (it seems they have been manipulated). Those radicals are
really dangerous people, unlike the Muslims I met or work with.

like wife-beating. Ismail is in the tiny minority.

We probably differ on that. Most Muslims are dead sick when they
discover that a member of their family becomes a radical,

You equated wife-beater with radical. I don't see why.

There are Muslim wife-beaters who don't want to become terrorists
(while some of them agree with the terrorism).

as that
happens, and is considered by their community as a despairing facts, a
bit like taking "hard drugs" in our country. Young people having
difficulty in life can easily becomes radicals, in all culture.

There is one component that you're missing. Traditions. In some



cultures, there is a tradition of going radical when shit goes bad,
while in others that tradition doesn't exist. There are Muslims who
have fruitful lives, who live in the West, who say "if I was in
Palestine, and had nothing, I'd do suicide bombing." Have you heard
that before? (They don't tell these things to non-Muslims.)

And then there is the culture of Hindu India. They have a tradition of pacifism.

Of
course dangerous people exploit this

Fighting against the whole of Islam can only motivate and augment the
number of radicals.

I agree. But I reject your claim that what I'm doing is fighting the
whole of Islam.

You are making happy the fear and weapon sellers. Since Nixon, if not
JFK assassination, bandits have taken more and more power in Occident,
and money today is build mainly on lies, leading to a global Ponzi
pyramid. The usual way out is "doing war", and for that reason some
people actively enhance the clivage between culture because they want
to solve the pyramid into a big war. This is manipulation for hiding
"our" lies. I have seen recently a broadcast explaining how World War
II itself might have been trigged in that way.

If he was in the
majority, then we wouldn't have a problem.

The problem are the terrorists, and those who exploits them. Not the
Quran, or any sacred texts. The Quran is a poem, like the Bhagavad
Gita. Its role is in the building of a social identity, and as you
said, some repeat it by heart without even translating it in their
current dialect. Now, if "you" insist on the worst interpretation,
*you* might convince them to follow the radicals.



No. The radicals convince them of a handful of specially selected
*worst* (real) interpretations of the Quran while under the context of
the idea that the Quran is Allah's word, and that Mohamed was a good
person.

I am spreading the truth. No angle. I am explaining the real
interpretations with the context that the Quran is fake and that Allah
doesn't exist. And that Mohamed was a bad person who created the Quran
to fulfill his goals.

Islam would be like
Christianity today. But its not. Most Muslims believe the worse (true)
interpretations.

You said yourself that they don't even read it.

Right. Its the Imams that explain it in Friday noon prayers.

I meet many Muslims, and I have never seen one beating his wife.

You live in a Western society where that sort of tradition is frowned
upon. And with traditions of sexual equality. Those Muslims have
adopted those traditions. But in Islamic societies, where the
tradition of sexual equality hasn't been adopted, there are a lot of
wife-beaters. And when they are questioned about it, they cite the
Quran claim their right to do it.

They
seem more like normal couples. Woman seems to be more respected in the
average than many catholic and atheist women I know, very often
cheated by their husband.

Its interesting (for me) to talk about this sort of subject. We're



talking about that one culture commits adultery more than others.
Which includes an assumption that marriage is good. I reject that
marriage is good. Now if two people want to have a monogamous
relationship, then that is fine, and it would be immoral to secretly
break that agreement (by sexual cheating). But, there are many people
who enter monogamous relationships not because they want to be
monogamous, but because they want to follow societies social roles.

In my country there are a lot of Muslims, and since many years, they
have been the only one complaining to the political authorities about
the fact that radical school of Islam were politically favored. More
than one told me that radicalism, in the name of freedom, where
systematically favored against the majority who want just to integrate
discretely.

You can see here an analysis showing how Obama systematically favor
the authoritative and radical regimes in the Middle-East threathening
Israel and democracies. Islam radicalism is in great part a
consequence of "our politics" (special interest of minorities also,
but in power).

http://www.allvoices.com/contributed-news/12986758-signs-how-president-
obama-damages-israel

Can you quote the relevant part?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://www.allvoices.com/contributed-news/12986758-signs-how-president-obama-damages-israel
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From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: [BoI] People, voting (was: Essay on Artificial Intelligence)
Date: October 6, 2012 at 2:26 PM

On Wed, Oct 3, 2012 at 5:57 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

Once an AGI program is running in a computer, to deprive it of that computer 
would be murder (or at least false imprisonment or slavery, as the case may be), 
just like depriving a human mind of its body. But unlike a human body, an AGI 
program can be copied into multiple computers at the touch of a button. Are 
those programs, while they are still executing identical steps (ie before they 
have become differentiated due to random choices

Whats random about choices?

or different experiences), the same person or many different people?

Same person.

Do they get one vote, or many?

One.

Is deleting one of them murder, or a minor assault?

Murder. Analogous to a baby that now has human-type preferences.

And if some rogue programmer, perhaps illegally, creates billions of different 
AGI people, either on one computer or on many, what happens next? They are 

http://goo.gl/CD93I


still people, with rights. Do they all get the vote?

uh. If yes, then that is an interesting tactic for a political party
to win. They can secretly hire some rogue programmers to copy a AGI
voter (that heavily leans in the direction of that political party)
how ever many times as needed to ensure a win.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] People, voting (was: Essay on Artificial Intelligence)
Date: October 6, 2012 at 2:32 PM

On 6 Oct 2012, at 19:26, Rami Rustom <rombomb@gmail.com> wrote:

On Wed, Oct 3, 2012 at 5:57 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

Once an AGI program is running in a computer, to deprive it of that computer 
would be murder (or at least false imprisonment or slavery, as the case may 
be), just like depriving a human mind of its body. But unlike a human body, an 
AGI program can be copied into multiple computers at the touch of a button. 
Are those programs, while they are still executing identical steps (ie before 
they have become differentiated due to random choices

Whats random about choices?

The unimportant ones. The less important a choice is to a person, the less error 
correction they apply to the ideas controlling that choice, and hence the more it is 
affected by random events in the environment, and hence the more random it is.

-- David Deutsch

http://goo.gl/CD93I


From: Roberto Szabo <roberto.szabo@gmail.com>
Subject: Re: [BoI] Essay on Artificial Intelligence
Date: October 6, 2012 at 2:09 PM

2012/10/4 Elliot Temple <curi@curi.us>

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

In the article, David Deutsch (DD) writes:

For instance, the tables were extensively used in navigation.

It'd be better to explain this. The modern reader may wonder how getting
lost will kill you. One way is if you get lost at sea, on a boat. The point
is that this example is not intuitive today. The reader is left on his own
to puzzle out what is being said, rather than being told the point.

There are recent articles claiming that the iPhone 5 maps application may
get people lost. But no one is claiming it's killing anyone. Today, getting
lost is not associated with dying.

Obviously the text refers to 19th century navigation which means boats, not
airplanes, cars or horses... Elliot, I think you are in general too much
rigorous with professor DD in your analysis. In my opinion, this essay is
among the best contributions to the future of AGI (and to my thesis
too...:-)

Roberto Szabo

-- 

http://goo.gl/CD93I


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Essay on Artificial Intelligence
Date: October 6, 2012 at 4:05 PM

On Oct 6, 2012, at 11:09 AM, Roberto Szabo <roberto.szabo@gmail.com> wrote:

2012/10/4 Elliot Temple <curi@curi.us>

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

In the article, David Deutsch (DD) writes:

For instance, the tables were extensively used in navigation.

It'd be better to explain this. The modern reader may wonder how getting
lost will kill you. One way is if you get lost at sea, on a boat. The point
is that this example is not intuitive today. The reader is left on his own
to puzzle out what is being said, rather than being told the point.

There are recent articles claiming that the iPhone 5 maps application may
get people lost. But no one is claiming it's killing anyone. Today, getting
lost is not associated with dying.

Obviously the text refers to 19th century navigation which means boats, not
airplanes, cars or horses... Elliot, I think you are in general too much
rigorous with professor DD in your analysis. In my opinion, this essay is
among the best contributions to the future of AGI (and to my thesis
too...:-)

I disagree with the idea that being less critical or rigorous would be better. 
Criticism is a good thing, it's how we learn. It's important to criticize things, as 
rigorously as we can, especially some of the better and more interesting things 

http://goo.gl/CD93I


which are worth improving.

The more you like something, the more happy you should be to see it criticized. 
The more rigorously, the better. To dislike criticism is part of the very non-
Popperian attitudes holding the AGI field back. In the justificationist-inductivist 
worldview, criticism reduces the justification/authority/epistemological-status of 
the ideas criticized. It's an attack that makes its targets worse.

In truth, criticism is crucial to correcting errors (which are everywhere) and it's 
important to direct criticism even at our favorite things. Ideas end up better, not 
worse, for it. Criticism alerts us to potential areas for improvement and problems 
to solve.

The idea that some truths are obvious is another non-Popperian idea, also 
common to the justificationist-inductivist worldview.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Essay on Artificial Intelligence
Date: October 7, 2012 at 12:38 AM

On Sat, Oct 6, 2012 at 1:05 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 6, 2012, at 11:09 AM, Roberto Szabo <roberto.szabo@gmail.com> 
wrote:

2012/10/4 Elliot Temple <curi@curi.us>

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

In the article, David Deutsch (DD) writes:

For instance, the tables were extensively used in navigation.

It'd be better to explain this. The modern reader may wonder how getting
lost will kill you. One way is if you get lost at sea, on a boat. The point
is that this example is not intuitive today. The reader is left on his own
to puzzle out what is being said, rather than being told the point.

There are recent articles claiming that the iPhone 5 maps application may
get people lost. But no one is claiming it's killing anyone. Today, getting
lost is not associated with dying.

Obviously the text refers to 19th century navigation which means boats, not
airplanes, cars or horses... Elliot, I think you are in general too much
rigorous with professor DD in your analysis. In my opinion, this essay is
among the best contributions to the future of AGI (and to my thesis
too...:-)

http://goo.gl/CD93I


I disagree with the idea that being less critical or rigorous would be better. 
Criticism is a good thing, it's how we learn. It's important to criticize things, as 
rigorously as we can, especially some of the better and more interesting things 
which are worth improving.

The more you like something, the more happy you should be to see it criticized. 
The more rigorously, the better. To dislike criticism is part of the very non-
Popperian attitudes holding the AGI field back. In the justificationist-inductivist 
worldview, criticism reduces the justification/authority/epistemological-status of 
the ideas criticized. It's an attack that makes its targets worse.

In truth, criticism is crucial to correcting errors (which are everywhere) and it's 
important to direct criticism even at our favorite things. Ideas end up better, not 
worse, for it. Criticism alerts us to potential areas for improvement and problems 
to solve.

The idea that some truths are obvious is another non-Popperian idea, also 
common to the justificationist-inductivist worldview.

I agree with your comments here.

However I also thought that "navigation," in context, referred to
seafaring.  Before the prevalence of google maps and GPS and such,
"navigation" commonly referred specifically to navigating courses at
sea.

In the modern day, though, the seafaring-specific definition does come
second in the dictionary.  So I think common usage is shifting, and my
initial assumption may not be reflective of most people reading it.  I
don't know.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Essay on Artificial Intelligence
Date: October 7, 2012 at 1:04 AM

On Oct 6, 2012, at 9:38 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Sat, Oct 6, 2012 at 1:05 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 6, 2012, at 11:09 AM, Roberto Szabo <roberto.szabo@gmail.com> 
wrote:

2012/10/4 Elliot Temple <curi@curi.us>

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

In the article, David Deutsch (DD) writes:

For instance, the tables were extensively used in navigation.

It'd be better to explain this. The modern reader may wonder how getting
lost will kill you. One way is if you get lost at sea, on a boat. The point
is that this example is not intuitive today. The reader is left on his own
to puzzle out what is being said, rather than being told the point.

There are recent articles claiming that the iPhone 5 maps application may
get people lost. But no one is claiming it's killing anyone. Today, getting
lost is not associated with dying.

Obviously the text refers to 19th century navigation which means boats, not
airplanes, cars or horses... Elliot, I think you are in general too much
rigorous with professor DD in your analysis. In my opinion, this essay is

http://goo.gl/CD93I


among the best contributions to the future of AGI (and to my thesis
too...:-)

I disagree with the idea that being less critical or rigorous would be better. 
Criticism is a good thing, it's how we learn. It's important to criticize things, as 
rigorously as we can, especially some of the better and more interesting things 
which are worth improving.

The more you like something, the more happy you should be to see it 
criticized. The more rigorously, the better. To dislike criticism is part of the very 
non-Popperian attitudes holding the AGI field back. In the justificationist-
inductivist worldview, criticism reduces the 
justification/authority/epistemological-status of the ideas criticized. It's an 
attack that makes its targets worse.

In truth, criticism is crucial to correcting errors (which are everywhere) and it's 
important to direct criticism even at our favorite things. Ideas end up better, not 
worse, for it. Criticism alerts us to potential areas for improvement and 
problems to solve.

The idea that some truths are obvious is another non-Popperian idea, also 
common to the justificationist-inductivist worldview.

I agree with your comments here.

However I also thought that "navigation," in context, referred to
seafaring.  Before the prevalence of google maps and GPS and such,
"navigation" commonly referred specifically to navigating courses at
sea.

In the modern day, though, the seafaring-specific definition does come
second in the dictionary.  So I think common usage is shifting, and my
initial assumption may not be reflective of most people reading it.  I
don't know.

I think it's important to remember that:

- the context most people have in mind while reading the article is that it's a 



modern article about the last 60 years of AGI research and the state of AGI today. 
the article is a product of the modern world and deals with recent developments 
and knowledge. The Babbage thing was a subsidiary context and it's best not to 
make those important and rely on them without good reason because they make 
it harder to follow the article.

- most readers don't know or care when Babbage lived

- DD did say 19th century for Babbage earlier, but many people weren't paying 
attention to that detail and forgot. That's not the kind of detail most people care 
about or try to remember. And DD didn't say "this will be important later, 
remember this". by all appearances it looked like something unimportant, not 
something readers are required to remember to understand something later in the 
article.

- most people don't have a good grasp of what year means what level of 
technology. they don't read that sort of history and didn't learn it in school

- most people don't have a good grasp of what old technologies were like before 
they were born, even setting aside what time periods things were popular during

- the majority of people don't read fantasy novels where sailing in medieval boats 
is common

- many people don't know that 19th century means 1800s, or they have to stop 
and think about it to know. it looks like it might mean 1900s and that's confusing 
for many people (I think the phrase is best avoided in general, despite how 
common it is)

I'm not saying that one can't figure out what DD meant. One can. I figured it out. 
But it's a writing mistake to make it that hard when one could easily be clearer.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Essay on Artificial Intelligence
Date: October 7, 2012 at 1:57 AM

On 07/10/2012, at 16:04, "Elliot Temple" <curi@curi.us> wrote:

On Oct 6, 2012, at 9:38 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Sat, Oct 6, 2012 at 1:05 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 6, 2012, at 11:09 AM, Roberto Szabo <roberto.szabo@gmail.com> 
wrote:

2012/10/4 Elliot Temple <curi@curi.us>

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

An essay by me on Artificial Intelligence has appeared in Aeon 
magazine:

http://goo.gl/CD93I

In the article, David Deutsch (DD) writes:

For instance, the tables were extensively used in navigation.

It'd be better to explain this. The modern reader may wonder how getting
lost will kill you. One way is if you get lost at sea, on a boat. The point
is that this example is not intuitive today. The reader is left on his own
to puzzle out what is being said, rather than being told the point.

There are recent articles claiming that the iPhone 5 maps application may
get people lost. But no one is claiming it's killing anyone. Today, getting
lost is not associated with dying.

http://goo.gl/CD93I


Obviously the text refers to 19th century navigation which means boats, not
airplanes, cars or horses... Elliot, I think you are in general too much
rigorous with professor DD in your analysis. In my opinion, this essay is
among the best contributions to the future of AGI (and to my thesis
too...:-)

I disagree with the idea that being less critical or rigorous would be better. 
Criticism is a good thing, it's how we learn. It's important to criticize things, as 
rigorously as we can, especially some of the better and more interesting 
things which are worth improving.

The more you like something, the more happy you should be to see it 
criticized. The more rigorously, the better. To dislike criticism is part of the 
very non-Popperian attitudes holding the AGI field back. In the justificationist-
inductivist worldview, criticism reduces the 
justification/authority/epistemological-status of the ideas criticized. It's an 
attack that makes its targets worse.

In truth, criticism is crucial to correcting errors (which are everywhere) and it's 
important to direct criticism even at our favorite things. Ideas end up better, 
not worse, for it. Criticism alerts us to potential areas for improvement and 
problems to solve.

The idea that some truths are obvious is another non-Popperian idea, also 
common to the justificationist-inductivist worldview.

I agree with your comments here.

However I also thought that "navigation," in context, referred to
seafaring.  Before the prevalence of google maps and GPS and such,
"navigation" commonly referred specifically to navigating courses at
sea.

In the modern day, though, the seafaring-specific definition does come
second in the dictionary.  So I think common usage is shifting, and my
initial assumption may not be reflective of most people reading it.  I
don't know.

I think it's important to remember that:



- the context most people have in mind while reading the article is that it's a 
modern article about the last 60 years of AGI research and the state of AGI 
today. the article is a product of the modern world and deals with recent 
developments and knowledge. The Babbage thing was a subsidiary context and 
it's best not to make those important and rely on them without good reason 
because they make it harder to follow the article.

- most readers don't know or care when Babbage lived

- DD did say 19th century for Babbage earlier, but many people weren't paying 
attention to that detail and forgot. That's not the kind of detail most people care 
about or try to remember. And DD didn't say "this will be important later, 
remember this". by all appearances it looked like something unimportant, not 
something readers are required to remember to understand something later in 
the article.

- most people don't have a good grasp of what year means what level of 
technology. they don't read that sort of history and didn't learn it in school

- most people don't have a good grasp of what old technologies were like before 
they were born, even setting aside what time periods things were popular during

- the majority of people don't read fantasy novels where sailing in medieval 
boats is common

- many people don't know that 19th century means 1800s, or they have to stop 
and think about it to know. it looks like it might mean 1900s and that's confusing 
for many people (I think the phrase is best avoided in general, despite how 
common it is)

First up, your original email criticising DD's article with a long list of criticisms was 
good because it was very Popperian and anti-authority. Great. But it seemed that 
most criticisms suffered the same flaw as these ones repeated here. So i'll just 
deal with this email rather than the original one due to time contraints.

Many of these criticisms rely on what you think "most people" will be thinking or 
doing. Is it "other people oriented" to care about this sort of thing? Do you think 
DD did not think what most people would know? When do we need to balance 
being really finely tuned with respect to caring about spelling out every little detail 



to people assume the lowest possible level of background knowledge with: does 
this read well, flow well, sound nice when read? I know some people like skim 
and speed reading - but some other people also prefer to hear the voice of the 
individual writer come through...they like to enjoy reading and writing like some 
people enjoy music. Take their time with it, savour it and so forth. Clarity isn't 
everything. Sometimes - even with philosophy and science - the joy could be in 
being confused for a moment. Perhaps needing to look up who Babbage was or 
whatever if you are stumped by that.

Do you think it's important to sound unique? David Deutsch has a writing *style* 
that is valuable in itself. It seems to carefully balance clarity with *eloquence* 
along with many other things like (of course) brand new approaches to old 
questions.

Do you think eloquence has any place at all or should clarity be the only 
consideration? Given that we know it is impossible to write *such that you will not 
be misunderstood*...why spend so long considering whether this or that group will 
or won't get this or that metaphor or reference and instead just write for *the 
audience you have in mind*? Perhaps it's reasonable to assume that readers of 
Aeon magazine or the Guardian or whatever will know about old forms of 
navigation with a hand compass? Something you might not assume if writing for 
South Korean 12 year olds?

I think DD did this. I think he (correctly) assumed that *most* readers would get 
most references (19th century, navigation, etc) and on balance eliminating these 
references for an almost dot-point like presentation of the argument would have 
sacrificed eloquence. It would have been less well written. Not better. And 
probably not much clearer were some improvements implemented.

I'm not criticising criticism here. Of course, even great writers (especially great 
writers) need strong criticism - all ideas need criticism - all writers do. But my 
criticism is that clarity might not be the sole important factor when writing articles 
of this sort.

What do you think? Does "eloquence" have a place in good philosophical writing? 
In good science writing? Anywhere?

What constitutes good writing? Does it depend on context? On Purpose? A sci fi 
novel is different to a science journal. What was the purpose and context of DD's 
article? What would make it better writing given purpose and context? Its purpose 



was to argue a position. Perhaps also inform the reader. Perhaps spread an idea. 
So what's important? Clarity - for sure. But also, I want to suggest, eloquence. 
Does it sound good? Is it forceful? Is it interesting? Will this idea spread? The 
idea remember is independent of the substrate. So rewriting the same idea using 
different words won't change it. But it can promote it better or worse.

The context this article was written in was also 2012. Not 2112. So most people, I 
think, know what navigation is and what the dangers of old styles of navigation 
are.

An article by a famous quantum physicist might get spread because of his 
authority (so not a great reason) or because it contains new ideas (good reason). 
Now what else might affect it spreading? Perhaps if it is really boring and reads 
like a scientific journal it might not go far (like the bulk of science journal articles. 
Sometimes good ideas can languish in an article for ages before someone 
notices there's something really important there). If it reads like a good sci-fi novel 
it might spread really fast. I know it's the quality of ideas that matters but there 
are multiple ways to express the same idea. Some really clear and boring. Some 
still clear but also eloquent.

I'm not saying that one can't figure out what DD meant. One can. I figured it out. 
But it's a writing mistake to make it that hard when one could easily be clearer.

Perhaps. But you would sacrifice eloquence, wouldn't you? Ease and pleasure of 
reading? Perhaps being eloquent rather than excruciatingly clinical in your clarity 
can be more convincing. Should we be concerned about convincing people? Do 
we care about what works when trying to persuade people? The arguments and 
facts will be equally *valid* only some will be better at convincing more people 
because they will stay interested longer. Boring treatises probably won't be read 
as often, tweeted about so much, copied, cited and spread as well.

No?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Essay on Artificial Intelligence
Date: October 7, 2012 at 2:22 AM

On Oct 6, 2012, at 10:57 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 07/10/2012, at 16:04, "Elliot Temple" <curi@curi.us> wrote:

On Oct 6, 2012, at 9:38 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Sat, Oct 6, 2012 at 1:05 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 6, 2012, at 11:09 AM, Roberto Szabo <roberto.szabo@gmail.com> 
wrote:

2012/10/4 Elliot Temple <curi@curi.us>

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

An essay by me on Artificial Intelligence has appeared in Aeon 
magazine:

http://goo.gl/CD93I

In the article, David Deutsch (DD) writes:

For instance, the tables were extensively used in navigation.

It'd be better to explain this. The modern reader may wonder how getting
lost will kill you. One way is if you get lost at sea, on a boat. The point
is that this example is not intuitive today. The reader is left on his own
to puzzle out what is being said, rather than being told the point.

http://goo.gl/CD93I


There are recent articles claiming that the iPhone 5 maps application 
may
get people lost. But no one is claiming it's killing anyone. Today, getting
lost is not associated with dying.

Obviously the text refers to 19th century navigation which means boats, 
not
airplanes, cars or horses... Elliot, I think you are in general too much
rigorous with professor DD in your analysis. In my opinion, this essay is
among the best contributions to the future of AGI (and to my thesis
too...:-)

I disagree with the idea that being less critical or rigorous would be better. 
Criticism is a good thing, it's how we learn. It's important to criticize things, 
as rigorously as we can, especially some of the better and more interesting 
things which are worth improving.

The more you like something, the more happy you should be to see it 
criticized. The more rigorously, the better. To dislike criticism is part of the 
very non-Popperian attitudes holding the AGI field back. In the 
justificationist-inductivist worldview, criticism reduces the 
justification/authority/epistemological-status of the ideas criticized. It's an 
attack that makes its targets worse.

In truth, criticism is crucial to correcting errors (which are everywhere) and 
it's important to direct criticism even at our favorite things. Ideas end up 
better, not worse, for it. Criticism alerts us to potential areas for 
improvement and problems to solve.

The idea that some truths are obvious is another non-Popperian idea, also 
common to the justificationist-inductivist worldview.

I agree with your comments here.

However I also thought that "navigation," in context, referred to
seafaring.  Before the prevalence of google maps and GPS and such,
"navigation" commonly referred specifically to navigating courses at
sea.



In the modern day, though, the seafaring-specific definition does come
second in the dictionary.  So I think common usage is shifting, and my
initial assumption may not be reflective of most people reading it.  I
don't know.

I think it's important to remember that:

- the context most people have in mind while reading the article is that it's a 
modern article about the last 60 years of AGI research and the state of AGI 
today. the article is a product of the modern world and deals with recent 
developments and knowledge. The Babbage thing was a subsidiary context 
and it's best not to make those important and rely on them without good 
reason because they make it harder to follow the article.

- most readers don't know or care when Babbage lived

- DD did say 19th century for Babbage earlier, but many people weren't paying 
attention to that detail and forgot. That's not the kind of detail most people care 
about or try to remember. And DD didn't say "this will be important later, 
remember this". by all appearances it looked like something unimportant, not 
something readers are required to remember to understand something later in 
the article.

- most people don't have a good grasp of what year means what level of 
technology. they don't read that sort of history and didn't learn it in school

- most people don't have a good grasp of what old technologies were like 
before they were born, even setting aside what time periods things were 
popular during

- the majority of people don't read fantasy novels where sailing in medieval 
boats is common

- many people don't know that 19th century means 1800s, or they have to stop 
and think about it to know. it looks like it might mean 1900s and that's 
confusing for many people (I think the phrase is best avoided in general, 
despite how common it is)

First up, your original email criticising DD's article with a long list of criticisms 
was good because it was very Popperian and anti-authority. Great. But it 



seemed that most criticisms suffered the same flaw as these ones repeated 
here. So i'll just deal with this email rather than the original one due to time 
contraints.

Many of these criticisms rely on what you think "most people" will be thinking or 
doing. Is it "other people oriented" to care about this sort of thing?

DD chose to publish the article to be read by them, not on a private list of friends. 
It had a target audience which is relevant.

I don't think trying to explain things well is other people oriented. By the same 
token you might accuse Feynman for his lectures on physics which were meant 
to be understood by beginners not just people like himself.

Feynman said something like: If you can't explain something to beginners and 
non-experts, you don't understand it well enough. And you can learn more about 
it by learning to explain it to them.

I think learning how to explain things more clearly, more easily, better, is a good 
activity that helps oneself. One of the many good things that happens during this 
activity is finding and understanding some of the contextual assumptions one is 
making, some of which may be false, some of which may be open to 
improvement -- it's good to have some idea of what they are, whether they are 
necessary or not, etc

Do you think DD did not think what most people would know? When do we need 
to balance being really finely tuned with respect to caring about spelling out 
every little detail to people assume the lowest possible level of background 
knowledge with: does this read well, flow well, sound nice when read? I know 
some people like skim and speed reading - but some other people also prefer to 
hear the voice of the individual writer come through...they like to enjoy reading 
and writing like some people enjoy music. Take their time with it, savour it and 
so forth. Clarity isn't everything. Sometimes - even with philosophy and science 
- the joy could be in being confused for a moment. Perhaps needing to look up 
who Babbage was or whatever if you are stumped by that.

If you're trying to defend the article by saying it was an unserious piece not 
attempting clear communication or to explain important ideas, but instead to be 
enjoyed like music ... then I would say you have a worse opinion of the article 
than I do. That's a more damning criticism than anything I said.



Do you think it's important to sound unique?

No.

David Deutsch has a writing *style* that is valuable in itself. It seems to carefully 
balance clarity with *eloquence* along with many other things like (of course) 
brand new approaches to old questions.

Do you think eloquence has any place at all or should clarity be the only 
consideration?

Clarity has overwhelming importance when attempting to explain substantial 
ideas to people that they don't already know. As DD's article does attempt.

Given that we know it is impossible to write *such that you will not be 
misunderstood*...why spend so long considering whether this or that group will 
or won't get this or that metaphor or reference and instead just write for *the 
audience you have in mind*? Perhaps it's reasonable to assume that readers of 
Aeon magazine or the Guardian or whatever will know about old forms of 
navigation with a hand compass? Something you might not assume if writing for 
South Korean 12 year olds?

I think DD did this. I think he (correctly) assumed that *most* readers would get 
most references (19th century, navigation, etc) and on balance eliminating these 
references for an almost dot-point like presentation of the argument would have 
sacrificed eloquence. It would have been less well written. Not better. And 
probably not much clearer were some improvements implemented.

I'm not criticising criticism here. Of course, even great writers (especially great 
writers) need strong criticism - all ideas need criticism - all writers do. But my 
criticism is that clarity might not be the sole important factor when writing articles 
of this sort.

What do you think? Does "eloquence" have a place in good philosophical 
writing? In good science writing? Anywhere?

I don't know why you're assuming eloquence would be lost by insisting on not 
confusing one's audience.



Writing, like life, is not a zero sum game. You can win in every way that matters to 
what you're doing, at the same time. There's no need to ever sacrifice clarity 
when clarity matters (e.g. when one wants to communicate ideas and be 
understood).

What constitutes good writing? Does it depend on context? On Purpose? A sci fi 
novel is different to a science journal. What was the purpose and context of 
DD's article? What would make it better writing given purpose and context? Its 
purpose was to argue a position. Perhaps also inform the reader. Perhaps 
spread an idea. So what's important? Clarity - for sure. But also, I want to 
suggest, eloquence. Does it sound good? Is it forceful? Is it interesting? Will this 
idea spread? The idea remember is independent of the substrate. So rewriting 
the same idea using different words won't change it. But it can promote it better 
or worse.

The context this article was written in was also 2012. Not 2112. So most people, 
I think, know what navigation is and what the dangers of old styles of navigation 
are.

An article by a famous quantum physicist might get spread because of his 
authority (so not a great reason) or because it contains new ideas (good 
reason). Now what else might affect it spreading? Perhaps if it is really boring 
and reads like a scientific journal it might not go far (like the bulk of science 
journal articles. Sometimes good ideas can languish in an article for ages before 
someone notices there's something really important there). If it reads like a good 
sci-fi novel it might spread really fast. I know it's the quality of ideas that matters 
but there are multiple ways to express the same idea. Some really clear and 
boring. Some still clear but also eloquent.

I'm not saying that one can't figure out what DD meant. One can. I figured it 
out. But it's a writing mistake to make it that hard when one could easily be 
clearer.

Perhaps. But you would sacrifice eloquence, wouldn't you? Ease and pleasure 
of reading?



Not explaining yourself is what sacrifices ease of reading. It'd be easier to read if 
DD told the audience what his point was instead of giving a few hints and letting 
them guess the rest.

Perhaps being eloquent rather than excruciatingly clinical in your clarity can be 
more convincing. Should we be concerned about convincing people?

You can't convince people without being understood, which requires clarity.

Do we care about what works when trying to persuade people? The arguments 
and facts will be equally *valid* only some will be better at convincing more 
people because they will stay interested longer. Boring treatises probably won't 
be read as often, tweeted about so much, copied, cited and spread as well.

I don't think understanding what one is reading is a more boring experience than 
not understanding. Clarity to increase understanding means more cool ideas are 
getting communicated which makes it less boring.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David <davidsteglet@gmail.com>
Subject: [BoI] Wavefunction Realism vs Space-Time State realism
Date: October 7, 2012 at 2:54 AM

I was just reading some of the chapters from the upcoming book "The
Wavefunction" by David Z. Albert where several different authors make their
case for/against wavefunction realism and discuss the ontology of the WF in
general.

We all know that the Everettian interpretation is very much "The WF is all
there is", but David Wallace and Chris Timpson think that the standard "WF
realism" is untenable and that itshould be replaced by space-time state
realism.
I was just wondering: which view is the fungible worlds ?

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Wavefunction Realism vs Space-Time State realism
Date: October 7, 2012 at 4:25 AM

On 7 Oct 2012, at 07:54, David <davidsteglet@gmail.com> wrote:

I was just reading some of the chapters from the upcoming book "The 
Wavefunction" by David Z. Albert where several different authors make their 
case for/against wavefunction realism and discuss the ontology of the WF in 
general.

We all know that the Everettian interpretation is very much "The WF is all there 
is", but David Wallace and Chris Timpson think that the standard "WF realism" is 
untenable and that it should be replaced by space-time state realism.
I was just wondering: which view is the fungible worlds ?

I haven't read Albert's book, nor the Wallace-Timpson argument you're referring 
to. So I don't know what exactly they mean by 'wave function realism' or 'space-
time state realism'.

But in any case, 'wave function realism' must be a telescoped term. "The wave 
function is real", though often used as a slogan to express realism in quantum 
theory, can't literally mean that reality consists of a certain function (a mapping 
from some exponentially large configuration space to the complex numbers). To 
make any sense, it must refer to the view that every mathematical property of the 
wave function (to be exact: every property except the overall phase) describes, or 
corresponds to, some property of the real, physical world.

All forms of the Everett interpretation (and also one half of the Bohm-
interpretation equivocation) agree on that.

However, the wave function is a mathematical object used in the Schrödinger 
picture, in which information flow, and hence the structure of the multiverse, is 
expressed in a highly indirect, implicit way that has caused endless 
misunderstanding, especially the myth of quantum non-locality. In the Heisenberg 
picture, in which information flow is represented explicitly, it is manifestly local 
too. The state of the Heisenberg observables is then what corresponds to reality, 
and they are local functions on space-time. If that's what's meant by space-time 
realism, I'm all for it.



Fungibility is part of my attempt to explain what the multiverse is actually like, and 
should therefore be picture-independent.

-- David Deutsch



From: Ismail Atalay <i_c_atalay@yahoo.co.uk>
Subject: Re: Islamic criticism
Date: October 6, 2012 at 7:08 PM

On Fri, Oct 5, 2012 at 20:39 AM, Rami Rustom wrote:

Where is that standard communicated to Muslims? The Quran? I showed
you many examples of it having low standards, e.g. didn't abolish
slavery, wife beating

There is no wife-beating or violence towards woman in Quran. This is strictly 
forbidden in hadith. It is also against many basic principles such as gender 
equality or non-compulsion or non-violence outside judicial framework.

I have obtained below opinion from an muslim Arabic expert and here is his views

"regarding the argument that had the verse promoted the idea of separation 
(instead of to hit),the word "AAN" would have been used in relation to the word 
"idribu" is not really necessary.

the word "idribu" itself even if taken to mean "strike" is a measure that can be 
applied without using the hand,a stick or physical assault.

for those saying verse 4:34 the word "idriboohunna" means (to strike them) with 
hand or a stick,that is wrong because "idriboohunna" is a term that can be applied 
with other measures.i also read an anti-islamic website (i think of Ali Sina) which 
tries to belie muslims who say the term "idrobuhunna" can be understood without 
physical measure.he said if it was to "separate",the verse would have said "idribu 
aan-hunna" (separate "from" them) and not just "idribuhunna" which means 
"strike them".but even if we are to say that "idribuhunna" means to "strike 
them",the question in the light of the prophetic hadith (in mustadrak al-wasa'il) 
and the arabic grammar used and the context of the word "idribuhunna bil ju-ee 
wal ara"  (in the hadith also in clear arabic) begs the question:"idribu" (strike) 
them with what? is it with a stick,a chain,the hand,hunger,nakedness,sex 
starvation,e.t.c.?

"idribuhunna bil ju-ee wal ara"="strike them" with hunger and nakedness.that is 
when the woman goes abusive to her marriage,then the man can withold his 
support to her.



so "idribuhunna" can be applied using both physical measure and non-physical 
measure.

so there is no doubt that "idribu" can also mean "separate" or a non-physical 
measure even if the word "AAN" is not used in relation to "idribu"."idribu" (if 
translated as "strike") can be done with the hands,stick,chain,bullets,and also 
hunger and nakedness as the hadith cites.if we are to say because there is no 
"aan" in relation to "idribu" ,to make it sound as "idribu aan-hunna",it means 
physical hitting with hands,then i can also shoot my rebellious wife with a gun a 
justify that with verse 4:34 because...........the question is "idribu" ("strike") with 
what? is it with hand,bullet,chain,stick,hunger or what?"

It exactly answers your "compound" word argument and brings up with an hadith 
(needs to be checked authentic or not but it is an hadith in Arabic) that uses 
"idribuhunna" (exactly same expression that the verse uses) in  a non-physical 
way.

So you can not say that  "idribuhunna" surely means "hit them or beat them" 
(note that you can even kill someone by hitting or beating). You can not also say 
that there can not be other meanings involving non-physical corrective response 
to abusive and rebellious behavior from one's wife. And if the wife is not happy 
about these non-physical responses then next verse explains what to do (appoint 
one arbitrator from his family and another arbitrator from her family  etc etc) 

Everything is so measured and so just according to responsibilities/roles of man 
and woman. It makes perfect sense within the context provided in the verse. 
(man being protectors and maintainers for woman etc)

Ismail



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Wavefunction Realism vs Space-Time State realism
Date: October 7, 2012 at 7:14 AM

On 7 Oct 2012, at 09:25, David Deutsch <david.deutsch@qubit.org> wrote:

On 7 Oct 2012, at 07:54, David <davidsteglet@gmail.com> wrote:

I was just reading some of the chapters from the upcoming book "The 
Wavefunction" by David Z. Albert where several different authors make their 
case for/against wavefunction realism and discuss the ontology of the WF in 
general.

We all know that the Everettian interpretation is very much "The WF is all there 
is", but David Wallace and Chris Timpson think that the standard "WF realism" 
is untenable and that it should be replaced by space-time state realism.
I was just wondering: which view is the fungible worlds ?

I haven't read Albert's book, nor the Wallace-Timpson argument you're referring 
to. So I don't know what exactly they mean by 'wave function realism' or 'space-
time state realism'.

But in any case, 'wave function realism' must be a telescoped term. "The wave 
function is real", though often used as a slogan to express realism in quantum 
theory, can't literally mean that reality consists of a certain function (a mapping 
from some exponentially large configuration space to the complex numbers). To 
make any sense, it must refer to the view that every mathematical property of 
the wave function (to be exact: every property except the overall phase) 
describes, or corresponds to, some property of the real, physical world.

All forms of the Everett interpretation (and also one half of the Bohm-
interpretation equivocation) agree on that.

However, the wave function is a mathematical object used in the Schrödinger 
picture, in which information flow, and hence the structure of the multiverse, is 
expressed in a highly indirect, implicit way that has caused endless 
misunderstanding, especially the myth of quantum non-locality. In the 
Heisenberg picture, in which information flow is represented explicitly, it is 
manifestly local too. The state of the Heisenberg observables is then what 



corresponds to reality, and they are local functions on space-time. If that's 
what's meant by space-time realism, I'm all for it.

Fungibility is part of my attempt to explain what the multiverse is actually like, 
and should therefore be picture-independent.

Space-time state realism means the Schrodinger picture, with states associated 
with regions of spacetime, see Section 6 of

http://philsci-archive.pitt.edu/4621/1/ststaterealism.pdf

The authors endorse the idea that the Schrodinger state implies that reality is 
non-separable, i.e. that you can't work out the state of two regions by looking at 
the state of each region in isolation.

Alan

http://philsci-archive.pitt.edu/4621/1/ststaterealism.pdf


From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Re: Islamic criticism
Date: October 7, 2012 at 10:49 AM

On Sat, Oct 6, 2012 at 6:08 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> wrote:

On Fri, Oct 5, 2012 at 20:39 AM, Rami Rustom wrote:

Where is that standard communicated to Muslims? The Quran? I showed
you many examples of it having low standards, e.g. didn't abolish
slavery, wife beating

There is no wife-beating or violence towards woman in Quran.

False. See the discussion we've already had about this. Also see below.

This is strictly forbidden in hadith.

You mean the hadith that you choose to be authentic. There are many
more hadith that says the opposite.

It is also against many basic principles such as gender equality

False. See the discussion we've already had about this.

or non-compulsion

False. See the discussion we've already had about this.

or non-violence outside judicial framework.

False. See the discussion we've already had about this.



I have obtained below opinion from an muslim Arabic expert and here is his 
views

"regarding the argument that had the verse promoted the idea of separation 
(instead of to hit),the word "AAN" would have been used in relation to the word 
"idribu" is not really necessary.

False. Aan is the proposition "about". The proposition changes the
root word into a compound word. The root word daraba, by itself means
hit. When the root word is conjoined with a proposition, it changes to
the compound word, in which case the root meaning does not apply. Only
the meaning of the compound word matters. Like the case of ground and
background. Note that Arabic does not have a mechanism of creating
compound words without using propositions. Why? Because when root
words get conjugated, pronouns and tense get built into them, so its
impossible to add another root word to it to create a compound word
without using a conjoining propositional word.

So for example, the root word daraba, where the object is a women, and
the subject is a man, it gets conjugated to idrubuhunna. The same
word, conjugated for object is man and subject is women becomes
idrubuhoom. If 1 man hit 1 woman, its idrubuha. If 1 woman hits 1 man,
its idribeehe. If 1 man hit 1 man, its idrubu. If 1 women hit 1 women
its idribeeha. Now all those are orders. If the hitting happened in
past tense, then the conjugations are different. And for future tense
again different. So its impossible to create compound words by joining
to root words together. The only way to create a compound word is to
use multiple root words and conjoining propositional words. And
sometimes you can have a root word with one propositional word
following it to create a compound word.

the word "idribu" itself even if taken to mean "strike" is a measure that can be 
applied without using the hand,a stick or physical assault.

False. See above and below.



for those saying verse 4:34 the word "idriboohunna" means (to strike them) with 
hand or a stick,that is wrong because "idriboohunna" is a term that can be 
applied with other measures.

False. See above and below.

i also read an anti-islamic website (i think of Ali Sina) which tries to belie 
muslims who say the term "idrobuhunna" can be understood without physical 
measure.he said if it was to "separate",the verse would have said "idribu aan-
hunna" (separate "from" them) and not just "idribuhunna" which means "strike 
them".but even if we are to say that "idribuhunna" means to "strike them",the 
question in the light of the prophetic hadith (in mustadrak al-wasa'il) and the 
arabic grammar used and the context of the word "idribuhunna bil ju-ee wal ara"  
(in the hadith also in clear arabic) begs the question:"idribu" (strike) them with 
what? is it with a stick,a chain,the hand,hunger,nakedness,sex starvation,e.t.c.?

Daraba means "hit". You can't hit with sex starvation. What are you
talking about?

"idribuhunna bil ju-ee wal ara"="strike them" with hunger and nakedness.that is 
when the woman goes abusive to her marriage,then the man can withold his 
support to her.

I already pointed out the idea of compound words having different
meanings than the root words within them.

so "idribuhunna" can be applied using both physical measure and non-physical 
measure.

so there is no doubt that "idribu" can also mean "separate" or a non-physical 
measure even if the word "AAN" is not used in relation to "idribu"."idribu" (if 
translated as "strike") can be done with the hands,stick,chain,bullets,and also 
hunger and nakedness as the hadith cites.if we are to say because there is no 
"aan" in relation to "idribu" ,to make it sound as "idribu aan-hunna",it means 
physical hitting with hands,then i can also shoot my rebellious wife with a gun a 



justify that with verse 4:34 because...........the question is "idribu" ("strike") with 
what? is it with hand,bullet,chain,stick,hunger or what?"

Daraba means hit. You can't hit with hunger.

It exactly answers your "compound" word argument and brings up with an 
hadith (needs to be checked authentic or not but it is an hadith in Arabic) that 
uses "idribuhunna" (exactly same expression that the verse uses) in  a non-
physical way.

No. Your hadith example is "idribuhunna bil ju-ee wal ara", which is a
compound word. It doesn't mean "hit".

When you see idribuhunna by itself, like in Quran 4:34, it means hit.
When you see it with propositions following it, then it is a compound
word and thus doesn't mean hit. See my explanation above.

So you can not say that  "idribuhunna" surely means "hit them or beat them" 
(note that you can even kill someone by hitting or beating). You can not also say 
that there can not be other meanings involving non-physical corrective response 
to abusive and rebellious behavior from one's wife.

Your idea is predicated on the false assumption that idribuhunna means
hit even in the compound words which include the daraba root word.
Those compound words don't mean hit.

And if the wife is not happy about these non-physical responses then next verse 
explains what to do (appoint one arbitrator from his family and another arbitrator 
from her family  etc etc)

Everything is so measured and so just according to responsibilities/roles of man 
and woman. It makes perfect sense within the context provided in the verse. 
(man being protectors and maintainers for woman etc)



-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Islamic criticism BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: October 7, 2012 at 1:10 PM

On Thu, Oct 4, 2012 at 2:34 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Wed, Oct 3, 2012 at 18:52 AM, Rami Rustom wrote:

Letter from Mohamed to Emperor of Persia.

“In the Name of Allâh, the Most Beneficent, the Most Merciful.
From Muhammad, the Messenger of Allâh to Chosroes, king of Persia.
Peace be upon him who follows true guidance, believes in Allâh and His 
Messenger and testifies that there is no god >but Allâh Alone with no 
associate, and that Muhammad is His slave and Messenger. I invite you to 
accept the religion >of Allâh. I am the Messenger of Allâh sent to all people in 
order that I may infuse fear of Allâh in every living person, >and that the 
charge may be proved against those who reject the Truth. Accept Islam as 
your religion so that you may >live in security, otherwise, you will be 
responsible for all the sins of the Magians.”

Here is the real version of the same letter.

"In the name of Allah, the beneficient, the Merciful.
From Muhammad, the Messenger of God, to Kisra, the great King of Persia.
Peace be upon him who follows the guidance, believes in Allah and His 
Prophet, bears witness that there is no God but Allah and that I am the 
Prophet of Allah for the entire humanity so that every man alive is warned of 
the awe of God. Embrace Islam that you may find peace; otherwise on you 
shall rest the sin of the Magis." (Al-Tabari, Vol. III, p. 90)

Please be careful about the differences.

That translation you gave is wrong. The interpreter is trying to protect Islam.

According to Tabaqat-i Kubra, vol. I, page 360, and Tarikh-i Tabari,
vol. II, pp. 295, 296, and Tarikh-i Kamil, vol. II, page 81 and
Biharul Anwar, vol. XX, page 389 (which is on wikipedia:



http://en.wikipedia.org/wiki/Muslim_conquest_of_Persia#cite_note-12),
the letter reads:

"In the name of Allah, the Beneficent, the Merciful. From Muhammad, the 
Messenger of Allah, to the great Kisra of Iran. Peace be upon him, who seeks 
truth and expresses belief in Allah and in His Prophet and testifies that there is 
no god but Allah and that He has no partner, and who believes that 
Muhammad is His servant and Prophet. Under the Command of Allah, I invite 
you to Him. He has sent me for the guidance of all people so that I may warn 
them all of His wrath and may present the unbelievers with an ultimatum. 
Embrace Islam so that you may remain safe. And if you refuse to accept Islam, 
you will be responsible for the sins of the Magi."[13]

I found the Arabic text. Actually I found a photograph of the actual letter:

(do a search for "Transcript of Letter to Khosroe Pervez Emperor of
Persia" to find it easily)

http://oldenhistory.blogspot.com/2010/02/letters-of-prophet-muhammad-
pbuh.html

Ismail. Take this letter to the Arabic expert you mentioned. Ask him
to translate it.

To make this easy, lets just translate one part.

A portion of that arabic text you translated as "so that every man
alive is warned of the awe of God." but the actual translation is
warning of something else. I'll translate it myself:

Allahoo ila al-nasi kaffaton leyanthur man kana hayan aslim taslim =
God to all the people, he warns (those of) you whoever lived, become
Muslim to stay safe.

Allahoo = God

ila = to

al-nasi = the people

http://en.wikipedia.org/wiki/Muslim_conquest_of_Persia#cite_note-12
http://oldenhistory.blogspot.com/2010/02/letters-of-prophet-muhammad-pbuh.html


kaffaton = all

leyanthur = warns you

man kana = whoever

hayan = lived

aslim = Become Muslim

taslim = to stay safe.

So where do you get "warned of the awe of God?"

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: David <davidsteglet@gmail.com>
Subject: Re: [BoI] Wavefunction Realism vs Space-Time State realism
Date: October 7, 2012 at 12:09 PM

However, the wave function is a mathematical object used in the
Schrödinger picture, in which information flow, and hence the structure of
the multiverse, is expressed in a highly indirect, implicit way that has
caused endless misunderstanding, especially the myth of quantum
non-locality. In the Heisenberg picture, in which information flow is
represented explicitly, it is manifestly local too. The state of the
Heisenberg observables is then what corresponds to reality, and they are
local functions on space-time. If that's what's meant by space-time
realism, I'm all for it.

Like Alan Forrester came to conclude: they reject the Heisenberg picture.
If I remember correctly they also wrote a paper (Wallace and Timpson)
against your and Hayden's approach to a local QM.

Fungibility is part of my attempt to explain what the multiverse is
actually like, and should therefore be picture-independent.

If it's picture-independent then maybe it could work the way they've
outlined after all ? hmm.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] How Much Clarity is Needed?
Date: October 7, 2012 at 1:26 PM

How Much Clarity is Needed? How much is worthwhile and valuable?

For a start, we know it must be more than Popper had, since he was 
misunderstood so much. When the misunderstanding rate is so huge, clarity is a 
top priority to improve. And this despite the fact that Popper was a world class 
writer who put a lot of effort into explaining clearly.

Szasz is another good example. Like Popper he prized clarity highly and wrote 
with exceptional clarity, yet he has been massively misunderstood. Yet more 
clarity would have been better.

I think the basic takeaway is that there is no one in the world who already writes 
clearly enough. Enough in what sense? Well, more is always better in some 
sense but maybe there is a point of diminishing returns. Whether there is one or 
not, the point is we're not even near that point yet. So, for every single person 
who wants to communicate new explanations in English (or French or Japanese 
or other languages of that type), improving clarity should be a top priority.

Improving clarity can't be done in any trivial way. It's not easy to figure out what 
steps to take to do it. So insights into this matter are particularly valuable.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Wavefunction Realism vs Space-Time State realism
Date: October 7, 2012 at 1:29 PM

On 7 Oct 2012, at 17:09, David <davidsteglet@gmail.com> wrote:

However, the wave function is a mathematical object used in the Schrödinger 
picture, in which information flow, and hence the structure of the multiverse, is 
expressed in a highly indirect, implicit way that has caused endless 
misunderstanding, especially the myth of quantum non-locality. In the 
Heisenberg picture, in which information flow is represented explicitly, it is 
manifestly local too. The state of the Heisenberg observables is then what 
corresponds to reality, and they are local functions on space-time. If that's 
what's meant by space-time realism, I'm all for it.

Like Alan Forrester came to conclude: they reject the Heisenberg picture.

One can't reject the Heisenberg picture, any more than one can reject long 
division. It's a technique. One can just decide not to use it. And one can confuse 
oneself as a result.

If I remember correctly they also wrote a paper (Wallace and Timpson) against 
your and Hayden's approach to a local QM.

Yes. They were mistaken. http://arxiv.org/abs/1109.6223

-- David Deutsch

http://arxiv.org/abs/1109.6223


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] How Much Clarity is Needed?
Date: October 7, 2012 at 3:52 PM

My take home is: at the limit, as many different versions of a message are 
needed as possible if your purpose is to communicate and thereby spread an 
idea.

On 08/10/2012, at 4:26, "Elliot Temple" <curi@curi.us> wrote:

How Much Clarity is Needed? How much is worthwhile and valuable?

As much as possible if you are trying to persuade people. More is more valuable. 
Worthwhile has to be balanced against: how much time do you have to put into 
your writing? What is "clear" to one person, another might think is opaque. Some 
might take lots of simple words to get the message. Another person might know, 
or think they know, what a word like "metaphysics" means or "ontology" and so 
those single words rather than a bunch of little ones like "what really exists in 
reality even if we cannot fully capture it in words" is actually more confusing and 
(for example) might lead a discussion down an avenue of arguing over words 
rather than getting more quickly to an important point. Hence my idea: perhaps 
the best process would be (at first approximation) for an author to write the article 
they would want to read and think little of the audience, then think of particular 
audiences. Write two articles. Then three. Then...until you run out of time or 
enthusiasm. Two are either twice as good or twice as bad as perhaps some 
people will then start to think you are contradicting yourself?

As I said in my last email...and still kinda believe: some words might actually be 
more interesting than others. Perhaps an approach that sacrifices some words for 
others introduces a bland, flavourless sterility to writing that would cause much to 
be lost were every message past through an increasingly fine filter of "will 
imaginary person X find this clear?".

For a start, we know it must be more than Popper had, since he was 
misunderstood so much. When the misunderstanding rate is so huge, clarity is a 
top priority to improve. And this despite the fact that Popper was a world class 
writer who put a lot of effort into explaining clearly.



If Popper tried to write The Logic of Scientific in two versions: 1. Exactly as it is 2. 
Exactly as it is but with (say) every word not understood by his non-philosophy 
friend replaced by a string of words the random friend did understand then we'd 
*immediately* have a version understood by at least one more person. Now if 
you're the kind of person who thinks that the individual writer, like Popper, has the 
best understanding of his own ideas then this is valuable. On the other hand, if 
you think someone like DD might actually have even better insight into Popper's 
ideas than Popper himself, then all of DD's writings on the topic constitute this 
second approach anyway. So you have the same ideas (one by Popper himself, 
others by Deutsch) that spread the same message in two ways.

Szasz is another good example. Like Popper he prized clarity highly and wrote 
with exceptional clarity, yet he has been massively misunderstood. Yet more 
clarity would have been better.

I think the basic takeaway is that there is no one in the world who already writes 
clearly enough. Enough in what sense? Well, more is always better in some 
sense but maybe there is a point of diminishing returns. Whether there is one or 
not, the point is we're not even near that point yet. So, for every single person 
who wants to communicate new explanations in English (or French or Japanese 
or other languages of that type), improving clarity should be a top priority.

Improving clarity can't be done in any trivial way. It's not easy to figure out what 
steps to take to do it. So insights into this matter are particularly valuable.

Are there other ways to communicate things normally reserved for being 
explained in text in other ways? Take DD's "a new way to explain explanations" 
idea. It appears as a video with different words than used in audio files of 
interviews he has done and different again to articles and different to the actual 
book BoI. Perhaps one person who digests all these different approaches has the 
best chance of getting the message DD is trying to transmit, for example?

Brett.



From: Jason <auvenj@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: [BoI] Re: Essay on Artificial Intelligence
Date: October 7, 2012 at 5:21 PM

On Wednesday, October 3, 2012 3:57:12 PM UTC-7, David Deutsch wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

The article doesn't directly mention the simulation approach to AGI. There
have been reports of a "simulated a mouse's brain..." and a "simulated a
cat's brain...". (1) The obvious end goal of such research is to enable us
to create a viable "simulated human's brain..." There have also been
criticisms of what has actually been accomplished in these endeavours so
far. (2) It is not my intent to address those criticisms here.

Regardless of the assessment of the current state of brain simulation
technology, I don't have any criticism for the ultimate feasibility of the
approach. David's article also hints at this at the end, in stating that
the core technology for intelligence must be encoded in the DNA differences
between chimps and humans. At the lowest level of abstraction, if we were
to create a DNA and molecular/cellular biology simulator of sufficient
fidelity, and load it with the human DNA sequence, then it seems to me that
in due time we'd indeed end up with a viable simulated human brain (along
with a simulated human body, of course). "Due time" at the molecular level
of simulation is currently far too long for the lifespan, let alone
patience, of researchers even with today's fastest computers. As a result,
current research starts at much higher levels of abstraction than molecular
biology. Perhaps success with the simulation approach will not be achieved
until we are able to simulate at the molecular level with sufficient speed.

A simulated human brain grown from DNA simulated at the molecular level
would have to learn just as physical human brains do. It would raise all of
the ethical considerations pointed out in David's essay. While creating it
would be an enormous opportunity for us to learn, success would not
necessitate that we actually understand the mechanism behind human

http://goo.gl/CD93I


intelligence. We very well might end up creating an AGI in the form of a
functional simulated brain that we know no more of consequence about than
our own brains. The utility of creating such an AGI is substantially more
dubious than the creation of an AGI by means other than simulation. However
it is regarded by some, myself included, as a surer approach so long as we
lack better ideas.

This approach would seem to be in neither the "impossible" nor the
"imminent" AGI camps mentioned in the article. It doesn't require any
fundamental breakthroughs in philosophy, but due to computational speed the
success of the approach may still be a ways off.

--Jason

(1) Examples of these reports:
http://www.engadget.com/2007/04/29/ibms-bluegene-l-supercomputer-simulates-
half-a-mouse-brain/
http://current.com/community/91491433_ibm-scientists-simulate-cats-brain.htm

(2) Examples of some criticism:
http://lovemeow.com/2009/11/ibm-cat-brain-simulation-a-hoax/
http://www.wired.com/dangerroom/2009/11/darpas-simulated-cat-brain-project-a-
scam-top-neuroscientist/

-- 

http://www.engadget.com/2007/04/29/ibms-bluegene-l-supercomputer-simulates-half-a-mouse-brain/
http://current.com/community/91491433_ibm-scientists-simulate-cats-brain.htm
http://lovemeow.com/2009/11/ibm-cat-brain-simulation-a-hoax/
http://www.wired.com/dangerroom/2009/11/darpas-simulated-cat-brain-project-a-scam-top-neuroscientist/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Essay on Artificial Intelligence
Date: October 7, 2012 at 5:25 PM

On 7 Oct 2012, at 22:21, Jason <auvenj@gmail.com> wrote:

On Wednesday, October 3, 2012 3:57:12 PM UTC-7, David Deutsch wrote:
An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

The article doesn't directly mention the simulation approach to AGI. There have 
been reports of a "simulated a mouse's brain..." and a "simulated a cat's 
brain...". (1) The obvious end goal of such research is to enable us to create a 
viable "simulated human's brain..." There have also been criticisms of what has 
actually been accomplished in these endeavours so far. (2) It is not my intent to 
address those criticisms here.

Regardless of the assessment of the current state of brain simulation 
technology, I don't have any criticism for the ultimate feasibility of the approach. 
David's article also hints at this at the end, in stating that the core technology for 
intelligence must be encoded in the DNA differences between chimps and 
humans. At the lowest level of abstraction, if we were to create a DNA and 
molecular/cellular biology simulator of sufficient fidelity, and load it with the 
human DNA sequence, then it seems to me that in due time we'd indeed end up 
with a viable simulated human brain (along with a simulated human body, of 
course). "Due time" at the molecular level of simulation is currently far too long 
for the lifespan, let alone patience, of researchers even with today's fastest 
computers. As a result, current research starts at much higher levels of 
abstraction than molecular biology. Perhaps success with the simulation 
approach will not be achieved until we are able to simulate at the molecular 
level with sufficient speed.

A simulated human brain grown from DNA simulated at the molecular level 
would have to learn just as physical human brains do. It would raise all of the 
ethical considerations pointed out in David's essay. While creating it would be 
an enormous opportunity for us to learn, success would not necessitate that we 
actually understand the mechanism behind human intelligence. We very well 
might end up creating an AGI in the form of a functional simulated brain that we 
know no more of consequence about than our own brains. The utility of creating 

http://goo.gl/CD93I


such an AGI is substantially more dubious than the creation of an AGI by means 
other than simulation. However it is regarded by some, myself included, as a 
surer approach so long as we lack better ideas.

This approach would seem to be in neither the "impossible" nor the "imminent" 
AGI camps mentioned in the article. It doesn't require any fundamental 
breakthroughs in philosophy, but due to computational speed the success of the 
approach may still be a ways off.

A downloaded human would not be an AGI. It would not be artificial but a 
naturally-occurring person, just with a prosthetic brain.

Remember, an AGI is a *program*.

-- David Deutsch



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Essay on Artificial Intelligence
Date: October 7, 2012 at 7:23 PM

On 08/10/2012, at 8:21, "Jason" <auvenj@gmail.com> wrote:

On Wednesday, October 3, 2012 3:57:12 PM UTC-7, David Deutsch wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

The article doesn't directly mention the simulation approach to AGI. There have 
been reports of a "simulated a mouse's brain..." and a "simulated a cat's 
brain...". (1) The obvious end goal of such research is to enable us to create a 
viable "simulated human's brain..." There have also been criticisms of what has 
actually been accomplished in these endeavours so far. (2) It is not my intent to 
address those criticisms here.

Regardless of the assessment of the current state of brain simulation 
technology, I don't have any criticism for the ultimate feasibility of the approach.

I don't get the purpose, really. If the purpose is to *understand* something about 
intelligence, or about humans - it cannot work. If it's just to create a brain - with all 
the functions of a human brain - in a computer *without understanding 
intelligence* then this seems unethical. It's like creating a real human baby *with 
no concern about what to do with it once it's born*. The birth is just one (minor?) 
thing to concentrate on. More important is: what do we do with this individual 
then? If the purpose is to simulate a real brain in a computer...that's like thinking 
that the *birth* of a baby is the most crucial thing to worry about in the life of a 
person. Wierd.

David's article also hints at this at the end, in stating that the core technology for 
intelligence must be encoded in the DNA differences between chimps and 
humans. At the lowest level of abstraction, if we were to create a DNA and 
molecular/cellular biology simulator of sufficient fidelity, and load it with the 
human DNA sequence, then it seems to me that in due time we'd indeed end up 
with a viable simulated human brain (along with a simulated human body, of 

http://goo.gl/CD93I


course).

Sure. But you wouldn't understand anything more about consciousness, 
intelligence or how DNA encodes information by following this procedure. It would 
still be a massive "black box" around all the interesting stuff. It would take DNA 
(which you know does provide the code for intelligence - but you don't know how) 
copying it, putting it in a different form (like taking a poem in Spanish or some 
language you don't understand and copying it from paper and typing it into a word 
processor on a computer) and then watching its effect (so like watching an actual 
Spanish person read the computer text and have an emotional response to the 
poem).

Sure you did some trivial process in changing the instantiation of the DNA or 
poem or whatever...but learned almost nothing about either in performing this 
task.

If simulating a consciousness is the same as creating one then in a sense, 
anyone with a functioning reproductive system and a willing partner can do much 
the same thing as recreating consciousness or intelligence in a computer (except 
it would be in a real rather than simulated uterus)...and would be equally mystified 
as to how the actual *intelligence* was generated.

"Due time" at the molecular level of simulation is currently far too long for the 
lifespan, let alone patience, of researchers even with today's fastest computers. 
As a result, current research starts at much higher levels of abstraction than 
molecular biology. Perhaps success with the simulation approach will not be 
achieved until we are able to simulate at the molecular level with sufficient 
speed.

Again, simulating isn't the same as understanding if indeed things would work 
with intelligence the way you have suggested. Namely that it just arises in some 
sort of system with the right initial conditions.

A simulated human brain grown from DNA simulated at the molecular level 
would have to learn just as physical human brains do.



Exactly. And it's the "how do they learn?" question that's important. Not "can we 
replicate a process we don't understand in a computer?" If you can, okay - I 
suppose that is progress of a type. I think it's common place to simulate models 
of evolution by natural selection in computers now to see how different 
"organisms" respond to changes in the environment. I think this approach is used 
to test hypotheses like: Sharks teeth grow longer when food gets more scarce. 
So we model that in a computer because there's no budget for or interest in 
conducting a million-year long experiment in reality to check this.

The type of experiments you describe are different to this sort: it's not modelling 
that type of evolution, it's encoding DNA into software and seeing what happens. 
But then, by definition, your replication or simulation is not the same thing as 
understanding. You're just observing what occurs - but you can do that *without 
the need to simulate*.

It would raise all of the ethical considerations pointed out in David's essay.

Exactly. And probably...that should be enough to give us pause and perhaps stop 
if we think we're at all close to actually creating a person in a computer without 
knowing how we did it or what would happen *to that person* next.

While creating it would be an enormous opportunity for us to learn,

What exactly? And is our opportunity to learn then most important? Almost like: 
what can we learn by locking a baby in a room at birth and never letting them 
learn a language. How would they be after 10 years? Could they be taught 
language just as easily? Or some other equally silly experiment. This is why 
experiments *on people* of this sort are so fraught. So it should be with AGI. 
Creating one in a computer is of this sort...until we understand exactly what it is 
we're doing.

success would not necessitate that we actually understand the mechanism 
behind human intelligence.

Precisely.

We very well might end up creating an AGI in the form of a functional simulated 
brain that we know no more of consequence about than our own brains. The 
utility of creating such an AGI is substantially more dubious than the creation of 



an AGI by means other than simulation.

I don't see the point. It's just "creating people" on a computer. But we can do that 
without a computer. Indeed if it's purely to create people in a computer then that 
must be unethical, hey? Because if you don't understand what you're doing and 
are deliberately bringing people into a circumstance you have no knowledge of 
(like "what it's like to live in a silicon computer or a simulation") then best not to try 
this approach.

It's a moot point. I agree with DD in BoI - this can't work until we understand how 
intelligence works. Then we will program it.

However it is regarded by some, myself included, as a surer approach so long 
as we lack better ideas.

Surer approach to what though? Creating people? I know you mean "artificial" 
people but the word "artificial" would be racist if they really were people, hey? So 
they're people...and we already know how to create *people*. So I am back to my 
point that...I don't understand the point. Unless, perhaps you think that the 
simulated intelligences might somehow have more insight into how intelligence 
arises. But I don't see how that can be. All people are equal in their capacity to be 
universal explainers.

This approach would seem to be in neither the "impossible" nor the "imminent" 
AGI camps mentioned in the article. It doesn't require any fundamental 
breakthroughs in philosophy, but due to computational speed the success of the 
approach may still be a ways off.

--Jason

(1) Examples of these reports:
http://www.engadget.com/2007/04/29/ibms-bluegene-l-supercomputer-
simulates-half-a-mouse-brain/
http://current.com/community/91491433_ibm-scientists-simulate-cats-brain.htm

(2) Examples of some criticism:
http://lovemeow.com/2009/11/ibm-cat-brain-simulation-a-hoax/
http://www.wired.com/dangerroom/2009/11/darpas-simulated-cat-brain-project-

http://www.engadget.com/2007/04/29/ibms-bluegene-l-supercomputer-simulates-half-a-mouse-brain/
http://current.com/community/91491433_ibm-scientists-simulate-cats-brain.htm
http://lovemeow.com/2009/11/ibm-cat-brain-simulation-a-hoax/
http://www.wired.com/dangerroom/2009/11/darpas-simulated-cat-brain-project-a-scam-top-neuroscientist/


a-scam-top-neuroscientist/

I read the cat one. It reminds me of this thought experiment by Jaron Lanier in 
"You are not a gadget" - forgive me if he is actually relaying that he heard it from 
someone else. Haven't got the book with me. Anyways - goes like this:

Imagine you live in the future and they can do routine repairs to neurones using 
electronics (like those bionic ear implants). So you have a faulty neurone. So you 
replace it with a circuit made of silicon - at base it's a bunch of logic gates. Maybe 
just NAND gates (any circuit can be represented by some sequence or loop 
purely made of nand gates). Another neurone goes (or even just part of a 
neurone). Replace it with another circuit. Repeat until your whole brain is just 
silicon logic gates. Now while you do this, each time you replace a neurone, you 
program some software to model the logic gates. At the end of the process do 
you have any greater insight into how your brain worked? How it now works? Is 
the software model conscious and intelligent? Effectively you *could* have a cat 
brain...or human brain...modelled in a computer like this, but I don't get the sense 
you are any closer, at any point, of knowing what brains do.

Brett.

http://www.wired.com/dangerroom/2009/11/darpas-simulated-cat-brain-project-a-scam-top-neuroscientist/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Current situation of Islamic societies (was: Marriage to per-
menstrual girls in Islam) BoI Infinity <beginning-of-infinity@googlegroups.com>
Date: October 7, 2012 at 8:17 PM

On Oct 7, 2012 2:31 PM, "Bruno Marchal" <marchal@ulb.ac.be> wrote:

On 07 Oct 2012, at 15:27, Rami Rustom wrote:

On Sat, Oct 6, 2012 at 12:45 PM, Bruno Marchal <marchal@ulb.ac.be>
wrote:

On 06 Oct 2012, at 14:28, Rami Rustom wrote:
<snip>

When you say fairy tale and poem you paint a picture of symbolic
references. But in most Quranic verses, there is no symbolic
reference. So the only thing left is literal ideas.

That why they are commented, and must be revised. That is why, as
outsider, we have to encourage modernisation, and not focus on the
literal meaning.

And as Ismail pointed out, that won't work. I'm not sure though.

The Quran explicitly instructs Muslims to use physical violence and
threats of it. The Bible does this much less.

I follow your conversation with Ismael, and I am not sure you are
persuading.

Which of my arguments are not persuading?

I cannot judge the translations, but I don't care because
the primary mistake is in the literal reading. Only laws and math can



have approximation of literal reading, but even there, as logicians
can argue, a vast spectrum of interpretation is possible.

So you're saying that even your statement that you just wrote can't be
read literally?

and you will not convince, nor
even be listened by Muslims who will just feel being single out.

No. I criticize all punishment for example. Almost the entire human
population uses punishment in their homes and in government. I
criticize ageism. Again almost the entire human population. I don't
single out only Islam. That would be bias; non-objective.

OK. Very nice, but this is not transparent in the thread.
My "problem" with your argumentation is that if I was a young and
naïve Muslim I might feel you very clever and think that you are
right, so that may be I should kill infidel.

But, if you think I'm right, you would drop the whole idea of God.

Or, if I was an old and
reasonable Muslim, I would think, that guy is putting oil on the fire.
Some mistake cannot be told, and can only be discovered by those who
does them, for irrational emotional pride.

You describe two hypotheticals. Do you think this 3rd hypothetical is
possible: A Muslim reads my Islam criticism and agrees with it and
drops religion altogether? Do you think this 4th hypothetical is
possible: A Muslim reads my Islam criticism, disagrees with it, and
then years later something happens in his life which leads him to look
at Islam differently and then he remembers my criticisms and then he
drops Islam?



In my life, I am still
paying a price for having thought that most humans are as rational as
a ideally correct machines, and this despite the ideally correct
machine made it explicit that some truth cannot be justified, without
leading to the contrary.

[] x ---> ~x

Those x which are true but cannot be justified, I call them
"Protagorean virtue",

But nothing can be justified. Any idea could be wrong.

as this provides a model showing Protagoras
consistent with those ideally correct machine.

As a sympathizer toward neoplatonism, I am open to many theological
points in the Abramanic religion, and opposed to some other, but in
each such religion, many different trends exist.

I know also that humans are susceptible, and that many will defend
ideas in which they don't believe, up to death, for not showing that
someone particular has made them change their mind. Sin of pride.

You said "humans are" as though "all humans are", which is false.

Not really. I said "humans are" as though "a lot of humans seem to be,
imo".

And whats the difference between the two groups of humans?

With
a tradition of criticism, humans will not act irrationally as you
describe.



I believe the total contrary. With a "tradition of criticism" you can
only kill the criticism.

I don't know what that means. Could you rephrase?

Example. I have taught in a high school advertizing criticism. There
was a course on criticism. One student made his homework duty for that
course, and gave a correct description of that course as a subtle
"ideological brainwashing". Result: the teacher gave him a very good
note, as it was judge as a brilliant and courageous critics indeed.
Second result: the course did not change, and the brainwashing continue.

Did he show you a problem with your course material? Were you
persuaded that it was problematic?

Other example. I have studied in a college based publicly on free-
exam. Result: it is the college in which free-exam is applied the less.
At that time I didn't thought that "free-exam" might be a protegorean
virtue, but now I tend to think so.
Teaching a virtue entails implicitly that you attribute it to
yourself, and this kill the virtue (for ideally correct machine).

[] x ---> ~x

Exams are bad in general. We don't need exams to learn. They are a
hindrance to learning.

It isn't. The worst ratio is in Saudi
Arabia.

So we agree. It is my whole point. The muslims are very different,
and

the dangerous idea belongs to dangerous minority. That is a reason



more to try to focus on the danger, and that criticizing the literal
Quran, might be a bad idea, as it looks like cirticizing all Muslims
together.

I criticize all mistaken ideas that I notice. Why do you think I
should hide my criticisms?

Because in the self-referential machine-or-human field, some good
ideas (about oneself as an individual or member of a group) can be
understood only by the person itself.

In such a situation, a rationalist has to remain mute, and only hope
the other will get the point by itself, or by God or whatever.

Why wait for hope? Why not provide criticism (assuming the person
wants the criticism)?

Which is cool. Sure. But they have also burned woman alive regularly
since a very long time. Since the British have been there, it has
become outlawed, but they continue in some part of India. I have

even
read a defense of that practice by a woman which was presdetined

to be
burned, she was proud of it,

So she willing to be burned? This is not the same as not wanting to be
beaten by your husband but getting beaten anyway.

You are right, if she was really wanting to be burned. Few people want
that, but if you are brainwashed from the age of two, you might
believe you want that.
But we agree, if someone want to be burned or tortured, no one should
find this immoral per se. The bad is when you violate a consent.



Don't do to the other what the other doesn't want you doing to him/her/
it.  (exception: little child, irresponsible or comatose people, etc.)

You're equating little children with irresponsible and comatose
people? I reject that equivocation.

Some children are more responsible than some adults.

All (non-comatose) children are capable of rational thought where
comatose people aren't.

Not sure I believe in any "real" interpretation of such kind of
prose.

Why not?

I was too quick.

I do believe in a "real interpretation" for that kind of prose.

But that's exactly the reason why I am quite skeptical about the idea
that someone can tell me which one it is.

You choose which one is right based on which ideas you agree with. If
you have no criticisms of an idea, you label it as truth.

?
Even if that is true, spreading a truth might actually result in



preventing it to be recognized.

Whats your argument for that?

Like above. "we" are involved, and some truth can only be found in or
by ourselves, so a good critics can not only fail, but can result in
3000 years more long hiding of that truth.

But, your argument assumes that the person was already aware of all
the ideas presented by the other person. I have said some things new
to Ismail. And he has said some things new to me.

Even if neither of us changed our views, after having heard these new
ideas, later, when we think about our arguments again, we can remember
these new ideas. That might lead to changing our views.

So yes each person decides truth for themselves. But, if in the future
Ismail decides that the truth is that Allah doesn't exist, it might be
because I presented him with some ideas that helped him do that. But
without our discussion, its not possible for him to decide to change
his mind using my ideas (because I didn't give them to him).

In the machine spiritual field, we can find rational reason why
sometimes a rational correct reason about a truth will, when
communicated to some collection of machines, make that truth
inaccessible for those machines.

No angle. I am explaining the real
interpretations with the context that the Quran is fake and that

Allah
doesn't exist.



Allah does not exist?

Now you look like a radical who seems to have a so clear notion of
Allah that you can say that it does not exist.

Truth is conjectural truth. I have no criticisms of my idea that God
does not exist. Because I don't have criticisms of my idea, I label it
as truth.

OK. We have a vocabulary problem. For me truth is true by definition.

= objective truth.

What you call truth is what I call belief.

= conjectural truth.

Let us keep this in mind to
avoid future misunderstanding.
I have seen in your blog that you criticize the classical theory of
knowledge, and I can follow you, as you are not using the terms in the
sense I am using them (I use the standard term for the many
philosophers  of mind, or analytical). I disagree with many use of
vocabulary on this list, to be franc.

To say that God does not exist might be criticized, as you never know
to who you talk, nor really who you are, if you look into it. It is
already a form of elimination of possible person. I guess you don't
believe in fairy tales, but why not remain open of what can be beyond
the fairy tale, as we have not yet understood many things around us.

I am open to the God idea. I'm ready for anyone to tell me their God
explanation. I've heard Islam's God explanation. I've heard your God
explanation (note that I asked you for that explanation). I've heard
many others. I have criticisms of all of them (meaning they are
refuted). And I'm still ready to hear more God explanations.



And what about Jehovah, and Ganesh ?

And the physical universe? (in the aristotelian sense).

You begin to talk like if you knew the truth, which is my criteria
for

the fake prophet.

How do you suppose that I talk?

By using your opinion, and harboring doubt, especially with a term
like "God", used in *many* different senses.

I don't understand. What about my language (and/or ideas) should I
change? (and what problem is that solving?)

I'm not judging people. I'm judging ideas. The idea of (blindly)
following social roles is objectively bad because it routinely causes
hurt.

Not necessarily in the whole picture. As social animal with gene/meme
like "the boss is right", which is still the prevalent mode of
thought, following social roles can help some people to just survive.
Now the frontier between laws, influence (conscious, less conscious),
genes, memes of all sorts, and social roles is very complex. A
cancerous cell is a cell which stop to follow its social roles, also.

Note: I see just your "(blindly)". I am OK then, but it makes your
point much weaker.

Getting married because society expects you to is blindly following



social roles.

Thinking at the place of others (unless very young child) is bad.

Thinking in the place of others (including very young child) is bad.

Would you let a two month old baby putting his fingers in an
electrical plug?

I'd purchase baby friendly electric socket protectors.

Or let him drink all by itself?

Are you saying that the kid has a preference of being alone while drinking?

Note that you said "thinking in place of". If the child has a
preference, the parent shouldn't disregard that preference.

http://www.allvoices.com/contributed-news/12986758-signs-how-president-
obama-damages-israel

For the point that we contribute to the anti-democracy radicals,
just

look at the oil politics, and the fact that we are ally with the
saoudis, for special oil interests, and this up to the point of

having
let them teach Islam in many democratic countries, despite we know
that it is literal, radical and violent.

Ah yes. I agree. Was it intentional though?

http://www.allvoices.com/contributed-news/12986758-signs-how-president-obama-damages-israel


I don't know.

Does American politics
know the dynamics of Islam to understand this?

They have enough idea to distinguish the level of non-democracies.
It was forgivable for strategic reason during the cold war. But they
have continued since for private interest.

Already stopping the perpetual lies and brainwashing on hemp could
have help here. Hemp was the competitor of wood, steel, and petrol,
and has been made illegal only for that reason, as we have plenty of
evidences today.

Unscrupulous stupidity can last one year, but after 75 years, you know
that the bad guy knows he is bad.

But I suggest people read the paper, as it shows convincingly that
Obama sides systematically with the most radicals people there, and
not just for petrol. After he signed the NDAA bill, which is a
confession of terrorism, I begin to fear much more the

"establishment"
than the "terrorists". Obama confirmed my feeling that drug
prohibition has only been a Trojan horse for criminals to take

power.
In that sense the war on drug is a total success, apparently.

The human right have to be applied on all people, terrorists and
serial killers alike, if not there is no more human right at all. I
can accept exception in war, not in peace. The war on terror

(which is
a nonsense already) appears to be as fake as the war on drugs. Those



are war against imaginary or special purpose built enemy to hide
their

stealing of the people (they steal their right and money, since
long).

Obama is against Israel (read that paper), and Obama is against
democracy (read the 2012 NDAA notes). This go often together.
The supreme court rules out the NDAA as being anti-constitutional,

so
there is some hope, but for how long?

I see you remain mute on this.

You said that you're not sure if it was intentional. So what would we
be talking about? We'd be guessing at one's motive. Thats a lot more
difficult than the main topic of this discussion. It also requires
much more information that presented here, I think.

-- Rami



From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Essay on Artificial Intelligence
Date: October 7, 2012 at 8:18 PM

On Oct 3, 6:57 pm, David Deutsch <david.deut...@qubit.org> wrote:
An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

and an abridged version has appeared in The Guardian:

http://gu.com/p/3aznk

(Note that where I remark that it's racist to discriminate between carbon- and 
silicon-based intelligences, The Guardian has unfortunately added scare 
quotes, changing it to "racist" -- thus pretty much reversing the meaning of my 
remark.)

-- David Deutsch

The article helped me understand lots more of BoI chapter 7. I'm
especially interested in the connection between AGI and education.
Could it be that those who study how children construct models will
have the most important insights into the programming of a true AGI?
Is anyone working in this direction currently? What do we know about
how children first use conjecture and (internal) criticism to make
sense of the world?

I remember many times in my life when I've been dozing off - and I'm
ashamed to admit that at least once it was in a quantum mechanics
class - and while just slipping under my brain came up with the most
fabulous connections that I'd never before considered. Then when I
snapped back awake I realized those connections were nonsense.
Similarly, dreams often seem to make perfect sense until we wake up
and sometimes can't even describe the connections in our dreams, let
alone criticize them. Those that we can describe are almost always
gobbledygook.

Could it be that our brains are essentially random connection-makers,
and that during most of our waking hours we use internal criticism to

http://goo.gl/CD93I
http://gu.com/p/3aznk


block out those mostly nonsensical connections? And only when we're
asleep or falling asleep that the critical filter relaxes? If so,
could the first step in creating an AGI be a program that generates
novel connections among disparate ideas? Easy or hard as that first
step might be, I'd guess that step two is a lot harder - programming
the filter that throws away almost every one of those connections, but
somehow keeps the few that are worth studying further.

I'd be very interested in reading more. Are there researchers in AGI
that have made any progress in the direction Professor Deutsch
suggests? Or, alternatively, are there cognitive researchers who've
made any progress in learning how children become knowledge-creators?



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Essay on Artificial Intelligence
Date: October 7, 2012 at 8:28 PM

On Sun, Oct 7, 2012 at 7:18 PM, steve whitt <smwhitt@gmail.com> wrote:

On Oct 3, 6:57 pm, David Deutsch <david.deut...@qubit.org> wrote:
An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

and an abridged version has appeared in The Guardian:

http://gu.com/p/3aznk

(Note that where I remark that it's racist to discriminate between carbon- and 
silicon-based intelligences, The Guardian has unfortunately added scare 
quotes, changing it to "racist" -- thus pretty much reversing the meaning of my 
remark.)

-- David Deutsch

The article helped me understand lots more of BoI chapter 7. I'm
especially interested in the connection between AGI and education.
Could it be that those who study how children construct models will
have the most important insights into the programming of a true AGI?

I think that studying how Newton and others created their theories is
better for that purpose.

Is anyone working in this direction currently? What do we know about
how children first use conjecture and (internal) criticism to make
sense of the world?

Same as adults.

We are presented with situations. We create theories to understand
those situations. Then later we are presented with more situations.

http://goo.gl/CD93I
http://gu.com/p/3aznk


Some of these contradict our previously-created theories. So then we
change our theories (by guessing new ones) in order to be consistent
with the new situations and the old ones. And by guessing new ones I
mean that we could make a small change to an old theory (rather than
scrapping old theory completely).

I remember many times in my life when I've been dozing off - and I'm
ashamed to admit that at least once it was in a quantum mechanics
class - and while just slipping under my brain came up with the most
fabulous connections that I'd never before considered. Then when I
snapped back awake I realized those connections were nonsense.
Similarly, dreams often seem to make perfect sense until we wake up
and sometimes can't even describe the connections in our dreams, let
alone criticize them. Those that we can describe are almost always
gobbledygook.

Could it be that our brains are essentially random connection-makers,

It is random to some degree.

and that during most of our waking hours we use internal criticism to
block out those mostly nonsensical connections?

Yes.

And only when we're
asleep or falling asleep that the critical filter relaxes?

And while high on marijuana and other drugs. And while sleep deprived
or very hungry.

If so,
could the first step in creating an AGI be a program that generates
novel connections among disparate ideas?



Not sure if it would be the first step, but yes AGI needs to create
new ideas by making connections with existing ideas.

Easy or hard as that first
step might be, I'd guess that step two is a lot harder - programming
the filter that throws away almost every one of those connections, but
somehow keeps the few that are worth studying further.

I don't know how hard that would be. Its a matter of creating a
function that determines the consistency between 2 ideas. Sounds so
vague. Maybe it is really hard to do.

I'd be very interested in reading more. Are there researchers in AGI
that have made any progress in the direction Professor Deutsch
suggests?

Are there any Popperian AGI researchers?

Or, alternatively, are there cognitive researchers who've
made any progress in learning how children become knowledge-creators?

Are there any Popperian cognitive researchers?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Destructivist <deductivist@yahoo.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: [BoI] Re: Epistemology, how to know an explanation is good or bad
Date: October 8, 2012 at 12:41 AM

On Tuesday, September 25, 2012 8:32:23 AM UTC-6, Rami Rustom wrote:

http://www.curi.us/515

Epistemology

We reject theories for being bad explanations (of reality), and accept
theories for being good ones. How do we know which are which?

The following properties make theories better:
- says more (deeper)

i.e. explains more situations

And the more it says, the more it contradicts. If the idea in question is
that "Sarah is a human being" then it excludes from being true that "Sarah
is an alien", "Sarah is a frog", "Sarah is a transcendent spirit-being",
"Sarah is a number", etc etc. This is why preferring good explanations also
implies that we should prefer maximally falsifiable theories in science.

The more observation-type statements that a theory contradicts, the greater
the risk it takes of getting falsified in the event that we create and
accept one of those observation-type statements.

By 'deeper', I think he's referring to deeper in the hierarchy of
universality, which I imagine to be constructed like an enormous Venn
diagram. The deeper explanations belong to the larger and more inclusive
circles/sets.

- simpler

 As DD said in BoI, it's not bare simplicity that we're after, otherwise
"God did it" would be a remarkably simple and therefore attractive option

http://www.curi.us/515


in all situations where an explanation is sought. The simplicity of an
explanation is a* byproduct* of being a good explanation, not a desirable
feature in its own right.

If you remember, in BoI, DD says that once we have an explanation, it
always raises new problems. One of them is: What does having component C in
explanation E explain? We want explanatory knowledge *in general*,
including explanations for the content within other explanations. So if C
doesn't explain anything, it creates a problem by conflicting with our
desire for ever-greater explanatory content. We can dissolve that problem
by rejecting E, and substituting it with a version of E that has C removed.
This, in turn, simplifies E. So you can see how preferring explanatory
content has the side effect of simplifying theories, or making it *seem*like we're 
selecting for simpler theories.

- explains what it purports to

This one is a bit more confusing. I don't want to say that explanations
'purport' to explain anything. I'm likely wrong in my views about this,
because I have far less refined epistemological theories than Mr. Temple
and DD, and Mr. Forrester, as well as several others here. So take my view
with a grain of salt, as they say. But I'll give you my thoughts anyway:

Scientific explanations can be thought of as explanatory tools (I'm not
advocating instrumentalism here, btw). And like any other tool, they are
good for some class of tasks. But the tool itself can't tell you what tasks
it is for. You can't tell from looking at a hammer that it is good for
driving nails, for instance. For that, you need another tool: an
explanation for what the tool can be used for.

Similarly, I don't think that having a scientific explanation tells you
what problems it is good for. I can imagine a future scenario where
scientific explanations are directly implanted in people's minds. But if
the person doing the implanting doesn't include an explanation that tells
the recipient what the scientific explanation was designed to explain,
it'll just be a sort of free-floating and irrelevant idea.

So I would suggest that good explanations come bundled with *other 
*explanations



about what problems they're for, as well as explanations of those problems
(e.g. a historical account of a problem that existed before the explanation
was invented).

Now, maybe Mr. Temple would say that there's as-yet no way to delineate one
idea from another in a precise way, and when he says things like 'good
explanations explain what they purport to explain', his 'good explanation'
or 'good theory' is what I'd rather refer to as an 'explanation-bundle'. If
so, then the difference is only semantic. But I wouldn't count on that.
There may be a substantial difference in our views.

- bold (exposes itself to refutation by all sorts of observations)

and to criticisms

By simply existing every explanation is exposed to a potential infinity of
criticisms (e.g. absurd criticisms like "This explanation doesn't involve
glitter-covered walruses. Fuck it!"). So does that mean every explanation
is bold? I don't think so.

A theory is bold when it exposes itself to* serious *criticisms. Nobody is
going to reject the Standard Model of particle physics because it doesn't
mention glitter-covered walruses, but we may very well reject it if we
discover something in a particle accelerator experiment.

And by '*serious* criticisms' I mean criticisms that are themselves good
explanations. We can guess that in some domains of knowledge, good
explanations are about to be created. For example, I think that we will
develop good observation-type explanations about astronomical objects and
processes in the future, because we're going to keep exploring space with
our telescopes and other instruments. So this means that theories in
astronomy can be bold, because they can assert stuff that's about to be
either consistent or inconsistent with some good explanations that are
in-the-works, and bound to make their debut soon.

- supported by good arguments



But the explanation *is* an argument. Is it useful to say that the
explanation has explanations within it and that those component
explanations should be good too?

I can agree that arguments are a species of explanation, but not that all
explanations are arguments. The usual purpose of an argument is to explain
what problems some particular explanation solves (which may cause someone
to adopt that explanation, because they don't want to be left unarmed
against those problems). By contrast, an explanation is an attempt at a
description of reality. But what part of reality? You need the argument to
become aware of the explanation's reach.

This happened when people made arguments for thinking that the logic of
evolution was applicable to non-biological things, like our ideas. The
argument pointed to a specific explanation we had, and said "It's good for
this too...."

The following properties make theories worse:
- contains unexplained complications
- is not consistent with some observation

But its the interpretation of the observation that does or does not
contradict the explanation. And the interpretation is theory-laden,
and thus could be a false interpretation.

An observation is not a sensory experience nor perception. It's not the
thing being interpreted. The observation *is* an interpretation. It *is* a
theory. It's not just theory*-laden*. This is confusing (it was for me),
because when many non-Popperians use the word 'observation', they are
talking about perceptions, not a theory *about *their perceptions.

Experience *is* theory-laden in the sense that we're always applying
theories to it in order to account for it. Observing (the formation of
observation-theories) is just creativity set to the task of making a
particular class of theories called *singular existential statements* -
usually in order to account for our experiences, but not always (this is
comparatively rare, and I think it deserves a different name).



One way to think about the theory-ladenness of experience is by pretending
that you are the Terminator. In the Terminator films, from the Terminator's
point of view, the world is reddish, and lots of information is constantly
popping up in his field of view, like data on a heads-up display. He is
having stuff pointed out by his software, it's identifying stuff, comparing
stuff, etc. (watch from 1:13 onward:
http://www.youtube.com/watch?v=P00PhQ1yLno to see what I'm referring to).
This is all theory. We do something similar, except without the fancy
graphics. When we look at a basketball, we immediately classify the object
as a 'sphere', and attribute to it all sorts of properties, like
bounciness. None of those properties we attribute to the ball come from our
experience - we supply them *to* the experience the way the Terminator's
software supplies identifying information, jacket size/compatibility, and
motorcycle models in that video clip.

But that's a bit of a digression. Observations, like all other theories,
can be false. When one is false, but we think it's true, we can make the
mistake of using it to falsify an explanation. But that's OK, because
observations are testable theories, so we don't have to stay mistaken.
There are examples of this in daily life:

You come home to your wife, and she flips out because you have lipstick on
the collar of your shirt. She has created an observation-theory which
amounts to 'The lipstick on my husband's collar was left there by a woman
he cheated on me with'. But this is a testable theory, so you can get to
the bottom of this. You do a little thinking about how you could've gotten
lipstick on your collar. You remember the other day that your daughter was
playing with her mother's lipstick just before dinner. Maybe she wiped her
mouth with your shirt. So, you and your wife go and ask your daughter if
that is indeed what happened. She admits to it. You have now falsified your
wife's observation-theory, using yet another observation-theory.

- criticised by good arguments

? Criticized with failed criticism, right?

Remember that he's now talking about what makes a theory bad. If a
criticism failed against a theory, that wouldn't reflect badly on the

http://www.youtube.com/watch?v=P00PhQ1yLno


theory. Having a history of failed criticisms is good for a theory. It
means we've been subjecting it to criticism, rather than just letting it
stagnate in our minds unchallenged.

-- 



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Asking bad questions
Date: October 8, 2012 at 3:22 PM

"What's more important, my joy, or starving children in Africa getting a meal?"

Your joy. You can't help starving children in Africa. Sure you can
give them food. But that won't help them do anything more than solve
their temporary hunger problem. What they need is to learn how to
solve their own problems. And that means they need good parenting,
good schools, good government infrastructure, etc. And that stuff
doesn't exist right now because in many of those places, there are
gangs fighting the government, killing parents, kidnapping kids and
turning them into child soldiers, and burning farm land (preventing
people from earning a living).

I think the main reason this question is stupid is because it means
nothing without more context.

My joy isn't "more important" than starving kids in Africa getting a
meal.  Those kids would (rightly) disagree with such a sentiment.

But my joy should be something *I* care about.  It's more important in
the context of "What should I spend time on?"

Except "my joy" is also super vague.  What do I find joyful?  Maybe I
would get joy from going to Africa and feeding kids.  Maybe I would
get joy from going to Africa and *killing* kids.  What are "my" values
in this question, and are they good?  We have nothing to go on.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Consequentialism and Deontology
Date: October 8, 2012 at 9:43 PM

http://www.curi.us/411

There are two bad philisophical ideas called Consequentialism and Deontology. 
The first means judging moral theories, based on their consequences. The 
second, means judging moral theories, based on principles.

One wonders how one is supposed to judge consequences without having any 
principles to judge them on.

And one wonders how one is supposed to decide what principles are good, 
without thinking about their consequences.

I get the first 2 ideas. But I don't get this:

Also, in the limit, the two approaches are convergent.

Limit of what approaching what?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://www.curi.us/411
http://ramirustom.blogspot.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: [BoI] Nelson Goodman on induction
Date: October 8, 2012 at 9:53 PM

I believe this is from "Fact, Fiction and Forecast" by Nelson Goodman:

http://www.pitt.edu/%7Ejdnorton/teaching/1702_jnrsnr_seminar/docs/goodman.pd
f

Goodman starts out with a dismissal of attempts to justify induction relative to any 
kinds of axioms or first principles. He says that an induction is OK if it 'conforms 
to the rules of induction,' and that the rules of induction are OK because they've 
evolved to be consistent with reality - "if a rule yields inacceptable inferences, we 
drop it as invalid." He calls it "virtuously circular" and characterises the 
justification of induction not as something that would be a one-off proof but 
instead as an ongoing process of improvement and harmonization. (This seems 
nice to me; it looks like a throwing-out of justificationism and saying "go with what 
we presently think works until someone points out a problem" instead).

Next he begins to examine the 'rules of induction' as they stood at the time of 
publication (1955). First he talks about work by Hempel which is trying to figure 
out formal rules of inductive inference, similar to the rules of deductive inference: 
in deduction, an example of one of the rules is that if "a" and "b" are true then 
you're allowed to say that "a and b" is true; Hempel is/was trying to figure out, if 
"a" and "b" are true, what you are allowed to *induce* is true.

Then he says that Hempel's rules won't be sufficient; that whether a statement 
confirms another depends on the content of the statement, and Hempel's rules 
don't consider content. He introduces a criterion of 'lawlikeness' - a statement that 
refers to some particular parochial thing is not lawlike and so cannot be used for 
inductive inference, while a statement that *is* lawlike is OK to be generalized 
and used elsewhere.

He observes that in deciding whether something is lawlike or not we "make tacit 
and illegitimate use of information outside the stated evidence: the information, 
for example, that different samples of one material are usually alike in 
conductivity, and the information that different men in a lecture audience are 
usually not alike in the number of their older brothers," though he totally ignores 
his own use of the word 'usually' in both statements, and doesn't explore the 
nature of the external information further (which might have led him to the idea of 
explanation). Instead he says that not even 'smuggling in' this extra information is 

http://www.pitt.edu/%7Ejdnorton/teaching/1702_jnrsnr_seminar/docs/goodman.pdf


enough to tell us whether any one observation is parochial or not, and thus 
whether it can be used as confirmation or not.

He finishes by saying that the new problem is distinguishing between ideas that 
are 'projectible' (which can be used to confirm other things) and ideas that are 
not.

Reading elsewhere 
(http://www.princeton.edu/~grosen/puc/phi203/goodman.html), it looks like he 
later went on to posit a solution similar to his earlier thing about justifying the 
rules of induction: he says an idea is projectible if it only involves 'entrenched' 
properties, i.e. properties that we have had in our culture for a long time and 
consider not to be parochial. Again, this is kind of a nice evolutionary approach to 
the problem, but it makes it impossible to use induction to reason about ideas 
until they've become entrenched, and thus we must have some other way of 
reasoning about ideas until that happens, and if that other way of reasoning is 
good enough to ensure that only the right ideas are getting entrenched, then 
induction is superfluous at best (and may be this other way of reasoning in 
disguise, at worst).

- Richard

-- 

http://www.princeton.edu/~grosen/puc/phi203/goodman.html


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] If two people mostly agree about epistemology, then...
Date: October 8, 2012 at 9:56 PM

http://www.curi.us/405

Here's a theory: if two people mostly agree about epistemology, this will allow 
them to agree to a large extent in all other spheres.

Yes.

But, are you sure that if two people have the wrong epistemology, like
JTB, then they will agree to a large extent in all other spheres? I
think no, because they will choose different stuff (that conflict with
each other) as their justifications.

When I started here, I read something on this forum to the effect of
"Two rational people will always reach agreement (given enough time)."
I think this idea says that the two people hold the same epistemology
AND that they don't have the wrong epistemology (e.g. JTB).

They will be able to agree what should be uncontroversial, and about many 
forms of criticism. They will agree on what facts are reasonable to believe, even 
if they choose differently. When there is a continuum of positions on a subject, 
even if they do not agree about quite what the right spot is, they will be able to 
understand why the other is further in whatever direction, and agree that each is 
being reasonable, even if perhaps mistaken. Why reasonable, if wrong? 
Because they will know that their arguments for the specific place on the 
continuum, are not so uncontroversial and precise as to necessitate reasonable 
people to agree.

My current view is that the worst type to person to try and talk to about serious 
stuff, is not the one with some bad moral theories, but rather the one with bad 
epistemic theories. (Note that a certain minimum morality is required to hold a 
good epistemology, so moral inverters are not gonna pass my epistemic 
criterion. Mainly what's required for good epistemology, is valuing truth-seeking, 
or something along those lines. And note that valuing means people without 
values are out.)

http://www.curi.us/405


-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Asking bad questions
Date: October 8, 2012 at 9:59 PM

On 10/8/2012 8:22 PM, Dan Frank wrote:
"What's more important, my joy, or starving children in Africa getting a meal?"

Your joy. You can't help starving children in Africa. Sure you can
give them food. But that won't help them do anything more than solve
their temporary hunger problem. What they need is to learn how to
solve their own problems. And that means they need good parenting,
good schools, good government infrastructure, etc. And that stuff
doesn't exist right now because in many of those places, there are
gangs fighting the government, killing parents, kidnapping kids and
turning them into child soldiers, and burning farm land (preventing
people from earning a living).

I think the main reason this question is stupid is because it means
nothing without more context.

Is it the case that *all* questions of the form "Which is more important, X or Y?" 
are either:

A) lacking in context to the extent of being pointless

or

B) in a context that makes the question equivalent to "Which course of action 
should I take, the one that achieves/benefits X or the one that achieves/benefits 
Y?"

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Asking bad questions
Date: October 8, 2012 at 10:10 PM

On Oct 8, 2012, at 6:59 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/8/2012 8:22 PM, Dan Frank wrote:
"What's more important, my joy, or starving children in Africa getting a 
meal?"

Your joy. You can't help starving children in Africa. Sure you can
give them food. But that won't help them do anything more than solve
their temporary hunger problem. What they need is to learn how to
solve their own problems. And that means they need good parenting,
good schools, good government infrastructure, etc. And that stuff
doesn't exist right now because in many of those places, there are
gangs fighting the government, killing parents, kidnapping kids and
turning them into child soldiers, and burning farm land (preventing
people from earning a living).

I think the main reason this question is stupid is because it means
nothing without more context.

Is it the case that *all* questions of the form "Which is more important, X or Y?" 
are either:

A) lacking in context to the extent of being pointless

or

B) in a context that makes the question equivalent to "Which course of action 
should I take, the one that achieves/benefits X or the one that achieves/benefits 
Y?"

No.

Now that I've answered your question, have you learned anything? If not, maybe 
it was a bad question.

If your followup question is "Why not?" that is a bad question too. What it does is 
focus the discussion on the edge cases instead of on the explanation that's way 
more important to know than its edge cases are. The reason this is happening is 



the emphasis on figuring out whether *all* cases fit a pattern -- which depends 
mostly on a discussion of possible edge cases. What you could have done 
instead is ask about the pattern itself and how and why it works. Then once you 
had an explanation you could figure out edge cases yourself if you cared.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Re: Essay on Artificial Intelligence
Date: October 8, 2012 at 10:29 PM

On Sunday, October 7, 2012 2:25:56 PM UTC-7, David Deutsch wrote:

On 7 Oct 2012, at 22:21, Jason <auv...@gmail.com <javascript:>> wrote:

On Wednesday, October 3, 2012 3:57:12 PM UTC-7, David Deutsch wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

The article doesn't directly mention the simulation approach to AGI. There
have been reports of a "simulated a mouse's brain..." and a "simulated a
cat's brain...". (1) The obvious end goal of such research is to enable us
to create a viable "simulated human's brain..." There have also been
criticisms of what has actually been accomplished in these endeavours so
far. (2) It is not my intent to address those criticisms here.

Regardless of the assessment of the current state of brain simulation
technology, I don't have any criticism for the ultimate feasibility of the
approach. David's article also hints at this at the end, in stating that
the core technology for intelligence must be encoded in the DNA differences
between chimps and humans. At the lowest level of abstraction, if we were
to create a DNA and molecular/cellular biology simulator of sufficient
fidelity, and load it with the human DNA sequence, then it seems to me that
in due time we'd indeed end up with a viable simulated human brain (along
with a simulated human body, of course). "Due time" at the molecular level
of simulation is currently far too long for the lifespan, let alone
patience, of researchers even with today's fastest computers. As a result,
current research starts at much higher levels of abstraction than molecular
biology. Perhaps success with the simulation approach will not be achieved
until we are able to simulate at the molecular level with sufficient speed.

A simulated human brain grown from DNA simulated at the molecular level
would have to learn just as physical human brains do. It would raise all of

http://goo.gl/CD93I


the ethical considerations pointed out in David's essay. While creating it
would be an enormous opportunity for us to learn, success would not
necessitate that we actually understand the mechanism behind human
intelligence. We very well might end up creating an AGI in the form of a
functional simulated brain that we know no more of consequence about than
our own brains. The utility of creating such an AGI is substantially more
dubious than the creation of an AGI by means other than simulation. However
it is regarded by some, myself included, as a surer approach so long as we
lack better ideas.

This approach would seem to be in neither the "impossible" nor the
"imminent" AGI camps mentioned in the article. It doesn't require any
fundamental breakthroughs in philosophy, but due to computational speed the
success of the approach may still be a ways off.

A downloaded human would not be an AGI. It would not be artificial but a
naturally-occurring person, just with a prosthetic brain.

Remember, an AGI is a *program*.

A simulation as I'm referring to is not a downloaded human with a
prosthetic brain. Using the lowest level of abstraction (which may or may
not prove necessary) it would be an entirely new person that has never
before existed, grown completely virtually starting with the simulation of
a single cell embryo having a human DNA sequence.

The "Artificial" in the AGI program in this case can be thought of as a
machine code DNA interpreter (though in actuality it would need to be more
than just that) using the pre-existing human DNA sequence as input. The
simulator in effect translates the biological DNA program from the human
genome, step by step, into machine code. As it executes a new functioning
virtual human brain is built. However, this doesn't necessarily represent
the creation of any new knowledge about intelligence or the creation of a
non-human program that has intelligence.

Whether or not this approach would be valuable depends on why you're trying
to create an AGI in the first place. As such, I suppose, whether or not you
consider it sufficiently "artificial" depends on that as well.



A simulation would have attributes like hardware independence,
duplicability, I/O control, reversibility, and transparency that are
commonly associated with other AGI approaches.

On the other hand, if what you're after from your AGI is the creation of an
intelligence that's different in some fundamental way from that of humans,
a simulation doesn't automatically enable you to do that sort of thing. For
example, if you're trying to create an intelligence with absolutely no
emotions, or one that didn't suffer from any of the cognitive biases humans
typically suffer from, or with infinite productive run time, the simulation
approach isn't likely to help much.

Also, it's almost certainly going to be quite an inefficient approach in
terms of size and power consumption compared with an AGI that was
specifically designed for the hardware it's running on. For that reason
it's hard to imagine it ever being an economical replacement for physical
humans.

I do think the simulation approach merits consideration, or perhaps an
explanation as to why you consider it uninteresting since much of what is
commonly thought of as AGI effort is being made around these "mouse's
brain" and "cat's brain" type simulations which, philosophically, occupy
the same idea space as a DNA-level simulation.

--Jason

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Asking bad questions
Date: October 9, 2012 at 5:08 AM

On 9 Oct 2012, at 03:10, Elliot Temple <curi@curi.us> wrote:

On Oct 8, 2012, at 6:59 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/8/2012 8:22 PM, Dan Frank wrote:
"What's more important, my joy, or starving children in Africa getting a 
meal?"

Your joy. You can't help starving children in Africa. Sure you can
give them food. But that won't help them do anything more than solve
their temporary hunger problem. What they need is to learn how to
solve their own problems. And that means they need good parenting,
good schools, good government infrastructure, etc. And that stuff
doesn't exist right now because in many of those places, there are
gangs fighting the government, killing parents, kidnapping kids and
turning them into child soldiers, and burning farm land (preventing
people from earning a living).

I think the main reason this question is stupid is because it means
nothing without more context.

Is it the case that *all* questions of the form "Which is more important, X or Y?" 
are either:

A) lacking in context to the extent of being pointless

or

B) in a context that makes the question equivalent to "Which course of action 
should I take, the one that achieves/benefits X or the one that 
achieves/benefits Y?"

No.

Now that I've answered your question, have you learned anything? If not, maybe 
it was a bad question.



If your followup question is "Why not?" that is a bad question too. What it does 
is focus the discussion on the edge cases instead of on the explanation that's 
way more important to know than its edge cases are. The reason this is 
happening is the emphasis on figuring out whether *all* cases fit a pattern -- 
which depends mostly on a discussion of possible edge cases. What you could 
have done instead is ask about the pattern itself and how and why it works. 
Then once you had an explanation you could figure out edge cases yourself if 
you cared.

I think I understand. Here is my claim about the pattern:

Whenever anyone asks which of X and Y is more important, they always
have some (possibly unstated) reason for asking; that reason is that
they're trying to decide what to do in some situation, and knowing
which of X and Y is more important will help them choose between
alternate courses of action (between actions that support/achieve X
and actions that support/achieve Y).

If so, the question is a mistake because if they think both X and Y
are important then they should be trying to find a
common-preference-style course of action that supports/achieves both,
instead of coercing themselves to act on one over the other.

- Richard



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Asking bad questions
Date: October 9, 2012 at 5:36 AM

On Tue, Oct 9, 2012 at 2:08 AM, Richard Fine <richard.fine@gmail.com> wrote:
On 9 Oct 2012, at 03:10, Elliot Temple <curi@curi.us> wrote:

On Oct 8, 2012, at 6:59 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/8/2012 8:22 PM, Dan Frank wrote:
"What's more important, my joy, or starving children in Africa getting a 
meal?"

Your joy. You can't help starving children in Africa. Sure you can
give them food. But that won't help them do anything more than solve
their temporary hunger problem. What they need is to learn how to
solve their own problems. And that means they need good parenting,
good schools, good government infrastructure, etc. And that stuff
doesn't exist right now because in many of those places, there are
gangs fighting the government, killing parents, kidnapping kids and
turning them into child soldiers, and burning farm land (preventing
people from earning a living).

I think the main reason this question is stupid is because it means
nothing without more context.

Is it the case that *all* questions of the form "Which is more important, X or 
Y?" are either:

A) lacking in context to the extent of being pointless

or

B) in a context that makes the question equivalent to "Which course of action 
should I take, the one that achieves/benefits X or the one that 
achieves/benefits Y?"

No.

Now that I've answered your question, have you learned anything? If not, 
maybe it was a bad question.



If your followup question is "Why not?" that is a bad question too. What it does 
is focus the discussion on the edge cases instead of on the explanation that's 
way more important to know than its edge cases are. The reason this is 
happening is the emphasis on figuring out whether *all* cases fit a pattern -- 
which depends mostly on a discussion of possible edge cases. What you could 
have done instead is ask about the pattern itself and how and why it works. 
Then once you had an explanation you could figure out edge cases yourself if 
you cared.

I think I understand. Here is my claim about the pattern:

Whenever anyone asks which of X and Y is more important, they always
have some (possibly unstated) reason for asking; that reason is that
they're trying to decide what to do in some situation, and knowing
which of X and Y is more important will help them choose between
alternate courses of action (between actions that support/achieve X
and actions that support/achieve Y).

Except this still isn't right.  In the actual case above, people that
ask that question aren't typically choosing between actions that will
achieve joy for them or *food for kids in Africa*.

The context is more like: people are starving in Africa, so does that
mean I should feel bad and deny myself stuff, or am I allowed to buy
an iPod and enjoy my life?



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Asking bad questions
Date: October 9, 2012 at 5:39 AM

On 9 Oct 2012, at 10:36, Dan Frank <danjfrank@gmail.com> wrote:

On Tue, Oct 9, 2012 at 2:08 AM, Richard Fine <richard.fine@gmail.com> wrote:
On 9 Oct 2012, at 03:10, Elliot Temple <curi@curi.us> wrote:

On Oct 8, 2012, at 6:59 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/8/2012 8:22 PM, Dan Frank wrote:
"What's more important, my joy, or starving children in Africa getting a 
meal?"

Your joy. You can't help starving children in Africa. Sure you can
give them food. But that won't help them do anything more than solve
their temporary hunger problem. What they need is to learn how to
solve their own problems. And that means they need good parenting,
good schools, good government infrastructure, etc. And that stuff
doesn't exist right now because in many of those places, there are
gangs fighting the government, killing parents, kidnapping kids and
turning them into child soldiers, and burning farm land (preventing
people from earning a living).

I think the main reason this question is stupid is because it means
nothing without more context.

Is it the case that *all* questions of the form "Which is more important, X or 
Y?" are either:

A) lacking in context to the extent of being pointless

or

B) in a context that makes the question equivalent to "Which course of 
action should I take, the one that achieves/benefits X or the one that 
achieves/benefits Y?"

No.



Now that I've answered your question, have you learned anything? If not, 
maybe it was a bad question.

If your followup question is "Why not?" that is a bad question too. What it 
does is focus the discussion on the edge cases instead of on the explanation 
that's way more important to know than its edge cases are. The reason this is 
happening is the emphasis on figuring out whether *all* cases fit a pattern -- 
which depends mostly on a discussion of possible edge cases. What you 
could have done instead is ask about the pattern itself and how and why it 
works. Then once you had an explanation you could figure out edge cases 
yourself if you cared.

I think I understand. Here is my claim about the pattern:

Whenever anyone asks which of X and Y is more important, they always
have some (possibly unstated) reason for asking; that reason is that
they're trying to decide what to do in some situation, and knowing
which of X and Y is more important will help them choose between
alternate courses of action (between actions that support/achieve X
and actions that support/achieve Y).

Except this still isn't right.  In the actual case above, people that
ask that question aren't typically choosing between actions that will
achieve joy for them or *food for kids in Africa*.

The context is more like: people are starving in Africa, so does that
mean I should feel bad and deny myself stuff, or am I allowed to buy
an iPod and enjoy my life?

Isn't the implication usually not that you should just deny yourself
the stuff, but that you should go and give your iPod money to charity
or something instead?

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Asking bad questions
Date: October 9, 2012 at 5:45 AM

On Oct 9, 2012, at 2:39 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 9 Oct 2012, at 10:36, Dan Frank <danjfrank@gmail.com> wrote:

On Tue, Oct 9, 2012 at 2:08 AM, Richard Fine <richard.fine@gmail.com> 
wrote:

On 9 Oct 2012, at 03:10, Elliot Temple <curi@curi.us> wrote:

On Oct 8, 2012, at 6:59 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/8/2012 8:22 PM, Dan Frank wrote:
"What's more important, my joy, or starving children in Africa getting a 
meal?"

Your joy. You can't help starving children in Africa. Sure you can
give them food. But that won't help them do anything more than solve
their temporary hunger problem. What they need is to learn how to
solve their own problems. And that means they need good parenting,
good schools, good government infrastructure, etc. And that stuff
doesn't exist right now because in many of those places, there are
gangs fighting the government, killing parents, kidnapping kids and
turning them into child soldiers, and burning farm land (preventing
people from earning a living).

I think the main reason this question is stupid is because it means
nothing without more context.

Is it the case that *all* questions of the form "Which is more important, X or 
Y?" are either:

A) lacking in context to the extent of being pointless

or

B) in a context that makes the question equivalent to "Which course of 
action should I take, the one that achieves/benefits X or the one that 
achieves/benefits Y?"



No.

Now that I've answered your question, have you learned anything? If not, 
maybe it was a bad question.

If your followup question is "Why not?" that is a bad question too. What it 
does is focus the discussion on the edge cases instead of on the 
explanation that's way more important to know than its edge cases are. The 
reason this is happening is the emphasis on figuring out whether *all* cases 
fit a pattern -- which depends mostly on a discussion of possible edge 
cases. What you could have done instead is ask about the pattern itself and 
how and why it works. Then once you had an explanation you could figure 
out edge cases yourself if you cared.

I think I understand. Here is my claim about the pattern:

Whenever anyone asks which of X and Y is more important, they always
have some (possibly unstated) reason for asking; that reason is that
they're trying to decide what to do in some situation, and knowing
which of X and Y is more important will help them choose between
alternate courses of action (between actions that support/achieve X
and actions that support/achieve Y).

Except this still isn't right.  In the actual case above, people that
ask that question aren't typically choosing between actions that will
achieve joy for them or *food for kids in Africa*.

The context is more like: people are starving in Africa, so does that
mean I should feel bad and deny myself stuff, or am I allowed to buy
an iPod and enjoy my life?

Isn't the implication usually not that you should just deny yourself
the stuff, but that you should go and give your iPod money to charity
or something instead?

Before you go giving money to some Africa charity remember that:



1) all charities doing food aid are anti-capitalist idiots. giving money would make 
more sense.

2) aging is the biggest killer worldwide so give your money to SENS instead

3) or, you know, keep your money. it's yours. why did you earn it if not for 
yourself? if you didn't need it for yourself why aren't you retired? if you can't retire 
then why don't you keep the money and invest it? or if you need an iPod even 
more than an investment so you can retire earlier, why sacrifice that?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] God, Education, Epistemology (was: Current situation of Islamic 
societies) BoI Infinity <beginning-of-infinity@googlegroups.com>
Date: October 9, 2012 at 11:33 AM

On Mon, Oct 8, 2012 at 5:50 AM, Bruno Marchal <marchal@ulb.ac.be> wrote:

On 08 Oct 2012, at 02:17, Rami Rustom wrote:

On Oct 7, 2012 2:31 PM, "Bruno Marchal" <marchal@ulb.ac.be> wrote:

On 07 Oct 2012, at 15:27, Rami Rustom wrote:

On Sat, Oct 6, 2012 at 12:45 PM, Bruno Marchal <marchal@ulb.ac.be>
wrote:

On 06 Oct 2012, at 14:28, Rami Rustom wrote:
<snip>

When you say fairy tale and poem you paint a picture of symbolic
references. But in most Quranic verses, there is no symbolic
reference. So the only thing left is literal ideas.

That why they are commented, and must be revised. That is why, as
outsider, we have to encourage modernisation, and not focus on the
literal meaning.

And as Ismail pointed out, that won't work. I'm not sure though.

Nor am I. Most muslims around me have such a modern reading, which
consists in not taking anything literally.

Note that they are considering some parts of the Quran as non-literal
(symbolic), but not all parts. They don't take the idea of praying as
symbolic. Or fasting. Or the reasons for praying and fasting.



I cannot judge the translations, but I don't care because
the primary mistake is in the literal reading. Only laws and math

can
have approximation of literal reading, but even there, as logicians
can argue, a vast spectrum of interpretation is possible.

So you're saying that even your statement that you just wrote can't be
read literally?

Yes. (but don't take this "yes" too much literally :)

I don't think I know what you mean by literal. Did your "yes" mean
something other than "yes"?

and you will not convince, nor
even be listened by Muslims who will just feel being single out.

No. I criticize all punishment for example. Almost the entire
human

population uses punishment in their homes and in government. I
criticize ageism. Again almost the entire human population. I

don't
single out only Islam. That would be bias; non-objective.

OK. Very nice, but this is not transparent in the thread.
My "problem" with your argumentation is that if I was a young and
naïve Muslim I might feel you very clever and think that you are
right, so that may be I should kill infidel.

But, if you think I'm right, you would drop the whole idea of God.



Why?

I meant you (in the hypothetical, not Bruno), and I meant Allah, or
any similar God, that has the whole human destiny, praying, asking
forgiveness, heaven/hell, sins and good deeds stuff.

Or, if I was an old and
reasonable Muslim, I would think, that guy is putting oil on the

fire.
Some mistake cannot be told, and can only be discovered by those who
does them, for irrational emotional pride.

You describe two hypotheticals. Do you think this 3rd hypothetical is
possible: A Muslim reads my Islam criticism and agrees with it and
drops religion altogether?

That would be an invalid step. Unless you mean by religion
"institutionalized religion".

Right. The arguments I've provided here aren't enough for someone to
reject the believe that a supreme being created the Multiverse. My
arguments only focused on Allah and similar God explanations.

Do you think this 4th hypothetical is
possible: A Muslim reads my Islam criticism, disagrees with it, and
then years later something happens in his life which leads him to look
at Islam differently and then he remembers my criticisms and then he
drops Islam?



Why dropping Islam? Why not dropping this or that interpretation of
Islam?

Because my arguments explain that Allah doesn't exist. No heaven, no
hell. Nothing. This is inconsistent with *all* Islam interpretations.

You do a critics on all muslims (or you are introducing a notion of
muslims disbelieving Islam?).

I don't understand. Rephrase?

In my life, I am still
paying a price for having thought that most humans are as rational

as
a ideally correct machines, and this despite the ideally correct
machine made it explicit that some truth cannot be justified,

without
leading to the contrary.

[] x ---> ~x

Those x which are true but cannot be justified, I call them
"Protagorean virtue",

But nothing can be justified. Any idea could be wrong.

But many things can be justified in the context of some idea, which
indeed might be wrong.
Justification exist (but they don't lead to truth necessarily). You
assume []x --> x, when we are precisely in a context where the
opposite can happen ([] w ---> ~x).

Why do you call that justification? Why not call it consistency? If I



believe idea A, and you presented me with idea B, and if B is
consistent with A, then I will believe B. Of course its not that
simple because consider that A is my entire set of ideas. And that I
can't automatically determine the consistency between B and *all* my
ideas.

as this provides a model showing Protagoras
consistent with those ideally correct machine.

As a sympathizer toward neoplatonism, I am open to many
theological

points in the Abramanic religion, and opposed to some other,
but in

each such religion, many different trends exist.

I know also that humans are susceptible, and that many will
defend

ideas in which they don't believe, up to death, for not
showing that

someone particular has made them change their mind. Sin of
pride.

You said "humans are" as though "all humans are", which is false.

Not really. I said "humans are" as though "a lot of humans seem to
be,

imo".

And whats the difference between the two groups of humans?



Their susceptibility.

Consider this (from my blog
http://ramirustom.blogspot.com/2012/09/psychology.html): there is new
research being done about what psychologists call cognitive
dissonance. The theory explains that when people are presented with a
conflict of ideas, like where a new idea conflicts with one’s
worldview, they experience a bad feeling, and so their subconscious
attempts to relieve that bad feeling by rejecting the new idea thus
resolving the conflict. Sometimes that rejection comes in the form of
rationalizing (which means criticizing the new idea with bad
explanations and immediately accepting that explanation as the truth
without criticizing it). The theory presumes that all people
experience this bad feeling, meaning that it is part of human nature.
But that is false. It’s a parochial mistake to generalize to the
entire human population. So what is the qualitative difference between
people that do and people that don’t feel bad when they experience a
conflict of ideas?

To answer that question, consider that cognitive dissonance is
fundamentally no different than any other psychological problem. It’s
about thinking errors. And how are they solved?  In the case of
cognitive dissonance, the error is related to how one thinks about
mistakes and exposing one’s mistakes. The people that experience the
cognitive dissonance effect think that mistakes are bad and that
exposing one’s mistakes is shameful. And the people that don’t
experience it don’t think that way. The reality is that exposing one’s
mistakes is good. They are opportunities to correct one’s mistaken
ideas. And by correcting one’s mistaken ideas, he gets smarter,
becomes a better person, a better parent. A person who knows this
feels great about finding his mistakes, whether he found it or someone
else did. So he doesn’t subconscious try to reject new ideas that
conflict with his worldview.

With

http://ramirustom.blogspot.com/2012/09/psychology.html


a tradition of criticism, humans will not act irrationally as you
describe.

I believe the total contrary. With a "tradition of criticism" you
can

only kill the criticism.

I don't know what that means. Could you rephrase?

When an idea become a tradition, the spirit of the idea dies, if you
want. Tradition kills what is supposed to be transmitted.

I don't see how that makes sense. Say two people live in a place where
criticism is frowned upon (like Syria). They move to America. They
have some kids. Those kids are raised in a society where there is a
tradition of criticism. So the kids adopt the tradition of criticism,
while the parents haven't, and this causes much conflict. Then those
kids have their own kids. These 2nd generation Americans also adopt a
tradition of criticism. And since their parents also have this
tradition of criticism, there is much less conflict.

Example. I have taught in a high school advertizing criticism. There
was a course on criticism. One student made his homework duty for

that
course, and gave a correct description of that course as a subtle
"ideological brainwashing". Result: the teacher gave him a very good
note, as it was judge as a brilliant and courageous critics indeed.
Second result: the course did not change, and the brainwashing

continue.

Did he show you a problem with your course material? Were you
persuaded that it was problematic?



It was not my course. I was not a student of that class either. But I
see the course material, and the student was right, and his idea was
accepted, at least in theory (given the good notes), but not in
practice, as the course did not change.

That is a criticism of education systems. Its a criticism of the idea
of one person "teaches" another person. In this system, the teacher is
an "authority". The university is an "authority". This conflicts with
the way learning works.

It isn't. The worst ratio is in Saudi
Arabia.

So we agree. It is my whole point. The muslims are very
different,

and
the dangerous idea belongs to dangerous minority. That is a

reason
more to try to focus on the danger, and that criticizing the

literal
Quran, might be a bad idea, as it looks like cirticizing all

Muslims
together.

I criticize all mistaken ideas that I notice. Why do you think I
should hide my criticisms?

Because in the self-referential machine-or-human field, some good
ideas (about oneself as an individual or member of a group) can be
understood only by the person itself.

In such a situation, a rationalist has to remain mute, and only hope
the other will get the point by itself, or by God or whatever.



Why wait for hope? Why not provide criticism (assuming the person
wants the criticism)?

Well, in such situation, they don't want to hear, or are not even
capable to hear the criticism.

If one doesn't want to hear my criticism, then its immoral for me to
make him hear it. It should be voluntary.

Which is cool. Sure. But they have also burned woman alive
regularly

since a very long time. Since the British have been there, it
has

become outlawed, but they continue in some part of India. I have
even

read a defense of that practice by a woman which was presdetined
to be

burned, she was proud of it,

So she willing to be burned? This is not the same as not wanting
to be

beaten by your husband but getting beaten anyway.

You are right, if she was really wanting to be burned. Few people
want

that, but if you are brainwashed from the age of two, you might
believe you want that.
But we agree, if someone want to be burned or tortured, no one

should



find this immoral per se. The bad is when you violate a consent.

Don't do to the other what the other doesn't want you doing to him/
her/

it. (exception: little child, irresponsible or comatose people,
etc.)

You're equating little children with irresponsible and comatose
people? I reject that equivocation.

I don't equate them. I just give a list of example where someone can
help someone else in doing some thinking at their place.

Ah you said help. Sure parents should help their children solve their
problems. That help comes in the form of persuasion. The persuasion is
rational discussion. But parent should not override (disregard) the
child's preferences. If parent disagrees with child's behavior, then
parent and child can discuss the behavior and why parent thinks the
behavior is immoral. At no point should parent assume that he is right
(ditto child).

Some children are more responsible than some adults.

I agree.

All (non-comatose) children are capable of rational thought where
comatose people aren't.

Sometimes even comatose people are able to do rational thought.

Ah yes. The part of their brain that controls the body is not working
but their thinking is fine.



Not sure I believe in any "real" interpretation of such kind of
prose.

Why not?

I was too quick.

I do believe in a "real interpretation" for that kind of prose.

But that's exactly the reason why I am quite skeptical about the
idea

that someone can tell me which one it is.

You choose which one is right based on which ideas you agree with. If
you have no criticisms of an idea, you label it as truth.

?
Then I will be inconsistent, as there are many proposition/idea which
I have no criticism for, nor against.

You said "criticism for", where I think you meant "explanation for".
Right? If so, not having an explanation *for* an idea, is a criticism
of that idea.



?
Even if that is true, spreading a truth might actually result in
preventing it to be recognized.

Whats your argument for that?

Like above. "we" are involved, and some truth can only be found in
or

by ourselves, so a good critics can not only fail, but can result in
3000 years more long hiding of that truth.

But, your argument assumes that the person was already aware of all
the ideas presented by the other person. I have said some things new
to Ismail. And he has said some things new to me.

Even if neither of us changed our views, after having heard these new
ideas, later, when we think about our arguments again, we can remember
these new ideas. That might lead to changing our views.

So yes each person decides truth for themselves. But, if in the future
Ismail decides that the truth is that Allah doesn't exist, it might be
because I presented him with some ideas that helped him do that. But
without our discussion, its not possible for him to decide to change
his mind using my ideas (because I didn't give them to him).

OK. But in the spiritual domain, it is not a question of argumenting,
but of experience.

But truth can not be determined by experience. That is empiricism and
Popper refuted it.

That already happens with consciousness, that you
can considered as the first mystical state. Those experience are not



communicable, and theology is always in peril when some truth are
attempted to be communicated with words, outside a theory/hypothesis.

Let us keep this in mind to
avoid future misunderstanding.
I have seen in your blog that you criticize the classical theory of
knowledge, and I can follow you, as you are not using the terms in

the
sense I am using them (I use the standard term for the many
philosophers of mind, or analytical). I disagree with many use of
vocabulary on this list, to be franc.

To say that God does not exist might be criticized, as you never
know

to who you talk, nor really who you are, if you look into it. It is
already a form of elimination of possible person. I guess you don't
believe in fairy tales, but why not remain open of what can be

beyond
the fairy tale, as we have not yet understood many things around us.

I am open to the God idea. I'm ready for anyone to tell me their God
explanation. I've heard Islam's God explanation. I've heard your God
explanation (note that I asked you for that explanation). I've heard
many others. I have criticisms of all of them (meaning they are
refuted).

What is your refutation of the God of the machines (arithmetical
truth, but note that they don't know that, unless they bet on comp and
accept the classical theory of knowledge).

I haven't yet understood your 8th step of your comp explanation. I
need that understanding first, right?



And I'm still ready to hear more God explanations.

Beyond comp, I define God by Truth. Like Plato. But this is almost
another topic, related to what I am working on.

And what about Jehovah, and Ganesh ?

And the physical universe? (in the aristotelian sense).

You begin to talk like if you knew the truth, which is my
criteria

for
the fake prophet.

How do you suppose that I talk?

By using your opinion, and harboring doubt, especially with a term
like "God", used in *many* different senses.

I don't understand. What about my language (and/or ideas) should I
change? (and what problem is that solving?)

It is simpler to interpret any words in the most favorable sense with
respect to your belief, so that we can be valid and agree on more, and
make clearer the point where we disagree. The problem solved is
finding where we disagree beyond the use of the vocabulary.

I think you're saying to focus on ideas, not on vocabulary. Right? If
so, are you saying that I'm not doing that? I'm asking because you
criticized the "way" I'm talking. And I'm still trying to figure out



what problem you think I have in the way that I'm talking. I can't
solve a problem if I don't yet understand the problem.

I'm not judging people. I'm judging ideas. The idea of (blindly)
following social roles is objectively bad because it routinely

causes
hurt.

Not necessarily in the whole picture. As social animal with gene/
meme

like "the boss is right", which is still the prevalent mode of
thought, following social roles can help some people to just

survive.
Now the frontier between laws, influence (conscious, less

conscious),
genes, memes of all sorts, and social roles is very complex. A
cancerous cell is a cell which stop to follow its social roles,

also.

Note: I see just your "(blindly)". I am OK then, but it makes your
point much weaker.

Getting married because society expects you to is blindly following
social roles.

I put clothes in summer because the society expects me to put clothes.

Is that blindly following the tradition of wearing clothes? Or do you
prefer wearing clothes for reasons? If you have reasons, then its not
"blindly following".



Thinking at the place of others (unless very young child) is
bad.

Thinking in the place of others (including very young child) is
bad.

Would you let a two month old baby putting his fingers in an
electrical plug?

I'd purchase baby friendly electric socket protectors.

So you do think at the baby place, and prevent some accident.

Now I understand what you mean by "thinking in place of someone". What
I thought you meant was, "overriding someone's preferences (i.e.
coercion)".

Or let him drink all by itself?

Are you saying that the kid has a preference of being alone while
drinking?

That might be. I guess we are on the verge of disagreeing on the
meaning of "thinking for another".

Its not a disagreement. Its a misunderstanding. You have an idea. You
converted it into English. That process of converting an idea into
English is an error prone process. So that means that the result will
always contain ambiguity. So it our jobs to try to reduce the



ambiguity until we are both sure that we are talking about the same
idea.

But we do agree on the basic.

Maybe. Its too early in our discussion about this subject to tell.

Note that you said "thinking in place of". If the child has a
preference, the parent shouldn't disregard that preference.

OK.

I note that you agreed here. But there was something you said earlier
that conflicts with this. But, maybe I misunderstood your earlier
statement.

Obama is against Israel (read that paper), and Obama is against
democracy (read the 2012 NDAA notes). This go often together.
The supreme court rules out the NDAA as being anti-

constitutional,
so

there is some hope, but for how long?

I see you remain mute on this.

You said that you're not sure if it was intentional. So what would we
be talking about? We'd be guessing at one's motive. Thats a lot more
difficult than the main topic of this discussion. It also requires
much more information that presented here, I think.



It is certainly out of the main FOR topic. I let you do research. The
NDAA 2012 was on wiki, sometimes ago.
The NDAA has changed my mind on Obama. We will see, as there is not
much we can do about this.

Bruno, there is something weird going on with your quoting. The
quoting levels are broken. For example:

The supreme court rules out the NDAA as being anti-
constitutional,

I don't know the cause, so I don't know the solution.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: general perspective on Islam (was Marriage to per-menstrual 
girls in Islam) BoI Infinity <beginning-of-infinity@googlegroups.com>
Date: October 9, 2012 at 12:12 PM

On Mon, Oct 8, 2012 at 6:22 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> wrote:

On Sun, Oct 7, 2012 at 19:07 PM, Rami Rustom wrote:

On Sat, Oct 6, 2012 at 7:32 PM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Sat, Oct 6, 2012 at 11:21 AM, Bruno Marchal <marchal@ulb.ac.be>

Let us interpret the Quran less literally, yes. That's the idea. Like
most christians do with the bible.

This will not work. Because according to Islam, Quran is noncorrupted word 
of God. Muslims believe that Bible is >>also word of God but this has been 
corrupted.

Things have been added and removed. Please look at the below link
http://en.wikipedia.org/wiki/Gospel_of_Thomas

What is the alternative?
To do a war with the whole of the Islam?

The first step is to remove all Arabic and middleeastern cultural influence 
from Islam. I will you some examples on >>the extent of this effect
1-Islam's representative colour is green (like in the flags of many Islamic 
countries) and its symbol is crescent
No it is not. There can not be a representative colour or an iconic symbol. It is 
incompatible with the spirit of Islam >>(non institutional etc). All these 
symbols were invented 300 years after the prophet

http://en.wikipedia.org/wiki/Gospel_of_Thomas


True. The crescent is only mentioned in the Hadith and not as a symbol of 
Islam.

2-Reading Quran and call to prayer would be done in a poetic, chanting style 
with Arabic maqam
No. Quran reading and call to prayer at the time of the prophet was carried 
out in a solemn and plain way without >>any Arabic musicality. This is 
another invention and influence of Arabic culture

False. Bilal (the Abysinian) was the first guy to recite the Quran in
a melodic way. (He was one of the first 10 converts to Islam). He was
appointed by Mohamed to call Muslims to prayer. So Muslims followed
his lead. Anyway, the point is that melodic recitation of the Quran
happened during Mohamed's life.

Yes Bilal was Abysinian and yes he was appointed by Mohamed to call muslims 
to prayer. But no, he never recited Quran or call to prayer in a melodic way. 
There are multiple reports that Mohamed's companions disliked 
musical/melodical interpretation of call to prayer.

Unfortunately you are making up your mind from incomplete and biased 
information and choose to take part on anti-Islam stance whereever there is 
slightest ambiguation or divergence.

No. Where there is disagreement/ambiguity/divergence/controversy on a
specific point, I criticize both sides of the issue. And then I
criticize those criticisms. The one left uncriticized is the one that
I label as true. I note that you don't criticize both sides of the
issues.

This feeling had to be subconscious because there is an authentic hadith 
openly saying that Arab does not have any >>superiority to Non-Arab and 
white people does not have any superiority to black people.

I dont' know about that Hadith. But, there is Hadith that says Muslims



are better than non-Muslims. And this is consistent with Quranic
verses.

This hadith is so well-known that I am really hesitating on continuing to this 
discussion given your lack of knowledge on fundamental Islam.

You've had many many emails to educate me on the fundamentals of
Islam. Are you saying that you aren't able to educate me on this?

Actually it is part of the last sermon that the prophet has given to muslims.

"All mankind is from Adam and Eve, an Arab has no superiority over a non-Arab 
nor a non-Arab has any superiority over an Arab; also a white has no superiority 
over black nor a black has any superiority over white except by PIETY AND 
GOOD ACTION"

Dude. I did not say that Islam says that Arabs are better than
non-Arabs. So why did you repeat this? I said that Islam says that
Muslims are better than non-Muslims.

Actually I am getting a feeling that you will also ignore this. Because you have 
made your mind that the prophet is an oppressive, violent, sexist, liar person 
and these type of statements does not fit to the image you have constructed in 
your mind.

No. I don't ignore anything. Tell me one thing that you said that I
ignored. Quote me.

Thats an interesting rationalization. It helps you deny all my ideas.
But your rationalization is false.

Sorry but you do not really bring any new ideas.

Why did you say "really"?



It seems to me that what you do is subjective and prejudiced criticism of Islam 
by solely concentrating on what you have read from anti-Islamic websites.

Dude. I gave you many criticisms that I created on my own. Namely my
arabic translations of the Quran. What are you talking about? Why do
you make these false claims? Are you just going off your "feelings"?
Or are you actually convinced of this? Or are you lying?

These web-sites became experts on making out-of-context and biased 
interpretations on few selected contraversial and harsh-toned verses while 
completely ignoring %99 percent of Quranic verses that talks about science,

I criticized your idea that Quran is consistent with modern science
(while being inconsistent with 7th century knowledge). And you didn't
reply. Why not? Was my criticism not new to you? If so, why didn't you
criticize my criticism?

equality,

I criticized that too. And you didn't reply.

peace,

I criticized that too. And you didn't reply.

love,

Thats a new one you just brought up.

spiritual strife,

What does that mean? I looked up strife and dictionary says
"conflict". What does the Quran say about spiritual conflict?



charity

Yes Quran is big on charity (by law). So its socialism.

and justice

I criticized that too. And you didn't reply.

All the warlike expressions in Quran that refers to polytheists and infidels (that 
are mistakenly or deliberately translated as "disbelievers") are referring to 
agressive, cruel Meccan people that muslims had to fight against in the first 
phase of Islam. Any out-of-context interpretation of these verses would be totally 
against Islam.

I was raised in Los Angeles in a community with zero Arabs and zero
Muslims. My parents didn't have many Arab nor Muslim friends. I had
zero Arab friends and zero Muslim friends. I went to public schools,
not Islamic schools. My interaction with Arabs and Muslims came much
later in my life.

Actually this means that you have probably never met the true application of 
Islamic ideals in pious muslims

So you think that Islamic ideals must be learned through pious Muslims?

and made your ideas about Islam through what you have read in the internet.

No. I read the Quran/Hadith. Has nothing to do with the internet. I
have paper copies.

Given the last 30-40 years of increasing Islamophobia in the west (that has 
been made worse by very unfortunate and despicable 9/11 event) there are 
plenty materials that are helping towards demonization of Islam.



Fortunately my paper copy of the Quran is older than that.

And unfortunately considerable portion of muslims are not brave or sincere 
enough to exclude and reject all accounts/hadith not compatible with Quran.

We didn't pray, nor read the Quran. We didn't say "Bismi al-Allahi
rahma al-rahim" before eating or before doing anything. We didn't talk
about sins nor good deeds. We didn't go to the Mosque for Friday
prayer nor during Ramadan. Though we did fast during Ramadan. My mom
never wore the veil.

You know it is funny. Did you know that the "rational" Bible explicitly tells woman 
to cover their head while there is no single Quranic verse or authentic hadith 
that orders women to use headscarf?

I do know. Most Muslims don't know that.

Please do not misunderstand or misinterpret me again. I am referring to 
headscarf. The Quran orders woman to cover their body parts that would be 
sexually attractive to man and vice versa (man should also cover) but never 
orders covering womans head/hair.

Yet in the whole world, headscarf has become almost the symbol of Islam. This 
is another middleeastern influence. Headscarf is present in all ME civilizations. It 
is there for both genders to protect the head and the back of the neck towards 
intense sun. In the prophet's time, headscarf had also some ornemantal and 
societal status marking role for women.

The tradition of the headscarf was created because Muslims wanted to
do like Mohamed. Mohamed's wives wore the headscarf. This was
commanded by Mohamed. And since Muslims have the tradition of
following the moral example of Mohamed, the also adopted the headscarf
thing.

I can predict that you will refer me to famous "headscarf" (24:31) verse in 



Quran. Here are the translations

Your predictions about me are usually wrong.

"And tell the believing women to reduce [some] of their vision and guard their 
private parts and not expose their adornment except that which [necessarily] 
appears thereof and to wrap [a portion of] their headcovers over their chests"

"And tell the believing women to lower their gaze and be modest, and to display 
of their adornment only that which is apparent, and to draw their veils over their 
bosoms"

"And say to the believing women that they should lower their gaze and guard 
their modesty; that they should not display their beauty and ornaments except 
what (must ordinarily) appear thereof; that they should draw their veils over their 
bosoms"

"And say to the believing women that they cast down their looks and guard their 
private parts and do not display their ornaments except what appears thereof, 
and let them wear their head-coverings over their bosoms",

"And say to the female believers to cast down their be holdings, and preserve 
their private parts, and not display their adornment except such as is outward, 
and let them fix (Literally: strike) closely their veils over their bosoms,"

So this verse is about covering bosoms with veil. Nothing about head covering 
or hair covering.

The scholars who insisted on making head-scarf mandatory has interpreted 
"veil" as "head cover" and claimed that the Quran ordered women to cover their 
bosoms via head-cover. So indirect reference to head-cover in this verse has 
been used as a proof that head cover is mandatory.

Actually you can see how conservative and sexist scholars
1-force the arabic language (veil means any type of cover as well as head cover 
but here they choose to interpret it as head cover specifically),
2-distorts human behavior wrt to biology (is it logical and viable that a woman 
covers her bosom with an head cover?)
3- fail to follow the general interpretation rules (such as you can not derive 



mandatory rule from an indirect reference)

to reach to the conclusion that "headcover is mandatory for woman"

We only talked about what was forbidden, and only
2 things; we were forbidden to eat pork and drink alcohol. Thats it.
Thats the version of Islam that I was taught.

I remember one of my earlier questions about how people followed Islam
was, 'why the heck to Muslims freak out about eating pork while not
freaking out about drinking alcohol (because they did drink alcohol
but didn't eat pork)?' I later came to the conclusion that they pick
the rules that they prefer. Then later I learned that the pork rule is
explicitly forbidden in the Quran while the alcohol thing is only
frowned upon in the Hadith. Also I questioned that pork doesn't hurt
you, but drinking alcohol can hurt you. So why the illogical
conclusion that pork is worse than alcohol?

No you are wrong again and you are jumping to hasty conclusions without more 
complete knowledge. First of all the reason for all middleeastern sensitivity on 
pork comes from the fact that during Ottoman rule "pork eating" was perceived 
as a clearly visible and detectable differentiating factor between non-muslims 
and muslims. Concerning alcohol, it was consumed by muslims and non-
muslims and there was no such perception.

I said that "Muslims freak out about pork while not freaking out about
alcohol". Are you disagreeing with this part or something else?

Pork is explicity forbidden both in Quran and in Bible. Quran explains that that 
pork is risky and unclean type of meat and this is the reason for prohibition 
(there is no such explaination in Bible). However forbidding pork is not a 
fundamental regulation. For example when you are facing starvation and there 
is no alternative food you are ordered to consume pork. Unlawfullness of pork 
would be overriden by more fundamental regulation that is "sustainment of life" 
(this is another well-known principle in Islam)

Alcohol (as an intoxicant) is also forbidden in Quran explicitly (sorry but you are 



wrong again) and the verses about alcohol are indeed harsher than the ones 
forbidding of pork (that exactly matches your correct approach of alcohol being 
worse than pork).

1- They ask thee concerning wine and gambling. Say: "In them is great sin, and 
some profit, for men; but the sin is greater than the profit." (Al-Baqara; 2:219)

You said that its forbidden in the Quran and then you cite the Hadith. Whats up?

2. O ye who believe! Approach not prayers with a mind befogged, until ye can 
understand all that ye say…. (An-Nisa; 4:43)

This says don't be drunk while praying. That does not forbid being
drunk while not praying.

3. O ye who believe! Intoxicants and gambling, (dedication of) stones, and 
(divination by) arrows, are an abomination, Of Satan’s handiwork: Eschew such 
(abomination) that ye may prosper. (Al Maeda; 5:90)
4. Satan’s plan is (but) to excite enmity and hatred between you, with intoxicants 
and gambling, and hinder you from the remembrance of God, and from prayer: 
Will ye not then refrain? (Al-Maeda; 5:91)

I said "explicitly". The word "intoxicant' doesn't explicitly refer to alcohol.

Everything is mixed up in their mind. Ignorance, fear of change, authoritarian 
thinking, arab nationalism, inferiority >>complex, tribalism

Right.

unfortunately has obscured Islamic principles (that are so clear in Quran) in 
differing degrees.

No. Its consistent with Islam.



Sorry we disagree deeply here. Quran and real Islam has nothing to do with

1-Ignorance (I have explicitly and objectively shown you that %10 of Quran is 
about science and scholarship)

And I criticized that and you didn't reply.

2-Fear of change (I have explicitly shown you progressive aspects of Quran in 
slavery, woman rights, human rights, religious tolerance etc)

And I criticized that and you didn't reply.

3-Authoritarian thinking (there are no authorities in Islam, no church, no rulers, 
no clergy, no saints, no intercession etc)

False. Allah and Mohamed are authorities.

4-Arab nationalism (please refer to famous hadith above)

I didn't question that. Why do you bring it up?

5-Inferiority complex (please look at muslim civilizations scientific achievement 
between 650-1000 AD, at that times there was no inferiority complex actually 
there was some superiority feeling towards west which is also wrong anyway)
6-Tribalism (strictly prohibited by Quran and hadith)

Note, that Mohamed too had more wives than is allowed in the Quran.

No you are wrong again. There is a specific verse in Quran that gives 
permission to the prophet (only to him) to marry multiple wifes. Actually the 
verses explain whom he can marry and what would be special status of his 
wifes and what would be their special duties in spreading Islam and becoming 



good examples.

Huh? What you just said is consistent with what I said.

Muslim males should have single wife according to Quran. Marrying up to four 
wifes is a very limited permission only applicable when there are problems in 
protecting the rights of woman with no protectors (family etc).

Right. And Mohamed married more than 4. Hence he had special rules just for 
him.

And he too ordered people to be beheaded in public. That was 1400
years ago.

http://answering-islam.org/Authors/Arlandson/qurayza_jews.htm

Conclusion

Muslim polemical and outreach websites often assert that Islam promotes 
human rights. It is impossible to see how they can say this honestly and at the 
same time appeal to the origins of their religion.

This whitewash is deceitful at best and dangerous at worst, if or when Islam 
gets a foothold in a region on the pretence of "peace and love." Maybe sleepy 
Westerners and others will accept this benign version of Islam—in fact too 
many are, right now. But what happens later when hard-line Muslims (not to 
mention nonviolent and violent fanatics) cite the numerous brutal verses in the 
Quran and passages in the hadith to inflict barbarity on people, especially on 
Jews?

The evidence in this article alone demonstrates that violence is embedded in 
original Islam. Even a reliable hadith shows Allah reprimanding Muhammad for 
another of his cruelties.

It is time for Muslim leaders to renounce violence clearly and specifically, not 

http://answering-islam.org/Authors/Arlandson/qurayza_jews.htm


vaguely: "Yes, we denounce all forms of violence" . . . . They must go deeper 
than this. They must stop denying the dark past, found in the Quran itself and 
in the example of their prophet. They must, instead, be clear. "We denounce 
these specific verses and passages in the Quran and hadith that are violent. 
These specific acts and words happened in the seventh century (and later 
centuries), and we have moved beyond all of them. We now want peace."

A peaceful presentation of Islam is not full disclosure. It is time to be honest. 
Only then can interfaith dialogue even >begin.

Yes you are confirming my earlier thinking. You read and learn Islam from anti-
Islamic websites that have special political/religious motives. They would 
present you one-sided and skewed versions.

You're claiming that my only source of knowledge is anti-Islam
websites. That is false. My sources are many and from both sides.

I had already read the Qurayza expedition. According to what I read mass 
execution or public beheading accounts are seen in only one source (Ibn Ishaq) 
and are dubious. Actually according to these accounts, the prophet is openly 
insulting Qurayza Jews by calling them "sons of apes" (this is impossible)  and 4 
people saves their life by converting to Islam. So why you think these people did 
not choose to save their lifes (they could have claimed fake conversion to get rid 
of danger of death) and let themselves to execution?

In Quran, the execution method for criminals is by hanging and no reference to 
"beheading" could be found.The verse 47:4 explains that prisoners of war 
should be liberated as a generosity or through ransom. So you can not execute 
PoWs according to Quran and the account you/they have provided is either 
heavily corrupted or manufactured.

And you came to that conclusion because its not consistent with your beliefs.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] How to resolve disputes about values BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: October 9, 2012 at 1:35 PM

http://www.curi.us/432

premise: good values make their holder's life better
premise: people want nice lives
conclusion: people hold values they think are good

scenario: X thinks Y has bad values (X and Y are people)

Applying the conclusion to the scenario, we discover that: Y considers his 
values to be good

premise: X and Y have different values
premise: different values can't both be right
conclusion: X or Y (or both) are wrong

So, if Y knows at least one of them is wrong, and considers himself right, he 
must consider X's values to be wrong.

So we discover that when X declares that Y's values are wrong, what we are 
really looking at is a two-way dispute. X and Y are fallible. X does not have 
authority. So, to impose his values on Y, X needs more than to feel really sure. 
He needs some non-arbitrary explanation of why it's right for him to impose his 
values. And it must pass a simple test: it can't work in reverse. As X can claim 
authority, so can Y. As X can claim feeling sure, so can Y. As X can claim divine 
inspiration, so can Y. etc

Thoughts?

-- Rami Rustom
http://ramirustom.blogspot.com

http://www.curi.us/432
http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Essay on Artificial Intelligence
Date: October 9, 2012 at 2:30 PM

On Oct 4, 2012, at 5:24 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 4 Oct 2012, at 06:58, Elliot Temple <curi@curi.us> wrote:

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

In the article, David Deutsch (DD) writes:

The enterprise of achieving it artificially — the field of ‘artificial general 
intelligence’ or AGI — has made no progress whatever during the entire six 
decades of its existence.

False. As far as we know, it has not made significant progress towards 
achieving AGI. But it has made other types of progress, which qualifies as 
"progress whatever". They have done stuff.

And it has made some progress towards AGI such as inventing and improving 
the lisp programming language. How important this is we don't know. I think 
the reasonable position to take, at this time, is that it's useful progress but 
small and fairly tangential. But it could conceivably turn out to have been large 
progress.

Another thing AGI workers have accomplished is determining that some 
approaches don't work very well. That is progress they made, though not a lot.

That line of defence of the AGI field isn't valid because it could be used to 
defend any field that has existed for decades without making progress.

My criticism of some article text does not constitute a defense of the AGI field.

Take, as an example, the field of Creation Science.

http://goo.gl/CD93I


That field hasn't made progress *in the matter of explaining how living things 
came to have their distinctive attributes by design and not evolution, and 
producing arguments and evidence for that*, which is what the field exists to do. 
But it has made other types of progress. For instance it has become more 
sophisticated politically, and in its various modes of presentation to the public, 
such as museums and books. It has also caused biologists and evolution 
theorists to become more sophisticated in their own defense, which is progress 
too. And, like the field of AGI research, it has tried various approaches to its 
fundamental aim, and discarded some, such as appeals to scripture, in favor of 
others such as appeals to 'irreducible complexity'. And it may even be that in the 
long run, these changes in approach may be seen as part of a historical, 
psychological change by which the field does become scientific. But in the 
event, so far, it made these changes while protecting and keeping unchanged its 
fundamental misconceptions, just as the AGI field has. And so has not made 
any progress in its field, just as there has been none in the field of AGI. (Of 
course the huge difference is that the defining objective of AGI is possible, while 
that of Creation Science isn't. So the reasons for their respective failures are 
different. But the failure in both cases to make progress is fact.)

As for Lisp -- OK it was invented less than 60 years ago (54 in fact) and may (or 
may not) be helpful to developing AGI one day. Likewise much faster computers 
with more memory have been developed. That may also be helpful to 
developing AGI one day. But neither can usefully be called progress *in the field 
of AGI*.

If *any* field qualifies as having made no progress for decades, the field of AGI 
does.

I think we agree that:

* AGI has not made significant progress on its main goal.

* AGI work (including earlier AI work) has made progress of other types. e.g. this 
book

http://www.amazon.com/Paradigms-Artificial-Intelligence-Programming-
Studies/dp/1558601910

has knowledge in it that wasn't known 50 years prior.

http://www.amazon.com/Paradigms-Artificial-Intelligence-Programming-Studies/dp/1558601910


* It's false that the AGI field has made no progress whatever [of any type].

I don't know if we agree about what the article text says (whether it's implicitly 
progress of any type, as I read it, or progress only of one single type). You didn't 
comment on that issue. But it's what my primary criticism was about.

I think that in some other cases when work in one area leads to significant 
progress in another that would be praised, not dismissed for being the wrong type 
of progress.

I think you are claiming that small progress counts as "no progress whatever" 
when it doesn't fix the "fundamental misconceptions" holding a field back. I don't 
think any of the text constitutes an explanation of why this epistemological claim 
is correct. I think it's not so easy to predict what metaphorical path progress will 
take when it happens -- we don't know in advance which misconceptions must be 
cleared up *in what order*, or what side issues will become central. I think "there 
are many paths to the truth" is a major epistemological principle, so if people 
aren't going down a particular path I hesitate to call that "no progress" even if the 
particular path has many appealing qualities.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Essay on Artificial Intelligence
Date: October 9, 2012 at 2:30 PM

On Oct 5, 2012, at 2:46 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 4 Oct 2012, at 06:58, Elliot Temple <curi@curi.us> wrote:

On Oct 3, 2012, at 3:57 PM, David Deutsch <david.deutsch@qubit.org> wrote:

I cannot think of any other significant field of knowledge in which the 
prevailing wisdom, not only in society at large but also among experts, is so 
beset with entrenched, overlapping, fundamental errors.

DD can. Parenting and education, for example

It is perhaps pointless to attempt too-accurate comparisons of beset-ness with 
such errors. Especially between pairs of fields such as education and AGI 
because, although they overlap in some ways, they are beset with different 
*kinds* of error: in education, it is mostly memes which cause standardised 
behaviors which are then rationalized; in AGI the erroneous memes are more 
cerebral and philosophical, not directly related to behaviors other than asserting 
and assuming them, which then cause behavior such as heading down blind 
alleys, foretelling success.

However, to me, the most salient fact about the two fields is that during the six 
decades in question, the lives of children have been markedly improved, due to 
quite fundamental improvements in educational ideas and practices, while in 
AGI there has been no fundamental change and no visible improvement at all. 
So the field of education, deplorable though its state still remains, can't have 
been as beset as all that.

That's a non sequitur. It does not follow from this parenting/education progress 
(which I acknowledge) that:

- the parenting/education field wasn't much worse 60 years ago
- the parenting/education field isn't still much worse today



A field can change more during a time period, despite being more riddled with 
errors, when it gets more attention and effort put into it. That could be the 
deciding factor rather than amount of entrenched misconceptions.

Another reason for some parenting/education improvement, which is much less 
applicable with AGI, and which does not require parenting/education to have less 
entrenched fundamental errors, is that parenting/education does much more to 
contradict other major traditions people value (and have been valuing more and 
more during those last 60 years).

Parenting/education is also a field where, like AGI, some fundamental problems 
are not getting fixed. All the progress may be important in some ways and may 
even help deal with the fundamental problems in the future. But it does not 
directly address or change the fundamental mistakes.

And those fundamental mistakes in parenting/education, which the visible 
progress has not been fixing, are bigger than the AGI ones in the senses of 
having both more knowledge and more consequences for society. Those bad 
ideas are also so sophisticated that we don't understand them very well, whereas 
AGI misconceptions like justification and induction are pretty well understood.

PS Another field DD is aware of which is beset with entrenched fundamental 
errors is psychiatry.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Destructivist <deductivist@yahoo.com>
Subject: Re: [BoI] Coercion and morality
Date: October 9, 2012 at 3:52 PM

On Sunday, September 23, 2012 2:16:07 AM UTC-6, Elliot Temple wrote:

On Sep 17, 2012, at 11:29 PM, Destructivist 
<deduc...@yahoo.com<javascript:>>
wrote:

Good
The set of decisions a person can make which, if made, would solve all

of
their problems.

I think all known attempts to approach moral philosophy in this way have
done worse than common sense/popular wisdom/the man on the street. Let
alone worse than more advanced stuff like Objectivism.

I agree, because it's individual-oriented. It's a 'subjectivist' approach
to morality.

My view is that some event or decision is good when it maximally reduces
conflict (conflict in the very broadest sense of the term). Not a conflict
any particular person is involved in. I'm talking 'big picture' here.

This includes interpersonal conflicts, conflict with the portions of the
multiverse that aren't people, actual conflicts, potential conflicts,
abstract conflicts, etc.

Common-preference-finding is a special case of the more general strategy of
conflict reduction/elimination.

While the man on the street may not think of it this way, I think I could
convince him that it is consistent with his common-sense notion of what
makes something good.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Coercion and morality
Date: October 9, 2012 at 4:06 PM

On Oct 9, 2012, at 12:52 PM, Destructivist <deductivist@yahoo.com> wrote:

On Sunday, September 23, 2012 2:16:07 AM UTC-6, Elliot Temple wrote:

On Sep 17, 2012, at 11:29 PM, Destructivist 
<deduc...@yahoo.com<javascript:>>
wrote:

Good
The set of decisions a person can make which, if made, would solve all

of
their problems.

I think all known attempts to approach moral philosophy in this way have
done worse than common sense/popular wisdom/the man on the street. Let
alone worse than more advanced stuff like Objectivism.

I agree, because it's individual-oriented. It's a 'subjectivist' approach
to morality.

I don't agree. Morality is primarily individual oriented: how do *I* live *my* life 
well? Each person is primarily responsible for themselves, not for others. And 
each person primarily can control and make choices for themselves individually 
but not others.

My view is that some event or decision is good when it maximally reduces
conflict (conflict in the very broadest sense of the term). Not a conflict
any particular person is involved in. I'm talking 'big picture' here.

I'm skeptical. Everyone dead means no more conflict. Or everyone high on soma.



This includes interpersonal conflicts, conflict with the portions of the
multiverse that aren't people, actual conflicts, potential conflicts,
abstract conflicts, etc.

Common-preference-finding is a special case of the more general strategy of
conflict reduction/elimination.

While the man on the street may not think of it this way, I think I could
convince him that it is consistent with his common-sense notion of what
makes something good.

I think that moral knowledge needs to talk about more than a goal but also how 
you accomplish it. You're advocating a way of life. How does it work? What 
should people do and not do? How is it different from the way of life now? I think 
you'll have to address questions like this to persuade people and get them to 
understand what you have in mind.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] How do independent groups share the same goals Fabric-of-
Reality@yahoogroups.com
Date: October 9, 2012 at 4:41 PM

http://www.curi.us/403

Sometimes, a bunch of independent groups, have the same goals in a field. 
How can this be explained?

Sometimes, each group is Good. People who are Right about a subject, will 
agree and want the same things to happen in that field. For example, the US, 
Israel, and Australia all want the same thing to happen in Iraq.

Another way it can happen, is for Logic Of Situation reasons. For example, 
"anti"-racist groups and secular humanist groups, both find the logic of their 
situation, as anti-American groups during a discussion of War on Iraq, to imply 
they should make asses of themselves opposing the war.

Of course, there is the conspiracy explanation, but this is generally a very bad 
one. This claims that they are secretly not independent groups. A real world 
example might be various terrorist organisations and various terrorist harbouring 
states. But you only call them independent, and think their links don't exist, if 
you are really silly.

There is the luck "explanation" which is true on rare occassions.

I guess that the luck "explanation" is true for as few as 1 in 10^100.

-- Rami Rustom
http://ramirustom.blogspot.com

http://www.curi.us/403
http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Epistemic ideas TCS <taking-children-
seriously@googlegroups.com>
Date: October 9, 2012 at 4:50 PM

http://www.curi.us/402

Parenting strategies that rely on parents being larger, cannot be right.

Parenting strategies that rely on children having bad memory, cannot be right.

Parenting strategies that rely on children always agreeing with the first idea a 
parent has, cannot be right.

In different situations, the answers to various questions that depend on the 
circumstances, can be different.

People who do not understand a proposition, can't know if it's horribly false or 
exceptionally true.

To live morally, requires creativity.

A mechanical parenting strategy, cannot be right.

People do not do things for no reason.

It cannot be right to ask someone to sacrifice infinately before retalliating.

It cannot be right to come kill me, for the purpose of going to the dentist.

To fully maximise the realisation of one's intentions, one must be willing to 
change one's intentions to ones that are better realisiable.

Statements like this are interesting due to their truth, and also can provide a 
framework for solving various problems. But what should we call them? I've 
been considering them epistemic. This is perhaps not ideal. I don't have a better 
idea. Normally, I don't care about categorisations such as this, but it seems 
valuable to me to be able to communicate the idea that I'm referring to 
statements like this.

http://www.curi.us/402


Then Lulie commented:

Wouldn't they be called "morality"?

I don't think these statements should be catogrized as morality. A
moral idea explains what someone should do. So they are of the form:

- People should do X [because of Y].

All of Elliot's statements above are of the form:

- Moral ideas that rely on X are false, [where X does not include a
method of error correction.]

So I'd call them epistemic ideas.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Consequentialism and Deontology
Date: October 9, 2012 at 4:58 PM

On Mon, Oct 8, 2012 at 8:43 PM, Rami Rustom <rombomb@gmail.com> wrote:
http://www.curi.us/411

There are two bad philisophical ideas called Consequentialism and 
Deontology. The first means judging moral theories, based on their 
consequences. The second, means judging moral theories, based on 
principles.

One wonders how one is supposed to judge consequences without having any 
principles to judge them on.

And one wonders how one is supposed to decide what principles are good, 
without thinking about their consequences.

I get the first 2 ideas. But I don't get this:

Also, in the limit, the two approaches are convergent.

Limit of what approaching what?

In one of Elliot's later blog posts:

I was asked what 'in the limit' means, so probably others wonder as well. 'In the 
relevant extreme case' is pretty close.

I'm not sure what that means.

I think of 'in the limit' as 'in the limit as X approaches Y'. Cause
thats what it means in calculus.

So lets say the context is consistency of one's ideas. X is the number
of conflicts/contradictions. Y is 0.

In the limit as X approaches Y means when X = 0 (but we know that X
can't actually reach zero).

http://www.curi.us/411


-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Moral inversion, shifting responsibility Fabric-of-
Reality@yahoogroups.com
Date: October 9, 2012 at 5:07 PM

http://www.curi.us/398

[...] here are some common examples of moral inversion:

Upon messing up, declare that you didn't.

Upon failing at something, blame someone else.

Upon having trouble, blame something else like a headache, lack of sleep, 
anger, passion, PMS, hunger, etc (Sometimes these are true, but often it's just 
denial).

Why is this so bad? Because good people welcome criticism, and want to 
improve, not pretend they are already good at things they are not.

more examples:

i'm bad at this --> it was too hard

these criticisms of me are interesting and useful --> this guy is out to get me

wow, TCS is so cool, I'm gonna try to internalise it --> wow, this is good....as I 
am good, I must have been it all along...I *am and was* TCS (and any 
differences btwn current behavior and TCS, rather than getting fixed, must now 
be denied)

I broke it --> they made it too flimsy

I dropped my drink --> stop making noise, it's so distracting, *you made me* 
drop my drink

i failed my quiz --> the quiz was biased

i'm no good at saying what i mean --> saying what one means is only for the 
simple-minded

http://www.curi.us/398


i'd make a terrible soldier. i'm too wimpy --> being a solider is only for the 
uncouth and the inferior masses of brainwashed, stupid people

spiders scare me --> God shouldn't have made spiders

war scares me --> the reason i don't like war, is that it's wrong

These are all cases of shifting responsibility from me to someone (or
something) else.

So, moral inversion = shifting responsibility. Right?

Other examples of this:

My life sucks --> God must have made my life this way. He is testing me.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Core values BoI Infinity <beginning-of-infinity@googlegroups.com>
Date: October 9, 2012 at 5:14 PM

http://www.curi.us/395

Here's an idea: Our most basic/fundamental theories are the ones that, if 
changed, would create the most inconsistencies in our worldview.

So the basic/fundamental theories are the ones that are connected to
more ideas (within one's worldview) and the other theories are the
ones that are connected with fewer ideas (within one's worldview).

Hibbsa said something similar. He differentiated between core values
(aka primary values) and non-core values (aka secondary values). He
said that most (maybe he said all) people are willing to consider that
their secondary values are wrong while not doing that with their core
values.

So the primary/core values (what Elliot called basic/fundamental
theories) are the ones that are connected to more of one's ideas and
thus would cause more inconsistencies if changed, than compared to
secondary/non-core values.

In any case, *all* ideas should be open to criticism. Even one's most
core values could be wrong.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://www.curi.us/395
http://ramirustom.blogspot.com/


From: David Deutsch <david.deutsch@qubit.org>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Core values
Date: October 9, 2012 at 5:24 PM

On 9 Oct 2012, at 22:14, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/395

Here's an idea: Our most basic/fundamental theories are the ones that, if 
changed, would create the most inconsistencies in our worldview.

I see a problem with that: it implies that our fundamental theories are mutually 
consistent. But that is not to be expected.

So the basic/fundamental theories are the ones that are connected to
more ideas (within one's worldview) and the other theories are the
ones that are connected with fewer ideas (within one's worldview).

'Connected' is  vaguer, but less problematic, criterion.

-- David Deutsch

-- 

http://www.curi.us/395


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Core values
Date: October 9, 2012 at 5:32 PM

On 9 Oct 2012, at 22:27, Elliot Temple <curi@curi.us> wrote:

On Oct 9, 2012, at 2:24 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 9 Oct 2012, at 22:14, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/395

Here's an idea: Our most basic/fundamental theories are the ones that, if 
changed, would create the most inconsistencies in our worldview.

I see a problem with that: it implies that our fundamental theories are mutually 
consistent. But that is not to be expected.

Why do you think it implies that?

Because if two theories are *not* mutually consistent, then together they imply all 
propositions, and hence they imply all other inconsistencies too. Hence changing 
either of them could not possibly create more inconsistencies.

-- David Deutsch

-- 

http://www.curi.us/395


From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Core values
Date: October 9, 2012 at 5:31 PM

On Tue, Oct 9, 2012 at 4:24 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 9 Oct 2012, at 22:14, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/395

Here's an idea: Our most basic/fundamental theories are the ones that, if 
changed, would create the most inconsistencies in our worldview.

I see a problem with that: it implies that our fundamental theories are mutually 
consistent. But that is not to be expected.

Well, people often selectively choose which theories apply to which of
their ideas (especially since in our culture it is tradition to
separate our fields of knowledge). So one's core theories could
conflict with each other, but he doesn't know it.

So the basic/fundamental theories are the ones that are connected to
more ideas (within one's worldview) and the other theories are the
ones that are connected with fewer ideas (within one's worldview).

'Connected' is  vaguer, but less problematic, criterion.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://www.curi.us/395
http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Core values
Date: October 9, 2012 at 5:27 PM

On Oct 9, 2012, at 2:24 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 9 Oct 2012, at 22:14, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/395

Here's an idea: Our most basic/fundamental theories are the ones that, if 
changed, would create the most inconsistencies in our worldview.

I see a problem with that: it implies that our fundamental theories are mutually 
consistent. But that is not to be expected.

Why do you think it implies that?

-- Elliot Temple
http://elliottemple.com/

-- 

http://www.curi.us/395
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Core values
Date: October 9, 2012 at 5:38 PM

On Oct 9, 2012, at 2:32 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 9 Oct 2012, at 22:27, Elliot Temple <curi@curi.us> wrote:

On Oct 9, 2012, at 2:24 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 9 Oct 2012, at 22:14, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/395

Here's an idea: Our most basic/fundamental theories are the ones that, if 
changed, would create the most inconsistencies in our worldview.

I see a problem with that: it implies that our fundamental theories are 
mutually consistent. But that is not to be expected.

Why do you think it implies that?

Because if two theories are *not* mutually consistent, then together they imply 
all propositions, and hence they imply all other inconsistencies too. Hence 
changing either of them could not possibly create more inconsistencies.

No one has all their ideas mutually consistent, but it's still meaningful to talk about 
someone having a more or less consistent set of ideas and changes to their ideas 
making that better or worse.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://www.curi.us/395
http://beginningofinfinity.com/


From: David Deutsch <david.deutsch@qubit.org>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Core values
Date: October 9, 2012 at 5:40 PM

On 9 Oct 2012, at 22:31, Rami Rustom <rombomb@gmail.com> wrote:

On Tue, Oct 9, 2012 at 4:24 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 9 Oct 2012, at 22:14, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/395

Here's an idea: Our most basic/fundamental theories are the ones that, if 
changed, would create the most inconsistencies in our worldview.

I see a problem with that: it implies that our fundamental theories are mutually 
consistent. But that is not to be expected.

Well, people often selectively choose which theories apply to which of
their ideas (especially since in our culture it is tradition to
separate our fields of knowledge). So one's core theories could
conflict with each other, but he doesn't know it.

Yes indeed. But I see a different problem with changing the definition to "theories 
that, if changed, would create the most inconsistencies in our worldview *that we 
notice*". Namely, people often don't notice inconsistencies. Sometimes even if 
they have a strong effect, making the person work hard not to notice them.

-- David Deutsch

http://www.curi.us/395


From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Core values
Date: October 9, 2012 at 5:44 PM

On Tue, Oct 9, 2012 at 4:40 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 9 Oct 2012, at 22:31, Rami Rustom <rombomb@gmail.com> wrote:

On Tue, Oct 9, 2012 at 4:24 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 9 Oct 2012, at 22:14, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/395

Here's an idea: Our most basic/fundamental theories are the ones that, if 
changed, would create the most inconsistencies in our worldview.

I see a problem with that: it implies that our fundamental theories are 
mutually consistent. But that is not to be expected.

Well, people often selectively choose which theories apply to which of
their ideas (especially since in our culture it is tradition to
separate our fields of knowledge). So one's core theories could
conflict with each other, but he doesn't know it.

Yes indeed. But I see a different problem with changing the definition to 
"theories that, if changed, would create the most inconsistencies in our 
worldview *that we notice*". Namely, people often don't notice inconsistencies. 
Sometimes even if they have a strong effect, making the person work hard not 
to notice them.

But, are we defining one's core values as those that he considers his
core values? Or the ones that objectively are his core values?

If the former, and using Elliot's definition, then he will find huge
inconsistency if he changes that core value.

If the latter, and using Elliot's definition, then he won't find huge
inconsistency if he changes that core value. In which case, why should

http://www.curi.us/395


it be called his core value if its easy for him to change it?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Destructivist <deductivist@yahoo.com>
Subject: Re: [BoI] Coercion and morality
Date: October 10, 2012 at 3:53 PM

On Tuesday, October 9, 2012 2:06:50 PM UTC-6, Elliot Temple wrote:

On Oct 9, 2012, at 12:52 PM, Destructivist <deduc...@yahoo.com<javascript:>>
wrote:

On Sunday, September 23, 2012 2:16:07 AM UTC-6, Elliot Temple wrote:

On Sep 17, 2012, at 11:29 PM, Destructivist 
<deduc...@yahoo.com<javascript:>>

wrote:

Good
The set of decisions a person can make which, if made, would solve all

of
their problems.

I think all known attempts to approach moral philosophy in this way
have

done worse than common sense/popular wisdom/the man on the street. Let
alone worse than more advanced stuff like Objectivism.

I agree, because it's individual-oriented. It's a 'subjectivist'
approach

to morality.

I don't agree. Morality is primarily individual oriented: how do *I* live
*my* life well? Each person is primarily responsible for themselves, not
for others. And each person primarily can control and make choices for
themselves individually but not others.



But we're not talking about morality *the field *here. I should have said
"It's a 'subjectivist' approach to what moralness or goodness is."

I was giving an example of what a definition of goodness might look like.
Defining what goodness is is not the same as explaining  what morality is
for (e.g. answering questions like "How do I live my life well?").

I do not think that whether an action/decision/event is good or not depends
on whether it solves some individual's problems. The reason I think this,
is that I can imagine someone (an 'evil genius') doing all sorts of bad
things to get his way, and never being stopped. He's solving *his*problems, but 
that doesn't mean the strategies he's using are good in
general - they're good for him.

My view is that some event or decision is good when it maximally reduces
conflict (conflict in the very broadest sense of the term). Not a

conflict
any particular person is involved in. I'm talking 'big picture' here.

I'm skeptical. Everyone dead means no more conflict. Or everyone high on
soma.

I disagree. I don't want to be dead or high. So if I get killed, or become
a drug addict, there's a conflict between my past preferences and
then-current state.

A consequence of the B-theory of time is that our preferences never
disappear. They're still there, but in the past. This is no more
significant than our preferences being found at different locations in
space. I think you'd agree that there is a conflict of interests if you
stole something from me while I was on vacation in Fiji. So why would the
situation be qualitatively different if you stole something from me while I
existed in the past?

This is also why it can be immoral to, say, dump toxic waste on Mars. Some
day, people will live on Mars, and will wish that the waste was dumped in
the Sun instead. Their future preferences conflict with other people's
preferences in their past (but still our future).



Not only are there conflicts between preferences held in the past and
future, there are conflicts between preferences that are held 'side by
side' in the multiverse. I would prefer that other versions of me in the
multiverse don't harm anyone else. So, when they do, I have a conflict of
preferences with those versions of me. Those me suck.

This includes interpersonal conflicts, conflict with the portions of the
multiverse that aren't people, actual conflicts, potential conflicts,
abstract conflicts, etc.

Common-preference-finding is a special case of the more general strategy
of

conflict reduction/elimination.

While the man on the street may not think of it this way, I think I
could

convince him that it is consistent with his common-sense notion of what
makes something good.

I think that moral knowledge needs to talk about more than a goal but also
how you accomplish it. You're advocating a way of life. How does it work?
What should people do and not do? How is it different from the way of life
now? I think you'll have to address questions like this to persuade people
and get them to understand what you have in mind.

No attempt is being made (yet) to answer those questions. I could try, but
I'm focusing on one particular problem: what is goodness? I don't think I
need to give the man on the street a full-fledged moral philosophy in order
for him to agree with me about what goodness is. I don't have to give him a
full explanation of what science is, what science says, and how to do
science, in order for him to agree with me about what a scientific truth
is, do I? That approach would be very difficult, and make persuading people
of just about anything hard as hell.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Dualism
Date: October 10, 2012 at 3:57 PM

To a first approximation, as I understand it, dualism is the idea that there is 
physical stuff and then there is other stuff (like mind stuff - abstract things and so 
forth). Maybe a dualist thinks you can use your senses to come by physical stuff 
but only thinking is needed to come by other stuff (like that your mind is real).

Monism, I think, is the idea that there is just "stuff" (namely one substance 
making up reality) and we can detect it a number of ways. Perhaps using our 
senses more or less or using thinking more or less.

There might be some room to move here - like we don't directly sense anything. 
We always conjecture what is there and then criticise.

But...if someone asks...do the ideas in BoI commit one to some version of 
dualism? What is a better answer?

From my reading, the physical world exists (that's physical realism) but abstract 
entities are equally real - though in a different sense. Is this right?

What am I missing?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Coercion and morality
Date: October 10, 2012 at 6:11 PM

On Oct 10, 2012, at 12:53 PM, Destructivist <deductivist@yahoo.com> wrote:

On Tuesday, October 9, 2012 2:06:50 PM UTC-6, Elliot Temple wrote:

On Oct 9, 2012, at 12:52 PM, Destructivist 
<deduc...@yahoo.com<javascript:>>
wrote:

On Sunday, September 23, 2012 2:16:07 AM UTC-6, Elliot Temple wrote:

On Sep 17, 2012, at 11:29 PM, Destructivist 
<deduc...@yahoo.com<javascript:>>

wrote:

Good
The set of decisions a person can make which, if made, would solve all

of
their problems.

I think all known attempts to approach moral philosophy in this way
have

done worse than common sense/popular wisdom/the man on the street. Let
alone worse than more advanced stuff like Objectivism.

I agree, because it's individual-oriented. It's a 'subjectivist'
approach

to morality.

I don't agree. Morality is primarily individual oriented: how do *I* live
*my* life well? Each person is primarily responsible for themselves, not
for others. And each person primarily can control and make choices for



themselves individually but not others.

But we're not talking about morality *the field *here. I should have said
"It's a 'subjectivist' approach to what moralness or goodness is."

The things I listed are *objective* truths to do with individuals -- they are part of 
the objective approach. There's nothing at all subjectivist about knowing and 
using them.

There's nothing subjectivist about a contextual approach to knowledge, as (for 
example) Objectivism and Karl Popper use.

I was giving an example of what a definition of goodness might look like.
Defining what goodness is is not the same as explaining  what morality is
for (e.g. answering questions like "How do I live my life well?").

I do not think that whether an action/decision/event is good or not depends
on whether it solves some individual's problems. The reason I think this,
is that I can imagine someone (an 'evil genius') doing all sorts of bad
things to get his way, and never being stopped. He's solving *his*problems, but 
that doesn't mean the strategies he's using are good in
general - they're good for him.

But they are not good for him. There are many other possibilities that would give 
him a better life. He could have a much better life with more cooperation instead 
of evil.

Evil is, in important ways, self-defeating and impotent. And never the best option 
for oneself individually.

If you disagree maybe you'd like to give an example. Or an explanation of how 
evil can be a good idea.

You can superficially come out ahead with evil, e.g. by stealing money. But the 
creativity and effort required to do that well could have done other more 
productive things well. When you cooperate with the people you interact with, for 
mutual benefit, that sort of approach takes less effort to get value than an 
approach where you work against people and they are putting their effort into 



thwarting instead of helping you. You have to do extra work both to make up for 
their efforts to thwart you and also to make up for the missing mutually beneficial 
helping.

My view is that some event or decision is good when it maximally reduces
conflict (conflict in the very broadest sense of the term). Not a

conflict
any particular person is involved in. I'm talking 'big picture' here.

I'm skeptical. Everyone dead means no more conflict. Or everyone high on
soma.

I disagree. I don't want to be dead or high. So if I get killed, or become
a drug addict, there's a conflict between my past preferences and
then-current state.

This is why "avoid conflict" has limited use as a moral criterion.

When there is a conflict, what happens? There are many possible ways forward 
that would get rid of the conflict. Such as learning to like SOMA. But which one is 
right? You can't figure that out by the principle of reducing conflict.

Also you said *maximally* reduce conflict. If you die there'd be a little conflict in 
the short term when you struggle against and disagree with your murderer. But in 
the long term you wouldn't have any more conflicts after that, total conflict would 
be reduced!

Everyone dead or high on SOMA is a very low conflict state, but a bad state, so I 
am skeptical of your "maximally reduce conflict = good" position.

I think some conflicts are good, some bad. It depends. A war is bad. But there's 
nothing inherently bad about philosophical disagreement and debate, and I 
wouldn't see reducing that as a positive. (Some debates are bad. You can do it 
wrong. But others are good.)

A consequence of the B-theory of time is that our preferences never
disappear. They're still there, but in the past. This is no more



significant than our preferences being found at different locations in
space. I think you'd agree that there is a conflict of interests if you
stole something from me while I was on vacation in Fiji. So why would the
situation be qualitatively different if you stole something from me while I
existed in the past?

This is also why it can be immoral to, say, dump toxic waste on Mars. Some
day, people will live on Mars, and will wish that the waste was dumped in
the Sun instead. Their future preferences conflict with other people's
preferences in their past (but still our future).

That's conceivable, and I agree with the principle (stealing someone's stuff while 
he's not home is conflict), but I don't think that particular example is true.

I expect people who can colonize Mars to be able to deal with toxic waste. Also 
Mars is big so as long as you dump the toxic waste in only a few million places 
(say) then it'd be easy to settle those spots of Mars last. That means they only 
have to know how to deal with toxic waste by the time they are done covering 
Mars in settlements which gives them a lot more time to figure it out. And they 
may never actually want to use the whole surface of Mars anyway (for many 
reasons. e.g. there's plenty more planets in the galaxy. and miniaturization 
technology will improve).

Not only are there conflicts between preferences held in the past and
future, there are conflicts between preferences that are held 'side by
side' in the multiverse. I would prefer that other versions of me in the
multiverse don't harm anyone else. So, when they do, I have a conflict of
preferences with those versions of me. Those me suck.

This includes interpersonal conflicts, conflict with the portions of the
multiverse that aren't people, actual conflicts, potential conflicts,
abstract conflicts, etc.

Common-preference-finding is a special case of the more general strategy
of

conflict reduction/elimination.

While the man on the street may not think of it this way, I think I



could
convince him that it is consistent with his common-sense notion of what
makes something good.

I think that moral knowledge needs to talk about more than a goal but also
how you accomplish it. You're advocating a way of life. How does it work?
What should people do and not do? How is it different from the way of life
now? I think you'll have to address questions like this to persuade people
and get them to understand what you have in mind.

No attempt is being made (yet) to answer those questions.

You said "I think I could convince him that..."

I disagree. I don't think you could convince him (or me) without answers to 
questions like these.

I could try, but
I'm focusing on one particular problem: what is goodness?

That's a bad problem of the sort Popper criticized.

It's too much like the essentialist question: "What is the essential nature of 
goodness?"

It's too much like orienting philosophy around words and definitions.

It's too much like starting with a string of letters and then trying to come up with a 
concept to match it, which is the wrong order to do things.

It's too vague.

A better approach would be more like this:

I have various ideas about a topic which, for convenience, I will refer to in short 
as "goodness". Some explanations about this I know are... [explain one's 
knowledge]. I find the state of my knowledge problematic because... [explain 
criticisms that are motivating your interest]. How do I address these problems?



I don't think I
need to give the man on the street a full-fledged moral philosophy in order
for him to agree with me about what goodness is. I don't have to give him a
full explanation of what science is, what science says, and how to do
science, in order for him to agree with me about what a scientific truth
is, do I? That approach would be very difficult, and make persuading people
of just about anything hard as hell.

Indeed. That's why I focussed on practical questions like how what you're 
advocating is different than what he's already doing. If you can't tell him what to 
do differently, how is he supposed to understand what you're saying, agree with 
it, and do it? If you want to persuade someone of something different, you have to 
explain the differences to him!

If you try to persuade a regular guy of stuff, he's going to want to know what it 
means for him. If he agrees with you, what should he do about it? What will be 
different? How will it make things better for him? If you can't tell him these things 
in simple terms, he's not going to know what you're talking about or see the 
benefits and won't become a convert.

He may not know to ask these questions, and he might *say* he's convinced, but 
unless you communicate knowledge like this then I don't think you will have 
accomplished much of anything. It's *only* with a philosopher -- who will work out 
a lot of this for himself -- that you can accomplish much while leaving these things 
out.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Dualism
Date: October 10, 2012 at 6:52 PM

On Wed, Oct 10, 2012 at 3:57 PM, Brett Hall <brhalluk@hotmail.com> wrote:
But...if someone asks...do the ideas in BoI commit one to some version of 
dualism? What is a better answer?
From my reading, the physical world exists (that's physical realism) but abstract 
entities are equally real - though in a different sense. Is this right?

BoI's "criterion for reality" (p 23) is that that "we should conclude
that a particular thing is real if and only if it figures in our best
explanation of something." By this criterion, both the planet Mars and
the game of chess exist, in the same sense. But only the planet
corresponds to a particular group of particles in spacetime.

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Dualism
Date: October 10, 2012 at 7:04 PM

On 10 Oct 2012, at 20:57, Brett Hall <brhalluk@hotmail.com> wrote:

To a first approximation, as I understand it, dualism is the idea that there is 
physical stuff and then there is other stuff (like mind stuff - abstract things and 
so forth). Maybe a dualist thinks you can use your senses to come by physical 
stuff but only thinking is needed to come by other stuff (like that your mind is 
real).

Monism, I think, is the idea that there is just "stuff" (namely one substance 
making up reality) and we can detect it a number of ways. Perhaps using our 
senses more or less or using thinking more or less.

There might be some room to move here - like we don't directly sense anything. 
We always conjecture what is there and then criticise.

But...if someone asks...do the ideas in BoI commit one to some version of 
dualism? What is a better answer?

From my reading, the physical world exists (that's physical realism) but abstract 
entities are equally real - though in a different sense. Is this right?

What am I missing?

There's no law of rationality that says there can't be more than one sense of 
'existing' or being 'real'. It would surely solve nothing to declare that the number 2 
doesn't exist just because you can't trip over it -- and thereby to deprive oneself of 
the means of saying that the largest prime doesn't exist but the largest even 
prime does.

Dualism is bad not because it violates some prohibition about supposing that 
there's more than one type of existence, but because it is a bad philosophical 
theory. It doesn't solve the problems it was designed to solve.

-- David Deutsch



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Dualism
Date: October 11, 2012 at 12:27 AM

On 11/10/2012, at 9:52, "Josh Jordan" <therealjoshjordan@gmail.com> wrote:

On Wed, Oct 10, 2012 at 3:57 PM, Brett Hall <brhalluk@hotmail.com> wrote:
But...if someone asks...do the ideas in BoI commit one to some version of 
dualism? What is a better answer?
From my reading, the physical world exists (that's physical realism) but 
abstract entities are equally real - though in a different sense. Is this right?

BoI's "criterion for reality" (p 23) is that that "we should conclude
that a particular thing is real if and only if it figures in our best
explanation of something." By this criterion, both the planet Mars and
the game of chess exist, in the same sense. But only the planet
corresponds to a particular group of particles in spacetime.

"In the same sense" hmmm. I wonder what that can mean? I thought that the 
abstract and the physical were equally real...yet different. How, though? I 
understand your point...but it somewhat begs the question.

In FoR DD points out Dr Johnson's criterion - about whether something "kicks 
back". It's also plain that the criterion for reality you state is an excellent heuristic. 
Particles and spacetime...are they abstract? No...although...

We never observe them directly. We never observe anything directly. So how are 
they different to so-called abstract things that *also* cannot be observed directly 
and yet *also* have physical effects.

The reason that the moon orbits the Earth is due to the curvature of spacetime. 
But we don't see either the curvature or spacetime...or even the moon (directly). 
We interpret electrical signals in our brains.

Why did George Bush send the army to invade Afghanistan? Because he 
believed it was the right and just course to take. But we don't observe justice or 
belief directly either and yet they are part of the explanation. And they are 
abstract.



Okay...that doesn't work so well. What about...

If I want to calculate the approximate area of the face of the moon I need to use 
Pi. Whatever my answer is will require - for the best precision - for me to make 
use of this abstract quantity. So it's real. Pi exists.

But *in what sense* does it exist? Not the same "sense" as spacetime, right? Yet I 
need both to explain stuff about the moon. Indeed to explain stuff about 
spacetime I need Pi. What does "sense" even mean here, I'm starting to wonder.

Is it that Pi is somehow "logically prior" to spacetime? Are all abstract things 
"logically prior" to physical things?

But then what does logically prior mean? That too is an abstract thing.

What problem am I trying to solve? It *seems* to me that abstract things and 
physical things are different. Most people think they are different. But they both 
have *physical* effects. They both feature in our best explanations.

So what's the difference then? If there's no difference...why refer to them as 
different things?

Brett.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Dualism
Date: October 11, 2012 at 12:38 AM

On 11/10/2012, at 10:04, "David Deutsch" <david.deutsch@qubit.org> wrote:

On 10 Oct 2012, at 20:57, Brett Hall <brhalluk@hotmail.com> wrote:

To a first approximation, as I understand it, dualism is the idea that there is 
physical stuff and then there is other stuff (like mind stuff - abstract things and 
so forth). Maybe a dualist thinks you can use your senses to come by physical 
stuff but only thinking is needed to come by other stuff (like that your mind is 
real).

Monism, I think, is the idea that there is just "stuff" (namely one substance 
making up reality) and we can detect it a number of ways. Perhaps using our 
senses more or less or using thinking more or less.

There might be some room to move here - like we don't directly sense 
anything. We always conjecture what is there and then criticise.

But...if someone asks...do the ideas in BoI commit one to some version of 
dualism? What is a better answer?

From my reading, the physical world exists (that's physical realism) but 
abstract entities are equally real - though in a different sense. Is this right?

What am I missing?

There's no law of rationality that says there can't be more than one sense of 
'existing' or being 'real'.

So there could be 2...or 3. An infinity or senses of existing?

It would surely solve nothing to declare that the number 2 doesn't exist just 
because you can't trip over it -- and thereby to deprive oneself of the means of 
saying that the largest prime doesn't exist but the largest even prime does.

What is it that you do trip over? Dr. Johnson was kicking rocks. But he was 



refuting idealism. But did he? After all...the kick was interpreted in his mind, 
wasn't it? The rock...is an abstraction, isn't it? Of particles. 
Also...abstractions...right? We know this because of electrical signals in our 
heads. Electrical signals that are theoretical ideas we have learned about from 
science...

Have I headed down a dark path towards idealism myself here now?

Dualism is bad not because it violates some prohibition about supposing that 
there's more than one type of existence, but because it is a bad philosophical 
theory. It doesn't solve the problems it was designed to solve.

Which was the question of what exists? Perhaps also-how can body give rise to 
mind? But are they poor questions? What exists is, as you've explained what 
features in our best explanations.

But then I'm still not closer to understanding if we need then to distinguish 
between two types of reality: the physical and the abstract - if they are both 
equally real in the sense that they both feature in our best explanations. What is 
the *crucial* difference between them?

Philosophers seem to think abstract things are of a "type" or kind. Physical things 
are particulars. Does that work? Simple as that? Yet...Pi, root 2, the number 1, 
these seem to be quite "particular" and not general "types". Again...I'm missing 
something?

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] The multiverse and the present moment
Date: October 11, 2012 at 3:00 AM

According to quantum theory - no slice of spacetime is any less real than any 
other. Right? Other universes are just as real as this one. The future exists and 
so does the past as much as the present.

Then what makes the *present* moment special? By special I mean different to 
other moments. And it is different because I am experiencing it. I only ever 
experience the present moment. I will experience the future. And there are many 
many future universes that have this in common. I have experienced the past. 
And likewise there are many of those. But I only *experience* the present. Just 
one universe. That makes *it* different. Is it that I am observing it? Does that 
make *me* extra special in some way? Does it elevate my consciousness to 
some sort of "fundamental" level?

And I do mean to say "my" because special relativity clearly shows that no one 
else is in my time - in my moment. Moving, relative to me, they are at a different 
time. And General relativity only makes it worse still saying that in a different 
gravity well, they are at a different times to me too. Right?

I experience the present moment and that's all I ever experience. It allows me to 
predict the future and uncover the past. But I only have access to the present 
moment. The present moment and the space around me is my universe - my bit 
of spacetime - my slice of the multiverse.

But why am I located at this point? What's special about it? Or me? What's the 
relationship between me and this present moment?

Brett.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] The multiverse and the present moment
Date: October 11, 2012 at 6:30 AM

On 11 Oct 2012, at 08:00, Brett Hall <brhalluk@hotmail.com> wrote:

According to quantum theory - no slice of spacetime is any less real than any 
other. Right? Other universes are just as real as this one. The future exists and 
so does the past as much as the present.

That's relativity (or relativistic quantum theory). Quantum theory by itself doesn't 
take a position on that issue.

Then what makes the *present* moment special? By special I mean different to 
other moments. And it is different because I am experiencing it. I only ever 
experience the present moment. I will experience the future. And there are 
many many future universes that have this in common. I have experienced the 
past. And likewise there are many of those. But I only *experience* the present. 
Just one universe. That makes *it* different. Is it that I am observing it? Does 
that make *me* extra special in some way? Does it elevate my consciousness 
to some sort of "fundamental" level?

And I do mean to say "my" because special relativity clearly shows that no one 
else is in my time - in my moment. Moving, relative to me, they are at a different 
time. And General relativity only makes it worse still saying that in a different 
gravity well, they are at a different times to me too. Right?

I experience the present moment and that's all I ever experience. It allows me to 
predict the future and uncover the past. But I only have access to the present 
moment. The present moment and the space around me is my universe - my bit 
of spacetime - my slice of the multiverse.

But why am I located at this point? What's special about it? Or me? What's the 
relationship between me and this present moment?

Two people at different places might each say to the other "what makes 'here' a 
special location?" And each would say to the other: "It isn't".

'Here' and 'now' are terms in a category that the philosophers call 'indexical'. I 
don't think they're really problematic: some terms, referring to real things, don't 



refer to the speaker; others, the indexical ones, do refer to the speaker and use 
the speaker (and the utterance) as a reference point. Just a different way of 
referring to the same real things.

-- David Deutsch



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Dualism
Date: October 11, 2012 at 2:14 PM

On Thu, Oct 11, 2012 at 12:27 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 11/10/2012, at 9:52, "Josh Jordan" <therealjoshjordan@gmail.com> wrote:

BoI's "criterion for reality" (p 23) is that that "we should conclude
that a particular thing is real if and only if it figures in our best
explanation of something." By this criterion, both the planet Mars and
the game of chess exist, in the same sense. But only the planet
corresponds to a particular group of particles in spacetime.

"In the same sense" hmmm. I wonder what that can mean? I thought that the 
abstract and the physical were equally real...yet different. How, though?

Abstract and physical things can be the same in some respects while
being different in others. Take the book, The Beginning of Infinity.
The abstract book exists as information, independent of its
instantiation in any particular physical form. A particular physical
signed hardbound copy may also exist.  Both the abstract and the
physical book exist in the same sense, namely that they each figure in
our best explanation of something. But only the physical book
corresponds to a particular group of particles in spacetime.

I understand your point...but it somewhat begs the question.

http://en.wikipedia.org/wiki/Begging_the_question is "a type of
logical fallacy in which a proposition relies on an implicit premise
within itself to establish the truth of that same proposition". I
would appreciate it if someone would say more about how BoI's
criterion for reality -- or my example of it -- does this.

-- 

http://en.wikipedia.org/wiki/Begging_the_question


From: Destructivist <deductivist@yahoo.com>
Subject: Re: [BoI] Coercion and morality
Date: October 11, 2012 at 4:23 PM

On Wednesday, October 10, 2012 4:11:42 PM UTC-6, Elliot Temple wrote:

On Oct 10, 2012, at 12:53 PM, Destructivist 
<deduc...@yahoo.com<javascript:>>
wrote:

"It's a 'subjectivist' approach to what moralness or goodness is."

The things I listed are *objective* truths to do with individuals -- they
are part of the objective approach. There's nothing at all subjectivist
about knowing and using them.

There's nothing subjectivist about a contextual approach to knowledge, as
(for example) Objectivism and Karl Popper use.

I agree that those are objective truths about subjects. The approach is
only 'subjectivist' in the sense that it is about subjects. If there were
no subjects in the multiverse, moral truths would absent as well. Moral
truths depend on us for their existence. The same is true of my approach,
though. Without subjects, there can be no conflicts (unless you define
'conflict' so broadly that it gets a little silly e.g. planets are in
conflict with their stars, because the planet would follow a straight
trajectory if it weren't for the star's gravitational pull).

So, I withdraw that criticism.

I do not think that whether an action/decision/event is good or not
depends

on whether it solves some individual's problems. The reason I think
this,

is that I can imagine someone (an 'evil genius') doing all sorts of bad
things to get his way, and never being stopped. He's solving



*his*problems, but that doesn't mean the strategies he's using are

good in general - they're good for him.

But they are not good for him. There are many other possibilities that
would give him a better life. He could have a much better life with more
cooperation instead of evil.

Evil is, in important ways, self-defeating and impotent. And never the
best option for oneself individually.

If you disagree maybe you'd like to give an example. Or an explanation of
how evil can be a good idea.

You can superficially come out ahead with evil, e.g. by stealing money.
But the creativity and effort required to do that well could have done
other more productive things well. When you cooperate with the people you
interact with, for mutual benefit, that sort of approach takes less effort
to get value than an approach where you work against people and they are
putting their effort into thwarting instead of helping you. You have to do
extra work both to make up for their efforts to thwart you and also to make
up for the missing mutually beneficial helping.

OK. A bank guard sees that the armored truck driver has a heart attack that
instantly kills him right after he's opened the rear doors. The guard
decides to steal the bag of gold coins in the back of the truck. He's
reckless, and doesn't try to launder the money. He lives a flashy life. A
computer glitch erases all record of the gold even existing, along with the
guard's employment records. If anyone 'gets wise' to what happened, they're
hit by a small meteorite. Basically, he's the luckiest bank robber ever.

I disagree. I don't want to be dead or high. So if I get killed, or
become

a drug addict, there's a conflict between my past preferences and
then-current state.

This is why "avoid conflict" has limited use as a moral criterion.



When there is a conflict, what happens? There are many possible ways
forward that would get rid of the conflict. Such as learning to like SOMA.
But which one is right? You can't figure that out by the principle of
reducing conflict.

The right way forward is the one which maximally reduces conflict. Sure,
you could learn to like Soma. By choosing that path, you are setting
yourself on a collision course for much future conflict.

I offered a description of what makes something good -- not a prescription,
which is what "avoid conflict" is.

Also you said *maximally* reduce conflict. If you die there'd be a little
conflict in the short term when you struggle against and disagree with your
murderer. But in the long term you wouldn't have any more conflicts after
that, total conflict would be reduced!

Not true. I want to do many things in my life. Some of these preferences
have* lots *of reach. For instance, one of them is "I want be a good
epistemologist", which means I want to learn about epistemological
problems, arguments, and criticisms that I'm not even aware exist yet. So
when I'm murdered, it creates a tremendous amount of conflict.

I don't know (right now) that I want to learn about the Smith Paradox,
because it hasn't been discovered yet. Incidentally, it will be posed in
the year 2052. But my current preference to learn all about epistemology
means that I also want to learn about the Smith Paradox right now, even if
I don't know it. So, by being murdered, it creates a conflict: I want to
learn about the Smith Paradox, but I can't.

Everyone dead or high on SOMA is a very low conflict state, but a bad
state, so I am skeptical of your "maximally reduce conflict = good"
position.

As I just explained, it's actually a very high conflict state. If
everyone's dead, a veritable infinity of preferences (many of which are



unknown to the people that died) will go unsatisfied.

I think some conflicts are good, some bad. It depends. A war is bad. But
there's nothing inherently bad about philosophical disagreement and debate,
and I wouldn't see reducing that as a positive. (Some debates are bad. You
can do it wrong. But others are good.)

I don't think that conflicts are good in and of themselves. I think it
would be better to say that what conflicts can *motivate you to do or
accomplish* can be good. If conflicts themselves were good, why on Earth
would we work to resolve them?

I think some conflicts motivate us to create far-reaching solutions or act
in ways that kill off a bunch of other conflicts in one fell swoop that
we'd have otherwise had to deal with individually had we used any other
solution, or acted in any other way. It's our *plan* to pursue solutions to
*these *problems rather than others that can be good, not the problems
themselves.

I don't think either of us want to persist in disagreement, for instance.
Our disagreement is not good (it's not horrible, either!). We are working
to resolve the disagreement through debate, which *is* a good *action*,
because it is liable to result in agreement, a step toward the truth, or at
least learning something about our differing positions. Similarly, our *idea
* to resolve the disagreement via debate is a good *idea*.

A consequence of the B-theory of time is that our preferences never
disappear. They're still there, but in the past. This is no more
significant than our preferences being found at different locations in
space. I think you'd agree that there is a conflict of interests if you
stole something from me while I was on vacation in Fiji. So why would

the
situation be qualitatively different if you stole something from me

while I
existed in the past?

This is also why it can be immoral to, say, dump toxic waste on Mars.
Some

day, people will live on Mars, and will wish that the waste was dumped



in
the Sun instead. Their future preferences conflict with other people's
preferences in their past (but still our future).

That's conceivable, and I agree with the principle (stealing someone's
stuff while he's not home is conflict), but I don't think that particular
example is true.

I expect people who can colonize Mars to be able to deal with toxic waste.
Also Mars is big so as long as you dump the toxic waste in only a few
million places (say) then it'd be easy to settle those spots of Mars last.
That means they only have to know how to deal with toxic waste by the time
they are done covering Mars in settlements which gives them a lot more time
to figure it out. And they may never actually want to use the whole surface
of Mars anyway (for many reasons. e.g. there's plenty more planets in the
galaxy. and miniaturization technology will improve).

I'm sure they could deal with it too. But they might prefer not to have to
deal with it. And if it's all the same, it would be better if we chucked
the waste into the Sun.

Another interesting example:

You can create conflicts with your future selves. Your decision to spend
every dollar of every paycheck on expensive unnecessary things conflicts
with your future self's preference to have some retirement money at a time
in his life when working may be more difficult. You can make his life more
difficult, and he'll wish he'd have socked away more cash in his younger
days. His regret is the result of an trans-temporal conflict that you
caused. You can resolve the dispute by living within your means and saving
for retirement (cooperating with your future self).

You also have an extremely greedy future self. You may have done all you
could to save plenty of money for retirement, but in his eyes, it wasn't
enough. He wants coke, hookers, and caviar every night. He blames you for
being a 'stupid kid that couldn't earn enough' for his frustrations. In
this case, he's the one causing the conflict.

The film Looper is relevant.



I think that moral knowledge needs to talk about more than a goal but
also

how you accomplish it. You're advocating a way of life. How does it
work?

What should people do and not do? How is it different from the way of
life

now? I think you'll have to address questions like this to persuade
people

and get them to understand what you have in mind.

No attempt is being made (yet) to answer those questions.

You said "I think I could convince him that..."

I disagree. I don't think you could convince him (or me) without answers
to questions like these.

I'm not advocating a way of life. I'm trying to do what Tarski did for
truth. Tarski was not trying to tell us what the truth is. He was trying to
make sense of the idea of truth, regardless of what the truth happens to be.

I could try, but I'm focusing on one particular problem: what is
goodness?

That's a bad problem of the sort Popper criticized.

It's too much like the essentialist question: "What is the essential
nature of goodness?"

Then should Tarski have not tried to come up with a theory of truth? Was
that a bad effort? Popper seemed to have thought it was worthwhile.



I'll try to address the rest of your criticisms soon, but I have to get to
work, so I'll end this reply here for the moment.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Dualism
Date: October 11, 2012 at 7:01 PM

On 12/10/2012, at 5:15, "Josh Jordan" <therealjoshjordan@gmail.com> wrote:

On Thu, Oct 11, 2012 at 12:27 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 11/10/2012, at 9:52, "Josh Jordan" <therealjoshjordan@gmail.com> wrote:

BoI's "criterion for reality" (p 23) is that that "we should conclude
that a particular thing is real if and only if it figures in our best
explanation of something." By this criterion, both the planet Mars and
the game of chess exist, in the same sense. But only the planet
corresponds to a particular group of particles in spacetime.

"In the same sense" hmmm. I wonder what that can mean? I thought that the 
abstract and the physical were equally real...yet different. How, though?

Abstract and physical things can be the same in some respects while
being different in others. Take the book, The Beginning of Infinity.
The abstract book exists as information, independent of its
instantiation in any particular physical form. A particular physical
signed hardbound copy may also exist.  Both the abstract and the
physical book exist in the same sense, namely that they each figure in
our best explanation of something. But only the physical book
corresponds to a particular group of particles in spacetime.

I understand your point...but it somewhat begs the question.

http://en.wikipedia.org/wiki/Begging_the_question is "a type of
logical fallacy in which a proposition relies on an implicit premise
within itself to establish the truth of that same proposition". I
would appreciate it if someone would say more about how BoI's
criterion for reality -- or my example of it -- does this.

Because the problem I posed was, essentially, about the difference (ontologically, 
if you like) between abstract and physical entities. Given that is the problem, 
saying that some physical thing (like a book) is physical because it is composed 
of particles in spacetime gets us no closer. It's circular.

http://en.wikipedia.org/wiki/Begging_the_question


Why?

Because the particles and the spacetime are *themselves* physical...and the 
question is: what does it mean to be *physical*.

To be more explicit about how this begs the question; your example of the book, 
(or planet or whatever) being made of particles in spacetime reduces to this:

Physical things are physical because they consist of physical things.

Hence, it begs the question.

I think.

I'm not saying this is a critical error here by the way. I don't see a way out of it 
either. We have to pull ourselves up by our bootstraps somewhere.

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Dualism
Date: October 11, 2012 at 9:54 PM

On Thu, Oct 11, 2012 at 6:01 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 12/10/2012, at 5:15, "Josh Jordan" <therealjoshjordan@gmail.com> wrote:

On Thu, Oct 11, 2012 at 12:27 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 11/10/2012, at 9:52, "Josh Jordan" <therealjoshjordan@gmail.com> 
wrote:

BoI's "criterion for reality" (p 23) is that that "we should conclude
that a particular thing is real if and only if it figures in our best
explanation of something." By this criterion, both the planet Mars and
the game of chess exist, in the same sense. But only the planet
corresponds to a particular group of particles in spacetime.

"In the same sense" hmmm. I wonder what that can mean? I thought that the 
abstract and the physical were equally real...yet different. How, though?

Abstract and physical things can be the same in some respects while
being different in others. Take the book, The Beginning of Infinity.
The abstract book exists as information, independent of its
instantiation in any particular physical form. A particular physical
signed hardbound copy may also exist.  Both the abstract and the
physical book exist in the same sense, namely that they each figure in
our best explanation of something. But only the physical book
corresponds to a particular group of particles in spacetime.

I understand your point...but it somewhat begs the question.

http://en.wikipedia.org/wiki/Begging_the_question is "a type of
logical fallacy in which a proposition relies on an implicit premise
within itself to establish the truth of that same proposition". I
would appreciate it if someone would say more about how BoI's
criterion for reality -- or my example of it -- does this.

Because the problem I posed was, essentially, about the difference 
(ontologically, if you like) between abstract and physical entities. Given that is 
the problem, saying that some physical thing (like a book) is physical because it 

http://en.wikipedia.org/wiki/Begging_the_question


is composed of particles in spacetime gets us no closer. It's circular.

Why?

Because the particles and the spacetime are *themselves* physical...and the 
question is: what does it mean to be *physical*.

To be more explicit about how this begs the question; your example of the book, 
(or planet or whatever) being made of particles in spacetime reduces to this:

Physical things are physical because they consist of physical things.

Are these statements true?

There is existence in the sense that something exists physically.

There is existence in the sense that something exists epistemically.

A physical thing exists physically.

An epistemic thing exists epistemically.

An atom exists physically.

An idea exists epistemically.

An idea exists epistemically in that it is used in our best
explanations of physical reality.

An idea that only exists in a refuted explanation of physical reality,
is an idea that doesn't exist.

That last one has a problem. That idea doesn't exist in the sense that
it is needed to explain physical reality. But, that idea *does* exist
in the sense that it is needed to explain the refuted explanation of
physical reality. Right?



Does the refuted explanation exist epistemically? According to my
logic above, I think the answer is yes.

If no, then we could have a third sense in which things exist. They
exist (only) in our minds. If this type of existence is useful, then
we could have 3 senses of existence.

But I don't think that the 3 categories have any special significance.
We could create a 4th category. And more. If they are useful in our
explanations, then go ahead and create another category.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Destructivist <deductivist@yahoo.com>
Subject: Re: [BoI] Coercion and morality
Date: October 11, 2012 at 10:25 PM

On Wednesday, October 10, 2012 4:11:42 PM UTC-6, Elliot Temple wrote:

On Oct 10, 2012, at 12:53 PM, Destructivist 
<deduc...@yahoo.com<javascript:>>
wrote:

It's too much like orienting philosophy around words and definitions.

It's too much like starting with a string of letters and then trying to
come up with a concept to match it, which is the wrong order to do things.

There's a lot of agreement about what ideas and actions and events are/were
good. People must be seeing some property of these ideas/actions/events
that strikes them as being so similar that it deserves a common name: good.
They are recognizing a commonality, or else they wouldn't use the same
word. It would be arbitrary for them to use the word 'good' instead of
'smurgle' if there wasn't some unifying property.

If it's the wrong order to do things, how are people supposed to learn a
language? As a child, all you have to go on is utterances, gestures, and
the circumstance you and other people are in. People point to something
and make the sound "good". What are they pointing out? What are they trying
to call my attention to? Once I have this problem, I can go about solving
it with various explanations.

A better approach would be more like this:
I have various ideas about a topic which, for convenience, I will refer

to in short as "goodness". Some explanations about this I know are...
[explain one's knowledge]. I find the state of my knowledge problematic

because... [explain criticisms that are motivating your interest]. How do
I address these problems?
I don't think I'm understanding what you're proposing I do.



Maybe something like this?:

 I think helping people with good attitudes understand stuff they don't
understand is good. I think preventing/stopping the unprovoked killing of
other people is good. I think filling up my gas tank when it's almost empty
is good. I think guacamole-stuffed quesadillas are good. I have
explanations for why I think each of these things are good. I want a
meta-explanation that tells me what all of these explanations have in
common. This wanting is The Problem of Goodness. Any solutions I come up
with will be on that topic. I think I've got one. I worry about the quality
of this meta-explanation, though, because I've exposed it to precious
little external criticism. I may have a blindness to any flaws it may have.
I intend to address this problem by presenting it to people on the BoI
forum to see what criticisms they may come up with.

I don't think I
need to give the man on the street a full-fledged moral philosophy in

order
for him to agree with me about what goodness is. I don't have to give

him a
full explanation of what science is, what science says, and how to do
science, in order for him to agree with me about what a scientific truth
is, do I? That approach would be very difficult, and make persuading

people
of just about anything hard as hell.

Indeed. That's why I focussed on practical questions like how what you're
advocating is different than what he's already doing.

All he may be doing differently is thinking goodness is something I don't
think it is. Or maybe he's living a very different life than me. Maybe he's
a serial killer, and I can give him an argument for why he should stop
killing people along the lines of the argument you gave for why people
shouldn't steal (i.e. people will try to thwart you, and you'll need to be
very careful if you want to avoid ending up jailed for life or dead -- get
ready for an  exhausting life!). Maybe he steals small things from his
place of work. Maybe he thinks spanking his kid is a good idea. I guess I'd
need to know a bit about this guy on the street, and what sorts of moral
choices he's made, before I can advocate that he do something different. I



know we're calling him an 'average guy', but there's a lot of differences
between the lives of any two people.

Maybe you could offer an example or two of a choice that an average guy has
made, and I could see if my moral philosophy tells me that he should do
something different.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Dualism
Date: October 11, 2012 at 11:08 PM

On 12/10/2012, at 12:55, "Rami Rustom" <rombomb@gmail.com> wrote:

On Thu, Oct 11, 2012 at 6:01 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 12/10/2012, at 5:15, "Josh Jordan" <therealjoshjordan@gmail.com> wrote:

On Thu, Oct 11, 2012 at 12:27 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 11/10/2012, at 9:52, "Josh Jordan" <therealjoshjordan@gmail.com> 
wrote:

BoI's "criterion for reality" (p 23) is that that "we should conclude
that a particular thing is real if and only if it figures in our best
explanation of something." By this criterion, both the planet Mars and
the game of chess exist, in the same sense. But only the planet
corresponds to a particular group of particles in spacetime.

"In the same sense" hmmm. I wonder what that can mean? I thought that 
the abstract and the physical were equally real...yet different. How, though?

Abstract and physical things can be the same in some respects while
being different in others. Take the book, The Beginning of Infinity.
The abstract book exists as information, independent of its
instantiation in any particular physical form. A particular physical
signed hardbound copy may also exist.  Both the abstract and the
physical book exist in the same sense, namely that they each figure in
our best explanation of something. But only the physical book
corresponds to a particular group of particles in spacetime.

I understand your point...but it somewhat begs the question.

http://en.wikipedia.org/wiki/Begging_the_question is "a type of
logical fallacy in which a proposition relies on an implicit premise
within itself to establish the truth of that same proposition". I
would appreciate it if someone would say more about how BoI's
criterion for reality -- or my example of it -- does this.

Because the problem I posed was, essentially, about the difference 

http://en.wikipedia.org/wiki/Begging_the_question


(ontologically, if you like) between abstract and physical entities. Given that is 
the problem, saying that some physical thing (like a book) is physical because 
it is composed of particles in spacetime gets us no closer. It's circular.

Why?

Because the particles and the spacetime are *themselves* physical...and the 
question is: what does it mean to be *physical*.

To be more explicit about how this begs the question; your example of the 
book, (or planet or whatever) being made of particles in spacetime reduces to 
this:

Physical things are physical because they consist of physical things.

Are these statements true?

There is existence in the sense that something exists physically.

There is existence in the sense that something exists epistemically.

So you have two categories. No progress here. Your epistemic seems to me to be 
just another string of characters that means the same thing as abstract.

A physical thing exists physically.

Circular.

An epistemic thing exists epistemically.

Again. Begs the question.

An atom exists physically.



An idea exists epistemically.

Both beg the question, still.

An idea exists epistemically in that it is used in our best
explanations of physical reality.

So are atoms used in our best explanations of physical reality. I don't know what 
"used in" gets you here. For example, the number 
10374728473729297363877287348 might have been typed very few times 
before. It arises from our explanations of reality though and that string of 
numerals refers to something that really exists. Not sure it's "used in" them 
though. But that doesn't make it any less real.

An idea that only exists in a refuted explanation of physical reality,
is an idea that doesn't exist.

That's wrong. That actually confuses the physical with the abstract actually so it 
might be getting me somewhere. I know you know this because of what you soon 
write. An idea is still an idea, even if it's false.

A certain class of abstract things (namely *false ideas*) can refer to things that do 
not exist in physical reality, although are postulated to do so.

So the idea of unicorns exists. There are many many instantiations of this idea. 
Descriptions in books. Pictures. Simulations in computer games. Movies. Etc, etc. 
So the idea of them is real, even if they are not. Even if any theory featuring 
unicorns is refuted as an explanation, the idea exists.

The idea of horses exists. As much as the idea of unicorns. But only horses 
actually exist.

And yet...somewhere in the multiverse there lurks...*unicorns*. So even ideas 
which are false in our universe are sometimes in the multiverse true.



David mentioned indexicals. It's almost like "unicorn" is relative to a certain place 
in time and space as well. In some places it labels something that doesn't exist. 
In other places it labels something that does.

Do unicorns exist? It depends. On what? *Where* you are.

That's really very weird. Help!

That last one has a problem. That idea doesn't exist in the sense that
it is needed to explain physical reality. But, that idea *does* exist
in the sense that it is needed to explain the refuted explanation of
physical reality. Right?

You might have to provide an example. Consider the idea that the reason Frodo 
travelled to Mordor was because he wanted to destroy the one ring. That's true. 
It's an idea. Only it refers to a fictional world. Although...

Does the refuted explanation exist epistemically? According to my
logic above, I think the answer is yes.

If no, then we could have a third sense in which things exist. They
exist (only) in our minds. If this type of existence is useful, then
we could have 3 senses of existence.

There is a sense in which things can exist "only in our minds" but I'm not sure it's 
the one you are thinking of. With the story of Lord of the Rings...that *actually* 
happened somewhere in the multiverse. In that universe, every time a person 
puts on the one ring, they disappear. This is consistent with quantum theory. The 
people in that universe come to develop theories *consistent with their 
observations* that magic works.

DD referred to these as Harry Potter Universes.

So even fictional worlds exist...and not just in our minds. The reason they exist is 
that anything not prohibited by the laws of physics will eventually happen. People 
can become invisible by an extremely improbably number of coincidences to do 



with the paths photons might take around a person's body. Even less likely this 
might only occur, by chance, when a certain ring happens to be worn. There's no 
causal relationship between any of these coincidences but the people in that 
universe come to believe there is. Turns out, in most universes when they 
develop theories that invoke the action of magic to explain stuff, those theories 
are falsified. But in some universes, they never are. So magic *seems* to work.

So that all exists, physically...somewhere.

What only exists in our minds? Things, I suppose, that are *logically* impossible. 
But can I imagine those things? Can I actually imagine that there exists a 
universe where root two is a fraction...or can I just construct that sentence? I can 
say "Fred is a married bachelor" and insist all the words have their usual 
meanings...but such a string of characters tries to state an idea that actually can't 
exist. Even in our minds. Right?

But I don't think that the 3 categories have any special significance.
We could create a 4th category. And more. If they are useful in our
explanations, then go ahead and create another category.

Yeah, I'm not interested in creating arbitrary categories. My OP was about 
figuring out what it is about the categories that already exist that makes them so 
special...and different. We seem to agree that abstract things exist. Physical 
things exist. But they exist in different senses. What sense? Why are they 
different? Why isn't there just "stuff that exists"? Why this division between the 
abstract and the physical? Especially now that we seem to have it that *even 
supposedly false ideas* refer to real, physical things somewhere in the 
multiverse. Like ideas about unicorns. Yet I know the idea of a unicorn is not itself 
a unicorn.

Does it serve any purpose or solve any problem? When you look at it closely, 
does the difference  between the abstract and physical dissolve. In which 
case...does this make monism true?

Brett.



From: Destructivist <deductivist@yahoo.com>
Subject: Re: [BoI] Dualism
Date: October 12, 2012 at 4:36 AM

On Thursday, October 11, 2012 9:08:40 PM UTC-6, Brett Hall wrote:

And yet...somewhere in the multiverse there lurks...*unicorns*. So even
ideas which are false in our universe are sometimes in the multiverse true.

I don't think that the idea you're talking about is false or true relative
to where you're at in the multiverse. The concept models something that *
does* exist in the multiverse. So, it's true. It wouldn't matter if there
were never, are none, and will never be any unicorns in any* particular *history,
such as ours.

David mentioned indexicals. It's almost like "unicorn" is relative to a
certain place in time and space as well. In some places it labels something
that doesn't exist. In other places it labels something that does.

Do unicorns exist? It depends. On what? *Where* you are.

The answer to that question ("Do unicorns exist?) is always yes, no matter
where you are. A more specific question, like "Are there any unicorns in *
this* branch of the multiverse?" is going to have a correct answer that
depends on what branch "*this* branch" refers to.

In some other universe, people think about Komodo dragons the way we think
about unicorns. If anyone in that universe thinks Komodo dragons don't
exist, they're wrong.

"Do unicorns exist?" is equivalent to asking: Do unicorns exist anywhere at
all in reality?

So even fictional worlds exist...and not just in our minds.



If they exist, then our conceptions of them aren't fictional.

What only exists in our minds?

I think this question is equivalent to the question: What is imaginary?

The answer is: Lots of stuff. Sure, the logically impossible stuff. But
also things like faster-than-light spaceships, and other things that are
prohibited by the laws of physics. Oddly enough, unicorns aren't imaginary,
but FTL ships are.

Another equivalent question: Which of our ideas fail to refer to anything
that exists or happens?

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Dualism
Date: October 12, 2012 at 4:48 AM

On 12/10/2012, at 19:36, "Destructivist" <deductivist@yahoo.com> wrote:

On Thursday, October 11, 2012 9:08:40 PM UTC-6, Brett Hall wrote:

And yet...somewhere in the multiverse there lurks...*unicorns*. So even ideas 
which are false in our universe are sometimes in the multiverse true.

I don't think that the idea you're talking about is false or true relative to where 
you're at in the multiverse. The concept models something that does exist in the 
multiverse. So, it's true. It wouldn't matter if there were never, are none, and will 
never be any unicorns in any particular history, such as ours.

David mentioned indexicals. It's almost like "unicorn" is relative to a certain 
place in time and space as well. In some places it labels something that 
doesn't exist. In other places it labels something that does.

Do unicorns exist? It depends. On what? *Where* you are.

The answer to that question ("Do unicorns exist?) is always yes, no matter 
where you are. A more specific question, like "Are there any unicorns in this 
branch of the multiverse?" is going to have a correct answer that depends on 
what branch "this branch" refers to.

In some other universe, people think about Komodo dragons the way we think 
about unicorns. If anyone in that universe thinks Komodo dragons don't exist, 
they're wrong.

"Do unicorns exist?" is equivalent to asking: Do unicorns exist anywhere at all in 
reality?

So even fictional worlds exist...and not just in our minds.

If they exist, then our conceptions of them aren't fictional.

What only exists in our minds?



I think this question is equivalent to the question: What is imaginary?

The answer is: Lots of stuff. Sure, the logically impossible stuff. But also things 
like faster-than-light spaceships, and other things that are prohibited by the laws 
of physics. Oddly enough, unicorns aren't imaginary, but FTL ships are.

Yep, fair enough. It's almost like being among the few who, hundreds or 
thousands of years ago, knew the Earth was spherical and (most probably) had 
strange wildlife and other people in countries on the other side of the world. 
Assertions of the type "There are strange creatures on the other side of the 
world" would be simple facts to some who understood the spherical Earth theory 
and some stuff about animals and yet the same assertion might've been regarded 
as a false statement: but useful for entertaining people as a premise for scary and 
exciting stories about places far away and creatures unseen.

Now we all know that strange creatures lurk over the horizon in strange places. 
But also now the number of strange places and strange creatures has just 
increased with our understanding of quantum theory. So stories regarded 
previously as completely fictional become factual...as seems to have been the 
trend.

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Coercion and morality
Date: October 12, 2012 at 9:49 AM

On Thu, Oct 11, 2012 at 9:25 PM, Destructivist <deductivist@yahoo.com> wrote:

On Wednesday, October 10, 2012 4:11:42 PM UTC-6, Elliot Temple wrote:

On Oct 10, 2012, at 12:53 PM, Destructivist <deduc...@yahoo.com> wrote:

It's too much like orienting philosophy around words and definitions.

It's too much like starting with a string of letters and then trying to
come up with a concept to match it, which is the wrong order to do things.

There's a lot of agreement about what ideas and actions and events are/were
good. People must be seeing some property of these ideas/actions/events that
strikes them as being so similar that it deserves a common name: good. They
are recognizing a commonality, or else they wouldn't use the same word. It
would be arbitrary for them to use the word 'good' instead of 'smurgle' if
there wasn't some unifying property.

If it's the wrong order to do things, how are people supposed to learn a
language? As a child, all you have to go on is utterances, gestures, and the
circumstance you and other people are in. People point to something and make
the sound "good". What are they pointing out? What are they trying to call
my attention to? Once I have this problem, I can go about solving it with
various explanations.

A better approach would be more like this:
I have various ideas about a topic which, for convenience, I will refer to
in short as "goodness". Some explanations about this I know are... [explain
one's knowledge]. I find the state of my knowledge problematic
because... [explain criticisms that are motivating your interest]. How do
I address these problems?

I don't think I'm understanding what you're proposing I do.



Maybe something like this?:

I think helping people with good attitudes understand stuff they don't
understand is good. I think preventing/stopping the unprovoked killing of
other people is good. I think filling up my gas tank when it's almost empty
is good. I think guacamole-stuffed quesadillas are good. I have explanations
for why I think each of these things are good. I want a meta-explanation
that tells me what all of these explanations have in common. This wanting is
The Problem of Goodness. Any solutions I come up with will be on that topic.
I think I've got one. I worry about the quality of this meta-explanation,
though, because I've exposed it to precious little external criticism. I may
have a blindness to any flaws it may have. I intend to address this problem
by presenting it to people on the BoI forum to see what criticisms they may
come up with.

I don't think I
need to give the man on the street a full-fledged moral philosophy in
order
for him to agree with me about what goodness is. I don't have to give him
a
full explanation of what science is, what science says, and how to do
science, in order for him to agree with me about what a scientific truth
is, do I? That approach would be very difficult, and make persuading
people
of just about anything hard as hell.

Indeed. That's why I focussed on practical questions like how what you're
advocating is different than what he's already doing.

All he may be doing differently is thinking goodness is something I don't
think it is. Or maybe he's living a very different life than me. Maybe he's
a serial killer, and I can give him an argument for why he should stop
killing people along the lines of the argument you gave for why people
shouldn't steal (i.e. people will try to thwart you, and you'll need to be
very careful if you want to avoid ending up jailed for life or dead -- get
ready for an  exhausting life!). Maybe he steals small things from his place
of work. Maybe he thinks spanking his kid is a good idea. I guess I'd need
to know a bit about this guy on the street, and what sorts of moral choices
he's made, before I can advocate that he do something different. I know
we're calling him an 'average guy', but there's a lot of differences between



the lives of any two people.

Maybe you could offer an example or two of a choice that an average guy has
made, and I could see if my moral philosophy tells me that he should do
something different.

I think you're looking for an explanation for what constitutes an
action as good or bad.

Here's a few tries:

- Every act is an attempt at a solution to a problem. If the act
succeeds in solving the problem, then it is moral. (This is flawed
because it assumes that all problems are moral.)

- Every act is an attempt at a solution to a problem. If the problem
is moral, and the act succeeds in solving the problem, then the act is
moral. (This is flawed because it doesn't explain what constitutes a
moral problem.)

- Every act is an attempt at a solution to a problem. If the problem
is moral, meaning that solving the problem isn't expected to hurt a
reasonable person, and if the act succeeds in solving the problem,
then the act is moral. (This is flawed because it is vague about what
constitutes a reasonable person.)

To clarify, a problem is a conflict between ideas. As an example, one
idea might be that I want to know how pulleys work and the conflicting
idea is that I don't know how pulleys work. So solving that problem
means learning how pulleys work. And this hurts no one while providing
enjoyment to me.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Mental illness reality TV show documentary
Date: October 13, 2012 at 5:36 AM

On Sat, Sep 8, 2012 at 4:26 PM, Michael Golding <mlionson428@yahoo.com> 
wrote:

Sent from my iPhone

On Sep 8, 2012, at 4:28 PM, Lulie Tanett <luliet@gmail.com> wrote:

Horizon documentary in which 5 out of 10 people who have in the past
been diagnosed with a mental illness do various games/tasks and 3
psychiatrists watch them on camera and try to guess who was who:

http://www.youtube.com/watch?v=2UsgFl4H5JU

At first, the psychiatrists kept saying it's very hard to guess
because they can't ask the people questions as they usually would. But
how could something that's essentially self-diagnosis be more reliable
or more scientific than actually watching how the person behaves in a
particular situation?

As I've said, psychiatry is not about making diagnoses based on the content of 
what people say.

If I asked you what you had painted and you said "a dog" that would give me 
very little information about your skill as an artist.

On the other hand,  if I watched you paint the painting (and I had knowledge 
about what to look for) I would have much more information about your skill as 
an artist. Your objective skill (How you paint) determines far more about whether 
you are a good artist than the particular picture you decide to paint. The same is 
true of psychiatry. The process of forming thought is what matters not the overt 
content of what is said.

What is the test that you can run to determine that you are a better artist than I 
am (virtually anyone, with any knowledge about this, would agree with that!). 
Despite no test, you somehow believe that there are objective measures of the 

http://www.youtube.com/watch?v=2UsgFl4H5JU


quality of your art. Why?

You might be able to measure the symmetry of something, for example, but that 
test would fail in many situations. Measuring symmetry in art is the logical 
equivalent of medical doctors checking blood tests and making pathological 
findings. Measuring symmetry can give you information about the quality of the 
work of art, but it doesn't finally tell you whether it is good. Measuring blood 
work and pathological findings gives you information about potential illnesses, 
but it doesn't tell you whether the person is sick.

Asking people questions (for psychiatrists$ is the equivalent of watching them 
paint many different types of pictures. There is so much in the implicit content of 
what is being said by a person and how it is being said that the specific content 
is almost irrelevant.

No matter what I paint, even if it has the same content that an artist paints (say 
a picture of a dog) my painting won't be as good. Psychiatrists are looking for 
how the painting is done, much more so than what the content of the painting is. 
And yes, there is objective skill involved.

Later they get to ask the people questions and they still do badly
with their guessing. Which is weird, because the only information
psychiatrists have to diagnose with *is* behavior (there exist no
purported physical tests for mental illnesses AFAIK).

It sounds like you are asking about the reliability of psychiatric diagnosis (will 
different psychiatrists using structured interviews get the same results?).

They will And usually with considerably higher reliability than,say, whether family 
doctors can tell the difference between a viral and a bacterial bronchitis. 
Certainly we agree on diagnoses far more reliably than groups of artists agree 
about the quality of a painting, yet for some weird reason you think there is 
objectivity in art (wink).

Reliability of diagnosis has never been a problem in research settings for 
psychiatrists over the last 30 years. We agree easily when we evaluate the 
same person and I have no means of communicating with each other.

In terms of your television show, I don't think you would expect a cardiologist to 



be able to tell who had heart disease by watching patients interact outside, 
weather on television or not.

I think you are also assuming that
laboratory values or physical exam findings determine diagnosable illness in 
non-nonpsychiatric patients? Are you?

If so, how would you explain that I probably have methicillin-resistant staph 
aureus growing in the back of my throat, very few others do, methicillin-resistant 
staph aureus is one of the most dangerous and lethal bacteria that we know of, 
and many patients with the same pathological diagnosis would be placed on 
multiple antibiotics which are the strongest ones we have? And it would be done 
immediately to prevent their death.

Yet no doctor suggests doing anything to me. I am considered to have no 
illness, yet many others would be, though we have the same pathology report.

Or, why is a pathologist's finding of a few cancer cells in a 40-year-old's prostate 
an indication for immediate surgery, but the same finding in an 80-year-old is no 
cause for alarm and no surgery will be performed.

Why does the 40-year-old have a serious illness while the 80-year-old does not, 
despite identical pathological findings? In general, why does the same 
pathological evidence lead to wildly different behaviors on the part of doctors?

Do you think that someone with ringing in his ears and hearing loss has no 
illness because there is no pathological finding and the entire diagnosis is based 
upon what the patient says? In general why does no pathological finding imply 
no illness?

I've never heard anyone say that no pathological finding means no
illness. I guess you mean biological illness.

I've heard this said: A or B caused C, where A is a brain problem, B
is a mind problem, and C is a behavior.

So, if we get a positive result for a test (Ta) that determines A,
then we can say that: A caused C.

But, if we get a negative result for a test (Ta) that determines A,



then we cannot say that: A caused C. Because its possible that B
caused C.

Now what you've said is that you're disagreeing with the idea that "no
pathological finding means no illness" which equates to: If test Ta
gives negative result, then Not A. And you're disagreeing with this.

You're saying that we don't have perfect tests to measure all possible
As (brain problems). So you're saying that even if we don't have a
positive result for a brain problem (which is causing the behavior),
there could still be a brain problem. I agree. But there is another
possibility you haven't ruled out, which is that there could be a mind
problem.

Now psychiatrists do have diagnoses for "mental diseases" (aka mind
problems). They ask questions whose answers (including body language)
help psychiatrists determine which mind problem the patient has. The
issue here isn't the questions or the answers or the inaccuracy of
diagnosis. The issue is that there is no such thing as a "mental
disease". People with mind problems aren't diseased. They just have
ideas that most of society doesn't like. For example, a serial-killer
has evil ideas about killing people and he acts according to those
ideas. These ideas and actions are choices that he made. He's not
sick. He's evil.

To clarify, a mind problem is an idea someone has that he acts on and
which causes hurt on himself or others.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Can't break laws of physics AND Godel's incompleteness theorem
Date: October 13, 2012 at 6:11 AM

On Sat, Sep 8, 2012 at 5:16 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

This is a lightly edited transcript of David Deutsch's appearance on "On
Point" with Tom Ashbrook on August 8, 2011. The audio is available at
http://onpoint.wbur.org/2011/08/18/david-deutsch

...

Vijay: Hi, Tom. I think that Professor Deutsch's thesis is deeply misguided
and badly written, and here's why. His basic idea is that, since we can
reason, we can do anything (aside from violating the limits placed by
physics). But we also know, from computer science and mathematics, that
there are many things that are beyond reason. These are called independence
results or incompleteness results. There are things that we cannot know, and
these lead us to deep issues and philosophical issues the context of
computer science and mathematics. Professor Deutsch is most likely aware of
these things, and still his basic thesis is that because we can reason, we
can understand anything and therefore we can do anything. And secondly,
technically, the statement that, "aside from the limits placed by physics
and incompleteness results, everything else is possible" is essentially a
truism. So what exactly is he trying to say? What is new here?

Ashbrook: Vijay, stand by. David Deutsch, what do you say?

Deutsch: Okay, I'll deal with the first question first. In mathematics in
can be proved that the overwhelming majority of mathematical truths cannot
be proved, and indeed cannot be known. So the question is, how is that
compatible with the idea that we can do anything? The short answer is this:
if a mathematician is interested in a certain problem, let's say to do with
prime numbers, then one way that will lead to the bottle of champagne being
opened is if this mathematician discovers a proof that this thing is true or
a proof that it is false. But another way that you could get exactly the
same success in human terms would be to prove that it is unprovable. This is
as much a reason for writing a mathematics paper and opening the bottle of
champagne as proving that's true or proving that's false. And if you can't
prove that it's unprovable, then maybe the next best thing is that you
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conjecture that it's unprovable. And then you write a paper about what would
be the consequences if it were, and another paper about what would be the
consequences if it weren't, and therefore you get twice the number of papers
just because the thing you were working on is unprovable. So, in the human
sense, mathematics provides no barrier to progress, even though, as a matter
of logic, there are things that we can't know. But they're not things that
matter ultimately to humans. Now, to answer the second question, "what have
I said that's new?" In a sense, you're quite right, it's almost a trivial
consequence of regarding the scientific worldview as true, but listen to the
other commentators! They are saying that gaining control of the universe is
(a) impossible and (b) wrong, and I am saying that the scientific worldview
is incompatible with those ancient ideas of limitation.

The caller said that these 2 ideas conflict:

- We can do anything except break the laws of physics.

- Some math problems are not calculable. (This is from Godel's
incompleteness theorem.)

So he's saying that *calculating a math problem* is part of the set of
*do anything*.

DD's response was that these non-calculable math problems do not
provide a barrier to progress. But that is irrelevant. Not having a
barrier to progress =/= do anything.

If that is problematic, then does this solve it?

- We can do any physical things except break the laws of physics.

- We can do any epistemic things except break the laws of epistemology.

So I'm saying that Godel's incompleteness theorem is a law of
epistemology. Another one is the idea that we can not know which of
our conjectural truths is an objective truth.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 13, 2012 at 7:02 AM

On 13/10/2012, at 21:12, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Sep 8, 2012 at 5:16 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

This is a lightly edited transcript of David Deutsch's appearance on "On
Point" with Tom Ashbrook on August 8, 2011. The audio is available at
http://onpoint.wbur.org/2011/08/18/david-deutsch

...

Vijay: Hi, Tom. I think that Professor Deutsch's thesis is deeply misguided
and badly written, and here's why. His basic idea is that, since we can
reason, we can do anything (aside from violating the limits placed by
physics). But we also know, from computer science and mathematics, that
there are many things that are beyond reason. These are called independence
results or incompleteness results. There are things that we cannot know, and
these lead us to deep issues and philosophical issues the context of
computer science and mathematics. Professor Deutsch is most likely aware of
these things, and still his basic thesis is that because we can reason, we
can understand anything and therefore we can do anything. And secondly,
technically, the statement that, "aside from the limits placed by physics
and incompleteness results, everything else is possible" is essentially a
truism. So what exactly is he trying to say? What is new here?

Ashbrook: Vijay, stand by. David Deutsch, what do you say?

Deutsch: Okay, I'll deal with the first question first. In mathematics in
can be proved that the overwhelming majority of mathematical truths cannot
be proved, and indeed cannot be known. So the question is, how is that
compatible with the idea that we can do anything? The short answer is this:
if a mathematician is interested in a certain problem, let's say to do with
prime numbers, then one way that will lead to the bottle of champagne being
opened is if this mathematician discovers a proof that this thing is true or
a proof that it is false. But another way that you could get exactly the
same success in human terms would be to prove that it is unprovable. This is
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as much a reason for writing a mathematics paper and opening the bottle of
champagne as proving that's true or proving that's false. And if you can't
prove that it's unprovable, then maybe the next best thing is that you
conjecture that it's unprovable. And then you write a paper about what would
be the consequences if it were, and another paper about what would be the
consequences if it weren't, and therefore you get twice the number of papers
just because the thing you were working on is unprovable. So, in the human
sense, mathematics provides no barrier to progress, even though, as a matter
of logic, there are things that we can't know. But they're not things that
matter ultimately to humans. Now, to answer the second question, "what have
I said that's new?" In a sense, you're quite right, it's almost a trivial
consequence of regarding the scientific worldview as true, but listen to the
other commentators! They are saying that gaining control of the universe is
(a) impossible and (b) wrong, and I am saying that the scientific worldview
is incompatible with those ancient ideas of limitation.

The caller said that these 2 ideas conflict:

- We can do anything except break the laws of physics.

- Some math problems are not calculable. (This is from Godel's
incompleteness theorem.)

So he's saying that *calculating a math problem* is part of the set of
*do anything*.

DD's response was that these non-calculable math problems do not
provide a barrier to progress. But that is irrelevant. Not having a
barrier to progress =/= do anything.

I don't understand your shorthand there. I think David Deutsch is correct in saying 
that (to paraphase and run the risk of getting it wrong) Godel's incompleteness 
theorem provides no barrier to infinite progress. If you are saying that's 
wrong...you might have to provide something more substantive than "that's 
irrelevant".

Not having a barrier to progress does *not* mean you can do *anything*. It means 
you can do anything not prohibited by the laws of physics. Godel's theorems just 
say that some things in maths are true, but not provably so (among other things). 
But so what? There's an infinite number of undecidable propositions. And 



provable things. And disprovable things. And physically possible things. What do 
you think the caller's point was?

If that is problematic,

It's not. DD answered it.

then does this solve it?

- We can do any physical things except break the laws of physics.

That solves nothing, imo. Circularity seems to be a theme lately. Those two things 
(we can do any physical things) & (we can't break the laws of physics) mean the 
same thing. Neither statement contributes anything to the other. What you are 
physically capable of accomplishing is what the laws of physics say is possible. 
Breaking the laws makes no physical sense. If you accept the notion of physical 
law...then you accept the physical impossibility of breaking them. They are not 
laws otherwise. No big deal here.

- We can do any epistemic things except break the laws of epistemology.

What, exactly, does that mean? Don't you think that's circular? Compare it to: You 
can go anywhere in this room except outside of it. Or...you can legally do 
anything at all that is not forbidden by the law. Does appending "not forbidden by 
the law" contribute about as much additional content as "break the laws of 
epistemology" in your statement, do you think?

So I'm saying that Godel's incompleteness theorem is a law of
epistemology.

Ok. I think that's kinda well known in the sense that we know it places limits of 
what can be proved in maths. Insofar as that's relevant to knowledge creation, 
then yeah, you're correct. But that's not a revelation.  I'm not "having a go" - 
maybe you are just thinking out loud (fair enough...I do a lot of that here too, it 
seems).



Another one is the idea that we can not know which of
our conjectural truths is an objective truth.

I don't think that follows. I think we know what the difference between objective 
and subjective is. It's not that problematic except in "fringe" cases of interest to 
philosophers.

Brett



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 13, 2012 at 9:50 AM

On Sat, Oct 13, 2012 at 6:02 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 13/10/2012, at 21:12, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Sep 8, 2012 at 5:16 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

This is a lightly edited transcript of David Deutsch's appearance on "On
Point" with Tom Ashbrook on August 8, 2011. The audio is available at
http://onpoint.wbur.org/2011/08/18/david-deutsch

...

Vijay: Hi, Tom. I think that Professor Deutsch's thesis is deeply misguided
and badly written, and here's why. His basic idea is that, since we can
reason, we can do anything (aside from violating the limits placed by
physics). But we also know, from computer science and mathematics, that
there are many things that are beyond reason. These are called 
independence
results or incompleteness results. There are things that we cannot know, and
these lead us to deep issues and philosophical issues the context of
computer science and mathematics. Professor Deutsch is most likely aware 
of
these things, and still his basic thesis is that because we can reason, we
can understand anything and therefore we can do anything. And secondly,
technically, the statement that, "aside from the limits placed by physics
and incompleteness results, everything else is possible" is essentially a
truism. So what exactly is he trying to say? What is new here?

Ashbrook: Vijay, stand by. David Deutsch, what do you say?

Deutsch: Okay, I'll deal with the first question first. In mathematics in
can be proved that the overwhelming majority of mathematical truths cannot
be proved, and indeed cannot be known. So the question is, how is that
compatible with the idea that we can do anything? The short answer is this:
if a mathematician is interested in a certain problem, let's say to do with
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prime numbers, then one way that will lead to the bottle of champagne being
opened is if this mathematician discovers a proof that this thing is true or
a proof that it is false. But another way that you could get exactly the
same success in human terms would be to prove that it is unprovable. This is
as much a reason for writing a mathematics paper and opening the bottle of
champagne as proving that's true or proving that's false. And if you can't
prove that it's unprovable, then maybe the next best thing is that you
conjecture that it's unprovable. And then you write a paper about what would
be the consequences if it were, and another paper about what would be the
consequences if it weren't, and therefore you get twice the number of papers
just because the thing you were working on is unprovable. So, in the human
sense, mathematics provides no barrier to progress, even though, as a 
matter
of logic, there are things that we can't know. But they're not things that
matter ultimately to humans. Now, to answer the second question, "what 
have
I said that's new?" In a sense, you're quite right, it's almost a trivial
consequence of regarding the scientific worldview as true, but listen to the
other commentators! They are saying that gaining control of the universe is
(a) impossible and (b) wrong, and I am saying that the scientific worldview
is incompatible with those ancient ideas of limitation.

The caller said that these 2 ideas conflict:

- We can do anything except break the laws of physics.

- Some math problems are not calculable. (This is from Godel's
incompleteness theorem.)

So he's saying that *calculating a math problem* is part of the set of
*do anything*.

DD's response was that these non-calculable math problems do not
provide a barrier to progress. But that is irrelevant. Not having a
barrier to progress =/= do anything.

I don't understand your shorthand there. I think David Deutsch is correct in 
saying that (to paraphase and run the risk of getting it wrong) Godel's 
incompleteness theorem provides no barrier to infinite progress. If you are 
saying that's wrong...you might have to provide something more substantive 



than "that's irrelevant".

I'm saying that "no barrier to infinite progress" does not explain
that: There are some things that can't be done which are within the
laws of physics.

Not having a barrier to progress does *not* mean you can do *anything*. It 
means you can do anything not prohibited by the laws of physics. Godel's 
theorems just say that some things in maths are true, but not provably so 
(among other things).

Godel's incompleteness theorem says that some problems are not solvable.

But so what? There's an infinite number of undecidable propositions. And 
provable things. And disprovable things. And physically possible things. What 
do you think the caller's point was?

That there exists some things that we can't do and they are within the
laws of physics.

If that is problematic,

It's not. DD answered it.

then does this solve it?

- We can do any physical things except break the laws of physics.

That solves nothing, imo. Circularity seems to be a theme lately.

I don't see how its circular. Say I want to put accelerate beyond the
speed of light. This is a physical act. But I can't do it because of
laws of physics.



Those two things (we can do any physical things) & (we can't break the laws of 
physics) mean the same thing. Neither statement contributes anything to the 
other. What you are physically capable of accomplishing is what the laws of 
physics say is possible.

Moving is a physical act. By introducing a component to that like *at
speed X*, the act of moving at speed X is still a physical act.

Breaking the laws makes no physical sense. If you accept the notion of physical 
law...then you accept the physical impossibility of breaking them. They are not 
laws otherwise. No big deal here.

- We can do any epistemic things except break the laws of epistemology.

What, exactly, does that mean? Don't you think that's circular? Compare it to: 
You can go anywhere in this room except outside of it. Or...you can legally do 
anything at all that is not forbidden by the law. Does appending "not forbidden 
by the law" contribute about as much additional content as "break the laws of 
epistemology" in your statement, do you think?

So I'm saying that Godel's incompleteness theorem is a law of
epistemology.

Ok. I think that's kinda well known in the sense that we know it places limits of 
what can be proved in maths. Insofar as that's relevant to knowledge creation, 
then yeah, you're correct. But that's not a revelation.  I'm not "having a go" - 
maybe you are just thinking out loud (fair enough...I do a lot of that here too, it 
seems).

Another one is the idea that we can not know which of
our conjectural truths is an objective truth.

I don't think that follows. I think we know what the difference between objective 
and subjective is. It's not that problematic except in "fringe" cases of interest to 
philosophers.



Objective truth and conjectural truth are terms that Popper used.
Objective truth means the actual truth. Conjectural truth are our
ideas that we currently don't have criticisms of. So, any of our
conjectural truths may be flawed, but we don't know which ones. And
some of our conjectural truths may be not flawed, which means they are
objective truths, but we don't know which ones.

So an epistemic thing that we can do is create conjectural knowledge.
And an epistemic thing we can't do is justify our knowledge (which in
Popper's terms means that a person can know that a conjectural truth
is an objective truth). Another epistemic thing we can't do is create
knowledge via induction.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 13, 2012 at 6:36 PM
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On Sat, Oct 13, 2012 at 6:02 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 13/10/2012, at 21:12, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Sep 8, 2012 at 5:16 PM, Josh Jordan 
<therealjoshjordan@gmail.com> wrote:

This is a lightly edited transcript of David Deutsch's appearance on "On
Point" with Tom Ashbrook on August 8, 2011. The audio is available at
http://onpoint.wbur.org/2011/08/18/david-deutsch

...

Vijay: Hi, Tom. I think that Professor Deutsch's thesis is deeply misguided
and badly written, and here's why. His basic idea is that, since we can
reason, we can do anything (aside from violating the limits placed by
physics). But we also know, from computer science and mathematics, that
there are many things that are beyond reason. These are called 
independence
results or incompleteness results. There are things that we cannot know, 
and
these lead us to deep issues and philosophical issues the context of
computer science and mathematics. Professor Deutsch is most likely aware 
of
these things, and still his basic thesis is that because we can reason, we
can understand anything and therefore we can do anything. And secondly,
technically, the statement that, "aside from the limits placed by physics
and incompleteness results, everything else is possible" is essentially a
truism. So what exactly is he trying to say? What is new here?

Ashbrook: Vijay, stand by. David Deutsch, what do you say?

Deutsch: Okay, I'll deal with the first question first. In mathematics in
can be proved that the overwhelming majority of mathematical truths cannot
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be proved, and indeed cannot be known. So the question is, how is that
compatible with the idea that we can do anything? The short answer is this:
if a mathematician is interested in a certain problem, let's say to do with
prime numbers, then one way that will lead to the bottle of champagne 
being
opened is if this mathematician discovers a proof that this thing is true or
a proof that it is false. But another way that you could get exactly the
same success in human terms would be to prove that it is unprovable. This 
is
as much a reason for writing a mathematics paper and opening the bottle of
champagne as proving that's true or proving that's false. And if you can't
prove that it's unprovable, then maybe the next best thing is that you
conjecture that it's unprovable. And then you write a paper about what 
would
be the consequences if it were, and another paper about what would be the
consequences if it weren't, and therefore you get twice the number of 
papers
just because the thing you were working on is unprovable. So, in the human
sense, mathematics provides no barrier to progress, even though, as a 
matter
of logic, there are things that we can't know. But they're not things that
matter ultimately to humans. Now, to answer the second question, "what 
have
I said that's new?" In a sense, you're quite right, it's almost a trivial
consequence of regarding the scientific worldview as true, but listen to the
other commentators! They are saying that gaining control of the universe is
(a) impossible and (b) wrong, and I am saying that the scientific worldview
is incompatible with those ancient ideas of limitation.

The caller said that these 2 ideas conflict:

- We can do anything except break the laws of physics.

- Some math problems are not calculable. (This is from Godel's
incompleteness theorem.)

So he's saying that *calculating a math problem* is part of the set of
*do anything*.

DD's response was that these non-calculable math problems do not



provide a barrier to progress. But that is irrelevant. Not having a
barrier to progress =/= do anything.

I don't understand your shorthand there. I think David Deutsch is correct in 
saying that (to paraphase and run the risk of getting it wrong) Godel's 
incompleteness theorem provides no barrier to infinite progress. If you are 
saying that's wrong...you might have to provide something more substantive 
than "that's irrelevant".

I'm saying that "no barrier to infinite progress" does not explain
that: There are some things that can't be done which are within the
laws of physics.

Oh, ok. For example?

It can't be "prove a theorem true that's actually not provably true" because that 
wouldn't be "within the laws of physics", would it?

Not having a barrier to progress does *not* mean you can do *anything*. It 
means you can do anything not prohibited by the laws of physics. Godel's 
theorems just say that some things in maths are true, but not provably so 
(among other things).

Godel's incompleteness theorem says that some problems are not solvable.

I do not think that is true either. The *problem* is: is this theorem true, false or not 
provably true or false? Proving that it is not provably true (or false) is a *solution*.

But so what? There's an infinite number of undecidable propositions. And 
provable things. And disprovable things. And physically possible things. What 
do you think the caller's point was?

That there exists some things that we can't do and they are within the
laws of physics.



You'll have to be really specific. Like what, for example?

If that is problematic,

It's not. DD answered it.

then does this solve it?

- We can do any physical things except break the laws of physics.

That solves nothing, imo. Circularity seems to be a theme lately.

I don't see how its circular. Say I want to put accelerate beyond the
speed of light. This is a physical act. But I can't do it because of
laws of physics.

Yeah. So "accelerating beyond the speed of light" whatever that is, isn't 
*physical*. I suppose you could call it imaginary - but it's not physical because it's 
not physically possible. Just because you can imagine it, doesn't endow it with 
some sort of physical status, does it?

Those two things (we can do any physical things) & (we can't break the laws of 
physics) mean the same thing. Neither statement contributes anything to the 
other. What you are physically capable of accomplishing is what the laws of 
physics say is possible.

Moving is a physical act. By introducing a component to that like *at
speed X*, the act of moving at speed X is still a physical act.

No, for the reason I just explained.



Breaking the laws makes no physical sense. If you accept the notion of 
physical law...then you accept the physical impossibility of breaking them. 
They are not laws otherwise. No big deal here.

- We can do any epistemic things except break the laws of epistemology.

What, exactly, does that mean? Don't you think that's circular? Compare it to: 
You can go anywhere in this room except outside of it. Or...you can legally do 
anything at all that is not forbidden by the law. Does appending "not forbidden 
by the law" contribute about as much additional content as "break the laws of 
epistemology" in your statement, do you think?

So I'm saying that Godel's incompleteness theorem is a law of
epistemology.

Ok. I think that's kinda well known in the sense that we know it places limits of 
what can be proved in maths. Insofar as that's relevant to knowledge creation, 
then yeah, you're correct. But that's not a revelation.  I'm not "having a go" - 
maybe you are just thinking out loud (fair enough...I do a lot of that here too, it 
seems).

Another one is the idea that we can not know which of
our conjectural truths is an objective truth.

I don't think that follows. I think we know what the difference between objective 
and subjective is. It's not that problematic except in "fringe" cases of interest to 
philosophers.

Objective truth and conjectural truth are terms that Popper used.
Objective truth means the actual truth. Conjectural truth are our
ideas that we currently don't have criticisms of. So, any of our
conjectural truths may be flawed, but we don't know which ones. And
some of our conjectural truths may be not flawed, which means they are
objective truths, but we don't know which ones.



Yeah, okay. The "ontological truth" - or objective truth - whatever - in that sense is 
unobtainable. In another program didn't DD say that too? The presenter said and 
he agreed that "the final grok is unobtainable" - have you heard this interview? 
Anyways - that seems to be what you're talking about. I haven't seen "objective" 
used the way you're pushing it here though. Our knowledge of the laws of physics 
is objective. It's also conjectural. But all knowledge is conjectural. Science is 
objective. So is maths and so forth.

There is subjective knowledge too though. Do you know honey is sweet? That 
"honey tastes sweet" is objective knowledge about your subjective state.

So an epistemic thing that we can do is create conjectural knowledge.
And an epistemic thing we can't do is justify our knowledge (which in
Popper's terms means that a person can know that a conjectural truth
is an objective truth). Another epistemic thing we can't do is create
knowledge via induction.

Okay. Fine. There's probably clearer ways of saying that. Namely take out the 
word "epistemic" every time you have used it there and it all means *exactly* the 
same thing...without this need to clarify some, superfluous (as it turns out) words.

Brett.
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On Sat, Oct 13, 2012 at 5:36 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 14/10/2012, at 0:51, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Oct 13, 2012 at 6:02 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 13/10/2012, at 21:12, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Sep 8, 2012 at 5:16 PM, Josh Jordan 
<therealjoshjordan@gmail.com> wrote:

This is a lightly edited transcript of David Deutsch's appearance on "On
Point" with Tom Ashbrook on August 8, 2011. The audio is available at
http://onpoint.wbur.org/2011/08/18/david-deutsch

...

Vijay: Hi, Tom. I think that Professor Deutsch's thesis is deeply misguided
and badly written, and here's why. His basic idea is that, since we can
reason, we can do anything (aside from violating the limits placed by
physics). But we also know, from computer science and mathematics, that
there are many things that are beyond reason. These are called 
independence
results or incompleteness results. There are things that we cannot know, 
and
these lead us to deep issues and philosophical issues the context of
computer science and mathematics. Professor Deutsch is most likely 
aware of
these things, and still his basic thesis is that because we can reason, we
can understand anything and therefore we can do anything. And secondly,
technically, the statement that, "aside from the limits placed by physics
and incompleteness results, everything else is possible" is essentially a
truism. So what exactly is he trying to say? What is new here?

Ashbrook: Vijay, stand by. David Deutsch, what do you say?

http://onpoint.wbur.org/2011/08/18/david-deutsch


Deutsch: Okay, I'll deal with the first question first. In mathematics in
can be proved that the overwhelming majority of mathematical truths 
cannot
be proved, and indeed cannot be known. So the question is, how is that
compatible with the idea that we can do anything? The short answer is 
this:
if a mathematician is interested in a certain problem, let's say to do with
prime numbers, then one way that will lead to the bottle of champagne 
being
opened is if this mathematician discovers a proof that this thing is true or
a proof that it is false. But another way that you could get exactly the
same success in human terms would be to prove that it is unprovable. This 
is
as much a reason for writing a mathematics paper and opening the bottle 
of
champagne as proving that's true or proving that's false. And if you can't
prove that it's unprovable, then maybe the next best thing is that you
conjecture that it's unprovable. And then you write a paper about what 
would
be the consequences if it were, and another paper about what would be 
the
consequences if it weren't, and therefore you get twice the number of 
papers
just because the thing you were working on is unprovable. So, in the 
human
sense, mathematics provides no barrier to progress, even though, as a 
matter
of logic, there are things that we can't know. But they're not things that
matter ultimately to humans. Now, to answer the second question, "what 
have
I said that's new?" In a sense, you're quite right, it's almost a trivial
consequence of regarding the scientific worldview as true, but listen to the
other commentators! They are saying that gaining control of the universe is
(a) impossible and (b) wrong, and I am saying that the scientific worldview
is incompatible with those ancient ideas of limitation.

The caller said that these 2 ideas conflict:

- We can do anything except break the laws of physics.



- Some math problems are not calculable. (This is from Godel's
incompleteness theorem.)

So he's saying that *calculating a math problem* is part of the set of
*do anything*.

DD's response was that these non-calculable math problems do not
provide a barrier to progress. But that is irrelevant. Not having a
barrier to progress =/= do anything.

I don't understand your shorthand there. I think David Deutsch is correct in 
saying that (to paraphase and run the risk of getting it wrong) Godel's 
incompleteness theorem provides no barrier to infinite progress. If you are 
saying that's wrong...you might have to provide something more substantive 
than "that's irrelevant".

I'm saying that "no barrier to infinite progress" does not explain
that: There are some things that can't be done which are within the
laws of physics.

Oh, ok. For example?

Like solving certain categories of math problems (this is the subject
of Godel's Incompleteness theorem).

It can't be "prove a theorem true that's actually not provably true" because that 
wouldn't be "within the laws of physics", would it?

Well I don't think that Godel's Incompleteness theorem is a law of
physics. I'd call it a law of epistemology.

Not having a barrier to progress does *not* mean you can do *anything*. It 
means you can do anything not prohibited by the laws of physics. Godel's 



theorems just say that some things in maths are true, but not provably so 
(among other things).

Godel's incompleteness theorem says that some problems are not solvable.

I do not think that is true either. The *problem* is: is this theorem true, false or 
not provably true or false? Proving that it is not provably true (or false) is a 
*solution*.

Thats not the problem I'm talking about nor is it the subject of
Godel's Incompleteness theorem. The theorem is about a category of
math problems that are unsolvable.

But so what? There's an infinite number of undecidable propositions. And 
provable things. And disprovable things. And physically possible things. What 
do you think the caller's point was?

That there exists some things that we can't do and they are within the
laws of physics.

You'll have to be really specific. Like what, for example?

Like solving certain categories of math problems.

If that is problematic,

It's not. DD answered it.

then does this solve it?



- We can do any physical things except break the laws of physics.

That solves nothing, imo. Circularity seems to be a theme lately.

I don't see how its circular. Say I want to put accelerate beyond the
speed of light. This is a physical act. But I can't do it because of
laws of physics.

Yeah. So "accelerating beyond the speed of light" whatever that is, isn't 
*physical*. I suppose you could call it imaginary - but it's not physical because 
it's not physically possible. Just because you can imagine it, doesn't endow it 
with some sort of physical status, does it?

I don't know. I think its a semantics problem. And semantics is not
what I'm discussing. I'm discussing the idea, the conflict that the
listener pointed out. Either there really is a conflict or not. I
don't see how DD's answer shows that there is no conflict.

Another one is the idea that we can not know which of
our conjectural truths is an objective truth.

I don't think that follows. I think we know what the difference between 
objective and subjective is. It's not that problematic except in "fringe" cases of 
interest to philosophers.

Objective truth and conjectural truth are terms that Popper used.
Objective truth means the actual truth. Conjectural truth are our
ideas that we currently don't have criticisms of. So, any of our
conjectural truths may be flawed, but we don't know which ones. And
some of our conjectural truths may be not flawed, which means they are
objective truths, but we don't know which ones.

Yeah, okay. The "ontological truth" - or objective truth - whatever - in that sense 
is unobtainable. In another program didn't DD say that too?

I think DD does use Popper's terminology of conjectural truth and
objective truth.



The presenter said and he agreed that "the final grok is unobtainable" - have 
you heard this interview? Anyways - that seems to be what you're talking about. 
I haven't seen "objective" used the way you're pushing it here though. Our 
knowledge of the laws of physics is objective.
It's also conjectural. But all knowledge is conjectural. Science is objective. So is 
maths and so forth.

There is subjective knowledge too though. Do you know honey is sweet? That 
"honey tastes sweet" is objective knowledge about your subjective state.

Yes.

So an epistemic thing that we can do is create conjectural knowledge.
And an epistemic thing we can't do is justify our knowledge (which in
Popper's terms means that a person can know that a conjectural truth
is an objective truth). Another epistemic thing we can't do is create
knowledge via induction.

Okay. Fine. There's probably clearer ways of saying that. Namely take out the 
word "epistemic" every time you have used it there and it all means *exactly* the 
same thing...without this need to clarify some, superfluous (as it turns out) 
words.

If you do that, then you how would you resolve the contradiction
between these two ideas:

- its not possible to solve certain categories of math problems

- we can do anything within the laws of physics

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 14, 2012 at 2:09 AM

On 14/10/2012, at 11:49, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Oct 13, 2012 at 5:36 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 14/10/2012, at 0:51, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Oct 13, 2012 at 6:02 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 13/10/2012, at 21:12, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Sep 8, 2012 at 5:16 PM, Josh Jordan 
<therealjoshjordan@gmail.com> wrote:

This is a lightly edited transcript of David Deutsch's appearance on "On
Point" with Tom Ashbrook on August 8, 2011. The audio is available at
http://onpoint.wbur.org/2011/08/18/david-deutsch

...

Vijay: Hi, Tom. I think that Professor Deutsch's thesis is deeply misguided
and badly written, and here's why. His basic idea is that, since we can
reason, we can do anything (aside from violating the limits placed by
physics). But we also know, from computer science and mathematics, 
that
there are many things that are beyond reason. These are called 
independence
results or incompleteness results. There are things that we cannot know, 
and
these lead us to deep issues and philosophical issues the context of
computer science and mathematics. Professor Deutsch is most likely 
aware of
these things, and still his basic thesis is that because we can reason, we
can understand anything and therefore we can do anything. And 
secondly,
technically, the statement that, "aside from the limits placed by physics
and incompleteness results, everything else is possible" is essentially a

http://onpoint.wbur.org/2011/08/18/david-deutsch


truism. So what exactly is he trying to say? What is new here?

Ashbrook: Vijay, stand by. David Deutsch, what do you say?

Deutsch: Okay, I'll deal with the first question first. In mathematics in
can be proved that the overwhelming majority of mathematical truths 
cannot
be proved, and indeed cannot be known. So the question is, how is that
compatible with the idea that we can do anything? The short answer is 
this:
if a mathematician is interested in a certain problem, let's say to do with
prime numbers, then one way that will lead to the bottle of champagne 
being
opened is if this mathematician discovers a proof that this thing is true or
a proof that it is false. But another way that you could get exactly the
same success in human terms would be to prove that it is unprovable. 
This is
as much a reason for writing a mathematics paper and opening the bottle 
of
champagne as proving that's true or proving that's false. And if you can't
prove that it's unprovable, then maybe the next best thing is that you
conjecture that it's unprovable. And then you write a paper about what 
would
be the consequences if it were, and another paper about what would be 
the
consequences if it weren't, and therefore you get twice the number of 
papers
just because the thing you were working on is unprovable. So, in the 
human
sense, mathematics provides no barrier to progress, even though, as a 
matter
of logic, there are things that we can't know. But they're not things that
matter ultimately to humans. Now, to answer the second question, "what 
have
I said that's new?" In a sense, you're quite right, it's almost a trivial
consequence of regarding the scientific worldview as true, but listen to 
the
other commentators! They are saying that gaining control of the universe 
is
(a) impossible and (b) wrong, and I am saying that the scientific 



worldview
is incompatible with those ancient ideas of limitation.

The caller said that these 2 ideas conflict:

- We can do anything except break the laws of physics.

- Some math problems are not calculable. (This is from Godel's
incompleteness theorem.)

So he's saying that *calculating a math problem* is part of the set of
*do anything*.

DD's response was that these non-calculable math problems do not
provide a barrier to progress. But that is irrelevant. Not having a
barrier to progress =/= do anything.

I don't understand your shorthand there. I think David Deutsch is correct in 
saying that (to paraphase and run the risk of getting it wrong) Godel's 
incompleteness theorem provides no barrier to infinite progress. If you are 
saying that's wrong...you might have to provide something more substantive 
than "that's irrelevant".

I'm saying that "no barrier to infinite progress" does not explain
that: There are some things that can't be done which are within the
laws of physics.

Oh, ok. For example?

Like solving certain categories of math problems (this is the subject
of Godel's Incompleteness theorem).

Godel's incompleteness theorems are probably second only to quantum theory in 
the amount of woo that sometimes floats around them.

Yet, interesting (amazing even) as they seemed to me when I first encountered 
them in some uni subject called "Logic and Computability" I never thought they 
could cache out anything truly strange. They were just another theorem in maths. 



See for example DD's comments at the end of this message:

http://groups.yahoo.com/group/Fabric-of-Reality/message/18263

I know you aren't spouting woo here, but it's a similar extrapolation of Godel that 
isn't warranted. It seems to me that you don't need Godel to make your point. You 
could just use...well any bit of mathematics you wanted and be just as wrong. 
Let's try Pythagoras;

Would you say: Pythagoras' theorem places *physical limits* on what we can do 
with triangles. I would love to be able to construct a right angled triangle where 
the square on the hypotenuse is not equal to the sum of the squares on the two 
shorter sides. Indeed, I can imagine an infinite number of triads that violate that 
law right now...but pesky mathematics gets in the way. This *prevents me from 
making infinite progress with triangles* because I am restricted to only some 
smaller subset of real, mathematically possible triangles.

There are statements that are true, but not provably so. This is one of the 
incompleteness theorems, more or less. It gets the most woo attention. Anyways 
I look at it like this, for the purpose of this argument:

You want to make infinite progress. So you're on a road which branches into two. 
Both lead off to "infinite progress" but one of the branches is blocked by Godel's 
theorems. Effectively you can see an infinite amount off into the distance 
but...everytime you take a step on that path you end up back at the same 
juncture. You want to go down that road, trying to prove true things that the proof 
says you can't and so you are delivered back to where you began. This path to 
providing proofs for all those true statements where it can be shown, there are no 
proofs to demonstrate they are true, or false, is a path to nowhere. To you it just 
*seems* to go somewhere. That's an illusion though. And it's not a barrier to 
infinite progress at all because...

The other road - not barred - leads to infinite progress too. And, tellingly *it 
branches* an infinite number of times too and you can choose any of these 
branches. When you take a step along those roads, they branch and branch 
again. Some are blocked by physical law, or mathematical proof or philosophical 
absurdity, but who cares? You just discover the branches that aren't and continue 
to make infinite progress. You are never *ultimately* blocked. There are always 
alternative routes. Indeed they are the only ones rightly deserving of the name 
"route to infinite progress". The others are just dead ends.

http://groups.yahoo.com/group/Fabric-of-Reality/message/18263


It can't be "prove a theorem true that's actually not provably true" because that 
wouldn't be "within the laws of physics", would it?

Well I don't think that Godel's Incompleteness theorem is a law of
physics. I'd call it a law of epistemology.

DD would know the most about this, on the planet, probably. Physics and 
computability are related in a deep way that he has shown. Godel's theorem is 
related to computability so places limits on what can be computed. But don't take 
my word for it; ask the hive mind:

http://en.wikipedia.org/wiki/Gödel's_incompleteness_theorems#Relationship_with
_computability

Not having a barrier to progress does *not* mean you can do *anything*. It 
means you can do anything not prohibited by the laws of physics. Godel's 
theorems just say that some things in maths are true, but not provably so 
(among other things).

Godel's incompleteness theorem says that some problems are not solvable.

I do not think that is true either. The *problem* is: is this theorem true, false or 
not provably true or false? Proving that it is not provably true (or false) is a 
*solution*.

Thats not the problem I'm talking about nor is it the subject of
Godel's Incompleteness theorem. The theorem is about a category of
math problems that are unsolvable.

Ok. This is where we have to be careful and where the theorem starts to get 

http://en.wikipedia.org/wiki/G%C3%B6del


endowed with qualities that it just does not possess. I don't think it quite does this. 
Loosely speaking maybe - but isn't the *solution* to a certain category (as you put 
it) of math problems just that *there is no procedure for proving them true or 
false*. But that is solvable. The assertion that "its unsolvable" is the solution. As 
DD points out - that's not a barrier to progress because now you can write more 
papers. Conjecture: what if it's true and write that paper. Conjecture it's false and 
write that paper. Conjecture that it's undecidable and write that paper. Yeah, you 
are prevented from ever having a proof either way...but you are prevented from 
consistently constructing 4 sided triangles too. So what? Doesn't matter. Not for 
infinite progress.

But so what? There's an infinite number of undecidable propositions. And 
provable things. And disprovable things. And physically possible things. 
What do you think the caller's point was?

That there exists some things that we can't do and they are within the
laws of physics.

You'll have to be really specific. Like what, for example?

Like solving certain categories of math problems.

"Within the laws of physics" surely cannot include those things shown to be 
mathematically impossible. Right?

If that is problematic,



It's not. DD answered it.

then does this solve it?

- We can do any physical things except break the laws of physics.

That solves nothing, imo. Circularity seems to be a theme lately.

I don't see how its circular. Say I want to put accelerate beyond the
speed of light. This is a physical act. But I can't do it because of
laws of physics.

Yeah. So "accelerating beyond the speed of light" whatever that is, isn't 
*physical*. I suppose you could call it imaginary - but it's not physical because 
it's not physically possible. Just because you can imagine it, doesn't endow it 
with some sort of physical status, does it?

I don't know. I think its a semantics problem. And semantics is not
what I'm discussing.

Well, you say that...and yet it's all about what "physical" or "epistemic" means. 
You're confused by these words, so if you stop using them...I reckon your 
problem is solved...at least as far as some of what you write is concerned. Again, 
take this sentence of yours:

We can do any physical things except break the laws of physics.

Just take out the word "physical". It then becomes much better. It says:

We can do anything except break the laws of physics.

After all the verb "do" implies some sort of physical action, right? What else could 
it mean? What other sort of things can be "done"?

I'm discussing the idea, the conflict that the
listener pointed out. Either there really is a conflict or not.

No conflict.



I
don't see how DD's answer shows that there is no conflict.

It does. Interesting though. This then becomes a problem of communicating in 
different ways. DD answer convinced me. The same words didn't convince you.  
Not sure what to do about that...

Another one is the idea that we can not know which of
our conjectural truths is an objective truth.

I don't think that follows. I think we know what the difference between 
objective and subjective is. It's not that problematic except in "fringe" cases 
of interest to philosophers.

Objective truth and conjectural truth are terms that Popper used.
Objective truth means the actual truth. Conjectural truth are our
ideas that we currently don't have criticisms of. So, any of our
conjectural truths may be flawed, but we don't know which ones. And
some of our conjectural truths may be not flawed, which means they are
objective truths, but we don't know which ones.

Yeah, okay. The "ontological truth" - or objective truth - whatever - in that 
sense is unobtainable. In another program didn't DD say that too?

I think DD does use Popper's terminology of conjectural truth and
objective truth.

The presenter said and he agreed that "the final grok is unobtainable" - have 
you heard this interview? Anyways - that seems to be what you're talking 
about. I haven't seen "objective" used the way you're pushing it here though. 
Our knowledge of the laws of physics is objective.
It's also conjectural. But all knowledge is conjectural. Science is objective. So 
is maths and so forth.



There is subjective knowledge too though. Do you know honey is sweet? That 
"honey tastes sweet" is objective knowledge about your subjective state.

Yes.

So an epistemic thing that we can do is create conjectural knowledge.
And an epistemic thing we can't do is justify our knowledge (which in
Popper's terms means that a person can know that a conjectural truth
is an objective truth). Another epistemic thing we can't do is create
knowledge via induction.

Okay. Fine. There's probably clearer ways of saying that. Namely take out the 
word "epistemic" every time you have used it there and it all means *exactly* 
the same thing...without this need to clarify some, superfluous (as it turns out) 
words.

If you do that, then you how would you resolve the contradiction

There is no contradiction. The problem is yours, internally. It's not that there is a 
contradiction in reality. It's that you think there is one, where there isn't.

between these two ideas:

- its not possible to solve certain categories of math problems

We are confused about the use of the verb "solve". I think one possible solution 
is: there is no proof of this theorem. Discovering *that* makes the problem 
soluble. And most importantly, is no barrier to infinite progress for the reasons I've 
explained in this post.

- we can do anything within the laws of physics

We sure can.



I see no contradiction.

:)

Brett.



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 15, 2012 at 1:35 AM

On Sat, Oct 13, 2012 at 6:11 AM, Rami Rustom <rombomb@gmail.com> wrote:
So I'm saying that Godel's incompleteness theorem is a law of
epistemology.

According to BoI (p 186), Goedel's Theorem is a law of physics:

"[T]here is nothing mathematically special about the undecidable
questions, the non-computable functions, the unprovable propositions.
They are distinguished by physics only. Different physical laws would
make different things infinite, different things computable, different
truths – both mathematical and scientific – knowable. It is only the
laws of physics that determine which abstract entities and
relationships are modelled by physical objects such as mathematicians’
brains, computers and sheets of paper."



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 15, 2012 at 1:45 AM

On Oct 13, 2012, at 6:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sat, Oct 13, 2012 at 6:02 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 13/10/2012, at 21:12, "Rami Rustom" <rombomb@gmail.com> wrote:

The caller said that these 2 ideas conflict:

- We can do anything except break the laws of physics.

- Some math problems are not calculable. (This is from Godel's
incompleteness theorem.)

So he's saying that *calculating a math problem* is part of the set of
*do anything*.

DD's response was that these non-calculable math problems do not
provide a barrier to progress. But that is irrelevant. Not having a
barrier to progress =/= do anything.

I don't understand your shorthand there. I think David Deutsch is correct in 
saying that (to paraphase and run the risk of getting it wrong) Godel's 
incompleteness theorem provides no barrier to infinite progress. If you are 
saying that's wrong...you might have to provide something more substantive 
than "that's irrelevant".

I'm saying that "no barrier to infinite progress" does not explain
that: There are some things that can't be done which are within the
laws of physics.

Like Josh posted about: Proving is a physical act. It's within the laws of physics.

Another epistemic thing we can't do is create knowledge via induction.



Because "create knowledge via induction" does not refer to anything the laws of 
physics allow one to do. It doesn't refer to any possible physical process. (Often, I 
think it does not refer to any impossible physical process either. It's just too vague 
to map to any set of instructions/actions for how a person could do it.)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: "jon_oliver@trendmicro.com" <jon_oliver@trendmicro.com> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 15, 2012 at 3:00 AM

Hi,

On Monday, 15 October 2012 4:36 PM, Josh Jordan writes
According to BoI (p 186), Goedel's Theorem is a law of physics:

I am not exactly sure how Goedel's Theorem is a law of physics.
You can start with some very basic assumptions about arithmetic (Peano's 
axioms http://en.wikipedia.org/wiki/Peano_axioms ).
Basically they say
    1. zero is a natural number
    2. equality of natural numbers work like we expect it to (reflexive, symmetric, 
transitive, closed)
    3. each successor to a natural number is also a natural number. If x is a natural 
number then x+1 is also a natural number.
From there you can get to Goedel's incompleteness.
I don't see much physics in Peano's axioms.
So Goedel's theorem would appear to be present in almost any universe (any 
with arithmetic).

BoI says on page 186
"[T]here is nothing mathematically special about the undecidable questions, the 
non-computable functions, the unprovable propositions.
They are distinguished by physics only. Different physical laws would make 
different things infinite, different things computable, different truths - both 
mathematical and scientific - knowable. It is only the laws of physics that 
determine which abstract entities and relationships are modelled by physical 
objects such as mathematicians'
brains, computers and sheets of paper."

I interpret this paragraph from David a bit differently.
It is would appear to be alluding to Oracles - which can change the hierarchy of 
undecidable problems / languages.
 http://en.wikipedia.org/wiki/Oracle_machine

http://en.wikipedia.org/wiki/Peano_axioms
http://en.wikipedia.org/wiki/Oracle_machine


So we could imagine a universe (or even this one) that some process (a quantum 
effect, some decay of particles, whatever) solves a problem which is undecidable 
by Turing Machines in some finite time.
You attach this apparatus to Turning Machines and call it an oracle - and that lets 
you solve those problems in one step.
This can result in some previously undecidable problems becoming decidable, 
but in general you still have other undecidable problems.

In this sense, the laws of physics could affect what is decidable / undecidable in a 
given universe.
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Mental illness reality TV show documentary
Date: October 15, 2012 at 3:12 AM

On Oct 13, 2012, at 2:36 AM, Rami Rustom <rombomb@gmail.com> wrote:

Now psychiatrists do have diagnoses for "mental diseases" (aka mind
problems). They ask questions whose answers (including body language)
help psychiatrists determine which mind problem the patient has.

The sort of "mind problem" a psychiatrist looks for is something that is a problem 
for *him* or the people paying him (typically the Government, an insurance 
company, an annoyed relative). It's not about problems as defined by the 
"patient".

Psychiatry is a tool of social control. They seek out what they and their masters 
consider to be social problems and impose control. Psychiatry is intolerant and 
anti-freedom.

People think badly and make thinking mistakes. Psychiatrists have no special skill 
at noticing or helping with this. What psychiatry does is something different: social 
control.

The
issue here isn't the questions or the answers or the inaccuracy of
diagnosis. The issue is that there is no such thing as a "mental
disease". People with mind problems aren't diseased. They just have
ideas that most of society doesn't like. For example, a serial-killer
has evil ideas about killing people and he acts according to those
ideas. These ideas and actions are choices that he made. He's not
sick. He's evil.

To clarify, a mind problem is an idea someone has that he acts on and
which causes hurt on himself or others.

The concept of "dangerousness to self or others" it a rationalization for social 
control. It's an excuse to justify force.

-- Elliot Temple
http://curi.us/

http://curi.us/


-- 



From: Elliot Temple <curi@curi.us>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: [BoI] Tradition is Good (was: God, Education, Epistemology)
Date: October 15, 2012 at 3:27 AM

On Oct 9, 2012, at 8:33 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Oct 8, 2012 at 5:50 AM, Bruno Marchal <marchal@ulb.ac.be> wrote:

On 08 Oct 2012, at 02:17, Rami Rustom wrote:

On Oct 7, 2012 2:31 PM, "Bruno Marchal" <marchal@ulb.ac.be> wrote:

On 07 Oct 2012, at 15:27, Rami Rustom wrote:

With a tradition of criticism, humans will not act irrationally as you describe.

I believe the total contrary. With a "tradition of criticism" you can only kill the 
criticism.

I don't know what that means. Could you rephrase?

When an idea become a tradition, the spirit of the idea dies, if you
want. Tradition kills what is supposed to be transmitted.

I don't see how that makes sense. Say two people live in a place where
criticism is frowned upon (like Syria). They move to America. They
have some kids. Those kids are raised in a society where there is a
tradition of criticism. So the kids adopt the tradition of criticism,
while the parents haven't, and this causes much conflict. Then those
kids have their own kids. These 2nd generation Americans also adopt a
tradition of criticism. And since their parents also have this
tradition of criticism, there is much less conflict.

An idea becoming a tradition is not a bad thing. If it's not a tradition that means it 
gets forgotten. We need our ideas to last over time. That does not mean we can't 
criticize and improve them. It means we pass them on instead of forgetting them. 
Without knowledge being passed along the generations, progress has to start 
over from zero every generation. It's only by passing on knowledge across many 



generations that an accumulation of knowledge is possible.

Tradition is what enables accumulation of knowledge, rather than having to 
reinvent the wheel. That's a super good thing.

I'm not making this up. Here's the dictionary:

tradition |trəˈdiSHən|
noun
1 the transmission of customs or beliefs from generation to generation, or the 
fact of being passed on in this way

• a long-established custom or belief that has been passed on in this way

To say that transmitting ideas from generation to generation is a bad thing is 
foolish.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 15, 2012 at 5:31 AM

On 15 Oct 2012, at 08:00, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:

Hi,

On Monday, 15 October 2012 4:36 PM, Josh Jordan writes
According to BoI (p 186), Goedel's Theorem is a law of physics:

I am not exactly sure how Goedel's Theorem is a law of physics.
You can start with some very basic assumptions about arithmetic (Peano's 
axioms http://en.wikipedia.org/wiki/Peano_axioms ).
Basically they say
   1. zero is a natural number
   2. equality of natural numbers work like we expect it to (reflexive, symmetric, 
transitive, closed)
   3. each successor to a natural number is also a natural number. If x is a 
natural number then x+1 is also a natural number.
From there you can get to Goedel's incompleteness.

"Get to" how? Using natural deduction, right? But isn't natural
deduction a part of physics?

- Richard

-- 

http://en.wikipedia.org/wiki/Peano_axioms


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 15, 2012 at 5:33 AM

On 15 Oct 2012, at 08:00, jon_oliver@trendmicro.com wrote:

Hi,

On Monday, 15 October 2012 4:36 PM, Josh Jordan writes
According to BoI (p 186), Goedel's Theorem is a law of physics:

I am not exactly sure how Goedel's Theorem is a law of physics.
You can start with some very basic

The thing is, the difference between 'very basic' and 'very complicated' is purely a 
consequence of the laws of physics, just like the difference between computable 
and non-computable.

assumptions about arithmetic (Peano's axioms 
http://en.wikipedia.org/wiki/Peano_axioms ).
Basically they say
   1. zero is a natural number
   2. equality of natural numbers work like we expect it to (reflexive, symmetric, 
transitive, closed)
   3. each successor to a natural number is also a natural number. If x is a 
natural number then x+1 is also a natural number.
From there you can get to Goedel's incompleteness.
I don't see much physics in Peano's axioms.
So Goedel's theorem would appear to be present in almost any universe (any 
with arithmetic).

BoI says on page 186
"[T]here is nothing mathematically special about the undecidable questions, the 
non-computable functions, the unprovable propositions.
They are distinguished by physics only. Different physical laws would make 
different things infinite, different things computable, different truths - both 

http://en.wikipedia.org/wiki/Peano_axioms


mathematical and scientific - knowable. It is only the laws of physics that 
determine which abstract entities and relationships are modelled by physical 
objects such as mathematicians'
brains, computers and sheets of paper."

I interpret this paragraph from David a bit differently.
It is would appear to be alluding to Oracles - which can change the hierarchy of 
undecidable problems / languages.
 http://en.wikipedia.org/wiki/Oracle_machine
So we could imagine a universe (or even this one) that some process (a 
quantum effect, some decay of particles, whatever) solves a problem which is 
undecidable by Turing Machines in some finite time.
You attach this apparatus to Turning Machines and call it an oracle - and that 
lets you solve those problems in one step.
This can result in some previously undecidable problems becoming decidable, 
but in general you still have other undecidable problems.

In this sense, the laws of physics could affect what is decidable / undecidable in 
a given universe.

Yes but in view of the fact that I pointed out above, "in this sense ... could affect" 
actually means "totally determines".

(BTW 'in a given universe' would be better phrased as 'under given laws of 
physics'.)

-- David Deutsch

http://en.wikipedia.org/wiki/Oracle_machine


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Learning; Morality of Animals
Date: October 15, 2012 at 9:17 AM

On Thu, Mar 22, 2012 at 1:37 PM, Steve Push <stephen.push@gmail.com> 
wrote:

On Mar 22, 1:57 pm, Justin Mallone <justin...@gmail.com> wrote:
On Mar 22, 2012, at 7:42 AM, Steve Push wrote:

On Mar 21, 9:50 pm, Brian Scurfield <briankscurfi...@gmail.com> wrote:

What arguments I see are by analogy with human beings. But what is her
explanation that animals are analogous to humans in the relevant area
of interest?

That is a different issue from whether animals have preferences.  That
they have preferences is an empirical fact.  Your questions relate to
whether animals have qualia, specifically qualia of suffering.

Can you explain in 1-2 sentences what you mean by preference?

By preference I mean a greater liking for, and/or more frequent choice
of, one alternative over another or others.  We don't have direct
access to what animals like, but we can observe what they choose.

There is a difference between (1) having preferences and (2) having
human-type preferences.

Animals have preferences that are preprogrammed by their DNA.

Humans create their own preferences just like they create any
knowledge. We reprogram our minds.

Animals don't create their own preferences. They don't create their
own knowledge. They don't reprogram their minds.



-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Mental illness reality TV show documentary
Date: October 15, 2012 at 10:04 AM

On Oct 15, 2012 2:12 AM, "Elliot Temple" <curi@curi.us> wrote:

On Oct 13, 2012, at 2:36 AM, Rami Rustom <rombomb@gmail.com> wrote:

Now psychiatrists do have diagnoses for "mental diseases" (aka mind
problems). They ask questions whose answers (including body language)
help psychiatrists determine which mind problem the patient has.

The sort of "mind problem" a psychiatrist looks for is something that is a 
problem for *him* or the people paying him (typically the Government, an 
insurance company, an annoyed relative). It's not about problems as defined by 
the "patient".

Psychiatry is a tool of social control. They seek out what they and their masters 
consider to be social problems and impose control. Psychiatry is intolerant and 
anti-freedom.

People think badly and make thinking mistakes. Psychiatrists have no special 
skill at noticing or helping with this. What psychiatry does is something different: 
social control.

Interestingly, psychologists are supposed to help with thinking
mistakes (via discussion). And psychiatrists do have a tradition of
referring people to psychologists. But, how are psychiatrists supposed
to know when someone should be referred to a psychologist? I'd say
that they would have to have a wealth of knowledge of psychology. Lets
say they do have that knowledge. Then why don't psychiatrists talk to
patients themselves instead of referring to psychologists? The answer
is that its cheaper (WRT time) to give some medicine then to spend
time discussing one's problems. A psychiatrist can handle more
patients by giving them medicine than if he spent time discussing
problems.

The



issue here isn't the questions or the answers or the inaccuracy of
diagnosis. The issue is that there is no such thing as a "mental
disease". People with mind problems aren't diseased. They just have
ideas that most of society doesn't like. For example, a serial-killer
has evil ideas about killing people and he acts according to those
ideas. These ideas and actions are choices that he made. He's not
sick. He's evil.

To clarify, a mind problem is an idea someone has that he acts on and
which causes hurt on himself or others.

The concept of "dangerousness to self or others" it a rationalization for social 
control. It's an excuse to justify force.

But, sometimes that justification is good, or at least our laws are
setup that way.

If someone threatens a sitting president's life, then he gets put in
jail. Its a criminal offense.

Lets consider some other similar situations.

If someone threatens to commit suicide, or even just talks about the
idea of committing suicide, that is (in our current legal system)
justification for physicians and psychiatrists to coerce him.

If someone threatens to spray his gun in a movie theater, is that
justification for coercion (in today's legal system)?

I know that the latter 2 ideas are wrong. Talking is not a crime.
Saying you'll do something is not a crime. For one thing, you could
change your mind before the moment that you plan to do something. So
coercion before the actual crime is immoral. One must commit an actual
crime to justify legal coercion.

But by that argument, then threatening a sitting president's life
should not be a criminal offense. What am I missing?

-- Rami



-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 15, 2012 at 10:12 AM

On Oct 15, 2012 12:36 AM, "Josh Jordan" <therealjoshjordan@gmail.com> 
wrote:

On Sat, Oct 13, 2012 at 6:11 AM, Rami Rustom <rombomb@gmail.com> wrote:
So I'm saying that Godel's incompleteness theorem is a law of
epistemology.

According to BoI (p 186), Goedel's Theorem is a law of physics:

"[T]here is nothing mathematically special about the undecidable
questions, the non-computable functions, the unprovable propositions.
They are distinguished by physics only. Different physical laws would
make different things infinite, different things computable, different
truths – both mathematical and scientific – knowable. It is only the
laws of physics that determine which abstract entities and
relationships are modelled by physical objects such as mathematicians’
brains, computers and sheets of paper."

Ok so all unsolvable (abstract) problems are unsolvable because of the
limits of the laws of physics.

So the idea that knowledge cannot be created by induction is a limit
by some law of physics. Maybe its the laws of physics that make our
brains work.

And the idea that knowledge is created via conjecture and criticism is
a fact of some laws of physics, the ones that our brains follow.

And the idea that we are fallible, and that any one of our ideas can
be mistaken, and that we can't know which of our ideas is an objective
truth, are facts because of the limits of laws of physics.

So that means that epistemology emerges from physics. Right?

(Side note: This contradicts Bruno's comp idea. He says that physics



emerges from arithmetic.)

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Why do people listen to local radio?
Date: October 15, 2012 at 10:40 AM

Why do people listen to local radio?

Is it that they like it? Or that they haven't yet found a better
solution to whatever problem they were solving. So what is the problem
they are solving?

Do they like the music selection? I don't see how thats possible. I
like pandora because it chooses new music based on my selections.
Other people like to spend time finding their own music (too much work
for me - its a hobby for them).

Do they like the radio hosts talking? I find the talking annoying. Its
repetitive. Some are less repetitive than others. There have been
times where I enjoyed listening to Bob & Tom on my local radio. I
found them funny. But even that got old quick. There funny wasn't
funny anymore. I think its because it was repetitive.

The reason I bring this up is that most traditional media have been
dwindling as internet methods of doing the same thing is objectively
better. But for some reason local radio is still big in America.

Research Director tells us the average American spends only 15.4 hours a 
week listening to the radio these days, a decline of 11 percent since 1970. 
Media Audit says the decline is 13 percent, down to just 17 hours per week. And 
a 2010 Bridge Ratings study puts the decline at 18 percent, bringing the 
average down to about 18 hours per week in radio listening. Obviously, these 
research firms don't agree on the details, but they do agree on this: Radio alarm 
clocks wake America in the morning and radio remains our companion in the 
car. People who work alone at night - about 14 percent of our nation - think of 
the radio as a friend.

So why do people listen to local radio? Is it about preference? Or is
it that radios are cheap and local radio stations are free?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: "jon_oliver@trendmicro.com" <jon_oliver@trendmicro.com> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 15, 2012 at 4:20 PM

On Monday, 15 October 2012 8:31 PM, Richard Fine writes:

From there you can get to Goedel's incompleteness.

"Get to" how? Using natural deduction, right? But isn't natural deduction a part 
of physics?

The "get to" is a combination of simple rules and the axiom system.
There are (at least 3) interesting sets of undecidable problems

(A) the undecidable problems derived from arithmetic
(B) the undecidable problems where the laws of physics provides an oracle for 
lookups.
 These provides a way of punching holes in set (A) and makes these 
problems decidable for a particular laws of physics.
(C) the fundamental undecidable problems (like the halting-problem)
 These problems are problems where the laws of physics cannot provide a 
lookup mechanism.

I think it would be a serious stretch to consider sets (A) and set (C) as being 
"physics".
They are either pure mathematics or computation theory.
There is no mention of either (i) the laws of physics or (ii) observation in either of 
these areas.

Work on (B) would definitely be in "physics".
Currently there are no known undecidable problems (of type (A) according to 
arithmetic) where the laws of physics provides an oracle.
For example, quantum computing does not change any of the problems in (A).
It would be wonderfully exciting if we do determine areas where the laws of 
physics solve a problem which was previously considered undecidable.
<table class="TM_EMAIL_NOTICE"><tr><td><pre>
TREND MICRO EMAIL NOTICE
The information contained in this email and any attachments is confidential



and may be subject to copyright or other intellectual property protection.
If you are not the intended recipient, you are not authorized to use or
disclose this information, and we request that you notify us by reply mail or
telephone and delete the original message from your mail system.
</pre></td></tr></table>

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Why do people listen to local radio?
Date: October 15, 2012 at 4:59 PM

On Oct 15, 2012, at 7:40 AM, Rami Rustom <rombomb@gmail.com> wrote:

Why do people listen to local radio?

Is it that they like it? Or that they haven't yet found a better
solution to whatever problem they were solving. So what is the problem
they are solving?

Do they like the music selection? I don't see how thats possible. I
like pandora because it chooses new music based on my selections.
Other people like to spend time finding their own music (too much work
for me - its a hobby for them).

One feature of local radio over Pandora is that if you listen to it, and your friends 
listen to it, you will hear a lot of the same songs. If you each use Pandora, you'l 
more often listen to different songs. Lots of people want to have things in 
common with their friends, including musical taste and familiarity.

Similarly, popular radio stations focus on popular songs, while Pandora doesn't. 
So if one wants to hear what's popular, radio can help. (Actually you can get a top 
40 station on Pandora if you want. Pandora is flexible. But I bet most people only 
use it in the simplest way, which I think means typing a song or artist they like to 
create a station.)

Also, a lot of people do not have access to Pandora while in their car doing their 
commute. Radio is also sometimes played for an office and the system playing it 
may not offer Pandora. Or imagine some construction workers. They can easily 
bring a radio to the construction site. They can also easily bring an iPod. But 
having internet access to play Pandora is harder.

Do they like the radio hosts talking?

Yeah, lots of people must like that or radio stations that reduced it would gain a 
competitive advantage.



-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 15, 2012 at 6:15 PM

On 16/10/2012, at 7:21, "jon_oliver@trendmicro.com" 
<jon_oliver@trendmicro.com> wrote:

On Monday, 15 October 2012 8:31 PM, Richard Fine writes:

From there you can get to Goedel's incompleteness.

"Get to" how? Using natural deduction, right? But isn't natural deduction a part 
of physics?

The "get to" is a combination of simple rules and the axiom system.
There are (at least 3) interesting sets of undecidable problems

(A) the undecidable problems derived from arithmetic
(B) the undecidable problems where the laws of physics provides an oracle for 
lookups.
   These provides a way of punching holes in set (A) and makes these problems 
decidable for a particular laws of physics.
(C) the fundamental undecidable problems (like the halting-problem)
   These problems are problems where the laws of physics cannot provide a 
lookup mechanism.

I think it would be a serious stretch to consider sets (A) and set (C) as being 
"physics".
They are either pure mathematics or computation theory.

Not meaning to be facetious, but have you read FoR or BoI? Some good stuff in 
there about the supposed elevation of pure mathematics above scientific theories 
and philosophy and the implicit hierarchy most people assume exists. Good stuff 
about the nature of pure mathematics.

"Necessary truth is the subject matter of mathematics, not the reward we get for 
doing it." A proof, even of an incompleteness theorem, is still just a physical 
process.



All proofs are.

Each of A, B and C above is a question/problem about some limit on what can be 
computed or calculated or proved or whatever. Whatever verb you want to use, 
it's a physical process you are talking about.

Physics determines what can and cannot be shown in mathematics. You can 
never rule out glitches, errors, misconceptions, etc, etc. I can't remember if it was 
Feynman (I think it was) and I certainly can't remember the quote exactly but:

Even if you do mathematics with pen and paper you are assuming you know how 
pens, ink and paper work. You only think you know any of that because of what 
you think you know about the laws of physics. And we know those laws permit all 
sorts of things. Quantum theory permits (mandates) that somewhere each time a 
"2" is written it morphs to a "3". However unlikely, sometimes it happens and 
because it can't be ruled out you don't have access to a realm of Platonic 
certainty where you do pure mathematics without needing to be concerned about 
what the laws of physics are and are not.

So to say that proofs can happen *independent* of physics or our knowledge of 
those laws is to assume access to a Platonic realm for *supernatural* reasons.

Computation theory requires a computer. Computers are physical things.

Pure mathematics also requires a computer to do its proofs with. Even if that 
computer is a human brain.

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] The reward for doing...
Date: October 16, 2012 at 4:41 AM

I like to quote David from FoR where he writes  "Necessary truth is merely the 
subject matter of mathematics, not the reward we get for doing mathematics." - in 
the chapter on Mathematics.

I'm wondering...although this line is a swift way of dismantling ideas about the 
way some think maths has privileged access to 'certain' truth and that's a 
common misconception that needs to be challenged in places, can it work just as 
well with...well...any other subject with a few alterations?

Physical laws are merely the subject matter of physics, not the reward we get for 
doing physics.

And so forth...?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The reward for doing...
Date: October 16, 2012 at 1:40 PM

On Oct 16, 2012, at 1:41 AM, Brett Hall <brhalluk@hotmail.com> wrote:

I like to quote David from FoR where he writes  "Necessary truth is merely the 
subject matter of mathematics, not the reward we get for doing mathematics." - 
in the chapter on Mathematics.

I'm wondering...although this line is a swift way of dismantling ideas about the 
way some think maths has privileged access to 'certain' truth and that's a 
common misconception that needs to be challenged in places, can it work just 
as well with...well...any other subject with a few alterations?

Physical laws are merely the subject matter of physics, not the reward we get 
for doing physics.

And so forth...?

Objectively true, perfect physical laws are merely the subject matter of physics, 
not the reward we get for doing physics.

The point was fallibilism.

We can learn both laws of math and physics, just not infallibly.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Why do people listen to local radio?
Date: October 16, 2012 at 3:19 PM

On Mon, Oct 15, 2012 at 1:59 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 15, 2012, at 7:40 AM, Rami Rustom <rombomb@gmail.com> wrote:

Why do people listen to local radio?

Is it that they like it? Or that they haven't yet found a better
solution to whatever problem they were solving. So what is the problem
they are solving?

Do they like the music selection? I don't see how thats possible. I
like pandora because it chooses new music based on my selections.
Other people like to spend time finding their own music (too much work
for me - its a hobby for them).

One feature of local radio over Pandora is that if you listen to it, and your friends 
listen to it, you will hear a lot of the same songs. If you each use Pandora, you'l 
more often listen to different songs. Lots of people want to have things in 
common with their friends, including musical taste and familiarity.

Similarly, popular radio stations focus on popular songs, while Pandora doesn't. 
So if one wants to hear what's popular, radio can help. (Actually you can get a 
top 40 station on Pandora if you want. Pandora is flexible. But I bet most people 
only use it in the simplest way, which I think means typing a song or artist they 
like to create a station.)

Also, a lot of people do not have access to Pandora while in their car doing their 
commute. Radio is also sometimes played for an office and the system playing it 
may not offer Pandora. Or imagine some construction workers. They can easily 
bring a radio to the construction site. They can also easily bring an iPod. But 
having internet access to play Pandora is harder.

Do they like the radio hosts talking?



Yeah, lots of people must like that or radio stations that reduced it would gain a 
competitive advantage.

Well, radio stations have two sets of customers with different goals,
right?  Listeners and advertisers.

I think that the radio hosts talking is more about pleasing
advertisers (they often talk about special promos and giveaways and
other stuff that are sponsored by advertisers).  So if you cut that
out then the advertisers would be unhappy.  So then in order for it to
give a competitive advantage you'd have to get a LOT of listeners to
make up for it.

So it might be that most people don't specifically *like* the radio
hosts, but just don't mind it a lot.  Then radio stations would still
have incentive to keep them around.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 17, 2012 at 6:41 AM

On 15 Oct 2012, at 21:21, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:

On Monday, 15 October 2012 8:31 PM, Richard Fine writes:

From there you can get to Goedel's incompleteness.

"Get to" how? Using natural deduction, right? But isn't natural deduction a part 
of physics?

The "get to" is a combination of simple rules and the axiom system.
There are (at least 3) interesting sets of undecidable problems

(A) the undecidable problems derived from arithmetic
(B) the undecidable problems where the laws of physics provides an oracle for 
lookups.
   These provides a way of punching holes in set (A) and makes these problems 
decidable for a particular laws of physics.
(C) the fundamental undecidable problems (like the halting-problem)
   These problems are problems where the laws of physics cannot provide a 
lookup mechanism.

I think it would be a serious stretch to consider sets (A) and set (C) as being 
"physics".
They are either pure mathematics or computation theory.
There is no mention of either (i) the laws of physics or (ii) observation in either of 
these areas.

Suppose I have a pair of rocks in a box. I take another two rocks and
add them to the first two. Now I have four rocks in the box.

It's a physical reality that carrying out the process of "adding" on
these groups of rocks produces a consistent result. In fact, taking
*any* box containing two rocks, and putting two more rocks in it, will
result in a box containing four rocks. That is a state-transition that



will happen anywhere in the universe. It's not possible - barring
other interfering processes - to get any other result.

Isn't that a law of physics?

It's a very parochial law, of course - overly specific (and thus not
very useful). But when we abstract away the details that are not
relevant to what's happening - what we end up with is arithmetic.

And I don't see that abstracting away the details makes it any less a
law of physics; when we say "metal conducts electricity" we don't
worry about having abstracted away the shape of the metal, or that
there are small impurities in it, or that it weighs a particular
amount.

Most, if not all, of mathematics and computation theory is rooted in
physical reality like this. So I don't see why we can't call results
within them laws of physics - at least in the sense that they are
immutable, inviolable properties of the universe.

(That they may not be the subject of study by people who call
themselves "physicists" is neither here nor there).

- Richard

-- 



From: David Deutsch <david.deutsch@qubit.org>
Cc: beginning-of-infinity@googlegroups.com
Subject: [BoI] The future is never like the past, in countless ways -- a nice 
illustration by XKCD
Date: October 17, 2012 at 7:32 AM

http://xkcd.com/1122/

-- David Deutsch

-- 

http://xkcd.com/1122/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Why do people listen to local radio?
Date: October 17, 2012 at 11:43 AM

On 10/15/2012 3:40 PM, Rami Rustom wrote:
The reason I bring this up is that most traditional media have been
dwindling as internet methods of doing the same thing is objectively
better.

One advantage radio has over the present state of internet-based solutions is that 
it's easier to passively consume radio while driving. CDs have this too but radio 
allows you to get unexpected new content i.e. news bulletins and travel alerts.

Smartphones will change this. Soon, if it hasn't happened already, someone will 
make a car that allows you to trigger Siri from a control on the wheel, and that 
allows you to forward particular push notifications to part of your car's dashboard. 
So if there's a traffic alert, you'll get a warning light on your dashboard, and then 
you can ask Siri what's up, and Siri reads the traffic alert to you - without taking 
your eyes off the road+dash at any point. (Unless self-driving cars become 
popular first. But I think they're still at least 5 years away, and better smartphone 
integration into cars is much easier to build).

- Richard

-- 



From: Lulie Tanett <lulie@lulie.org>
Subject: [BoI] Creativity 'closely entwined with mental illness' - BBC News
Date: October 17, 2012 at 11:25 AM

Oh for God's sake.

http://www.bbc.co.uk/news/health-19959565

The whole premise doesn't make sense because creativity is about ideas, not 
brain stuff.

Creativity is often part of a mental illness, with writers particularly susceptible, 
according to a study of more than a million people.

Writers had a higher risk of anxiety and bipolar disorders, schizophrenia, 
unipolar depression, and substance abuse, the Swedish researchers at the 
Karolinska Institute found.
[...]
The dancers and photographers were also more likely to have bipolar disorder.

Creativity is the same mechanism in all fields -- doesn't matter if it's writing, 
photography, or quantum physics. It doesn't make sense to say some fields are 
'more creative'. More arbitrary, maybe. More inexplicit, I guess. But hard sciences 
require way more creative thought than most arts, at least the way people do 
them these days.

--
Lulie Tanett

http://www.bbc.co.uk/news/health-19959565


From: David <davidsteglet@gmail.com>
Subject: Re: [BoI] Wavefunction Realism vs Space-Time State realism
Date: October 18, 2012 at 1:28 AM

I want to reopen this question as I re-read their paper and it says clearly
that it is picture independent so I am not sure why Alan Forester thought
it was exclusively one or the other.

Regarding what you said:

Yes. They were mistaken. http://arxiv.org/abs/1109.6223

Have you spoken to either of them regarding this paper? Do they now agree
with you on it?

Also back on topic: in Wallace-Timpson the wavefunction does not live in
configuration space, is this the same as in your fungible view?

-- 

http://arxiv.org/abs/1109.6223


From: "jon_oliver@trendmicro.com" <jon_oliver@trendmicro.com> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 18, 2012 at 8:19 PM

Hi Brett

On Tuesday, 16 October 2012 9:16 AM, Brett Hall wrote:
but have you read FoR or BoI?

I have read BoI and not read FoR.
I totally agree with the central thesis of BoI that finding good explanations, and 
those explanations are real is the basis of science.
It is very refreshing to see it stated so clearly.

On Tuesday, 16 October 2012 9:16 AM, Brett Hall wrote:
Physics determines what can and cannot be shown in mathematics.
You can never rule out glitches, errors, misconceptions, etc, etc.
I can't remember if it was Feynman (I think it was) and I certainly can't 
remember the quote exactly but:

For 99.99% or more of science, the laws of physics impose all sorts of 
constraints.
But what you are suggesting is taking things too far.
There is an area where the laws of physics say little, observation is not that 
relevant (beyond the exception below)
and David's arguments about seeking explanations does not add much (beyond 
the exception below where it says a lot).
This area is decidability.
This area is an amazingly small when compared to the rest of science.

As I said before, there is a caveat / exception.
There is the potential that the laws of physics poke holes in what arithmetic says 
is decidable / undecidable.
The set where this happens is currently thought to be the empty set (no elements 
- for example Quantum computing does not change it from being empty).
So saying that this set (currently thought to be empty) dominates what is 



otherwise huge sets (infinite / uncountable) is a weak argument.

If this discussion group is going to take the view that decidability theory / pure 
mathematics is suspect - its claims are unjustified,
then this seems inconsistent with Beginning of Infinity.
If baseline pure mathematics should be questioned, then we should also question 
David's use of the no-go theorems
and other derivations starting from axioms in Chapter 13 on choices and group 
decision making.

I suggest a different approach.
That approach used by David in the Chapter 13 is a good approach.
Start by using these axioms / theorems as starting points
 (which will apply under many different laws of physics - whether those laws 
apply elsewhere - or whether we have not found additional, relevant laws of 
physics here).
They are a starting point where we build up explanations of the universe around 
us based on observation, criticism, etc.

Cheers
Jon Oliver

<table class="TM_EMAIL_NOTICE"><tr><td><pre>
TREND MICRO EMAIL NOTICE
The information contained in this email and any attachments is confidential
and may be subject to copyright or other intellectual property protection.
If you are not the intended recipient, you are not authorized to use or
disclose this information, and we request that you notify us by reply mail or
telephone and delete the original message from your mail system.
</pre></td></tr></table>



-- 



From: Tanya <tanya.davison@gmail.com>
Subject: [BoI] Is Inference to the best explanation good?
Date: October 19, 2012 at 4:59 AM

http://www.informationphilosopher.com/knowledge/best_explanation.html

what are some criticisms of IBE?

My guess is it's good, especially if updated with BOI ideas of explanatory
power.

But hard to tell if it's too weaved in with inductive thinking.

-- 

http://www.informationphilosopher.com/knowledge/best_explanation.html


From: Tanya <tanya.davison@gmail.com>
Subject: [BoI] Re: Justificationist Misconceptions (was: Brain in a vat)
Date: October 19, 2012 at 5:01 AM

On Sunday, May 6, 2012 12:28:00 AM UTC+1, Elliot Temple wrote:

On May 5, 2012, at 3:54 PM, Psevdo Nim wrote:

http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent versions
seem to have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff
based on justificationist misconceptions.

FWIW,that stuff is "based on" other stuff is itself a justificationist
style misconception.

Ideas are connected to each other but the relationship is always two-way
and more of a meeting-of-equals than is often assumed. It differs from the
simplistic idea that one is the foundation ("base") for the other.

ppl say 'based on' to refer to loads of types of inferences. For example:
deductive, explanatory, and probabilistic. Doesn't have to be
foundationalist.  There's no 'official' use of it in philosophy. In fact,
most contemporary foundationalist philosophers (like, Chisholm and Haack)
don't say 'based on' because it's ambiguous.

"Since the brain in a vat gives and receives exactly the same impulses as
it would if it were in a skull, and since these are its only way of
interacting with its environment, then it is not possible to tell, *from
the perspective of that brain*, whether it is in a skull or a vat."
(wikipedia)

Not sure why Nim thinks* brain in the vat* is about justificationist
misconceptions. It is a problem for justificationists and foundationalists,
but wouldn't need to be a problem for just them. It is used to cast doubt

http://en.wikipedia.org/wiki/Brain_in_a_vat


on any theory that makes use of physical evidence (including experiential
ev.). Or any theory that assumes a particular physical world.

-Tanya
http://curveballphilosophy.blogspot.co.uk/

-- 

http://curveballphilosophy.blogspot.co.uk/


From: Tanya <tanya.davison@gmail.com>
Cc: lulie@lulie.org
Subject: [BoI] Re: Creativity 'closely entwined with mental illness' - BBC News
Date: October 19, 2012 at 5:44 AM

On Wednesday, October 17, 2012 4:25:38 PM UTC+1, Lulie Tanett wrote:

Oh for God's sake.

http://www.bbc.co.uk/news/health-19959565

The whole premise doesn't make sense because creativity is about ideas,
not brain stuff.

isn't part of the assumption with neuroscience that what you think (your
ideas) shape your brain, i.e. thinking a certain way creates neural
networks? So why wouldn't creativity be ideas AND brain stuff?

mental illnesses are also something thought to be ideas and brain stuff.
That's why they give you pills and therapy.

Creativity is often part of a mental illness, with writers particularly
susceptible, according to a study of more than a million people.

Writers had a higher risk of anxiety and bipolar disorders,
schizophrenia, unipolar depression, and substance abuse, the Swedish
researchers at the Karolinska Institute found.

[...]
The dancers and photographers were also more likely to have bipolar

disorder.

Creativity is the same mechanism in all fields -- doesn't matter if it's
writing, photography, or quantum physics. It doesn't make sense to say some
fields are 'more creative'. More arbitrary, maybe. More inexplicit, I
guess. But hard sciences require way more creative thought than most arts,
at least the way people do them these days.

http://www.bbc.co.uk/news/health-19959565


the Karolinska report did actually look at scientists. I'd guess it wasn't
mentioned in the article because of memes romanising crazy artists.

http://ki.se/ki/jsp/polopoly.jsp?d=130&a=151722&l=en&newsdep=130

What is says about the report there is pretty vague. But looks like plain
old 'spot the correlation'. It's not even clear if they considered any
other explanation but what job they had.

But that said, it is true that there are so many memes around being in
creative cultures that are bad, like romanticising bad emotions. So
not surprising it would be associated with being mentally ill.

-Tanya
http://curveballphilosophy.blogspot.co.uk/

-- 

http://ki.se/ki/jsp/polopoly.jsp?d=130&a=151722&l=en&newsdep=130
http://curveballphilosophy.blogspot.co.uk/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Is Inference to the best explanation good?
Date: October 19, 2012 at 6:35 AM

On 19/10/2012, at 19:59, "Tanya" <tanya.davison@gmail.com> wrote:

http://www.informationphilosopher.com/knowledge/best_explanation.html

what are some criticisms of IBE?

There's nothing new about abduction. It reeks of someone wanting desperately to 
make a genuine discovery in epistemology - like Popper or Deutsch - but having 
failed to do so - invents some jargon instead for stuff we already know. In the end 
they actually take what we already know, delete some bits that are necessary, or 
deemphasise them, and rename parts of the process.

So here is what the article says:

"Inference to the Best Explanation is a kind of abductive reasoning identified by 
Gilbert Harman in 1965 ."

Abductive is a rather silly word that I've encountered before. On the one hand it is 
just a word for "guess" (guessing is essential - it's the conjecture bit in "conjecture 
and refutation") but on the other it wants to say that it alone can be a form of 
reasoning...like deduction. How can a guess be a form of reasoning? It can't be of 
course...there must be ways of checking the guess against reality. There must be 
some reliable procedure. The guess alone is not enough.

The thing with *deduction* is that it implies *rules of inference* that can be 
followed. Other posts have taken up that topic recently...what amounts to a rule of 
inference. While we can have some discussion there, deduction is pretty 
uncontroversial. If my guess is "M" and I know that "M implies P" then I logically I 
can infer "P" by Modus Ponens.

If I guess that X and I then use this assumption to prove A AND Not-A, then I can 
conclude that Not-X. The guess alone here is actually false. The reasoning 
process shows me that. But they want to call the original guess something 
special. They want to call creating it "abduction" and go further to say that this 
alone is enough to generate knowledge.

http://www.informationphilosopher.com/knowledge/best_explanation.html


Abduction is 'defined' by the same website when you click the link as: "Abduction 
as a form of reasoning is relatively new. Charles Sanders Peirce called it 
abduction to infer a premise from a conclusion. For example, since if it rains, the 
grass gets wet, one can abduce (hypothesize) that it probably rained.
Strictly speaking, abductive reasoning is fallacious, a logical error. But Peirce 
argued that this kind of reasoning has evolved in humans, who have become 
adept at selecting the best hypothesis to explain the condition."

So we can already see the silliness. They pretty much admit it's a logical error (if 
you were to postulate only one idea then choose not to criticise it). But then want 
to use it. The original article goes on:

"He called it abductive reasoning, but Harman's definition of abduction did not 
correspond exactly to Charles Sanders Peirce's triple of Deduction, Induction, 
and Abduction.
Peirce had himself noted that all thinkers infer explanations - that is, hypotheses 
that might explain - various phenomena."

That last sentence captures how Popperian epistemology actually 
proceeds...without the criticism part. We do all infer (guess) explanations. Nothing 
new here. Except that so far they seem to want to leave out the crucial bit of 
Popperian epistemology; criticism of those explanations that have been guessed. 
That can't get you anywhere. The article again:

"One of the classic examples is how to explain wet grass. If the grass is wet, it 
probably rained. "

Bad example. But let's look at this for a minute. That it's wet...is itself a guess. 
This is a big difference when encountering ideas that don't take Popper seriously. 
They think observing is not itself theory laden. We don't have direct access to 
nature but they believe things like "wetness" are something we perceive 
unfiltered, with certainty and so forth. But let's say we guess that the grass is wet. 
Now we guess *why* it's wet. Maybe it rained? Maybe a hose was used? Maybe 
it was a cold night and humid morning? Maybe a dog took a piss? Maybe a man 
took a piss? Maybe an aircraft emptied some water. There are an infinite number 
of explanations. How to choose the best one? Criticise the rest, somehow. 
Perhaps stormclouds are still overhead? Perhaps the wetness extends over an 
area too vast for dogs, men or hoses to wet? After this criticism we have a best 
theory. Maybe...and this is okay...we lack the creativity to think of any other theory 



except that it rained because...that's the only theory we think of. So it wins 
because we lack any other conjecture. It's still conjectured. We do criticise it 
because actually we notice that the wetness is not localised like a hose event 
would be localised. So even when we think we have no criticisms...we must. 
Article again:

"Rain is the best explanation for wet grass, especially in Peirce's New England. 
But it need not be the best explanation in Arizona at the height of the dry season, 
where automatic sprinkler systems might be the best explanation for wet grass - 
especially if the grass is wet but the street is dry."

Describes Popperian epistemology there. Again no revelation here. A good 
criticism of why Arizonian grass might not be wet due to rain. We conjecture other 
theories.

"Peircean abduction is the free creation of hypotheses that generate predictions 
which can be tested by further observations. "

That tries to "new age" up these ideas with the use of the word "free". As in "Don't 
be a square man. Don't be all restrained by rules and deduction and criticisms, 
man. Be free. Release yourself from bondage. Embrace the new. Embrace being 
free!" But what does "free" mean? How is the usual method of hypothesis 
generation *not* free? What on earth is new there? I see nothing. You are and 
always have been free to think of any theory you like. The crucial bit is being very 
good at criticising the theory. They forget about that. Article:

"For example, the sprinkler hypothesis suggests looking at the street. Observing 
the street to be dry provides experimental confirmation of the sprinkler hypothesis 
relative to the rain hypothesis."

Not confirmation. The sprinkler helps rule out rivals. If confirmation means "shows 
as true" or justifies or whatever...that's not right. If the sun is out and he road is 
black...rain might still be the best explanation in Arizona because he road will dry 
real quick while the grass remains wet for longer. It all depends on which 
observations can be used to criticise what theories. Article:

"Gilbert Harman says:

"The inference to the best explanation" corresponds approximately to what others 
have called "abduction," the method of hypothesis," "hypothetic inference," "the 



method of elimination," "eliminative induction," and "theoretical inference.""

So now, confusingly, we have even more jargon that confuse the truth with 
garbage.

That website loosely explains that abduction is another word for "unsupported 
conjecture". So the first half of Popperian guessing and criticising. So it's a word 
that's superfluous. To say that alone can be a method of reasoning is false. You 
must criticise. Then the article says we can *also* call this "inference to the best 
explanation" but we are *not* told how to assess the "best." What is the criterion 
for "best". They don't say exactly. But words like "method of elimination" are 
thrown in which the suggests they do have the truth there buried beneath the 
other crap. They know guessing is needed (what they call 'abduction') and they 
also know that criticising to rule out rivals is needed (the 'method of elimination') 
but they really fail to put this together. I suppose this means they don't know it. 
They have heard somewhere that guessing theories is part of knowledge 
generation. They have also heard that criticism, testing, refutations are part of it 
too. But they fail to assimilate it all. They think something is missing. They don't 
understand. They need to read Popper. They are confused. We know they are 
because by their own admission they think *induction* works.

*I* may as well invent a word. How about "Crypduction" - this is a method of 
reasoning that involves criticism alone.

Crypduction: a method of reasoning where criticism alone generates the best 
explanation.

Okay.... But in stating this new word I've also asserted its falsity. You can't criticise 
without *also* first conjecturing. So I'm making the same error the article does, in 
reverse. Abduction is like this. They think there is a possibility of guessing without 
criticising. They then try to invent a word for this error. It's as if making up a word 
for a false concept somehow gives it more cache. Article:
"I prefer my own terminology because I believe that it avoids most of the 
misleading suggestions of the alternative terminologies. In making this inference 
one infers, from the fact that a certain hypothesis would explain the evidence, to 
the truth of that hypothesis. In general, there will be several hypotheses which 
might explain the evidence, so one must be able to reject all such alternative 
hypotheses before one is warranted in making the inference. Thus one infers, 
from the premise that a given hypothesis would provide a "better" explanation for 
the evidence than would any other hypothesis, to the conclusion that the given 



hypothesis is true."

Again an appreciation of how knowledge creation actually works. Several theories 
may explain the observations. The alternatives must be criticised. Those which 
don't survive are rejected. The one that is not rejected is the best one.

They just want to call it the "better" one and call the whole process "inference to 
the best explanation".

There is absolutely nothing new here. There are some errors. None of this is a 
revelation. We don't need these new terms because it's already all been 
explained better, without the errors and without the need for inventing "abduction" 
which misses half the story.

Like you seem to notice...it also misses stuff about the explanatory power of 
explanation and the hard to vary criterion. Which is new. Which is useful.

Brett.



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Is Inference to the best explanation good?
Date: October 19, 2012 at 8:01 AM

On 19/10/2012 7:59 PM, Tanya wrote:
http://www.informationphilosopher.com/knowledge/best_explanation.html

what are some criticisms of IBE?

My guess is it's good, especially if updated with BOI ideas of explanatory power.

But hard to tell if it's too weaved in with inductive thinking.

In the link we read that Peircean abduction is the free creation of hypotheses that 
generate predictions which can be tested by further observations.

In other words, it is the process of generating what Popper called "conjectures". 
In view of the advances in epistemology and the philosophy of science that 
Popper generated, talking about these matters without reference to Popper's 
ideas, if only to criticise them, is a sign of lazy scholarship and is most unlikely to 
produce anything that working scientists will find helpful.

Judging from the Peirce email discussion group, Peirce scholarship appears to be 
dominated by re-reading of books by Peirce in the hope that if only they can get 
clear on the works of the master, everything else will fall into place. when I asked 
how this would feed into contemporary problems in science or society I was 
politely told to be patient.

Rafe Champion
Sydney

-- 

http://www.informationphilosopher.com/knowledge/best_explanation.html


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 19, 2012 at 1:09 PM

On 19 Oct 2012, at 01:19, jon_oliver@trendmicro.com wrote:

Hi Brett

On Tuesday, 16 October 2012 9:16 AM, Brett Hall wrote:
but have you read FoR or BoI?

I have read BoI and not read FoR.
I totally agree with the central thesis of BoI that finding good explanations, and 
those explanations are real is the basis of science.
It is very refreshing to see it stated so clearly.

BoI explains that explanations are not just relevant to science, they are relevant 
for making progress in every field. For example, explanations are important for 
making progress in moral philosophy as explained on pp 120-121 of BoI.

On Tuesday, 16 October 2012 9:16 AM, Brett Hall wrote:
Physics determines what can and cannot be shown in mathematics.
You can never rule out glitches, errors, misconceptions, etc, etc.
I can't remember if it was Feynman (I think it was) and I certainly can't 
remember the quote exactly but:

For 99.99% or more of science, the laws of physics impose all sorts of 
constraints.
But what you are suggesting is taking things too far.
There is an area where the laws of physics say little, observation is not that 
relevant (beyond the exception below)
and David's arguments about seeking explanations does not add much (beyond 
the exception below where it says a lot).
This area is decidability.
This area is an amazingly small when compared to the rest of science.

As I said before, there is a caveat / exception.
There is the potential that the laws of physics poke holes in what arithmetic says 
is decidable / undecidable.



Arithmetical statements are either true or false and whether they are true or false 
is not determined by the laws of physics.

Arithmetic doesn't say anything about decidability/undecidability: the laws of 
physics determine what is decidable/undecidable. On BoI, p. 186, David writes:

"So there is nothing *mathematically* special about the set of decidable 
questions, the non-computable functions, the unprovable propositions. They are 
distinguished by physics only."

See BoI Chapter 8 and FoR, Chapter 10 for the relevant arguments. Do you have 
a criticism of those arguments?

The set where this happens is currently thought to be the empty set (no 
elements - for example Quantum computing does not change it from being 
empty).
So saying that this set (currently thought to be empty) dominates what is 
otherwise huge sets (infinite / uncountable) is a weak argument.

No such argument is made in BoI or FoR to the best of my knowledge. Where is 
this argument made in either book? Page references would be useful and quotes 
too.

Also, it is interesting that you write about weak arguments, when Chapter 13 of 
BoI criticises the idea that that arguments can be weighed, especially on pages 
340-341. Arguments are either right or wrong, they are not strong or weak.

If this discussion group is going to take the view that decidability theory / pure 
mathematics is suspect - its claims are unjustified,
then this seems inconsistent with Beginning of Infinity.

David attacks the idea of justification in BoI, see the entries in the index for 
justificationism. In particular, in the terminology section for Chapter 1 the entry for 
justificationism reads:
"The misconception that knowledge can be genuine or reliable only if it is justified 
by some source or criterion."

So claiming that mathematics is unjustified is entirely consistent with BoI.



If ideas have to be justified then the idea that the putative source or criterion of 
justification is correct has to be justified and this leads to an infinite regress.

In addition, if there is such a source, then its success is also inexplicable. If there 
was such an explanation then the source wouldn't the foundation of that 
explanation.

We should look for explanations instead and decide between those explanations 
by considering which ones solve problems instead of looking for justifications.

If baseline pure mathematics should be questioned, then we should also 
question David's use of the no-go theorems
and other derivations starting from axioms in Chapter 13 on choices and group 
decision making.

No it doesn't because justification is unnecessary and impossible.

I suggest a different approach.
That approach used by David in the Chapter 13 is a good approach.
Start by using these axioms / theorems as starting points (which will apply under 
many different laws of physics - whether those laws apply elsewhere - or 
whether we have not found additional, relevant laws of physics here).
They are a starting point where we build up explanations of the universe around 
us based on observation, criticism, etc.

To the best of my knowledge, David doesn't use that approach, nor does he say 
that he uses it. If you think he does, then page references and quotes would be 
useful.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationist Misconceptions (was: Brain in a vat)
Date: October 19, 2012 at 4:13 PM

On Oct 19, 2012, at 2:01 AM, Tanya <tanya.davison@gmail.com> wrote:

On Sunday, May 6, 2012 12:28:00 AM UTC+1, Elliot Temple wrote:

On May 5, 2012, at 3:54 PM, Psevdo Nim wrote:

http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent versions
seem to have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff
based on justificationist misconceptions.

FWIW,that stuff is "based on" other stuff is itself a justificationist
style misconception.

Ideas are connected to each other but the relationship is always two-way
and more of a meeting-of-equals than is often assumed. It differs from the
simplistic idea that one is the foundation ("base") for the other.

ppl say 'based on' to refer to loads of types of inferences. For example:
deductive, explanatory, and probabilistic. Doesn't have to be
foundationalist.  There's no 'official' use of it in philosophy. In fact,
most contemporary foundationalist philosophers (like, Chisholm and Haack)
don't say 'based on' because it's ambiguous.

It may be ambiguous about some issue they care about, but it unambiguously 
says something false about the structure of knowledge. You say it's ambiguous 
between types of inferences it refers to. You'd therefore, I guess, accept that it's 
saying one idea is inferred from the other. But that is a 
justificationist/foundationalist mistake (except in the case of deduction, which is 

http://en.wikipedia.org/wiki/Brain_in_a_vat


not the context here). The concept is you have foundations, justified ideas, or 
some starting place, and you infer 2nd level ideas based on them, and then you 
infer 3rd level ideas based on what you had prior, and so on. But this is false, 
knowledge is more like a non-directional web.

Also there is no such thing as explanatory inference.

"Infer" basically has 3 meanings. 1) deduction 2) epistemological mistakes 3) 
guessing (whether critically or not is ambiguous, and using this meaning at all can 
cause confusion)

"Since the brain in a vat gives and receives exactly the same impulses as
it would if it were in a skull, and since these are its only way of
interacting with its environment, then it is not possible to tell, *from
the perspective of that brain*, whether it is in a skull or a vat."
(wikipedia)

Not sure why Nim thinks* brain in the vat* is about justificationist
misconceptions. It is a problem for justificationists and foundationalists,
but wouldn't need to be a problem for just them. It is used to cast doubt
on any theory that makes use of physical evidence (including experiential
ev.). Or any theory that assumes a particular physical world.

The idea of "cast doubt on" is a justificationist mistake.

Criticism either refutes or does not refute. There is no middle ground. How could 
there be? Unless there is an amount of justification (or call it whatever you want, 
such as "doubt level") which can change.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is Inference to the best explanation good?
Date: October 19, 2012 at 4:23 PM

On Oct 19, 2012, at 1:59 AM, Tanya <tanya.davison@gmail.com> wrote:

http://www.informationphilosopher.com/knowledge/best_explanation.html

what are some criticisms of IBE?

My guess is it's good, especially if updated with BOI ideas of explanatory
power.

But hard to tell if it's too weaved in with inductive thinking.

What do you think is good about it?

I think abduction works like this:

Induction was criticized. People realized that induction and deduction cannot 
account for all knowledge. So they made up a new word and said it accounts for 
the remaining knowledge they couldn't explain. How do you get that other 
knowledge using abduction? Well, you just infer it, somehow. Much like with 
induction you infer things, somehow, using observations. But now you do it 
without the observations.

They have no actual useful understanding of how knowledge is created or 
organized.

The version on the website is actually worse:

Peircean abduction is the free creation of hypotheses that generate predictions 
which can be tested by further observations.

Because it limits itself only to dealing with empirical issues, just like induction 
does, it fails to fill in any gaps. (Not that induction works at all -- another thing it 
says Peirce got wrong.)

Regardless, didn't Popper solve all these problems? What's being added to 

http://www.informationphilosopher.com/knowledge/best_explanation.html


Popper?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Tanya Davison <tanya.davison@gmail.com>
Subject: Re: [BoI] Is Inference to the best explanation good?
Date: October 20, 2012 at 9:36 AM

On 19 October 2012 21:23, Elliot Temple <curi@curi.us> wrote:

On Oct 19, 2012, at 1:59 AM, Tanya <tanya.davison@gmail.com> wrote:

http://www.informationphilosopher.com/knowledge/best_explanation.html

what are some criticisms of IBE?

My guess is it's good, especially if updated with BOI ideas of
explanatory

power.

But hard to tell if it's too weaved in with inductive thinking.

What do you think is good about it?

I think abduction works like this:

Induction was criticized. People realized that induction and deduction
cannot account for all knowledge. So they made up a new word and said it
accounts for the remaining knowledge they couldn't explain. How do you get
that other knowledge using abduction? Well, you just infer it, somehow.

not 'somehow'. This way: you infer from the consequences of a phenomena a
bunch of candiate causes (explanations) for what that phenomena is, and
then you refute all of them until you are left with the 'best' explanation.

<something occured> and now the ground is wet
E1. it rained
E2. sprinklers went off
E3. There was a waterfight

the ground is wet everwhere in the city, even on roof tops, this refutes E2
and E3, so E1 is the best explanation.

http://www.informationphilosopher.com/knowledge/best_explanation.html


Much like with induction you infer things, somehow, using observations.
But now you do it without the observations.

They have no actual useful understanding of how knowledge is created or
organized.

The version on the website is actually worse:

Peircean abduction is the free creation of hypotheses that generate
predictions which can be tested by further observations.

Because it limits itself only to dealing with empirical issues, just like
induction does, it fails to fill in any gaps. (Not that induction works at
all -- another thing it says Peirce got wrong.)

Regardless, didn't Popper solve all these problems? What's being added to
Popper?

IBE seems to be like the hypothetical-deductive model but instead gives
credit to a theory based on ifs its a good or bad explanation. Which is
good. Popper overates a theory having to pass a tough test, when what
actually matters the most is if its the best explanation we have.  If your
best explanation fails a really tough test, you don't abandon it unless you
think of a better explanation, you assume there's something wrong with the
test.

-Tanya
http://curveballphilosophy.blogspot.co.uk/

-- 

http://curveballphilosophy.blogspot.co.uk/


From: Tanya Davison <tanya.davison@gmail.com>
Subject: Re: [BoI] Justificationist Misconceptions (was: Brain in a vat)
Date: October 20, 2012 at 10:29 AM

On 19 October 2012 21:13, Elliot Temple <curi@curi.us> wrote:

On Oct 19, 2012, at 2:01 AM, Tanya <tanya.davison@gmail.com> wrote:

On Sunday, May 6, 2012 12:28:00 AM UTC+1, Elliot Temple wrote:

On May 5, 2012, at 3:54 PM, Psevdo Nim wrote:

http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent
versions

seem to have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff
based on justificationist misconceptions.

FWIW,that stuff is "based on" other stuff is itself a justificationist
style misconception.

Ideas are connected to each other but the relationship is always two-way
and more of a meeting-of-equals than is often assumed. It differs from

the
simplistic idea that one is the foundation ("base") for the other.

ppl say 'based on' to refer to loads of types of inferences. For example:
deductive, explanatory, and probabilistic. Doesn't have to be
foundationalist.  There's no 'official' use of it in philosophy. In fact,
most contemporary foundationalist philosophers (like, Chisholm and Haack)
don't say 'based on' because it's ambiguous.

http://en.wikipedia.org/wiki/Brain_in_a_vat


It may be ambiguous about some issue they care about, but it unambiguously
says something false about the structure of knowledge. You say it's
ambiguous between types of inferences it refers to. You'd therefore, I
guess, accept that it's saying one idea is inferred from the other. But
that is a justificationist/foundationalist mistake (except in the case of
deduction, which is not the context here). The concept is you have
foundations, justified ideas, or some starting place, and you infer 2nd
level ideas based on them, and then you infer 3rd level ideas based on what
you had prior, and so on. But this is false, knowledge is more like a
non-directional web.

I agree that it is a non-directional web--this well describes the state of
knowledge in its entirety. but don't think this is incompatible with basing
one thing on another for an individual case. Consider:

1. "Based on how cold it is outside, it's best I wear a coat"

2."Based on that it's best I wear a coat, I hope it's cold outside",

You could say either of these things. Neither 'how cold it is outside' or
'best to wear a coat' have a fixed place in any linear string of
justifications going from 'I think, therefore I am,' (or some other
foundation) to *p*. It would depend on the problem at hand if they were
irrelevant, the problem, the solution, a reason for the solution or what.

Also there is no such thing as explanatory inference.

I assume you mean that you think it's not possible to do this, since there
are many philosophers (explicitly) and laymen (inexplicitly) that believe
that you can.
If so could you say more about why you think this? I assume (again) your
reason isn't just to do with definitions



"Infer" basically has 3 meanings. 1) deduction 2) epistemological mistakes
3) guessing (whether critically or not is ambiguous, and using this meaning
at all can cause confusion)

 is 2 things like induction? and 3 explanation?
if so, is your criticisms of explanatory inferences that they're guesses,
which is a confusing/ambiguous thing to say an inference is?

(want to be clear I understand before I respond)

"Since the brain in a vat gives and receives exactly the same impulses as
it would if it were in a skull, and since these are its only way of
interacting with its environment, then it is not possible to tell, *from
the perspective of that brain*, whether it is in a skull or a vat."
(wikipedia)

Not sure why Nim thinks* brain in the vat* is about justificationist
misconceptions. It is a problem for justificationists and

foundationalists,
but wouldn't need to be a problem for just them. It is used to cast doubt
on any theory that makes use of physical evidence (including experiential
ev.). Or any theory that assumes a particular physical world.

The idea of "cast doubt on" is a justificationist mistake.

Criticism either refutes or does not refute. There is no middle ground.
How could there be? Unless there is an amount of justification (or call it
whatever you want, such as "doubt level") which can change.

there are problems. and problems can be such that a theory has to solve
them/show they aren't a problem or be refuted/criticed.

-Tanya
http://curveballphilosophy.blogspot.co.uk/

http://curveballphilosophy.blogspot.co.uk/


-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Justificationist Misconceptions
Date: October 20, 2012 at 11:43 AM

On 10/20/2012 3:29 PM, Tanya Davison wrote:
On 19 October 2012 21:13, Elliot Temple <curi@curi.us> wrote:

On Oct 19, 2012, at 2:01 AM, Tanya <tanya.davison@gmail.com> wrote:

On Sunday, May 6, 2012 12:28:00 AM UTC+1, Elliot Temple wrote:
FWIW,that stuff is "based on" other stuff is itself a justificationist
style misconception.

Ideas are connected to each other but the relationship is always two-way
and more of a meeting-of-equals than is often assumed. It differs from

the
simplistic idea that one is the foundation ("base") for the other.

ppl say 'based on' to refer to loads of types of inferences. For example:
deductive, explanatory, and probabilistic. Doesn't have to be
foundationalist.  There's no 'official' use of it in philosophy. In fact,
most contemporary foundationalist philosophers (like, Chisholm and Haack)
don't say 'based on' because it's ambiguous.

It may be ambiguous about some issue they care about, but it unambiguously
says something false about the structure of knowledge. You say it's
ambiguous between types of inferences it refers to. You'd therefore, I
guess, accept that it's saying one idea is inferred from the other. But
that is a justificationist/foundationalist mistake (except in the case of
deduction, which is not the context here). The concept is you have
foundations, justified ideas, or some starting place, and you infer 2nd
level ideas based on them, and then you infer 3rd level ideas based on what
you had prior, and so on. But this is false, knowledge is more like a
non-directional web.

I agree that it is a non-directional web--this well describes the state of
knowledge in its entirety. but don't think this is incompatible with basing
one thing on another for an individual case. Consider:

1. "Based on how cold it is outside, it's best I wear a coat"



2."Based on that it's best I wear a coat, I hope it's cold outside",

Isn't that deduction, which Elliot said is not the context here?

(Also, isn't the addition of "I hope" is a significant change between the sentences? 
The first statement is "idea about physical world -> idea about moral action" while 
the second statement is "idea about moral action -> idea about moral 
preferences.")

- Richard

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Animal-type learning vs human-type learning
Date: October 20, 2012 at 12:06 PM

http://www.curi.us/272

The digger wasp, for instance, seems to display highly intelligent brood-tending 
behavior. Having dug a nest, it flies off in search of a caterpillar, overpowers and 
kills it, drags it into the nest, and lays eggs on it. The emerging young are 
thereby provided with the nourishment they need and find protection in the nest, 
which the wasp seals. Interrupt the sequence of partactions, however, and it 
soon becomes clear that no form of intelligence is at work here. Returning to its 
hole with the caterpillar, the wasp first deposits it in the entrance and inspects 
the interior, then reappears at the entrance, head foremost, and drags its quarry 
inside. If, while the wasp is inspecting its hole, the caterpillar is removed and 
deposited some distance away, the wasp will continue to search until it has 
rediscovered the caterpillar and then will drag it to the entrance again, 
whereupon the whole cycle-depositing, inspecting, etc. ? begins all over again. 
Take away the caterpillar ten or twenty times, and the wasp will still deposit it at 
the entrance and embark on a tour of the hole, with which it is thoroughly 
familiar by this time. The insect continues to be guided by the same commands, 
in computer fashion, and evidently finds it hard to make any change in the 
overall sequence. Only after thirty or forty repetitions will the wasp finally drag 
the caterpillar into its nest without further inspection.

This is interesting. Humans would get frustrated after a few times. Right?

And the right thing to do when one feels frustration is to change
one's approach. Basically the thing you were doing to solve your
problem is failing so its time to try something else. The wrong thing
to do is to get angry. For one thing, its counterproductive. Instead
of solving a problem, it create a new problem.

Yet the digger wasp shows a great aptitude for learning where other procedures 
are concerned. While in flight, it memorizes the route which it must take on the 
ground when returning to the nest with its prey ? a very considerable feat of 
learning. On the other hand, the burial of its prey is an instinctive action and, 
thus, strongly programmed.

http://www.curi.us/272


I'd use the terms hardcoded and softcoded. The highly instinctive
multi-step action of burial of its prey has little to no softcoded and
its all hard-coded. The flight-path learning is also hardcoded but it
does allow some softcoding (of paths). Human minds on the other hand
are 100% softcoded. We can learn anything. And we can change any of
our inborn coding.

The wasp is almost incapable of influencing or altering this part of its behavior 
by learning, because it is controlled by an innate and extremely incorrigible 
mechanism.

Right. All animals except for humans have lots of hardcoding with
varying degrees of softcoding ability. Humans are 100% softcoded.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Tanya Davison <tanya.davison@gmail.com>
Subject: Re: [BoI] Justificationist Misconceptions
Date: October 20, 2012 at 1:26 PM

On 20 October 2012 16:43, Richard Fine <richard.fine@gmail.com> wrote:

On 10/20/2012 3:29 PM, Tanya Davison wrote:

On 19 October 2012 21:13, Elliot Temple <curi@curi.us> wrote:

 On Oct 19, 2012, at 2:01 AM, Tanya <tanya.davison@gmail.com> wrote:

 On Sunday, May 6, 2012 12:28:00 AM UTC+1, Elliot Temple wrote:

FWIW,that stuff is "based on" other stuff is itself a justificationist
style misconception.

Ideas are connected to each other but the relationship is always
two-way
and more of a meeting-of-equals than is often assumed. It differs from

the

simplistic idea that one is the foundation ("base") for the other.

 ppl say 'based on' to refer to loads of types of inferences. For
example:
deductive, explanatory, and probabilistic. Doesn't have to be
foundationalist.  There's no 'official' use of it in philosophy. In
fact,
most contemporary foundationalist philosophers (like, Chisholm and
Haack)
don't say 'based on' because it's ambiguous.

It may be ambiguous about some issue they care about, but it
unambiguously
says something false about the structure of knowledge. You say it's
ambiguous between types of inferences it refers to. You'd therefore, I
guess, accept that it's saying one idea is inferred from the other. But
that is a justificationist/**foundationalist mistake (except in the



case of
deduction, which is not the context here). The concept is you have
foundations, justified ideas, or some starting place, and you infer 2nd
level ideas based on them, and then you infer 3rd level ideas based on
what
you had prior, and so on. But this is false, knowledge is more like a
non-directional web.

 I agree that it is a non-directional web--this well describes the state
of
knowledge in its entirety. but don't think this is incompatible with
basing
one thing on another for an individual case. Consider:

1. "Based on how cold it is outside, it's best I wear a coat"

2."Based on that it's best I wear a coat, I hope it's cold outside",

Isn't that deduction, which Elliot said is not the context here?

no. With a deductive inference the conclusion must follow.  Neither of
those statements are necessarily true.

(Also, isn't the addition of "I hope" is a significant change between the
sentences? The first statement is "idea about physical world -> idea about
moral action" while the second statement is "idea about moral action ->
idea about moral preferences.")

I agree with what you say. But can you explain why that change is
significant to my overall point? Currently I don't see why moral statements
would be treated differently from physical ones, nor why preferences that
influence action would be different from actions (presumably influences by
preferences). In any case we're talking about propositions.

Tanya



curveballphilosophy.blogspot.co.uk

-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Justificationist Misconceptions
Date: October 20, 2012 at 1:49 PM

On 10/20/2012 6:26 PM, Tanya Davison wrote:
On 20 October 2012 16:43, Richard Fine <richard.fine@gmail.com> wrote:

On 10/20/2012 3:29 PM, Tanya Davison wrote:

On 19 October 2012 21:13, Elliot Temple <curi@curi.us> wrote:

  On Oct 19, 2012, at 2:01 AM, Tanya <tanya.davison@gmail.com> wrote:
  On Sunday, May 6, 2012 12:28:00 AM UTC+1, Elliot Temple wrote:

FWIW,that stuff is "based on" other stuff is itself a justificationist
style misconception.

Ideas are connected to each other but the relationship is always
two-way
and more of a meeting-of-equals than is often assumed. It differs from

the
simplistic idea that one is the foundation ("base") for the other.

  ppl say 'based on' to refer to loads of types of inferences. For
example:
deductive, explanatory, and probabilistic. Doesn't have to be
foundationalist.  There's no 'official' use of it in philosophy. In
fact,
most contemporary foundationalist philosophers (like, Chisholm and
Haack)
don't say 'based on' because it's ambiguous.

It may be ambiguous about some issue they care about, but it
unambiguously
says something false about the structure of knowledge. You say it's
ambiguous between types of inferences it refers to. You'd therefore, I
guess, accept that it's saying one idea is inferred from the other. But
that is a justificationist/**foundationalist mistake (except in the
case of
deduction, which is not the context here). The concept is you have
foundations, justified ideas, or some starting place, and you infer 2nd



level ideas based on them, and then you infer 3rd level ideas based on
what
you had prior, and so on. But this is false, knowledge is more like a
non-directional web.

  I agree that it is a non-directional web--this well describes the state
of
knowledge in its entirety. but don't think this is incompatible with
basing
one thing on another for an individual case. Consider:

1. "Based on how cold it is outside, it's best I wear a coat"

2."Based on that it's best I wear a coat, I hope it's cold outside",

Isn't that deduction, which Elliot said is not the context here?

no. With a deductive inference the conclusion must follow.  Neither of
those statements are necessarily true.

So you're saying that "I should wear a coat" does *not* follow from "it's cold 
outside," but *is* somehow 'based on' it?

In practice we make use of other premises that you've not stated here, like "I 
don't like being cold" and "I should avoid things I don't like" and "wearing a coat 
will keep me from being cold." When you put the statements together with them, I 
think they do follow.

(Also, isn't the addition of "I hope" is a significant change between the
sentences? The first statement is "idea about physical world -> idea about
moral action" while the second statement is "idea about moral action ->
idea about moral preferences.")

I agree with what you say. But can you explain why that change is
significant to my overall point? Currently I don't see why moral statements
would be treated differently from physical ones, nor why preferences that
influence action would be different from actions (presumably influences by
preferences).

You were trying to demonstrate that the "Based-On" relationship between p="how 



cold it is outside" and q="best I wear a coat" was bidirectional; I was pointing out 
that that's not what you did. The first sentence is "BasedOn(p, q)", but the second 
sentence is *not* "BasedOn(q, p)", it's "BasedOn(q, r)" where r is some moral-
preferences thing that only *looks* a bit similar to p.

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationist Misconceptions
Date: October 20, 2012 at 2:07 PM

On Oct 20, 2012, at 7:29 AM, Tanya Davison <tanya.davison@gmail.com> wrote:

On 19 October 2012 21:13, Elliot Temple <curi@curi.us> wrote:

On Oct 19, 2012, at 2:01 AM, Tanya <tanya.davison@gmail.com> wrote:

On Sunday, May 6, 2012 12:28:00 AM UTC+1, Elliot Temple wrote:

On May 5, 2012, at 3:54 PM, Psevdo Nim wrote:

http://en.wikipedia.org/wiki/Brain_in_a_vat

This is a well known thought experiment - it and its equivalent
versions

seem to have been discussed since Plato.

Much of discussion about it seems to be rather boring - basically stuff
based on justificationist misconceptions.

FWIW,that stuff is "based on" other stuff is itself a justificationist
style misconception.

Ideas are connected to each other but the relationship is always two-way
and more of a meeting-of-equals than is often assumed. It differs from

the
simplistic idea that one is the foundation ("base") for the other.

ppl say 'based on' to refer to loads of types of inferences. For example:
deductive, explanatory, and probabilistic. Doesn't have to be
foundationalist.  There's no 'official' use of it in philosophy. In fact,
most contemporary foundationalist philosophers (like, Chisholm and Haack)

http://en.wikipedia.org/wiki/Brain_in_a_vat


don't say 'based on' because it's ambiguous.

It may be ambiguous about some issue they care about, but it unambiguously
says something false about the structure of knowledge. You say it's
ambiguous between types of inferences it refers to. You'd therefore, I
guess, accept that it's saying one idea is inferred from the other. But
that is a justificationist/foundationalist mistake (except in the case of
deduction, which is not the context here). The concept is you have
foundations, justified ideas, or some starting place, and you infer 2nd
level ideas based on them, and then you infer 3rd level ideas based on what
you had prior, and so on. But this is false, knowledge is more like a
non-directional web.

I agree that it is a non-directional web--this well describes the state of
knowledge in its entirety. but don't think this is incompatible with basing
one thing on another for an individual case. Consider:

1. "Based on how cold it is outside, it's best I wear a coat"

2."Based on that it's best I wear a coat, I hope it's cold outside",

As casual everyday statements, these are harmless. They are close enough.

As philosophy/epistemology statements, they're false. They do not correspond to 
how knowledge is created and structured.

The way a decision like wearing a coat is actually made involves:

- conjecturing one should wear a coat, and some other conjectures
- criticizing those conjectures. it being cold outside will be used in some criticisms
- getting a result of one non-refuted idea, and the rest refuted
- acting on the non-refuted idea. not based on anything. just because it's one's 
best idea and the only reasonable choice at that point.

"Based on" does not accurately express the critical process I've described.

You could say either of these things. Neither 'how cold it is outside' or
'best to wear a coat' have a fixed place in any linear string of



justifications going from 'I think, therefore I am,' (or some other
foundation) to *p*. It would depend on the problem at hand if they were
irrelevant, the problem, the solution, a reason for the solution or what.

Also there is no such thing as explanatory inference.

I assume you mean that you think it's not possible to do this, since there
are many philosophers (explicitly) and laymen (inexplicitly) that believe
that you can.
If so could you say more about why you think this? I assume (again) your
reason isn't just to do with definitions

1) Explanation is not inference. The concept doesn't even make sense. 
Alternatively if "explanatory inference" is supposed to be a term for IBE, it's a bad 
term (b/c the IBE term is clearer about what it's asserting), and IBE itself is 
nonsense anyway.

2) All learning is by conjectures and refutations, so all claims people learn by 
other processes are impossible. (That's the current state of knowledge. Changing 
it would require a new discovery with size and importance like evolution.)

3) No one has ever given a good explanation of how this stuff (abduction, IBE, 
whatever) would work. Including you. Saying that some other unspecified 
philosophers think it works, due to unquoted explanations, is not a good way to 
think about it.

"Since the brain in a vat gives and receives exactly the same impulses as
it would if it were in a skull, and since these are its only way of
interacting with its environment, then it is not possible to tell, *from
the perspective of that brain*, whether it is in a skull or a vat."
(wikipedia)

Not sure why Nim thinks* brain in the vat* is about justificationist
misconceptions. It is a problem for justificationists and

foundationalists,



but wouldn't need to be a problem for just them. It is used to cast doubt
on any theory that makes use of physical evidence (including experiential
ev.). Or any theory that assumes a particular physical world.

The idea of "cast doubt on" is a justificationist mistake.

Criticism either refutes or does not refute. There is no middle ground.
How could there be? Unless there is an amount of justification (or call it
whatever you want, such as "doubt level") which can change.

there are problems. and problems can be such that a theory has to solve
them/show they aren't a problem or be refuted/criticed.

I think I can guess what argument you're trying to make, but you haven't said it. 
Can you please explain your arguments? I think that will make for a better 
discussion with less miscommunication. I said cast doubt is justificationist and 
gave reasoning. You have not explicitly said if you agree or disagree, or why. 
Please elaborate on your reply.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationist Misconceptions
Date: October 20, 2012 at 2:13 PM

On Oct 20, 2012, at 8:43 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/20/2012 3:29 PM, Tanya Davison wrote:
On 19 October 2012 21:13, Elliot Temple <curi@curi.us> wrote:

On Oct 19, 2012, at 2:01 AM, Tanya <tanya.davison@gmail.com> wrote:

On Sunday, May 6, 2012 12:28:00 AM UTC+1, Elliot Temple wrote:
FWIW,that stuff is "based on" other stuff is itself a justificationist
style misconception.

Ideas are connected to each other but the relationship is always two-way
and more of a meeting-of-equals than is often assumed. It differs from

the
simplistic idea that one is the foundation ("base") for the other.

ppl say 'based on' to refer to loads of types of inferences. For example:
deductive, explanatory, and probabilistic. Doesn't have to be
foundationalist.  There's no 'official' use of it in philosophy. In fact,
most contemporary foundationalist philosophers (like, Chisholm and Haack)
don't say 'based on' because it's ambiguous.

It may be ambiguous about some issue they care about, but it unambiguously
says something false about the structure of knowledge. You say it's
ambiguous between types of inferences it refers to. You'd therefore, I
guess, accept that it's saying one idea is inferred from the other. But
that is a justificationist/foundationalist mistake (except in the case of
deduction, which is not the context here). The concept is you have
foundations, justified ideas, or some starting place, and you infer 2nd
level ideas based on them, and then you infer 3rd level ideas based on what
you had prior, and so on. But this is false, knowledge is more like a
non-directional web.

I agree that it is a non-directional web--this well describes the state of
knowledge in its entirety. but don't think this is incompatible with basing
one thing on another for an individual case. Consider:



1. "Based on how cold it is outside, it's best I wear a coat"

2."Based on that it's best I wear a coat, I hope it's cold outside",

Isn't that deduction, which Elliot said is not the context here?

(Also, isn't the addition of "I hope" is a significant change between the 
sentences? The first statement is "idea about physical world -> idea about moral 
action" while the second statement is "idea about moral action -> idea about 
moral preferences.")

No interesting human choices are ever made by deduction. They are more 
complicated than deduction can handle.

How the heck would you deduce whether to wear a coat? Which is a matter of 
morality, fashion and weather prediction, among other things.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Deduction (Re: [BoI] Justificationist Misconceptions)
Date: October 20, 2012 at 2:22 PM

On 10/20/2012 7:13 PM, Elliot Temple wrote:
No interesting human choices are ever made by deduction. They are more 
complicated than deduction can handle.

How the heck would you deduce whether to wear a coat? Which is a matter of 
morality, fashion and weather prediction, among other things.

Do we just use it as another way of refuting things, then? Like once we've got the 
idea, we check whether it follows from our premises, and if not then it's refuted for 
being illogical...?

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Is Inference to the best explanation good?
Date: October 20, 2012 at 2:24 PM

On Oct 20, 2012, at 6:36 AM, Tanya Davison <tanya.davison@gmail.com> wrote:

On 19 October 2012 21:23, Elliot Temple <curi@curi.us> wrote:

On Oct 19, 2012, at 1:59 AM, Tanya <tanya.davison@gmail.com> wrote:

http://www.informationphilosopher.com/knowledge/best_explanation.html

what are some criticisms of IBE?

My guess is it's good, especially if updated with BOI ideas of
explanatory

power.

But hard to tell if it's too weaved in with inductive thinking.

What do you think is good about it?

I think abduction works like this:

Induction was criticized. People realized that induction and deduction
cannot account for all knowledge. So they made up a new word and said it
accounts for the remaining knowledge they couldn't explain. How do you get
that other knowledge using abduction? Well, you just infer it, somehow.

not 'somehow'. This way: you infer from the consequences of a phenomena a
bunch of candiate causes (explanations) for what that phenomena is,

How can one infer explanatory candidates from a phenomena and its 
consequences? What does that mean?

and then you refute all of them until you are left with the 'best' explanation.

http://www.informationphilosopher.com/knowledge/best_explanation.html


So they are copying most of Popper? What's different or improved?

(I'm skeptical they are actually copying Popper. My guess would be that you 
changed it so it's different than what they say. I think you like Popper more than 
they do.)

<something occured> and now the ground is wet
E1. it rained
E2. sprinklers went off
E3. There was a waterfight

the ground is wet everwhere in the city, even on roof tops, this refutes E2
and E3, so E1 is the best explanation.

There are infinitely many other possible explanations. How'd you get this 
particular list? How'd you decide when to stop? How did you decide if the 
refutations were correct?

I know how a Popperian deals with such things. If you're offering something 
different, let's hear the specifics.

Much like with induction you infer things, somehow, using observations.
But now you do it without the observations.

They have no actual useful understanding of how knowledge is created or
organized.

The version on the website is actually worse:

Peircean abduction is the free creation of hypotheses that generate
predictions which can be tested by further observations.

Because it limits itself only to dealing with empirical issues, just like
induction does, it fails to fill in any gaps. (Not that induction works at
all -- another thing it says Peirce got wrong.)



Regardless, didn't Popper solve all these problems? What's being added to
Popper?

IBE seems to be like the hypothetical-deductive model but instead gives
credit to a theory based on ifs its a good or bad explanation. Which is
good. Popper overates a theory having to pass a tough test, when what
actually matters the most is if its the best explanation we have.  If your
best explanation fails a really tough test, you don't abandon it unless you
think of a better explanation, you assume there's something wrong with the
test.

Popper did know about explanation and understand its roll in epistemology well. 
He never relied just on testing. He also explained about not abandoning ideas 
(better than what you just said, which is a bit useless b/c it deals with a bad 
option involving *assuming*, not with better options than that).

And this is BoI list. If you had any doubts about explanation and Popperian 
epistemology, surely Deutsch fixed the problem by emphasizing that a ton. So 
what are non-Popperians offering us?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: Deduction (Re: [BoI] Justificationist Misconceptions)
Date: October 20, 2012 at 2:36 PM

On Oct 20, 2012, at 11:22 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/20/2012 7:13 PM, Elliot Temple wrote:
No interesting human choices are ever made by deduction. They are more 
complicated than deduction can handle.

How the heck would you deduce whether to wear a coat? Which is a matter of 
morality, fashion and weather prediction, among other things.

Do we just use it as another way of refuting things, then? Like once we've got 
the idea, we check whether it follows from our premises, and if not then it's 
refuted for being illogical...?

Yeah deduction and logic work well in criticism.

They can also be used to help with brainstorming conjectures. *Anything* can be 
used there.

Even if you wanted to say that the wearing the coat idea was a deduction from 
5000 other ideas or something like that, it'd still be the cast that most of the 
thinking involved in the decision wasn't deduction. But even with 5000 premises 
you won't get a deductive proof that you should wear a coat, it will be incomplete 
and open to objections. If you don't mind that, you're using a portion of the ideas 
about deduction but not all of it (they try to be strict and not allow any possible 
counter-arguments or incompleteness).

I don't think deduction is just about C&R though. I think it says substantive things 
about the world (but not about coats or morality, that is not its topic). For example:

P&Q->P  (P and Q implies P).

One can try to imagine laws of physics under which evaluating P&Q changes the 
world, e.g. by consuming the P. A little bit like how if P is red food coloring, and Q 
is blue food coloring, their combination does not leave you with red food coloring 



anymore.

The point is I think deduction and logic have to do with physics. And with 
computation (which itself has to do with physics).

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Privacy - When, Why?
Date: October 20, 2012 at 11:14 PM

When is privacy good?

Both for yourself, and other people.

What sort of things should one keep private about oneself?

There is a risk of keeping things private and then using that as a way to avoid 
criticism on those things. Like if you want to 'think something through' first before 
getting criticism on it. Or if you have some secrets that you're hiding because you 
don't want criticism on them. So that's bad.

But how can you tell whether you're doing it for this reason or a legitimate 
reason? What possible legitimate reasons could there be?

What sort of things should one keep private about others? What are common 
mistakes people make about privacy?

Generally, people don't ask permission enough when sharing details of other 
people. Some people won't want those details to be shared, and that should be 
generally respected.

It's bad because: They have a reason for not wanting those details to be shared, 
and you don't know the reason so you don't know if it's good. Or if you did know 
the reason, you should still respect their autonomy and keep their thing secret 
(why didn't you persuade them if their reason is bad? if you can't persuade them, 
maybe you're the one who's wrong).

Lots of people gossip frequently. This is other-people-oriented as well as breaking 
privacy.

What are the situations where it's good to not do privacy?

When can you reasonably expect someone won't mind you telling people 
something they said?



Or when is it OK to not do privacy even if they do mind, and why?

--
Lulie Tanett



From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Self Privacy (Was Re: Privacy - When, Why?)
Date: October 21, 2012 at 9:53 AM

On 20 Oct 2012, at 11:14 PM, Lulie Tanett <luliet@gmail.com> wrote:

When is privacy good?

Both for yourself, and other people.

What sort of things should one keep private about oneself?

There is a risk of keeping things private and then using that as a way to avoid 
criticism on those things. Like if you want to 'think something through' first 
before getting criticism on it. Or if you have some secrets that you're hiding 
because you don't want criticism on them. So that's bad.

But how can you tell whether you're doing it for this reason or a legitimate 
reason? What possible legitimate reasons could there be?

J.K. Rowling said:

"I find that discussing an idea out loud is often the way to kill it stone dead."

Why is this? If this is true, isn't this a legitimate reason to keep private about 
ideas?

Suppose you were top class at something. Would it be worthwhile to get criticism 
of your ideas, given no one knows anything better? Yes, because people may still 
be able to identify problems.

What if no one understands your idea well enough to criticise it? Like would it 
have been worth Rand showing drafts of her stuff, given no one knew her ideas 
when she was writing?

What if someone gets comments/criticism on their stuff that's actually harmful? 
Like it gets them thinking down worse lines of thought, and/or causes them to 
forget their idea (like if it was fairly inexplicit and they just described a part of it).



If your ideas are sufficiently unconventional, it may not be worth asking for 
feedback on them, because people will put pressure on you to be conventional. 
They wouldn't 'get' it and they'll try to make it into something worse.

--
Lulie Tanett



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Self Privacy (Was Re: Privacy - When, Why?)
Date: October 21, 2012 at 10:12 AM

On 10/21/2012 2:53 PM, Lulie Tanett wrote:
What if no one understands your idea well enough to criticise it? Like would it 
have been worth Rand showing drafts of her stuff, given no one knew her ideas 
when she was writing?

What if someone gets comments/criticism on their stuff that's actually harmful? 
Like it gets them thinking down worse lines of thought, and/or causes them to 
forget their idea (like if it was fairly inexplicit and they just described a part of it).

When other people put pressure on you to be conventional, it's often not 
deliberate, or even because they disagree; it's because they haven't understood 
what your idea really is, and they assume it's something more conventional than 
it is, so they start developing it in a way that is consistent with that.

For example, they'll suggest ways to apply it or things that are similar to it. If it's 
something you yourself don't yet understand clearly, then you might not realise 
that those things aren't actually relevant. Then, as you continue developing the 
idea yourself, you might refute good developments because they don't fit with the 
(actually irrelevant) stuff they said.

If your ideas are sufficiently unconventional, it may not be worth asking for 
feedback on them, because people will put pressure on you to be conventional. 
They wouldn't 'get' it and they'll try to make it into something worse.

If that pressure is in the form of asking "why is this better than the conventional 
approach" or "how does this solve a problem that the conventional approach 
solves" then that's useful criticism. You need to have sufficient grasp on the idea 
that you don't just lose track of it in the face of criticism, but that's true for *any* 
kind of criticism, not just criticism about being unconventional. If you've got that 
grasp then I don't think there's anything wrong with the pressure.

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Self Privacy (Was Re: Privacy - When, Why?)
Date: October 21, 2012 at 2:01 PM

On Oct 21, 2012, at 6:53 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 20 Oct 2012, at 11:14 PM, Lulie Tanett <luliet@gmail.com> wrote:

When is privacy good?

Both for yourself, and other people.

What sort of things should one keep private about oneself?

There is a risk of keeping things private and then using that as a way to avoid 
criticism on those things. Like if you want to 'think something through' first 
before getting criticism on it. Or if you have some secrets that you're hiding 
because you don't want criticism on them. So that's bad.

But how can you tell whether you're doing it for this reason or a legitimate 
reason? What possible legitimate reasons could there be?

J.K. Rowling said:

"I find that discussing an idea out loud is often the way to kill it stone dead."

Why is this?

I suspect the speaker is other-people-oriented.

Oh and given the books she wrote, I know she is. But I mean I guess that anyone 
who finds this to be true for them is too other-people-oriented. I think other-
people-oriented is the cause. Otherwise whatever feedback you got, you could 
not think about if it wasn't helpful. (Unless it was a rational refutation of your 
project, in which case it *should* kill the project.)

If this is true, isn't this a legitimate reason to keep private about ideas?



Yes. Even if it's due to a flaw in you, it's *still* a good reason to keep some ideas 
private.

Suppose you were top class at something. Would it be worthwhile to get 
criticism of your ideas, given no one knows anything better? Yes, because 
people may still be able to identify problems.

Even if you're way above someone in a field, that doesn't mean your knowledge 
is a perfect superset of theirs. They may know a few things you don't. Perhaps 
subtle things like a slightly different perspective on an issue. Sometimes a 
criticism about why some explanation in the field is hard to understand and 
confusing for them. Sometimes something even more important.

What if no one understands your idea well enough to criticise it? Like would it 
have been worth Rand showing drafts of her stuff, given no one knew her ideas 
when she was writing?

I believe Rand did show drafts of her stuff, and would bet she got value from 
doing so.

No one is so far ahead of everyone else in every way that external criticism and 
commentary is totally useless.

When Rand wrote The Fountainhead, she wanted it to be understandable by a 
large audience. So one type of feedback people could give her is whether they 
understood it. Just as one example.

What if someone gets comments/criticism on their stuff that's actually harmful? 
Like it gets them thinking down worse lines of thought, and/or causes them to 
forget their idea (like if it was fairly inexplicit and they just described a part of it).

If your ideas are sufficiently unconventional, it may not be worth asking for 
feedback on them, because people will put pressure on you to be conventional. 
They wouldn't 'get' it and they'll try to make it into something worse.

I think you're talking about someone:



- with unconventional ideas

and

- who isn't confident or skilled at standing up to convention

I agree that's a fragile combination to be careful with. But I think more usually a 
strongly unconventional person who is really advanced won't be so fragile, he will 
know a lot and be bold and not be as other-person-oriented as most people are. 
Some of his skill may help him deal with such things, exercise control over what 
he thinks about, etc...

I'd be more concerned for a slightly unconventional person who knows just a little 
bit, tells his friends, and then is pressured to drop the idea. I think that happens 
constantly and is one of the mechanisms keeping people conventional. It's an 
error-correction method in service of evil. Each deviation from convention 
promptly gets attempted suppression by peers.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] People Lie Constantly
Date: October 21, 2012 at 4:50 PM

Basically everyone lies all the time, and most people don't notice most of the lies 
and even regard them as non-lies.

For example:

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this summer.

Nobody could love a daughter more than my father Michael loved Linda.

and

the physicians who cared for my daughter, without exception, were very 
understanding and gave freely of their time.

Learning to notice lying is an important skill if one wants to be wise and do 
significantly better thinking than convention.

-- Elliot Temple
http://curi.us/

-- 

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/
http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] People Lie Constantly
Date: October 21, 2012 at 5:28 PM

On Sun, Oct 21, 2012 at 3:50 PM, Elliot Temple <curi@curi.us> wrote:
Basically everyone lies all the time, and most people don't notice most of the lies 
and even regard them as non-lies.

For example:

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this 
summer.

Nobody could love a daughter more than my father Michael loved Linda.

and

the physicians who cared for my daughter, without exception, were very 
understanding and gave freely of their time.

Learning to notice lying is an important skill if one wants to be wise and do 
significantly better thinking than convention.

Why do people lie so much? Because its a tradition. Why is it such a
prevalent tradition to lie? Because pandering to badness is not
considered bad. For example...

A women who has recently gained 30 lbs post-pregnancy asks her husband
right before going out to dinner, "do I look fat in this?" The answer
is yes. But conventionally, the women is expecting a "no" and the man
knows it. Most men say "no". They call these white lies. Its so
stupid.

The woman asking the question and expecting the man to lie is doing bad.

And the man who panders to the women's badness is also doing bad.

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


...

Pandering to badness *is* bad.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] People Lie Constantly
Date: October 21, 2012 at 7:00 PM

On 22/10/2012, at 7:50, "Elliot Temple" <curi@curi.us> wrote:

Basically everyone lies all the time,

Just like that.

and most people don't notice most of the lies and even regard them as non-lies.

Good point.

For example:

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this 
summer.

Nobody could love a daughter more than my father Michael loved Linda.

and

the physicians who cared for my daughter, without exception, were very 
understanding and gave freely of their time.

Learning to notice lying is an important skill if one wants to be wise and do 
significantly better thinking than convention.

Agreed. But not all people lie *all the time*. All people lie sometimes. Often. More 
often that we notice, as you point out. But if by "all the time" you mean 
"constantly"...then that's a lie.

We sometimes try, and succeed, in telling the truth.

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] People Lie Constantly
Date: October 21, 2012 at 7:07 PM

On Oct 21, 2012, at 4:00 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 7:50, "Elliot Temple" <curi@curi.us> wrote:

Basically everyone lies all the time,

Just like that.

and most people don't notice most of the lies and even regard them as non-
lies.

Good point.

For example:

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this 
summer.

Nobody could love a daughter more than my father Michael loved Linda.

and

the physicians who cared for my daughter, without exception, were very 
understanding and gave freely of their time.

Learning to notice lying is an important skill if one wants to be wise and do 
significantly better thinking than convention.

Agreed. But not all people lie *all the time*. All people lie sometimes. Often. 
More often that we notice, as you point out. But if by "all the time" you mean 

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


"constantly"...then that's a lie.

We sometimes try, and succeed, in telling the truth.

I don't think you understand what the word "basically" means. Your reply ignores 
it and replies to something I didn't say.

Here are several common meanings of "basically":

1) "Focussing on essentials or fundamentals, not outliers"

2) "Approximately"

3) "Allowing for a small number of exceptions"

(1) is basically the dictionary definition and the others are small variations on the 
theme.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] People Lie Constantly
Date: October 21, 2012 at 9:16 PM

On 22/10/2012, at 10:07, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 4:00 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 7:50, "Elliot Temple" <curi@curi.us> wrote:

Basically everyone lies all the time,

Just like that.

and most people don't notice most of the lies and even regard them as non-
lies.

Good point.

For example:

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this 
summer.

Nobody could love a daughter more than my father Michael loved Linda.

and

the physicians who cared for my daughter, without exception, were very 
understanding and gave freely of their time.

Learning to notice lying is an important skill if one wants to be wise and do 
significantly better thinking than convention.

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


Agreed. But not all people lie *all the time*. All people lie sometimes. Often. 
More often that we notice, as you point out. But if by "all the time" you mean 
"constantly"...then that's a lie.

We sometimes try, and succeed, in telling the truth.

I don't think you understand what the word "basically" means. Your reply ignores 
it and replies to something I didn't say.

Here are several common meanings of "basically":

1) "Focussing on essentials or fundamentals, not outliers"

2) "Approximately"

3) "Allowing for a small number of exceptions"

(1) is basically the dictionary definition and the others are small variations on the 
theme.

So, there would have been a better title for your original post? Basically people lie 
constantly?

I find your clarification ironic though. Your original post was a criticism of 
statements like "Nobody could love a daughter more than my father Michael 
loved Linda." So...here you do demand the very literal truth, no metaphor, no 
exaggeration, no equivocation...otherwise it's to be called a lie. If the writer had 
said "Basically Nobody could love a daughter more than my father Michael loved 
Linda." You would have been okay with it, right? Seems an easy out. Just add 
"basically" to statements like those you object to...and ET won't object anymore.

But we need not worry about that.

Is the *title* of your post true, or is it a lie? Was it a mistake - bad especially given 
the topic of the post?

I agree with the point you are trying to make but I think your examples are poorly 
chosen. The example "Nobody could love a daughter more than my father 



Michael loved Linda." can be explained away as being hyperbole. Something said 
for effect. It's a metaphor. It tries to convey a feeling that is otherwise hard to get 
across using language literally.

Whatever the case...the author has something better to say about it than "I was 
lying and trying to mislead."

What sort of defence can you make of the lie in your title? Or do you agree it is a 
straight forward example of "The liar paradox"? After all, committed to that 
position, we need not take the rest of the post seriously, huh?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] People Lie Constantly
Date: October 21, 2012 at 9:34 PM

On Oct 21, 2012, at 6:16 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 10:07, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 4:00 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 7:50, "Elliot Temple" <curi@curi.us> wrote:

Basically everyone lies all the time,

Just like that.

and most people don't notice most of the lies and even regard them as non-
lies.

Good point.

For example:

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this 
summer.

Nobody could love a daughter more than my father Michael loved Linda.

and

the physicians who cared for my daughter, without exception, were very 
understanding and gave freely of their time.

Learning to notice lying is an important skill if one wants to be wise and do 

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


significantly better thinking than convention.

Agreed. But not all people lie *all the time*. All people lie sometimes. Often. 
More often that we notice, as you point out. But if by "all the time" you mean 
"constantly"...then that's a lie.

We sometimes try, and succeed, in telling the truth.

I don't think you understand what the word "basically" means. Your reply 
ignores it and replies to something I didn't say.

Here are several common meanings of "basically":

1) "Focussing on essentials or fundamentals, not outliers"

2) "Approximately"

3) "Allowing for a small number of exceptions"

(1) is basically the dictionary definition and the others are small variations on 
the theme.

So, there would have been a better title for your original post? Basically people 
lie constantly?

I find your clarification ironic though. Your original post was a criticism of 
statements like "Nobody could love a daughter more than my father Michael 
loved Linda." So...here you do demand the very literal truth, no metaphor, no 
exaggeration, no equivocation...otherwise it's to be called a lie. If the writer had 
said "Basically Nobody could love a daughter more than my father Michael 
loved Linda." You would have been okay with it, right? Seems an easy out. Just 
add "basically" to statements like those you object to...and ET won't object 
anymore.

But we need not worry about that.

Is the *title* of your post true, or is it a lie? Was it a mistake - bad especially 
given the topic of the post?



I agree with the point you are trying to make but I think your examples are 
poorly chosen. The example "Nobody could love a daughter more than my 
father Michael loved Linda." can be explained away as being hyperbole. 
Something said for effect. It's a metaphor. It tries to convey a feeling that is 
otherwise hard to get across using language literally.

Whatever the case...the author has something better to say about it than "I was 
lying and trying to mislead."

What sort of defence can you make of the lie in your title? Or do you agree it is 
a straight forward example of "The liar paradox"? After all, committed to that 
position, we need not take the rest of the post seriously, huh?

You're misunderstanding subject lines and titles. It's just a statement of the topic. 
In the body text one explains.

In the body, "people lie constantly" without elaboration could be read as meaning 
"all people". It'd be ambiguous and you'd have to judge from context.

With a title you're supposed to withhold judgment a little because the focus there 
is brevity and not every detail can be fleshed out in the title. You shouldn't expect 
a complete, accurate picture from the title. If the guy says "most people" on the 
first page, and "people" in the title, then you don't accuse him of having said "all 
people".

I'll give an example using the title of a recent book:

Mugged: Racial Demagoguery from the Seventies to Obama

Does the book cover all racial demagoguery from the seventies to Obama? No. Is 
the title a mistake? No. It didn't say "all", just like my title didn't say "all". And if 
you read the book it's clear enough what it does cover and that it's not claiming to 
cover *all* of it.

If the writer had said "Basically Nobody could love a daughter more than my 
father Michael loved Linda." You would have been okay with it, right?

No, that would still be a large lie. Michael was *nowhere near* loving Linda as 



much as a person could. Closer to 5% of the way there than to 99%.

Remember, we're always at the *beginning* of infinity. We're not perfect, we're 
not even almost there, we're always far away from infinity.

(Though I do not acknowledge total love as the proper destination.)

And Michael was mean to Linda on dozens of occasions. He's now trying to deny 
this in the press. So he's straightforwardly lying. He's saying he didn't make 
mistakes as a parent, never had a cruel side, didn't coerce his daughter, didn't 
hurt her, did everything right. But that is not true. There is a ton of room for 
improvement.

Big picture I think what's going on is you believe I was splitting hairs in my 
criticism. I wasn't. Both lies I brought up were chosen as major lies.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] People Lie Constantly
Date: October 21, 2012 at 10:25 PM

On 22/10/2012, at 12:34, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 6:16 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 10:07, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 4:00 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 7:50, "Elliot Temple" <curi@curi.us> wrote:

Basically everyone lies all the time,

Just like that.

and most people don't notice most of the lies and even regard them as 
non-lies.

Good point.

For example:

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this 
summer.

Nobody could love a daughter more than my father Michael loved Linda.

and

the physicians who cared for my daughter, without exception, were very 
understanding and gave freely of their time.

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


Learning to notice lying is an important skill if one wants to be wise and do 
significantly better thinking than convention.

Agreed. But not all people lie *all the time*. All people lie sometimes. Often. 
More often that we notice, as you point out. But if by "all the time" you mean 
"constantly"...then that's a lie.

We sometimes try, and succeed, in telling the truth.

I don't think you understand what the word "basically" means. Your reply 
ignores it and replies to something I didn't say.

Here are several common meanings of "basically":

1) "Focussing on essentials or fundamentals, not outliers"

2) "Approximately"

3) "Allowing for a small number of exceptions"

(1) is basically the dictionary definition and the others are small variations on 
the theme.

So, there would have been a better title for your original post? Basically people 
lie constantly?

I find your clarification ironic though. Your original post was a criticism of 
statements like "Nobody could love a daughter more than my father Michael 
loved Linda." So...here you do demand the very literal truth, no metaphor, no 
exaggeration, no equivocation...otherwise it's to be called a lie. If the writer had 
said "Basically Nobody could love a daughter more than my father Michael 
loved Linda." You would have been okay with it, right? Seems an easy out. 
Just add "basically" to statements like those you object to...and ET won't object 
anymore.

But we need not worry about that.

Is the *title* of your post true, or is it a lie? Was it a mistake - bad especially 



given the topic of the post?

I agree with the point you are trying to make but I think your examples are 
poorly chosen. The example "Nobody could love a daughter more than my 
father Michael loved Linda." can be explained away as being hyperbole. 
Something said for effect. It's a metaphor. It tries to convey a feeling that is 
otherwise hard to get across using language literally.

Whatever the case...the author has something better to say about it than "I 
was lying and trying to mislead."

What sort of defence can you make of the lie in your title? Or do you agree it is 
a straight forward example of "The liar paradox"? After all, committed to that 
position, we need not take the rest of the post seriously, huh?

You're misunderstanding subject lines and titles. It's just a statement of the 
topic. In the body text one explains.

In the body, "people lie constantly" without elaboration could be read as 
meaning "all people". It'd be ambiguous and you'd have to judge from context.

It would have been better to say "Basically people lie constantly" by your criterion 
here though, wouldn't it?

With a title you're supposed to withhold judgment a little because the focus there 
is brevity and not every detail can be fleshed out in the title. You shouldn't 
expect a complete, accurate picture from the title. If the guy says "most people" 
on the first page, and "people" in the title, then you don't accuse him of having 
said "all people".

I'll give an example using the title of a recent book:

Mugged: Racial Demagoguery from the Seventies to Obama

Does the book cover all racial demagoguery from the seventies to Obama? No. 
Is the title a mistake? No. It didn't say "all", just like my title didn't say "all". And if 
you read the book it's clear enough what it does cover and that it's not claiming 
to cover *all* of it.



If the writer had said "Basically Nobody could love a daughter more than my 
father Michael loved Linda." You would have been okay with it, right?

No, that would still be a large lie. Michael was *nowhere near* loving Linda as 
much as a person could. Closer to 5% of the way there than to 99%.

Remember, we're always at the *beginning* of infinity. We're not perfect, we're 
not even almost there, we're always far away from infinity.

(Though I do not acknowledge total love as the proper destination.)

And Michael was mean to Linda on dozens of occasions. He's now trying to 
deny this in the press. So he's straightforwardly lying. He's saying he didn't 
make mistakes as a parent, never had a cruel side, didn't coerce his daughter, 
didn't hurt her, did everything right. But that is not true. There is a ton of room for 
improvement.

Big picture I think what's going on is you believe I was splitting hairs in my 
criticism. I wasn't. Both lies I brought up were chosen as major lies.

I think you had (have) a very good point to make, but you weren't careful enough 
*exactly where you should have been* in explaining yourself. I think it's fair to say 
that on the topic of people lying far more frequently than most people ever notice 
- especially because of the loose language they use (like in the examples you 
provide) you would want to be especially careful not to leave yourself open to 
those very same criticisms.

I think it's better to say "lies are more frequent than people generally notice".  I 
think it's a good point and there are good examples of this.

I think that idea is *not as well* expressed with "all" and "always" and the word 
"basically" doesn't clarify that...it confuses things even more.

Highlighting this, I criticised the statement: "Basically everyone lies all the time..." 
and you rejected the criticism. You had an out-clause for why that is still true. 
Then when I criticised the title on the grounds it didn't fit your "out-clause" you 



had an out clause for that as well and so you rejected my criticism.

*You* are splitting hairs rather than accepting that the criticism holds up. I'm not 
splitting hairs - I agree with your point about the fact lies are much more common 
than people notice and that it takes some work to notice them and noticing them 
more often makes one a better thinker. I accept all that...it's good stuff. It's not 
"splitting hairs" to notice that the expression could be improved...especially when 
the expression itself commits the error the very post is all about! Splitting hairs 
would be if I rejected the whole post on the grounds you made a trivial mistake or 
I objected to a little bit tangential to the main point. I'm not. I accept the main 
point. But, and I'll reiterate: I really don't think there is any consistent way to 
defend the statement "People lie constantly". Even if it's a title, that doesn't 
excuse it. It's straight up and down, clearly, without ambiguity, a paradox. It 
suffers exactly the same problem as "This statement is a lie". Indeed it's worse. It 
could actually make the whole post seem to be a joke. If you title the post "This 
post is not to be taken seriously" or "This post is a lie" it would be just as bad. 
"People lie constantly" includes ET and the original post. Do you see my point? 
It's not splitting hairs. My first reaction to the post was indeed that it was a 
philosophical/logical game of sorts. I thought there was a punchline somewhere 
in the post. After the first couple of sentences I realised it wasn't this and then 
went back to re-read from the start. I then read it all again knowing you meant 
everything (except the title) absolutely literally. The title is bad because it's not 
true or false. It's "undecidable" isn't it? But the post isn't about undecidable things, 
it's about lies. Why not "People lie way more than you think" or "All people lie 
almost all the time" or something else that's consistent with you good point?

If ET criticises another author for the way they express themselves - it's bad and 
it's lying. But if ET himself is called out for the same thing...it can be explained 
away with caveats, conditions and outs.

Do you think ET takes criticism well, and welcomes it?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] People Lie Constantly
Date: October 21, 2012 at 10:50 PM

On Oct 21, 2012, at 7:25 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 12:34, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 6:16 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 10:07, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 4:00 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 7:50, "Elliot Temple" <curi@curi.us> wrote:

Basically everyone lies all the time,

Just like that.

and most people don't notice most of the lies and even regard them as 
non-lies.

Good point.

For example:

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this 
summer.

Nobody could love a daughter more than my father Michael loved Linda.

and

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


the physicians who cared for my daughter, without exception, were very 
understanding and gave freely of their time.

Learning to notice lying is an important skill if one wants to be wise and 
do significantly better thinking than convention.

Agreed. But not all people lie *all the time*. All people lie sometimes. 
Often. More often that we notice, as you point out. But if by "all the time" 
you mean "constantly"...then that's a lie.

We sometimes try, and succeed, in telling the truth.

I don't think you understand what the word "basically" means. Your reply 
ignores it and replies to something I didn't say.

Here are several common meanings of "basically":

1) "Focussing on essentials or fundamentals, not outliers"

2) "Approximately"

3) "Allowing for a small number of exceptions"

(1) is basically the dictionary definition and the others are small variations 
on the theme.

So, there would have been a better title for your original post? Basically 
people lie constantly?

I find your clarification ironic though. Your original post was a criticism of 
statements like "Nobody could love a daughter more than my father Michael 
loved Linda." So...here you do demand the very literal truth, no metaphor, no 
exaggeration, no equivocation...otherwise it's to be called a lie. If the writer 
had said "Basically Nobody could love a daughter more than my father 
Michael loved Linda." You would have been okay with it, right? Seems an 
easy out. Just add "basically" to statements like those you object to...and ET 
won't object anymore.

But we need not worry about that.



Is the *title* of your post true, or is it a lie? Was it a mistake - bad especially 
given the topic of the post?

I agree with the point you are trying to make but I think your examples are 
poorly chosen. The example "Nobody could love a daughter more than my 
father Michael loved Linda." can be explained away as being hyperbole. 
Something said for effect. It's a metaphor. It tries to convey a feeling that is 
otherwise hard to get across using language literally.

Whatever the case...the author has something better to say about it than "I 
was lying and trying to mislead."

What sort of defence can you make of the lie in your title? Or do you agree it 
is a straight forward example of "The liar paradox"? After all, committed to 
that position, we need not take the rest of the post seriously, huh?

You're misunderstanding subject lines and titles. It's just a statement of the 
topic. In the body text one explains.

In the body, "people lie constantly" without elaboration could be read as 
meaning "all people". It'd be ambiguous and you'd have to judge from context.

It would have been better to say "Basically people lie constantly" by your 
criterion here though, wouldn't it?

If "here" means the body, I agree it's better and I did write "Basically everyone lies 
all the time" as the very first thing in the email.

If "here" means the title, I do not agree. Consider:

subject line: lose weight eating slim jims!
brett: lie! if u eat 5000 per day, you will actually gain weight!

There's always infinity possible objections and you can't cover them all in the title. 
You can't even cover them all in the body, you have to make judgment calls about 
which are important. The standards are a lot higher for body text than the title 
because in the body you get a lot more words to deal with objections with.



With a title you're supposed to withhold judgment a little because the focus 
there is brevity and not every detail can be fleshed out in the title. You 
shouldn't expect a complete, accurate picture from the title. If the guy says 
"most people" on the first page, and "people" in the title, then you don't accuse 
him of having said "all people".

I'll give an example using the title of a recent book:

Mugged: Racial Demagoguery from the Seventies to Obama

Does the book cover all racial demagoguery from the seventies to Obama? 
No. Is the title a mistake? No. It didn't say "all", just like my title didn't say "all". 
And if you read the book it's clear enough what it does cover and that it's not 
claiming to cover *all* of it.

If the writer had said "Basically Nobody could love a daughter more than my 
father Michael loved Linda." You would have been okay with it, right?

No, that would still be a large lie. Michael was *nowhere near* loving Linda as 
much as a person could. Closer to 5% of the way there than to 99%.

Remember, we're always at the *beginning* of infinity. We're not perfect, we're 
not even almost there, we're always far away from infinity.

(Though I do not acknowledge total love as the proper destination.)

And Michael was mean to Linda on dozens of occasions. He's now trying to 
deny this in the press. So he's straightforwardly lying. He's saying he didn't 
make mistakes as a parent, never had a cruel side, didn't coerce his daughter, 
didn't hurt her, did everything right. But that is not true. There is a ton of room 
for improvement.

Big picture I think what's going on is you believe I was splitting hairs in my 
criticism. I wasn't. Both lies I brought up were chosen as major lies.



I think you had (have) a very good point to make, but you weren't careful 
enough *exactly where you should have been* in explaining yourself. I think it's 
fair to say that on the topic of people lying far more frequently than most people 
ever notice - especially because of the loose language they use (like in the 
examples you provide) you would want to be especially careful not to leave 
yourself open to those very same criticisms.

I think it's better to say "lies are more frequent than people generally notice".  I 
think it's a good point and there are good examples of this.

That title is weak. It'd be a bit like trying to rewrite my "capitalism is super great" 
title as "capitalism can offer some improvements over alternatives".

I think that idea is *not as well* expressed with "all" and "always" and the word 
"basically" doesn't clarify that...it confuses things even more.

Highlighting this, I criticised the statement: "Basically everyone lies all the 
time..." and you rejected the criticism. You had an out-clause for why that is still 
true. Then when I criticised the title on the grounds it didn't fit your "out-clause" 
you had an out clause for that as well and so you rejected my criticism.

I don't know what you're talking about. you criticized the subject line for not 
having "basically" in it. What's wrong with the claim i intended (with basically) and 
wrote at the start of the body text?

*You* are splitting hairs rather than accepting that the criticism holds up. I'm not 
splitting hairs - I agree with your point about the fact lies are much more 
common than people notice and that it takes some work to notice them and 
noticing them more often makes one a better thinker. I accept all that...it's good 
stuff. It's not "splitting hairs" to notice that the expression could be 
improved...especially when the expression itself commits the error the very post 
is all about! Splitting hairs would be if I rejected the whole post on the grounds 
you made a trivial mistake or I objected to a little bit tangential to the main point. 
I'm not. I accept the main point.

I didn't say you were splitting hairs. Why are you discussing this? Did you 
misread?



But, and I'll reiterate: I really don't think there is any consistent way to defend 
the statement "People lie constantly". Even if it's a title, that doesn't excuse it. 
It's straight up and down, clearly, without ambiguity, a paradox. It suffers exactly 
the same problem as "This statement is a lie". Indeed it's worse. It could actually 
make the whole post seem to be a joke. If you title the post "This post is not to 
be taken seriously" or "This post is a lie" it would be just as bad. "People lie 
constantly" includes ET and the original post. Do you see my point?

No.

I thought your point is that you read it as "all people" rather than "almost all 
people" or "an ambiguous amount of people to be clarified in the body text" and 
therefore you rejected it. I do not agree with that complaint.

I now have a new guess which I don't think you've explained anywhere which is 
that you object to the "constantly" part which is an exaggeration. I'm not sure if 
changing that to "often" or similar would be better or not. I don't think there's an 
easy way to decide that. Exaggerating in titles is common and you don't want 
weak titles. Regardless, the "constantly" exaggeration is not a lie. Many 
exaggerations are not lies (though some are).

As far as paradoxes go, you haven't explained what the paradox you're seeing is.

It's not splitting hairs.

I didn't say you were splitting hairs! Have you misread? If you have, perhaps you 
misread multiple things.

My first reaction to the post was indeed that it was a philosophical/logical game 
of sorts.

No it's not, it was intended to be about practical examples of lies "in the wild" as 
you might call it. I ran into some good examples and posted them. No game.

I thought there was a punchline somewhere in the post. After the first couple of 
sentences I realised it wasn't this and then went back to re-read from the start. I 



then read it all again knowing you meant everything (except the title) absolutely 
literally. The title is bad because it's not true or false. It's "undecidable" isn't it? 
But the post isn't about undecidable things, it's about lies. Why not "People lie 
way more than you think" or "All people lie almost all the time" or something else 
that's consistent with you good point?

those titles are longer. they are not good titles. "way more than you think" is an 
ineffective cliched phrase. phrases like "almost all" in titles are too weak and get 
misunderstood by many readers (you have to be careful with qualifications, most 
people will take a lot of them the wrong way).

If ET criticises another author for the way they express themselves - it's bad and 
it's lying. But if ET himself is called out for the same thing...it can be explained 
away with caveats, conditions and outs.

Do you think ET takes criticism well, and welcomes it?

I think you're still missing my point. I was not criticizing the way the author 
expressed himself. My objection was that the *substance* of his statements were 
large lies (even if you were to be very generous in how you read them).

Again: I wasn't objecting to any minor details, I wasn't splitting hairs, I was 
objecting to the main content. The ideas I quoted, and all close variants of them, 
were substantively lies. They were way off even if you adjust the details around 
arbitrarily. And btw they had some element of intent to deceive.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] People Lie Constantly
Date: October 22, 2012 at 12:56 AM

On 22/10/2012, at 13:50, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 7:25 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 12:34, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 6:16 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 10:07, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 4:00 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 7:50, "Elliot Temple" <curi@curi.us> wrote:

Basically everyone lies all the time,

Just like that.

and most people don't notice most of the lies and even regard them as 
non-lies.

Good point.

For example:

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this 
summer.

Nobody could love a daughter more than my father Michael loved 

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


Linda.

and

the physicians who cared for my daughter, without exception, were 
very understanding and gave freely of their time.

Learning to notice lying is an important skill if one wants to be wise and 
do significantly better thinking than convention.

Agreed. But not all people lie *all the time*. All people lie sometimes. 
Often. More often that we notice, as you point out. But if by "all the time" 
you mean "constantly"...then that's a lie.

We sometimes try, and succeed, in telling the truth.

I don't think you understand what the word "basically" means. Your reply 
ignores it and replies to something I didn't say.

Here are several common meanings of "basically":

1) "Focussing on essentials or fundamentals, not outliers"

2) "Approximately"

3) "Allowing for a small number of exceptions"

(1) is basically the dictionary definition and the others are small variations 
on the theme.

So, there would have been a better title for your original post? Basically 
people lie constantly?

I find your clarification ironic though. Your original post was a criticism of 
statements like "Nobody could love a daughter more than my father Michael 
loved Linda." So...here you do demand the very literal truth, no metaphor, 
no exaggeration, no equivocation...otherwise it's to be called a lie. If the 
writer had said "Basically Nobody could love a daughter more than my 



father Michael loved Linda." You would have been okay with it, right? 
Seems an easy out. Just add "basically" to statements like those you object 
to...and ET won't object anymore.

But we need not worry about that.

Is the *title* of your post true, or is it a lie? Was it a mistake - bad especially 
given the topic of the post?

I agree with the point you are trying to make but I think your examples are 
poorly chosen. The example "Nobody could love a daughter more than my 
father Michael loved Linda." can be explained away as being hyperbole. 
Something said for effect. It's a metaphor. It tries to convey a feeling that is 
otherwise hard to get across using language literally.

Whatever the case...the author has something better to say about it than "I 
was lying and trying to mislead."

What sort of defence can you make of the lie in your title? Or do you agree it 
is a straight forward example of "The liar paradox"? After all, committed to 
that position, we need not take the rest of the post seriously, huh?

You're misunderstanding subject lines and titles. It's just a statement of the 
topic. In the body text one explains.

In the body, "people lie constantly" without elaboration could be read as 
meaning "all people". It'd be ambiguous and you'd have to judge from 
context.

It would have been better to say "Basically people lie constantly" by your 
criterion here though, wouldn't it?

If "here" means the body, I agree it's better and I did write "Basically everyone 
lies all the time" as the very first thing in the email.

If "here" means the title, I do not agree. Consider:

subject line: lose weight eating slim jims!
brett: lie! if u eat 5000 per day, you will actually gain weight!



There's always infinity possible objections and you can't cover them all in the 
title. You can't even cover them all in the body, you have to make judgment calls 
about which are important. The standards are a lot higher for body text than the 
title because in the body you get a lot more words to deal with objections with.

Fair enough. In *that* example, I agree. I agree with the substantive point too...in 
the title you can hardly be expected to provide (much of) an argument.

With a title you're supposed to withhold judgment a little because the focus 
there is brevity and not every detail can be fleshed out in the title. You 
shouldn't expect a complete, accurate picture from the title. If the guy says 
"most people" on the first page, and "people" in the title, then you don't 
accuse him of having said "all people".

I'll give an example using the title of a recent book:

Mugged: Racial Demagoguery from the Seventies to Obama

Does the book cover all racial demagoguery from the seventies to Obama? 
No. Is the title a mistake? No. It didn't say "all", just like my title didn't say 
"all". And if you read the book it's clear enough what it does cover and that it's 
not claiming to cover *all* of it.

If the writer had said "Basically Nobody could love a daughter more than my 
father Michael loved Linda." You would have been okay with it, right?

No, that would still be a large lie. Michael was *nowhere near* loving Linda as 
much as a person could. Closer to 5% of the way there than to 99%.

Remember, we're always at the *beginning* of infinity. We're not perfect, 
we're not even almost there, we're always far away from infinity.

(Though I do not acknowledge total love as the proper destination.)



And Michael was mean to Linda on dozens of occasions. He's now trying to 
deny this in the press. So he's straightforwardly lying. He's saying he didn't 
make mistakes as a parent, never had a cruel side, didn't coerce his 
daughter, didn't hurt her, did everything right. But that is not true. There is a 
ton of room for improvement.

Big picture I think what's going on is you believe I was splitting hairs in my 
criticism. I wasn't. Both lies I brought up were chosen as major lies.

I think you had (have) a very good point to make, but you weren't careful 
enough *exactly where you should have been* in explaining yourself. I think it's 
fair to say that on the topic of people lying far more frequently than most 
people ever notice - especially because of the loose language they use (like in 
the examples you provide) you would want to be especially careful not to leave 
yourself open to those very same criticisms.

I think it's better to say "lies are more frequent than people generally notice".  I 
think it's a good point and there are good examples of this.

That title is weak. It'd be a bit like trying to rewrite my "capitalism is super great" 
title as "capitalism can offer some improvements over alternatives".

Okay. So you are saying you want the title to be catchy? Again, fair enough. 
"People lie constantly" is catchy. But it's still inconsistent. You could, if we're 
talking marketing of posts and trying to generate interest based on making an 
emotional appeal - trying to pique a person's interest to read on - how about 
"You're a liar!" That'd get them. Or "Basically, we're all liars". I still think you can 
have what you want...without the weird logical problem.

I think that idea is *not as well* expressed with "all" and "always" and the word 
"basically" doesn't clarify that...it confuses things even more.

Highlighting this, I criticised the statement: "Basically everyone lies all the 
time..." and you rejected the criticism. You had an out-clause for why that is still 
true. Then when I criticised the title on the grounds it didn't fit your "out-clause" 



you had an out clause for that as well and so you rejected my criticism.

I don't know what you're talking about. you criticized the subject line for not 
having "basically" in it.

Right. Because you said that's what saved the (basically) same statement in the 
body. If "basically" is what saves it in the body...why not put it in the title? It's just 
one word and it (according to your criterion) would solve the logical paradox. The 
logical paradox, just to be clear, is a post, written to be taken literally, with a title 
that asserts its own falsity.

What's wrong with the claim i intended (with basically) and wrote at the start of 
the body text?

Nothing, once you have explained it. But the title in the subject line remains 
problematic. I don't see why this should be controversial to you! Like I go on to 
say...it misleads. Especially on a list like this where people have been known to 
post about stuff like liar paradoxes, philosophical riddles and undecidable 
propositions and so forth.

*You* are splitting hairs rather than accepting that the criticism holds up. I'm 
not splitting hairs - I agree with your point about the fact lies are much more 
common than people notice and that it takes some work to notice them and 
noticing them more often makes one a better thinker. I accept all that...it's good 
stuff. It's not "splitting hairs" to notice that the expression could be 
improved...especially when the expression itself commits the error the very 
post is all about! Splitting hairs would be if I rejected the whole post on the 
grounds you made a trivial mistake or I objected to a little bit tangential to the 
main point. I'm not. I accept the main point.

I didn't say you were splitting hairs. Why are you discussing this? Did you 
misread?

Yes, I did. My mistake.



But, and I'll reiterate: I really don't think there is any consistent way to defend 
the statement "People lie constantly". Even if it's a title, that doesn't excuse it. 
It's straight up and down, clearly, without ambiguity, a paradox. It suffers 
exactly the same problem as "This statement is a lie". Indeed it's worse. It 
could actually make the whole post seem to be a joke. If you title the post "This 
post is not to be taken seriously" or "This post is a lie" it would be just as bad. 
"People lie constantly" includes ET and the original post. Do you see my point?

No.

I thought your point is that you read it as "all people" rather than "almost all 
people" or "an ambiguous amount of people to be clarified in the body text" and 
therefore you rejected it. I do not agree with that complaint.

I now have a new guess which I don't think you've explained anywhere which is 
that you object to the "constantly" part which is an exaggeration. I'm not sure if 
changing that to "often" or similar would be better or not. I don't think there's an 
easy way to decide that. Exaggerating in titles is common and you don't want 
weak titles.

Okay. But can we agree that exaggerating is just a euphemism for "lie"? It's a lie 
for effect, right? I agree you don't necessarily want weak titles - but are you 
saying that you can't have a strong title without lying (exaggerating). "The 
Beginning of Infinity" is a strong title and contains no exaggeration. Indeed, one is 
tempted to think that any alteration would make it weaker.

Regardless, the "constantly" exaggeration is not a lie.

I disagree. People don't constantly lie. What else can "constantly" mean other 
than "in all cases"?  That implies that "in all cases" people lie. The dictionary I am 
looking at says "without variation or change, in every case". But we know people 
do not lie in every case. We know they tell the truth.

Many exaggerations are not lies (though some are).

Can you provide examples? What is an example of an exaggeration that is not a 
lie? Isn't the truth a representation of reality as it is believed to be? Isn't an 



exaggeration a representation of reality as we know it is not?

As far as paradoxes go, you haven't explained what the paradox you're seeing 
is.

"People lie constantly" is the title of a post about lies, written by a person. If the 
person (singular of people) is included as one of those people who lie constantly 
as demanded by the title then "in every case" the person is lying. Including every 
post they write. Including that very post. Including the subject heading of that 
post. The title of the post asserts it's a lie...yet it purports to be telling the truth.

Isn't that a paradox?

It's not splitting hairs.

I didn't say you were splitting hairs! Have you misread? If you have, perhaps 
you misread multiple things.

Perhaps. We can't be perfect. We're always at the *Beginning* of Infinity. The 
purpose is to recognise mistakes and move forward. I was wrong about the 
splitting hairs thing, hey? Maybe I'm wrong about many things. Admitting it is a 
first step to progress, hey?

My first reaction to the post was indeed that it was a philosophical/logical game 
of sorts.

No it's not, it was intended to be about practical examples of lies "in the wild" as 
you might call it. I ran into some good examples and posted them. No game.

Fair enough. Agreed.

I thought there was a punchline somewhere in the post. After the first couple of 



sentences I realised it wasn't this and then went back to re-read from the start. 
I then read it all again knowing you meant everything (except the title) 
absolutely literally. The title is bad because it's not true or false. It's 
"undecidable" isn't it? But the post isn't about undecidable things, it's about 
lies. Why not "People lie way more than you think" or "All people lie almost all 
the time" or something else that's consistent with you good point?

those titles are longer. they are not good titles. "way more than you think" is an 
ineffective cliched phrase.

That's a criticism. Not sure it's valid, but okay.

phrases like "almost all" in titles are too weak and get misunderstood by many 
readers (you have to be careful with qualifications, most people will take a lot of 
them the wrong way).

Maybe. But by this criterion so too would "People lie constantly" be misread. 
That's *another* criticism of it.

But the fact it asserts it, and the post's own falsity is a far more egregious error. It 
says that the author is a liar, lies constantly, and so cannot be trusted. Not even 
on this point. Which is absurd. It's untrue because we know ET *can* be relied 
upon to provide truthful informative posts. So if ET produces a post that upfront 
asserts its own falsity, there's a problem. Not with the post, *perhaps* but 
certainly with the title.

If ET criticises another author for the way they express themselves - it's bad 
and it's lying. But if ET himself is called out for the same thing...it can be 
explained away with caveats, conditions and outs.

Do you think ET takes criticism well, and welcomes it?

I think you're still missing my point. I was not criticizing the way the author 
expressed himself. My objection was that the *substance* of his statements 
were large lies (even if you were to be very generous in how you read them).



Again: I wasn't objecting to any minor details, I wasn't splitting hairs, I was 
objecting to the main content. The ideas I quoted, and all close variants of them, 
were substantively lies. They were way off even if you adjust the details around 
arbitrarily. And btw they had some element of intent to deceive.

I can agree with all of that. I can even grant that titles of posts or whatever might 
contain exaggeration for effect and that these are not *intended* to mislead.

Your title "People lie constantly" is in a different class to that because it does 
something more than just exaggerate. It isn't just "representing something as 
being larger, greater, better, or worse than it really is"...it's absurd. It's absurd 
because it refers to its own author as a liar. It thus asserts its own falsity.

There might be all sorts of rules of thumb about how to title a post. One might be 
about how exaggerating for effect can be useful. But surely another says one 
should at least try to avoid self-referential logical paradoxes? For example don't 
say "People lie constantly" if I am a member of the set of "People" and 
"constantly" includes "right here and now in this very post".

I don't think I'm harping on about this or missing the point. I think the deeper point 
is that in a serious post with a good point, one should be careful about not 
undermining the central message by exaggerating for effect...and in the process 
contradicting oneself...or getting tangled up in knots.

You could have had a powerful title...without exaggerating and without being 
caught up in a logical problem. I think satisfying those two criteria is possible.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] People Lie Constantly
Date: October 22, 2012 at 1:27 AM

On Oct 21, 2012, at 9:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 13:50, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 7:25 PM, Brett Hall <brhalluk@hotmail.com> wrote:

*You* are splitting hairs rather than accepting that the criticism holds up. I'm 
not splitting hairs - I agree with your point about the fact lies are much more 
common than people notice and that it takes some work to notice them and 
noticing them more often makes one a better thinker. I accept all that...it's 
good stuff. It's not "splitting hairs" to notice that the expression could be 
improved...especially when the expression itself commits the error the very 
post is all about! Splitting hairs would be if I rejected the whole post on the 
grounds you made a trivial mistake or I objected to a little bit tangential to the 
main point. I'm not. I accept the main point.

I didn't say you were splitting hairs. Why are you discussing this? Did you 
misread?

Yes, I did. My mistake.

But, and I'll reiterate: I really don't think there is any consistent way to defend 
the statement "People lie constantly". Even if it's a title, that doesn't excuse it. 
It's straight up and down, clearly, without ambiguity, a paradox. It suffers 
exactly the same problem as "This statement is a lie". Indeed it's worse. It 
could actually make the whole post seem to be a joke. If you title the post 
"This post is not to be taken seriously" or "This post is a lie" it would be just 
as bad. "People lie constantly" includes ET and the original post. Do you see 
my point?

No.

I thought your point is that you read it as "all people" rather than "almost all 



people" or "an ambiguous amount of people to be clarified in the body text" 
and therefore you rejected it. I do not agree with that complaint.

I now have a new guess which I don't think you've explained anywhere which 
is that you object to the "constantly" part which is an exaggeration. I'm not sure 
if changing that to "often" or similar would be better or not. I don't think there's 
an easy way to decide that. Exaggerating in titles is common and you don't 
want weak titles.

Okay. But can we agree that exaggerating is just a euphemism for "lie"? It's a lie 
for effect, right? I agree you don't necessarily want weak titles - but are you 
saying that you can't have a strong title without lying (exaggerating). "The 
Beginning of Infinity" is a strong title and contains no exaggeration. Indeed, one 
is tempted to think that any alteration would make it weaker.

Regardless, the "constantly" exaggeration is not a lie.

I disagree. People don't constantly lie. What else can "constantly" mean other 
than "in all cases"?  That implies that "in all cases" people lie. The dictionary I 
am looking at says "without variation or change, in every case". But we know 
people do not lie in every case. We know they tell the truth.

That makes the statement, literally, false. But not all false statements are lies. So 
why do you think it's a lie?

One common trait of lies is they deceive people. Exaggerations sometimes do 
that but many do not.

Maybe *all* lies deceive/fool people. One has to be careful with generalizations 
like that but I haven't thought of any exceptions yet. Bear in mind many lies 
deceive or fool the person telling them in some way, not necessarily other people.

Many exaggerations are not lies (though some are).

Can you provide examples? What is an example of an exaggeration that is not a 
lie? Isn't the truth a representation of reality as it is believed to be? Isn't an 
exaggeration a representation of reality as we know it is not?



Suppose I have 95 cows and, in a casual context, I say, "I have like a hundred 
cows." or even "I have a hundred cows". Exaggeration but not a lie.

Or people might talk about a magic sword in a game. "How much damage does it 
do?" "50 million billion". Actually it does 5000, the person was exaggerating with 
intent to communicate "a lot" which is accurate and the other guy understood him 
fine.

No one is being fooled, they are just communicating non-literally and 
understanding each other. Wise or not, that's not lying.

You can even say something like "I hate black people" in a context where people 
will take it as a joke and you aren't lying even though you don't hate black people. 
For example you could be doing an impersonation or making fun of political 
correctness.

You could also say "2+2 is 5", and not be lying because you thought it was, you 
were mistaken.

As far as paradoxes go, you haven't explained what the paradox you're seeing 
is.

"People lie constantly" is the title of a post about lies, written by a person. If the 
person (singular of people) is included as one of those people who lie constantly 
as demanded by the title then "in every case" the person is lying. Including 
every post they write. Including that very post. Including the subject heading of 
that post. The title of the post asserts it's a lie...yet it purports to be telling the 
truth.

Isn't that a paradox?

Yes but you didn't explain what you meant earlier, so I didn't know what you were 
talking about then.

This paradox requires misunderstanding the title, so I don't see it as a big deal, or 
very relevant to anything. "Constantly" wasn't to be taken literally.

It also requires misunderstanding "people" as "all people" which it doesn't say, not 



even literally. E.g. a picky person could read it as saying "at any given time, at 
least 2 people are lying" (true, I'm confident!)

It's not splitting hairs.

I didn't say you were splitting hairs! Have you misread? If you have, perhaps 
you misread multiple things.

Perhaps. We can't be perfect. We're always at the *Beginning* of Infinity. The 
purpose is to recognise mistakes and move forward. I was wrong about the 
splitting hairs thing, hey? Maybe I'm wrong about many things. Admitting it is a 
first step to progress, hey?

My first reaction to the post was indeed that it was a philosophical/logical 
game of sorts.

No it's not, it was intended to be about practical examples of lies "in the wild" 
as you might call it. I ran into some good examples and posted them. No 
game.

Fair enough. Agreed.

I thought there was a punchline somewhere in the post. After the first couple 
of sentences I realised it wasn't this and then went back to re-read from the 
start. I then read it all again knowing you meant everything (except the title) 
absolutely literally. The title is bad because it's not true or false. It's 
"undecidable" isn't it? But the post isn't about undecidable things, it's about 
lies. Why not "People lie way more than you think" or "All people lie almost all 
the time" or something else that's consistent with you good point?

those titles are longer. they are not good titles. "way more than you think" is an 
ineffective cliched phrase.

That's a criticism. Not sure it's valid, but okay.



phrases like "almost all" in titles are too weak and get misunderstood by many 
readers (you have to be careful with qualifications, most people will take a lot 
of them the wrong way).

Maybe. But by this criterion so too would "People lie constantly" be misread. 
That's *another* criticism of it.

But the fact it asserts it, and the post's own falsity is a far more egregious error. 
It says that the author is a liar, lies constantly, and so cannot be trusted. Not 
even on this point. Which is absurd. It's untrue because we know ET *can* be 
relied upon to provide truthful informative posts. So if ET produces a post that 
upfront asserts its own falsity, there's a problem. Not with the post, *perhaps* 
but certainly with the title.

If ET criticises another author for the way they express themselves - it's bad 
and it's lying. But if ET himself is called out for the same thing...it can be 
explained away with caveats, conditions and outs.

Do you think ET takes criticism well, and welcomes it?

I think you're still missing my point. I was not criticizing the way the author 
expressed himself. My objection was that the *substance* of his statements 
were large lies (even if you were to be very generous in how you read them).

Again: I wasn't objecting to any minor details, I wasn't splitting hairs, I was 
objecting to the main content. The ideas I quoted, and all close variants of 
them, were substantively lies. They were way off even if you adjust the details 
around arbitrarily. And btw they had some element of intent to deceive.

I can agree with all of that. I can even grant that titles of posts or whatever might 
contain exaggeration for effect and that these are not *intended* to mislead.

Your title "People lie constantly" is in a different class to that because it does 
something more than just exaggerate. It isn't just "representing something as 



being larger, greater, better, or worse than it really is"...it's absurd. It's absurd 
because it refers to its own author as a liar. It thus asserts its own falsity.

There might be all sorts of rules of thumb about how to title a post. One might 
be about how exaggerating for effect can be useful. But surely another says one 
should at least try to avoid self-referential logical paradoxes? For example don't 
say "People lie constantly" if I am a member of the set of "People" and 
"constantly" includes "right here and now in this very post".

The word "people" simply does not mean "all people". In some contexts it can be 
read as all people, but not this one.

"Constantly" is an exaggeration for "a lot of the time".

Next you will be complaining about blog posts with titles like "People can save 
time with our software, here is how" but it won't actually work for every single 
person in the world.

Or "study shows people who eat cheese have 50% higher chance to get cancer" 
(but you eat cheese AND eat grapes, so actually your personal cancer chances 
are 90% higher, not 50%. you are a person, you eat cheese, you fit the category, 
but your chances aren't 50% higher. yet it's still not a *lie*).

I don't think I'm harping on about this or missing the point. I think the deeper 
point is that in a serious post with a good point, one should be careful about not 
undermining the central message by exaggerating for effect...and in the process 
contradicting oneself...or getting tangled up in knots.

You could have had a powerful title...without exaggerating and without being 
caught up in a logical problem. I think satisfying those two criteria is possible.

Even with the title I used, I believe the majority of people reading it will still 
underestimate how often I think people lie. So I'd actually consider exaggerating 
more in order to communicate more accurately. e.g. "People lie constantly; check 
that, take always and then double it". However, I think exaggerating this heavily 
doesn't really communicate better, it's hard for people to understand what the 
strength of the exaggeration specifically means. I think this is a relevant, 
important difficulty for writing the title, but I don't think any of your comments or 
suggestions speak to solving this issue.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] People Lie Constantly
Date: October 22, 2012 at 2:37 AM

On 22/10/2012, at 16:27, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 9:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 13:50, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 7:25 PM, Brett Hall <brhalluk@hotmail.com> wrote:

*You* are splitting hairs rather than accepting that the criticism holds up. I'm 
not splitting hairs - I agree with your point about the fact lies are much more 
common than people notice and that it takes some work to notice them and 
noticing them more often makes one a better thinker. I accept all that...it's 
good stuff. It's not "splitting hairs" to notice that the expression could be 
improved...especially when the expression itself commits the error the very 
post is all about! Splitting hairs would be if I rejected the whole post on the 
grounds you made a trivial mistake or I objected to a little bit tangential to 
the main point. I'm not. I accept the main point.

I didn't say you were splitting hairs. Why are you discussing this? Did you 
misread?

Yes, I did. My mistake.

But, and I'll reiterate: I really don't think there is any consistent way to 
defend the statement "People lie constantly". Even if it's a title, that doesn't 
excuse it. It's straight up and down, clearly, without ambiguity, a paradox. It 
suffers exactly the same problem as "This statement is a lie". Indeed it's 
worse. It could actually make the whole post seem to be a joke. If you title 
the post "This post is not to be taken seriously" or "This post is a lie" it would 
be just as bad. "People lie constantly" includes ET and the original post. Do 
you see my point?



No.

I thought your point is that you read it as "all people" rather than "almost all 
people" or "an ambiguous amount of people to be clarified in the body text" 
and therefore you rejected it. I do not agree with that complaint.

I now have a new guess which I don't think you've explained anywhere which 
is that you object to the "constantly" part which is an exaggeration. I'm not 
sure if changing that to "often" or similar would be better or not. I don't think 
there's an easy way to decide that. Exaggerating in titles is common and you 
don't want weak titles.

Okay. But can we agree that exaggerating is just a euphemism for "lie"? It's a 
lie for effect, right? I agree you don't necessarily want weak titles - but are you 
saying that you can't have a strong title without lying (exaggerating). "The 
Beginning of Infinity" is a strong title and contains no exaggeration. Indeed, 
one is tempted to think that any alteration would make it weaker.

Regardless, the "constantly" exaggeration is not a lie.

I disagree. People don't constantly lie. What else can "constantly" mean other 
than "in all cases"?  That implies that "in all cases" people lie. The dictionary I 
am looking at says "without variation or change, in every case". But we know 
people do not lie in every case. We know they tell the truth.

That makes the statement, literally, false. But not all false statements are lies. 
So why do you think it's a lie?

One common trait of lies is they deceive people. Exaggerations sometimes do 
that but many do not.

Maybe *all* lies deceive/fool people. One has to be careful with generalizations 
like that but I haven't thought of any exceptions yet. Bear in mind many lies 
deceive or fool the person telling them in some way, not necessarily other 
people.

Many exaggerations are not lies (though some are).



Can you provide examples? What is an example of an exaggeration that is not 
a lie? Isn't the truth a representation of reality as it is believed to be? Isn't an 
exaggeration a representation of reality as we know it is not?

Suppose I have 95 cows and, in a casual context, I say, "I have like a hundred 
cows."

That's fine. The "like" makes all the difference. It informs the recipient of the 
message that the sender is not trying to be very accurate. It implies the sender 
has been lax about error correction and that the exact number isn't necessary.

or even "I have a hundred cows".

Now here there is no way to tell. It's ambiguous. It could mean exactly 100 cows 
are possessed. Without "about" or "almost" or "like" or whatever...it's not a good 
way to speak...even casually. Because it's ambiguous. If it's casual, use the word 
"like" if it's to be precise, then be precise. Middling in *that way* should be done 
away with.

Exaggeration but not a lie.

I don't think either is an exaggeration. In the first case it's an approximation. In the 
second it's either just wrong, a lie or also an approximation. I don't know that this 
example is a good one.

If you're talking about your favorite basketballer and say "He's 10 foot tall and 
strong as an ox" that's an exaggeration for effect. I reckon it's not a lie in most 
cases. It depends on context. Someone who is just bad at metaphor might 
believe it and tell other people. If you don't know the other person doesn't know 
about metaphor...or worse...you do know, then it can be a lie.

Or people might talk about a magic sword in a game. "How much damage does 
it do?" "50 million billion". Actually it does 5000, the person was exaggerating 
with intent to communicate "a lot" which is accurate and the other guy 
understood him fine.

Yeah, fine. So long as the other guy does.



No one is being fooled, they are just communicating non-literally and 
understanding each other. Wise or not, that's not lying.

Yeah. Metaphor is great that way, huh? It's so much better than being literal 
sometimes.

You can even say something like "I hate black people" in a context where 
people will take it as a joke and you aren't lying even though you don't hate 
black people. For example you could be doing an impersonation or making fun 
of political correctness.

Yeah, agreed. Jokes are great. We can't go around complaining that people can't 
joke because some jokes are lies. So they're not lies either.

You could also say "2+2 is 5", and not be lying because you thought it was, you 
were mistaken.

"2+2=5 for sufficiently large values of 2." I think I saw Lawrence Krauss wearing 
that t-shirt. So, again, not only if you think it and yet were just mistaken but also if 
you believe it...and are right because you think that 2.4 is approximately equal to 
2 and 4.8 is approximately equal to 5...and more importantly you get the joke and 
pass it on.

As far as paradoxes go, you haven't explained what the paradox you're 
seeing is.

"People lie constantly" is the title of a post about lies, written by a person. If the 
person (singular of people) is included as one of those people who lie 
constantly as demanded by the title then "in every case" the person is lying. 
Including every post they write. Including that very post. Including the subject 
heading of that post. The title of the post asserts it's a lie...yet it purports to be 
telling the truth.



Isn't that a paradox?

Yes but you didn't explain what you meant earlier, so I didn't know what you 
were talking about then.

This paradox requires misunderstanding the title, so I don't see it as a big deal, 
or very relevant to anything. "Constantly" wasn't to be taken literally.

Okay, fine. But, based on your other posts - indeed on the very topic of being 
literal versus being metaphorical, I have tended to read posts by ET very literally. 
Hence my initial confusion that this *must* have been a post about logic or 
whatever. I stand corrected...that you think being literal is not always best.

It also requires misunderstanding "people" as "all people" which it doesn't say, 
not even literally. E.g. a picky person could read it as saying "at any given time, 
at least 2 people are lying" (true, I'm confident!)

Fair enough. I see that.

It's not splitting hairs.

I didn't say you were splitting hairs! Have you misread? If you have, perhaps 
you misread multiple things.

Perhaps. We can't be perfect. We're always at the *Beginning* of Infinity. The 
purpose is to recognise mistakes and move forward. I was wrong about the 
splitting hairs thing, hey? Maybe I'm wrong about many things. Admitting it is a 
first step to progress, hey?

My first reaction to the post was indeed that it was a philosophical/logical 
game of sorts.

No it's not, it was intended to be about practical examples of lies "in the wild" 



as you might call it. I ran into some good examples and posted them. No 
game.

Fair enough. Agreed.

I thought there was a punchline somewhere in the post. After the first couple 
of sentences I realised it wasn't this and then went back to re-read from the 
start. I then read it all again knowing you meant everything (except the title) 
absolutely literally. The title is bad because it's not true or false. It's 
"undecidable" isn't it? But the post isn't about undecidable things, it's about 
lies. Why not "People lie way more than you think" or "All people lie almost 
all the time" or something else that's consistent with you good point?

those titles are longer. they are not good titles. "way more than you think" is 
an ineffective cliched phrase.

That's a criticism. Not sure it's valid, but okay.

phrases like "almost all" in titles are too weak and get misunderstood by 
many readers (you have to be careful with qualifications, most people will 
take a lot of them the wrong way).

Maybe. But by this criterion so too would "People lie constantly" be misread. 
That's *another* criticism of it.

But the fact it asserts it, and the post's own falsity is a far more egregious error. 
It says that the author is a liar, lies constantly, and so cannot be trusted. Not 
even on this point. Which is absurd. It's untrue because we know ET *can* be 
relied upon to provide truthful informative posts. So if ET produces a post that 
upfront asserts its own falsity, there's a problem. Not with the post, *perhaps* 
but certainly with the title.

If ET criticises another author for the way they express themselves - it's bad 
and it's lying. But if ET himself is called out for the same thing...it can be 
explained away with caveats, conditions and outs.



Do you think ET takes criticism well, and welcomes it?

I think you're still missing my point. I was not criticizing the way the author 
expressed himself. My objection was that the *substance* of his statements 
were large lies (even if you were to be very generous in how you read them).

Again: I wasn't objecting to any minor details, I wasn't splitting hairs, I was 
objecting to the main content. The ideas I quoted, and all close variants of 
them, were substantively lies. They were way off even if you adjust the details 
around arbitrarily. And btw they had some element of intent to deceive.

I can agree with all of that. I can even grant that titles of posts or whatever 
might contain exaggeration for effect and that these are not *intended* to 
mislead.

Your title "People lie constantly" is in a different class to that because it does 
something more than just exaggerate. It isn't just "representing something as 
being larger, greater, better, or worse than it really is"...it's absurd. It's absurd 
because it refers to its own author as a liar. It thus asserts its own falsity.

There might be all sorts of rules of thumb about how to title a post. One might 
be about how exaggerating for effect can be useful. But surely another says 
one should at least try to avoid self-referential logical paradoxes? For example 
don't say "People lie constantly" if I am a member of the set of "People" and 
"constantly" includes "right here and now in this very post".

The word "people" simply does not mean "all people". In some contexts it can 
be read as all people, but not this one.

"Constantly" is an exaggeration for "a lot of the time".

Yeah, it is. In casual usage, sure...we say stuff like "It always rains in Tasmania". 
But if I was posting in a discussion group about the meteorology of Southern 
Australia I'd probably not make that sort of statement, knowing I'd be picked up 
on it.

On a discussion forum about philosophy with a particular focus of *clarity of 
expression* where the author has a particular interest in reducing ambiguity and 
speaking clearly by writing literally...it seems like a way of writing that might 



normally be avoided.

Next you will be complaining about blog posts with titles like "People can save 
time with our software, here is how" but it won't actually work for every single 
person in the world.

On a discussion group about skeptically assessing claims of software developers, 
I might.

Or "study shows people who eat cheese have 50% higher chance to get cancer" 
(but you eat cheese AND eat grapes, so actually your personal cancer chances 
are 90% higher, not 50%. you are a person, you eat cheese, you fit the 
category, but your chances aren't 50% higher. yet it's still not a *lie*).

Um...I don't get your point there. I do object to that sort of catchy title which is 
basically meaningless. Does it mean "compared with non-cheese eaters". Even 
then, useless. I almost always regard such titles as garbage. After all...how big 
was this study? What would be the point of the title as you write it there? I know 
that some media outlets do write health stories like that...so people click on them. 
Not so they are informed by so they see some advertisement on the website. The 
more sensational the title, the more likely a click. I tend not to click such things 
because I know that the exaggeration is a lie and the body is going to be a 
disappointment. This is why good titles on a similar topic are better. Here's a 
random one:

"The impact of characteristics of cigarette smoking on urinary tract cancer risk"

http://onlinelibrary.wiley.com/doi/10.1002/1097-
0142(20000801)89:3%3C630::AID-CNCR19%3E3.0.CO;2-Q/full

So the title has no exaggeration, no ambiguity and leaves it open to the reader 
without lying to them or trying to mislead them using hyperbole as to whether they 
are interested in the topic.

I don't see why posts even to BoI list couldn't have titles like that.

If you're saying that well - exaggerate as much as you like to market your 
post/article whatever because that gets people reading on...I disagree. What it 

http://onlinelibrary.wiley.com/doi/10.1002/1097-0142(20000801)89:3%3C630::AID-CNCR19%3E3.0.CO;2-Q/full


does do is foster in people a mistrust. Like I know that certain news sites all too 
frequently have exaggerations and sensationalism in the titles...and you click and 
go to the article and it's just rubbish...divorced from what they promise you. So I 
don't go back. Bad titles undermine how believable you are. They can affect 
reputation. Deliberately exaggerating for effect surely, over time, teaches people 
to second-guess your meaning. Knowing you are prone to exaggerating, what 
happens?

I don't think I'm harping on about this or missing the point. I think the deeper 
point is that in a serious post with a good point, one should be careful about 
not undermining the central message by exaggerating for effect...and in the 
process contradicting oneself...or getting tangled up in knots.

You could have had a powerful title...without exaggerating and without being 
caught up in a logical problem. I think satisfying those two criteria is possible.

Even with the title I used, I believe the majority of people reading it will still 
underestimate how often I think people lie.

I don't. I think you underestimate levels of understanding between people. I think 
people - who have even a passing familiarity with your posts - would be quite 
clear that you mean what you say. You don't undersell your posts.

So I'd actually consider exaggerating more in order to communicate more 
accurately. e.g. "People lie constantly; check that, take always and then double 
it". However, I think exaggerating this heavily doesn't really communicate better, 
it's hard for people to understand what the strength of the exaggeration 
specifically means. I think this is a relevant, important difficulty for writing the 
title, but I don't think any of your comments or suggestions speak to solving this 
issue.

I'm not convinced. I think it's more effective, generally, when having philosophical 
discussions, to say what you mean without exaggeration. There is a place for not 
being literal...I doubt this is it. The point is, you do not think that all people lie 
constantly. Yet this is a reasonable reading of your title. I think a better title would 
be "Everyone lies almost all the time" if you wanted to make the same point.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] People Lie Constantly
Date: October 22, 2012 at 2:50 AM

On Oct 21, 2012, at 11:37 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/10/2012, at 16:27, "Elliot Temple" <curi@curi.us> wrote:

On Oct 21, 2012, at 9:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:

I don't think I'm harping on about this or missing the point. I think the deeper 
point is that in a serious post with a good point, one should be careful about 
not undermining the central message by exaggerating for effect...and in the 
process contradicting oneself...or getting tangled up in knots.

You could have had a powerful title...without exaggerating and without being 
caught up in a logical problem. I think satisfying those two criteria is possible.

Even with the title I used, I believe the majority of people reading it will still 
underestimate how often I think people lie.

I don't. I think you underestimate levels of understanding between people. I think 
people - who have even a passing familiarity with your posts - would be quite 
clear that you mean what you say. You don't undersell your posts.

So I'd actually consider exaggerating more in order to communicate more 
accurately. e.g. "People lie constantly; check that, take always and then double 
it". However, I think exaggerating this heavily doesn't really communicate 
better, it's hard for people to understand what the strength of the exaggeration 
specifically means. I think this is a relevant, important difficulty for writing the 
title, but I don't think any of your comments or suggestions speak to solving 
this issue.

I'm not convinced. I think it's more effective, generally, when having 
philosophical discussions, to say what you mean without exaggeration. There is 
a place for not being literal...I doubt this is it. The point is, you do not think that 
all people lie constantly. Yet this is a reasonable reading of your title. I think a 



better title would be "Everyone lies almost all the time" if you wanted to make 
the same point.

Let's do a test then.

You try to describe how much people lie, so that I'll agree.

And/or get someone else to do it.

Don't exaggerate. Maybe give some typical examples or whatever you think is a 
good way to think of it.

Then I'll tell you if I think it's more than that.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Ayn Rand on Hard to Vary
Date: October 22, 2012 at 9:51 AM

On Mon, Apr 16, 2012 at 5:29 PM, Elliot Temple <curi@curi.us> wrote:
The Fountainhead by Ayn Rand:

“Ellsworth, why have you dropped me? Why don’t you ever write anything 
about me any more? Why is it always—in your column and everywhere—and 
on any commission you have a chance to swing—why is it always Gus Webb?”
“But, Peter, why shouldn’t it be?”
“But... I...”
“I’m sorry to see that you haven’t understood me at all. In all these years, 
you’ve learned nothing of my principles. I don’t believe in individualism, Peter. I 
don’t believe that any one man is any one thing which everybody else can’t be. 
I believe we’re all equal and interchangeable. A position you hold today can be 
held by anybody and everybody tomorrow. Equalitarian rotation. Haven’t I 
always preached that to you? Why do you suppose I chose you? Why did I put 
you where you were? To protect the field from men who would become 
irreplaceable. To leave a chance for the Gus Webbs of this world. Why do you 
suppose I fought against—for instance—Howard Roark?”

Ellsworth Toohey wanted interchangeable (easy to vary) architects in prominent 
positions, instead of hard to vary ones!

Its practically impossible to control a hard-to-vary person. Its easy
to control an easy-to-vary person. So, if you want control, then you
want easy-to-vary people.

This goes for anybody in a position of authority, like heads of state
and parents.

Some heads of state want their citizens to not be "infected" by ideas
they don't approve of, like Islam-critical websites. How will I
control my citizens if they have different ideas?

Some parents want their kids to not be "infected" by ideas they don't
approve of, like tv. How will I control my kid if he has different
ideas?



To want control, one must have a zero-sum worldview. So this person
believes that conflicts of interests are inevitable and unavoidable,
and that in these situations someone will inevitably lose.

Instead, if that person learned that conflicts of interest are
superficial, that any conflict can be resolved with a common
preference where no one loses, then he won't want control because he
won't believe that he needs it in order to get his way.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Why do people think selfishness is immoral?
Date: October 22, 2012 at 10:34 AM

Why do people think selfishness is immoral? Because they have a
zero-sum worldview.

They believe that conflicts of interest are unchangeable. They believe
that the result of conflicts is inevitably that someone loses while
the other wins. In this context, a selfish person is interested in
himself winning, and he doesn't care that the other person loses.
These people also believe that altruism is good. They believe that one
*must* sacrifice his own interests, in order for the other person to
get what he wants.

But the zero-sum worldview is wrong. Conflicts of interest are
superficial. People in a conflict (any conflict) *can* reach a common
preference such that no one loses. They all win. These people believe
that selfishness is good. In this context, a selfish person is
interested in himself winning, and he expects the other person to win
too. So both people get what they want. These people also believe that
altruism is bad. They believe that they don't have to sacrifice their
interests in order for the other person to get what they want.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Italian scientists jailed for...not making perfect predictions
Date: October 22, 2012 at 8:28 PM

This is interesting...and sad. The best explanation for how earthquakes occur 
also tells us that they are almost impossible to predict. This story shows that 
ignorance of the philosophy of science is not just academic. A real world 
consequence is that honest scientists can sometimes go to prison because 
judges, lawyers, whoever, don't understand science or philosophy. This sets a 
dangerous precedent. Does anyone know if something similar has happened 
before?

http://www.independent.co.uk/news/world/europe/italian-scientists-jailed-for-six-
years-after-failing-to-issue-warnings-ahead-of-deadly-laquila-earthquake-
8221905.html

http://www.independent.co.uk/news/world/europe/italian-scientists-jailed-for-six-years-after-failing-to-issue-warnings-ahead-of-deadly-laquila-earthquake-8221905.html


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] People Lie Constantly
Date: October 23, 2012 at 7:33 AM

On Sun, Oct 21, 2012 at 4:50 PM, Elliot Temple <curi@curi.us> wrote:

Basically everyone lies all the time, and most people don't notice most of
the lies and even regard them as non-lies.

To lie is to make a statement that one does not believe, with the intention
of causing someone to believe it.

For example:
http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this
summer.

Nobody could love a daughter more than my father Michael loved Linda.

and
the physicians who cared for my daughter, without exception, were very

understanding and gave freely of their time.

How do we know that the authors didn't actually believe those two sentences?

Learning to notice lying is an important skill if one wants to be wise and
do significantly better thinking than convention.

The only way I have managed to make sense of Elliot's post is to read "to
lie" as "to make a statement that one believes, but which is actually
false". Does that rewording still capture what's important here?

-- 

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] People Lie Constantly
Date: October 23, 2012 at 2:29 PM

On Oct 23, 2012, at 4:33 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Sun, Oct 21, 2012 at 4:50 PM, Elliot Temple <curi@curi.us> wrote:

Basically everyone lies all the time, and most people don't notice most of
the lies and even regard them as non-lies.

To lie is to make a statement that one does not believe, with the intention
of causing someone to believe it.

This doesn't account for people lying to themselves well. Sometimes they believe 
their own lies, and keep telling them, and they are still lies.

Or consider this statement: "A rogue programmer has programmed Siri to lie in 
response to a small number of questions." Siri doesn't have intentions or beliefs, 
yet this statement is understandable anyway.

And then consider: "A static meme has programmed Bob to lie in response to a 
small number of questions." I don't think this is a very good statement of how 
static memes work, but I think it's still useful for thinking about lying.

Lacking bad intentions does not automatically excuse one of wrongdoing or lying. 
Nor is being foolish, careless, immoral or reckless enough to believe your own 
lies a good excuse.

For example:
http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this
summer.
Nobody could love a daughter more than my father Michael loved Linda.

and

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


the physicians who cared for my daughter, without exception, were very
understanding and gave freely of their time.

How do we know that the authors didn't actually believe those two sentences?

It's not relevant. If they lied to themselves, and believe it, and choose not to act 
with integrity, that doesn't make people non-liars.

Learning to notice lying is an important skill if one wants to be wise and
do significantly better thinking than convention.

The only way I have managed to make sense of Elliot's post is to read "to
lie" as "to make a statement that one believes, but which is actually
false". Does that rewording still capture what's important here?

No. Not all mistakes are lies. That's not close to what "lie" means.

I think you're overestimating how literal minded the standard common-sense 
meaning of "lie" is. What I'm saying is not a large deviation. Consider Bill Clinton. 
He told some literal lies (including under oath) but that hasn't received the most 
attention. He also told a lot more not-so-literal lies -- he obfuscated, played word 
games, played dumb, became a more forgetful person, took things literally when 
that didn't match the intended meaning, argued definitions and otherwise caused 
confusion. And what sort of reputation does he have? A liar. No one cares to 
check if he matches up to some exacting definition of "liar", he is a liar regardless.

BTW, for those who don't know, when Clinton said he didn't have sexual relations 
with Monica Lewinsky, the lawyer questioning him had already provided a 
definition of sex that clearly and unambiguously included oral. So that was 
definitely a lie. But my point is basically that even people who don't know a detail 
like that still have no problem calling Clinton a liar, most people are not as strict 
with the word as Josh. I think Josh's use is therefore the non-standard approach 
and simply using the term more conventionally would render my post more 
understandable.



In neither of the statements I originally quoted do I see any particular effort to tell 
the truth. If someone doesn't know better because he hasn't ever thought about it 
that's no excuse. For one thing, by speaking to the matter without giving us any 
warning he is implying he is fit to speak to that matter, which isn't true, so he's a 
liar.

Being an honest man, a man of integrity, a truth-teller, is not merely about 
carefully refraining from doing a few exact banned things. It's also about having 
certain attitudes, following the spirit of the concept not the letter of the law, trying 
to live by some principles. This is common knowledge.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] People Lie Constantly
Date: October 23, 2012 at 4:09 PM

On Tue, Oct 23, 2012 at 2:29 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 23, 2012, at 4:33 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Sun, Oct 21, 2012 at 4:50 PM, Elliot Temple <curi@curi.us> wrote:

Basically everyone lies all the time, and most people don't notice most of
the lies and even regard them as non-lies.

To lie is to make a statement that one does not believe, with the intention
of causing someone to believe it.

This doesn't account for people lying to themselves well.

True.

Sometimes they believe their own lies, and keep telling them, and they are still 
lies.

No. The phrase is metaphorical. "Lying to onself" doesn't consist of
literally lying to oneself. Rather, as
http://en.wikipedia.org/wiki/Self-deception says, it is

"a process of denying or rationalizing away the relevance, significance, or 
importance of opposing evidence and logical argument."

So lying to oneself is actually a matter of "blanking out" and
intentionally suppressing criticisms of certain ideas that we hold.
And thus it doesn't actually involve lying in the common understanding
of the term.

Or consider this statement: "A rogue programmer has programmed Siri to lie in 
response to a small number of questions." Siri doesn't have intentions or beliefs, 
yet this statement is understandable anyway.

http://en.wikipedia.org/wiki/Self-deception


It's understandable, but it's technically (philosophically) incorrect.
It's like saying that someone programmed an X-ray machine to murder a
few patients at random by giving them too much radiation. Murder, like
lying, requires intention.

And then consider: "A static meme has programmed Bob to lie in response to a 
small number of questions." I don't think this is a very good statement of how 
static memes work, but I think it's still useful for thinking about lying.

I agree it's not a good statement of how static memes work. Bob is
still responsible for his behavior here. How is this useful for
thinking about lying?

Lacking bad intentions does not automatically excuse one of wrongdoing or 
lying.

If we don't intend to deceive while making a statement, this may not
excuse us entirely from the consequences, but it *does* mean that we
weren't lying.

Similarly, lacking bad intentions does not automatically excuse a
killer, but it is the difference between murder and negligent
homicide. The difference in culpability is large enough to warrant a
separate term.

Nor is being foolish, careless, immoral or reckless enough to believe your own 
lies a good excuse.

Agreed.

For example:
http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this
summer.
Nobody could love a daughter more than my father Michael loved Linda.

and

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


the physicians who cared for my daughter, without exception, were very
understanding and gave freely of their time.

How do we know that the authors didn't actually believe those two sentences?

It's not relevant. If they lied to themselves, and believe it, and choose not to act 
with integrity, that doesn't make people non-liars.

How do we know the authors didn't actually believe those two
statements from the first time they thought them? In this case they
wouldn't have lied, even to themselves.

Learning to notice lying is an important skill if one wants to be wise and
do significantly better thinking than convention.

The only way I have managed to make sense of Elliot's post is to read "to
lie" as "to make a statement that one believes, but which is actually
false". Does that rewording still capture what's important here?

No. Not all mistakes are lies. That's not close to what "lie" means.

I think you're overestimating how literal minded the standard common-sense 
meaning of "lie" is. What I'm saying is not a large deviation. Consider Bill 
Clinton. He told some literal lies (including under oath) but that hasn't received 
the most attention. He also told a lot more not-so-literal lies -- he obfuscated, 
played word games, played dumb, became a more forgetful person, took things 
literally when that didn't match the intended meaning, argued definitions and 
otherwise caused confusion. And what sort of reputation does he have? A liar. 
No one cares to check if he matches up to some exacting definition of "liar", he 
is a liar regardless.

It's true that people often don't distinguish between deceits and
lies. But the conventional understanding is that both require an
intention to deceive, and Clinton's deceits were intentional.  So the
above example is in accord with that aspect of the definition of a lie
that I gave.



BTW, for those who don't know, when Clinton said he didn't have sexual 
relations with Monica Lewinsky, the lawyer questioning him had already 
provided a definition of sex that clearly and unambiguously included oral. So 
that was definitely a lie. But my point is basically that even people who don't 
know a detail like that still have no problem calling Clinton a liar, most people 
are not as strict with the word as Josh. I think Josh's use is therefore the non-
standard approach and simply using the term more conventionally would render 
my post more understandable.

In neither of the statements I originally quoted do I see any particular effort to 
tell the truth. If someone doesn't know better because he hasn't ever thought 
about it that's no excuse. For one thing, by speaking to the matter without giving 
us any warning he is implying he is fit to speak to that matter, which isn't true, so 
he's a liar.

Being an honest man, a man of integrity, a truth-teller, is not merely about 
carefully refraining from doing a few exact banned things. It's also about having 
certain attitudes, following the spirit of the concept not the letter of the law, trying 
to live by some principles. This is common knowledge.

I agree that being an honest person involves more than merely
refraining from all forms of deceit (including lying). It also
involves doing the things Elliot mentioned. One example of a principle
an honest person lives by is that of keeping one's promises the best
of one's ability.



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: [BoI] Mapping the extent of bad Popper scholarship
Date: October 23, 2012 at 5:24 PM

Work is proceeding to document the extent of defective Popper scholarship. The 
outline can be found on this page
http://www.the-rathouse.com/Pop-Schol/Trashing-Popper.html <http://www.the-
rathouse.com/Pop-Schol/Trashing-Popper.html> .

The idea is to produce a cheap ebook that will not have to go through the 
standard publishing process.

Companion volumes will provide equally cheap cribs or primers on the major 
works. Several of these are in draft form.

http://www.the-rathouse.com/Popper-papers/LSD-READER.html

http://www.the-rathouse.com/Popper-papers/PH-READER.html

http://www.the-rathouse.com/Popper-papers/OSE-READER.html

http://www.the-rathouse.com/Popper-papers/CR-READER.html

http://www.the-rathouse.com/Popper-papers/OK.html

The last in the series willl be The Postscript to the Logic of Scientific Discovery.

I would also like to produce a single reader for each of the major Popper mafia, 
Agassi, Jarvie, Miller, Munz, Shearmur etc but that is another major project.

http://www.criticalrationalism.net/2012/10/10/the-cr-mafia/

http://www.criticalrationalism.net/2012/10/20/more-popperian-mafia-ian-jarvie-
and-alan-musgrave/

For some reason I can't seem to focus on one project at a time. Another project is 
to explore the synergy of Popperism and Austrian economics. This will be 
advanced with a paper at a conference in Texas next week.

Another is to explain how a generation of people working in the philosophy and 
methodology of economics lost their way as a result of misreading or ignoring 

http://www.the-rathouse.com/Pop-Schol/Trashing-Popper.html
http://www.the-rathouse.com/Pop-Schol/Trashing-Popper.html
http://www.the-rathouse.com/Popper-papers/LSD-READER.html
http://www.the-rathouse.com/Popper-papers/PH-READER.html
http://www.the-rathouse.com/Popper-papers/OSE-READER.html
http://www.the-rathouse.com/Popper-papers/CR-READER.html
http://www.the-rathouse.com/Popper-papers/OK.html
http://www.criticalrationalism.net/2012/10/10/the-cr-mafia/
http://www.criticalrationalism.net/2012/10/20/more-popperian-mafia-ian-jarvie-and-alan-musgrave/


Popper (and the Austrians).

Another is to show how a massive opportunity to change the direction of 
economics, sociology and the social sciences at large was lost when Talcott 
Parsons, Ludwig von Mises and Karl Popper came up with similar proposals in 
the late 1930 but did not cooperate or collaborate in a way that might have made 
a difference. That is explained, very briefly, in the Poverty of Historicism reader.

Rafe Champion

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Mapping the extent of bad Popper scholarship
Date: October 23, 2012 at 7:06 PM

On Oct 23, 2012, at 2:24 PM, Rafe Champion <rchamp@bigpond.net.au> wrote:

Work is proceeding to document the extent of defective Popper scholarship. The 
outline can be found on this page
http://www.the-rathouse.com/Pop-Schol/Trashing-Popper.html <http://www.the-
rathouse.com/Pop-Schol/Trashing-Popper.html> .

The idea is to produce a cheap ebook that will not have to go through the 
standard publishing process.

Companion volumes will provide equally cheap cribs or primers on the major 
works. Several of these are in draft form.

http://www.the-rathouse.com/Popper-papers/LSD-READER.html

http://www.the-rathouse.com/Popper-papers/PH-READER.html

http://www.the-rathouse.com/Popper-papers/OSE-READER.html

http://www.the-rathouse.com/Popper-papers/CR-READER.html

http://www.the-rathouse.com/Popper-papers/OK.html

The last in the series willl be The Postscript to the Logic of Scientific Discovery.

I would also like to produce a single reader for each of the major Popper mafia, 
Agassi, Jarvie, Miller, Munz, Shearmur etc but that is another major project.

http://www.criticalrationalism.net/2012/10/10/the-cr-mafia/

http://www.criticalrationalism.net/2012/10/20/more-popperian-mafia-ian-jarvie-
and-alan-musgrave/

For some reason I can't seem to focus on one project at a time. Another project 
is to explore the synergy of Popperism and Austrian economics. This will be 
advanced with a paper at a conference in Texas next week.

http://www.the-rathouse.com/Pop-Schol/Trashing-Popper.html
http://www.the-rathouse.com/Pop-Schol/Trashing-Popper.html
http://www.the-rathouse.com/Popper-papers/LSD-READER.html
http://www.the-rathouse.com/Popper-papers/PH-READER.html
http://www.the-rathouse.com/Popper-papers/OSE-READER.html
http://www.the-rathouse.com/Popper-papers/CR-READER.html
http://www.the-rathouse.com/Popper-papers/OK.html
http://www.criticalrationalism.net/2012/10/10/the-cr-mafia/
http://www.criticalrationalism.net/2012/10/20/more-popperian-mafia-ian-jarvie-and-alan-musgrave/


Another is to explain how a generation of people working in the philosophy and 
methodology of economics lost their way as a result of misreading or ignoring 
Popper (and the Austrians).

Another is to show how a massive opportunity to change the direction of 
economics, sociology and the social sciences at large was lost when Talcott 
Parsons, Ludwig von Mises and Karl Popper came up with similar proposals in 
the late 1930 but did not cooperate or collaborate in a way that might have 
made a difference. That is explained, very briefly, in the Poverty of Historicism 
reader.

There are other lack of collaborations I think are notable.

For example, Ayn Rand and Popper didn't even read and comment on each 
other's work. Two leading philosophers of epistemology and as far as I know they 
didn't notice each other. And Rand knew Mises some (not sure how much) and 
knew about capitalism, so she (or her books) could have helped Popper out on 
those issues similar to how Mises could have.

Or for another example, no one collaborated with Szasz. He read Popper, Rand, 
Mises, Hayek, etc, and he commented on them, and some of them read Szasz, 
but they didn't incorporate his insight into their work. Popper, for example, 
corresponded with Szasz a little bit and it's clear from Popper's letters that he 
didn't understand Szasz all that well. And Mises published some majorly 
mistaken ideas regarding psychiatric and, to my knowledge, did not publish a 
retraction.

Or another example, Feynman and Popper didn't collaborate. That could have 
been productive. Feynman read some Popper and understood a lot, but I don't 
think it went beyond that.

One reason I find this a bit confusing is I wonder what's so hard about it. Due to 
the reach of ideas, people who are really good philosophers will find they have 
things in common (e.g. ways of thinking about something) even if their expertise 
is a bit different. And I for one have made an effort to find out what good thinkers 
there are who I might like to contact. I know Popper was very well read and I think 
others were too. Were they uninterested in collaboration? Did each 
underestimate the other? Was it something else? I don't know.



(Szasz, I think, has been underestimated badly by pretty much everyone. That 
could be the main explanation for others not approaching him.)

On another note, we still have the opportunity to study Popper, Mises, and 
whoever else we consider important, and take the best ideas of each of them and 
move things forward. That isn't lost. They didn't collaborate but anyone today can 
work on unifying their ideas.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Mapping the extent of bad Popper scholarship
Date: October 23, 2012 at 7:19 PM

On 24/10/2012 10:06 AM, Elliot Temple wrote:
On another note, we still have the opportunity to study Popper, Mises, and 
whoever else we consider important, and take the best ideas of each of them 
and move things forward. That isn't lost. They didn't collaborate but anyone 
today can work on unifying their ideas.

Yes we just have to do better, in fairness, collaboration can be time-consuming 
and it can blow up, Popper and Polanyi were very friendly in the early 1950s but it 
all blew up to the point where Polanyi protested Popper's appointment to the 
Royal Society.

RC



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Collaboration, was Mapping the extent of bad Popper 
scholarship
Date: October 23, 2012 at 7:23 PM

This is partly about collaboration, especially to ensure that you don't miss out on 
vital ideas because you are stuck in the school of thought where you did your first 
degrees.

http://www.criticalrationalism.net/2012/09/08/the-context-of-discovery/

RC

-- 

http://www.criticalrationalism.net/2012/09/08/the-context-of-discovery/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Mapping the extent of bad Popper scholarship
Date: October 23, 2012 at 7:26 PM

On Tue, Oct 23, 2012 at 6:19 PM, Rafe Champion <rchamp@bigpond.net.au> 
wrote:

On 24/10/2012 10:06 AM, Elliot Temple wrote:

On another note, we still have the opportunity to study Popper, Mises, and
whoever else we consider important, and take the best ideas of each of them
and move things forward. That isn't lost. They didn't collaborate but anyone
today can work on unifying their ideas.

Yes we just have to do better, in fairness, collaboration can be
time-consuming and it can blow up, Popper and Polanyi were very friendly in
the early 1950s but it all blew up to the point where Polanyi protested
Popper's appointment to the Royal Society.

The purpose of collaboration is to get external criticism. That is
good. I see no downsides. The fact that submitting your ideas for
external criticism (and then reading and thinking about that
criticism) is time-consuming is not a criticism of collaboration since
it could take much more time for someone to create that criticism
himself. So I'd say its a time savor.

The fact that collaboration *might* blow up is also not a good
criticism of collaboration. If you want good external criticism, then
you'll be collaborating with good people. One can expect that a
relationship with a good person won't "blow up".

-- Rami Rustom
http://ramirustom.blogspot.com\

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Mapping the extent of bad Popper scholarship
Date: October 23, 2012 at 7:30 PM

On Oct 23, 2012, at 4:26 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Tue, Oct 23, 2012 at 6:19 PM, Rafe Champion <rchamp@bigpond.net.au> 
wrote:

On 24/10/2012 10:06 AM, Elliot Temple wrote:

On another note, we still have the opportunity to study Popper, Mises, and
whoever else we consider important, and take the best ideas of each of them
and move things forward. That isn't lost. They didn't collaborate but anyone
today can work on unifying their ideas.

Yes we just have to do better, in fairness, collaboration can be
time-consuming and it can blow up, Popper and Polanyi were very friendly in
the early 1950s but it all blew up to the point where Polanyi protested
Popper's appointment to the Royal Society.

The purpose of collaboration is to get external criticism. That is
good. I see no downsides. The fact that submitting your ideas for
external criticism (and then reading and thinking about that
criticism) is time-consuming is not a criticism of collaboration since
it could take much more time for someone to create that criticism
himself. So I'd say its a time savor.

The fact that collaboration *might* blow up is also not a good
criticism of collaboration. If you want good external criticism, then
you'll be collaborating with good people. One can expect that a
relationship with a good person won't "blow up".

Some caution is advisable. One can spend a lot of time explaining something to 
someone, but then maybe you misjudged him and he never understands or gives 
good feedback. Judgment of character is important.

The first time you do that, it's no problem. Explaining your ideas to someone was 
a good way to learn about them. But if you then explain the same stuff to a 
second person, you may not be learning nearly as much as the first time. And the 
fourth time you learn still less.



If you change the ideas around, if you're making progress, if you refine them, 
then each time you can learn new things even without good feedback or new 
comments/replies/criticism. But if you haven't made new progress, and you're 
hoping to make it using feedback, and you spend a while explaining the same 
stuff to more people while not learning much, and then those people turn out 
badly, then that was no good.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: steve whitt <smwhitt@gmail.com>
Subject: [BoI] Re: Italian scientists jailed for...not making perfect predictions
Date: October 23, 2012 at 8:58 PM

On Oct 22, 8:28 pm, Brett Hall <brhal...@hotmail.com> wrote:
This is interesting...and sad. The best explanation for how earthquakes occur 
also tells us that they are almost impossible to predict. This story shows that 
ignorance of the philosophy of science is not just academic. A real world 
consequence is that honest scientists can sometimes go to prison because 
judges, lawyers, whoever, don't understand science or philosophy. This sets a 
dangerous precedent. Does anyone know if something similar has happened 
before?

http://www.independent.co.uk/news/world/europe/italian-scientists-jai...

According to the article on CNN, the scientists said a large quake was
unlikely but not impossible. Therefore, in a sense, their prediction
was correct. If unlikely things never happened, they wouldn't be
unlikely, they would in fact be impossible.

I agree, Brett, that this is sad. I wouldn't look for much good
seismology to come from Italy for a long, long time.

http://www.independent.co.uk/news/world/europe/italian-scientists-jai


From: "jon_oliver@trendmicro.com" <jon_oliver@trendmicro.com> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 24, 2012 at 2:11 AM

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:
I totally agree with the central thesis of BoI that finding good explanations, and 
those explanations are real is the basis of science.

BoI explains that explanations are not just relevant to science, they are relevant 
for making progress in every field.

Indeed - what I stated is not inconsistent with that.

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:
Do you have a criticism of those arguments?

Yes. On the basis of your email I have considered long and hard what I learned in 
computation theory 20 years ago,
and read up some more recent writings. I have re-read Chapter 8 thoroughly.
I will carefully go through my objections and post that to the list.

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:
The set where this happens is currently thought to be the empty set (no 
elements - for example Quantum computing does not change it from being 
empty).
So saying that this set (currently thought to be empty) dominates what is 
otherwise huge sets (infinite / uncountable) is a weak argument.

No such argument is made in BoI or FoR to the best of my knowledge.
Where is this argument made in either book? Page references would be useful 
and quotes too.

Let LUP(maths)  be the set of problems which mathematics / computation 
theory says is undecidable



Let LDP(laws physics)  be the set of problems which is in LUP(maths) but which 
the laws of physics makes decidable
So LDP(laws physics) is the set of problems where the laws of physics is making 
the difference.

This argument is made of page 186. David writes
 "So there is nothing *mathematically* special about the set of decidable 
questions, the non-computable functions, the unprovable propositions.
 They are distinguished by physics only."
So on page 186, BoI is saying that
 the set of decidable questions are distinguished by physics only.
But with our current understanding of the laws of physics, LDP(laws physics) is 
empty.
Quantum computing has not put any problems in this set.
Neither has special relativity or general relativity.
If we had an infinity hotel, then yes LDP(laws physics) would be non empty.

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:
If ideas have to be justified then the idea that the putative source or criterion of 
justification is correct has to be justified and this leads to an infinite regress.

Of course scientific ideas have to be justified.
They have to agree with observation.
They have to be open to criticism, and survive that criticism.
They should be falsifiable - and people should test that ideas.
Etc etc etc.
In summary science should follow the scientific method and provide good 
explanations.

I suspect / guess that we have different meanings of the word "justified".
If so then I shall avoid using the word "justify" in my emails.

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:

I suggest a different approach.
That approach used by David in the Chapter 13 is a good approach.



Start by using these axioms / theorems as starting points (which will apply 
under many different laws of physics
- whether those laws apply elsewhere - or whether we have not found 
additional, relevant laws of physics here).
They are a starting point where we build up explanations of the universe 
around us based on observation, criticism, etc.

To the best of my knowledge, David doesn't use that approach, nor does he say 
that he uses it.
If you think he does, then page references and quotes would be useful.

Please reread Chapter 13.

On page 336-337, David writes
 "This is what Arrow did. He laid down five elementary axioms ...
 ...
 Arrow proved that the axioms that I have listed despite their reasonable 
appearance, logically inconsistent with each other.
 ...
 It seems to follow that a group of people jointly making decisions is 
necessarily irrational in one way or another."

In this section, David has clearly  followed the approach I suggested.
Note: This is just one of many forms of good explanation - it is certainly not the 
only form of good explanation.

Cheers
Jon



<table class="TM_EMAIL_NOTICE"><tr><td><pre>
TREND MICRO EMAIL NOTICE
The information contained in this email and any attachments is confidential
and may be subject to copyright or other intellectual property protection.
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</pre></td></tr></table>

-- 



From: Liberty Fitz-Claridge <libertyfitzclaridge@googlemail.com>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 4 -- Towards a 
Rational Theory of Tradition
Date: October 24, 2012 at 2:28 PM

On Tue, Jul 31, 2012 at 5:30 AM, Justin Mallone <justinceo@gmail.com> wrote:

Chapter 4:

Popper introduces the idea of tradition and says that Burke is the
foremost name associated with the anti-rationalist approach to tradition,
and says that anti-traditionalists have never really met the defense of
tradition Burke offered. 162.

Why did Popper say Burke was an anti-rationalist? Burke thought that
cautious improvement was central to a healthy society. And Popper even
quotes one of the pro-criticism things Burke said, on the title page of
Open Society:

 In my course I have known and, according to my measure,
have co-operated with great men; and I have never yet seen any
plan which has not been mended by the observations of those who
were much inferior in understanding to the person who took the
lead in the business.

–EDMUND BURKE

Liberty



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 4 -- Towards a 
Rational Theory of Tradition
Date: October 24, 2012 at 3:19 PM

On Oct 24, 2012, at 11:28 AM, Liberty Fitz-Claridge 
<libertyfitzclaridge@googlemail.com> wrote:

On Tue, Jul 31, 2012 at 5:30 AM, Justin Mallone <justinceo@gmail.com> wrote:

Chapter 4:

Popper introduces the idea of tradition and says that Burke is the
foremost name associated with the anti-rationalist approach to tradition,
and says that anti-traditionalists have never really met the defense of
tradition Burke offered. 162.

Why did Popper say Burke was an anti-rationalist?

Because it's a reasonably common misunderstanding, I guess. The French 
Revolution intellectuals presented themselves as rationalists, guided by reason. 
Burke opposed them. (They hadn't actually understood reason very well and 
were bad).

Burke thought that
cautious improvement was central to a healthy society.

Saying "healthy society" is not a fair summary of Burke. The medicalization of 
everyday life is more of a modern evil, not something Burke was after. (See 
Szasz for why it's bad.)

Burke actually did more than cautious improvement. He strived for bold reform in 
multiple cases.

He was also bold in his personal life. He passed up steady income and easy 
status, even when in debt. Instead he favored standing up for principles, even 
without knowing what success the future would hold.



And Popper even
quotes one of the pro-criticism things Burke said, on the title page of
Open Society:

In my course I have known and, according to my measure,
have co-operated with great men; and I have never yet seen any
plan which has not been mended by the observations of those who
were much inferior in understanding to the person who took the
lead in the business.

–EDMUND BURKE

Yes, Burke was an open-minded critical thinker.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Michael Bacon <michael_bacon@mhiahq.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: Essay on Artificial Intelligence
Date: October 24, 2012 at 4:06 PM

On Wednesday, October 3, 2012 6:57:12 PM UTC-4, David Deutsch wrote:

An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

and an abridged version has appeared in The Guardian:

http://gu.com/p/3aznk

(Note that where I remark that it's racist to discriminate between carbon-
and silicon-based intelligences, The Guardian has unfortunately added scare
quotes, changing it to "racist" -- thus pretty much reversing the meaning
of my remark.)

 David,

I'm curious whether the type of experiment you have discussed regarding the
MWI involves AI or AGI.  Is it necessary that the entity "understand" what
it experiences, or is it enough that it gather the applicable "facts" and
relays those back following the experiment?

http://goo.gl/CD93I
http://gu.com/p/3aznk


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 4 -- Towards a 
Rational Theory of Tradition
Date: October 24, 2012 at 5:09 PM

On 25/10/2012 6:19 AM, Elliot Temple wrote:
Burke was an open-minded critical thinker.

Yes I think of him as a classical (non-socialist) liberal, free trade, limited 
government etc. What Hayek described as an "Old Whig" as opposed to the kind 
of conservative stance that Hayek attacked in his paper "Why I am not a 
conservative".

Popper also wrote his paper on tradition as a rejoinder to Oakeshott but when 
they exchanged letters afterwards there was virtually no difference between 
them, although Popper, possibly like Burke, was more keen on active  reform.

http://www.michael-oakeshott-association.com/pdfs/mo_letters_popper.pdf

We need a heap of active reform right now in the way of deregulation and smaller 
government.

RC

-- 

http://www.michael-oakeshott-association.com/pdfs/mo_letters_popper.pdf


From: "jon_oliver@trendmicro.com" <jon_oliver@trendmicro.com> <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] concerns about issues in chapter 8
Date: October 25, 2012 at 1:25 AM

I am following up with a discussion with Alan Forrester about concerns that I have 
with chapter 8 of BoI "A Window on Infinity".

On pages 184-185, David writes
                "It also follows that almost all mathematical statements are 
undecidable: there is no proof that they
                are true, and no proof that they are false.
                Each of them is either true or false ..."

My understanding is that mathematical statements can be (i) true(ii) false or (iii) 
nonsensical.
So some mathematical statements (or equivalently programs / proofs) can be like
    This statement is false
or
    This program will loop forever if it halts. And it will halt if it loops forever.
Such statements are nonsensical - they cannot be true or false - if they are then 
this leads to contradictions.

In a few places, David makes strong claims about what can and cannot be done.
On page 188, David writes:
                "A mathematical theory of proofs has no bearing on which truths can or 
cannot be proved in reality,
                or be known in reality; and similarly a theory of abstract computation 
has no bearing on what
                can or cannot be computed in reality."
On page 182, David writes:
                "What Achilles can or cannot do is not deducible from mathematics.
                It depends only on what the relevant laws of physics say."

Mathematics does place some constraints on what cannot be done
                (within a universe with a law of physics that allows computation - and 
universal explainers).
Let us consider a situation where the laws of physics allows us to solve problems 



that
otherwise would be undecidable by a Turing machine.
To be consistent with the literature on this issue I shall call these "oracles".
The laws of physics that allow such non-traditional computation might be Infinity 
Hotels,
Quantum computers, use of black holes, string theory, whatever.

One of the things that mathematics will not allow us to do - even with these 
oracles - is
determine if a Turing Machine P with access to oracle O will halt on input I.

Sketch of a proof.
Lets assume that we can construct such an oracle.
So that means we can construct a Turing machine Q(P, I, O)
                Answers the question - does Turing Machine P (with access to oracle 
O) halt when given input I
Turing machine Q has only 1 step - it calls the oracle and then halts.
So it always halts (since by assumption the oracle always gives the answer).

Given such a Turing Machine Q, I will trivially go and write Turing Machine R(P, 
O)
It has 4 steps

1.       IF Q(P, P, O) THEN

2.               LOOP FOREVER

3.       ELSE

4.               HALT

So now we ask the question, what does R(R, O) do?
Does it halt, or does it loop forever?
In Step 1, it checks whether Q(R, R, O) is true or not.
This leads to a contradiction.

The logic in this proof sketch is the same as that accepted in mathematical 
proofs.
The conclusion is that the oracle does not exist - independent of the laws of 
physics.



Conclusion:
The laws of physics can poke holes in decidability.
This is an exciting and potentially valuable area of study.
But the laws of physics cannot solve a certain class of fundamentally nonsensical 
mathematical statements.
If the laws of physics allow computation and universal explainers, then there are 
fundamental limits imposed by mathematics.

So when we consider what Achilles can and cannot do (from page 182 of BoI),
I suggest that
                "What Achilles can do is not deducible from mathematics.
                Mathematics does impose restrictions on what he cannot do (for 
example he cannot determine if a program will halt with input I)
                What Achilles can and cannot do nearly entirely depends on what the 
relevant laws of physics say."

On page 185, David writes
                "Interestingly, very few questions are known to be undecidable,"
This is not my understanding at all.
Rice's Theorem
                http://en.wikipedia.org/wiki/Rice's_theorem
gives us a method for constructing an infinite number of undecidable problems.

Cheers
Jon

http://en.wikipedia.org/wiki/Rice
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From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 25, 2012 at 3:33 AM

On Wed, Oct 24, 2012 at 2:11 AM, jon_oliver@trendmicro.com
<jon_oliver@trendmicro.com> wrote:

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:
I totally agree with the central thesis of BoI that finding good explanations, 
and those explanations are real is the basis of science.

BoI explains that explanations are not just relevant to science, they are 
relevant for making progress in every field.

Indeed - what I stated is not inconsistent with that.

No. In the introduction to BoI, David writes, "In this book I shall
argue that all progress, both theoretical and practical, has resulted
from ... the quest for ... good explanations."
So the "central thesis" of BoI is not merely about "the basis of
science". It's about something broader: the cause for "all progress".

[snip]
Let LUP(maths)          be the set of problems which mathematics / computation 
theory says is undecidable
Let LDP(laws physics)   be the set of problems which is in LUP(maths) but 
which the laws of physics makes decidable
So LDP(laws physics) is the set of problems where the laws of physics is 
making the difference.
[snip]
But with our current understanding of the laws of physics, LDP(laws physics) is 
empty.
[snip]
If we had an infinity hotel, then yes LDP(laws physics) would be non empty.

No. If we had an infinity hotel, then LUP(laws maths) -- in
particular, the definition of "computable" -- would be different.
Therefore, LDP(laws physics) would still be empty.

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:
If ideas have to be justified then the idea that the putative source or criterion of 



justification is correct has to be justified and this leads to an infinite regress.

Of course scientific ideas have to be justified.

No. Justify - "to prove or show to be just, right, or reasonable".
(http://www.merriam-webster.com/dictionary/justified)

So it's not a matter of whether or not ideas (scientific or not)
*have* to be justified, because ideas *cannot* be justified.

They have to agree with observation.
They have to be open to criticism, and survive that criticism.
They should be falsifiable - and people should test that ideas.
Etc etc etc.
In summary science should follow the scientific method and provide good 
explanations.

We cannot be sure that we never will notice serious mistakes even
in theories that
- agree with our observations to date,
- have survived criticism so far,
- have passed our tests,
- etc.

Those theories are therefore not justified.

[snip]

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:

I suggest a different approach.
That approach used by David in the Chapter 13 is a good approach.
Start by using these axioms / theorems as starting points (which will apply 
under many different laws of physics
- whether those laws apply elsewhere - or whether we have not found 
additional, relevant laws of physics here).
They are a starting point where we build up explanations of the universe 
around us based on observation, criticism, etc.

http://www.merriam-webster.com/dictionary/justified


To the best of my knowledge, David doesn't use that approach, nor does he 
say that he uses it.
If you think he does, then page references and quotes would be useful.

On page 336-337, David writes
        "This is what Arrow did. He laid down five elementary axioms ...
        ...
        Arrow proved that the axioms that I have listed despite their reasonable 
appearance, logically inconsistent with each other.
        ...
        It seems to follow that a group of people jointly making decisions is 
necessarily irrational in one way or another."

In this section, David has clearly  followed the approach I suggested.

No. The passage above about Arrow's theorem above is a deliberate
example of specious reasoning. Note the word "seems" in the final
sentence.  As the book goes on to say, Arrow's Theorem doesn't apply
to creative decision-making processes that involve a search for good
explanations.  So although it may *seem* to follow from Arrow's
Theorem that all group decision making is irrational, it doesn't
*actually* follow.

Therefore, that passage is not an example of David actually using
the axiomatic approach. At least, not as a means of drawing
conclusions that he himself accepts.

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 25, 2012 at 4:03 AM

On 24 Oct 2012, at 07:11, jon_oliver@trendmicro.com wrote:

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:
I totally agree with the central thesis of BoI that finding good explanations, 
and those explanations are real is the basis of science.

BoI explains that explanations are not just relevant to science, they are 
relevant for making progress in every field.

Indeed - what I stated is not inconsistent with that.

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:
Do you have a criticism of those arguments?

Yes. On the basis of your email I have considered long and hard what I learned 
in computation theory 20 years ago,
and read up some more recent writings. I have re-read Chapter 8 thoroughly.
I will carefully go through my objections and post that to the list.

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:
The set where this happens is currently thought to be the empty set (no 
elements - for example Quantum computing does not change it from being 
empty).
So saying that this set (currently thought to be empty) dominates what is 
otherwise huge sets (infinite / uncountable) is a weak argument.

No such argument is made in BoI or FoR to the best of my knowledge.
Where is this argument made in either book? Page references would be useful 
and quotes too.

Let LUP(maths)  be the set of problems which mathematics / 
computation theory says is undecidable
Let LDP(laws physics)  be the set of problems which is in LUP(maths) but 



which the laws of physics makes decidable
So LDP(laws physics) is the set of problems where the laws of physics is 
making the difference.

This argument is made of page 186. David writes
 "So there is nothing *mathematically* special about the set of decidable 
questions, the non-computable functions, the unprovable propositions.
 They are distinguished by physics only."
So on page 186, BoI is saying that
 the set of decidable questions are distinguished by physics only.
But with our current understanding of the laws of physics, LDP(laws physics) is 
empty.
Quantum computing has not put any problems in this set.
Neither has special relativity or general relativity.
If we had an infinity hotel, then yes LDP(laws physics) would be non empty.

What you're quoting is the conclusion, not the argument.

The Turing machine has a tape with squares of finite size. Each square has one 
of a finite number of distinguishable symbols that can be read by a head with 
finite memory. That head moves by one square during each step of the evolution 
of the machine. In BoI, David points out that these requirements are not 
mandated by the laws of logic. Rather, it could be the case that the head could 
move by an infinite number of squares in a finite time, as in his suggested way of 
checking for prime pairs. The idea of the Turing machine is, in substance, a 
conjecture about the laws of physics that could have been false. The set of 
computable functions is picked out precisely by the fact that they can be 
computed by physical objects.

The issue is not whether the actual laws of physics could compute functions other 
than those computed by the Turing machine. It is whether there is any imaginable 
set of such laws that could do so.

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:
If ideas have to be justified then the idea that the putative source or criterion of 
justification is correct has to be justified and this leads to an infinite regress.

Of course scientific ideas have to be justified.

The phrase "of course" is bad. It implies that your position is necessarily correct, 



and so carries a lot of infallibilist baggage.

They have to agree with observation.
They have to be open to criticism, and survive that criticism.
They should be falsifiable - and people should test that ideas.
Etc etc etc.
In summary science should follow the scientific method and provide good 
explanations.

I suspect / guess that we have different meanings of the word "justified".
If so then I shall avoid using the word "justify" in my emails.

On Saturday, 20 October 2012 4:10 AM Alan Forrester wrote:

I suggest a different approach.
That approach used by David in the Chapter 13 is a good approach.
Start by using these axioms / theorems as starting points (which will apply 
under many different laws of physics
- whether those laws apply elsewhere - or whether we have not found 
additional, relevant laws of physics here).
They are a starting point where we build up explanations of the universe 
around us based on observation, criticism, etc.

To the best of my knowledge, David doesn't use that approach, nor does he 
say that he uses it.
If you think he does, then page references and quotes would be useful.

Please reread Chapter 13.

On page 336-337, David writes
 "This is what Arrow did. He laid down five elementary axioms ...
 ...
 Arrow proved that the axioms that I have listed despite their reasonable 
appearance, logically inconsistent with each other.
 ...
 It seems to follow that a group of people jointly making decisions is 
necessarily irrational in one way or another."



In this section, David has clearly  followed the approach I suggested.
Note: This is just one of many forms of good explanation - it is certainly not the 
only form of good explanation.

p. 194 terminology section of chapter 8: "Proof A computation which, given a 
theory of how the computer on which it runs works, establishes the truth of some 
abstract proposition."

So our knowledge of physics can't be built up from our knowledge of 
mathematics, since our knowledge of mathematics is dependent on whether we 
understand the laws of physics.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Rationalizing is something we *all* do Fabric-of-
Reality@yahoogroups.com
Date: October 25, 2012 at 2:32 PM

Someone said: "Rationalizing is a thing we *all* do, to feel better
about who we are and what we believe in … the stronger the hold of the
belief is, the stronger rationalizing."

No. Only *some* of us do that. Some of us have evolved beyond that.
But yes, *most* people do rationalize. They do it in order to protect
their self-image. Doing so helps them feel better. Rationalizing is
irrational. Because it shields ideas from criticism. It resists
error-correction.

The people that have evolved beyond rationalizing have rid themselves
of the meme (among other memes) that causes a person to feel bad when
he thinks his self-image has been attacked. So how does one get rid of
this meme? In other words, having this meme is a problem, so what is
the solution?

The reality is that *having* a self-image is bad. Having a self-image
means that a person holds a certain set of ideas as his. Ideas that he
doesn't want to change, because they *define* him. This is bad because
its possible that any one of those cherished ideas could be wrong. So
if you resist change of any one of your ideas, then you stay mistaken
about the mistaken ones. This is problematic. So what is the solution?

*All* of my ideas are on the table. That includes all my preferences,
all my interests, all my beliefs, and so on. Any of them could be
wrong. So if someone tells me (or I have) a criticism of any one of my
ideas, I will consider that criticism (where most people would
rationalize it away as untrue with the goal of protecting their
self-image).

Another problem that causes people to feel bad when they think their
self-image is attacked, is the meme that causes people to feel shame
when their mistakes are exposed. The implication is that mistakes are
bad. But mistakes aren't bad. Humans are fallible. That means that we
all make mistakes. It means no one is perfect. So if we take that meme
to its logical conclusion, then *all* humans should be ashamed. Of



course this is ridiculous. The reality is that mistakes are common.
They are so common that most mistakes go unnoticed by the person
making them. So, if someone exposes a mistake of mine (one that went
unnoticed by me), that gives me the opportunity to correct that type
of mistake going forward. So that makes me a better person. I've
improved myself. I've become a better person, a better father, a
better worker. So, the act of exposing my mistake led to my becoming a
better person. So, exposing one's mistakes is good!

So why would exposing mistakes be considered shameful? Why do people
think this way? Its because they learned it from their parents and
society. Parents punish their children for making mistakes (like
hitting/scolding/frowning/timeouts). Teachers punish their students
for making mistakes (like taking points of tests). And employers
punish their employees for making mistakes (write-ups and scoldings).
And society frowns on people who get punished. So this *mistakes are
shameful* meme is prevalent among almost 100% of the human population.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] People Lie Constantly
Date: October 25, 2012 at 11:27 PM

On Oct 23, 2012, at 1:09 PM, Josh Jordan <josh@joshjordan.name> wrote:

On Tue, Oct 23, 2012 at 2:29 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 23, 2012, at 4:33 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Sun, Oct 21, 2012 at 4:50 PM, Elliot Temple <curi@curi.us> wrote:

Basically everyone lies all the time, and most people don't notice most of
the lies and even regard them as non-lies.

To lie is to make a statement that one does not believe, with the intention
of causing someone to believe it.

This doesn't account for people lying to themselves well.

True.

Sometimes they believe their own lies, and keep telling them, and they are still 
lies.

No. The phrase is metaphorical. "Lying to onself" doesn't consist of
literally lying to oneself. Rather, as
http://en.wikipedia.org/wiki/Self-deception says, it is

"a process of denying or rationalizing away the relevance, significance, or 
importance of opposing evidence and logical argument."

So lying to oneself is actually a matter of "blanking out" and
intentionally suppressing criticisms of certain ideas that we hold.
And thus it doesn't actually involve lying in the common understanding
of the term.

People often say lies which are mostly directed at themselves, sometimes 

http://en.wikipedia.org/wiki/Self-deception


entirely. So I think it's not a metaphor.

Also people do most of their criticism suppression unintentionally. They may have 
intended to set up their mind this way in the past, that is another discussion, but 
at the time they are suppressing some criticism often it's not intentional, it's not 
something they are understanding and choosing.

Or consider this statement: "A rogue programmer has programmed Siri to lie in 
response to a small number of questions." Siri doesn't have intentions or 
beliefs, yet this statement is understandable anyway.

It's understandable, but it's technically (philosophically) incorrect.
It's like saying that someone programmed an X-ray machine to murder a
few patients at random by giving them too much radiation. Murder, like
lying, requires intention.

You're trying to start with definitions (but why would we accept your definition is 
perfect?) and then arguing philosophical points from there.

That is not a good approach. It's better to start with existing philosophical 
knowledge and try to improve it. Existing knowledge says people lie to 
themselves and Siri can be programmed to tell lies and so on. That all makes 
sense and is comprehendible and even useful so I don't see the point of attacking 
it.

It's one thing to criticize an idea because of some flaw in it or problem it causes. 
It's another to criticize it for failing to match up with some ivory tower definition 
that doesn't matter. That's a mistake. My conception of lying is no less useful or 
informative just because it doesn't match what a few people think the definition of 
"lying" should be.

And then consider: "A static meme has programmed Bob to lie in response to a 
small number of questions." I don't think this is a very good statement of how 
static memes work, but I think it's still useful for thinking about lying.

I agree it's not a good statement of how static memes work. Bob is
still responsible for his behavior here. How is this useful for
thinking about lying?



The problem with the part is the "programmed" idea, people aren't exactly 
programmed. But the lying part isn't a problem at all, it's useful. People lie 
because of static memes or with static memes involved or whatever. This is well 
known, it's important, and lying is a good way to think of it. They aren't telling the 
truth, they are saying stuff that isn't true, they aren't trying to make it true, they 
maybe aren't thinking "i'll tell a lie now", often they don't give their statements 
much thought, yet it is lying.

Lacking bad intentions does not automatically excuse one of wrongdoing or 
lying.

If we don't intend to deceive while making a statement, this may not
excuse us entirely from the consequences, but it *does* mean that we
weren't lying.

By a definition you want to insist on that has little to do with common usage of the 
word or useful ways to think.

People do things like be reckless with the truth by not thinking something through 
enough when they should have, and that is lying. You could say they falsely 
implied they weren't speaking out of their ass by acting normally. But is this 
intentional? Not necessary. People could do it accidentally while having good 
intentions because they are bad at life. You can lie due to lack of integrity, due to 
being bad at life, due to all kinds of things other than deceitful intentions.

Some people lie to themselves to rationalize. Rationalizing involves deceiving 
oneself but you don't intentionally think "this is a lie, i know it's not true, i'll say it to 
myself anyway". Most lies aren't so explicit and intentional like that. If you limit 
your conception of lying to only a sort of textbook blatant case like that, that is 
artificial and you're not going to understand most lying people do. Or you'll have 
to understand it without using one of the few words that covers it well (a handicap 
with no upside).

Similarly, lacking bad intentions does not automatically excuse a
killer, but it is the difference between murder and negligent
homicide. The difference in culpability is large enough to warrant a
separate term.



You're right that "lying" is a broad term. Lots of terms we use are broad. That isn't 
worth trying to change the language over. If you try to change the language over 
every over-broad word -- or just don't use them how other people do -- what you 
have ahead of you is mostly frustration and failure. Changing the language is 
such a big deal one shouldn't even try unless it's super important. The rest of the 
time it's better to work with the tools available. They're adequate. They allow 
writing Atlas Shrugged or BoI or all kinds of things without having to do anything 
in the same category of trying to redefine "lying".

BTW if there's one word worth trying to correct people about and get them to use 
better, I think it's "liberal". That one is a hundred times more messed up and 
important than just lying referring to arguably too broad a category. (Which people 
cope with using clarifying terms like "white lie", "chronic liar", etc, it's not so bad.)

Nor is being foolish, careless, immoral or reckless enough to believe your own 
lies a good excuse.

Agreed.

For example:
http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/

Not too long ago, I wrote about my sister Linda, who passed away this
summer.
Nobody could love a daughter more than my father Michael loved Linda.

and
the physicians who cared for my daughter, without exception, were very
understanding and gave freely of their time.

How do we know that the authors didn't actually believe those two 
sentences?

It's not relevant. If they lied to themselves, and believe it, and choose not to act 
with integrity, that doesn't make people non-liars.

How do we know the authors didn't actually believe those two

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


statements from the first time they thought them? In this case they
wouldn't have lied, even to themselves.

That's not the relevant thing to think about. That's not a good question. This is an 
example of how misunderstanding lying leads to bad thinking processes.

Who cares what their first reaction was? Why is that worth considering? I don't 
think that question is enlightening.

What's going on, the important thing, is their worldview itself and way of thinking 
promotes falsehood in various ways and chronically makes false statements 
about various issues. And if they don't do anything about that then they are 
responsible. responsibility is a better way to judge people than intentions! 
considering if they are responsible is more enlightening and objective than 
considering their intentions.

Lots of people habitually take actions. Intentional or not, they are responsible for 
these actions. The actions distort their view of reality. They believe their own 
biases, and keep on believing it, and rationalize away contradictions and counter-
arguments. They evade criticism. This is a dishonest way of life. They lack 
integrity. They are liars. (These go together. Dishonest, liar, lack of integrity. They 
are linked concepts. If you can see any one of them fits, you shouldn't have too 
much trouble with the rest. They aren't identical but there's some significant 
connections and interplay.)

Learning to notice lying is an important skill if one wants to be wise and
do significantly better thinking than convention.

The only way I have managed to make sense of Elliot's post is to read "to
lie" as "to make a statement that one believes, but which is actually
false". Does that rewording still capture what's important here?

No. Not all mistakes are lies. That's not close to what "lie" means.

I think you're overestimating how literal minded the standard common-sense 
meaning of "lie" is. What I'm saying is not a large deviation. Consider Bill 
Clinton. He told some literal lies (including under oath) but that hasn't received 



the most attention. He also told a lot more not-so-literal lies -- he obfuscated, 
played word games, played dumb, became a more forgetful person, took 
things literally when that didn't match the intended meaning, argued definitions 
and otherwise caused confusion. And what sort of reputation does he have? A 
liar. No one cares to check if he matches up to some exacting definition of 
"liar", he is a liar regardless.

It's true that people often don't distinguish between deceits and
lies. But the conventional understanding is that both require an
intention to deceive, and Clinton's deceits were intentional.  So the
above example is in accord with that aspect of the definition of a lie
that I gave.

BTW, for those who don't know, when Clinton said he didn't have sexual 
relations with Monica Lewinsky, the lawyer questioning him had already 
provided a definition of sex that clearly and unambiguously included oral. So 
that was definitely a lie. But my point is basically that even people who don't 
know a detail like that still have no problem calling Clinton a liar, most people 
are not as strict with the word as Josh. I think Josh's use is therefore the non-
standard approach and simply using the term more conventionally would 
render my post more understandable.

In neither of the statements I originally quoted do I see any particular effort to 
tell the truth. If someone doesn't know better because he hasn't ever thought 
about it that's no excuse. For one thing, by speaking to the matter without 
giving us any warning he is implying he is fit to speak to that matter, which isn't 
true, so he's a liar.

Being an honest man, a man of integrity, a truth-teller, is not merely about 
carefully refraining from doing a few exact banned things. It's also about 
having certain attitudes, following the spirit of the concept not the letter of the 
law, trying to live by some principles. This is common knowledge.

I agree that being an honest person involves more than merely
refraining from all forms of deceit (including lying). It also
involves doing the things Elliot mentioned. One example of a principle
an honest person lives by is that of keeping one's promises the best
of one's ability.



You're basically splitting hairs so you can say:

A person dishonestly says false stuff, and is responsible for this, and lacks 
integrity, and should have known better if he cared to think about it, but he's not a 
"liar".

That's contrary to common usage and useful usage. There's nothing to be gained 
by declaring those non-lies except the partial defense of these bad people.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Privacy - When, Why?
Date: October 25, 2012 at 11:38 PM

On Oct 20, 2012, at 8:14 PM, Lulie Tanett <luliet@gmail.com> wrote:

When is privacy good?

Both for yourself, and other people.

What sort of things should one keep private about oneself?

There is a risk of keeping things private and then using that as a way to avoid 
criticism on those things. Like if you want to 'think something through' first 
before getting criticism on it. Or if you have some secrets that you're hiding 
because you don't want criticism on them. So that's bad.

Yeah!

But how can you tell whether you're doing it for this reason or a legitimate 
reason? What possible legitimate reasons could there be?

One thing you can do is use your existing knowledge about this to make 
judgments, and then try to improve it.

It's not so important to get it right the first time. The important thing is your way of 
judging is getting improved.

So if you say you need to think it through before you post it, but then a month 
later you haven't posted it for criticism or made substantial progress, then it 
wasn't privacy it was evasion. And if you can recognize you evaded in retrospect 
then you can adjust how you judge things to try not to be wrong again next time.

If someone hypothetically kept thinking it was privacy, but then it turned out to be 
evasion, 20 times in a row, then he's not doing a very good job with adjusting his 
judgment. He should make some larger adjustments. Maybe he should try 
assuming almost everything is evasion, as a test, and then seeing how that works 
out. (If trying such a test, one may still wish to refrain from saying any personal 
information which, in general, should be private and is irrelevant to philosophical 



discussion.)

What sort of things should one keep private about others? What are common 
mistakes people make about privacy?

Generally, people don't ask permission enough when sharing details of other 
people. Some people won't want those details to be shared, and that should be 
generally respected.

It's bad because: They have a reason for not wanting those details to be shared, 
and you don't know the reason so you don't know if it's good. Or if you did know 
the reason, you should still respect their autonomy and keep their thing secret 
(why didn't you persuade them if their reason is bad? if you can't persuade 
them, maybe you're the one who's wrong).

When a person tells you something, he's telling you not your friends. It depends 
on the relationship and context, but often it's implied that you aren't to share it 
further against his wishes. You can think of that as a condition for being told in the 
first place. You wouldn't know the info to gossip about at all unless you'd (at least 
implicitly) agreed to that condition. So you shouldn't break your (implicit) word.

To judge when it's OK to share you have to go by either conventional standards in 
our culture or specific knowledge of the person and his values. To the extent 
issues aren't totally covered by convention or the person disagrees with 
convention, you better ask to understand the rules. Once you ask permission 
several times maybe you can learn the rules and act with a bit more autonomy. If 
you don't do this you're betraying the (implied) agreement to not share it in 
unwanted ways that was a condition of being told it at all.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Preventing Crimes
Date: October 26, 2012 at 12:02 AM

On Aug 25, 2012, at 10:31 AM, Roberto <roberto.szabo@gmail.com> wrote:

Em 24/08/2012, às 09:55, Alan Forrester 
<alanmichaelforrester@googlemail.com> escreveu:

Also, nobody at the cinema had a gun, and so nobody could stop the shooter. 
Why did nobody have a gun? Possibly because it's illegal to carry a concealed 
weapon in Colorado:

Allan, you really think people should go to the cinema carrying guns?

Sounds good to me.

"An armed society is a polite society." -- Robert Heinlein

It's also a society with more self-defense. And more equal fights -- the bad guys 
will bring a gun into the cinema whether or not the regular people have guns.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: "jon_oliver@trendmicro.com" <jon_oliver@trendmicro.com> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 26, 2012 at 1:34 AM

On Thursday, 25 October 2012 6:34 PM Josh Jordan wrote:

Let LUP(maths)          be the set of problems which mathematics / computation 
theory says is undecidable
Let LDP(laws physics)   be the set of problems which is in LUP(maths) but 
which the laws of physics makes decidable
So LDP(laws physics) is the set of problems where the laws of physics is 
making the difference.
[snip]
But with our current understanding of the laws of physics, LDP(laws physics) is 
empty.
[snip]
If we had an infinity hotel, then yes LDP(laws physics) would be non empty.

No. If we had an infinity hotel, then LUP(laws maths) -- in particular, the 
definition of "computable" -- would be different.
Therefore, LDP(laws physics) would still be empty.

No.
LUP(maths) is the Turing computable problems.
If the laws of physics includes an infinity hotel, then this does not change the 
definitions of Turing machines
 (nor does it change the definitions of Lambda Calculus).
Therefore if we had an infinity hotel, then yes LDP(laws physics) would be non 
empty.
If the prime-pairs conjecture is not Turing computable, then (as David points out 
on p185),
then infinity hotel would allow the prime-pairs conjecture to be in  LDP(laws 
physics).

On Thursday, 25 October 2012 6:34 PM Josh Jordan wrote:



I suggest a different approach.
That approach used by David in the Chapter 13 is a good approach.
Start by using these axioms / theorems as starting points (which
will apply under many different laws of physics
- whether those laws apply elsewhere - or whether we have not found 
additional, relevant laws of physics here).
They are a starting point where we build up explanations of the universe 
around us based on observation, criticism, etc.

To the best of my knowledge, David doesn't use that approach, nor does he 
say that he uses it.
If you think he does, then page references and quotes would be useful.

On page 336-337, David writes
        "This is what Arrow did. He laid down five elementary axioms ...
        ...
        Arrow proved that the axioms that I have listed despite their reasonable 
appearance, logically inconsistent with each other.
        ...
        It seems to follow that a group of people jointly making decisions is 
necessarily irrational in one way or another."

In this section, David has clearly  followed the approach I suggested.

No. The passage above about Arrow's theorem above is a deliberate example 
of specious reasoning. Note the word "seems" in the final sentence.  As the 
book goes on to say, >Arrow's Theorem doesn't apply to creative decision-
making processes that involve a search for good explanations.  So although it 
may *seem* to follow from Arrow's Theorem that >all group decision making is 
irrational, it doesn't *actually* follow.

Therefore, that passage is not an example of David actually using the axiomatic 
approach. At least, not as a means of drawing conclusions that he himself 
accepts.

I disagree.
David's approach in this Chapter follows a good approach. Starts with the axioms 
- looks at the theorems based on those axioms.
He then goes on to build up explanations using that as a starting point (p336).
He uses observation to see the relevancy of those axioms (for example on p338 



"because in the case of elections the element of persuasion is central to the 
whole exercise").
He uses observation and criticism to come to conclusions (summarized on p352).

This is a very different approach that starting off with the idea that the pure maths 
should be ignored.

Cheers
Jon
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From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Privacy - When, Why?
Date: October 27, 2012 at 11:40 AM

On 25 Oct 2012, at 11:38 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 20, 2012, at 8:14 PM, Lulie Tanett <luliet@gmail.com> wrote:

When is privacy good?

Both for yourself, and other people.

What sort of things should one keep private about oneself?

There is a risk of keeping things private and then using that as a way to avoid 
criticism on those things. Like if you want to 'think something through' first 
before getting criticism on it. Or if you have some secrets that you're hiding 
because you don't want criticism on them. So that's bad.

Yeah!

Why is it not good to think something through before getting criticism on it?

Getting outside criticism as early as possible, maybe after you've thought about it 
for like 5 mins to weed out the easier mistakes, means you can learn faster. Is it 
worth waiting before getting criticism to think about it more after the 5 mins?

Might 'thinking something through' (sometimes) not be to avoid criticism, but just 
a mistaken idea on when it's a good idea to get criticism? (Does it matter what 
the motives are?)

How common is it actually to use privacy to avoid criticism? Like don't most 
people not value privacy a lot, so it wouldn't be an excuse? Or are there common 
situations where this does happen?

But how can you tell whether you're doing it for this reason or a legitimate 
reason? What possible legitimate reasons could there be?



One thing you can do is use your existing knowledge about this to make 
judgments, and then try to improve it.

It's not so important to get it right the first time. The important thing is your way 
of judging is getting improved.

So if you say you need to think it through before you post it, but then a month 
later you haven't posted it for criticism or made substantial progress, then it 
wasn't privacy it was evasion. And if you can recognize you evaded in retrospect 
then you can adjust how you judge things to try not to be wrong again next time.

And how you adjust will depend on the specific mistake you made?

If someone hypothetically kept thinking it was privacy, but then it turned out to 
be evasion, 20 times in a row, then he's not doing a very good job with adjusting 
his judgment. He should make some larger adjustments. Maybe he should try 
assuming almost everything is evasion, as a test, and then seeing how that 
works out. (If trying such a test, one may still wish to refrain from saying any 
personal information which, in general, should be private and is irrelevant to 
philosophical discussion.)

What sort of things should one keep private about others? What are common 
mistakes people make about privacy?

Generally, people don't ask permission enough when sharing details of other 
people. Some people won't want those details to be shared, and that should be 
generally respected.

It's bad because: They have a reason for not wanting those details to be 
shared, and you don't know the reason so you don't know if it's good. Or if you 
did know the reason, you should still respect their autonomy and keep their 
thing secret (why didn't you persuade them if their reason is bad? if you can't 
persuade them, maybe you're the one who's wrong).

When a person tells you something, he's telling you not your friends. It depends 
on the relationship and context, but often it's implied that you aren't to share it 
further against his wishes. You can think of that as a condition for being told in 
the first place. You wouldn't know the info to gossip about at all unless you'd (at 



least implicitly) agreed to that condition. So you shouldn't break your (implicit) 
word.

To judge when it's OK to share you have to go by either conventional standards 
in our culture or specific knowledge of the person and his values. To the extent 
issues aren't totally covered by convention or the person disagrees with 
convention, you better ask to understand the rules. Once you ask permission 
several times maybe you can learn the rules and act with a bit more autonomy. 
If you don't do this you're betraying the (implied) agreement to not share it in 
unwanted ways that was a condition of being told it at all.

What do conventional standards say about when it's okay to talk to your friends 
about some info of another person? Also aren't the conventional standards bad 
and undervalue privacy? People gossip a lot. I guess there is also the fact that 
conventionally, people who get gossiped about don't like it.

What if you saw someone at your school/work/club that you didn't know do some 
embarrassing thing in public and you told your friends/colleagues? The person 
wouldn't like that getting spread around, but especially if you don't know the 
person then it's usually considered OK to tell stories like that.

What if you want to get advice about how to deal with or respond to a person? In 
content debates, it's reasonably common to talk to multiple people about the 
conversation to think of new arguments. In more meta/personal interactions, it's 
more of a grey area: it's common for someone to have a confidant to help them 
but then generally keep that interaction private.

What about if you think the person who shared things with you is bad? Does that 
affect in any way how you should treat the privacy of the information? If so, why?

If someone breaks your privacy, are there any situations where that makes it OK 
to break their privacy? If so, what and why?

What sort of things could someone do *other than* say/imply a thing isn't private 
that would warrant breaking their privacy?

--
Lulie Tanett



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Self Privacy (Was Re: Privacy - When, Why?)
Date: October 27, 2012 at 2:18 PM

On 21 Oct 2012, at 02:01 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 21, 2012, at 6:53 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 20 Oct 2012, at 11:14 PM, Lulie Tanett <luliet@gmail.com> wrote:

When is privacy good?

Both for yourself, and other people.

What sort of things should one keep private about oneself?

There is a risk of keeping things private and then using that as a way to avoid 
criticism on those things. Like if you want to 'think something through' first 
before getting criticism on it. Or if you have some secrets that you're hiding 
because you don't want criticism on them. So that's bad.

But how can you tell whether you're doing it for this reason or a legitimate 
reason? What possible legitimate reasons could there be?

J.K. Rowling said:

"I find that discussing an idea out loud is often the way to kill it stone dead."

Why is this?

I suspect the speaker is other-people-oriented.

Is it that being other-people-oriented means that discussing an idea with others 
and getting their opinion will affect your opinion simply because other say it, 
rather than using their own judgement of that opinion?

(Out of curiosity, where did the phrase 'other-people-oriented' originate? Rand, 



Elliot, Szasz...?)

Oh and given the books she wrote, I know she is. But I mean I guess that 
anyone who finds this to be true for them is too other-people-oriented. I think 
other-people-oriented is the cause. Otherwise whatever feedback you got, you 
could not think about if it wasn't helpful. (Unless it was a rational refutation of 
your project, in which case it *should* kill the project.)

How can you not think about it if it isn't helpful? Once you hear it, you can't un-
know it. It changes the way you think about things -- now the set of things you 
think about include this thing.

Does this idea of "you could not think about it" apply to spoilers? Presumably not 
wanting to read the ending chapter of a book first is not other-people-oriented.

If this is true, isn't this a legitimate reason to keep private about ideas?

Yes. Even if it's due to a flaw in you, it's *still* a good reason to keep some ideas 
private.

Right, because then although you're still other-people-oriented, at least you're not 
sacrificing all your ideas. Means you can work on things before solving the other-
people-oriented problem, without letting the problems caused by it interfere with 
your life too much.

Szasz said in the Second Sin (p.11):

"One cannot be an individual, a person separate from others (family, society, 
etc.), without having secrets."

Is this true? Or is it only for people who are other-people-oriented?

Suppose you were top class at something. Would it be worthwhile to get 
criticism of your ideas, given no one knows anything better? Yes, because 
people may still be able to identify problems.

Even if you're way above someone in a field, that doesn't mean your knowledge 
is a perfect superset of theirs. They may know a few things you don't. Perhaps 
subtle things like a slightly different perspective on an issue. Sometimes a 
criticism about why some explanation in the field is hard to understand and 



confusing for them. Sometimes something even more important.

What if no one understands your idea well enough to criticise it? Like would it 
have been worth Rand showing drafts of her stuff, given no one knew her 
ideas when she was writing?

I believe Rand did show drafts of her stuff,

Know any cites, or where she might have mentioned this?

and would bet she got value from doing so.

No one is so far ahead of everyone else in every way that external criticism and 
commentary is totally useless.

When Rand wrote The Fountainhead, she wanted it to be understandable by a 
large audience. So one type of feedback people could give her is whether they 
understood it. Just as one example.

Aha, so a general response to 'what if no one understands your idea well enough' 
is: that *is* a criticism (of how you explain it).

What if someone gets comments/criticism on their stuff that's actually harmful? 
Like it gets them thinking down worse lines of thought, and/or causes them to 
forget their idea (like if it was fairly inexplicit and they just described a part of 
it).

If your ideas are sufficiently unconventional, it may not be worth asking for 
feedback on them, because people will put pressure on you to be 
conventional. They wouldn't 'get' it and they'll try to make it into something 
worse.

I think you're talking about someone:

- with unconventional ideas

and



- who isn't confident or skilled at standing up to convention

Yes. (More the latter paragraph below -- someone slightly unconventional who 
knows a bit.)

I agree that's a fragile combination to be careful with. But I think more usually a 
strongly unconventional person who is really advanced won't be so fragile, he 
will know a lot and be bold and not be as other-person-oriented as most people 
are. Some of his skill may help him deal with such things, exercise control over 
what he thinks about, etc...

I'd be more concerned for a slightly unconventional person who knows just a 
little bit, tells his friends, and then is pressured to drop the idea. I think that 
happens constantly and is one of the mechanisms keeping people conventional. 
It's an error-correction method in service of evil. Each deviation from convention 
promptly gets attempted suppression by peers.

This seems like one of the main reasons privacy is a good idea for most people.

Though, might it be for most people that the feeling of not liking criticism is similar 
to the feeling of being pressured to drop ideas? Are there any common indicators 
for whether you're doing it for criticism-avoiding or because they're pressuring 
you to be more conventional?

Especially in situations where the convention is actually a better idea (so you 
wouldn't be able to tell just by whether their criticism is conventional or not). The 
people would be giving arguments for doing the conventional thing, but for 
someone who might avoid criticism, how could he tell the difference between 
criticism and pressure? How can he judge which ideas are safe to make 
unpublic?

--
Lulie Tanett



From: David <davidsteglet@gmail.com>
Subject: [BoI] Multiverse = Many Worlds?
Date: October 27, 2012 at 8:01 AM

Last year there were 2 papers that propose that "Many Worlds" and the
eternal inflation Multiverse is the same, so instead of worlds splitting,
all worlds exist spatially separated in this infinite multiverse

The first paper was by Anthony Aguirre and Max Tegmark (
http://arxiv.org/abs/1008.1066) and the second was by Leonard Susskind and
Raphael Bousso (http://arxiv.org/abs/1105.3796) have these been read and
evaluated by any of the BoI'ers before?

-- 

http://arxiv.org/abs/1008.1066
http://arxiv.org/abs/1105.3796


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Multiverse = Many Worlds?
Date: October 27, 2012 at 2:51 PM

On Oct 27, 2012, at 5:01 AM, David <davidsteglet@gmail.com> wrote:

Last year there were 2 papers that propose that "Many Worlds" and the
eternal inflation Multiverse is the same, so instead of worlds splitting,
all worlds exist spatially separated in this infinite multiverse

The first paper was by Anthony Aguirre and Max Tegmark (
http://arxiv.org/abs/1008.1066) and the second was by Leonard Susskind and
Raphael Bousso (http://arxiv.org/abs/1105.3796) have these been read and
evaluated by any of the BoI'ers before?

Questions:

What does "spatial separation" between universes mean, and how does it differ 
from the concept of spatial separation within universes?

How does separated universes explain quantum computation and other 
phenomenon involving interaction between universes? Prima facie that requires 
non-local interactions.

What new ideas are being offered, for what purpose? What problem is being 
solved? What's the motivation for something new?

PS In MWI, there is no splitting.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://arxiv.org/abs/1008.1066
http://arxiv.org/abs/1105.3796
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Self Privacy (Was Re: Privacy - When, Why?)
Date: October 27, 2012 at 3:49 PM

On Oct 27, 2012, at 11:18 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 21 Oct 2012, at 02:01 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 21, 2012, at 6:53 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 20 Oct 2012, at 11:14 PM, Lulie Tanett <luliet@gmail.com> wrote:

When is privacy good?

Both for yourself, and other people.

What sort of things should one keep private about oneself?

There is a risk of keeping things private and then using that as a way to 
avoid criticism on those things. Like if you want to 'think something through' 
first before getting criticism on it. Or if you have some secrets that you're 
hiding because you don't want criticism on them. So that's bad.

But how can you tell whether you're doing it for this reason or a legitimate 
reason? What possible legitimate reasons could there be?

J.K. Rowling said:

"I find that discussing an idea out loud is often the way to kill it stone dead."

Why is this?

I suspect the speaker is other-people-oriented.

Is it that being other-people-oriented means that discussing an idea with others 
and getting their opinion will affect your opinion simply because other say it, 
rather than using their own judgement of that opinion?



(Out of curiosity, where did the phrase 'other-people-oriented' originate? Rand, 
Elliot, Szasz...?)

Not sure. Maybe my phrase. Related to Rand's second-handed concept and 
discussion of altruism (altruism = other-ism, which is bad). And Feynman's "What 
do you care what other people think?". Not from Szasz.

From googling, "people oriented" seems to be a reasonably common phrase.

Oh and given the books she wrote, I know she is. But I mean I guess that 
anyone who finds this to be true for them is too other-people-oriented. I think 
other-people-oriented is the cause. Otherwise whatever feedback you got, you 
could not think about if it wasn't helpful. (Unless it was a rational refutation of 
your project, in which case it *should* kill the project.)

How can you not think about it if it isn't helpful? Once you hear it, you can't un-
know it. It changes the way you think about things -- now the set of things you 
think about include this thing.

If it's not useful, then why would you use it in your thinking? Typically we just 
remember and re-use useful ideas that accomplish something.

If you found an idea completely boring and pointless, you wouldn't care about it.

Maybe you're imagining a case of an idea you claim is bad but you don't know 
how to persuade yourself it's actually bad. So you're not actually sure if it's true or 
not, so you keep wondering about it. The solution to ideas like that isn't to avoid 
hearing them, it's to get better at evaluating them.

Does this idea of "you could not think about it" apply to spoilers? Presumably 
not wanting to read the ending chapter of a book first is not other-people-
oriented.

Spoilers are something else, I agree.

If this is true, isn't this a legitimate reason to keep private about ideas?



Yes. Even if it's due to a flaw in you, it's *still* a good reason to keep some 
ideas private.

Right, because then although you're still other-people-oriented, at least you're 
not sacrificing all your ideas. Means you can work on things before solving the 
other-people-oriented problem, without letting the problems caused by it 
interfere with your life too much.

Szasz said in the Second Sin (p.11):

"One cannot be an individual, a person separate from others (family, society, 
etc.), without having secrets."

Is this true? Or is it only for people who are other-people-oriented?

I think it's true. I think maybe a hypothetical flawless, perfect God wouldn't need 
secrets. But all real individuals are imperfect, that's part of being an individual (if 
we were all perfect Gods, we'd all be the same, not be individuals).

And what Szasz talks about, in particular, is separation. If you haven't got any 
ideas your family doesn't have, and they have no ideas you don't have, then 
you're not separate.

Suppose you were top class at something. Would it be worthwhile to get 
criticism of your ideas, given no one knows anything better? Yes, because 
people may still be able to identify problems.

Even if you're way above someone in a field, that doesn't mean your 
knowledge is a perfect superset of theirs. They may know a few things you 
don't. Perhaps subtle things like a slightly different perspective on an issue. 
Sometimes a criticism about why some explanation in the field is hard to 
understand and confusing for them. Sometimes something even more 
important.

What if no one understands your idea well enough to criticise it? Like would it 
have been worth Rand showing drafts of her stuff, given no one knew her 
ideas when she was writing?



I believe Rand did show drafts of her stuff,

Know any cites, or where she might have mentioned this?

and would bet she got value from doing so.

No one is so far ahead of everyone else in every way that external criticism 
and commentary is totally useless.

When Rand wrote The Fountainhead, she wanted it to be understandable by a 
large audience. So one type of feedback people could give her is whether they 
understood it. Just as one example.

Aha, so a general response to 'what if no one understands your idea well 
enough' is: that *is* a criticism (of how you explain it).

What if someone gets comments/criticism on their stuff that's actually 
harmful? Like it gets them thinking down worse lines of thought, and/or 
causes them to forget their idea (like if it was fairly inexplicit and they just 
described a part of it).

If your ideas are sufficiently unconventional, it may not be worth asking for 
feedback on them, because people will put pressure on you to be 
conventional. They wouldn't 'get' it and they'll try to make it into something 
worse.

I think you're talking about someone:

- with unconventional ideas

and

- who isn't confident or skilled at standing up to convention

Yes. (More the latter paragraph below -- someone slightly unconventional who 
knows a bit.)

I agree that's a fragile combination to be careful with. But I think more usually a 



strongly unconventional person who is really advanced won't be so fragile, he 
will know a lot and be bold and not be as other-person-oriented as most 
people are. Some of his skill may help him deal with such things, exercise 
control over what he thinks about, etc...

I'd be more concerned for a slightly unconventional person who knows just a 
little bit, tells his friends, and then is pressured to drop the idea. I think that 
happens constantly and is one of the mechanisms keeping people 
conventional. It's an error-correction method in service of evil. Each deviation 
from convention promptly gets attempted suppression by peers.

This seems like one of the main reasons privacy is a good idea for most people.

Yeah it's a substantial reason.

Though, might it be for most people that the feeling of not liking criticism is 
similar to the feeling of being pressured to drop ideas? Are there any common 
indicators for whether you're doing it for criticism-avoiding or because they're 
pressuring you to be more conventional?

There's lots of things people commonly associate with criticism. Another is being 
unpopular. Another is being bad as judged by the people with the power to make 
your life unpleasant (e.g. teachers, graders). Another is being ignorant or 
uneducated. Schools and parents typically make giving wrong answers 
something unpleasant not a positive learning experience. (And they don't even 
consider that what they think is a wrong answer might actually be true 
sometimes. They don't approach it in a rational way.)

Especially in situations where the convention is actually a better idea (so you 
wouldn't be able to tell just by whether their criticism is conventional or not). The 
people would be giving arguments for doing the conventional thing, but for 
someone who might avoid criticism, how could he tell the difference between 
criticism and pressure? How can he judge which ideas are safe to make 
unpublic?

Conjecture which are safe and which are pressure, improve conjectures with 
critical thinking.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Self Privacy (Was Re: Privacy - When, Why?)
Date: October 27, 2012 at 4:02 PM

Sent from my iPad

On 21 Oct 2012, at 10:12 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/21/2012 2:53 PM, Lulie Tanett wrote:
What if no one understands your idea well enough to criticise it? Like would it 
have been worth Rand showing drafts of her stuff, given no one knew her 
ideas when she was writing?

What if someone gets comments/criticism on their stuff that's actually harmful? 
Like it gets them thinking down worse lines of thought, and/or causes them to 
forget their idea (like if it was fairly inexplicit and they just described a part of 
it).

When other people put pressure on you to be conventional, it's often not 
deliberate, or even because they disagree; it's because they haven't understood 
what your idea really is, and they assume it's something more conventional than 
it is, so they start developing it in a way that is consistent with that.

For example, they'll suggest ways to apply it or things that are similar to it. If it's 
something you yourself don't yet understand clearly, then you might not realise 
that those things aren't actually relevant. Then, as you continue developing the 
idea yourself, you might refute good developments because they don't fit with 
the (actually irrelevant) stuff they said.

Wouldn't that only slow you down, though, rather than prevent progress? 
Because at some point you'll understand the idea more clearly and then see 
those things are irrelevant.

If your ideas are sufficiently unconventional, it may not be worth asking for 
feedback on them, because people will put pressure on you to be 
conventional. They wouldn't 'get' it and they'll try to make it into something 
worse.

If that pressure is in the form of asking "why is this better than the conventional 
approach" or "how does this solve a problem that the conventional approach 



solves" then that's useful criticism.

Neither of those questions sound like pressure, nor sound conventional.

You need to have sufficient grasp on the idea that you don't just lose track of it 
in the face of criticism, but that's true for *any* kind of criticism, not just criticism 
about being unconventional. If you've got that grasp then I don't think there's 
anything wrong with the pressure.

What should you do if you're bad at grasping ideas and keeping track of them? 
Lots of people have trouble with 'losing the plot'. What are some ways one could 
get better at this?

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Privacy - When, Why?
Date: October 27, 2012 at 4:15 PM

On Oct 27, 2012, at 8:40 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 25 Oct 2012, at 11:38 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 20, 2012, at 8:14 PM, Lulie Tanett <luliet@gmail.com> wrote:

When is privacy good?

Both for yourself, and other people.

What sort of things should one keep private about oneself?

There is a risk of keeping things private and then using that as a way to avoid 
criticism on those things. Like if you want to 'think something through' first 
before getting criticism on it. Or if you have some secrets that you're hiding 
because you don't want criticism on them. So that's bad.

Yeah!

Why is it not good to think something through before getting criticism on it?

How does one think something through? With critical thinking. Guesses and 
criticism. You need criticism to think things through, and external criticism can 
help with that.

Getting outside criticism as early as possible, maybe after you've thought about 
it for like 5 mins to weed out the easier mistakes, means you can learn faster. Is 
it worth waiting before getting criticism to think about it more after the 5 mins?

it depends. one should conjecture some policy for handling such decisions, 
criticize it, try it, criticize it more, incrementally improve it.

some policies cause problems, e.g. b/c they don't get enough external criticism. 



they should be improved.

Might 'thinking something through' (sometimes) not be to avoid criticism, but just 
a mistaken idea on when it's a good idea to get criticism? (Does it matter what 
the motives are?)

How common is it actually to use privacy to avoid criticism? Like don't most 
people not value privacy a lot, so it wouldn't be an excuse? Or are there 
common situations where this does happen?

using privacy to avoid criticism is common. lots of people try to hide their flaws, 
keep them secret.

But how can you tell whether you're doing it for this reason or a legitimate 
reason? What possible legitimate reasons could there be?

One thing you can do is use your existing knowledge about this to make 
judgments, and then try to improve it.

It's not so important to get it right the first time. The important thing is your way 
of judging is getting improved.

So if you say you need to think it through before you post it, but then a month 
later you haven't posted it for criticism or made substantial progress, then it 
wasn't privacy it was evasion. And if you can recognize you evaded in 
retrospect then you can adjust how you judge things to try not to be wrong 
again next time.

And how you adjust will depend on the specific mistake you made?

ok

If someone hypothetically kept thinking it was privacy, but then it turned out to 
be evasion, 20 times in a row, then he's not doing a very good job with 
adjusting his judgment. He should make some larger adjustments. Maybe he 
should try assuming almost everything is evasion, as a test, and then seeing 
how that works out. (If trying such a test, one may still wish to refrain from 



saying any personal information which, in general, should be private and is 
irrelevant to philosophical discussion.)

What sort of things should one keep private about others? What are common 
mistakes people make about privacy?

Generally, people don't ask permission enough when sharing details of other 
people. Some people won't want those details to be shared, and that should 
be generally respected.

It's bad because: They have a reason for not wanting those details to be 
shared, and you don't know the reason so you don't know if it's good. Or if 
you did know the reason, you should still respect their autonomy and keep 
their thing secret (why didn't you persuade them if their reason is bad? if you 
can't persuade them, maybe you're the one who's wrong).

When a person tells you something, he's telling you not your friends. It 
depends on the relationship and context, but often it's implied that you aren't to 
share it further against his wishes. You can think of that as a condition for 
being told in the first place. You wouldn't know the info to gossip about at all 
unless you'd (at least implicitly) agreed to that condition. So you shouldn't 
break your (implicit) word.

To judge when it's OK to share you have to go by either conventional 
standards in our culture or specific knowledge of the person and his values. To 
the extent issues aren't totally covered by convention or the person disagrees 
with convention, you better ask to understand the rules. Once you ask 
permission several times maybe you can learn the rules and act with a bit 
more autonomy. If you don't do this you're betraying the (implied) agreement to 
not share it in unwanted ways that was a condition of being told it at all.

What do conventional standards say about when it's okay to talk to your friends 
about some info of another person? Also aren't the conventional standards bad 
and undervalue privacy? People gossip a lot. I guess there is also the fact that 
conventionally, people who get gossiped about don't like it.

What if you saw someone at your school/work/club that you didn't know do 
some embarrassing thing in public and you told your friends/colleagues? The 



person wouldn't like that getting spread around, but especially if you don't know 
the person then it's usually considered OK to tell stories like that.

What if you want to get advice about how to deal with or respond to a person? 
In content debates, it's reasonably common to talk to multiple people about the 
conversation to think of new arguments. In more meta/personal interactions, it's 
more of a grey area: it's common for someone to have a confidant to help them 
but then generally keep that interaction private.

What about if you think the person who shared things with you is bad? Does 
that affect in any way how you should treat the privacy of the information? If so, 
why?

If someone breaks your privacy, are there any situations where that makes it OK 
to break their privacy? If so, what and why?

What sort of things could someone do *other than* say/imply a thing isn't private 
that would warrant breaking their privacy?

Some of these questions look to me like preparing in advance for non-real 
problems. The problem with doing that is when you try to cover everything without 
it being relevant to a real problem situation, a lot of the stuff ends up never being 
used. It's hard to guess in advance what information and answers one will want 
later for future problems.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Why do people think selfishness is immoral?
Date: October 27, 2012 at 7:03 PM

On 22 Oct 2012, at 10:34 AM, Rami Rustom <rombomb@gmail.com> wrote:

Why do people think selfishness is immoral? Because they have a
zero-sum worldview.

They believe that conflicts of interest are unchangeable. They believe
that the result of conflicts is inevitably that someone loses while
the other wins. In this context, a selfish person is interested in
himself winning, and he doesn't care that the other person loses.
These people also believe that altruism is good. They believe that one
*must* sacrifice his own interests, in order for the other person to
get what he wants.

But the zero-sum worldview is wrong. Conflicts of interest are
superficial. People in a conflict (any conflict) *can* reach a common
preference such that no one loses. They all win. These people believe
that selfishness is good. In this context, a selfish person is
interested in himself winning, and he expects the other person to win
too. So both people get what they want.

Not just 'expects' the other person to win, but tries to make that happen (if it's a 
common preference).

There is an objective morality about the situation, and objectively better choice -- 
namely one that allows everyone to get what they want. To say that selfishness 
must be at the expense of others is to deny problems are soluble, specifically 
moral problems.

These people also believe that
altruism is bad. They believe that they don't have to sacrifice their
interests in order for the other person to get what they want.

--
Lulie Tanett



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Privacy - When, Why?
Date: October 27, 2012 at 6:56 PM

On 27 Oct 2012, at 04:15 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 27, 2012, at 8:40 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 25 Oct 2012, at 11:38 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 20, 2012, at 8:14 PM, Lulie Tanett <luliet@gmail.com> wrote:

When is privacy good?

Both for yourself, and other people.

What sort of things should one keep private about oneself?

There is a risk of keeping things private and then using that as a way to 
avoid criticism on those things. Like if you want to 'think something through' 
first before getting criticism on it. Or if you have some secrets that you're 
hiding because you don't want criticism on them. So that's bad.

Yeah!

Why is it not good to think something through before getting criticism on it?

How does one think something through? With critical thinking. Guesses and 
criticism. You need criticism to think things through, and external criticism can 
help with that.

Getting outside criticism as early as possible, maybe after you've thought 
about it for like 5 mins to weed out the easier mistakes, means you can learn 
faster. Is it worth waiting before getting criticism to think about it more after the 
5 mins?



it depends. one should conjecture some policy for handling such decisions, 
criticize it, try it, criticize it more, incrementally improve it.

So there aren't specific policies that work for most people that you can say? 
Individuals need to work it out for themselves b/c of unique situation?

some policies cause problems, e.g. b/c they don't get enough external criticism. 
they should be improved.

Might 'thinking something through' (sometimes) not be to avoid criticism, but 
just a mistaken idea on when it's a good idea to get criticism? (Does it matter 
what the motives are?)

How common is it actually to use privacy to avoid criticism? Like don't most 
people not value privacy a lot, so it wouldn't be an excuse? Or are there 
common situations where this does happen?

using privacy to avoid criticism is common. lots of people try to hide their flaws, 
keep them secret.

Right, they'll sometimes say "That's personal!" if you ask stuff that reveals flaws. 
And just not bring them up and try to make their image seem good.

But how can you tell whether you're doing it for this reason or a legitimate 
reason? What possible legitimate reasons could there be?

One thing you can do is use your existing knowledge about this to make 
judgments, and then try to improve it.

It's not so important to get it right the first time. The important thing is your 
way of judging is getting improved.

So if you say you need to think it through before you post it, but then a month 
later you haven't posted it for criticism or made substantial progress, then it 
wasn't privacy it was evasion. And if you can recognize you evaded in 
retrospect then you can adjust how you judge things to try not to be wrong 
again next time.



And how you adjust will depend on the specific mistake you made?

ok

What's the problem with what I said?

If someone hypothetically kept thinking it was privacy, but then it turned out to 
be evasion, 20 times in a row, then he's not doing a very good job with 
adjusting his judgment. He should make some larger adjustments. Maybe he 
should try assuming almost everything is evasion, as a test, and then seeing 
how that works out. (If trying such a test, one may still wish to refrain from 
saying any personal information which, in general, should be private and is 
irrelevant to philosophical discussion.)

What sort of things should one keep private about others? What are 
common mistakes people make about privacy?

Generally, people don't ask permission enough when sharing details of 
other people. Some people won't want those details to be shared, and that 
should be generally respected.

It's bad because: They have a reason for not wanting those details to be 
shared, and you don't know the reason so you don't know if it's good. Or if 
you did know the reason, you should still respect their autonomy and keep 
their thing secret (why didn't you persuade them if their reason is bad? if 
you can't persuade them, maybe you're the one who's wrong).

When a person tells you something, he's telling you not your friends. It 
depends on the relationship and context, but often it's implied that you aren't 
to share it further against his wishes. You can think of that as a condition for 
being told in the first place. You wouldn't know the info to gossip about at all 
unless you'd (at least implicitly) agreed to that condition. So you shouldn't 
break your (implicit) word.

To judge when it's OK to share you have to go by either conventional 
standards in our culture or specific knowledge of the person and his values. 
To the extent issues aren't totally covered by convention or the person 



disagrees with convention, you better ask to understand the rules. Once you 
ask permission several times maybe you can learn the rules and act with a bit 
more autonomy. If you don't do this you're betraying the (implied) agreement 
to not share it in unwanted ways that was a condition of being told it at all.

What do conventional standards say about when it's okay to talk to your 
friends about some info of another person? Also aren't the conventional 
standards bad and undervalue privacy? People gossip a lot. I guess there is 
also the fact that conventionally, people who get gossiped about don't like it.

What if you saw someone at your school/work/club that you didn't know do 
some embarrassing thing in public and you told your friends/colleagues? The 
person wouldn't like that getting spread around, but especially if you don't 
know the person then it's usually considered OK to tell stories like that.

What if you want to get advice about how to deal with or respond to a person? 
In content debates, it's reasonably common to talk to multiple people about the 
conversation to think of new arguments. In more meta/personal interactions, 
it's more of a grey area: it's common for someone to have a confidant to help 
them but then generally keep that interaction private.

What about if you think the person who shared things with you is bad? Does 
that affect in any way how you should treat the privacy of the information? If 
so, why?

If someone breaks your privacy, are there any situations where that makes it 
OK to break their privacy? If so, what and why?

What sort of things could someone do *other than* say/imply a thing isn't 
private that would warrant breaking their privacy?

Some of these questions look to me like preparing in advance for non-real 
problems. The problem with doing that is when you try to cover everything 
without it being relevant to a real problem situation, a lot of the stuff ends up 
never being used. It's hard to guess in advance what information and answers 
one will want later for future problems.

Most of them are about real problems I have in mind or have had, not preparing 
in advance. Are they not detailed enough?



--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Privacy - When, Why?
Date: October 27, 2012 at 7:22 PM

On Oct 27, 2012, at 3:56 PM, Lulie Tanett <luliet@gmail.com> wrote:

On 27 Oct 2012, at 04:15 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 27, 2012, at 8:40 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 25 Oct 2012, at 11:38 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 20, 2012, at 8:14 PM, Lulie Tanett <luliet@gmail.com> wrote:

When is privacy good?

Both for yourself, and other people.

What sort of things should one keep private about oneself?

There is a risk of keeping things private and then using that as a way to 
avoid criticism on those things. Like if you want to 'think something 
through' first before getting criticism on it. Or if you have some secrets that 
you're hiding because you don't want criticism on them. So that's bad.

Yeah!

Why is it not good to think something through before getting criticism on it?

How does one think something through? With critical thinking. Guesses and 
criticism. You need criticism to think things through, and external criticism can 
help with that.

Getting outside criticism as early as possible, maybe after you've thought 
about it for like 5 mins to weed out the easier mistakes, means you can learn 
faster. Is it worth waiting before getting criticism to think about it more after 



the 5 mins?

it depends. one should conjecture some policy for handling such decisions, 
criticize it, try it, criticize it more, incrementally improve it.

So there aren't specific policies that work for most people that you can say? 
Individuals need to work it out for themselves b/c of unique situation?

if in doubt, lots of external criticism from lists is a good policy to start with.

some policies cause problems, e.g. b/c they don't get enough external 
criticism. they should be improved.

Might 'thinking something through' (sometimes) not be to avoid criticism, but 
just a mistaken idea on when it's a good idea to get criticism? (Does it matter 
what the motives are?)

How common is it actually to use privacy to avoid criticism? Like don't most 
people not value privacy a lot, so it wouldn't be an excuse? Or are there 
common situations where this does happen?

using privacy to avoid criticism is common. lots of people try to hide their flaws, 
keep them secret.

Right, they'll sometimes say "That's personal!" if you ask stuff that reveals flaws. 
And just not bring them up and try to make their image seem good.

But how can you tell whether you're doing it for this reason or a legitimate 
reason? What possible legitimate reasons could there be?

One thing you can do is use your existing knowledge about this to make 
judgments, and then try to improve it.

It's not so important to get it right the first time. The important thing is your 
way of judging is getting improved.



So if you say you need to think it through before you post it, but then a 
month later you haven't posted it for criticism or made substantial progress, 
then it wasn't privacy it was evasion. And if you can recognize you evaded 
in retrospect then you can adjust how you judge things to try not to be 
wrong again next time.

And how you adjust will depend on the specific mistake you made?

ok

What's the problem with what I said?

I don't get it. "ok" doesn't indicate a problem.

If someone hypothetically kept thinking it was privacy, but then it turned out 
to be evasion, 20 times in a row, then he's not doing a very good job with 
adjusting his judgment. He should make some larger adjustments. Maybe 
he should try assuming almost everything is evasion, as a test, and then 
seeing how that works out. (If trying such a test, one may still wish to refrain 
from saying any personal information which, in general, should be private 
and is irrelevant to philosophical discussion.)

What sort of things should one keep private about others? What are 
common mistakes people make about privacy?

Generally, people don't ask permission enough when sharing details of 
other people. Some people won't want those details to be shared, and that 
should be generally respected.

It's bad because: They have a reason for not wanting those details to be 
shared, and you don't know the reason so you don't know if it's good. Or if 
you did know the reason, you should still respect their autonomy and keep 
their thing secret (why didn't you persuade them if their reason is bad? if 
you can't persuade them, maybe you're the one who's wrong).



When a person tells you something, he's telling you not your friends. It 
depends on the relationship and context, but often it's implied that you aren't 
to share it further against his wishes. You can think of that as a condition for 
being told in the first place. You wouldn't know the info to gossip about at all 
unless you'd (at least implicitly) agreed to that condition. So you shouldn't 
break your (implicit) word.

To judge when it's OK to share you have to go by either conventional 
standards in our culture or specific knowledge of the person and his values. 
To the extent issues aren't totally covered by convention or the person 
disagrees with convention, you better ask to understand the rules. Once you 
ask permission several times maybe you can learn the rules and act with a 
bit more autonomy. If you don't do this you're betraying the (implied) 
agreement to not share it in unwanted ways that was a condition of being 
told it at all.

What do conventional standards say about when it's okay to talk to your 
friends about some info of another person? Also aren't the conventional 
standards bad and undervalue privacy? People gossip a lot. I guess there is 
also the fact that conventionally, people who get gossiped about don't like it.

What if you saw someone at your school/work/club that you didn't know do 
some embarrassing thing in public and you told your friends/colleagues? The 
person wouldn't like that getting spread around, but especially if you don't 
know the person then it's usually considered OK to tell stories like that.

What if you want to get advice about how to deal with or respond to a 
person? In content debates, it's reasonably common to talk to multiple people 
about the conversation to think of new arguments. In more meta/personal 
interactions, it's more of a grey area: it's common for someone to have a 
confidant to help them but then generally keep that interaction private.

What about if you think the person who shared things with you is bad? Does 
that affect in any way how you should treat the privacy of the information? If 
so, why?

If someone breaks your privacy, are there any situations where that makes it 
OK to break their privacy? If so, what and why?

What sort of things could someone do *other than* say/imply a thing isn't 



private that would warrant breaking their privacy?

Some of these questions look to me like preparing in advance for non-real 
problems. The problem with doing that is when you try to cover everything 
without it being relevant to a real problem situation, a lot of the stuff ends up 
never being used. It's hard to guess in advance what information and answers 
one will want later for future problems.

Most of them are about real problems I have in mind or have had, not preparing 
in advance. Are they not detailed enough?

For example

If someone breaks your privacy, are there any situations where that makes it 
OK to break their privacy? If so, what and why?

That's really vague/general. It's also asking about edge cases not how to live in 
regular life.

Could you pick one or two more important ones and elaborate on the question 
and problem situation?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Self Privacy (Was Re: Privacy - When, Why?)
Date: October 27, 2012 at 7:25 PM

On Sat, Oct 27, 2012 at 3:02 PM, Lulie Tanett <luliet@gmail.com> wrote:

Sent from my iPad

On 21 Oct 2012, at 10:12 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/21/2012 2:53 PM, Lulie Tanett wrote:
What if no one understands your idea well enough to criticise it? Like would it 
have been worth Rand showing drafts of her stuff, given no one knew her 
ideas when she was writing?

What if someone gets comments/criticism on their stuff that's actually 
harmful? Like it gets them thinking down worse lines of thought, and/or 
causes them to forget their idea (like if it was fairly inexplicit and they just 
described a part of it).

When other people put pressure on you to be conventional, it's often not 
deliberate, or even because they disagree; it's because they haven't 
understood what your idea really is, and they assume it's something more 
conventional than it is, so they start developing it in a way that is consistent 
with that.

For example, they'll suggest ways to apply it or things that are similar to it. If 
it's something you yourself don't yet understand clearly, then you might not 
realise that those things aren't actually relevant. Then, as you continue 
developing the idea yourself, you might refute good developments because 
they don't fit with the (actually irrelevant) stuff they said.

Wouldn't that only slow you down, though, rather than prevent progress? 
Because at some point you'll understand the idea more clearly and then see 
those things are irrelevant.

If your ideas are sufficiently unconventional, it may not be worth asking for 
feedback on them, because people will put pressure on you to be 
conventional. They wouldn't 'get' it and they'll try to make it into something 



worse.

If that pressure is in the form of asking "why is this better than the conventional 
approach" or "how does this solve a problem that the conventional approach 
solves" then that's useful criticism.

Neither of those questions sound like pressure, nor sound conventional.

You need to have sufficient grasp on the idea that you don't just lose track of it 
in the face of criticism, but that's true for *any* kind of criticism, not just 
criticism about being unconventional. If you've got that grasp then I don't think 
there's anything wrong with the pressure.

What should you do if you're bad at grasping ideas and keeping track of them? 
Lots of people have trouble with 'losing the plot'. What are some ways one could 
get better at this?

When posting, one can reread previous emails to remind one's self of
the point of the discussion (the original problem that was intended to
be solved).

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 27, 2012 at 7:42 PM

On Fri, Oct 26, 2012 at 1:34 AM, jon_oliver@trendmicro.com
<jon_oliver@trendmicro.com> wrote:

On Thursday, 25 October 2012 6:34 PM Josh Jordan wrote:

Let LUP(maths)          be the set of problems which mathematics / 
computation theory says is undecidable
Let LDP(laws physics)   be the set of problems which is in LUP(maths) but 
which the laws of physics makes decidable
So LDP(laws physics) is the set of problems where the laws of physics is 
making the difference.
[snip]
But with our current understanding of the laws of physics, LDP(laws physics) 
is empty.
[snip]
If we had an infinity hotel, then yes LDP(laws physics) would be non empty.

No. If we had an infinity hotel, then LUP(laws maths) -- in particular, the 
definition of "computable" -- would be different.
Therefore, LDP(laws physics) would still be empty.

No.
LUP(maths) is the Turing computable problems.

Is LUP(maths) defined in a way as to be independent of any particular
laws of physics, or is it meant to refer to the set of problems
defined to be "computable" by mathematicians living under a particular
set of laws of physics? I was taking it as the latter.

If the laws of physics includes an infinity hotel, then this does not change the 
definitions of Turing machines
        (nor does it change the definitions of Lambda Calculus).

True, but it points out that there's nothing mathematically privileged
about those definitions, except for the fact that our particular laws



of physics make them natural for us.

Therefore if we had an infinity hotel, then yes LDP(laws physics) would be non 
empty.

If a universe had a different laws of physics than ours, then
mathematicians living there would define "computable" differently than
we do, in just such a way as to make LDP(laws physics) empty.

If the prime-pairs conjecture is not Turing computable, then (as David points out 
on p185),
then infinity hotel would allow the prime-pairs conjecture to be in  LDP(laws 
physics).

The definition of "computable" that is natural given the understanding
of physics in our universe would be naturally different than the one
chosen by mathematicians living under different laws of physics. Those
mathematicians could study the consequences of unusual (for them)
definitions of computation, such as Turing machines, and if they did,
they would reach the same conclusions as we have about the power of
Turing machines. But why would they regard those results as having any
bearing on the theory of computation that pertains to their laws of
physics?

-- 



From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] concerns about issues in chapter 8
Date: October 27, 2012 at 7:47 PM

On Thu, Oct 25, 2012 at 1:25 AM, jon_oliver@trendmicro.com
<jon_oliver@trendmicro.com> wrote:

I am following up with a discussion with Alan Forrester about concerns that I 
have with chapter 8 of BoI “A Window on Infinity”.

On pages 184-185, David writes
                “It also follows that almost all mathematical statements are 
undecidable: there is no proof that they
                are true, and no proof that they are false.
                Each of them is either true or false …”

My understanding is that mathematical statements can be (i) true(ii) false or (iii) 
nonsensical.

According to http://en.wikipedia.org/wiki/Truth_value:
"In classical logic, with its intended semantics, the truth values are true and 
false; that is, classical logic is a two-valued logic."

Doesn't mathematics use classical logic? If so, isn't it the case that
every mathematical statement is either true or false?

So some mathematical statements (or equivalently programs / proofs) can be 
like
    This statement is false

Is that sentence (a.k.a. the
http://en.wikipedia.org/wiki/Liar_paradox) actually a mathematical
statement? http://en.wikipedia.org/wiki/Tarski's_undefinability_theorem
implies that it can't be represented as a sentence of ZFC. (However,
"this statement is *unprovable* in ZFC" can be.)

An unresolved paradox does indicate a problem with our understanding,
as http://en.wikipedia.org/wiki/Russell's_paradox did for Cantor's
naive theory of sets. But by improving our knowledge, we may resolve
the paradox.

http://en.wikipedia.org/wiki/Truth_value
http://en.wikipedia.org/wiki/Liar_paradox
http://en.wikipedia.org/wiki/Tarski
http://en.wikipedia.org/wiki/Russell


or
    This program will loop forever if it halts. And it will halt if it loops forever.

Both of those statements are simply false.

Such statements are nonsensical – they cannot be true or false - if they are then 
this leads to contradictions.

They are not nonsensical - the statement "x will loop forever if it
halts" is false for all programs x.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Creativity 'closely entwined with mental illness' - BBC 
News
Date: October 27, 2012 at 7:48 PM

On Fri, Oct 19, 2012 at 4:44 AM, Tanya <tanya.davison@gmail.com> wrote:

On Wednesday, October 17, 2012 4:25:38 PM UTC+1, Lulie Tanett wrote:

Oh for God's sake.

http://www.bbc.co.uk/news/health-19959565

The whole premise doesn't make sense because creativity is about ideas,
not brain stuff.

isn't part of the assumption with neuroscience that what you think (your
ideas) shape your brain, i.e. thinking a certain way creates neural
networks? So why wouldn't creativity be ideas AND brain stuff?

The brain stuff you're referring to *is* ideas. Just like 0's and 1's
are software, and the physical state of a transistor indicates whether
it is currently giving a 0 or 1.

mental illnesses are also something thought to be ideas and brain stuff.
That's why they give you pills and therapy.

But, psychiatrists measure brain chemistry problems, like too much or
too little of a neurotransmitter and they conclude that the cause is a
brain chemistry problem. But they didn't rule out a mind problem. A
mind problem can cause a brain problem, including brain chemistry
problems.

Its analogous to a smartphone that gets locked up in an infinite loop
(software), and that causes the hardware to run harder, and it heats
up and then the processor's overload mechanism kicks in and shuts down
the hardware.

http://www.bbc.co.uk/news/health-19959565


Hmm, now that I say that, giving some medicine is analogous to a
processor's safely system that protects from overloading the hardware.

But, the problem with psychiatry isn't that they give medicine in
situations like above. The problem is that they do it without consent.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] concerns about issues in chapter 8
Date: October 27, 2012 at 8:02 PM

n Sat, Oct 27, 2012 at 7:47 PM, Josh Jordan <josh@joshjordan.name> wrote:
On Thu, Oct 25, 2012 at 1:25 AM, jon_oliver@trendmicro.com

    This program will loop forever if it halts. And it will halt if it loops forever.

Both of those statements are simply false.

I should say, the conjunction of those statements are simply false.
The first is equivalent to "This program will not halt." And the
second is equivalent to "this program will halt."

(By the way, I realize I'm saying anything new to you (Jon) with this
elementary logic. I'm just spelling out the situation as I understand
it. I would appreciate it if you or anyone else would let me know what
I am missing.)

Such statements are nonsensical – they cannot be true or false - if they are 
then this leads to contradictions.

They are not nonsensical - the statement "x will loop forever if it
halts" is false for all programs x.

Rather, "x will loop forever if it halts and x will halt if it loops
forever" is false for all programs x.



From: Sohail Siadat <sohale@gmail.com>
Subject: Re: [BoI] Why do people think selfishness is immoral?
Date: October 27, 2012 at 8:55 PM

On 22 October 2012 15:34, Rami Rustom <rombomb@gmail.com> wrote:
They believe that one
*must* sacrifice his own interests, in order for the other person to
get what he wants.

I think this particular strategy (sacrificing) is also preached by the
group who are already in power in the current "power structure".
Because this helps sustain their power with less resistance. Because
the power situation they are in is an equilibrium and they want to
keep the current equilibrium (and keep their power). So for them it's
better that people keep their current beliefs (about zero-sum
worldview ), hence they preach this as morality about selfishness.
But I am not sure how psychologically important this mentality is;
i.e., how effectively this moral belief serves the group in power, and
to what extent this contributes to sustaining the current power
situation.

By power structure (or power situation), I mean an equilibrium in
which different groups are involved and they have different degrees of
power upon other groups, using different means and modes of power. An
example is the struggle of classes where one .

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Why do people think selfishness is immoral?
Date: October 27, 2012 at 9:05 PM

On Oct 27, 2012, at 5:55 PM, Sohail Siadat <sohale@gmail.com> wrote:

On 22 October 2012 15:34, Rami Rustom <rombomb@gmail.com> wrote:
They believe that one
*must* sacrifice his own interests, in order for the other person to
get what he wants.

I think this particular strategy (sacrificing) is also preached by the
group who are already in power in the current "power structure".
Because this helps sustain their power with less resistance. Because
the power situation they are in is an equilibrium and they want to
keep the current equilibrium (and keep their power). So for them it's
better that people keep their current beliefs (about zero-sum
worldview ), hence they preach this as morality about selfishness.

Who is preaching selfishness? Almost everyone is preaching altruism. The few 
people preaching selfishness, such as wise philosophers, are not the ones at the 
top of the "power structure".

And selfishness doesn't say life is zero sum. Maybe you don't know much about 
it? Have you read anything about this? I'd recommend _The Virtue of 
Selfishness_ by Ayn Rand.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Sohail Siadat <sohale@gmail.com>
Subject: Re: [BoI] Why do people think selfishness is immoral?
Date: October 27, 2012 at 9:20 PM

On Oct 27, 2012, at 5:55 PM, Sohail Siadat <sohale@gmail.com> wrote:

On 22 October 2012 15:34, Rami Rustom <rombomb@gmail.com> wrote:
They believe that one
*must* sacrifice his own interests, in order for the other person to
get what he wants.

I think this particular strategy (sacrificing) is also preached by the
group who are already in power in the current "power structure".

On 28 October 2012 01:05, Elliot Temple <curi@curi.us> wrote:
Who is preaching selfishness?

No I was misunderstood. I meant: they preach sacrificing. This helps
holding the ones
will less power remain where they are.

And selfishness doesn't say life is zero sum.
Agree, and that is what I mean.

I'd recommend _The Virtue of Selfishness_ by Ayn Rand.
Thank you. In fact I am preparing a presentation for a similar concept
and the main thesis sounds surprisingly similar to the title of this
book. I should look into it. But I suggest a different term instead of
selfishness, with a similar meaning.

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Exposing Ideas to Criticism "Autonomy-Respecting-
Relationships@yahoogroups.com" <Autonomy-Respecting-
Relationships@yahoogroups.com>
Date: October 27, 2012 at 9:29 PM

One of the reasons you want versions of things with ZERO known criticisms (to 
the best of your understanding) is then if there is ONE new criticism, that's a big 
new insight, it's important, it's notable to you.

If instead you talk about stuff that you "mostly" agree with -- whether someone 
else's book/essay/post or your own from the past -- then that provides less 
exposure to criticism. If something is criticized you can always say that wasn't 
one of the parts you agreed with, or that you never intended to say it was 100% 
perfect.

Progress goes better when we say stuff is, to the best of our knowledge, perfect. 
So that way every criticism matters. If there's ever a situation where something 
you like gets criticized and you don't really care, something is going wrong.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Repost Regarding Selfishness
Date: October 27, 2012 at 9:24 PM

In this post, David advocates for using the word "selfishness" as used by Ayn 
Rand.

Begin forwarded message:

From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] ought vs is
Date: April 9, 2012 5:59:56 PM PDT

On 10 Apr 2012, at 12:59am, Brett Hall wrote:

On 10/04/2012, at 3:04 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

Brett Hall wrote:

Would such an approach be honest? Would it be good? Or would it be 
misleading? I feel like this sort of thing happens too often. Ayn Rand's 
selfishness seems to be this sort of thing. And her criticism of altruism seems 
to be a similar problem. Deliberately changing the meanings that most people 
would subscribe to these concepts. But I guess I have drawn myself into a 
Rand debate now...?

No. Selfishness means not sacrificing the self. And all dictionaries
agree. Its cultural knowledge that gets it wrong. They think it has
additional meaning like, "don't give a shit about other people and
shit on them when ever they get in your way." And altruism means
sacrificing the self. And all dictionaries agree. Its cultural
knowledge that gets it wrong. They think it just means helping others.
People forget that it also means sacrificing the self.

The point is that Rand was correcting people's misconceptions about
those words. And David corrected them even further. Finding common
preferences is the right way. It means not sacrificing the self nor
anybody else. And it is entirely consistent with selfishness.



Okay - I'll just jump in now briefly because the rest of your post deserves more 
attention. Now I agree that there might be times when the task of philosophy is 
to clear up misconceptions about what words *should* mean. But sometimes I 
think it might be about determining what *people already mean* when they use 
words. If people mean one thing consistently and a single philosopher and small 
group of followers use it another way consistently - this is a problem requiring a 
solution. The solution is to have the groups converge or there can be no real 
communication. So...in light of this - you say "all dictionaries agree". This is just 
the problem - they do not. The first one that crops up on Google is 
"dictionary.com" which provides definitions from a few places. Here's the one for 
selfishness:

http://dictionary.reference.com/browse/selfishness

1. devoted to or caring only for oneself; concerned primarily with one's own 
interests, benefits, welfare, etc., regardless of others

2. characterized by or manifesting concern or care only for oneself

So it's that "regardless of others" that I think most people agree is a part of 
selfishness. Ayn Rand wasn't about that, was she? Because that would entail 
exactly what you say: "don't give a shit about other people and shit on them 
when ever they get in your way." The problem is most people *do* think that this 
is what selfishness is about. Rand - objectivists - whoever would be able to 
market this a lot better if they simply did not use the word. If they stuck with 
"enlightened self interest" or whatever. But I think we are now learning this 
better today - aren't we - as a general principle about how to communicate 
ideas? We're more aware of how to couch our explanations in clear language 
and reduce ambiguity *not only* for clarity itself but also to make it marketable.

The "World English Dictionary" says selfishness is:

1. chiefly concerned with one's own interest, advantage, etc, esp to the 
exclusion of the interest of others

It's that "to the exclusion" that is almost impossible to market beyond a certain 
kind of person and which is a pervasive feature of what most people think most 
of the time when they hear the word "selfish".  But some people love hearing 
that Rand endorses "selfishness" because then it can justify their "exclusion of 

http://dictionary.reference.com/browse/selfishness


the interest of others" and so certain kinds of Capitalists really do go around 
shitting on other people who get in their way and they actually think not only do 
they have a philosophical basis for being mean but that (perversely!) it's actually 
moral! I know what selfishness is. I know some people who know what 
selfishness is too. And they do go around being mean, taking away opportunity 
and see that most human interaction is zero-sum. They also think selfishness is 
a virtue. But it's not Rand's selfishness - though they might even claim it is.

Ayn Rand would no doubt turn in her grave. That's not what she's got in mind. 
There are deep problems with her philosophy in my view - but first let's at least 
agree that one problem is that the way she uses the word "selfish" seems at 
odds with how people unfamiliar with her work use it. In a final insult - people do 
tend to want to argue from authority that her selfishness means the same as 
theirs while they engage in truly mean-spirited stuff.

The dictionary.com reference also contains information about the word origin 
and history and says:

1640: Said in Hacket's life of Archbishop Williams (1693) to have been coined 
by Presbyterians. In the 17c., synonyms included self-seeking (1628), self-
ended and self-ful.

Now *that* seems far more in line with what you and Rand want out of the word. 
Unfortunately that simply is not the way it's used and trying to convince 
everyone that both common usage and the dictionary are wrong seems to be a 
harder battle than needs to be fought. Better to explain the broader message of 
objectivism without using this word.

Finally from http://www.webster-dictionary.org/definition/selfishness

1. The quality or state of being selfish; exclusive regard to one's own interest or 
happiness; that supreme self-love or self preference which leads a person to 
direct his purposes to the advancement of his own interest, power or happiness, 
without regarding those of others.

And again - it's that sting in the tail: without regarding those of others. It's 
defined as an emotion synonymous with ignoring all other people - indeed 
seeing them as obstacles to overcome. In other words - completely at odds with 
cooperation - which I thought we agreed here was necessary for the 
maintenance of civilisation, no less.

http://www.webster-dictionary.org/definition/selfishness


You can try to parse this anyway you like and develop a whole philosophy 
around what the words *actually* mean and how the dictionaries (all of them!) 
are wrong and so forth. The problem is - as a philosophy for export to the 
masses it's going to be rife with problems in communication that simply don't 
need to be. When David promotes the idea of the "multiverse" there might be 
some misconceptions - but the word is hardly a part of the vernacular and so he 
doesn't have to overcome the same level of misconception. Same with 'fungible' 
or even 'induction' or whatever.

But selfishness? It's not like those words. It's not "dinner table". It's already out 
there - it's clearly defined as something bad. Redefining it into something that's 
good just leads to too many misconceptions.

But I have yet to re-read the article Elliot pointed me to - The Virtue of 
Selfishness. Finding common preferences - not sacrificing the self - all noble 
things I can agree with. I really don't think that using the word "selfishness" as 
an umbrella term to capture these ideas is at all appropriate. It's simply 
misleading. I agree with someone else who pointed out something like: 
compassion need not be set against self-interest. You can certainly be self-
interested when feeling compassion for others. But - given what the dictionary 
says about selfishness and how it's understood more broadly - there seems no 
hope for any enlightened cooperation and compassion.

One problem with those dictionary definitions is that they implicitly assert 
something beyond word usage, namely a substantive theory which Rand is at 
pains to contradict: that there are conflicts of interest between 'oneself' and 'other 
people'. That unacknowledged theory behind the dictionary definitions casts 
morality in terms of various patterns of choosing between those two interests. 
Without that unacknowledged theory, those definitions are gibberish.

The thing is, in everyday usage, 'selfishness' is indeed used to mean criminality, 
cruelty, harming people etc; but it is *also* used to refer to the very thing that 
Rand endorses, which is not any kind of wrongdoing. So what is she supposed to 
do? Abandon the very word which, in ordinary English, means exactly what she 
means, except when viewed through a misconception that she is eager to 
eradicate?

Much the same thing *does* happen in regard to induction. Most accounts 
implicitly assume that scientific theories are obtained from observations and 



induction is cast as a claim about how this is done. That automatically casts 
Popper's anti-inductivism as a *rival* claim about how this is done, e.g. *by 
falsification* of a rival theory. And nonsensical assumptions also underlie widely 
used definitions of 'knowledge' and 'scientific theory', even though the same 
terms are also used for the real things. What is Popper supposed to do about 
that? Invent different words for 'knowledge' and 'science', just because people 
believe nonsensical theories about them?

In general, in both science and philosophy, it is a bad idea to invent a new name 
for a thing whenever we adopt a new explanatory theory about it. Terminology 
would proliferate exponentially. And it will never be perfectly unambiguous 
whatever we do.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 27, 2012 at 9:49 PM

On Oct 18, 2012, at 5:19 PM, jon_oliver@trendmicro.com wrote:

If this discussion group is going to take the view that decidability theory / pure 
mathematics is suspect - its claims are unjustified,
then this seems inconsistent with Beginning of Infinity.
If baseline pure mathematics should be questioned, then we should also 
question David's use of the no-go theorems
and other derivations starting from axioms in Chapter 13 on choices and group 
decision making.

Actually, everything is open to being questioned. All our ideas are fallible. That's 
part of BoI. None of BoI's ideas are intended to be perfect or go unquestioned.

I have read BoI and not read FoR.

If you're interested in Godel's incompleteness theorem the fallibility of 
mathematical proofs, you should *definitely* read FoR, it covers those. It's also 
great in general with lots of good stuff, of course (e.g. it covers epistemology, 
induction, MWI, virtual reality, solipsism and time travel.)

You also may enjoy the book Godel, Escher, Bach.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Is BoI Completely Wrong? (was: Can't break laws of physics AND 
Godel's incompleteness theorem)
Date: October 27, 2012 at 10:07 PM

On Oct 23, 2012, at 11:11 PM, jon_oliver@trendmicro.com wrote:

Of course scientific ideas have to be justified.

Would you be willing to keep an open mind and consider the ideas of David 
Deutsch and others here?

What you've said is equivalent to, "Of course BoI is false". And you've posted that 
to the BoI list. What's going on?

If you're willing to consider ideas contrary to those you think you know, one way 
we could begin is you could post your criticisms of David's arguments in BoI. You 
say David is completely wrong. What's the argument for that?

I suspect / guess that we have different meanings of the word "justified".

This is an evasion of David's views. David meant what he said. It's bad to look for 
excuses to downplay and evade disagreement. It's bad to deny David has the 
views he says he has and advocates in his books. That's disrespectful and closed 
minded. This sort of evasion is a strategy that prevents learning from the ideas 
evaded because one never admits they exist or thinks about them.

David uses "justified" in the normal meaning. I'd guess everyone else here does 
too, or at least the native or fluent English speakers.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Consequentialism and Deontology
Date: October 27, 2012 at 10:17 PM

On Oct 9, 2012, at 1:58 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Oct 8, 2012 at 8:43 PM, Rami Rustom <rombomb@gmail.com> wrote:
http://www.curi.us/411

There are two bad philisophical ideas called Consequentialism and 
Deontology. The first means judging moral theories, based on their 
consequences. The second, means judging moral theories, based on 
principles.

One wonders how one is supposed to judge consequences without having 
any principles to judge them on.

And one wonders how one is supposed to decide what principles are good, 
without thinking about their consequences.

I get the first 2 ideas. But I don't get this:

Also, in the limit, the two approaches are convergent.

Limit of what approaching what?

In one of Elliot's later blog posts:

I was asked what 'in the limit' means, so probably others wonder as well. 'In 
the relevant extreme case' is pretty close.

I'm not sure what that means.

I think of 'in the limit' as 'in the limit as X approaches Y'. Cause
thats what it means in calculus.

When people say "in the limit" and don't specify X or Y, then X is the actual 
situation and Y is the relevant extreme case.

http://www.curi.us/411


Also in casual discussion people may mean when X is close to Y, and not 
necessarily be thinking about the concept of approaching.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Can't break laws of physics AND Godel's incompleteness 
theorem
Date: October 27, 2012 at 10:11 PM

On Oct 25, 2012, at 10:34 PM, jon_oliver@trendmicro.com wrote:

This is a very different approach that starting off with the idea that the pure 
maths should be ignored.

No one here is advocating ignoring pure maths. That's a straw man that no one is 
saying.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How to resolve disputes about values
Date: October 27, 2012 at 10:32 PM

On Oct 9, 2012, at 10:35 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/432

premise: good values make their holder's life better
premise: people want nice lives
conclusion: people hold values they think are good

scenario: X thinks Y has bad values (X and Y are people)

Applying the conclusion to the scenario, we discover that: Y considers his 
values to be good

premise: X and Y have different values
premise: different values can't both be right
conclusion: X or Y (or both) are wrong

So, if Y knows at least one of them is wrong, and considers himself right, he 
must consider X's values to be wrong.

So we discover that when X declares that Y's values are wrong, what we are 
really looking at is a two-way dispute. X and Y are fallible. X does not have 
authority. So, to impose his values on Y, X needs more than to feel really sure. 
He needs some non-arbitrary explanation of why it's right for him to impose his 
values. And it must pass a simple test: it can't work in reverse. As X can claim 
authority, so can Y. As X can claim feeling sure, so can Y. As X can claim 
divine inspiration, so can Y. etc

Thoughts?

I think the main point here is good. I wonder why people violate it so much...

Lots of people won't acknowledge the symmetry. They say things like, "Well he's 
just an idiot" instead of viewing it as a disagreement. They say it's not symmetric 
because the other guy is lower status/authority of some sort and that is how 
symmetry is broken.

http://www.curi.us/432


If people would reject status/authority/justification, especially in epistemology, 
then they'd have a harder time declaring their disagreements non-symmetric. And 
the world would be a better place.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Why do people think selfishness is immoral?
Date: October 27, 2012 at 11:05 PM

On 28/10/2012, at 12:21, "Sohail Siadat" <sohale@gmail.com> wrote:

On Oct 27, 2012, at 5:55 PM, Sohail Siadat <sohale@gmail.com> wrote:

On 22 October 2012 15:34, Rami Rustom <rombomb@gmail.com> wrote:
They believe that one
*must* sacrifice his own interests, in order for the other person to
get what he wants.

I think this particular strategy (sacrificing) is also preached by the
group who are already in power in the current "power structure".

On 28 October 2012 01:05, Elliot Temple <curi@curi.us> wrote:
Who is preaching selfishness?

No I was misunderstood. I meant: they preach sacrificing. This helps
holding the ones
will less power remain where they are.

And selfishness doesn't say life is zero sum.
Agree, and that is what I mean.

I'd recommend _The Virtue of Selfishness_ by Ayn Rand.
Thank you. In fact I am preparing a presentation for a similar concept
and the main thesis sounds surprisingly similar to the title of this
book. I should look into it. But I suggest a different term instead of
selfishness, with a similar meaning.

I support this approach. Rand's ideas can be dismissed without even being really 
encountered simply because the word "selfish" is just so loaded with baggage. I 
prefer "Enlightened self interest" or some such.  One issue is that the Church and 
tradition generally preach the virtue of altruism and the evil of selfishness. Even 
atheists who disagree with the religious on everything else will agree that the 
tradition of valuing altruism and regarding selfishness as an evil, is something 
good - a tradition that needs to be maintained. You *could try* to undermine all 



that head-on by doggedly remaining committed to re-taking those words over. 
Take back "selfish" as a good and "altruism" as an evil...a hard road to hoe - Or 
you could keep the *ideas* of Rand and just relabel some terms. I'm not sure it 
will work. But I can see that if you like objectivism and you think it should spread 
far and wide, the current approach is only modestly successful. At least from what 
I see in public discourse. *Other* approaches might bear fruit too.

You can explain how sacrificing yourself is wrong and pursuing your own interests 
and working for your own benefit is best and giving away your wealth for free is 
bad - you can explain all this...but don't put up a banner right at the *start* of your 
speech saying "Selfishness - YAY" *if* your goal is to persuade as many people 
as possible...And as quickly as possible because problems need urgent solutions 
to stop evils. Given what most people think, they'll fail to listen after reading or 
hearing the headline if it's just so deeply antithetical to their entire worldview. 
There's something to be said for trying other approaches...at least as an adjunct 
to what is typically done. And that might be as mild a change as "a different term" 
as you say. Same ideas. Different name.

So...good luck with another term to label what are good ideas in need of greater 
promotion.

Brett.



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Why do people think selfishness is immoral?
Date: October 28, 2012 at 12:54 AM

On 27 Oct 2012, at 11:05 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 28/10/2012, at 12:21, "Sohail Siadat" <sohale@gmail.com> wrote:

On Oct 27, 2012, at 5:55 PM, Sohail Siadat <sohale@gmail.com> wrote:

On 22 October 2012 15:34, Rami Rustom <rombomb@gmail.com> wrote:
They believe that one
*must* sacrifice his own interests, in order for the other person to
get what he wants.

I think this particular strategy (sacrificing) is also preached by the
group who are already in power in the current "power structure".

On 28 October 2012 01:05, Elliot Temple <curi@curi.us> wrote:
Who is preaching selfishness?

No I was misunderstood. I meant: they preach sacrificing. This helps
holding the ones
will less power remain where they are.

And selfishness doesn't say life is zero sum.
Agree, and that is what I mean.

I'd recommend _The Virtue of Selfishness_ by Ayn Rand.
Thank you. In fact I am preparing a presentation for a similar concept
and the main thesis sounds surprisingly similar to the title of this
book. I should look into it. But I suggest a different term instead of
selfishness, with a similar meaning.

I support this approach. Rand's ideas can be dismissed without even being 
really encountered simply because the word "selfish" is just so loaded with 
baggage. I prefer "Enlightened self interest" or some such.  One issue is that the 
Church and tradition generally preach the virtue of altruism and the evil of 
selfishness.



Do you think they disagree with the concept of *what selfishness is*? Or just 
whether it's good or bad?

Selfish means self-oriented. There's also a common connotation or assumption 
that this means 'at the expense of other people'. But these two things aren't 
internally consistent: to be really self-interested, you can't nonchalantly screw 
people over. That is bad *for your self interest* -- it's a bad way of life.

So to take the concept of being selfish seriously, either it self-destructs (if one 
insists on including the part about 'at the expense of other people'), or it excludes 
that thing that we all agree is bad and there is no problem.

This is why I think it's a *content* disagreement, not just an unfortunate term. The 
term doesn't have to include the zero-sum game nonsense. If we use the term in 
a way that doesn't contain those mistaken assumptions, there is no problem with 
it.

Even atheists who disagree with the religious on everything else will agree that 
the tradition of valuing altruism and regarding selfishness as an evil, is 
something good - a tradition that needs to be maintained.

Atheists tend to reject the good things about religion (like objective morality) and 
keep many of the bad things (like altruism).

So, they're wrong about this.

You *could try* to undermine all that head-on by doggedly remaining committed 
to re-taking those words over.

It's not taking words over, it's just removing the mistaken concepts attached to 
them that don't make sense, and using it in a way that could make sense.

Take back "selfish" as a good and "altruism" as an evil...a hard road to hoe - Or 
you could keep the *ideas* of Rand and just relabel some terms.

But Rand's idea *is* that altruism is evil.. ? Do you think altruism means or implies 
anything good? Like with selfishness, arguably someone could say that it must 
include the part about screwing over other people. But is there even any 
purported thing like this in altruism that might make it ok?



I'm not sure it will work. But I can see that if you like objectivism and you think it 
should spread far and wide, the current approach is only modestly successful. 
At least from what I see in public discourse. *Other* approaches might bear fruit 
too.

Like what other approaches?

You can explain how sacrificing yourself is wrong and pursuing your own 
interests and working for your own benefit is best and giving away your wealth 
for free is bad - you can explain all this...but don't put up a banner right at the 
*start* of your speech saying "Selfishness - YAY"

Wouldn't it be misleading if you hide your main point?

*if* your goal is to persuade as many people as possible...And as quickly as 
possible because problems need urgent solutions to stop evils. Given what most 
people think, they'll fail to listen after reading or hearing the headline if it's just 
so deeply antithetical to their entire worldview. There's something to be said for 
trying other approaches...

Given the ideas *are* antithetical to their entire worldview, what approaches could 
work that wouldn't put them off?

Maybe trying to solve particular problems in their life, or change a less deeply-
held view first. Or just be upfront about what the mistaken ideas about the 
concept of selfishness are.

at least as an adjunct to what is typically done.

What is typically done? Don't most people suck at persuasion?

Or maybe I misunderstand this clause. What should be an adjunct to what?

And that might be as mild a change as "a different term" as you say. Same 
ideas. Different name.

Like what?



How's 'self-interested'?

So...good luck with another term to label what are good ideas in need of greater 
promotion.

--
Lulie Tanett



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Why do people think selfishness is immoral?
Date: October 28, 2012 at 12:59 AM

On 27 Oct 2012, at 08:55 PM, Sohail Siadat <sohale@gmail.com> wrote:

On 22 October 2012 15:34, Rami Rustom <rombomb@gmail.com> wrote:
They believe that one
*must* sacrifice his own interests, in order for the other person to
get what he wants.

I think this particular strategy (sacrificing) is also preached by the
group who are already in power in the current "power structure".
Because this helps sustain their power with less resistance. Because
the power situation they are in is an equilibrium and they want to
keep the current equilibrium (and keep their power). So for them it's
better that people keep their current beliefs (about zero-sum
worldview ), hence they preach this as morality about selfishness.
But I am not sure how psychologically important this mentality is;
i.e., how effectively this moral belief serves the group in power, and
to what extent this contributes to sustaining the current power
situation.

By power structure (or power situation), I mean an equilibrium in
which different groups are involved and they have different degrees of
power upon other groups, using different means and modes of power. An
example is the struggle of classes where one .

Found this a little hard to read/understand. By 'equilibrium', do you mean 
something like 'status quo'?

Do you think that this use of altruism is an important one? Do you think this power 
thing is more about governments vs citizens, or power struggles within normal 
interactions like popularity in school?

Could you give more concrete examples of what you mean, or more context?

--
Lulie Tanett



-- 



From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Repost Regarding Selfishness
Date: October 28, 2012 at 1:36 AM

On 27 Oct 2012, at 09:24 PM, Elliot Temple <curi@curi.us> wrote:

In this post, David advocates for using the word "selfishness" as used by Ayn 
Rand.

Begin forwarded message:

From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] ought vs is
Date: April 9, 2012 5:59:56 PM PDT
To: <beginning-of-infinity@googlegroups.com>

On 10 Apr 2012, at 12:59am, Brett Hall wrote:

On 10/04/2012, at 3:04 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

Brett Hall wrote:

Would such an approach be honest? Would it be good? Or would it be 
misleading? I feel like this sort of thing happens too often. Ayn Rand's 
selfishness seems to be this sort of thing. And her criticism of altruism 
seems to be a similar problem. Deliberately changing the meanings that 
most people would subscribe to these concepts. But I guess I have drawn 
myself into a Rand debate now...?

No. Selfishness means not sacrificing the self. And all dictionaries
agree. Its cultural knowledge that gets it wrong. They think it has
additional meaning like, "don't give a shit about other people and
shit on them when ever they get in your way." And altruism means
sacrificing the self. And all dictionaries agree. Its cultural
knowledge that gets it wrong. They think it just means helping others.
People forget that it also means sacrificing the self.

The point is that Rand was correcting people's misconceptions about
those words. And David corrected them even further. Finding common



preferences is the right way. It means not sacrificing the self nor
anybody else. And it is entirely consistent with selfishness.

Okay - I'll just jump in now briefly because the rest of your post deserves more 
attention. Now I agree that there might be times when the task of philosophy is 
to clear up misconceptions about what words *should* mean. But sometimes I 
think it might be about determining what *people already mean* when they use 
words. If people mean one thing consistently and a single philosopher and 
small group of followers use it another way consistently - this is a problem 
requiring a solution. The solution is to have the groups converge or there can 
be no real communication. So...in light of this - you say "all dictionaries agree". 
This is just the problem - they do not. The first one that crops up on Google is 
"dictionary.com" which provides definitions from a few places. Here's the one 
for selfishness:

http://dictionary.reference.com/browse/selfishness

1. devoted to or caring only for oneself; concerned primarily with one's own 
interests, benefits, welfare, etc., regardless of others

2. characterized by or manifesting concern or care only for oneself

So it's that "regardless of others" that I think most people agree is a part of 
selfishness. Ayn Rand wasn't about that, was she? Because that would entail 
exactly what you say: "don't give a shit about other people and shit on them 
when ever they get in your way." The problem is most people *do* think that 
this is what selfishness is about. Rand - objectivists - whoever would be able to 
market this a lot better if they simply did not use the word. If they stuck with 
"enlightened self interest" or whatever. But I think we are now learning this 
better today - aren't we - as a general principle about how to communicate 
ideas? We're more aware of how to couch our explanations in clear language 
and reduce ambiguity *not only* for clarity itself but also to make it marketable.

The "World English Dictionary" says selfishness is:

1. chiefly concerned with one's own interest, advantage, etc, esp to the 
exclusion of the interest of others

It's that "to the exclusion" that is almost impossible to market beyond a certain 

http://dictionary.reference.com/browse/selfishness


kind of person and which is a pervasive feature of what most people think most 
of the time when they hear the word "selfish".  But some people love hearing 
that Rand endorses "selfishness" because then it can justify their "exclusion of 
the interest of others" and so certain kinds of Capitalists really do go around 
shitting on other people who get in their way and they actually think not only do 
they have a philosophical basis for being mean but that (perversely!) it's 
actually moral! I know what selfishness is. I know some people who know what 
selfishness is too. And they do go around being mean, taking away opportunity 
and see that most human interaction is zero-sum. They also think selfishness 
is a virtue. But it's not Rand's selfishness - though they might even claim it is.

<snip>

One problem with those dictionary definitions is that they implicitly assert 
something beyond word usage, namely a substantive theory which Rand is at 
pains to contradict: that there are conflicts of interest between 'oneself' and 
'other people'. That unacknowledged theory behind the dictionary definitions 
casts morality in terms of various patterns of choosing between those two 
interests. Without that unacknowledged theory, those definitions are gibberish.

The thing is, in everyday usage, 'selfishness' is indeed used to mean criminality, 
cruelty, harming people etc; but it is *also* used to refer to the very thing that 
Rand endorses, which is not any kind of wrongdoing. So what is she supposed 
to do? Abandon the very word which, in ordinary English, means exactly what 
she means, except when viewed through a misconception that she is eager to 
eradicate?

Much the same thing *does* happen in regard to induction. Most accounts 
implicitly assume that scientific theories are obtained from observations and 
induction is cast as a claim about how this is done. That automatically casts 
Popper's anti-inductivism as a *rival* claim about how this is done, e.g. *by 
falsification* of a rival theory. And nonsensical assumptions also underlie widely 
used definitions of 'knowledge' and 'scientific theory', even though the same 
terms are also used for the real things. What is Popper supposed to do about 
that? Invent different words for 'knowledge' and 'science', just because people 
believe nonsensical theories about them?

In general, in both science and philosophy, it is a bad idea to invent a new name 
for a thing whenever we adopt a new explanatory theory about it. Terminology 
would proliferate exponentially. And it will never be perfectly unambiguous 
whatever we do.



Right, so:

People use the word 'knowledge' differently from Popperians. They have in mind 
mistaken concepts about it. Their idea of what 'knowledge' is doesn't actually 
make sense. Once we modify the idea to not include the concepts that don't 
make sense, we're left with something that's similar to how people already use it 
(they just have some misconceptions about parts of it).

It's not just 'knowledge' and 'selfishness' that conventionally contain mistaken 
concepts. *Every* word describing something that people have bad ideas about, 
will be used in a slightly different way by someone who doesn't have mistaken 
ideas about it.

More examples:

Morality -
Convention: set duties you have to do that limit your freedom; how to be good to 
other people.
BoI-ians: how to make choices; what will be good for both you and others.

Responsibility -
Convention: chore you have to do when you become an adult whether you like it 
or not.
BoI-ians: taking charge over more of your life; noticing & acknowledging mistakes 
and trying to improve on them; doing things instead of letting things happen to 
you.

Persuasion -
Convention (sometimes): brainwashing; forcing you to change your mind.
BoI-ians: genuinely changing your mind of your own free will, such that no part of 
you wants the previous thing.

Time -
Convention: something that flows.
BoI-ians: the whole of physical reality — past, present and future — is laid out 
once and for all, frozen in a single four-dimensional block.

etc.



Maybe the difference with selfishness is that it's clearer what you disagree with 
when you use that word, so people get offended more than when you use the 
words above.

--
Lulie Tanett



From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] People Lie Constantly
Date: October 28, 2012 at 6:34 AM

On Thu, Oct 25, 2012 at 11:27 PM, Elliot Temple <curi@curi.us> wrote:
On Oct 23, 2012, at 1:09 PM, Josh Jordan <josh@joshjordan.name> wrote:

On Tue, Oct 23, 2012 at 2:29 PM, Elliot Temple <curi@curi.us> wrote:
On Oct 23, 2012, at 4:33 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Sun, Oct 21, 2012 at 4:50 PM, Elliot Temple <curi@curi.us> wrote:

You're trying to start with definitions (but why would we accept your definition is 
perfect?) and then arguing philosophical points from there.

I am trying to understand the statement that the authors of the two
sentences quoted from the freakonomics blog were lying.  Most people would
not accept this statement at face value. Therefore, most people either:

(1) misunderstand what a lie is,
(2) misunderstand the meaning of the quoted sentences or the
intentions of authors, or
(3) misunderstand something else.

Which of (1), (2), or (3) above accounts for people's not understanding that
the statements quoted from freakonomics blog are lies?

For an example of (1) or (2), consider the time when people thought the Earth
was flat. If someone said, "the world is a sphere", they would not agree. Not
because they misunderstood what a sphere was, but because they 
misunderstood
what the Earth was.

For an example of (3), consider the time before
http://en.wikipedia.org/wiki/Zeno's_paradoxes had been resolved. Aristotle
said, "That which is in locomotion must arrive at the half-way stage before it
arrives at the goal." This was paradoxical to people not because they
misunderstood the meaning of "halfway point" or because they misunderstood 
what
it means to arrive at an intermediate point before arriving at the goal, but
because they misunderstood that the limit of an infinite sequence can be

http://en.wikipedia.org/wiki/Zeno


finite.

That is not a good approach. It's better to start with existing philosophical 
knowledge and try to improve it.

Existing knowledge says people lie to themselves and Siri can be programmed 
to tell lies and so on. That all makes sense and is comprehendible and even 
useful so I don't see the point of attacking it.

That's existing knowledge for some people. One way to improve it would
be to point out that the way the word is used in the context of lying
to oneself or in the context a machine "lying" differs from the way it
is used in the context of accusing one person of lying to another.
What are some other ways to improve it?

It's one thing to criticize an idea because of some flaw in it or problem it causes. 
It's another to criticize it for failing to match up with some ivory tower definition 
that doesn't matter. That's a mistake. My conception of lying is no less useful or 
informative just because it doesn't match what a few people think the definition 
of "lying" should be.

What is a good way to understand your conception of lying?

If we don't intend to deceive while making a statement, this may not
excuse us entirely from the consequences, but it *does* mean that we
weren't lying.

By a definition you want to insist on that has little to do with common usage of 
the word or useful ways to think.

The common idea of one person lying to another person requires
intention to deceive.

This is in agreement with the definition given in the (much-maligned-here)
Stanford Encyclopedia of Philosophy.
 http://plato.stanford.edu/entries/lying-definition/

According that OED (cited in that SEP article), to lie is "to make a false
statement with the intention to deceive."

http://plato.stanford.edu/entries/lying-definition/


Can someone say more about how the above does not correspond to the
way most people understand the idea of one person lying to another?

People do things like be reckless with the truth by not thinking something 
through enough when they should have, and that is lying.

Most people would not call that lying, but rather something like "not
thinking things through when they should have".

You could say they falsely implied they weren't speaking out of their ass by 
acting normally. But is this intentional? Not necessary. People could do it 
accidentally while having good intentions because they are bad at life. You can 
lie due to lack of integrity, due to being bad at life, due to all kinds of things other 
than deceitful intentions.

Some people lie to themselves to rationalize. Rationalizing involves deceiving 
oneself but you don't intentionally think "this is a lie, i know it's not true, i'll say it 
to myself anyway". Most lies aren't so explicit and intentional like that. If you limit 
your conception of lying to only a sort of textbook blatant case like that, that is 
artificial and you're not going to understand most lying people do. Or you'll have 
to understand it without using one of the few words that covers it well (a 
handicap with no upside).

See the end of this post for another guess as to what Elliot means by lying.

Similarly, lacking bad intentions does not automatically excuse a
killer, but it is the difference between murder and negligent
homicide. The difference in culpability is large enough to warrant a
separate term.

You're right that "lying" is a broad term. Lots of terms we use are broad. That 
isn't worth trying to change the language over. If you try to change the language 
over every over-broad word -- or just don't use them how other people do -- 
what you have ahead of you is mostly frustration and failure. Changing the 
language is such a big deal one shouldn't even try unless it's super important. 
The rest of the time it's better to work with the tools available. They're adequate. 
They allow writing Atlas Shrugged or BoI or all kinds of things without having to 
do anything in the same category of trying to redefine "lying".



What are some good ways to learn in situations wherein
- person (a) makes a statement with which person (b) disagrees, due to
(b)'s understanding of one of the words in the statement, and
furthermore,
- person (b) believes that he is understanding the word in the common
way, but yet,
- person (a) also believes that he is using the word used in the common way?

One traditional way to proceed is for each party to define their terms.

http://www.simpleliberty.org/main/define_your_terms.htm

If they cannot agree on a common definition, then perhaps they can at leaset
agree to use one party's definition for the remainder of discussion. But what
if the one of the parties declines to proceed in this manner?

How do we know that the authors didn't actually believe those two 
sentences?

It's not relevant. If they lied to themselves, and believe it, and choose not to 
act with integrity, that doesn't make people non-liars.

How do we know the authors didn't actually believe those two
statements from the first time they thought them? In this case they
wouldn't have lied, even to themselves.

That's not the relevant thing to think about. That's not a good question. This is 
an example of how misunderstanding lying leads to bad thinking processes.

Who cares what their first reaction was? Why is that worth considering?

If lying requires intention, then the question is a criticism of the
claim that the authors were lying when they wrote those sentences.

I don't think that question is enlightening.

What's going on, the important thing, is their worldview itself and way of thinking 
promotes falsehood in various ways and chronically makes false statements 
about various issues. And if they don't do anything about that then they are 
responsible. responsibility is a better way to judge people than intentions! 

http://www.simpleliberty.org/main/define_your_terms.htm


considering if they are responsible is more enlightening and objective than 
considering their intentions.

Lots of people habitually take actions. Intentional or not, they are responsible for 
these actions. The actions distort their view of reality. They believe their own 
biases, and keep on believing it, and rationalize away contradictions and 
counter-arguments. They evade criticism. This is a dishonest way of life. They 
lack integrity. They are liars. (These go together. Dishonest, liar, lack of integrity. 
They are linked concepts. If you can see any one of them fits, you shouldn't 
have too much trouble with the rest. They aren't identical but there's some 
significant connections and interplay.)

Again, see below for another guess as to what Elliot means by lying.

Learning to notice lying is an important skill if one wants to be wise and
do significantly better thinking than convention.

The only way I have managed to make sense of Elliot's post is to read "to
lie" as "to make a statement that one believes, but which is actually
false". Does that rewording still capture what's important here?

No. Not all mistakes are lies. That's not close to what "lie" means.

I think you're overestimating how literal minded the standard common-sense 
meaning of "lie" is. What I'm saying is not a large deviation. Consider Bill 
Clinton. He told some literal lies (including under oath) but that hasn't 
received the most attention. He also told a lot more not-so-literal lies -- he 
obfuscated, played word games, played dumb, became a more forgetful 
person, took things literally when that didn't match the intended meaning, 
argued definitions and otherwise caused confusion. And what sort of 
reputation does he have? A liar. No one cares to check if he matches up to 
some exacting definition of "liar", he is a liar regardless.

It's true that people often don't distinguish between deceits and
lies. But the conventional understanding is that both require an
intention to deceive, and Clinton's deceits were intentional.  So the
above example is in accord with that aspect of the definition of a lie
that I gave.



[snip]

Being an honest man, a man of integrity, a truth-teller, is not merely about 
carefully refraining from doing a few exact banned things. It's also about 
having certain attitudes, following the spirit of the concept not the letter of the 
law, trying to live by some principles. This is common knowledge.

I agree that being an honest person involves more than merely
refraining from all forms of deceit (including lying). It also
involves doing the things Elliot mentioned. One example of a principle
an honest person lives by is that of keeping one's promises the best
of one's ability.

You're basically splitting hairs so you can say:

A person dishonestly says false stuff, and is responsible for this, and lacks 
integrity, and should have known better if he cared to think about it, but he's not 
a "liar".

That's contrary to common usage and useful usage. There's nothing to be 
gained by declaring those non-lies except the partial defense of these bad 
people.

Here's another guess as to what Elliot means by the specifying kind of
"lying" discussed in this thread:

"to make a false statement that one believes, but that which one would
not believe had one thought it through as much as one should have."

Is this close?

Is guessing at definitions a good way to understand what Elliot means?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] People Lie Constantly
Date: October 28, 2012 at 7:47 AM

On Oct 28, 2012, at 3:34 AM, Josh Jordan <josh@joshjordan.name> wrote:

On Thu, Oct 25, 2012 at 11:27 PM, Elliot Temple <curi@curi.us> wrote:
On Oct 23, 2012, at 1:09 PM, Josh Jordan <josh@joshjordan.name> wrote:

On Tue, Oct 23, 2012 at 2:29 PM, Elliot Temple <curi@curi.us> wrote:
On Oct 23, 2012, at 4:33 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Sun, Oct 21, 2012 at 4:50 PM, Elliot Temple <curi@curi.us> wrote:

You're trying to start with definitions (but why would we accept your definition is 
perfect?) and then arguing philosophical points from there.

I am trying to understand the statement that the authors of the two
sentences quoted from the freakonomics blog were lying.  Most people would
not accept this statement at face value. Therefore, most people either:

(1) misunderstand what a lie is,
(2) misunderstand the meaning of the quoted sentences or the
intentions of authors, or
(3) misunderstand something else.

Most people would deny they are lies because they themselves would tell the 
same lies. There is widespread agreement to lie about some things.

Which of (1), (2), or (3) above accounts for people's not understanding that
the statements quoted from freakonomics blog are lies?

For an example of (1) or (2), consider the time when people thought the Earth
was flat. If someone said, "the world is a sphere", they would not agree. Not
because they misunderstood what a sphere was, but because they 
misunderstood
what the Earth was.

For an example of (3), consider the time before
http://en.wikipedia.org/wiki/Zeno's_paradoxes had been resolved. Aristotle

http://en.wikipedia.org/wiki/Zeno


said, "That which is in locomotion must arrive at the half-way stage before it
arrives at the goal." This was paradoxical to people not because they
misunderstood the meaning of "halfway point" or because they misunderstood 
what
it means to arrive at an intermediate point before arriving at the goal, but
because they misunderstood that the limit of an infinite sequence can be
finite.

That is not a good approach. It's better to start with existing philosophical 
knowledge and try to improve it.

Existing knowledge says people lie to themselves and Siri can be programmed 
to tell lies and so on. That all makes sense and is comprehendible and even 
useful so I don't see the point of attacking it.

That's existing knowledge for some people. One way to improve it would
be to point out that the way the word is used in the context of lying
to oneself or in the context a machine "lying" differs from the way it
is used in the context of accusing one person of lying to another.
What are some other ways to improve it?

No one thought all lies were the same, so pointing out some are different than 
others doesn't improve anything.

I think you're assuming this particular difference is important but you have not 
explained what substantive problem it causes (and then followed up by proposing 
a solution).

It's one thing to criticize an idea because of some flaw in it or problem it 
causes. It's another to criticize it for failing to match up with some ivory tower 
definition that doesn't matter. That's a mistake. My conception of lying is no 
less useful or informative just because it doesn't match what a few people think 
the definition of "lying" should be.

What is a good way to understand your conception of lying?

I would start by dropping the idea that any special understanding is necessary. I 
haven't changed the meaning. I think searching for a non-standard meaning won't 



help.

I don't know why you think I changed the meaning. Consider your reason for that, 
it may be a mistake.

My best guess is that you're overly focussed on hard-and-fast rules, exact 
definitions, or something else along those lines. But such an attitude is a 
deviation from standard usage by you, not me. Standard usage of "lie" and many 
other words is pretty flexible and resilient, rather than being fragile like most 
philosophical definitions.

If we don't intend to deceive while making a statement, this may not
excuse us entirely from the consequences, but it *does* mean that we
weren't lying.

By a definition you want to insist on that has little to do with common usage of 
the word or useful ways to think.

The common idea of one person lying to another person requires
intention to deceive.

This is in agreement with the definition given in the (much-maligned-here)
Stanford Encyclopedia of Philosophy.
 http://plato.stanford.edu/entries/lying-definition/

According that OED (cited in that SEP article), to lie is "to make a false
statement with the intention to deceive."

Can someone say more about how the above does not correspond to the
way most people understand the idea of one person lying to another?

Dictionaries are not common usage.

There's a great deal of confusion in the world about intentions, so definitions 
referring to them aren't reliable.

"Intention" is a philosophy word. But the dictionary writers are not philosophically 
sophisticated. They don't know what it means or how to use it.

http://plato.stanford.edu/entries/lying-definition/


Pretty much everything anyone does is intentional in some sense. A requirement 
that things be "intentional" is ambiguous. All it really says is the person writing 
that definition doesn't explicitly know what counts or not.

The OED definition is also poor because people often make literally true 
statements in order to deceive others (intentionally, even). This can be done by 
misinterpreting the context or otherwise sabotaging communication. And that's (at 
least sometimes) lying. When it's lying or not cannot actually be evaluated by 
mechanical criteria. There's no simple rule for what types of sabotaging 
communication to mislead people counts as "lying" or not. It requires 
explanations to judge cases. But the definition is unaware of this.

The OED definition is also poor because it's not objective enough. But this is 
difficult to discuss because it's too ambiguous. (If you don't know why it's 
ambiguous by the end of my email, ask.)

People do things like be reckless with the truth by not thinking something 
through enough when they should have, and that is lying.

Most people would not call that lying, but rather something like "not
thinking things through when they should have".

Did you ask anyone? What example did you ask them about?

You could say they falsely implied they weren't speaking out of their ass by 
acting normally. But is this intentional? Not necessary. People could do it 
accidentally while having good intentions because they are bad at life. You can 
lie due to lack of integrity, due to being bad at life, due to all kinds of things 
other than deceitful intentions.

Some people lie to themselves to rationalize. Rationalizing involves deceiving 
oneself but you don't intentionally think "this is a lie, i know it's not true, i'll say 
it to myself anyway". Most lies aren't so explicit and intentional like that. If you 
limit your conception of lying to only a sort of textbook blatant case like that, 
that is artificial and you're not going to understand most lying people do. Or 



you'll have to understand it without using one of the few words that covers it 
well (a handicap with no upside).

See the end of this post for another guess as to what Elliot means by lying.

Similarly, lacking bad intentions does not automatically excuse a
killer, but it is the difference between murder and negligent
homicide. The difference in culpability is large enough to warrant a
separate term.

You're right that "lying" is a broad term. Lots of terms we use are broad. That 
isn't worth trying to change the language over. If you try to change the 
language over every over-broad word -- or just don't use them how other 
people do -- what you have ahead of you is mostly frustration and failure. 
Changing the language is such a big deal one shouldn't even try unless it's 
super important. The rest of the time it's better to work with the tools available. 
They're adequate. They allow writing Atlas Shrugged or BoI or all kinds of 
things without having to do anything in the same category of trying to redefine 
"lying".

What are some good ways to learn in situations wherein
- person (a) makes a statement with which person (b) disagrees, due to
(b)'s understanding of one of the words in the statement, and
furthermore,
- person (b) believes that he is understanding the word in the common
way, but yet,
- person (a) also believes that he is using the word used in the common way?

One traditional way to proceed is for each party to define their terms.

http://www.simpleliberty.org/main/define_your_terms.htm

If they cannot agree on a common definition, then perhaps they can at leaset
agree to use one party's definition for the remainder of discussion. But what
if the one of the parties declines to proceed in this manner?

The effective way to proceed is in terms of explanations, not definitions.

Explaining what lying is about, what problem(s) the concept solves or can help us 

http://www.simpleliberty.org/main/define_your_terms.htm


with, how it's useful, etc, would be more productive than defining it. For 
philosophical issues, definitions in general are fragile, wrong and distracting.

But is the real issue even about lying? In all the complaints I have yet to see any 
discussion of the actual original issue. Perhaps it'd be better to start there. No 
one has asked me what I think about either topic the guy lied about. No one has 
cared to discuss what the truth is and how it differs from the lies told. No one has 
stated what they think on those original topics.

I think it could be helpful to consider the nature of the statements in question. 
Perhaps the dispute has little to do with the concept of lying. It could be that you 
disagree about the evaluation of the statements themselves. Do you agree they 
are false? You claim they aren't lies. How do you explain those false statements 
being made? What sort of causal processes happened over the person's lifetime 
to cause this? How do those processes differ from typical long-term causal 
processes for lies?

How do we know that the authors didn't actually believe those two 
sentences?

It's not relevant. If they lied to themselves, and believe it, and choose not to 
act with integrity, that doesn't make people non-liars.

How do we know the authors didn't actually believe those two
statements from the first time they thought them? In this case they
wouldn't have lied, even to themselves.

That's not the relevant thing to think about. That's not a good question. This is 
an example of how misunderstanding lying leads to bad thinking processes.

Who cares what their first reaction was? Why is that worth considering?

If lying requires intention, then the question is a criticism of the
claim that the authors were lying when they wrote those sentences.

What criticism? A criticism is an explanation of a flaw. The question doesn't 
provide the explanation. It's not a criticism.



What type of intention at what time? Your stated position on lying is ambiguous 
because it doesn't try to answer basic questions about what it's supposed to 
mean. It never explains itself.

Does lying to Bob require an intention to deceive Bob at the time of speaking to 
Bob? No. And given it's not that, it's necessary to specify what it is. The definition 
of lying you've given is useless/meaningless without providing any help on these 
issues. Perhaps that's why most people don't use it.

There's multiple problems with the naive interpretation of what sort of intentions 
lying requires. For one, consider the chronic liar. He tells a bunch of lies. Then 
after a while he sometimes repeats them by habit. He isn't thinking about 
deceiving anyone while repeating it. His intention at the time might be to have a 
nice small talk conversation over dinner, or to satisfy someone's questions 
pleasantly, or to be the life of the party with his stories, or all sorts of things. A 
person may tell a lie with the intention -- at the time -- to have fun, not the 
intention to deceive. He may be thinking about something else and not have any 
particular intention or goal when he tells the lie. A bit of the infinite variety of life 
applies to lying and intentions too.

I don't think that question is enlightening.

What's going on, the important thing, is their worldview itself and way of 
thinking promotes falsehood in various ways and chronically makes false 
statements about various issues. And if they don't do anything about that then 
they are responsible. responsibility is a better way to judge people than 
intentions! considering if they are responsible is more enlightening and 
objective than considering their intentions.

Lots of people habitually take actions. Intentional or not, they are responsible 
for these actions. The actions distort their view of reality. They believe their 
own biases, and keep on believing it, and rationalize away contradictions and 
counter-arguments. They evade criticism. This is a dishonest way of life. They 
lack integrity. They are liars. (These go together. Dishonest, liar, lack of 
integrity. They are linked concepts. If you can see any one of them fits, you 
shouldn't have too much trouble with the rest. They aren't identical but there's 
some significant connections and interplay.)



Again, see below for another guess as to what Elliot means by lying.

Learning to notice lying is an important skill if one wants to be wise and
do significantly better thinking than convention.

The only way I have managed to make sense of Elliot's post is to read "to
lie" as "to make a statement that one believes, but which is actually
false". Does that rewording still capture what's important here?

No. Not all mistakes are lies. That's not close to what "lie" means.

I think you're overestimating how literal minded the standard common-sense 
meaning of "lie" is. What I'm saying is not a large deviation. Consider Bill 
Clinton. He told some literal lies (including under oath) but that hasn't 
received the most attention. He also told a lot more not-so-literal lies -- he 
obfuscated, played word games, played dumb, became a more forgetful 
person, took things literally when that didn't match the intended meaning, 
argued definitions and otherwise caused confusion. And what sort of 
reputation does he have? A liar. No one cares to check if he matches up to 
some exacting definition of "liar", he is a liar regardless.

It's true that people often don't distinguish between deceits and
lies. But the conventional understanding is that both require an
intention to deceive, and Clinton's deceits were intentional.  So the
above example is in accord with that aspect of the definition of a lie
that I gave.

[snip]

Being an honest man, a man of integrity, a truth-teller, is not merely about 
carefully refraining from doing a few exact banned things. It's also about 
having certain attitudes, following the spirit of the concept not the letter of 
the law, trying to live by some principles. This is common knowledge.

I agree that being an honest person involves more than merely
refraining from all forms of deceit (including lying). It also



involves doing the things Elliot mentioned. One example of a principle
an honest person lives by is that of keeping one's promises the best
of one's ability.

You're basically splitting hairs so you can say:

A person dishonestly says false stuff, and is responsible for this, and lacks 
integrity, and should have known better if he cared to think about it, but he's 
not a "liar".

That's contrary to common usage and useful usage. There's nothing to be 
gained by declaring those non-lies except the partial defense of these bad 
people.

Here's another guess as to what Elliot means by the specifying kind of
"lying" discussed in this thread:

"to make a false statement that one believes, but that which one would
not believe had one thought it through as much as one should have."

Is this close?

Is guessing at definitions a good way to understand what Elliot means?

No, definitions are a terrible way to approach philosophy. And they aren't much 
good for understanding any knowledge-laden parts of common wisdom, 
traditional knowledge, popular knowledge, whatever. One needs explanations not 
definitions.

You claim to understand common usage. But common usage isn't definition 
based, so your claims are prima facie absurd. As most of the population knows, 
lying is a more complicated issue than you can cover in a sentence. (You might 
want the qualifier "regular sized" before "sentence". But most people wouldn't 
care and I agree with them -- I don't think requiring such qualifiers improves 
discussion.)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: anontoo <anontoo@yahoo.com>
Subject: [BoI] Slow learning in old age
Date: October 28, 2012 at 6:53 AM

Older people tend to learn slower than younger people.

Is this due to some physical problem?
Or is it due to mistakes accumulated in the mind rendering it less
effective?

I was thinking if it couldn't be due to a "self-fulfilling" prophecy
situation. Like the following:

Young people, especially teenagers, learn very fast. Their bodies also grow
very fast. In a few years they go from a child's body to an adult's body. A
different body encourages them to be different people and for that they
have to learn very fast. They can't act like little kids anymore. There's
also lots of cultural memes and pressure encouraging fast learning and
changing, like parents, school and pop music trends.

When people reach adulthood, for many years the body will change very
little. From 20 to 40 changes are very mild and they won't be positive,
they'll be ageing signs. People tend to settle down. Culture also
encourages this. People tend to feel nostalgic about their childhood,
identify with their youth and the music of their youth and listen to that
for comfort. They are encouraged to not like new things (because it's not
from "their" generation) and to follow convention. They perceive any
difficulty in learning something new as "I'm not young anymore". But maybe
what happens is they are not trying hard due to their bad ideas.

When people start ageing faster, after 40 or 50, it gets even worse. Often
they stagnate or even regress. They believe "they're getting old" and any
failure is due to "getting old" but it could be they are not really making
an effort to learn anymore. Many old people seem in possession of full
mental faculties: they can keep a normal conversation, they are even fast
talkers and witty in their replies. It doesn't seem they have any brain
damage from age. Yet they prefer to talk about the past, to repeat the same
mistaken ideas, than to learn new things.

Is it a fact that we really learn slower and slower and there's no known
solution to this?



Or is this a fairly simple problem that only happens due to a few bad ideas
and if those ideas are effectively criticized, it enables an old person to
learn as fast as they  can?

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Slow learning in old age
Date: October 28, 2012 at 8:16 AM

On Oct 28, 2012, at 3:53 AM, anontoo <anontoo@yahoo.com> wrote:

Older people tend to learn slower than younger people.

Is this due to some physical problem?
Or is it due to mistakes accumulated in the mind rendering it less
effective?

Both can be issues. Some old people have mild physical brain damage. This is 
pretty common.

Virtually all old people have a large accumulation of bad ideas, but is that really 
that much worse when they are 80 than it was when they were 50? No doubt 
sometimes the answer is "yes" but I'm thinking in other cases it may be "no".

What can brain damage do?

In short, it causes random errors.

If one uses good error-correcting methods of thinking, one's thinking will be 
resilient to random errors. Basically it will just slow things down a bit (think 20% 
not 80%) and use a bit more memory to do some thinking. But it doesn't have to 
slow things down much. It's not so important unless the random error rate gets 
really high.

Sometimes there is a lot of brain damage.

But a lot of times people's thinking gets really bad with only a little bit of brain 
damage. What's going on there? They are coping with the random errors poorly. 
They have bad ideas about how to deal with such things.

I was thinking if it couldn't be due to a "self-fulfilling" prophecy
situation. Like the following:



Young people, especially teenagers, learn very fast.

Why "especially teenagers"? I think, as a general rule, the younger the person the 
faster they learn.

Many teenagers are in high school and aren't learning much anymore.

At younger ages people learn difficult skills like language and some methods of 
organizing their thinking and criticizing ideas. And the bulk of what one learns 
about his culture is learned before he's a teenager.

Their bodies also grow
very fast. In a few years they go from a child's body to an adult's body. A
different body encourages them to be different people and for that they
have to learn very fast.

Bodies don't encourage.

They can't act like little kids anymore.

They can, intellectually. Which is what matters most in life.

People trying not to act like kids is a major force of irrationality in the world. The 
rule is: avoid anything childish, whether it's good or bad. Don't judge. don't think, 
just steer clear.

There's
also lots of cultural memes and pressure encouraging fast learning and
changing, like parents, school and pop music trends.

What are you talking about? Anyone who tries to learn fast in middle school or 
high school is punished by pretty much everyone. One is supposed to obey 
teachers, not learn fast. One is supposed to "respect" parents (e.g. no 
"backtalk"), not ask enlightening/revealing questions. One is supposed to make 
friends with peers, not show them up.

When people reach adulthood, for many years the body will change very
little. From 20 to 40 changes are very mild and they won't be positive,



they'll be ageing signs. People tend to settle down. Culture also
encourages this. People tend to feel nostalgic about their childhood,
identify with their youth and the music of their youth and listen to that
for comfort. They are encouraged to not like new things (because it's not
from "their" generation) and to follow convention. They perceive any
difficulty in learning something new as "I'm not young anymore". But maybe
what happens is they are not trying hard due to their bad ideas.

When people start ageing faster, after 40 or 50, it gets even worse. Often
they stagnate or even regress. They believe "they're getting old" and any
failure is due to "getting old" but it could be they are not really making
an effort to learn anymore. Many old people seem in possession of full
mental faculties: they can keep a normal conversation, they are even fast
talkers and witty in their replies. It doesn't seem they have any brain
damage from age. Yet they prefer to talk about the past, to repeat the same
mistaken ideas, than to learn new things.

Is it a fact that we really learn slower and slower and there's no known
solution to this?

No. Consider a philosophically sophisticated person such as Thomas Szasz. He 
was still one of the wisest men alive in his 90s.

Be good at thinking and your thinking won't break when you run into some aging-
related challenges.

Or is this a fairly simple problem that only happens due to a few bad ideas
and if those ideas are effectively criticized, it enables an old person to
learn as fast as they  can?

The problem is more lack of good ideas than bad ideas. Life isn't awesome by 
default. Refuting some bad ideas may be important but that will never be 
sufficient. Having good ideas is needed.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] How to resolve disputes about values
Date: October 28, 2012 at 10:44 AM

On Sat, Oct 27, 2012 at 9:32 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 9, 2012, at 10:35 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/432

premise: good values make their holder's life better
premise: people want nice lives
conclusion: people hold values they think are good

scenario: X thinks Y has bad values (X and Y are people)

Applying the conclusion to the scenario, we discover that: Y considers his 
values to be good

premise: X and Y have different values
premise: different values can't both be right
conclusion: X or Y (or both) are wrong

So, if Y knows at least one of them is wrong, and considers himself right, he 
must consider X's values to be wrong.

So we discover that when X declares that Y's values are wrong, what we are 
really looking at is a two-way dispute. X and Y are fallible. X does not have 
authority. So, to impose his values on Y, X needs more than to feel really 
sure. He needs some non-arbitrary explanation of why it's right for him to 
impose his values. And it must pass a simple test: it can't work in reverse. As 
X can claim authority, so can Y. As X can claim feeling sure, so can Y. As X 
can claim divine inspiration, so can Y. etc

Thoughts?

I think the main point here is good. I wonder why people violate it so much...

Lots of people won't acknowledge the symmetry. They say things like, "Well he's 
just an idiot" instead of viewing it as a disagreement. They say it's not symmetric 

http://www.curi.us/432


because the other guy is lower status/authority of some sort and that is how 
symmetry is broken.

Some people also say things like "Idea X is obvious, so why doesn't he
agree? He must be stupid or lying or evil." These people are appealing
to obviousness. It means that a person has a subconscious and
inexplicit idea Y that makes him believe idea X. And he hasn't tried
to (or hasn't been successful in) explaining X to the other guy (nor
to himself), which means he hasn't discovered his subconscious and
inexplicit idea Y. The reality is that Y could be false. And that if
he discovered it and made it conscious and explicit, then he would
have the opportunity to criticize it, in which case he might realize
that his idea X is false. So, appealing to obviousness is equivalent
to appealing to one's subconscious and inexplicit ideas (which are
necessarily less criticized).

If people would reject status/authority/justification, especially in epistemology, 
then they'd have a harder time declaring their disagreements non-symmetric. 
And the world would be a better place.

Appealing to obviousness is appealing to the authority of one's
subconscious and inexplicit ideas. It is justifying one's conscious
ideas by his subconscious ideas.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Repost Regarding Selfishness
Date: October 28, 2012 at 5:40 PM

On Oct 27, 2012, at 10:36 PM, Lulie Tanett <luliet@gmail.com> wrote:

On 27 Oct 2012, at 09:24 PM, Elliot Temple <curi@curi.us> wrote:

In this post, David advocates for using the word "selfishness" as used by Ayn 
Rand.

Begin forwarded message:

From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] ought vs is
Date: April 9, 2012 5:59:56 PM PDT
To: <beginning-of-infinity@googlegroups.com>

On 10 Apr 2012, at 12:59am, Brett Hall wrote:

On 10/04/2012, at 3:04 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

Brett Hall wrote:

Would such an approach be honest? Would it be good? Or would it be 
misleading? I feel like this sort of thing happens too often. Ayn Rand's 
selfishness seems to be this sort of thing. And her criticism of altruism 
seems to be a similar problem. Deliberately changing the meanings that 
most people would subscribe to these concepts. But I guess I have drawn 
myself into a Rand debate now...?

No. Selfishness means not sacrificing the self. And all dictionaries
agree. Its cultural knowledge that gets it wrong. They think it has
additional meaning like, "don't give a shit about other people and
shit on them when ever they get in your way." And altruism means
sacrificing the self. And all dictionaries agree. Its cultural
knowledge that gets it wrong. They think it just means helping others.
People forget that it also means sacrificing the self.



The point is that Rand was correcting people's misconceptions about
those words. And David corrected them even further. Finding common
preferences is the right way. It means not sacrificing the self nor
anybody else. And it is entirely consistent with selfishness.

Okay - I'll just jump in now briefly because the rest of your post deserves 
more attention. Now I agree that there might be times when the task of 
philosophy is to clear up misconceptions about what words *should* mean. 
But sometimes I think it might be about determining what *people already 
mean* when they use words. If people mean one thing consistently and a 
single philosopher and small group of followers use it another way 
consistently - this is a problem requiring a solution. The solution is to have 
the groups converge or there can be no real communication. So...in light of 
this - you say "all dictionaries agree". This is just the problem - they do not. 
The first one that crops up on Google is "dictionary.com" which provides 
definitions from a few places. Here's the one for selfishness:

http://dictionary.reference.com/browse/selfishness

1. devoted to or caring only for oneself; concerned primarily with one's own 
interests, benefits, welfare, etc., regardless of others

2. characterized by or manifesting concern or care only for oneself

So it's that "regardless of others" that I think most people agree is a part of 
selfishness. Ayn Rand wasn't about that, was she? Because that would entail 
exactly what you say: "don't give a shit about other people and shit on them 
when ever they get in your way." The problem is most people *do* think that 
this is what selfishness is about. Rand - objectivists - whoever would be able 
to market this a lot better if they simply did not use the word. If they stuck with 
"enlightened self interest" or whatever. But I think we are now learning this 
better today - aren't we - as a general principle about how to communicate 
ideas? We're more aware of how to couch our explanations in clear language 
and reduce ambiguity *not only* for clarity itself but also to make it 
marketable.

The "World English Dictionary" says selfishness is:

1. chiefly concerned with one's own interest, advantage, etc, esp to the 

http://dictionary.reference.com/browse/selfishness


exclusion of the interest of others

It's that "to the exclusion" that is almost impossible to market beyond a 
certain kind of person and which is a pervasive feature of what most people 
think most of the time when they hear the word "selfish".  But some people 
love hearing that Rand endorses "selfishness" because then it can justify 
their "exclusion of the interest of others" and so certain kinds of Capitalists 
really do go around shitting on other people who get in their way and they 
actually think not only do they have a philosophical basis for being mean but 
that (perversely!) it's actually moral! I know what selfishness is. I know some 
people who know what selfishness is too. And they do go around being 
mean, taking away opportunity and see that most human interaction is zero-
sum. They also think selfishness is a virtue. But it's not Rand's selfishness - 
though they might even claim it is.

<snip>

One problem with those dictionary definitions is that they implicitly assert 
something beyond word usage, namely a substantive theory which Rand is at 
pains to contradict: that there are conflicts of interest between 'oneself' and 
'other people'. That unacknowledged theory behind the dictionary definitions 
casts morality in terms of various patterns of choosing between those two 
interests. Without that unacknowledged theory, those definitions are gibberish.

The thing is, in everyday usage, 'selfishness' is indeed used to mean 
criminality, cruelty, harming people etc; but it is *also* used to refer to the very 
thing that Rand endorses, which is not any kind of wrongdoing. So what is she 
supposed to do? Abandon the very word which, in ordinary English, means 
exactly what she means, except when viewed through a misconception that 
she is eager to eradicate?

Much the same thing *does* happen in regard to induction. Most accounts 
implicitly assume that scientific theories are obtained from observations and 
induction is cast as a claim about how this is done. That automatically casts 
Popper's anti-inductivism as a *rival* claim about how this is done, e.g. *by 
falsification* of a rival theory. And nonsensical assumptions also underlie 
widely used definitions of 'knowledge' and 'scientific theory', even though the 
same terms are also used for the real things. What is Popper supposed to do 
about that? Invent different words for 'knowledge' and 'science', just because 
people believe nonsensical theories about them?



In general, in both science and philosophy, it is a bad idea to invent a new 
name for a thing whenever we adopt a new explanatory theory about it. 
Terminology would proliferate exponentially. And it will never be perfectly 
unambiguous whatever we do.

Right, so:

People use the word 'knowledge' differently from Popperians. They have in mind 
mistaken concepts about it. Their idea of what 'knowledge' is doesn't actually 
make sense. Once we modify the idea to not include the concepts that don't 
make sense, we're left with something that's similar to how people already use it 
(they just have some misconceptions about parts of it).

It's not just 'knowledge' and 'selfishness' that conventionally contain mistaken 
concepts. *Every* word describing something that people have bad ideas about, 
will be used in a slightly different way by someone who doesn't have mistaken 
ideas about it.

More examples:

Morality -
Convention: set duties you have to do that limit your freedom; how to be good to 
other people.
BoI-ians: how to make choices; what will be good for both you and others.

What will be good objectively. Which never requires self-sacrifice. And never 
aggressively harms others (b/c cooperation is objectively better than fighting).

Responsibility -
Convention: chore you have to do when you become an adult whether you like it 
or not.
BoI-ians: taking charge over more of your life; noticing & acknowledging 
mistakes and trying to improve on them; doing things instead of letting things 
happen to you.

I think you underestimate convention (on morality too but that's more subtle 
harder to explain).

In one of Szasz's books I recall he briefly mentioned a real life example. It was 



something like this: there's a poor black guy, in and out of jail, bad at life, maybe 
on drugs sometimes. He got his girlfriend pregnant. And what did he do? He 
married her, rather than just evade the issue. When asked about it, the guy said 
he wanted some responsibility in his life. Being responsible for something (the 
kid) gave him some meaning in life and made his actions and choices matter for 
more than just himself. He wanted that, he did not see it as a chore.

If anyone would see responsibility as a chore, you might expect it to be a poor 
loser who's bad at managing his life. Yet that's not how he saw it. No doubt there 
are many responsibilities he doesn't want. But he wanted this one.

Lots of conventional people accept, prefer and want many responsibilities. They 
only regard some as chores.

Persuasion -
Convention (sometimes): brainwashing; forcing you to change your mind.
BoI-ians: genuinely changing your mind of your own free will, such that no part 
of you wants the previous thing.

Time -
Convention: something that flows.
BoI-ians: the whole of physical reality — past, present and future — is laid out 
once and for all, frozen in a single four-dimensional block.

etc.

Maybe the difference with selfishness is that it's clearer what you disagree with 
when you use that word, so people get offended more than when you use the 
words above.

Using words that more clearly express disagreements *that in fact exist* is a good 
thing!

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: P0ck <oberon.nmk@gmail.com>
Subject: [BoI] Re: Slow learning in old age
Date: October 28, 2012 at 7:40 PM

On Sunday, October 28, 2012 6:53:07 AM UTC-4, anontoo wrote:

Older people tend to learn slower than younger people.

Is this due to some physical problem?
Or is it due to mistakes accumulated in the mind rendering it less
effective?

I was thinking if it couldn't be due to a "self-fulfilling" prophecy
situation. Like the following:

Young people, especially teenagers, learn very fast. Their bodies also
grow very fast. In a few years they go from a child's body to an adult's
body. A different body encourages them to be different people and for that
they have to learn very fast. They can't act like little kids anymore.
There's also lots of cultural memes and pressure encouraging fast learning
and changing, like parents, school and pop music trends.

When people reach adulthood, for many years the body will change very
little. From 20 to 40 changes are very mild and they won't be positive,
they'll be ageing signs. People tend to settle down. Culture also
encourages this. People tend to feel nostalgic about their childhood,
identify with their youth and the music of their youth and listen to that
for comfort. They are encouraged to not like new things (because it's not
from "their" generation) and to follow convention. They perceive any
difficulty in learning something new as "I'm not young anymore". But maybe
what happens is they are not trying hard due to their bad ideas.

When people start ageing faster, after 40 or 50, it gets even worse. Often
they stagnate or even regress. They believe "they're getting old" and any
failure is due to "getting old" but it could be they are not really making
an effort to learn anymore. Many old people seem in possession of full
mental faculties: they can keep a normal conversation, they are even fast
talkers and witty in their replies. It doesn't seem they have any brain
damage from age. Yet they prefer to talk about the past, to repeat the same
mistaken ideas, than to learn new things.



Is it a fact that we really learn slower and slower and there's no known
solution to this?

It is a fact that past 40 years old, the brain begin to produce less
dopamine in the brain, which leads to aging and begin to thwart learning
abilities.
Dopamine is associated with motivation, anticipation of reward, figuring
out cause and effect,motor programming and sequencing, spatially and
temporally distant cues thinking, salience in learning, working memory,
cognitive flexibility, abstract representations, temporal analysis and
processing speed and generativity/creativity.

But as Fred Previc tells us in the book "The dopaminergic mind in human
evolution and history", in today society, it is more common to find people
with brain that generate more dopamine than less due to the high
stimulation levels and how our society is set up (advertising and stuff).

Previc also put forward in his book the theory that more dopamine in the
brain is what caused our ancestor to become human and develop high
intelligence.

For people over 40, the anti-parkinsonian drug called Deprenyl augment the
level of dopamine in the brain, it is also known as a nootropic drug and a
cognitive amplifier.
Derprenyl has also been successfully found in various animal studies to
increase lifespan up to 20%, it is still unknown if the effect would
translate in human also but some people take the drug as a possible life
extension device as well as a cognitive amplifier.

Nicolas M. Kirchbeger

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] epistemology in one paragraph
Date: October 29, 2012 at 8:05 PM

Let's try to write epistemology in one paragraph.

Here's a first guess:

We are fallible -- we make mistakes -- and we can improve on our ideas using 
the critical method. That method involves incrementally changing and replacing 
ideas which are refuted by criticism with new ideas that aren't refuted by any 
known criticism.

You can contribute by:

- write a different guess
- write a criticism of any guess
- once there are criticisms, write improved versions of any guesses that are no 
longer refuted by their criticisms

It will be done when there's only one non-refuted guess left and no one has any 
criticisms or new guesses to offer.

The intent of the one paragraph constraint is to write a short summary, not a 
book.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 29, 2012 at 8:10 PM

On 10/30/2012 12:05 AM, Elliot Temple wrote:
Here's a first guess:

We are fallible -- we make mistakes -- and we can improve on our ideas using 
the critical method. That method involves incrementally changing and 
replacing ideas which are refuted by criticism with new ideas that aren't refuted 
by any known criticism.

Criticism of this: The terms "criticism" and "refuted" are jargon-y. Also "criticism" 
has negative connotations.

My improved version of your guess that isn't subject to that criticism:

We are fallible -- we make mistakes -- but we can improve on our ideas using 
the "critical method." The method involves incrementally changing and replacing 
ideas which have been shown to be problematic, with new ideas that have no 
known problems.

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 29, 2012 at 8:18 PM

On Oct 29, 2012, at 5:10 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/30/2012 12:05 AM, Elliot Temple wrote:
Here's a first guess:

We are fallible -- we make mistakes -- and we can improve on our ideas 
using the critical method. That method involves incrementally changing and 
replacing ideas which are refuted by criticism with new ideas that aren't 
refuted by any known criticism.

Criticism of this: The terms "criticism" and "refuted" are jargon-y. Also "criticism" 
has negative connotations.

My improved version of your guess that isn't subject to that criticism:

We are fallible -- we make mistakes -- but we can improve on our ideas using 
the "critical method." The method involves incrementally changing and 
replacing ideas which have been shown to be problematic, with new ideas that 
have no known problems.

How is the word "criticism" jargony?

And you use the word "critical" in your new paragraph. If it's jargon then isn't it a 
bad name?

"shown to be problematic" will be read as "justified as problematic" or 
"established as problematic". what do you intend it to mean?

I think "flawed" is better than "problematic".

what do you think are non-jargon terms for criticism and refute?

you say criticism has negative connotations. i guess so but doesn't "problematic" 
(and "flawed" too) have just as much?



-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 29, 2012 at 8:19 PM

On 30/10/2012, at 11:05, "Elliot Temple" <curi@curi.us> wrote:

Let's try to write epistemology in one paragraph.

Here's a first guess:

We are fallible -- we make mistakes -- and we can improve on our ideas using 
the critical method. That method involves incrementally changing and 
replacing ideas which are refuted by criticism with new ideas

which explain more, are harder to vary and

that aren't refuted by any known criticism.

You can contribute by:

- write a different guess
- write a criticism of any guess
- once there are criticisms, write improved versions of any guesses that are no 
longer refuted by their criticisms

I will criticise my own contribution here: is introducing the concept of explanation 
even needed? It seems important but might just confuse things. Hard to vary, we 
know, is important. How to explain this (essential) part of good explanations? 
Epistemology is about generating good explanations, hey?

It will be done when there's only one non-refuted guess left and no one has any 
criticisms or new guesses to offer.

The intent of the one paragraph constraint is to write a short summary, not a 
book.

It's a great initiative.



Brett.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 29, 2012 at 8:35 PM

On 10/30/2012 12:18 AM, Elliot Temple wrote:
On Oct 29, 2012, at 5:10 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/30/2012 12:05 AM, Elliot Temple wrote:
Here's a first guess:

We are fallible -- we make mistakes -- and we can improve on our ideas 
using the critical method. That method involves incrementally changing and 
replacing ideas which are refuted by criticism with new ideas that aren't 
refuted by any known criticism.

Criticism of this: The terms "criticism" and "refuted" are jargon-y. Also 
"criticism" has negative connotations.

My improved version of your guess that isn't subject to that criticism:

We are fallible -- we make mistakes -- but we can improve on our ideas using 
the "critical method." The method involves incrementally changing and 
replacing ideas which have been shown to be problematic, with new ideas 
that have no known problems.

How is the word "criticism" jargony?

Maybe jargony is the wrong term. It's not as widely known as "problem" or "flaw."

And you use the word "critical" in your new paragraph. If it's jargon then isn't it a 
bad name?

Yes. I put it in quotes to show that it's a name and you're not required to know 
what it means already, but if there's another term that's more widely known then 
that would be better. I considered "problem-solving method" but I don't think it has 
as strong a meaning.

"shown to be problematic" will be read as "justified as problematic" or 
"established as problematic". what do you intend it to mean?

That have become persuaded that there's a problem with it. "identified as 



problematic" maybe? Trying to say 'established' in the 'you know about it' sense 
rather than the 'it has been deduced from axioms and authorities' sense.

I think "flawed" is better than "problematic".

Yes, agreed. If changing "problematic" to "flawed" then also change "problems" to 
"flaws" to be consistent.

what do you think are non-jargon terms for criticism and refute?

criticism: problem/flaw
refute: you think/agree there is a problem/flaw  <-- this kinda sucks but I don't 
think word-for-word replacement is necessary anyway. the only other possible 
words I could come up with all have wrong meanings (like 'dismiss', 
'break/broken')

you say criticism has negative connotations. i guess so but doesn't 
"problematic" (and "flawed" too) have just as much?

No, I think "criticism" has more. It's more personal and is more thought of more as 
an act/attack, rather than a statement about reality. Like for most people, if you 
criticize them it's like their day just got worse, but if you just "point out a problem" 
then that's more usually something that was true anyway but they just hadn't 
noticed themselves.

- Richard

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 29, 2012 at 8:43 PM

On 30 Oct 2012, at 00:05, Elliot Temple <curi@curi.us> wrote:

Let's try to write epistemology in one paragraph.

Here's a first guess:

We are fallible -- we make mistakes -- and we can improve on our ideas using 
the critical method. That method involves incrementally changing and 
replacing ideas which are refuted by criticism with new ideas that aren't refuted 
by any known criticism.

You can contribute by:

- write a different guess
- write a criticism of any guess
- once there are criticisms, write improved versions of any guesses that are no 
longer refuted by their criticisms

It will be done when there's only one non-refuted guess left and no one has any 
criticisms or new guesses to offer.

It might be a good idea to explain criticism:

We are fallible -- we make mistakes -- and we can improve on our ideas using 
the critical method.A criticism is any feature of an idea that seems 
unsatisfactory. The critical method involves incrementally changing and 
replacing ideas which are refuted by criticism with new ideas that aren't refuted 
by any known criticism.

Alan



From: Nicolas Marquis Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 29, 2012 at 10:59 PM

Le 2012-10-29 à 20:05, Elliot Temple <curi@curi.us> a écrit :

Let's try to write epistemology in one paragraph.

Here's a first guess:

We are fallible -- we make mistakes -- and we can improve on our ideas using 
the critical method. That method involves incrementally changing and 
replacing ideas which are refuted by criticism with new ideas that aren't refuted 
by any known criticism.

(Sorry for the last half message, I accidentally hit the send button on my iPad..)

Here's a quick improvement I think:
"We are fallible -- we make mistakes -- and we can improve on our efficiency and 
clarity by using the hypothetico-deductive method, by making hypothesis to 
explain cause and effect and the deductive method to find out what would be true 
or not if the hypothesis is true. We can then find out if our hypothesis are true by 
testing them in the world and measuring the result with our senses or instruments 
to see if what we deduced from our hypothesis is true."

Something like that, I think the original version lacked the connection to reality :-)

Nicolas M. Kirchberger



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 29, 2012 at 11:50 PM

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our efficiency 
and clarity by using the hypothetico-deductive method, by making hypothesis to 
explain cause and effect and the deductive method to find out what would be 
true or not if the hypothesis is true. We can then find out if our hypothesis are 
true by testing them in the world and measuring the result with our senses or 
instruments to see if what we deduced from our hypothesis is true."

Criticism: That doesn't cover anything outside of science. For example I don't 
think it describes the way we make progress in moral philosophy.

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 30, 2012 at 12:40 AM

On Oct 29, 2012, at 5:35 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/30/2012 12:18 AM, Elliot Temple wrote:
On Oct 29, 2012, at 5:10 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 10/30/2012 12:05 AM, Elliot Temple wrote:
Here's a first guess:

We are fallible -- we make mistakes -- and we can improve on our ideas 
using the critical method. That method involves incrementally changing 
and replacing ideas which are refuted by criticism with new ideas that 
aren't refuted by any known criticism.

Criticism of this: The terms "criticism" and "refuted" are jargon-y. Also 
"criticism" has negative connotations.

My improved version of your guess that isn't subject to that criticism:

We are fallible -- we make mistakes -- but we can improve on our ideas 
using the "critical method." The method involves incrementally changing and 
replacing ideas which have been shown to be problematic, with new ideas 
that have no known problems.

How is the word "criticism" jargony?

Maybe jargony is the wrong term. It's not as widely known as "problem" or 
"flaw."

When I type "criticism" and "flaw" into google, both return around 40 million hits. 
How are you determining "flaw" is much better known than "criticism"?

The word "problem" is more common in general (2730 million google hits. way 
way more than 40 million), but that doesn't necessarily mean people will 
understand the particular usages we are interested in better.

And you use the word "critical" in your new paragraph. If it's jargon then isn't it 
a bad name?



Yes. I put it in quotes to show that it's a name and you're not required to know 
what it means already, but if there's another term that's more widely known then 
that would be better. I considered "problem-solving method" but I don't think it 
has as strong a meaning.

Even if people don't understand criticism (actually I agree they don't *understand* 
it very well), I don't think you can just avoid it. It's such a core concept of 
epistemology. If we could just say, "We learn by criticism" and then devote the 
rest of the paragraph to explaining that enough for people to understand, I think 
that'd be a pretty decent approach. If you we evade the issue I'm not sure what 
that will accomplish.

BTW I like to explain criticism like this: "A criticism is an explanation of a 
flaw/problem". (That lets you correct it and do better than before.) This statement 
isn't perfect but one thing it clarifies is you can't even identify any flaws or 
problems while avoiding criticism. Criticism is the method by which we find them.

"shown to be problematic" will be read as "justified as problematic" or 
"established as problematic". what do you intend it to mean?

That have become persuaded that there's a problem with it. "identified as 
problematic" maybe? Trying to say 'established' in the 'you know about it' sense 
rather than the 'it has been deduced from axioms and authorities' sense.

i think "identified" is an OK term. i think "established" is a bad one for this.

other possible terms would be "understood" or "known".

I think "flawed" is better than "problematic".

Yes, agreed. If changing "problematic" to "flawed" then also change "problems" 
to "flaws" to be consistent.

what do you think are non-jargon terms for criticism and refute?

criticism: problem/flaw



that's not the same thing though. criticism is the means by which we identify 
flaws, rather than being the flaws themselves.

refute: you think/agree there is a problem/flaw  <-- this kinda sucks but I don't 
think word-for-word replacement is necessary anyway. the only other possible 
words I could come up with all have wrong meanings (like 'dismiss', 
'break/broken')

"refute" can maybe be avoided in favor of a replacement for "refuted". like "know 
to be flawed" or "identified as flawed".

you say criticism has negative connotations. i guess so but doesn't 
"problematic" (and "flawed" too) have just as much?

No, I think "criticism" has more. It's more personal and is more thought of more 
as an act/attack, rather than a statement about reality. Like for most people, if 
you criticize them it's like their day just got worse, but if you just "point out a 
problem" then that's more usually something that was true anyway but they just 
hadn't noticed themselves.

setting aside words, we have to convince people it's good to find flaws in ideas, 
that that is a bit part of how we make progress and learn.

people use a lot of euphemisms for criticism like "point out a problem" but i'm not 
sure how much they really help. people know what it means. don't the better 
people dislike being spoken to so indirectly which wastes time and lowers clarity?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 30, 2012 at 12:41 AM

On Oct 29, 2012, at 5:43 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 30 Oct 2012, at 00:05, Elliot Temple <curi@curi.us> wrote:

Let's try to write epistemology in one paragraph.

Here's a first guess:

We are fallible -- we make mistakes -- and we can improve on our ideas 
using the critical method. That method involves incrementally changing and 
replacing ideas which are refuted by criticism with new ideas that aren't 
refuted by any known criticism.

You can contribute by:

- write a different guess
- write a criticism of any guess
- once there are criticisms, write improved versions of any guesses that are no 
longer refuted by their criticisms

It will be done when there's only one non-refuted guess left and no one has 
any criticisms or new guesses to offer.

It might be a good idea to explain criticism:

I agree.

We are fallible -- we make mistakes -- and we can improve on our ideas 
using the critical method.A criticism is any feature of an idea that seems 
unsatisfactory. The critical method involves incrementally changing and 
replacing ideas which are refuted by criticism with new ideas that aren't 
refuted by any known criticism.



A criticism is not a negative feature of an idea. A criticism points out or explains 
such a feature. It's a little different, but I think the difference matters.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Liberty Fitz-Claridge <libertyfitzclaridge@googlemail.com>
Subject: [BoI] When to conserve/discard traditions
Date: October 30, 2012 at 8:12 AM

If a society has a tradition whose purpose is not known or not articulated,
can't we automatically criticise it as a waste of time? For example, in the
UK lots of money is spent on elaborate Royal ceremonies, and while their
basic significance is clear, it's not clear why we have to conserve every
step of every ritual, or why the Queen should have a massive palace, etc.

Faced with a choice between some pursuit that we explicitly know to be good
(like spending that money on the military instead) and something that may
or may not have important inexplicit knowledge, when and why should we
prefer the latter?

Possible answer: Before discarding those traditions, we should make the
knowledge in them explicit and try and criticise it -- otherwise we can't
actually say if it's a waste of time.

Still not sure what to say about when traditional knowledge has not
*yet*been made explicit and there is a practical question of what to
devote time
to...

Liberty

-- 



From: railguage48 <hlogoma@gmail.com>
Subject: [BoI] Re: epistemology in one paragraph
Date: October 30, 2012 at 8:58 AM

My guess:

We have ideas but we realize that being fallible our ideas have many
mistakes. To help identify these mistakes, we circulate our ideas with
the aim to have others read them and offer up suggestions on how to
improve those ideas and thereby help to remove those mistakes. Each
iteration of this process is subject to another round of this type of
examination until there are no longer any suggestions for improvement
of the idea and it is adopted.

Tom

On Oct 29, 7:05 pm, Elliot Temple <c...@curi.us> wrote:
Let's try to write epistemology in one paragraph.

Here's a first guess:

We are fallible -- we make mistakes -- and we can improve on our ideas using 
the critical method. That method involves incrementally changing and 
replacing ideas which are refuted by criticism with new ideas that aren't refuted 
by any known criticism.

You can contribute by:

- write a different guess
- write a criticism of any guess
- once there are criticisms, write improved versions of any guesses that are no 
longer refuted by their criticisms

It will be done when there's only one non-refuted guess left and no one has any 
criticisms or new guesses to offer.

The intent of the one paragraph constraint is to write a short summary, not a 
book.

-- Elliot Templehttp://curi.us/

http://curi.us/


From: Liberty Fitz-Claridge <libertyfitzclaridge@googlemail.com>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 4 -- Towards a 
Rational Theory of Tradition
Date: October 30, 2012 at 7:02 AM

On Wed, Oct 24, 2012 at 8:19 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 24, 2012, at 11:28 AM, Liberty Fitz-Claridge <
libertyfitzclaridge@googlemail.com> wrote:

On Tue, Jul 31, 2012 at 5:30 AM, Justin Mallone <justinceo@gmail.com>
wrote:

Chapter 4:

Popper introduces the idea of tradition and says that Burke is the
foremost name associated with the anti-rationalist approach to

tradition,
and says that anti-traditionalists have never really met the defense of
tradition Burke offered. 162.

Why did Popper say Burke was an anti-rationalist?

Because it's a reasonably common misunderstanding, I guess. The French
Revolution intellectuals presented themselves as rationalists, guided by
reason. Burke opposed them. (They hadn't actually understood reason very
well and were bad).

But in Open Society Popper calls Burke a state-worshipper:

"A criticism of what I call protectionism has been proffered by Aristotle,
and repeated by Burke, and by many modern Platonists. This criticism
asserts that protectionism takes too mean a view of the tasks of the state
which is (using Burke’s words) ‘to be looked upon with other reverence,
because it is not a partnership in things subservient only to the gross
animal existence of a temporary and perishable nature’. In other words, the



state is said to be something higher or nobler than an association with
rational ends; it is an object of worship. It has higher tasks than the
protection of human beings and their rights. It has moral tasks."*

(He means 'protectionism' in the sense of government's only function being
to protect people's 'rights'.)

Is this a misreading of Burke?

* (From Chapter 9 -- p.112 of this edition:
http://books.google.co.uk/books?
id=G8MIAQAAIAAJ&dq=karl+popper+open+society&source=gbs_book_similarbo
oks
 )

http://books.google.co.uk/books?id=G8MIAQAAIAAJ&dq=karl+popper+open+society&source=gbs_book_similarbooks


From: Nicolas M. Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 30, 2012 at 1:18 PM

Le 2012-10-29 à 23:50, Richard Fine <richard.fine@gmail.com> a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our efficiency 
and clarity by using the hypothetico-deductive method, by making hypothesis 
to explain cause and effect and the deductive method to find out what would 
be true or not if the hypothesis is true. We can then find out if our hypothesis 
are true by testing them in the world and measuring the result with our senses 
or instruments to see if what we deduced from our hypothesis is true."

Criticism: That doesn't cover anything outside of science. For example I don't 
think it describes the way we make progress in moral philosophy.

The part about checking in the real world may be omitted for some deontic or 
ethical questions since a lot of them are "a priori' question that we have to decide 
before we get the facts.
But for those '"a posteriori", after the facts question, then we can apply a 
situational ethics or conditional ethic in the form of "If we want value X to be 
maintain, then we should do Y".

Like for example, if we want to live in a free society, then we should have laws 
that respect Locke's ideas of property right.
Or for abortion, we can use our knowledge of how the nervous system forms to 
create a "personhood" category that would appeal to a reasonable person.

I take that conditional ethics is progress over absolutist ethics, like those of the 
religious kind. :-)

Nicolas



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] When to conserve/discard traditions
Date: October 30, 2012 at 4:54 PM

On Oct 30, 2012, at 5:12 AM, Liberty Fitz-Claridge 
<libertyfitzclaridge@googlemail.com> wrote:

If a society has a tradition whose purpose is not known or not articulated,
can't we automatically criticise it as a waste of time?

Not automatically. It might use very little time.

You'll have to persuade people. It not being articulated well doesn't necessarily 
mean you'll win. If they value it they might not want to be persuaded until you 
articulate it for them so you can explain why it isn't important better.

For example, in the
UK lots of money is spent on elaborate Royal ceremonies, and while their
basic significance is clear, it's not clear why we have to conserve every
step of every ritual, or why the Queen should have a massive palace, etc.

That is not "lots of money". It's a tiny amount of the budget, isn't it? And actually I 
heard something about the royal family being profitable. I don't know much about 
it but I thought b/c of their reputation/fame they were able to get people to pay for 
something related to them, so they come out OK.

People watch at least some of the stuff on TV. Why would it compare unfavorably 
to other TV productions?

Faced with a choice between some pursuit that we explicitly know to be good
(like spending that money on the military instead) and something that may
or may not have important inexplicit knowledge, when and why should we
prefer the latter?

Possible answer: Before discarding those traditions, we should make the
knowledge in them explicit and try and criticise it -- otherwise we can't
actually say if it's a waste of time.

Still not sure what to say about when traditional knowledge has not



*yet*been made explicit and there is a practical question of what to
devote time
to...

I don't think we're generally totally clueless about what traditions are for, so I don't 
think it's so hard to discuss. Ceremonies draw attention to certain things deemed 
important. And also make them harder to do lightly. So there's two purposes. Do 
you have any other examples where you don't think anyone (especially who 
wants to keep the tradition) would be able to say even vaguely any benefits of it?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: [BoI] On the truth of two statements from the Freakonomics blog
Date: October 30, 2012 at 5:54 PM

On Thu, Oct 25, 2012 at 11:27 PM, Elliot Temple wrote, in another thread
[with text in square brackets added by me]:

Do you agree [that these two sentences from
http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/] are false?

[1] Nobody could love a daughter more than my father Michael loved Linda.
[2] the physicians who cared for my daughter, without exception, were

very understanding and gave freely of their time.

I see no reason to doubt those two statements, therefore I provisionally
accept them as true. What do you object to about them?

-- 

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 4 -- Towards a 
Rational Theory of Tradition
Date: October 30, 2012 at 5:56 PM

On Oct 30, 2012, at 4:02 AM, Liberty Fitz-Claridge 
<libertyfitzclaridge@googlemail.com> wrote:

On Wed, Oct 24, 2012 at 8:19 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 24, 2012, at 11:28 AM, Liberty Fitz-Claridge <
libertyfitzclaridge@googlemail.com> wrote:

On Tue, Jul 31, 2012 at 5:30 AM, Justin Mallone <justinceo@gmail.com>
wrote:

Chapter 4:

Popper introduces the idea of tradition and says that Burke is the
foremost name associated with the anti-rationalist approach to

tradition,
and says that anti-traditionalists have never really met the defense of
tradition Burke offered. 162.

Why did Popper say Burke was an anti-rationalist?

Because it's a reasonably common misunderstanding, I guess. The French
Revolution intellectuals presented themselves as rationalists, guided by
reason. Burke opposed them. (They hadn't actually understood reason very
well and were bad).

But in Open Society Popper calls Burke a state-worshipper:

"A criticism of what I call protectionism has been proffered by Aristotle,
and repeated by Burke, and by many modern Platonists. This criticism
asserts that protectionism takes too mean a view of the tasks of the state



which is (using Burke’s words) ‘to be looked upon with other reverence,
because it is not a partnership in things subservient only to the gross
animal existence of a temporary and perishable nature’. In other words, the
state is said to be something higher or nobler than an association with
rational ends; it is an object of worship. It has higher tasks than the
protection of human beings and their rights. It has moral tasks."*

* (From Chapter 9 -- p.112 of this edition:
http://books.google.co.uk/books?
id=G8MIAQAAIAAJ&dq=karl+popper+open+society&source=gbs_book_similarb
ooks
)

(He means 'protectionism' in the sense of government's only function being
to protect people's 'rights'.)

Is this a misreading of Burke?

Yes it's a misreading.

Reverence does not mean "worship", it means (strong) respect.

It can also mean deference. But Burke was not about deference to government.

Calling Burke a state-worshipper sounds a lot like a statist. He wasn't. One type 
of reform he worked on extensively was to reduce and restrict the power of the 
monarchy. He didn't advocate reverence of the state in any sense incompatible 
with challenging it and trying to reform it substantially.

Burke was no stubborn conservative deferring to state or king. He was a liberal 
reformer (in the proper meaning of those words). His reputation for conservatism 
doesn't make a lot of sense given the facts of his life. For example he stood up to 
the king in very progressive, daring unconventional ways (e.g. over the issue of 
making peace with America after Britain lost the war -- basically the intent by both 
king and parliament was to stay hostile to USA and try to fight them again later 
and Burke personally deserves a lot of the credit for peace). The king was quite 
important in Burke's time and Burke pushed the limits on standing up to him 
anyway.

http://books.google.co.uk/books?id=G8MIAQAAIAAJ&dq=karl+popper+open+society&source=gbs_book_similarbooks


Burke also sought to change the status quo treatment of India and Ireland. And 
advocated a modern (at the time), progressive approach to America (peace, 
freedom, free trade. he even argued Britain could make more money from trade 
than harsh, unpopular taxes.)

Anyway, the Burke quote is from his French Revolution book. Burke 
recommended respect for the state at a time when irrational disrespect of the 
state was threatening to destroy civilization. You can't infer anything bad from 
that. And he tried to explain at great length was the right attitude was and right 
approach, and he did a good job of that (and lots of what he said is Popper-
compatible). It's a good book that we can learn from.

I've actually written about this exact issue before:

http://www.curi.us/1340-popper-on-burke

One highlight:

Burke was actually saying the State deserves more reverence than a temporary 
agreement for trading coffee or calico

-- Elliot Temple
http://curi.us/

http://www.curi.us/1340-popper-on-burke
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] On the truth of two statements from the Freakonomics blog
Date: October 30, 2012 at 6:01 PM

On Oct 30, 2012, at 2:54 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Thu, Oct 25, 2012 at 11:27 PM, Elliot Temple wrote, in another thread
[with text in square brackets added by me]:

Do you agree [that these two sentences from
http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/] are false?

[1] Nobody could love a daughter more than my father Michael loved Linda.
[2] the physicians who cared for my daughter, without exception, were

very understanding and gave freely of their time.

I see no reason to doubt those two statements, therefore I provisionally
accept them as true. What do you object to about them?

Michael was frequently cruel and coercive to his daughter. He hurt her 
(mentally/emotionally) hundreds of times. One could do a lot better at loving a 
daughter than that.

And, further, he's well aware of some of the bad incidents. He hasn't forgotten or 
rationalized all of them. He remembers that one time he lost his temper and 
slapped her, and that he used to yell at her weekly for a few years (when *she* 
had a "phase"), and he remembers how she cried and begged him not to leave 
her at school on her first day and he did it anyway, and so on (whatever the 
specifics are for him).

The physicians were paid and offered limited time. It was a commercial 
interaction, not one about generosity. He's mischaracterized it and if he stops to 
think about it he knows damn well what type of interaction it really was. But he's 
faking or evading reality (with, admittedly, some help from the physicians who do 
things like intentionally avoid mentioning prices during most conversations).

-- Elliot Temple
http://elliottemple.com/

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/
http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] constructor theory
Date: October 30, 2012 at 6:18 PM

A new paper by David:

http://arxiv.org/abs/1210.7439

Constructor Theory

David Deutsch

Constructor theory is the theory of which physical transformations can be 
caused to happen and which cannot, and why. Several converging motivations 
for expecting it to be a fundamental branch of physics are discussed. Some 
principles of the theory are proposed and its potential for solving various 
problems and achieving various unifications is explored.

http://arxiv.org/abs/1210.7439


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 30, 2012 at 6:36 PM

On Oct 30, 2012, at 10:18 AM, Nicolas M. Kirchberger 
<oberon.nmk@gmail.com> wrote:

Le 2012-10-29 à 23:50, Richard Fine <richard.fine@gmail.com> a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our efficiency 
and clarity by using the hypothetico-deductive method, by making hypothesis 
to explain cause and effect and the deductive method to find out what would 
be true or not if the hypothesis is true. We can then find out if our hypothesis 
are true by testing them in the world and measuring the result with our 
senses or instruments to see if what we deduced from our hypothesis is true."

Criticism: That doesn't cover anything outside of science. For example I don't 
think it describes the way we make progress in moral philosophy.

The part about checking in the real world may be omitted for some deontic or 
ethical questions since a lot of them are "a priori' question that we have to 
decide before we get the facts.
But for those '"a posteriori", after the facts question, then we can apply a 
situational ethics or conditional ethic in the form of "If we want value X to be 
maintain, then we should do Y".

Like for example, if we want to live in a free society, then we should have laws 
that respect Locke's ideas of property right.
Or for abortion, we can use our knowledge of how the nervous system forms to 
create a "personhood" category that would appeal to a reasonable person.

I take that conditional ethics is progress over absolutist ethics, like those of the 
religious kind. :-)

In The Fabric of Reality, David explained that most learning *even for testable 
scientific questions* is done without any experimental testing.

For example, the idea that eating a kilogram of grass cures colds is testable. But 



it's not worth testing because there is no good explanation.

The important thing is criticism. Tests are one way to do criticism but they are 
only worthwhile for a tiny minority of the best ideas -- the ones we have difficulty 
refuting in other cheaper/easier ways (such as criticism of bad or no explanation).

So in the above paragraph, the emphasis on testing -- and disregard for other 
types of criticism -- is mistaken.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] People Lie Constantly
Date: October 30, 2012 at 6:49 PM

On Sun, Oct 28, 2012 at 7:47 AM, Elliot Temple <curi@curi.us> wrote:
Dictionaries are not common usage.

There's a great deal of confusion in the world about intentions, so definitions 
referring to them aren't reliable.

"Intention" is a philosophy word. But the dictionary writers are not 
philosophically sophisticated. They don't know what it means or how to use it.

Pretty much everything anyone does is intentional in some sense. A 
requirement that things be "intentional" is ambiguous. All it really says is the 
person writing that definition doesn't explicitly know what counts or not.

The OED definition is also poor because people often make literally true 
statements in order to deceive others (intentionally, even). This can be done by 
misinterpreting the context or otherwise sabotaging communication. And that's 
(at least sometimes) lying. When it's lying or not cannot actually be evaluated by 
mechanical criteria. There's no simple rule for what types of sabotaging 
communication to mislead people counts as "lying" or not. It requires 
explanations to judge cases. But the definition is unaware of this.

The OED definition is also poor because it's not objective enough. But this is 
difficult to discuss because it's too ambiguous. (If you don't know why it's 
ambiguous by the end of my email, ask.)

A certain amount of ambiguity is unavoidable. The OED definition could
be improved, and this is a way of making progress that makes sense to
me. If someone thinks they a better definition of some word than the
OED, perhaps they could give their definition and say why it's better.
In this case, I do think the definition I gave (which is actually Errol Morris's
definition, paraphrased from [1] and [2]) is better than the OED's.
One reason I think it is better is that it
accounts for the case of true statements that are lies.

[1] Errol Morris. Seven Lies About Lying (Part 1).



http://opinionator.blogs.nytimes.com/2009/08/05/seven-lies-about-lying-part-1/
[2] Errol Morris. Seven Lies About Lying (Part 2).
http://opinionator.blogs.nytimes.com/2009/08/06/seven-lies-about-lying-part-2/

On Oct 28, 2012, at 3:34 AM, Josh Jordan <josh@joshjordan.name> wrote:
On Thu, Oct 25, 2012 at 11:27 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 23, 2012, at 1:09 PM, Josh Jordan <josh@joshjordan.name> wrote:
On Tue, Oct 23, 2012 at 2:29 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 23, 2012, at 4:33 AM, Josh Jordan 
<therealjoshjordan@gmail.com> wrote:

On Sun, Oct 21, 2012 at 4:50 PM, Elliot Temple <curi@curi.us> wrote:
People do things like be reckless with the truth by not thinking something 
through enough when they should have, and that is lying.

Most people would not call that lying, but rather something like "not
thinking things through when they should have".

Did you ask anyone?

Not before writing it. I should have written, "I expect that most people..."

How do we know that the authors didn't actually believe those two 
sentences?

It's not relevant. If they lied to themselves, and believe it, and choose not 
to act with integrity, that doesn't make people non-liars.

How do we know the authors didn't actually believe those two
statements from the first time they thought them? In this case they
wouldn't have lied, even to themselves.

That's not the relevant thing to think about. That's not a good question. This is 
an example of how misunderstanding lying leads to bad thinking processes.

Who cares what their first reaction was? Why is that worth considering?

If lying requires intention, then the question is a criticism of the
claim that the authors were lying when they wrote those sentences.

http://opinionator.blogs.nytimes.com/2009/08/05/seven-lies-about-lying-part-1/
http://opinionator.blogs.nytimes.com/2009/08/06/seven-lies-about-lying-part-2/


What criticism? A criticism is an explanation of a flaw. The question doesn't 
provide the explanation. It's not a criticism.

If so, I shouldn't have used that word.

The question is relevant to the claim that the authors were lying in
the sense given by the OED, which requires the intention to deceive.
I admit the question may have no bearing on the claim that they were
lying in any
other sense.

What type of intention at what time?

Time (A) - When the liar makes the statement
Time (B) - When someone reads, hears, or otherwise apprehends the statement.

The liar (in the sense given by the OED) intends at time (A) that the
listener will believe the statement at time (B) or later.

Your stated position on lying is ambiguous because it doesn't try to answer 
basic questions about what it's supposed to mean. It never explains itself.

Does lying to Bob require an intention to deceive Bob at the time of speaking to 
Bob?

Yes, in the sense of given by the OED.

No. And given it's not that, it's necessary to specify what it is. The definition of 
lying you've given is useless/meaningless without providing any help on these 
issues. Perhaps that's why most people don't use it.



From: Nicolas M. Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 30, 2012 at 7:01 PM

Le 2012-10-30 à 18:36, Elliot Temple <curi@curi.us> a écrit :

On Oct 30, 2012, at 10:18 AM, Nicolas M. Kirchberger 
<oberon.nmk@gmail.com> wrote:

Le 2012-10-29 à 23:50, Richard Fine <richard.fine@gmail.com> a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our 
efficiency and clarity by using the hypothetico-deductive method, by making 
hypothesis to explain cause and effect and the deductive method to find out 
what would be true or not if the hypothesis is true. We can then find out if 
our hypothesis are true by testing them in the world and measuring the 
result with our senses or instruments to see if what we deduced from our 
hypothesis is true."

Criticism: That doesn't cover anything outside of science. For example I don't 
think it describes the way we make progress in moral philosophy.

The part about checking in the real world may be omitted for some deontic or 
ethical questions since a lot of them are "a priori' question that we have to 
decide before we get the facts.
But for those '"a posteriori", after the facts question, then we can apply a 
situational ethics or conditional ethic in the form of "If we want value X to be 
maintain, then we should do Y".

Like for example, if we want to live in a free society, then we should have laws 
that respect Locke's ideas of property right.
Or for abortion, we can use our knowledge of how the nervous system forms to 
create a "personhood" category that would appeal to a reasonable person.

I take that conditional ethics is progress over absolutist ethics, like those of the 
religious kind. :-)



In The Fabric of Reality, David explained that most learning *even for testable 
scientific questions* is done without any experimental testing.

For example, the idea that eating a kilogram of grass cures colds is testable. But 
it's not worth testing because there is no good explanation.

The important thing is criticism. Tests are one way to do criticism but they are 
only worthwhile for a tiny minority of the best ideas -- the ones we have difficulty 
refuting in other cheaper/easier ways (such as criticism of bad or no 
explanation).

So in the above paragraph, the emphasis on testing -- and disregard for other 
types of criticism -- is mistaken.

Well, aren't all other type of criticism either hypothesis/conjecture/explanation or 
deduction?

Those are of course necessary but not always sufficient.

Nicolas



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 30, 2012 at 7:28 PM

On Oct 30, 2012, at 4:01 PM, Nicolas M. Kirchberger <oberon.nmk@gmail.com> 
wrote:

Le 2012-10-30 à 18:36, Elliot Temple <curi@curi.us> a écrit :

On Oct 30, 2012, at 10:18 AM, Nicolas M. Kirchberger 
<oberon.nmk@gmail.com> wrote:

Le 2012-10-29 à 23:50, Richard Fine <richard.fine@gmail.com> a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our 
efficiency and clarity by using the hypothetico-deductive method, by 
making hypothesis to explain cause and effect and the deductive method 
to find out what would be true or not if the hypothesis is true. We can then 
find out if our hypothesis are true by testing them in the world and 
measuring the result with our senses or instruments to see if what we 
deduced from our hypothesis is true."

Criticism: That doesn't cover anything outside of science. For example I 
don't think it describes the way we make progress in moral philosophy.

The part about checking in the real world may be omitted for some deontic or 
ethical questions since a lot of them are "a priori' question that we have to 
decide before we get the facts.
But for those '"a posteriori", after the facts question, then we can apply a 
situational ethics or conditional ethic in the form of "If we want value X to be 
maintain, then we should do Y".

Like for example, if we want to live in a free society, then we should have 
laws that respect Locke's ideas of property right.
Or for abortion, we can use our knowledge of how the nervous system forms 
to create a "personhood" category that would appeal to a reasonable person.



I take that conditional ethics is progress over absolutist ethics, like those of 
the religious kind. :-)

In The Fabric of Reality, David explained that most learning *even for testable 
scientific questions* is done without any experimental testing.

For example, the idea that eating a kilogram of grass cures colds is testable. 
But it's not worth testing because there is no good explanation.

The important thing is criticism. Tests are one way to do criticism but they are 
only worthwhile for a tiny minority of the best ideas -- the ones we have 
difficulty refuting in other cheaper/easier ways (such as criticism of bad or no 
explanation).

So in the above paragraph, the emphasis on testing -- and disregard for other 
types of criticism -- is mistaken.

Well, aren't all other type of criticism either hypothesis/conjecture/explanation or 
deduction?

Those are of course necessary but not always sufficient.

Actually, I think all criticism are always explanations.

Whenever there is a test or deduction or something else, it's not a criticism in 
isolation. For it to criticize something you have to provide an explanation of how it 
criticizes that thing. Without a connecting explanation to say how it's a criticism, 
it's not a criticism.

So, criticisms are explanations. But explanations about what? They can be about 
tests, or deductions. Or other things. I'd say there is no privileged list of types of 
things that criticisms can be about. They can be about anything. It's fully open-
ended. Your modes of criticism are limited by nothing but your imagination and 
creativity.

-- Elliot Temple



http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] People Lie Constantly
Date: October 30, 2012 at 8:00 PM

On Oct 30, 2012, at 3:49 PM, Josh Jordan <josh@joshjordan.name> wrote:

On Sun, Oct 28, 2012 at 7:47 AM, Elliot Temple <curi@curi.us> wrote:
Dictionaries are not common usage.

There's a great deal of confusion in the world about intentions, so definitions 
referring to them aren't reliable.

"Intention" is a philosophy word. But the dictionary writers are not 
philosophically sophisticated. They don't know what it means or how to use it.

Pretty much everything anyone does is intentional in some sense. A 
requirement that things be "intentional" is ambiguous. All it really says is the 
person writing that definition doesn't explicitly know what counts or not.

The OED definition is also poor because people often make literally true 
statements in order to deceive others (intentionally, even). This can be done by 
misinterpreting the context or otherwise sabotaging communication. And that's 
(at least sometimes) lying. When it's lying or not cannot actually be evaluated 
by mechanical criteria. There's no simple rule for what types of sabotaging 
communication to mislead people counts as "lying" or not. It requires 
explanations to judge cases. But the definition is unaware of this.

The OED definition is also poor because it's not objective enough. But this is 
difficult to discuss because it's too ambiguous. (If you don't know why it's 
ambiguous by the end of my email, ask.)

A certain amount of ambiguity is unavoidable. The OED definition could
be improved, and this is a way of making progress that makes sense to
me.

Even if you improve it, it will remain fragile. It will also remain much more explicit 
than people's actual understanding of the concept (in other words, it won't match 
usage quite right).



Can you show, in the history of philosophy, physics, computer programming, 
math, or something else of significant note some typical examples of how arguing 
and improving definitions was a major driver of progress? When has that been a 
good approach that led to lots of breakthroughs, progress, understanding, etc?

If someone thinks they a better definition of some word than the
OED, perhaps they could give their definition and say why it's better.
In this case, I do think the definition I gave (which is actually Errol Morris's
definition, paraphrased from [1] and [2]) is better than the OED's.
One reason I think it is better is that it
accounts for the case of true statements that are lies.

[1] Errol Morris. Seven Lies About Lying (Part 1).
http://opinionator.blogs.nytimes.com/2009/08/05/seven-lies-about-lying-part-1/
[2] Errol Morris. Seven Lies About Lying (Part 2).
http://opinionator.blogs.nytimes.com/2009/08/06/seven-lies-about-lying-part-2/

On Oct 28, 2012, at 3:34 AM, Josh Jordan <josh@joshjordan.name> wrote:
On Thu, Oct 25, 2012 at 11:27 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 23, 2012, at 1:09 PM, Josh Jordan <josh@joshjordan.name> wrote:
On Tue, Oct 23, 2012 at 2:29 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 23, 2012, at 4:33 AM, Josh Jordan 
<therealjoshjordan@gmail.com> wrote:

On Sun, Oct 21, 2012 at 4:50 PM, Elliot Temple <curi@curi.us> wrote:
People do things like be reckless with the truth by not thinking something 
through enough when they should have, and that is lying.

Most people would not call that lying, but rather something like "not
thinking things through when they should have".

Did you ask anyone?

Not before writing it. I should have written, "I expect that most people..."

How do we know that the authors didn't actually believe those two 
sentences?

It's not relevant. If they lied to themselves, and believe it, and choose not 
to act with integrity, that doesn't make people non-liars.

http://opinionator.blogs.nytimes.com/2009/08/05/seven-lies-about-lying-part-1/
http://opinionator.blogs.nytimes.com/2009/08/06/seven-lies-about-lying-part-2/


How do we know the authors didn't actually believe those two
statements from the first time they thought them? In this case they
wouldn't have lied, even to themselves.

That's not the relevant thing to think about. That's not a good question. This 
is an example of how misunderstanding lying leads to bad thinking 
processes.

Who cares what their first reaction was? Why is that worth considering?

If lying requires intention, then the question is a criticism of the
claim that the authors were lying when they wrote those sentences.

What criticism? A criticism is an explanation of a flaw. The question doesn't 
provide the explanation. It's not a criticism.

If so, I shouldn't have used that word.

I'm not sure the word is the problem. I'm guessing you had some criticism in mind 
and intended it to be implied. But I didn't know what it is.

The question is relevant to the claim that the authors were lying in
the sense given by the OED, which requires the intention to deceive.

I think the OED definition is too ambiguous for me to judge that, so I wasn't able 
to interpret it as a criticism in that way. (Plus I do not particular care what the 
OED definition regards as a lie or not.)

I admit the question may have no bearing on the claim that they were
lying in any other sense.

What type of intention at what time?

Time (A) - When the liar makes the statement
Time (B) - When someone reads, hears, or otherwise apprehends the 
statement.

The liar (in the sense given by the OED) intends at time (A) that the



listener will believe the statement at time (B) or later.

Your stated position on lying is ambiguous because it doesn't try to answer 
basic questions about what it's supposed to mean. It never explains itself.

Does lying to Bob require an intention to deceive Bob at the time of speaking 
to Bob?

Yes, in the sense of given by the OED.

Well that's pretty silly. That corresponds badly to what people mean by lies.

Consider the intentional chronic liar. He memorizes his lies, tells them habitually, 
and sometimes doesn't think about the fact he's lying when telling them. The 
intention isn't there, at the time of speaking, but it was explicitly there when he 
was learning the habits and lies originally.

He should count as a liar. Any definition which doesn't count him is wrong. This 
illustrates the fragility of definitions.

I doubt the guy writing the OED intended it the way you've read it. I think this 
deviates from common use so much that he wouldn't find this plausible. This is 
merely an artifact of trying to formalize the definition more and the difficulty of that 
task (something the OED definition writer, I'd guess, didn't care to do or think 
through as a formalistic philosopher might).

In your version, even negligently, recklessly carelessly *forgetting* that one of 
your ideas is a bald-faced lie, and then telling it, constitutes non-lying. Hell, even 
forgetting *on purpose* can turn some of your lies into non-lies. All you have to do 
is think of a lie then find a way to forget it's a lie (even temporarily, even for just a 
few minutes) in advance of saying it.

So, for example, you can have a meeting tomorrow from 3pm to 4pm, decide it'd 
be convenient to tell some lies in that meeting, decide the lies in advance while 
knowing they are lies, include them on your flashcards or slides or notes, then 
forget about this and then repeat the lies from your notes without stopping to think 
about whether they deceptive or true or not during the meeting. And you'll say 
that person isn't guilty of lying. Your view of lying does not correspond to common 



usage.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Liberty Fitz-Claridge <libertyfitzclaridge@googlemail.com>
Subject: Re: [BoI] When to conserve/discard traditions
Date: October 30, 2012 at 8:49 PM

On Tue, Oct 30, 2012 at 8:54 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 30, 2012, at 5:12 AM, Liberty Fitz-Claridge <
libertyfitzclaridge@googlemail.com> wrote:

If a society has a tradition whose purpose is not known or not
articulated,

can't we automatically criticise it as a waste of time?

Not automatically. It might use very little time.

Surely any amount of time wasted is a bad thing?

You'll have to persuade people. It not being articulated well doesn't
necessarily mean you'll win. If they value it they might not want to be
persuaded until you articulate it for them so you can explain why it isn't
important better.

If it's true that the right attitude is not to devote time to anything of
which you don't explicitly know the value, I can persuade people of that
attitude and then they won't value things unless they can articulate why.

For example, in the
UK lots of money is spent on elaborate Royal ceremonies, and while their
basic significance is clear, it's not clear why we have to conserve every
step of every ritual, or why the Queen should have a massive palace, etc.



That is not "lots of money". It's a tiny amount of the budget, isn't it?

Again, I don't know that the specific amount  matters - you can ignore
'lots of' and the same argument would apply. (But in the event, it is quite
a bit, especially this past year.)

And actually I heard something about the royal family being profitable. I
don't know much about it but I thought b/c of their reputation/fame they
were able to get people to pay for something related to them, so they come
out OK.

So, there is the question of whether it's OK for government to fund it, and
it's always more OK for the government to be running/funding something if
it actually has market value (as opposed to subsidies).

But there is also the question of whether this sort of thing *should* be
profitable -- *should* people want to pay for pageantry, and should it
command the attention of a nation.

People watch at least some of the stuff on TV. Why would it compare
unfavorably to other TV productions?

Boat pageants and parades are arguably pretty boring.

Faced with a choice between some pursuit that we explicitly know to be
good

(like spending that money on the military instead) and something that may
or may not have important inexplicit knowledge, when and why should we
prefer the latter?

Possible answer: Before discarding those traditions, we should make the



knowledge in them explicit and try and criticise it -- otherwise we can't
actually say if it's a waste of time.

Still not sure what to say about when traditional knowledge has not
*yet*been made explicit and there is a practical question of what to
devote time
to...

I don't think we're generally totally clueless about what traditions are
for, so I don't think it's so hard to discuss. Ceremonies draw attention to
certain things deemed important. And also make them harder to do lightly.
So there's two purposes.

True. In general do you think that sort of positive defense is a better
response than 'if it's not broke, don't fix it' when people say that
traditions are pointless? (Lots of people say the monarchy is pointless,
for example.)

Do you have any other examples where you don't think anyone (especially who
wants to keep the tradition) would be able to say even vaguely any benefits
of it?

Western ceremonies/rituals can almost automatically be said to have value
by virtue of being Western and therefore reinforcing Western values. So
perhaps this answers my original question. An anti-traditionalist could say
that having a ceremony to reinforce good values is still a waste of time
compared to playing video games or whatever, but then they'd just be wrong.

Liberty

-- 



From: Nicolas M. Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: October 30, 2012 at 9:17 PM

Le 2012-10-30 à 19:28, Elliot Temple <curi@curi.us> a écrit :

On Oct 30, 2012, at 4:01 PM, Nicolas M. Kirchberger 
<oberon.nmk@gmail.com> wrote:

Le 2012-10-30 à 18:36, Elliot Temple <curi@curi.us> a écrit :

On Oct 30, 2012, at 10:18 AM, Nicolas M. Kirchberger 
<oberon.nmk@gmail.com> wrote:

Le 2012-10-29 à 23:50, Richard Fine <richard.fine@gmail.com> a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our 
efficiency and clarity by using the hypothetico-deductive method, by 
making hypothesis to explain cause and effect and the deductive method 
to find out what would be true or not if the hypothesis is true. We can 
then find out if our hypothesis are true by testing them in the world and 
measuring the result with our senses or instruments to see if what we 
deduced from our hypothesis is true."

Criticism: That doesn't cover anything outside of science. For example I 
don't think it describes the way we make progress in moral philosophy.

The part about checking in the real world may be omitted for some deontic 
or ethical questions since a lot of them are "a priori' question that we have to 
decide before we get the facts.
But for those '"a posteriori", after the facts question, then we can apply a 
situational ethics or conditional ethic in the form of "If we want value X to be 
maintain, then we should do Y".

Like for example, if we want to live in a free society, then we should have 



laws that respect Locke's ideas of property right.
Or for abortion, we can use our knowledge of how the nervous system 
forms to create a "personhood" category that would appeal to a reasonable 
person.

I take that conditional ethics is progress over absolutist ethics, like those of 
the religious kind. :-)

In The Fabric of Reality, David explained that most learning *even for testable 
scientific questions* is done without any experimental testing.

For example, the idea that eating a kilogram of grass cures colds is testable. 
But it's not worth testing because there is no good explanation.

The important thing is criticism. Tests are one way to do criticism but they are 
only worthwhile for a tiny minority of the best ideas -- the ones we have 
difficulty refuting in other cheaper/easier ways (such as criticism of bad or no 
explanation).

So in the above paragraph, the emphasis on testing -- and disregard for other 
types of criticism -- is mistaken.

Well, aren't all other type of criticism either hypothesis/conjecture/explanation 
or deduction?

Those are of course necessary but not always sufficient.

Actually, I think all criticism are always explanations.

Whenever there is a test or deduction or something else, it's not a criticism in 
isolation. For it to criticize something you have to provide an explanation of how 
it criticizes that thing. Without a connecting explanation to say how it's a 
criticism, it's not a criticism.

So, criticisms are explanations. But explanations about what? They can be 
about tests, or deductions. Or other things. I'd say there is no privileged list of 
types of things that criticisms can be about. They can be about anything. It's 



fully open-ended. Your modes of criticism are limited by nothing but your 
imagination and creativity.

Off the top of my head, I can only think of three types of criticism right now, that is 
that which says something is logically inconsistent with reality, some given goal or 
with some given explanation.
Are there any other types?

Nicolas



From: Josh Jordan <therealjoshjordan@gmail.com>
Cc: alanmichaelforrester@googlemail.com
Subject: [BoI] Re: constructor theory
Date: October 30, 2012 at 9:34 PM

On Tuesday, October 30, 2012 6:18:51 PM UTC-4, Alan Forrester wrote:

A new paper by David:

http://arxiv.org/abs/1210.7439

Constructor Theory

Also, earlier today Edge posted a 34-minute video interview with David on
the subject, including a transcript.

http://edge.org/conversation/constructor-theory

-- 

http://arxiv.org/abs/1210.7439
http://edge.org/conversation/constructor-theory


From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] On the truth of two statements from the Freakonomics blog
Date: October 31, 2012 at 11:08 PM

On Tuesday, October 30, 2012 6:01:31 PM UTC-4, Elliot Temple wrote:

On Oct 30, 2012, at 2:54 PM, Josh Jordan <therealj...@gmail.com<javascript:>>
wrote:

On Thu, Oct 25, 2012 at 11:27 PM, Elliot Temple wrote, in another
thread

[with text in square brackets added by me]:
Do you agree [that these two sentences from

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/] are
false?

[1] Nobody could love a daughter more than my father Michael loved
Linda.

[2] the physicians who cared for my daughter, without exception, were
very understanding and gave freely of their time.

I see no reason to doubt those two statements, therefore I provisionally
accept them as true. What do you object to about them?

Michael was frequently cruel and coercive to his daughter. He hurt her
(mentally/emotionally) hundreds of times. One could do a lot better at
loving a daughter than that.

And, further, he's well aware of some of the bad incidents. He hasn't
forgotten or rationalized all of them. He remembers that one time he lost
his temper and slapped her, and that he used to yell at her weekly for a
few years (when *she* had a "phase"), and he remembers how she cried and
begged him not to leave her at school on her first day and he did it
anyway, and so on (whatever the specifics are for him).

The physicians were paid and offered limited time. It was a commercial
interaction, not one about generosity. He's mischaracterized it and if he
stops to think about it he knows damn well what type of interaction it

http://www.freakonomics.com/2012/10/16/when-a-daughter-dies/


really was. But he's faking or evading reality (with, admittedly, some help
from the physicians who do things like intentionally avoid mentioning
prices during most conversations).

I think I see what you mean. It's the absoluteness of [1] that makes
susceptible to being false. A claim that it was impossible to do any better
or any more than someone did are generally false on principle.  If it
instead said, "So-and-so loved his daughter very much", the case that it's
false would be much less clear-cut.

As for [2], to give freely is to give without expecting anything in return.
So while it's possible that some of the physicians went beyond what they
were actually paid to do, the article doesn't give any examples of that,
much less that they ALL did.

-- 



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] People Lie Constantly
Date: October 31, 2012 at 11:23 PM

On Sun, Oct 28, 2012 at 7:47 AM, Elliot Temple wrote:
On Oct 28, 2012, at 3:34 AM, Josh Jordan wrote:

On Thu, Oct 25, 2012 at 11:27 PM, Elliot Temple wrote:
On Oct 23, 2012, at 1:09 PM, Josh Jordan wrote:

On Tue, Oct 23, 2012 at 2:29 PM, Elliot Temple wrote:
On Oct 23, 2012, at 4:33 AM, Josh Jordan wrote:

On Sun, Oct 21, 2012 at 4:50 PM, Elliot Temple wrote:
People do things like be reckless with the truth by not thinking

something through enough when they should have, and that is lying.

Most people would not call that lying, but rather something like "not
thinking things through when they should have".

Did you ask anyone?

No. I should have written, "I guess that most people..."

How do we know that the authors didn't actually believe those two
sentences?

It's not relevant. If they lied to themselves, and believe it, and
choose not to act with integrity, that doesn't make people non-liars.

How do we know the authors didn't actually believe those two
statements from the first time they thought them? In this case they
wouldn't have lied, even to themselves.

That's not the relevant thing to think about. That's not a good
question. This is an example of how misunderstanding lying leads to bad
thinking processes.

Who cares what their first reaction was? Why is that worth considering?

If lying requires intention, then the question is a criticism of the
claim that the authors were lying when they wrote those sentences.



What criticism? A criticism is an explanation of a flaw. The question
doesn't provide the explanation. It's not a criticism.

Lying (in the OED sense) requires intention to deceive, and if the authors
believed the statements when they made them, then they weren't lying that
sense. However, it's pointless for me to carry on about the OED's
definition, since you don't limit yourself to definitions in general, and
you don't accept the OED definition in particular. One reason you reject it
is because it doesn't count as "lies" the false statements made by someone
who believes them as a result of lying to himself.

What type of intention at what time?

By my definition, "to lie is to make a statement that one does not believe,
with the intention of causing someone to believe it."

Time (A) - When the liar makes the statement
Time (B) - When someone reads, hears, or otherwise apprehends the statement.

The liar intends at time (A) that the listener will believe the statement
at time (B) or later.

Your stated position on lying is ambiguous because it doesn't try to
answer basic questions about what it's supposed to mean. It never explains
itself.

Does lying to Bob require an intention to deceive Bob at the time of
speaking to Bob?

No, in your sense of the word. I still maintain that the answer is "yes",
for lying in the OED sense of the word.

No. And given it's not that, it's necessary to specify what it is. The
definition of lying you've given is useless/meaningless without providing
any help on these issues. Perhaps that's why most people don't use it.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] People Lie Constantly
Date: November 1, 2012 at 4:19 AM

On Oct 31, 2012, at 8:23 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

What type of intention at what time?

By my definition, "to lie is to make a statement that one does not believe,
with the intention of causing someone to believe it."

Time (A) - When the liar makes the statement
Time (B) - When someone reads, hears, or otherwise apprehends the 
statement.

The liar intends at time (A) that the listener will believe the statement
at time (B) or later.

You're again saying (or implying) that if someone starts believing his own lies, 
he's no longer a liar. The more gullible and careless a personality he cultivates -- 
or the better at manipulating his memory or beliefs -- the more innocent he 
becomes. Is that intentional? Why? I disagree.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] People Lie Constantly
Date: November 1, 2012 at 5:55 AM

On 1 Nov 2012, at 08:19, Elliot Temple <curi@curi.us> wrote:

On Oct 31, 2012, at 8:23 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

What type of intention at what time?

By my definition, "to lie is to make a statement that one does not believe,
with the intention of causing someone to believe it."

Time (A) - When the liar makes the statement
Time (B) - When someone reads, hears, or otherwise apprehends the 
statement.

The liar intends at time (A) that the listener will believe the statement
at time (B) or later.

You're again saying (or implying) that if someone starts believing his own lies, 
he's no longer a liar. The more gullible and careless a personality he cultivates -- 
or the better at manipulating his memory or beliefs -- the more innocent he 
becomes. Is that intentional? Why? I disagree.

It is cumbersome not to have a simple term for "to make a false statement with 
the intention to deceive the listener". One reason is that that concept is widely 
considered significant. For example, in law, it is an essential feature of various 
crimes such as fraud. Also, many people consider the distinction between such 
statements and others (including false statements that the speaker believes to be 
true) to have great moral significance, and therefore even if one does not agree 
with those people, not having a term for their concept is still cumbersome. Also, in 
argument, political debate etc, it makes a big difference whether one claims that 
one's interlocutor, or others in the interlocutor's camp, are telling untruths 
intentionally or unintentionally. And using terminology that confuses the two (e.g. 
"Bush Lied") muddies the issue and also diverts the discussion into off-topic 
directions (e.g. the inner thoughts of George Bush).



-- David Deutsch



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] People Lie Constantly
Date: November 1, 2012 at 6:53 AM

On 10/23/2012 9:09 PM, Josh Jordan wrote:
On Tue, Oct 23, 2012 at 2:29 PM, Elliot Temple <curi@curi.us> wrote:

Or consider this statement: "A rogue programmer has programmed Siri to lie in 
response to a small number of questions." Siri doesn't have intentions or 
beliefs, yet this statement is understandable anyway.

It's understandable, but it's technically (philosophically) incorrect.
It's like saying that someone programmed an X-ray machine to murder a
few patients at random by giving them too much radiation. Murder, like
lying, requires intention.

In both cases there's some kind of 'transference of intent' going on - Siri and the 
X-ray machine are just the means by which the programmers are lying/murdering 
respectively. Their 'intent' is just the intent of the originator. This happens with 
many nonconscious things I think. When we say "he wrote a book that attempts 
to explain X" we don't mean that the book is attempting anything, we mean that 
the author is.

Lacking bad intentions does not automatically excuse one of wrongdoing or 
lying.

If we don't intend to deceive while making a statement, this may not
excuse us entirely from the consequences, but it *does* mean that we
weren't lying.

Similarly, lacking bad intentions does not automatically excuse a
killer, but it is the difference between murder and negligent
homicide. The difference in culpability is large enough to warrant a
separate term.

What ideas/explanations do we have about lying that are contingent on the 
intentions of the person causing the lie to happen?

What ideas/explanations do we have that are *not* contingent on the intentions of 
the person causing the lie to happen?

Or, taking both questions together: Does a mismatch between these two different 



ways of defining 'lying' (i.e. with or without intention) actually break any 
ideas/explanations that we care about?

- Richard

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] People Lie Constantly
Date: November 1, 2012 at 3:30 PM

On 01/11/2012, at 21:53, "Richard Fine" <richard.fine@gmail.com> wrote:

On 10/23/2012 9:09 PM, Josh Jordan wrote:
On Tue, Oct 23, 2012 at 2:29 PM, Elliot Temple <curi@curi.us> wrote:

Or consider this statement: "A rogue programmer has programmed Siri to lie 
in response to a small number of questions." Siri doesn't have intentions or 
beliefs, yet this statement is understandable anyway.

It's understandable, but it's technically (philosophically) incorrect.
It's like saying that someone programmed an X-ray machine to murder a
few patients at random by giving them too much radiation. Murder, like
lying, requires intention.

In both cases there's some kind of 'transference of intent' going on - Siri and the 
X-ray machine are just the means by which the programmers are 
lying/murdering respectively. Their 'intent' is just the intent of the originator. This 
happens with many nonconscious things I think. When we say "he wrote a book 
that attempts to explain X" we don't mean that the book is attempting anything, 
we mean that the author is.

Is "lying" a similar kind of word to "killing" also? Do guns kill people or do people 
kill people? Or both?

Is there a preferred way to use these words in all cases, or does context make all 
the difference?

Looks like there might be many such cases where words like these would be 
great if they had a clear meaning we all agreed on, but they don't. So we are 
required to explain what we mean by them, huh?

Somehow, "intention" seems really important as David mentioned in his post and 
yet it might just not be captured by the language as it is currently used. There 
actually are not (single, simple) words that differentiate between the two cases. 
So you need to use more words than you otherwise might do, to explain exactly 
what you mean by "Siri lied" compared to "Obama lied". Intention makes a big 
difference. It might not make a difference to whether you use the word "lie" or 



"kill" or whatever...but it matters.

Doesn't take much effort to clear things up a bit:

"Obama intentionally lied".

Of course, then one can argue that Siri can intentionally do things, too, hey? If by 
intentionally one means that Siri has a program, that before the fact, could be 
shown to contain the algorithm that would, at some point, lead to a falsehood 
being propagated.

But, Siri cannot create any new knowledge. This ability to create and conjecture 
and "make stuff up" - the sort of qualities required to make up lies, then this 
differentiates between the falsehoods of Siri and of people. Siri never has to 
guess if the information is true or not before spitting it out, huh?

Brett.



From: P0ck <oberon.nmk@gmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: November 1, 2012 at 5:18 PM

On Tuesday, October 30, 2012 6:36:37 PM UTC-4, Elliot Temple wrote:

On Oct 30, 2012, at 10:18 AM, Nicolas M. Kirchberger 
<obero...@gmail.com<javascript:>>
wrote:

Le 2012-10-29 à 23:50, Richard Fine <richar...@gmail.com <javascript:>>
a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our

efficiency and clarity by using the hypothetico-deductive method, by making
hypothesis to explain cause and effect and the deductive method to find out
what would be true or not if the hypothesis is true. We can then find out
if our hypothesis are true by testing them in the world and measuring the
result with our senses or instruments to see if what we deduced from our
hypothesis is true."

Criticism: That doesn't cover anything outside of science. For example
I don't think it describes the way we make progress in moral philosophy.

The part about checking in the real world may be omitted for some
deontic or ethical questions since a lot of them are "a priori' question
that we have to decide before we get the facts.

But for those '"a posteriori", after the facts question, then we can
apply a situational ethics or conditional ethic in the form of "If we want
value X to be maintain, then we should do Y".

Like for example, if we want to live in a free society, then we should
have laws that respect Locke's ideas of property right.

Or for abortion, we can use our knowledge of how the nervous system
forms to create a "personhood" category that would appeal to a reasonable
person.



I take that conditional ethics is progress over absolutist ethics, like
those of the religious kind. :-)

In The Fabric of Reality, David explained that most learning *even for
testable scientific questions* is done without any experimental testing.

For example, the idea that eating a kilogram of grass cures colds is
testable. But it's not worth testing because there is no good explanation.

The important thing is criticism. Tests are one way to do criticism but
they are only worthwhile for a tiny minority of the best ideas -- the ones
we have difficulty refuting in other cheaper/easier ways (such as criticism
of bad or no explanation).

So in the above paragraph, the emphasis on testing -- and disregard for
other types of criticism -- is mistaken.

Just thought I'd bring a clarification here, as we are talking about
epistemology here..

If one were to say that he *knows* that" eating a kilogram of grass cures
colds" is false without having tested it, well, in my book he would be
lying.
What would be more true to fact would be if he'd said "I believe, or I make
an educated guess that eating a kilogram of grass does not cure cold.".

There's a distinction to be made here between a fact (knowledge) and an
inference (explanation).

As a rule, facts and knowledge belong to the past, as historical knowledge,
you can't *know* something about the  future.
Also, fact and knowledge is usually concrete and can be described using
sensory language.

Inferences and explanations on the other hand can be made about the past,
present and future, and are always of a probabilistic nature, never
absolute, like weather forecasts.



Good inferences are those that never have been refuted, yet, it still
doesn't mean that it never will, so it's still probabilistic.

To come back to the grass eating example, it is very well *possible* that
eating a kilogram of grass cure colds, even if *you* do not have an
explanation as to how or why it is so.
At any rate, the kilogram of grass example may not be practical even if
true, unless that's all you have and you must absolutely get rid of a cold
- not very likely.
The world is a bigger place than we can imagine and man come constantly
against phenomenon that he can't explain.

We don't yet *know* how electricity or gravity really works, yet we don't
dismiss their phenomenon because of that.

One may be tempted to call an inference with a probability value attached
*knowledge*, but it it's still knowledge of the past. The current situation
where you apply the inference may be subject to unknown variable that make
the *real* likelihood for this event 99% instead of the 30% one may have
inferred using historical data, so in fact we never know for sure about
future event.

Therefore inference/explanation is not *knowledge* per se but is based on
knowledge.
Inferences/explanations are only structuring, ordering and relating of
knowledge according to some scheme which is logically coherent and fit the
facts.

Reality is in no way obliged to fit the inferences/explanations of man, but
man should strive to make his inferences/explanations fit reality. :-)

And about the kilo of grass example, I've heard that eating 35 garlic clove
a day can cure bone cancer in about a week according to Dr. Shultze (check
out his video serie "save your life" on youtube)
Or while I'm on cancer, the half a dozen 2h documentary one can find on
youtube by searching "cancer cure" on it seem plausible and reasonable
things to try if you get cancer considering the cost/benefit ratio and the
 evidence shown in the video which would be "beyond a reasonable doubt" to
a reasonable person I think. :-)



Nicolas



From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] People Lie Constantly
Date: November 1, 2012 at 5:57 PM

On Thu, Nov 1, 2012 at 4:19 AM, Elliot Temple wrote:
On Oct 31, 2012, at 8:23 PM, Josh Jordan wrote:

What type of intention at what time?

By my definition, "to lie is to make a statement that one does not believe,
with the intention of causing someone to believe it."

Time (A) - When the liar makes the statement
Time (B) - When someone reads, hears, or otherwise apprehends the 
statement.

The liar intends at time (A) that the listener will believe the statement
at time (B) or later.

You're again saying (or implying) that if someone starts believing his own lies, 
he's no longer a liar.

Right, believing what you say at the time you say it is a defense
against lying (in my sense of the word).

The more gullible and careless a personality he cultivates -- or the better at 
manipulating his memory or beliefs -- the more innocent he becomes.

Not more innocent in general, just more innocent of the charge of
lying (again, the way I use the word...). He may be guilty of many
other things, including cultivating a gullible and careless
personality.

Is that intentional? Why?

Since we are discussing moral responsibility, let's stipulate that the
person intentionally became gullible and careless.

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: November 1, 2012 at 6:55 PM

On 1 Nov 2012, at 21:18, P0ck <oberon.nmk@gmail.com> wrote:

On Tuesday, October 30, 2012 6:36:37 PM UTC-4, Elliot Temple wrote:

On Oct 30, 2012, at 10:18 AM, Nicolas M. Kirchberger <obero...@gmail.com> 
wrote:

Le 2012-10-29 à 23:50, Richard Fine <richar...@gmail.com> a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our 
efficiency and clarity by using the hypothetico-deductive method, by 
making hypothesis to explain cause and effect and the deductive method 
to find out what would be true or not if the hypothesis is true. We can then 
find out if our hypothesis are true by testing them in the world and 
measuring the result with our senses or instruments to see if what we 
deduced from our hypothesis is true."

Criticism: That doesn't cover anything outside of science. For example I 
don't think it describes the way we make progress in moral philosophy.

The part about checking in the real world may be omitted for some deontic or 
ethical questions since a lot of them are "a priori' question that we have to 
decide before we get the facts.
But for those '"a posteriori", after the facts question, then we can apply a 
situational ethics or conditional ethic in the form of "If we want value X to be 
maintain, then we should do Y".

Like for example, if we want to live in a free society, then we should have 
laws that respect Locke's ideas of property right.
Or for abortion, we can use our knowledge of how the nervous system forms 
to create a "personhood" category that would appeal to a reasonable person.

I take that conditional ethics is progress over absolutist ethics, like those of 
the religious kind. :-)



In The Fabric of Reality, David explained that most learning *even for testable 
scientific questions* is done without any experimental testing.

For example, the idea that eating a kilogram of grass cures colds is testable. 
But it's not worth testing because there is no good explanation.

The important thing is criticism. Tests are one way to do criticism but they are 
only worthwhile for a tiny minority of the best ideas -- the ones we have 
difficulty refuting in other cheaper/easier ways (such as criticism of bad or no 
explanation).

So in the above paragraph, the emphasis on testing -- and disregard for other 
types of criticism -- is mistaken.

Just thought I'd bring a clarification here, as we are talking about epistemology 
here..

If one were to say that he *knows* that" eating a kilogram of grass cures colds" 
is false without having tested it, well, in my book he would be lying.
What would be more true to fact would be if he'd said "I believe, or I make an 
educated guess that eating a kilogram of grass does not cure cold.".

There's a distinction to be made here between a fact (knowledge) and an 
inference (explanation).

As a rule, facts and knowledge belong to the past, as historical knowledge, you 
can't *know* something about the  future.
Also, fact and knowledge is usually concrete and can be described using 
sensory language.

A fact is a statement that corresponds to reality and that statement may be a 
statement about the past or the future. It is a fact that the sun will not go 
supernova and destroy the Earth tomorrow. Knowledge consists of conjectures 
about facts and why some facts are true and not others. To improve our 
knowledge we have to criticise - find flaws in it and fix them.

All of the knowledge you have concerning facts about what happened in the past 
is conjecture and a lot of those conjectures may be wrong. The reason for this is 



that all of the information we have about everything is an interpretation of what 
happened in the light of our knowledge. Before you can think that you got food 
poisoning as a result of eating food contaminated with bacteria, you have to know 
that bacteria exist. If you decide that a mug of tea is sitting on the desk next to 
you that means you have a load of conjectures about tea and mugs and desks so 
that you know what they look like.

Also, the idea that knowledge can be described using sensory language is false. 
The vast bulk of experimental data in science doesn't consist of records of 
sensations. Rather, it consists of records of what happened in an experiment or 
observation. That record involves conjectures about how the experimental 
apparatus works, which almost never has anything to do with sensations. Our 
sense organs evolved to work on particular scales of space and time and to 
record some kinds of information and not others. For most experiments our sense 
organs work on the wrong scale or record the wrong kind of information.

Inferences and explanations on the other hand can be made about the past, 
present and future, and are always of a probabilistic nature, never absolute, like 
weather forecasts. Good inferences are those that never have been refuted, yet, 
it still doesn't mean that it never will, so it's still probabilistic.

Knowledge isn't probabilistic. It is either true or false, there is nothing in between. 
There is no measure of truth or falsehood that obeys the rules of probability. Nor 
is it possible to attach weights to ideas. It is only possible to decide between idea 
A and idea B by coming up with criticisms that apply to A but not B or vice versa. 
There are other problems with trying to attach probabilities to ideas: see "The 
Beginning of Infinity" Chapter 8.

To come back to the grass eating example, it is very well *possible* that eating a 
kilogram of grass cure colds, even if *you* do not have an explanation as to how 
or why it is so.

In the absence of an explanation about why eating grass would cure the cold it's 
not worth considering for long because it doesn't solve any problems.

At any rate, the kilogram of grass example may not be practical even if true, 
unless that's all you have and you must absolutely get rid of a cold - not very 
likely.
The world is a bigger place than we can imagine and man come constantly 
against phenomenon that he can't explain.



No. Every event is explicable. When we fail to explain an event that's just a result 
of lack of knowledge and could be fixed if we came up with a good idea.

We don't yet *know* how electricity or gravity really works, yet we don't dismiss 
their phenomenon because of that.

We know an enormous amount about how both gravity and electricity work. 
Satnavs use our knowledge of both gravity and electricity. To correctly predict the 
amount of time for signals to go from a car to a satellite and back, we have to 
take into account the fact that clocks run slower nearer the Earth due to the 
Earth's gravitational field. And electronics have to be designed using precise 
knowledge about the behaviour of electricity in small components.

One may be tempted to call an inference with a probability value attached 
*knowledge*, but it it's still knowledge of the past. The current situation where 
you apply the inference may be subject to unknown variable that make the 
*real* likelihood for this event 99% instead of the 30% one may have inferred 
using historical data, so in fact we never know for sure about future event.

It is not possible to predict an event from historical data without an explanation of 
how the relevant historical events affect the future. You can't infer stuff from 
historical data alone.

Therefore inference/explanation is not *knowledge* per se but is based on 
knowledge.
Inferences/explanations are only structuring, ordering and relating of knowledge 
according to some scheme which is logically coherent and fit the facts.

Reality is in no way obliged to fit the inferences/explanations of man, but man 
should strive to make his inferences/explanations fit reality. :-)

Yes, and that includes our statements about facts.

And about the kilo of grass example, I've heard that eating 35 garlic clove a day 
can cure bone cancer in about a week according to Dr. Shultze (check out his 
video serie "save your life" on youtube).
Or while I'm on cancer, the half a dozen 2h documentary one can find on 
youtube by searching "cancer cure" on it seem plausible and reasonable things 
to try if you get cancer considering the cost/benefit ratio and the evidence 



shown in the video which would be "beyond a reasonable doubt" to a 
reasonable person I think. :-)

Somebody who has cancer now doesn't have time to waste on random stuff on 
YouTube. He should be looking for good explanations of what sort of treatment 
might save his life. Believing crap about cancer with no good explanation killed 
Steve Jobs.

Alan



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: November 1, 2012 at 6:56 PM

On 02/11/2012, at 8:18, "P0ck" <oberon.nmk@gmail.com> wrote:

On Tuesday, October 30, 2012 6:36:37 PM UTC-4, Elliot Temple wrote:

On Oct 30, 2012, at 10:18 AM, Nicolas M. Kirchberger <obero...@gmail.com> 
wrote:

Le 2012-10-29 à 23:50, Richard Fine <richar...@gmail.com> a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our 
efficiency and clarity by using the hypothetico-deductive method, by 
making hypothesis to explain cause and effect and the deductive method 
to find out what would be true or not if the hypothesis is true. We can then 
find out if our hypothesis are true by testing them in the world and 
measuring the result with our senses or instruments to see if what we 
deduced from our hypothesis is true."

Criticism: That doesn't cover anything outside of science. For example I 
don't think it describes the way we make progress in moral philosophy.

The part about checking in the real world may be omitted for some deontic or 
ethical questions since a lot of them are "a priori' question that we have to 
decide before we get the facts.
But for those '"a posteriori", after the facts question, then we can apply a 
situational ethics or conditional ethic in the form of "If we want value X to be 
maintain, then we should do Y".

Like for example, if we want to live in a free society, then we should have 
laws that respect Locke's ideas of property right.
Or for abortion, we can use our knowledge of how the nervous system forms 
to create a "personhood" category that would appeal to a reasonable person.



I take that conditional ethics is progress over absolutist ethics, like those of 
the religious kind. :-)

In The Fabric of Reality, David explained that most learning *even for testable 
scientific questions* is done without any experimental testing.

For example, the idea that eating a kilogram of grass cures colds is testable. 
But it's not worth testing because there is no good explanation.

The important thing is criticism. Tests are one way to do criticism but they are 
only worthwhile for a tiny minority of the best ideas -- the ones we have 
difficulty refuting in other cheaper/easier ways (such as criticism of bad or no 
explanation).

So in the above paragraph, the emphasis on testing -- and disregard for other 
types of criticism -- is mistaken.

Just thought I'd bring a clarification here, as we are talking about epistemology 
here..

If one were to say that he *knows* that" eating a kilogram of grass cures colds" 
is false without having tested it, well, in my book he would be lying.

That sounds justificationist. It sounds like you are after *certainty*. If by "John 
knows that eating grass doesn't cure colds" means "John is certain he knows that 
eating grass doesn't cure colds" then you will forever be disappointed because 
you have set the bar impossibly high.

After all, even if John eats grass and his cold is not cured, a person who believed 
in the grass cure could just always argue "Arghhh...but who is to say John's 
original cold was not cured...and then he was immediately reinfected?". There are 
always outs of this sort.

What do you mean by "knows"? It can't mean "is certain that".

What would be more true to fact would be if he'd said "I believe, or I make an 
educated guess that eating a kilogram of grass does not cure cold.".



In most cases "I believe that x" is synonymous with saying "I know that x". Just 
consider x as "the lights are on in this room". In other situations "I believe" is just 
a way we indicate that we have less confidence about the statement than saying 
"I know ". But it depends on context. Consider "I believe Britney Spears is a great 
singer" - that, now, is a statement like "I think that..." - it's now not implying, 
usually that you have a very good explanation and have thought long and hard 
about the question. It is probably an off-the-cuff remark. True, but not 
synonymous with "I know that Britney Spears is a good singer" - you *might* not 
wish to defend the latter, even if you endorse the former (for example, you might 
readily admit to your ignorance of what it takes to be a good singer and tell the 
difference between good and bad singers).

There's a distinction to be made here between a fact (knowledge) and an 
inference (explanation).

I don't think the epistemology here makes that kind of distinction. Facts are part 
of explanations. There are not certain "facts". Isn't an inference something you 
derive? Again, that sounds justificationist and suggests that perhaps explanations 
are derived (inferred) from observations. That's induction, which is we know is 
false.

By "fact" do you mean "observation" here?

As a rule, facts and knowledge belong to the past, as historical knowledge, you 
can't *know* something about the  future.

That's a strange way to parse things. We predict the future all the time. We are no 
more certain about what the past did hold than what the future will. Why is one 
time privaledged in your epistemology?

Also, fact and knowledge is usually concrete and can be described using 
sensory language.

What does "concrete" mean here?



Inferences and explanations on the other hand can be made about the past, 
present and future, and are always of a probabilistic nature, never absolute, like 
weather forecasts.

True. But this seems at odds with what you implied earlier.

Good inferences are those that never have been refuted, yet, it still doesn't 
mean that it never will,

Good scientific explanations, you mean?

so it's still probabilistic.

To come back to the grass eating example, it is very well *possible* that eating a 
kilogram of grass cure colds, even if *you* do not have an explanation as to how 
or why it is so.

Sure. But there are an infinite number of such theories. The question is, should 
we give them any credence? Everything not prohibited by the laws of physics is 
possible. But this is not what it means to say "I know that x". Just because no one 
has shown that something is *impossible* doesn't mean we cannot say "It won't 
happen". Like eating grass cures colds. If you eat grass, it won't cure the cold. 
We know this. Why? Because there is absolutely no reason to think it will. There 
is no explanation. If there is no explanation then we can say "We know it won't 
happen". That, after all, is what the verb "to know" means. It means "I have a 
good explanation for this".

What do you think it means?

At any rate, the kilogram of grass example may not be practical even if true, 
unless that's all you have and you must absolutely get rid of a cold - not very 
likely.
The world is a bigger place than we can imagine and man come constantly 
against phenomenon that he can't explain.



Can you give some examples?

We don't yet *know* how electricity or gravity really works, yet we don't dismiss 
their phenomenon because of that.

Of course we know how those things work. Unless, of course, you think that 
"know" means "have the final, ultimate theory that will never ever be improved 
upon". We can never be in that situation. Ergo, "to know" can't mean that. But, 
what we do have for those things are great explanations of them. Sure, there are 
always cool problems to solve. There always will be...but we know lots. Just 
because it is a fact that we will always improve on what we know, doesn't mean 
we know nothing. You seem to want certainty and finality or else you don't want to 
admit we "know". Well if that's your standard then throw the word out because the 
bar is impossibly high to jump.

One may be tempted to call an inference with a probability value attached 
*knowledge*, but it it's still knowledge of the past. The current situation where 
you apply the inference may be subject to unknown variable that make the 
*real* likelihood for this event 99% instead of the 30% one may have inferred 
using historical data, so in fact we never know for sure about future event.

What does "for sure" mean? If it means "can never possibly have any doubts 
about" then, again, an impossibly high bar that makes a mockery of what 
"knowledge" actually is.

Therefore inference/explanation is not *knowledge* per se but is based on 
knowledge.
Inferences/explanations are only structuring, ordering and relating of knowledge 
according to some scheme which is logically coherent and fit the facts.

You really should read BoI. Or, perhaps, watch this, by David Deutsch about 
explanations:

 http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.ht
ml

http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.html


Notice he uses the word "know" and "knowledge". Correctly.

Reality is in no way obliged to fit the inferences/explanations of man, but man 
should strive to make his inferences/explanations fit reality. :-)

And about the kilo of grass example, I've heard that eating 35 garlic clove a day 
can cure bone cancer in about a week according to Dr. Shultze (check out his 
video serie "save your life" on youtube)

Yeah. I've heard people have been cured by homeopathy too. I've heard, recently, 
that the terrible hurricane in New York was caused by homosexuals getting 
married. There's YouTube clips about supposed means of causation too. Do you 
think you need to check them out to be sure there isn't *something* to it?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] People Lie Constantly
Date: November 1, 2012 at 10:46 PM

On Nov 1, 2012, at 12:30 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 01/11/2012, at 21:53, "Richard Fine" <richard.fine@gmail.com> wrote:

On 10/23/2012 9:09 PM, Josh Jordan wrote:
On Tue, Oct 23, 2012 at 2:29 PM, Elliot Temple <curi@curi.us> wrote:

Or consider this statement: "A rogue programmer has programmed Siri to lie 
in response to a small number of questions." Siri doesn't have intentions or 
beliefs, yet this statement is understandable anyway.

It's understandable, but it's technically (philosophically) incorrect.
It's like saying that someone programmed an X-ray machine to murder a
few patients at random by giving them too much radiation. Murder, like
lying, requires intention.

In both cases there's some kind of 'transference of intent' going on - Siri and 
the X-ray machine are just the means by which the programmers are 
lying/murdering respectively. Their 'intent' is just the intent of the originator. 
This happens with many nonconscious things I think. When we say "he wrote a 
book that attempts to explain X" we don't mean that the book is attempting 
anything, we mean that the author is.

Is "lying" a similar kind of word to "killing" also? Do guns kill people or do people 
kill people? Or both?

Is there a preferred way to use these words in all cases, or does context make 
all the difference?

Such things are contextual.

What is the problem situation? For different problem situations, the best approach 
differs. There is no one-size-fits-all answer.

(Similarly, the word "lie" can be used in more than one way, and that possibility 



does not make my usage false.)

Looks like there might be many such cases where words like these would be 
great if they had a clear meaning we all agreed on, but they don't. So we are 
required to explain what we mean by them, huh?

A huge amount of what people say is ambiguous out of context. That's basically 
unavoidable. Readers/listeners always have to think and try to figure out what the 
speaker/author is getting it.

This is a fundamental issue and has little to do with any particular words.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: P0ck <oberon.nmk@gmail.com>
Cc: alanmichaelforrester@googlemail.com
Subject: Re: [BoI] epistemology in one paragraph
Date: November 1, 2012 at 10:46 PM

On Thursday, November 1, 2012 6:55:17 PM UTC-4, Alan Forrester wrote:

On 1 Nov 2012, at 21:18, P0ck <obero...@gmail.com <javascript:>> wrote:

On Tuesday, October 30, 2012 6:36:37 PM UTC-4, Elliot Temple wrote:

On Oct 30, 2012, at 10:18 AM, Nicolas M. Kirchberger <
obero...@gmail.com> wrote:

Le 2012-10-29 à 23:50, Richard Fine <richar...@gmail.com> a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our

efficiency and clarity by using the hypothetico-deductive method, by making
hypothesis to explain cause and effect and the deductive method to find out
what would be true or not if the hypothesis is true. We can then find out
if our hypothesis are true by testing them in the world and measuring the
result with our senses or instruments to see if what we deduced from our
hypothesis is true."

Criticism: That doesn't cover anything outside of science. For
example I don't think it describes the way we make progress in moral
philosophy.

The part about checking in the real world may be omitted for some
deontic or ethical questions since a lot of them are "a priori' question
that we have to decide before we get the facts.

But for those '"a posteriori", after the facts question, then we can
apply a situational ethics or conditional ethic in the form of "If we want
value X to be maintain, then we should do Y".

Like for example, if we want to live in a free society, then we
should have laws that respect Locke's ideas of property right.



Or for abortion, we can use our knowledge of how the nervous system
forms to create a "personhood" category that would appeal to a reasonable
person.

I take that conditional ethics is progress over absolutist ethics,
like those of the religious kind. :-)

In The Fabric of Reality, David explained that most learning *even for
testable scientific questions* is done without any experimental testing.

For example, the idea that eating a kilogram of grass cures colds is
testable. But it's not worth testing because there is no good explanation.

The important thing is criticism. Tests are one way to do criticism but
they are only worthwhile for a tiny minority of the best ideas -- the ones
we have difficulty refuting in other cheaper/easier ways (such as criticism
of bad or no explanation).

So in the above paragraph, the emphasis on testing -- and disregard for
other types of criticism -- is mistaken.

Just thought I'd bring a clarification here, as we are talking about
epistemology here..

If one were to say that he *knows* that" eating a kilogram of grass
cures colds" is false without having tested it, well, in my book he would
be lying.

What would be more true to fact would be if he'd said "I believe, or I
make an educated guess that eating a kilogram of grass does not cure
cold.".

There's a distinction to be made here between a fact (knowledge) and an
inference (explanation).

As a rule, facts and knowledge belong to the past, as historical
knowledge, you can't *know* something about the  future.

Also, fact and knowledge is usually concrete and can be described using



sensory language.

A fact is a statement that corresponds to reality

Agreed

and that statement may be a statement about the past or the future.

Agreed

It is a fact that the sun will not go supernova and destroy the Earth
tomorrow.

It might be a fact, but we can't *know* if it will be a fact until
tomorrow, so we can't say it's a fact yet.

Knowledge consists of conjectures about facts and why some facts are true
and not others. To improve our knowledge we have to criticise - find flaws
in it and fix them.

Still, this is knowledge about the past, and conjecture about the future.

All of the knowledge you have concerning facts about what happened in the
past is conjecture and a lot of those conjectures may be wrong.

Yes, you might push it that far, saying that "all is subjective" and stuff,
but let's assume there is such a thing as a shared reality that exist
outside of us and that our memories of it exist and let's call this reality.



The reason for this is that all of the information we have about
everything is an interpretation of what happened in the light of our
knowledge. Before you can think that you got food poisoning as a result of
eating food contaminated with bacteria, you have to know that bacteria
exist. If you decide that a mug of tea is sitting on the desk next to you
that means you have a load of conjectures about tea and mugs and desks so
that you know what they look like.

The fact that you felt pain in your stomach and fell to the ground a month
after having eaten spoiled fish remains a fact regardless of the inference
and conjectures you might make to explain it.

Also, the idea that knowledge can be described using sensory language is
false. The vast bulk of experimental data in science doesn't consist of
records of sensations. Rather, it consists of records of what happened in
an experiment or observation. That record involves conjectures about how
the experimental apparatus works, which almost never has anything to do
with sensations. Our sense organs evolved to work on particular scales of
space and time and to record some kinds of information and not others. For
most experiments our sense organs work on the wrong scale or record the
wrong kind of information.

"Sensory apparatus" of course include instruments we use to augment our
senses light telescopes and other stuff.

 Science is like bookkeeping about the universe, gathering facts about the
universe and then making conjecture to explain them. Progress of science is
pretty much half-due to rigorous bookkeeping of the stuff out there and
theirs characteristics.
Granted our conjecture tell us where to look but not necessarily what we
will find.

Inferences and explanations on the other hand can be made about the past,
present and future, and are always of a probabilistic nature, never
absolute, like weather forecasts. Good inferences are those that never have
been refuted, yet, it still doesn't mean that it never will, so it's still



probabilistic.

Knowledge isn't probabilistic. It is either true or false, there is
nothing in between. There is no measure of truth or falsehood that obeys
the rules of probability. Nor is it possible to attach weights to ideas. It
is only possible to decide between idea A and idea B by coming up with
criticisms that apply to A but not B or vice versa. There are other
problems with trying to attach probabilities to ideas: see "The Beginning
of Infinity" Chapter 8.

Granted, since knowledge is about the past it can be either true or false.
 But we can't have *knowledge* of the future, only conjectures, with
degrees of probabilities that are more than 0 and less than 1 that we may
assign to it according to past experience.

To come back to the grass eating example, it is very well *possible*
that eating a kilogram of grass cure colds, even if *you* do not have an
explanation as to how or why it is so.

In the absence of an explanation about why eating grass would cure the
cold it's not worth considering for long because it doesn't solve any
problems.

Well, if it doesn't solve any problems then wether explanations are present
or absent, it's still doesn't solve a problem if you don't have cold.

At any rate, the kilogram of grass example may not be practical even if
true, unless that's all you have and you must absolutely get rid of a cold
- not very likely.

The world is a bigger place than we can imagine and man come constantly
against phenomenon that he can't explain.

No. Every event is explicable. When we fail to explain an event that's



just a result of lack of knowledge and could be fixed if we came up with a
good idea.

Well, I meant explicable with good explanation at this point in time. Like
how they explained eclipses before astronomy. Off course, one can explain
anything with bullshit, hehe. Those who need certainty in their life like
to hang on to any bullshit they can grab.

We don't yet *know* how electricity or gravity really works, yet we
don't dismiss their phenomenon because of that.

We know an enormous amount about how both gravity and electricity work.
Satnavs use our knowledge of both gravity and electricity. To correctly
predict the amount of time for signals to go from a car to a satellite and
back, we have to take into account the fact that clocks run slower nearer
the Earth due to the Earth's gravitational field. And electronics have to
be designed using precise knowledge about the behaviour of electricity in
small components.

Still, we still don't know a lot about these.

One may be tempted to call an inference with a probability value attached
*knowledge*, but it it's still knowledge of the past. The current situation
where you apply the inference may be subject to unknown variable that make
the *real* likelihood for this event 99% instead of the 30% one may have
inferred using historical data, so in fact we never know for sure about
future event.

It is not possible to predict an event from historical data without an
explanation of how the relevant historical events affect the future. You
can't infer stuff from historical data alone.



That's where conjectures comes in.

Therefore inference/explanation is not *knowledge* per se but is based on
knowledge.

Inferences/explanations are only structuring, ordering and relating of
knowledge according to some scheme which is logically coherent and fit the
facts.

Reality is in no way obliged to fit the inferences/explanations of man,
but man should strive to make his inferences/explanations fit reality. :-)

Yes, and that includes our statements about facts.

Yeah, if you want to push it, maybe we're living in a dream. But let's
assume there's a real world out there, if only for sanity purpose, hehe.

And about the kilo of grass example, I've heard that eating 35 garlic
clove a day can cure bone cancer in about a week according to Dr. Shultze
(check out his video serie "save your life" on youtube).

Or while I'm on cancer, the half a dozen 2h documentary one can find on
youtube by searching "cancer cure" on it seem plausible and reasonable
things to try if you get cancer considering the cost/benefit ratio and the
evidence shown in the video which would be "beyond a reasonable doubt" to a
reasonable person I think. :-)

Somebody who has cancer now doesn't have time to waste on random stuff on
YouTube. He should be looking for good explanations of what sort of
treatment might save his life. Believing crap about cancer with no good
explanation killed Steve Jobs.

Well, I sure don't need to have a good explanation as to how aspirin works
exactly in my body to use an aspirin for an headache. All I need to know is
that it won't hurt me and will get rid of my headache. Beside, to have a
good explanation as to how aspirin works, I'd need the whole explanation
about how the brain works and the mind-body connection works and everything



else, it sure would be nice to have those explanations but I don't think
they are necessary.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] People Lie Constantly
Date: November 1, 2012 at 10:52 PM

On Nov 1, 2012, at 2:57 PM, Josh Jordan <josh@joshjordan.name> wrote:

On Thu, Nov 1, 2012 at 4:19 AM, Elliot Temple wrote:
On Oct 31, 2012, at 8:23 PM, Josh Jordan wrote:

What type of intention at what time?

By my definition, "to lie is to make a statement that one does not believe,
with the intention of causing someone to believe it."

Time (A) - When the liar makes the statement
Time (B) - When someone reads, hears, or otherwise apprehends the 
statement.

The liar intends at time (A) that the listener will believe the statement
at time (B) or later.

You're again saying (or implying) that if someone starts believing his own lies, 
he's no longer a liar.

Right, believing what you say at the time you say it is a defense
against lying (in my sense of the word).

The more gullible and careless a personality he cultivates -- or the better at 
manipulating his memory or beliefs -- the more innocent he becomes.

Not more innocent in general, just more innocent of the charge of
lying (again, the way I use the word...). He may be guilty of many
other things, including cultivating a gullible and careless
personality.

Is that intentional? Why?

Since we are discussing moral responsibility, let's stipulate that the
person intentionally became gullible and careless.



I meant to ask if *you* were defining the word that way on purpose.

What do you think the purpose(s) of pointing out lies are? What's it for? And how 
do you see that as differing from criticizing dishonesty and lack of integrity?

Since your approach to lies is easy to game and cheat, doesn't that mean your 
version of lying is a non-fundamental, not-too-important concept? Any really 
important moral ideas shouldn't have fragile rules with holes in them so people 
can be innocent while violating the spirit of the thing. I thing that lying, properly 
understood, is an important moral concept, not just a minor side note; I think it's 
more useful to treat it that way instead of relegating it to a small role and having 
to replace it (especially because most people are already familiar with lying but 
not any replacement. and most people already regard lying as quite an important 
moral issue).

For example, no one would get absolved of murder by not having bad intentions 
at the time of the killing, even though they had very bad intentions earlier and 
planned it out this way. It's important that you can't go around killing all your 
enemies but prevent it from counting as murder with some trick, right?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] epistemology in one paragraph
Date: November 1, 2012 at 10:58 PM

On Nov 1, 2012, at 2:18 PM, P0ck <oberon.nmk@gmail.com> wrote:

On Tuesday, October 30, 2012 6:36:37 PM UTC-4, Elliot Temple wrote:

On Oct 30, 2012, at 10:18 AM, Nicolas M. Kirchberger 
<obero...@gmail.com<javascript:>>
wrote:

Le 2012-10-29 à 23:50, Richard Fine <richar...@gmail.com <javascript:>>
a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our

efficiency and clarity by using the hypothetico-deductive method, by making
hypothesis to explain cause and effect and the deductive method to find out
what would be true or not if the hypothesis is true. We can then find out
if our hypothesis are true by testing them in the world and measuring the
result with our senses or instruments to see if what we deduced from our
hypothesis is true."

Criticism: That doesn't cover anything outside of science. For example
I don't think it describes the way we make progress in moral philosophy.

The part about checking in the real world may be omitted for some
deontic or ethical questions since a lot of them are "a priori' question
that we have to decide before we get the facts.

But for those '"a posteriori", after the facts question, then we can
apply a situational ethics or conditional ethic in the form of "If we want
value X to be maintain, then we should do Y".

Like for example, if we want to live in a free society, then we should



have laws that respect Locke's ideas of property right.
Or for abortion, we can use our knowledge of how the nervous system

forms to create a "personhood" category that would appeal to a reasonable
person.

I take that conditional ethics is progress over absolutist ethics, like
those of the religious kind. :-)

In The Fabric of Reality, David explained that most learning *even for
testable scientific questions* is done without any experimental testing.

For example, the idea that eating a kilogram of grass cures colds is
testable. But it's not worth testing because there is no good explanation.

The important thing is criticism. Tests are one way to do criticism but
they are only worthwhile for a tiny minority of the best ideas -- the ones
we have difficulty refuting in other cheaper/easier ways (such as criticism
of bad or no explanation).

So in the above paragraph, the emphasis on testing -- and disregard for
other types of criticism -- is mistaken.

Just thought I'd bring a clarification here, as we are talking about
epistemology here..

If one were to say that he *knows* that" eating a kilogram of grass cures
colds" is false without having tested it, well, in my book he would be
lying.

So you're saying that you have large disagreements with me, Popper, and 
Deutsch. You're apparently some kind of empiricist.

Did you know that? Do you have any criticisms to offer?

Can you briefly explain what your epistemology is, and maybe comment your 
take on empiricism?



Also FYI I don't think it makes sense to participate in a discussion summarizing 
epistemology when you disagree with us about how epistemology works.

One may be tempted to call an inference with a probability value attached 
*knowledge*,

Are you aware that we deny probabilistic knowledge? Ideas don't have 
probabilities (some physical events do).

but it it's still knowledge of the past. The current situation
where you apply the inference may be subject to unknown variable that make
the *real* likelihood for this event 99% instead of the 30% one may have
inferred using historical data, so in fact we never know for sure about
future event.

Therefore inference/explanation is not *knowledge* per se but is based on
knowledge.

What do you think knowledge is?

In FoR, if memory serves, David explained knowledge roughly as being useful 
information (and he gave several other explanations).

Do you think knowledge is justified, true belief?

Inferences/explanations are only structuring, ordering and relating of
knowledge according to some scheme which is logically coherent and fit the
facts.

Reality is in no way obliged to fit the inferences/explanations of man, but
man should strive to make his inferences/explanations fit reality. :-)

And about the kilo of grass example, I've heard that eating 35 garlic clove
a day can cure bone cancer in about a week according to Dr. Shultze (check
out his video serie "save your life" on youtube)
Or while I'm on cancer, the half a dozen 2h documentary one can find on



youtube by searching "cancer cure" on it seem plausible and reasonable
things to try if you get cancer considering the cost/benefit ratio and the
evidence shown in the video which would be "beyond a reasonable doubt" to
a reasonable person I think. :-)

Are you impressed with Pascal's wager too? If not, what's the difference?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: November 2, 2012 at 12:09 AM

On 02/11/2012, at 13:46, "P0ck" <oberon.nmk@gmail.com> wrote:

On Thursday, November 1, 2012 6:55:17 PM UTC-4, Alan Forrester wrote:

On 1 Nov 2012, at 21:18, P0ck <obero...@gmail.com> wrote:

On Tuesday, October 30, 2012 6:36:37 PM UTC-4, Elliot Temple wrote:

On Oct 30, 2012, at 10:18 AM, Nicolas M. Kirchberger 
<obero...@gmail.com> wrote:

Le 2012-10-29 à 23:50, Richard Fine <richar...@gmail.com> a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our 
efficiency and clarity by using the hypothetico-deductive method, by 
making hypothesis to explain cause and effect and the deductive 
method to find out what would be true or not if the hypothesis is true. 
We can then find out if our hypothesis are true by testing them in the 
world and measuring the result with our senses or instruments to see if 
what we deduced from our hypothesis is true."

(Snipped).

A fact is a statement that corresponds to reality
Agreed

and that statement may be a statement about the past or the future.
Agreed



It is a fact that the sun will not go supernova and destroy the Earth tomorrow.

It might be a fact, but we can't *know* if it will be a fact until tomorrow, so we 
can't say it's a fact yet.

Your use of the word "know" is entirely at odds with what Popper, Deutsch and 
those on this list generally mean when they use the word.

I think Elliot probably makes the point most succinctly that you seem to be a bit of 
a JTB-believer. To me that often goes hand in hand with thinking that to "know" 
something must mean "is certain of". But that is wrong.

What do we *know* about the Sun? It's a star. It's a G2 type star that we know 
won't go supernova. How do we know? We know because we have been able to 
explain how it shines and produces light and *that very theory* predicts that it 
cannot "go supernova". The theory of what the sun *is* happens to be the same 
theory of what the sun *will be*. So, we know.

Are we certain? We are certain of nothing. Who cares about being certain 
anyways? What a terrible world it would be if we *could* be certain. That would 
mean progress is limited.

Knowledge consists of conjectures about facts and why some facts are true 
and not others. To improve our knowledge we have to criticise - find flaws in it 
and fix them.

Still, this is knowledge about the past, and conjecture about the future.

 Knowledge of the past is still a conjecture. Here are two: the Earth was created 
by supernatural magic around 5000 years ago. The Earth formed from accreting 
gas, dust and rocks about 5 billion years ago.

They are both conjectures. One is a good approximation to what we know to be 
true. The other has been ruled out by experimental testing after being taken 
seriously for quite some time.

All knowledge is conjectured. It remains conjectured. Have you ever read 
anything at all by Popper?



All of the knowledge you have concerning facts about what happened in the 
past is conjecture and a lot of those conjectures may be wrong.

Yes, you might push it that far, saying that "all is subjective" and stuff,

That is certainly *not* the claim being made here. You probably confuse 
"knowledge is generated through conjecture and criticism" and "there is no such 
thing as objectivity" because you think that if we cannot be absolutely, without a 
doubt, certain of something...then we cannot possibly ever have any knowledge.

The way to look at it is this: for ages lots of people thought that knowledge could 
only be knowledge if it was justified. And often this meant something like they 
were certain of it or something like that. Then some other people came along and 
said no, you can't be certain of anything and this means that you can't know 
anything. But just because both of these ideas are opposed to each other doesn't 
prevent them from both being false (to use David's own phrasing on some other 
topics). Both justified true belief and relativism are false. What's correct if 
Popperian epistemology.

but let's assume there is such a thing as a shared reality

What is the alternative? Assume there is not? How would that work? You should 
read the first few chapters of FoR about solipsism.

that exist outside of us and that our memories of it exist and let's call this reality

I don't see what else we could call it. Bob?

The reason for this is that all of the information we have about everything is an 
interpretation of what happened in the light of our knowledge. Before you can 
think that you got food poisoning as a result of eating food contaminated with 
bacteria, you have to know that bacteria exist. If you decide that a mug of tea 
is sitting on the desk next to you that means you have a load of conjectures 



about tea and mugs and desks so that you know what they look like.

The fact that you felt pain in your stomach and fell to the ground a month after 
having eaten spoiled fish remains a fact regardless of the inference and 
conjectures you might make to explain it.

Also, the idea that knowledge can be described using sensory language is 
false. The vast bulk of experimental data in science doesn't consist of records 
of sensations. Rather, it consists of records of what happened in an 
experiment or observation. That record involves conjectures about how the 
experimental apparatus works, which almost never has anything to do with 
sensations. Our sense organs evolved to work on particular scales of space 
and time and to record some kinds of information and not others. For most 
experiments our sense organs work on the wrong scale or record the wrong 
kind of information.

"Sensory apparatus" of course include instruments we use to augment our 
senses light telescopes and other stuff.

 Science is like bookkeeping about the universe, gathering facts about the 
universe and then making conjecture to explain them. Progress of science is 
pretty much half-due to rigorous bookkeeping of the stuff out there and theirs 
characteristics.
Granted our conjecture tell us where to look but not necessarily what we will 
find.

Inferences and explanations on the other hand can be made about the past, 
present and future, and are always of a probabilistic nature, never absolute, 
like weather forecasts. Good inferences are those that never have been 
refuted, yet, it still doesn't mean that it never will, so it's still probabilistic.

Knowledge isn't probabilistic. It is either true or false, there is nothing in 
between. There is no measure of truth or falsehood that obeys the rules of 
probability. Nor is it possible to attach weights to ideas. It is only possible to 
decide between idea A and idea B by coming up with criticisms that apply to A 
but not B or vice versa. There are other problems with trying to attach 
probabilities to ideas: see "The Beginning of Infinity" Chapter 8.

Granted, since knowledge is about the past it can be either true or false.  But we 



can't have *knowledge* of the future, only conjectures, with degrees of 
probabilities that are more than 0 and less than 1 that we may assign to it 
according to past experience.

Really? Then why do people skydive *with parachutes* if they have *no 
knowledge* of the future? Our theory of gravity explains how objects behave now. 
And in the past. And how they will...in the future.

To come back to the grass eating example, it is very well *possible* that 
eating a kilogram of grass cure colds, even if *you* do not have an 
explanation as to how or why it is so.

In the absence of an explanation about why eating grass would cure the cold 
it's not worth considering for long because it doesn't solve any problems.

Well, if it doesn't solve any problems then wether explanations are present or 
absent, it's still doesn't solve a problem if you don't have cold.

At any rate, the kilogram of grass example may not be practical even if true, 
unless that's all you have and you must absolutely get rid of a cold - not very 
likely.
The world is a bigger place than we can imagine and man come constantly 
against phenomenon that he can't explain.

No. Every event is explicable. When we fail to explain an event that's just a 
result of lack of knowledge and could be fixed if we came up with a good idea.

Well, I meant explicable with good explanation at this point in time. Like how 
they explained eclipses before astronomy. Off course, one can explain anything 
with bullshit, hehe. Those who need certainty in their life like to hang on to any 
bullshit they can grab.

We don't yet *know* how electricity or gravity really works, yet we don't 
dismiss their phenomenon because of that.



We know an enormous amount about how both gravity and electricity work. 
Satnavs use our knowledge of both gravity and electricity. To correctly predict 
the amount of time for signals to go from a car to a satellite and back, we have 
to take into account the fact that clocks run slower nearer the Earth due to the 
Earth's gravitational field. And electronics have to be designed using precise 
knowledge about the behaviour of electricity in small components.

Still, we still don't know a lot about these.

One may be tempted to call an inference with a probability value attached 
*knowledge*, but it it's still knowledge of the past. The current situation where 
you apply the inference may be subject to unknown variable that make the 
*real* likelihood for this event 99% instead of the 30% one may have inferred 
using historical data, so in fact we never know for sure about future event.

It is not possible to predict an event from historical data without an explanation 
of how the relevant historical events affect the future. You can't infer stuff from 
historical data alone.

That's where conjectures comes in.

Therefore inference/explanation is not *knowledge* per se but is based on 
knowledge.
Inferences/explanations are only structuring, ordering and relating of 
knowledge according to some scheme which is logically coherent and fit the 
facts.

Reality is in no way obliged to fit the inferences/explanations of man, but man 
should strive to make his inferences/explanations fit reality. :-)

Yes, and that includes our statements about facts.

Yeah, if you want to push it, maybe we're living in a dream. But let's assume 
there's a real world out there, if only for sanity purpose, hehe.

And about the kilo of grass example, I've heard that eating 35 garlic clove a 
day can cure bone cancer in about a week according to Dr. Shultze (check 



out his video serie "save your life" on youtube).
Or while I'm on cancer, the half a dozen 2h documentary one can find on 
youtube by searching "cancer cure" on it seem plausible and reasonable 
things to try if you get cancer considering the cost/benefit ratio and the 
evidence shown in the video which would be "beyond a reasonable doubt" to 
a reasonable person I think. :-)

Somebody who has cancer now doesn't have time to waste on random stuff on 
YouTube. He should be looking for good explanations of what sort of treatment 
might save his life. Believing crap about cancer with no good explanation killed 
Steve Jobs.

Well, I sure don't need to have a good explanation as to how aspirin works 
exactly in my body to use an aspirin for an headache. All I need to know is that it 
won't hurt me and will get rid of my headache.

Yes. You *know* it will. Well said!

It's the "will get rid of my headache" that hides so much. It hides the fact that you 
have a bunch of implicit theories at work about how to assess the efficacy of 
aspirin. Theories that actually disqualify, in your own mind, the grass theory. For 
that reason you should be quite comfortable using the word "know" in the 
following two ways:

"I'm going to take aspirin for my headache because I know it works". (Which, 
notice, you have just admitted).

"I'm not going to bother with eating grass for my headache because I know it 
won't work."

Fair enough?

You do know lots about aspirin and that it works for pain. You might not be able to 
explain the biochemical mechanism. Few people can. So? We know it works and 
you do infact have good explanations. You can probably explain, under a certain 
amount of Socratic questioning, that aspirin is in just about every grocery store on 
the planet. You could explain why. You could explain how (and why) you were 
given aspirin as a child and how you choose to stock it in your own home and if 
visiting friends could probably ask them for one...and they would have it. All this 
could be explained by you. And the best explanation? Aspirin works to reduce 



headaches, or whatever. For the same reason you can explain how you know 
grass doesn't work because grass ain't being sold in stores for the same reason. 
What's the problem, then?

Beside, to have a good explanation as to how aspirin works, I'd need the whole 
explanation about how the brain works and the mind-body connection works 
and everything else, it sure would be nice to have those explanations but I don't 
think they are necessary.

Knowledge can be implicit. That is, you need not be able to fully explain it to 
someone else to nonetheless claim that you "know" it. For example, Tiger Woods 
knows how to play golf better than most. But he might not be able to explain it to 
you very well.

Brett.
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On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our

efficiency and clarity by using the hypothetico-deductive method, by making
hypothesis to explain cause and effect and the deductive method to find out
what would be true or not if the hypothesis is true. We can then find out
if our hypothesis are true by testing them in the world and measuring the
result with our senses or instruments to see if what we deduced from our
hypothesis is true."

Criticism: That doesn't cover anything outside of science. For example
I don't think it describes the way we make progress in moral philosophy.

The part about checking in the real world may be omitted for some
deontic or ethical questions since a lot of them are "a priori' question
that we have to decide before we get the facts.

But for those '"a posteriori", after the facts question, then we can
apply a situational ethics or conditional ethic in the form of "If we want
value X to be maintain, then we should do Y".

Like for example, if we want to live in a free society, then we should



have laws that respect Locke's ideas of property right.
Or for abortion, we can use our knowledge of how the nervous system

forms to create a "personhood" category that would appeal to a reasonable
person.

I take that conditional ethics is progress over absolutist ethics, like
those of the religious kind. :-)

In The Fabric of Reality, David explained that most learning *even for
testable scientific questions* is done without any experimental testing.

For example, the idea that eating a kilogram of grass cures colds is
testable. But it's not worth testing because there is no good explanation.

The important thing is criticism. Tests are one way to do criticism but
they are only worthwhile for a tiny minority of the best ideas -- the ones
we have difficulty refuting in other cheaper/easier ways (such as criticism
of bad or no explanation).

So in the above paragraph, the emphasis on testing -- and disregard for
other types of criticism -- is mistaken.

Just thought I'd bring a clarification here, as we are talking about
epistemology here..

If one were to say that he *knows* that" eating a kilogram of grass cures
colds" is false without having tested it, well, in my book he would be
lying.

That sounds justificationist. It sounds like you are after *certainty*. If
by "John knows that eating grass doesn't cure colds" means "John is certain
he knows that eating grass doesn't cure colds" then you will forever be
disappointed because you have set the bar impossibly high.

Well, I didn't express myself correctly here, I meant more like he would
say something like "He knows he ate grass and his cold got cured", not



necessarily the whole probabilistic wide scale experiment that says that
90% of people got cured of cold after eating grass to a 3% margin of error
stuff.

After all, even if John eats grass and his cold is not cured, a person who
believed in the grass cure could just always argue "Arghhh...but who is to
say John's original cold was not cured...and then he was immediately
reinfected?". There are always outs of this sort.

Well, nothing works all the time, even in science.

What do you mean by "knows"? It can't mean "is certain that".

Of course not, but as close to it as certain.
All we can say that we *know*, even in science are things like "it has been
the case that x when y" or "it has been the case that x has happened y% of
the time when z".
All the rest is inferences or conjectures.

What would be more true to fact would be if he'd said "I believe, or I
make an educated guess that eating a kilogram of grass does not cure cold.".

In most cases "I believe that x" is synonymous with saying "I know that
x". Just consider x as "the lights are on in this room". In other
situations "I believe" is just a way we indicate that we have less
confidence about the statement than saying "I know ". But it depends on
context. Consider "I believe Britney Spears is a great singer" - that, now,
is a statement like "I think that..." - it's now not implying, usually that
you have a very good explanation and have thought long and hard about the
question. It is probably an off-the-cuff remark. True, but not synonymous
with "I know that Britney Spears is a good singer" - you *might* not wish
to defend the latter, even if you endorse the former (for example, you
might readily admit to your ignorance of what it takes to be a good singer
and tell the difference between good and bad singers).



In general semantics (a form of applied epistemology), we look at the
relation between words and reality, and we notice that our language is like
bad mathematics, we can say anything with our language, most of it is vague
and do not refer to reality.
In the before mentioned sentence, "I believe Britney Spears is a great
singer" is truer to fact than "I know that Britney Spears is a good
singer", the second version lack the to-me-ness to make it fit reality more
and generalize his evaluation as an absolute statement about reality.

And in the first sentence "The light are on in this room", what is really
meant is "I see the light on in this room.".

There's a distinction to be made here between a fact (knowledge) and an
inference (explanation).

I don't think the epistemology here makes that kind of distinction. Facts
are part of explanations. There are not certain "facts". Isn't an inference
something you derive? Again, that sounds justificationist and suggests that
perhaps explanations are derived (inferred) from observations. That's
induction, which is we know is false.

I don't know where they come from exactly but they might come from
anywhere, like from the feeling of heartburn one got from eating tacos that
is similar to the sensation of fire one might infer that his "heart is on
fire". Not really an induction here, more of an analogy or metaphor or
lateral thinking or conjecture.

By "fact" do you mean "observation" here?

Pretty much, facts are as close to observation as possible.



As a rule, facts and knowledge belong to the past, as historical
knowledge, you can't *know* something about the  future.

That's a strange way to parse things. We predict the future all the time.
We are no more certain about what the past did hold than what the future
will. Why is one time privaledged in your epistemology?

We also fail to predict the future all the time, all and all, sometime we
do, sometime we don't, we can never say in advance which it's gonna be.

Also, fact and knowledge is usually concrete and can be described using
sensory language.

What does "concrete" mean here?

From the senses or theirs extensions, (also internal feelings etc)

Inferences and explanations on the other hand can be made about the past,
present and future, and are always of a probabilistic nature, never
absolute, like weather forecasts.

True. But this seems at odds with what you implied earlier.

I did not communicate properly earlier, hehe.

Good inferences are those that never have been refuted, yet, it still
doesn't mean that it never will,



Good scientific explanations, you mean?

Not necessarily, for example, if we could show that some action has
implications which are unethical according to some value, we could "refute"
the hypothesis.
I take refutation here as the general term meaning saying that " if a then
b, not b, therefore not a" or explanation by a better alternative also.

so it's still probabilistic.

To come back to the grass eating example, it is very well *possible* that
eating a kilogram of grass cure colds, even if *you* do not have an
explanation as to how or why it is so.

Sure. But there are an infinite number of such theories. The question is,
should we give them any credence? Everything not prohibited by the laws of
physics is possible. But this is not what it means to say "I know that x".
Just because no one has shown that something is *impossible* doesn't mean
we cannot say "It won't happen". Like eating grass cures colds. If you eat
grass, it won't cure the cold. We know this. Why? Because there is
absolutely no reason to think it will. There is no explanation. If there is
no explanation then we can say "We know it won't happen". That, after all,
is what the verb "to know" means. It means "I have a good explanation for
this".

What do you think it means?

Well, in science (one of our closest thing to "certainty"), when we say we
know something, it's because we usually have a study or experiment that
confirms that it seem to work like that 96% of the time or so.

If somebody tells me "I know it won't happen", I might translate it as "He
thinks it won't happen" and then I might ask him how does he knows, and if
he says "because it's a full moon and mercury is in taurus.", then I might



ignore him but if he says something like "I tried it 5 times and 2 of my
friends tried it and it didn't work." then I might give weight to his
sentence.

At any rate, the kilogram of grass example may not be practical even if
true, unless that's all you have and you must absolutely get rid of a cold
- not very likely.
The world is a bigger place than we can imagine and man come constantly
against phenomenon that he can't explain.

Can you give some examples?

Well, I meant "good explanations" of course, there's plenty, there is the
Billy Meier ufo case for example, a one armed farmer taking up to 1200
daylight pictures of ufos in the 50s and 60s, 6 9mm movies, metal samples,
etc, accordingly from human alien from another planet.  James Randi tried
to falsify them by building a large blimp with aluminium paper on it and
called it "falsified" in order not to give away the 1 million $ award he
promised (which he never had in the first place). Of course his blimp
looked nothing like Meier's pictures.  It is still unknown where theses
crafts come from, how they were built, etc..  Meier claims his contact told
him they travel through the multiverse or something but that is still a
sketchy explanation as we don't know how that would work specifically.

There are also some documented ghosts stories, crop circles, near-death
experience where the person leave her body and see stuff, etc.. We don't
have much good explanations for things like that.

We don't yet *know* how electricity or gravity really works, yet we don't
dismiss their phenomenon because of that.

Of course we know how those things work. Unless, of course, you think that
"know" means "have the final, ultimate theory that will never ever be
improved upon". We can never be in that situation. Ergo, "to know" can't
mean that. But, what we do have for those things are great explanations of
them. Sure, there are always cool problems to solve. There always will
be...but we know lots. Just because it is a fact that we will always



improve on what we know, doesn't mean we know nothing. You seem to want
certainty and finality or else you don't want to admit we "know". Well if
that's your standard then throw the word out because the bar is impossibly
high to jump.

Well, then there is still much that we can't explain about those is more in
line with reality then.

One may be tempted to call an inference with a probability value attached
*knowledge*, but it it's still knowledge of the past. The current situation
where you apply the inference may be subject to unknown variable that make
the *real* likelihood for this event 99% instead of the 30% one may have
inferred using historical data, so in fact we never know for sure about
future event.

What does "for sure" mean? If it means "can never possibly have any doubts
about" then, again, an impossibly high bar that makes a mockery of what
"knowledge" actually is.

Well, it's certainly less sure than what we observed about the past then.

Therefore inference/explanation is not *knowledge* per se but is based on
knowledge.
Inferences/explanations are only structuring, ordering and relating of
knowledge according to some scheme which is logically coherent and fit the
facts.

You really should read BoI. Or, perhaps, watch this, by David Deutsch
about explanations:

Got his book, just finished chapter 1.



http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.ht
ml

Notice he uses the word "know" and "knowledge". Correctly.

Hmm, yes, he said that "all knowledge is conjectural" which I take to mean
"knowledge equals conjecture", well ultimately this is true but I beg to
make a distinction here with knowledge obtain from our own senses and
senses extensions (instruments) and conjecture.  So his definition of
knowledge is my definition of conjecture and my definition of knowledge is
something else, namely facts about the past obtained through our senses or
senses extensions.

Now, mathematics is a language, the most precise we know of. As David says,
hard to vary explanation (or models) are better.  Mathematics being the
most precise language we have is hard to vary when properly used.
We use mathematics to model the world more accurately than our language,
that is, fit the facts more accurately. Modelling is basically the ordering
and relating of facts (structures).

Now, to demonstrate that scientific models, or what david calls "knowledge"
is in fact conjecture as he says, take this quote from Einstein: "As far as
the laws of mathematics refer to reality, they are not certain; as far as
they are certain, they do not refer to reality.", therefore, we could say
the same about mathematical models or models in general (explanations) :
"As far as our models/explanations refer to reality, they are not certain;
as far as they are certain, they do not refer to reality."

Reality is in no way obliged to fit the inferences/explanations of man,
but man should strive to make his inferences/explanations fit reality. :-)

And about the kilo of grass example, I've heard that eating 35 garlic
clove a day can cure bone cancer in about a week according to Dr. Shultze
(check out his video serie "save your life" on youtube)

http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.html


Yeah. I've heard people have been cured by homeopathy too. I've heard,
recently, that the terrible hurricane in New York was caused by homosexuals
getting married. There's YouTube clips about supposed means of causation
too. Do you think you need to check them out to be sure there isn't
*something* to it?

Not all of them of course, but when it comes to health or competitive
advantages or things like that, definitely.
Army intelligence rarely leave good looking stones unturned they even had
this army research program in 2004 that was researching "psychic
teleportation", who knows what else they got.

Anybody that's the least bit "worldly" know at least about a couple weird
stuff that are most certainly true that the mainstream does not know about
and probably should. :-)

Nicolas
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Le 2012-10-29 à 23:50, Richard Fine <richar...@gmail.com> a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our 
efficiency and clarity by using the hypothetico-deductive method, by 
making hypothesis to explain cause and effect and the deductive 
method to find out what would be true or not if the hypothesis is true. 
We can then find out if our hypothesis are true by testing them in the 
world and measuring the result with our senses or instruments to see if 
what we deduced from our hypothesis is true."

Criticism: That doesn't cover anything outside of science. For example I 
don't think it describes the way we make progress in moral philosophy.

The part about checking in the real world may be omitted for some deontic 
or ethical questions since a lot of them are "a priori' question that we have 
to decide before we get the facts.
But for those '"a posteriori", after the facts question, then we can apply a 
situational ethics or conditional ethic in the form of "If we want value X to 



be maintain, then we should do Y".

Like for example, if we want to live in a free society, then we should have 
laws that respect Locke's ideas of property right.
Or for abortion, we can use our knowledge of how the nervous system 
forms to create a "personhood" category that would appeal to a 
reasonable person.

I take that conditional ethics is progress over absolutist ethics, like those of 
the religious kind. :-)

In The Fabric of Reality, David explained that most learning *even for 
testable scientific questions* is done without any experimental testing.

For example, the idea that eating a kilogram of grass cures colds is testable. 
But it's not worth testing because there is no good explanation.

The important thing is criticism. Tests are one way to do criticism but they 
are only worthwhile for a tiny minority of the best ideas -- the ones we have 
difficulty refuting in other cheaper/easier ways (such as criticism of bad or 
no explanation).

So in the above paragraph, the emphasis on testing -- and disregard for 
other types of criticism -- is mistaken.

Just thought I'd bring a clarification here, as we are talking about 
epistemology here..

If one were to say that he *knows* that" eating a kilogram of grass cures 
colds" is false without having tested it, well, in my book he would be lying.

That sounds justificationist. It sounds like you are after *certainty*. If by "John 
knows that eating grass doesn't cure colds" means "John is certain he knows 
that eating grass doesn't cure colds" then you will forever be disappointed 
because you have set the bar impossibly high.

Well, I didn't express myself correctly here, I meant more like he would say 
something like "He knows he ate grass and his cold got cured", not necessarily 
the whole probabilistic wide scale experiment that says that 90% of people got 



cured of cold after eating grass to a 3% margin of error stuff.

After all, even if John eats grass and his cold is not cured, a person who 
believed in the grass cure could just always argue "Arghhh...but who is to say 
John's original cold was not cured...and then he was immediately reinfected?". 
There are always outs of this sort.

Well, nothing works all the time, even in science.

What do you mean by "knows"? It can't mean "is certain that".

Of course not, but as close to it as certain.
All we can say that we *know*, even in science are things like "it has been the 
case that x when y" or "it has been the case that x has happened y% of the time 
when z".

That's induction. Do you know induction is false?

All the rest is inferences or conjectures.

There's a distinction to be made here between a fact (knowledge) and an 
inference (explanation).

I don't think the epistemology here makes that kind of distinction. Facts are 
part of explanations. There are not certain "facts". Isn't an inference something 
you derive? Again, that sounds justificationist and suggests that perhaps 
explanations are derived (inferred) from observations. That's induction, which 
is we know is false.

I don't know where they come from exactly but they might come from anywhere, 
like from the feeling of heartburn one got from eating tacos that is similar to the 
sensation of fire one might infer that his "heart is on fire". Not really an induction 
here, more of an analogy or metaphor or lateral thinking or conjecture.

By "fact" do you mean "observation" here?



Pretty much, facts are as close to observation as possible.

But how do you know what you are observing? How do you know what to 
observe? Aren't all observations conjectures also? Isn't all observation theory 
laden?

Also, fact and knowledge is usually concrete and can be described using 
sensory language.

What does "concrete" mean here?

From the senses or theirs extensions, (also internal feelings etc)

When you look up into the sky at night do you see little pin-pricks of light...or do 
you see stars? Which is the theory and which is the observation?

If you think the former is an observation...a bare, concrete, observation, is "light" 
such a simple thing...or does it imply a vast amount of implicit theory? What do 
you mean by "see"?

Do you think your senses really give you unmediated access to objective reality 
or...are they poor, narrow, error prone channels through which minuscule data 
flows that we try to make sense of? Is this what you mean by the senses provide 
stuff that is "concrete"?

 .

so it's still probabilistic.

To come back to the grass eating example, it is very well *possible* that 
eating a kilogram of grass cure colds, even if *you* do not have an 
explanation as to how or why it is so.

Sure. But there are an infinite number of such theories. The question is, should 
we give them any credence? Everything not prohibited by the laws of physics 
is possible. But this is not what it means to say "I know that x". Just because 
no one has shown that something is *impossible* doesn't mean we cannot say 



"It won't happen". Like eating grass cures colds. If you eat grass, it won't cure 
the cold. We know this. Why? Because there is absolutely no reason to think it 
will. There is no explanation. If there is no explanation then we can say "We 
know it won't happen". That, after all, is what the verb "to know" means. It 
means "I have a good explanation for this".

What do you think it means?

Well, in science (one of our closest thing to "certainty")

Nope. Never even close. We are always at the beginning of infinity. So we are 
never close to certainty...or knowing that we are close to certainty. Science is an 
error correcting mechanism, that's all. It's not a certainty-generating thing. David 
proposed that scientific theories should all be named scientific misconceptions. 
Excellent, powerful, explanatory misconceptions.

, when we say we know something, it's because we usually have a study or 
experiment that confirms that it seem to work like that 96% of the time or so.

Nup. It's not. For example, what experiment has "worked" some % of the time to 
demonstrate that the sun was born after a previous star went supernova? No 
experiment "confirms" this. Only a good explanation allows us to make this claim.

If somebody tells me "I know it won't happen", I might translate it as "He thinks it 
won't happen" and then I might ask him how does he knows, and if he says 
"because it's a full moon and mercury is in taurus.", then I might ignore him but if 
he says something like "I tried it 5 times and 2 of my friends tried it and it didn't 
work." then I might give weight to his sentence.

You've made progress there. So, yep...an experiment can help show your theory 
is a bad one. But just because you tried 7 times and 7 times it did not work 
doesn't allow you to put some % of confidence next to the theory, does it? After 
all...if this was all that was needed, then I could be 100% sure that walking across 
the road, eyes closed, was a safe thing to do, if I survived once.

At any rate, the kilogram of grass example may not be practical even if true, 



unless that's all you have and you must absolutely get rid of a cold - not very 
likely.
The world is a bigger place than we can imagine and man come constantly 
against phenomenon that he can't explain.

Can you give some examples?

Well, I meant "good explanations" of course, there's plenty, there is the Billy 
Meier ufo case for example, a one armed farmer taking up to 1200 daylight 
pictures of ufos in the 50s and 60s, 6 9mm movies, metal samples, etc, 
accordingly from human alien from another planet.
James Randi tried to falsify them by building a large blimp with aluminium paper 
on it and called it "falsified" in order not to give away the 1 million $ award he 
promised (which he never had in the first place). Of course his blimp looked 
nothing like Meier's pictures.  It is still unknown where theses crafts come from, 
how they were built, etc..  Meier claims his contact told him they travel through 
the multiverse or something but that is still a sketchy explanation as we don't 
know how that would work specifically.

Is there something better than this guy's testimony? And, sorry, but in the age of 
photoshop and imovie...something better than photos and videos? Like...I 
dunno...an artifact of clearly alien origin? So...like...a processor that runs at 
4000THz? Nothing you say there is a "good" explanation. On your criteria it's not 
knowledge, is it? It's not even really interesting. Lots of mysteries in 
science...people claiming to be abducted by aliens are about as interesting as 
people who claim to have spoken to angels and yogis who say they can fly (and 
there are youtube clips of that - prepare to be unimpressed).

There are also some documented ghosts stories

What do you mean documented? Do you mean reported? What's a ghost?

, crop circles, near-death experience where the person leave her body and see 
stuff, etc.. We don't have much good explanations for things like that.

Yeah...because there isn't anything to explain beyond people being deluded, 



mistaken, lying, whatever. The only mystery is about *us* and human minds in 
that case...not with mysterious forces at work in the universe. Anyways...what do 
you think is more likely when it comes to ghosts? That sometimes, in extremis, 
the mind can cause people to hallucinate (something easily witnessed by anyone 
who wants to try enough drugs or lack of oxygen to the brain)...or that some old 
lady was able to witness a temporary suspension of the laws of physics, localised 
entirely in her living room attesting to the existence of a supernatural realm of 
eternal life that left her with no evidence whatsoever beyond the ability to simply 
retell the story or...or really bad set of doubly-exposed old black-and-white 
photographs?

I go with hallucination in most cases.

Most of that stuff can be easily explained if you just go to even a medium quality 
skeptics website.

We don't yet *know* how electricity or gravity really works, yet we don't 
dismiss their phenomenon because of that.

Of course we know how those things work. Unless, of course, you think that 
"know" means "have the final, ultimate theory that will never ever be improved 
upon". We can never be in that situation. Ergo, "to know" can't mean that. But, 
what we do have for those things are great explanations of them. Sure, there 
are always cool problems to solve. There always will be...but we know lots. 
Just because it is a fact that we will always improve on what we know, doesn't 
mean we know nothing. You seem to want certainty and finality or else you 
don't want to admit we "know". Well if that's your standard then throw the word 
out because the bar is impossibly high to jump.

Well, then there is still much that we can't explain about those is more in line 
with reality then.

I don't know what that string of words means exactly.

Therefore inference/explanation is not *knowledge* per se but is based on 



knowledge.
Inferences/explanations are only structuring, ordering and relating of 
knowledge according to some scheme which is logically coherent and fit the 
facts.

You really should read BoI. Or, perhaps, watch this, by David Deutsch about 
explanations:

Got his book, just finished chapter 1.

 http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.
html

Notice he uses the word "know" and "knowledge". Correctly.

Hmm, yes, he said that "all knowledge is conjectural" which I take to mean 
"knowledge equals conjecture", well ultimately this is true but I beg to make a 
distinction here with knowledge obtain from our own senses and senses 
extensions (instruments) and conjecture.  So his definition of knowledge is my 
definition of conjecture and my definition of knowledge is something else, 
namely facts about the past obtained through our senses or senses extensions.

That the sense give you anything at all, is itself a conjecture. Did you watch the 
video where David explains how problematic sight itself is? We don't see anything 
at all. We interpret electrical crackles in our brains. And even then...we don't 
experience that for what it is either.

Observation isn't what you think it is. Our senses can't do the job you expect of 
them. You only guess what you see. You say you see stars. But what's a star? 
What does it mean "to see"? It's explanation all the way down. It doesn't start with 
senses and build its way up.

Now, to demonstrate that scientific models, or what david calls "knowledge" is in 
fact conjecture as he says, take this quote from Einstein: "As far as the laws of 
mathematics refer to reality, they are not certain; as far as they are certain, they 
do not refer to reality.",

http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.html


He was getting at something good there. Of course, he was quite wrong about 
mathematics providing certain truth though if he thinks that they could be certain. 
Though he doesn't quite say that, there. No embarrassment even if he did, 
however. Most people have thought and still think, mathematics leads to certainty. 
Most haven't read The Fabric of Reality. Chapter 10, I think. David demolishes 
arguments about the certainty of maths. Read over a few posts on this list 
recently to get a taste for what people think about how mathematical explanations 
are also conjectural.

Einstein was likely making the (correct) point that just because you have a nice 
mathematical law to explain something in physics, doesn't make it unable to be 
shown to be false (like Newton's universal law of gravity which he did show was 
inadequate, say - or his own theory of general relativity which he is, I guess, 
admitting is not the final word).

I think you should start with Fabric of Reality by David Deutsch. It will explain the 
general position on the basics that many people on here adopt.

Brett.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: November 2, 2012 at 8:28 AM

On 11/2/2012 4:15 AM, P0ck wrote:
Well, in science (one of our closest thing to "certainty"), when we say we
know something, it's because we usually have a study or experiment that
confirms that it seem to work like that 96% of the time or so.

If somebody tells me "I know it won't happen", I might translate it as "He
thinks it won't happen" and then I might ask him how does he knows, and if
he says "because it's a full moon and mercury is in taurus.", then I might
ignore him but if he says something like "I tried it 5 times and 2 of my
friends tried it and it didn't work." then I might give weight to his
sentence.

But maybe he and his friends are trying it wrong (i.e. making a systematic error) - 
maybe they're using the wrong kind of grass, or they're cooking it first, or they're 
*not* cooking it first, or whatever. If they're doing it the wrong way then it doesn't 
matter how many times they did it; it will fail to work every single time, unless they 
fix that one mistake they're making, and then suddenly it will work. It's impossible 
to consider what that mistake *is*, though, because there's no explanation of how 
it's supposed to work. Without the explanation, you can't determine which aspects 
are important and which are not.

You could try adding and removing different aspects to see if that changes the 
result, but in order to do that, you first have to decide which aspects you're going 
to vary. You could try soaking the grass in salt water; or you could try eating it 
while standing on your head; or you could try eating it while standing on the 
moon. There's really an infinite number of ways you could vary it. So how do you 
decide which ones to use, and which ones aren't relevant? You need some kind 
of explanation - at least a vague one - that says things like "a substance in the 
grass kills the cold germs in my bloodstream," and therefore that your physical 
location doesn't matter, and so on.

The 96% of the time thing doesn't work either. Suppose mankind has a theory 
that the sun will always rise tomorrow. We test this theory by looking at the sky 
every morning and seeing whether the sun has risen; under your epistemology, 
every day that it does, we become slightly more certain that we are right and that 
the sun will always rise tomorrow. The consequence of this is that the day before 



the sun goes supernova, we would be the *most certain we had ever been* that it 
would rise tomorrow! That's not a good approach to avoiding extinction by 
supernova...

(You might be tempted to say that "96% of the time" really means "96% of all 
substantially different tests", i.e. ignoring all tests that are pretty much identical to 
the ones that have been done before. But that still means we're 100% certain the 
sun will rise tomorrow on the day before it goes supernova; and like I said, there's 
an infinite number of substantially different tests we can perform, so we'll never 
have performed 96% of them, as 96% of infinity is still infinity).

- Richard

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Chapter 10 notes
Date: November 2, 2012 at 6:40 PM

On Mar 6, 2012 2:08 PM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our own minds)

-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,



can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the possibility of
refuting it open.

If there are no criticisms to a given criticism you can tentatively take it
as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism sucks"? Then *that* one?

Repeat forever.

Is this a regress problem?

I'm not sure what you mean. "That criticism sucks" is not a criticism,
because its not an explanation of a flaw in an idea.

Is it like the regress problems justifying ideas has?

Sort of. "That criticism sucks" is like saying "Your idea is false
because its not justified".

Their both wrong because they both are not explanations of flaws in an idea.

What about a more practical version where people keep going back and forth 
making low quality versions of each other's criticisms. They don't spend forever 
on it, but they continue it until they give up. What should be said to that?



What do you mean by "making low quality versions of each other's criticisms"?

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 10 notes
Date: November 3, 2012 at 2:05 AM

On Nov 2, 2012, at 3:40 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Mar 6, 2012 2:08 PM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our own 
minds)

-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find



and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the possibility of
refuting it open.

If there are no criticisms to a given criticism you can tentatively take it
as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism sucks"? Then *that* one?

Repeat forever.

Is this a regress problem?

I'm not sure what you mean. "That criticism sucks" is not a criticism,
because its not an explanation of a flaw in an idea.

Did you read the context?

I'm having a difficult time interpreting your statement as a reply fitting into the 
discussion.

Is it like the regress problems justifying ideas has?



Sort of. "That criticism sucks" is like saying "Your idea is false
because its not justified".

Their both wrong because they both are not explanations of flaws in an idea.

What about a more practical version where people keep going back and forth 
making low quality versions of each other's criticisms. They don't spend 
forever on it, but they continue it until they give up. What should be said to 
that?

What do you mean by "making low quality versions of each other's criticisms"?

I think "versions" was a typo for "criticisms".

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] When to conserve/discard traditions
Date: November 3, 2012 at 3:36 AM

On Oct 30, 2012, at 5:49 PM, Liberty Fitz-Claridge 
<libertyfitzclaridge@googlemail.com> wrote:

On Tue, Oct 30, 2012 at 8:54 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 30, 2012, at 5:12 AM, Liberty Fitz-Claridge <
libertyfitzclaridge@googlemail.com> wrote:

If a society has a tradition whose purpose is not known or not
articulated,

can't we automatically criticise it as a waste of time?

Not automatically. It might use very little time.

Surely any amount of time wasted is a bad thing?

The risk it was important is a bad thing too. If the upside is very tiny, maybe it's 
not worth the risk. I still dispute it being an "automatic" issue, I think that's too 
strong.

It also might not be a waste of time, because it might do something useful.

You'll have to persuade people. It not being articulated well doesn't
necessarily mean you'll win. If they value it they might not want to be
persuaded until you articulate it for them so you can explain why it isn't
important better.

If it's true that the right attitude is not to devote time to anything of
which you don't explicitly know the value, I can persuade people of that
attitude and then they won't value things unless they can articulate why.



But isn't that false?

The large majority of most people's knowledge is not explicitly known to a high 
enough standard to stand up to much argument flawlessly. But that doesn't mean 
most of their knowledge lacks value or should be abandoned.

People watch at least some of the stuff on TV [UK royal family related stuff]. 
Why would it compare
unfavorably to other TV productions?

Boat pageants and parades are arguably pretty boring.

For you, but not for some others.

I'm sure there are plenty of other things on TV you consider boring, but others do 
not.

So:

Why would it compare unfavorably to other TV productions?

Also, even if you're right that those TV shows are arguably bad, they still should 
not be changed until *after* you actually do argue it -- successfully -- and 
persuade people. Then the persuaded people won't watch and if you persuade 
enough people it'll stop being produced.

Faced with a choice between some pursuit that we explicitly know to be
good

(like spending that money on the military instead) and something that may
or may not have important inexplicit knowledge, when and why should we
prefer the latter?



Possible answer: Before discarding those traditions, we should make the
knowledge in them explicit and try and criticise it -- otherwise we can't
actually say if it's a waste of time.

Still not sure what to say about when traditional knowledge has not
*yet*been made explicit and there is a practical question of what to
devote time
to...

I don't think we're generally totally clueless about what traditions are
for, so I don't think it's so hard to discuss. Ceremonies draw attention to
certain things deemed important. And also make them harder to do lightly.
So there's two purposes.

True. In general do you think that sort of positive defense is a better
response than 'if it's not broke, don't fix it' when people say that
traditions are pointless? (Lots of people say the monarchy is pointless,
for example.)

I think "if it's not broke, don't fix it" has more than one meaning or usage.

One meaning is wise: don't try to fix things at random, find *problems* and focus 
on fixing those.

That kind of attitude is valuable not only in philosophy and life, but also (for 
example) in computer programming. It has reach even to "hard" (as in "hard 
sciences") disciplines.

What sort of meaning did you have in mind?

I think the charge that traditions are pointless, in general, is a dangerous 
statement made by revolutionary intellectuals. Things which help lay people stand 
up to that have some merit.

It's hard to reform anything in the wrong atmosphere. E.g. the French Revolution 
disrupted reforms in England.



There's so many things that are worse than pointless today, I'd wonder why any 
would-be reformer would go after things he merely deemed pointless. I happen to 
think soccer ("football") is a bit pointless, but I'm not very concerned.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: anontoo <anontoo@yahoo.com>
Subject: Re: [BoI] Slow learning in old age
Date: November 3, 2012 at 8:50 AM

On Sunday, October 28, 2012 12:16:25 PM UTC, Elliot Temple wrote:

On Oct 28, 2012, at 3:53 AM, anontoo <ano...@yahoo.com <javascript:>>
wrote:

Older people tend to learn slower than younger people.

Is this due to some physical problem?
Or is it due to mistakes accumulated in the mind rendering it less
effective?

Both can be issues. Some old people have mild physical brain damage. This
is pretty common.

Virtually all old people have a large accumulation of bad ideas, but is
that really that much worse when they are 80 than it was when they were 50?
No doubt sometimes the answer is "yes" but I'm thinking in other cases it
may be "no".

What can brain damage do?

In short, it causes random errors.

If one uses good error-correcting methods of thinking, one's thinking will
be resilient to random errors. Basically it will just slow things down a
bit (think 20% not 80%) and use a bit more memory to do some thinking. But
it doesn't have to slow things down much. It's not so important unless the
random error rate gets really high.

Sometimes there is a lot of brain damage.

But a lot of times people's thinking gets really bad with only a little
bit of brain damage. What's going on there? They are coping with the random
errors poorly. They have bad ideas about how to deal with such things.



Can you give examples of what ideas or good error-correcting methods can
help deal with this problem of random errors due to brain damage?

I was thinking if it couldn't be due to a "self-fulfilling" prophecy
situation. Like the following:

Young people, especially teenagers, learn very fast.

Why "especially teenagers"? I think, as a general rule, the younger the
person the faster they learn.

Many teenagers are in high school and aren't learning much anymore.

At younger ages people learn difficult skills like language and some
methods of organizing their thinking and criticizing ideas. And the bulk of
what one learns about his culture is learned before he's a teenager.

Their bodies also grow
very fast. In a few years they go from a child's body to an adult's

body. A
different body encourages them to be different people and for that they
have to learn very fast.

Bodies don't encourage.

Yes, you're right.

But don't people commonly chose to identify with their bodies? If their
body is growing, they think their mind is growing too and thus make an
effort to learn as fast as possible. It's an easy thing to do, because they
think it's happening to them naturally.

They can't act like little kids anymore.



They can, intellectually. Which is what matters most in life.

People trying not to act like kids is a major force of irrationality in
the world. The rule is: avoid anything childish, whether it's good or bad.
Don't judge. don't think, just steer clear.

What good childish traits should one keep and what bad childish traits
should one drop?

There's
also lots of cultural memes and pressure encouraging fast learning and
changing, like parents, school and pop music trends.

What are you talking about? Anyone who tries to learn fast in middle
school or high school is punished by pretty much everyone. One is supposed
to obey teachers, not learn fast. One is supposed to "respect" parents
(e.g. no "backtalk"), not ask enlightening/revealing questions. One is
supposed to make friends with peers, not show them up.

Maybe there's no real learning going on, but the school curriculum requires
fast cramming of many different subjects. Peers force one to follow trends
in music.

When people reach adulthood, for many years the body will change very
little. From 20 to 40 changes are very mild and they won't be positive,
they'll be ageing signs. People tend to settle down. Culture also
encourages this. People tend to feel nostalgic about their childhood,
identify with their youth and the music of their youth and listen to

that
for comfort. They are encouraged to not like new things (because it's

not
from "their" generation) and to follow convention. They perceive any



difficulty in learning something new as "I'm not young anymore". But
maybe

what happens is they are not trying hard due to their bad ideas.

When people start ageing faster, after 40 or 50, it gets even worse.
Often

they stagnate or even regress. They believe "they're getting old" and
any

failure is due to "getting old" but it could be they are not really
making

an effort to learn anymore. Many old people seem in possession of full
mental faculties: they can keep a normal conversation, they are even

fast
talkers and witty in their replies. It doesn't seem they have any brain
damage from age. Yet they prefer to talk about the past, to repeat the

same
mistaken ideas, than to learn new things.

Is it a fact that we really learn slower and slower and there's no known
solution to this?

No. Consider a philosophically sophisticated person such as Thomas Szasz.
He was still one of the wisest men alive in his 90s.

Be good at thinking and your thinking won't break when you run into some
aging-related challenges.

If someone is not good at thinking, what would be a first step to take?

Or is this a fairly simple problem that only happens due to a few bad
ideas

and if those ideas are effectively criticized, it enables an old person
to

learn as fast as they  can?



The problem is more lack of good ideas than bad ideas. Life isn't awesome
by default. Refuting some bad ideas may be important but that will never be
sufficient. Having good ideas is needed.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Slow learning in old age
Date: November 3, 2012 at 3:20 PM

On Nov 3, 2012, at 5:50 AM, anontoo <anontoo@yahoo.com> wrote:

On Sunday, October 28, 2012 12:16:25 PM UTC, Elliot Temple wrote:

On Oct 28, 2012, at 3:53 AM, anontoo <ano...@yahoo.com <javascript:>>
wrote:

Older people tend to learn slower than younger people.

Is this due to some physical problem?
Or is it due to mistakes accumulated in the mind rendering it less
effective?

Both can be issues. Some old people have mild physical brain damage. This
is pretty common.

Virtually all old people have a large accumulation of bad ideas, but is
that really that much worse when they are 80 than it was when they were 50?
No doubt sometimes the answer is "yes" but I'm thinking in other cases it
may be "no".

What can brain damage do?

In short, it causes random errors.

If one uses good error-correcting methods of thinking, one's thinking will
be resilient to random errors. Basically it will just slow things down a
bit (think 20% not 80%) and use a bit more memory to do some thinking. But
it doesn't have to slow things down much. It's not so important unless the
random error rate gets really high.

Sometimes there is a lot of brain damage.

But a lot of times people's thinking gets really bad with only a little
bit of brain damage. What's going on there? They are coping with the random



errors poorly. They have bad ideas about how to deal with such things.

Can you give examples of what ideas or good error-correcting methods can
help deal with this problem of random errors due to brain damage?

No one has an explicit understanding of how all of thinking works.

Popper offered explicit knowledge on the topic. Understanding that *thoroughly* 
is a good place to start. (BTW, expect to spend years learning the answer to your 
question, not hours.)

Do you understand computer programing and math? Those fields offer some 
concretes (but leave it up to you to apply it to thinking).

Netflix provides some nice examples. They run software to cause random errors 
in their stuff, in order to keep people designing error-resistant stuff. The sorts of 
programming techniques they use are relatively well known and accessible 
(though if you know nothing about it, it would take years to learn it well).

I was thinking if it couldn't be due to a "self-fulfilling" prophecy
situation. Like the following:

Young people, especially teenagers, learn very fast.

Why "especially teenagers"? I think, as a general rule, the younger the
person the faster they learn.

Many teenagers are in high school and aren't learning much anymore.

At younger ages people learn difficult skills like language and some
methods of organizing their thinking and criticizing ideas. And the bulk of
what one learns about his culture is learned before he's a teenager.



Their bodies also grow
very fast. In a few years they go from a child's body to an adult's

body. A
different body encourages them to be different people and for that they
have to learn very fast.

Bodies don't encourage.

Yes, you're right.

But don't people commonly chose to identify with their bodies? If their
body is growing, they think their mind is growing too and thus make an
effort to learn as fast as possible. It's an easy thing to do, because they
think it's happening to them naturally.

People may choose to identify with *the arbitrary interpretation* of their body that 
they made up. In general, and in the example you give specifically, it has nothing 
to do with their body.

They can't act like little kids anymore.

They can, intellectually. Which is what matters most in life.

People trying not to act like kids is a major force of irrationality in
the world. The rule is: avoid anything childish, whether it's good or bad.
Don't judge. don't think, just steer clear.

What good childish traits should one keep and what bad childish traits
should one drop?

I think you misunderstood. I didn't mean that some specific trait of children is 
valuable. I was saying that going out of your way to avoid any trait of children is 
harmful.



Some good "childish" traits include curiosity, learning, optimism and playing/fun.

Perhaps more important is that many "adult" traits are bad, and typically not done 
by children.

There's
also lots of cultural memes and pressure encouraging fast learning and
changing, like parents, school and pop music trends.

What are you talking about? Anyone who tries to learn fast in middle
school or high school is punished by pretty much everyone. One is supposed
to obey teachers, not learn fast. One is supposed to "respect" parents
(e.g. no "backtalk"), not ask enlightening/revealing questions. One is
supposed to make friends with peers, not show them up.

Maybe there's no real learning going on, but the school curriculum requires
fast cramming of many different subjects. Peers force one to follow trends
in music.

Whether the tests on "many different subjects" seem to come fast or slow is sort 
of a matter of perspective.

For some students, they feel too fast. For others, too slow.

Objectively, they are very slow in the sense that if people were learning much of 
anything then things could progress much faster.

When people reach adulthood, for many years the body will change very
little. From 20 to 40 changes are very mild and they won't be positive,
they'll be ageing signs. People tend to settle down. Culture also
encourages this. People tend to feel nostalgic about their childhood,
identify with their youth and the music of their youth and listen to

that
for comfort. They are encouraged to not like new things (because it's



not
from "their" generation) and to follow convention. They perceive any
difficulty in learning something new as "I'm not young anymore". But

maybe
what happens is they are not trying hard due to their bad ideas.

When people start ageing faster, after 40 or 50, it gets even worse.
Often

they stagnate or even regress. They believe "they're getting old" and
any

failure is due to "getting old" but it could be they are not really
making

an effort to learn anymore. Many old people seem in possession of full
mental faculties: they can keep a normal conversation, they are even

fast
talkers and witty in their replies. It doesn't seem they have any brain
damage from age. Yet they prefer to talk about the past, to repeat the

same
mistaken ideas, than to learn new things.

Is it a fact that we really learn slower and slower and there's no known
solution to this?

No. Consider a philosophically sophisticated person such as Thomas Szasz.
He was still one of the wisest men alive in his 90s.

Be good at thinking and your thinking won't break when you run into some
aging-related challenges.

If someone is not good at thinking, what would be a first step to take?

The first step depends on their situation!

Any of the following would be good, whichever they like the sound of:

Read Popper, Rand, Godwin, Burke, Feynman, Mises, Szasz, Deutsch or my 
websites and archived emails.



Participate in discussions, e.g. by asking questions about epistemology. (Don't 
know any questions to ask? One could ask how to come up with them. One 
method is you read something -- like one essay or book chapter -- and then you 
ask a question related to something you read.) Other topics are OK too.

It's important both to gain some broad knowledge, and some high quality 
knowledge. And preferably philosophically related stuff. That's a good first step.

There are many other approaches with above-zero value, but the success rates 
aren't very good.

Or maybe backing up more, a good first step to take would be to persuade 
oneself to care more thoroughly. So one's motivation and interest don't run out 
next week.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>, BoI <beginning-of-
infinity@googlegroups.com>
Subject: Error Correcting Parenting (was: Why have children?)
Date: November 4, 2012 at 12:25 AM

On Nov 3, 2012, at 7:42 PM, Jason <auvenj@gmail.com> wrote:

On Monday, October 29, 2012 2:05:36 PM UTC-7, Elliot Temple wrote:

The entire philosophical goal of parenting should be the following:

the parent has some bad ideas. don't pass all of them on. if you pass them
all on, then they get repeated next generation. and it keeps going. each
parent passes on all his bad ideas and then when the kid who has them
becomes a parent, he does it too, and so on. the only way to break this
cycle is error correction. that's what it comes down to. error correction
is a beginning of infinity, and non-error-correction (irrationality)
perpetuates mistakes forever.

That's a really interesting and provocative conjecture.

I think the topic of why someone should have children is an extremely
important one. I thought about it a lot before we had kids.

It concerns me that religious people, and people who don't know much in
general, have plenty of kids but meanwhile among people with ideas I
respect more, like: atheists, scientists, libertarians, objectivists, (and
I suspect but don't know about Popperians too), etc. having kids is much
rarer.

I don't have hard statistical data, but I'd be shocked if the birth rate
among any of the aforementioned groups is above half of the population
replacement rate. It sometimes seems like having good ideas is a potent
form of birth control!



Lest I be misconstrued I'll state up front: No one ever has a duty to have
kids, whether because the prospective parents are smarter than average or
for any other reason. I never thought that, and we did not have kids out of
any sense of duty.

That said, when my wife and I were deciding whether or not to have kids we
thought explicitly in terms of the importance of passing on things that we
value in terms of both our genetics and our ideas.

As you get to later, the desire to pass on your ideas is incompatible with what I 
was saying above.

The goal should be to offer up your ideas to your kid as options, and let him 
decide which ones he agrees with.

Note that you can also offer ideas to people who are not your children. If you 
want to influence the future on a big scale, selling thousands of books is more 
effective than parenting. So philosophers having fewer kids does not concern me.

Ultimately what we should be seeking is not that our ideas win. That is irrational 
and evil. What we should be seeking is that our ideas get a hearing, and that 
there is truth-seeking going on. We should not assume in advance that the ideas 
we have now will win the debate. We should expect to sometimes change our 
mind. What's important for the future is there is a process of improving ideas, not 
that we see our current ideas repeated in the next generation.

We saw having kids as an
affirmation of our values. We valued having a human race that continued to
have people like us in it.

Once we had kids we thought of our job as parents in terms of imparting the
parts of our knowledge we can to them, and helping them find out things on
their own too, in order for them to become independent and successful. We
saw that as our responsibility & not government's, which is why we chose to
homeschool.

We always recognized that our kids might very well choose to reject some or



all of the ideas we consider important. Given my history in particular (son
of a minister, became an atheist) we used to joke that one of our kids
might well end up hating technology and going Amish. But we viewed this in
the same basket as other unavoidable risks

But what risk is there? That he should discover *good reasons* to do something 
similar to Amish (Amish is already refuted)? If he does, why wouldn't he persuade 
you? Why wouldn't you *learn from him and be better off*?

I don't think you're fully taking into account the concept that you might be 
mistaken.

If your kid disagrees with you there is a reason and you can discuss it and learn 
from each other in a mutually beneficial way. Disagreement is not a risk. 
Whatever you think is bad about being Amish, if he did something like being 
Amish he would have worked out all the problems and *would not suffer any of 
those problems*. It wouldn't be bad for him, or else why would he choose it? It 
would be better than the life your familiar with, in his judgment, or he wouldn't do 
it (since he has your sort of life easily available).

(The above has a notable exception which is coercion. He might choose to be 
Amish and be coerced if every other option he saw also meant coercion too.)

Prima facie if your kid does stuff significantly different from you, instead of 
assuming that's a disaster you should figure he's made large improvements. 
Respect his mind instead of considering deviance to be prima facie bad/harmful.

of having kids: maybe one of
them would end up with downs syndrome, or spina bifida, or an insatiable
longing for horses, buggies, and dark clothing. It never occurred to us to
consider the possibility as _a_ purpose of parenting, let alone _the_
purpose of parenting.

One of the ideas we wanted to pass on was the idea of making progress,
particularly scientific and technological progress. So we never saw our
kids repeating our lives exactly. We hoped they'd be better, with more
scientific knowledge and more technology and less superstition and religion.

Right. Tolerating dissent, disagreement, deviance and non-coformity *within limits 
of an authority's choosing* is essentially the same thing as not tolerating dissent, 



etc...

Still, your conjecture is not only fundamentally different from the one we
explicitly used in deciding to have kids, it's pretty much opposite.

I can see how your statement makes sense in the context of Popper & BoI. Of
course we hadn't even heard of Popper or Deutsch until over a dozen years
after we decided to have kids. And right now is the first time I ever heard
this particular conjecture from anyone.

Seeing the goal of parenting as the creation of a person that does not have
your bad ideas, instead of the creation of a person that has your good
ideas, is far reaching. I can understand how that mindset would drive you
to TCS. What the parent is supposed to get out of the deal isn't the
satisfaction of passing on his values, but error correction.

I'll need to think on that one a while. I don't have any criticisms of it
at the moment. It's a very different argument from the ones that I've heard
up to now (about rights, and what parents owe kids due to lack of consent
of the kids to their creation, etc.)

To be clear, sharing one's good ideas matters. That has value. You don't want 
your knowledge to be forgotten for no reason. Your current knowledge is 
something you can be proud of. But parents (or anyone) should offer it on a 
voluntary basis and use persuasion, not force.

This is similar to Popper's take on politics (repeated in BoI). He says the most 
important thing is to set up government so that mistakes can be identified and 
fixed quickly. He does value existing political knowledge, but he expects it to 
contain mistakes, so he wants to make sure progress can and does happen. This 
differs from most political debate which focusses more on which ideas should be 
deemed the good ones and therefore granted authority/status/rulership/etc... Lots 
of people try to figure out which political ideas are right and then take steps to 
make them hard to challenge or change.

Some people think that by entrenching their best current ideas they are 
safeguarding against error. They fear change as a source of error, not realizing 
that lack of change is an absolute guarantee of perpetual error (we're only at the 



*beginning* of infinity, which is a terrible place to halt progress).

All this stuff about error correction is really a general purpose theory in 
epistemology, rather than being specific to parenting or politics. Parenting is the 
field where it matters the very most. And it's rather important in politics too.

FYI here's an example of a similar argument from 2003:

http://www.takingchildrenseriously.com/node/81

It's nothing new to TCS. I think you tried to argue with TCS without first spending 
much time asking about what it is.

Popper's take on these issues is approximately 50 years old. Before that, I don't 
think much understanding of this kind of stuff existed. William Godwin knew some 
of this in the 1790's but he's been misunderstood and ignored.

-- Elliot Temple
http://fallibleideas.com/

http://www.takingchildrenseriously.com/node/81
http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Chapter 10 notes
Date: November 4, 2012 at 10:14 AM

On Nov 3, 2012 1:05 AM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 2, 2012, at 3:40 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Mar 6, 2012 2:08 PM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our own 
minds)

-all knowledge originates within ourselves, with the guesses we
create



-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the possibility of
refuting it open.

If there are no criticisms to a given criticism you can tentatively take it
as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism sucks"? Then *that* 
one?

Repeat forever.

Is this a regress problem?

I'm not sure what you mean. "That criticism sucks" is not a criticism,
because its not an explanation of a flaw in an idea.

Did you read the context?

Yes. And I just read it again.



I'm having a difficult time interpreting your statement as a reply fitting into the 
discussion.

Well, if people say "that criticism sucks", and they consider that an
effective criticism, then yes it will cause a regress problem. If one
of them doesn't consider it a criticism, then he can criticize the
flaw in "that criticism sucks", which is that it is void of an
explanation, which ends the regress.

Is it like the regress problems justifying ideas has?

Sort of. "That criticism sucks" is like saying "Your idea is false
because its not justified".

Their both wrong because they both are not explanations of flaws in an idea.

What about a more practical version where people keep going back and forth 
making low quality versions of each other's criticisms. They don't spend 
forever on it, but they continue it until they give up. What should be said to 
that?

What do you mean by "making low quality versions of each other's criticisms"?

I think "versions" was a typo for "criticisms".

If both people don't know what a criticism *is*, and if that causes
them to make unexplained assertions (instead of criticisms) then yes a
regress problem can occur.

-- Rami



From: David <davidsteglet@gmail.com>
Subject: Re: [BoI] Multiverse = Many Worlds?
Date: November 4, 2012 at 10:53 AM

Personally I am very skeptical of these highly speculative hypotheses, but
I thought they were interesting and decided to share them here.

The resaon for coming up with these ideas are different for the different
authors I guess, for Tegmark it was about trying to recover Born Rule
within a MWI-picture.
As someone who side with him on the issue that decision-theory fails in
that regard, I can feel some sympathy towards the attempt, but I dn't think
he succeeds.

As for computation, "standard MWI" doesn't solve that either as shown by
Michael Cuffaro here: http://arxiv.org/abs/1110.2514

As for "splitting" in MWI, yes it does. Splitting isn't exclusively used in
the DeWitt sense.

kl. 20:51:28 UTC+2 lørdag 27. oktober 2012 skrev Elliot Temple følgende:

On Oct 27, 2012, at 5:01 AM, David <davids...@gmail.com <javascript:>>
wrote:

Last year there were 2 papers that propose that "Many Worlds" and the
eternal inflation Multiverse is the same, so instead of worlds

splitting,
all worlds exist spatially separated in this infinite multiverse

The first paper was by Anthony Aguirre and Max Tegmark (
http://arxiv.org/abs/1008.1066) and the second was by Leonard Susskind

and
Raphael Bousso (http://arxiv.org/abs/1105.3796) have these been read

and
evaluated by any of the BoI'ers before?

Questions:

http://arxiv.org/abs/1110.2514
http://arxiv.org/abs/1008.1066
http://arxiv.org/abs/1105.3796


What does "spatial separation" between universes mean, and how does it
differ from the concept of spatial separation within universes?

How does separated universes explain quantum computation and other
phenomenon involving interaction between universes? Prima facie that
requires non-local interactions.

What new ideas are being offered, for what purpose? What problem is being
solved? What's the motivation for something new?

PS In MWI, there is no splitting.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Multiverse = Many Worlds?
Date: November 4, 2012 at 1:55 PM

On 4 Nov 2012, at 15:53, David <davidsteglet@gmail.com> wrote:

kl. 20:51:28 UTC+2 lørdag 27. oktober 2012 skrev Elliot Temple følgende:

On Oct 27, 2012, at 5:01 AM, David <davids...@gmail.com> wrote:

Last year there were 2 papers that propose that "Many Worlds" and the
eternal inflation Multiverse is the same, so instead of worlds splitting,
all worlds exist spatially separated in this infinite multiverse

The first paper was by Anthony Aguirre and Max Tegmark (
http://arxiv.org/abs/1008.1066) and the second was by Leonard Susskind and
Raphael Bousso (http://arxiv.org/abs/1105.3796) have these been read and
evaluated by any of the BoI'ers before?

Questions:

What does "spatial separation" between universes mean, and how does it 
differ from the concept of spatial separation within universes?

How does separated universes explain quantum computation and other 
phenomenon involving interaction between universes? Prima facie that 
requires non-local interactions.

What new ideas are being offered, for what purpose? What problem is being 
solved? What's the motivation for something new?

PS In MWI, there is no splitting.

Personally I am very skeptical of these highly speculative hypotheses, but I 
thought they were interesting and decided to share them here.

The resaon for coming up with these ideas are different for the different authors 
I guess, for Tegmark it was about trying to recover Born Rule within a MWI-
picture.

http://arxiv.org/abs/1008.1066
http://arxiv.org/abs/1105.3796


As someone who side with him on the issue that decision-theory fails in that 
regard, I can feel some sympathy towards the attempt, but I dn't think he 
succeeds.

Why do you think the decision theoretic argument fails?

The Tegmark paper doesn't cite David's decision theoretic paper. Nor does the 
word "decision" appear anywhere in Tegmark's paper. So what is Tegmark's 
argument against David's argument and where is it given?

As for computation, "standard MWI" doesn't solve that either as shown by 
Michael Cuffaro here: http://arxiv.org/abs/1110.2514

Cuffaro seems to think that the many worlds explanation for quantum 
computation involves there being multiple autonomous flows of information within 
a quantum computer, each of which looks like a computation in its own right. But 
that's not what the MWI says about quantum computation. The different versions 
of the qubits interfere with one another during a quantum computation. The 
resulting flow of information is more complicated than a bunch of computations 
evolving in parallel, as explained by David here:

http://arxiv.org/abs/quant-ph/0104033

Cuffaro also claims that cluster quantum computation can't be explained in terms 
of the multiverse. But cluster quantum computation uses entanglement to protect 
quantum information from decoherence and the flow of information in entangled 
quantum systems has been explained here

http://arxiv.org/abs/1109.6223
http://arxiv.org/abs/quant-ph/9906007

The resulting flow of information doesn't look like many different versions of the 
qubits evolving in parallel - it's more complex than that. There is no non-
multiverse explanation precisely because the multiverse can't always be sliced 
into parallel universes.

Alan

http://arxiv.org/abs/1110.2514
http://arxiv.org/abs/quant-ph/0104033
http://arxiv.org/abs/1109.6223
http://arxiv.org/abs/quant-ph/9906007


From: P0ck <oberon.nmk@gmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: November 4, 2012 at 9:40 PM

On Friday, November 2, 2012 1:08:22 AM UTC-4, Brett Hall wrote:

On 02/11/2012, at 15:15, "P0ck" <obero...@gmail.com <javascript:>> wrote:

On Thursday, November 1, 2012 6:56:31 PM UTC-4, Brett Hall wrote:

On 02/11/2012, at 8:18, "P0ck" <obero...@gmail.com> wrote:

On Tuesday, October 30, 2012 6:36:37 PM UTC-4, Elliot Temple wrote:

On Oct 30, 2012, at 10:18 AM, Nicolas M. Kirchberger 
<obero...@gmail.com>
wrote:

Le 2012-10-29 à 23:50, Richard Fine <richar...@gmail.com> a écrit :

On 10/30/2012 2:59 AM, Nicolas Marquis Kirchberger wrote:
"We are fallible -- we make mistakes -- and we can improve on our

efficiency and clarity by using the hypothetico-deductive method, by making
hypothesis to explain cause and effect and the deductive method to find out
what would be true or not if the hypothesis is true. We can then find out
if our hypothesis are true by testing them in the world and measuring the
result with our senses or instruments to see if what we deduced from our
hypothesis is true."

Criticism: That doesn't cover anything outside of science. For
example I don't think it describes the way we make progress in moral
philosophy.

The part about checking in the real world may be omitted for some



deontic or ethical questions since a lot of them are "a priori' question
that we have to decide before we get the facts.

But for those '"a posteriori", after the facts question, then we can
apply a situational ethics or conditional ethic in the form of "If we want
value X to be maintain, then we should do Y".

Like for example, if we want to live in a free society, then we should
have laws that respect Locke's ideas of property right.

Or for abortion, we can use our knowledge of how the nervous system
forms to create a "personhood" category that would appeal to a reasonable
person.

I take that conditional ethics is progress over absolutist ethics,
like those of the religious kind. :-)

In The Fabric of Reality, David explained that most learning *even for
testable scientific questions* is done without any experimental testing.

For example, the idea that eating a kilogram of grass cures colds is
testable. But it's not worth testing because there is no good explanation.

The important thing is criticism. Tests are one way to do criticism but
they are only worthwhile for a tiny minority of the best ideas -- the ones
we have difficulty refuting in other cheaper/easier ways (such as criticism
of bad or no explanation).

So in the above paragraph, the emphasis on testing -- and disregard for
other types of criticism -- is mistaken.

Just thought I'd bring a clarification here, as we are talking about
epistemology here..

If one were to say that he *knows* that" eating a kilogram of grass cures
colds" is false without having tested it, well, in my book he would be
lying.



That sounds justificationist. It sounds like you are after *certainty*.
If by "John knows that eating grass doesn't cure colds" means "John is
certain he knows that eating grass doesn't cure colds" then you will
forever be disappointed because you have set the bar impossibly high.

Well, I didn't express myself correctly here, I meant more like he would
say something like "He knows he ate grass and his cold got cured", not
necessarily the whole probabilistic wide scale experiment that says that
90% of people got cured of cold after eating grass to a 3% margin of error
stuff.

After all, even if John eats grass and his cold is not cured, a person
who believed in the grass cure could just always argue "Arghhh...but who is
to say John's original cold was not cured...and then he was immediately
reinfected?". There are always outs of this sort.

Well, nothing works all the time, even in science.

What do you mean by "knows"? It can't mean "is certain that".

Of course not, but as close to it as certain.
All we can say that we *know*, even in science are things like "it has
been the case that x when y" or "it has been the case that x has happened
y% of the time when z".

That's induction. Do you know induction is false?

Well, that's the point, we can't *know* the future.

All the rest is inferences or conjectures.



There's a distinction to be made here between a fact (knowledge) and an
inference (explanation).

I don't think the epistemology here makes that kind of distinction. Facts
are part of explanations. There are not certain "facts". Isn't an inference
something you derive? Again, that sounds justificationist and suggests that
perhaps explanations are derived (inferred) from observations. That's
induction, which is we know is false.

I don't know where they come from exactly but they might come from
anywhere, like from the feeling of heartburn one got from eating tacos that
is similar to the sensation of fire one might infer that his "heart is on
fire". Not really an induction here, more of an analogy or metaphor or
lateral thinking or conjecture.

By "fact" do you mean "observation" here?

Pretty much, facts are as close to observation as possible.

But how do you know what you are observing? How do you know what to
observe? Aren't all observations conjectures also? Isn't all observation
theory laden?

No, not at all, the description of the observation can be "theory-laden"
but not the observation. The less theory-laden your description (more
accurate), the closer it is to a "fact".

For example, in the socrate's dream example of chapter 10, when he ask if
there's "really" somebody in front of him or if it's a dream, what would
have been a fact is that "he saw someone in front of him", wether that



generalize outside of him is a theory that may or may not be refuted but
the fact that he saw someone is as close as you can get to an absolute
fact, isn't it?  And of this we can say that he "knows" that he see someone
in front of him.

Also, fact and knowledge is usually concrete and can be described using
sensory language.

What does "concrete" mean here?

From the senses or theirs extensions, (also internal feelings etc)

When you look up into the sky at night do you see little pin-pricks of
light...or do you see stars? Which is the theory and which is the
observation?

If you think the former is an observation...a bare, concrete, observation,
is "light" such a simple thing...or does it imply a vast amount of implicit
theory? What do you mean by "see"?

Do you think your senses really give you unmediated access to objective
reality or...are they poor, narrow, error prone channels through which
minuscule data flows that we try to make sense of? Is this what you mean by
the senses provide stuff that is "concrete"?

 .

so it's still probabilistic.

To come back to the grass eating example, it is very well *possible* that
eating a kilogram of grass cure colds, even if *you* do not have an



explanation as to how or why it is so.

Sure. But there are an infinite number of such theories. The question is,
should we give them any credence? Everything not prohibited by the laws of
physics is possible. But this is not what it means to say "I know that x".
Just because no one has shown that something is *impossible* doesn't mean
we cannot say "It won't happen". Like eating grass cures colds. If you eat
grass, it won't cure the cold. We know this. Why? Because there is
absolutely no reason to think it will. There is no explanation. If there is
no explanation then we can say "We know it won't happen". That, after all,
is what the verb "to know" means. It means "I have a good explanation for
this".

What do you think it means?

Well, in science (one of our closest thing to "certainty")

Nope. Never even close. We are always at the beginning of infinity. So we
are never close to certainty...or knowing that we are close to certainty.
Science is an error correcting mechanism, that's all. It's not a
certainty-generating thing. David proposed that scientific theories should
all be named scientific misconceptions. Excellent, powerful, explanatory
misconceptions.

I meant science have the best prediction of the future, of course, never
100%, but with science we often can get 99% or so so that's what I call
"close to "certainty".

, when we say we know something, it's because we usually have a study or
experiment that confirms that it seem to work like that 96% of the time or
so.



Nup. It's not. For example, what experiment has "worked" some % of the
time to demonstrate that the sun was born after a previous star went
supernova? No experiment "confirms" this. Only a good explanation allows us
to make this claim.

 When you look for if something is the case or not in a bunch of
observation data, that may be called an experiment as your search can
confirm or refute your hypothesis.

If somebody tells me "I know it won't happen", I might translate it as "He
thinks it won't happen" and then I might ask him how does he knows, and if
he says "because it's a full moon and mercury is in taurus.", then I might
ignore him but if he says something like "I tried it 5 times and 2 of my
friends tried it and it didn't work." then I might give weight to his
sentence.

You've made progress there. So, yep...an experiment can help show your
theory is a bad one. But just because you tried 7 times and 7 times it did
not work doesn't allow you to put some % of confidence next to the theory,
does it? After all...if this was all that was needed, then I could be 100%
sure that walking across the road, eyes closed, was a safe thing to do, if
I survived once.

I don't think you could be 100% sure, but maybe 100% unsure may be more
like it, and being 100% unsure, you'd better look out for yourself..

At any rate, the kilogram of grass example may not be practical even if
true, unless that's all you have and you must absolutely get rid of a cold
- not very likely.
The world is a bigger place than we can imagine and man come constantly
against phenomenon that he can't explain.

Can you give some examples?



Well, I meant "good explanations" of course, there's plenty, there is the
Billy Meier ufo case for example, a one armed farmer taking up to 1200
daylight pictures of ufos in the 50s and 60s, 6 9mm movies, metal samples,
etc, accordingly from human alien from another planet.

James Randi tried to falsify them by building a large blimp with aluminium
paper on it and called it "falsified" in order not to give away the 1
million $ award he promised (which he never had in the first place). Of
course his blimp looked nothing like Meier's pictures.  It is still unknown
where theses crafts come from, how they were built, etc..  Meier claims his
contact told him they travel through the multiverse or something but that
is still a sketchy explanation as we don't know how that would work
specifically.

Is there something better than this guy's testimony? And, sorry, but in
the age of photoshop and imovie...something better than photos and videos?
Like...I dunno...an artifact of clearly alien origin? So...like...a
processor that runs at 4000THz? Nothing you say there is a "good"
explanation. On your criteria it's not knowledge, is it? It's not even
really interesting. Lots of mysteries in science...people claiming to be
abducted by aliens are about as interesting as people who claim to have
spoken to angels and yogis who say they can fly (and there are youtube
clips of that - prepare to be unimpressed).

Of course, there was a metal sample analyses by Marcel Vogel from IBM which
shown nanoscale engineering of metal and crystal, way beyond the technology
of the time.  There's also a sound sample from inside the craft that
couldn't be reproduced even by a synthetizer.  He also have over 20
thousand pages of conversation transcript from him with the human alien,
all with no contradiction found in them yet.

There are also some documented ghosts stories

What do you mean documented? Do you mean reported? What's a ghost?



No, but there have been scientific teams deployed that found unexplained
weird stuff and documented it.

, crop circles, near-death experience where the person leave her body and
see stuff, etc.. We don't have much good explanations for things like that.

Yeah...because there isn't anything to explain beyond people being
deluded, mistaken, lying, whatever. The only mystery is about *us* and
human minds in that case...not with mysterious forces at work in the
universe. Anyways...what do you think is more likely when it comes to
ghosts? That sometimes, in extremis, the mind can cause people to
hallucinate (something easily witnessed by anyone who wants to try enough
drugs or lack of oxygen to the brain)...or that some old lady was able to
witness a temporary suspension of the laws of physics, localised entirely
in her living room attesting to the existence of a supernatural realm of
eternal life that left her with no evidence whatsoever beyond the ability
to simply retell the story or...or really bad set of doubly-exposed old
black-and-white photographs?

I go with hallucination in most cases.

Most of that stuff can be easily explained if you just go to even a medium
quality skeptics website.

Most, but not all...

We don't yet *know* how electricity or gravity really works, yet we don't
dismiss their phenomenon because of that.

Of course we know how those things work. Unless, of course, you think
that "know" means "have the final, ultimate theory that will never ever be
improved upon". We can never be in that situation. Ergo, "to know" can't



mean that. But, what we do have for those things are great explanations of
them. Sure, there are always cool problems to solve. There always will
be...but we know lots. Just because it is a fact that we will always
improve on what we know, doesn't mean we know nothing. You seem to want
certainty and finality or else you don't want to admit we "know". Well if
that's your standard then throw the word out because the bar is impossibly
high to jump.

Well, then there is still much that we can't explain about those is more
in line with reality then.

I don't know what that string of words means exactly.

Here's a better version: Well, then the fact that there is still much that
we can't explain about those, is more in line with reality then.

Therefore inference/explanation is not *knowledge* per se but is based on
knowledge.
Inferences/explanations are only structuring, ordering and relating of
knowledge according to some scheme which is logically coherent and fit the
facts.

You really should read BoI. Or, perhaps, watch this, by David Deutsch
about explanations:

Got his book, just finished chapter 1.



http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.
html

Notice he uses the word "know" and "knowledge". Correctly.

Hmm, yes, he said that "all knowledge is conjectural" which I take to mean
"knowledge equals conjecture", well ultimately this is true but I beg to
make a distinction here with knowledge obtain from our own senses and
senses extensions (instruments) and conjecture.  So his definition of
knowledge is my definition of conjecture and my definition of knowledge is
something else, namely facts about the past obtained through our senses or
senses extensions.

That the sense give you anything at all, is itself a conjecture. Did you
watch the video where David explains how problematic sight itself is? We
don't see anything at all. We interpret electrical crackles in our brains.
And even then...we don't experience that for what it is either.

Observation isn't what you think it is. Our senses can't do the job you
expect of them. You only guess what you see. You say you see stars. But
what's a star? What does it mean "to see"? It's explanation all the way
down. It doesn't start with senses and build its way up.

Our senses of course do not give us a "direct access to reality", but
describing what we sense in a way that's more in line with what we sense
(less theory-laden), we can know stuff about the "real" world out there.
The basis of that we know are the 10 ontological or metaphysical
categories, even considering errors in perceptions, we can better describe
what we sense by corroborating with others what we sense and thus end up
with better descriptions.
Since one of the ontological category is "action", description include
events in time, thus modelling observations through time and space.  Here
we can use modelling and describing reality interchangeably.

The more accurate the description, the more "true" it is (or less false),
and since we never have direct access to reality, we never can have

http://www.ted.com/talks/david_deutsch_a_new_way_to_explain_explanation.html


"absolute truth or certainty".  Descriptions of reality are thus "tentative
forever".

Now, to demonstrate that scientific models, or what david calls
"knowledge" is in fact conjecture as he says, take this quote from
Einstein: "As far as the laws of mathematics refer to reality, they are not
certain; as far as they are certain, they do not refer to reality.",

He was getting at something good there. Of course, he was quite wrong
about mathematics providing certain truth though if he thinks that they
could be certain. Though he doesn't quite say that, there. No embarrassment
even if he did, however. Most people have thought and still think,
mathematics leads to certainty. Most haven't read The Fabric of Reality.
Chapter 10, I think. David demolishes arguments about the certainty of
maths. Read over a few posts on this list recently to get a taste for what
people think about how mathematical explanations are also conjectural.

Einstein was likely making the (correct) point that just because you have
a nice mathematical law to explain something in physics, doesn't make it
unable to be shown to be false (like Newton's universal law of gravity
which he did show was inadequate, say - or his own theory of general
relativity which he is, I guess, admitting is not the final word).

I think you should start with Fabric of Reality by David Deutsch. It will
explain the general position on the basics that many people on here adopt.

Brett.

Well, I'm familiar with Godel's incompleteness theorem and stuff like that,
so I perfectly understand. :-)



From: P0ck <oberon.nmk@gmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: November 4, 2012 at 9:52 PM

On Friday, November 2, 2012 8:28:08 AM UTC-4, Richard Fine wrote:

On 11/2/2012 4:15 AM, P0ck wrote:
Well, in science (one of our closest thing to "certainty"), when we say

we
know something, it's because we usually have a study or experiment that
confirms that it seem to work like that 96% of the time or so.

If somebody tells me "I know it won't happen", I might translate it as
"He

thinks it won't happen" and then I might ask him how does he knows, and
if

he says "because it's a full moon and mercury is in taurus.", then I
might

ignore him but if he says something like "I tried it 5 times and 2 of my
friends tried it and it didn't work." then I might give weight to his
sentence.

But maybe he and his friends are trying it wrong (i.e. making a
systematic error) - maybe they're using the wrong kind of grass, or
they're cooking it first, or they're *not* cooking it first, or
whatever. If they're doing it the wrong way then it doesn't matter how
many times they did it; it will fail to work every single time, unless
they fix that one mistake they're making, and then suddenly it will
work. It's impossible to consider what that mistake *is*, though,
because there's no explanation of how it's supposed to work. Without the
explanation, you can't determine which aspects are important and which
are not.

You could try adding and removing different aspects to see if that
changes the result, but in order to do that, you first have to decide
which aspects you're going to vary. You could try soaking the grass in
salt water; or you could try eating it while standing on your head; or
you could try eating it while standing on the moon. There's really an
infinite number of ways you could vary it. So how do you decide which



ones to use, and which ones aren't relevant? You need some kind of
explanation - at least a vague one - that says things like "a substance
in the grass kills the cold germs in my bloodstream," and therefore that
your physical location doesn't matter, and so on.

Of course, there always are some explanations, however crude, even if it's
one one makes up for himself.  Which explanation will satisfy you depends
on you satisficing level for the thing at the time.
For the grass example, it is reasonable to assume that you don't have to
know the precise biochemical mode of action, the one hundred thousand
possible interactions with other chemicals and their effects, etc.
All you want is the result it gives and not to get sicker by it. A fuller
explanation is only necessary if you need or want to troubleshoot why it
didn't work as promised.

The 96% of the time thing doesn't work either. Suppose mankind has a
theory that the sun will always rise tomorrow. We test this theory by
looking at the sky every morning and seeing whether the sun has risen;
under your epistemology, every day that it does, we become slightly more
certain that we are right and that the sun will always rise tomorrow.
The consequence of this is that the day before the sun goes supernova,
we would be the *most certain we had ever been* that it would rise
tomorrow! That's not a good approach to avoiding extinction by
supernova...

(You might be tempted to say that "96% of the time" really means "96% of
all substantially different tests", i.e. ignoring all tests that are
pretty much identical to the ones that have been done before. But that
still means we're 100% certain the sun will rise tomorrow on the day
before it goes supernova; and like I said, there's an infinite number of
substantially different tests we can perform, so we'll never have
performed 96% of them, as 96% of infinity is still infinity).

No, my epistemology does not imply anything about the future except that it
is beyond being "knowable" before it happen. Nothing about the future is



knowable beforehand so that's why we must keep ourselves awake by paying
constant attention to differences. :-)

Nicolas

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] epistemology in one paragraph
Date: November 4, 2012 at 11:22 PM

On 05/11/2012, at 13:40, "P0ck" <oberon.nmk@gmail.com> wrote:

On Friday, November 2, 2012 1:08:22 AM UTC-4, Brett Hall wrote:

On 02/11/2012, at 15:15, "P0ck" <obero...@gmail.com> wrote:

Snipped

That's induction. Do you know induction is false?

Well, that's the point, we can't *know* the future.

We can know as much about it as the present or the past. That is, we can explain 
what is going on. Predictions, which are deductions about the future from present 
best theories, constitutes knowledge of the future. So, for example, the prediction 
that tomorrow morning in Sydney I will, if I stood on Bondi Beach and nothing 
weird happens like a really cloudy sky or whatever, see the sun rise at exactly 
5:50am is a prediction that we can call knowledge of the future. It's as good as 
"right now the sun is shining outside my window" or "100 million years ago 
dinosaurs roamed the earth". Future, present, or past these statements are true 
and all constitute statements of fact and make up what we know about the world.

Elevating the past or present as though it's more certain seems arbitrary to me. 
You can be wrong about the present. And about the past, as well as the future. 
But you can always be wrong. About anything.

.

I meant science have the best prediction of the future, of course, never 100%, 



but with science we often can get 99% or so so that's what I call "close to 
"certainty".

Popper has a better idea. He had "verisimilitude" 
http://en.wikipedia.org/wiki/Verisimilitude

But he didn't make your mistake of speaking about closeness to *certainty* - 
which is impossible to measure.

, when we say we know something, it's because we usually have a study or 
experiment that confirms that it seem to work like that 96% of the time or so.

Nup. It's not. For example, what experiment has "worked" some % of the time 
to demonstrate that the sun was born after a previous star went supernova? 
No experiment "confirms" this. Only a good explanation allows us to make this 
claim.

 When you look for if something is the case or not in a bunch of observation 
data, that may be called an experiment as your search can confirm

Nope, it never can. Popper explained this.

or refute your hypothesis.

That's the purpose of an experiment.

If somebody tells me "I know it won't happen", I might translate it as "He 
thinks it won't happen" and then I might ask him how does he knows, and if 
he says "because it's a full moon and mercury is in taurus.", then I might 
ignore him but if he says something like "I tried it 5 times and 2 of my friends 
tried it and it didn't work." then I might give weight to his sentence.

http://en.wikipedia.org/wiki/Verisimilitude


You've made progress there. So, yep...an experiment can help show your 
theory is a bad one. But just because you tried 7 times and 7 times it did not 
work doesn't allow you to put some % of confidence next to the theory, does it? 
After all...if this was all that was needed, then I could be 100% sure that 
walking across the road, eyes closed, was a safe thing to do, if I survived 
once.

I don't think you could be 100% sure, but maybe 100% unsure may be more like 
it, and being 100% unsure, you'd better look out for yourself..

Never 100% sure of anything. You can never be certain. Forget about being 
certain. Instead, seek out good explanations. It's possible to have a better or 
worse explanation if something. It's not possible to be more or less certain of 
something, because there is no such thing as certainty. It's like wanting to divide 
by zero. Only Chuck Norris can divide by Zero or count to infinity. Are you Chuck 
Norris? Only he can be certain.:p

The more accurate the description, the more "true" it is (or less false), and since 
we never have direct access to reality, we never can have "absolute truth or 
certainty".  Descriptions of reality are thus "tentative forever".

That is wise. I think you're right there.

Now the choice is not between (1) we must have absolutely true certain ideas OR 
(2) we must just fall into relativism believing that there is nothing that is true.

Instead both of those are false.

What we need are ways of telling good explanations from worse ones. All 
explanations remain tentative, but we make progress by ruling out stuff we 
criticise and show to be wrong. Science is a tool for doing this and so is 
philosophy. Rationality more generally. They show that there is such a thing as 
truth - so relativism is wrong (it's irrational) but so too is the desire for certainty. 
Those tools are also the reason why we are right to be dubious about alien visits, 
ghosts, etc. Was it Carl Sagan who demanded that "extraordinary claims require 
extraordinary evidence"?



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Justificationists sabotage truth-seeking Fabric-of-
Reality@yahoogroups.com
Date: November 7, 2012 at 11:31 AM

On the samharris forum, a discussion started about whether morality
has something to do with happiness/suffering. A guy named
logicophilosophicus presented his idea about it and he also
contradicted something I said about philosophy and that philosophy
applies to morality. We went back and forth a few times and he
appealed to authority (like obviousness) like 4 times in two replies.
In the first reply I chose to not criticize his appeal to authority
and instead I asked clarifying questions. So on his second reply of
appealing to authority I chose to address it head on because it was
clear to me that it is slowing down the discussion. Also I addressed
it head on because I realized that he disagrees with me on whether or
not philosophy applies to more than just the little thing he said it
applied to.

If you want to read the discussion from the beginning, see the below
link, and do a CNTR/CMD + F to search for logicophilosophicus.

http://www.samharris.org/forum/viewthread/9575/P60

logicophilosophicus said:
Rami said:

I disagreed about the purpose of philosophy - already indicated, hence 
obvious.

Appealing to obviousness is bad philosophy. What is obvious to you is not 
necessarily obvious to me. So what problem do you solve by stating that an idea 
is obvious (to you)?

I think philosophy is about understanding self/humanity and the cosmos - 
understanding for its own sake, the pursuit of truth.

No. Philosophy is *much* more useful than that. Philosophy is about thinking 
better about *anything*. Humans are fallible -- we make mistakes -- none of us 

http://www.samharris.org/forum/viewthread/9575/P60


are perfect. This raises the question: What makes some people better than 
others with respect to having fewer mistaken ideas and making fewer mistakes? 
Philosophy.

The hypothetical wirehead consumes a few millijoules of electrical energy at a 
cost of a few cents and dies in ecstasy; he ceases to be a burden on society. 
In principle, his extreme happiness has no negative effect on others.

No. A few cents *is not* zero. *Almost* zero cost means *almost* zero negative 
effect on others. So the negative effect is a non-zero effect. For your principle to 
be correct, the cost on others would have to be *exactly* zero.

However, suppose that it does. Suppose that he causes a relatively small but 
significant  amount of unhappiness to others. The "utilitarian calculus" 
suggests that his great ecstasy outweighs their minor misery.

The idea that choices are about weighing options is bad philosophy. We don't 
weigh options. In every single decision to be made, we guess options and 
criticize them. And we criticize the criticisms. The option left unrefuted is the 
moral option.

Often people choose an option without first having refuted the rival options. This 
is bad philosophy.

But I am amazed that your moral assessment of the wirehead's action is 
limited to his effect on others. I think - and I believe most thinking people would 
agree -

Appealing to the authority of *your belief of what most thinking people would 
agree to* is bad philosophy. Truth is not determined by authority. What problem 
do you solve by appealing to authority? Do you think that I'll be persuaded of 
your idea because "most thinking people" believe that idea? Aren't we 
discussing so that we can discover the truth? Doesn't that mean also trying to 
persuade each other?

My moral assessment is not limited to his effect on others. You have not heard 
my entire argument. And I can't deliver my entire argument until I understand 



your position.

that we can condemn his waste of a life and his sensualist motivation.

In your hypothetical, the wirehead's action might be immoral, but not for the 
reason you stated. If he hurts no one, then its not immoral. And so far, your 
hypothetical doesn't qualify whether or not anyone was hurt. So tell me, do the 
people that are paying for the wirehead's electricity *want* to pay for his 
electricity? If they want to, then they are not hurt. If they don't want to, then they 
are hurt. For example, if the government forces productive people to pay taxes, 
and then it uses that tax money to pay for the wirehead's electricity, then that is 
immoral. [See what I mean by *hurt* below.]

A further example. Suppose, which is true, that we can kill someone in his 
sleep without causing him any distress. Suppose a man's death is the key to 
the great happiness of others (perhaps he is an aged billionaire with impatient 
heirs): does that make a murder moral? Or is there something more important 
than happiness at stake.

Killing someone against his will is immoral. But before I explain, lets get on the 
same page about what you and I mean by distress/hurt.

I note that your idea of distress is based on physical pain. I define distress a 
different way. Its about mental pain, mental suffering, mental hurt, or just *hurt*. 
Hurt happens when someone does something they don't' want to do, or 
something is done to him that he doesn't want done to him. For example, say a 
guy wants to smoke a cigarette, but his kids are present and he doesn't want 
them to know that he smokes. So, if he smokes, then he gets what he wants 
with respect to wanting to smoke, but he doesn't get what he wants with respect 
to not wanting his kids to know that he smokes. And, if he instead doesn't 
smoke, then he gets what he wants with respect to not wanting his kids to know 
that he smokes, but he doesn't get what he wants with respect to wanting to 
smoke. So, either way he's conflicted and he acts on one of the conflicting 
ideas. And by acting on one of the conflicting ideas, he has hurt himself.

With respect to your hypothetical, if someone kills me, and I wanted to live, then 
he acted against my will -- he infringed on my freedom -- he infringed on my 
freedom to get and keep what I want. Furthermore, he hurt my kids. My kids 
want me to continue taking care of them. They are not independent yet. They 



are heavily dependent on me. So by killing me, the murderer has also hurt my 
children.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] words have an exact meaning
Date: November 7, 2012 at 1:54 PM

Atlas Shrugged:

 "Don't you ever think of anything but d'Anconia Copper?" Jim asked him 
once.
 "No."
 "It seems to me that there are other things in the world."
 "Let others think about them."
 "Isn't that a very selfish attitude?"
 "It is."
 "What are you after?"
 "Money."
 "Don't you have enough?"
 "In his lifetime, every one of my ancestors raised the production of 
d'Anconia Copper by about ten per cent. I intend to raise it by one hundred."
 "What for?" Jim asked, in sarcastic imitation of Francisco's voice.
 "When I die, I hope to go to heaven—whatever the hell that is—and I want 
to be able to afford the price of admission.”
 "Virtue is the price of admission," Jim said haughtily.
 "That's what I mean, James. So I want to be prepared to claim the greatest 
virtue of all—that I was a man who made money."
 "Any grafter can make money."
 "James, you ought to discover some day that words have an exact 
meaning."

I agree with what's being said here that "words have an exact meaning" in the 
way Frisco means. I mention this in connection with the definitions debate.

lol @ price of admission + the use of "hell" in that sentence.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] wondering how they could imagine that she would feel guilt from an 
undefined accusation
Date: November 7, 2012 at 1:59 PM

Atlas Shrugged:

 "You're unbearably conceited," was one of the two sentences she heard 
throughout her childhood, even though she never spoke of her own ability. The 
other sentence was: "You're selfish." She asked what was meant, but never 
received an answer. She looked at the adults, wondering how they could 
imagine that she would feel guilt from an undefined accusation.

I agree with Dagny here. Mentioning in connection with the definitions debate.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] words have an exact meaning
Date: November 7, 2012 at 2:04 PM

On 7 Nov 2012, at 18:54, Elliot Temple <curi@curi.us> wrote:

Atlas Shrugged:

 "Don't you ever think of anything but d'Anconia Copper?" Jim asked him 
once.
 "No."
 "It seems to me that there are other things in the world."
 "Let others think about them."
 "Isn't that a very selfish attitude?"
 "It is."
 "What are you after?"
 "Money."
 "Don't you have enough?"
 "In his lifetime, every one of my ancestors raised the production of 
d'Anconia Copper by about ten per cent. I intend to raise it by one hundred."
 "What for?" Jim asked, in sarcastic imitation of Francisco's voice.
 "When I die, I hope to go to heaven—whatever the hell that is—and I 
want to be able to afford the price of admission.”
 "Virtue is the price of admission," Jim said haughtily.
 "That's what I mean, James. So I want to be prepared to claim the 
greatest virtue of all—that I was a man who made money."
 "Any grafter can make money."
 "James, you ought to discover some day that words have an exact 
meaning."

I agree with what's being said here that "words have an exact meaning" in the 
way Frisco means. I mention this in connection with the definitions debate.

On the passage itself:

Hmm. I can't see a way of agreeing that the greatest virtue of all is to have made 
money. To have made money (honestly) means to have made other people better 
off. It may or may not make oneself better off, so I don't see how the claim can be 
exactly true in Rand's philosophy either. (And Francisco's keen on exact 
meanings, apparently. Maybe he isn't a Randian.)



-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] pain and ugliness
Date: November 7, 2012 at 2:49 PM

Atlas Shrugged, by Ayn Rand:

pain and ugliness are never to be taken seriously

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] words have an exact meaning
Date: November 7, 2012 at 2:57 PM

On Nov 7, 2012, at 11:04 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 7 Nov 2012, at 18:54, Elliot Temple <curi@curi.us> wrote:

Atlas Shrugged:

 "Don't you ever think of anything but d'Anconia Copper?" Jim asked him 
once.
 "No."
 "It seems to me that there are other things in the world."
 "Let others think about them."
 "Isn't that a very selfish attitude?"
 "It is."
 "What are you after?"
 "Money."
 "Don't you have enough?"
 "In his lifetime, every one of my ancestors raised the production of 
d'Anconia Copper by about ten per cent. I intend to raise it by one hundred."
 "What for?" Jim asked, in sarcastic imitation of Francisco's voice.
 "When I die, I hope to go to heaven—whatever the hell that is—and I 
want to be able to afford the price of admission.”
 "Virtue is the price of admission," Jim said haughtily.
 "That's what I mean, James. So I want to be prepared to claim the 
greatest virtue of all—that I was a man who made money."
 "Any grafter can make money."
 "James, you ought to discover some day that words have an exact 
meaning."

I agree with what's being said here that "words have an exact meaning" in the 
way Frisco means. I mention this in connection with the definitions debate.

On the passage itself:

Hmm. I can't see a way of agreeing that the greatest virtue of all is to have 
made money. To have made money (honestly) means to have made other 



people better off. It may or may not make oneself better off, so I don't see how 
the claim can be exactly true in Rand's philosophy either. (And Francisco's keen 
on exact meanings, apparently. Maybe he isn't a Randian.)

Of course he's not a Randian. Rand asked everyone not to be one. Only people 
who don't respect Rand, or don't know much about her, would choose to be a 
Randian.

Rand preferred that people be Objectivists.

The passage is exalting production and creation. That is compatible with 
Objectivism.

Francisco doesn't know everything at the time he says this. This is before 
Francisco has studied philosophy and learned from Galt. As you know, later in 
timeline he destroys a great deal of money and wealth -- and considers his 
actions virtuous.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationists sabotage truth-seeking
Date: November 7, 2012 at 4:09 PM

On Nov 7, 2012, at 8:31 AM, Rami Rustom <rombomb@gmail.com> wrote:

On the samharris forum, a discussion started about whether morality
has something to do with happiness/suffering. A guy named
logicophilosophicus presented his idea about it and he also
contradicted something I said about philosophy and that philosophy
applies to morality. We went back and forth a few times and he
appealed to authority (like obviousness) like 4 times in two replies.
In the first reply I chose to not criticize his appeal to authority
and instead I asked clarifying questions. So on his second reply of
appealing to authority I chose to address it head on because it was
clear to me that it is slowing down the discussion.

What is the purpose of "it was clear to me that"? What does it add? What would 
be worse if that text was removed? What is it for?

Also I addressed
it head on because I realized that he disagrees with me on whether or
not philosophy applies to more than just the little thing he said it
applied to.

If you want to read the discussion from the beginning, see the below
link, and do a CNTR/CMD + F to search for logicophilosophicus.

http://www.samharris.org/forum/viewthread/9575/P60

Killing someone against his will is immoral.

Be careful with broad statements. Sometimes it isn't.

-- Elliot Temple
http://elliottemple.com/

-- 

http://www.samharris.org/forum/viewthread/9575/P60
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Proof
Date: November 7, 2012 at 4:54 PM

Atlas Shrugged:

He saw the article, "The Octopus," by Bertram Scudder, which was not an 
expression of ideas, but a bucket of slime emptied in public—an article that did 
not contain a single fact, not even an invented one, but poured a stream of 
sneers and adjectives in which nothing was clear except the filthy malice of 
denouncing without considering proof necessary. And he saw the lines of 
Lillian's profile, the proud purity which he had sought in marrying her.

Our arguments are fallible, they aren't proofs.

How should this be rewritten to improve it? What word should replace "proof"?

If you replace it with "argument" it doesn't work well. "Argument" is a broad 
enough term to include bad arguments, any scoundrel can qualify as having 
made arguments of some sort.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] pain and ugliness
Date: November 7, 2012 at 5:00 PM

Hi Elliott,

On 08/11/2012, at 6:49, "Elliot Temple" <curi@curi.us> wrote:

Atlas Shrugged, by Ayn Rand:

pain and ugliness are never to be taken seriously

Could you unpack that a little bit? Does it mean your own pain? Or does it mean 
people trying to cause you pain? Or other people's?

Does "taken seriously" mean something like "make an effort to do something 
about"? Or...what?

If you don't take something seriously, presumably it's not something that you 
regard as a genuine problem because it's uninteresting.

So...perhaps pain (without suffering?) is not a problem. But, I'm not sure i'd 
agree.

Perhaps ugliness need not be remedied? I think it should. But then, of course, it 
depends what one means by ugly. Maybe it might be an ugly feature of one's 
home, one's paper, code or poem they have written...maybe it's just a stain on the 
carpet.

Or is Rand simply talking about people being mean? So...if they are mean to you 
for no reason (trying to offer you pain and ugliness) the best response is not to 
take it seriously? *That* I think I get...best to laugh off the "pain and ugliness" of 
nasty trolls, for example. I do think context might have been needed for that 
particular quote then, however...as I can't remember where it occurred in the 
book exactly.

Anyways, I'm confused.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Trust
Date: November 7, 2012 at 5:18 PM

Atlas Shrugged, Francisco speaking to Rearden:

"No. I don't like people who speak or think in terms of gaining anybody's 
confidence. If one's actions are honest, one does not need the predated 
confidence of others, only their rational perception. The person who craves a 
moral blank check of that kind, has dishonest intentions, whether he admits it to 
himself or not."

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Proof
Date: November 7, 2012 at 5:23 PM

On 08/11/2012, at 8:55, "Elliot Temple" <curi@curi.us> wrote:

Atlas Shrugged:

He saw the article, "The Octopus," by Bertram Scudder, which was not an 
expression of ideas, but a bucket of slime emptied in public—an article that did 
not contain a single fact, not even an invented one, but poured a stream of 
sneers and adjectives in which nothing was clear except the filthy malice of 
denouncing without considering proof necessary. And he saw the lines of 
Lillian's profile, the proud purity which he had sought in marrying her.

Our arguments are fallible, they aren't proofs.

How should this be rewritten to improve it? What word should replace "proof"?

If you replace it with "argument" it doesn't work well. "Argument" is a broad 
enough term to include bad arguments, any scoundrel can qualify as having 
made arguments of some sort.

I agree with you that proof isn't a good word here. And moreover because it 
seems to imply that, yeah, stuff that has been "proved" is infallible. I hesitate to 
use it in all but the narrow, mathematical sense. Even then, because most people 
think that once you follow a proof in mathematics, a theorem is established with 
certainty...which it cannot be...the term is still loaded unless you are talking to 
people who have read and understood those bits about mathematics in FoR and 
BoI. But actually, people also tend to use the word far more broadly, just fyi.

So look here for example: http://www.thefreedictionary.com/proof

 Now if you look there you see, as the first definition

1. The evidence or argument that compels the mind to accept an assertion as 
true.

Now, the word "true" there doesn't *seem* to me to imply infallible. I know the 

http://www.thefreedictionary.com/proof


epistemology is ass-around but ignore the first bit about evidence and it seems a 
rather soft definition of proof.

Look at definition 2:

2.
a. The validation of a proposition by application of specified rules, as of induction 
or deduction, to assumptions, axioms, and sequentially derived conclusions.
b. A statement or argument used in such a validation.

I reckon (a) is the way I'd use the word, ignoring the induction mistake, and 
sticking to the meaning of "validation" in the most basic logical sense about just 
following rules of inference to establish a conclusion. A proof in that sense is 
deductive and is not guaranteed to give you truth. It's just a word for a (deductive) 
*procedure* = a physical computation.

I do get the impression that this meaning:

3.
a. Convincing or persuasive demonstration: was asked for proof of his identity; an 
employment history that was proof of her dependability.
b. The state of being convinced or persuaded by consideration of evidence.

I get the impression that lots of people use the word "proof" in that sense. On tv I 
hear pundits or whatever saying stuff like "Can you prove it works?" about some 
anti ageing face cream or whatever. I think, well that's silly, of course they can't. 
And I don't know they mean "demonstrate through a deductive process that the 
conclusion follows from the premises". But they mean something. I think they 
mean something like "tell me about or show me your observations". It is, to me, a 
strange use of the word, but it does seem common.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] pain and ugliness
Date: November 7, 2012 at 5:26 PM

On Nov 7, 2012, at 2:00 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Hi Elliott,

On 08/11/2012, at 6:49, "Elliot Temple" <curi@curi.us> wrote:

Atlas Shrugged, by Ayn Rand:

pain and ugliness are never to be taken seriously

Could you unpack that a little bit? Does it mean your own pain? Or does it mean 
people trying to cause you pain? Or other people's?

Does "taken seriously" mean something like "make an effort to do something 
about"? Or...what?

If you don't take something seriously, presumably it's not something that you 
regard as a genuine problem because it's uninteresting.

So...perhaps pain (without suffering?) is not a problem. But, I'm not sure i'd 
agree.

Perhaps ugliness need not be remedied? I think it should. But then, of course, it 
depends what one means by ugly. Maybe it might be an ugly feature of one's 
home, one's paper, code or poem they have written...maybe it's just a stain on 
the carpet.

Or is Rand simply talking about people being mean? So...if they are mean to 
you for no reason (trying to offer you pain and ugliness) the best response is not 
to take it seriously? *That* I think I get...best to laugh off the "pain and ugliness" 
of nasty trolls, for example. I do think context might have been needed for that 
particular quote then, however...as I can't remember where it occurred in the 
book exactly.

Anyways, I'm confused.



Have you read the book? Ayn Rand unpacks it a little bit.

One place it comes up again is Part 3, Chapter 1:

 "We never had to take any of it seriously, did we?" she whispered.
 "No, we never had to."

And here's part 3, ch 5:

 Distantly, as on the margin of her mind, she could see what sort of game 
the men behind the shrieking phones had played and lost. They seemed far 
away, like tiny commas squirming on the white field under the lens of a 
microscope. She wondered how they could ever expect to be taken seriously 
when a Francisco d'Anconia was possible on earth.

and p 3, ch 10:

 She fell down on her knees by the side of the mattress. Galt looked up at 
her, as he had looked on their first morning in the valley, his smile was like the 
sound of a laughter that had never been touched by pain, his voice was soft and 
low: "We never had to take any of it seriously, did we?"

It's a theme.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Proof
Date: November 7, 2012 at 5:37 PM

On Nov 7, 2012, at 2:23 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 08/11/2012, at 8:55, "Elliot Temple" <curi@curi.us> wrote:

Atlas Shrugged:

He saw the article, "The Octopus," by Bertram Scudder, which was not an 
expression of ideas, but a bucket of slime emptied in public—an article that 
did not contain a single fact, not even an invented one, but poured a stream 
of sneers and adjectives in which nothing was clear except the filthy malice of 
denouncing without considering proof necessary. And he saw the lines of 
Lillian's profile, the proud purity which he had sought in marrying her.

Our arguments are fallible, they aren't proofs.

How should this be rewritten to improve it? What word should replace "proof"?

If you replace it with "argument" it doesn't work well. "Argument" is a broad 
enough term to include bad arguments, any scoundrel can qualify as having 
made arguments of some sort.

I agree with you that proof isn't a good word here. And moreover because it 
seems to imply that, yeah, stuff that has been "proved" is infallible. I hesitate to 
use it in all but the narrow, mathematical sense. Even then, because most 
people think that once you follow a proof in mathematics, a theorem is 
established with certainty...which it cannot be...the term is still loaded unless you 
are talking to people who have read and understood those bits about 
mathematics in FoR and BoI. But actually, people also tend to use the word far 
more broadly, just fyi.

So look here for example: http://www.thefreedictionary.com/proof

Now if you look there you see, as the first definition

http://www.thefreedictionary.com/proof


1. The evidence or argument that compels the mind to accept an assertion as 
true.

Now, the word "true" there doesn't *seem* to me to imply infallible. I know the 
epistemology is ass-around but ignore the first bit about evidence and it seems 
a rather soft definition of proof.

Look at definition 2:

2.
a. The validation of a proposition by application of specified rules, as of 
induction or deduction, to assumptions, axioms, and sequentially derived 
conclusions.
b. A statement or argument used in such a validation.

I reckon (a) is the way I'd use the word, ignoring the induction mistake, and 
sticking to the meaning of "validation" in the most basic logical sense about just 
following rules of inference to establish a conclusion. A proof in that sense is 
deductive and is not guaranteed to give you truth. It's just a word for a 
(deductive) *procedure* = a physical computation.

I do get the impression that this meaning:

3.
a. Convincing or persuasive demonstration: was asked for proof of his identity; 
an employment history that was proof of her dependability.
b. The state of being convinced or persuaded by consideration of evidence.

I get the impression that lots of people use the word "proof" in that sense. On tv 
I hear pundits or whatever saying stuff like "Can you prove it works?" about 
some anti ageing face cream or whatever. I think, well that's silly, of course they 
can't. And I don't know they mean "demonstrate through a deductive process 
that the conclusion follows from the premises". But they mean something. I think 
they mean something like "tell me about or show me your observations". It is, to 
me, a strange use of the word, but it does seem common.

Perhaps part of the reason people use it is lack of alternatives.



One common word used for a similar meaning is "evidence". People will 
interchangeably demand proof and evidence. But that's an empiricist mistake.

Demanding "good arguments" is better in some ways, but I don't think it 
communicates very well. Which arguments are good? Who is to judge? If you say 
"objectively good arguments" then a lot of people won't know what that means, 
and it's getting longer and clumsy. You could say "objective arguments", but you'll 
be understood by fewer people.

Here's a thesaurus for "proof":

evidence, verification, corroboration, authentication, confirmation, certification, 
documentation, validation, attestation, substantiation.

Apart from "evidence" (and, similarly, "documentation"), they basically all mean 
justification (as Popperians call it). None of them are any good. The other two 
main words besides "justification" that I consider appropriate, but which are 
missing from this list, are "support" and "authority", both bad.

So what word(s) should one use?

Besides "proof", another word Rand uses is "certainty". And again, what is to 
replace it? "Objective knowledge"? "Objectively good information"? "Knowledge"? 
"Understanding meeting a high standard"? "Knowing what you're talking about"? 
"Objective understanding"? "Earned confidence"? I don't think any of this capture 
the proper concept quite right.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Justificationists sabotage truth-seeking Fabric-of-
Reality@yahoogroups.com
Date: November 7, 2012 at 5:49 PM

On Wed, Nov 7, 2012 at 10:31 AM, logicophilosophicus  wrote:
On the samharris forum, a discussion started about whether morality
has something to do with happiness/suffering. A guy named
logicophilosophicus presented his idea about it and he also
contradicted something I said about philosophy and that philosophy
applies to morality. We went back and forth a few times and he
appealed to authority (like obviousness) like 4 times in two replies.
In the first reply I chose to not criticize his appeal to authority
and instead I asked clarifying questions. So on his second reply of
appealing to authority I chose to address it head on because it was
clear to me that it is slowing down the discussion. Also I addressed
it head on because I realized that he disagrees with me on whether or
not philosophy applies to more than just the little thing he said it
applied to.

If you want to read the discussion from the beginning, see the below
link, and do a CNTR/CMD + F to search for logicophilosophicus.

http://www.samharris.org/forum/viewthread/9575/P60

logicophilosophicus said:
Rami said:

I disagreed about the purpose of philosophy - already indicated, hence 
obvious.

Appealing to obviousness is bad philosophy. What is obvious to you is not 
necessarily obvious to me. So what problem do you solve by stating that an 
idea is obvious (to you)?

I think philosophy is about understanding self/humanity and the cosmos - 
understanding for its own sake, the pursuit of truth.

No. Philosophy is *much* more useful than that. Philosophy is about thinking 

http://www.samharris.org/forum/viewthread/9575/P60


better about *anything*. Humans are fallible -- we make mistakes -- none of us 
are perfect. This raises the question: What makes some people better than 
others with respect to having fewer mistaken ideas and making fewer 
mistakes? Philosophy.

The hypothetical wirehead consumes a few millijoules of electrical energy at 
a cost of a few cents and dies in ecstasy; he ceases to be a burden on 
society. In principle, his extreme happiness has no negative effect on others.

No. A few cents *is not* zero. *Almost* zero cost means *almost* zero negative 
effect on others. So the negative effect is a non-zero effect. For your principle 
to be correct, the cost on others would have to be *exactly* zero.

However, suppose that it does. Suppose that he causes a relatively small but 
significant  amount of unhappiness to others. The "utilitarian calculus" 
suggests that his great ecstasy outweighs their minor misery.

The idea that choices are about weighing options is bad philosophy. We don't 
weigh options. In every single decision to be made, we guess options and 
criticize them. And we criticize the criticisms. The option left unrefuted is the 
moral option.

Often people choose an option without first having refuted the rival options. 
This is bad philosophy.

But I am amazed that your moral assessment of the wirehead's action is 
limited to his effect on others. I think - and I believe most thinking people 
would agree -

Appealing to the authority of *your belief of what most thinking people would 
agree to* is bad philosophy. Truth is not determined by authority. What problem 
do you solve by appealing to authority? Do you think that I'll be persuaded of 
your idea because "most thinking people" believe that idea? Aren't we 
discussing so that we can discover the truth? Doesn't that mean also trying to 
persuade each other?

My moral assessment is not limited to his effect on others. You have not heard 



my entire argument. And I can't deliver my entire argument until I understand 
your position.

that we can condemn his waste of a life and his sensualist motivation.

In your hypothetical, the wirehead's action might be immoral, but not for the 
reason you stated. If he hurts no one, then its not immoral. And so far, your 
hypothetical doesn't qualify whether or not anyone was hurt. So tell me, do the 
people that are paying for the wirehead's electricity *want* to pay for his 
electricity? If they want to, then they are not hurt. If they don't want to, then 
they are hurt. For example, if the government forces productive people to pay 
taxes, and then it uses that tax money to pay for the wirehead's electricity, then 
that is immoral. [See what I mean by *hurt* below.]

A further example. Suppose, which is true, that we can kill someone in his 
sleep without causing him any distress. Suppose a man's death is the key to 
the great happiness of others (perhaps he is an aged billionaire with 
impatient heirs): does that make a murder moral? Or is there something more 
important than happiness at stake.

Killing someone against his will is immoral. But before I explain, lets get on the 
same page about what you and I mean by distress/hurt.

I note that your idea of distress is based on physical pain. I define distress a 
different way. Its about mental pain, mental suffering, mental hurt, or just 
*hurt*. Hurt happens when someone does something they don't' want to do, or 
something is done to him that he doesn't want done to him. For example, say a 
guy wants to smoke a cigarette, but his kids are present and he doesn't want 
them to know that he smokes. So, if he smokes, then he gets what he wants 
with respect to wanting to smoke, but he doesn't get what he wants with 
respect to not wanting his kids to know that he smokes. And, if he instead 
doesn't smoke, then he gets what he wants with respect to not wanting his kids 
to know that he smokes, but he doesn't get what he wants with respect to 
wanting to smoke. So, either way he's conflicted and he acts on one of the 
conflicting ideas. And by acting on one of the conflicting ideas, he has hurt 
himself.

With respect to your hypothetical, if someone kills me, and I wanted to live, 
then he acted against my will -- he infringed on my freedom -- he infringed on 



my freedom to get and keep what I want. Furthermore, he hurt my kids. My 
kids want me to continue taking care of them. They are not independent yet. 
They are heavily dependent on me. So by killing me, the murderer has also 
hurt my children.

Not much point continuing this.

Why not? Do you think its impossible for us to agree? I disagree with that.

Two rational people discussing a topic in which they disagree, will
always reach agreement. This is a consequence of the fact that reality
is objective.

Take up the “bad philosophy” issue with Bentham, Mill and Harris.

But they weren't the ones that used bad philosophy in this discussion. You did.

What problem are you solving by deferring to them? You are again
appealing to authority -- this time to the authority of famous
philosophers. Do you think that I'll be persuaded because some famous
philosophers disagree with me?

Assume that the wirehead has paid for his own electricity.

So you're saying he either worked for that money, or he interited the
money. And then he used it without hurting anyone. Right? Why is this
immoral? What is problematic about what he's doing?

Assume that the impatient heirs who humanely terminate the billionaire are not 
hurt by his death.

But the billionaire might want to live. In which case killing him is
infringing on his freedom. So killing him is immoral.

Accept that all morality depends on the opinions and actions of people.



I don't know what that means. I think you're trying to say that
morality is relative. I disagree. Its objective. Each and every
decision has an objectively best option that a person can make. Just
because a person's opinion says otherwise doesn't make it moral. Do
you agree?

I have no further clarification to add.

You didn't make any clarifications. What you've done is change (add
to) the hypotheticals that you previously presented.

Do you mean you have no more to say? How do you know that? You could
consider my ideas and you could have something to say about it. You
could disagree. Which means you see a flaw in an idea of mine. In
which case you could point out the flaw and explain why you think its
a flaw.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Proof
Date: November 7, 2012 at 6:26 PM

On Wed, Nov 7, 2012 at 4:37 PM, Elliot Temple <curi@curi.us> wrote:

On Nov 7, 2012, at 2:23 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 08/11/2012, at 8:55, "Elliot Temple" <curi@curi.us> wrote:

Atlas Shrugged:

He saw the article, "The Octopus," by Bertram Scudder, which was not an 
expression of ideas, but a bucket of slime emptied in public—an article that 
did not contain a single fact, not even an invented one, but poured a stream 
of sneers and adjectives in which nothing was clear except the filthy malice 
of denouncing without considering proof necessary. And he saw the lines of 
Lillian's profile, the proud purity which he had sought in marrying her.

Our arguments are fallible, they aren't proofs.

How should this be rewritten to improve it? What word should replace 
"proof"?

If you replace it with "argument" it doesn't work well. "Argument" is a broad 
enough term to include bad arguments, any scoundrel can qualify as having 
made arguments of some sort.

I agree with you that proof isn't a good word here. And moreover because it 
seems to imply that, yeah, stuff that has been "proved" is infallible. I hesitate to 
use it in all but the narrow, mathematical sense. Even then, because most 
people think that once you follow a proof in mathematics, a theorem is 
established with certainty...which it cannot be...the term is still loaded unless 
you are talking to people who have read and understood those bits about 
mathematics in FoR and BoI. But actually, people also tend to use the word far 
more broadly, just fyi.



So look here for example: http://www.thefreedictionary.com/proof

Now if you look there you see, as the first definition

1. The evidence or argument that compels the mind to accept an assertion as 
true.

Now, the word "true" there doesn't *seem* to me to imply infallible. I know the 
epistemology is ass-around but ignore the first bit about evidence and it seems 
a rather soft definition of proof.

Look at definition 2:

2.
a. The validation of a proposition by application of specified rules, as of 
induction or deduction, to assumptions, axioms, and sequentially derived 
conclusions.
b. A statement or argument used in such a validation.

I reckon (a) is the way I'd use the word, ignoring the induction mistake, and 
sticking to the meaning of "validation" in the most basic logical sense about 
just following rules of inference to establish a conclusion. A proof in that sense 
is deductive and is not guaranteed to give you truth. It's just a word for a 
(deductive) *procedure* = a physical computation.

I do get the impression that this meaning:

3.
a. Convincing or persuasive demonstration: was asked for proof of his identity; 
an employment history that was proof of her dependability.
b. The state of being convinced or persuaded by consideration of evidence.

I get the impression that lots of people use the word "proof" in that sense. On 
tv I hear pundits or whatever saying stuff like "Can you prove it works?" about 
some anti ageing face cream or whatever. I think, well that's silly, of course 
they can't. And I don't know they mean "demonstrate through a deductive 
process that the conclusion follows from the premises". But they mean 
something. I think they mean something like "tell me about or show me your 
observations". It is, to me, a strange use of the word, but it does seem 

http://www.thefreedictionary.com/proof


common.

Perhaps part of the reason people use it is lack of alternatives.

One common word used for a similar meaning is "evidence". People will 
interchangeably demand proof and evidence. But that's an empiricist mistake.

Demanding "good arguments" is better in some ways, but I don't think it 
communicates very well. Which arguments are good? Who is to judge? If you 
say "objectively good arguments" then a lot of people won't know what that 
means, and it's getting longer and clumsy. You could say "objective arguments", 
but you'll be understood by fewer people.

Here's a thesaurus for "proof":

evidence, verification, corroboration, authentication, confirmation, certification, 
documentation, validation, attestation, substantiation.

Apart from "evidence" (and, similarly, "documentation"), they basically all mean 
justification (as Popperians call it). None of them are any good. The other two 
main words besides "justification" that I consider appropriate, but which are 
missing from this list, are "support" and "authority", both bad.

So what word(s) should one use?

Besides "proof", another word Rand uses is "certainty". And again, what is to 
replace it? "Objective knowledge"? "Objectively good information"? 
"Knowledge"? "Understanding meeting a high standard"? "Knowing what you're 
talking about"? "Objective understanding"? "Earned confidence"? I don't think 
any of this capture the proper concept quite right.

I thought we already have a term for this. Good explanation.

BTW, I think good explanation includes the quality that there are no
known unrefuted criticisms.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Trust
Date: November 7, 2012 at 6:39 PM

On Wed, Nov 7, 2012 at 4:18 PM, Elliot Temple <curi@curi.us> wrote:
Atlas Shrugged, Francisco speaking to Rearden:

"No. I don't like people who speak or think in terms of gaining anybody's 
confidence. If one's actions are honest, one does not need the predated 
confidence of others, only their rational perception. The person who craves a 
moral blank check of that kind, has dishonest intentions, whether he admits it 
to himself or not."

A common sales technique in a situation where the salesman and the
potential customer meet for the first time over lunch or something, is
for the salesman to say towards the end, 'don't you trust me?'

I guess they are doing it because most people would react to that by
feeling bad to say no. That feeling is what those salesman are
counting on. And if the person says 'yes I trust you,' then the next
thing they do is ask for the sale. At this point, the person has
already conceded an objection (that he doesn't trust the sales person
yet). So they might say yes to the sale. Or, they'll evade the
situation by lying about some other problem.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Justificationists sabotage truth-seeking
Date: November 7, 2012 at 7:54 PM

On Nov 7, 2012 3:09 PM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 7, 2012, at 8:31 AM, Rami Rustom <rombomb@gmail.com> wrote:

On the samharris forum, a discussion started about whether morality
has something to do with happiness/suffering. A guy named
logicophilosophicus presented his idea about it and he also
contradicted something I said about philosophy and that philosophy
applies to morality. We went back and forth a few times and he
appealed to authority (like obviousness) like 4 times in two replies.
In the first reply I chose to not criticize his appeal to authority
and instead I asked clarifying questions. So on his second reply of
appealing to authority I chose to address it head on because it was
clear to me that it is slowing down the discussion.

What is the purpose of "it was clear to me that"? What does it add? What would 
be worse if that text was removed? What is it for?

It adds nothing.

Also I addressed
it head on because I realized that he disagrees with me on whether or
not philosophy applies to more than just the little thing he said it
applied to.

If you want to read the discussion from the beginning, see the below
link, and do a CNTR/CMD + F to search for logicophilosophicus.

http://www.samharris.org/forum/viewthread/9575/P60

Killing someone against his will is immoral.

Be careful with broad statements. Sometimes it isn't.

http://www.samharris.org/forum/viewthread/9575/P60


Defending oneself while in the process accidentally killing an
innocent person against his will, is not immoral.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] How I Got My First Real Job
Date: November 7, 2012 at 8:37 PM

http://www.youtube.com/watch?v=qBxSDxKpFx8&feature=plcp

Kripp talks about getting a job.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://www.youtube.com/watch?v=qBxSDxKpFx8&feature=plcp
http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] How I Got My First Real Job
Date: November 7, 2012 at 9:53 PM

While I think I agree with his basic ideas...I think there was an obviously much 
better way to use google maps to get a job.

His method was to go from map view down into street view and then cruise 
around the streets taking down names and numbers of places. He used the 
example of "furniture" when he spotted some furniture stores and then said 
basically that if you were as passionate about furniture as he was about 
computers then look at all these furniture places. Okay....but....

Why use street view at all? How does that improve your search?

Here's a better idea, to my mind, if you know what kind of job you want: Go back 
to maps, and up in the search box type "furniture". Then on the map it highlights 
every single little (or big) business with "furniture" in the name. Or even just 
related to furniture. Much better. Many more results. Less random.

On his more substantial point...I've had dozens of different jobs...and this 
responding to job ads sucks. Years ago to pay my way through uni, I wanted to 
work security at nights. That way I could study, and get paid. Mostly I was correct 
about that. Anyways...I wanted to work near home too. I simply applied to where I 
wanted to work. I was lucky that the place I wanted, wanted me too, straight up. 
That was the first job I ever went for and have stuck to the same philosophy ever 
since. The only way I can see his method being of any use would be if you really 
had no clue what you were interested in and you just wanted some business - 
any business - near your home. But then a real life walk would be better as it 
wouldn't suffer from the fact google streetview might be months or years out of 
date.

A few years back, between jobs, I deviated from the idea that one should just 
apply directly to companies straight up and spent about a month sending out 
applications to advertisements for jobs. These days that seems largely to involve 
responding to rather arbitrary "selection criteria". I got rejected from every single 
one of these applications because - like your friend Kripp there says - you're likely 
not going to stand out from the crowd. Also, the filtering system some companies 
use can be bizarre...like the person you are working for might never actually even 
see your application. It first passes through some sort of human-resources-
psychology-degree-person filter who makes the "shortlist" for the actual boss.



So yeah...job ads are probably not as effective as simply searching yourself...and 
approaching the very person you would be working with/for. Using google maps 
can be great. Just not in *exactly* the strange way he did by walking up and down 
streets in street view... :s

Brett

On 08/11/2012, at 12:37, "Elliot Temple" <curi@curi.us> wrote:

http://www.youtube.com/watch?v=qBxSDxKpFx8&feature=plcp

Kripp talks about getting a job.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://www.youtube.com/watch?v=qBxSDxKpFx8&feature=plcp
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How I Got My First Real Job
Date: November 7, 2012 at 10:03 PM

On Nov 7, 2012, at 6:53 PM, Brett Hall <brhalluk@hotmail.com> wrote:

While I think I agree with his basic ideas...I think there was an obviously much 
better way to use google maps to get a job.

Your ideas are not obvious.

When you call them obvious what you're implying is people are stupid or 
intentionally dense if they don't have the same ideas. But Kripp is no idiot, nor did 
he have bad motives.

His method was to go from map view down into street view and then cruise 
around the streets taking down names and numbers of places. He used the 
example of "furniture" when he spotted some furniture stores and then said 
basically that if you were as passionate about furniture as he was about 
computers then look at all these furniture places. Okay....but....

Why use street view at all? How does that improve your search?

Here's a better idea, to my mind, if you know what kind of job you want: Go back 
to maps, and up in the search box type "furniture". Then on the map it highlights 
every single little (or big) business with "furniture" in the name. Or even just 
related to furniture. Much better. Many more results. Less random.

On his more substantial point...I've had dozens of different jobs...and this 
responding to job ads sucks. Years ago to pay my way through uni, I wanted to 
work security at nights. That way I could study, and get paid. Mostly I was 
correct about that. Anyways...I wanted to work near home too. I simply applied 
to where I wanted to work. I was lucky that the place I wanted, wanted me too, 
straight up. That was the first job I ever went for and have stuck to the same 
philosophy ever since. The only way I can see his method being of any use 
would be if you really had no clue what you were interested in and you just 
wanted some business - any business - near your home. But then a real life 
walk would be better as it wouldn't suffer from the fact google streetview might 
be months or years out of date.



A few years back, between jobs, I deviated from the idea that one should just 
apply directly to companies straight up and spent about a month sending out 
applications to advertisements for jobs. These days that seems largely to 
involve responding to rather arbitrary "selection criteria". I got rejected from 
every single one of these applications because - like your friend Kripp there 
says - you're likely not going to stand out from the crowd. Also, the filtering 
system some companies use can be bizarre...like the person you are working 
for might never actually even see your application. It first passes through some 
sort of human-resources-psychology-degree-person filter who makes the 
"shortlist" for the actual boss.

So yeah...job ads are probably not as effective as simply searching 
yourself...and approaching the very person you would be working with/for. Using 
google maps can be great. Just not in *exactly* the strange way he did by 
walking up and down streets in street view... :s

FWIW I think replying to certain job ads can be worthwhile in some cases. The 
huge job sites like dice and monster suck, but small specialized/niche job forums 
can provide better results.

PS don't top post

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Lying
Date: November 7, 2012 at 10:24 PM

Ayn Rand agrees with me about lying.

Dagny says to Stadler (the scientist) regarding the statement put out against 
Rearden Metal:

"They accepted your statement. It was a lie."

What sort of statement was it? What sort of lie was it?

 "The State Science Institute," he said quietly, when they were alone in her 
office, "has issued a statement warning people against the use of Rearden 
Metal." He added, "It was on the radio. It's in the afternoon papers."
 "What did they say?"
 "Dagny, they didn't say it! . . . They haven't really said it, yet it's there—and 
it isn't. That's what's monstrous about it."
 His effort was focused on keeping his voice quiet; he could not control his 
words. The words were forced out of him by the unbelieving, bewildered 
indignation of a child screaming in denial at his first encounter with evil.
 "What did they say, Eddie?"
 "They . . . You'd have to read it." He pointed to the newspaper he had left 
on her desk. "They haven't said that Rearden Metal is bad.
 They haven't said that it's unsafe. What they've done is . . ." His hands 
spread and dropped in a gesture of futility.
 She saw at a glance what they had done. She saw the sentences: "It may 
be possible that after a period of heavy usage, a sudden fissure may appear, 
though the length of this period cannot be predicted. . . . The possibility of a 
molecular reaction, at present unknown, cannot be entirely discounted. . . . 
Although the tensile strength of the metal is obviously demonstrable, certain 
questions in regard to its behavior under unusual stress are not to be ruled out.
 . . . Although there is no evidence to support the contention that the use of 
the metal should be prohibited, a further study of its properties would be of 
value."
 "We can't fight it. It can't be answered," Eddie was saying slowly.
 "We can't demand a retraction. We can't show them our tests or prove 
anything. They've said nothing. They haven't said a thing that could be refuted 



and embarrass them professionally. It's the job of a coward.
 You'd expect it from some con-man or blackmailer. But, Dagny! It's the 
State Science Institute!"

Here is the fuller context of the "lie" accusation:

 "Dr. Stadler," she asked slowly, "you know the truth, yet you will not state it 
publicly?"
 "Miss Taggart, you are using an abstract term, when we are dealing with a 
matter of practical reality."
 "We are dealing with a matter of science."
 "Science? Aren't you confusing the standards involved? It is only in the 
realm of pure science that truth is an absolute criterion. When we deal with 
applied science, with technology—we deal with people.
 And when we deal with people, considerations other than truth enter the 
question."
 "What considerations?"
 "I am not a technologist, Miss Taggart. I have no talent or taste for dealing 
with people. I cannot become involved in so-called practical matters."
 "That statement was issued in your name."
 "I had nothing to do with it!"
 "The name of this Institute is your responsibility."
 "That's a perfectly unwarranted assumption."
 "People think that the honor of your name is the guarantee behind any 
action of this Institute."
 "I can't help what people think—if they think at all!"
 "They accepted your statement. It was a lie."
 "How can one deal in truth when one deals with the public?"
 "I don't understand you," she said very quietly.
 "Questions of truth do not enter into social issues. No principles have ever 
had any effect on society."
 "What, then, directs men's actions?"
 He shrugged. "The expediency of the moment."

Why would we want our conception of lying to be unable to condemn things like 
this?

-- Elliot Temple



http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] there is no other way to live on earth
Date: November 7, 2012 at 10:40 PM

Atlas Shrugged:

 "Miss Taggart," he said, a tone of gentle, bitter persuasiveness in his voice, 
"I am older than you. Believe me, there is no other way to live on earth, Men are 
not open to truth or reason. They cannot be reached by a rational argument. 
The mind is powerless against them. Yet we have to deal with them. If we want 
to accomplish anything, we have to deceive them into letting us accomplish it. 
Or force them. They understand nothing else. We cannot expect their support 
for any endeavor of the intellect, for any goal of the spirit. They are nothing but 
vicious animals. They are greedy, self-indulgent, predatory dollar-chasers who
—"

 "I am one of the dollar-chasers, Dr. Stadler," she said, her voice low.

The direct contradiction is great. "I am the thing you just condemned."

But that's not even the important part. "there is no other way to live on earth ... we 
have to deceive them ... Or force them". And he attacks the power of the mind, of 
truth, of reason, of argument, and of persuasion.

PS

The great burst of sound was the opening chords of Halley's Fourth Concerto. It 
rose in tortured triumph, speaking its denial of pain, its hymn to a distant vision.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Beauty in computer chess games?
Date: November 8, 2012 at 2:37 PM

A reader of BoI has just sent me this interesting chess game between two 
computer programs:

http://youtu.be/xWdMqvGMxF4

He says that when computer programs first defeated the strongest humans, their 
wins were ugly and convoluted and didn't seem to have an overall strategy. But 
now, he says, computer programs are beginning to produce games, like that one, 
which are truly beautiful.

If that is so -- i.e. if non-creative programs can produce genuine beauty -- then on 
the face of it the theory of beauty in BoI, or the theory of creativity in BoI, must be 
flawed.

-- David Deutsch

http://youtu.be/xWdMqvGMxF4


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Beauty in computer chess games?
Date: November 8, 2012 at 3:23 PM

On Nov 8, 2012, at 11:37 AM, David Deutsch <david.deutsch@qubit.org> wrote:

A reader of BoI has just sent me this interesting chess game between two 
computer programs:

http://youtu.be/xWdMqvGMxF4

He says that when computer programs first defeated the strongest humans, 
their wins were ugly and convoluted and didn't seem to have an overall strategy. 
But now, he says, computer programs are beginning to produce games, like that 
one, which are truly beautiful.

If that is so -- i.e. if non-creative programs can produce genuine beauty -- then 
on the face of it the theory of beauty in BoI, or the theory of creativity in BoI, 
must be flawed.

What beauty? Looks like it starts off ugly to me with white getting his d pawn 
stuck backwards. then that g5 move by black, i don't know if it's good or not, but 
either way it's not pretty. then white playing e6, again i don't know if it's good but 
it's not pretty. and then black just goes and forces a queen trade. boring. and then 
white basically loses because of lack of strategy -- he loses, much later, to the 
flaw in his position that any human would see was a concern at move 6.

It, at least in the first analysis, looks like white lost to stupid, short-sighted greed: 
trying to keep the b2 pawn instead of worrying about principles like development 
and king safety.

Some guy says the game is beautiful but so what? What is his argument? I know 
chess culture and this game is not beautiful by the usual standards (which are 
mostly inexplicit).

-- Elliot Temple
http://curi.us/

http://youtu.be/xWdMqvGMxF4
http://curi.us/


From: Woty Regan <wotyfree@gmail.com>
Subject: Re: [BoI] Beauty in computer chess games?
Date: November 8, 2012 at 3:49 PM

Sent from my iPhone

On Nov 8, 2012, at 2:37 PM, David Deutsch <david.deutsch@qubit.org> wrote:

A reader of BoI has just sent me this interesting chess game between two 
computer programs:

http://youtu.be/xWdMqvGMxF4

He says that when computer programs first defeated the strongest humans, 
their wins were ugly and convoluted and didn't seem to have an overall strategy. 
But now, he says, computer programs are beginning to produce games, like that 
one, which are truly beautiful.

If that is so -- i.e. if non-creative programs can produce genuine beauty -- then 
on the face of it the theory of beauty in BoI, or the theory of creativity in BoI, 
must be flawed.

-- David

Why? Evolution can produce beauty; if this is beautiful, isn't it just evolution?

Woty

http://youtu.be/xWdMqvGMxF4


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Beauty in computer chess games?
Date: November 8, 2012 at 4:42 PM

On 8 Nov 2012, at 20:49, Woty Regan <wotyfree@gmail.com> wrote:

On Nov 8, 2012, at 2:37 PM, David Deutsch <david.deutsch@qubit.org> wrote:

A reader of BoI has just sent me this interesting chess game between two 
computer programs:

http://youtu.be/xWdMqvGMxF4

He says that when computer programs first defeated the strongest humans, 
their wins were ugly and convoluted and didn't seem to have an overall 
strategy. But now, he says, computer programs are beginning to produce 
games, like that one, which are truly beautiful.

If that is so -- i.e. if non-creative programs can produce genuine beauty -- then 
on the face of it the theory of beauty in BoI, or the theory of creativity in BoI, 
must be flawed.

-- David

Why? Evolution can produce beauty; if this is beautiful, isn't it just evolution?

Well, chess-playing programs don't work by evolution. Also, I haven't seen 
anything to make me suspect that artificial *evolution* has been achieved yet 
either.

-- David

http://youtu.be/xWdMqvGMxF4


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Beauty in computer chess games?
Date: November 8, 2012 at 4:43 PM

On 8 Nov 2012, at 20:23, Elliot Temple <curi@curi.us> wrote:

On Nov 8, 2012, at 11:37 AM, David Deutsch <david.deutsch@qubit.org> wrote:

A reader of BoI has just sent me this interesting chess game between two 
computer programs:

http://youtu.be/xWdMqvGMxF4

He says that when computer programs first defeated the strongest humans, 
their wins were ugly and convoluted and didn't seem to have an overall 
strategy. But now, he says, computer programs are beginning to produce 
games, like that one, which are truly beautiful.

If that is so -- i.e. if non-creative programs can produce genuine beauty -- then 
on the face of it the theory of beauty in BoI, or the theory of creativity in BoI, 
must be flawed.

What beauty? Looks like it starts off ugly to me with white getting his d pawn 
stuck backwards. then that g5 move by black, i don't know if it's good or not, but 
either way it's not pretty. then white playing e6, again i don't know if it's good but 
it's not pretty. and then black just goes and forces a queen trade. boring. and 
then white basically loses because of lack of strategy -- he loses, much later, to 
the flaw in his position that any human would see was a concern at move 6.

It, at least in the first analysis, looks like white lost to stupid, short-sighted greed: 
trying to keep the b2 pawn instead of worrying about principles like development 
and king safety.

Some guy says the game is beautiful but so what? What is his argument? I 
know chess culture and this game is not beautiful by the usual standards (which 
are mostly inexplicit).

If it's not beautiful, then there's no problem after all.

-- David Deutsch

http://youtu.be/xWdMqvGMxF4


From: Elliot Temple <curi@curi.us>
Cc: FoR <Fabric-of-Reality@yahoogroups.com>, RP <rational-politics-
list@googlegroups.com>
Subject: center for industrial progress blog post by me
Date: November 9, 2012 at 4:56 PM

http://industrialprogress.net/2012/11/09/dont-take-power-for-granted/

-- Elliot Temple
http://curi.us/

http://industrialprogress.net/2012/11/09/dont-take-power-for-granted/
http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Scientific American claims there is an experiment testing the 
Copenhagen Interpretation
Date: November 9, 2012 at 5:43 PM

http://www.scientificamerican.com/article.cfm?id=quantum-delayed-choice

Highlights include these gems:

"New experiments demonstrate that photons not only switch from wave to particle 
and back again but can actually harbor both wave and particle tendencies at the 
same time. In fact, a photon can run through a complex optical apparatus and 
disappear for good into a detector without having decided on an identity—
assuming a wave or particle nature only after it has been destroyed."

"Physicists have shown in recent years that a photon "chooses" whether to act as 
a wave or a particle only when forced. If, for instance, a photon is steered by a 
beam splitter (a kind of fork in the optical road) onto one of two paths, each 
leading to a photon detector, the photon will appear at one or the other detector 
with equal probability. In other words, the photon simply chooses one of the 
routes and follows it to the end, like a marble rolling through a tube"

I like how in that paragraph "chooses" becomes just chooses.

Finally:

"Quantum information researcher Seth Lloyd of the Massachusetts Institute of 
Technology dubbed the phenomenon "quantum procrastination," or 
"proquastination" in a commentary for Science accompanying the two research 
papers. "In the presence of quantum entanglement (in which outcomes of 
measurements are tied together)," he wrote, "it is possible to hold off making a 
decision, even if events seem to have already made one."

The new experiments add another wrinkle to the warped world of quantum 
mechanics, where a photon can be seemingly whatever it wants, whenever it 
wants. "Feynman called it the one true mystery of quantum mechanics," Shadbolt 
says of wave–particle duality. "It's deeply, deeply strange. Quantum mechanics is 
deeply weird, completely without classical analogue, and we just have to accept it 
as such.""

http://www.scientificamerican.com/article.cfm?id=quantum-delayed-choice


It seems that everything would be so much more clear if only they read FoR and 
BoI and embraced the multiverse.

What do the physicists here think about this experiment? What's it actually 
showing? I didn't get it...I only "got" that they seemed to be all doe-eyed about the 
jargon of wave-particle duality and the "woo".

Brett.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Scientific American claims there is an experiment testing the 
Copenhagen Interpretation
Date: November 9, 2012 at 8:46 PM

On 9 Nov 2012, at 22:43, Brett Hall <brhalluk@hotmail.com> wrote:

http://www.scientificamerican.com/article.cfm?id=quantum-delayed-choice

Highlights include these gems:

"New experiments demonstrate that photons not only switch from wave to 
particle and back again but can actually harbor both wave and particle 
tendencies at the same time. In fact, a photon can run through a complex optical 
apparatus and disappear for good into a detector without having decided on an 
identity—assuming a wave or particle nature only after it has been destroyed."

"Physicists have shown in recent years that a photon "chooses" whether to act 
as a wave or a particle only when forced. If, for instance, a photon is steered by 
a beam splitter (a kind of fork in the optical road) onto one of two paths, each 
leading to a photon detector, the photon will appear at one or the other detector 
with equal probability. In other words, the photon simply chooses one of the 
routes and follows it to the end, like a marble rolling through a tube"

I like how in that paragraph "chooses" becomes just chooses.

Finally:

"Quantum information researcher Seth Lloyd of the Massachusetts Institute of 
Technology dubbed the phenomenon "quantum procrastination," or 
"proquastination" in a commentary for Science accompanying the two research 
papers. "In the presence of quantum entanglement (in which outcomes of 
measurements are tied together)," he wrote, "it is possible to hold off making a 
decision, even if events seem to have already made one."

The new experiments add another wrinkle to the warped world of quantum 
mechanics, where a photon can be seemingly whatever it wants, whenever it 
wants. "Feynman called it the one true mystery of quantum mechanics," 
Shadbolt says of wave–particle duality. "It's deeply, deeply strange. Quantum 
mechanics is deeply weird, completely without classical analogue, and we just 

http://www.scientificamerican.com/article.cfm?id=quantum-delayed-choice


have to accept it as such.""

It seems that everything would be so much more clear if only they read FoR and 
BoI and embraced the multiverse.

What do the physicists here think about this experiment? What's it actually 
showing? I didn't get it...I only "got" that they seemed to be all doe-eyed about 
the jargon of wave-particle duality and the "woo".

The experiments are described in the papers here

http://arxiv.org/abs/1206.4348
http://arxiv.org/abs/1205.4926

Both of them are variants on the EPR experiment.

In one of the experiments two photons are entangled in their polarisation 
|H>|H>+|V>|V> ((horizontal H, vertical V). One of them (photon 1) is put through a 
detector whose effect is polarisation dependent - it acts like it contains a 
beamsplitter in V but not in H. When you compare the results afterward you find 
that when photon 2 (the other photon) is in V then the detector acts like it 
contains a beamsplitter and the results look like a photon undergoing interference 
in H they don't look like that. When the results look interferey they call this wave 
behaviour, when the results don't look interferey they call it particle behaviour.

The other experiment is similar except that
(1) The experiment consists of multiple linked interferometers.
(2) The photons interact and the amount of entanglement between them depends 
on the state of both of them at the time of the interaction.
(3) Specifically, the entanglement depends on which branches of the sub-
interferometers they are on.

Neither of them are tests of the Copenhagen interpretation because it is a bad 
explanation which can be ruled out without experimental testing. Also, it's not 
clear how to experimentally test a theory that claims objective reality doesn't 
exist.

It's interesting that they talk about accepting quantum mechanics and then utter 
vague, ritualistic gibberish instead of looking seriously at what the theory says 
about how the world actually works.

http://arxiv.org/abs/1206.4348
http://arxiv.org/abs/1205.4926


Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Absolutism
Date: November 10, 2012 at 1:16 AM

On Mar 13, 2012, at 11:49 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Tue, Mar 13, 2012 at 1:23 PM, Elliot Temple <curi@curi.us> wrote:
On Mar 13, 2012, at 11:01 AM, Rami Rustom wrote:

Why does society think that absolutism is wrong?

In morality it is right. It is right in math and science.

Is it wrong in politics? I can't see why it could be if its right in
morality, math, and science.

Does absolutism mean that everyone should prefer chocolate ice cream rather 
than vanilla? One flavor is the absolute best?

No two persons' preferences are the same. So no.

And even with respect to one person's set of preferences, a person
might prefer chocolate ice cream and vanilla equally.

Does it mean we have the objective truth?

No. But it does mean that objective truth exists; which is absolute.

Does it mean anything which isn't the final, perfect truth is absolutely useless?

No. Our current conjectural knowledge is not absolutely true but it is
useful because its our best knowledge to date. So it is absolute in
that it is our current best.

Does it mean that if "offense is the best defense" is true in a game, then 100% 
of effort of the game players should always go towards offense? For example if 
it's hockey then are the only choices that it's absolutely true -- so they should 



pull out the goalie at all times -- or it's absolutely false?

No. But 'offense is the best defense' would lead the team to put more
attention on offense and less on defense.

Is absolute power for rulers good?

No. But what is absolutely true is that no ruler is perfect, in fact
they are very error prone, and so it best to have a system that
quickly and easily replaces rulers.

Do absolute answers to questions mean they aren't open to revision and 
reconsideration?

No. What is absolutely true is that humans are fallible and this leads
us to keep our questions open to revision and reconsideration.

Does absolutism mean if someone is unsure, or finds something is unclear 
(say, something nature does rather than a poorly written sentence, so there's 
no human error by someone else to blame), then he's wrong and bad?

No. What is absolutely true is that humans make mistakes often and
this leads us to develop and maintain a continual process of error
correction so that we may improve indefinitely.

So why call it "absolutism"?

So I'll rephrase:

I think that all fundamental ideas are absolute.

Meaning what? What is the concept or explanation you're trying to talk about

-- Elliot Temple



http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] the reach of physics and epistemology
Date: November 10, 2012 at 1:23 AM

On Mar 28, 2012, at 10:10 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mar 23, 2012 9:08 PM, "Elliot Temple" <curi@curi.us> wrote:

having a bit of knowledge about physics is important to most fields.

for example: tennis, chess, hockey, baseball, architecture, chemistry, biology, 
cooking, cleaning, building computers, building chairs, and so on.

The amount of physics knowledge needed for basic competence in this fields 
is small: the large majority of people in our culture have enough already.

You don't see people trying to heat their food in the freezer.

You don't see people losing tennis tournaments because they were confused 
about physics.

You don't see people doing chemistry experiments using only water and 
expecting each portion of water to transmute into the right chemicals because 
they want it to.

So, people take for granted having some understanding of physics as 
background knowledge. That knowledge still matters and it's still correct to say 
physics has a lot of reach even if people take it for granted.

If you get this basic physics stuff wrong, you can be really screwed. All sorts of 
stuff can go horribly wrong. Getting it right does matter a lot.

In general you don't need to know the details of quantum physics. That has 
less reach. It's quite important for some stuff like building nano meter scale 
computer chips. But you don't need to know any quantum physics to win a 
tennis tournament or cook dinner or even to build a skyscraper.

To do basic science you do need to know some physics, but often not quantum 
physics, and often not any physics that goes beyond the background 
knowledge your average scientist will have and get right. If they messed up the 



physics they need it could easily invalidate all their experiments in their field 
and make all their conclusions wrong, but in practice this rarely (never?) 
comes up because they don't get it wrong.

I think you're asking if scientists ever get physics wrong. I don't
see how we could be sure that it never happens. But yes I think its
extremely implausible. Say a biologist is studying the effects of low
atmospheric oxygen on rats. The physics is so simple for such
experiments. The jumps in universality are what make it simple. The
lower levels of universality [like how molecules in a gas "bump" into
each other] need not be considered because they don't affect the
higher levels [like how a volume of gas exerts pressure on its
enclosure].

But people commonly make mistakes.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Directing Creativity
Date: November 10, 2012 at 1:29 AM

On Mar 30, 2012, at 6:08 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Mar 30, 2012 at 7:37 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Sun, Jan 1, 2012 at 7:26 PM, Rami Rustom <ramir.wx@gmail.com> wrote:
On Jan 1, 9:19 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir...@gmail.com> 
wrote:

On Nov 19, 10:27 pm, Elliot Temple <c...@curi.us> wrote:

Consider vegetables. There is a truth of the matter about the attitude to 
eating. It's in everyone's interest to figure out this truth and use it to help 
them make better decisions. People should cooperate.

When food goes wrong, it's often because the parents are not using their 
creativity to solve the problem by finding out what the truth is and doing 
that. They have a different idea of what the problem is. They are trying to 
solve a different problem than the child is, and that's why they can't 
agree.

The problem the parent is trying to solve is: "How do I make my child eat 
vegetables?"

I'd like to give two solutions; my way and the way that most others
that I know do it. Two friends of mine whom have children a bit older
than mine gave up on the vegetables altogether and give their children
chicken nuggets because thats what their children want.

Good.

And they supplement with vitamins.

Is *that* what the children want, too?



Don't know. Didn't ask.

That's bad.

Which part is bad? That I didn't ask?[1] Or that I didn't think of the
question to ask?[2]

[1] Well I already get negative reactions from people with the way I
talk so I try not to make it worse.

Why pander to them? Why appease them?

People always say, 'You ask a lot
of questions' and 'You have an answer for everything'. So I learned to
curb my questions and answers around people.

Curiosity and brainstorming possible solutions are virtues. Curbing virtues is a 
mistake!

I'd suggest reading Ayn Rand on this topic.

[2] In this specific case, I was focused on something besides the
child's preferences. I hadn't learned TCS yet. Also the child wasn't
present.

They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

Why? Because of scientism?

Nope. Part of my own theories.

That doesn't answer why.

Actually we don't know how bad processed foods are. I explain in
another thread that the toxins ingested from processed foods might not



cause the DNA error generation rate to increase beyond the DNA error
correction rate. So I was applying the precautionary principle.

What I did was to start eating salads in front of my girls and I rave
about how much I love the vegetables;

You lie to them (by actions as well as words) in order to manipulate
them into copying you in living a lifestyle that neither you nor they
prefer?

I get 1.5 lbs of salad (heavy
vegetables not just leaves) for lunch and I am very generous with the
*all natural* sweet dressing.

Natural does not mean good.

Usually it does. And industrialized food usually means bad.

BoI explains that "natural" does not usually mean good. The Earth is
not uniquely suited for humans. Nature constantly kills, and would
kill us too if we didn't use knowledge to thwart nature. Our modern
knowledge -- including modern approaches to food -- are very effective
compared to the more natural eating styles of the past. Life
expectancy is way up, death from starvation way down, death from dirty
low-quality food way down,

I think you're talking about food during an era in our history long
after civilization started where disease was rampant where people
gathered in one place. But before civilization natural food was good.

Do you still think this? Why?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Akrasia
Date: November 10, 2012 at 1:36 AM

On Aug 19, 2012, at 1:31 AM, Lulie Tanett <luliet@gmail.com> wrote:

Akrasia - meaning weakness of will where one knows a thing is good,
desires that thing, yet still does not embrace it.

TD: Used to think this didn't exist. When people failed to do the
moral thing, and not because of ignorance that it was because the
person was conflicted. E.g. they knew smoking was wrong, but liked
having a hobby. But of course morals always involve conflicts. Some
people always pick the right option anyway. And some people don't.
even if the two people have the same knowledge and values.

LT: If they pick the wrong option, that's because they have some
ignorance. Otherwise, you're saying some problems are insoluble even
if you have the right knowledge.
If two people pick different options, that means they have different
knowledge -- that's the thing causing them to choose differently.
(What else could it be?)
Also what do you mean by 'morals always involve conflicts'?

TD: My two hypothetical people have the same knowledge on why X is
good. But one has akrasia and doesn't do it, and the other does.
The question is why - what knowledge is lacking for people with
akrasia. My first conjecture was that they were more conflicted, but
now I'm doubting that.

The assumption here is that people act on things other than knowledge.

What things?

That or "knowledge on why X is good" is being defined narrowly to exclude a lot 
of relevant knowledge.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Akrasia
Date: November 10, 2012 at 1:37 AM

On Aug 24, 2012, at 2:05 AM, Tanya <tanya.davison@gmail.com> wrote:

On Tuesday, August 21, 2012 6:13:16 PM UTC+1, Lulie Tanett wrote:

On 19 Aug 2012, at 09:31 AM, Lulie Tanett <lul...@gmail.com <javascript:>>
wrote:

Akrasia - meaning weakness of will where one knows a thing is good,
desires that thing, yet still does not embrace it.

TD: Used to think this didn't exist. When people failed to do the
moral thing, and not because of ignorance that it was because the
person was conflicted. E.g. they knew smoking was wrong, but liked
having a hobby. But of course morals always involve conflicts. Some
people always pick the right option anyway. And some people don't.
even if the two people have the same knowledge and values.

LT: If they pick the wrong option, that's because they have some
ignorance. Otherwise, you're saying some problems are insoluble even
if you have the right knowledge.
If two people pick different options, that means they have different
knowledge -- that's the thing causing them to choose differently.
(What else could it be?)
Also what do you mean by 'morals always involve conflicts'?

TD: My two hypothetical people have the same knowledge on why X is
good. But one has akrasia and doesn't do it, and the other does.
The question is why - what knowledge is lacking for people with
akrasia. My first conjecture was that they were more conflicted, but
now I'm doubting that.

What do you mean when you say 'more conflicted'?



more conflicted about doing X = having more reasons not to do X, but not
enough reasons to be persuaded that X is bad

What difference can "more reasons" make? Isn't that like saying an idea can be 
"more refuted" if one has "more criticisms" (more reasons it's false)?

But that's bad epistemology.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Absolutism
Date: November 10, 2012 at 9:38 AM

On Nov 10, 2012 12:16 AM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 13, 2012, at 11:49 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Tue, Mar 13, 2012 at 1:23 PM, Elliot Temple <curi@curi.us> wrote:
On Mar 13, 2012, at 11:01 AM, Rami Rustom wrote:

Why does society think that absolutism is wrong?

In morality it is right. It is right in math and science.

Is it wrong in politics? I can't see why it could be if its right in
morality, math, and science.

Does absolutism mean that everyone should prefer chocolate ice cream 
rather than vanilla? One flavor is the absolute best?

No two persons' preferences are the same. So no.

And even with respect to one person's set of preferences, a person
might prefer chocolate ice cream and vanilla equally.

Does it mean we have the objective truth?

No. But it does mean that objective truth exists; which is absolute.

Does it mean anything which isn't the final, perfect truth is absolutely 
useless?

No. Our current conjectural knowledge is not absolutely true but it is
useful because its our best knowledge to date. So it is absolute in
that it is our current best.



Does it mean that if "offense is the best defense" is true in a game, then 
100% of effort of the game players should always go towards offense? For 
example if it's hockey then are the only choices that it's absolutely true -- so 
they should pull out the goalie at all times -- or it's absolutely false?

No. But 'offense is the best defense' would lead the team to put more
attention on offense and less on defense.

Is absolute power for rulers good?

No. But what is absolutely true is that no ruler is perfect, in fact
they are very error prone, and so it best to have a system that
quickly and easily replaces rulers.

Do absolute answers to questions mean they aren't open to revision and 
reconsideration?

No. What is absolutely true is that humans are fallible and this leads
us to keep our questions open to revision and reconsideration.

Does absolutism mean if someone is unsure, or finds something is unclear 
(say, something nature does rather than a poorly written sentence, so there's 
no human error by someone else to blame), then he's wrong and bad?

No. What is absolutely true is that humans make mistakes often and
this leads us to develop and maintain a continual process of error
correction so that we may improve indefinitely.

So why call it "absolutism"?

I haven't found the idea (or term) of absolutism to make sense. I
haven't used it since this discussion back in March.



So I'll rephrase:

I think that all fundamental ideas are absolute.

Meaning what? What is the concept or explanation you're trying to talk about

I guess I meant epistemic ideas (not fundamental ideas). All epistemic
ideas apply to *all* knowledge.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] the reach of physics and epistemology
Date: November 10, 2012 at 9:51 AM

On Nov 10, 2012 12:23 AM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 28, 2012, at 10:10 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mar 23, 2012 9:08 PM, "Elliot Temple" <curi@curi.us> wrote:

having a bit of knowledge about physics is important to most fields.

for example: tennis, chess, hockey, baseball, architecture, chemistry, biology, 
cooking, cleaning, building computers, building chairs, and so on.

The amount of physics knowledge needed for basic competence in this fields 
is small: the large majority of people in our culture have enough already.

You don't see people trying to heat their food in the freezer.

You don't see people losing tennis tournaments because they were confused 
about physics.

You don't see people doing chemistry experiments using only water and 
expecting each portion of water to transmute into the right chemicals because 
they want it to.

So, people take for granted having some understanding of physics as 
background knowledge. That knowledge still matters and it's still correct to 
say physics has a lot of reach even if people take it for granted.

If you get this basic physics stuff wrong, you can be really screwed. All sorts 
of stuff can go horribly wrong. Getting it right does matter a lot.

In general you don't need to know the details of quantum physics. That has 
less reach. It's quite important for some stuff like building nano meter scale 
computer chips. But you don't need to know any quantum physics to win a 
tennis tournament or cook dinner or even to build a skyscraper.



To do basic science you do need to know some physics, but often not 
quantum physics, and often not any physics that goes beyond the 
background knowledge your average scientist will have and get right. If they 
messed up the physics they need it could easily invalidate all their 
experiments in their field and make all their conclusions wrong, but in practice 
this rarely (never?) comes up because they don't get it wrong.

I think you're asking if scientists ever get physics wrong. I don't
see how we could be sure that it never happens. But yes I think its
extremely implausible. Say a biologist is studying the effects of low
atmospheric oxygen on rats. The physics is so simple for such
experiments. The jumps in universality are what make it simple. The
lower levels of universality [like how molecules in a gas "bump" into
each other] need not be considered because they don't affect the
higher levels [like how a volume of gas exerts pressure on its
enclosure].

But people commonly make mistakes.

In general, yes.

But, comparing one's error-rates of all his fields of knowledge, the
error-rates are different. In the case of a biologist getting
bio-physics right, his error-rate is very low.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Directing Creativity
Date: November 10, 2012 at 9:58 AM

On Nov 10, 2012 12:29 AM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 30, 2012, at 6:08 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Mar 30, 2012 at 7:37 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Sun, Jan 1, 2012 at 7:26 PM, Rami Rustom <ramir.wx@gmail.com> 
wrote:

On Jan 1, 9:19 pm, Anonymous Person <unattributedem...@gmail.com>
wrote:

On Wed, Dec 28, 2011 at 7:48 PM, Rami Rustom <ramir...@gmail.com> 
wrote:

On Nov 19, 10:27 pm, Elliot Temple <c...@curi.us> wrote:

Consider vegetables. There is a truth of the matter about the attitude to 
eating. It's in everyone's interest to figure out this truth and use it to help 
them make better decisions. People should cooperate.

When food goes wrong, it's often because the parents are not using 
their creativity to solve the problem by finding out what the truth is and 
doing that. They have a different idea of what the problem is. They are 
trying to solve a different problem than the child is, and that's why they 
can't agree.

The problem the parent is trying to solve is: "How do I make my child 
eat vegetables?"

I'd like to give two solutions; my way and the way that most others
that I know do it. Two friends of mine whom have children a bit older
than mine gave up on the vegetables altogether and give their children
chicken nuggets because thats what their children want.

Good.



And they supplement with vitamins.

Is *that* what the children want, too?

Don't know. Didn't ask.

That's bad.

Which part is bad? That I didn't ask?[1] Or that I didn't think of the
question to ask?[2]

[1] Well I already get negative reactions from people with the way I
talk so I try not to make it worse.

Why pander to them? Why appease them?

The reasons for that are other-people-oriented. So bad.

Appeasing badness is bad.

It means sacrificing one's values. And it means condoning evil.

People always say, 'You ask a lot
of questions' and 'You have an answer for everything'. So I learned to
curb my questions and answers around people.

Curiosity and brainstorming possible solutions are virtues. Curbing virtues is a 
mistake!

I'd suggest reading Ayn Rand on this topic.

I'm reading The Virtue of Selfishness.

[2] In this specific case, I was focused on something besides the
child's preferences. I hadn't learned TCS yet. Also the child wasn't
present.



They think that this way is as healthy as
vegetables, or sufficiently as healthy. But its not even close. Its
very very harmful.

Why? Because of scientism?

Nope. Part of my own theories.

That doesn't answer why.

Actually we don't know how bad processed foods are. I explain in
another thread that the toxins ingested from processed foods might not
cause the DNA error generation rate to increase beyond the DNA error
correction rate. So I was applying the precautionary principle.

What I did was to start eating salads in front of my girls and I rave
about how much I love the vegetables;

You lie to them (by actions as well as words) in order to manipulate
them into copying you in living a lifestyle that neither you nor they
prefer?

I get 1.5 lbs of salad (heavy
vegetables not just leaves) for lunch and I am very generous with the
*all natural* sweet dressing.

Natural does not mean good.

Usually it does. And industrialized food usually means bad.

BoI explains that "natural" does not usually mean good. The Earth is
not uniquely suited for humans. Nature constantly kills, and would
kill us too if we didn't use knowledge to thwart nature. Our modern
knowledge -- including modern approaches to food -- are very effective
compared to the more natural eating styles of the past. Life
expectancy is way up, death from starvation way down, death from dirty



low-quality food way down,

I think you're talking about food during an era in our history long
after civilization started where disease was rampant where people
gathered in one place. But before civilization natural food was good.

Do you still think this? Why?

Well, eating berries that one of the gatherers just picked yesterday
is relatively safe.

I was going to mention the safely of eating hunted animals and then I
realized the danger of the hunting part. Which is definitely way more
dangerous than eating store-purchased food.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: [BoI] epistemology in Apple article
Date: November 10, 2012 at 2:56 PM

http://daringfireball.net/2012/11/seriously_apple_is_doomed

challenge: try to find, quote and explain all the good epistemology.

bonus points if you explain how good epistemology ended up in this particular 
place. it's not common in non-philosophy blog posts (or in philosophy blog posts, 
for that matter).

-- Elliot Temple
http://curi.us/

-- 

http://daringfireball.net/2012/11/seriously_apple_is_doomed
http://curi.us/


From: P0ck <oberon.nmk@gmail.com>
Subject: [BoI] Epistemology As Map-Making
Date: November 12, 2012 at 12:15 AM

I think the main distinction between Korzybski's general semantics
epistemology and the one described in this forum comes from the definition
of "knowledge".

It seems that the definition used here acknowledge that we can't "know"
anything for sure but it does not seem to make a distinction between
knowledge that is more certain (factual) and less certain (inferential)
"knowledge".

In Korzybksi's system, epistemology is seen as a kind of map-making
activity.

For example, in general semantics (Korzybski's system), we make the
following distinction in a device called the "structural differential"
which helps us distinguish between different levels of abstractions:

0 - Event or Process Level : The totality of the universal energy processes
and event that are happening.

1 - Object level : The tiny part of those events that we can sense using
our senses or instruments. Those experienced as raw sensation, also called
the "silent level". At this level, one may be able to "know" something
without being necessarily able to put it into words.

2 - Label level : The verbal, descriptive level, where we put names onto
objects and sensations and classify them. It's at this level that we can
say our "knowing" of reality becomes theory-laden, although it is a little
bit at a lesser level in the level before in such thing as "non-verbal
thinking".

3 - Inference level 1 : we make inferences about our experiences that goes
beyond our direct experience, for example, "objects called apple taste
good, if I see such an object, it will taste good also.".

4 - Inference level 2 : Here we make inferences out of inferences, for
example, from the theory that "object called apples taste good", we might
infer that "peaches must taste good because they look a bit like apples".



5 - Etc level : Here we can make inference about inference about inference
unendingly. We can talk about our talking and talk about that, etc..

6 - The arrow : An arrow connect back our high-level abstraction with the
process level as our high-level abstraction influence our behaviour and
thus our future observation and thus makes some new one.

Thus, all our knowledge-building activities are trying to map-out the
event-level through our observation.

Also, this system, called the strucutural differential is a
non-aristotelian system based on a non-aristotelian logic described as:

   - not "A is A" (identity) but "A is not A" (non-identity) - "The map is
   not the territory"

The first "A" is not the same as the second (different space-time location,
specular light reflection, time of writing, etc)

   - not "A is either A or not A" (excluded middle) but "A can be part A
   and not A" (Non-allness) "A map covers not all the territory"

If no two things are exactly the same, it follows that the map cannot be
the same as the territory but only represent part of it at best.

   - not "A cannot be A and not A at the same time" (non-contradiction) but
   "A can be A and not A at the same time" (self-reflexiveness) "A map is
   self-reflexive"

If one were to make a as-good-as-he-can-make map of his town for example,
he would have to include himself making the map into his map, therefore
including his map into his map.

In my opinion, this non-aristotelian logic system can act as a "scheffer's
stroke" for the mind as far as making distinctions between things goes.

So, creating knowledge about reality is a lot like making good, accurate,
useful maps of something. A good explanation, like a good map, describe



reality accurately to a certain degree.

As described in the previous discussions here about language and lying,
some maps are like a kid's scribble, some are like stick figures, some are
like a picasso and some are more like realistic portait or photoraphs, each
with their own level of accuracy.

Or like a curve-fitting equation describe some shape in the real world, it
can represent the shape to a very good level of accuracy to a very poor one.

I think that what you call very good "explanations" are in fact, very good
description of reality. For example, take the spinning blades of a fan:

A fan when turned on looks to human as a disk, but when turned off, we can
see the blade. Now however you describe this it will look something like
this "When looking at a fan at a speed lower than 25 revolution a minute,
an observing human can see the individual blades, but if the blades revolve
at speed higher than this, one can only see a disk.". Now one might say
that a 25 revolution a minute, the "blades-sees-not effect" happens and is
the "cause" of not seeing the blade. So here the "blades-sees-not effect"
adds absolutely nothing to the descritption if not just a new category of
event, but I bet you would agree that the "explanation" is merely a good
description of what was observed.

The same would be true if you added the fact that the average human eyes
has this vision effect in other similar situation and people calls it the
whatever effects, the whatever effects would be called the cause of the
illusion, but that name would only refer to a longer description of what is
observed.

In this way, what I call "knowledge", is only a very good description of
what we or people have observed in the past, and we can apply that
"knowledge" as inference in similar or analogous situation of the present
in order to infer "prediction" of the future based on analogy.

By the way, psychologist-philosopher Julian Jaynes had this cool concept of
metaphier and metaphrand and how all our language is metaphorical in his
theory of consciousness, we find the same kind of thing in the "grovian
model" (by david grove), an advanced neuro-linguistic programming model of
how metaphors are deeply ingrained inside ourselves and our language, very



cool stuff.

Nicolas M. Kirchberger

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Epistemology As Map-Making
Date: November 12, 2012 at 12:51 AM

On Nov 11, 2012, at 9:15 PM, P0ck <oberon.nmk@gmail.com> wrote:

I think the main distinction between Korzybski's general semantics
epistemology and the one described in this forum comes from the definition
of "knowledge".

It seems that the definition used here acknowledge that we can't "know"
anything for sure but it does not seem to make a distinction between
knowledge that is more certain (factual) and less certain (inferential)
"knowledge".

It doesn't just not make a distinction. It denies there is such thing as degrees of 
certainty (aka justification aka epistemic status aka authority).

People learn by guesses and criticism (it's an evolutionary process). An idea is 
either criticized or it isn't. FYI this position is Popper's and Deutsch's.

Do you have a criticism of this epistemology?

What problem(s) are you trying to solve with alternative ideas?

In Korzybksi's system, epistemology is seen as a kind of map-making
activity.

For example, in general semantics (Korzybski's system), we make the
following distinction in a device called the "structural differential"
which helps us distinguish between different levels of abstractions:

0 - Event or Process Level : The totality of the universal energy processes
and event that are happening.

1 - Object level : The tiny part of those events that we can sense using
our senses or instruments. Those experienced as raw sensation, also called
the "silent level". At this level, one may be able to "know" something



without being necessarily able to put it into words.

2 - Label level : The verbal, descriptive level, where we put names onto
objects and sensations and classify them. It's at this level that we can
say our "knowing" of reality becomes theory-laden, although it is a little
bit at a lesser level in the level before in such thing as "non-verbal
thinking".

3 - Inference level 1 : we make inferences about our experiences that goes
beyond our direct experience, for example, "objects called apple taste
good, if I see such an object, it will taste good also.".

4 - Inference level 2 : Here we make inferences out of inferences, for
example, from the theory that "object called apples taste good", we might
infer that "peaches must taste good because they look a bit like apples".

5 - Etc level : Here we can make inference about inference about inference
unendingly. We can talk about our talking and talk about that, etc..

6 - The arrow : An arrow connect back our high-level abstraction with the
process level as our high-level abstraction influence our behaviour and
thus our future observation and thus makes some new one.

Thus, all our knowledge-building activities are trying to map-out the
event-level through our observation.

Also, this system, called the strucutural differential is a
non-aristotelian system based on a non-aristotelian logic described as:

  - not "A is A" (identity) but "A is not A" (non-identity) - "The map is
  not the territory"

The first "A" is not the same as the second (different space-time location,
specular light reflection, time of writing, etc)

  - not "A is either A or not A" (excluded middle) but "A can be part A
  and not A" (Non-allness) "A map covers not all the territory"

If no two things are exactly the same, it follows that the map cannot be
the same as the territory but only represent part of it at best.



  - not "A cannot be A and not A at the same time" (non-contradiction) but
  "A can be A and not A at the same time" (self-reflexiveness) "A map is
  self-reflexive"

If one were to make a as-good-as-he-can-make map of his town for example,
he would have to include himself making the map into his map, therefore
including his map into his map.

In my opinion, this non-aristotelian logic system can act as a "scheffer's
stroke" for the mind as far as making distinctions between things goes.

So, creating knowledge about reality is a lot like making good, accurate,
useful maps of something. A good explanation, like a good map, describe
reality accurately to a certain degree.

As described in the previous discussions here about language and lying,
some maps are like a kid's scribble, some are like stick figures, some are
like a picasso and some are more like realistic portait or photoraphs, each
with their own level of accuracy.

Or like a curve-fitting equation describe some shape in the real world, it
can represent the shape to a very good level of accuracy to a very poor one.

I think that what you call very good "explanations" are in fact, very good
description of reality. For example, take the spinning blades of a fan:

A fan when turned on looks to human as a disk, but when turned off, we can
see the blade. Now however you describe this it will look something like
this "When looking at a fan at a speed lower than 25 revolution a minute,
an observing human can see the individual blades, but if the blades revolve
at speed higher than this, one can only see a disk.". Now one might say
that a 25 revolution a minute, the "blades-sees-not effect" happens and is
the "cause" of not seeing the blade. So here the "blades-sees-not effect"
adds absolutely nothing to the descritption if not just a new category of
event, but I bet you would agree that the "explanation" is merely a good
description of what was observed.

The same would be true if you added the fact that the average human eyes



has this vision effect in other similar situation and people calls it the
whatever effects, the whatever effects would be called the cause of the
illusion, but that name would only refer to a longer description of what is
observed.

In this way, what I call "knowledge", is only a very good description of
what we or people have observed in the past, and we can apply that
"knowledge" as inference in similar or analogous situation of the present
in order to infer "prediction" of the future based on analogy.

By the way, psychologist-philosopher Julian Jaynes had this cool concept of
metaphier and metaphrand and how all our language is metaphorical in his
theory of consciousness, we find the same kind of thing in the "grovian
model" (by david grove), an advanced neuro-linguistic programming model of
how metaphors are deeply ingrained inside ourselves and our language, very
cool stuff.

When you have disagreements with people of this size, it's hard to discuss this 
much stuff at once. What happens is you say things people disagree with towards 
the start of your posts, then you continue on building on that. But building on 
ideas that are in dispute doesn't work great. It can be more useful to discuss 
focus on the early disagreements more and come to a resolution (persuade other 
people or change your mind, or some of both).

It also helps not to use terminology and references that most of the people you're 
talking to don't know. Or when it's important, to focus more attention and 
explanation on them instead of doing them in passing.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Beauty in computer chess games?
Date: November 14, 2012 at 5:49 AM

On 8 Nov 2012, at 09:42 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 8 Nov 2012, at 20:49, Woty Regan <wotyfree@gmail.com> wrote:

On Nov 8, 2012, at 2:37 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

A reader of BoI has just sent me this interesting chess game between two 
computer programs:

http://youtu.be/xWdMqvGMxF4

He says that when computer programs first defeated the strongest humans, 
their wins were ugly and convoluted and didn't seem to have an overall 
strategy. But now, he says, computer programs are beginning to produce 
games, like that one, which are truly beautiful.

If that is so -- i.e. if non-creative programs can produce genuine beauty -- 
then on the face of it the theory of beauty in BoI, or the theory of creativity in 
BoI, must be flawed.

-- David

Why? Evolution can produce beauty; if this is beautiful, isn't it just evolution?

Well, chess-playing programs don't work by evolution. Also, I haven't seen 
anything to make me suspect that artificial *evolution* has been achieved yet 
either.

People made the program, though, according to evolution of their ideas. Is it not 
possible that they put in ideas about how to play that are beautiful?

Looks like this in practice has not happened yet, but why impossible?

--
Lulie Tanett

http://youtu.be/xWdMqvGMxF4


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Beauty in computer chess games?
Date: November 14, 2012 at 6:43 AM

On 14 Nov 2012, at 10:49, Lulie Tanett <luliet@gmail.com> wrote:

On 8 Nov 2012, at 09:42 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 8 Nov 2012, at 20:49, Woty Regan <wotyfree@gmail.com> wrote:

On Nov 8, 2012, at 2:37 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

A reader of BoI has just sent me this interesting chess game between two 
computer programs:

http://youtu.be/xWdMqvGMxF4

He says that when computer programs first defeated the strongest humans, 
their wins were ugly and convoluted and didn't seem to have an overall 
strategy. But now, he says, computer programs are beginning to produce 
games, like that one, which are truly beautiful.

If that is so -- i.e. if non-creative programs can produce genuine beauty -- 
then on the face of it the theory of beauty in BoI, or the theory of creativity in 
BoI, must be flawed.

-- David

Why? Evolution can produce beauty; if this is beautiful, isn't it just evolution?

Well, chess-playing programs don't work by evolution. Also, I haven't seen 
anything to make me suspect that artificial *evolution* has been achieved yet 
either.

People made the program, though, according to evolution of their ideas. Is it not 
possible that they put in ideas about how to play that are beautiful?

Looks like this in practice has not happened yet, but why impossible?

http://youtu.be/xWdMqvGMxF4


It's not impossible, and indeed I think that that is exactly what happens in other 
cases where computer programs appear to create new knowledge. And in an 
earlier era of computing, programmers did try to incorporate non-trivial chess 
knowledge into programs (e.g. 
http://adsabs.harvard.edu/abs/1973SciAm.228f..92Z ). But as far as I know, the 
best current chess programs work by brute-force searching.

-- David Deutsch

http://adsabs.harvard.edu/abs/1973SciAm.228f..92Z


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Rand on All Knowledge Is Connected BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: November 14, 2012 at 10:16 AM

Rand, Ayn (1964-11-01). The Virtue of Selfishness (Signet) (pp.
11-12). Penguin Group. Kindle Edition.

A being [man] who does not know automatically what is true or false, cannot 
know automatically what is right or wrong, what is good for him or evil. Yet he 
needs that knowledge in order to live. He is not exempt from the laws of reality, 
he is a specific organism of a specific nature that requires specific actions to 
sustain his life. He cannot achieve his survival by arbitrary means nor by 
random motions nor by blind urges nor by chance nor by whim. That which his 
survival requires is set by his nature and is not open to his choice. What is open 
to his choice is only whether he will discover it or not, whether he will choose the 
right goals and values or not. He is free to make the wrong choice, but not free 
to succeed with it. He is free to evade reality, he is free to unfocus his mind and 
stumble blindly down any road he pleases, but not free to avoid the abyss he 
refuses to see. Knowledge, for any conscious organism, is the means of 
survival; to a living consciousness, every “is” implies an “ought.” Man is free to 
choose

This idea links morality with physics. The logical conclusion is that
*all knowledge is connected.*

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Rand on the study of Ethics Fabric-of-Reality@yahoogroups.com
Date: November 14, 2012 at 10:17 AM

Rand, Ayn (1964-11-01). The Virtue of Selfishness (Signet) (p. 12).
Penguin Group. Kindle Edition.

What, then, are the right goals for man to pursue? What are the values his 
survival requires? That is the question to be answered by the science of ethics. 
And this, ladies and gentlemen, is why man needs a code of ethics.

Its problematic to call ethics a field of science. It can not be
measured using machines. The criticism applied to its knowledge does
not include physical evidence. I expect that many
pro-science/anti-philosophy people would pounce on this. So I'd call
it the Philosophy of Ethics. Or rather, Moral Philosophy.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Rand on consciousness Fabric-of-Reality@yahoogroups.com
Date: November 14, 2012 at 11:01 AM

Rand, Ayn (1964-11-01). The Virtue of Selfishness (Signet) (p. 7).
Penguin Group. Kindle Edition.

A plant has no choice of action; the goals it pursues are automatic and innate, 
determined by its nature. Nourishment, water, sunlight are the values its nature 
has set it to seek. Its life is the standard of value directing its actions. There are 
alternatives in the conditions it encounters in its physical background—such as 
heat or frost, drought or flood—and there are certain actions which it is able to 
perform to combat adverse conditions, such as the ability of some plants to 
grow and crawl from under a rock to reach the sunlight. But whatever the 
conditions, there is no alternative in a plant’s function: it acts automatically to 
further its life, it cannot act for its own destruction.

So plant software is 100% hardcoded. At the moment of birth, their
ways of reacting to sensations exist. As they live, those ways of
reacting do not change. These are instincts.

The range of actions required for the survival of the higher organisms is wider: it 
is proportionate to the range of their consciousness. The lower of the conscious 
species possess only the faculty of sensation, which is sufficient to direct their 
actions and provide for their needs. A sensation is produced by the automatic 
reaction of a sense organ to a stimulus from the outside world; it lasts for the 
duration of the immediate moment, as long as the stimulus lasts and no longer. 
Sensations are an automatic response, an automatic form of knowledge, which 
a consiousness can neither seek nor evade. An organism that possesses only 
the faculty of sensation is guided by the pleasure-pain mechanism of its body, 
that is: by an automatic knowledge and an automatic code of values. Its life is 
the standard of value directing its actions. Within the range of action possible to 
it, it acts automatically to further its life and cannot act for its own destruction.

So ants and worms fit that description. Again 100% hardcoded. These
ways of reacting to sensations are instincts -- with them upon birth.

Consider spiders. They react to their sensations using hardcoded
knowledge -- they spin webs.



The higher organisms possess a much more potent form of consciousness: they 
possess the faculty of retaining sensations, which is the faculty of perception. A 
“perception” is a group of sensations automatically retained and integrated by 
the brain of a living organism, which gives it the ability to be aware, not of single 
stimuli, but of entities, of things. An animal is guided, not merely by immediate 
sensations, but by percepts. Its actions are not single, discrete responses to 
single, separate stimuli, but are directed by an integrated awareness of the 
perceptual reality confronting it. It is able to grasp the perceptual concretes 
immediately present and it is able to form automatic perceptual associations, but 
it can go no further. It is able to learn certain skills to deal with specific 
situations, such as hunting or hiding, which the parents of the higher animals 
teach their young.

So perception is a level of universality above that of sensation.
Perception emerges from sensation.

For animals like this, parents teach their young how to do stuff --
how to react to perceptions.

For these animals, their software is somewhat hardcoded. The way they
form perceptions is hardcoded. But the way they react to perceptions
is softcoded -- they learn them from their parents.

The ways they form perceptions are instincts -- they are born with
them and stay with them until death. The ways they react to
perceptions are learned -- they didn't exist in them upon birth.

But an animal has no choice in the knowledge and the skills that it acquires; it 
can only repeat them generation after generation. And an animal has no choice 
in the standard of value directing its actions: its senses provide it with an 
automatic code of values, an automatic knowledge of what is good for it or evil, 
what benefits or endangers its life. An animal has no power to extend its 
knowledge or to evade it. In situations for which its knowledge is inadequate, it 
perishes—as, for instance, an animal that stands paralyzed on the track of a 
railroad in the path of a speeding train. But so long as it lives, an animal acts on 
its knowledge, with automatic safety and no power of choice: it cannot suspend 
its own consciousness—it cannot choose not to perceive—it cannot evade its 



own perceptions—it cannot ignore its own good, it cannot decide to choose the 
evil and act as its own destroyer.

An animal does not have the mental capacity to judge that his parent's
teachings are flawed.

An animal's only goal is to preserve its own life by responding to
percepts and stimuli.

Man has no automatic code of survival. He has no automatic course of action, 
no automatic set of values. His senses do not tell him automatically what is 
good for him or evil, what will benefit his life or endanger it, what goals he 
should pursue and what means will achieve them, what values his life depends 
on, what course of action it requires. His own consciousness has to discover the 
answers to all these questions—but his consciousness will not function 
automatically. Man, the highest living species on this earth—the being whose 
consciousness has a limitless capacity for gaining knowledge—man is the only 
living entity born without any guarantee of remaining conscious at all. Man’s 
particular distinction from all other living species is the fact that his 
consciousness is volitional. Just as the automatic values directing the functions 
of a plant’s body are sufficient for its survival, but are not sufficient for an 
animal’s—so the automatic values provided by the sensory-perceptual 
mechanism of its consciousness are sufficient to guide an animal, but are not 
sufficient for man. Man’s actions and survival require the guidance of conceptual 
values derived from conceptual knowledge. But conceptual knowledge cannot 
be acquired automatically.

So conceptualization is a level of universality above perception.

The lowest form of animal is conscious of sensations (I'll call them
0th order animals). The next level of animal is conscious of
sensations and perceptions (I'll call them 1st order animals). The
next and final level of animal is conscious of sensations, percepts,
and concepts (I'll call us 2nd order animals).

0th order animals respond to their environment by automatically
reacting to their sensations. These automatic reactions are instincts.

1st order animals respond to their environment using automatic



percepts, automatic reactions, and learned reactions. And they learn
these reactions by rote memory from their parents without judgment.
And they also create new reactions by random trial and error. This is
void of reasoning.

2nd order animals respond to their environment using automatic
percepts, automatic reactions, and learned reactions. And they learn
these reactions by judging ideas that they encounter in their lives
and that they create on their own. Judging ideas is reasoning.

What is a second-handed thinker? Its a person who chooses to let other
people judge ideas for him. He is turning off his 2nd order conscious
capacity and living a life void of 2nd order thinking -- i.e. void of
reasoning.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Beauty in computer chess games?
Date: November 14, 2012 at 2:21 PM

On Nov 14, 2012, at 3:43 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 14 Nov 2012, at 10:49, Lulie Tanett <luliet@gmail.com> wrote:

On 8 Nov 2012, at 09:42 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 8 Nov 2012, at 20:49, Woty Regan <wotyfree@gmail.com> wrote:

On Nov 8, 2012, at 2:37 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

A reader of BoI has just sent me this interesting chess game between two 
computer programs:

http://youtu.be/xWdMqvGMxF4

He says that when computer programs first defeated the strongest 
humans, their wins were ugly and convoluted and didn't seem to have an 
overall strategy. But now, he says, computer programs are beginning to 
produce games, like that one, which are truly beautiful.

If that is so -- i.e. if non-creative programs can produce genuine beauty -- 
then on the face of it the theory of beauty in BoI, or the theory of creativity 
in BoI, must be flawed.

-- David

Why? Evolution can produce beauty; if this is beautiful, isn't it just evolution?

Well, chess-playing programs don't work by evolution. Also, I haven't seen 
anything to make me suspect that artificial *evolution* has been achieved yet 
either.

People made the program, though, according to evolution of their ideas. Is it 
not possible that they put in ideas about how to play that are beautiful?

http://youtu.be/xWdMqvGMxF4


Looks like this in practice has not happened yet, but why impossible?

It's not impossible, and indeed I think that that is exactly what happens in other 
cases where computer programs appear to create new knowledge. And in an 
earlier era of computing, programmers did try to incorporate non-trivial chess 
knowledge into programs (e.g. 
http://adsabs.harvard.edu/abs/1973SciAm.228f..92Z ). But as far as I know, the 
best current chess programs work by brute-force searching.

No, Lulie was right.

There are no chess programs that work by brute-force searching alone.

First, no good chess program uses brute-force searching. They use intelligent 
searching involving techniques like "alpha-beta pruning" to reduce the amount 
searched. Brute force means searching everything straightforwardly.

Second, all chess programs, good or not, need to do evaluation in addition to 
search. Chess is too complicated for current computers to search the entire game 
all the way to checkmate (or stalemate or draw by repetition), so they have to 
evaluate other intermediate positions with less clear cut results.

One of the ways that is done, for example, is by counting up the pieces on the 
board for each side and giving them weights (pawn = 1, bishop/knight = 3, rook = 
5, queen = 9 are the weights taught to human beginners. Good computer 
programs would use something similar but more refined). So if one side has more 
valuable pieces, it's deemed to be winning on that metric.

Computers use this and many other metrics and combine them to a final 
evaluation. The metrics incorporate human ideas about how to play chess, as 
Lulie said. Others examples of metrics doing that include king safety, piece 
mobility, good pawn structure. It is humans who come up with how to evaluate 
positions and judge who is winning in them, and they program their knowledge 
into chess programs.

-- Elliot Temple
http://fallibleideas.com/

http://adsabs.harvard.edu/abs/1973SciAm.228f..92Z
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Rand on the study of Ethics
Date: November 14, 2012 at 5:24 PM

On Nov 14, 2012, at 7:17 AM, Rami Rustom <rombomb@gmail.com> wrote:

Rand, Ayn (1964-11-01). The Virtue of Selfishness (Signet) (p. 12).
Penguin Group. Kindle Edition.

What, then, are the right goals for man to pursue? What are the values his 
survival requires? That is the question to be answered by the science of ethics. 
And this, ladies and gentlemen, is why man needs a code of ethics.

Its problematic to call ethics a field of science. It can not be
measured using machines. The criticism applied to its knowledge does
not include physical evidence. I expect that many
pro-science/anti-philosophy people would pounce on this. So I'd call
it the Philosophy of Ethics. Or rather, Moral Philosophy.

It's just standard English.

http://www.merriam-webster.com/dictionary/science

2
a : a department of systematized knowledge as an object of study <the science 
of theology>

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://www.merriam-webster.com/dictionary/science
http://beginningofinfinity.com/


From: Justin Mallone <justinceo@gmail.com>
Subject: Cutting through Bombast
Date: November 14, 2012 at 7:32 PM

My dictionary defines bombast as "high-sounding language with little meaning, 
used to impress people."

Cutting through it is an important skill to master in order to do philosophy well.

From Popper's Open Society and Its Enemies, Volume 2, Chapter 12, Part I:

In order to discourage the reader beforehand from taking Hegel’s bombastic and 
mystifying cant too seriously, I shall quote some of the amazing details which he 
discovered about sound, and especially about the relations between sound and 
heat. I have tried hard to translate this gibberish from Hegel’s Philosophy of 
Nature4 as faithfully as possible; he writes: ‘§ 302. Sound is the change in the 
specific condition of segregation of the material parts, and in the negation of this 
condition;—merely an abstract or an ideal ideality, as it were, of that 
specification. But this change, accordingly, is itself immediately the negation of 
the material specific subsistence; which is, therefore, real ideality of specific 
gravity and cohesion, i.e.—heat. The heating up of sounding bodies, just as of 
beaten or rubbed ones, is the appearance of heat, originating conceptually 
together with sound.’ There are some who still believe in Hegel’s sincerity, or 
who still doubt whether his secret might not be profundity, fullness of thought, 
rather than emptiness. I should like them to read carefully the last sentence— 
the only intelligible one—of this quotation, because in this sentence, Hegel gives 
himself away. For clearly it means nothing but: ‘The heating up of sounding 
bodies .. is heat .. together with sound.’

Reminds me of a story Feynman told in one of his books, as described on this 
page:

http://en.goldenmap.com/Verbosity

The physicist and storyteller Richard Feynman describes a time when he took 
part in a conference discussing "the ethics of equality". Feynman was at first 
apprehensive, having read none of the books which the conference organizers 
had recommended. A sociologist brought a paper which he had written 
beforehand to the committee where Feynman served, asking everyone to read 
it. Feynman found it completely incomprehensible, and feared that he was out of 

http://en.goldenmap.com/Verbosity


his depth — until he decided to pick one sentence at random and parse it until 
he understood. The sentence he chose (to the best of his recollection) was:

The individual member of the social community often receives his information 
via visual, symbolic channels.
Feynman "translated" the sentence and discovered it meant "People read".



From: Elliot Temple <curi@curi.us>
Subject: [BoI] a bunch of examples of anti-semitism
Date: November 15, 2012 at 1:06 AM

anti-semitism is very important.

it's one of the forces trying to prevent/destroy the beginning of infinity (and 
civilization, progress, etc)

there's various examples here:

http://news.ycombinator.com/item?id=4787048

-- Elliot Temple
http://fallibleideas.com/

-- 

http://news.ycombinator.com/item?id=4787048
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] "politically motivated"
Date: November 15, 2012 at 6:40 AM

http://www.mfa.gov.il/MFA/Peace+Process/Guide+to+the+Peace+Process/Israel-
+the+Conflict+and+Peace-+Answers+to+Frequen.htm#settlements

this is a good article but i noticed it avoids calling any anti-semites anti-semitic. 
instead it says that anti-semitic ideas are "politically motivated". e.g.

In conclusion, the oft-repeated claim regarding the illegality' of Israeli 
settlements has no legal or factual basis under either international law or the 
agreements between Israel and the Palestinians. Such charges can only be 
regarded as politically motivated.

such charges are in fact anti-semitic, but Israel's own PR doesn't want to say so. 
it says they can "only" be regarded as "politically motivated" -- thus technically 
saying they couldn't possibly be regarded as anti-semitic (but i do regard them 
that way...)

maybe this is because there is now a huge anti-anti-anti-semitic backlash: the 
moment anyone is (legitimately) called anti-semitic (an anti-anti-semitic 
comment), tons of people complain about "playing the anti-semitism card" as if 
basically no one is actually anti-semitic and it's just a tactic. [1]

i think this is bad. Israel should stand up for itself with *full clarity* and have 
confidence in the justice and truth of its cause. call anti-semites anti-semitic and if 
anyone doesn't like it, explain that they are anti-semitic too and condemn their 
immorality.

[1] example: http://news.ycombinator.com/item?id=4787423

-- Elliot Temple
http://beginningofinfinity.com/

http://www.mfa.gov.il/MFA/Peace+Process/Guide+to+the+Peace+Process/Israel-+the+Conflict+and+Peace-+Answers+to+Frequen.htm#settlements
http://news.ycombinator.com/item?id=4787423
http://beginningofinfinity.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Antisemitism (Was: [BoI] "politically motivated")
Date: November 15, 2012 at 11:19 AM

On 15 Nov 2012, at 11:40, Elliot Temple <curi@curi.us> wrote:

http://www.mfa.gov.il/MFA/Peace+Process/Guide+to+the+Peace+Process/Israel
-+the+Conflict+and+Peace-+Answers+to+Frequen.htm#settlements

this is a good article but i noticed it avoids calling any anti-semites anti-semitic. 
instead it says that anti-semitic ideas are "politically motivated". e.g.

In conclusion, the oft-repeated claim regarding the illegality' of Israeli 
settlements has no legal or factual basis under either international law or the 
agreements between Israel and the Palestinians. Such charges can only be 
regarded as politically motivated.

such charges are in fact anti-semitic, but Israel's own PR doesn't want to say so. 
it says they can "only" be regarded as "politically motivated" -- thus technically 
saying they couldn't possibly be regarded as anti-semitic (but i do regard them 
that way...)

maybe this is because there is now a huge anti-anti-anti-semitic backlash: the 
moment anyone is (legitimately) called anti-semitic (an anti-anti-semitic 
comment), tons of people complain about "playing the anti-semitism card" as if 
basically no one is actually anti-semitic and it's just a tactic. [1]

i think this is bad. Israel should stand up for itself with *full clarity* and have 
confidence in the justice and truth of its cause. call anti-semites anti-semitic and 
if anyone doesn't like it, explain that they are anti-semitic too and condemn their 
immorality.

[1] example: http://news.ycombinator.com/item?id=4787423

In a similar vein, Steven Weinberg once remarked that "boycotting Israel 
indicates a moral blindness for which it is hard to find any explanation other than 
antisemitism". I agree with him, and with you.

http://www.mfa.gov.il/MFA/Peace+Process/Guide+to+the+Peace+Process/Israel-+the+Conflict+and+Peace-+Answers+to+Frequen.htm#settlements
http://news.ycombinator.com/item?id=4787423


Yet there is a severe problem in implementing your suggestion.

First of all, yes, there is an ancient and astonishingly persistent pattern of 
irrationality for which the only decent term is antisemitism, and this irrationality 
does indeed underlie the current singling out of Israel for grotesquely unjust 
condemnation in mainstream political discourse.

This irrationality takes the form of an entrenched philosophical error, of which the 
defining attribute is: *the legitimacy of hurting Jews, for being Jews*. It is 
preserving that legitimacy itself that counts, not necessarily articulating it or 
enacting anything. This was what was happening, for example, in the events that 
so puzzled Weinberg when he encountered antisemitism among British university 
lecturers, namely that they were engaged in a passionate boycott of Israel (for 
something of which it was actually innocent), while never dreaming of boycotting 
the many evil states that were guilty of crimes infinitely worse than what Israel 
was even accused of.

And yes, this irrationality presents us with an important and urgent problem. 
Throughout its history it has done major harm to civilisation, not only to 
individuals (non-Jews as well as Jews) -- 1492 Spain and 1933 Germany are 
merely the most prominent examples -- and is continuing to do so now.

But the problem with calling a spade a spade in this regard is this: most thinking 
people nowadays mean something different from the above by the term 
'antisemitism', and are unaware that the ancient and dangerous irrationality that I 
just referred to exists, or even *can* exist.

The prevailing culture has no conceptual space for it, other than under the 
heading 'racist'. And 'racist' itself exists mainly as a sort of shibboleth, a formal 
criterion that decent people are supposed to meet in order to avoid being deemed 
dirty and tainted. (To avoid being deemed tainted, it is both necessary and 
sufficient to avoid uttering certain words, and to hire proportionate numbers of 
people in various specified groups if one is an employer, and so on.) To the extent 
that it refers to anything deeper than behaviour, it is tacitly assumed to refer to 
some sort of dirty and shameful mental illness.

When people hear 'antisemitism' they think of racism. And therefore think that 
antisemitism is something that a certain class of tainted people called 
'antisemites' do; and that an antisemite is someone who would never willingly hire 
or be hired by a Jew, or willingly sit next to one in a bus, who would not let his 



daughter marry a Jew, who wants laws that discriminate against Jews, wants to 
burn down synagogues, participate in pogroms and so on. When you accuse a 
typical hater of Israel of being antisemitic, they scan their own minds for those 
things and find no trace of them. Some of them are Jews themselves. Or their 
best friends are. And so they conclude that they are innocent of this taint, and 
hence that you are making a *manifestly false*, unjust accusation.

Contrast that with the antisemitism I'm referring to: It is there when Western 
politicians sincerely endorse "Israel's right to self-defence" while banning sales of 
weapons to Israel and arming Israel's openly Jew-hating enemies. It is there to 
make contrived comparisons of Israelis (Israeli Jews, that is) with Nazis such an 
overwhelmingly popular trope among Western intellectuals. And when they don't 
notice that the criteria they claim to use would classify every country, often least 
of all Israel, as Nazi.

Unfortunately, *not* calling antisemitism by name has the dreadful effect of 
emptying the debate of meaning, by ignoring the elephant in the room.

It's a dilemma that I don't know how to address.

-- David Deutsch



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] a bunch of examples of anti-semitism
Date: November 15, 2012 at 11:32 AM

On Nov 15, 2012 12:06 AM, "Elliot Temple" <curi@curi.us> wrote:

anti-semitism is very important.

it's one of the forces trying to prevent/destroy the beginning of infinity (and 
civilization, progress, etc)

there's various examples here:

http://news.ycombinator.com/item?id=4787048

Anti-semetism is in many ways equivalent to conventional people being
jealous of smarter people. They call smarter people conceited and
selfish when all the smarter people did was have less flawed ideas
that conflict with the conventional people's more flawed ideas.

-- Rami

-- 

http://news.ycombinator.com/item?id=4787048


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] a bunch of examples of anti-semitism
Date: November 15, 2012 at 4:05 PM

On Nov 15, 2012, at 8:32 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 15, 2012 12:06 AM, "Elliot Temple" <curi@curi.us> wrote:

anti-semitism is very important.

it's one of the forces trying to prevent/destroy the beginning of infinity (and 
civilization, progress, etc)

there's various examples here:

http://news.ycombinator.com/item?id=4787048

Anti-semetism is in many ways equivalent to conventional people being
jealous of smarter people. They call smarter people conceited and
selfish when all the smarter people did was have less flawed ideas
that conflict with the conventional people's more flawed ideas.

It's different. Conventional people don't start wars against smarter people, or 
murder millions of them in death camps.

As DD explains in his post today (regarding racism in particular), antisemitism is 
not the same sort of thing as regular biases and dislikes.

-- Elliot Temple
http://curi.us/

-- 

http://news.ycombinator.com/item?id=4787048
http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Carl Sagan - Pessimistic or not?
Date: November 15, 2012 at 5:59 PM

"On the scale of worlds, Humans are inconsequential."

Carl Sagan made 'that' famous pale blue dot speech in a doco based on his 
book. It can be found here: http://www.inspiredspeeches.com/education/carl-
sagan-pale-blue-dot or on YouTube, and it's recently been getting more traction 
on twitter.

I wonder how Sagan's famous "pale blue dot" piece could be improved? What 
would Sagan himself had changed, if he had read BoI? The actual picture "pale 
blue dot" of the Earth from Voyager when it was near Saturn somewhere - what is 
the significance of that image?

At one point he says/writes "There is no sign of humans from this vantage point. 
No signs of the reworking of the surface, not our machines...".

After each clause, I want to jump in with an emphatic "Yet!"

It's lovely, but also pessimistic in its beauty. I think it just makes a basic error - it 
confuses physical size, with *significance*. But that's surely the kind of error 
Sagan would know about and try to avoid? Maybe he is just pandering to his 
audience. In which case...is this a problem with popular science communication?

At one point he also highlights, of humans, "How frequent their 
misunderstandings..." Which is true.

And then:

"The delusion that we have some privileged position in the universe" makes me 
think he *really* must read BoI because he seems to be emphasising the wrong 
thing. He seems to mean "position" literally. There is nothing special about our 
spatial *location* (except the trivial reason that it's unlikely that the form of life 
here could have evolved on, say, Mercury or at the centre of the Sun, say).

The next sentence of the speech is very important though: "Our planet is a lonely 
speck in the great enveloping cosmic dark. In our obscurity, in all this vastness, 
there is no hint that help will come from elsewhere to save us from ourselves."

http://www.inspiredspeeches.com/education/carl-sagan-pale-blue-dot


He is right about that. In other words: we *could* be a Beginning of Infinity...or 
not. And that is why the problems we encounter are, all too often, extremely 
urgent ones. Some of them may destroy us much sooner than we think, unless 
we make a real effort to solve them.

http://m.youtube.com/watch?v=2pfwY2TNehw

http://m.youtube.com/watch?v=2pfwY2TNehw


From: Elliot Temple <curi@curi.us>
Subject: Re: Antisemitism (Was: [BoI] "politically motivated")
Date: November 15, 2012 at 7:06 PM

On Nov 15, 2012, at 8:19 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 15 Nov 2012, at 11:40, Elliot Temple <curi@curi.us> wrote:

http://www.mfa.gov.il/MFA/Peace+Process/Guide+to+the+Peace+Process/Isra
el-+the+Conflict+and+Peace-+Answers+to+Frequen.htm#settlements

this is a good article but i noticed it avoids calling any anti-semites anti-semitic. 
instead it says that anti-semitic ideas are "politically motivated". e.g.

In conclusion, the oft-repeated claim regarding the illegality' of Israeli 
settlements has no legal or factual basis under either international law or the 
agreements between Israel and the Palestinians. Such charges can only be 
regarded as politically motivated.

such charges are in fact anti-semitic, but Israel's own PR doesn't want to say 
so. it says they can "only" be regarded as "politically motivated" -- thus 
technically saying they couldn't possibly be regarded as anti-semitic (but i do 
regard them that way...)

maybe this is because there is now a huge anti-anti-anti-semitic backlash: the 
moment anyone is (legitimately) called anti-semitic (an anti-anti-semitic 
comment), tons of people complain about "playing the anti-semitism card" as if 
basically no one is actually anti-semitic and it's just a tactic. [1]

i think this is bad. Israel should stand up for itself with *full clarity* and have 
confidence in the justice and truth of its cause. call anti-semites anti-semitic 
and if anyone doesn't like it, explain that they are anti-semitic too and condemn 
their immorality.

[1] example: http://news.ycombinator.com/item?id=4787423

In a similar vein, Steven Weinberg once remarked that "boycotting Israel 
indicates a moral blindness for which it is hard to find any explanation other than 

http://www.mfa.gov.il/MFA/Peace+Process/Guide+to+the+Peace+Process/Israel-+the+Conflict+and+Peace-+Answers+to+Frequen.htm#settlements
http://news.ycombinator.com/item?id=4787423


antisemitism". I agree with him, and with you.

Yet there is a severe problem in implementing your suggestion.

First of all, yes, there is an ancient and astonishingly persistent pattern of 
irrationality for which the only decent term is antisemitism, and this irrationality 
does indeed underlie the current singling out of Israel for grotesquely unjust 
condemnation in mainstream political discourse.

This irrationality takes the form of an entrenched philosophical error, of which 
the defining attribute is: *the legitimacy of hurting Jews, for being Jews*. It is 
preserving that legitimacy itself that counts, not necessarily articulating it or 
enacting anything. This was what was happening, for example, in the events 
that so puzzled Weinberg when he encountered antisemitism among British 
university lecturers, namely that they were engaged in a passionate boycott of 
Israel (for something of which it was actually innocent), while never dreaming of 
boycotting the many evil states that were guilty of crimes infinitely worse than 
what Israel was even accused of.

And yes, this irrationality presents us with an important and urgent problem. 
Throughout its history it has done major harm to civilisation, not only to 
individuals (non-Jews as well as Jews) -- 1492 Spain and 1933 Germany are 
merely the most prominent examples -- and is continuing to do so now.

But the problem with calling a spade a spade in this regard is this: most thinking 
people nowadays mean something different from the above by the term 
'antisemitism', and are unaware that the ancient and dangerous irrationality that 
I just referred to exists, or even *can* exist.

The prevailing culture has no conceptual space for it, other than under the 
heading 'racist'. And 'racist' itself exists mainly as a sort of shibboleth, a formal 
criterion that decent people are supposed to meet in order to avoid being 
deemed dirty and tainted. (To avoid being deemed tainted, it is both necessary 
and sufficient to avoid uttering certain words, and to hire proportionate numbers 
of people in various specified groups if one is an employer, and so on.) To the 
extent that it refers to anything deeper than behaviour, it is tacitly assumed to 
refer to some sort of dirty and shameful mental illness.

When people hear 'antisemitism' they think of racism. And therefore think that 
antisemitism is something that a certain class of tainted people called 



'antisemites' do; and that an antisemite is someone who would never willingly 
hire or be hired by a Jew, or willingly sit next to one in a bus, who would not let 
his daughter marry a Jew, who wants laws that discriminate against Jews, wants 
to burn down synagogues, participate in pogroms and so on. When you accuse 
a typical hater of Israel of being antisemitic, they scan their own minds for those 
things and find no trace of them. Some of them are Jews themselves. Or their 
best friends are. And so they conclude that they are innocent of this taint, and 
hence that you are making a *manifestly false*, unjust accusation.

Contrast that with the antisemitism I'm referring to: It is there when Western 
politicians sincerely endorse "Israel's right to self-defence" while banning sales 
of weapons to Israel and arming Israel's openly Jew-hating enemies. It is there 
to make contrived comparisons of Israelis (Israeli Jews, that is) with Nazis such 
an overwhelmingly popular trope among Western intellectuals. And when they 
don't notice that the criteria they claim to use would classify every country, often 
least of all Israel, as Nazi.

Unfortunately, *not* calling antisemitism by name has the dreadful effect of 
emptying the debate of meaning, by ignoring the elephant in the room.

I agree about people not understanding and confusion with racism (though I don't 
think it's as 100% of everyone in the culture as you suggest. I do think it's really 
common), and about dreadful effects of *not* saying "antisemitism".

It's a dilemma that I don't know how to address.

The answer to the dilemma is:

Pretend to be Ayn Rand. Focus on yourself, not on how fools may 
misunderstand. Include explanations as appropriate, and say things your way. 
Clarity and truth come first, give the best explanations you know how that include 
both the term antisemitism (no hyphen? why?) and explanations you think are 
worthwhile. Don't back down or step lightly.

Be proud, be bold, live by your moral code without compromises. You do not get 
second chances at life, it mustn't be wasted in hiding or blighted by 
appeasement. Live your whole live your way, through and through. Never shy 
away from your values.

Your life should be lived on your terms, with confidence, pride, self-esteem and 



optimism. Problems are soluble. If living with moral clarity and other great things 
causes problems, those can be solved.

On the other hand if one lives with fear, cowardice, appeasement, pandering, etc, 
then that is itself a problem. It, too, has a solution. The solution is to stop doing it, 
and live the other way.

Embark on the beginning of infinite progress, stay on that path, and solve 
problems as they come up. Never just stop because some people don't 
understand. That would betray yourself and everyone else living a lifestyle of 
progress and moral clarity.

In epistemology, most people don't conceive that there can be any alternative to 
justificationism. They are confused when we speak of Popperian epistemology, 
and commonly misunderstand. But so what? The answer there is: do speak of it, 
and add some explanations trying to help, and interact primarily with people who 
do get it or want to learn. Neglecting to mention Popperian ideas in an 
epistemology discussion wouldn't get us anywhere.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] The Nature of Man TCS <taking-children-
seriously@googlegroups.com>, Fabric-of-Reality@yahoogroups.com
Date: November 16, 2012 at 9:42 AM

All evils are caused by insufficient knowledge. So all good is due to
sufficient knowledge. This is the principle of optimism. This means
that for every evil act, had the evildoer known that his act was evil,
and that there was a good option available to him, he would have done
good instead of evil. To explain this principle, I'll consider a few
hypothetical situations.

The first situation involves a parent giving her baby a bottle of
formula. The baby takes a sip and puts the bottle down on his tray.
Then the parent tried to coax the baby with cute eating methods
involving airplane sounds. The baby kept turning his head. Then the
parent got anxious and tried to force it in his mouth thinking that
she's doing it in the best interest of her baby. The baby responded by
hitting the bottle, knocking it to the floor. Then the parent used
more force and succeeded in getting her baby to drink the formula.
Hours later, the baby died. The autopsy showed that the baby was
poisoned. The police learned that the formula was tainted -- not just
the formula in the baby's bottle, but also the whole batch of formula
shipped by the manufacturer.

It’s important to consider who committed evil; the parent, the baby,
or both. The baby knew that the formula tasted really bad, so each
time that he rejected it, he was doing good. The parent knew that her
baby rejected the formula, so each time that she tried to coerce her
baby to drink it, she was committing evil.

Now consider a situation identical in all respects but one -- the
formula wasn’t tainted, so the baby didn't die. Who acted immorally?
Can the answer be different? Logically, the answer cannot be
different. Morality does not depend on the actual results, but rather
only the expected results. To illustrate this point, consider whether
or not it is moral for a father of five young children to choose to
spend all their wealth on lottery tickets. Does the moral choice
depend on whether or not he wins? No, the moral choice depends on
whether or not he’s expected to win.



As I’ve illustrated, every evil act is caused by insufficient
knowledge. In the case of the parent who forced her baby to drink the
bottle, had she known that coercing people is expected to lead to bad
results, and that persuasion doesn't have that fault, she would not
have resorted to coercion. In the case of the father who spent his
entire life savings on lottery tickets, had he known that his choice
is expected to lead to bad results, and that he had a better way to
spend the wealth, he would not have committed evil.

At some point in the future, when every human being understands this
principle of optimism well, and has sufficient knowledge, all evils
will be eradicated.

Criticisms? Questions?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Rand on All Knowledge Is Connected
Date: November 16, 2012 at 11:45 AM

On Nov 14, 2012 9:16 AM, "Rami Rustom" <rombomb@gmail.com> wrote:

Rand, Ayn (1964-11-01). The Virtue of Selfishness (Signet) (pp.
11-12). Penguin Group. Kindle Edition.

A being [man] who does not know automatically what is true or false, cannot 
know automatically what is right or wrong, what is good for him or evil. Yet he 
needs that knowledge in order to live. He is not exempt from the laws of reality, 
he is a specific organism of a specific nature that requires specific actions to 
sustain his life. He cannot achieve his survival by arbitrary means nor by 
random motions nor by blind urges nor by chance nor by whim. That which his 
survival requires is set by his nature and is not open to his choice. What is 
open to his choice is only whether he will discover it or not, whether he will 
choose the right goals and values or not. He is free to make the wrong choice, 
but not free to succeed with it. He is free to evade reality, he is free to unfocus 
his mind and stumble blindly down any road he pleases, but not free to avoid 
the abyss he refuses to see. Knowledge, for any conscious organism, is the 
means of survival; to a living consciousness, every “is” implies an “ought.” Man 
is free to choose

This idea links morality with physics. The logical conclusion is that
*all knowledge is connected.*

Rand said "every *is* implies an *ought*". In other words: Every
epistemic idea has an associated moral idea.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] The future of evil popperian-theology@googlegroups.com, TCS 
<taking-children-seriously@googlegroups.com>
Date: November 17, 2012 at 9:58 AM

I posted an exert from Rand's _The Virtue of Selfishness_ to
islam-watch.org. It was on the topic of faith. A muslim called it
garbage. A non-muslim said this in response, and then I replied. Do
you see any problems with my response?

typical Muslim reaction...if you don't understand something, condemn it.

Actually that reaction is typical of how most people anywhere in the
world would react to great thinkers. Generally speaking, the further
one's views, values, and goals are from reality, the worse they react
to great thinkers -- whose views, values, and goals correspond well
with reality.

But that is changing. Our cultures are not static. Cultures evolve.
Ideas evolve. New memes (analogous to genes) are created -- we call
this variation. And the unfit memes (analogous to genes) lose out to
better memes (analogous to genes) -- we call this natural and
artificial selection.

In this case, the unfit meme is altruism (actually its the whole set
of moral knowledge of altruism -- and actually its a memeplex, which
is a set of networked memes -- memes that generally go together).

The fit meme, actually memeplex, is Objectivism -- which is the whole
set of philosophical and moral knowledge of Objectivism.

Soon altruism will be extinct. Everybody will be an Objectivist.

Another unfit memeplex is the Justified True Belief, the epistemology
created by Aristotle and still has to this day 99.9+% penetration in
the human population. The fit memeplex is Popperism.

Soon Justified True Belief will be extinct. And everybody will be a Popperian.

And soon after that all evil memes will be extinct.



PS

- Popperism is the philosophy created by Karl Popper. I good source to
learn about Popperism is http://fallibleideas.com/knowledge-creation

- And a good source to learn Objectivism is the rest of Elliot
Temple's site: http://fallibleideas.com/

- This is where we discuss these ideas and more:
http://groups.google.com/group.../subscribe

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://fallibleideas.com/knowledge-creation
http://fallibleideas.com/
http://groups.google.com/group.../subscribe
http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Re: Libertarian Philosophy (was: Teenage rebellion)
Date: November 17, 2012 at 5:06 PM

On Sun, Oct 28, 2012 at 5:39 PM, Jason <auvenj@gmail.com> wrote:

On Saturday, October 27, 2012 4:18:13 PM UTC-7, Rami Rustom wrote:

On Sat, Oct 27, 2012 at 6:14 PM, Jason <auv...@gmail.com> wrote:

On Saturday, October 27, 2012 6:19:37 AM UTC-7, Rami Rustom wrote:
Note that Wendy assumes that TCS is a libertarian philosophy. It isn't.

What do you think defines "a libertarian philosophy"?

Not sure. But I do know that Objectivist and Popperian philosophy
contains ideas that conflict with libertarian philosophy.

How do you know that, if you don't know what you think a libertarian
philosophy is?

I ask because when I was chairman of my state's Libertarian Party I
encountered many different definitions of a libertarian philosophy. Some of
them appear to me at least facially compatible with Popper and compatible
with or even inspired by Rand. Others are orthogonal or antagonistic.
Politics is a game where you win by addition, so the party's survival (never
mind electoral success - which was rare) required accommodating a wide
variance of philosophy.

The main problem with libertarianism is that it is easy-to-vary --
thats why there are variations of it. Popperism and Objectivism do not
have this flaw -- they are hard-to-vary -- no variations.

A hard-to-vary theory is one that is self-consistent. An easy-to-vary
theory is self-contradictory.



In order to add or change a part of a hard-to-vary theory, and still
maintain self-consistency, the new change must be consistent with all
other parts of the theory.

For an easy-to-vary theory, in order to add or change a part of it,
the new change doesn't have to be consistent with all other parts of
the theory. This means that it can be anything arbitrary.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Rand on fallibility Autonomy-Respecting-
Relationships@yahoogroups.com, TCS <taking-children-
seriously@googlegroups.com>, Fabric-of-Reality@yahoogroups.com
Date: November 19, 2012 at 10:48 AM

A rational man knows that one does not live by means of “luck,” “breaks” or 
favors, that there is no such thing as an “only chance” or a single opportunity, 
and that this is guaranteed precisely by the existence of competition. He does 
not regard any concrete, specific goal or value as irreplaceable.

Rand, Ayn (1964-11-01). The Virtue of Selfishness (Signet) (p. 51).
Penguin Group. Kindle Edition.

In other words, any of my ideas (which includes my values and goals)
could be wrong. They are all on the table. None of them are protected
from criticism.

She continued...

He knows that only persons are irreplaceable—only those one loves.

Well, one day we'll be able to replicate a person's mind so that if
someone dies, his mind (software) can be revived using a different
body (hardware).

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Jason <auvenj@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Re: Libertarian Philosophy (was: Teenage rebellion)
Date: November 19, 2012 at 5:25 PM

On Saturday, November 17, 2012 3:06:55 PM UTC-7, Rami Rustom wrote:

The main problem with libertarianism is that it is easy-to-vary --
thats why there are variations of it.

All political movements are easy-to-vary when compared to philosophical
movements. When compared to other political movements, libertarianism is
harder to vary. There is a core principle (the non-aggression principle)
that libertarians claim to support. Republicans and Democrats have no
equivalent core principle.

The main problem with libertarianism is that it does not contain the
knowledge required to successfully implement its core principle, nor a
means by which such knowledge can be successfully created.

Popperism and Objectivism do not
have this flaw -- they are hard-to-vary -- no variations.

I can't speak to Popperism but there are at least two major variants of
Objectivism.

--Jason



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Second-handers are easy-to-vary BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: November 19, 2012 at 9:32 PM

A non-Muslim used a good line of questions to expose an inconsistency
in a Muslim poster's worldview. And I chimed in to explain how the
Muslim will react and why he will do it.

http://islam-watch.org/authors/107-khalaf/1192-types-of-muslims.html#comment-
66464

Allah also permits killing apostates - do you agree with this Malem? Allah also 
permits marrying pre-pubescent girls - do you agree with this Malem? Allah also 
permits being ruthless to the unbelievers - do you agree with this Malem? If you 
do not agree with these permissions Allah gave Muslims, then why do you 
believe it's ok to have 4 wives? Malem, are you cherry-picking what suits you 
from your Quran?

He is cherry-picking, but he doesn't know it. Psychologists explain
this phenomenon with Cognitive Dissonance theory. I instead explain it
as the psycho-epistemology of most people today. Ayn Rand called them
second-handers, or second-handed thinkers. These people subconsciously
try to protect their self-image. That causes them to rationalize
nearly every conflict they experience by all sorts of methods, most of
which do not correspond with logic.

His ideas are inconsistent. That means many contradictions and
conflicts between his ideas. He grew up that way and doesn't know that
its bad.

This kind of person, this kind of mind, has the quality known as
"easy-to-vary". Rand called them second-handers. It means that his
ideas are easy to vary. That his worldview is easy-to-vary. So he can
make changes to his worldview by adding and subtracting and editing
his ideas when ever he wants without restrictions. Why no
restrictions? Because he doesn't care about consistency between his
values, and between his actions and his values.

He doesn't know the right way to do it, which is to try as best as one

http://islam-watch.org/authors/107-khalaf/1192-types-of-muslims.html#comment-66464


can to make all of one's ideas to be consistent with eachother -- i.e.
to make his worldview self-consistent. The goal is to have as few
contradictions and conflicts as possible -- the best each one of us
can.

This kind of person, this kind of mind, has the quality known as
"hard-to-vary". Rand called them first-handers, or first-handed
thinkers. It means that his ideas are hard to vary. His worldview is
hard-to-vary. So he can't easily make changes to his worldview. It
takes a lot of effort. He has to make sure the new idea is consistent
with his other ideas. If he finds a conflict, then he sets out to
resolve the conflict so that he can figure out whether he will adopt
this new idea or reject it. How does he do it? Like this:

Consider each of the conflicting ideas to be theories, rival theories
that is. Which rival theory is correct? How do we determine that? We
criticize each of the theories. Then we criticize the criticisms. The
theory left uncriticized is considered the right one, for now. In the
future, someone can create a new criticism and the cycle continues.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Cc: RP <rational-politics-list@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Subject: Conflicts of Interest
Date: November 23, 2012 at 3:44 PM

Atlas Shrugged by Ayn Rand:

"Did it ever occur to you, Miss Taggart," said Galt, in the casual tone of an 
abstract discussion, but as if he had known her thoughts, "that there is no 
conflict of interests among men, neither in business nor in trade nor in their most 
personal desires—if they omit the irrational from their view of the possible and 
destruction from their view of the practical? There is no conflict, and no call for 
sacrifice, and no man is a threat to the aims of another—if men understand that 
reality is an absolute not to be faked, that lies do not work, that the unearned 
cannot be had, that the undeserved cannot be given, that the destruction of a 
value which is, will not bring value to that which isn't. The businessman who 
wishes to gain a market by throttling a superior competitor, the worker who 
wants a share of his employer's wealth, the artist who envies a rival's higher 
talent—they're all wishing facts out of existence, and destruction is the only 
means of their wish. If they pursue it, they will not achieve a market, a fortune or 
an immortal fame—they will merely destroy production, employment and art. A 
wish for the irrational is not to be achieved, whether the sacrificial victims are 
willing or not. But men will not cease to desire the impossible and will not lose 
their longing to destroy—so long as self-destruction and self-sacrifice are 
preached to them as the practical means of achieving the happiness of the 
recipients."

I particularly liked

if they omit the irrational from their view of the possible and destruction from 
their view of the practical

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] You're so judgmental!!! TCS <taking-children-
seriously@googlegroups.com>
Date: November 23, 2012 at 7:14 PM

http://thecriticalthinker.wordpress.com/critical-thinking/rational-life/

How Does One Lead A Rational Life In An Irrational Society? - Ayn
Rand, The Virtue of Selfishness, 1962

[This essay is included in Rand's book The Virtue of Selfishness as Chapter 8.]

[...]

Nothing can corrupt and disintegrate a culture or a man’s character as 
thoroughly as does the precept of moral agnosticism, the idea that one must 
never pass moral judgment on others, that one must be morally tolerant of 
anything, that the good consists of never distinguishing good from evil.

It is obvious who profits and who loses by such a precept. It is not justice or 
equal treatment that you grant to men when you abstain equally from praising 
men’s virtues and from condemning men’s vices. When your impartial attitude 
declares, in effect, that neither the good nor the evil may expect anything from 
you—whom do you betray and whom do you encourage?

But to pronounce moral judgment is an enormous responsibility. To be a judge, 
one must possess an unimpeachable character; one need not be omniscient or 
infallible, and it is not an issue of errors of knowledge; one needs an un-
breached integrity, that is, the absence of any indulgence in conscious, willful 
evil. Just as a judge in a court of law may err, when the evidence is 
inconclusive, but may not evade the evidence available, nor accept bribes, nor 
allow any personal feeling, emotion, desire or fear to obstruct his mind’s 
judgment of the facts of reality—so every rational person must maintain an 
equally strict and solemn integrity in the courtroom within his own mind, where 
the responsibility is more awesome than in a public tribunal, because he, the 
judge, is the only one to know when he has been impeached.

It is their fear of this responsibility that prompts most people to adopt an attitude 
of indiscriminate moral neutrality. It is the fear best expressed in the precept: 
“Judge not, that ye be not judged.” But that precept, in fact, is an abdication of 
moral responsibility: it is a moral blank check one gives to others in exchange 

http://thecriticalthinker.wordpress.com/critical-thinking/rational-life/


for a moral blank check one expects for oneself.

There is no escape from the fact that men have to make choices; so long as 
men have to make choices, there is no escape from moral values; so long as 
moral values are at stake, no moral neutrality is possible. To abstain from 
condemning a torturer, is to become an accessory to the torture and murder of 
his victims.

The moral principle to adopt in this issue, is: “Judge, and be prepared to be 
judged. ”

[...]

The rest of the essay is awesome. Finish reading it here:

http://thecriticalthinker.wordpress.com/critical-thinking/rational-life/

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://thecriticalthinker.wordpress.com/critical-thinking/rational-life/
http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Why do people confuse selfishness with self-sacrifice? Autonomy-
Respecting-Relationships@yahoogroups.com, TCS <taking-children-
seriously@googlegroups.com>
Date: November 24, 2012 at 1:15 PM

Why do people confuse selfishness with self-sacrifice?

Rand, Ayn (1964-11-01). The Virtue of Selfishness (Signet) (pp.
56-57). Penguin Group. Kindle Edition.

The answer is given in Atlas Shrugged—in the scene when Galt, knowing he is 
about to be arrested, tells Dagny: “If they get the slightest suspicion of what we 
are to each other, they will have you on a torture rack—I mean, physical torture
—before my eyes, in less than a week. I am not going to wait for that. At the first 
mention of a threat to you, I will kill myself and stop them right there.... I don’t 
have to tell you that if I do it, it won’t be an act of self-sacrifice. I do not care to 
live on their terms. I do not care to obey them and I do not care to see you 
enduring a drawn-out murder. There will be no values for me to seek after that—
and I do not care to exist without values.” If a man loves a woman so much that 
he does not wish to survive her death, if life can have nothing more to offer him 
at that price, then his dying to save her is not a sacrifice.

The same principle applies to a man, caught in a dictatorship, who willingly risks 
death to achieve freedom. To call his act a “self-sacrifice,” one would have to 
assume that he preferred to live as a slave. The selfishness of a man who is 
willing to die, if necessary, fighting for his freedom, lies in the fact that he is 
unwilling to go on living in a world where he is no longer able to act on his own 
judgment—that is, a world where human conditions of existence are no longer 
possible to him.

The selfishness or unselfishness of an action is to be determined objectively: it 
is not determined by the feelings of the person who acts. Just as feelings are 
not a tool of cognition, so they are not a criterion in ethics.

Obviously, in order to act, one has to be moved by some personal motive; one 
has to “want,” in some sense, to perform the action. The issue of an action’s 
selfishness or unselfishness depends, not on whether or not one wants to 
perform it, but on why one wants to perform it. By what standard was the action 
chosen? To achieve what goal?



If a man proclaimed that he felt he would best benefit others by robbing and 
murdering them, men would not be willing to grant that his actions were 
altruistic. By the same logic and for the same reasons, if a man pursues a 
course of blind self-destruction, his feeling that he has something to gain by it 
does not establish his actions as selfish.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: Moral Obligations (was: [TCS] Homeschooling, Tradition)
Date: November 24, 2012 at 8:12 PM

On Nov 24, 2012, at 2:27 PM, Jason <auvenj@gmail.com> wrote:

On Friday, November 23, 2012 9:31:50 PM UTC-7, Elliot Temple wrote:

Morality is not a list of obligations. That is an idea typically
associated with religion. I don't think you are as far from religious
thinking as you think you are.

Actually, those other people in our society are doing well to intervene.
For them to stop, depending on their reasoning, could easily be immoral.
They don't have to violate an actual obligation to make a moral mistake.

I didn't mean to imply that morality is a list of obligations. Here are my
thoughts on moral obligations. Where in this do you think there is
religious (or just incorrect) thinking?

Morality is about making choices that will result in living a good life -
things you should do, or not do, to make your life better than it would be
if you made different choices.

Because life is long, and the long term consequences of various actions are
not always clear or easy to work out, there are sets of shorthand moral
rules which help you to make moral decisions quickly and thus live a better
life.

The concept of "rights" is one such shorthand approximation.

Thinking of morality in terms of rights is pretty good, pretty often. If done at the 
right times, it can be a time saver. But as with other shorthand, it's not always 
perfect, one has to be careful.



Memorizing and following moral rule sets is somewhat like memorizing
times tables. It's not that it's impossible to work out the moral answer
"by hand" each time in absence of a rule, it's just that moral rules make
the process much faster.

It's not the same. With the times tables, if you do it by memorization your answer 
is still exactly correct. With morality, the memorized rules are not exactly correct, 
they are approximations.

And how correct the moral shortcuts are depends on using them in the right 
contexts/situations. So you memorize lists of situations that each is appropriate 
to. But life is never exactly like those. So you have to make judgments about how 
close a real situation is to one of the memorized ones. But if you don't understand 
the issues involved well, how are you to decide what differences are relevant or 
small?

The result is that if you do moral decision making this way, you'll sometimes make 
moral mistakes, possibly large ones. (Plus some of the moral ideas you 
memorized we're already mistaken in the first place.) If you do multiplication 
using times tables, that won't (to the best of my knowledge) make you get the 
wrong answers to any math problems.

One of these shorthand rule sets is about things you should do that in the
short run may appear to be only for the benefit of others, and when you
should do them. Altruism is not moral, and these actions that appear to
benefit others will also benefit you in the long run, but you may not be
aware of exactly how they will benefit you when you're doing them. These
actions are called moral obligations.

Follow our moral rules now, and good things will come later. This is a typical 
religious idea.

Sacrifice now, and benefit later by mechanisms you don't fully understand. 
Sounds similar to religion.

The short term vs long term conflict is actually a misconception. Which is here 
being used to get people to accept badness in their life, now. That will typically 
result in even more badness later, not something good later.



At the very least, such things should be done with full understanding, not on faith. 
Then they could have some hope of being a mix of bad and good, instead of just 
lots of bad.

Life is actually, properly, an integrated whole. One needs to get the whole thing 
fitting together nicely, not sacrifice one part for some other part.

So saying that you have a moral obligation to finish a project you begin if
someone's life depends on the successful completion of it is a shorthand.
It means that if you finish the project, you will ultimately have a better
life than if you abandon it, even if you haven't worked out exactly how
that will come about at the time you're making the choice.

That way of thinking about morality looks to me like it has a lot in common with 
typical American Christians. It's not something new and different, it's old and 
normal and wouldn't be confusing or bizarre to regular religious people.

And it allows for the demanding of sacrifices (now), with promise of future benefit 
(that you might not even understand just how it will come about), just as their 
religion does.

And it's implicitly working by a system of authority. If you haven't worked out the 
longhand, then you must be taking the longhand on authority from 
someone/somewhere. Just like when you memorize your multiplication tables 
without understanding multiplication, you're taking their correctness on authority 
from the school.

The structure of moral thinking that looks at life in terms of obligations is a 
standard Christian structure that predates atheism, and I'm not seeing 
substantive deviation from it here despite this post being intended to illustrate 
non-religious, different thinking. Do this, don't do that, follow our moral rules. And 
if you don't like it now then think of the better future you're creating by living by 
these moral rules, and think of how awful it is to be a sinner who feels guilty and 
is alienated from the community of moral people (carrot and stick both present).

You don't have to reject every religious idea, btw. You're the one, not me, who 



makes a thing out of how important atheism is, how awful religion is, etc etc

Not all religious ideas are false. But this one is. Rules are not a very good 
shorthand for morality. Doing things without understanding is not a good way of 
life. Sacrificing now for future benefit is the wrong way to live (even if that benefit 
were more concrete).

It's better to continue making these traditional religious mistakes than to replace 
them with whatever you can think of in the next 20 minutes. If you try do so 
something else, and it isn't quite well thought out, with good philosophy, then it's 
going to be worse. You wouldn't want to leave a man to die on an operating table 
because you were confused about morality. Nor because you thought you were 
wiser than the accumulated knowledge of centuries and so whatever ideas you 
carelessly come up with must be superior. Respect for tradition in various ways is 
important, including religious traditions you remain a part of (the bulk of moral 
knowledge our culture has is religious, btw).

But all that said: the moral rules ideas, despite being better than nothing overall, 
are still mistaken. They are an old mistake, made by religious people, still taught 
by religious people (and by atheists who think they've made a complete break 
with religion). I don't really care if you're making a *religious* mistake in particular, 
but I think you do, so there it is.

Intervening when someone else has abandoned a project they should have
completed may also be moral. It just doesn't fall under the same "moral
obligation" shorthand rule set that applies to the initiator of the
project. It falls under other shorthand rule sets like, you should value
human life, and do what you can to save innocent lives if doing so doesn't
compromise your other values.

Moral shorthands are a big mistake too, if you don't know the longhand. The right 
way to use shorthands is to first understand the full thing, and then to create 
some shorthands, habits, rules of thumb, guidelines and whatever other practical 
things one finds useful to living quickly.

And then, as one uses them, one needs to be checking now and then that they 



are working correctly. How does one do that? By thinking through the full thing, 
the longhand, and seeing if whatever shorter thing you were doing got the same 
answer. You can check actions you took using a shorthand, in retrospect, against 
the full longhand and see if they match. If you ever find they do not match, you 
have to change the shorthand (or perhaps sometimes the longhand -- you can try 
to criticize either or both of them, but you have to change something).

If you don't fully understand the longhand, you can never check if your 
shorthands work right. You have no way to correct errors in them. Then they 
become (as they are for many people, religious or not) an abdication from 
thinking -- living by faith and obedience to authority. And they can also be a 
source of persistent errors, a blight on your life (as, again, they are, one way or 
another, for pretty much everyone).

It's also important to have an understand of what situations the shorthands don't 
work so well in (no shorthand works universally or it wouldn't be a shorthand, it'd 
be a full version), to keep an awareness of signs things aren't working, to keep a 
lookout for problems, and to think through things in more detail in such cases 
(using fuller longhand knowledge). But, again, if one doesn't have a full 
understanding to fall back on, then one cannot do this.

And how is one to evaluate if the shorthand is any good, or what is moral, without 
actually understanding what's going on? It's like if you're walking somewhere, you 
can't evaluate what is a good shortcut unless you actually know where you're 
going. Similarly, you can't evaluate what is a moral shorthand unless you already 
know what's moral.

The idea of living without understanding, and excusing that, and thinking 
somehow it could work is just the sort of thing a typical atheist might complain is 
why religion sucks -- but then do himself at other times.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] epistemology in Apple article
Date: November 25, 2012 at 9:44 AM

On Nov 10, 2012 1:57 PM, "Elliot Temple" <curi@curi.us> wrote:

http://daringfireball.net/2012/11/seriously_apple_is_doomed

challenge: try to find, quote and explain all the good epistemology.

bonus points if you explain how good epistemology ended up in this particular 
place. it's not common in non-philosophy blog posts (or in philosophy blog 
posts, for that matter).

Ok here it goes.

Dan Crow, another former Apple employee from the 1990s, also says Apple has 
shown itself to be doomed without Steve Jobs, in a piece for The Guardian 
headlined “We’ve Passed Peak Apple”:

Why do I think Apple has passed its peak? There are a number of signs. The 
most visible recent one is the Maps debacle. Replacing Google Maps with an 
obviously inferior experience shows how much Apple has changed. Apple’s 
success had been all about offering users the best possible experience; 
suddenly it is willing to give users a clearly worse experience to further its 
corporate interests - in this case its long-running dispute with Google. We 
might expect this sort of behaviour from Microsoft, but we don’t expect it from 
Apple.

On the contrary, for better or for worse, iOS 6 Maps is exactly what we expect 
from Apple: taking control over its essential technologies, confident, perhaps 
overly so, in its own ability to build a best-of-breed product. Of all the dozens of 
“This wouldn’t have happened if Steve were still alive” arguments I’ve seen, and 
I’ve seen a lot, the Maps one is the worst. Steve Jobs would have traded in 
Google Maps for a folded-up map from a gas station at this point, given the 
competitive situation between Apple and Google and the various privacy-
invasive strings Google wanted to attach to desperately needed features like 
turn-by-turn navigation and vector map tiles.

http://daringfireball.net/2012/11/seriously_apple_is_doomed


The previous guy makes an assumption of Apple's reasoning for using
its own map system instead of Google Maps. By "assumption" I mean,
"guess a possible reason, then stop guessing other possible reasons".
Why would he do this? He has already concluded that Apple is going
down hill and that the reason it will go down is that Steve Jobs is
dead. And his first guess is one that is consistent with his theory.

Furthermore, aside from the error of not guessing other reasons, he
didn't criticize his only guess.

Steve left Apple towards the end of 2011, and since then we’ve seen a number 
of missteps, all leading up to the recent executive reshuffle that left Forstall 
and Browett out in the cold.

Apple was far from perfect under Steve Jobs. But in hindsight, critics and 
skeptics of the company now see fit to deem his reign flawless or nearly so. 
Here’s a guy on Yahoo Finance telling Henry Blodget that “Steve Jobs wasn’t 
wrong about anything ever.”

This is interesting. So these guys have this theory that Apple is
worse off without Steve Jobs. And they are creating reasons that are
consistent with their theory, and in doing so, they create ridiculous
stuff like Steve Jobs was infallible.

What you want is to be (1) right more often than wrong;

Yes.

(2) willing to recognize when you are wrong;

Which helps make (1) happen. And it helps (3) happen.

and (3) able and willing to correct whatever is wrong.



Which helps make (1) happen.

If you expect perfection, to be right all the time, you’re going to fail on all three of 
those

One reasons is that you'll be afraid to try stuff.

— you will be wrong sometimes, that’s just human nature;

Fallibility.

you’ll be less willing or unwilling to recognize when you’re wrong because 
you’ve talked yourself into expecting perfection;

Bad psycho-epistemology of most people today.

and you won’t fix what’s wrong because you’ll have convinced yourself you 
weren’t wrong in the first place.

(Subconscious) self-deception due to the bad psycho-epistemology above.

The only way to come close to being right all the time is to be willing to change 
your mind

And to understand that changing one's mind is not inherently bad. That
each time someone changes his mind he's correcting a flawed idea.

and recognize mistakes — it’s never going to happen that you’re right all the 
time in the first place.

Not only recognize mistakes, but actively searching for mistakes by
implement error-correcting methods.



Obviously it would have been better for Apple if Tim Cook had never hired John 
Browett in the first place. It might have been better too, if Cook, through the 
force of his own personality, had been able to get his other senior vice 
presidents to work alongside Scott Forstall, as Steve Jobs had been able to do. 
But Cook did hire Browett, and Forstall was no longer tolerated by his executive 
peers. So Cook did what you’d want to see done: he recognized a mistake and 
a problem and took decisive action.

He changed his mind -- i.e. corrected a flaw.

Botched executive hirings never would have happened under Steve Jobs.

LOL!

Most recent tech startups subscribe to the organisational philosophies 
embodied at Google: extremely open internal communications, flat 
management hierarchies, as much bottom-up decision making as possible and 
lots of collaboration amongst team members. Apple is the opposite. It’s highly 
secretive, to the point of paranoia. It has many layers of management. 
Decisions are made at the top and rigidly enforced through micro-management 
and direction. Apple was built in Steve Jobs’s image, and Steve was all about 
control - specifically, his direct control of everything at Apple.

At Google, products are built by largely self-directed teams, so there is little 
consistency between them.

Little consistency is bad across product lines is bad. More
consistency is way better because it decreases the learning curve for
users. I believe that this is the main reason that Apple wins over all
other software companies.

You’re not selling me on the Google org structure, here, Dan.



Maps is the most obvious recent sign of changes at Apple, but there are other, 
more subtle, signs of a creative slowdown. The iPad 4 launched just six 
months after the iPad 3 with Retina Display. It doesn’t improve substantially 
over the previous version, yet has managed to annoy users who just bought an 
iPad 3. This insipid update is not the sort of magical product launch on which 
Apple has built its reputation.

So Crow says Apple under Steve Jobs never would have done something like 
double the performance of the iPad — both CPU and graphics — just before the 
holiday quarter. But it was Steve Jobs himself who wrote the following in 2007, 
two months after the iPhone debuted:

   First, I am sure that we are making the correct decision to lower the price of 
the 8GB iPhone from $599 to $399, and that now is the right time to do it. 
iPhone is a breakthrough product, and we have the chance to ‘go for it’ this 
holiday season. iPhone is so far ahead of the competition, and now it will be 
affordable by even more customers. It benefits both Apple and every iPhone 
user to get as many new customers as possible in the iPhone ‘tent’. We 
strongly believe the $399 price will help us do just that this holiday season.

   Second, being in technology for 30+ years I can attest to the fact that the 
technology road is bumpy. There is always change and improvement, and 
there is always someone who bought a product before a particular cutoff date 
and misses the new price or the new operating system or the new whatever. 
This is life in the technology lane. If you always wait for the next price cut or to 
buy the new improved model, you’ll never buy any technology product 
because there is always something better and less expensive on the horizon. 
The good news is that if you buy products from companies that support them 
well, like Apple tries to do, you will receive years of useful and satisfying 
service from them even as newer models are introduced.

So why did he complain about the iPad3 be replaced by iPad4 within 6 months?

I’m sure there’s some way to argue that the above argument does not apply 
perfectly to Apple’s decision to release the iPad 4 seven months after the iPad 
3, but I can’t figure it out. Back to Crow:



Thats what I just said. So the good epistemology here is that he found
an inconsistency in the other guy's argument.

   Compare that to the launch of the latest revisions of the iPad and iPhone. 
They are accompanied by amazing levels of hype: “I don’t think the level of 
invention has been matched by anything we’ve ever done”, “This is the biggest 
thing to happen to iPhone since the iPhone”.

Is it just me, or are neither of those slogans all that hype-y? The “biggest thing” 
is a pun regarding the display size. It’s exactly in line with the marketing slogans 
of all previous iPhones.

   Don’t get me wrong, the iPhone 5 is an excellent product; it’s probably the 
best smartphone on the market right now.

Just because it’s the best smartphone ever made (agrees Crow himself), 
doesn’t mean Apple should sing its praises? Maybe I need to brush up on my 
marketing.

   But it’s only an incremental improvement over the iPhone 4S.

Which was only an incremental improvement over the iPhone 4, which was only 
an incremental improvement over the 3GS, which was only an incremental 
improvement over the 3G, which was literally just an original iPhone plus 3G.

He realizes that incremental improvement is good.

   The iPhone 5 is better, but it’s really not that much better, and iOS 6 has had 
some decidedly mixed reviews. But you wouldn’t know that listening to the 
hype from Bob Mansfield, Tim Cook, Phil Schiller et al. The problem with over-
hyping is that people notice, and over time it erodes their faith. There are only 
so many times you can be told that a relatively small increment is “the greatest 
thing ever in the history of everything ever” before you get jaded. Steve knew 
how to balance hype and product. Apple today seems much less adept at this.



Right, back when Steve Jobs was around, you could count on guys like Bob 
Mansfield and Phil Schiller to tell us what was not so great about the new 
iPhone. Mansfield in 2008: “This plastic case on the iPhone 3G is not as nice as 
the aluminum one last year.” Schiller in 2011: “Really, the iPhone 4S is just a 
little faster and we moved the antennas around a little. No big whoop.” (I can’t 
find a source for these quotes.)

   It’s baffling. Apple has a winning formula — perhaps the most successful 
business formula ever — yet it seems intent on changing it. The company has 
shifted away from Jobs’s laser-like focus on building the best and most 
complete user experience, and started putting its interests way ahead of those 
of its users. It hasn’t introduced a truly new product since the launch of the 
iPad nearly three years ago; instead it’s making incremental and overhyped 
improvements to its current lines.

Year-over-year incremental improvement is Apple’s winning formula.

!

   The loss of Steve was devastating — the entire company was built around 
him and the mistakes we have seen since he left are entirely consistent with a 
very hierarchical organisation trying to find its way without its leader. I think in 
hindsight, we will see that Apple’s peak of creativity, innovation and leadership 
was early 2012.

“Innovation” is the word I keep seeing bandied about regarding where Jobs’s 
absence is going to manifest itself at Apple. No one is going to argue that 
design is dead at Apple, that they’re going to start churning out products that 
aren’t aesthetically appealing. No one, not even the company’s most ardent 
critics, would believe it. (The more common line is that Apple only cares about 
aesthetic appeal; the iPhone 4 antenna and iOS 6 Maps controversies lend at 
least some credence to that — “better-looking but works worse”.) But 
innovation, that’s something that many feel might be attributed solely to Jobs, 
and it plays directly into our utterly unreasonable collective desire to see Apple 
pull an original iPhone level of novelty and innovation out of its hat every single 
time Tim Cook or Phil Schiller takes the stage.



But no Apple product has ever been universally hailed when it launched. Crow 
says Apple “hasn’t introduced a truly new product since the launch of the iPad 
nearly three years ago”, but when the original iPad did launch in 2010 it did so 
to a chorus of skeptics who deemed it no more than “a big iPhone”. Even the 
original iPhone was laughed at — literally laughed at and mocked — by 
competitors.

Long-term, the verdict is out. Jobs has only been gone for a year. Apple has yet 
to do a Big New Thing without him. The retention of talent remains their biggest 
risk, and Forstall’s departure highlights that. But in terms of innovation-without-
Jobs so far, I’d say going from the original slow chunky iPad in April 2010 to the 
retina super-fast iPad 4 and svelte iPad Mini today is a pretty brisk clip. Two and 
a half years later Apple offers two very different iPads that both completely blow 
the original one away — and the original one is now almost universally hailed as 
a landmark innovation in the history of personal computing.

Lots of incremental improvement adds up to huge improvement!

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] How should one criticize a theory?
Date: November 25, 2012 at 11:37 AM

Rand, Ayn (1964-11-01). The Virtue of Selfishness (Signet) (p. 4).
Penguin Group. Kindle Edition.

To challenge the basic premise of any discipline, one must begin at the 
beginning. In ethics, one must begin by asking: What are values? Why does 
man need them?

By "beginning", Rand does not mean chronological beginning. Instead
she means logical beginning. The logical beginning of ethics is: What
are values? Why does man need them?

I agree that the best way to challenge (aka criticize) a theory, is to
criticize the foundations that the theory hinges on.

I recall Elliot saying something to the effect of *we can start
anywhere*, though I don't remember the context. So at first glance,
this conflicts with the idea above.

I agree that we *can* start anywhere, but that doesn't say that its
not *best* to start at the foundations that a theory hinges on. So
maybe there's no conflict.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How should one criticize a theory?
Date: November 25, 2012 at 4:11 PM

On Nov 25, 2012, at 8:37 AM, Rami Rustom <rombomb@gmail.com> wrote:

Rand, Ayn (1964-11-01). The Virtue of Selfishness (Signet) (p. 4).
Penguin Group. Kindle Edition.

To challenge the basic premise of any discipline, one must begin at the 
beginning. In ethics, one must begin by asking: What are values? Why does 
man need them?

By "beginning", Rand does not mean chronological beginning. Instead
she means logical beginning. The logical beginning of ethics is: What
are values? Why does man need them?

I agree that the best way to challenge (aka criticize) a theory, is to
criticize the foundations that the theory hinges on.

I recall Elliot saying something to the effect of *we can start
anywhere*, though I don't remember the context. So at first glance,
this conflicts with the idea above.

I agree that we *can* start anywhere, but that doesn't say that its
not *best* to start at the foundations that a theory hinges on. So
maybe there's no conflict.

We can start anywhere. You can have a whole system of values, and notice some 
minor flaw in the conclusions, and start there. Analyzing that may sometimes lead 
you to "work backwards" to the "beginnings" and sometimes not. Regardless, I 
dispute that is working "backwards" -- I don't think knowledge is directional like 
that.

Knowledge starts with conjectures, not foundations. They can be about 
conclusions. You can begin anywhere.

And reforming some existing knowledge can start with a guess at a flaw with any 
part of that knowledge.



I am saying it's not best to start at the "foundations". That's a mistake. When I say 
you can start anywhere I do not mean "you can but shouldn't" or I wouldn't say it 
without clarification. You can and should, it's fine, it works.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Reform
Date: November 25, 2012 at 11:01 PM

A lot of people value beauty. Of humans. They wear makeup or like people who 
do, date pretty people, are superficial and shallow.

They are mistaken.

It's a really bad.

There is an idea of "inner beauty". It's common today. People attribute beauty to 
personality traits not just appearance.

Is this a reform? Is this change good or bad?

One might think it's good because people like beauty and this gets them to 
appreciate some mental traits instead of only superficial traits.

But one might think it's bad because it perpetuates the focus on beauty. The bad 
idea is compromising to stay around longer, and continue to do bad. People have 
learned some flaws and this is a way to keep the bad idea instead of reject it.

Also, btw, the common idea that "beauty is only skin deep" or that non-inner-
beauty is superficial is actually false. External beauty involves work. People put 
time and effort into wearing the right clothes, getting the right hair style from an 
expensive stylist, buying and using beauty products, and so on.

This is important in several ways. Some people lie and say their beauty is out of 
their control, and use that as an excuse, and think that is why inner beauty should 
matter, because it's something you can control. They are, largely, wrong. They 
should take responsibility for choosing not to be externally beautiful, or failing at 
it, instead of blaming chance or genetics.

Another way it matters is it denies all the work going into external beauty, denies 
all the creativity and time and effort it consumes. So in that way it makes it sound 
better than it is.

But anyway, is the inner beauty concept a positive reform or a harmful way to 
keep ideas of beauty around longer?



And what other issues parallel this?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: P0ck <oberon.nmk@gmail.com>
Subject: [BoI] Reform
Date: November 25, 2012 at 11:31 PM

I have a thesis related to this and other posts about values.
It's basically my PhD thesis.
It mainly spells out a very good interpretation of a meaning of life in my opinion. :-
)

I might post more details later, but basically my idea is what I call "multiplanar 
optimization", that is optimization under 6 different but related category.

Here they are:
- Endurance or self-preservation
- Efficiency (does what is purported to do)
- Ecology (gets along with surrounding, compatible)
- Elegance or esthetic impact
- Versatility or adaptability
- Economy

So, multiplanar optimization is observable in natural living systems.
It is also a by-product of capitalism and free-trade economy.
As a note, multiplanar optimization is the net result of optimization in each of its 
domain and is dependent on them (requisite variety).
I'm pretty confident that any domain of study and practice can be put in at least 
one of these category.

Theses categories offer not only an explanation of what we're doing but also a 
direction of where it looks we want to go as a collective, as well as offer meaning 
for what we're doing as a collective.

These all come from thinking of the world as a communication interface between 
consciousness.

Enjoy!

Nicolas

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Reform
Date: November 26, 2012 at 12:41 AM

On Nov 25, 2012, at 8:31 PM, P0ck <oberon.nmk@gmail.com> wrote:

I have a thesis related to this and other posts about values.
It's basically my PhD thesis.
It mainly spells out a very good interpretation of a meaning of life in my opinion. 
:-)

I might post more details later, but basically my idea is what I call "multiplanar 
optimization", that is optimization under 6 different but related category.

Here they are:
- Endurance or self-preservation
- Efficiency (does what is purported to do)
- Ecology (gets along with surrounding, compatible)
- Elegance or esthetic impact
- Versatility or adaptability
- Economy

So, multiplanar optimization is observable in natural living systems.
It is also a by-product of capitalism and free-trade economy.
As a note, multiplanar optimization is the net result of optimization in each of its 
domain and is dependent on them (requisite variety).
I'm pretty confident that any domain of study and practice can be put in at least 
one of these category.

Theses categories offer not only an explanation of what we're doing but also a 
direction of where it looks we want to go as a collective, as well as offer 
meaning for what we're doing as a collective.

These all come from thinking of the world as a communication interface 
between consciousness.

So, using your ideas, what is the answer to the question I posted? Is the inner 
beauty concept helping or hurting? Is it a positive reforming step, or a defensive 
step which delays actual reform?



I'm pretty confident that any domain of study and practice can be put in at least 
one of these category.

Yes it's easy to make vague categories and then put pretty much anything into 
them. So what?

It reminds me of this: http://easywaytowrite.com/The_7_Story_Plots.html

-- Elliot Temple
http://curi.us/

-- 

http://easywaytowrite.com/The_7_Story_Plots.html
http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Contradict vs Conflict
Date: November 26, 2012 at 9:30 AM

What is the difference between contradict and conflict?

If two ideas contradict each other, that means they are logically
opposite. Here's an example:

A: All people have the same potential for rational thinking.

B: Not all people have the same potential for rational thinking.

Ideas A and B contradict each other. To show this, we can show idea B
as a function of idea A, like so:

B: Not A.

If two ideas conflict with each other, that means that there exists a
contradiction between parts of the ideas. Consider these ideas:

C: Government should provide healthcare to all citizens.

D: People should be free from each other -- and force should only be
used to protect a person's freedom from being infringed upon by
another.

Ideas C and D conflict with each other. To show this, we can
generalize idea C. And we can make changes to C and D so that they are
of the same form.

C (1st iteration): Taxpayers should be forced (by government) to pay
for the healthcare of citizens who don't have sufficient wealth for or
choose not to pay for their own healthcare costs -- and to pay for
police/military (protection from force by others).

C (2nd iteration): Force should be used to get certain people to do X
and to protect people's freedoms from being infringed upon by others.



D (1st iteration): Force should not be used, unless a person's freedom
is being infringed upon by another.

C (3rd iteration): Force should be used only in situations that meet
criteria Y or Z.

D (2nd iteration): Force should be used only in situations that meet criteria Y.

Part of C: Force should be used in situations that meet criteria Z.

Part of D: Force should NOT be used in situations that meet criteria Z.

The parts of ideas C and D (listed above) contradict each other, which
is why ideas C and D conflict with each other.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Reform
Date: November 26, 2012 at 10:48 AM

On 26 November 2012 04:01, Elliot Temple <curi@curi.us> wrote:

A lot of people value beauty. Of humans. They wear makeup or like people
who do, date pretty people, are superficial and shallow.

They are mistaken.

It's a really bad.

There is an idea of "inner beauty". It's common today. People attribute
beauty to personality traits not just appearance.

Is this a reform? Is this change good or bad?

One might think it's good because people like beauty and this gets them
to appreciate some mental traits instead of only superficial traits.

But one might think it's bad because it perpetuates the focus on beauty.
The bad idea is compromising to stay around longer, and continue to do bad.
People have learned some flaws and this is a way to keep the bad idea
instead of reject it.

Also, btw, the common idea that "beauty is only skin deep" or that
non-inner-beauty is superficial is actually false. External beauty involves
work. People put time and effort into wearing the right clothes, getting
the right hair style from an expensive stylist, buying and using beauty
products, and so on.

This is important in several ways. Some people lie and say their beauty
is out of their control, and use that as an excuse, and think that is why
inner beauty should matter, because it's something you can control. They
are, largely, wrong. They should take responsibility for choosing not to be
externally beautiful, or failing at it, instead of blaming chance or
genetics.



Another way it matters is it denies all the work going into external
beauty, denies all the creativity and time and effort it consumes. So in
that way it makes it sound better than it is.

But anyway, is the inner beauty concept a positive reform or a harmful
way to keep ideas of beauty around longer?

And what other issues parallel this?

If beauty means anything other than aesthetic attractiveness, like
conforming to an arbitrary standard like having big boobs, then it sucks.
So let's suppose the standard isn't arbitrary.

Expecting an object to have aesthetically attractive features is okay. Once
those features are instantiated nobody has to make any effort to keep them
instantiated. So if that feature makes the product better why not have it?

Expecting a person to conform to some standard of beauty has multiple flaws.

(1) The person has to use his creativity to maintain that standard which is
a waste of time.

(2) This maintenance may involve self-coercion.

(3) The standard may be flawed and the person instantiating it may use his
creativity to shore it up and obscure its flaws. An object won't do this
and so flaws will be found more easily.

Inner beauty has the advantage of not requiring the person to make effort
to look good. However, it requires the person to change his ideas to
conform to some standard laid down by other people. This standard is often
bad. Encouraging a person to instantiate a bad standard may require even
worse ideas than requiring them to look pretty.

For example, some people are said to be empathic because they are good at
reading body language and pretending to agree with bad ideas and habits.
This may require more conformity than putting some stuff on your face.

Alan



-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Purpose of taxes and laws
Date: November 26, 2012 at 11:04 AM

http://www.curi.us/284

Taxes go to help an (imperfect) tradition do Good Things(TM) that *can't be 
done any other way*, but should be done. And also, that tradition is open to 
criticism, and thus improvement, and is actually the only feasible path currently 
available to a good, tax-free society. Now, being coerced by taxes requires an 
active "I don't want to pay taxes" theory while paying them. But one shouldn't 
have such a theory, because taxes are good. And thus taxes only coerce (in the 
TCS sense) people with hangups.

Laws are to create consent, just like rules in boardgames. Consent over what? 
What society should be like. And why should society be like anything, instead of 
just everybody doing what they like? The same reason that a chess board is 
more fun with rules. Because autonomy of action is pretty damn worthless; 
creating and realizing good purposes is valuable.

I don't understand that last sentence. I don't think you're saying
that autonomy of action is worthless.

-- Rami Rustom
http://ramirustom.blogspot.com

http://www.curi.us/284
http://ramirustom.blogspot.com/


From: Nicolas M. Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] Reform
Date: November 26, 2012 at 11:16 AM

Le 2012-11-26 à 00:41, Elliot Temple <curi@curi.us> a écrit :

On Nov 25, 2012, at 8:31 PM, P0ck <oberon.nmk@gmail.com> wrote:

I have a thesis related to this and other posts about values.
It's basically my PhD thesis.
It mainly spells out a very good interpretation of a meaning of life in my 
opinion. :-)

I might post more details later, but basically my idea is what I call "multiplanar 
optimization", that is optimization under 6 different but related category.

Here they are:
- Endurance or self-preservation
- Efficiency (does what is purported to do)
- Ecology (gets along with surrounding, compatible)
- Elegance or esthetic impact
- Versatility or adaptability
- Economy

So, multiplanar optimization is observable in natural living systems.
It is also a by-product of capitalism and free-trade economy.
As a note, multiplanar optimization is the net result of optimization in each of 
its domain and is dependent on them (requisite variety).
I'm pretty confident that any domain of study and practice can be put in at least 
one of these category.

Theses categories offer not only an explanation of what we're doing but also a 
direction of where it looks we want to go as a collective, as well as offer 
meaning for what we're doing as a collective.

These all come from thinking of the world as a communication interface 
between consciousness.

So, using your ideas, what is the answer to the question I posted? Is the inner 



beauty concept helping or hurting? Is it a positive reforming step, or a defensive 
step which delays actual reform?

I Think physical beauty is one thing that can be related to esthetic impact and 
ecology and that inner beauty is also under esthetic impact and ecology and may 
be under efficiency if we're talking about reason/rationality.

They may fall under the same categories but one is passive and physical (beauty) 
and the other is active and a process (inner beauty).

That said, I don't think beauty is going away soon, even with the baby boomers 
getting old, we still see a lot of "beautiful" young ladies in the medias and I don't 
think this will change soon.

I'm pretty confident that any domain of study and practice can be put in at least 
one of these category.

Yes it's easy to make vague categories and then put pretty much anything into 
them. So what?

Categories are useful, that's why philosophers have been making them for 
centuries.
 These categories can be useful for say companies that want to improve its 
products or individuals that want to improve their life.
And they are most useful in giving a direction for progress ( technological and 
scientific development ).

It reminds me of this: http://easywaytowrite.com/The_7_Story_Plots.html

-- Elliot Temple
http://curi.us/

-- 

http://easywaytowrite.com/The_7_Story_Plots.html
http://curi.us/


From: P0ck <oberon.nmk@gmail.com>
Subject: Re: [BoI] Reform
Date: November 26, 2012 at 11:42 AM

On Monday, November 26, 2012 12:41:49 AM UTC-5, Elliot Temple wrote:

Yes it's easy to make vague categories and then put pretty much anything
into them. So what?

It reminds me of this: http://easywaytowrite.com/The_7_Story_Plots.html

Looks like the guy who made up these mutually exhaustive categories wrote a
successful 736 pages book about it...
-->
http://www.amazon.com/The-Seven-Basic-Plots-
Stories/dp/0826480373/ref=sr_1_1?ie=UTF8&qid=1353947955&sr=8-
1&keywords=bookers+seven+basic+plots
:-)

-- 

http://easywaytowrite.com/The_7_Story_Plots.html
http://www.amazon.com/The-Seven-Basic-Plots-Stories/dp/0826480373/ref=sr_1_1?ie=UTF8&qid=1353947955&sr=8-1&keywords=bookers+seven+basic+plots


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Purpose of taxes and laws
Date: November 26, 2012 at 2:53 PM

On Nov 26, 2012, at 8:04 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/284

Taxes go to help an (imperfect) tradition do Good Things(TM) that *can't be 
done any other way*, but should be done. And also, that tradition is open to 
criticism, and thus improvement, and is actually the only feasible path currently 
available to a good, tax-free society. Now, being coerced by taxes requires an 
active "I don't want to pay taxes" theory while paying them. But one shouldn't 
have such a theory, because taxes are good. And thus taxes only coerce (in 
the TCS sense) people with hangups.

Laws are to create consent, just like rules in boardgames. Consent over what? 
What society should be like. And why should society be like anything, instead 
of just everybody doing what they like? The same reason that a chess board is 
more fun with rules. Because autonomy of action is pretty damn worthless; 
creating and realizing good purposes is valuable.

I don't understand that last sentence. I don't think you're saying
that autonomy of action is worthless.

I retract that sentence.

The analogy fails in an important way because chess rules cover the details, but 
government rules (laws) should not cover all the details about what actions to 
take and not take. Government rules should only be creating minimal consent to 
avoid violence, and leaving the details and purposes of people's lives to them, to 
be created in the largest amount of freedom the government can provide.

Even if the government thinks a particular type of freedom is immoral, and can't 
see how anyone will make positive use of it, it should still allow it, and be proud 
to, if it can. If it can means: without violating its purpose of preventing violence.

It is not the government's place to consider what kinds of lives are good, which 
freedoms are useful, what purposes are moral. The government should provide 
as much freedom as it can and let use figure out how to use it.

http://www.curi.us/284


By contrast, it is a game rule designer's place to consider which kinds of games 
are fun, interesting, etc, and to provide a game with restrictive rules to guide 
players to fun games, instead of just provide some game pieces and a lot of 
freedom and let the players figure out what to do.

PS "autonomy of action" (and "autonomy of purpose") is Kolya's terminology. If 
you're curious about it, look for his posts in the ARR list archives.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Reform
Date: November 26, 2012 at 2:55 PM

On Nov 26, 2012, at 8:16 AM, Nicolas M. Kirchberger <oberon.nmk@gmail.com> 
wrote:

Le 2012-11-26 à 00:41, Elliot Temple <curi@curi.us> a écrit :

On Nov 25, 2012, at 8:31 PM, P0ck <oberon.nmk@gmail.com> wrote:

I have a thesis related to this and other posts about values.
It's basically my PhD thesis.
It mainly spells out a very good interpretation of a meaning of life in my 
opinion. :-)

I might post more details later, but basically my idea is what I call "multiplanar 
optimization", that is optimization under 6 different but related category.

Here they are:
- Endurance or self-preservation
- Efficiency (does what is purported to do)
- Ecology (gets along with surrounding, compatible)
- Elegance or esthetic impact
- Versatility or adaptability
- Economy

So, multiplanar optimization is observable in natural living systems.
It is also a by-product of capitalism and free-trade economy.
As a note, multiplanar optimization is the net result of optimization in each of 
its domain and is dependent on them (requisite variety).
I'm pretty confident that any domain of study and practice can be put in at 
least one of these category.

Theses categories offer not only an explanation of what we're doing but also 
a direction of where it looks we want to go as a collective, as well as offer 
meaning for what we're doing as a collective.



These all come from thinking of the world as a communication interface 
between consciousness.

So, using your ideas, what is the answer to the question I posted? Is the inner 
beauty concept helping or hurting? Is it a positive reforming step, or a 
defensive step which delays actual reform?

I Think physical beauty is one thing that can be related to esthetic impact and 
ecology and that inner beauty is also under esthetic impact and ecology and 
may be under efficiency if we're talking about reason/rationality.

They may fall under the same categories but one is passive and physical 
(beauty) and the other is active and a process (inner beauty).

That said, I don't think beauty is going away soon, even with the baby boomers 
getting old, we still see a lot of "beautiful" young ladies in the medias and I don't 
think this will change soon.

Is the inner beauty concept reform or not? Is it good or bad? I still see no clear 
answer.

Before trying to explain the reasons for your position, could you state which 
position it is? Then it will be easier to follow attempts at explanation.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Ayn Rand on Parenting
Date: November 26, 2012 at 3:12 PM

Atlas Shrugged:

He walked, as if this were his form of last tribute and funeral procession for the 
young life that had ended in his arms. He felt an anger too intense to identify 
except as a pressure within him: it was a desire to kill.
 The desire was not directed at the unknown thug who had sent a bullet 
through the boy's body, or at the looting bureaucrats who had hired the thug to 
do it, but at the boy's teachers who had delivered him, disarmed, to the thug's 
gun—at the soft, safe assassins of college classrooms who, incompetent to 
answer the queries of a quest for reason, took pleasure in crippling the young 
minds entrusted to their care.
 Somewhere, he thought, there was this boy's mother, who had trembled 
with protective concern over his groping steps, while teaching him to walk, who 
had measured his baby formulas with a jeweler's caution, who had obeyed with 
a zealot's fervor the latest words of science on his diet and hygiene, protecting 
his unhardened body from germs—then had sent him to be turned into a 
tortured neurotic by the men who taught him that he had no mind and must 
never attempt to think. Had she fed him tainted refuse, he thought, had she 
mixed poison into his food, it would have been more kind and less fatal.
 He thought of all the living species that train their young in the art of 
survival, the cats who teach their kittens to hunt, the birds who spend such 
strident effort on teaching their fledglings to fly—yet man, whose tool of survival 
is the mind, does not merely fail to teach a child to think, but devotes the child's 
education to the purpose of destroying his brain, of convincing him that thought 
is futile and evil, before he has started to think.
 From the first catch-phrases flung at a child to the last, it is like a series of 
shocks to freeze his motor, to undercut the power of his consciousness. "Don't 
ask so many questions, children should be seen and not heard!"—"Who are you 
to think? It's so, because I say so!"—"Don't argue, obey!"—"Don't try to 
understand, believe!"-—"Don't rebel, adjust!"—"Don't stand out, 
belong!"—"Don't struggle, compromise!"—"Your heart is more important than 
your mind!"—"Who are you to know? Your parents know best!"—"Who are you 
to know? Society knows best!"—"Who are you to know? The bureaucrats know 
best!"—"Who are you to object? All values are relative!"—"Who are you to want 
to escape a thug's bullet? That's only a personal prejudice!"
 Men would shudder, he thought, if they saw a mother bird plucking the 



feathers from the wings of her young, then pushing him out of the nest to 
struggle for survival—yet that was what they did to their children.
 Armed with nothing but meaningless phrases, this boy had been thrown to 
fight for existence, he had hobbled and groped through a brief, doomed effort, 
he had screamed his indignant, bewildered protest —and had perished in his 
first attempt to soar on his mangled wings.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Contradict vs Conflict
Date: November 26, 2012 at 5:15 PM

On Nov 26, 2012, at 6:30 AM, Rami Rustom <rombomb@gmail.com> wrote:

What is the difference between contradict and conflict?

If two ideas contradict each other, that means they are logically
opposite. Here's an example:

A: All people have the same potential for rational thinking.

B: Not all people have the same potential for rational thinking.

Ideas A and B contradict each other. To show this, we can show idea B
as a function of idea A, like so:

B: Not A.

If two ideas conflict with each other, that means that there exists a
contradiction between parts of the ideas. Consider these ideas:

C: Government should provide healthcare to all citizens.

D: People should be free from each other -- and force should only be
used to protect a person's freedom from being infringed upon by
another.

Ideas C and D conflict with each other. To show this, we can
generalize idea C. And we can make changes to C and D so that they are
of the same form.

C (1st iteration): Taxpayers should be forced (by government) to pay
for the healthcare of citizens who don't have sufficient wealth for or
choose not to pay for their own healthcare costs -- and to pay for
police/military (protection from force by others).

C (2nd iteration): Force should be used to get certain people to do X



and to protect people's freedoms from being infringed upon by others.

D (1st iteration): Force should not be used, unless a person's freedom
is being infringed upon by another.

C (3rd iteration): Force should be used only in situations that meet
criteria Y or Z.

D (2nd iteration): Force should be used only in situations that meet criteria Y.

Part of C: Force should be used in situations that meet criteria Z.

Part of D: Force should NOT be used in situations that meet criteria Z.

The parts of ideas C and D (listed above) contradict each other, which
is why ideas C and D conflict with each other.

I don't understand. I think this is less clear than the dictionary.

http://www.merriam-webster.com/dictionary/contradict

Contradict:

to assert the contrary of

to imply the opposite or a denial of

http://www.merriam-webster.com/dictionary/conflict

Conflict:

competitive or opposing action of incompatibles :antagonistic state or action (as 
of divergent ideas, interests, or persons)

mental struggle resulting from incompatible or opposing needs, drives, wishes, 
or external or internal demands

to be different, opposed, or contradictory

http://www.merriam-webster.com/dictionary/contradict
http://www.merriam-webster.com/dictionary/conflict


In psychology, a struggle resulting from incompatible or opposing needs, drives, 
wishes, or demands. Interpersonal conflict represents such a struggle between 
two or more people, while internal conflict is a mental struggle. A child 
experiencing internal conflict, for example, may be dependent on his mother but 
fear her because she is rejecting and punitive. Conflicts that are not readily 
resolved may cause the person to suffer helplessness and anxiety.

Or shorter:

Contradict means a strict, logical contradiction.

Conflict means a problem.

Typically both words refer only to what is already known.

Two ideas conflict if one knows of a problem with holding both. This could 
indicate they contradict but one doesn't know that they do or not. There are other 
possibilities, such as that the ideas are fully compatible but some third idea one 
has conflicts with them.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Second-handers are easy-to-vary
Date: November 29, 2012 at 3:12 AM

On Nov 19, 2012, at 6:32 PM, Rami Rustom <rombomb@gmail.com> wrote:

This kind of person, this kind of mind, has the quality known as
"easy-to-vary". Rand called them second-handers. It means that his
ideas are easy to vary.

You're saying second-handed means easy-to-vary?

Don't you think such a large, bold, new claim should be accompanied by an 
explanation?

You're linking two concepts that prima facie aren't even from the same field. 
You've got to explain yourself!

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The future of evil
Date: November 29, 2012 at 3:31 AM

On Nov 17, 2012, at 6:58 AM, Rami Rustom <rombomb@gmail.com> wrote:

I posted an exert from Rand's _The Virtue of Selfishness_ to
islam-watch.org. It was on the topic of faith. A muslim called it
garbage. A non-muslim said this in response, and then I replied. Do
you see any problems with my response?

typical Muslim reaction...if you don't understand something, condemn it.

Actually that reaction is typical of how most people anywhere in the
world would react to great thinkers. Generally speaking, the further
one's views, values, and goals are from reality, the worse they react
to great thinkers -- whose views, values, and goals correspond well
with reality.

But that is changing. Our cultures are not static. Cultures evolve.
Ideas evolve. New memes (analogous to genes) are created -- we call
this variation. And the unfit memes (analogous to genes) lose out to
better memes (analogous to genes) -- we call this natural and
artificial selection.

In this case, the unfit meme is altruism (actually its the whole set
of moral knowledge of altruism -- and actually its a memeplex, which
is a set of networked memes -- memes that generally go together).

The fit meme, actually memeplex, is Objectivism -- which is the whole
set of philosophical and moral knowledge of Objectivism.

Soon altruism will be extinct. Everybody will be an Objectivist.

Soon? Oh really? When?

Another unfit memeplex is the Justified True Belief, the epistemology
created by Aristotle and still has to this day 99.9+% penetration in
the human population. The fit memeplex is Popperism.



Soon Justified True Belief will be extinct. And everybody will be a Popperian.

And soon after that all evil memes will be extinct.

When?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Carl Sagan - Pessimistic or not?
Date: November 29, 2012 at 4:05 AM

On Nov 15, 2012, at 2:59 PM, Brett Hall <brhalluk@hotmail.com> wrote:

"On the scale of worlds, Humans are inconsequential."

Pessimistic and silly.

If you want to predict when our sun will go out, you have to have knowledge 
about humans who may or may not change the sun.

Carl Sagan made 'that' famous pale blue dot speech in a doco based on his 
book. It can be found here: http://www.inspiredspeeches.com/education/carl-
sagan-pale-blue-dot or on YouTube, and it's recently been getting more traction 
on twitter.

I wonder how Sagan's famous "pale blue dot" piece could be improved? What 
would Sagan himself had changed, if he had read BoI? The actual picture "pale 
blue dot" of the Earth from Voyager when it was near Saturn somewhere - what 
is the significance of that image?

In my understanding, even stuff like seaweed changes planets in ways you can 
see from lightyears away. Humans can make bigger changes if they want to.

To think Earth looks similar to other planets (a colored dot is not distinctive) is due 
to looking with the naked eye and not using any technology. It's primitive, 
technologically and scientifically illiterate type thinking.

To focus on size is another parochial and primitive misconception. Today with 
microscopes, microwaves, and iPhones, people should know better than to focus 
on large visible objects as what's important.

At one point he says/writes "There is no sign of humans from this vantage point. 
No signs of the reworking of the surface, not our machines...".

That's RIDICULOUS. There are signs of it, just not visible to the naked eye at that 

http://www.inspiredspeeches.com/education/carl-sagan-pale-blue-dot


distance (or a simple camera). But it becomes visible if you look with better 
technology.

He really should know this! This sounds more like blindness and evasion than 
ignorance to me. He must know something about how we can detect information 
about distant stars and planets, and that the same approaches could be used to 
study Earth from a distance.

After each clause, I want to jump in with an emphatic "Yet!"

It's lovely, but also pessimistic in its beauty. I think it just makes a basic error - it 
confuses physical size, with *significance*. But that's surely the kind of error 
Sagan would know about and try to avoid? Maybe he is just pandering to his 
audience. In which case...is this a problem with popular science 
communication?

i wouldn't volunteer an excuse like that for him. it's possible that is a big part of 
what's going on but i'm more inclined to a more straightforward explanation: he's 
a bad person and bad thinker, and his reputation is undeserved. (though perhaps 
some of this is compartmentalized and it's conceivable he has some 
achievements in specialized, isolated areas)

At one point he also highlights, of humans, "How frequent their 
misunderstandings..." Which is true.

And then:

"The delusion that we have some privileged position in the universe" makes me 
think he *really* must read BoI because he seems to be emphasising the wrong 
thing. He seems to mean "position" literally. There is nothing special about our 
spatial *location* (except the trivial reason that it's unlikely that the form of life 
here could have evolved on, say, Mercury or at the centre of the Sun, say).

i don't follow why you think "position" is meant literally here. looks figurative to 
me, meaning something like "status".

note that "delusion" is invoking psychiatric evil.



-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Second-handers are easy-to-vary
Date: November 29, 2012 at 6:12 AM

On 29 Nov 2012, at 08:12, Elliot Temple <curi@curi.us> wrote:

On Nov 19, 2012, at 6:32 PM, Rami Rustom <rombomb@gmail.com> wrote:

This kind of person, this kind of mind, has the quality known as
"easy-to-vary". Rand called them second-handers. It means that his
ideas are easy to vary.

You're saying second-handed means easy-to-vary?

Don't you think such a large, bold, new claim should be accompanied by an 
explanation?

You're linking two concepts that prima facie aren't even from the same field. 
You've got to explain yourself!

Isn't it just that if your way of life is to conform yourself to the opinions of other 
people around you without having been convinced by a good explanation that 
those opinions are true, then you would also conform yourself to different 
opinions if those other people held them (or when they hold them, if they change, 
or to the opinions of different people, if you find yourself among them).

-- David Deutsch



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] The future of evil
Date: November 29, 2012 at 9:04 AM

On Nov 29, 2012 2:31 AM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 17, 2012, at 6:58 AM, Rami Rustom <rombomb@gmail.com> wrote:

I posted an exert from Rand's _The Virtue of Selfishness_ to
islam-watch.org. It was on the topic of faith. A muslim called it
garbage. A non-muslim said this in response, and then I replied. Do
you see any problems with my response?

typical Muslim reaction...if you don't understand something, condemn it.

Actually that reaction is typical of how most people anywhere in the
world would react to great thinkers. Generally speaking, the further
one's views, values, and goals are from reality, the worse they react
to great thinkers -- whose views, values, and goals correspond well
with reality.

But that is changing. Our cultures are not static. Cultures evolve.
Ideas evolve. New memes (analogous to genes) are created -- we call
this variation. And the unfit memes (analogous to genes) lose out to
better memes (analogous to genes) -- we call this natural and
artificial selection.

In this case, the unfit meme is altruism (actually its the whole set
of moral knowledge of altruism -- and actually its a memeplex, which
is a set of networked memes -- memes that generally go together).

The fit meme, actually memeplex, is Objectivism -- which is the whole
set of philosophical and moral knowledge of Objectivism.

Soon altruism will be extinct. Everybody will be an Objectivist.

Soon? Oh really? When?

1,000 years, or 10,000. Its soon relative to 100,000 years which is



how long ago humans evolved.

Another unfit memeplex is the Justified True Belief, the epistemology
created by Aristotle and still has to this day 99.9+% penetration in
the human population. The fit memeplex is Popperism.

Soon Justified True Belief will be extinct. And everybody will be a Popperian.

And soon after that all evil memes will be extinct.

When?

2,000 years, or 20,000.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Second-handers are easy-to-vary
Date: November 29, 2012 at 9:30 AM

On Thu, Nov 29, 2012 at 5:12 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 29 Nov 2012, at 08:12, Elliot Temple <curi@curi.us> wrote:

On Nov 19, 2012, at 6:32 PM, Rami Rustom <rombomb@gmail.com> wrote:

This kind of person, this kind of mind, has the quality known as
"easy-to-vary". Rand called them second-handers. It means that his
ideas are easy to vary.

You're saying second-handed means easy-to-vary?

Yes.

Don't you think such a large, bold, new claim should be accompanied by an 
explanation?

Right. I had originally written the post without the
second-handed/first-handed concept, and then it dawned on me right
before I pressed send, so I made a quick change by added a couple of
sentences, while neglecting to explain my reasoning.

You're linking two concepts that prima facie aren't even from the same field. 
You've got to explain yourself!

Isn't it just that if your way of life is to conform yourself to the opinions of other 
people around you without having been convinced by a good explanation that 
those opinions are true, then you would also conform yourself to different 
opinions if those other people held them (or when they hold them, if they 
change, or to the opinions of different people, if you find yourself among them).

A first-hander is one who chooses whether or not to adopt a new idea
(by "new" I mean new to the person) by judging them using his own mind



-- which means that he checks the consistency of new ideas against his
worldview (by "worldview" I mean *all* of one's ideas). If consistent,
then he accepts the new idea as true. If inconsistent, then he rejects
the idea as false. This leads to a hard-to-vary worldview -- one that
is highly self-consistent.

A second-hander is one who chooses whether or not to adopt a new idea
without judging them using his own mind -- which means he doesn't
check the consistency of new ideas against his worldview. Instead he
checks the opinions of people that he trusts. This leads to an
easy-to-vary worldview -- one that is highly self-conflicting.

Sometimes a person will check the opinions of people that he trusts,
and their opinion will conflict his own ideas, in which case he will
experience a gut feeling. At this point, a second-hander will do
nothing with that gut feeling besides override it, bury it, forget it.
The reality is that the gut feeling is a result of a conflict between
the new idea and one of his ideas. That conflict should be resolved in
order to discover the truth -- which idea is true, the new one or the
old one? Burying the gut feeling does not resolve the conflict. Also,
that gut feeling cannot be buried permanently -- it will resurface.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] The future of evil
Date: November 29, 2012 at 4:06 PM

On 30/11/2012, at 1:04, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 2:31 AM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 17, 2012, at 6:58 AM, Rami Rustom <rombomb@gmail.com> wrote:

I posted an exert from Rand's _The Virtue of Selfishness_ to
islam-watch.org. It was on the topic of faith. A muslim called it
garbage. A non-muslim said this in response, and then I replied. Do
you see any problems with my response?

typical Muslim reaction...if you don't understand something, condemn it.

Actually that reaction is typical of how most people anywhere in the
world would react to great thinkers. Generally speaking, the further
one's views, values, and goals are from reality, the worse they react
to great thinkers -- whose views, values, and goals correspond well
with reality.

But that is changing. Our cultures are not static. Cultures evolve.
Ideas evolve. New memes (analogous to genes) are created -- we call
this variation. And the unfit memes (analogous to genes) lose out to
better memes (analogous to genes) -- we call this natural and
artificial selection.

In this case, the unfit meme is altruism (actually its the whole set
of moral knowledge of altruism -- and actually its a memeplex, which
is a set of networked memes -- memes that generally go together).

The fit meme, actually memeplex, is Objectivism -- which is the whole
set of philosophical and moral knowledge of Objectivism.

Soon altruism will be extinct. Everybody will be an Objectivist.

Soon? Oh really? When?



1,000 years, or 10,000. Its soon relative to 100,000 years which is
how long ago humans evolved.

How do you know this? What are your reasons? I've heard many Christians 
argue much the same about how everyone will become Christian too. Some 
Muslims believe this too about Islam becoming the global religion. Indeed it is a 
common feature of those who believe in, and like to spread, dogma. I'm not 
saying that's what you are doing here and now, necessarily. But you seem to be 
confusing your own private "hopes" with what can be objectively "known" via our 
normal critical, rational methods. And this really is a common characteristic of 
most religions.

Simply asserting such things in the way you have doesn't convince the rest of us 
that you are correct.

You must show your workings. (Give your reasons).

Another unfit memeplex is the Justified True Belief, the epistemology
created by Aristotle and still has to this day 99.9+% penetration in
the human population. The fit memeplex is Popperism.

Soon Justified True Belief will be extinct. And everybody will be a Popperian.

And soon after that all evil memes will be extinct.

When?

2,000 years, or 20,000.

Exactly? Why either of those two? Why not 19999 years? Do you mean between 
those two boundaries? How did you come up with those limits?

As an aside, can you criticise the technique of questioning I have used here?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Second-handers are easy-to-vary
Date: November 29, 2012 at 5:01 PM

On Nov 29, 2012, at 3:12 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 29 Nov 2012, at 08:12, Elliot Temple <curi@curi.us> wrote:

On Nov 19, 2012, at 6:32 PM, Rami Rustom <rombomb@gmail.com> wrote:

This kind of person, this kind of mind, has the quality known as
"easy-to-vary". Rand called them second-handers. It means that his
ideas are easy to vary.

You're saying second-handed means easy-to-vary?

Don't you think such a large, bold, new claim should be accompanied by an 
explanation?

You're linking two concepts that prima facie aren't even from the same field. 
You've got to explain yourself!

Isn't it just that if your way of life is to conform yourself to the opinions of other 
people around you without having been convinced by a good explanation that 
those opinions are true, then you would also conform yourself to different 
opinions if those other people held them (or when they hold them, if they 
change, or to the opinions of different people, if you find yourself among them).

You've given a reason that second-handed thinking would be easy to vary, not 
that second-handed means easy to vary (i think it means more than that, it means 
other stuff too).

The way Rami said it is that if someone has easy to vary thinking, Rand called 
them a second-hander. I don't think that's right, and if Rami thinks it is he should 
explain, and your explanation doesn't cover it. Rami said one means the other, 
that they are the same thing.

Further, I think second handed ideas can be hard to vary *within a culture, within 
the constraints of the person's problem situation*. The second hander has to 



follow his culture/friends/whatever, he doesn't get a choice to vary some stuff.

I think this is one of the flaws of hard to vary which i've mentioned before: it's 
ambiguous. Hard to vary *while what*? While keeping something the same, but 
what something? The generic answer I've come up with is while still solving the 
same problem, serving the same purpose. I think a lot of parochial culture ideas 
are hard to vary while solving the same problems equally well or better, so I don't 
know why you think they are easy to vary. i guess you are saying they'd be 
counter-factually easy to vary if their holder was a different person with different 
goals (e.g. truth seeking)? a position like that needs explanation, it does not go 
without saying, it's hard to guess the gist of it and i think the details are needed to 
judge its correctness.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Second-handers are easy-to-vary
Date: November 29, 2012 at 5:12 PM

On Nov 29, 2012, at 6:30 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Nov 29, 2012 at 5:12 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 29 Nov 2012, at 08:12, Elliot Temple <curi@curi.us> wrote:

On Nov 19, 2012, at 6:32 PM, Rami Rustom <rombomb@gmail.com> wrote:

This kind of person, this kind of mind, has the quality known as
"easy-to-vary". Rand called them second-handers. It means that his
ideas are easy to vary.

You're saying second-handed means easy-to-vary?

Yes.

Don't you think such a large, bold, new claim should be accompanied by an 
explanation?

Right. I had originally written the post without the
second-handed/first-handed concept, and then it dawned on me right
before I pressed send, so I made a quick change by added a couple of
sentences, while neglecting to explain my reasoning.

You're linking two concepts that prima facie aren't even from the same field. 
You've got to explain yourself!

Isn't it just that if your way of life is to conform yourself to the opinions of other 
people around you without having been convinced by a good explanation that 
those opinions are true, then you would also conform yourself to different 
opinions if those other people held them (or when they hold them, if they 
change, or to the opinions of different people, if you find yourself among them).



A first-hander is one who chooses whether or not to adopt a new idea
(by "new" I mean new to the person) by judging them using his own mind
-- which means that he checks the consistency of new ideas against his
worldview (by "worldview" I mean *all* of one's ideas). If consistent,
then he accepts the new idea as true. If inconsistent, then he rejects
the idea as false. This leads to a hard-to-vary worldview -- one that
is highly self-consistent.

No. First handed means he thinks for himself (your ideas, not someone else's), 
not that he thinks well. You can think for yourself, go your own way, but still think 
badly and inconsistently.

A second-hander is one who chooses whether or not to adopt a new idea
without judging them using his own mind

No. He always judges them. But he's using some bad criteria. Second-handers 
do not accept any random or arbitrary ideas. They are making judgments about 
what is popular, what he won't be responsible for if he accepts it, and other 
things. (And also what will kill him, what will lose him all his money, there are 
limits to gullibility which imply some judgment being used.)

-- which means he doesn't
check the consistency of new ideas against his worldview. Instead he
checks the opinions of people that he trusts.

He does check for some types of consistency and some other things. Otherwise 
he'd get called a poser try-hard who doesn't fit in quite right with any subculture.

This leads to an
easy-to-vary worldview -- one that is highly self-conflicting.

If a particular conflict of ideas is the popular norm, then it's not easy to vary: you 
have to double think that particular conflict to be normal. Fixing the conflict would 
be hard: it would make you a deviant.

I think part of your problem is the ambiguity of "hard to vary" or "easy to vary" (it 
should not be a catch phrase b/c it's too ambiguous and misleading by itself just 
those 3 words). Explicitly or inexplicitly there always has to be a "hard (or easy) to 
vary while keeping something(s) the same or better -- hard to vary while (still) 



doing or accomplishing something". if you think explicitly about what that limit is -- 
what constraint(s) your considering variance under -- then i think that might clarify 
some things.

Sometimes a person will check the opinions of people that he trusts,
and their opinion will conflict his own ideas, in which case he will
experience a gut feeling.

he might, or might not. i don't understand the point of asserting everyone acts the 
same way in the same loosely described situation. people differ.

At this point, a second-hander will do
nothing with that gut feeling besides override it, bury it, forget it.

people are not a second-hander or not-a-second-hander. they are more complex 
than that. they do second handed thinking about one thing but not another thing. 
or at one time but not another time. they have all sorts of motivations and the 
result is complex.

The reality is that the gut feeling is a result of a conflict between
the new idea and one of his ideas.

life isn't about feelings, i don't understand the attempt to analyze it in terms of 
feelings. i don't really know what this is suppose to mean. what is going on 
objectively?

when you talk in terms of feelings like this then you can only be understood as 
referring to parochial conventions. but the conventions vary among different 
people and have many contradictions, so it's hard to guess what you have in 
mind.

That conflict should be resolved in
order to discover the truth -- which idea is true, the new one or the
old one? Burying the gut feeling does not resolve the conflict. Also,
that gut feeling cannot be buried permanently -- it will resurface.

sometimes people bury some idea and die without it ever resurfacing.

sometimes they forget an idea.



so not it's not impossible for it not to resurface. again i don't really understand the 
motivation or reasoning behind this sort of huge assertion about what must 
happen in all cases, made despite counter-examples being well known, without 
any mention of those counter-examples.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Chapter 10 notes
Date: November 29, 2012 at 6:39 PM

On Nov 4, 2012, at 7:14 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 3, 2012 1:05 AM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 2, 2012, at 3:40 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Mar 6, 2012 2:08 PM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 6, 2012, at 12:03 PM, Matjaž Leonardis wrote:

2012/3/4 Elliot Temple <curi@curi.us>

On Mar 4, 2012, at 12:34 PM, Kristen Ely wrote:

On Mar 4, 2012, at 1:12 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 3, 2012, at 1:10 PM, Kristen Ely wrote:

What Socrates learns from Hermes:

-we can be misled and tricked about our moral knowledge just as
we can be tricked by our senses with things like mirages, for
example by certain traditions of our culture (such as -- to hold
ideas immune hold ideas immune from criticism, or to not be open
to suggestions)

-banning persuasion is an error that is very difficult to undo,
since it bans the means of correcting mistakes

-knowledge does  not come to us through our senses, it comes
from persuasion (which we must make guesses about, in our own 
minds)



-all knowledge originates within ourselves, with the guesses we
create

-guesswork is the origin of all knowledge, but it is also a
source of error --  we must then criticize the guesses to find
and correct the errors

Our criticisms are themselves error-prone guesses. They, too,
can be a source of error. What's the solution to that?

Keep the criticisms open to criticism as well.

Does this answer result in a regress problem?

No.

Keeping something open to criticism just means leaving the possibility of
refuting it open.

If there are no criticisms to a given criticism you can tentatively take it
as true.

So I don't really see where one could get a regress problem.

What if you criticized a criticism with "that criticism sucks"?

Then you criticized *that* criticism with "that criticism sucks"? Then *that* 
one?

Repeat forever.

Is this a regress problem?

I'm not sure what you mean. "That criticism sucks" is not a criticism,
because its not an explanation of a flaw in an idea.

Did you read the context?



Yes. And I just read it again.

I'm having a difficult time interpreting your statement as a reply fitting into the 
discussion.

Well, if people say "that criticism sucks", and they consider that an
effective criticism, then yes it will cause a regress problem. If one
of them doesn't consider it a criticism, then he can criticize the
flaw in "that criticism sucks", which is that it is void of an
explanation, which ends the regress.

He said "So I don't really see where one could get a regress problem." That is 
part of the context.

Do you see how I've correctly answered that issue? Why is there confusion?

And I specifically said "Is this a regress problem" -- a relevant issue in context -- 
and you, as far as I can tell, didn't answer the question or continue the discussion 
we were having.

I think you're also saying you have a solution to the regress problem (and maybe 
that if you have a solution then it doesn't count as one? but that's false). But you 
have not provided a clear solution. Yes you can criticize "that criticism sucks" as a 
non-criticism if you want. But then someone can criticize your statement with "that 
criticism sucks". If you call it a non-criticism again, he can do it again. So there is 
a regress issue there, right? I'm not saying this can't be solved. I am saying it 
exists and must be solved. There's a problem there to address not ignore or be 
unaware of.

Is it like the regress problems justifying ideas has?

Sort of. "That criticism sucks" is like saying "Your idea is false
because its not justified".



Their both wrong because they both are not explanations of flaws in an idea.

What about a more practical version where people keep going back and 
forth making low quality versions of each other's criticisms. They don't 
spend forever on it, but they continue it until they give up. What should be 
said to that?

What do you mean by "making low quality versions of each other's 
criticisms"?

I think "versions" was a typo for "criticisms".

If both people don't know what a criticism *is*, and if that causes
them to make unexplained assertions (instead of criticisms) then yes a
regress problem can occur.

You're mistaken. People can know what a criticism is, but apply the knowledge 
imperfectly (we all do that all the time). Simply knowing what a criticism is is not 
adequate defense against regress problems. Knowledge doesn't prevent 
mistakes.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: November 29, 2012 at 7:14 PM

On Jun 15, 2012, at 1:30 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 15/06/2012, at 17:27, "Elliot Temple" <curi@curi.us> wrote:

On Jun 14, 2012, at 11:57 PM, Brett Hall wrote:

I'm serious because I think that the God Delusion is a good book...and I think 
you would agree with most of the points in it.

Stop trying to speak and judge for me; I'll do my own thinking. I own that book. 
It is, at this moment, a few feet away from me. I formed my own ideas and 
cannot be dismissed merely by assuming I've never heard of atheism, never 
read books I speak about, etc.

But you never explained a point - or provided pages - or quotes of where you 
disagreed.

That doesn't make it correct to say I would agree with it or to speak for me. What 
you should have said is you think I'm mistaken, or you have some questions 
about the details of my position, or that kind of thing.

Or if you really thought that if only I knew anything about it I would concede, then 
I guess you could say that (though it's a pretty bold and personal guess, covering 
topics you don't have much information about), however you would in that case 
be completely mistaken. Even if I never explained anything, even if my position 
was stupid, even if I was arguing badly, whatever, you'd still be mistaken if you 
thought that if I simply was familiar with it then I'd agree with it. That's actually 
already been factually tested.

I provided a quote and a page reference about the treatment of children and 
asked you about that. You haven't responded.

There are many reasons to quote things you refer to:

- to avoid ambiguity about which thing you mean



- because someone might not yet have read the post you refer to
- because someone might have read the post you refer to months ago, and forgot
- because someone might have difficulty finding the post you refer to
- because someone might have difficulty finding the specific text you refer to, 
even if he found the post
- because it makes your post self-contained so we can discuss it without having 
to read other posts. this is particularly important because you can't really expect 
the whole audience to go digging through other posts to follow the discussion, 
even if you might expect if of other posters.

Again - to dismiss an entire book seems strange to me given that books are 
made up of many and various points and passages.

I will readily agree it may contain some true points and passages here and there.

I am not saying at this time that every sentence in the book is crap. I don't recall 
ever saying that.

You have not quoted me saying otherwise. If you're going to attribute some dumb 
position to me, and then refute it, you should use a quotation so I can at least try 
to figure out why you're attributing that position to me.

Perhaps you can provide some examples of specific points in the book you 
disagree with? And how those constitute the larger portion of the book?

Dawkins gets morality wrong.

I'm not very interested in this book.

If you want to write a short outline of the morality chapter for discussion, then I 
guess I'd proceed. Otherwise I don't really care.

BTW, I believe Dawkins actually accepted he got morality wrong and changed his 
mind.

http://www.examiner.com/article/dawkins-changes-mind-for-harris-objective-
moral-truth

http://www.examiner.com/article/dawkins-changes-mind-for-harris-objective-moral-truth


His new position sucks too, but that's another story.

I think I've just said, rather plainly, that I do not agree with The God Delusion,

I don't know what that means. How can you not agree with a book?

By disagreeing with main themes and the worldview.

For example - the book is now just centimetres from me - do you disagree with 
the statement, from page 198 where he begins to explain memes and he says 
that "...a gene is favoured for the compatibility of its phenotype with the external 
environment of the species: desert, woodland or whatever it is." Do you 
disagree with Dawkins when he write about biology in The God Delusion? If not, 
what can it mean for you to say that you "do not agree with the God Delusion"?

Don't you just mean parts of it?

Books have main themes, prominent important parts, and minor details. Books 
have messages and worldviews. One can disagree with that while accepting a 
few details and tangents here and there. It's a bad book with a bad philosophy. 
That Dawkins knows what a phenotype is does not make his religion book any 
good.

and do not regard it as a good book. Yet here you are, immediately replying, to 
my face, that I don't really mean what I say.

I'm asking you which parts you disagree with.

That is not what you did.

You said, and I quoted, "I think you would agree with most of the points in it"

Meanwhile you have not quoted yourself asking that. I don't remember if you did 
elsewhere, but in this email where you said what you were doing is asking, you 
did not quote yourself asking it at any time prior. That's not very convincing.



Together we can help me learn what you mean when you say you disagree with 
the book. It's substantive because you seem not to like Dawkins. But I'm still not 
sure why. I thought it was about the words he used.

no. substance.

morality is one issue.

delusions/psychiatry is another.

failing to understand the value of knowledge in religious traditions is another.

failing to understanding issues relating to revolutions, radicalism, how to reform 
things, and that sort of stuff is another problem.

there's also his bad lefty politics.

and his failure to understand Popper (and therefore: science).

there's also his arrogance. this isn't just a matter of style and a personal failing. it 
gets in the way of learning new stuff when you overestimate your knowledge.

his getting stuff wrong within his field doesn't help either. he published a wrong 
paper about simulating evolution on computers 
(http://www.notionparallax.co.uk/blog/wp-content/uploads/2011/03/Dawkins-1988-
Evolution-of-evolvability.pdf  -- you can find criticism of it in the FoR list archives), 
and has made ambiguous-at-best comments about evolution and breeders.

he also doesn't understand the typical level of knowledge about evolution (he 
overestimates it among his non-enemies). this is getting in the way of his ability to 
spread understanding of the topic.

he's also intellectually unserious and uninterested in critical, rational discussion. i 
have personal knowledge to this effect which i can't share. he does give hints 
about it in public too if you know how to look for them.

he's also an environmentalist: 
http://www.environmentfoundation.net/reports/richard-dawkins-main-speech.htm

http://www.notionparallax.co.uk/blog/wp-content/uploads/2011/03/Dawkins-1988-Evolution-of-evolvability.pdf
http://www.environmentfoundation.net/reports/richard-dawkins-main-speech.htm


But it also seems to be stuff in that book. I can't think it's the whole book you 
disagree with. I'm trying to see if you disagree with his biology. It seems you 
can't because his biology is much the same as the stuff Deutsch says. Indeed 
Deutsch gets what he says in FoR and elsewhere from Dawkins.

It can't be a rationally considered, serious opinion because you disagree with 
it. I must be ignorant and would change my mind (to match yours) if only I 
knew the basics of the subjects I just wrote about. You apparently refuse to 
acknowledge that legitimate disagreement with you is possible.

Not at all. These are questions I ask. You have picked a very small part of a 
large post I wrote to accuse me of accusing you of ignorance. Yet I didn't.

Do you see how your accusation of hostility against Richard Dawkins (the mild 
mannered Richard Dawkins)

he's not exactly mild mannered. he has said quite nasty things. without yelling, i 
concede. but i think you're judging more by tone than substance, rather than 
objectively.

could be seen as hostile?

i do have a hostile opinion of dawkins and other enemies of civilization and 
progress.

just his environmentalism alone qualifies him as an enemy of civilization. but he 
doesn't just attack one major part of society. he attacks at least two (industrial 
progress and our religious institutions and knowledge). that's seriously dangerous 
and bad.

btw look at how evil a person he is, how utterly anti-liberal, anti-freedom, anti-
mind:

http://www.environmentfoundation.net/reports/richard-dawkins-main-speech.htm

"If only it were true, the values of sustainability would simply be built into us by 
natural selection. What an appealing thought that would be."

he wishes that some choices were hardwired so we couldn't think about them, 

http://www.environmentfoundation.net/reports/richard-dawkins-main-speech.htm


couldn't correct them if they were mistaken (he's either not a fallibilist or not a 
good one), so persuasion wouldn't be an issue and he'd just get his way. his 
thought experiment is also impossible b/c he doesn't understand how minds and 
genes work and interact, but that's another story.

seriously, though, this is an utterly anti-liberal evil attitude he has. this is the kind 
of thinking that will destroy the world, and in smaller doses means violence and 
irrationality. yes i'm hostile to it.

Can you see how the claim - made tacitly above - that I must possess a 
psychology that leads me to think you are "ignorant" would also be hostile?

my comments are regarding things you actually said which i quoted, e.g. "I think 
you would agree with most of the points in it". you, telling me what i would think (if 
only i knew what the points in it were, apparently).

Why would you think that?

because you said it, as i quoted.

Why do you presume to know what I think about your ignorance or otherwise?

because you posted about it.

I'm just asking questions.

the statement i objected to, which you posted, was not a question. therefore you 
are not just asking questions.

PS that last sentence about just asking questions sounds like the glenn beck 
parody from south park.

You know nothing of my history or knowledge, and respond heavily to 
assumptions rather than to things I said.

I'm not sure where.



i quoted it. you said "I think you would agree with most of the points in it"

You might have to be more specific.

i was specific. look how little text is quoted up above. i didn't quote a whole email 
and reply to one sentence without saying which one.

I'm responding line by line. Like you do. I thought that was good practise?

That isn't discussion.

What specifically? I'm looking to improve my posts then.

Dawkins also uses -- on TV -- words the audience doesn't know.

Presumptuous!

What?

You *presume* that Dawkins is using words the audience doesn't know. The 
audience includes me. I know his words. I think many people do. You had just 
insulted him and I was defending him in his absence. I think you're 
presumptuous in thinking Richard Dawkins is speaking over the head of his 
audience.

my belief that i have some understanding of what TV audiences know about is 
not presumption. it may be false but it's not presuming. it's certainly not 
presuming anything about you. i did not say the entire audience. i meant a 
significant amount of the audience doesn't know.

for some reason the words in question are no longer quoted, so it's hard to 
discuss further. this goes to show the importance of quoting relevant text.

I think Dawkins is popular - and has sold so many books - and appeared so 
much on TV precisely because he uses words his audience does understand.



do you think all popular people stick to words their audiences understand?

including, say, Kant? and Wittgenstein?

dawkins isn't terrible on this issue. he often writes/speaks pretty understandably. 
but sometimes he makes mistakes. and he'd make fewer mistakes if he had a 
better attitude more like Feynman's.

*His* audience. People who want to read his stuff, watch his stuff and so on. 
They kinda know what's coming. They expect to hear his use words like 
'charletan' and 'phenotype', don't they?

can you accept that most people who like dawkins' politics or religious views do 
not actually have a decent grasp of what a "phenotype" is? even most people 
who read "The Selfish Gene", or learned about evolution in high school and 
university, couldn't explain what it is accurately.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Blood Sugar (was: Discomfort is not necessarily coercion)
Date: November 29, 2012 at 7:23 PM

On Jan 20, 2012, at 4:49 PM, Sarah Fitz-Claridge 
<sarah@takingchildrenseriously.com> wrote:

Elliot wrote:

Apparently this low blood sugar idea is, medically-speaking, a myth, but
irrespective of that, I agree that not having eaten for a long time can
produce symptoms.

OK but out of curiosity can you point out a source that, say, fasting for
3 days (say, water and vitamin pills only) won't cause low blood sugar in
many people?

http://www.merckmanuals.com/home/hormonal_and_metabolic_disorders/hypog
lycemia/hypoglycemia.html

  In otherwise healthy people, prolonged fasting (even up to several
  days) and prolonged strenuous exercise (even after a period of
  fasting) are unlikely to cause hypoglycemia.

Healthy individuals do not get hypoglycemia when fasting for 72 hours:

http://www.uptodate.com/contents/diagnostic-approach-to-hypoglycemia-in-
adults

  Hypoglycemia is an uncommon clinical problem in patients not being
  treated for diabetes mellitus. ... A prolonged supervised fast,
  which can last as long as 72 hours, has been the best established
  and probably most reliable test for the evaluation of hypoglycemia
  occurring in the food-deprived state.

In other words, if you do get low blood sugar as a result of fasting for 72
hours, that is not normal.

That's a misleading statement.

http://www.merckmanuals.com/home/hormonal_and_metabolic_disorders/hypoglycemia/hypoglycemia.html
http://www.uptodate.com/contents/diagnostic-approach-to-hypoglycemia-in-adults


A better statement is: if you think you got low blood sugar from 72 hours of fasting 
or less, but you have not taken a blood test, then you probably don't actually have 
low blood sugar.

The way it's written makes it sound like you should be worried.

It is completely normal to have symptoms people associate with low blood sugar 
after 72 hours or less of fasting. That is no cause for concern. Where people go 
wrong is thinking those mean they have low blood sugar, when that's not actually 
the cause.

It's perfectly safe not to eat for a few days. And if you get a headache, feel a bit 
faint, or have other mild symptoms, then that typically means:  1) you're fine, don't 
worry  2) you don't have low blood sugar, that's not what it is  3) if you don't like it, 
just go ahead and eat something

Habits like three meals a day are a common way people eat that isn't
governed by hunger.

But when people eat three meals a day, they do then become hungry three
times a day.

Some people actually eat when they aren't hungry. Sometimes they do it 
habitually. Sometimes people eat for reasons like "it's dinner time" rather than "I 
am hungry".

At least I did when I tried it when I was advised to eat
little and often when trying to lose weight after a pregnancy, and
apparently this is a common phenomenon. And yes, as you say, in many cases
this has been a habit instilled in childhood so the individuals have no
memory of ever not feeling hungry three times a day or more.

Some people don't feel hungry 3 times a day, but do eat 3 times a day. The point 
is not everyone's eating has much connection to their hunger.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Slow learning in old age
Date: November 29, 2012 at 8:08 PM

On Oct 28, 2012, at 4:40 PM, P0ck <oberon.nmk@gmail.com> wrote:

On Sunday, October 28, 2012 6:53:07 AM UTC-4, anontoo wrote:

Older people tend to learn slower than younger people.

Is this due to some physical problem?
Or is it due to mistakes accumulated in the mind rendering it less
effective?

I was thinking if it couldn't be due to a "self-fulfilling" prophecy
situation. Like the following:

Young people, especially teenagers, learn very fast. Their bodies also
grow very fast. In a few years they go from a child's body to an adult's
body. A different body encourages them to be different people and for that
they have to learn very fast. They can't act like little kids anymore.
There's also lots of cultural memes and pressure encouraging fast learning
and changing, like parents, school and pop music trends.

When people reach adulthood, for many years the body will change very
little. From 20 to 40 changes are very mild and they won't be positive,
they'll be ageing signs. People tend to settle down. Culture also
encourages this. People tend to feel nostalgic about their childhood,
identify with their youth and the music of their youth and listen to that
for comfort. They are encouraged to not like new things (because it's not
from "their" generation) and to follow convention. They perceive any
difficulty in learning something new as "I'm not young anymore". But maybe
what happens is they are not trying hard due to their bad ideas.

When people start ageing faster, after 40 or 50, it gets even worse. Often
they stagnate or even regress. They believe "they're getting old" and any
failure is due to "getting old" but it could be they are not really making
an effort to learn anymore. Many old people seem in possession of full
mental faculties: they can keep a normal conversation, they are even fast



talkers and witty in their replies. It doesn't seem they have any brain
damage from age. Yet they prefer to talk about the past, to repeat the same
mistaken ideas, than to learn new things.

Is it a fact that we really learn slower and slower and there's no known
solution to this?

It is a fact that past 40 years old, the brain begin to produce less
dopamine in the brain, which leads to aging and begin to thwart learning
abilities.

You don't give a citation or argument.

How do you know, for example, that there isn't something else that happens 
around age 40 for typical people in our culture today, which itself changes 
dopamine production? This is a way that even if the info you have in mind is sort 
of right, you'd still be wrong: it wouldn't be an issue of age and the place to look 
for an intervention to change it could easily not be age.

Also the idea of low dopamine production thwarting learning abilities is 
incompatible with BoI in multiple ways.

One reason it's incompatible is there is no such thing as a partial person. 
Something is or isn't a universal knowledge creator, there's no middle ground. 
You can't lose half your learning abilities.

Another is that BoI is big on explanations but you don't explain what thwarted 
learning abilities means. You either didn't think through an explanation of how it 
works, or didn't think the explanation was important enough to share with us. 
Either way that's not a BoI attitude.

Dopamine is associated with

Meaning?

motivation, anticipation of reward, figuring
out cause and effect,motor programming and sequencing, spatially and
temporally distant cues thinking, salience in learning, working memory,



cognitive flexibility, abstract representations, temporal analysis and
processing speed and generativity/creativity.

You mean: according to just the sort of studies DD trashes as scientism in BoI? 
And not just trashes but provides arguments for why they don't work.

And you don't care to read primary source material yourself, cite it, have a critical 
discussion of it, or quote it and explain why it's correct.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Islamic criticism
Date: November 29, 2012 at 9:58 PM

On Oct 5, 2012, at 10:39 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Oct 5, 2012 at 9:43 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> wrote:

On Thu, Oct 4, 2012 at 22:34 AM, Rami Rustom wrote:

On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

Concerning harsh/war-like verses (that constitutes 5-6 verse in 6600 verses) 
I have already explained that Islam is >>"hands-on" concerning 
restoring/sustaining peace and stopping cruelty/oppression.

Please show me the verse that explains that, instead of asserting *your* 
ideas.

I have a feeling that it is hopeless but here you go :

Why would it be hopeless? You asserted that idea twice without quoting
the Quran. THAT is hopeless. Now you *are* quoting the Quran. This is
hopeful. We can get somewhere this way.

Quran 4:75 And what is [the matter] with you that you fight not in the cause of 
Allah and [for] the oppressed among men, women, and children who say, "Our 
Lord, take us out of this city of oppressive people and appoint for us from 
Yourself a protector and appoint for us from Yourself a helper?"

However in whatever you do towards this goal, you HAVE to stay within the 
universal judiciary framework and be fair, >>transparent and honest to all 
people (whether they are muslim or not).



Please show me the verse that explains that, instead of asserting
*your* ideas. (Note that Islam does not apply its morality on to
people whether they are "Muslim or not").

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.

Please do not reply as "what is transgressing" "or how I would know that one's 
is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Saying your ideas are "clear" (clearly right) isn't a good way to discuss.

Also your interpretation is not clear to me. Transgress means:

http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

you're differing from the dictionary without explanation.

Quran 5:8 O you who have believed, be persistently standing firm for Allah , 
witnesses in justice, and do not let the hatred of a people prevent you from 
being just. Be just; that is nearer to righteousness. And fear Allah ; indeed, 
Allah is Acquainted with what you do.

This tells Muslims to be fair. But in other verses it says otherwise.

you asked him for quotes. he gave some. so i think when you say other verses 
differ from the ones he quoted, you should quote a couple.

http://www.merriam-webster.com/dictionary/transgress


In western countries, wife-beating, prostitution, drug/alcohol abuse is 
widespread. Crime rates and suicide are unfortunately well above world 
average.  According to Islam everyone should collaboratively act against these 
problems. And I do not think western morality is successful in handling these 
problems and improving the situation.

Wrong. See Thomas Szasz, Ayn Rand.

(Having read them a lot more than you,) I'm not sure which of their ideas you 
mean or what sort of position you're advocating and how that is a reply 
specifically to what Ismail was saying.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Islamic criticism
Date: November 29, 2012 at 10:03 PM

On Oct 7, 2012, at 10:10 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Oct 4, 2012 at 2:34 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Wed, Oct 3, 2012 at 18:52 AM, Rami Rustom wrote:

Letter from Mohamed to Emperor of Persia.

“In the Name of Allâh, the Most Beneficent, the Most Merciful.
From Muhammad, the Messenger of Allâh to Chosroes, king of Persia.
Peace be upon him who follows true guidance, believes in Allâh and His 
Messenger and testifies that there is no god >but Allâh Alone with no 
associate, and that Muhammad is His slave and Messenger. I invite you to 
accept the religion >of Allâh. I am the Messenger of Allâh sent to all people 
in order that I may infuse fear of Allâh in every living person, >and that the 
charge may be proved against those who reject the Truth. Accept Islam as 
your religion so that you may >live in security, otherwise, you will be 
responsible for all the sins of the Magians.”

Here is the real version of the same letter.

"In the name of Allah, the beneficient, the Merciful.
From Muhammad, the Messenger of God, to Kisra, the great King of Persia.
Peace be upon him who follows the guidance, believes in Allah and His 
Prophet, bears witness that there is no God but Allah and that I am the 
Prophet of Allah for the entire humanity so that every man alive is warned of 
the awe of God. Embrace Islam that you may find peace; otherwise on you 
shall rest the sin of the Magis." (Al-Tabari, Vol. III, p. 90)

Please be careful about the differences.

That translation you gave is wrong. The interpreter is trying to protect Islam.

According to Tabaqat-i Kubra, vol. I, page 360, and Tarikh-i Tabari,



vol. II, pp. 295, 296, and Tarikh-i Kamil, vol. II, page 81 and
Biharul Anwar, vol. XX, page 389 (which is on wikipedia:
http://en.wikipedia.org/wiki/Muslim_conquest_of_Persia#cite_note-12),
the letter reads:

"In the name of Allah, the Beneficent, the Merciful. From Muhammad, the 
Messenger of Allah, to the great Kisra of Iran. Peace be upon him, who seeks 
truth and expresses belief in Allah and in His Prophet and testifies that there 
is no god but Allah and that He has no partner, and who believes that 
Muhammad is His servant and Prophet. Under the Command of Allah, I invite 
you to Him. He has sent me for the guidance of all people so that I may warn 
them all of His wrath and may present the unbelievers with an ultimatum. 
Embrace Islam so that you may remain safe. And if you refuse to accept 
Islam, you will be responsible for the sins of the Magi."[13]

I found the Arabic text. Actually I found a photograph of the actual letter:

(do a search for "Transcript of Letter to Khosroe Pervez Emperor of
Persia" to find it easily)

http://oldenhistory.blogspot.com/2010/02/letters-of-prophet-muhammad-
pbuh.html

Ismail. Take this letter to the Arabic expert you mentioned. Ask him
to translate it.

To make this easy, lets just translate one part.

A portion of that arabic text you translated as "so that every man
alive is warned of the awe of God." but the actual translation is
warning of something else. I'll translate it myself:

Allahoo ila al-nasi kaffaton leyanthur man kana hayan aslim taslim =
God to all the people, he warns (those of) you whoever lived, become
Muslim to stay safe.

Allahoo = God

ila = to

http://en.wikipedia.org/wiki/Muslim_conquest_of_Persia#cite_note-12
http://oldenhistory.blogspot.com/2010/02/letters-of-prophet-muhammad-pbuh.html


al-nasi = the people

kaffaton = all

leyanthur = warns you

man kana = whoever

hayan = lived

aslim = Become Muslim

taslim = to stay safe.

So where do you get "warned of the awe of God?"

What does "warned of the awe of God" even mean?

When translating it's important that the resulting text actually makes sense 
instead of being vague, ambiguous or nonsense.

Translating isn't just about wrote replacing one word with another. You also have 
to think about what meaning is being communicated and then keep the meaning 
in the new text. Unless the original is nonsense, the final version should not be 
nonsense. In general, translations should be clear and understandable.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Do you believe in God?
Date: November 29, 2012 at 10:06 PM

On Sep 27, 2012, at 7:29 PM, Rami Rustom <rombomb@gmail.com> wrote:

Kid: Do you believe in God?

Parent: No.

Kid: Why not?

Parent: All life is problem solving. What problem does God solve?

Kid: He solves being sad.

Parent: He doesn't solve *my* sadness.

That's not a good answer. This is an objective issue, not a personal issue. Parent 
is basically conceding that maybe God does solve other people's sadness.

There are objective problems with the idea that God solves sadness, those 
should be given instead of the personal anecdote. (Another possibility here, given 
what Parent said, is that God doesn't solve Parent's sadness because Parent 
doesn't know how to use God.)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Inverse Theory or Anti Theory
Date: November 29, 2012 at 11:17 PM

On Sep 25, 2012, at 7:30 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/509

Inverse Theory

Coercion is a state of enacting one theory while another active theory conflicts 
with it. All emotional pain, amounts to coercion.

People with one of the in the limit, stable, complete worldviews (empty, good, 
inverse), will never be coerced. Because they have no contradictions in their 
worldview, and no unanswered questions, they will always wholeheartedly go 
for some single course of action.

What is the 'empty' worldview? (Your last blog post didn't explain it,
or it did but I didn't understand.)

The set of no ideas. Empty set.

As people approach one of these complete, stable views, they will find it easier 
to avoid coercion, because they will be closer to having a unified, 
contradiction-free view. Which means that sufficiently bad people (near inverse 
view) will be difficult to coerce. Perhaps this helps to explain suicide attacks.

I'm confused about the possibility of a (nearly) complete/stable bad
worldview. You're saying that all his ideas are consistent. But he
lives in a world with objective morality, so I don't see how his
experiences of the world could be consistent with his bad ideas.

Here's a simple example of a theory of how to interpret sense data:

define interpret(data)
 return 5;
end

http://www.curi.us/509


Not all ways of living are reality-based, not all ways of living try to be consistent 
with the world.

Yeah people living with a stable bad worldview would die. But that doesn't mean 
the worldview itself unstable treated as a set of ideas. Unstable here means that 
it would change when presented with new information/ideas.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Fwd: Personal appeal from Wikipedia's founder
Date: November 30, 2012 at 9:08 AM

I got this from wikipedia founder yesterday.

What are some criticisms of wikipedia?

---------- Forwarded message ----------
From: Jimmy Wales, Wikipedia <donate@wikimedia.org>
Date: Thu, Nov 29, 2012 at 12:26 PM
Subject: Personal appeal from Wikipedia's founder

Dear Rami,

At Wikipedia we only ask for donations during our year-end fundraiser.
That's our tradition. We don't think having your email address is a license
to spam. We send two reminders per year. This is your first. *Donate today,
and we won't send you the
second.*<http://links.email.donate.wikimedia.org/ctt?
kn=3&ms=NDA2MjAxOTcS1&r=Mzk5NjI1NzcxOTUS1&b=0&j=MTY5MTIxMjQ0S
0&mt=1&rt=0>;-)

If everyone reading this email repeated their previous donation, our
fundraiser would be done today. Please help us forget about fundraising and
get back to improving Wikipedia.

Did you forget why you supported Wikipedia last year? Here's a reminder:

Wikipedia is the #5 site on the web and serves 450 million different people
every month. We're non-profit, but we still have costs like any top site:
servers, power, rent, programs, staff and legal help.

Commerce is fine. Advertising is not evil. But it doesn't belong here. Not
in Wikipedia.

Wikipedia is something special. It is like a library or a public park. It
is like a temple for the mind. It is a place we can all go to think, to
learn, to share our knowledge with others.

http://links.email.donate.wikimedia.org/ctt?kn=3&ms=NDA2MjAxOTcS1&r=Mzk5NjI1NzcxOTUS1&b=0&j=MTY5MTIxMjQ0S0&mt=1&rt=0


When I founded Wikipedia, I could have made it into a for-profit company
with advertising banners, but I decided to do something different.

*This year, please consider making a donation of $5, $10, $20 or whatever
you can to protect and sustain
Wikipedia.*<http://links.email.donate.wikimedia.org/ctt?
kn=3&ms=NDA2MjAxOTcS1&r=Mzk5NjI1NzcxOTUS1&b=0&j=MTY5MTIxMjQ0S
0&mt=1&rt=0>

*https://donate.wikimedia.org*<http://links.email.donate.wikimedia.org/ctt?
kn=3&ms=NDA2MjAxOTcS1&r=Mzk5NjI1NzcxOTUS1&b=0&j=MTY5MTIxMjQ0S
0&mt=1&rt=0>

Thanks,

Jimmy Wales
Wikipedia Founder
------------------------------

You are receiving this email as a valued donor of the Wikimedia Foundation.
If you do not wish to receive any future emails from the Wikimedia
Foundation, unsubscribe
instantly<http://links.email.donate.wikimedia.org/ctt?
kn=1&ms=NDA2MjAxOTcS1&r=Mzk5NjI1NzcxOTUS1&b=0&j=MTY5MTIxMjQ0S
0&mt=1&rt=0>
.

Wikimedia Foundation, Inc.
P.O. Box 98204
Washington, DC 20090-8204
United States of America

-- 

-- Rami Rustom
http://ramirustom.blogspot.com

http://links.email.donate.wikimedia.org/ctt?kn=3&ms=NDA2MjAxOTcS1&r=Mzk5NjI1NzcxOTUS1&b=0&j=MTY5MTIxMjQ0S0&mt=1&rt=0
https://donate.wikimedia.org/
http://links.email.donate.wikimedia.org/ctt?kn=3&ms=NDA2MjAxOTcS1&r=Mzk5NjI1NzcxOTUS1&b=0&j=MTY5MTIxMjQ0S0&mt=1&rt=0
http://links.email.donate.wikimedia.org/ctt?kn=1&ms=NDA2MjAxOTcS1&r=Mzk5NjI1NzcxOTUS1&b=0&j=MTY5MTIxMjQ0S0&mt=1&rt=0
http://ramirustom.blogspot.com/


-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: fallibleideas.com/emotions, persuasive efficacy
Date: November 30, 2012 at 9:43 AM

From: fallibleideas.com/emotions

Here is a rational way to use emotions in argument: "If doing that would be 
good, why do I feel bad about? Do I have any ideas to change it slightly so that 
I'll feel good about it? If there is no way to change it to be more emotionally 
appealing, why isn't there?"

There are grammar mistakes there: "why do I feel bad about?" and "why
isn't there?"

Also, I think its too vague for newbies to think about "it". You're
explaining a principle and you're using a variable (it) instead of a
concrete. Newbies need concretes.

This doesn't assume the emotion is true, it just uses violating the traditional 
knowledge behind the emotion as a criticism.

This is hard to understand, wrt to reading comprehension. I think the
word criticism should precede "it just uses violating the traditional
knowledge..." Something like this: This doesn't assume the emotion is
true -- its just a criticism. The criticism is that...

Any proposal which does that needs to have an answer to the criticism. If it does 
have a satisfactory answer, then that's fine, but if it doesn't it should be thought 
through more.

I think that people who are newbs to C&R will have trouble
understanding the last 2 sentences.

...

There are two main reasons not to follow an emotion. The first is if doing so 
would cause a problem. If you foresee a bad result then you better look for an 
alternative (preferably one you won't feel negatively about). The second reason 



is if you have extensive knowledge of a subject and have an idea which you 
believe is better, which you've scrutinized extensively, and now you want to use 
it.

I didn't think of a concrete example of the second reason. I'm
wondering if the following text are concrete examples of your 2
reasons. If so, you should mention that as a transition.

Sometimes we find our emotions are unhelpful or cause problems in a repetitive 
way. In those cases, it's important to change our emotional makeup so that 
stops happening.

Sometimes we find we make decisions while emotional and regret them later. 
This is a flaw, but we can improve and fix it.

Sometimes people get angry and then they assume that if they are angry the 
other guy must have done something to make them angry. They take their anger 
as justification of their own anger, which is invalid. Worse, some people believe 
they had no choice but to be angry. It's not their decision, it's just anger which is 
a natural, biological force. Thus they bear no responsibility for their angry 
actions, only the victim of their rage is to be blamed.

...

Genetic causes do not mean we're helpless

Missing a period.

In general, genetically determined problems are actually easier to deal with than 
problems of knowledge and ideas because they are a fixed target. They don't 
change or get harder over time. They have a limited amount of complexity and 
only need to be solved once and they stay solved.

What does "they" in the first sentence refer to? I think some people
will be confused. Sure the next 2 sentences clarifies it, but, on
principle, I don't think the 1st they should rely on the next 2
sentences for clarification of which noun it refers to.



When it comes to ideas, things can be harder. Sometimes we unconsciously 
use creativity to maintain our current personality. Trying to change it may not 
just involve working against a static obstacle. It may be an adaptable obstacle 
that tries to avoid being changed.

I have an idea of what that means. I don't think that people new to
anti-rational memes would know. So needs more clarification.

He pointed out that sexual pleasure is actually fragile — people will go to great 
lengths to avoid being disturbed because it ruins the pleasure and they "lose the 
mood" (in modern parlance).

I think parlance is too uncommon of a word. How about "in modern usage"?

That is another well known example of taking control and changing one's 
emotional propensities.

Propensity is too uncommon. Inclination? Tendency?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] The future of evil
Date: November 30, 2012 at 10:24 AM

On Nov 29, 2012 3:06 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 30/11/2012, at 1:04, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 2:31 AM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 17, 2012, at 6:58 AM, Rami Rustom <rombomb@gmail.com> wrote:

I posted an exert from Rand's _The Virtue of Selfishness_ to
islam-watch.org. It was on the topic of faith. A muslim called it
garbage. A non-muslim said this in response, and then I replied. Do
you see any problems with my response?

typical Muslim reaction...if you don't understand something, condemn it.

Actually that reaction is typical of how most people anywhere in the
world would react to great thinkers. Generally speaking, the further
one's views, values, and goals are from reality, the worse they react
to great thinkers -- whose views, values, and goals correspond well
with reality.

But that is changing. Our cultures are not static. Cultures evolve.
Ideas evolve. New memes (analogous to genes) are created -- we call
this variation. And the unfit memes (analogous to genes) lose out to
better memes (analogous to genes) -- we call this natural and
artificial selection.

In this case, the unfit meme is altruism (actually its the whole set
of moral knowledge of altruism -- and actually its a memeplex, which
is a set of networked memes -- memes that generally go together).

The fit meme, actually memeplex, is Objectivism -- which is the whole
set of philosophical and moral knowledge of Objectivism.



Soon altruism will be extinct. Everybody will be an Objectivist.

Soon? Oh really? When?

1,000 years, or 10,000. Its soon relative to 100,000 years which is
how long ago humans evolved.

How do you know this? What are your reasons? I've heard many Christians 
argue much the same about how everyone will become Christian too. Some 
Muslims believe this too about Islam becoming the global religion. Indeed it is a 
common feature of those who believe in, and like to spread, dogma. I'm not 
saying that's what you are doing here and now, necessarily. But you seem to be 
confusing your own private "hopes" with what can be objectively "known" via our 
normal critical, rational methods. And this really is a common characteristic of 
most religions.

How do I know what exactly? Do you mean that Objectivism is a fit meme
while the others are unfit? Because I have no criticisms Objectivism
and I have criticisms of the others.

Simply asserting such things in the way you have doesn't convince the rest of us 
that you are correct.

You must show your workings. (Give your reasons).

Ayn Rand already did that. See The Virtue of Selfishness.

Another unfit memeplex is the Justified True Belief, the epistemology
created by Aristotle and still has to this day 99.9+% penetration in
the human population. The fit memeplex is Popperism.



Soon Justified True Belief will be extinct. And everybody will be a 
Popperian.

And soon after that all evil memes will be extinct.

When?

2,000 years, or 20,000.

Exactly? Why either of those two? Why not 19999 years? Do you mean 
between those two boundaries? How did you come up with those limits?

Random guess.

As an aside, can you criticise the technique of questioning I have used here?

I don't have any criticisms right now.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Islamic criticism
Date: November 30, 2012 at 11:45 AM

On Nov 29, 2012 8:59 PM, "Elliot Temple" <curi@curi.us> wrote:

On Oct 5, 2012, at 10:39 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Oct 5, 2012 at 9:43 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Thu, Oct 4, 2012 at 22:34 AM, Rami Rustom wrote:

On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

Concerning harsh/war-like verses (that constitutes 5-6 verse in 6600 
verses) I have already explained that Islam is >>"hands-on" concerning 
restoring/sustaining peace and stopping cruelty/oppression.

Please show me the verse that explains that, instead of asserting *your* 
ideas.

I have a feeling that it is hopeless but here you go :

Why would it be hopeless? You asserted that idea twice without quoting
the Quran. THAT is hopeless. Now you *are* quoting the Quran. This is
hopeful. We can get somewhere this way.

Quran 4:75 And what is [the matter] with you that you fight not in the cause of 
Allah and [for] the oppressed among men, women, and children who say, 
"Our Lord, take us out of this city of oppressive people and appoint for us 
from Yourself a protector and appoint for us from Yourself a helper?"



However in whatever you do towards this goal, you HAVE to stay within 
the universal judiciary framework and be fair, >>transparent and honest to 
all people (whether they are muslim or not).

Please show me the verse that explains that, instead of asserting
*your* ideas. (Note that Islam does not apply its morality on to
people whether they are "Muslim or not").

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.

Please do not reply as "what is transgressing" "or how I would know that 
one's is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Saying your ideas are "clear" (clearly right) isn't a good way to discuss.

But it was clear to me and to Ismael, and to any English-speaking Muslim.

Also your interpretation is not clear to me. Transgress means:

http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

you're differing from the dictionary without explanation.

A "real" Muslim understands that doing what God forbids *is* sin. And
that one who does the forbidden is a transgressor.

http://www.merriam-webster.com/dictionary/transgress


Quran 5:8 O you who have believed, be persistently standing firm for Allah , 
witnesses in justice, and do not let the hatred of a people prevent you from 
being just. Be just; that is nearer to righteousness. And fear Allah ; indeed, 
Allah is Acquainted with what you do.

This tells Muslims to be fair. But in other verses it says otherwise.

you asked him for quotes. he gave some. so i think when you say other verses 
differ from the ones he quoted, you should quote a couple.

I guess I got tired of quoting them since I had already done that many
times in previous posts with Ismael and he ignored them.

In western countries, wife-beating, prostitution, drug/alcohol abuse is 
widespread. Crime rates and suicide are unfortunately well above world 
average.  According to Islam everyone should collaboratively act against 
these problems. And I do not think western morality is successful in handling 
these problems and improving the situation.

Wrong. See Thomas Szasz, Ayn Rand.

(Having read them a lot more than you,) I'm not sure which of their ideas you 
mean or what sort of position you're advocating and how that is a reply 
specifically to what Ismail was saying.

I'm thinking of freedom, individual rights, consent in human
interactions, no coercion, only persuasion. Rand and Szasz championed
these things.

All of the problems Ismael mentioned would improve with more
individual freedom. Less freedom makes them worse.

America was designed around this idea of individual rights. The US



government was designed with protections for individuals, for
individual freedom to do whatever they want short of infringing on
another individuals freedom. More importantly, the government was
designed with limitations on what it was allowed to do, a first in
history.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: Re: [BoI] Islamic criticism
Date: November 30, 2012 at 12:02 PM

On Thu, Nov 29, 2012 at 9:03 PM, Elliot Temple <curi@curi.us> wrote:

On Oct 7, 2012, at 10:10 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Oct 4, 2012 at 2:34 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Wed, Oct 3, 2012 at 18:52 AM, Rami Rustom wrote:

Letter from Mohamed to Emperor of Persia.

“In the Name of Allâh, the Most Beneficent, the Most Merciful.
From Muhammad, the Messenger of Allâh to Chosroes, king of Persia.
Peace be upon him who follows true guidance, believes in Allâh and His 
Messenger and testifies that there is no god >but Allâh Alone with no 
associate, and that Muhammad is His slave and Messenger. I invite you to 
accept the religion >of Allâh. I am the Messenger of Allâh sent to all 
people in order that I may infuse fear of Allâh in every living person, >and 
that the charge may be proved against those who reject the Truth. Accept 
Islam as your religion so that you may >live in security, otherwise, you will 
be responsible for all the sins of the Magians.”

Here is the real version of the same letter.

"In the name of Allah, the beneficient, the Merciful.
From Muhammad, the Messenger of God, to Kisra, the great King of Persia.
Peace be upon him who follows the guidance, believes in Allah and His 
Prophet, bears witness that there is no God but Allah and that I am the 
Prophet of Allah for the entire humanity so that every man alive is warned of 
the awe of God. Embrace Islam that you may find peace; otherwise on you 
shall rest the sin of the Magis." (Al-Tabari, Vol. III, p. 90)

Please be careful about the differences.



That translation you gave is wrong. The interpreter is trying to protect Islam.

According to Tabaqat-i Kubra, vol. I, page 360, and Tarikh-i Tabari,
vol. II, pp. 295, 296, and Tarikh-i Kamil, vol. II, page 81 and
Biharul Anwar, vol. XX, page 389 (which is on wikipedia:
http://en.wikipedia.org/wiki/Muslim_conquest_of_Persia#cite_note-12),
the letter reads:

"In the name of Allah, the Beneficent, the Merciful. From Muhammad, the 
Messenger of Allah, to the great Kisra of Iran. Peace be upon him, who 
seeks truth and expresses belief in Allah and in His Prophet and testifies 
that there is no god but Allah and that He has no partner, and who believes 
that Muhammad is His servant and Prophet. Under the Command of Allah, I 
invite you to Him. He has sent me for the guidance of all people so that I 
may warn them all of His wrath and may present the unbelievers with an 
ultimatum. Embrace Islam so that you may remain safe. And if you refuse to 
accept Islam, you will be responsible for the sins of the Magi."[13]

I found the Arabic text. Actually I found a photograph of the actual letter:

(do a search for "Transcript of Letter to Khosroe Pervez Emperor of
Persia" to find it easily)

http://oldenhistory.blogspot.com/2010/02/letters-of-prophet-muhammad-
pbuh.html

Ismail. Take this letter to the Arabic expert you mentioned. Ask him
to translate it.

To make this easy, lets just translate one part.

A portion of that arabic text you translated as "so that every man
alive is warned of the awe of God." but the actual translation is
warning of something else. I'll translate it myself:

Allahoo ila al-nasi kaffaton leyanthur man kana hayan aslim taslim =
God to all the people, he warns (those of) you whoever lived, become
Muslim to stay safe.

http://en.wikipedia.org/wiki/Muslim_conquest_of_Persia#cite_note-12
http://oldenhistory.blogspot.com/2010/02/letters-of-prophet-muhammad-pbuh.html


Allahoo = God

ila = to

al-nasi = the people

kaffaton = all

leyanthur = warns you

man kana = whoever

hayan = lived

aslim = Become Muslim

taslim = to stay safe.

So where do you get "warned of the awe of God?"

What does "warned of the awe of God" even mean?

Its vague, purposefully.

When translating it's important that the resulting text actually makes sense 
instead of being vague, ambiguous or nonsense.

I was breaking it down so that he could tell me how it could mean
"warned of the awe of God".

Translating isn't just about wrote replacing one word with another. You also have 
to think about what meaning is being communicated and then keep the meaning 
in the new text. Unless the original is nonsense, the final version should not be 
nonsense. In general, translations should be clear and understandable.

The translation that I agreed with was posted above: "warn them all of
His wrath and may present the unbelievers with an ultimatum."



It reads like this: God to all the people, be warned that whoever
becomes a Muslim will be safe.

That means that whoever does not become a Muslim, will not be safe.
That is the ultimatum. Ismail's chosen translation omits that part and
replaces it with a vague "warned of the awe of God". This translator
doesn't like the ultimatum part because it means that there is
compulsion in Islam, and by the hand of Mohamed, their beloved
prophet. And, as you might have remembered, Ismail proudly proclaims
(like most Muslims) that there is no compulsion in Islam.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Islamic criticism
Date: November 30, 2012 at 4:26 PM

On Nov 30, 2012, at 8:45 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 29, 2012 8:59 PM, "Elliot Temple" <curi@curi.us> wrote:

On Oct 5, 2012, at 10:39 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Oct 5, 2012 at 9:43 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Thu, Oct 4, 2012 at 22:34 AM, Rami Rustom wrote:

On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay 
<i_c_atalay@yahoo.co.uk> wrote:

Concerning harsh/war-like verses (that constitutes 5-6 verse in 6600 
verses) I have already explained that Islam is >>"hands-on" concerning 
restoring/sustaining peace and stopping cruelty/oppression.

Please show me the verse that explains that, instead of asserting *your* 
ideas.

I have a feeling that it is hopeless but here you go :

Why would it be hopeless? You asserted that idea twice without quoting
the Quran. THAT is hopeless. Now you *are* quoting the Quran. This is
hopeful. We can get somewhere this way.

Quran 4:75 And what is [the matter] with you that you fight not in the cause 
of Allah and [for] the oppressed among men, women, and children who say, 
"Our Lord, take us out of this city of oppressive people and appoint for us 
from Yourself a protector and appoint for us from Yourself a helper?"



However in whatever you do towards this goal, you HAVE to stay within 
the universal judiciary framework and be fair, >>transparent and honest 
to all people (whether they are muslim or not).

Please show me the verse that explains that, instead of asserting
*your* ideas. (Note that Islam does not apply its morality on to
people whether they are "Muslim or not").

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.

Please do not reply as "what is transgressing" "or how I would know that 
one's is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Saying your ideas are "clear" (clearly right) isn't a good way to discuss.

But it was clear to me and to Ismael, and to any English-speaking Muslim.

Now you're saying if anyone does disagree with you, they must either not speak 
English or not be a Muslim. They can't disagree with you b/c you're wrong, that's 
impossible, it has to be because of some attribute of them personally or 
ignorance.

It can't even be a regular mistake -- no one would ever disagree with you simply 
by being mistaken as long as they spoke English and were Muslim.

This is an intolerant, anti-critical, infalliblist, anti-Popperian way of thinking.

And you've doubled down on it when challenged.

Actually, you are fallible, no truth is obvious, your ideas are not obviously true, 
people can disagree with you for all sorts of reasons including your mistake 
and/or their mistake, and you can't generalize about all English-speaking Muslims 
this easily. This sort of attitude that dismisses the possibility of being wrong is 
how one stays wrong forever instead of doing a beginning of infinity.



Also your interpretation is not clear to me. Transgress means:

http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

you're differing from the dictionary without explanation.

A "real" Muslim understands that doing what God forbids *is* sin. And
that one who does the forbidden is a transgressor.

i don't think you've understood the issue. it's hard to tell though. these two 
sentences don't explain what you're talking about, leaving me to make a ton of 
guesses. can you try to explain what you're saying?

please take into account what you said above about what transgressor is. i don't 
see how your comment here relates to the earlier comment that i was replying to, 
and you don't explain it for me or make any direct connection.

Quran 5:8 O you who have believed, be persistently standing firm for Allah , 
witnesses in justice, and do not let the hatred of a people prevent you from 
being just. Be just; that is nearer to righteousness. And fear Allah ; indeed, 
Allah is Acquainted with what you do.

This tells Muslims to be fair. But in other verses it says otherwise.

you asked him for quotes. he gave some. so i think when you say other verses 
differ from the ones he quoted, you should quote a couple.

I guess I got tired of quoting them since I had already done that many
times in previous posts with Ismael and he ignored them.

http://www.merriam-webster.com/dictionary/transgress


if it's not worth discussing with him well, why discuss with him at all?

In western countries, wife-beating, prostitution, drug/alcohol abuse is 
widespread. Crime rates and suicide are unfortunately well above world 
average.  According to Islam everyone should collaboratively act against 
these problems. And I do not think western morality is successful in 
handling these problems and improving the situation.

Wrong. See Thomas Szasz, Ayn Rand.

(Having read them a lot more than you,) I'm not sure which of their ideas you 
mean or what sort of position you're advocating and how that is a reply 
specifically to what Ismail was saying.

I'm thinking of freedom, individual rights, consent in human
interactions, no coercion, only persuasion. Rand and Szasz championed
these things.

It's hard to tell what you mean.

Neither of them championed no TCS-coercion, to my knowledge. I think a 
reasonable first reading of what you're saying is they did champion no TCS-
coercion. If they actually did that's something requiring explanation.

On the other hand, you saying "coercion" to mean some unspecified non-TCS 
version -- without saying you mean that -- isn't clear.

If you meant "force" you could have used the word "force". That you didn't hints 
you didn't mean "force". It's hard to tell what you did mean.

Also none of the stuff you list is what Szasz is best known for, so telling someone 
to read Szasz to learn those things, without further explanation or comment, does 
not make sense.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Islamic criticism
Date: November 30, 2012 at 6:18 PM

On Nov 30, 2012 3:26 PM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 30, 2012, at 8:45 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 29, 2012 8:59 PM, "Elliot Temple" <curi@curi.us> wrote:

On Oct 5, 2012, at 10:39 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Oct 5, 2012 at 9:43 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Thu, Oct 4, 2012 at 22:34 AM, Rami Rustom wrote:

On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay 
<i_c_atalay@yahoo.co.uk> wrote:

Concerning harsh/war-like verses (that constitutes 5-6 verse in 6600 
verses) I have already explained that Islam is >>"hands-on" concerning 
restoring/sustaining peace and stopping cruelty/oppression.

Please show me the verse that explains that, instead of asserting *your* 
ideas.

I have a feeling that it is hopeless but here you go :

Why would it be hopeless? You asserted that idea twice without quoting
the Quran. THAT is hopeless. Now you *are* quoting the Quran. This is
hopeful. We can get somewhere this way.

Quran 4:75 And what is [the matter] with you that you fight not in the cause 
of Allah and [for] the oppressed among men, women, and children who 



say, "Our Lord, take us out of this city of oppressive people and appoint for 
us from Yourself a protector and appoint for us from Yourself a helper?"

However in whatever you do towards this goal, you HAVE to stay within 
the universal judiciary framework and be fair, >>transparent and honest 
to all people (whether they are muslim or not).

Please show me the verse that explains that, instead of asserting
*your* ideas. (Note that Islam does not apply its morality on to
people whether they are "Muslim or not").

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.

Please do not reply as "what is transgressing" "or how I would know that 
one's is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Saying your ideas are "clear" (clearly right) isn't a good way to discuss.

But it was clear to me and to Ismael, and to any English-speaking Muslim.

Now you're saying if anyone does disagree with you, they must either not speak 
English or not be a Muslim. They can't disagree with you b/c you're wrong, that's 
impossible, it has to be because of some attribute of them personally or 
ignorance.

It can't even be a regular mistake -- no one would ever disagree with you simply 
by being mistaken as long as they spoke English and were Muslim.

This is an intolerant, anti-critical, infalliblist, anti-Popperian way of thinking.

And you've doubled down on it when challenged.

Actually, you are fallible, no truth is obvious, your ideas are not obviously true, 
people can disagree with you for all sorts of reasons including your mistake 



and/or their mistake, and you can't generalize about all English-speaking 
Muslims this easily. This sort of attitude that dismisses the possibility of being 
wrong is how one stays wrong forever instead of doing a beginning of infinity.

I forgot the difference between "clear" and "obvious". Does your
criticism apply to my sentence if I had said "obvious" instead of
"clear"?

Also your interpretation is not clear to me. Transgress means:

http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

you're differing from the dictionary without explanation.

A "real" Muslim understands that doing what God forbids *is* sin. And
that one who does the forbidden is a transgressor.

i don't think you've understood the issue. it's hard to tell though. these two 
sentences don't explain what you're talking about, leaving me to make a ton of 
guesses. can you try to explain what you're saying?

please take into account what you said above about what transgressor is. i don't 
see how your comment here relates to the earlier comment that i was replying 
to, and you don't explain it for me or make any direct connection.

K. Starting from what Ismail said, then I said, then you said:

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.
Please do not reply as "what is transgressing" "or how I would know that 
one's is transgressing"

http://www.merriam-webster.com/dictionary/transgress


Its clear that "transgressor" means one who does stuff other than God
told him to do.

Also your interpretation is not clear to me. Transgress means:

http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

you're differing from the dictionary without explanation.

I don't see what you're saying I did wrong. So I'll rephrase what I said:

Its clear that "transgressor" means one who commits sin.

Quran 5:8 O you who have believed, be persistently standing firm for Allah 
, witnesses in justice, and do not let the hatred of a people prevent you 
from being just. Be just; that is nearer to righteousness. And fear Allah ; 
indeed, Allah is Acquainted with what you do.

This tells Muslims to be fair. But in other verses it says otherwise.

you asked him for quotes. he gave some. so i think when you say other 
verses differ from the ones he quoted, you should quote a couple.

I guess I got tired of quoting them since I had already done that many
times in previous posts with Ismael and he ignored them.

if it's not worth discussing with him well, why discuss with him at all?

No reason at all.

http://www.merriam-webster.com/dictionary/transgress


In western countries, wife-beating, prostitution, drug/alcohol abuse is 
widespread. Crime rates and suicide are unfortunately well above world 
average.  According to Islam everyone should collaboratively act against 
these problems. And I do not think western morality is successful in 
handling these problems and improving the situation.

Wrong. See Thomas Szasz, Ayn Rand.

(Having read them a lot more than you,) I'm not sure which of their ideas you 
mean or what sort of position you're advocating and how that is a reply 
specifically to what Ismail was saying.

I'm thinking of freedom, individual rights, consent in human
interactions, no coercion, only persuasion. Rand and Szasz championed
these things.

It's hard to tell what you mean.

Neither of them championed no TCS-coercion, to my knowledge. I think a 
reasonable first reading of what you're saying is they did champion no TCS-
coercion. If they actually did that's something requiring explanation.

On the other hand, you saying "coercion" to mean some unspecified non-TCS 
version -- without saying you mean that -- isn't clear.

If you meant "force" you could have used the word "force". That you didn't hints 
you didn't mean "force". It's hard to tell what you did mean.

Also none of the stuff you list is what Szasz is best known for, so telling 
someone to read Szasz to learn those things, without further explanation or 
comment, does not make sense.

Ya I should have mentioned TCS rather than Rand and Szasz.

Rand and Szasz championed freedom. But they didn't understand freedom
as fully as Deutsch. Freedom, in the limit, implies no TCS-coercion.



-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Islamic criticism
Date: November 30, 2012 at 7:04 PM

On Nov 30, 2012, at 3:18 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 3:26 PM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 30, 2012, at 8:45 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 29, 2012 8:59 PM, "Elliot Temple" <curi@curi.us> wrote:

On Oct 5, 2012, at 10:39 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Oct 5, 2012 at 9:43 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Thu, Oct 4, 2012 at 22:34 AM, Rami Rustom wrote:

On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay 
<i_c_atalay@yahoo.co.uk> wrote:

Concerning harsh/war-like verses (that constitutes 5-6 verse in 6600 
verses) I have already explained that Islam is >>"hands-on" 
concerning restoring/sustaining peace and stopping 
cruelty/oppression.

Please show me the verse that explains that, instead of asserting *your* 
ideas.

I have a feeling that it is hopeless but here you go :

Why would it be hopeless? You asserted that idea twice without quoting
the Quran. THAT is hopeless. Now you *are* quoting the Quran. This is
hopeful. We can get somewhere this way.



Quran 4:75 And what is [the matter] with you that you fight not in the 
cause of Allah and [for] the oppressed among men, women, and children 
who say, "Our Lord, take us out of this city of oppressive people and 
appoint for us from Yourself a protector and appoint for us from Yourself a 
helper?"

However in whatever you do towards this goal, you HAVE to stay 
within the universal judiciary framework and be fair, >>transparent and 
honest to all people (whether they are muslim or not).

Please show me the verse that explains that, instead of asserting
*your* ideas. (Note that Islam does not apply its morality on to
people whether they are "Muslim or not").

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.

Please do not reply as "what is transgressing" "or how I would know that 
one's is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Saying your ideas are "clear" (clearly right) isn't a good way to discuss.

But it was clear to me and to Ismael, and to any English-speaking Muslim.

Now you're saying if anyone does disagree with you, they must either not 
speak English or not be a Muslim. They can't disagree with you b/c you're 
wrong, that's impossible, it has to be because of some attribute of them 
personally or ignorance.

It can't even be a regular mistake -- no one would ever disagree with you 
simply by being mistaken as long as they spoke English and were Muslim.

This is an intolerant, anti-critical, infalliblist, anti-Popperian way of thinking.



And you've doubled down on it when challenged.

Actually, you are fallible, no truth is obvious, your ideas are not obviously true, 
people can disagree with you for all sorts of reasons including your mistake 
and/or their mistake, and you can't generalize about all English-speaking 
Muslims this easily. This sort of attitude that dismisses the possibility of being 
wrong is how one stays wrong forever instead of doing a beginning of infinity.

I forgot the difference between "clear" and "obvious". Does your
criticism apply to my sentence if I had said "obvious" instead of
"clear"?

Yes. Why would that be any better? And it's not about the choice of words but 
their meaning.

Also your interpretation is not clear to me. Transgress means:

http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

you're differing from the dictionary without explanation.

A "real" Muslim understands that doing what God forbids *is* sin. And
that one who does the forbidden is a transgressor.

i don't think you've understood the issue. it's hard to tell though. these two 
sentences don't explain what you're talking about, leaving me to make a ton of 
guesses. can you try to explain what you're saying?

please take into account what you said above about what transgressor is. i 
don't see how your comment here relates to the earlier comment that i was 

http://www.merriam-webster.com/dictionary/transgress


replying to, and you don't explain it for me or make any direct connection.

K. Starting from what Ismail said, then I said, then you said:

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.
Please do not reply as "what is transgressing" "or how I would know that 
one's is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Also your interpretation is not clear to me. Transgress means:

http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

you're differing from the dictionary without explanation.

I don't see what you're saying I did wrong. So I'll rephrase what I said:

Its clear that "transgressor" means one who commits sin.

That is not a rephrasing of what you said. You said:

Its clear that "transgressor" means one who does stuff other than God told 
him to do.

Now you're changing it without acknowledging changing it or trying to explain how 
your new version is the same as the old one.

You said transgressor means X, I criticized that X, I specifically clarified that my 
comment is about X and you should take X into account when reply, and you're 
still not discussing your original X and what it says.

http://www.merriam-webster.com/dictionary/transgress


You're also continuing to make the mistake of saying your stuff is "clear" without 
explaining any rational meaning that can have that adds value to your post.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] fallibleideas.com/emotions, persuasive efficacy
Date: November 30, 2012 at 8:28 PM

On Nov 30, 2012, at 6:43 AM, Rami Rustom <rombomb@gmail.com> wrote:

From: fallibleideas.com/emotions

Here is a rational way to use emotions in argument: "If doing that would be 
good, why do I feel bad about? Do I have any ideas to change it slightly so that 
I'll feel good about it? If there is no way to change it to be more emotionally 
appealing, why isn't there?"

There are grammar mistakes there: "why do I feel bad about?"

fixed

and "why isn't there?"

what's wrong with this?

Also, I think its too vague for newbies to think about "it". You're
explaining a principle and you're using a variable (it) instead of a
concrete. Newbies need concretes.

what do you suggest it say?

if i put a specific example such as eating ice cream, wouldn't many newbies not 
understand how to generalize it, and get distracted by their opinion of ice cream?

i don't want to argue two things (about emotions and about ice cream) at once.

In general, genetically determined problems are actually easier to deal with 
than problems of knowledge and ideas because they are a fixed target. They 
don't change or get harder over time. They have a limited amount of 
complexity and only need to be solved once and they stay solved.



What does "they" in the first sentence refer to?

it refers to "genetically determined problems".

I think some people
will be confused. Sure the next 2 sentences clarifies it, but, on
principle, I don't think the 1st they should rely on the next 2
sentences for clarification of which noun it refers to.

it's a sentence of the form:

X are Y because they Z. with "they" = X. i don't really understand what the 
objection is.

you don't have to read any later sentence to understand it.

When it comes to ideas, things can be harder. Sometimes we unconsciously 
use creativity to maintain our current personality. Trying to change it may not 
just involve working against a static obstacle. It may be an adaptable obstacle 
that tries to avoid being changed.

I have an idea of what that means. I don't think that people new to
anti-rational memes would know. So needs more clarification.

you aren't specifying what they won't understand. which concept and why? i don't 
know what you have in mind.

i don't think you're taking into account that this is not a standalone essay and 
there is more explanation of related topics on the site.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How Much Clarity is Needed?
Date: November 30, 2012 at 9:18 PM

On Oct 7, 2012, at 12:52 PM, Brett Hall <brhalluk@hotmail.com> wrote:

My take home is: at the limit, as many different versions of a message are 
needed as possible if your purpose is to communicate and thereby spread an 
idea.

Don't inferior versions distract and annoy people? No one wants to read every 
version. Most people want to know the best version. If they care a lot, the best 
three. Scholars might want to know the best twenty, occasionally even a lot more, 
but not as many as possible (they would only want as many as possible meeting 
some minimum constraints like quality, relevance, clarity, non-repetitiveness or 
whatever else matters to their project).

On 08/10/2012, at 4:26, "Elliot Temple" <curi@curi.us> wrote:

How Much Clarity is Needed? How much is worthwhile and valuable?

As much as possible if you are trying to persuade people. More is more 
valuable. Worthwhile has to be balanced against: how much time do you have 
to put into your writing? What is "clear" to one person, another might think is 
opaque. Some might take lots of simple words to get the message. Another 
person might know, or think they know, what a word like "metaphysics" means 
or "ontology" and so those single words rather than a bunch of little ones like 
"what really exists in reality even if we cannot fully capture it in words" is actually 
more confusing and (for example) might lead a discussion down an avenue of 
arguing over words rather than getting more quickly to an important point. 
Hence my idea: perhaps the best process would be (at first approximation) for 
an author to write the article they would want to read and think little of the 
audience, then think of particular audiences. Write two articles. Then three. 
Then...until you run out of time or enthusiasm. Two are either twice as good or 
twice as bad as perhaps some people will then start to think you are 
contradicting yourself?

As I said in my last email...and still kinda believe: some words might actually be 
more interesting than others. Perhaps an approach that sacrifices some words 



for others introduces a bland, flavourless sterility to writing that would cause 
much to be lost were every message past through an increasingly fine filter of 
"will imaginary person X find this clear?".

but the point of writing (at least substantive writing like philosophy) is 
communication of ideas and learning.

if you want to write poetry, go ahead, but that's a separate issue.

you were just saying as much clarity as possible is good but now your'e saying 
we should taint our philosophy writing with parochial flavor to pander to people 
who get bored with the ideas and want some fun style or something. doing so 
reduces clarity.

isn't this kind of like complaining that military communications in combat are too 
bland and flavorless? there's no shakespeare quotes. what if the soldiers get 
bored focussing on the mission and become sad that by spending so much time 
soldiering they've lose out on other parts of life?

i really don't get your position that both advocates as much clarity as possible and 
then advocates disregarding an objective standard of clarity to score better on 
other criteria (that you do not objectively explain the merit or purpose of). you 
can't have it two contradictory ways.

For a start, we know it must be more than Popper had, since he was 
misunderstood so much. When the misunderstanding rate is so huge, clarity is 
a top priority to improve. And this despite the fact that Popper was a world 
class writer who put a lot of effort into explaining clearly.

If Popper tried to write The Logic of Scientific in two versions: 1. Exactly as it is 
2. Exactly as it is but with (say) every word not understood by his non-
philosophy friend replaced by a string of words the random friend did 
understand then we'd *immediately* have a version understood by at least one 
more person.

no. seriously? c'mon, try harder. that's some really terrible logic. when you 
change it you could lose some people's understanding. the set of people who 



understand it could go down, it isn't guaranteed to go up by 1.

you're also disregarding that clarity is an objective issue. if someone thinks a 
version is more clear, he can be mistaken. just doing what some guy wants can 
reduce clarity.

Now if you're the kind of person who thinks that the individual writer, like Popper, 
has the best understanding of his own ideas then this is valuable. On the other 
hand, if you think someone like DD might actually have even better insight into 
Popper's ideas than Popper himself, then all of DD's writings on the topic 
constitute this second approach anyway. So you have the same ideas (one by 
Popper himself, others by Deutsch) that spread the same message in two ways.

it's not the same message b/c DD made changes. please try harder. if you 
stopped to think about it, you could have realized DD and Popper do not offer the 
same message. or you could have realized that "the same message" isn't what 
you meant. or something.

Szasz is another good example. Like Popper he prized clarity highly and wrote 
with exceptional clarity, yet he has been massively misunderstood. Yet more 
clarity would have been better.

I think the basic takeaway is that there is no one in the world who already 
writes clearly enough. Enough in what sense? Well, more is always better in 
some sense but maybe there is a point of diminishing returns. Whether there is 
one or not, the point is we're not even near that point yet. So, for every single 
person who wants to communicate new explanations in English (or French or 
Japanese or other languages of that type), improving clarity should be a top 
priority.

Improving clarity can't be done in any trivial way. It's not easy to figure out what 
steps to take to do it. So insights into this matter are particularly valuable.

Are there other ways to communicate things normally reserved for being 
explained in text in other ways? Take DD's "a new way to explain explanations" 
idea. It appears as a video with different words than used in audio files of 
interviews he has done and different again to articles and different to the actual 



book BoI. Perhaps one person who digests all these different approaches has 
the best chance of getting the message DD is trying to transmit, for example?

it's not a matter of chance. which is a type of point BoI makes and talks about.

when you make several significant mistakes per paragraph -- or even one per 
several paragraphs -- it really distracts from whatever advanced topics you might 
like to discuss. the mistakes are often relevant. it's important to have better 
mechanisms of error correction, and more high-reach knowledge (especially 
epistemology), before you're going to be able to do a good job of discussing 
advanced stuff.

it would be a mistake to expect someone (me or whoever) to reply to the main 
point of your post, disregarding your mistakes. because they change the 
meanings of things, make some of your claims wrong, and/or, at best, introduce 
ambiguity/vagueness. we can't easily and accurately guess what correct thing 
you would have said in place of each mistake and discuss that. if we tried we 
might well end up discussing a position you don't even recognize as your own. so 
it's really up to you to refine your positions to the point where if you want to talk 
about X you aren't making a bunch of mistakes that aren't about X, and then at 
that point we'll be better able to discuss X.

part of the way to do this is to have broad interests. being narrow is a mistake. 
mistakes can be anywhere. we should all be interdisciplinary to some extent. 
have discussions about Y and Z instead of trying to focus just on X. learn all kinds 
of things. fix even the tiniest and seemingly irrelevant mistake, as a matter of 
policy, and do that over and over until you can't find any more mistakes and no 
one is pointing any out to you.

people may think this is a high standard, it's unfair, it's inhuman. it doesn't matter. 
this is the standard needed for effective truth seeking. it's not my choice of 
standard, it is reality's standard.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Ad Hoc Ideas (was: Feyerabend)
Date: November 30, 2012 at 9:40 PM

On Jul 5, 2012, at 5:23 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jun 2, 2012 4:03 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 2, 2012, at 1:47 PM, Alan Forrester wrote:

On 28 May 2012, at 23:02, Elliot Temple wrote:
On May 28, 2012, at 12:45 PM, Alan Forrester wrote:

This is a brief note on Feyerabend's book "Against Method", which attacks 
Popper. The note can be short because the book has so little substance 
that there is no need to spend a lot of time on it. It's a bad book that you 
should only read if you are specifically looking for an example of bad 
philosophy.

The main meat of the argument is in Chapter 15, so I'll concentrate on 
that. Feyarabend gives a summary of Popper's ideas at the start of the 
chapter, but it's far too shallow a summary and vague to address the 
issues he claims to address in the rest of the chapter and so it is seriously 
misleading. The summary goes like this: we start with problems and try to 
solve them by proposing non-ad-hoc hypotheses.

Non-ad-hoc hypothesis are generalized solutions that you've used in
previous problem-situations.

Then there is a load of stuff (pp. 174-5) about how rationality is too 
restrictive and will, somehow make us all unhappy. No explanation is 
presented about how this would happen, and so it's impossible to assess 
his claim.

If you keep bashing your head a rock and hard place, then you'll be
unhappy. Better to just rest your head against either the rock or the
hard place, i.e. compromise.

You're advocating compromise?

Explain?



What is your refutation of the TCS position on compromise? It's also discussed 
some in BoI and Rand.

I think this statement gives Feyerabend too much credit. What is impossible 
to assess? The implicit concept here is that he has a "claim", largely 
unstated, with some reasons or arguments, and you don't know what they 
are so you can't evaluate them. But why infer they exist at all?

I think with a lot of bad thinkers, the superficial stuff they say is as far as it 
goes. If he had something substantive to say, I'd guess he would have said 
it.

Bad thinkers back up their ideas with bad explanations, e.g.
explanations of the form: My idea X is true because of social roles
and if I don't follow my social role then bad stuff will happen to me.

do they? i don't think that sort of person typically claims his idea is true or talks 
about truth.

you've made an assertion here. i don't already agree with it for my own reasons. i 
don't see anything in your statement to persuade me to communicate new 
knowledge to me.

how is this a reply to what i said? do you agree or disagree with what i said? i 
can't tell.

One thing is: we don't need a rule to seek the truth or make an effort to 
learn. Some people will do those things, others won't, it's up to each person, 
and those who do it will have better lives so there is plenty of incentive.

Too much epistemology tries to provide specific rules about what to do, and 
Popper does this some. But as Popper himself basically said, you can do 
whatever you want, use your imagination, think outside the box, and 
mistakes will be sorted out by criticism.

Moving on, "ad hoc" is about how ideas are created, not the ideas 



themselves. It's about the source of ideas. So that's a mistake. Ideas should 
never ever ever be evaluated by their source. (I think Popper has tried to get 
around this some by redefining the concept of "ad hoc" in a more objective 
way about qualities of the idea itself. But this is too confusing and not the 
perfect approach to the topic.)

How about my rewording of ad hoc? That the idea of how to change B
should have reach? That doesn't consider the source.

BTW, I don't see how ad hoc is about the source.

"That is an ad hoc idea" means "the source of that idea was an ad hoc method of 
thinking (creating an idea for this particular purpose, like to try to rescue some 
criticized idea, instead of following general good truth seeking methods)".

The same idea (e.g. that Parmenides understood the phases of the moon) could 
be come up with after years of research or ad hoc during a debate when running 
into a new argument and wanting to reply. Whether it's ad hoc has to do with how 
and why you come up with the idea, in what context, rather than what the idea is.

(Though I think Popper sometimes deviates in his usage and uses "ad hoc" to 
refer to something more objective. But that isn't standard.)

I think the nightmare that people can trivially evade criticism without limit is 
false. They can't. For example, they might start getting more vague. But 
then you just criticize vagueness in general and that completely wipes out 
that entire strategy.

Right, because it makes ideas difficult to test and also makes them bad 
explanations. Like all interpretations of quantum mechanics apart from many 
worlds.

This view on "ad hoc" is substantive, valuable progress in epistemology, right? 
What should be done with it?

I think both guesses and criticisms should be random, i.e. no rigidity.



But random doesn't mean no rigidity, and you offer no explanation of any 
equivalance. So what are you talking about?

I don't know how to interpret something like this. Do I take you as meaning 
random and ignore the thing about rigidity? Or vice versa? Or do you mean 
something else?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Animal-type learning vs human-type learning
Date: November 30, 2012 at 9:52 PM

On Oct 20, 2012, at 9:06 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/272

The digger wasp, for instance, seems to display highly intelligent brood-
tending behavior. Having dug a nest, it flies off in search of a caterpillar, 
overpowers and kills it, drags it into the nest, and lays eggs on it. The 
emerging young are thereby provided with the nourishment they need and find 
protection in the nest, which the wasp seals. Interrupt the sequence of 
partactions, however, and it soon becomes clear that no form of intelligence is 
at work here. Returning to its hole with the caterpillar, the wasp first deposits it 
in the entrance and inspects the interior, then reappears at the entrance, head 
foremost, and drags its quarry inside. If, while the wasp is inspecting its hole, 
the caterpillar is removed and deposited some distance away, the wasp will 
continue to search until it has rediscovered the caterpillar and then will drag it 
to the entrance again, whereupon the whole cycle-depositing, inspecting, etc. 
? begins all over again. Take away the caterpillar ten or twenty times, and the 
wasp will still deposit it at the entrance and embark on a tour of the hole, with 
which it is thoroughly familiar by this time. The insect continues to be guided 
by the same commands, in computer fashion, and evidently finds it hard to 
make any change in the overall sequence. Only after thirty or forty repetitions 
will the wasp finally drag the caterpillar into its nest without further inspection.

This is interesting. Humans would get frustrated after a few times. Right?

And the right thing to do when one feels frustration is to change
one's approach. Basically the thing you were doing to solve your
problem is failing so its time to try something else. The wrong thing
to do is to get angry. For one thing, its counterproductive. Instead
of solving a problem, it create a new problem.

Yet the digger wasp shows a great aptitude for learning where other 
procedures are concerned. While in flight, it memorizes the route which it must 
take on the ground when returning to the nest with its prey ? a very 
considerable feat of learning. On the other hand, the burial of its prey is an 

http://www.curi.us/272


instinctive action and, thus, strongly programmed.

I'd use the terms hardcoded and softcoded.

Why?

Hardcoded is a common term but softcoded is not. (around 30x difference 
according to google).

Why use non-standard terminology? I don't think you should introduce non-
standard terminology lightly that you can't expect anyone to be familiar with. You 
need a good reason.

Further:

http://en.wikipedia.org/wiki/Softcoding

At the extreme end, soft-coded programs develop their own poorly-designed 
and implemented scripting languages, and configuration files that require 
advanced programming skills to edit. This can lead to the production of utilities 
to assist in configuring the original program, and these utilities often end up 
being 'softcoded' themselves.

in other words, what this is (correctly) saying is that you can go wrong either way, 
this continuum is not the right way to think about the issue, it's not doing a great 
job of getting at what's important.

so it's not only non-standard terminology that people won't know, it's also not a 
great way of looking at the issue. unless you have something to add, some new 
thinking to offer?

The highly instinctive
multi-step action of burial of its prey has little to no softcoded and
its all hard-coded. The flight-path learning is also hardcoded but it
does allow some softcoding (of paths). Human minds on the other hand
are 100% softcoded. We can learn anything. And we can change any of
our inborn coding.

now it looks like you don't even know what softcoding is or you've made up your 

http://en.wikipedia.org/wiki/Softcoding


own extra-obscure meaning without telling us. wiki says:

Softcoding is a computer coding term that refers to obtaining a value or function 
from some external resource, such as a preprocessor macro, external constant, 
configuration file, command line argument or database table.

i don't think that's a good description of how human minds work/think. for one 
thing, i don't see how 100% of our minds can work by "obtaining a value or 
function from some external resource".

softcoded does not mean "can learn anything". you can use softcoding in a 
computer program without it being able to learn one thing, let alone anything.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Article: Why Most Ex-Muslims Don't Go Public
Date: November 30, 2012 at 9:57 PM

On Sep 13, 2012, at 8:53 PM, Rami Rustom <rombomb@gmail.com> wrote:

Check out my article. Its causing some interesting discussion.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-
go-public.html

On a final note, there is an important reason that Ex-Muslims should go public. 
We know that Islamic thinking hurts people – themselves, their families, and 
others. We know that Islam teaches anti-liberal views. For example, it’s 
forbidden for people to have dissenting ideas. This is why Islam instructs 
Muslims to physically force people to convert to Islam and to kill apostates. We 
know that this kind of thinking promotes hate and that Islamic ideas directly 
promote terrorism. And by lying about being Muslims, we are promoting the 
replication of Islamic ideas to the next generation of young minds. Do you want 
your children to live in a world where people continue to turn to terrorism?

In the comments, a Muslim asked me to explain myself in reference to
how Islam hurts people. One of his questions was for me to explain how
Islam directly promotes terrorism. So I replied with my answers to all
his questions, and in reference to the terrorism question I said:
"Quran-5.33 - Kill people who attack Allah."

In his response he addressed that answer with: "as for 5.33 it does
not say what you state [...] THe surah deals with how to deal with
people who are at War with you."

So I replied with: "No. It says how to deal with people who 'wage war
against Allah and his prophet'. What does that have to do with a
person? It doesn't. And somehow you and others confuse 'against Allah
and his prophet' with 'against you'.

I don't get it. First you say

It says how to deal with people who ...

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-go-public.html


and then you say

What does that have to do with a person? It doesn't.

if it's about dealing with people, that applies to dealing with some persons.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Irrationality and Memes (was: Second-handedness is caused 
by TCS-coercion)
Date: November 30, 2012 at 10:10 PM

On Aug 17, 2012, at 8:34 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 16, 2012 3:09 PM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 16, 2012, at 9:18 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 16, 2012 5:13 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 30, 2012, at 4:00 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Wed, May 30, 2012 at 3:44 PM, Elliot Temple <curi@curi.us> wrote:
On May 18, 2012, at 3:42 PM, Rami Rustom wrote:

From _The Fountainhead_, by Ayn Rand:

And as Roark looked at him, he added: "Don’t worry. They’re all 
against me. But
I have one advantage: they don’t know what they want. I do."

I'm beginning to understand the meaning of second-handedness. It is a
phenomenon in our culture that has resulted from TCS-coercion.
TCS-coercion prevents people from learning how to find their
preferences,

Why? Only that, or what else?

TCS-coercion causes one to stop using his own judgement, deferring to
others like parents. Which means that his capacity to judge doesn't
improve as it would if TCS-coercion wasn't being used on him.

This is incorrect.



Coercion happens all the time without this result.

Coercion is a very generic thing that can happen in any part of life.

Parental coercion is extremely ineffective at achieving any designs *unless* 
it's done according to some sophisticated plan to make the coercion be able 
to accomplish something. But no one is that sophisticated to invent such a 
plan. So it only works when it's guided by tradition/memes which have built 
up knowledge over the generations of how to be effective about some 
particular thing.

BTW, parents often have a misconception that they have all this power over 
their kid they can control him however they want. But they don't. It only 
works as long as they stay within traditional/memetic boundaries. If they try 
to control the kid in an sufficiently unconventional way then they have little 
hope of success.

Anyway the stuff you're talking about is caused by some parenting 
practices, some ideas, and yes they use coercion but it's not like just any 
and all coercion will do this and only this.

and so they instead learn to *adopt* the preferences of
others.

But that is a way of acquiring a preference. So you must have meant 
TCS-coercion prevents some ways of acquiring preferences and not 
others. Which/why?

TCS-coercion prevents people from learning how to apply their own
judgement. So their judgement remains weak into adulthood. With weak
judgement, people also do not know how to *judge* what their values
are. So they seek other people's judgement in order to adopt their
values. Those values result in their preferences.

One day, when TCS-coercion is as rare as it is common today,



second-handedness will be as rare as it is common today.

Mistakes will happen without TCS-coercion. Why couldn't this one?

Second-handedness isn't one or more mistakes. It is a lifestyle, a
thinking style. And second-handedness is a result of irrationality.

No. I think you've forgotten what irrationality means. This statement doesn't 
really make sense. Irrationality is all about not correcting errors -- so it's 
what keeps one second-handed and gets in the way of changing it.

Thats what I meant. Irrationality causes second-handedness.

I didn't say that.

"Causes" and "gets in the way of changing it" are different.

Irrationality in the conventional sense means something like not listening to 
authority and having bad ideas. Saying that's the cause of second-
handedness doesn't make a ton of sense either. So I don't know what you 
were trying to say.

I didn't even know the conventional meaning of irrational. I never
used the term (not even in my thoughts) before coming to these lists.

If you were merely trying to say that second-handedness is a bad idea and 
a mistake, then don't use the word "irrationality".

Thats not what I meant.

But rationality causes one to judge things for himself. So he applies
his own judgement in order to determine what values he adopts. So
rationality prevents second-handedness.

Can you define or explain the term/concept "rationality" you're talking about 
here?



Knowing that you can and should correct inconsistencies in your ideas,
i.e. change your mind, because an inconsistency means that you have a
mistaken idea. And as a consequence of having that knowledge: Wanting
(and then acting on that want) to find inconsistencies in your ideas
so that you can correct the mistaken ideas (i.e. change your mind).
This is thinking rationally. People that do this are first-handed.

Couldn't someone think you can correct your mistakes by finding out what 
ideas are most popular and changing your ideas to those?

But *most* people don't actively search for inconsistencies in their
ideas. So they don't fix them, i.e. they don't correct many of their
mistaken ideas. So correcting my mistakes by mimicking popular
mistakes is a bad way to correct my mistakes.

You have not understood my point.

You made claims about rationality.

You offered a definition of rationality.

I attempted to offer a scenario where something fits the definition you gave, but 
the claims you made wouldn't be true.

I think your reply takes the issue out of context and tries to comment on good and 
bad ways of live, instead of continuing the discussion. The discussion was not 
about what is a good or bad way to correct mistakes.

Couldn't someone think he can correct his mistakes by asking teacher what his 
mistakes are and listening to teacher's wisdom?

Teachers are part of *most* people.

What?



*Most* teachers don't actively
search for inconsistencies in their ideas. The same idea I used above
reaches into this *listen to teacher's wisdom* idea.

People that don't know this, and don't want to find inconsistencies,
and so they don't actively try to find inconsistencies, i.e. are
thinking irrationally, are second-handed.

But what if they think "I'm perfect" and ignore everyone else's ideas and aren't 
interested in improving?

So these people are first-handed, meaning they use their own
judgement, but their judgement is poor. They incorrectly think they
don't have any mistaken ideas.

So you're saying this is first-handed.

But you also say irrationality is second-handed.

Isn't this irrational? (thinking your perfect, not being interesting in improving). That 
would be, according to you, second-handed not first-handed. But you say it's first-
handed. So this contradiction would mean at least one of your statement is false.

So they choose to conform to
society because they don't realize that societies knowledge is very
error-ridden.

But there are irrational non-conformists.

First-handed and irrational.

But you said "i.e. are thinking irrationally, are second-handed". You've been 
arguing for a strong link between second-handed and irrationality, and first-
handed and rationality. Now you contradict that link.



They don't realize that having inconsistencies means you
have mistaken ideas. So they "trust" other people's judgement (like
mostly dead people from centuries and millenia ago that created the
mistaken memes) and they don't "trust" their own ability to judge the
truth of ideas.

But some irrational people are overly untrusting of other's ideas.

First-handed and irrational.

So looking at this over again:

- People can be rational about some things, and irrational about other things.

- People can be first-handed about some things, and second-handed
about other things.

I see 3 categories of contexts:

(1) If someone is first-handed and rational about a specific mistaken
idea, then he *can* reliably improve that idea.

(2.a) If someone is second-handed about a specific mistaken idea, then
he *can't* (reliably) improve that idea. In other words, this person
is thinking irrationally about this mistaken idea. He is letting memes
control him.

(2.b) If someone is first-handed and irrational about a specific
mistaken idea, then he *can't* (reliably) improve that idea. He is
letting memes control him.

In categories (2.a) and (2.b), lumped together as category (2) because
they both involve irrationality, people can still improve their
mistaken ideas. As Elliot has said, memes only control you when you
are presented with problem-situations that your memes apply to. When
you get presented with a problem-situation that is outside the scope



of your memes, then you have to think for yourself, i.e. think
rationally (meaning that you are willing to change your mind, to
correct a mistaken idea).

This looks to me like an ad hoc approach.

First, assert stuff.

Second, get some of it refuted.

Next, try to pick up the pieces, rescue some parts, and make a position out of 
whatever is left over.

I don't think this is a good approach. I think it's disorganized and not thorough 
enough.

I think it gives too much importance to whatever mistakes happen to be in the 
initial assertions (which can guide the direction of criticism and further 
discussion). I think to create good positive positions, the direction of further 
discussion should be guided more by principles and explanations, not what 
mistakes one made in his first draft.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] The future of evil
Date: December 1, 2012 at 2:26 AM

On 01/12/2012, at 2:25, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 3:06 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 30/11/2012, at 1:04, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 2:31 AM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 17, 2012, at 6:58 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

I posted an exert from Rand's _The Virtue of Selfishness_ to
islam-watch.org. It was on the topic of faith. A muslim called it
garbage. A non-muslim said this in response, and then I replied. Do
you see any problems with my response?

typical Muslim reaction...if you don't understand something, condemn it.

Actually that reaction is typical of how most people anywhere in the
world would react to great thinkers. Generally speaking, the further
one's views, values, and goals are from reality, the worse they react
to great thinkers -- whose views, values, and goals correspond well
with reality.

But that is changing. Our cultures are not static. Cultures evolve.
Ideas evolve. New memes (analogous to genes) are created -- we call
this variation. And the unfit memes (analogous to genes) lose out to
better memes (analogous to genes) -- we call this natural and
artificial selection.

In this case, the unfit meme is altruism (actually its the whole set
of moral knowledge of altruism -- and actually its a memeplex, which
is a set of networked memes -- memes that generally go together).



The fit meme, actually memeplex, is Objectivism -- which is the whole
set of philosophical and moral knowledge of Objectivism.

Soon altruism will be extinct. Everybody will be an Objectivist.

Soon? Oh really? When?

1,000 years, or 10,000. Its soon relative to 100,000 years which is
how long ago humans evolved.

How do you know this? What are your reasons? I've heard many Christians 
argue much the same about how everyone will become Christian too. Some 
Muslims believe this too about Islam becoming the global religion. Indeed it is 
a common feature of those who believe in, and like to spread, dogma. I'm not 
saying that's what you are doing here and now, necessarily. But you seem to 
be confusing your own private "hopes" with what can be objectively "known" 
via our normal critical, rational methods. And this really is a common 
characteristic of most religions.

How do I know what exactly?

You claimed that "Soon altruism will be extinct".

Elliot has asked you above "When?"

You said 1000 years or 10,000 years.

So, I repeat: How do you know this? To be precise-how do you know altruism will 
be extinct in 1000 years or 10000 years?

 That's my main question...but if you would like to answer the charge I make that 
you seem to be embracing a kind of religious eschatology with your prophesy 
about the future extinction of altruism and the global domination of objectivism, 
that would he good too.

Do you mean that Objectivism is a fit meme
while the others are unfit? Because I have no criticisms Objectivism
and I have criticisms of the others.



No, I don't mean that.

Simply asserting such things in the way you have doesn't convince the rest of 
us that you are correct.

You must show your workings. (Give your reasons).

Ayn Rand already did that. See The Virtue of Selfishness.

That's a bad appeal to authority. I have read Rand. I have read that very paper. It 
makes no claim that altruism will be extinct in "1000 or 10000 years." I want your 
reasons why you believe that statement.

I want to know why you picked those exact numbers (rather than, say, 9999 
years) but most of all, I want to know the explanation behind why altruism will be 
extinct in a certain time frame, let alone at all.

If you think Rand did give this information, can you quote the passage please?

Another unfit memeplex is the Justified True Belief, the epistemology
created by Aristotle and still has to this day 99.9+% penetration in
the human population. The fit memeplex is Popperism.

Soon Justified True Belief will be extinct. And everybody will be a 
Popperian.

And soon after that all evil memes will be extinct.

When?



2,000 years, or 20,000.

Exactly? Why either of those two? Why not 19999 years? Do you mean 
between those two boundaries? How did you come up with those limits?

Random guess.

So, pretty contentless then. May as well say 1000000000 years. Or nothing at all. 
Right? What's the point of making a random guess like that? You wouldn't want 
your doctor to do it. Your pilot. The bridge builder. The plumber. Why the 
philosopher? Why is precision, arising from our best explanation a poorer guide 
to something like that than a random guess? Better to be honest and say "I don't 
know when exactly. I don't even know if. But according to this unspecified theory 
(that I think is the best) all evil memes will be extinct".

By the way, what I got from BoI was that all evil is due to a lack of knowledge. But 
we will always have a lack of knowledge. We will always have to solve new and 
better problems. So, if there are always problems, there are always evils. Some 
people will believe bad stuff...it seems to me like our best explanation of all this, 
through BoI explains how evil memes will always be with us. People will always 
be free to choose bad stuff, by error or deliberate choice or whatnot. Random 
guess, even. So evil memes cannot be completely eradicated if people are free to 
choose to spread them, right? We can't have perfection, even in our 
epistemology. Everything is amenable to infinite progress. That's a good thing.

To say evil memes will be extinct in 2000 years is to say that there is an end to 
infinity in the future. No more problems to solve. That's bad. Right?

Justified true belief is a bad meme. But it's not the only one.

As an aside, can you criticise the technique of questioning I have used here?

I don't have any criticisms right now.

I think it's useful to be clear about when you agree with someone. It helps ensure 
that you both know what not to waste as much time on criticising and find places 



to cooperate. That helps problem solving go faster.

My barrage of questions, without any statements about how I think you are right 
here and there, can be counter productive to cooperating in my view, at times. It's 
good to say that you agree. It's good to tell people they have good ideas that are 
well expressed, just like it's good to criticise them.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The future of evil
Date: December 1, 2012 at 3:17 AM

On Nov 30, 2012, at 11:26 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 01/12/2012, at 2:25, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 3:06 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 30/11/2012, at 1:04, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 2:31 AM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 17, 2012, at 6:58 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

I posted an exert from Rand's _The Virtue of Selfishness_ to
islam-watch.org. It was on the topic of faith. A muslim called it
garbage. A non-muslim said this in response, and then I replied. Do
you see any problems with my response?

typical Muslim reaction...if you don't understand something, condemn it.

Actually that reaction is typical of how most people anywhere in the
world would react to great thinkers. Generally speaking, the further
one's views, values, and goals are from reality, the worse they react
to great thinkers -- whose views, values, and goals correspond well
with reality.

But that is changing. Our cultures are not static. Cultures evolve.
Ideas evolve. New memes (analogous to genes) are created -- we call
this variation. And the unfit memes (analogous to genes) lose out to
better memes (analogous to genes) -- we call this natural and
artificial selection.

In this case, the unfit meme is altruism (actually its the whole set
of moral knowledge of altruism -- and actually its a memeplex, which



is a set of networked memes -- memes that generally go together).

The fit meme, actually memeplex, is Objectivism -- which is the whole
set of philosophical and moral knowledge of Objectivism.

Soon altruism will be extinct. Everybody will be an Objectivist.

Soon? Oh really? When?

1,000 years, or 10,000. Its soon relative to 100,000 years which is
how long ago humans evolved.

How do you know this? What are your reasons? I've heard many Christians 
argue much the same about how everyone will become Christian too. Some 
Muslims believe this too about Islam becoming the global religion. Indeed it is 
a common feature of those who believe in, and like to spread, dogma. I'm not 
saying that's what you are doing here and now, necessarily. But you seem to 
be confusing your own private "hopes" with what can be objectively "known" 
via our normal critical, rational methods. And this really is a common 
characteristic of most religions.

How do I know what exactly?

You claimed that "Soon altruism will be extinct".

Elliot has asked you above "When?"

You said 1000 years or 10,000 years.

So, I repeat: How do you know this? To be precise-how do you know altruism 
will be extinct in 1000 years or 10000 years?

That's my main question...but if you would like to answer the charge I make that 
you seem to be embracing a kind of religious eschatology with your prophesy 
about the future extinction of altruism and the global domination of objectivism, 
that would he good too.

Do you mean that Objectivism is a fit meme
while the others are unfit? Because I have no criticisms Objectivism



and I have criticisms of the others.

No, I don't mean that.

Simply asserting such things in the way you have doesn't convince the rest of 
us that you are correct.

You must show your workings. (Give your reasons).

Ayn Rand already did that. See The Virtue of Selfishness.

That's a bad appeal to authority. I have read Rand. I have read that very paper.

Huh? It's a book. Not a paper.

And I just double checked my copy: it doesn't have an essay inside it with the 
same title as the book.

It makes no claim that altruism will be extinct in "1000 or 10000 years." I want 
your reasons why you believe that statement.

I want to know why you picked those exact numbers (rather than, say, 9999 
years) but most of all, I want to know the explanation behind why altruism will be 
extinct in a certain time frame, let alone at all.

If you think Rand did give this information, can you quote the passage please?

I don't think he intended them as exact numbers.

Another unfit memeplex is the Justified True Belief, the epistemology



created by Aristotle and still has to this day 99.9+% penetration in
the human population. The fit memeplex is Popperism.

Soon Justified True Belief will be extinct. And everybody will be a 
Popperian.

And soon after that all evil memes will be extinct.

When?

2,000 years, or 20,000.

Exactly? Why either of those two? Why not 19999 years? Do you mean 
between those two boundaries? How did you come up with those limits?

Random guess.

So, pretty contentless then. May as well say 1000000000 years. Or nothing at 
all. Right? What's the point of making a random guess like that? You wouldn't 
want your doctor to do it. Your pilot. The bridge builder. The plumber. Why the 
philosopher? Why is precision, arising from our best explanation a poorer guide 
to something like that than a random guess? Better to be honest and say "I don't 
know when exactly. I don't even know if. But according to this unspecified theory 
(that I think is the best) all evil memes will be extinct".

By the way, what I got from BoI was that all evil is due to a lack of knowledge. 
But we will always have a lack of knowledge. We will always have to solve new 
and better problems.

Yes. But any particular old problem, including all currently existing evil memes, 
can be defeated/overcome/solved.

So, if there are always problems, there are always evils. Some people will 
believe bad stuff...

Maybe nothing bad by today's standards, though.

Those new problems can be *better* problems: less scary, less frustrating, 
people's mistakes being less harmful to others who don't make those mistakes, 



less violent (maybe exclusively non-violent, that's a tricky issue), less in the way 
of my life, and more.

It won't be like today, same old crap in a new form. I mean, the future could end 
up like that, but it doesn't have to, if there is a lot of progress it will be different 
and better. They will believe bad stuff but it won't be the same sort of situation as 
what people believing bad stuff means today. You can use the same words for 
both, but they'll be referring to different things in a better society than they do 
today.

it seems to me like our best explanation of all this, through BoI explains how evil 
memes will always be with us. People will always be free to choose bad stuff, by 
error or deliberate choice or whatnot.

I think "evil meme" above is supposed to mean "static meme" aka "anti-rational 
meme". Those we can get rid of. We can have only "rational memes" (DD's 
terminology, doesn't mean no mistakes) instead of the stuff of closed, static 
societies.

I think you read it as "mistaken meme" or "imperfect meme" or something, but I 
don't think that's a good reading. BoI talks about two categories of memes, it 
makes a big deal out of this. One is the really awful evil sort, one is a much better 
type.

In other words, I think BoI says the future won't necessarily always have memes 
that work by disabling people's creativity and critical faculties. That is a solvable 
problem. There will always be mistakes and ignorance, but static memes are 
something different.

I don't think any new static memes are even being created today, in our mixed 
society. I think we just have old ones and people make non-fundamental changes 
to them but there aren't any genuinely new ones being created.

Random guess, even. So evil memes cannot be completely eradicated if people 
are free to choose to spread them, right? We can't have perfection, even in our 
epistemology. Everything is amenable to infinite progress. That's a good thing.

To say evil memes will be extinct in 2000 years is to say that there is an end to 
infinity in the future. No more problems to solve. That's bad. Right?



Justified true belief is a bad meme. But it's not the only one.

As an aside, can you criticise the technique of questioning I have used here?

I don't have any criticisms right now.

I think it's useful to be clear about when you agree with someone. It helps 
ensure that you both know what not to waste as much time on criticising and 
find places to cooperate. That helps problem solving go faster.

My barrage of questions, without any statements about how I think you are right 
here and there, can be counter productive to cooperating in my view, at times. 
It's good to say that you agree. It's good to tell people they have good ideas that 
are well expressed, just like it's good to criticise them.

I think it's better if criticism and agreement are both impersonal: they should be 
about ideas not people.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] The future of evil
Date: December 1, 2012 at 4:18 AM

On 01/12/2012, at 19:17, "Elliot Temple" <curi@curi.us> wrote:

On Nov 30, 2012, at 11:26 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 01/12/2012, at 2:25, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 3:06 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 30/11/2012, at 1:04, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 2:31 AM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 17, 2012, at 6:58 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

I posted an exert from Rand's _The Virtue of Selfishness_ to
islam-watch.org. It was on the topic of faith. A muslim called it
garbage. A non-muslim said this in response, and then I replied. Do
you see any problems with my response?

typical Muslim reaction...if you don't understand something, condemn 
it.

Actually that reaction is typical of how most people anywhere in the
world would react to great thinkers. Generally speaking, the further
one's views, values, and goals are from reality, the worse they react
to great thinkers -- whose views, values, and goals correspond well
with reality.

But that is changing. Our cultures are not static. Cultures evolve.
Ideas evolve. New memes (analogous to genes) are created -- we call
this variation. And the unfit memes (analogous to genes) lose out to
better memes (analogous to genes) -- we call this natural and



artificial selection.

In this case, the unfit meme is altruism (actually its the whole set
of moral knowledge of altruism -- and actually its a memeplex, which
is a set of networked memes -- memes that generally go together).

The fit meme, actually memeplex, is Objectivism -- which is the whole
set of philosophical and moral knowledge of Objectivism.

Soon altruism will be extinct. Everybody will be an Objectivist.

Soon? Oh really? When?

1,000 years, or 10,000. Its soon relative to 100,000 years which is
how long ago humans evolved.

How do you know this? What are your reasons? I've heard many Christians 
argue much the same about how everyone will become Christian too. Some 
Muslims believe this too about Islam becoming the global religion. Indeed it 
is a common feature of those who believe in, and like to spread, dogma. I'm 
not saying that's what you are doing here and now, necessarily. But you 
seem to be confusing your own private "hopes" with what can be objectively 
"known" via our normal critical, rational methods. And this really is a 
common characteristic of most religions.

How do I know what exactly?

You claimed that "Soon altruism will be extinct".

Elliot has asked you above "When?"

You said 1000 years or 10,000 years.

So, I repeat: How do you know this? To be precise-how do you know altruism 
will be extinct in 1000 years or 10000 years?

That's my main question...but if you would like to answer the charge I make 
that you seem to be embracing a kind of religious eschatology with your 
prophesy about the future extinction of altruism and the global domination of 



objectivism, that would he good too.

Do you mean that Objectivism is a fit meme
while the others are unfit? Because I have no criticisms Objectivism
and I have criticisms of the others.

No, I don't mean that.

Simply asserting such things in the way you have doesn't convince the rest 
of us that you are correct.

You must show your workings. (Give your reasons).

Ayn Rand already did that. See The Virtue of Selfishness.

That's a bad appeal to authority. I have read Rand. I have read that very paper.

Huh? It's a book. Not a paper.

And I just double checked my copy: it doesn't have an essay inside it with the 
same title as the book.

Book, then. (Though mine is instantiated as a pdf, actually).

It makes no claim that altruism will be extinct in "1000 or 10000 years." I want 
your reasons why you believe that statement.

I want to know why you picked those exact numbers (rather than, say, 9999 
years) but most of all, I want to know the explanation behind why altruism will 
be extinct in a certain time frame, let alone at all.

If you think Rand did give this information, can you quote the passage please?



I don't think he intended them as exact numbers.

Neither did I. But then what's the point? I address that concern later.

Another unfit memeplex is the Justified True Belief, the epistemology
created by Aristotle and still has to this day 99.9+% penetration in
the human population. The fit memeplex is Popperism.

Soon Justified True Belief will be extinct. And everybody will be a 
Popperian.

And soon after that all evil memes will be extinct.

When?

2,000 years, or 20,000.

Exactly? Why either of those two? Why not 19999 years? Do you mean 
between those two boundaries? How did you come up with those limits?

Random guess.

So, pretty contentless then. May as well say 1000000000 years. Or nothing at 
all. Right? What's the point of making a random guess like that? You wouldn't 
want your doctor to do it. Your pilot. The bridge builder. The plumber. Why the 
philosopher? Why is precision, arising from our best explanation a poorer 
guide to something like that than a random guess? Better to be honest and say 
"I don't know when exactly. I don't even know if. But according to this 
unspecified theory (that I think is the best) all evil memes will be extinct".

By the way, what I got from BoI was that all evil is due to a lack of knowledge. 
But we will always have a lack of knowledge. We will always have to solve new 
and better problems.



Yes. But any particular old problem, including all currently existing evil memes, 
can be defeated/overcome/solved.

So, if there are always problems, there are always evils. Some people will 
believe bad stuff...

Maybe nothing bad by today's standards, though.

Those new problems can be *better* problems: less scary, less frustrating, 
people's mistakes being less harmful to others who don't make those mistakes, 
less violent (maybe exclusively non-violent, that's a tricky issue), less in the way 
of my life, and more.

It won't be like today, same old crap in a new form. I mean, the future could end 
up like that, but it doesn't have to, if there is a lot of progress it will be different 
and better. They will believe bad stuff but it won't be the same sort of situation 
as what people believing bad stuff means today. You can use the same words 
for both, but they'll be referring to different things in a better society than they do 
today.

I agree with all that.

it seems to me like our best explanation of all this, through BoI explains how 
evil memes will always be with us. People will always be free to choose bad 
stuff, by error or deliberate choice or whatnot.

I think "evil meme" above is supposed to mean "static meme" aka "anti-rational 
meme". Those we can get rid of. We can have only "rational memes" (DD's 
terminology, doesn't mean no mistakes) instead of the stuff of closed, static 
societies.

I think you read it as "mistaken meme" or "imperfect meme" or something, but I 
don't think that's a good reading. BoI talks about two categories of memes, it 
makes a big deal out of this. One is the really awful evil sort, one is a much 
better type.

In other words, I think BoI says the future won't necessarily always have memes 
that work by disabling people's creativity and critical faculties. That is a solvable 
problem. There will always be mistakes and ignorance, but static memes are 



something different.

Yes, that's fair enough.

I don't think any new static memes are even being created today, in our mixed 
society. I think we just have old ones and people make non-fundamental 
changes to them but there aren't any genuinely new ones being created.

Random guess, even. So evil memes cannot be completely eradicated if 
people are free to choose to spread them, right? We can't have perfection, 
even in our epistemology. Everything is amenable to infinite progress. That's a 
good thing.

To say evil memes will be extinct in 2000 years is to say that there is an end to 
infinity in the future. No more problems to solve. That's bad. Right?

Justified true belief is a bad meme. But it's not the only one.

As an aside, can you criticise the technique of questioning I have used 
here?

I don't have any criticisms right now.

I think it's useful to be clear about when you agree with someone. It helps 
ensure that you both know what not to waste as much time on criticising and 
find places to cooperate. That helps problem solving go faster.

My barrage of questions, without any statements about how I think you are 
right here and there, can be counter productive to cooperating in my view, at 
times. It's good to say that you agree. It's good to tell people they have good 
ideas that are well expressed, just like it's good to criticise them.

I think it's better if criticism and agreement are both impersonal: they should be 
about ideas not people.



Good.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Islamic criticism
Date: December 1, 2012 at 7:36 AM

On Nov 30, 2012 6:04 PM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 30, 2012, at 3:18 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 3:26 PM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 30, 2012, at 8:45 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 29, 2012 8:59 PM, "Elliot Temple" <curi@curi.us> wrote:

On Oct 5, 2012, at 10:39 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Fri, Oct 5, 2012 at 9:43 AM, Ismail Atalay <i_c_atalay@yahoo.co.uk> 
wrote:

On Thu, Oct 4, 2012 at 22:34 AM, Rami Rustom wrote:

On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay 
<i_c_atalay@yahoo.co.uk> wrote:

Concerning harsh/war-like verses (that constitutes 5-6 verse in 6600 
verses) I have already explained that Islam is >>"hands-on" 
concerning restoring/sustaining peace and stopping 
cruelty/oppression.

Please show me the verse that explains that, instead of asserting 
*your* ideas.

I have a feeling that it is hopeless but here you go :



Why would it be hopeless? You asserted that idea twice without quoting
the Quran. THAT is hopeless. Now you *are* quoting the Quran. This is
hopeful. We can get somewhere this way.

Quran 4:75 And what is [the matter] with you that you fight not in the 
cause of Allah and [for] the oppressed among men, women, and 
children who say, "Our Lord, take us out of this city of oppressive people 
and appoint for us from Yourself a protector and appoint for us from 
Yourself a helper?"

However in whatever you do towards this goal, you HAVE to stay 
within the universal judiciary framework and be fair, >>transparent 
and honest to all people (whether they are muslim or not).

Please show me the verse that explains that, instead of asserting
*your* ideas. (Note that Islam does not apply its morality on to
people whether they are "Muslim or not").

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.

Please do not reply as "what is transgressing" "or how I would know that 
one's is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Saying your ideas are "clear" (clearly right) isn't a good way to discuss.

But it was clear to me and to Ismael, and to any English-speaking Muslim.

Now you're saying if anyone does disagree with you, they must either not 
speak English or not be a Muslim. They can't disagree with you b/c you're 
wrong, that's impossible, it has to be because of some attribute of them 
personally or ignorance.

It can't even be a regular mistake -- no one would ever disagree with you 



simply by being mistaken as long as they spoke English and were Muslim.

This is an intolerant, anti-critical, infalliblist, anti-Popperian way of thinking.

And you've doubled down on it when challenged.

Actually, you are fallible, no truth is obvious, your ideas are not obviously 
true, people can disagree with you for all sorts of reasons including your 
mistake and/or their mistake, and you can't generalize about all English-
speaking Muslims this easily. This sort of attitude that dismisses the 
possibility of being wrong is how one stays wrong forever instead of doing a 
beginning of infinity.

I forgot the difference between "clear" and "obvious". Does your
criticism apply to my sentence if I had said "obvious" instead of
"clear"?

Yes. Why would that be any better? And it's not about the choice of words but 
their meaning.

An idea can be obvious to a person. In this case, it was obvious to
me, and judging from what I've learned about Ismail, it was obvious to
him too.

I generalized to the entire English-speaking Muslim population too,
which is wrong. Many of them haven't discussed Islamic ideas much.

Also your interpretation is not clear to me. Transgress means:

http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

http://www.merriam-webster.com/dictionary/transgress


you're differing from the dictionary without explanation.

A "real" Muslim understands that doing what God forbids *is* sin. And
that one who does the forbidden is a transgressor.

i don't think you've understood the issue. it's hard to tell though. these two 
sentences don't explain what you're talking about, leaving me to make a ton 
of guesses. can you try to explain what you're saying?

please take into account what you said above about what transgressor is. i 
don't see how your comment here relates to the earlier comment that i was 
replying to, and you don't explain it for me or make any direct connection.

K. Starting from what Ismail said, then I said, then you said:

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.
Please do not reply as "what is transgressing" "or how I would know that 
one's is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Also your interpretation is not clear to me. Transgress means:

http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

you're differing from the dictionary without explanation.

I don't see what you're saying I did wrong. So I'll rephrase what I said:

Its clear that "transgressor" means one who commits sin.

http://www.merriam-webster.com/dictionary/transgress


That is not a rephrasing of what you said. You said:

Its clear that "transgressor" means one who does stuff other than God 
told him to do.

Now you're changing it without acknowledging changing it or trying to explain 
how your new version is the same as the old one.

I took out the "God told" part.

You said transgressor means X, I criticized that X, I specifically clarified that my 
comment is about X and you should take X into account when reply, and you're 
still not discussing your original X and what it says.

I didn't realize you cared about the "God told" part. And yes its
wrong because there is no God.

You're also continuing to make the mistake of saying your stuff is "clear" without 
explaining any rational meaning that can have that adds value to your post.

By using the word clear, I was saying that I did not (nor did he) need
to think hard to (nor do research to) know what "transgressor" means.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] fallibleideas.com/emotions, persuasive efficacy
Date: December 1, 2012 at 7:50 AM

On Nov 30, 2012 7:28 PM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 30, 2012, at 6:43 AM, Rami Rustom <rombomb@gmail.com> wrote:

From: fallibleideas.com/emotions

Here is a rational way to use emotions in argument: "If doing that would be 
good, why do I feel bad about? Do I have any ideas to change it slightly so 
that I'll feel good about it? If there is no way to change it to be more 
emotionally appealing, why isn't there?"

There are grammar mistakes there: "why do I feel bad about?"

fixed

and "why isn't there?"

what's wrong with this?

I think it should read "why is it there?" Nevermind. You're referring
to the imagined good emotion and you're asking why the good emotion
isn't there.

Also, I think its too vague for newbies to think about "it". You're
explaining a principle and you're using a variable (it) instead of a
concrete. Newbies need concretes.

what do you suggest it say?

if i put a specific example such as eating ice cream, wouldn't many newbies not 
understand how to generalize it, and get distracted by their opinion of ice 
cream?



i don't want to argue two things (about emotions and about ice cream) at once.

So a concrete has the potential to cloud a person's thinking, which is
counter-productive to the purpose of the concrete, which was to
solidify/clarify a principle.

In general, genetically determined problems are actually easier to deal with 
than problems of knowledge and ideas because they are a fixed target. They 
don't change or get harder over time. They have a limited amount of 
complexity and only need to be solved once and they stay solved.

What does "they" in the first sentence refer to?

it refers to "genetically determined problems".

I remember in school (so maybe its wrong), that a pronoun refers to
the last noun. So in this case that would be "problems of knowledge
and ideas".

I think some people
will be confused. Sure the next 2 sentences clarifies it, but, on
principle, I don't think the 1st they should rely on the next 2
sentences for clarification of which noun it refers to.

it's a sentence of the form:

X are Y because they Z. with "they" = X. i don't really understand what the 
objection is.

I learned in school that "they" = Y because Y is the most recent noun
before the pronoun.

you don't have to read any later sentence to understand it.



When it comes to ideas, things can be harder. Sometimes we unconsciously 
use creativity to maintain our current personality. Trying to change it may not 
just involve working against a static obstacle. It may be an adaptable 
obstacle that tries to avoid being changed.

I have an idea of what that means. I don't think that people new to
anti-rational memes would know. So needs more clarification.

you aren't specifying what they won't understand. which concept and why? i 
don't know what you have in mind.

An anti-rational meme can cause someone to feel bad about a certain
situation, say a conflict between a new idea and an old idea. To
relieve that feeling, the person could rationalize that the new idea
is wrong and come up with reasoning that its wrong, and then he won't
criticize his reasoning. Later, another new idea will conflict with
the same old idea, and again he'll rationalize, this time with new
reasoning. So his reasoning attempts are not a fixed target.

i don't think you're taking into account that this is not a standalone essay and 
there is more explanation of related topics on the site.

I have. Each essay should be able to stand alone, as much as possible.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Ad Hoc Ideas (was: Feyerabend)
Date: December 1, 2012 at 8:03 AM

On Nov 30, 2012 8:40 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 5, 2012, at 5:23 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jun 2, 2012 4:03 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 2, 2012, at 1:47 PM, Alan Forrester wrote:

On 28 May 2012, at 23:02, Elliot Temple wrote:
On May 28, 2012, at 12:45 PM, Alan Forrester wrote:

This is a brief note on Feyerabend's book "Against Method", which 
attacks Popper. The note can be short because the book has so little 
substance that there is no need to spend a lot of time on it. It's a bad 
book that you should only read if you are specifically looking for an 
example of bad philosophy.

The main meat of the argument is in Chapter 15, so I'll concentrate on 
that. Feyarabend gives a summary of Popper's ideas at the start of the 
chapter, but it's far too shallow a summary and vague to address the 
issues he claims to address in the rest of the chapter and so it is 
seriously misleading. The summary goes like this: we start with problems 
and try to solve them by proposing non-ad-hoc hypotheses.

Non-ad-hoc hypothesis are generalized solutions that you've used in
previous problem-situations.

Then there is a load of stuff (pp. 174-5) about how rationality is too 
restrictive and will, somehow make us all unhappy. No explanation is 
presented about how this would happen, and so it's impossible to assess 
his claim.

If you keep bashing your head a rock and hard place, then you'll be
unhappy. Better to just rest your head against either the rock or the
hard place, i.e. compromise.



You're advocating compromise?

No. I was rephrasing what the author said. I don't agree with it.

Explain?

What is your refutation of the TCS position on compromise? It's also discussed 
some in BoI and Rand.

I think this statement gives Feyerabend too much credit. What is 
impossible to assess? The implicit concept here is that he has a "claim", 
largely unstated, with some reasons or arguments, and you don't know 
what they are so you can't evaluate them. But why infer they exist at all?

I think with a lot of bad thinkers, the superficial stuff they say is as far as it 
goes. If he had something substantive to say, I'd guess he would have said 
it.

Bad thinkers back up their ideas with bad explanations, e.g.
explanations of the form: My idea X is true because of social roles
and if I don't follow my social role then bad stuff will happen to me.

do they? i don't think that sort of person typically claims his idea is true or talks 
about truth.

I don't see why that matters. If a person believes something to be
"the right way", then he believes that something is true.

you've made an assertion here. i don't already agree with it for my own reasons. 
i don't see anything in your statement to persuade me to communicate new 
knowledge to me.

how is this a reply to what i said? do you agree or disagree with what i said? i 
can't tell.



I was agreeing. You said, "the superficial stuff they say is as far as
it goes". And I'm saying that the superficial stuff is bad
explanations. Like, I'm right because I feel it, or I'm right because
everybody else does it too.

One thing is: we don't need a rule to seek the truth or make an effort to 
learn. Some people will do those things, others won't, it's up to each 
person, and those who do it will have better lives so there is plenty of 
incentive.

Too much epistemology tries to provide specific rules about what to do, 
and Popper does this some. But as Popper himself basically said, you can 
do whatever you want, use your imagination, think outside the box, and 
mistakes will be sorted out by criticism.

Moving on, "ad hoc" is about how ideas are created, not the ideas 
themselves. It's about the source of ideas. So that's a mistake. Ideas 
should never ever ever be evaluated by their source. (I think Popper has 
tried to get around this some by redefining the concept of "ad hoc" in a 
more objective way about qualities of the idea itself. But this is too 
confusing and not the perfect approach to the topic.)

How about my rewording of ad hoc? That the idea of how to change B
should have reach? That doesn't consider the source.

BTW, I don't see how ad hoc is about the source.

"That is an ad hoc idea" means "the source of that idea was an ad hoc method 
of thinking (creating an idea for this particular purpose, like to try to rescue some 
criticized idea, instead of following general good truth seeking methods)".

The same idea (e.g. that Parmenides understood the phases of the moon) could 
be come up with after years of research or ad hoc during a debate when running 
into a new argument and wanting to reply. Whether it's ad hoc has to do with 
how and why you come up with the idea, in what context, rather than what the 
idea is.

(Though I think Popper sometimes deviates in his usage and uses "ad hoc" to 



refer to something more objective. But that isn't standard.)

I think the nightmare that people can trivially evade criticism without limit is 
false. They can't. For example, they might start getting more vague. But 
then you just criticize vagueness in general and that completely wipes out 
that entire strategy.

Right, because it makes ideas difficult to test and also makes them bad 
explanations. Like all interpretations of quantum mechanics apart from 
many worlds.

This view on "ad hoc" is substantive, valuable progress in epistemology, 
right? What should be done with it?

I think both guesses and criticisms should be random, i.e. no rigidity.

But random doesn't mean no rigidity, and you offer no explanation of any 
equivalance. So what are you talking about?

I don't know how to interpret something like this. Do I take you as meaning 
random and ignore the thing about rigidity? Or vice versa? Or do you mean 
something else?

Say I came up with some ideas about how to create guesses. And I wrote
those ideas down. And each time that I created guesses, I referenced
that idea list and followed it. And say I never deviated from that
list. The alternative is to use the idea list while intended to follow
it loosely, and sometimes not follow it at all. The first way is more
rigid and less random than the second way.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Article: Why Most Ex-Muslims Don't Go Public
Date: December 1, 2012 at 8:10 AM

On Nov 30, 2012 8:57 PM, "Elliot Temple" <curi@curi.us> wrote:

On Sep 13, 2012, at 8:53 PM, Rami Rustom <rombomb@gmail.com> wrote:

Check out my article. Its causing some interesting discussion.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-
go-public.html

On a final note, there is an important reason that Ex-Muslims should go 
public. We know that Islamic thinking hurts people – themselves, their 
families, and others. We know that Islam teaches anti-liberal views. For 
example, it’s forbidden for people to have dissenting ideas. This is why Islam 
instructs Muslims to physically force people to convert to Islam and to kill 
apostates. We know that this kind of thinking promotes hate and that Islamic 
ideas directly promote terrorism. And by lying about being Muslims, we are 
promoting the replication of Islamic ideas to the next generation of young 
minds. Do you want your children to live in a world where people continue to 
turn to terrorism?

In the comments, a Muslim asked me to explain myself in reference to
how Islam hurts people. One of his questions was for me to explain how
Islam directly promotes terrorism. So I replied with my answers to all
his questions, and in reference to the terrorism question I said:
"Quran-5.33 - Kill people who attack Allah."

In his response he addressed that answer with: "as for 5.33 it does
not say what you state [...] THe surah deals with how to deal with
people who are at War with you."

So I replied with: "No. It says how to deal with people who 'wage war
against Allah and his prophet'. What does that have to do with a
person? It doesn't. And somehow you and others confuse 'against Allah
and his prophet' with 'against you'.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-go-public.html


I don't get it. First you say

It says how to deal with people who ...

and then you say

What does that have to do with a person? It doesn't.

if it's about dealing with people, that applies to dealing with some persons.

I was referring to the object, not the subject in this sentence: "THe
surah deals with how to deal with people who are at War with
***you***."

And I was correcting that by saying that the ***you*** is wrong. Its
actually "against Allah and his prophet".

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Irrationality and Memes (was: Second-handedness is caused 
by TCS-coercion)
Date: December 1, 2012 at 8:31 AM

On Nov 30, 2012 9:10 PM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 17, 2012, at 8:34 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 16, 2012 3:09 PM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 16, 2012, at 9:18 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Aug 16, 2012 5:13 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 30, 2012, at 4:00 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Wed, May 30, 2012 at 3:44 PM, Elliot Temple <curi@curi.us> wrote:
On May 18, 2012, at 3:42 PM, Rami Rustom wrote:

From _The Fountainhead_, by Ayn Rand:

And as Roark looked at him, he added: "Don’t worry. They’re all 
against me. But
I have one advantage: they don’t know what they want. I do."

I'm beginning to understand the meaning of second-handedness. It is 
a
phenomenon in our culture that has resulted from TCS-coercion.
TCS-coercion prevents people from learning how to find their
preferences,

Why? Only that, or what else?

TCS-coercion causes one to stop using his own judgement, deferring to
others like parents. Which means that his capacity to judge doesn't



improve as it would if TCS-coercion wasn't being used on him.

This is incorrect.

Coercion happens all the time without this result.

Coercion is a very generic thing that can happen in any part of life.

Parental coercion is extremely ineffective at achieving any designs 
*unless* it's done according to some sophisticated plan to make the 
coercion be able to accomplish something. But no one is that sophisticated 
to invent such a plan. So it only works when it's guided by tradition/memes 
which have built up knowledge over the generations of how to be effective 
about some particular thing.

BTW, parents often have a misconception that they have all this power 
over their kid they can control him however they want. But they don't. It 
only works as long as they stay within traditional/memetic boundaries. If 
they try to control the kid in an sufficiently unconventional way then they 
have little hope of success.

Anyway the stuff you're talking about is caused by some parenting 
practices, some ideas, and yes they use coercion but it's not like just any 
and all coercion will do this and only this.

and so they instead learn to *adopt* the preferences of
others.

But that is a way of acquiring a preference. So you must have meant 
TCS-coercion prevents some ways of acquiring preferences and not 
others. Which/why?

TCS-coercion prevents people from learning how to apply their own
judgement. So their judgement remains weak into adulthood. With weak
judgement, people also do not know how to *judge* what their values
are. So they seek other people's judgement in order to adopt their
values. Those values result in their preferences.



One day, when TCS-coercion is as rare as it is common today,
second-handedness will be as rare as it is common today.

Mistakes will happen without TCS-coercion. Why couldn't this one?

Second-handedness isn't one or more mistakes. It is a lifestyle, a
thinking style. And second-handedness is a result of irrationality.

No. I think you've forgotten what irrationality means. This statement 
doesn't really make sense. Irrationality is all about not correcting errors -- 
so it's what keeps one second-handed and gets in the way of changing it.

Thats what I meant. Irrationality causes second-handedness.

I didn't say that.

"Causes" and "gets in the way of changing it" are different.

Irrationality in the conventional sense means something like not listening to 
authority and having bad ideas. Saying that's the cause of second-
handedness doesn't make a ton of sense either. So I don't know what you 
were trying to say.

I didn't even know the conventional meaning of irrational. I never
used the term (not even in my thoughts) before coming to these lists.

If you were merely trying to say that second-handedness is a bad idea and 
a mistake, then don't use the word "irrationality".

Thats not what I meant.

But rationality causes one to judge things for himself. So he applies
his own judgement in order to determine what values he adopts. So



rationality prevents second-handedness.

Can you define or explain the term/concept "rationality" you're talking 
about here?

Knowing that you can and should correct inconsistencies in your ideas,
i.e. change your mind, because an inconsistency means that you have a
mistaken idea. And as a consequence of having that knowledge: Wanting
(and then acting on that want) to find inconsistencies in your ideas
so that you can correct the mistaken ideas (i.e. change your mind).
This is thinking rationally. People that do this are first-handed.

Couldn't someone think you can correct your mistakes by finding out what 
ideas are most popular and changing your ideas to those?

Yes. Is that rational or irrational? It is willing to change, but its
a bad method of change because the probability of changing to a better
idea is equal to the probability of changing to a worse idea.

I think rational means having good error correction methods. And since
"correct your mistakes by finding out what ideas are most popular and
changing your ideas to those" is not a good error correction method,
its not rational.

But *most* people don't actively search for inconsistencies in their
ideas. So they don't fix them, i.e. they don't correct many of their
mistaken ideas. So correcting my mistakes by mimicking popular
mistakes is a bad way to correct my mistakes.

You have not understood my point.

You made claims about rationality.

You offered a definition of rationality.

I attempted to offer a scenario where something fits the definition you gave, but 
the claims you made wouldn't be true.



I think you're talking about this claim: "Irrationality causes
second-handedness." Ya thats wrong. Someone could be first-handed and
irrational.

I also said: "rationality prevents second-handedness." I still think
this one is true.

I think your reply takes the issue out of context and tries to comment on good 
and bad ways of live, instead of continuing the discussion. The discussion was 
not about what is a good or bad way to correct mistakes.

Couldn't someone think he can correct his mistakes by asking teacher what 
his mistakes are and listening to teacher's wisdom?

Teachers are part of *most* people.

What?

I had said that "Most people are X". And then I said that teachers are
part of "most people". So the "most people" idea applies to the "most
teachers" idea.

*Most* teachers don't actively
search for inconsistencies in their ideas. The same idea I used above
reaches into this *listen to teacher's wisdom* idea.

People that don't know this, and don't want to find inconsistencies,
and so they don't actively try to find inconsistencies, i.e. are
thinking irrationally, are second-handed.

But what if they think "I'm perfect" and ignore everyone else's ideas and 
aren't interested in improving?



So these people are first-handed, meaning they use their own
judgement, but their judgement is poor. They incorrectly think they
don't have any mistaken ideas.

So you're saying this is first-handed.

Yes.

But you also say irrationality is second-handed.

That was wrong.

Isn't this irrational? (thinking your perfect, not being interesting in improving). 
That would be, according to you, second-handed not first-handed. But you say 
it's first-handed. So this contradiction would mean at least one of your statement 
is false.

So they choose to conform to
society because they don't realize that societies knowledge is very
error-ridden.

But there are irrational non-conformists.

First-handed and irrational.

But you said "i.e. are thinking irrationally, are second-handed". You've been 
arguing for a strong link between second-handed and irrationality, and first-
handed and rationality. Now you contradict that link.

Ya the link was wrong.

They don't realize that having inconsistencies means you
have mistaken ideas. So they "trust" other people's judgement (like



mostly dead people from centuries and millenia ago that created the
mistaken memes) and they don't "trust" their own ability to judge the
truth of ideas.

But some irrational people are overly untrusting of other's ideas.

First-handed and irrational.

So looking at this over again:

- People can be rational about some things, and irrational about other things.

- People can be first-handed about some things, and second-handed
about other things.

I see 3 categories of contexts:

(1) If someone is first-handed and rational about a specific mistaken
idea, then he *can* reliably improve that idea.

(2.a) If someone is second-handed about a specific mistaken idea, then
he *can't* (reliably) improve that idea. In other words, this person
is thinking irrationally about this mistaken idea. He is letting memes
control him.

(2.b) If someone is first-handed and irrational about a specific
mistaken idea, then he *can't* (reliably) improve that idea. He is
letting memes control him.

In categories (2.a) and (2.b), lumped together as category (2) because
they both involve irrationality, people can still improve their
mistaken ideas. As Elliot has said, memes only control you when you
are presented with problem-situations that your memes apply to. When
you get presented with a problem-situation that is outside the scope
of your memes, then you have to think for yourself, i.e. think
rationally (meaning that you are willing to change your mind, to
correct a mistaken idea).



This looks to me like an ad hoc approach.

First, assert stuff.

First, guess.

Second, get some of it refuted.

Second, criticize (by self and by others).

Next, try to pick up the pieces, rescue some parts, and make a position out of 
whatever is left over.

If not that, then what?

I don't think this is a good approach. I think it's disorganized and not thorough 
enough.

I think it gives too much importance to whatever mistakes happen to be in the 
initial assertions (which can guide the direction of criticism and further 
discussion). I think to create good positive positions, the direction of further 
discussion should be guided more by principles and explanations, not what 
mistakes one made in his first draft.

Suggestion?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] The future of evil
Date: December 1, 2012 at 9:11 AM

On Sat, Dec 1, 2012 at 1:26 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/12/2012, at 2:25, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 3:06 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 30/11/2012, at 1:04, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 2:31 AM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 17, 2012, at 6:58 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

I posted an exert from Rand's _The Virtue of Selfishness_ to
islam-watch.org. It was on the topic of faith. A muslim called it
garbage. A non-muslim said this in response, and then I replied. Do
you see any problems with my response?

typical Muslim reaction...if you don't understand something, condemn it.

Actually that reaction is typical of how most people anywhere in the
world would react to great thinkers. Generally speaking, the further
one's views, values, and goals are from reality, the worse they react
to great thinkers -- whose views, values, and goals correspond well
with reality.

But that is changing. Our cultures are not static. Cultures evolve.
Ideas evolve. New memes (analogous to genes) are created -- we call
this variation. And the unfit memes (analogous to genes) lose out to
better memes (analogous to genes) -- we call this natural and
artificial selection.

In this case, the unfit meme is altruism (actually its the whole set
of moral knowledge of altruism -- and actually its a memeplex, which
is a set of networked memes -- memes that generally go together).



The fit meme, actually memeplex, is Objectivism -- which is the whole
set of philosophical and moral knowledge of Objectivism.

Soon altruism will be extinct. Everybody will be an Objectivist.

Soon? Oh really? When?

1,000 years, or 10,000. Its soon relative to 100,000 years which is
how long ago humans evolved.

How do you know this? What are your reasons? I've heard many Christians 
argue much the same about how everyone will become Christian too. Some 
Muslims believe this too about Islam becoming the global religion. Indeed it is 
a common feature of those who believe in, and like to spread, dogma. I'm not 
saying that's what you are doing here and now, necessarily. But you seem to 
be confusing your own private "hopes" with what can be objectively "known" 
via our normal critical, rational methods. And this really is a common 
characteristic of most religions.

How do I know what exactly?

You claimed that "Soon altruism will be extinct".

Elliot has asked you above "When?"

You said 1000 years or 10,000 years.

So, I repeat: How do you know this? To be precise-how do you know altruism 
will be extinct in 1000 years or 10000 years?

I think Elliot was asking me what I meant by soon because some people
could take that to mean 100 years. So I gave a number that was an
order of magnitude bigger (1,000), and then did it again (10,000).

 That's my main question...but if you would like to answer the charge I make that 
you seem to be embracing a kind of religious eschatology with your prophesy 
about the future extinction of altruism and the global domination of objectivism, 



that would he good too.

Below you agreed that Objectivism is a fit meme, and that the rest are unfit.

Meme theory explains that fit memes live while unfit memes die. Its
the same with genes. Its evolution.

Are you disagreeing with the idea that unfit memes will die off? What
is your criticism?

Do you mean that Objectivism is a fit meme
while the others are unfit? Because I have no criticisms Objectivism
and I have criticisms of the others.

No, I don't mean that.

Simply asserting such things in the way you have doesn't convince the rest of 
us that you are correct.

You must show your workings. (Give your reasons).

Ayn Rand already did that. See The Virtue of Selfishness.

That's a bad appeal to authority. I have read Rand. I have read that very paper. 
It makes no claim that altruism will be extinct in "1000 or 10000 years." I want 
your reasons why you believe that statement.

I don't believe that statement. I guessed. You could criticize it.
Elliot did. He said it would have to be earlier than 1,000 years. He
said that if it took that long we will have killed our before that
because our ability to kill each other is increasing with technology.



I want to know why you picked those exact numbers (rather than, say, 9999 
years) but most of all, I want to know the explanation behind why altruism will be 
extinct in a certain time frame,

See Elliots criticism of my 1,000 years idea.

let alone at all.

What criticism do you have of evolution and that unfit memes will die off?

If you think Rand did give this information, can you quote the passage please?

She didn't talk about memes or evolution.

Another unfit memeplex is the Justified True Belief, the epistemology
created by Aristotle and still has to this day 99.9+% penetration in
the human population. The fit memeplex is Popperism.

Soon Justified True Belief will be extinct. And everybody will be a 
Popperian.

And soon after that all evil memes will be extinct.

When?

2,000 years, or 20,000.

Exactly? Why either of those two? Why not 19999 years? Do you mean 
between those two boundaries? How did you come up with those limits?



Random guess.

So, pretty contentless then. May as well say 1000000000 years. Or nothing at 
all. Right? What's the point of making a random guess like that? You wouldn't 
want your doctor to do it. Your pilot. The bridge builder. The plumber. Why the 
philosopher? Why is precision, arising from our best explanation a poorer guide 
to something like that than a random guess? Better to be honest and say "I don't 
know when exactly. I don't even know if. But according to this unspecified theory 
(that I think is the best) all evil memes will be extinct".

By the way, what I got from BoI was that all evil is due to a lack of knowledge. 
But we will always have a lack of knowledge. We will always have to solve new 
and better problems. So, if there are always problems, there are always evils.

No. It is true that we will always have problems. But that doesn't
necessitate that we will always have problems within every single
class of problems.

Some people will believe bad stuff...it seems to me like our best explanation of 
all this, through BoI explains how evil memes will always be with us. People will 
always be free to choose bad stuff, by error or deliberate choice or whatnot. 
Random guess, even. So evil memes cannot be completely eradicated if people 
are free to choose to spread them, right? We can't have perfection, even in our 
epistemology. Everything is amenable to infinite progress. That's a good thing.

All evils being eradicated does not imply perfection.

To say evil memes will be extinct in 2000 years is to say that there is an end to 
infinity in the future. No more problems to solve.

No. Lots of problems have nothing to do with morality.

That's bad. Right?



Why would it be? You're saying that my position is that perfection is
possible. If perfection is possible, I'd say its good.

Justified true belief is a bad meme. But it's not the only one.

That will be extinct too.

As an aside, can you criticise the technique of questioning I have used here?

I don't have any criticisms right now.

I think it's useful to be clear about when you agree with someone. It helps 
ensure that you both know what not to waste as much time on criticising and 
find places to cooperate. That helps problem solving go faster.

I'm not sure why you said that. I wonder if you don't agree with how I
responded to you.

I agree = I don't have any criticisms.

I added the "right now" part because its possible I could create a
criticism later.

My barrage of questions, without any statements about how I think you are right 
here and there, can be counter productive to cooperating in my view, at times.

I don't think it was problematic.

It's good to say that you agree. It's good to tell people they have good ideas that 
are well expressed, just like it's good to criticise them.

I think that is good in general because it allows both parties to be



clear on which ideas they agree on, so that they can focus on the ones
they don't agree on.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Anti Theory and Inverse Theory
Date: December 1, 2012 at 11:38 AM

http://www.curi.us/495

One may wonder what view based on the theory "No other theories are true" 
approaches as it becomes a complete worldview. Prima facie, it cannot quite get 
to the empty view, because it, itself, will always remain. However, with no other 
supporting theories, it will be completely meaningless gibberish, because the 
person will not be able to understand it any longer. And so s/he will reach the 
empty view.

What about "No other theories but this one, and the ones necessary to 
understand this one, are true" (will refer to this as the flagship theory of a view)? 
This will include knowledge about not accepting false theories, and knowledge 
that truth exists, so it cannot go to the inverse or empty views. Can it go to the 
good view?

It can and would.

You may think it is not compatible with the good view, because the theory that 
the War on Terror is right isn't necessary to understand the flagship theory, only 
to avoid contradictions. Well ... knowledge is interrelated, so I'm going to take 
the position one couldn't claim full understanding without the complete good 
view.

Oh, also, for those people who like foundations: in physics we determine the 
truth of theories by how they conform to physical reality. In morality, we can now 
determine it by how they conform to the good moral worldview.

http://www.curi.us/475

Here's a relation between Anti Theory (about opposing things) and Inverse 
Theory (about the inverse moral view, the good view, and the empty view).

Inverse theory provides a strong reason that being focussed on anti theories is 
dangerous. If you're wrong, you approach the inverse view.

http://www.curi.us/495
http://www.curi.us/475


But what if you're right? Won't inverse theory predict you approach the good 
view? Technically, yes, as your worldview becomes complete, it will go to the 
good one. However, holding a theory sacred has no effect if the theory is never 
challenged. And it's not as if reasonable people are in danger of approaching 
the inverse view unless they grab hold of "people who think apples are the 
spawn of the devil are wrong" for dear life.

Focusing on theories and holding them strongly has the most effect on one's 
progression to a stable worldview when those theories come up a lot, and say a 
lot. So, holding some trivial falsehood wrong, won't matter much. But holding 
something true false, will matter quite a lot. Anytime the subject comes up, it will 
lead to lots of badness.

http://www.curi.us/472

Evolution requires truth to function. Evolution progresses towards truth. The 
inverse view may be complete and stable but it is not true by the normal use of 
the word.

The term inverse theory originally came from the following notion: an idiotarian 
is a person who needs an anti-idiotarian to tell her/him what white is, so s/he 
can call it black. I don't think this is the right definition for idiotarian, but I do think 
it's a useful idea and deserving of a word. Moral inverter is fitting.

(I've been using 'view' and 'moral view' interchangeably. I just used 'moral 
inverter' for someone who inverted a physical fact. Basically, I don't think there's 
any particular difference. Because people twist their factual theories according 
to their moral ones.)

That implies that epistemic ideas are connected to moral ideas.

If a moral inverter's view is not true, s/he cannot evolve it.

because he's not using error correction methods.

So, to create it, s/he must find a true view to reverse.

http://www.curi.us/472


To create what? You were talking about a moral inverter's view, which
means that the moral inverter created that view previously. So what is
there to create?

But how can we reconcile this with the notion that someone holding on to a part 
of the inverse view, will, as s/he approaches a complete worldview, approach 
the inverse?

Huh? I think that if someone (irrationally) holds on to a part of the
inverse view, as he approaches a complete worldview, will be halted
from doing so, because that false idea will conflict with some new
true ideas that the person will encounter in the future. With each one
of those conflicts, either the person will adopt the new true idea
thus accepting the conflict, or he'll reject the new true idea as
false.

Well, if an inverter has a bunch of inverse theories in a sphere, s/he can 
compare new ones to the preexisting ones for consistency, and to see how well 
the theories mesh in terms of explanation. However, when approaching a 
completely new issue, won't the inverter be at a loss?

That depends on which of his theories are actually being checked for
consistency against the new ones. He is protecting some of his
existing theories from criticism (i.e. not checking for consistency
against new theories) because of his psychological reactions to his
anti-rational memes.

In a sphere, to make very much progress, one needs to have some notion of 
what truth means. It doesn't need to be explicit (in a language with symbols and 
grammar). Without some notion, how can one evaluate theories? One cannot. 
Of course, in all objective spheres, every person alive does have such a notion. 
But sometimes the notion is only marginally better than none at all. I would offer 
up aesthetics as an example of a sphere where people do not have a good 
conception of truth. I would offer up science as one where people have a very 
good conception of truth -- true scientific ideas correspond to physical reality.



If a practitioner of the good view approaches a new sphere, s/he will create 
some notion of truth, and try to make progress. If a practitioner of the inverse 
view approaches a new sphere, I do not expect her/him to create an inverted 
notion of truth -- an inverse-epistemology -- and make progress towards it. This 
is because no one wants to be bad.

Talk to an inverter. Ask her/him about her/his view in some sphere s/he hasn't 
thought about much -- try to get her/him to create a view. In my experience, s/he 
will likely be at a loss. This is because s/he does not have any epistemology to 
work with in the sphere. However, if I present my view, the inverter will no longer 
be lost. Her/his worldview is very clear that I must be opposed, and thus s/he 
will chronically disagree with me, and set about creating the inverse view of 
mine.

The word 'true' generally refers to the good view. But the inverse view can have 
its own meaning for truth. But few or no people actually adopt the inverse 
meaning for truth explicitly. It is very difficult to adopt, because no one wants to 
be bad.

http://www.curi.us/455

Morality is more important than any other concerns. It should come first in our 
thinking. It should come last in our thinking. And it should dominate over our 
thinking.

(To avoid confusion, for many issues, like doing science, morality usually just 
says to use true epistemology and do a good job, or something rather minimal.)

Many people oppose the war. And virtually all of them do not temper this 
opposition with morality. First, the war is wrong and will be opposed. Then 
maybe later we can talk about little detailed bits of morality that pale in 
comparison to The Cause. This leads to the anti-war folk saying anything they 
can to oppose war, moral or not. And thus they say false things. And dishonest 
things. And meaningless things. And things that sound catchy. And things they 
don't understand. And demonstrate no intellectual integrity.

Of course, most of them deny morality exists, and few value anything. Many 
would claim morality is a matter of opinion, or that it's just a religious idea (as if 
the source of an idea could make it wrong). Why do I say they value nothing? 

http://www.curi.us/455


Well, we know they don't value peace, happiness, liberty, non-violence, or 
getting their facts right. (Those tortures taking place in Iraq right now sure are 
peaceful...) They defend the unsuccessful, but I don't think they actually value 
failure. It's just an easy way to pretend.

Morality first applies to perfectly good people to, in realistically useful ways. Like 
I want hits. And if that was primary, I might be tempted to lie, or spam, or ... well 
I don't know, but if I was a bad person I'm sure I'd think of something. And 
throwing these out because of self-interest (well, if I spam, maybe that will 
annoy people and I'll get less hits) is not the way to go. Even if that calculation, 
in the limit, gets the same answers, it'd be wrong to waste that much computing 
resources on it.

Why is it wrong? Because doing so would lead them, and you, away from
the good worldview.

-- Rami



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Ad Hoc Ideas (was: Feyerabend)
Date: December 1, 2012 at 2:05 PM

On Dec 1, 2012, at 5:03 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 8:40 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jul 5, 2012, at 5:23 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jun 2, 2012 4:03 PM, "Elliot Temple" <curi@curi.us> wrote:
On Jun 2, 2012, at 1:47 PM, Alan Forrester wrote:

On 28 May 2012, at 23:02, Elliot Temple wrote:
On May 28, 2012, at 12:45 PM, Alan Forrester wrote:

This is a brief note on Feyerabend's book "Against Method", which 
attacks Popper. The note can be short because the book has so little 
substance that there is no need to spend a lot of time on it. It's a bad 
book that you should only read if you are specifically looking for an 
example of bad philosophy.

The main meat of the argument is in Chapter 15, so I'll concentrate on 
that. Feyarabend gives a summary of Popper's ideas at the start of the 
chapter, but it's far too shallow a summary and vague to address the 
issues he claims to address in the rest of the chapter and so it is 
seriously misleading. The summary goes like this: we start with 
problems and try to solve them by proposing non-ad-hoc hypotheses.

Non-ad-hoc hypothesis are generalized solutions that you've used in
previous problem-situations.

Then there is a load of stuff (pp. 174-5) about how rationality is too 
restrictive and will, somehow make us all unhappy. No explanation is 
presented about how this would happen, and so it's impossible to 
assess his claim.

If you keep bashing your head a rock and hard place, then you'll be
unhappy. Better to just rest your head against either the rock or the



hard place, i.e. compromise.

You're advocating compromise?

No. I was rephrasing what the author said. I don't agree with it.

Explain?

What is your refutation of the TCS position on compromise? It's also discussed 
some in BoI and Rand.

I think this statement gives Feyerabend too much credit. What is 
impossible to assess? The implicit concept here is that he has a "claim", 
largely unstated, with some reasons or arguments, and you don't know 
what they are so you can't evaluate them. But why infer they exist at all?

I think with a lot of bad thinkers, the superficial stuff they say is as far as it 
goes. If he had something substantive to say, I'd guess he would have 
said it.

Bad thinkers back up their ideas with bad explanations, e.g.
explanations of the form: My idea X is true because of social roles
and if I don't follow my social role then bad stuff will happen to me.

do they? i don't think that sort of person typically claims his idea is true or talks 
about truth.

I don't see why that matters. If a person believes something to be
"the right way", then he believes that something is true.

No, if he believes something is "the right way" then he believes it is the right way.

Whether he equates that with truth is up to *him*, not *you*. You do not rule his 
mind. He may not think about truth the same way you do, he may disagree with 
you about that.



you've made an assertion here. i don't already agree with it for my own 
reasons. i don't see anything in your statement to persuade me to 
communicate new knowledge to me.

how is this a reply to what i said? do you agree or disagree with what i said? i 
can't tell.

I was agreeing.

i think it'd be useful to say so in future replies when making a tangential point 
(especially one the original poster might disagree with, in which case he'll maybe 
have a hard time realizing you agreed).

You said, "the superficial stuff they say is as far as
it goes". And I'm saying that the superficial stuff is bad
explanations. Like, I'm right because I feel it, or I'm right because
everybody else does it too.

One thing is: we don't need a rule to seek the truth or make an effort to 
learn. Some people will do those things, others won't, it's up to each 
person, and those who do it will have better lives so there is plenty of 
incentive.

Too much epistemology tries to provide specific rules about what to do, 
and Popper does this some. But as Popper himself basically said, you 
can do whatever you want, use your imagination, think outside the box, 
and mistakes will be sorted out by criticism.

Moving on, "ad hoc" is about how ideas are created, not the ideas 
themselves. It's about the source of ideas. So that's a mistake. Ideas 
should never ever ever be evaluated by their source. (I think Popper has 
tried to get around this some by redefining the concept of "ad hoc" in a 
more objective way about qualities of the idea itself. But this is too 
confusing and not the perfect approach to the topic.)

How about my rewording of ad hoc? That the idea of how to change B
should have reach? That doesn't consider the source.



BTW, I don't see how ad hoc is about the source.

"That is an ad hoc idea" means "the source of that idea was an ad hoc method 
of thinking (creating an idea for this particular purpose, like to try to rescue 
some criticized idea, instead of following general good truth seeking 
methods)".

The same idea (e.g. that Parmenides understood the phases of the moon) 
could be come up with after years of research or ad hoc during a debate when 
running into a new argument and wanting to reply. Whether it's ad hoc has to 
do with how and why you come up with the idea, in what context, rather than 
what the idea is.

(Though I think Popper sometimes deviates in his usage and uses "ad hoc" to 
refer to something more objective. But that isn't standard.)

I think the nightmare that people can trivially evade criticism without limit 
is false. They can't. For example, they might start getting more vague. 
But then you just criticize vagueness in general and that completely 
wipes out that entire strategy.

Right, because it makes ideas difficult to test and also makes them bad 
explanations. Like all interpretations of quantum mechanics apart from 
many worlds.

This view on "ad hoc" is substantive, valuable progress in epistemology, 
right? What should be done with it?

I think both guesses and criticisms should be random, i.e. no rigidity.

But random doesn't mean no rigidity, and you offer no explanation of any 
equivalance. So what are you talking about?

I don't know how to interpret something like this. Do I take you as meaning 
random and ignore the thing about rigidity? Or vice versa? Or do you mean 



something else?

Say I came up with some ideas about how to create guesses. And I wrote
those ideas down. And each time that I created guesses, I referenced
that idea list and followed it. And say I never deviated from that
list. The alternative is to use the idea list while intended to follow
it loosely, and sometimes not follow it at all. The first way is more
rigid and less random than the second way.

That's a false alternative: there's more than one alternative to the original plan. 
There are many ways to live and think.

I don't know why you are calling it "random" or even non-rigid to do that second 
alternative. You just *say* it is, without explanation. One way to state the second 
alternative, one interpretation of what you were expressing, is: rigidly follow the 
dictates of your mind, being guided exactly by your thinking and nothing else, 
never allowing the arbitrary and the random to interfere.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Article: Why Most Ex-Muslims Don't Go Public
Date: December 1, 2012 at 2:06 PM

On Dec 1, 2012, at 5:10 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 8:57 PM, "Elliot Temple" <curi@curi.us> wrote:

On Sep 13, 2012, at 8:53 PM, Rami Rustom <rombomb@gmail.com> wrote:

Check out my article. Its causing some interesting discussion.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-
dont-go-public.html

On a final note, there is an important reason that Ex-Muslims should go 
public. We know that Islamic thinking hurts people – themselves, their 
families, and others. We know that Islam teaches anti-liberal views. For 
example, it’s forbidden for people to have dissenting ideas. This is why 
Islam instructs Muslims to physically force people to convert to Islam and to 
kill apostates. We know that this kind of thinking promotes hate and that 
Islamic ideas directly promote terrorism. And by lying about being Muslims, 
we are promoting the replication of Islamic ideas to the next generation of 
young minds. Do you want your children to live in a world where people 
continue to turn to terrorism?

In the comments, a Muslim asked me to explain myself in reference to
how Islam hurts people. One of his questions was for me to explain how
Islam directly promotes terrorism. So I replied with my answers to all
his questions, and in reference to the terrorism question I said:
"Quran-5.33 - Kill people who attack Allah."

In his response he addressed that answer with: "as for 5.33 it does
not say what you state [...] THe surah deals with how to deal with
people who are at War with you."

So I replied with: "No. It says how to deal with people who 'wage war
against Allah and his prophet'. What does that have to do with a
person? It doesn't. And somehow you and others confuse 'against Allah

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-go-public.html


and his prophet' with 'against you'.

I don't get it. First you say

It says how to deal with people who ...

and then you say

What does that have to do with a person? It doesn't.

if it's about dealing with people, that applies to dealing with some persons.

I was referring to the object, not the subject in this sentence: "THe
surah deals with how to deal with people who are at War with
***you***."

And I was correcting that by saying that the ***you*** is wrong. Its
actually "against Allah and his prophet".

So you're denying that it has anything to do with Bob the Muslim if people are at 
War with Allah?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Irrationality and Memes
Date: December 1, 2012 at 2:14 PM

On Dec 1, 2012, at 5:31 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 9:10 PM, "Elliot Temple" <curi@curi.us> wrote:

This looks to me like an ad hoc approach.

First, assert stuff.

First, guess.

Second, get some of it refuted.

Second, criticize (by self and by others).

Next, try to pick up the pieces, rescue some parts, and make a position out of 
whatever is left over.

If not that, then what?

I don't think this is a good approach. I think it's disorganized and not thorough 
enough.

I think it gives too much importance to whatever mistakes happen to be in the 
initial assertions (which can guide the direction of criticism and further 
discussion). I think to create good positive positions, the direction of further 
discussion should be guided more by principles and explanations, not what 
mistakes one made in his first draft.

Suggestion?

Another approach some people use sometimes is:



First, research a subject.

Second, try to think it through and understand it.

Third, get those ideas criticized.

Fourth, if there's only minor criticism, then deal with it and refine the position.

Or, if there's a lot of accurate criticism: Fourth, repeat some of the first two steps 
keeping those new problems in mind and trying to find information relevant to 
them, ideas that answer them, etc

A different approach some people use sometimes is:

First, learn someone else's idea pretty thoroughly. Be persuaded.

Second, argue it.

Third, get criticism.

Fourth, answer the criticism correctly.

Or, fourth, concede and start learning the positions of the people who criticized 
and see if any of those can hold up to criticism.

There are many ways to do things and they don't all involve trying to rescue one's 
initial guesses. Some are better or worse in terms of criteria like reinventing the 
wheel, speed, ability to learn a totally different view if one's current ideas are far 
wrong, and many other criteria.

Popper criticized ad hoc approaches. Maybe you'd like to read about that and 
comment.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Cc: FoR <Fabric-of-Reality@yahoogroups.com>
Subject: Re: [BoI] Islamic criticism
Date: December 1, 2012 at 2:27 PM

On Dec 1, 2012, at 4:36 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 6:04 PM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 30, 2012, at 3:18 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 3:26 PM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 30, 2012, at 8:45 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Nov 29, 2012 8:59 PM, "Elliot Temple" <curi@curi.us> wrote:

On Oct 5, 2012, at 10:39 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Fri, Oct 5, 2012 at 9:43 AM, Ismail Atalay 
<i_c_atalay@yahoo.co.uk> wrote:

On Thu, Oct 4, 2012 at 22:34 AM, Rami Rustom wrote:

On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay 
<i_c_atalay@yahoo.co.uk> wrote:

Concerning harsh/war-like verses (that constitutes 5-6 verse in 
6600 verses) I have already explained that Islam is >>"hands-on" 
concerning restoring/sustaining peace and stopping 
cruelty/oppression.

Please show me the verse that explains that, instead of asserting 
*your* ideas.



I have a feeling that it is hopeless but here you go :

Why would it be hopeless? You asserted that idea twice without quoting
the Quran. THAT is hopeless. Now you *are* quoting the Quran. This is
hopeful. We can get somewhere this way.

Quran 4:75 And what is [the matter] with you that you fight not in the 
cause of Allah and [for] the oppressed among men, women, and 
children who say, "Our Lord, take us out of this city of oppressive 
people and appoint for us from Yourself a protector and appoint for us 
from Yourself a helper?"

However in whatever you do towards this goal, you HAVE to stay 
within the universal judiciary framework and be fair, >>transparent 
and honest to all people (whether they are muslim or not).

Please show me the verse that explains that, instead of asserting
*your* ideas. (Note that Islam does not apply its morality on to
people whether they are "Muslim or not").

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.

Please do not reply as "what is transgressing" "or how I would know 
that one's is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Saying your ideas are "clear" (clearly right) isn't a good way to discuss.

But it was clear to me and to Ismael, and to any English-speaking Muslim.

Now you're saying if anyone does disagree with you, they must either not 
speak English or not be a Muslim. They can't disagree with you b/c you're 
wrong, that's impossible, it has to be because of some attribute of them 



personally or ignorance.

It can't even be a regular mistake -- no one would ever disagree with you 
simply by being mistaken as long as they spoke English and were Muslim.

This is an intolerant, anti-critical, infalliblist, anti-Popperian way of thinking.

And you've doubled down on it when challenged.

Actually, you are fallible, no truth is obvious, your ideas are not obviously 
true, people can disagree with you for all sorts of reasons including your 
mistake and/or their mistake, and you can't generalize about all English-
speaking Muslims this easily. This sort of attitude that dismisses the 
possibility of being wrong is how one stays wrong forever instead of doing a 
beginning of infinity.

I forgot the difference between "clear" and "obvious". Does your
criticism apply to my sentence if I had said "obvious" instead of
"clear"?

Yes. Why would that be any better? And it's not about the choice of words but 
their meaning.

An idea can be obvious to a person.

A person can mistakenly believe that. That's different though.

In this case, it was obvious to
me, and judging from what I've learned about Ismail, it was obvious to
him too.

You are not addressing the issue that nothing is obvious or ever can be, as 
explained by Popper. Are you unfamiliar with our position on this matter?

Even if you are unfamiliar, you have not attempted to explain what "obvious" 
means, in epistemological terms.

One interpretation of its epistemological meaning is: there's no way to make a 
mistake figuring it out, no ways to go wrong available. Because if there were 



ways to go wrong then it'd be up to the person to think and figure out which is 
right, so that doesn't sound like obviousness.

I generalized to the entire English-speaking Muslim population too,
which is wrong. Many of them haven't discussed Islamic ideas much.

But if they had discussed Islamic ideas much, then they would be guaranteed to 
agree with you...?

Also your interpretation is not clear to me. Transgress means:

http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

you're differing from the dictionary without explanation.

A "real" Muslim understands that doing what God forbids *is* sin. And
that one who does the forbidden is a transgressor.

i don't think you've understood the issue. it's hard to tell though. these two 
sentences don't explain what you're talking about, leaving me to make a ton 
of guesses. can you try to explain what you're saying?

please take into account what you said above about what transgressor is. i 
don't see how your comment here relates to the earlier comment that i was 
replying to, and you don't explain it for me or make any direct connection.

K. Starting from what Ismail said, then I said, then you said:

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.
Please do not reply as "what is transgressing" "or how I would know 

http://www.merriam-webster.com/dictionary/transgress


that one's is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Also your interpretation is not clear to me. Transgress means:

http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

you're differing from the dictionary without explanation.

I don't see what you're saying I did wrong. So I'll rephrase what I said:

Its clear that "transgressor" means one who commits sin.

That is not a rephrasing of what you said. You said:

Its clear that "transgressor" means one who does stuff other than God 
told him to do.

Now you're changing it without acknowledging changing it or trying to explain 
how your new version is the same as the old one.

I took out the "God told" part.

You rewrote it as

Its clear that "transgressor" means one who does stuff other than him to do.

?

http://www.merriam-webster.com/dictionary/transgress


i don't think so.

You said transgressor means X, I criticized that X, I specifically clarified that 
my comment is about X and you should take X into account when reply, and 
you're still not discussing your original X and what it says.

I didn't realize you cared about the "God told" part. And yes its
wrong because there is no God.

but i haven't said that.

can you try to actually compare what you said with what transgress means and 
analyze them? i still don't understand by what reasoning you're determining they 
are the same or real similar. please try to explain your thinking.

You're also continuing to make the mistake of saying your stuff is "clear" 
without explaining any rational meaning that can have that adds value to your 
post.

By using the word clear, I was saying that I did not (nor did he) need
to think hard to (nor do research to) know what "transgressor" means.

that was a mistake!

you're getting stuff wrong on this very topic, right now, even after multiple 
iterations of criticism. so you did and do need to think harder! even if you're right, 
and i'm wrong, you should have thought harder to explain yourself better by now.

i did research (checked dictionary). you didn't. i don't know why you think you're 
so much smarter than me and more knowledgeable that you needn't do any 
research on topics where i do it. how is what you're saying anything other than 
intellectual arrogance?

maybe you should do some research on Popper and then either change your 
mind or explain what he got wrong on these topics.



-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] fallibleideas.com/emotions, persuasive efficacy
Date: December 1, 2012 at 2:37 PM

On Dec 1, 2012, at 4:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 7:28 PM, "Elliot Temple" <curi@curi.us> wrote:

I learned in school that "they" = Y because Y is the most recent noun
before the pronoun.

is that true? do you have an argument either way? do you have a suggested 
method of determining what's right? where do you expect the discussion to go 
from "the invalid authority, school, said..." and no further comment?

you don't have to read any later sentence to understand it.

When it comes to ideas, things can be harder. Sometimes we unconsciously 
use creativity to maintain our current personality. Trying to change it may not 
just involve working against a static obstacle. It may be an adaptable 
obstacle that tries to avoid being changed.

I have an idea of what that means. I don't think that people new to
anti-rational memes would know. So needs more clarification.

you aren't specifying what they won't understand. which concept and why? i 
don't know what you have in mind.

An anti-rational meme can cause someone to feel bad about a certain
situation, say a conflict between a new idea and an old idea. To
relieve that feeling, the person could rationalize that the new idea
is wrong and come up with reasoning that its wrong, and then he won't
criticize his reasoning. Later, another new idea will conflict with



the same old idea, and again he'll rationalize, this time with new
reasoning. So his reasoning attempts are not a fixed target.

What, in the essay, will they not understand? Why? which concept *from the 
essay*? I don't know what you have in mind *about the essay*.

i don't think you're taking into account that this is not a standalone essay and 
there is more explanation of related topics on the site.

I have. Each essay should be able to stand alone, as much as possible.

as much as possible? really? wouldn't it be possible to make them standalone 
more by including all the other essays (minus footnotes) as footnotes on each 
one?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The future of evil
Date: December 1, 2012 at 2:50 PM

On Dec 1, 2012, at 6:11 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sat, Dec 1, 2012 at 1:26 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/12/2012, at 2:25, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 3:06 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 30/11/2012, at 1:04, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 2:31 AM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 17, 2012, at 6:58 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

I posted an exert from Rand's _The Virtue of Selfishness_ to
islam-watch.org. It was on the topic of faith. A muslim called it
garbage. A non-muslim said this in response, and then I replied. Do
you see any problems with my response?

typical Muslim reaction...if you don't understand something, condemn 
it.

Actually that reaction is typical of how most people anywhere in the
world would react to great thinkers. Generally speaking, the further
one's views, values, and goals are from reality, the worse they react
to great thinkers -- whose views, values, and goals correspond well
with reality.

But that is changing. Our cultures are not static. Cultures evolve.
Ideas evolve. New memes (analogous to genes) are created -- we call
this variation. And the unfit memes (analogous to genes) lose out to
better memes (analogous to genes) -- we call this natural and
artificial selection.



In this case, the unfit meme is altruism (actually its the whole set
of moral knowledge of altruism -- and actually its a memeplex, which
is a set of networked memes -- memes that generally go together).

The fit meme, actually memeplex, is Objectivism -- which is the whole
set of philosophical and moral knowledge of Objectivism.

Soon altruism will be extinct. Everybody will be an Objectivist.

Soon? Oh really? When?

1,000 years, or 10,000. Its soon relative to 100,000 years which is
how long ago humans evolved.

How do you know this? What are your reasons? I've heard many Christians 
argue much the same about how everyone will become Christian too. Some 
Muslims believe this too about Islam becoming the global religion. Indeed it 
is a common feature of those who believe in, and like to spread, dogma. I'm 
not saying that's what you are doing here and now, necessarily. But you 
seem to be confusing your own private "hopes" with what can be objectively 
"known" via our normal critical, rational methods. And this really is a 
common characteristic of most religions.

How do I know what exactly?

You claimed that "Soon altruism will be extinct".

Elliot has asked you above "When?"

You said 1000 years or 10,000 years.

So, I repeat: How do you know this? To be precise-how do you know altruism 
will be extinct in 1000 years or 10000 years?

I think Elliot was asking me what I meant by soon because some people
could take that to mean 100 years. So I gave a number that was an
order of magnitude bigger (1,000), and then did it again (10,000).

No, I actually read "soon" as within several decades and thought it was wrong. 



thousands of years is not "soon", that is not what the word "soon" means.

10,000 years is a very long time for us. look how much society changed in the 
last 200 years. if crucial progress like a much better morality takes 10,000 years, 
i'd guess we'll all be dead long before then. things are changing fast and moral 
knowledge needs to keep up.

if other progress kept going for 10,000 years but moral knowledge lagged way 
behind and had very little progress, that huge gap would destroy us. the more 
advanced your science and some other things get, the more you need moral 
knowledge to handle it. basically the more powerful you get, the more moral you 
better be. if power increases -- and it is increasing rapidly -- but morality doesn't, 
then power will be misused. a large enough amount of power being misused will 
be a catastrophe.

the alternative to this, while keeping the moral progress in 10,000 years schedule, 
is that non-moral progress largely halts. i don't see how that will happen without a 
ton of violence. followed by (if there's survivors) some sort of extended dark ages, 
i guess.

one way there could be a lot of survivors is if bad people win a war and 
exterminate all the good people. then they try to run their empire but it collapses. 
think of something a bit like the USSR taking over the world, but then all the 
problems with famine, internal rot, etc, happening. and no one to stop it. so it 
goes on longer but collapses after a while.

i don't think "over 9000 years too late to prevent catastrophe" is a reasonable 
meaning of "soon".

That's my main question...but if you would like to answer the charge I make 
that you seem to be embracing a kind of religious eschatology with your 
prophesy about the future extinction of altruism and the global domination of 
objectivism, that would he good too.

Below you agreed that Objectivism is a fit meme, and that the rest are unfit.

Meme theory explains that fit memes live while unfit memes die. Its



the same with genes. Its evolution.

Are you disagreeing with the idea that unfit memes will die off? What
is your criticism?

Why do you think you know enough to lecture people on what meme theory's 
conclusions and explanations are? Why do you think you know enough about 
evolution to make the appeal to authority "Its evolution" for your views? (Even if 
you did know all about evolution, that would still be a fallacy.) I don't think you 
know much about it. E.g. did you know this?

http://masi.cscs.lsa.umich.edu/~crshalizi/reviews/extended-phenotype/

Mention of kin selection brings up the problem of "fitness". Many readers will be 
surprised to learn that Dawkins thinks it is a not particularly useful term, and one 
which evolutionist would probably be better off discarding. In his ch. 10, "An 
Agony in Five Fits," he distinguishes no less than five senses in which the term 
is used, only one of them (the fitness of a genotype in population genetics) 
reasonably useful and operational.

end quote

-- Elliot Temple
http://beginningofinfinity.com/

http://masi.cscs.lsa.umich.edu/~crshalizi/reviews/extended-phenotype/
http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] The future of evil
Date: December 1, 2012 at 7:01 PM

On 17 Nov 2012, at 14:58, Rami Rustom <rombomb@gmail.com> wrote:

I posted an exert from Rand's _The Virtue of Selfishness_ to
islam-watch.org. It was on the topic of faith. A muslim called it
garbage. A non-muslim said this in response, and then I replied. Do
you see any problems with my response?

typical Muslim reaction...if you don't understand something, condemn it.

Actually that reaction is typical of how most people anywhere in the
world would react to great thinkers. Generally speaking, the further
one's views, values, and goals are from reality, the worse they react
to great thinkers -- whose views, values, and goals correspond well
with reality.

But that is changing. Our cultures are not static. Cultures evolve.
Ideas evolve. New memes (analogous to genes) are created -- we call
this variation. And the unfit memes (analogous to genes) lose out to
better memes (analogous to genes) -- we call this natural and
artificial selection.

In this case, the unfit meme is altruism (actually its the whole set
of moral knowledge of altruism -- and actually its a memeplex, which
is a set of networked memes -- memes that generally go together).

The fit meme, actually memeplex, is Objectivism -- which is the whole
set of philosophical and moral knowledge of Objectivism.

Soon altruism will be extinct. Everybody will be an Objectivist.

Another unfit memeplex is the Justified True Belief, the epistemology
created by Aristotle and still has to this day 99.9+% penetration in
the human population. The fit memeplex is Popperism.

Soon Justified True Belief will be extinct. And everybody will be a Popperian.



And soon after that all evil memes will be extinct.

The growth of knowledge isn't predictable. If we knew what knowledge we will 
have tomorrow we would have it now.

It's better to try to persuade people or improve your current knowledge than to try 
to do something impossible.

Alan

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Article: Why Most Ex-Muslims Don't Go Public
Date: December 2, 2012 at 7:20 AM

On Dec 1, 2012 1:07 PM, "Elliot Temple" <curi@curi.us> wrote:

On Dec 1, 2012, at 5:10 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 8:57 PM, "Elliot Temple" <curi@curi.us> wrote:

On Sep 13, 2012, at 8:53 PM, Rami Rustom <rombomb@gmail.com> wrote:

Check out my article. Its causing some interesting discussion.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-
dont-go-public.html

On a final note, there is an important reason that Ex-Muslims should go 
public. We know that Islamic thinking hurts people – themselves, their 
families, and others. We know that Islam teaches anti-liberal views. For 
example, it’s forbidden for people to have dissenting ideas. This is why 
Islam instructs Muslims to physically force people to convert to Islam and 
to kill apostates. We know that this kind of thinking promotes hate and that 
Islamic ideas directly promote terrorism. And by lying about being Muslims, 
we are promoting the replication of Islamic ideas to the next generation of 
young minds. Do you want your children to live in a world where people 
continue to turn to terrorism?

In the comments, a Muslim asked me to explain myself in reference to
how Islam hurts people. One of his questions was for me to explain how
Islam directly promotes terrorism. So I replied with my answers to all
his questions, and in reference to the terrorism question I said:
"Quran-5.33 - Kill people who attack Allah."

In his response he addressed that answer with: "as for 5.33 it does
not say what you state [...] THe surah deals with how to deal with
people who are at War with you."

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-go-public.html


So I replied with: "No. It says how to deal with people who 'wage war
against Allah and his prophet'. What does that have to do with a
person? It doesn't. And somehow you and others confuse 'against Allah
and his prophet' with 'against you'.

I don't get it. First you say

It says how to deal with people who ...

and then you say

What does that have to do with a person? It doesn't.

if it's about dealing with people, that applies to dealing with some persons.

I was referring to the object, not the subject in this sentence: "THe
surah deals with how to deal with people who are at War with
***you***."

And I was correcting that by saying that the ***you*** is wrong. Its
actually "against Allah and his prophet".

So you're denying that it has anything to do with Bob the Muslim if people are at 
War with Allah?

Well, I don't even know what could constitute being "at War with Allah
and his prophet".

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Islamic criticism Fabric-of-Reality@yahoogroups.com
Date: December 2, 2012 at 8:08 AM

On Sat, Dec 1, 2012 at 1:27 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 1, 2012, at 4:36 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 6:04 PM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 30, 2012, at 3:18 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 3:26 PM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 30, 2012, at 8:45 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Nov 29, 2012 8:59 PM, "Elliot Temple" <curi@curi.us> wrote:

On Oct 5, 2012, at 10:39 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Fri, Oct 5, 2012 at 9:43 AM, Ismail Atalay 
<i_c_atalay@yahoo.co.uk> wrote:

On Thu, Oct 4, 2012 at 22:34 AM, Rami Rustom wrote:

On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay 
<i_c_atalay@yahoo.co.uk> wrote:

Concerning harsh/war-like verses (that constitutes 5-6 verse in 
6600 verses) I have already explained that Islam is >>"hands-on" 
concerning restoring/sustaining peace and stopping 
cruelty/oppression.

Please show me the verse that explains that, instead of asserting 



*your* ideas.

I have a feeling that it is hopeless but here you go :

Why would it be hopeless? You asserted that idea twice without 
quoting
the Quran. THAT is hopeless. Now you *are* quoting the Quran. This 
is
hopeful. We can get somewhere this way.

Quran 4:75 And what is [the matter] with you that you fight not in the 
cause of Allah and [for] the oppressed among men, women, and 
children who say, "Our Lord, take us out of this city of oppressive 
people and appoint for us from Yourself a protector and appoint for 
us from Yourself a helper?"

However in whatever you do towards this goal, you HAVE to stay 
within the universal judiciary framework and be fair, >>transparent 
and honest to all people (whether they are muslim or not).

Please show me the verse that explains that, instead of asserting
*your* ideas. (Note that Islam does not apply its morality on to
people whether they are "Muslim or not").

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.

Please do not reply as "what is transgressing" "or how I would know 
that one's is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Saying your ideas are "clear" (clearly right) isn't a good way to discuss.

But it was clear to me and to Ismael, and to any English-speaking 
Muslim.



Now you're saying if anyone does disagree with you, they must either not 
speak English or not be a Muslim. They can't disagree with you b/c you're 
wrong, that's impossible, it has to be because of some attribute of them 
personally or ignorance.

It can't even be a regular mistake -- no one would ever disagree with you 
simply by being mistaken as long as they spoke English and were Muslim.

This is an intolerant, anti-critical, infalliblist, anti-Popperian way of thinking.

And you've doubled down on it when challenged.

Actually, you are fallible, no truth is obvious, your ideas are not obviously 
true, people can disagree with you for all sorts of reasons including your 
mistake and/or their mistake, and you can't generalize about all English-
speaking Muslims this easily. This sort of attitude that dismisses the 
possibility of being wrong is how one stays wrong forever instead of doing 
a beginning of infinity.

I forgot the difference between "clear" and "obvious". Does your
criticism apply to my sentence if I had said "obvious" instead of
"clear"?

Yes. Why would that be any better? And it's not about the choice of words but 
their meaning.

An idea can be obvious to a person.

A person can mistakenly believe that. That's different though.

Yes we can be mistaken.

In this case, it was obvious to
me, and judging from what I've learned about Ismail, it was obvious to
him too.

You are not addressing the issue that nothing is obvious or ever can be, as 



explained by Popper. Are you unfamiliar with our position on this matter?

We can be wrong about any of our ideas.

I wasn't saying that I can't be wrong about the meaning of
transgressor in the translation of the Quran verse I was talking
about. I was saying that I know what he believes the meaning to be
because this is basic knowledge for a Muslim who reads the Quran in
English.

Even if you are unfamiliar, you have not attempted to explain what "obvious" 
means, in epistemological terms.

I meant that I'm (fallibly) sure of what he and I and most Muslims
believe that transgressor means in the context of Islam.

One interpretation of its epistemological meaning is: there's no way to make a 
mistake figuring it out, no ways to go wrong available. Because if there were 
ways to go wrong then it'd be up to the person to think and figure out which is 
right, so that doesn't sound like obviousness.

I generalized to the entire English-speaking Muslim population too,
which is wrong. Many of them haven't discussed Islamic ideas much.

But if they had discussed Islamic ideas much, then they would be guaranteed to 
agree with you...?

Thats an interesting way to put it. And I do see how using the word
"clear" and "obvious" equates to that.

I'm saying that I expect that they would have learned the meaning of
transgressor in Quran translations.

Also your interpretation is not clear to me. Transgress means:



http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

you're differing from the dictionary without explanation.

A "real" Muslim understands that doing what God forbids *is* sin. And
that one who does the forbidden is a transgressor.

i don't think you've understood the issue. it's hard to tell though. these two 
sentences don't explain what you're talking about, leaving me to make a 
ton of guesses. can you try to explain what you're saying?

please take into account what you said above about what transgressor is. i 
don't see how your comment here relates to the earlier comment that i was 
replying to, and you don't explain it for me or make any direct connection.

K. Starting from what Ismail said, then I said, then you said:

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.
Please do not reply as "what is transgressing" "or how I would know 
that one's is transgressing"

Its clear that "transgressor" means one who does stuff other than God
told him to do.

Also your interpretation is not clear to me. Transgress means:

http://www.merriam-webster.com/dictionary/transgress

1
: to violate a command or law : sin
2
: to go beyond a boundary or limit

http://www.merriam-webster.com/dictionary/transgress
http://www.merriam-webster.com/dictionary/transgress


you're differing from the dictionary without explanation.

I don't see what you're saying I did wrong. So I'll rephrase what I said:

Its clear that "transgressor" means one who commits sin.

That is not a rephrasing of what you said. You said:

Its clear that "transgressor" means one who does stuff other than God 
told him to do.

Now you're changing it without acknowledging changing it or trying to explain 
how your new version is the same as the old one.

I took out the "God told" part.

You rewrote it as

Its clear that "transgressor" means one who does stuff other than him to do.

?

i don't think so.

According to the 1st definition, transgressor means sinner.

And my original statement is wrong because I changed a part of it to
say that God told a Muslim which actions are sin.

You said transgressor means X, I criticized that X, I specifically clarified that 
my comment is about X and you should take X into account when reply, and 



you're still not discussing your original X and what it says.

I didn't realize you cared about the "God told" part. And yes its
wrong because there is no God.

but i haven't said that.

can you try to actually compare what you said with what transgress means and 
analyze them? i still don't understand by what reasoning you're determining they 
are the same or real similar. please try to explain your thinking.

You're also continuing to make the mistake of saying your stuff is "clear" 
without explaining any rational meaning that can have that adds value to your 
post.

By using the word clear, I was saying that I did not (nor did he) need
to think hard to (nor do research to) know what "transgressor" means.

that was a mistake!

you're getting stuff wrong on this very topic, right now, even after multiple 
iterations of criticism. so you did and do need to think harder! even if you're 
right, and i'm wrong, you should have thought harder to explain yourself better 
by now.

You criticized two things and I've been focusing only on one of them.
You criticized my use of the word "clear" (this is the content I was
focusing on) and my understanding of what transgressor means in the
Quran translations (this part I wasn't focusing on).

i did research (checked dictionary). you didn't. i don't know why you think you're 
so much smarter than me and more knowledgeable that you needn't do any 
research on topics where i do it.

I don't understand that part. You started your criticism which
included your research of the dictionary definition of transgressor. I
read that dictionary definition that you included in your crit. I



don't know what other research I could do after that that would move
this discussion forward. So I don't see how not doing research is a
mistake.

I think my mistake was not focusing on some of the content you were
addressing. I focused a lot on the "clear" word and I didn't care
about the transgressor thing. Why did I do that? I guess I was thrown
off because while I was thinking about the "clear" thing I vaguely
recall you using the word "obvious" or maybe it was "of course", which
means there's at least one right way to use those words -- though you
could be wrong too. And I thought I had used it the right way. So when
you criticized my use of the word "clear", now I'm backtracking to
figure out what is the right way to use clear/obvious/of course.

how is what you're saying anything other than intellectual arrogance?

Arrogance (from merriam webster) : an attitude of superiority
manifested in an overbearing manner or in presumptuous claims or
assumptions

I don't see how that describes what happened.

maybe you should do some research on Popper and then either change your 
mind or explain what he got wrong on these topics.

I'm on the last chapter of The Virtue of Selfishness. I'll make
Conjectures and Refutations next.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Article: Why Most Ex-Muslims Don't Go Public
Date: December 2, 2012 at 8:17 AM

On Dec 2, 2012, at 4:20 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Dec 1, 2012 1:07 PM, "Elliot Temple" <curi@curi.us> wrote:

On Dec 1, 2012, at 5:10 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 8:57 PM, "Elliot Temple" <curi@curi.us> wrote:

On Sep 13, 2012, at 8:53 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

Check out my article. Its causing some interesting discussion.

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-
dont-go-public.html

On a final note, there is an important reason that Ex-Muslims should go 
public. We know that Islamic thinking hurts people – themselves, their 
families, and others. We know that Islam teaches anti-liberal views. For 
example, it’s forbidden for people to have dissenting ideas. This is why 
Islam instructs Muslims to physically force people to convert to Islam and 
to kill apostates. We know that this kind of thinking promotes hate and 
that Islamic ideas directly promote terrorism. And by lying about being 
Muslims, we are promoting the replication of Islamic ideas to the next 
generation of young minds. Do you want your children to live in a world 
where people continue to turn to terrorism?

In the comments, a Muslim asked me to explain myself in reference to
how Islam hurts people. One of his questions was for me to explain how
Islam directly promotes terrorism. So I replied with my answers to all
his questions, and in reference to the terrorism question I said:
"Quran-5.33 - Kill people who attack Allah."

In his response he addressed that answer with: "as for 5.33 it does

http://www.islam-watch.org/authors/142-rami/1142-why-most-ex-muslims-dont-go-public.html


not say what you state [...] THe surah deals with how to deal with
people who are at War with you."

So I replied with: "No. It says how to deal with people who 'wage war
against Allah and his prophet'. What does that have to do with a
person? It doesn't. And somehow you and others confuse 'against Allah
and his prophet' with 'against you'.

I don't get it. First you say

It says how to deal with people who ...

and then you say

What does that have to do with a person? It doesn't.

if it's about dealing with people, that applies to dealing with some persons.

I was referring to the object, not the subject in this sentence: "THe
surah deals with how to deal with people who are at War with
***you***."

And I was correcting that by saying that the ***you*** is wrong. Its
actually "against Allah and his prophet".

So you're denying that it has anything to do with Bob the Muslim if people are 
at War with Allah?

Well, I don't even know what could constitute being "at War with Allah
and his prophet".

If you don't have an interpretation of what it means, then how can you comment 
on its meaning by trying to say it doesn't have to do with a person?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] fallibleideas.com/emotions, persuasive efficacy
Date: December 2, 2012 at 8:20 AM

On Dec 1, 2012 1:37 PM, "Elliot Temple" <curi@curi.us> wrote:

On Dec 1, 2012, at 4:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 7:28 PM, "Elliot Temple" <curi@curi.us> wrote:

I learned in school that "they" = Y because Y is the most recent noun
before the pronoun.

is that true? do you have an argument either way? do you have a suggested 
method of determining what's right? where do you expect the discussion to go 
from "the invalid authority, school, said..." and no further comment?

In the past, I recall having trouble figuring out which noun a pronoun
was referring to, and so in my writing, I figured that I wouldn't rely
on my readers to properly use grammar rules since confusion can happen
regardless of those rules. So, when I reread my text, and if I doubt
that a reader could mix up which noun my pronoun refers to, then I
make some sort of change to fix it.

In the case of your article, when I first read that sentence, I had to
reread the sentence to know which noun you referred to. Maybe its a
bad habit of mine of rereading text just to make sure I didn't confuse
something.

you don't have to read any later sentence to understand it.

When it comes to ideas, things can be harder. Sometimes we 



unconsciously use creativity to maintain our current personality. Trying to 
change it may not just involve working against a static obstacle. It may be 
an adaptable obstacle that tries to avoid being changed.

I have an idea of what that means. I don't think that people new to
anti-rational memes would know. So needs more clarification.

you aren't specifying what they won't understand. which concept and why? i 
don't know what you have in mind.

An anti-rational meme can cause someone to feel bad about a certain
situation, say a conflict between a new idea and an old idea. To
relieve that feeling, the person could rationalize that the new idea
is wrong and come up with reasoning that its wrong, and then he won't
criticize his reasoning. Later, another new idea will conflict with
the same old idea, and again he'll rationalize, this time with new
reasoning. So his reasoning attempts are not a fixed target.

What, in the essay, will they not understand? Why? which concept *from the 
essay*? I don't know what you have in mind *about the essay*.

Ah. I said: "I have an idea of what that means" but I didn't specify
what "that" refers to, which is: "It may be an adaptable obstacle that
tries to avoid being changed."

i don't think you're taking into account that this is not a standalone essay and 
there is more explanation of related topics on the site.

I have. Each essay should be able to stand alone, as much as possible.

as much as possible? really? wouldn't it be possible to make them standalone 
more by including all the other essays (minus footnotes) as footnotes on each 
one?

By "as much as possible", I'm implying that there are some
constraints. I don't mean that the only constraints are the laws of



physics. One constraint could be the length of the essay. I don't have
a clear understanding of what the right constraints are (in this
context, nor in general).

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] The future of evil
Date: December 2, 2012 at 9:24 AM

On Dec 1, 2012 1:50 PM, "Elliot Temple" <curi@curi.us> wrote:

On Dec 1, 2012, at 6:11 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sat, Dec 1, 2012 at 1:26 AM, Brett Hall <brhalluk@hotmail.com> wrote:
On 01/12/2012, at 2:25, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 3:06 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 30/11/2012, at 1:04, "Rami Rustom" <rombomb@gmail.com> wrote:

On Nov 29, 2012 2:31 AM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 17, 2012, at 6:58 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

I posted an exert from Rand's _The Virtue of Selfishness_ to
islam-watch.org. It was on the topic of faith. A muslim called it
garbage. A non-muslim said this in response, and then I replied. Do
you see any problems with my response?

typical Muslim reaction...if you don't understand something, condemn 
it.

Actually that reaction is typical of how most people anywhere in the
world would react to great thinkers. Generally speaking, the further
one's views, values, and goals are from reality, the worse they react
to great thinkers -- whose views, values, and goals correspond well
with reality.

But that is changing. Our cultures are not static. Cultures evolve.
Ideas evolve. New memes (analogous to genes) are created -- we call
this variation. And the unfit memes (analogous to genes) lose out to



better memes (analogous to genes) -- we call this natural and
artificial selection.

In this case, the unfit meme is altruism (actually its the whole set
of moral knowledge of altruism -- and actually its a memeplex, which
is a set of networked memes -- memes that generally go together).

The fit meme, actually memeplex, is Objectivism -- which is the whole
set of philosophical and moral knowledge of Objectivism.

Soon altruism will be extinct. Everybody will be an Objectivist.

Soon? Oh really? When?

1,000 years, or 10,000. Its soon relative to 100,000 years which is
how long ago humans evolved.

How do you know this? What are your reasons? I've heard many 
Christians argue much the same about how everyone will become 
Christian too. Some Muslims believe this too about Islam becoming the 
global religion. Indeed it is a common feature of those who believe in, and 
like to spread, dogma. I'm not saying that's what you are doing here and 
now, necessarily. But you seem to be confusing your own private "hopes" 
with what can be objectively "known" via our normal critical, rational 
methods. And this really is a common characteristic of most religions.

How do I know what exactly?

You claimed that "Soon altruism will be extinct".

Elliot has asked you above "When?"

You said 1000 years or 10,000 years.

So, I repeat: How do you know this? To be precise-how do you know altruism 
will be extinct in 1000 years or 10000 years?

I think Elliot was asking me what I meant by soon because some people
could take that to mean 100 years. So I gave a number that was an



order of magnitude bigger (1,000), and then did it again (10,000).

No, I actually read "soon" as within several decades and thought it was wrong. 
thousands of years is not "soon", that is not what the word "soon" means.

10,000 years is a very long time for us. look how much society changed in the 
last 200 years. if crucial progress like a much better morality takes 10,000 
years, i'd guess we'll all be dead long before then. things are changing fast and 
moral knowledge needs to keep up.

if other progress kept going for 10,000 years but moral knowledge lagged way 
behind and had very little progress, that huge gap would destroy us. the more 
advanced your science and some other things get, the more you need moral 
knowledge to handle it. basically the more powerful you get, the more moral you 
better be. if power increases -- and it is increasing rapidly -- but morality doesn't, 
then power will be misused. a large enough amount of power being misused will 
be a catastrophe.

the alternative to this, while keeping the moral progress in 10,000 years 
schedule, is that non-moral progress largely halts. i don't see how that will 
happen without a ton of violence. followed by (if there's survivors) some sort of 
extended dark ages, i guess.

one way there could be a lot of survivors is if bad people win a war and 
exterminate all the good people. then they try to run their empire but it 
collapses. think of something a bit like the USSR taking over the world, but then 
all the problems with famine, internal rot, etc, happening. and no one to stop it. 
so it goes on longer but collapses after a while.

i don't think "over 9000 years too late to prevent catastrophe" is a reasonable 
meaning of "soon".

That's my main question...but if you would like to answer the charge I make 
that you seem to be embracing a kind of religious eschatology with your 
prophesy about the future extinction of altruism and the global domination of 
objectivism, that would he good too.



Below you agreed that Objectivism is a fit meme, and that the rest are unfit.

Meme theory explains that fit memes live while unfit memes die. Its
the same with genes. Its evolution.

Are you disagreeing with the idea that unfit memes will die off? What
is your criticism?

Why do you think you know enough to lecture people on what meme theory's 
conclusions and explanations are? Why do you think you know enough about 
evolution to make the appeal to authority "Its evolution" for your views? (Even if 
you did know all about evolution, that would still be a fallacy.) I don't think you 
know much about it. E.g. did you know this?

http://masi.cscs.lsa.umich.edu/~crshalizi/reviews/extended-phenotype/

I didn't know about it.

Mention of kin selection brings up the problem of "fitness". Many readers will 
be surprised to learn that Dawkins thinks it is a not particularly useful term, and 
one which evolutionist would probably be better off discarding. In his ch. 10, 
"An Agony in Five Fits," he distinguishes no less than five senses in which the 
term is used, only one of them (the fitness of a genotype in population 
genetics) reasonably useful and operational.

end quote

Ok so the idea of fitness is flawed. So the idea of an "unfit" gene
would die off is a conclusion using a flawed premise.

One thing (I think) that the fitness idea assumes is that every
(non-zero) selective pressure always causes an unfit gene to die off.
I assumed that in the limit (given sufficient time), every (non-zero)
selective pressure would cause its associated unfit gene to die off.
Maybe this assumption is wrong.

-- Rami

http://masi.cscs.lsa.umich.edu/~crshalizi/reviews/extended-phenotype/


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>, BoI <beginning-of-
infinity@googlegroups.com>
Subject: [TCS] Criticism, Epistemology (was: [ARR] Cutting bonds)
Date: December 2, 2012 at 11:07 PM

On Dec 2, 2012, at 12:51 PM, "auvenj" <auvenj@yahoo.com> wrote:

--- In Autonomy-Respecting-Relationships@yahoogroups.com, Elliot Temple 
<curi@...> wrote:

On Dec 1, 2012, at 2:43 PM, anontoo <anontoo@...> wrote:

You didn't say "all brushes are flawed". You said "his brush is flawed". So I 
imagined this to be a particular situation. This guy has a really bad brush

"Flawed" does not mean "really bad". This is yet another ridiculous non-
interpretation, attributing to me what I did not say. Please start using a 
dictionary and thinking over what you're saying and trying a bit harder to come 
up with understandings of what people are saying with a connection to reality.

Something I found that still trips me up on Popperian oriented lists a lot is the 
approach of Popperians to delivering criticism.

I don't think you should take my posts -- and some posts of some people who 
have read hundreds of my posts -- as representative of Popperians.

Popper says criticism is good and intellectually that's something I would have 
agreed with even before reading Popper. A nominal opinion along these lines -- 
support for the idea of "constructive criticism" and such is not universal, but it is 
common for people to say they believe in it. It is not common for people to 
actually implement it well.

The common approach is to only state serious criticisms about things that you 
think are really bad in relation to alternatives.

On these lists, everything is criticized with the strongest criticisms that people 



can think of, against objective standards. That's a big difference! It's not bad; it's 
good, but it definitely takes some adjustment for the uninitiated because it's not 
convention.

I agree.

Note, btw, that anontoo has been around for some time. And maybe more than 
that on another name. And, in particular, he already stuck around through some 
other criticism.

There are various reasons people do that. Some good, some bad. But I don't see 
him as the uninitiated newbie. (The text doesn't say he is, but in context one 
could guess it was meant, I don't know.)

Typically with people I've just met, I'm happy to put them to the test with criticism 
but I prefer less meta-discussion than above. Also I generally prefer shorter 
criticism (or shorter any type of discussion) with new people. It's hard to make 
long statements and understand each other when the miscommunication rate is 
high, as it will be with new people. (Hell, often the very act of writing short replies, 
focussing on a limited number of points, is misunderstood as not engaging or 
disinterest or bad discussion or something.)

The concept here is common sense. No one in any trade has ever used a 
perfect tool, yet people have learned and accomplished things. Perfect tools 
are not needed. Your suggestion that anything flawed must be avoided, and 
would never be used in painting or games (or life), is wrong and utterly defies 
any knowledge of any productivity or learning in all of history.

Ask people in whatever field you want, "Does your strategy have any 
weakness or is it perfect?" and most people -- regular people from whatever 
field -- are going to say "well sure it has some weaknesses -- there are some 
things that could conceivably go wrong -- but I think we can deal with that and 
still succeed". ask a painter if his materials are perfect. ask a chess player if 
his strategy has any possible flaws or things he's concerned could go wrong. 
ask a go player if his first move has any weaknesses (basically playing on the 
4th rank is for influence and 3rd rank is for territory, and either way it's not a 
perfect move getting everything you might want). Know a little about any 
concrete field and you could know this.



This is true - almost no one believes that their tools or methods or ideas are 
perfect.

However, convention is that if you think a particular set of tools or methods or 
ideas are pretty good compared to common alternatives, then you don't state 
any strong criticisms about them even if you can think of some. You give weak 
and general criticisms, if any: "Nothing's perfect", "I have some minor 
quibbles...", "Maybe it could be improved a little here or there", etc. The 
conventional expectation is that you refrain from a full throated criticism unless 
you think something is really bad.

I agree in general that that's normal.

If anontoo's method of interpreting *my* posts involves the premise that I'm 
saying something conventional, that's a silly approach that will cause repeated 
misunderstandings.

My guess is that this might be because the assumption behind convention is 
that some flaws - some problems - are insoluble, so if something is "pretty 
good," compared to alternatives then that's good enough to effectively ignore 
major flaws.

I don't think there is one "the assumption" behind it, but I agree that's one of the 
factors that reasonably commonly plays a role.

Another idea is that criticism is mean.

Another idea is that criticism is something to feel bad about because it's actually 
making the world a worse, more-flawed placed.

Another idea is to feel ashamed (or similar) about criticism if it applies to you or 
your activities. (Not letting our ideas die in our place, as Popper would put it.)

I don't really favor this kind of convenient explicit explanation in general, and I 
don't think this is everything or works quite like it looks like it works, but... I would 
also note that schools punish people for wrong answers, and teach that less than 
around 93% correct answers is bad (and under 80% is pretty damn awful, and 
under 60% right is failing), and also that over 93% correct is the same thing as 
perfect, it doesn't get better than that. And they teach that most answers are 



either right or wrong, partial credit is pretty rare and when you do get it it's almost 
always some clumsy fraction like 2/4 or 3/4 that is, if that one problem was your 
test grade, a bad grade. Schools draw a strong distinction between right and 
wrong answers, expect a very high proportion of right answers, and are often 
mean to people who give (what they regard as) wrong answers.

There's others. This sort of issue is complicated. Or to the extent it may not be 
complicated, the answer would be "static memes -- and stop expecting them to 
have reasons or work in a logical way".

Here, the approach is that all problems are solvable. So, every problem should 
be pointed out and exposed to as severe criticisms as we can think of so that it 
can get solved. That's better than the conventional approach to criticism.

Two things helped me recognize how different the approach to criticism on 
these lists is from convention:

You seem to have a great deal of respect for David Deutch's ideas; you promote 
his books and articles a lot *and yet* at every opportunity you still criticize his 
writing as severely as you can think of. Your criticism of DD is not confined to 
minor points (things like, say grammar or wording or insignificant ideas) but on 
the most important ideas you can think of. This is not conventional behavior that 
would be expected from someone who likes and respects an author's work.

Popper gets similar treatment.

It reminds me: some of the people who now get relatively positive treatment from 
this community did not always.

Ayn Rand used to get a lot more negative treatment. Less mention in general, 
and people dismissive because she was an inductivist. (Still positive views about 
her capitalism and some other stuff, though.) I had to read ItOE and some other 
stuff and write a lot defending her epistemology to persuade some people to 
value Rand higher. Her current high standing was earned by arguments 
addressing criticisms, not only in her books, but beyond that.

Ann Coulter used to be disliked by pretty much everyone in the community as far 
as I know (or ignored). Some people who now like her were pretty damn harsh 



and negative in their assessment of her. I didn't have a strong opinion and read 
one of her books and liked it and have read the rest since. Again I argued her 
case and earned her some respect by answering criticisms.

One result is that if some new guy comes by and doesn't like Ayn Rand or Ann 
Coulter ... he kinda hasn't got a chance. If his knowledge is on a casual level, he's 
not going to win any arguments about anything to do with them against people 
who've created their understanding in a much more rigorous and critical way. If 
we've already tried to criticize Rand much more extensively and harshly than 
some new detractor, then he's going to have a real hard time making any 
complaint about her that impresses or moves us at all. Some people then get 
frustrated and accuse us of not being open to changing our mind or not being 
open to criticism because they don't have success changing our mind quickly. But 
they're wrong. We shouldn't change our minds unless they have something to say 
which is new to us, unless we learn something new. And a casual guy chatting 
about something can't really expect to teach something new to people who have 
studied a topic this critically for years. It's possible to happen but rare. It happens 
a lot more often with conventional experts who don't know epistemology, aren't 
*broad* thinkers, have lower standards for knowledge.

One way to put it would be that I already lost 5,000 arguments. I'm not going to 
lose those 5,000 again because I won't be taking any of those losing sides again. 
Then people show up, make common arguments I've argued 5 times before, and 
get upset that they can't find any arguments I'll lose.

This is what being really critical does: do it enough and your knowledge starts 
meeting higher standards than people are used to. (And perhaps you start 
demanding high standards from others, or failing that concede nothing.) This 
causes a lot of confusion.

Your severe criticisms of some homeschooling methods that I use caused me to 
think that you'd favor unschooling a lot more. Only through subsequent 
discussion of what at first seemed a pretty tangential topic was I surprised to 
learn that you have even bigger criticisms of unschooling than you do of 
conventional school and more conventional homeschooling.

Perhaps the unconventional approach to criticism here is part of anontoo's 
misunderstanding.



Could be. Maybe he'll appreciate your post.

In general I don't think it's easy to compare the sizes of different criticisms, 
especially when some of them are of different types. I wouldn't express my 
position on unschooling that way. I don't think criticisms even have sizes (I think 
talking about the size is a metaphor for something else which isn't specified very 
clearly). A criticism is either true or false, and any one single criticism can 
decisively refute an idea.

This view is in stark contrast to the standard view on the matter, which basically 
says you add up supporting arguments on both sides, and subtract for criticisms, 
and reach some final score (not necessarily numerical). In that view, an idea 
which has ten criticisms of it *which you acknowledge are true* or fail to defend 
against could still be deemed the winner, the best idea, successful.

Rejecting that view more fully is one of my improvements on Popper (or on DD is 
maybe more accurate). Popper was no advocate of that view, but sometimes 
mistakenly said some things that still used it as the implicit premise. He did not 
fully explicitly understand that concepts like "strength of an argument" or "strength 
of a criticism" were mistaken.

DD has criticized it too in some particular ways. BoI talks about *weighing* ideas, 
voting, compromises, combining ideas, and stuff along those lines. DD's TCS 
talks about common preferences which is one idea about what to do which no 
one has any problems with (zero outstanding criticisms), and not allowing any 
compromises into that or any acting against one's best ideas or preferences (you 
cannot achieve common preferences by having 5 elements you like, and 2 you 
dislike, and having the 5 outweigh the 2).

Going further than this, I have e.g. emphasized that "any one criticism of any 
point at all is 100% decisive" as a major theme of epistemology in the general 
case. I have come to treat common preference finding as a special case of a 
fundamental part of epistemology -- but not a very special case, it's already pretty 
close to the general principle. From this kind of thinking has come concepts like 
finding common preferences within one mind (and treating the relevant actors for 
common preference finding as ideas, not people, and thinking of it that way 
whether there's multiple people involved or not), which was not in the original 



TCS version.

Another thing that's come out of it is understanding that a common preference is 
equivalent to any non-coercive outcome (talking about TCS-coerion, which is the 
specific concept that makes this work). All the non-coercive ones are common 
preferences and no coercive ones are. This isn't by definition, it's an implication of 
the meanings of the ideas.

One result is that if common preference finding is a general purpose theory in 
epistemology (in a disguise, but pretty close, and making it closer only improves 
matters), and common preference finding has very strong connections to TCS-
coercion, then... TCS-coercion is itself a major, fundamental concept *in 
epistemology* (not in psychology or emotions or politics or whatever people seem 
to think, though secondarily it does matter to other fields).

This same result can be reached in other ways too. For example, TCS-coercion 
*from day 1* was closely associated with irrationality (by DD). And that's correct, 
in hard ways in epistemology, not just in a fuzzy or vague ways. TCS-coercion 
was always meant to be an important, objective concept.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Cc: Autonomy-Respecting-Relationships@yahoogroups.com, beginning-of-
infinity@googlegroups.com
Subject: Re: [TCS] Criticism, Epistemology (was: [ARR] Cutting bonds)
Date: December 3, 2012 at 9:39 AM

On Dec 2, 2012 10:07 PM, "Elliot Temple" <curi@curi.us> wrote:

On Dec 2, 2012, at 12:51 PM, "auvenj" <auvenj@yahoo.com> wrote:

--- In Autonomy-Respecting-Relationships@yahoogroups.com, Elliot Temple 
<curi@...> wrote:

On Dec 1, 2012, at 2:43 PM, anontoo <anontoo@...> wrote:

You didn't say "all brushes are flawed". You said "his brush is flawed". So I 
imagined this to be a particular situation. This guy has a really bad brush

"Flawed" does not mean "really bad". This is yet another ridiculous non-
interpretation, attributing to me what I did not say. Please start using a 
dictionary and thinking over what you're saying and trying a bit harder to 
come up with understandings of what people are saying with a connection to 
reality.

Something I found that still trips me up on Popperian oriented lists a lot is the 
approach of Popperians to delivering criticism.

I don't think you should take my posts -- and some posts of some people who 
have read hundreds of my posts -- as representative of Popperians.

I think that means that just reading Popper, and agreeing with his
idea, and thus calling oneself a Popperian, doesn't mean that he'll
automatically value and thus want criticism. And even if he does in
general, that doesn't mean he will in specific situations because he
may have some anti-rational memes shielding those specific situations
from criticism.



[snip]

My guess is that this might be because the assumption behind convention is 
that some flaws - some problems - are insoluble, so if something is "pretty 
good," compared to alternatives then that's good enough to effectively ignore 
major flaws.

I don't think there is one "the assumption" behind it, but I agree that's one of the 
factors that reasonably commonly plays a role.

Another idea is that criticism is mean.

Another idea is that criticism is something to feel bad about because it's actually 
making the world a worse, more-flawed placed.

Another idea is to feel ashamed (or similar) about criticism if it applies to you or 
your activities. (Not letting our ideas die in our place, as Popper would put it.)

I don't really favor this kind of convenient explicit explanation in general, and I 
don't think this is everything or works quite like it looks like it works, but... I 
would also note that schools punish people for wrong answers, and teach that 
less than around 93% correct answers is bad (and under 80% is pretty damn 
awful, and under 60% right is failing), and also that over 93% correct is the 
same thing as perfect, it doesn't get better than that. And they teach that most 
answers are either right or wrong, partial credit is pretty rare and when you do 
get it it's almost always some clumsy fraction like 2/4 or 3/4 that is, if that one 
problem was your test grade, a bad grade. Schools draw a strong distinction 
between right and wrong answers, expect a very high proportion of right 
answers, and are often mean to people who give (what they regard as) wrong 
answers.

And parents drive that lesson home by siding with how this grading
system works. They pressure their kids to get stuff right and they
scold them when wrong.

[snip]



Your severe criticisms of some homeschooling methods that I use caused me 
to think that you'd favor unschooling a lot more. Only through subsequent 
discussion of what at first seemed a pretty tangential topic was I surprised to 
learn that you have even bigger criticisms of unschooling than you do of 
conventional school and more conventional homeschooling.

Perhaps the unconventional approach to criticism here is part of anontoo's 
misunderstanding.

Could be. Maybe he'll appreciate your post.

In general I don't think it's easy to compare the sizes of different criticisms, 
especially when some of them are of different types. I wouldn't express my 
position on unschooling that way. I don't think criticisms even have sizes (I think 
talking about the size is a metaphor for something else which isn't specified very 
clearly). A criticism is either true or false, and any one single criticism can 
decisively refute an idea.

This view is in stark contrast to the standard view on the matter, which basically 
says you add up supporting arguments on both sides, and subtract for 
criticisms, and reach some final score (not necessarily numerical). In that view, 
an idea which has ten criticisms of it *which you acknowledge are true* or fail to 
defend against could still be deemed the winner, the best idea, successful.

Rejecting that view more fully is one of my improvements on Popper (or on DD 
is maybe more accurate). Popper was no advocate of that view, but sometimes 
mistakenly said some things that still used it as the implicit premise. He did not 
fully explicitly understand that concepts like "strength of an argument" or 
"strength of a criticism" were mistaken.

DD has criticized it too in some particular ways. BoI talks about *weighing* 
ideas, voting, compromises, combining ideas, and stuff along those lines. DD's 
TCS talks about common preferences which is one idea about what to do which 
no one has any problems with (zero outstanding criticisms), and not allowing 
any compromises into that or any acting against one's best ideas or preferences 
(you cannot achieve common preferences by having 5 elements you like, and 2 
you dislike, and having the 5 outweigh the 2).



Going further than this, I have e.g. emphasized that "any one criticism of any 
point at all is 100% decisive" as a major theme of epistemology in the general 
case. I have come to treat common preference finding as a special case of a 
fundamental part of epistemology -- but not a very special case, it's already 
pretty close to the general principle. From this kind of thinking has come 
concepts like finding common preferences within one mind (and treating the 
relevant actors for common preference finding as ideas, not people, and 
thinking of it that way whether there's multiple people involved or not), which 
was not in the original TCS version.

Another thing that's come out of it is understanding that a common preference is 
equivalent to any non-coercive outcome (talking about TCS-coerion, which is 
the specific concept that makes this work). All the non-coercive ones are 
common preferences and no coercive ones are. This isn't by definition, it's an 
implication of the meanings of the ideas.

One result is that if common preference finding is a general purpose theory in 
epistemology (in a disguise, but pretty close, and making it closer only improves 
matters), and common preference finding has very strong connections to TCS-
coercion, then... TCS-coercion is itself a major, fundamental concept *in 
epistemology*

Yes.

TCS-coercion is a state of mind that means that one is acting on an
idea while knowingly having another conflicting idea active in his
mind.

I think it makes sense to say that (A) *acting on an idea* is a
special case of (B) *considering an idea to be true*. (Though Elliot
criticized my understanding of how people think about truth, but I'm
not sure that that criticism applies to this context.) So, if I
replace A with B in the definition above:

TCS-coercion is a state of mind that means that one considers an idea
to be true while knowingly having another conflicting idea active in
his mind.

(not in psychology or emotions or politics or whatever people seem to think, 



though secondarily it does matter to other fields).

Right. Those things matter *secondarily* because TCS-coercion is the
cause of them.

This same result can be reached in other ways too. For example, TCS-coercion 
*from day 1* was closely associated with irrationality (by DD). And that's correct, 
in hard ways in epistemology, not just in a fuzzy or vague ways. TCS-coercion 
was always meant to be an important, objective concept.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] fallibleideas.com/emotions, persuasive efficacy
Date: December 5, 2012 at 2:51 AM

On Dec 2, 2012, at 5:20 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Dec 1, 2012 1:37 PM, "Elliot Temple" <curi@curi.us> wrote:

On Dec 1, 2012, at 4:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 7:28 PM, "Elliot Temple" <curi@curi.us> wrote:

i don't think you're taking into account that this is not a standalone essay 
and there is more explanation of related topics on the site.

I have. Each essay should be able to stand alone, as much as possible.

as much as possible? really? wouldn't it be possible to make them standalone 
more by including all the other essays (minus footnotes) as footnotes on each 
one?

By "as much as possible", I'm implying that there are some
constraints. I don't mean that the only constraints are the laws of
physics. One constraint could be the length of the essay. I don't have
a clear understanding of what the right constraints are (in this
context, nor in general).

It's possible to write long essays. So you're wrong. Right?

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] how to write: intensifiers and more
Date: December 5, 2012 at 3:13 AM

Someone wrote:

This leaves things very open since a future government could very easily
bring into force legal coercion.

On the one hand it's a grave insult to young people but on the other it's a
very sensible political compromise.

Should omit "very, "very", "grave", and "very". Maybe "easily" too.

Also compromise isn't sensible, especially not when it insults young people. And 
it does more than insult: it leaves things open to bring into force legal coercion 
(which, btw, is an awkward phrase).

Most intensifiers should be omitted from writing. "Very" is the most common one.

In some cases, you can remove "very" by changing the word you use to a more 
appropriate word. Instead of "very warm" you should write "hot".

Other times, drop the intensifier. Instead of "very hot" write "hot".

If it's hotter than that, e.g. a furnace that melts steel, then "very hot" isn't good 
enough. You'll have to write something else to explain it.

The text could also use a comma before "but". Though I'd prefer a period and 
less fluff.

My version:

This leaves things open legally. A future government could use the law to coerce 
young people.

This is an insult to young people. But it's a sensible political compromise.



I avoided commas (and sentences that are a bit long not to have any commas) by 
using periods. Periods are awesome.

I got rid of extraneous words and simplified. I clarified the meaning of the first 
paragraph, but left the content of the second paragraph unchanged (even though 
it's wrong).

Note that when your sentences and paragraphs are short enough, you can get 
away with more parentheticals. The parentheticals in my prior two paragraphs are 
not perfect but they are a lot better than most parentheticals.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Nelson Goodman on induction
Date: December 5, 2012 at 3:38 AM

On Oct 8, 2012, at 6:53 PM, Richard Fine <richard.fine@gmail.com> wrote:

I believe this is from "Fact, Fiction and Forecast" by Nelson Goodman:

http://www.pitt.edu/%7Ejdnorton/teaching/1702_jnrsnr_seminar/docs/goodman.
pdf

Goodman starts out with a dismissal of attempts to justify induction relative to 
any kinds of axioms or first principles. He says that an induction is OK if it 
'conforms to the rules of induction,' and that the rules of induction are OK 
because they've evolved to be consistent with reality - "if a rule yields 
inacceptable inferences, we drop it as invalid." He calls it "virtuously circular" 
and characterises the justification of induction not as something that would be a 
one-off proof but instead as an ongoing process of improvement and 
harmonization. (This seems nice to me; it looks like a throwing-out of 
justificationism and saying "go with what we presently think works until someone 
points out a problem" instead).

It's wrong. "We accept it because it works" evades the question of: what 
constitutes working?

He's also evaded the issue of how to do induction. Remember: induction is a 
myth, it's impossible, no one has ever done it a single time in all of history.

He's also not throwing out justificationism. What is the purpose of calling some of 
our ideas "induced" and some not? To justify/legitimize/grant-authority-to some 
and not others.

Next he begins to examine the 'rules of induction' as they stood at the time of 
publication (1955). First he talks about work by Hempel which is trying to figure 
out formal rules of inductive inference, similar to the rules of deductive 
inference: in deduction, an example of one of the rules is that if "a" and "b" are 
true then you're allowed to say that "a and b" is true; Hempel is/was trying to 
figure out, if "a" and "b" are true, what you are allowed to *induce* is true.

http://www.pitt.edu/%7Ejdnorton/teaching/1702_jnrsnr_seminar/docs/goodman.pdf


That approach doesn't work.

I wonder if any inductivists will accept that on the basis that it repeatedly hasn't 
worked? Or will they recognize that that inductive-style argument is a bad 
argument: in general, a string of failures in the past doesn't imply someone won't 
succeed in the future.

Then he says that Hempel's rules won't be sufficient; that whether a statement 
confirms another depends on the content of the statement, and Hempel's rules 
don't consider content.

lol @ Hempel

He introduces a criterion of 'lawlikeness' - a statement that refers to some 
particular parochial thing is not lawlike and so cannot be used for inductive 
inference, while a statement that *is* lawlike is OK to be generalized and used 
elsewhere.

He observes that in deciding whether something is lawlike or not we "make tacit 
and illegitimate use of information outside the stated evidence: the information, 
for example, that different samples of one material are usually alike in 
conductivity, and the information that different men in a lecture audience are 
usually not alike in the number of their older brothers," though he totally ignores 
his own use of the word 'usually' in both statements, and doesn't explore the 
nature of the external information further (which might have led him to the idea 
of explanation). Instead he says that not even 'smuggling in' this extra 
information is enough to tell us whether any one observation is parochial or not, 
and thus whether it can be used as confirmation or not.

He finishes by saying that the new problem is distinguishing between ideas that 
are 'projectible' (which can be used to confirm other things) and ideas that are 
not.

Reading elsewhere 
(http://www.princeton.edu/~grosen/puc/phi203/goodman.html), it looks like he 
later went on to posit a solution similar to his earlier thing about justifying the 
rules of induction: he says an idea is projectible if it only involves 'entrenched' 
properties, i.e. properties that we have had in our culture for a long time and 
consider not to be parochial. Again, this is kind of a nice evolutionary approach 

http://www.princeton.edu/~grosen/puc/phi203/goodman.html


to the problem, but it makes it impossible to use induction to reason about ideas 
until they've become entrenched, and thus we must have some other way of 
reasoning about ideas until that happens, and if that other way of reasoning is 
good enough to ensure that only the right ideas are getting entrenched, then 
induction is superfluous at best (and may be this other way of reasoning in 
disguise, at worst).

So what? Why care about any of this?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Nelson Goodman on induction
Date: December 5, 2012 at 4:33 AM

On 5 Dec 2012, at 08:38, Elliot Temple <curi@curi.us> wrote:

So what? Why care about any of this?

A guy at a local philosophy-discussion group was giving a talk in
which he claimed that Goodman's ideas on induction were good. I was
looking to see if there was any truth to that.

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Nelson Goodman on induction
Date: December 5, 2012 at 4:50 AM

On Dec 5, 2012, at 1:33 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 5 Dec 2012, at 08:38, Elliot Temple <curi@curi.us> wrote:

So what? Why care about any of this?

A guy at a local philosophy-discussion group was giving a talk in
which he claimed that Goodman's ideas on induction were good. I was
looking to see if there was any truth to that.

You did not state the question you were considering, nor your conclusion. What 
was your conclusion?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Nelson Goodman on induction
Date: December 5, 2012 at 6:40 AM

On 5 Dec 2012, at 09:50, Elliot Temple <curi@curi.us> wrote:

On Dec 5, 2012, at 1:33 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 5 Dec 2012, at 08:38, Elliot Temple <curi@curi.us> wrote:

So what? Why care about any of this?

A guy at a local philosophy-discussion group was giving a talk in
which he claimed that Goodman's ideas on induction were good. I was
looking to see if there was any truth to that.

You did not state the question you were considering, nor your conclusion. What 
was your conclusion?

That Goodman takes a more pragmatic approach than many philosophers -
like he's incorporated some good ideas about evolution and stuff, and
he does at least recognise that it's pointless to try and reason about
something without considering its content - but in the end, he doesn't
make any substantial progress. He just ends up rephrasing his initial
problem in new terms.

- Richard

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Nelson Goodman on induction
Date: December 5, 2012 at 6:53 AM

On Dec 5, 2012, at 3:40 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 5 Dec 2012, at 09:50, Elliot Temple <curi@curi.us> wrote:

On Dec 5, 2012, at 1:33 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 5 Dec 2012, at 08:38, Elliot Temple <curi@curi.us> wrote:

So what? Why care about any of this?

A guy at a local philosophy-discussion group was giving a talk in
which he claimed that Goodman's ideas on induction were good. I was
looking to see if there was any truth to that.

You did not state the question you were considering, nor your conclusion. 
What was your conclusion?

That Goodman takes a more pragmatic approach than many philosophers -
like he's incorporated some good ideas about evolution and stuff, and
he does at least recognise that it's pointless to try and reason about
something without considering its content - but in the end, he doesn't
make any substantial progress. He just ends up rephrasing his initial
problem in new terms.

Do you think his grue ideas are pragmatic?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Nelson Goodman on induction
Date: December 5, 2012 at 7:21 AM

On 5 Dec 2012, at 11:53, Elliot Temple <curi@curi.us> wrote:

On Dec 5, 2012, at 3:40 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 5 Dec 2012, at 09:50, Elliot Temple <curi@curi.us> wrote:

On Dec 5, 2012, at 1:33 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 5 Dec 2012, at 08:38, Elliot Temple <curi@curi.us> wrote:

So what? Why care about any of this?

A guy at a local philosophy-discussion group was giving a talk in
which he claimed that Goodman's ideas on induction were good. I was
looking to see if there was any truth to that.

You did not state the question you were considering, nor your conclusion. 
What was your conclusion?

That Goodman takes a more pragmatic approach than many philosophers -
like he's incorporated some good ideas about evolution and stuff, and
he does at least recognise that it's pointless to try and reason about
something without considering its content - but in the end, he doesn't
make any substantial progress. He just ends up rephrasing his initial
problem in new terms.

Do you think his grue ideas are pragmatic?

No. He's crafting tricky words in order to try and disprove stuff.
That's the wrong focus - he should just be trying to criticise, not
dis/prove - but if he had the right focus then crafting fake words
would be a really impractical approach to criticism anyway. It's like
crafting a totally implausible (but logically possible) hypothetical



situation in order to show that something doesn't work in 100% of
logically possible situations; it might be true but it's not very
helpful.

- Richard

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] fallibleideas.com/emotions, persuasive efficacy
Date: December 5, 2012 at 9:05 AM

On Dec 5, 2012 1:51 AM, "Elliot Temple" <curi@curi.us> wrote:

On Dec 2, 2012, at 5:20 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Dec 1, 2012 1:37 PM, "Elliot Temple" <curi@curi.us> wrote:

On Dec 1, 2012, at 4:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 7:28 PM, "Elliot Temple" <curi@curi.us> wrote:

i don't think you're taking into account that this is not a standalone essay 
and there is more explanation of related topics on the site.

I have. Each essay should be able to stand alone, as much as possible.

as much as possible? really? wouldn't it be possible to make them 
standalone more by including all the other essays (minus footnotes) as 
footnotes on each one?

By "as much as possible", I'm implying that there are some
constraints. I don't mean that the only constraints are the laws of
physics. One constraint could be the length of the essay. I don't have
a clear understanding of what the right constraints are (in this
context, nor in general).

It's possible to write long essays. So you're wrong. Right?

Yes. What I've said so far is too vague. I meant this:

Compare two versions of the essay, one as it is, and one that has a
change that includes an explanation of "It may be an adaptable
obstacle that tries to avoid being changed." By "compare", I mean
criticize these two rival theories.



-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] FOXO3A gene improves error-correction -- so live longer
Date: December 5, 2012 at 11:08 AM

http://singularityhub.com/2010/02/19/want-to-live-forever-better-hope-you-have-
the-right-foxo3a-gene/

Taken together, these studies suggest that FOXO3A may be a global factor for 
longevity. While none of these teams have worked to extend human life per se, 
understanding FOXO3A variations may eventually lead to genetic treatments to 
help us all live past the century mark.

In this video, the job of the FOXO3A gene is explained:

http://www.youtube.com/watch?v=VEi68CeE5eY&feature=youtu.be

-- Rami Rustom
http://ramirustom.blogspot.com

http://singularityhub.com/2010/02/19/want-to-live-forever-better-hope-you-have-the-right-foxo3a-gene/
http://www.youtube.com/watch?v=VEi68CeE5eY&feature=youtu.be
http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Cc: Objectivism Discussion <objectivism-discussion@googlegroups.com>
Subject: [Objectivism Discussion] Mediocrity
Date: December 5, 2012 at 8:12 PM

Atlas Shrugged by Ayn Rand:

"It's so wonderful," said Dr. Stadler, his voice low. "It's so wonderful to see a 
great, new, crucial idea which is not mine!"

She looked at him, wishing she could believe that she understood him correctly. 
He spoke, in passionate sincerity, discarding convention, discarding concern for 
whether it was proper to let her hear the confession of his pain, seeing nothing 
but the face of a woman who was able to understand: “Miss Taggart, do you 
know the hallmark of the second-rater? It's resentment of another man's 
achievement. Those touchy mediocrities who sit trembling lest someone's work 
prove greater than their own—they have no inkling of the loneliness that comes 
when you reach the top. The loneliness for an equal— for a mind to respect and 
an achievement to admire. They bare their teeth at you from out of their rat 
holes, thinking that you take pleasure in letting your brilliance dim them—while 
you'd give a year of your life to see a flicker of talent anywhere among them. 
They envy achievement, and their dream of greatness is a world where all men 
have become their acknowledged inferiors. They don't know that that dream is 
the infallible proof of mediocrity, because that sort of world is what the man of 
achievement would not be able to bear. They have no way of knowing what he 
feels when surrounded by inferiors—hatred? no, not hatred, but boredom the 
terrible, hopeless, draining, paralyzing boredom. Of what account are praise and 
adulation from men whom you don't respect? Have you ever felt the longing for 
someone you could admire? For something, not to look down at, but up to?"

"I've felt it all my life," she said. It was an answer she could not refuse him.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] The future of evil
Date: December 6, 2012 at 3:03 AM

On 01/12/2012, at 19:17, "Elliot Temple" <curi@curi.us> wrote:

My barrage of questions, without any statements about how I think you are 
right here and there, can be counter productive to cooperating in my view, at 
times. It's good to say that you agree. It's good to tell people they have good 
ideas that are well expressed, just like it's good to criticise them.

I think it's better if criticism and agreement are both impersonal: they should be 
about ideas not people.

Right. Excellent. Both in the way they are phrased when transmitted and the way 
they are interpreted when received, right? We have responsibilities to do our best 
at both ends, right? But what is a person? A person is not just his ideas, is he? 
He can't be, this should mean. Doesn't it? My thinking is that if a person was just 
the abstract set of all his ideas, then criticising a person's ideas *is* personal. 
Agreement would also be personal.

Wouldn't they?

I don't think a person is a set of ideas, anyway. It's probably a necessary 
condition, but not a sufficient one to be a person.

So what is a person then?

People *do* identify with their ideas, don't they? Outside of this group, and maybe 
very few other islands of rationality, people do take criticism of their ideas 
extremely personally. Why? Do they believe they, as a person, actually are their 
ideas. If they are, then fair enough, perhaps that they feel bad when an idea they 
have is criticised, because on this view, that one is must a set of abstract ideas, 
then to criticise the idea is to criticise part of a person. First, don't identify with an 
idea as if it is part of you as a person, then it won't matter what the criticism is 
because it's not about you. Change might hurt/be uncomfortable and if you 
criticise someone you are changing them if you change their ideas, on the 
mistaken view that a person is his ideas.



Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The future of evil
Date: December 6, 2012 at 4:07 AM

On Dec 6, 2012, at 12:03 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 01/12/2012, at 19:17, "Elliot Temple" <curi@curi.us> wrote:

My barrage of questions, without any statements about how I think you are 
right here and there, can be counter productive to cooperating in my view, at 
times. It's good to say that you agree. It's good to tell people they have good 
ideas that are well expressed, just like it's good to criticise them.

I think it's better if criticism and agreement are both impersonal: they should be 
about ideas not people.

Right. Excellent. Both in the way they are phrased when transmitted and the 
way they are interpreted when received, right? We have responsibilities to do 
our best at both ends, right? But what is a person? A person is not just his 
ideas, is he? He can't be, this should mean. Doesn't it? My thinking is that if a 
person was just the abstract set of all his ideas, then criticising a person's ideas 
*is* personal. Agreement would also be personal.

Wouldn't they?

I don't think a person is a set of ideas, anyway. It's probably a necessary 
condition, but not a sufficient one to be a person.

So what is a person then?

Supposing a person *is* a set of ideas, personal comments could mention ideas 
because they are from a particular person's set, rather than due to objective 
relevance. I think this can be translated OK into common sense concepts.

In order to approach it this way, you'd have to do something like treat a person's 
actions as interpretations (ideas) of memories (of events).



Also, not all ideas in the set would be equal. Some are considered important and 
criticism of those could be considered personal, while others are unimportant to 
the person.

People *do* identify with their ideas, don't they? Outside of this group, and 
maybe very few other islands of rationality, people do take criticism of their 
ideas extremely personally. Why?

Criticism of some ideas can offend people a lot, while criticism of others matters 
less or sometimes not at all. So part of issue is to consider which things they 
particularly don't want criticized.

A related issue is which ideas people will change, and which they are attached to.

I think an important part of the answer is that people have social/life roles, and 
they dislike any threats to that. A role is one of the main things that provides one's 
identity and place in society. People work hard to acquire and conform to some 
role deemed legitimate by society or other authority.

People expect, if they have a role and follow it pretty well, then their life should 
work out OK. That is sort of a promise of society: all the legitimized roles provide 
decent lives. And if it doesn't work out well, but you were living correctly, then it's 
not your fault, you aren't to blame, it's just bad luck and not a moral flaw. And 
maybe you can get charity, people will sympathize.

For example, if a person's place in life involves being a professor, and you say 
they are stupid, that is threatening because professors are not supposed to be 
stupid. So it's accusing them of deviance from their role.

If you call a fireman stupid, he might not care so much. He might get offended, 
maybe being smart is a hobby of his or he's prideful, but firemen aren't required 
to be smart -- being stupid is not deviance -- and some firemen accept not being 
too bright.

For example, if you call a personal immoral, that can be threatening to a wide 
range of roles and identities. Most roles involve being a decent person, not an 
immoral person. Most people have a self-image as a decent person, not an 



immoral person. And they would feel bad otherwise.

The roles concept provides some help with the issue of which ideas people will 
change and which they are attached to, as well. People don't want to change 
ideas that are part of their role, identity, or place in life. Other ideas are more 
optional and can be changed without losing their role.

On the surface, this is not the only reason people are attached to ideas. For 
example, some people are nostalgic and value some ideas they had in childhood. 
Others have some hobby they are attached to. Others think an idea is really good 
and value it for that reason. However, note that in all these cases what the person 
is doing is legitimized by society as part of some sort of life role the person has.

The particular thing they are doing is not required by their role, but it can be a 
positive. It's sort of like there is a bunch of stuff that isn't required, but you should 
do some of it, of your choice. No one thing is required, but of all the options you 
should pick several.

Do they believe they, as a person, actually are their ideas. If they are, then fair 
enough, perhaps that they feel bad when an idea they have is criticised, 
because on this view, that one is must a set of abstract ideas, then to criticise 
the idea is to criticise part of a person. First, don't identify with an idea as if it is 
part of you as a person, then it won't matter what the criticism is because it's not 
about you. Change might hurt/be uncomfortable and if you criticise someone 
you are changing them if you change their ideas, on the mistaken view that a 
person is his ideas.

I think a better attitude to criticism than "I'm not my ideas" (which sounds a little 
like "I'm not responsible" to me) is to say, "I can change, so if I have some flaw, 
so what, i'll fix it."

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Mediocrity
Date: December 6, 2012 at 2:37 PM

On 06/12/2012, at 12:12, "Elliot Temple" <curi@curi.us> wrote:

Atlas Shrugged by Ayn Rand:

"It's so wonderful," said Dr. Stadler, his voice low. "It's so wonderful to see a 
great, new, crucial idea which is not mine!"

She looked at him, wishing she could believe that she understood him 
correctly. He spoke, in passionate sincerity, discarding convention, discarding 
concern for whether it was proper to let her hear the confession of his pain, 
seeing nothing but the face of a woman who was able to understand: “Miss 
Taggart, do you know the hallmark of the second-rater? It's resentment of 
another man's achievement. Those touchy mediocrities who sit trembling lest 
someone's work prove greater than their own—they have no inkling of the 
loneliness that comes when you reach the top. The loneliness for an equal— 
for a mind to respect and an achievement to admire. They bare their teeth at 
you from out of their rat holes, thinking that you take pleasure in letting your 
brilliance dim them—while you'd give a year of your life to see a flicker of talent 
anywhere among them. They envy achievement, and their dream of greatness 
is a world where all men have become their acknowledged inferiors. They don't 
know that that dream is the infallible proof of mediocrity, because that sort of 
world is what the man of achievement would not be able to bear. They have no 
way of knowing what he feels when surrounded by inferiors—hatred? no, not 
hatred, but boredom the terrible, hopeless, draining, paralyzing boredom. Of 
what account are praise and adulation from men whom you don't respect? 
Have you ever felt the longing for someone you could admire? For something, 
not to look down at, but up to?"

"I've felt it all my life," she said. It was an answer she could not refuse him.

Is there ever a way of being able to know that you yourself are one of the 
successes, who feels lonely because they have no peers...or that you are in fact 
mistaken?

Clearly we are all fallible about how we actually are. Including whether we are a 



success in our own terms, or not. And whether we get hatred and jealousy from 
others because we are a beacon of brilliance or just because we have got our 
"success" by being immoral. Many people who are mediocre actually do not know 
it, on this view. Indeed they continue to think they are great, when they are not. 
Or they are great, but not at good things. Take someone like John Edward, a 
person who claims he can speak with the dead. Let's assume he really believes 
that he can do this, somehow. He tells people he is communicating with their 
dead relatives. He can't, of course. But he doesn't seem to know he can't. He 
thinks his uncriticised *guesses* (general as they are) are always correct. Or 
close. Or useful. He and his followers have an active skepticism of skepticism 
and rationality more generally. He is extremely successful by the measure of 
fame and fortune and influence over many people. He would be successful by his 
own lights, hey? He would say he is very good at what he does.

Anyways, there are people like John Edwards, but maybe not as wrong. And the 
passage above by Rand would apply to him, right?

So on the one hand there are the heroes of the world who solve problems and 
are successes and not liked for that reason sometimes. Like Bill Gates maybe. Or 
Richard Dawkins. But people hate them, in spades.

So how can the individual tell if they are "getting teeth bared at them" because 
other less successful people are envious of their brilliance and success...or 
because they are just wrong, hopeless losers that other people honestly do think 
are doing bad in the world and need to be stopped and changed so the rest of us 
can do better at good stuff?

Or doesn't it matter and was Rand making a different point?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Mediocrity
Date: December 6, 2012 at 3:06 PM

On Dec 6, 2012, at 11:37 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 06/12/2012, at 12:12, "Elliot Temple" <curi@curi.us> wrote:

Atlas Shrugged by Ayn Rand:

"It's so wonderful," said Dr. Stadler, his voice low. "It's so wonderful to see a 
great, new, crucial idea which is not mine!"

She looked at him, wishing she could believe that she understood him 
correctly. He spoke, in passionate sincerity, discarding convention, discarding 
concern for whether it was proper to let her hear the confession of his pain, 
seeing nothing but the face of a woman who was able to understand: “Miss 
Taggart, do you know the hallmark of the second-rater? It's resentment of 
another man's achievement. Those touchy mediocrities who sit trembling lest 
someone's work prove greater than their own—they have no inkling of the 
loneliness that comes when you reach the top. The loneliness for an equal— 
for a mind to respect and an achievement to admire. They bare their teeth at 
you from out of their rat holes, thinking that you take pleasure in letting your 
brilliance dim them—while you'd give a year of your life to see a flicker of 
talent anywhere among them. They envy achievement, and their dream of 
greatness is a world where all men have become their acknowledged 
inferiors. They don't know that that dream is the infallible proof of mediocrity, 
because that sort of world is what the man of achievement would not be able 
to bear. They have no way of knowing what he feels when surrounded by 
inferiors—hatred? no, not hatred, but boredom the terrible, hopeless, 
draining, paralyzing boredom. Of what account are praise and adulation from 
men whom you don't respect? Have you ever felt the longing for someone 
you could admire? For something, not to look down at, but up to?"

"I've felt it all my life," she said. It was an answer she could not refuse him.

Is there ever a way of being able to know that you yourself are one of the 
successes, who feels lonely because they have no peers...or that you are in fact 
mistaken?



(Fallible) guesses and criticism is how we know things. As always. It works for 
this just as well as other topics.

Clearly we are all fallible about how we actually are. Including whether we are a 
success in our own terms, or not. And whether we get hatred and jealousy from 
others because we are a beacon of brilliance or just because we have got our 
"success" by being immoral. Many people who are mediocre actually do not 
know it, on this view. Indeed they continue to think they are great, when they are 
not. Or they are great, but not at good things. Take someone like John Edward, 
a person who claims he can speak with the dead. Let's assume he really 
believes that he can do this, somehow. He tells people he is communicating with 
their dead relatives. He can't, of course. But he doesn't seem to know he can't. 
He thinks his uncriticised *guesses* (general as they are) are always correct. Or 
close. Or useful. He and his followers have an active skepticism of skepticism 
and rationality more generally. He is extremely successful by the measure of 
fame and fortune and influence over many people. He would be successful by 
his own lights, hey? He would say he is very good at what he does.

Are you saying Edwards is great at doing something bad?

If so I disagree. At least, I disagree he is a great cold reader. I think what he's 
doing requires no special talent, and that people who do this are often not very 
good cold readers. Someone like Derren Brown could do it much better than 
Edwards, if he chose to.

If Edwards is great at anything, I think it would have to be charisma to get people 
to like him. But I doubt it's cold reading. I don't watch his show so I can't comment 
on charisma very well. My guess would actually be he isn't great at charisma or 
anything. That he isn't special. That he has his position from luck not merit, and 
plenty of other people could do his job about as well as him (but unless they got a 
lucky start and got a reputation, doing the job equally skillfully wouldn't get them 
equally positive reactions, equally large audiences, etc).

Anyways, there are people like John Edwards, but maybe not as wrong. And the 
passage above by Rand would apply to him, right?

No. I think pretty much regardless of interpretation, there's people with more 



charisma, more cold reading skill, more fans, more anything, than Edwards has. 
People he could learn from, people with insights relevant to his work that he 
doesn't have, people who could show him up in various ways.

So on the one hand there are the heroes of the world who solve problems and 
are successes and not liked for that reason sometimes. Like Bill Gates maybe. 
Or Richard Dawkins. But people hate them, in spades.

To the extent Gates is hated it's because:

1) Windows has large flaws that bother people. Like crashes and having to 
reinstall. (And many other flaws that were not shared by Apple products which 
came first).

2) he's really rich and lots of people hate that on principle. (i'd guess this has 
dropped off a lot now that he is focussed on charity)

but i'm not aware of any hatred that really has much of anything to do with him.

For Dawkins, I'm not aware of hatred that has to do with his speciality. I think he's 
pissed people off mostly with political and religious statements. Or was there 
some Dawkins-hate club I don't know about back in 1985 when his only books 
were the selfish gene and the extended phenotype?

So how can the individual tell if they are "getting teeth bared at them" because 
other less successful people are envious of their brilliance and success...or 
because they are just wrong, hopeless losers that other people honestly do 
think are doing bad in the world and need to be stopped and changed so the 
rest of us can do better at good stuff?

by *explanations* of what's going on. and criticism.

you don't discuss these with dawkins or gates. you should. pick some example 
and try to think of it in terms of explanations, analyze them, and figure out a good 
one.

Or doesn't it matter and was Rand making a different point?



Rand's statement has more than one point.

one thing it suggests is one way to learn about whether you're a mediocrity or not 
is whether *you* are envious of your peers. or whether you are excited when one 
of them has an idea you didn't know. (which, btw, could be a criticism of one of 
your ideas, that is one type of idea you didn't know, it doesn't just have to be a 
new positive breakthrough in the field)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Tim Cook Interview Quotes
Date: December 6, 2012 at 4:00 PM

http://www.bloomberg.com/news/2012-12-06/cook-says-lives-enriched-matters-
more-than-money-made-interview.html

It’s one of the things that I knew about Apple even back 15 years ago when I 
was in the interview process with Steve. Apple was this company going through 
all of these hard times. Customers got angry with Apple and would yell and 
scream -- but they would keep buying. If they got mad at Compaq they would 
just buy from Dell. There was no emotion there. It was a transaction.

At one of the companies I worked at, not to mention any names, we’d put (new 
products) in the lobby. We’d get on the employee intercom system and say, 
“Come look at them,” and nobody came. They didn’t even care.

Question: You seem to be an enormously responsible person. Is that accurate?

Cook: There’s more pressure that comes from within than from the outside. Our 
customers have an incredibly high bar for us. We have an even higher bar for 
ourselves.

A lot of companies have innovation departments, and this is always a sign that 
something is wrong when you have a VP of innovation or something. You know, 
put a for-sale sign on the door. (Laughs.)

IPad, we changed the entire lineup in a day. The most successful product in 
consumer electronics history, and we change it all in a day and go with an iPad 
mini and a fourth- generation iPad. Who else is doing this? Eighty percent of our 
revenues are from products that didn’t exist 60 days ago. Is there any other 
company that would do that?

We want diversity of thought. We want diversity of style. We want people to be 
themselves. It’s this great thing about Apple. You don’t have to be somebody 
else. You don’t have to put on a face when you go to work and be something 
different.

And there can’t be politics. I despise politics. There is no room for it in a 

http://www.bloomberg.com/news/2012-12-06/cook-says-lives-enriched-matters-more-than-money-made-interview.html


company. My life is going to be way too short to deal with that. No bureaucracy. 
We want this fast- moving, agile company where there are no politics, no 
agendas.

More so than any person I ever met in my life, he [Steve Jobs] had the ability to 
change his mind, much more so than anyone I’ve ever met. He could be so sold 
on a certain direction and in a nanosecond (Cook snaps his fingers) have a 
completely different view. (Laughs.) I thought in the early days, “Wow, this is 
strange.”

Then I realized how much of a gift it was. So many people, particularly, I think, 
CEOs and top executives, they get so planted in their old ideas, and they refuse 
or don’t have the courage to admit that they’re now wrong. Maybe the most 
underappreciated thing about Steve was that he had the courage to change his 
mind. And you know -- it’s a talent. It’s a talent. So, anyway.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: ErikB <erikbjornemo@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com
Subject: [BoI] Re: Popper, Everett, Feynman
Date: December 6, 2012 at 5:27 PM

Den fredagen den 24:e februari 2012 kl. 18:21:04 UTC+1 skrev Elliot Temple:
On Feb 23, 2012, at 4:26 PM, Brian Scurfield wrote:

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Ever
ett%2017-June-1957.pdf?sequence=1

Jaynes is amazingly naive, more than once, on the first page. About both 
epistemology and life.

Page 2 begins with comments about how linguistic choices, not people, are 
responsible for how people think and the success, or not, of persuasion.

As for what it's about, the top of page 3 and the top of the second paragraph of 
page 3 are amazing. Jaynes thinks that if there is a correct weighting function 
(scare quotes on "correct"), but we don't know what it is, then who cares? Let's 
just keep assuming the default one he prefers, which he thinks is trivial but 
actually is full of complex background ideas that he's never subjected to critical 
scrutiny and which vary from Bayesian to Bayesian.

So summary of his approach:

When we don't know, let unconscious, parochial bias reign. This is standard 
inductivism.

When we have some information, use it only as a modifier on the biased starting 
point so that the initial bias always retains some influence (diminishing to 0 as 
we approach omniscience). This is not standard inductivism; inductivism does 
allow for changing one's mind and actually rejecting one's initial ideas.

-- Elliot Temple
http://curi.us/

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Everett%2017-June-1957.pdf?sequence=1
http://curi.us/


Hi Elliot,

I think your description and summary of Jaynes' entropy principle is mistaken. 
What it actually achieves is minimum bias subject to the constraints imposed by 
your information, which I think is quite badly described as 'let parochial bias 
reign'. He advocates, I think, to use your information in the most unbiased way, 
and even if there is a correct weighting out there it is of little immidiate use if you 
don't know what it is. An (imperfect) analogy to Popperianism: we use the best (in 
the sense of 'resilience to criticism') theory we have even if we do not know it is 
true.

I have never read Jaynes stating that you cannot change your initial ideas. On the 
contrary, he states in his book Probability Theory as Logic that we learn the most 
when our predictions fail and we have to go back and reconsider the premises 
(just like Popper,I believe).

You have several times in this group let people know that they misrepresent 
Popper's views. Unfortunately, I believe you did not read Jaynes well enough to 
describe his approach (which do not mean I think one has to be an expert to join 
a discussion).

All the best,
Erik



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 6, 2012 at 5:45 PM

On Dec 6, 2012, at 2:27 PM, ErikB <erikbjornemo@gmail.com> wrote:

Den fredagen den 24:e februari 2012 kl. 18:21:04 UTC+1 skrev Elliot Temple:
On Feb 23, 2012, at 4:26 PM, Brian Scurfield wrote:

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Ev
erett%2017-June-1957.pdf?sequence=1

Jaynes is amazingly naive, more than once, on the first page. About both 
epistemology and life.

Page 2 begins with comments about how linguistic choices, not people, are 
responsible for how people think and the success, or not, of persuasion.

As for what it's about, the top of page 3 and the top of the second paragraph of 
page 3 are amazing. Jaynes thinks that if there is a correct weighting function 
(scare quotes on "correct"), but we don't know what it is, then who cares? Let's 
just keep assuming the default one he prefers, which he thinks is trivial but 
actually is full of complex background ideas that he's never subjected to critical 
scrutiny and which vary from Bayesian to Bayesian.

So summary of his approach:

When we don't know, let unconscious, parochial bias reign. This is standard 
inductivism.

When we have some information, use it only as a modifier on the biased 
starting point so that the initial bias always retains some influence (diminishing 
to 0 as we approach omniscience). This is not standard inductivism; 
inductivism does allow for changing one's mind and actually rejecting one's 
initial ideas.

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Everett%2017-June-1957.pdf?sequence=1


-- Elliot Temple
http://curi.us/

Hi Elliot,

I think your description and summary of Jaynes' entropy principle is mistaken. 
What it actually achieves is minimum bias subject to the constraints imposed by 
your information, which I think is quite badly described as 'let parochial bias 
reign'. He advocates, I think, to use your information in the most unbiased way, 
and even if there is a correct weighting out there it is of little immidiate use if you 
don't know what it is. An (imperfect) analogy to Popperianism: we use the best 
(in the sense of 'resilience to criticism') theory we have even if we do not know it 
is true.

I have never read Jaynes stating that you cannot change your initial ideas. On 
the contrary, he states in his book Probability Theory as Logic that we learn the 
most when our predictions fail and we have to go back and reconsider the 
premises (just like Popper,I believe).

You have several times in this group let people know that they misrepresent 
Popper's views. Unfortunately, I believe you did not read Jaynes well enough to 
describe his approach (which do not mean I think one has to be an expert to join 
a discussion).

You claim Jaynes' methods decrease bias. I claim they do not. I do not see that 
this disagreement has anything to do with misrepresenting Jayne's views. It looks 
to me like a disagreement about philosophy.

I think I communicated that I was interpreting the *meaning and result* of Jaynes' 
positions as pro-bias, but was not claiming that he ever openly said "let parochial 
bias reign". Whether I am correct or not in my view on this matter, that is not 
misrepresentation, is it?

Regarding initial ideas, I was offering an interpretation of Bayesianism which I 
think is fair, and which, correct or not, is not misrepresentation but a substantive 
philosophical perspective on the matter. That you did not understand my point -- 
let alone that you did not recognize my point as something Jaynes' openly 
advocated -- does not make it a misrepresentation. It is merely a point of 
disagreement.

http://curi.us/


Note that I did not say that *Jaynes said* you cannot change your initial ideas. I 
consider it an *implication* of his positions, not something he says. So that 
objection is incorrect demonstrates a lack of understanding of what I was talking 
about.

You do not discuss what you did not understand about my point regarding starting 
points, nor offer a criticism of the content. If you'd like to discuss any of these 
matters, please try to explain your thinking on the matter, or ask specific 
questions where you find my views unclear.

For example, if you think Bayesianism has some value to offer, you could explain 
that to us. Then we could learn something or offer criticism, in which case 
perhaps you could learn something. I think that would be more interesting and 
productive than misconstruing philosophical disagreement as misrepresentation. 
But only if you are interested in it. So far you have not expressed any interest in 
it. Please do not fake interest on my account or feel any pressure to take an 
interest in it (as people often do).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: ErikB <erikbjornemo@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 7, 2012 at 3:43 AM

Den torsdagen den 6:e december 2012 kl. 23:45:56 UTC+1 skrev Elliot Temple:

On Dec 6, 2012, at 2:27 PM, ErikB <erikbj...@gmail.com <javascript:>>
wrote:

Den fredagen den 24:e februari 2012 kl. 18:21:04 UTC+1 skrev Elliot
Temple:

On Feb 23, 2012, at 4:26 PM, Brian Scurfield wrote:

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Evere
tt%2017-June-1957.pdf?sequence=1

Jaynes is amazingly naive, more than once, on the first page. About
both epistemology and life.

Page 2 begins with comments about how linguistic choices, not people,
are responsible for how people think and the success, or not, of
persuasion.

As for what it's about, the top of page 3 and the top of the second
paragraph of page 3 are amazing. Jaynes thinks that if there is a correct
weighting function (scare quotes on "correct"), but we don't know what it
is, then who cares? Let's just keep assuming the default one he prefers,
which he thinks is trivial but actually is full of complex background ideas
that he's never subjected to critical scrutiny and which vary from Bayesian
to Bayesian.

So summary of his approach:

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Everett%2017-June-1957.pdf?sequence=1


When we don't know, let unconscious, parochial bias reign. This is
standard inductivism.

When we have some information, use it only as a modifier on the biased
starting point so that the initial bias always retains some influence
(diminishing to 0 as we approach omniscience). This is not standard
inductivism; inductivism does allow for changing one's mind and actually
rejecting one's initial ideas.

-- Elliot Temple
http://curi.us/

Hi Elliot,

I think your description and summary of Jaynes' entropy principle is
mistaken. What it actually achieves is minimum bias subject to the
constraints imposed by your information, which I think is quite badly
described as 'let parochial bias reign'. He advocates, I think, to use your
information in the most unbiased way, and even if there is a correct
weighting out there it is of little immidiate use if you don't know what it
is. An (imperfect) analogy to Popperianism: we use the best (in the sense
of 'resilience to criticism') theory we have even if we do not know it is
true.

I have never read Jaynes stating that you cannot change your initial
ideas. On the contrary, he states in his book Probability Theory as Logic
that we learn the most when our predictions fail and we have to go back and
reconsider the premises (just like Popper,I believe).

You have several times in this group let people know that they
misrepresent Popper's views. Unfortunately, I believe you did not read
Jaynes well enough to describe his approach (which do not mean I think one
has to be an expert to join a discussion).

Dear Elliot,

I very much appreciate a discussion about these things, but would kindly
ask that we do try to understand what other people really mean rather than
trying to find fault in the choice of words etc. I am not a native English

http://curi.us/


speaker and may very well use a vocabulary that for native speakers appear
weird or misleading. I will never be able to express what I mean perfectly,
and I believe that neither will you. However, I think that we most of the
time can understand what is meant, even if we sometimes err genuinely in
our understanding. Maybe I did, maybe you did.

A perceive your answer as quite hostile (and maybe you perceived mine as
such -- apologies then). To illustrate what I mean about focussing on words
and details, I include answers within your original text which I would call
unconstructive (the type of answers I don't like) and then try to make a
constructive answer at the end. Whether that comes out well is another
thing, and depends on my ability rather than my attitude.

You claim Jaynes' methods decrease bias. I claim they do not. I do not see
that this disagreement has anything to do with misrepresenting Jayne's
views. It looks to me like a disagreement about philosophy.

I never claimed that Jaynes' methods decrease bias. I claimed the bias it
at the minimum from the start, and you cannot decrease a minimum, right?
They don't start from large bias and then decrease it. *You* implicitly
claim they decrease bias: " the initial bias always retains some influence
(diminishing to 0 ..."

I think I communicated that I was interpreting the *meaning and result* of
Jaynes' positions as pro-bias, but was not claiming that he ever openly
said "let parochial bias reign". Whether I am correct or not in my view on
this matter, that is not misrepresentation, is it?

I never said that you claimed he said "let parochial bias reign". I claimed
that your "summary of his approach", which included the phrase "let
unconscious, parochial bias reign", is actually misrepresenting the method
of Jaynes. Write "Summary of how Elliot has understood his approach" next
time. Don't hide behind "not claiming that he ever openly said". You
summarised his approach (or you think you did).



Regarding initial ideas, I was offering an interpretation of Bayesianism
which I think is fair, and which, correct or not, is not misrepresentation
but a substantive philosophical perspective on the matter. That you did not
understand my point -- let alone that you did not recognize my point as
something Jaynes' openly advocated -- does not make it a misrepresentation.
It is merely a point of disagreement.

So an interpretation cannot be a misrepresentation? So if I interpret and
describe the Popperian approach as a purely deductive process based solely
on strong falsification of theories that's automatically a "substantive
philosophical perspective on the matter". Or, "Summary of Popper's
approach: uncertainty is bad so go only with the certain conclusions that
you can deduce from facts. Then your safe." Not a misrepresentation of
Popper?

And, "Jaynes thinks that if there is a correct weighting function (scare
quotes on "correct"), but we don't know what it is, then who cares?", is
that also an interpretation or is it a (mis)representation of what Jaynes
actually thought? Did he think "who cares"? I would claim, judging from his
writings that "who cares" is very far from his viewpoint.

Note that I did not say that *Jaynes said* you cannot change your initial
ideas. I consider it an *implication* of his positions, not something he
says. So that objection is incorrect demonstrates a lack of understanding
of what I was talking about.

You do not discuss what you did and did not understand about Jaynes'
method, nor offer a criticism of the actual content (only your straw man
version of it). If you'd like to discuss any of these matters, please try
to explain that implication explicitly from Jaynes' writings, or ask
specific questions where you find his method unclear.



You do not discuss what you did not understand about my point regarding
starting points, nor offer a criticism of the content. If you'd like to
discuss any of these matters, please try to explain your thinking on the
matter, or ask specific questions where you find my views unclear.

Was it your point? I thought it was a summary of Jaynes' approach, that you
where criticising by saying that the starting point was biased. I say
that's not a good description of his method.

For example, if you think Bayesianism has some value to offer, you could
explain that to us. Then we could learn something or offer criticism, in
which case perhaps you could learn something. I think that would be more
interesting and productive than misconstruing philosophical disagreement as
misrepresentation. But only if you are interested in it. So far you have
not expressed any interest in it. Please do not fake interest on my account
or feel any pressure to take an interest in it (as people often do).

So when I criticise your description of Jaynes' method, that is not
expressing interest in having discussions. I thought criticism was at the
core of the Popperian approach. The idea was to first point out that your
description is most likely incorrect (as judging by the collected works of
Jaynes) and then continue the discussion. But only if you are interested.
Do not fake interest in Jaynes' methods if you don't really want to read
carefully what he advocates.

-- Elliot Temple
http://elliottemple.com/

So, that was the type of argument I want to avoid henceforth. Let's try a
less agressive, more constructive approach. We'll see how it goes (and I
hope I don't fail in this respect).

My perception of Jaynes' account on inference, probability and Bayesianism
is broadly the following. Human information is all we have to draw

http://elliottemple.com/


conclusion from, and this information is often incomplete. So even if we
suspect that there is a correct description -- a truth -- out there we
cannot use this here and now because we don't know what it is. (In this
sense, we have nothing but the "parochial bias" of our knowledge to lean
on.) The best way to use one's incomplete information is then to try to
assume as little as possible beyond the constraints our information impose.
This is what the maximum entropy method sets out to achieve. In a
particular problem with a certain space of possible (mutually exclusive)
propositions/hypothesis we should not put more weight on some unless it is
warranted by the information we have. (The weighting is probabilistic; more
below.) Because that would be biasing in the way we want to avoid. The
weighting should be biased according to the information we include in the
problem solving, but not in any other arbitrary way.This is where
information theory and entropy comes into play. It provides a way to choose
the least restrictive weighting, the most "non-commital" weighting as I
think Jaynes calls it. The prime example of this method I think is
statistical mechanics (thermodynamics) where knowledge of say volume and
pressure -- macroscopic variables -- are used to constrain the distribution
of the molecules' micro state (position, velocity) so that we can predict a
third macroscopic variable, temeprature. We do not know the micro-state
distribution, so we use the maximum entropy distribution because it
excludes as few possibilities as possible. It has minimum bias in the
entropy sense. The laws of physics does not prevent all molecules from
gathering in one corner of the volume, giving a strange temperature
reading, but we have no information regarding the micro-state so assuming
that highly non-uniform weighting would introduce unwarranted bias.

Therefore, I think your description that "When we don't know, let
unconscious, parochial bias reign." actually is a misrepresentation of
Jaynes' method. It may well be a correct representation of your
understanding of it, but that I don't know. But when Jaynes really tries to
avoid unwarranted bias, I must find your description misleading.

Jaynes was a strong advocate of probability theory as logic, and criticised
Popper's views on probability and induction. However, *my* view is that
Bayesianism and Popperianism are very close and I tend to adhere to both (I
know this must sound like an impossible thing to do, but I'll try to
explain). I think Jaynes' criticism was partly correct (regarding
probabilities), but also flawed in the sense that Jaynes' and Popper's
approaches can be laid side by side with good match (obviously much



simplified here):
1. Define the problem you want to "solve"
2. Include all relevant information you have
(this sets the premises, the starting point which we for a while treat as
correct/true)
3. Make your best predicitions and compare with data (criticise the
premises/theory/...)
4. If your predicitions are bourne out we become more confident in our use
of the premises but has not learned anything fundamentally new (this is
Jaynes' version of induction). However, when the predicitions fail we must
go back and look at our premises (find a new theory). Then we really learn
something new.

My guess is that Jaynes and Popper would have gotten along very well and
shared many views had they only been able to understand each other in the
aspect of probability theory (and what they mean with "induction"). Jaynes
uses probability as an extension of logic to handle "degrees of
implication". It is subjective in the sense that we all have different
information regarding a problem, but it is objective in the sense that the
same information should give the same probability assignment. Taking this
view, probabilities are always conditional just like deductive logic rests
on a set of premises. Jaynes' view on the problem with zero probability for
any theory is that these probabilities are not zero but simply undefined
because one cannot speak of the probability of something that has not been
defined. As soon as we have a set of well defined theories we can (in
principle) assign probabilites for them, and probabilities are thus always
to be interpreted relative to a specific class of alternatives (and the
information included). Within this class, one can find justification for a
theory, but of course not outside it. As soon as you go back and include a
new theory (Einstein's) in the class, a high-probability theory (Newton's)
can "drop dead". Again I think this is very much like the Popperian
approach (as far as I have understood it): we use the theory which has not
been criticised (or have withstood criticism the best) but we know it can
always be refuted in the future.

Note that the paper which originated this thread primarily treats the
entropy principle, and does not give the full account of Jaynes' approach
to probabilistic inference. Hence, some of my text here goes well outside
that particular paper.



I know this is not a perfect description or a flawless statement of my
points, but I hope you perceive it as a constructive attempt to clarify my
initial criticism of your description.

All the best
Erik

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 7, 2012 at 4:53 AM

On 7 Dec 2012, at 08:43, ErikB <erikbjornemo@gmail.com> wrote:

My perception of Jaynes' account on inference, probability and Bayesianism is 
broadly the following.

So this is your account, not Jaynes'.

Human information is all we have to draw conclusion from, and this information 
is often incomplete.

What does "human information" mean?

So even if we suspect that there is a correct description -- a truth -- out there we 
cannot use this here and now because we don't know what it is. (In this sense, 
we have nothing but the "parochial bias" of our knowledge to lean on.)

So ANY assumption you make about what you're observing, including the 
assumption that probability theory and information theory apply to it, could be 
wrong. In the light of that you should always be focused on looking for errors. Any 
calculation of probability that doesn't help with that is a distraction in 
epistemology.

The best way to use one's incomplete information is then to try to assume as 
little as possible beyond the constraints our information impose.This is what the 
maximum entropy method sets out to achieve. In a particular problem with a 
certain space of possible (mutually exclusive) propositions/hypothesis we 
should not put more weight on some unless it is warranted by the information 
we have. (The weighting is probabilistic; more below.) Because that would be 
biasing in the way we want to avoid. The weighting should be biased according 
to the information we include in the problem solving, but not in any other 
arbitrary way.This is where information theory and entropy comes into play. It 
provides a way to choose the least restrictive weighting, the most "non-
commital" weighting as I think Jaynes calls it. The prime example of this method 
I think is statistical mechanics (thermodynamics) where knowledge of say 
volume and pressure -- macroscopic variables -- are used to constrain the 
distribution of the molecules' micro state (position, velocity) so that we can 



predict a third macroscopic variable, temeprature. We do not know the micro-
state distribution, so we use the maximum entropy distribution because it 
excludes as few possibilities as possible. It has minimum bias in the entropy 
sense. The laws of physics does not prevent all molecules from gathering in one 
corner of the volume, giving a strange temperature reading, but we have no 
information regarding the micro-state so assuming that highly non-uniform 
weighting would introduce unwarranted bias.

This involves mixing up two different senses of the word "information." 
Information in the sense of information theory is a quantity with a significance 
explained by the laws of physics: that is, you can do more useful stuff if you have 
more information. An example. Suppose you have a box with a partition down the 
middle and the gas is on one side but not the other. If you have one bit of 
information about what side it is on, then you can use all of the work that would 
be done by the gas when you lift the partition. If you have less than one bit then 
you get this process wrong with some probability and you get less work out of the 
gas. Information in the sense of information theory makes substantive 
assumptions about the laws of physics.

Information in the sense of epistemology (knowledge) has to do with not knowing 
stuff about the laws by which the universe operates. Without knowledge you can't 
measure information in the sense of information theory. So Jaynes' ideas are at 
best a flawed account of epistemology since they cannot explain how you could 
create knowledge about information theory in the first place.

But this is an understatement of how bad the problem is.

Therefore, I think your description that "When we don't know, let unconscious, 
parochial bias reign." actually is a misrepresentation of Jaynes' method. It may 
well be a correct representation of your understanding of it, but that I don't know. 
But when Jaynes really tries to avoid unwarranted bias, I must find your 
description misleading.

There is bias in
(1) assuming that our guesses about laws of information theory work when 
applied to a particular situation,
(2) assuming a particular set of numbers that agrees with the calculus of 
probability
(3) a set of assumptions about how those numbers should change in a particular 
situation. (This depends on things like how you divide the world into subsystems 



and stuff like that.)

Any one of those problems is fatal for a justificationist epistemology. If you have 
assumptions, then you haven't justified them because at some point you have 
unjustified premisses. Your position is justificationist as illustrated by your use of 
the word "warranted" above and "justification" below, so your position has been 
refuted.

Saying we should just take all those assumptions for granted and providing no 
account of how to revise them is an endorsement of bias.

Jaynes was a strong advocate of probability theory as logic, and criticised 
Popper's views on probability and induction. However, *my* view is that 
Bayesianism and Popperianism are very close and I tend to adhere to both (I 
know this must sound like an impossible thing to do, but I'll try to explain). I think 
Jaynes' criticism was partly correct (regarding probabilities), but also flawed in 
the sense that Jaynes' and Popper's approaches can be laid side by side with 
good match (obviously much simplified here):
1. Define the problem you want to "solve"
2. Include all relevant information you have
(this sets the premises, the starting point which we for a while treat as 
correct/true)
3. Make your best predicitions and compare with data (criticise the 
premises/theory/...)
4. If your predicitions are bourne out we become more confident in our use of 
the premises but has not learned anything fundamentally new (this is Jaynes' 
version of induction). However, when the predicitions fail we must go back and 
look at our premises (find a new theory). Then we really learn something new.

If this was an accurate account of Jaynes' position then he wouldn't have dressed 
it up in information theory, because he would have known that this is misleading.

My guess is that Jaynes and Popper would have gotten along very well and 
shared many views had they only been able to understand each other in the 
aspect of probability theory (and what they mean with "induction"). Jaynes uses 
probability as an extension of logic to handle "degrees of implication".

There are no degrees of implication. A statement about the explanation for 
something is either true or false. The whole idea of degrees of implication playing 
a role in epistemology is wrong as explained in the "Choices" chapter in BoI.



It is subjective in the sense that we all have different information regarding a 
problem, but it is objective in the sense that the same information should give 
the same probability assignment.

You're stressing subjectivity when what is really important for epistemology is 
error regardless of its source. A group of people can all be wrong when they 
agree, and this is common.

Taking this view, probabilities are always conditional just like deductive logic 
rests on a set of premises. Jaynes' view on the problem with zero probability for 
any theory is that these probabilities are not zero but simply undefined because 
one cannot speak of the probability of something that has not been defined. As 
soon as we have a set of well defined theories we can (in principle) assign 
probabilites for them, and probabilities are thus always to be interpreted relative 
to a specific class of alternatives (and the information included). Within this 
class, one can find justification for a theory, but of course not outside it. As soon 
as you go back and include a new theory (Einstein's) in the class, a high-
probability theory (Newton's) can "drop dead". Again I think this is very much 
like the Popperian approach (as far as I have understood it): we use the theory 
which has not been criticised (or have withstood criticism the best) but we know 
it can always be refuted in the future.

So you think that a justificationist would agree with Popper?

And if a "high probability" theory can drop dead tomorrow that probability is 
irrelevant junk.

Note that the paper which originated this thread primarily treats the entropy 
principle, and does not give the full account of Jaynes' approach to probabilistic 
inference. Hence, some of my text here goes well outside that particular paper.

Then why have you not provided references to his full set of ideas?

Alan



From: Lulie Tanett <lulie@lulie.org>
Subject: [BoI] Common Preference theory basics
Date: December 7, 2012 at 8:20 AM

Someone on my FB asked:

What ought our response be to unfair moral obligations/requirements?

My reply:

'Unfair' is ambiguous. Do you mean unreasonable? Or unwanted?

If unreasonable, just decline to take them on.

If unwanted but you still have them, you need to solve the problem. Find out why 
you don't want them, whether they are actually good or not. Either find a way to 
be happy with them, or conclude that they are actually bad and find a way to 
change them.

Some situations will involve a bit of a mix: They were a bad situation to get into, 
but once you're in then it would be bad to leave (for example having a child and 
then realising you didn't have enough money to continue your preferred lifestyle). 
In that case, you recognise that continuing *is* the best option, and again find a 
way to solve the problems such that you're happy with it.

The background philosophy of these suggestions is:

1. Any conflict (either between two people, or within one mind) has a solution. 
(Often many solutions.)

2. A solution can be found by what's called 'common preference' finding. A 
common preference is a solution to or resolution of a disagreement which all 
parties are happy with (all parties *prefer* to their initial preference or any other 
solutions they can think of).

3. There are no inherent conflicts of interest: There is objective morality -- an 
objectively better solution -- which is better *for everyone*, not one person at the 
expense of another.

4. If you have to do something you don't want to do, that is a problem. Feeling 



bad about something is a problem (and/or indicates there is a problem) -- it's not 
a necessity of life.

5. Importantly: When you feel bad about something, and you think you should be 
doing the thing anyway, *you do not actually know which is better*! This is an un-
resolved conflict. You can't know the solution until you solve the problem. It might 
be that your feeling is right, or it might be that your head is right -- it's impossible 
to tell in advance.
If you knew the full answer -- i.e. had a proper solution -- you wouldn't feel bad (or 
else you'd know the thing you thought was good isn't in fact good).

6. It only takes *one* criticism of something to refute it. If you have a criticism of 
something, then as far as you know it's wrong. True things have no criticisms of 
them. (And you could include: 7. It is possible, and desirable, for us humans to 
get to a place where we have no known criticisms of an idea. This will take more 
explaining which goes beyond the scope of this message tho.)

I think a lot of people think they have obligations, and feel bad about them. This is 
both unnecessary and risky. Feeling bad about something indicates there is a 
problem, an unresolved criticism, with it. To continue despite having a criticism is 
by definition irrational: it's believing something which you have already tentatively 
refuted. So it's risky in that you might jump to the wrong side. And it's 
unnecessary in that you'll either feel bad, or do something you feel like which you 
consider flawed.

--
Lulie Tanett



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] The Future of Food
Date: December 7, 2012 at 10:13 AM

http://thebreakthrough.org/index.php/voices/michael-lind/the-future-of-food/

At their most extensive, hypothetical food factories, powered not by 
photosynthesis but by electricity, would occupy only a fraction of the space that 
is now taken up by farmland and grazing land.  If, say, half of today’s American 
food production could come from GM crops, or, better yet, in vitro food factories, 
we could free up more than 20 percent of U.S. land—more than six times 
America’s combined urban land area--for reforestation and other kinds of re-
wilding.

I don't understand how we could produce plant food without
photosynthesis. I wonder if he means that we'll use electricity to
power bulbs that shine light onto plants and then those plants convert
that light energy to chemical energy (aka photosynthesis).

I did a search for "food production without photosynthesis" and for
"food production with electricity" and for "food production with
electricity instead of photosynthesis", but didn't find anything.

-- Rami Rustom
http://ramirustom.blogspot.com

http://thebreakthrough.org/index.php/voices/michael-lind/the-future-of-food/
http://ramirustom.blogspot.com/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] The Future of Food
Date: December 7, 2012 at 1:47 PM

On Fri, Dec 7, 2012 at 7:13 AM, Rami Rustom <rombomb@gmail.com> wrote:
http://thebreakthrough.org/index.php/voices/michael-lind/the-future-of-food/

At their most extensive, hypothetical food factories, powered not by 
photosynthesis but by electricity, would occupy only a fraction of the space that 
is now taken up by farmland and grazing land.  If, say, half of today’s American 
food production could come from GM crops, or, better yet, in vitro food 
factories, we could free up more than 20 percent of U.S. land—more than six 
times America’s combined urban land area--for reforestation and other kinds of 
re-wilding.

That's pretty terrible.  Particularly this part:
... we could free up more than 20 percent of U.S. land—more than six times 
America’s combined urban land area--for reforestation and other kinds of re-
wilding.

This guy talks about freeing up farmland, which could be good, but
immediately follows it with a ridiculous anti-human suggestion for
what to do with that land.  He's fallen hard for anti-human
environmentalism.  That means he's a bad thinker and fervently
believes lots of false things.

I don't understand how we could produce plant food without
photosynthesis. I wonder if he means that we'll use electricity to
power bulbs that shine light onto plants and then those plants convert
that light energy to chemical energy (aka photosynthesis).

I did a search for "food production without photosynthesis" and for
"food production with electricity" and for "food production with
electricity instead of photosynthesis", but didn't find anything.

http://thebreakthrough.org/index.php/voices/michael-lind/the-future-of-food/


From: Rami Rustom <rombomb@gmail.com>
Subject: Every problem should be solved with more freedom, not less rational-
politics-list@googlegroups.com
Date: December 7, 2012 at 2:04 PM

Title: _OUTSPOKEN PROVOCATEUR PENN JILLETTE TO GLENN BECK: 
EVERY
PROBLEM WE HAVE SHOULD BE SOLVED WITH MORE FREEDOM, NOT 
LESS_

http://www.theblaze.com/stories/outspoken-provocateur-penn-jillette-to-glenn-
beck-every-problem-we-have-should-be-solved-with-more-freedom-not-less/

This is an interesting title. I know one problem that should be solved
with less freedom. If my problem is that someone is coming at me with
a knife, I need to restrict his freedom to kill me in order to solve
my problem.

Aside from that, in the videos in the link above, Penn Jillette says
lots of things consistent with Objectivism.

-- Rami Rustom
http://ramirustom.blogspot.com

http://www.theblaze.com/stories/outspoken-provocateur-penn-jillette-to-glenn-beck-every-problem-we-have-should-be-solved-with-more-freedom-not-less/
http://ramirustom.blogspot.com/


From: ErikB <erikbjornemo@gmail.com>
Cc: alanmichaelforrester@googlemail.com
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 7, 2012 at 9:00 AM

Hi Allan,

Den fredagen den 7:e december 2012 kl. 10:53:57 UTC+1 skrev Alan Forrester:

On 7 Dec 2012, at 08:43, ErikB <erikbj...@gmail.com <javascript:>> wrote:

My perception of Jaynes' account on inference, probability and
Bayesianism is broadly the following.

So this is your account, not Jaynes'.

No, it is not my account. It is how I have understood Jaynes' view on
things, but I don't want to mistakenly put words in his mouth and say that
it is Jaynes' account. I tend to agree with much of Jaynes' writings, but
not all so it's good to keep the distinction.

Human information is all we have to draw conclusion from, and this
information is often incomplete.

What does "human information" mean?

Putting it differently, when we humans draw conclusions we cannot use
anything else than what's "inside our heads" (call it knowledge,
information, collected experience or something you like better). I think
Jaynes stresses the distinction between reality and "human information"
because in the problems he worked he saw several times that failure to do
so caused unnecessary error and confusion. Especially as the probabilities
he uses are not physical entities but a reflection of that "human
information", and discussions about probability does too often suffer from
confusion about this distinction.



So even if we suspect that there is a correct description -- a truth --
out there we cannot use this here and now because we don't know what it is.
(In this sense, we have nothing but the "parochial bias" of our knowledge
to lean on.)

So ANY assumption you make about what you're observing, including the
assumption that probability theory and information theory apply to it,
could be wrong. In the light of that you should always be focused on
looking for errors. Any calculation of probability that doesn't help with
that is a distraction in epistemology.

Of course it could all be wrong, every single view I have and every single
premise I condition on. But to criticise a theory, or to use it in a
probability calculation, you must investigate its implications and meaning.
You need to, temporarily at least, treat it as a fact in your calculation.
In particular, if a theory can be used to make predicitions (which can
later be turned against the theory itself) you should, I think, make your
best possible predicitions to make any possible refutation as strong as
possible. Probability theory can help you do this quantitatively.
Probability theory does not help you to setup the theory you want to test
or the problem you want to solve.

The best way to use one's incomplete information is then to try to
assume as little as possible beyond the constraints our information
impose.This is what the maximum entropy method sets out to achieve. In a
particular problem with a certain space of possible (mutually exclusive)
propositions/hypothesis we should not put more weight on some unless it is
warranted by the information we have. (The weighting is probabilistic; more
below.) Because that would be biasing in the way we want to avoid. The
weighting should be biased according to the information we include in the
problem solving, but not in any other arbitrary way.This is where
information theory and entropy comes into play. It provides a way to choose
the least restrictive weighting, the most "non-commital" weighting as I
think Jaynes calls it. The prime example of this method I think is
statistical mechanics (thermodynamics) where knowledge of say volume and
pressure -- macroscopic variables -- are used to constrain the distribution



of the molecules' micro state (position, velocity) so that we can predict a
third macroscopic variable, temeprature. We do not know the micro-state
distribution, so we use the maximum entropy distribution because it
excludes as few possibilities as possible. It has minimum bias in the
entropy sense. The laws of physics does not prevent all molecules from
gathering in one corner of the volume, giving a strange temperature
reading, but we have no information regarding the micro-state so assuming
that highly non-uniform weighting would introduce unwarranted bias.

This involves mixing up two different senses of the word "information."
Information in the sense of information theory is a quantity with a
significance explained by the laws of physics: that is, you can do more
useful stuff if you have more information. An example. Suppose you have a
box with a partition down the middle and the gas is on one side but not the
other. If you have one bit of information about what side it is on, then
you can use all of the work that would be done by the gas when you lift the
partition. If you have less than one bit then you get this process wrong
with some probability and you get less work out of the gas. Information in
the sense of information theory makes substantive assumptions about the
laws of physics.

If I'm not mistaken, information theory was founded by Claude Shannon who
derived entropy as a measure of uncertainty. This information theory Jaynes
uses to show how (many applications of) statistical mechanics (and the
example you give above) can be seen as cases of inferences from incomplete
information. And yes, the more information one has, the more work one can
(possibly) get from a system (see for instance "Gibb's paradox" and "The
evolution of Carnot's principle" on http://bayes.wustl.edu/etj/node1.html).

Information in the sense of epistemology (knowledge) has to do with not
knowing stuff about the laws by which the universe operates. Without
knowledge you can't measure information in the sense of information theory.
So Jaynes' ideas are at best a flawed account of epistemology since they
cannot explain how you could create knowledge about information theory in
the first place.

I say it again: all calculations in Jaynes' version/description of

http://bayes.wustl.edu/etj/node1.html


probability theory are conditional. So yes, it does rest on knowledge. You
don't need information theory to create knowledge. Or did Jaynes suggest
that? In that case I have missed that.

But this is an understatement of how bad the problem is.

Therefore, I think your description that "When we don't know, let
unconscious, parochial bias reign." actually is a misrepresentation of
Jaynes' method. It may well be a correct representation of your
understanding of it, but that I don't know. But when Jaynes really tries to
avoid unwarranted bias, I must find your description misleading.

There is bias in
(1) assuming that our guesses about laws of information theory work when
applied to a particular situation,
(2) assuming a particular set of numbers that agrees with the calculus of
probability
(3) a set of assumptions about how those numbers should change in a
particular situation. (This depends on things like how you divide the world
into subsystems and stuff like that.)

Again, there is and should be bias in the calculations given by the
information/premises/assumptions you base your inference on. All Jaynes'
probabilities are conditional. The rules for probability as logic rest on a
few basic desiderata on consistency and real numbers. But, the bias here
refers to the weighting of the hypothesis in a particular problem given all
this background. That weighting should not be constrained in any other
arbitrary way because then you are implicitly introducing other assumptions
(which are then hard to criticise because they are "hidden", and they might
also contradict other assumptions). The maximum entropy principle is
applied to the defined "hypothesis space".

Any one of those problems is fatal for a justificationist epistemology. If
you have assumptions, then you haven't justified them because at some point
you have unjustified premisses. Your position is justificationist as
illustrated by your use of the word "warranted" above and "justification"
below, so your position has been refuted.



On this thread it seems impossible to use certain words without being
labelled in a certain way and said to hold positions based on this label (a
position which is later, surprise, refuted). I tried to explain earlier
that my choice of words is probably imperfect but I think anyone genuinely
interested in what I try to say can understand it. I could start ranting
about other people's use of the word probability (or something else) and
then ascribe them various views that I refute. But what's the point. I
kindly ask, again, that we refrain from this unconstructive criticism of
words (but I certainly welcome alternative suggestions from someone trying
to understand my viewpoint).

Saying we should just take all those assumptions for granted and providing
no account of how to revise them is an endorsement of bias.

Jaynes was a strong advocate of probability theory as logic, and
criticised Popper's views on probability and induction. However, *my* view
is that Bayesianism and Popperianism are very close and I tend to adhere to
both (I know this must sound like an impossible thing to do, but I'll try
to explain). I think Jaynes' criticism was partly correct (regarding
probabilities), but also flawed in the sense that Jaynes' and Popper's
approaches can be laid side by side with good match (obviously much
simplified here):

1. Define the problem you want to "solve"
2. Include all relevant information you have
(this sets the premises, the starting point which we for a while treat

as correct/true)
3. Make your best predicitions and compare with data (criticise the

premises/theory/...)
4. If your predicitions are bourne out we become more confident in our

use of the premises but has not learned anything fundamentally new (this is
Jaynes' version of induction). However, when the predicitions fail we must
go back and look at our premises (find a new theory). Then we really learn
something new.

If this was an accurate account of Jaynes' position then he wouldn't have



dressed it up in information theory, because he would have known that this
is misleading.

I don't know what he would have known about this. Can you explain why he
would have judged this as misleading and avoided using information theory?
Or maybe you can tell me why you think it is misleading, if you think so.

My guess is that Jaynes and Popper would have gotten along very well and
shared many views had they only been able to understand each other in the
aspect of probability theory (and what they mean with "induction"). Jaynes
uses probability as an extension of logic to handle "degrees of
implication".

There are no degrees of implication. A statement about the explanation for
something is either true or false. The whole idea of degrees of implication
playing a role in epistemology is wrong as explained in the "Choices"
chapter in BoI.

It is subjective in the sense that we all have different information
regarding a problem, but it is objective in the sense that the same
information should give the same probability assignment.

You're stressing subjectivity when what is really important for
epistemology is error regardless of its source. A group of people can all
be wrong when they agree, and this is common.

Taking this view, probabilities are always conditional just like
deductive logic rests on a set of premises. Jaynes' view on the problem
with zero probability for any theory is that these probabilities are not
zero but simply undefined because one cannot speak of the probability of
something that has not been defined. As soon as we have a set of well
defined theories we can (in principle) assign probabilites for them, and
probabilities are thus always to be interpreted relative to a specific
class of alternatives (and the information included). Within this class,
one can find justification for a theory, but of course not outside it. As
soon as you go back and include a new theory (Einstein's) in the class, a



high-probability theory (Newton's) can "drop dead". Again I think this is
very much like the Popperian approach (as far as I have understood it): we
use the theory which has not been criticised (or have withstood criticism
the best) but we know it can always be refuted in the future.

So you think that a justificationist would agree with Popper?

I suspect you use the term "justificationist" in a very specific way here,
but I don't know the exact definition of it.  As you have put it, it
appears to me that a justificationist agreeing with Popper is supposed to
be a contradiction in terms. In that case: no I don't think a
justificationist would agree with Popper, but I think *Jaynes* would have
if they'd overcome their different views on probability. Again my
speculation about Jaynes. I think the two approaches are compatible (as
they are largely the same).

And if a "high probability" theory can drop dead tomorrow that probability
is irrelevant junk.

Eeh. Junk. That's constructive and informative.

But it's relevant that a theory can be refuted tomorrow? The move from high
to low probability upon comparison in a new class of alternatives (or in
the face of new evidence) is simply a quantitative version of "refute by
criticism" Why are you so opposed to that idea? I think probability theory
as logic arms the Popperian with a powerful quantitative tool. As I have
stated, I think the Popperian approach (as I understand it) matches that of
Probability theory as logic well. Simplified: arm a Popperian with
probability theory as logic and you have me.

Note that the paper which originated this thread primarily treats the
entropy principle, and does not give the full account of Jaynes' approach
to probabilistic inference. Hence, some of my text here goes well outside
that particular paper.



Then why have you not provided references to his full set of ideas?

I previously referred to his book, Probability theory as logic, which I
think is the most comprehensive source if you would like only one.
Otherwise I think there is lots of complementary information
on http://bayes.wustl.edu/etj/etj.html where most of his published and
unpublished works are collected.

Alan

Cheers,
Erik

-- 

http://bayes.wustl.edu/etj/etj.html


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Common Preference theory basics
Date: December 7, 2012 at 3:27 PM

On Dec 7, 2012, at 5:20 AM, Lulie Tanett <lulie@LULIE.ORG> wrote:

Someone on my FB asked:

What ought our response be to unfair moral obligations/requirements?

My reply:

I think the right reply is:

Requirements *from whom*? Imposed by *what means*?

I think that's what Ayn Rand would have answered, too.

There's also the issue of what "unfair" is supposed to mean. What's the sense in 
replying to such a meaningless question? I doubt the asker even knows what he 
meant, but if he did he sure didn't tell us.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Every problem should be solved with more freedom, not less
Date: December 7, 2012 at 3:44 PM

On Dec 7, 2012, at 11:04 AM, Rami Rustom <rombomb@gmail.com> wrote:

Title: _OUTSPOKEN PROVOCATEUR PENN JILLETTE TO GLENN BECK: 
EVERY
PROBLEM WE HAVE SHOULD BE SOLVED WITH MORE FREEDOM, NOT 
LESS_

http://www.theblaze.com/stories/outspoken-provocateur-penn-jillette-to-glenn-
beck-every-problem-we-have-should-be-solved-with-more-freedom-not-less/

This is an interesting title. I know one problem that should be solved
with less freedom. If my problem is that someone is coming at me with
a knife, I need to restrict his freedom to kill me in order to solve
my problem.

That is not a problem that we have. That's not one of the important problems 
facing society. It's something we already know how to deal with, not an open 
problem.

You've misunderstood him.

Also I don't think defense should be called "restricting freedom of attackers". I 
don't think that perspective adds insight or clarity.

-- Elliot Temple
http://curi.us/

-- 

http://www.theblaze.com/stories/outspoken-provocateur-penn-jillette-to-glenn-beck-every-problem-we-have-should-be-solved-with-more-freedom-not-less/
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 7, 2012 at 5:11 PM

On Dec 7, 2012, at 12:43 AM, ErikB <erikbjornemo@gmail.com> wrote:

Den torsdagen den 6:e december 2012 kl. 23:45:56 UTC+1 skrev Elliot Temple:

On Dec 6, 2012, at 2:27 PM, ErikB <erikbj...@gmail.com <javascript:>>
wrote:

Den fredagen den 24:e februari 2012 kl. 18:21:04 UTC+1 skrev Elliot
Temple:

On Feb 23, 2012, at 4:26 PM, Brian Scurfield wrote:

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Ever
ett%2017-June-1957.pdf?sequence=1

Jaynes is amazingly naive, more than once, on the first page. About
both epistemology and life.

Page 2 begins with comments about how linguistic choices, not people,
are responsible for how people think and the success, or not, of
persuasion.

As for what it's about, the top of page 3 and the top of the second
paragraph of page 3 are amazing. Jaynes thinks that if there is a correct
weighting function (scare quotes on "correct"), but we don't know what it
is, then who cares? Let's just keep assuming the default one he prefers,
which he thinks is trivial but actually is full of complex background ideas
that he's never subjected to critical scrutiny and which vary from Bayesian
to Bayesian.

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Everett%2017-June-1957.pdf?sequence=1


So summary of his approach:

When we don't know, let unconscious, parochial bias reign. This is
standard inductivism.

When we have some information, use it only as a modifier on the biased
starting point so that the initial bias always retains some influence
(diminishing to 0 as we approach omniscience). This is not standard
inductivism; inductivism does allow for changing one's mind and actually
rejecting one's initial ideas.

-- Elliot Temple
http://curi.us/

Hi Elliot,

I think your description and summary of Jaynes' entropy principle is
mistaken. What it actually achieves is minimum bias subject to the
constraints imposed by your information, which I think is quite badly
described as 'let parochial bias reign'. He advocates, I think, to use your
information in the most unbiased way, and even if there is a correct
weighting out there it is of little immidiate use if you don't know what it
is. An (imperfect) analogy to Popperianism: we use the best (in the sense
of 'resilience to criticism') theory we have even if we do not know it is
true.

I have never read Jaynes stating that you cannot change your initial
ideas. On the contrary, he states in his book Probability Theory as Logic
that we learn the most when our predictions fail and we have to go back and
reconsider the premises (just like Popper,I believe).

You have several times in this group let people know that they
misrepresent Popper's views. Unfortunately, I believe you did not read
Jaynes well enough to describe his approach (which do not mean I think one
has to be an expert to join a discussion).

Dear Elliot,

http://curi.us/


I very much appreciate a discussion about these things, but would kindly
ask that we do try to understand what other people really mean rather than
trying to find fault in the choice of words etc. I am not a native English
speaker and may very well use a vocabulary that for native speakers appear
weird or misleading. I will never be able to express what I mean perfectly,
and I believe that neither will you. However, I think that we most of the
time can understand what is meant, even if we sometimes err genuinely in
our understanding. Maybe I did, maybe you did.

I agree with the principle. If you think I made a mistake, I'd be happy to hear 
about it. Point it out specifically with a quotation and explanation.

A perceive your answer as quite hostile (and maybe you perceived mine as
such -- apologies then).

No I didn't perceive your post as hostile.

You have not said why you interpreted my post as hostile. I don't see the purpose 
of telling me this perception without explaining it, because I won't be able to 
change anything or criticize your perception without more information.

To illustrate what I mean about focussing on words
and details, I include answers within your original text which I would call
unconstructive (the type of answers I don't like) and then try to make a
constructive answer at the end. Whether that comes out well is another
thing, and depends on my ability rather than my attitude.

You claim Jaynes' methods decrease bias. I claim they do not. I do not see
that this disagreement has anything to do with misrepresenting Jayne's
views. It looks to me like a disagreement about philosophy.

I never claimed that Jaynes' methods decrease bias. I claimed the bias it
at the minimum from the start, and you cannot decrease a minimum, right?
They don't start from large bias and then decrease it. *You* implicitly
claim they decrease bias: " the initial bias always retains some influence
(diminishing to 0 ..."



How can bias be at a minimum at the start? We aren't perfect. We're suppose to 
learn, improve, become less wrong, overcome bias as we make progress, etc...

If bias is at a minimum at the start, then it's not possible to become less biased, 
there's no room for improvement, what's the point of continuing?

Please explain how your position more. And your position does not seem to me to 
be a typical Bayesian position, perhaps you could explain that too.

As to your claim that my comments are unconstructive: I don't see how raising 
this disagreement between us is not constructive. I think we're now discussing a 
meaningful disagreement about philosophy.

Further, my quote you are calling unconstructive was a direct reply to an issue 
*you* raised. I think that not all the issues you raised in your initial post were 
maximally constructive, but I didn't really mind and replied. In particular it was 
your theme of blaming misrepresentation rather than disagreement that I 
disagreed with and didn't find very constructive. There are disagreements and I 
think it's most constructive to focus on discussing those disagreements. But you 
had a different attitude, OK, so I replied to you on your terms to see where it 
would go.

My point, my theme, was that we disagree about philosophy, so there are actual 
meaningful disagreements we should be discussing, rather than arguing about 
misrepresentation, vocabulary, etc... As I understand, you've both advocated this 
above and called me unconstructive and hostile when I said it. I don't follow.

I think I communicated that I was interpreting the *meaning and result* of
Jaynes' positions as pro-bias, but was not claiming that he ever openly
said "let parochial bias reign". Whether I am correct or not in my view on
this matter, that is not misrepresentation, is it?

I never said that you claimed he said "let parochial bias reign". I claimed
that your "summary of his approach", which included the phrase "let



unconscious, parochial bias reign", is actually misrepresenting the method
of Jaynes. Write "Summary of how Elliot has understood his approach" next
time. Don't hide behind "not claiming that he ever openly said". You
summarised his approach (or you think you did).

I don't see how you can interpret my replying to you as hiding. Saying I am hiding 
is a hostile, inappropriate personal comment about my psychology. Such 
comments violate the list rules FYI. Please refrain from speaking about me in the 
future.

I don't see why you think my comments were unconstructive. YOu seem to argue 
that they were wrong. That doesn't make them unconstructive, right?

I tried to understand what you were saying I had misrepresented about Jaynes. 
You say that wasn't what it was. OK, what was it?

Regarding initial ideas, I was offering an interpretation of Bayesianism
which I think is fair, and which, correct or not, is not misrepresentation
but a substantive philosophical perspective on the matter. That you did not
understand my point -- let alone that you did not recognize my point as
something Jaynes' openly advocated -- does not make it a misrepresentation.
It is merely a point of disagreement.

So an interpretation cannot be a misrepresentation?

No, one can be, but mine was not, as I had explained prior to making that 
concluding-type statement.

So if I interpret and
describe the Popperian approach as a purely deductive process based solely
on strong falsification of theories that's automatically a "substantive
philosophical perspective on the matter". Or, "Summary of Popper's
approach: uncertainty is bad so go only with the certain conclusions that



you can deduce from facts. Then your safe." Not a misrepresentation of
Popper?

And, "Jaynes thinks that if there is a correct weighting function (scare
quotes on "correct"), but we don't know what it is, then who cares?", is
that also an interpretation or is it a (mis)representation of what Jaynes
actually thought? Did he think "who cares"? I would claim, judging from his
writings that "who cares" is very far from his viewpoint.

I was replying specifically to a paper by Jaynes. Did you read it? If you found my 
interpretation on this unfair, could you please quote the text you're going by? If 
you were unable to find the text I was interpreting, could you ask what it is before 
accusing me of interpreting it wrong?

Is it perhaps it's the casual language you're objecting to? I agree my 
interpretation changed the *style*, Jaynes would not have wrote it in the same 
words I used.

Note that I did not say that *Jaynes said* you cannot change your initial
ideas. I consider it an *implication* of his positions, not something he
says. So that objection is incorrect demonstrates a lack of understanding
of what I was talking about.

You do not discuss what you did and did not understand about Jaynes'
method, nor offer a criticism of the actual content (only your straw man
version of it). If you'd like to discuss any of these matters, please try
to explain that implication explicitly from Jaynes' writings, or ask
specific questions where you find his method unclear.

I actually already gave specific references to the text and comments. You so far 
have not commented on any specifics from the text and I have, so a demand that 
I comment more specifically is inappropriate.

You've also come into a discussion between me and a friend of mine -- who did 
understand (and agree with) my post which was a reply to him -- and then kind of 
ridiculously said that if I'd like to discuss my old post with you, the newcomer who 
doesn't understand our conversation and replied to an old post, then I have do to 
some stuff.



You do not discuss what you did not understand about my point regarding
starting points, nor offer a criticism of the content. If you'd like to
discuss any of these matters, please try to explain your thinking on the
matter, or ask specific questions where you find my views unclear.

Was it your point? I thought it was a summary of Jaynes' approach, that you
where criticising by saying that the starting point was biased. I say
that's not a good description of his method.

I made a point on that topic. I don't think you've understood my position. Maybe if 
you began the discussion by asking more questions -- or asked now -- that would 
help.

For example, if you think Bayesianism has some value to offer, you could
explain that to us. Then we could learn something or offer criticism, in
which case perhaps you could learn something. I think that would be more
interesting and productive than misconstruing philosophical disagreement as
misrepresentation. But only if you are interested in it. So far you have
not expressed any interest in it. Please do not fake interest on my account
or feel any pressure to take an interest in it (as people often do).

So when I criticise your description of Jaynes' method, that is not
expressing interest in having discussions. I thought criticism was at the
core of the Popperian approach. The idea was to first point out that your
description is most likely incorrect (as judging by the collected works of
Jaynes) and then continue the discussion. But only if you are interested.
Do not fake interest in Jaynes' methods if you don't really want to read
carefully what he advocates.

You didn't express interest in discussing, or discuss, epistemology issues. Your 
post was all about other things.

If you really want to convince me I have Jaynes wrong, maybe you should 
provide quotes or cites from Jaynes like I did. I think that would be more effective.



So, that was the type of argument I want to avoid henceforth. Let's try a
less agressive,

What aggression? You're making an extremely serious accusation but providing 
no specific quote or explanation to go with it.

more constructive approach. We'll see how it goes (and I
hope I don't fail in this respect).

My perception of Jaynes' account on inference, probability and Bayesianism
is broadly the following.

wait. he wrote a paper. i commented on that paper. if you're going to say i'm 
wrong, you need to look at that paper not discuss your general understanding of 
him without quotes/cites/etc

Human information is all we have to draw
conclusion from, and this information is often incomplete. So even if we
suspect that there is a correct description -- a truth -- out there we
cannot use this here and now because we don't know what it is. (In this
sense, we have nothing but the "parochial bias" of our knowledge to lean
on.) The best way to use one's incomplete information is then to try to
assume as little as possible beyond the constraints our information impose.
This is what the maximum entropy method sets out to achieve. In a
particular problem with a certain space of possible (mutually exclusive)
propositions/hypothesis we should not put more weight on some unless it is
warranted by the information we have. (The weighting is probabilistic; more
below.) Because that would be biasing in the way we want to avoid. The
weighting should be biased according to the information we include in the
problem solving, but not in any other arbitrary way.This is where
information theory and entropy comes into play. It provides a way to choose
the least restrictive weighting, the most "non-commital" weighting as I
think Jaynes calls it. The prime example of this method I think is
statistical mechanics (thermodynamics) where knowledge of say volume and
pressure -- macroscopic variables -- are used to constrain the distribution



of the molecules' micro state (position, velocity) so that we can predict a
third macroscopic variable, temeprature. We do not know the micro-state
distribution, so we use the maximum entropy distribution because it
excludes as few possibilities as possible. It has minimum bias in the
entropy sense. The laws of physics does not prevent all molecules from
gathering in one corner of the volume, giving a strange temperature
reading, but we have no information regarding the micro-state so assuming
that highly non-uniform weighting would introduce unwarranted bias.

Therefore, I think your description that "When we don't know, let
unconscious, parochial bias reign." actually is a misrepresentation of
Jaynes' method. It may well be a correct representation of your
understanding of it, but that I don't know. But when Jaynes really tries to
avoid unwarranted bias, I must find your description misleading.

Did he really try to do so *in the paper I was commenting on*? Where?

Jaynes was a strong advocate of probability theory as logic, and criticised
Popper's views on probability and induction. However, *my* view is that
Bayesianism and Popperianism are very close and I tend to adhere to both

Have you read the archived posts on this topic? Do you have any criticisms of our 
arguments differentiating Bayesianism and Popperianism?

Also can you, btw, name a single quality Popperian who thinks Popperianism and 
Bayesianism are close?

(I know this must sound like an impossible thing to do, but I'll try to explain).

It's actually very common for people to try to claim they are both Popperians and 
something else, and that's it's compatible. I see it all the time. Typically they are 
not actually Popperians.

I think Jaynes' criticism was partly correct (regarding
probabilities), but also flawed in the sense that Jaynes' and Popper's
approaches can be laid side by side with good match (obviously much
simplified here):
1. Define the problem you want to "solve"
2. Include all relevant information you have



(this sets the premises, the starting point which we for a while treat as
correct/true)
3. Make your best predicitions and compare with data (criticise the
premises/theory/...)
4. If your predicitions are bourne out we become more confident in our use
of the premises but has not learned anything fundamentally new (this is
Jaynes' version of induction). However, when the predicitions fail we must
go back and look at our premises (find a new theory). Then we really learn
something new.

My guess is that Jaynes and Popper would have gotten along very well

How does your guess handle Popper's published comments on the matter? He 
was strongly critical of all this Bayesian stuff, and said why.

and
shared many views had they only been able to understand each other in the
aspect of probability theory (and what they mean with "induction"). Jaynes
uses probability as an extension of logic to handle "degrees of
implication". It is subjective in the sense that we all have different
information regarding a problem, but it is objective in the sense that the
same information should give the same probability assignment. Taking this
view, probabilities are always conditional just like deductive logic rests
on a set of premises. Jaynes' view on the problem with zero probability for
any theory is that these probabilities are not zero but simply undefined
because one cannot speak of the probability of something that has not been
defined. As soon as we have a set of well defined theories we can (in
principle) assign probabilites for them, and probabilities are thus always
to be interpreted relative to a specific class of alternatives (and the
information included). Within this class, one can find justification for a
theory, but of course not outside it. As soon as you go back and include a
new theory (Einstein's) in the class, a high-probability theory (Newton's)
can "drop dead". Again I think this is very much like the Popperian
approach (as far as I have understood it): we use the theory which has not
been criticised (or have withstood criticism the best) but we know it can
always be refuted in the future.

Note that the paper which originated this thread primarily treats the
entropy principle, and does not give the full account of Jaynes' approach
to probabilistic inference. Hence, some of my text here goes well outside



that particular paper.

I know this is not a perfect description or a flawless statement of my
points, but I hope you perceive it as a constructive attempt to clarify my
initial criticism of your description.

I don't think you understand Popper very well. You say things like:

As soon as we have a set of well defined theories we can

But as Popper explained, we never have that. All our ideas always have 
vagueness, we can never eradicate that. Further, Popper argued against 
beginning discussions with definitions.

Human information is all we have to draw conclusion from, and this information 
is often incomplete.

No, it's always incomplete. At least any Popperian would think so.

(In this sense, we have nothing but the "parochial bias" of our knowledge to lean 
on.)

By calling knowledge "parochial bias" you're putting everything besides the 
objective perfect truth that we never have in the same category. That's extremely 
incompatible with Popper.

Popperians take the position that there is a difference between knowledge and 
bias. They aren't equally good, they aren't the same thing, they're different.

Our knowledge is fallible *but that's OK*, and doesn't make it no better than 
whim, bias, etc... It can be both fallible and something different and better than 
bias or arbitrary assertion.

In a
particular problem with a certain space of possible (mutually exclusive)
propositions/hypothesis we should not put more weight on some unless it is
warranted by the information we have. (The weighting is probabilistic; more



below.)

Have you read The Beginning of Infinity? Deutsch (a Popperian) discusses 
weighting. You and he disagree. Please reply to his arguments.

One of the fundamental disagreements between Popperian and Bayesian 
epistemology is empiricism. Bayesianism is empiricist. Your comments are 
empiricist. Popperian epistemology *is not empiricist* and refutes empiricism.

This is discussed in BoI too.

One part of the issue is that Popperian epistemology applies to *all types of 
knowledge*, including non-empirical knowledge such as moral philosophy. 
Bayesianism (and induction in general) do not address the problem of non-
empirical knowledge. This is a major flaw.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 7, 2012 at 5:39 PM

On Dec 7, 2012, at 6:00 AM, ErikB <erikbjornemo@gmail.com> wrote:

Hi Allan,

Den fredagen den 7:e december 2012 kl. 10:53:57 UTC+1 skrev Alan Forrester:

On 7 Dec 2012, at 08:43, ErikB <erikbj...@gmail.com <javascript:>> wrote:

Human information is all we have to draw conclusion from, and this
information is often incomplete.

What does "human information" mean?

Putting it differently, when we humans draw conclusions we cannot use
anything else than what's "inside our heads" (call it knowledge,
information, collected experience or something you like better). I think
Jaynes stresses the distinction between reality and "human information"
because in the problems he worked he saw several times that failure to do
so caused unnecessary error and confusion. Especially as the probabilities
he uses are not physical entities but a reflection of that "human
information", and discussions about probability does too often suffer from
confusion about this distinction.

So even if we suspect that there is a correct description -- a truth --
out there we cannot use this here and now because we don't know what it is.
(In this sense, we have nothing but the "parochial bias" of our knowledge
to lean on.)

So ANY assumption you make about what you're observing, including the
assumption that probability theory and information theory apply to it,
could be wrong. In the light of that you should always be focused on
looking for errors. Any calculation of probability that doesn't help with
that is a distraction in epistemology.



Of course it could all be wrong, every single view I have and every single
premise I condition on. But to criticise a theory, or to use it in a
probability calculation, you must investigate its implications and meaning.
You need to, temporarily at least, treat it as a fact in your calculation.
In particular, if a theory can be used to make predicitions (which can
later be turned against the theory itself) you should, I think, make your
best possible predicitions to make any possible refutation as strong as
possible. Probability theory can help you do this quantitatively.
Probability theory does not help you to setup the theory you want to test
or the problem you want to solve.

Let's keep straight two senses of probability.

There is physics probability, which we have no problem with. This is the 
probability of *events*. For example, rolling dice.

There is also epistemological probability. This is a mistake. This is the probability 
of an *idea* being *true*.

Probability theory helps us when dealing with some physics theories. It does not 
help us with epistemology.

This is one of the basic clashes between Bayesian epistemology and Popperian 
epistemology. Bayes' formula is fine within probability, and is relevant to some 
scientific theories, but it is not the right approach *to epistemology*. That's an 
incorrect extension of it.

I'm not sure which sort of probability is referred to by each use of the term above. 
Please clarify.

The best way to use one's incomplete information is then to try to
assume as little as possible beyond the constraints our information
impose.This is what the maximum entropy method sets out to achieve. In a
particular problem with a certain space of possible (mutually exclusive)



propositions/hypothesis we should not put more weight on some unless it is
warranted by the information we have. (The weighting is probabilistic; more
below.) Because that would be biasing in the way we want to avoid. The
weighting should be biased according to the information we include in the
problem solving, but not in any other arbitrary way.This is where
information theory and entropy comes into play. It provides a way to choose
the least restrictive weighting, the most "non-commital" weighting as I
think Jaynes calls it. The prime example of this method I think is
statistical mechanics (thermodynamics) where knowledge of say volume and
pressure -- macroscopic variables -- are used to constrain the distribution
of the molecules' micro state (position, velocity) so that we can predict a
third macroscopic variable, temeprature. We do not know the micro-state
distribution, so we use the maximum entropy distribution because it
excludes as few possibilities as possible. It has minimum bias in the
entropy sense. The laws of physics does not prevent all molecules from
gathering in one corner of the volume, giving a strange temperature
reading, but we have no information regarding the micro-state so assuming
that highly non-uniform weighting would introduce unwarranted bias.

This involves mixing up two different senses of the word "information."
Information in the sense of information theory is a quantity with a
significance explained by the laws of physics: that is, you can do more
useful stuff if you have more information. An example. Suppose you have a
box with a partition down the middle and the gas is on one side but not the
other. If you have one bit of information about what side it is on, then
you can use all of the work that would be done by the gas when you lift the
partition. If you have less than one bit then you get this process wrong
with some probability and you get less work out of the gas. Information in
the sense of information theory makes substantive assumptions about the
laws of physics.

If I'm not mistaken, information theory was founded by Claude Shannon who
derived entropy as a measure of uncertainty.

This use of "uncertainty" has the same sort of issue as "probability" above: do 
you mean epistemology uncertainty or physics uncertainty?

 This information theory Jaynes



uses to show how (many applications of) statistical mechanics (and the
example you give above) can be seen as cases of inferences from incomplete
information. And yes, the more information one has, the more work one can
(possibly) get from a system (see for instance "Gibb's paradox" and "The
evolution of Carnot's principle" on http://bayes.wustl.edu/etj/node1.html).

Information in the sense of epistemology (knowledge) has to do with not
knowing stuff about the laws by which the universe operates. Without
knowledge you can't measure information in the sense of information theory.
So Jaynes' ideas are at best a flawed account of epistemology since they
cannot explain how you could create knowledge about information theory in
the first place.

I say it again: all calculations in Jaynes' version/description of
probability theory are conditional.

Another use of "probability" that I'm not sure which way it's meant.

So yes, it does rest on knowledge. You
don't need information theory to create knowledge. Or did Jaynes suggest
that? In that case I have missed that.

But this is an understatement of how bad the problem is.

Therefore, I think your description that "When we don't know, let
unconscious, parochial bias reign." actually is a misrepresentation of
Jaynes' method. It may well be a correct representation of your
understanding of it, but that I don't know. But when Jaynes really tries to
avoid unwarranted bias, I must find your description misleading.

There is bias in
(1) assuming that our guesses about laws of information theory work when
applied to a particular situation,
(2) assuming a particular set of numbers that agrees with the calculus of
probability
(3) a set of assumptions about how those numbers should change in a

http://bayes.wustl.edu/etj/node1.html


particular situation. (This depends on things like how you divide the world
into subsystems and stuff like that.)

Again, there is and should be bias in the calculations given by the
information/premises/assumptions you base your inference on. All Jaynes'
probabilities are conditional. The rules for probability as logic rest on a
few basic desiderata on consistency and real numbers. But, the bias here
refers to the weighting of the hypothesis in a particular problem given all
this background. That weighting should not be constrained in any other
arbitrary way because then you are implicitly introducing other assumptions
(which are then hard to criticise because they are "hidden", and they might
also contradict other assumptions). The maximum entropy principle is
applied to the defined "hypothesis space".

How does one decide what space to define?

Isn't that the sort of thing epistemology should help with? But if you need to 
already answer that to use Jaynes' ideas, then you have to think unaided by 
Jaynes' before you start using Jaynes, which means you need a full epistemology 
to do that well, at which point epistemology is already solved so what is Jaynes 
for?

Any one of those problems is fatal for a justificationist epistemology. If
you have assumptions, then you haven't justified them because at some point
you have unjustified premisses. Your position is justificationist as
illustrated by your use of the word "warranted" above and "justification"
below, so your position has been refuted.

On this thread it seems impossible to use certain words without being
labelled in a certain way and said to hold positions based on this label (a
position which is later, surprise, refuted). I tried to explain earlier
that my choice of words is probably imperfect but I think anyone genuinely
interested in what I try to say can understand it. I could start ranting
about other people's use of the word probability (or something else) and
then ascribe them various views that I refute. But what's the point. I



kindly ask, again, that we refrain from this unconstructive criticism of
words (but I certainly welcome alternative suggestions from someone trying
to understand my viewpoint).

Another possibility is that we have understood you, and you're mistaken, and we 
know it, and what you've said reveals it, and changing the words you used would 
make no difference, but you haven't understood us yet.

Saying we should just take all those assumptions for granted and providing
no account of how to revise them is an endorsement of bias.

Jaynes was a strong advocate of probability theory as logic, and
criticised Popper's views on probability and induction. However, *my* view
is that Bayesianism and Popperianism are very close and I tend to adhere to
both (I know this must sound like an impossible thing to do, but I'll try
to explain). I think Jaynes' criticism was partly correct (regarding
probabilities), but also flawed in the sense that Jaynes' and Popper's
approaches can be laid side by side with good match (obviously much
simplified here):

1. Define the problem you want to "solve"
2. Include all relevant information you have
(this sets the premises, the starting point which we for a while treat

as correct/true)
3. Make your best predicitions and compare with data (criticise the

premises/theory/...)
4. If your predicitions are bourne out we become more confident in our

use of the premises but has not learned anything fundamentally new (this is
Jaynes' version of induction). However, when the predicitions fail we must
go back and look at our premises (find a new theory). Then we really learn
something new.

If this was an accurate account of Jaynes' position then he wouldn't have
dressed it up in information theory, because he would have known that this
is misleading.



I don't know what he would have known about this. Can you explain why he
would have judged this as misleading and avoided using information theory?
Or maybe you can tell me why you think it is misleading, if you think so.

My guess is that Jaynes and Popper would have gotten along very well and
shared many views had they only been able to understand each other in the
aspect of probability theory (and what they mean with "induction"). Jaynes
uses probability as an extension of logic to handle "degrees of
implication".

There are no degrees of implication. A statement about the explanation for
something is either true or false. The whole idea of degrees of implication
playing a role in epistemology is wrong as explained in the "Choices"
chapter in BoI.

It is subjective in the sense that we all have different information
regarding a problem, but it is objective in the sense that the same
information should give the same probability assignment.

You're stressing subjectivity when what is really important for
epistemology is error regardless of its source. A group of people can all
be wrong when they agree, and this is common.

Taking this view, probabilities are always conditional just like
deductive logic rests on a set of premises. Jaynes' view on the problem
with zero probability for any theory is that these probabilities are not
zero but simply undefined because one cannot speak of the probability of
something that has not been defined. As soon as we have a set of well
defined theories we can (in principle) assign probabilites for them, and
probabilities are thus always to be interpreted relative to a specific
class of alternatives (and the information included). Within this class,
one can find justification for a theory, but of course not outside it. As
soon as you go back and include a new theory (Einstein's) in the class, a
high-probability theory (Newton's) can "drop dead". Again I think this is
very much like the Popperian approach (as far as I have understood it): we
use the theory which has not been criticised (or have withstood criticism
the best) but we know it can always be refuted in the future.



So you think that a justificationist would agree with Popper?

I suspect you use the term "justificationist" in a very specific way here,
but I don't know the exact definition of it.

Have you read much Popper? You claimed to agree with Popper. Popper 
explains this. You should be familiar with his major ideas before claiming to 
agree.

I can provide Popper reading recommendations if you say what you've read.

You can also find material on this topic in the list archives.

 As you have put it, it
appears to me that a justificationist agreeing with Popper is supposed to
be a contradiction in terms.

yes it is. Popper's biggest contribution to human knowledge was to identify and 
refute justificationism.

In that case: no I don't think a
justificationist would agree with Popper, but I think *Jaynes* would have
if they'd overcome their different views on probability. Again my
speculation about Jaynes. I think the two approaches are compatible (as
they are largely the same).

but Jaynes is a justificationist.

And if a "high probability" theory can drop dead tomorrow that probability
is irrelevant junk.

Eeh. Junk. That's constructive and informative.

It's just his vocabulary. Don't make a big deal out of it. junk = crap = useless = 



wrong = not valuable, etc

But it's relevant that a theory can be refuted tomorrow? The move from high
to low probability upon comparison in a new class of alternatives (or in
the face of new evidence) is simply a quantitative version of "refute by
criticism" Why are you so opposed to that idea? I think probability theory
as logic arms the Popperian with a powerful quantitative tool. As I have
stated, I think the Popperian approach (as I understand it) matches that of
Probability theory as logic well. Simplified: arm a Popperian with

This is the mistake i was talking about above: mixing up the two meanings of 
probability. The argument here relies on meaning *both at once*, and not 
acknowledging they are different. it's saying Popper should use a powerful tool -- 
which works in physics -- for epistemology (where it does not apply, as Popper 
himself wrote about, which you don't acknowledge or criticize).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The Future of Food
Date: December 7, 2012 at 5:51 PM

On Dec 7, 2012, at 10:47 AM, Dan Frank <danjfrank@gmail.com> wrote:

On Fri, Dec 7, 2012 at 7:13 AM, Rami Rustom <rombomb@gmail.com> wrote:
http://thebreakthrough.org/index.php/voices/michael-lind/the-future-of-food/

At their most extensive, hypothetical food factories, powered not by 
photosynthesis but by electricity, would occupy only a fraction of the space 
that is now taken up by farmland and grazing land.  If, say, half of today’s 
American food production could come from GM crops, or, better yet, in vitro 
food factories, we could free up more than 20 percent of U.S. land—more 
than six times America’s combined urban land area--for reforestation and 
other kinds of re-wilding.

That's pretty terrible.  Particularly this part:
... we could free up more than 20 percent of U.S. land—more than six times 
America’s combined urban land area--for reforestation and other kinds of re-
wilding.

This guy talks about freeing up farmland, which could be good, but
immediately follows it with a ridiculous anti-human suggestion for
what to do with that land.  He's fallen hard for anti-human
environmentalism.  That means he's a bad thinker and fervently
believes lots of false things.

it also doesn't make sense because we already have tons of wild land. i'm 
guessing he lives in a city and has a biased perspective or something?

-- Elliot Temple
http://beginningofinfinity.com/

http://thebreakthrough.org/index.php/voices/michael-lind/the-future-of-food/
http://beginningofinfinity.com/


From: ErikB <erikbjornemo@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 8, 2012 at 4:39 PM

Den fredagen den 7:e december 2012 kl. 23:11:09 UTC+1 skrev Elliot Temple:

On Dec 7, 2012, at 12:43 AM, ErikB <erikbj...@gmail.com <javascript:>>
wrote:

Den torsdagen den 6:e december 2012 kl. 23:45:56 UTC+1 skrev Elliot
Temple:

On Dec 6, 2012, at 2:27 PM, ErikB <erikbj...@gmail.com <javascript:>>
wrote:

Den fredagen den 24:e februari 2012 kl. 18:21:04 UTC+1 skrev Elliot
Temple:

On Feb 23, 2012, at 4:26 PM, Brian Scurfield wrote:

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Everett
%2017-June-1957.pdf?sequence=1

Jaynes is amazingly naive, more than once, on the first page. About
both epistemology and life.

Page 2 begins with comments about how linguistic choices, not people,
are responsible for how people think and the success, or not, of
persuasion.

As for what it's about, the top of page 3 and the top of the second
paragraph of page 3 are amazing. Jaynes thinks that if there is a

correct

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Everett%2017-June-1957.pdf?sequence=1


weighting function (scare quotes on "correct"), but we don't know what
it

is, then who cares? Let's just keep assuming the default one he prefers,
which he thinks is trivial but actually is full of complex background

ideas
that he's never subjected to critical scrutiny and which vary from

Bayesian
to Bayesian.

So summary of his approach:

When we don't know, let unconscious, parochial bias reign. This is
standard inductivism.

When we have some information, use it only as a modifier on the biased
starting point so that the initial bias always retains some influence
(diminishing to 0 as we approach omniscience). This is not standard
inductivism; inductivism does allow for changing one's mind and actually
rejecting one's initial ideas.

-- Elliot Temple
http://curi.us/

Hi Elliot,

I think your description and summary of Jaynes' entropy principle is
mistaken. What it actually achieves is minimum bias subject to the
constraints imposed by your information, which I think is quite badly
described as 'let parochial bias reign'. He advocates, I think, to use

your
information in the most unbiased way, and even if there is a correct
weighting out there it is of little immidiate use if you don't know what

it
is. An (imperfect) analogy to Popperianism: we use the best (in the

sense
of 'resilience to criticism') theory we have even if we do not know it

http://curi.us/


is
true.

I have never read Jaynes stating that you cannot change your initial
ideas. On the contrary, he states in his book Probability Theory as

Logic
that we learn the most when our predictions fail and we have to go back

and
reconsider the premises (just like Popper,I believe).

You have several times in this group let people know that they
misrepresent Popper's views. Unfortunately, I believe you did not read
Jaynes well enough to describe his approach (which do not mean I think

one
has to be an expert to join a discussion).

Dear Elliot,

I very much appreciate a discussion about these things, but would kindly
ask that we do try to understand what other people really mean rather

than
trying to find fault in the choice of words etc. I am not a native

English
speaker and may very well use a vocabulary that for native speakers

appear
weird or misleading. I will never be able to express what I mean

perfectly,
and I believe that neither will you. However, I think that we most of the
time can understand what is meant, even if we sometimes err genuinely in
our understanding. Maybe I did, maybe you did.

I agree with the principle. If you think I made a mistake, I'd be happy to
hear about it. Point it out specifically with a quotation and explanation.

A perceive your answer as quite hostile (and maybe you perceived mine as
such -- apologies then).



No I didn't perceive your post as hostile.

You have not said why you interpreted my post as hostile. I don't see the
purpose of telling me this perception without explaining it, because I
won't be able to change anything or criticize your perception without more
information.

To illustrate what I mean about focussing on words
and details, I include answers within your original text which I would

call
unconstructive (the type of answers I don't like) and then try to make a
constructive answer at the end. Whether that comes out well is another
thing, and depends on my ability rather than my attitude.

You claim Jaynes' methods decrease bias. I claim they do not. I do not
see

that this disagreement has anything to do with misrepresenting Jayne's
views. It looks to me like a disagreement about philosophy.

I never claimed that Jaynes' methods decrease bias. I claimed the bias it
at the minimum from the start, and you cannot decrease a minimum, right?
They don't start from large bias and then decrease it. *You* implicitly
claim they decrease bias: " the initial bias always retains some

influence
(diminishing to 0 ..."

How can bias be at a minimum at the start? We aren't perfect. We're suppose
to learn, improve, become less wrong, overcome bias as we make progress,
etc...

If bias is at a minimum at the start, then it's not possible to become less
biased, there's no room for improvement, what's the point of continuing?

Please explain how your position more. And your position does not seem to
me to be a typical Bayesian position, perhaps you could explain that too.



As to your claim that my comments are unconstructive: I don't see how
raising this disagreement between us is not constructive. I think we're now
discussing a meaningful disagreement about philosophy.

Further, my quote you are calling unconstructive was a direct reply to an
issue *you* raised. I think that not all the issues you raised in your
initial post were maximally constructive, but I didn't really mind and
replied. In particular it was your theme of blaming misrepresentation
rather than disagreement that I disagreed with and didn't find very
constructive. There are disagreements and I think it's most constructive to
focus on discussing those disagreements. But you had a different attitude,
OK, so I replied to you on your terms to see where it would go.

My point, my theme, was that we disagree about philosophy, so there are
actual meaningful disagreements we should be discussing, rather than
arguing about misrepresentation, vocabulary, etc... As I understand, you've
both advocated this above and called me unconstructive and hostile when I
said it. I don't follow.

I think I communicated that I was interpreting the *meaning and result*
of

Jaynes' positions as pro-bias, but was not claiming that he ever openly
said "let parochial bias reign". Whether I am correct or not in my view

on
this matter, that is not misrepresentation, is it?

I never said that you claimed he said "let parochial bias reign". I
claimed

that your "summary of his approach", which included the phrase "let
unconscious, parochial bias reign", is actually misrepresenting the

method
of Jaynes. Write "Summary of how Elliot has understood his approach" next
time. Don't hide behind "not claiming that he ever openly said". You
summarised his approach (or you think you did).



I don't see how you can interpret my replying to you as hiding. Saying I am
hiding is a hostile, inappropriate personal comment about my psychology.
Such comments violate the list rules FYI. Please refrain from speaking
about me in the future.

I don't see why you think my comments were unconstructive. YOu seem to
argue that they were wrong. That doesn't make them unconstructive, right?

I tried to understand what you were saying I had misrepresented about
Jaynes. You say that wasn't what it was. OK, what was it?

Regarding initial ideas, I was offering an interpretation of Bayesianism
which I think is fair, and which, correct or not, is not

misrepresentation
but a substantive philosophical perspective on the matter. That you did

not
understand my point -- let alone that you did not recognize my point as
something Jaynes' openly advocated -- does not make it a

misrepresentation.
It is merely a point of disagreement.

So an interpretation cannot be a misrepresentation?

No, one can be, but mine was not, as I had explained prior to making that
concluding-type statement.

So if I interpret and
describe the Popperian approach as a purely deductive process based

solely
on strong falsification of theories that's automatically a "substantive
philosophical perspective on the matter". Or, "Summary of Popper's
approach: uncertainty is bad so go only with the certain conclusions that



you can deduce from facts. Then your safe." Not a misrepresentation of
Popper?

And, "Jaynes thinks that if there is a correct weighting function (scare
quotes on "correct"), but we don't know what it is, then who cares?", is
that also an interpretation or is it a (mis)representation of what Jaynes
actually thought? Did he think "who cares"? I would claim, judging from

his
writings that "who cares" is very far from his viewpoint.

I was replying specifically to a paper by Jaynes. Did you read it? If you
found my interpretation on this unfair, could you please quote the text
you're going by? If you were unable to find the text I was interpreting,
could you ask what it is before accusing me of interpreting it wrong?

Is it perhaps it's the casual language you're objecting to? I agree my
interpretation changed the *style*, Jaynes would not have wrote it in the
same words I used.

Note that I did not say that *Jaynes said* you cannot change your
initial

ideas. I consider it an *implication* of his positions, not something he
says. So that objection is incorrect demonstrates a lack of

understanding
of what I was talking about.

You do not discuss what you did and did not understand about Jaynes'
method, nor offer a criticism of the actual content (only your straw man
version of it). If you'd like to discuss any of these matters, please try
to explain that implication explicitly from Jaynes' writings, or ask
specific questions where you find his method unclear.

I actually already gave specific references to the text and comments. You
so far have not commented on any specifics from the text and I have, so a
demand that I comment more specifically is inappropriate.

You've also come into a discussion between me and a friend of mine -- who



did understand (and agree with) my post which was a reply to him -- and
then kind of ridiculously said that if I'd like to discuss my old post with
you, the newcomer who doesn't understand our conversation and replied to an
old post, then I have do to some stuff.

You do not discuss what you did not understand about my point regarding
starting points, nor offer a criticism of the content. If you'd like to
discuss any of these matters, please try to explain your thinking on the
matter, or ask specific questions where you find my views unclear.

Was it your point? I thought it was a summary of Jaynes' approach, that
you

where criticising by saying that the starting point was biased. I say
that's not a good description of his method.

I made a point on that topic. I don't think you've understood my position.
Maybe if you began the discussion by asking more questions -- or asked now
-- that would help.

For example, if you think Bayesianism has some value to offer, you could
explain that to us. Then we could learn something or offer criticism, in
which case perhaps you could learn something. I think that would be more
interesting and productive than misconstruing philosophical disagreement

as
misrepresentation. But only if you are interested in it. So far you have
not expressed any interest in it. Please do not fake interest on my

account
or feel any pressure to take an interest in it (as people often do).

So when I criticise your description of Jaynes' method, that is not
expressing interest in having discussions. I thought criticism was at the
core of the Popperian approach. The idea was to first point out that your
description is most likely incorrect (as judging by the collected works

of



Jaynes) and then continue the discussion. But only if you are interested.
Do not fake interest in Jaynes' methods if you don't really want to read
carefully what he advocates.

You didn't express interest in discussing, or discuss, epistemology issues.
Your post was all about other things.

If you really want to convince me I have Jaynes wrong, maybe you should
provide quotes or cites from Jaynes like I did. I think that would be more
effective.

So, that was the type of argument I want to avoid henceforth. Let's try a
less agressive,

What aggression? You're making an extremely serious accusation but
providing no specific quote or explanation to go with it.

more constructive approach. We'll see how it goes (and I
hope I don't fail in this respect).

My perception of Jaynes' account on inference, probability and
Bayesianism

is broadly the following.

wait. he wrote a paper. i commented on that paper. if you're going to say
i'm wrong, you need to look at that paper not discuss your general
understanding of him without quotes/cites/etc

Human information is all we have to draw
conclusion from, and this information is often incomplete. So even if we
suspect that there is a correct description -- a truth -- out there we
cannot use this here and now because we don't know what it is. (In this
sense, we have nothing but the "parochial bias" of our knowledge to lean
on.) The best way to use one's incomplete information is then to try to
assume as little as possible beyond the constraints our information



impose.
This is what the maximum entropy method sets out to achieve. In a
particular problem with a certain space of possible (mutually exclusive)
propositions/hypothesis we should not put more weight on some unless it

is
warranted by the information we have. (The weighting is probabilistic;

more
below.) Because that would be biasing in the way we want to avoid. The
weighting should be biased according to the information we include in the
problem solving, but not in any other arbitrary way.This is where
information theory and entropy comes into play. It provides a way to

choose
the least restrictive weighting, the most "non-commital" weighting as I
think Jaynes calls it. The prime example of this method I think is
statistical mechanics (thermodynamics) where knowledge of say volume and
pressure -- macroscopic variables -- are used to constrain the

distribution
of the molecules' micro state (position, velocity) so that we can predict

a
third macroscopic variable, temeprature. We do not know the micro-state
distribution, so we use the maximum entropy distribution because it
excludes as few possibilities as possible. It has minimum bias in the
entropy sense. The laws of physics does not prevent all molecules from
gathering in one corner of the volume, giving a strange temperature
reading, but we have no information regarding the micro-state so assuming
that highly non-uniform weighting would introduce unwarranted bias.

Therefore, I think your description that "When we don't know, let
unconscious, parochial bias reign." actually is a misrepresentation of
Jaynes' method. It may well be a correct representation of your
understanding of it, but that I don't know. But when Jaynes really tries

to
avoid unwarranted bias, I must find your description misleading.

Did he really try to do so *in the paper I was commenting on*? Where?

Jaynes was a strong advocate of probability theory as logic, and
criticised



Popper's views on probability and induction. However, *my* view is that
Bayesianism and Popperianism are very close and I tend to adhere to both

Have you read the archived posts on this topic? Do you have any criticisms
of our arguments differentiating Bayesianism and Popperianism?

Also can you, btw, name a single quality Popperian who thinks Popperianism
and Bayesianism are close?

(I know this must sound like an impossible thing to do, but I'll try to
explain).

It's actually very common for people to try to claim they are both
Popperians and something else, and that's it's compatible. I see it all the
time. Typically they are not actually Popperians.

I think Jaynes' criticism was partly correct (regarding
probabilities), but also flawed in the sense that Jaynes' and Popper's
approaches can be laid side by side with good match (obviously much
simplified here):
1. Define the problem you want to "solve"
2. Include all relevant information you have
(this sets the premises, the starting point which we for a while treat as
correct/true)
3. Make your best predicitions and compare with data (criticise the
premises/theory/...)
4. If your predicitions are bourne out we become more confident in our

use
of the premises but has not learned anything fundamentally new (this is
Jaynes' version of induction). However, when the predicitions fail we

must
go back and look at our premises (find a new theory). Then we really

learn
something new.

My guess is that Jaynes and Popper would have gotten along very well

How does your guess handle Popper's published comments on the matter? He
was strongly critical of all this Bayesian stuff, and said why.



and
shared many views had they only been able to understand each other in the
aspect of probability theory (and what they mean with "induction").

Jaynes
uses probability as an extension of logic to handle "degrees of
implication". It is subjective in the sense that we all have different
information regarding a problem, but it is objective in the sense that

the
same information should give the same probability assignment. Taking this
view, probabilities are always conditional just like deductive logic

rests
on a set of premises. Jaynes' view on the problem with zero probability

for
any theory is that these probabilities are not zero but simply undefined
because one cannot speak of the probability of something that has not

been
defined. As soon as we have a set of well defined theories we can (in
principle) assign probabilites for them, and probabilities are thus

always
to be interpreted relative to a specific class of alternatives (and the
information included). Within this class, one can find justification for

a
theory, but of course not outside it. As soon as you go back and include

a
new theory (Einstein's) in the class, a high-probability theory

(Newton's)
can "drop dead". Again I think this is very much like the Popperian
approach (as far as I have understood it): we use the theory which has

not
been criticised (or have withstood criticism the best) but we know it can
always be refuted in the future.

Note that the paper which originated this thread primarily treats the
entropy principle, and does not give the full account of Jaynes' approach
to probabilistic inference. Hence, some of my text here goes well outside
that particular paper.



I know this is not a perfect description or a flawless statement of my
points, but I hope you perceive it as a constructive attempt to clarify

my
initial criticism of your description.

I don't think you understand Popper very well. You say things like:

As soon as we have a set of well defined theories we can

But as Popper explained, we never have that. All our ideas always have
vagueness, we can never eradicate that. Further, Popper argued against
beginning discussions with definitions.

Human information is all we have to draw conclusion from, and this
information is often incomplete.

No, it's always incomplete. At least any Popperian would think so.

(In this sense, we have nothing but the "parochial bias" of our knowledge
to lean on.)

By calling knowledge "parochial bias" you're putting everything besides the
objective perfect truth that we never have in the same category. That's
extremely incompatible with Popper.

Popperians take the position that there is a difference between knowledge
and bias. They aren't equally good, they aren't the same thing, they're
different.

Our knowledge is fallible *but that's OK*, and doesn't make it no better
than whim, bias, etc... It can be both fallible and something different and
better than bias or arbitrary assertion.

In a
particular problem with a certain space of possible (mutually exclusive)
propositions/hypothesis we should not put more weight on some unless it



is
warranted by the information we have. (The weighting is probabilistic;

more
below.)

Have you read The Beginning of Infinity? Deutsch (a Popperian) discusses
weighting. You and he disagree. Please reply to his arguments.

One of the fundamental disagreements between Popperian and Bayesian
epistemology is empiricism. Bayesianism is empiricist. Your comments are
empiricist. Popperian epistemology *is not empiricist* and refutes
empiricism.

This is discussed in BoI too.

One part of the issue is that Popperian epistemology applies to *all types
of knowledge*, including non-empirical knowledge such as moral philosophy.
Bayesianism (and induction in general) do not address the problem of
non-empirical knowledge. This is a major flaw.

-- Elliot Temple
http://beginningofinfinity.com/

Dear Elliot,

I see that my try at illustrating the type of answers/discussion I would **
not** like to have went completely wrong. Probably a bad idea from the
start. These answers, put in between your paragraphs, were written in the
style I perceived parts of your answer (although exaggerated): picking on
certain words and "I did not say he said" and that my comment "demonstrates
a lack of understanding" and "you did not understand my point". Probably I
was just being too sensitive in feeling you had a hostile attitude towards
me, but your answer did not give me a feeling that you where interested in
my point but more interested in saying I was just wrong and had not
understood. So the bad answers I gave are not the ones I would promote, and

http://beginningofinfinity.com/


when saying "let's try a less aggressive attitude" I referred to **my**
answer and not yours. All in all, bad attempt by me to be clear. Hopefully,
if I'm being clear enough now, we can discuss the interesting things in a
friendly but critical tone. I'll try my best.

By the way, I hope I did get the plain text formatting right this time.

I'll be back ;-)

Alll the best
Erik

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Freedom is Slavery
Date: December 10, 2012 at 9:20 AM

On Mon, Apr 16, 2012 at 5:09 PM, Elliot Temple <curi@curi.us> wrote:
“THE BASIC TROUBLE WITH THE MODERN WORLD,” SAID ELLSWORTH 
Toohey, ”is the intellectual fallacy that freedom and compulsion are opposites. 
To solve the gigantic problems crushing the world today, we must clarify our 
mental confusion. We must acquire a philosophical perspective. In essence, 
freedom and compulsion are one. Let me give you a simple illustration. Traffic 
lights restrain your freedom to cross a street whenever you wish. But this 
restraint gives you the freedom from being run over by a truck.

But freedom is an idea that can only be applied to choices. When a
person gets run over by a truck because he ran a red light (or the
truck ran a red light), the person had the freedom to choose to cross
the intersection, and he did, and got run over. He also had the
freedom to choose to look for oncoming traffic before he crossed the
intersection.

If you were assigned to a job and prohibited from leaving it, it would restrain the 
freedom of your career. But it would give you freedom from the fear of 
unemployment.

Again freedom is about choices. Everybody already has the freedom to
not fear unemployment -- or anything else.

Whenever a new compulsion is imposed upon us, we automatically gain a new 
freedom. The two are inseparable. Only by accepting total compulsion can we 
achieve total freedom.

This stuff doesn't seem serious. Do people actually think this way?

The Fountainhead, by Ayn Rand. (The speaker is one of the book's villains.)



-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Argument by Intimidation objectivism-discussion <objectivism-
discussion@googlegroups.com>
Date: December 10, 2012 at 9:27 AM

Here's an example (from The Fountain Head) of an Argument by
Intimidation. Argument by Intimidation is explained in the last
chapter of The Virtue of Selfishness.

“No intelligent person believes in freedom nowadays. It’s dated. The
future belongs to social planning. Compulsion is a law of nature.
That’s that. It’s self-evident.”

Rand, Ayn (2005-04-26). The Fountainhead (Kindle Locations
13303-13305). Penguin Group. Kindle Edition.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Erik Björnemo <erikbjornemo@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 10, 2012 at 4:54 PM

On Dec 07 02:39PM -0800 Elliot Temple wrote:

2012/12/10 ErikB <erikbjornemo@gmail.com>:

Den fredagen den 7:e december 2012 kl. 23:11:09 UTC+1 skrev Elliot 
Temple:

On Dec 7, 2012, at 12:43 AM, ErikB <erikbj...@gmail.com> wrote:

Den torsdagen den 6:e december 2012 kl. 23:45:56 UTC+1 skrev Elliot
Temple:

On Dec 6, 2012, at 2:27 PM, ErikB <erikbj...@gmail.com <javascript:>>
wrote:

Den fredagen den 24:e februari 2012 kl. 18:21:04 UTC+1 skrev Elliot
Temple:

On Feb 23, 2012, at 4:26 PM, Brian Scurfield wrote:

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to
%20Everett%2017-June-1957.pdf?sequence=1

Jaynes is amazingly naive, more than once, on the first page. About
both epistemology and life.

Page 2 begins with comments about how linguistic choices, not people,
are responsible for how people think and the success, or not, of
persuasion.

http://ucispace.lib.uci.edu/bitstream/handle/10575/1158/Jaynes%20to%20Everett%2017-June-1957.pdf?sequence=1


As for what it's about, the top of page 3 and the top of the second
paragraph of page 3 are amazing. Jaynes thinks that if there is a
correct
weighting function (scare quotes on "correct"), but we don't know what
it
is, then who cares? Let's just keep assuming the default one he
prefers,
which he thinks is trivial but actually is full of complex background
ideas
that he's never subjected to critical scrutiny and which vary from
Bayesian
to Bayesian.

So summary of his approach:

When we don't know, let unconscious, parochial bias reign. This is
standard inductivism.

When we have some information, use it only as a modifier on the
biased
starting point so that the initial bias always retains some influence
(diminishing to 0 as we approach omniscience). This is not standard
inductivism; inductivism does allow for changing one's mind and
actually
rejecting one's initial ideas.

-- Elliot Temple
http://curi.us/

Hi Elliot,

I think your description and summary of Jaynes' entropy principle is
mistaken. What it actually achieves is minimum bias subject to the
constraints imposed by your information, which I think is quite badly
described as 'let parochial bias reign'. He advocates, I think, to use
your

http://curi.us/


information in the most unbiased way, and even if there is a correct
weighting out there it is of little immidiate use if you don't know
what it
is. An (imperfect) analogy to Popperianism: we use the best (in the
sense
of 'resilience to criticism') theory we have even if we do not know it
is
true.

I have never read Jaynes stating that you cannot change your initial
ideas. On the contrary, he states in his book Probability Theory as
Logic
that we learn the most when our predictions fail and we have to go back
and
reconsider the premises (just like Popper,I believe).

You have several times in this group let people know that they
misrepresent Popper's views. Unfortunately, I believe you did not read
Jaynes well enough to describe his approach (which do not mean I think
one
has to be an expert to join a discussion).

You've also come into a discussion between me and a friend of mine -- who
did understand (and agree with) my post which was a reply to him

Dear Elliot,

I saw that your post was a reply to a Brian Scurfield, but I did not
succeed in finding any posts prior to yours (which I replied to --
novice mistake maybe), So your post is the starting point for me.
Sorry to behave like I don't care about the preceding discussion. I
just don't know what it is.

My perception of Jaynes' account on inference, probability and
Bayesianism
is broadly the following.



wait. he wrote a paper. i commented on that paper. if you're going to say
i'm wrong, you need to look at that paper not discuss your general
understanding of him without quotes/cites/etc

You're probably right that I should have been more specific, but I got
carried away because the paper covers only part of Jaynes work. In
trying to explain his position as I understand it I took on the
broader view, which I believe is needed to understand his position. At
any rate I'll try to be more specific.

Have you read The Beginning of Infinity? Deutsch (a Popperian) discusses
weighting. You and he disagree. Please reply to his arguments.

One of the fundamental disagreements between Popperian and Bayesian
epistemology is empiricism. Bayesianism is empiricist. Your comments are
empiricist. Popperian epistemology *is not empiricist* and refutes
empiricism.

This is discussed in BoI too.

For the record: No, I have not read BoI, only various posts in this
group. It would be very interesting to do so once/if I find the time.
If you think it's not appropriate that I post here without having a
better grasp of the specifics in BoI I understand and will respect
that. It's a BoI list after all. My entry point here was Jaynes, whose
work I know far better than Popper BoI (but far from perfectly).

Maybe a little "restart" of the discussion is needed since I kind of
messed up my first entrance on this list. I have triggered quite a few
critical replies from others, and if I just continue the same way I
will diverge and mess it all up even more. Sorry for not replying to
all remarks right now, but hopefully we'll get back to them. So before
going back to Jaynes paper and his general position I have the
following "stupid" question:

*Does logic have a natural (important) role in the Popper/BoI "framework"? *

I haven't ever questioned that it has, but to avoid building a
discussion on an elementary mistake I still would like your answer. I



have seen it as a tool useful for criticism with a natural place in
the Popperian "workflow" (by that I don't mean that Popperians use a
*deductive method* as in deducing theories or similar). And in Jaynes'
world (and mine), logic and probability have close connections which I
believe should be sorted out to get a menaingful discussion.

Best regards,
Erik

-- 



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 10, 2012 at 5:23 PM

On 11/12/2012 8:54 AM, Erik Björnemo wrote:
*Does logic have a natural (important) role in the Popper/BoI "framework"? *

I haven't ever questioned that it has, but to avoid building a
discussion on an elementary mistake I still would like your answer. I
have seen it as a tool useful for criticism with a natural place in
the Popperian "workflow" (by that I don't mean that Popperians use a
*deductive method*  as in deducing theories or similar). And in Jaynes'
world (and mine), logic and probability have close connections which I
believe should be sorted out to get a menaingful discussion.

Best regards,
Erik

Eric, to get a hint of Popper's position without a lot of reading you could dip into 
my "crib" or reading guide to The Logic of Scientific Discovery.

http://www.the-rathouse.com/Popper-papers/LSD-READER.html

Rafe Champion
Sydney

http://www.the-rathouse.com/Popper-papers/LSD-READER.html


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 10, 2012 at 5:29 PM

On Dec 10, 2012, at 1:54 PM, Erik Björnemo <erikbjornemo@gmail.com> wrote:

On Dec 07 02:39PM -0800 Elliot Temple wrote:

Have you read The Beginning of Infinity? Deutsch (a Popperian) discusses
weighting. You and he disagree. Please reply to his arguments.

One of the fundamental disagreements between Popperian and Bayesian
epistemology is empiricism. Bayesianism is empiricist. Your comments are
empiricist. Popperian epistemology *is not empiricist* and refutes
empiricism.

This is discussed in BoI too.

For the record: No, I have not read BoI, only various posts in this
group. It would be very interesting to do so once/if I find the time.
If you think it's not appropriate that I post here without having a
better grasp of the specifics in BoI I understand and will respect
that. It's a BoI list after all. My entry point here was Jaynes, whose
work I know far better than Popper BoI (but far from perfectly).

You can post before reading if you want. Use your judgment about when not 
having read the book is a problem.

Maybe a little "restart" of the discussion is needed since I kind of
messed up my first entrance on this list. I have triggered quite a few
critical replies from others,

Bear in mind that *everyone* can expect critical replies here. For example, if you 
search for David Deutsch's posts you will find critical replies to some of them.



and if I just continue the same way I
will diverge and mess it all up even more. Sorry for not replying to
all remarks right now,

You are not obligated to reply to all remarks. The ethos here is to interact on a 
voluntary basis for *mutual benefit*. That means: only write replies which you 
consider to your benefit. Never write a reply out of duty to someone else, but 
which you do not wish to write; do not sacrifice in the slightest.

but hopefully we'll get back to them. So before
going back to Jaynes paper and his general position I have the
following "stupid" question:

*Does logic have a natural (important) role in the Popper/BoI "framework"? *

Logic, taken narrowly, is fine. We don't have criticisms of it.

I haven't ever questioned that it has, but to avoid building a
discussion on an elementary mistake I still would like your answer. I
have seen it as a tool useful for criticism with a natural place in
the Popperian "workflow" (by that I don't mean that Popperians use a
*deductive method* as in deducing theories or similar). And in Jaynes'
world (and mine), logic and probability have close connections which I
believe should be sorted out to get a menaingful discussion.

We consider deduction fallible, and (purportedly) deduced conclusions open to 
criticism.

We are open to all types of argument, given that they are subjected to the 
scrutiny of unlimited criticism. We judge ideas by whether there is criticism or not.

Note: there are not degrees of criticism. One criticism, which is not itself criticized, 
is fatal/decisive. The end. (However, some other idea, similar to the refuted one, 
but different in such a way that the criticism no longer applies, may still be 
correct.)

Put another way, "That argument is not deductive" is not considered a good 
criticism. So deduction hasn't got a special place in that sense. (Why isn't it a 



criticism? Because it could be true, and the argument it's about could also be 
true, at the same time. If some "criticism" would not be decisive even if true, it's 
an incorrect criticism.)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Erik Björnemo <erikbjornemo@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 11, 2012 at 4:01 PM

2012/12/10 Elliot Temple <curi@curi.us>

On Dec 10, 2012, at 1:54 PM, Erik Björnemo <erikbjornemo@gmail.com> 
wrote:

*Does logic have a natural (important) role in the Popper/BoI "framework"? *

Logic, taken narrowly, is fine. We don't have criticisms of it.

I haven't ever questioned that it has, but to avoid building a
discussion on an elementary mistake I still would like your answer. I
have seen it as a tool useful for criticism with a natural place in
the Popperian "workflow" (by that I don't mean that Popperians use a
*deductive method* as in deducing theories or similar). And in Jaynes'
world (and mine), logic and probability have close connections which I
believe should be sorted out to get a menaingful discussion.

We consider deduction fallible, and (purportedly) deduced conclusions open to 
criticism.

We are open to all types of argument, given that they are subjected to the 
scrutiny of unlimited criticism. We judge ideas by whether there is criticism or 
not.

Note: there are not degrees of criticism. One criticism, which is not itself 
criticized, is fatal/decisive. The end. (However, some other idea, similar to the 
refuted one, but different in such a way that the criticism no longer applies, may 
still be correct.)

Should that not be "The tentative end" rather than "The end"? Because
if I put forward a criticism of your criticism it will be
(tentatively) refuted and the theory/idea is resurrected (for the time



being). Otherwise there would exist infallible criticisms, and I don't
see how that is Popperian.

As for degrees of criticism, is not a well-designed and precise
experiment a much stronger criticism than a sloppy imprecise
experiment? (I know experiments are not the only type of criticism.)
The former must be harder to criticise than the latter. And there
should be situations where you are in between the very good and the
very bad experiment. If you say that the world of criticisms is black
and white, how can the colour of a critical attempt be determined?

Put another way, "That argument is not deductive" is not considered a good 
criticism. So deduction hasn't got a special place in that sense. (Why isn't it a 
criticism? Because it could be true, and the argument it's about could also be 
true, at the same time. If some "criticism" would not be decisive even if true, it's 
an incorrect criticism.)

-- Elliot Temple
http://fallibleideas.com/

So logic is so far without criticism, and the conclusion
- If A then B
- B is false, so A is false
is accepted as long as the premise is not criticised. The extension of
this logic to cases like
- If A then B
- B is true, so A is not less plausible
has been shown to follow the rules of probability theory (RT Cox 1946,
“Probability, Frequency, and Reasonable Expectation”) if one accepts a
few basic desiderata on real numbers, consistency and common sense.
There has been objections to the use probability as extended logic as
part of a Popperian methodology here. In light of the above, with
uncriticised logic and a derived extension to probability, what is
your criticism? Is it against the desiderata, the derivation by Cox,
or something else? I think this will have bearing on how to
understands Jaynes and his paper this thread started with.

Best regards,

http://fallibleideas.com/


Erik



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 11, 2012 at 4:39 PM

On 12/11/2012 9:01 PM, Erik Björnemo wrote:
2012/12/10 Elliot Temple <curi@curi.us>

On Dec 10, 2012, at 1:54 PM, Erik Björnemo <erikbjornemo@gmail.com> 
wrote:

*Does logic have a natural (important) role in the Popper/BoI "framework"? *
Logic, taken narrowly, is fine. We don't have criticisms of it.

I haven't ever questioned that it has, but to avoid building a
discussion on an elementary mistake I still would like your answer. I
have seen it as a tool useful for criticism with a natural place in
the Popperian "workflow" (by that I don't mean that Popperians use a
*deductive method* as in deducing theories or similar). And in Jaynes'
world (and mine), logic and probability have close connections which I
believe should be sorted out to get a menaingful discussion.

We consider deduction fallible, and (purportedly) deduced conclusions open to 
criticism.

We are open to all types of argument, given that they are subjected to the 
scrutiny of unlimited criticism. We judge ideas by whether there is criticism or 
not.

Note: there are not degrees of criticism. One criticism, which is not itself 
criticized, is fatal/decisive. The end. (However, some other idea, similar to the 
refuted one, but different in such a way that the criticism no longer applies, 
may still be correct.)

Should that not be "The tentative end" rather than "The end"? Because
if I put forward a criticism of your criticism it will be
(tentatively) refuted and the theory/idea is resurrected (for the time
being). Otherwise there would exist infallible criticisms, and I don't
see how that is Popperian.

Well, yes; but everything's tentative, so there's little point saying '(tentatively) X' 
over and over.



As for degrees of criticism, is not a well-designed and precise
experiment a much stronger criticism than a sloppy imprecise
experiment?

A well-designed and precise experiment has already been subjected to many 
criticisms and evolved to refute them - that is how it became well-designed and 
precise in the first place. However, it's still the case that a single criticism can 
refute a well-designed and precise experiment. So when you call something a 
'stronger criticism,' what are the actual implications of that? What decisions will 
you make in which the outcome depends on whether a criticism is 'strong'?

If you say that the world of criticisms is black and white, how can the colour of a 
critical attempt be determined?

But why do you want to assign a 'colour' to an experiment at all? To what end?

- Richard



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 11, 2012 at 4:42 PM

On Dec 11, 2012, at 1:01 PM, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/10 Elliot Temple <curi@curi.us>

On Dec 10, 2012, at 1:54 PM, Erik Björnemo <erikbjornemo@gmail.com> 
wrote:

*Does logic have a natural (important) role in the Popper/BoI "framework"? *

Logic, taken narrowly, is fine. We don't have criticisms of it.

I haven't ever questioned that it has, but to avoid building a
discussion on an elementary mistake I still would like your answer. I
have seen it as a tool useful for criticism with a natural place in
the Popperian "workflow" (by that I don't mean that Popperians use a
*deductive method* as in deducing theories or similar). And in Jaynes'
world (and mine), logic and probability have close connections which I
believe should be sorted out to get a menaingful discussion.

We consider deduction fallible, and (purportedly) deduced conclusions open to 
criticism.

We are open to all types of argument, given that they are subjected to the 
scrutiny of unlimited criticism. We judge ideas by whether there is criticism or 
not.

Note: there are not degrees of criticism. One criticism, which is not itself 
criticized, is fatal/decisive. The end. (However, some other idea, similar to the 
refuted one, but different in such a way that the criticism no longer applies, 
may still be correct.)

Should that not be "The tentative end" rather than "The end"? Because



if I put forward a criticism of your criticism it will be
(tentatively) refuted and the theory/idea is resurrected (for the time
being). Otherwise there would exist infallible criticisms, and I don't
see how that is Popperian.

This is a matter of categorization by what is conceptually useful. There are 
different ways to describe the same objective reality.

The way I think is most elegant and useful is to see that "resurrection" as a *new 
idea* which comes in two parts: the old idea plus the criticism of the criticism. The 
old idea itself is therefore not resurrected, and never can be, instead we have this 
new variant.

It's possible to describe the same thing in other ways which may or may not be 
more convenient or useful for some purposes. I think theories being resurrected 
is, in general, an unnecessary conceptual complication.

As for degrees of criticism, is not a well-designed and precise
experiment a much stronger criticism than a sloppy imprecise
experiment? (I know experiments are not the only type of criticism.)
The former must be harder to criticise than the latter. And there
should be situations where you are in between the very good and the
very bad experiment. If you say that the world of criticisms is black
and white, how can the colour of a critical attempt be determined?

What difference do you expect this to make? What problem are you trying to 
solve?

For the problem I was discussing, I think it makes no difference. That is: if an idea 
is refuted by a criticism, it's refuted, the end. We do not need to consider the 
degree of criticism.

For another problem, such as what types of criticisms to try to come up with, then 
trying to come up with more challenging ones has some merit.

Put another way, "That argument is not deductive" is not considered a good 
criticism. So deduction hasn't got a special place in that sense. (Why isn't it a 



criticism? Because it could be true, and the argument it's about could also be 
true, at the same time. If some "criticism" would not be decisive even if true, it's 
an incorrect criticism.)

So logic is so far without criticism, and the conclusion
- If A then B
- B is false, so A is false
is accepted as long as the premise is not criticised. The extension of
this logic to cases like
- If A then B
- B is true, so A is not less plausible

What does "plausible" mean here?

I think it's yet another synonym for justification. (aka authority, support, 
confirmation, etc)

I agree that in the context of A implying B, B being true is not a criticism of A 
being true. (And B being false is a criticism of A being true). This is not a matter of 
probability. If you're trying to say something other than these statements about 
criticism, what is it?

has been shown to follow the rules of probability theory (RT Cox 1946,
“Probability, Frequency, and Reasonable Expectation”) if one accepts a
few basic desiderata on real numbers, consistency and common sense.
There has been objections to the use probability as extended logic as
part of a Popperian methodology here. In light of the above, with
uncriticised logic and a derived extension to probability, what is
your criticism? Is it against the desiderata, the derivation by Cox,
or something else? I think this will have bearing on how to
understands Jaynes and his paper this thread started with.

http://jimbeck.caltech.edu/summerlectures/references/ProbabilityFrequencyReas
onableExpectation.pdf

Page 1 begins by discussing physical probability of events (a blindfolded man 
randomly choosing colored balls). That is not epistemology, it is not "probability 
that an idea is true" or anything of that type. The article lacks an abstract, 

http://jimbeck.caltech.edu/summerlectures/references/ProbabilityFrequencyReasonableExpectation.pdf


introduction, or summary. I skimmed a bit and didn't spot anything relevant. So, 
please be more specific about the relevance.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Common Preference theory basics
Date: December 11, 2012 at 5:53 PM

On Dec 7, 2012, at 5:20 AM, Lulie Tanett <lulie@LULIE.ORG> wrote:

Someone on my FB asked:

What ought our response be to unfair moral obligations/requirements?

My reply:

'Unfair' is ambiguous. Do you mean unreasonable? Or unwanted?

If unreasonable, just decline to take them on.

If unwanted but you still have them, you need to solve the problem. Find out 
why you don't want them, whether they are actually good or not. Either find a 
way to be happy with them, or conclude that they are actually bad and find a 
way to change them.

Some situations will involve a bit of a mix: They were a bad situation to get into, 
but once you're in then it would be bad to leave (for example having a child and 
then realising you didn't have enough money to continue your preferred 
lifestyle). In that case, you recognise that continuing *is* the best option, and 
again find a way to solve the problems such that you're happy with it.

The background philosophy of these suggestions is:

1. Any conflict (either between two people, or within one mind) has a solution. 
(Often many solutions.)

2. A solution can be found by what's called 'common preference' finding. A 
common preference is a solution to or resolution of a disagreement which all 
parties are happy with (all parties *prefer* to their initial preference or any other 
solutions they can think of).

3. There are no inherent conflicts of interest: There is objective morality -- an 
objectively better solution -- which is better *for everyone*, not one person at the 
expense of another.



4. If you have to do something you don't want to do, that is a problem. Feeling 
bad about something is a problem (and/or indicates there is a problem) -- it's not 
a necessity of life.

5. Importantly: When you feel bad about something, and you think you should 
be doing the thing anyway, *you do not actually know which is better*! This is an 
un-resolved conflict. You can't know the solution until you solve the problem. It 
might be that your feeling is right, or it might be that your head is right -- it's 
impossible to tell in advance.

They're both wrong. If either had adequate knowledge that would include a 
rebuttal of the rival idea you're unsure about.

If you knew the full answer -- i.e. had a proper solution -- you wouldn't feel bad 
(or else you'd know the thing you thought was good isn't in fact good).

Right. And in this situation you don't know the full answer yet. So new knowledge 
is needed. Neither side has enough knowledge.

6. It only takes *one* criticism of something to refute it. If you have a criticism of 
something, then as far as you know it's wrong. True things have no criticisms of 
them. (And you could include: 7. It is possible, and desirable, for us humans to 
get to a place where we have no known criticisms of an idea. This will take more 
explaining which goes beyond the scope of this message tho.)

Right and you have criticisms of both sides: they each lack enough knowledge to 
address the other side's points.

I think a lot of people think they have obligations, and feel bad about them. This 
is both unnecessary and risky. Feeling bad about something indicates there is a 
problem, an unresolved criticism, with it. To continue despite having a criticism 
is by definition irrational: it's believing something which you have already 
tentatively refuted. So it's risky in that you might jump to the wrong side. And it's 
unnecessary in that you'll either feel bad, or do something you feel like which 
you consider flawed.

Why do you think this philosophy has not caught on more yet?



-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] "Honest Resume"
Date: December 11, 2012 at 7:09 PM

http://coudal.com/archives/2012/12/honest_resume.php

"I lead a crew of energetic but woefully trendy young designers who have 
never learned to set type by hand and never will. My account team is 
combative and seems to delight in miscommunicating with clients."

The World's First and Only Completely Honest Resume of a Graphic Designer, 
by Marco Kaye.

If you click through, the resume also claims he committed assault while on the 
job. I take it that's a lie.

But I did not think it was an honest resume even before I clicked through. I 
thought it was a trendy, exaggerated, negative resume. It's in a particular style 
which involves admitting some common flaws people don't like to admit. That is 
different than honesty.

The assumption going on is that admitting negative things reveals total honesty, 
and failing to do so reveals dishonesty.

From such an assumption, who profits and who loses?

A man with nothing negative to admit loses. He can either tell negative lies about 
himself, or tell the truth and be considered dishonest.

A man with negative things wins. He can either lie and be considered no more 
dishonest than the first guy's true positive statements, or tell the truth and be 
praised as the only honest guy around without having betrayed his merit.

-- Elliot Temple
http://beginningofinfinity.com/

http://coudal.com/archives/2012/12/honest_resume.php
http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] "Honest Resume"
Date: December 11, 2012 at 7:47 PM

On Tue, Dec 11, 2012 at 6:09 PM, Elliot Temple <curi@curi.us> wrote:
http://coudal.com/archives/2012/12/honest_resume.php

"I lead a crew of energetic but woefully trendy young designers who have 
never learned to set type by hand and never will. My account team is 
combative and seems to delight in miscommunicating with clients."

The World's First and Only Completely Honest Resume of a Graphic Designer, 
by Marco Kaye.

If you click through, the resume also claims he committed assault while on the 
job. I take it that's a lie.

But I did not think it was an honest resume even before I clicked through. I 
thought it was a trendy, exaggerated, negative resume. It's in a particular style 
which involves admitting some common flaws people don't like to admit. That is 
different than honesty.

The assumption going on is that admitting negative things reveals total honesty, 
and failing to do so reveals dishonesty.

From such an assumption, who profits and who loses?

A man with nothing negative to admit loses. He can either tell negative lies 
about himself, or tell the truth and be considered dishonest.

A man with nothing negative to admit implies perfection, so not possible.

A man with negative things wins. He can either lie and be considered no more 
dishonest than the first guy's true positive statements, or tell the truth and be 
praised as the only honest guy around without having betrayed his merit.

http://coudal.com/archives/2012/12/honest_resume.php


A man with negative things includes everybody.

Or, by negative thing, you mean something other than a mistake or mistaken 
idea.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] szasz on scientism and statism
Date: December 12, 2012 at 2:29 AM

Thomas Szasz in _Sex by Prescription_, p 122, regarding statements by Mary 
Calderone about intentionally linking sex with health & science, and unlinking sex 
with religion & morality:

This is the characteristic rhetoric of scientism and statism: take whatever people 
do from whoever controls it, and give it to "science" and the state to control it on 
their behalf.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Erik Björnemo <erikbjornemo@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 12, 2012 at 2:55 AM

2012/12/11 Elliot Temple <curi@curi.us>:

On Dec 11, 2012, at 1:01 PM, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/10 Elliot Temple <curi@curi.us>

On Dec 10, 2012, at 1:54 PM, Erik Björnemo <erikbjornemo@gmail.com> 
wrote:

*Does logic have a natural (important) role in the Popper/BoI "framework"? *

Logic, taken narrowly, is fine. We don't have criticisms of it.

We consider deduction fallible, and (purportedly) deduced conclusions open 
to criticism.

We are open to all types of argument, given that they are subjected to the 
scrutiny of unlimited criticism. We judge ideas by whether there is criticism or 
not.

Note: there are not degrees of criticism. One criticism, which is not itself 
criticized, is fatal/decisive. The end. (However, some other idea, similar to the 
refuted one, but different in such a way that the criticism no longer applies, 
may still be correct.)

Should that not be "The tentative end" rather than "The end"? Because
if I put forward a criticism of your criticism it will be
(tentatively) refuted and the theory/idea is resurrected (for the time
being). Otherwise there would exist infallible criticisms, and I don't
see how that is Popperian.

This is a matter of categorization by what is conceptually useful. There are 
different ways to describe the same objective reality.



The way I think is most elegant and useful is to see that "resurrection" as a *new 
idea* which comes in two parts: the old idea plus the criticism of the criticism. 
The old idea itself is therefore not resurrected, and never can be, instead we 
have this new variant.

It's possible to describe the same thing in other ways which may or may not be 
more convenient or useful for some purposes. I think theories being resurrected 
is, in general, an unnecessary conceptual complication.

Dear Elliot,

Maybe it's only a matter of taste, but I think your approach is less
elegant. If every theory is replaced by a new one with an appendix
every time it "survives" a criticism, old and well tested theories
carry a huge amount of appendices that we should keep track of.
Resurrected is maybe a bad word, but I think that if the criticism is
refuted, the theory stands unaffected rather than appended with
something we consider flawed/incorrect.

As for degrees of criticism, is not a well-designed and precise
experiment a much stronger criticism than a sloppy imprecise
experiment? (I know experiments are not the only type of criticism.)
The former must be harder to criticise than the latter. And there
should be situations where you are in between the very good and the
very bad experiment. If you say that the world of criticisms is black
and white, how can the colour of a critical attempt be determined?

What difference do you expect this to make? What problem are you trying to 
solve?

For the problem I was discussing, I think it makes no difference. That is: if an 
idea is refuted by a criticism, it's refuted, the end. We do not need to consider 
the degree of criticism.

For another problem, such as what types of criticisms to try to come up with, 
then trying to come up with more challenging ones has some merit.



What merit, if a criticism is always criticism without "ranking" or
"weight"? Is it better because it is harder to criticise? Then I would
say it is a stronger criticism, a criticism carrying more "weight"
than a less challenging one. Maybe our difference lies in that you
prefer a sequence of appended criticisms (which is probably made
shorter if the first criticism is challenging), while I prefer to
weight criticisms (so that a very good experiment outweighs 100 bad
ones).

Put another way, "That argument is not deductive" is not considered a good 
criticism. So deduction hasn't got a special place in that sense. (Why isn't it a 
criticism? Because it could be true, and the argument it's about could also be 
true, at the same time. If some "criticism" would not be decisive even if true, 
it's an incorrect criticism.)

So logic is so far without criticism, and the conclusion
- If A then B
- B is false, so A is false
is accepted as long as the premise is not criticised. The extension of
this logic to cases like
- If A then B
- B is true, so A is not less plausible

What does "plausible" mean here?

I think it's yet another synonym for justification. (aka authority, support, 
confirmation, etc)

I would say justified in the same sense as the conclusion "A is false"
is justified *given that* the premises are true. Not justified in a
"global" sense, because the premises can be false. I claim that this
is the meaning of "justified" one must use in order to understand
Jaynes: it is always conditional on background theories and "facts"
not questioned for the moment. Is that a sense of "local"
justification you could agree with for logic? Or do you not think that



"A is false" is justified *given that*... To understand each other I
think we should sort this out, or find another word for "local" or
"conditional" justification. I don't see how "conditional
justification" it clashes with Popper.

I agree that in the context of A implying B, B being true is not a criticism of A 
being true. (And B being false is a criticism of A being true). This is not a matter 
of probability. If you're trying to say something other than these statements 
about criticism, what is it?

Well, I claim, as Jaynes does, that it *is* a matter of probability
(as extended logic). Logic is silent on conclusions from "B is true",
but probability theory as logic is not. That is why I think the step
from logic to extended logic is interesting. What is it that you
criticise about extending logic? When you claim that this is not a
matter of probability, I guess you mean something along the lines "not
a matter of relative frequencies" or "not a matter of physical
probabilities". But I could be wrong.

has been shown to follow the rules of probability theory (RT Cox 1946,
“Probability, Frequency, and Reasonable Expectation”) if one accepts a
few basic desiderata on real numbers, consistency and common sense.
There has been objections to the use probability as extended logic as
part of a Popperian methodology here. In light of the above, with
uncriticised logic and a derived extension to probability, what is
your criticism? Is it against the desiderata, the derivation by Cox,
or something else? I think this will have bearing on how to
understands Jaynes and his paper this thread started with.

http://jimbeck.caltech.edu/summerlectures/references/ProbabilityFrequencyRea
sonableExpectation.pdf

Page 1 begins by discussing physical probability of events (a blindfolded man 
randomly choosing colored balls). That is not epistemology, it is not "probability 
that an idea is true" or anything of that type. The article lacks an abstract, 
introduction, or summary. I skimmed a bit and didn't spot anything relevant. So, 
please be more specific about the relevance.

http://jimbeck.caltech.edu/summerlectures/references/ProbabilityFrequencyReasonableExpectation.pdf


I should also have referred to chapters 1 and 2 of Jaynes' book
Probability theory as logic which I think provide a more readable
version of the extension of logic. We draw our conclusion from
incomplete knowledge, and we are forced to act on incomplete knowledge
both in science and everyday life. Cox's therorem shows that logic,
which can only handle the deductive cases, can be extended to
probability theory which is then the tool that handles both the
deductive cases and the inductive ones (reasoning from the truth of B
in the example above -- but of corse not *proving* anything about A).

I stress the connection to logic because
-- neither logic, nor probability theory as extended logic, are
complete epistmological frameworks, but they have related roles within
such a frame
-- both rest on "background knowledge" or premises not criticised for
the moment (both are subjective and fallible in that same sense)
So if you criticise probability theory for not being epistemology, you
should apply the same criticism to logic. I believe you have to
criticise some part of the extension from logic to probability theory
in order to show why logic but not probability theory as logic has a
place in epistemology.

Best regards,
Erik



From: Erik Björnemo <erikbjornemo@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 12, 2012 at 3:19 AM

2012/12/11 Richard Fine <richard.fine@gmail.com>:
On 12/11/2012 9:01 PM, Erik Björnemo wrote:

2012/12/10 Elliot Temple <curi@curi.us>

On Dec 10, 2012, at 1:54 PM, Erik Björnemo <erikbjornemo@gmail.com>
wrote:

*Does logic have a natural (important) role in the Popper/BoI
"framework"? *

Logic, taken narrowly, is fine. We don't have criticisms of it.

I haven't ever questioned that it has, but to avoid building a
discussion on an elementary mistake I still would like your answer. I
have seen it as a tool useful for criticism with a natural place in
the Popperian "workflow" (by that I don't mean that Popperians use a
*deductive method* as in deducing theories or similar). And in Jaynes'
world (and mine), logic and probability have close connections which I
believe should be sorted out to get a menaingful discussion.

We consider deduction fallible, and (purportedly) deduced conclusions
open to criticism.

We are open to all types of argument, given that they are subjected to
the scrutiny of unlimited criticism. We judge ideas by whether there is
criticism or not.

Note: there are not degrees of criticism. One criticism, which is not
itself criticized, is fatal/decisive. The end. (However, some other idea,
similar to the refuted one, but different in such a way that the criticism
no longer applies, may still be correct.)

Should that not be "The tentative end" rather than "The end"? Because
if I put forward a criticism of your criticism it will be



(tentatively) refuted and the theory/idea is resurrected (for the time
being). Otherwise there would exist infallible criticisms, and I don't
see how that is Popperian.

Well, yes; but everything's tentative, so there's little point saying
'(tentatively) X' over and over.

Dear Richard,

When everything is tentative, and that's at the core of Popper's
approach, and think that describing one criticism as "The end" gives
the wrong impression and only brings confusion. If everybody agrees
that we use "The end" when we mean "The tentative end" I can live with
that.

As for degrees of criticism, is not a well-designed and precise
experiment a much stronger criticism than a sloppy imprecise
experiment?

A well-designed and precise experiment has already been subjected to many
criticisms and evolved to refute them - that is how it became well-designed
and precise in the first place. However, it's still the case that a single
criticism can refute a well-designed and precise experiment. So when you
call something a 'stronger criticism,' what are the actual implications of
that? What decisions will you make in which the outcome depends on whether a
criticism is 'strong'?

The natural implication for me is to weigh evidence/criticism
according to probability theory instead of counting each
criticism/evidence as 0 or 1. It could affect whether I let a
criticism refute a theory or not.

If you say that the world of criticisms is black and white, how can the
colour of a critical attempt be determined?



But why do you want to assign a 'colour' to an experiment at all? To what
end?

Colour was probably a bad choice of word: if a criticism is not
perfectly decisive (and an experiment is rarely -- never? -- that) or
completely without bearing on the problem (which can of course be
true, but will not be the case for most serious experimental
attempts), then how does one categorise a criticism as valid or
invalid (1 or 0, black or white,...)?

Why can there not be a grayscale/degree of criticism? It appears that
we otherwise get a long sequence of criticisms of criticisms: An
experiment can always be criticised as it is never perfect -- "The
end" for the theory. This criticism is then criticised, especially for
well established theories which we don't give up easily -- "The end"
for the criticism. And so on. I think degrees of criticism, in
particular for experimental criticisms, can solve this problem by
weighting criticism/evidence together: This is what probability theory
as logic, in Jaynes' version, can help us with.

Best regards,
Erik



From: Lulie Tanett <luliet@gmail.com>
Subject: [BoI] Single criticism refutes (was: Re: Criticism, Epistemology)
Date: December 12, 2012 at 12:37 PM

On 3 Dec 2012, at 04:07, Elliot Temple <curi@curi.us> wrote:

In general I don't think it's easy to compare the sizes of different criticisms, 
especially when some of them are of different types. I wouldn't express my 
position on unschooling that way. I don't think criticisms even have sizes (I think 
talking about the size is a metaphor for something else which isn't specified very 
clearly). A criticism is either true or false, and any one single criticism can 
decisively refute an idea.

This view is in stark contrast to the standard view on the matter, which basically 
says you add up supporting arguments on both sides, and subtract for 
criticisms, and reach some final score (not necessarily numerical). In that view, 
an idea which has ten criticisms of it *which you acknowledge are true* or fail to 
defend against could still be deemed the winner, the best idea, successful.

Rejecting that view more fully is one of my improvements on Popper (or on DD 
is maybe more accurate). Popper was no advocate of that view, but sometimes 
mistakenly said some things that still used it as the implicit premise. He did not 
fully explicitly understand that concepts like "strength of an argument" or 
"strength of a criticism" were mistaken.

DD has criticized it too in some particular ways. BoI talks about *weighing* 
ideas, voting, compromises, combining ideas, and stuff along those lines. DD's 
TCS talks about common preferences which is one idea about what to do which 
no one has any problems with (zero outstanding criticisms), and not allowing 
any compromises into that or any acting against one's best ideas or preferences 
(you cannot achieve common preferences by having 5 elements you like, and 2 
you dislike, and having the 5 outweigh the 2).

Going further than this, I have e.g. emphasized that "any one criticism of any 
point at all is 100% decisive" as a major theme of epistemology in the general 
case.

You say here and mentioned elsewhere that a single criticism refutes a theory.

Do you agree with the idea that solutions always raise new problems? (And that's 



how the growth of knowledge can continue.)

If so, how are these two ideas consistent? Each new theory raises a new 
problem. A problem means that two things you thought were true contradict each 
other. You only have this problem because of the theory. So the theory appears to 
imply a contradiction -- which is a criticism of it.

Could this idea of "one criticism refutes" be replaced by "we move to *better* 
problems ('better' defined by the problem-situation)"? Why not?

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Single criticism refutes (was: Re: Criticism, Epistemology)
Date: December 12, 2012 at 2:16 PM

On Dec 12, 2012, at 9:37 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 3 Dec 2012, at 04:07, Elliot Temple <curi@curi.us> wrote:

In general I don't think it's easy to compare the sizes of different criticisms, 
especially when some of them are of different types. I wouldn't express my 
position on unschooling that way. I don't think criticisms even have sizes (I 
think talking about the size is a metaphor for something else which isn't 
specified very clearly). A criticism is either true or false, and any one single 
criticism can decisively refute an idea.

This view is in stark contrast to the standard view on the matter, which 
basically says you add up supporting arguments on both sides, and subtract 
for criticisms, and reach some final score (not necessarily numerical). In that 
view, an idea which has ten criticisms of it *which you acknowledge are true* 
or fail to defend against could still be deemed the winner, the best idea, 
successful.

Rejecting that view more fully is one of my improvements on Popper (or on DD 
is maybe more accurate). Popper was no advocate of that view, but sometimes 
mistakenly said some things that still used it as the implicit premise. He did not 
fully explicitly understand that concepts like "strength of an argument" or 
"strength of a criticism" were mistaken.

DD has criticized it too in some particular ways. BoI talks about *weighing* 
ideas, voting, compromises, combining ideas, and stuff along those lines. DD's 
TCS talks about common preferences which is one idea about what to do 
which no one has any problems with (zero outstanding criticisms), and not 
allowing any compromises into that or any acting against one's best ideas or 
preferences (you cannot achieve common preferences by having 5 elements 
you like, and 2 you dislike, and having the 5 outweigh the 2).

Going further than this, I have e.g. emphasized that "any one criticism of any 
point at all is 100% decisive" as a major theme of epistemology in the general 
case.



You say here and mentioned elsewhere that a single criticism refutes a theory.

Do you agree with the idea that solutions always raise new problems? (And 
that's how the growth of knowledge can continue.)

That's speaking loosely.

People raise problems. A solution puts us in a new situation (if we use it). In that 
new situation, as in all situations, we have problems (it is not problem-free), and 
we may raise some.

Some of the problems we may raise may mention the solution. That is not a flaw 
in the solution. That isn't bad.

If so, how are these two ideas consistent? Each new theory raises a new 
problem. A problem means that two things you thought were true contradict 
each other.

That is not what a problem means.

Suppose I solve a major math problem.

In my new situation, afterwards, I may find I have the new problem of what to do 
next.

Solution. New situation. New problem. OK.

But this new problem does not consist of a contradiction.

There is no contradiction between my math solution being right and my desiring 
to figure out something new to do next.

I wonder if you're making some kind of assumption that problems are *bad*. 
Problems are part of life, they are fine, that we have a problem does not mean 
we've done anything wrong or criticizable.

BoI explains what a problem is in terms of "conflict" not "contradiction". So, for 



example, there is a conflict of sorts between "I am bored" and "I would like to not 
be bored". That situation poses a problem. But they do not contradict, they can 
both be true at the same time.

You only have this problem because of the theory. So the theory appears to 
imply a contradiction -- which is a criticism of it.

Could this idea of "one criticism refutes" be replaced by "we move to *better* 
problems ('better' defined by the problem-situation)"? Why not?

Too vague.

I have a question for you to consider: does one single objection/criticism by one 
person prevent something from being a common preference? Why? What would 
you think of a proposal to replace the TCS view on this matter with any other 
view?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 12, 2012 at 2:57 PM

On Dec 12, 2012, at 12:19 AM, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/11 Richard Fine <richard.fine@gmail.com>:
On 12/11/2012 9:01 PM, Erik Björnemo wrote:

2012/12/10 Elliot Temple <curi@curi.us>

On Dec 10, 2012, at 1:54 PM, Erik Björnemo <erikbjornemo@gmail.com>
wrote:

*Does logic have a natural (important) role in the Popper/BoI
"framework"? *

Logic, taken narrowly, is fine. We don't have criticisms of it.

I haven't ever questioned that it has, but to avoid building a
discussion on an elementary mistake I still would like your answer. I
have seen it as a tool useful for criticism with a natural place in
the Popperian "workflow" (by that I don't mean that Popperians use a
*deductive method* as in deducing theories or similar). And in Jaynes'
world (and mine), logic and probability have close connections which I
believe should be sorted out to get a menaingful discussion.

We consider deduction fallible, and (purportedly) deduced conclusions
open to criticism.

We are open to all types of argument, given that they are subjected to
the scrutiny of unlimited criticism. We judge ideas by whether there is
criticism or not.

Note: there are not degrees of criticism. One criticism, which is not
itself criticized, is fatal/decisive. The end. (However, some other idea,
similar to the refuted one, but different in such a way that the criticism
no longer applies, may still be correct.)



Should that not be "The tentative end" rather than "The end"? Because
if I put forward a criticism of your criticism it will be
(tentatively) refuted and the theory/idea is resurrected (for the time
being). Otherwise there would exist infallible criticisms, and I don't
see how that is Popperian.

Well, yes; but everything's tentative, so there's little point saying
'(tentatively) X' over and over.

Dear Richard,

When everything is tentative, and that's at the core of Popper's
approach, and think that describing one criticism as "The end" gives
the wrong impression and only brings confusion. If everybody agrees
that we use "The end" when we mean "The tentative end" I can live with
that.

For the record, I didn't mean "the tentative end" or I would have written it that 
way.

I meant the end of one particular thing, which does not mean the end of many 
similar or related things.

As for degrees of criticism, is not a well-designed and precise
experiment a much stronger criticism than a sloppy imprecise
experiment?

A well-designed and precise experiment has already been subjected to many
criticisms and evolved to refute them - that is how it became well-designed
and precise in the first place. However, it's still the case that a single
criticism can refute a well-designed and precise experiment. So when you
call something a 'stronger criticism,' what are the actual implications of
that? What decisions will you make in which the outcome depends on whether 
a
criticism is 'strong'?



The natural implication for me is to weigh evidence/criticism
according to probability theory instead of counting each
criticism/evidence as 0 or 1. It could affect whether I let a
criticism refute a theory or not.

That is a major point of disagreement for many reasons.

One of the reasons is it's a non-explanatory way of thinking.

These are issues that need to be sorted out with explanations, not math.

If there is something wrong with an idea, some criticism, then to just say 
"whatever, it scores well in this math, keep using it" is a bad approach. That 
doesn't address the criticism. That is a generic way of disregarding the content of 
criticisms.

If some idea is criticized, that idea, in that exact form, does not work. There is 
something wrong with it. Doing it anyway would be irrational.

What do you do instead?

One option is some totally different idea that you have zero criticisms of.

Another option is you change the criticized idea a little bit so the criticism no 
longer applies. Now you have a new idea with no criticisms.

Another option is you say "while it has a flaw in general, for a particular problem-
situation/context, that criticism doesn't apply or matter, b/c [reasoning], therefore i 
can use it for X".

Whatever you do, the important issue is: do you have a criticism of this new 
thing? Try to think of one. If you can, then you'll have to think more. If you can't 
see anything wrong with it then go ahead.

This is a substantially different process than weighing theories mathematically.



This is also, FYI, an issue where you should really read BoI because it discusses 
and refutes the idea of weighing theories, and adds significant new knowledge to 
Popper on that topic.

If you say that the world of criticisms is black and white, how can the
colour of a critical attempt be determined?

But why do you want to assign a 'colour' to an experiment at all? To what
end?

Colour was probably a bad choice of word: if a criticism is not
perfectly decisive (and an experiment is rarely -- never? -- that) or
completely without bearing on the problem (which can of course be
true, but will not be the case for most serious experimental
attempts), then how does one categorise a criticism as valid or
invalid (1 or 0, black or white,...)?

Color was a fine choice of words. This isn't a terminology disagreement. Richard 
disagrees with the substance of what you're saying, as do I.

You have put a substantive claim into the premises of your argument. The 
argument assumes there is such thing as criticisms that are not perfectly 
decisive. Whether that's true or not it deserves further examination, rather than 
continuing past it.

How can a criticism not be decisive? A precise answer to this question is 
important.

Why can there not be a grayscale/degree of criticism? It appears that
we otherwise get a long sequence of criticisms of criticisms: An
experiment can always be criticised as it is never perfect -- "The
end" for the theory. This criticism is then criticised, especially for
well established theories which we don't give up easily -- "The end"
for the criticism. And so on. I think degrees of criticism, in
particular for experimental criticisms, can solve this problem by



weighting criticism/evidence together: This is what probability theory
as logic, in Jaynes' version, can help us with.

Can you provide an example of a grey criticism, state the degree of criticism it 
provides, and walk us through how you handle that?

If possible I would prefer to use a non-empirical, non-scientific example. One of 
the problems with Bayesian stuff is that it has trouble dealing with those issues. 
So I would prefer a topic like "Stealing is morally wrong" and a grey criticism of 
that, and then walk us through the probabilities.

But if you cannot do that, if you concede your epistemology isn't able to address 
that sort of knowledge, then go ahead and use an example with pulling colored 
balls out of a bag or an important historical science experiment or whatever.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 12, 2012 at 3:24 PM

On Dec 11, 2012, at 11:55 PM, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/11 Elliot Temple <curi@curi.us>:

On Dec 11, 2012, at 1:01 PM, Erik Björnemo <erikbjornemo@gmail.com> 
wrote:

2012/12/10 Elliot Temple <curi@curi.us>

On Dec 10, 2012, at 1:54 PM, Erik Björnemo <erikbjornemo@gmail.com> 
wrote:

*Does logic have a natural (important) role in the Popper/BoI "framework"? 
*

Logic, taken narrowly, is fine. We don't have criticisms of it.

We consider deduction fallible, and (purportedly) deduced conclusions open 
to criticism.

We are open to all types of argument, given that they are subjected to the 
scrutiny of unlimited criticism. We judge ideas by whether there is criticism 
or not.

Note: there are not degrees of criticism. One criticism, which is not itself 
criticized, is fatal/decisive. The end. (However, some other idea, similar to 
the refuted one, but different in such a way that the criticism no longer 
applies, may still be correct.)

Should that not be "The tentative end" rather than "The end"? Because
if I put forward a criticism of your criticism it will be
(tentatively) refuted and the theory/idea is resurrected (for the time
being). Otherwise there would exist infallible criticisms, and I don't



see how that is Popperian.

This is a matter of categorization by what is conceptually useful. There are 
different ways to describe the same objective reality.

The way I think is most elegant and useful is to see that "resurrection" as a 
*new idea* which comes in two parts: the old idea plus the criticism of the 
criticism. The old idea itself is therefore not resurrected, and never can be, 
instead we have this new variant.

It's possible to describe the same thing in other ways which may or may not be 
more convenient or useful for some purposes. I think theories being 
resurrected is, in general, an unnecessary conceptual complication.

Dear Elliot,

Maybe it's only a matter of taste, but I think your approach is less
elegant. If every theory is replaced by a new one with an appendix
every time it "survives" a criticism, old and well tested theories
carry a huge amount of appendices that we should keep track of.
Resurrected is maybe a bad word, but I think that if the criticism is
refuted, the theory stands unaffected rather than appended with
something we consider flawed/incorrect.

I think that, objectively, there is a link.

Consider: suppose we later come up with a criticism of one of the appendices.

Then the original idea is called into question, too.

Doesn't that demonstrate there really is a meaningful link between the appendix 
and the idea?

As for degrees of criticism, is not a well-designed and precise
experiment a much stronger criticism than a sloppy imprecise



experiment? (I know experiments are not the only type of criticism.)
The former must be harder to criticise than the latter. And there
should be situations where you are in between the very good and the
very bad experiment. If you say that the world of criticisms is black
and white, how can the colour of a critical attempt be determined?

What difference do you expect this to make? What problem are you trying to 
solve?

For the problem I was discussing, I think it makes no difference. That is: if an 
idea is refuted by a criticism, it's refuted, the end. We do not need to consider 
the degree of criticism.

For another problem, such as what types of criticisms to try to come up with, 
then trying to come up with more challenging ones has some merit.

What merit, if a criticism is always criticism without "ranking" or
"weight"?

Some methods of thinking of criticisms create better ones. Better in what sense? 
Harder to criticize.

For example, if you created your criticisms by random selection and ordering of 3-
25 words, then most of your criticisms would be able to be refuted as not even 
grammatical. That would be a bad method, a method lacking merit.

There is better and worse in the world in general. They are valid concepts for 
many purposes. I am rejecting them in *one particular usage* only. That usage is 
epistemological status (whether an idea is refuted or not, whether it is still 
standing after some critical consideration), which I say is a 1 or 0 issue, not a 
continuum of better and worse.

Is it better because it is harder to criticise? Then I would
say it is a stronger criticism, a criticism carrying more "weight"
than a less challenging one.

For any given idea (such as a criticism, which is a type of idea), either we have a 



criticism of it or we don't. No room for weight.

Maybe our difference lies in that you
prefer a sequence of appended criticisms (which is probably made
shorter if the first criticism is challenging), while I prefer to
weight criticisms (so that a very good experiment outweighs 100 bad
ones).

I'm at something of an advantage because I have a pretty good idea of where you 
stand, but you know little about where I stand.

I have discussed extensively with Bayesians in the past and read some Bayesian 
sources. I've also read Popperian sources on the topic of Bayesianism.

One of the things I can tell you, which I hope you'll accept, is that our differences 
are *very large*. If you're right, large amounts of Popper will have to be dropped. 
If I'm right, the entirety of Bayesian epistemology will have to be dropped (not the 
math or probability, just all the attempts to apply that to epistemology). There's no 
simple or small disagreement between us.

A bit more on this below.

Put another way, "That argument is not deductive" is not considered a good 
criticism. So deduction hasn't got a special place in that sense. (Why isn't it 
a criticism? Because it could be true, and the argument it's about could also 
be true, at the same time. If some "criticism" would not be decisive even if 
true, it's an incorrect criticism.)

So logic is so far without criticism, and the conclusion
- If A then B
- B is false, so A is false
is accepted as long as the premise is not criticised. The extension of
this logic to cases like
- If A then B
- B is true, so A is not less plausible

What does "plausible" mean here?



I think it's yet another synonym for justification. (aka authority, support, 
confirmation, etc)

I would say justified in the same sense as the conclusion "A is false"
is justified *given that* the premises are true. Not justified in a
"global" sense, because the premises can be false. I claim that this
is the meaning of "justified" one must use in order to understand
Jaynes: it is always conditional on background theories and "facts"
not questioned for the moment. Is that a sense of "local"
justification you could agree with for logic? Or do you not think that
"A is false" is justified *given that*... To understand each other I
think we should sort this out, or find another word for "local" or
"conditional" justification. I don't see how "conditional
justification" it clashes with Popper.

You're making claims about what does and doesn't clash with Popper.

Could you specify what of Popper you've read? You do not seem to be familiar 
with what I regard as some of his major themes. (More below.)

The identification, refutation, rejection and replacement of justificationism is, in 
my view, Popper's largest contribution to philosophy. I don't think you're familiar 
with it.

I agree that in the context of A implying B, B being true is not a criticism of A 
being true. (And B being false is a criticism of A being true). This is not a 
matter of probability. If you're trying to say something other than these 
statements about criticism, what is it?

Well, I claim, as Jaynes does, that it *is* a matter of probability
(as extended logic). Logic is silent on conclusions from "B is true",
but probability theory as logic is not. That is why I think the step
from logic to extended logic is interesting. What is it that you
criticise about extending logic? When you claim that this is not a
matter of probability, I guess you mean something along the lines "not
a matter of relative frequencies" or "not a matter of physical



probabilities". But I could be wrong.

Ideas are true or false. They are not probably true.

Dice rolls are not true are false. They result in a number from 1 to 6, with equal 
probability. The true idea about dice rolls is that they are probabilistic. There's 
nothing more to say, nothing better, that's the end of the matter. Reality is 
probabilistic in some ways and the idea that a dice roll is probabilistic 
corresponds to reality. Ideas, however, are not objectively probabilistic.

When you speak of probability of ideas you are speaking loosely or 
approximately.

There are many flaws with such an approach. One way to learn about some of 
them is to try to speak more precisely. What does it really mean when you say 
some idea is 75% likely to be true? What use is that statement? What does it do? 
What should it do?

Another way to learn about some of the flaws in your position is to consider how 
you decide which ideas are 75% likely. One of the debates I've had before with 
Bayesians is they will say something like "Consider some idea with 50% initial 
probability of being true (where probability of true is a loose way to referring to 
our knowledge about whether it's true or not) and then you get some new 
evidence so you update it's probability -- and we have math for that -- and then 
you get 60%. Then later you find some more evidence and it goes up to 75%". 
One of the problems here is how you decide initial probabilities. Bayesians only 
have math once they have some numbers to get started which is a serious 
problem. But the point I wanted to focus on is: how do you decide which evidence 
supports which idea(s)? *That* is an issue I've never been able to get any 
reasonable answer for from anyone, it's a challenge I believe no one can meet.

I think you will agree your position requires being able to judge which evidence 
supports which ideas. Right? So how is that judged?

has been shown to follow the rules of probability theory (RT Cox 1946,
“Probability, Frequency, and Reasonable Expectation”) if one accepts a
few basic desiderata on real numbers, consistency and common sense.



There has been objections to the use probability as extended logic as
part of a Popperian methodology here. In light of the above, with
uncriticised logic and a derived extension to probability, what is
your criticism? Is it against the desiderata, the derivation by Cox,
or something else? I think this will have bearing on how to
understands Jaynes and his paper this thread started with.

http://jimbeck.caltech.edu/summerlectures/references/ProbabilityFrequencyRe
asonableExpectation.pdf

Page 1 begins by discussing physical probability of events (a blindfolded man 
randomly choosing colored balls). That is not epistemology, it is not "probability 
that an idea is true" or anything of that type. The article lacks an abstract, 
introduction, or summary. I skimmed a bit and didn't spot anything relevant. So, 
please be more specific about the relevance.

I should also have referred to chapters 1 and 2 of Jaynes' book
Probability theory as logic which I think provide a more readable
version of the extension of logic. We draw our conclusion from
incomplete knowledge, and we are forced to act on incomplete knowledge
both in science and everyday life.

Our position, in very short, is that you should do this (act while having incomplete 
knowledge -- as we always do) using good explanations.

Cox's therorem shows that logic,
which can only handle the deductive cases, can be extended to
probability theory which is then the tool that handles both the
deductive cases and the inductive ones (reasoning from the truth of B
in the example above -- but of corse not *proving* anything about A).

Now you raise the issue of induction.

Are you aware that we reject induction? Absolutely 100% reject. No compromises 
of any sort.

Popper wrote at length on this topic. This is one of the reasons I wonder what 
Popper you read. It seems to me that if you were very familiar with Popper you 
would not mention induction in passing. You would know that the moment you 
mention it we're going to be saying "no no no, this is all wrong for a dozen 

http://jimbeck.caltech.edu/summerlectures/references/ProbabilityFrequencyReasonableExpectation.pdf


reasons Popper published".

I think you should refute all of Popper's criticisms of induction or drop induction. I 
think this sort of demand would be pretty predictable to someone very familiar 
with Popper.

I stress the connection to logic because
-- neither logic, nor probability theory as extended logic, are
complete epistmological frameworks, but they have related roles within
such a frame
-- both rest on "background knowledge" or premises not criticised for
the moment (both are subjective and fallible in that same sense)
So if you criticise probability theory for not being epistemology, you
should apply the same criticism to logic.

Logic does not claim to be epistemology.

If Bayesian epistemology is only a partial epistemology, that would raise the issue 
of what the full epistemology is. What fills in the gaps? Is it Popper's 
epistemology? If so, since Popper's epistemology is general purpose, and it's 
being accepted, why not use it everywhere? Why have a second partial 
epistemology?

I believe you have to
criticise some part of the extension from logic to probability theory
in order to show why logic but not probability theory as logic has a
place in epistemology.

I do not have to approach criticizing your ideas in the way you expect or any way 
that makes sense to the worldview you currently have. I am disagreeing with, and 
questioning, a lot of your perspective itself.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Reading BoI (was: epistemology in one paragraph)
Date: December 13, 2012 at 1:55 AM

On Nov 1, 2012, at 9:15 PM, P0ck <oberon.nmk@gmail.com> wrote:

On Thursday, November 1, 2012 6:56:31 PM UTC-4, Brett Hall wrote:

You really should read BoI. Or, perhaps, watch this, by David Deutsch
about explanations:

Got his book, just finished chapter 1.

So did you finish the book yet?

Do you have any criticisms of it to share?

Do did you change your mind about anything?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ghosts, UFOs, Crop Circles (was: epistemology in one paragraph)
Date: December 13, 2012 at 2:00 AM

On Nov 1, 2012, at 9:15 PM, P0ck <oberon.nmk@gmail.com> wrote:

Well, I meant "good explanations" of course, there's plenty, there is the
Billy Meier ufo case for example, a one armed farmer taking up to 1200
daylight pictures of ufos in the 50s and 60s, 6 9mm movies, metal samples,
etc, accordingly from human alien from another planet.  James Randi tried
to falsify them by building a large blimp with aluminium paper on it and
called it "falsified" in order not to give away the 1 million $ award he
promised (which he never had in the first place). Of course his blimp
looked nothing like Meier's pictures.  It is still unknown where theses
crafts come from, how they were built, etc..  Meier claims his contact told
him they travel through the multiverse or something but that is still a
sketchy explanation as we don't know how that would work specifically.

There are also some documented ghosts stories, crop circles, near-death
experience where the person leave her body and see stuff, etc.. We don't
have much good explanations for things like that.

There are explanations of these issues.

Have you looked for them? Have you been unable to find any? That would 
surprise me. For example, when I type, UFO explanation, into google, a bunch of 
promising looking links appear.

If you found and read the standard, well-known explanations for these issues, but 
you do not agree, that would make more sense. But why don't you agree? What 
are your criticisms?

Simplifying saying explanations for this stuff don't exist is false. If there is 
something wrong with the explanations, that is not common knowledge, so you 
should tell us what you're thinking. We cannot read your mind (whatever you think 
of ESP, I hope you will agree with me that *I* cannot read your mind :).



I think it's bizarre to advocate things commonly regarded as superstitions without 
predicting that many rational people will disagree, and pre-emptively sharing your 
new idea or contribution to the matter. Explain?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] epistemology in one paragraph
Date: December 13, 2012 at 2:12 AM

On Nov 2, 2012, at 5:28 AM, Richard Fine <richard.fine@gmail.com> wrote:

On 11/2/2012 4:15 AM, P0ck wrote:
Well, in science (one of our closest thing to "certainty"), when we say we
know something, it's because we usually have a study or experiment that
confirms that it seem to work like that 96% of the time or so.

If somebody tells me "I know it won't happen", I might translate it as "He
thinks it won't happen" and then I might ask him how does he knows, and if
he says "because it's a full moon and mercury is in taurus.", then I might
ignore him but if he says something like "I tried it 5 times and 2 of my
friends tried it and it didn't work." then I might give weight to his
sentence.

But maybe he and his friends are trying it wrong (i.e. making a systematic error) 
- maybe they're using the wrong kind of grass, or they're cooking it first, or 
they're *not* cooking it first, or whatever. If they're doing it the wrong way then it 
doesn't matter how many times they did it; it will fail to work every single time, 
unless they fix that one mistake they're making, and then suddenly it will work. 
It's impossible to consider what that mistake *is*, though, because there's no 
explanation of how it's supposed to work. Without the explanation, you can't 
determine which aspects are important and which are not.

You could try adding and removing different aspects to see if that changes the 
result, but in order to do that, you first have to decide which aspects you're 
going to vary. You could try soaking the grass in salt water; or you could try 
eating it while standing on your head; or you could try eating it while standing on 
the moon. There's really an infinite number of ways you could vary it. So how do 
you decide which ones to use, and which ones aren't relevant? You need some 
kind of explanation - at least a vague one - that says things like "a substance in 
the grass kills the cold germs in my bloodstream," and therefore that your 
physical location doesn't matter, and so on.

Good points, I agree.

The 96% of the time thing doesn't work either. Suppose mankind has a theory 



that the sun will always rise tomorrow. We test this theory by looking at the sky 
every morning and seeing whether the sun has risen; under your epistemology, 
every day that it does, we become slightly more certain that we are right and 
that the sun will always rise tomorrow. The consequence of this is that the day 
before the sun goes supernova, we would be the *most certain we had ever 
been* that it would rise tomorrow! That's not a good approach to avoiding 
extinction by supernova...

(You might be tempted to say that "96% of the time" really means "96% of all 
substantially different tests", i.e. ignoring all tests that are pretty much identical 
to the ones that have been done before. But that still means we're 100% certain 
the sun will rise tomorrow on the day before it goes supernova; and like I said, 
there's an infinite number of substantially different tests we can perform, so we'll 
never have performed 96% of them, as 96% of infinity is still infinity).

There is no way of counting tests, figuring out the set of all tests, and figuring out 
how many would be 96%. Nor do any scientists ever perform millions of tests -- 
that is not how science works -- despite there being more than trillions of possible 
tests.

One of the problems is that what counts as a new test is a matter of interpretation 
-- philosophy -- not counting. Same problem for how many tests one experiment 
counts as.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] If two people mostly agree about epistemology, then...
Date: December 13, 2012 at 2:18 AM

On Oct 8, 2012, at 6:56 PM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/405

Here's a theory: if two people mostly agree about epistemology, this will allow 
them to agree to a large extent in all other spheres.

Yes.

But, are you sure that if two people have the wrong epistemology, like
JTB, then they will agree to a large extent in all other spheres? I
think no, because they will choose different stuff (that conflict with
each other) as their justifications.

When I started here, I read something on this forum to the effect of
"Two rational people will always reach agreement (given enough time)."
I think this idea says that the two people hold the same epistemology
AND that they don't have the wrong epistemology (e.g. JTB).

Take any two typical JTB believers. Do they actually mostly agree about 
epistemology? No. They differ on a ton of details.

When you suggest they would differ on what they choose for justifications, you 
are saying they disagree about epistemology.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://www.curi.us/405
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Cc: FoR <Fabric-of-Reality@yahoogroups.com>
Subject: [BoI] Re: Why are you crying?
Date: December 13, 2012 at 2:42 AM

On Aug 19, 2012, at 12:37 PM, Rami Rustom <rombomb@gmail.com> wrote:

Sometimes parents say, "why are you crying?" At first glance, it seems
the parent is trying to solve the child's problem. The question is
formed in such a way that suggests that the parent believes that the
problem is the crying. But before parents make this determination, its
important to know who considers it a problem. Is the crying a problem
for the child or the parent?

From the child's point of view, surely there is a reason that he is
crying. *That* reason is the problem. And the child may be crying in
order to seek help from his parents to solve his problem. Another
possibility is that the child is hurt (physically or mentally) and the
crying is a symptom of the problem.

Because the word symptom is a medical term which means, "a physical or mental 
feature that is regarded as indicating a condition of disease, particularly such a 
feature that is apparent to the patient", I do not think it should be used in this way.

From the parent's point of view, the crying shouldn't be considered a
problem (because the parent should know the child's point of view).
But sometimes parents think crying *is* a problem (for the parents).
If the crying was the actual problem, then one solution is to explain
to the child that if he doesn't stop crying, he'll get a time out.

Seriously? Can you explain how threatening (and betraying, and treating 
immorally) your child someone is supposed to help them *stop* crying?

This solution could lead to more crying, aka a tantrum.

A tantrum does not mean more crying.

I don't understand how you are unfamiliar with such common concepts like this. 
And why you don't use a dictionary. I wonder if the issue is actually unfamiliarity 



or is some sort of not thinking about their meaning.

Or the child
might realize that there are better ways to solve his actual problem
than to cry more. This approach doesn't work because the child's
actual problem doesn't get solved, at least not with the parent's
help.

So the appropriate way to approach this is for the parent to ask, "how
can I help you?"

Yes, I think that's a better question than "Why are you crying?"

Another reason it's better is because the person might not want to talk about why 
they are crying, but might like some type of help that doesn't involve saying why 
they are crying, such as to have a conversation about some other fun topic.

If the child doesn't figure out how to describe the
problem, then parent can ask more explicitly, "what's problem that you
want me to help you solve?"

That's assuming the child does want the parent to help solve some specific 
problem at this time. That may well be false.

It's OK make an initial non-pushy statement with a mild assumption along those 
lines. But not OK to *repeat* that sort of assumption and thereby get more pushy 
with the crying child.

Especially if child is crying, and is having trouble explaining himself, then that is a 
terrible question to ask which pushes for something the child isn't doing while not 
offering any sort of help or advice.

If child is having trouble communicating, or choosing not to communicate much, 
and is crying, and seems open to talking, then an example of a better approach 
would be: Parent does most of the talking, child does little. Parent takes the role 
of confident person who knows many things and starts saying various ones that 
might be useful. Child can then just say "oh" or "talk more about that" or "yes" or 
whatever to help guide parent when something is useful. And when it's not useful, 
say "never mind that" or "no" or don't reply to also help guide parent.



If child is failing to deal with some problem, then child doing most of the talking 
does not make sense. Child apparently doesn't know enough. So parent should 
be trying to provide some of his knowledge (and confidence, optimism, and other 
things that may be relevant).

And if that doesn't work then keep going
with, "I still haven't understood the problem. Can you explain to me
*why* this is a problem so that I can help you create a solution?"

No.

Getting back to the idea of focusing on symptoms rather than
underlying problems, a similar question is "why are you upset?"
Parents might say that the question is good because its answer is a
description of the actual problem. But, the idea that he is crying
*because* he is upset, is only a guess. As I mentioned above, its also
possible that he is crying because he thinks he needs to cry to get
his parent to help him solve his problem.

There are also statements that parents use that focus on symptoms of
problems instead of actual problems, e.g. don't cry, and don't be sad.
Sometimes parents use these ideas when their children are crying and
they believe that the child is sad because of some things out of the
parent's control, e.g. child's mother recently died. These ideas are
immoral because they don't address the actual problems and instead
they address the symptoms of the problems.

In these situations, the child might be very quiet about what the
problem is. So an approach that works is to guess why he might be sad
and form it into a question: "Are you sad about your mom not being
here?"

I think you have the misconception that the problem must be clearly identified 
before working on solving it. Actually, problem solving and learning can start 



*anywhere*, and progress creatively in any way that improves anything. It doesn't 
go in some rigid order.

It reminds me of the misconception that you have to define your terms before you 
can have a discussion.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Cc: Fabric-of-Reality@yahoogroups.com, BoI Infinity <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Re: [TCS] What is empathy (was: Why are you crying?)
Date: December 13, 2012 at 2:59 AM

On Aug 23, 2012, at 8:58 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 20, 2012 at 2:04 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Aug 20, 2012 3:07 AM, "a b" <asbbih@gmail.com> wrote:

On Sun, Aug 19, 2012 at 8:37 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

In these situations, the child might be very quiet about what the
problem is. So an approach that works is to guess why he might be sad
and form it into a question: "Are you sad about your mom not being
here?" If the guess was wrong, he'll tell you "no". If it was right,
he'll tell you "yes". And he may open up a lot more and tell you more
details. If he does, then use those details to form more accurate
guesses. Even if he doesn't say any more details, you can guess again:
"Are you sad because you won't be able to play with her anymore?" And
continue the cycle. And some point he'll give you a detail that is a
mistaken idea and you could help him by showing him that its a
mistaken idea. He might say, "I don't want to lose you." So at this
point you realize that the child is worried that he'll lose his only
remaining parent because he has already lost one parent. So here the
parent can say, "Oh.. well I'm very healthy, I'm probably not going to
die until I'm very old, like older than grandpa.. and by then you'll
be old like me. Did you know that most people die when they are very
old like older than grandpa?"

I'd agree this last part would be the right kind of response, but what
are you really doing...correcting a mistaken idea, or recognizing an
emotional need (with your emotions) and providing reassurance? If the
second, then does it make what is happening between you and the child
more or less clear by using this other vocabularly?



So about this empathy idea, I looked it up and there are many many
definitions of it. Here's my definition:

Empathy: The ability to understand that someone else is (mentally) hurting.

Empathy is actually a concept in the service of conformity. It has to do with 
respecting all emotions considered legitimate by social authority, but not others.

If you go find 20 examples of people actually using the concept, you may see 
what I mean. If not, post your counter examples.

I noticed that TCS is big on empathy, even though the word empathy is
not used at all anywhere in TCS literature. TCS says that people
should not hurt each other. By hurt I mean mental/psychological hurt.
Mental hurt is an emotion.

TCS explains that hurt is caused by doing something to someone that
they don't want done to them. Also someone can hurt themselves by
acting on a want while having a conflicting want, so part of him wants
to do X and part of him wants to do Y but X and Y are conflicting, so
acting on X means doing something when part of you didn't want to do
it.

So if a parent makes his daughter do something she didn't want to do,
then he is hurting her. She has a negative emotion because she does
something she didn't want to do.

To my knowledge, TCS does not assert that is a matter of emotions. I think that is 
your idea, not TCS.

I don't see the need for you to attribute your statements to TCS. I think it'd work 
better if you just tried to say what you think is true and don't attribute it to TCS (or 
other sources) without using quotes from those sources.

This emotion is called coercion.

TCS does not say coercion is an emotion. I think it isn't.



The child felt coerced. And the parent caused it.

In these situations, sometimes the parent feels a negative emotion
*because* the child felt a negative emotion. The parent doesn't want
the child to hurt, but the child is hurting. So part of the him
doesn't want to hurt his daughter, but part of him wants his daughter
do this thing. So the parent is coerced too, i.e. he feels coercion.
In these situations, the parent is empathetic. So empathy alone didn't
solve the problem.

Sometimes (or some parents?) doesn't feel a negative emotion about
coercing his child. In which case the parent isn't coerced, i.e. he
doesn't feel coercion. This is not empathetic.

So whats the solution? TCS explains that we should not coerce our
children (nor ourselves or anyone else either). But how do we get
things done? One alternative to coercion is persuasion, which works
well for children that can speak. Although the technique for
younger-than-speaking-age children is the same for older children and
even for adults, which is to be creative in providing alternate ideas
for things to do until one is found to be something that everyone
wants, so no one is coerced.

So here's an example. Your 4 year old is bored at home cause there
aren't any kids to play with

That is a bad explanation. No one is bored for that reason alone. There are things 
to do in life other than play with kids.

so he decides that he wants to go to
school with the other kids. Before school starts, we have to have a
dental checkup.

You don't have to. Part of being a good parent is questioning what one has to do 
to one's children.

The night before the dental appointment, parent says
to child, "oh btw, tomorrow morning we have a dental appointment." Kid
says (with a frown), "no I don't want to go to the dentist." Parent



says, "oh if we don't do the dentist appointment then they won't let
you in school."

I am skeptical of this claim.

Kid says (with a smile), "oh" and then goes about his
business ending the discussion. The next day he wakes up mentally
ready to go to the dentist.

Why did kid accept doing something he didn't want to without any good 
arguments or explanations?

It sounds like he trusts his parent even to the point of sacrifice. That's not good. 
Parent should be emphasizing more that he's wrong a lot. Parent shouldn't have 
let the topic go at this. If child wasn't interested parent could research it on his 
own.

Why isn't parent saying something like this? "Because you don't want to go, i will 
try to find out if there's any other options. you can help if you want, or i can show 
you how i do it, but either way i'll try to get you out of it". Why is child satisfied 
even though parent didn't say anything like that?

Now many people believe that kids aren't rational enough to be
persuaded. This is false.

I take it you intend the above as an example of rational persuasion of a child. But 
that's not a good argument because the parent just asserted something and the 
child never questioned it or learned about if/why it's true. And it's a poor argument 
because the above is just a hypothetical example (right?), so that doesn't prove it 
would happen in real life.

What is true is that sometimes parents are
not rational enough to create persuasive enough arguments. Sometimes
rational discussion is prevented when either of the two people are
using knowledge that they don't share.

No.

That claim implies rational discussion is always impossible, because no two 



people ever share exactly identical relevant knowledge. But rational discussion is 
possible, so the claim must be false.

So the parent should hone the
skill of refining his explanations using only the knowledge that they
both share. Another preventer of rational discussion is that parents
have bad habits of using facial expressions (e.g. frowns) that explain
to the child that the parent is angry or annoyed,

A frown is not an explanation.

It communicates, it does not explain.

Do you not know what an explanation is, even vaguely? Or did you not think 
about what one is before writing about them? I don't understand but I suspect 
there's an important misconception revealed here.

So what do you think of my definition of empathy?

Which parts of my explanation do you disagree with?

It's an ivory tower philosopher-intellectual type of definition, rather than something 
connected to reality. It's important to pay some attention to the world we live in if 
one wishes to comment well on it.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Erik Björnemo <erikbjornemo@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 13, 2012 at 5:28 AM

2012/12/12 Elliot Temple <curi@curi.us>:

Logic does not claim to be epistemology.

If Bayesian epistemology is only a partial epistemology, that would raise the 
issue of what the full epistemology is. What fills in the gaps? Is it Popper's 
epistemology? If so, since Popper's epistemology is general purpose, and it's 
being accepted, why not use it everywhere? Why have a second partial 
epistemology?

Dear Elliot,

Probability theory as logic does not claim to be epistemology, or
rather I do not claim it is epistemology. I believe I never have.
Maybe others claim that it is. Maybe they claim that it is "Bayesian
epistemology".

I describe myself as "a Popperian armed with probability theory as
logic", and that does not imply probability theory is epistemology or
that I use a partial epistemology. Only that I can make use of it,
like maths and logic, within that epistemology. You question that, and
this can result in an interesting discussion.

Short on time now, hope to be back with more later.

Best regards,
Erik



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 13, 2012 at 7:03 AM

On 13 Dec 2012, at 10:28, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/12 Elliot Temple <curi@curi.us>:

Logic does not claim to be epistemology.

If Bayesian epistemology is only a partial epistemology, that would raise the 
issue of what the full epistemology is. What fills in the gaps? Is it Popper's 
epistemology? If so, since Popper's epistemology is general purpose, and it's 
being accepted, why not use it everywhere? Why have a second partial 
epistemology?

Probability theory as logic does not claim to be epistemology, or
rather I do not claim it is epistemology. I believe I never have.
Maybe others claim that it is. Maybe they claim that it is "Bayesian
epistemology".

I describe myself as "a Popperian armed with probability theory as
logic", and that does not imply probability theory is epistemology or
that I use a partial epistemology. Only that I can make use of it,
like maths and logic, within that epistemology. You question that, and
this can result in an interesting discussion.

The idea that probability theory can be used "as logic", by attaching numbers that 
supposedly obey the probability calculus to theories, in order to represent one's 
degree of rational belief in them, does not follow from probability theory or from 
logic. Therefore it is a substantive additional assertion. Indeed, this very point is 
stressed in the Preface to E.T. Jaynes' *Probability Theory: The Logic of Science* 
(the pioneering book advocating that approach):

But the final result was just the standard rules of probability theory, given 
already by Bernoulli and Laplace; so why all the fuss? The important new 
feature was that these rules were now seen as uniquely valid principles of 
logic in general, making no reference to "chance" or "random variables"; so 
their range of application is vastly greater than had been supposed in the 
conventional probability  theory that was developed in the early twentieth 



century. As a result, the imaginary distinction  between "probability theory" 
and "statistical inference" disappears, and the field achieves not only logical 
unity and simplicity, but far greater technical power and flexibility in 
applications. By "inference" we mean simply: deductive reasoning whenever 
enough information is at hand to permit
it; inductive or plausible reasoning when as is almost invariably the case in 
real problems the necessary information is not available. But if a problem can 
be solved by deductive reasoning, probability theory is not needed for it; thus 
our topic is the optimal processing of incomplete information.

In the writer's lectures, the emphasis was therefore on the quantitative 
formulation of Pólya's viewpoint, so it could be used for general problems of 
scientific inference, almost all of which arise out of incomplete information 
rather than "randomness."

Since this substantive additional assertion is about what knowledge consists of 
(namely the assignment of high probabilities to true theories) and how it is 
obtained (by responding to new information by updating one's probabilities using 
Bayes' theorem), I'd call it epistemology. But the important thing isn't giving it the 
right name, but avoiding the error of thinking that the substantive additional 
assertion consists of necessary truths and consequently that contradicting it 
would be a mistake of the same type as denying Bayes' theorem or that 2+2=4.

Note also that in the quoted passage, Jaynes regards his theory as "the general 
theory of scientific inference", which he calls "inductive ... reasoning". This 
reminds me of a related fallacy, often used by inductivists in general (not only 
Bayesians), namely that inductivism isn't an epistemological theory but a 
necessary truth, since 'induction' is *defined* as anything that isn't deduction.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 13, 2012 at 1:57 PM

On Dec 13, 2012, at 2:28 AM, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/12 Elliot Temple <curi@curi.us>:

Logic does not claim to be epistemology.

If Bayesian epistemology is only a partial epistemology, that would raise the 
issue of what the full epistemology is. What fills in the gaps? Is it Popper's 
epistemology? If so, since Popper's epistemology is general purpose, and it's 
being accepted, why not use it everywhere? Why have a second partial 
epistemology?

Dear Elliot,

Probability theory as logic does not claim to be epistemology, or
rather I do not claim it is epistemology. I believe I never have.
Maybe others claim that it is. Maybe they claim that it is "Bayesian
epistemology".

I describe myself as "a Popperian armed with probability theory as
logic", and that does not imply probability theory is epistemology or
that I use a partial epistemology. Only that I can make use of it,
like maths and logic, within that epistemology. You question that, and
this can result in an interesting discussion.

Short on time now, hope to be back with more later.

Bayesians claim to talk about *induction*, *how people learn*, *what knowledge 
is*, *how we get knowledge*, *the right methods of evaluating ideas*, *how 
science works*, and so on.

Those are the types of things that I meant by epistemology. Logic does not claim 
to do any of that. You do.



I agree with David's reply.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Erratum (Was: [BoI] Popper, Everett, Feynman)
Date: December 13, 2012 at 2:36 PM

On 13 Dec 2012, at 12:03, I wrote:

Indeed, this very point is stressed in the Preface to E.T. Jaynes' *Probability 
Theory: The Logic of Science* (the pioneering book advocating that approach):

But the final result was just the standard rules of probability theory, given 
already by Bernoulli and Laplace; so why all the fuss? The important new 
feature was that these rules were now seen as uniquely valid principles of 
logic in general, making no reference to "chance" or "random variables"; so 
their range of application is vastly greater than had been supposed in the 
conventional probability  theory that was developed in the early twentieth 
century. As a result, the imaginary distinction  between "probability theory" 
and "statistical inference" disappears, and the field achieves not only logical 
unity and simplicity, but far greater technical power and flexibility in 
applications. By "inference" we mean simply: deductive reasoning whenever 
enough information is at hand to permit it; inductive or plausible reasoning 
when as is almost invariably the case in real problems the necessary 
information is not available. But if a problem can be solved by deductive 
reasoning, probability theory is not needed for it; thus our topic is the 
optimal processing of incomplete information.

In the writer's lectures, the emphasis was therefore on the quantitative 
formulation of Pólya's viewpoint, so it could be used for general problems of 
scientific inference, almost all of which arise out of incomplete information 
rather than "randomness."

[...]

Note also that in the quoted passage, Jaynes regards his theory as "the general 
theory of scientific inference"

I should have said that he regards his theory as usable "for general problems of 
scientific inference".

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Mirror Neurons (was: What is empathy)
Date: December 13, 2012 at 6:11 PM

On Dec 13, 2012, at 2:47 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 13 Dec 2012, at 10:17, Jean Dutertre <jean_dutertre@orange.fr> wrote:

empathy is a matter of mirror neurons (see Giacomo Rizzolatti and/or
Vilayanur Ramachandran)

But not just mirror neurons, right? (I mean, presumably mirror neurons in vitro 
would neither experience nor cause any empathy.)

So, empathy is a matter of mirror neurons plus -- what?

Are there mirror neurons in vitro? Or at autopsy?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Ghosts, Hallucinations (was: epistemology in one paragraph)
Date: December 13, 2012 at 2:08 AM

On Nov 1, 2012, at 10:08 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 02/11/2012, at 15:15, "P0ck" <oberon.nmk@gmail.com> wrote:

There are also some documented ghosts stories

What do you mean documented? Do you mean reported? What's a ghost?

I have documentation proving that people tell ghost stories. Here's PROOF:

http://www.amazon.com/Harry-Potter-Sorcerers-Stone-Book/dp/059035342X/

This ghost story has sold millions of copies. There have even been movies made 
which clearly show the ghosts from the books.

And these books and movies are not fringe crank stuff. They are popular, best-
selling and well-known. It's mainstream, don't even try to deny it!

, crop circles, near-death experience where the person leave her body and see 
stuff, etc.. We don't have much good explanations for things like that.

Yeah...because there isn't anything to explain beyond people being deluded, 
mistaken, lying, whatever. The only mystery is about *us* and human minds in 
that case...not with mysterious forces at work in the universe. Anyways...what 
do you think is more likely when it comes to ghosts? That sometimes, in 
extremis, the mind can cause people to hallucinate (something easily witnessed 
by anyone who wants to try enough drugs or lack of oxygen to the brain)...or 
that some old lady was able to witness a temporary suspension of the laws of 
physics, localised entirely in her living room attesting to the existence of a 
supernatural realm of eternal life that left her with no evidence whatsoever 
beyond the ability to simply retell the story or...or really bad set of doubly-
exposed old black-and-white photographs?

I go with hallucination in most cases.

http://www.amazon.com/Harry-Potter-Sorcerers-Stone-Book/dp/059035342X/


Why hallucination?

I would go with lying, confusion or confabulation in most cases.

For example, people intentionally and knowingly create crop circles then lie about 
having done so.

Or people see something briefly in the sky and get confused about what it was. 
Then when thinking about it more they change their memory to turn it into a better 
UFO story.

Confabulation is common because memories require interpretation and people 
can and do make mistakes while interpreting.

Lying is common for many reasons. Thomas Szasz discusses some in his books. 
Long story.

Confusion is common because the truth is never obvious.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Erik Björnemo <erikbjornemo@gmail.com>
Subject: Re: Erratum (Was: [BoI] Popper, Everett, Feynman)
Date: December 14, 2012 at 2:00 AM

2012/12/13 David Deutsch <david.deutsch@qubit.org>:
On 13 Dec 2012, at 12:03, I wrote:

Indeed, this very point is stressed in the Preface to E.T. Jaynes' *Probability 
Theory: The Logic of Science* (the pioneering book advocating that approach):

But the final result was just the standard rules of probability theory, given 
already by Bernoulli and Laplace; so why all the fuss? The important new 
feature was that these rules were now seen as uniquely valid principles of 
logic in general, making no reference to "chance" or "random variables"; 
so their range of application is vastly greater than had been supposed in 
the conventional probability  theory that was developed in the early 
twentieth century. As a result, the imaginary distinction  between 
"probability theory" and "statistical inference" disappears, and the field 
achieves not only logical unity and simplicity, but far greater technical 
power and flexibility in applications. By "inference" we mean simply: 
deductive reasoning whenever enough information is at hand to permit it; 
inductive or plausible reasoning when as is almost invariably the case in 
real problems the necessary information is not available. But if a problem 
can be solved by deductive reasoning, probability theory is not needed for 
it; thus our topic is the optimal processing of incomplete information.

In the writer's lectures, the emphasis was therefore on the quantitative 
formulation of Pólya's viewpoint, so it could be used for general problems 
of scientific inference, almost all of which arise out of incomplete 
information rather than "randomness."

[...]

Note also that in the quoted passage, Jaynes regards his theory as "the 
general theory of scientific inference"

I should have said that he regards his theory as usable "for general problems of 
scientific inference".

Dear David,



That makes quite a difference, doesn't it? Because that's what I mean,
that probaility theory as logic is a useful part of epistemology, not
that it is a full epistemology *in itself*.

Best regards,
Erik



From: Erik Björnemo <erikbjornemo@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 14, 2012 at 2:00 AM

2012/12/13 David Deutsch <david.deutsch@qubit.org>:
On 13 Dec 2012, at 10:28, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/12 Elliot Temple <curi@curi.us>:

Logic does not claim to be epistemology.

If Bayesian epistemology is only a partial epistemology, that would raise the 
issue of what the full epistemology is. What fills in the gaps? Is it Popper's 
epistemology? If so, since Popper's epistemology is general purpose, and it's 
being accepted, why not use it everywhere? Why have a second partial 
epistemology?

Probability theory as logic does not claim to be epistemology, or
rather I do not claim it is epistemology. I believe I never have.
Maybe others claim that it is. Maybe they claim that it is "Bayesian
epistemology".

I describe myself as "a Popperian armed with probability theory as
logic", and that does not imply probability theory is epistemology or
that I use a partial epistemology. Only that I can make use of it,
like maths and logic, within that epistemology. You question that, and
this can result in an interesting discussion.

The idea that probability theory can be used "as logic", by attaching numbers 
that supposedly obey the probability calculus to theories, in order to represent 
one's degree of rational belief in them, does not follow from probability theory or 
from logic. Therefore it is a substantive additional assertion. Indeed, this very 
point is stressed in the Preface to E.T. Jaynes' *Probability Theory: The Logic of 
Science* (the pioneering book advocating that approach):

Dear David,

Probability theory follows as an *extension* of logic if we do not
reject the desiderata in Jaynes' book. These desiderata represent an
idea/assertion which is of course open to examination/criticism. Of



course, probability theory as an extension of logic does not follow
from probability theory (logic does not follow from logic). It follows
from the extension regardless of whether the rules of probability has
already been formulated or not.

But the final result was just the standard rules of probability theory, given 
already by Bernoulli and Laplace; so why all the fuss? The important new 
feature was that these rules were now seen as uniquely valid principles of 
logic in general, making no reference to "chance" or "random variables"; so 
their range of application is vastly greater than had been supposed in the 
conventional probability  theory that was developed in the early twentieth 
century. As a result, the imaginary distinction  between "probability theory" 
and "statistical inference" disappears, and the field achieves not only logical 
unity and simplicity, but far greater technical power and flexibility in 
applications. By "inference" we mean simply: deductive reasoning whenever 
enough information is at hand to permit
it; inductive or plausible reasoning when as is almost invariably the case in 
real problems the necessary information is not available. But if a problem 
can be solved by deductive reasoning, probability theory is not needed for it; 
thus our topic is the optimal processing of incomplete information.

In the writer's lectures, the emphasis was therefore on the quantitative 
formulation of Pólya's viewpoint, so it could be used for general problems of 
scientific inference, almost all of which arise out of incomplete information 
rather than "randomness."

Since this substantive additional assertion is about what knowledge consists of 
(namely the assignment of high probabilities to true theories) and how it is 
obtained (by responding to new information by updating one's probabilities using 
Bayes' theorem), I'd call it epistemology. But the important thing isn't giving it the 
right name, but avoiding the error of thinking that the substantive additional 
assertion consists of necessary truths and consequently that contradicting it 
would be a mistake of the same type as denying Bayes' theorem or that 2+2=4.

I don't see Jaynes saying that "knowledge consists of [..] the
assignment of high probabilities to true theories". The calculation
always occur in a wider "framework", and I would not label the
extension of logic "epistemology". To exemplify from Jaynes (9.16):



"It is not the absolute status of an hypothesis embedded in the
universe of all conceivable theories, but the plausibility of an
hypothesis *relative to a definite set of specified alternatives.
[...] Its probability within the class of all conceivable theories is
neither large nor small; it is simply undefined because the class of
all conceivable theories is undefined. [...] The functional use [...]
is not to tell us what predicitions must be true, but rather *what
predicitions are most strongly indicated by our present hypothesis and
our present information.* [...] If predicitions made by a theory are
borne out by future observations [...] we do not learn anything
basically knew; we only become more confident of what we know already.
[...] [I]nduction is most valuable to a scientist just when it turns
out to be wrong; only then do we get new fundamental knowledge."

Those things that you oppose, like induction and justification and
probabilities for theories, are here always specified relative to set
of alternatives and certain hypothesis we do not question right now.
They are not "global" entities, as I believe those criticised by
Popper are, and a high probability is only the strength of that
theory/hypothesis *within that set*; given the information we put into
the calculation. Not in an absolute sense. So Newton's theory can have
either very high probability for one set of alternatives and evidence
(before Newton), but also very low probability for another set of
alternatives (like when Einstein's theory is introduced). That's why I
think probability theory as extended logic is compatible with Popper
(as I understand him). Moreover, probability theory of course entails
logic and I believe you'd have to refute some part of the extension to
probability theory before you dismiss its use (in Jaynes' sense).

You do not require that we criticise and compare *every conceivable
theory* when applying Popper's approach, but as soon as someone
mentions probability this requirement seems to be automatically
imposed from your side. Why the different standards?

Best regards,
Erik



From: Erik Björnemo <erikbjornemo@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 14, 2012 at 2:00 AM

2012/12/13 Elliot Temple <curi@curi.us>:

On Dec 13, 2012, at 2:28 AM, Erik Björnemo <erikbjornemo@gmail.com> 
wrote:

2012/12/12 Elliot Temple <curi@curi.us>:

Logic does not claim to be epistemology.

If Bayesian epistemology is only a partial epistemology, that would raise the 
issue of what the full epistemology is. What fills in the gaps? Is it Popper's 
epistemology? If so, since Popper's epistemology is general purpose, and it's 
being accepted, why not use it everywhere? Why have a second partial 
epistemology?

I describe myself as "a Popperian armed with probability theory as
logic", and that does not imply probability theory is epistemology or
that I use a partial epistemology. Only that I can make use of it,
like maths and logic, within that epistemology. You question that, and
this can result in an interesting discussion.

Bayesians claim to talk about *induction*, *how people learn*, *what knowledge 
is*, *how we get knowledge*, *the right methods of evaluating ideas*, *how 
science works*, and so on.

Those are the types of things that I meant by epistemology. Logic does not 
claim to do any of that. You do.

Dear Elliot,

I do not claim logic is epistemology but a useful part of it, without
which we would be worse off. I do not claim the extension of logic to
probability theory is epistemology but that probability theory as



extended logic is a useful part of it, without which we would be worse
off.

Please discuss "the Bayesian stuff" -- whatever you exactly mean by
that -- with the "Bayesians" -- whoever you then refer to. You seem to
want me to be one of the Bayesians you claim to know where they stand.
I'm not your straw man...

Thank you for your time, but I resign from this discussion now because
I do not learn much from it. Maybe I'll return some other time, but in
the meantime I think I'll read "Debunking Popper" to see whether I'm
really a Popperian ;-).

Best regards,
Erik



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Ghosts, Hallucinations (was: epistemology in one paragraph)
Date: December 14, 2012 at 2:30 AM

On 14/12/2012, at 16:51, "Elliot Temple" <curi@curi.us> wrote:

On Nov 1, 2012, at 10:08 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 02/11/2012, at 15:15, "P0ck" <oberon.nmk@gmail.com> wrote:

There are also some documented ghosts stories

What do you mean documented? Do you mean reported? What's a ghost?

I have documentation proving that people tell ghost stories. Here's PROOF:

http://www.amazon.com/Harry-Potter-Sorcerers-Stone-Book/dp/059035342X/

This ghost story has sold millions of copies. There have even been movies 
made which clearly show the ghosts from the books.

And these books and movies are not fringe crank stuff. They are popular, best-
selling and well-known. It's mainstream, don't even try to deny it!

, crop circles, near-death experience where the person leave her body and 
see stuff, etc.. We don't have much good explanations for things like that.

Yeah...because there isn't anything to explain beyond people being deluded, 
mistaken, lying, whatever. The only mystery is about *us* and human minds in 
that case...not with mysterious forces at work in the universe. Anyways...what 
do you think is more likely when it comes to ghosts? That sometimes, in 
extremis, the mind can cause people to hallucinate (something easily 
witnessed by anyone who wants to try enough drugs or lack of oxygen to the 
brain)...or that some old lady was able to witness a temporary suspension of 
the laws of physics, localised entirely in her living room attesting to the 
existence of a supernatural realm of eternal life that left her with no evidence 
whatsoever beyond the ability to simply retell the story or...or really bad set of 

http://www.amazon.com/Harry-Potter-Sorcerers-Stone-Book/dp/059035342X/


doubly-exposed old black-and-white photographs?

I go with hallucination in most cases.

Why hallucination?

I would go with lying, confusion or confabulation in most cases.

You are correct. Me too - I would go with that in most cases too. I was probably 
trying to be too generous in my reply because I wanted to get on side as much as 
I could with the original poster without alienating him completely by granting that 
people who report such things aren't liars and who, in their own minds, are being 
accurate with their reporting. To assume this, in most cases, is silly of course. 
People lie very often.

But those some few ghost, paranormal, ufo, yeti, god, whatever "experiences" 
that people genuinely truly think they have - they're the ones that I reckon might 
provide the momentum for the other people to make up lies around and copy. 
Because people who have an hallucination about being abducted by aliens (say) 
are motivated by strong emotions to continue the story and convince people they 
had an experience that really is important for the world to know about. I mean, if I 
genuinely thought aliens from some far off galaxy did visit me, that's damn 
important news for the world to know. (Neil Tyson points out that, if this does 
happen to you, make sure to steal the ashtray off the table or something while 
they're doing the sex-probe things that seem common during these events. That 
way you'll at least have *evidence* beyond your testimony).

I'm interested in this lately because recently this neurosurgeon has claimed he 
zipped off to heaven when he "died" on the operating table. Well, when a priest 
says this people don't raise an eyebrow, but when it's an actual doctor - a brain 
doctor - well, the way the USA culture worships doctors at the moment, everyone 
listens. He is using his credentials to argue heaven is real and you get to see 
your dead relatives and whatnot. It *seems* he is being quite genuine and right 
now he is convincing huge numbers of people to buy his book and, worse, buy 
into these ideas. So you can look up "Eben Alexander" to learn all about it. Or 
not. Sam Harris has done a few posts on the case recently. So have others. 
Whatever else you think about Harris, his takedown of this guy helps reduce the 
evil in the world
http://www.samharris.org/blog/item/this-must-be-heaven

http://www.samharris.org/blog/item/this-must-be-heaven


That sort of case is a powerful motivator for other people to interpret their own 
weird experiences and then lie and make mistakes. So best case scenario for the 
original poster, or anyone who believes in god and ghosts, even if we have a 
bunch of people who did not lie about what they saw - and they really did see 
some Harry Potter type crazy-shit, it's still all interpretation, isn't it? And one 
interpretation is hallucination. It's always on the table with every observation - but 
mostly when we take a measurement, we can repeat it - or get someone else to. 
The only time hallucination is a *better* interpretation of some observation is 
when that observation is a genuine (not lying, not mistaken in the usual sense) 
one off suspension of many (tempted to say all?) laws of physics. I heard Brian 
Cox recently on the Infinite Monkey Cage explaining the reasons why ghosts 
violate the laws of thermodynamics, being the (apparent) perpetual motion 
machines that they are.

For example, people intentionally and knowingly create crop circles then lie 
about having done so.

Yep.

Or people see something briefly in the sky and get confused about what it was. 
Then when thinking about it more they change their memory to turn it into a 
better UFO story.

Yep, exactly. That too.

Confabulation is common because memories require interpretation and people 
can and do make mistakes while interpreting.

Lying is common for many reasons. Thomas Szasz discusses some in his 
books. Long story.

Confusion is common because the truth is never obvious.

Agreed. And we already always have some theory in mind, right? So people 
already have a theory that aliens have ships with flashing lights, so the flashing 
lights are entirely consistent with that theory. Even if some person never saw 



flashing lights themselves and just heard about them, or read about someone 
else's - that's enough. That's evidence best explained by ufos. Best 
because...well you don't know, or care to know about other stuff that might not 
give you the same emotional rush that aliens will. Or god. God especially. 
Because that theory guarantees you an eternal life of happiness with everyone 
you love. Who wants *that* challenged by a skeptical, critical mind which brings 
science and rationality to bear? Better to interpret just about every observation in 
such a way that it fits that theory, no matter the epistemological gymnastics 
required.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 14, 2012 at 2:47 AM

On Dec 13, 2012, at 11:00 PM, Erik Björnemo <erikbjornemo@gmail.com> wrote:

Thank you for your time, but I resign from this discussion now because
I do not learn much from it.

If you want to learn much you have to be willing to confront views significantly 
different from your own, and study them, and learn to understand them. You have 
not made the effort to understand our view, so of course you have not learned 
much. That is no reason to give up.

Apparently you expected to learn a lot with little time or effort. That will never 
work. There are no short cuts to knowledge. Being a wise, knowledgeable person 
requires an open mind, an appreciation of any criticism, and a persistent drive to 
pursue potential avenues of learning to a conclusion.

You give up without even attempting to answer many criticisms addressed to your 
ideas. And claim not to be learning! What do you expect to learn from, if not 
answering criticisms? How would learning go any better than you receive 
criticisms and try to answer them and learn about (and criticize once you 
understand something about them) other ideas? Anyone who can offer criticism 
that you have not answered multiple times in the past is to be held in high 
esteem.

Culture clash can be fruitful. It is worthwhile. If you avoid it, you are stuck in a 
narrow world. (Popper talks about this in _The Myth of the Framework_. Still 
wondering which Popper books you've actually read. You did not answer that 
question and have not demonstrated any significant knowledge of Popper, but 
have demonstrated ignorance of many of his ideas.)

I have talked at length with Bayesians and read Bayesian material, as well as 
multiple other types of inductivists. I have made the effort to understand many 
points of view. I have spent a lot of time discussing with many types of people. I 
have learned a lot from this. You should do it too, if you want to understand things 
better. That is the way to have a good intellectual life.

Your attitude is a mistake, but it's not too late to change your mind.



-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] First Speed of Light Measurement
Date: December 14, 2012 at 2:58 AM

http://www.amnh.org/education/resources/rfl/web/essaybooks/cosmic/p_roemer.h
tml

Nice method.

-- Elliot Temple
http://curi.us/

-- 

http://www.amnh.org/education/resources/rfl/web/essaybooks/cosmic/p_roemer.html
http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 14, 2012 at 3:26 AM

On 14 Dec 2012, at 07:00, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/13 David Deutsch <david.deutsch@qubit.org>:
On 13 Dec 2012, at 10:28, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/12 Elliot Temple <curi@curi.us>:

Logic does not claim to be epistemology.

If Bayesian epistemology is only a partial epistemology, that would raise the 
issue of what the full epistemology is. What fills in the gaps? Is it Popper's 
epistemology? If so, since Popper's epistemology is general purpose, and 
it's being accepted, why not use it everywhere? Why have a second partial 
epistemology?

Probability theory as logic does not claim to be epistemology, or
rather I do not claim it is epistemology. I believe I never have.
Maybe others claim that it is. Maybe they claim that it is "Bayesian
epistemology".

I describe myself as "a Popperian armed with probability theory as
logic", and that does not imply probability theory is epistemology or
that I use a partial epistemology. Only that I can make use of it,
like maths and logic, within that epistemology. You question that, and
this can result in an interesting discussion.

The idea that probability theory can be used "as logic", by attaching numbers 
that supposedly obey the probability calculus to theories, in order to represent 
one's degree of rational belief in them, does not follow from probability theory 
or from logic. Therefore it is a substantive additional assertion. Indeed, this 
very point is stressed in the Preface to E.T. Jaynes' *Probability Theory: The 
Logic of Science* (the pioneering book advocating that approach):

Dear David,

Probability theory follows as an *extension* of logic if we do not



reject the desiderata in Jaynes' book. These desiderata represent an
idea/assertion which is of course open to examination/criticism. Of
course, probability theory as an extension of logic does not follow
from probability theory (logic does not follow from logic). It follows
from the extension regardless of whether the rules of probability has
already been formulated or not.

Applying probability to weighing theories contradicts logic and so can hardly be 
an extension of it: the the chapter on Choices in BoI.

But the final result was just the standard rules of probability theory, given 
already by Bernoulli and Laplace; so why all the fuss? The important new 
feature was that these rules were now seen as uniquely valid principles of 
logic in general, making no reference to "chance" or "random variables"; 
so their range of application is vastly greater than had been supposed in 
the conventional probability  theory that was developed in the early 
twentieth century. As a result, the imaginary distinction  between 
"probability theory" and "statistical inference" disappears, and the field 
achieves not only logical unity and simplicity, but far greater technical 
power and flexibility in applications. By "inference" we mean simply: 
deductive reasoning whenever enough information is at hand to permit
it; inductive or plausible reasoning when as is almost invariably the case in 
real problems the necessary information is not available. But if a problem 
can be solved by deductive reasoning, probability theory is not needed for 
it; thus our topic is the optimal processing of incomplete information.

In the writer's lectures, the emphasis was therefore on the quantitative 
formulation of Pólya's viewpoint, so it could be used for general problems 
of scientific inference, almost all of which arise out of incomplete 
information rather than "randomness."

Since this substantive additional assertion is about what knowledge consists of 
(namely the assignment of high probabilities to true theories) and how it is 
obtained (by responding to new information by updating one's probabilities 
using Bayes' theorem), I'd call it epistemology. But the important thing isn't 
giving it the right name, but avoiding the error of thinking that the substantive 
additional assertion consists of necessary truths and consequently that 
contradicting it would be a mistake of the same type as denying Bayes' 
theorem or that 2+2=4.



I don't see Jaynes saying that "knowledge consists of [..] the
assignment of high probabilities to true theories". The calculation
always occur in a wider "framework", and I would not label the
extension of logic "epistemology". To exemplify from Jaynes (9.16):

"It is not the absolute status of an hypothesis embedded in the
universe of all conceivable theories, but the plausibility of an
hypothesis *relative to a definite set of specified alternatives.
[...] Its probability within the class of all conceivable theories is
neither large nor small; it is simply undefined because the class of
all conceivable theories is undefined. […]

So the probability doesn't tell us anything about whether a theory is true or false 
and so is useless.

The functional use [...]
is not to tell us what predicitions must be true, but rather *what
predicitions are most strongly indicated by our present hypothesis and
our present information.* […]

And yet it supposedly gives us information about what we should predict. But it 
can't do this unless there is something about this procedure that should lead us to 
think the theory in question has something to do with how the world works.

If predicitions made by a theory are
borne out by future observations [...] we do not learn anything
basically knew; we only become more confident of what we know already.
[...] [I]nduction is most valuable to a scientist just when it turns
out to be wrong; only then do we get new fundamental knowledge."

So the probabilities give us no information about what is actually true and there is 
no reason to pay attention to them.

That's two self-contradictions in the space of one quote.

Those things that you oppose, like induction and justification and
probabilities for theories, are here always specified relative to set
of alternatives and certain hypothesis we do not question right now.
They are not "global" entities, as I believe those criticised by
Popper are, and a high probability is only the strength of that



theory/hypothesis *within that set*; given the information we put into
the calculation. Not in an absolute sense. So Newton's theory can have
either very high probability for one set of alternatives and evidence
(before Newton), but also very low probability for another set of
alternatives (like when Einstein's theory is introduced). That's why I
think probability theory as extended logic is compatible with Popper
(as I understand him). Moreover, probability theory of course entails
logic and I believe you'd have to refute some part of the extension to
probability theory before you dismiss its use (in Jaynes' sense).

You do not require that we criticise and compare *every conceivable
theory* when applying Popper's approach, but as soon as someone
mentions probability this requirement seems to be automatically
imposed from your side. Why the different standards?

The problem is that the theory you are advocating doesn't make sense.

It alternates between claims that it's about a purely subjective ranking between 
(1) theories that happen to be on the table now, and (2) claims that it will help us 
predict stuff.

(1) and (2) are not consistent with one another. A theory that will help you predict 
stuff should be understood as a theory that is closer to how the world actually 
works. All prediction is made in the light of explanation, i.e. - of claims about how 
the world works. So if a theory is actually better at prediction, and you haven't 
made a mistake, then it should be better as a model of how the world works. So 
better prediction is not the same as a subjective preference for something.

There's another problem, which is that if (1) is all you want it's a mystery why you 
should ever do any experiments or listen to any arguments. If you're only 
interested in your subjective ranking then you should be indifferent between 
ranking theories using better evidence and ranking them using worse evidence. 
In both cases, you rank theories.

Since it doesn't matter whether one theory satisfies my subjective whims better 
than another, I am interested in whether a theory is actually a better explanation 
and whether it is closer to reality instead. What's left is a claim about better 
prediction. The claim is that it is possible and desirable to show that a theory is 
true or more probable - justificationism. This claim has been criticised by Popper 



and David. The requirement for assigning probability to every conceivable theory 
comes about as a result of taking your position as justificationist. If it is 
justificationist, then you have to rank your theory relative to all others because 
otherwise there is a potential problem that you haven't addressed and your 
position is unjustified.

By contrast, in a non-justificationist approach, e.g. - Popper's and David's 
approach, we don't claim to justify stuff. We admit there are lots of potential 
problems and that the best it is possible to do is to look actively for those 
problems. We don't claim to have proven anything, or shown anything more 
probable, so we don't have the burden of doing that.

Alan



From: Erik Björnemo <erikbjornemo@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 14, 2012 at 3:39 AM

2012/12/14 Alan Forrester <alanmichaelforrester@googlemail.com>:

On 14 Dec 2012, at 07:00, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/13 David Deutsch <david.deutsch@qubit.org>:
On 13 Dec 2012, at 10:28, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/12 Elliot Temple <curi@curi.us>:

Logic does not claim to be epistemology.

If Bayesian epistemology is only a partial epistemology, that would raise 
the issue of what the full epistemology is. What fills in the gaps? Is it 
Popper's epistemology? If so, since Popper's epistemology is general 
purpose, and it's being accepted, why not use it everywhere? Why have a 
second partial epistemology?

Probability theory as logic does not claim to be epistemology, or
rather I do not claim it is epistemology. I believe I never have.
Maybe others claim that it is. Maybe they claim that it is "Bayesian
epistemology".

I describe myself as "a Popperian armed with probability theory as
logic", and that does not imply probability theory is epistemology or
that I use a partial epistemology. Only that I can make use of it,
like maths and logic, within that epistemology. You question that, and
this can result in an interesting discussion.

The idea that probability theory can be used "as logic", by attaching numbers 
that supposedly obey the probability calculus to theories, in order to 
represent one's degree of rational belief in them, does not follow from 
probability theory or from logic. Therefore it is a substantive additional 
assertion. Indeed, this very point is stressed in the Preface to E.T. Jaynes' 
*Probability Theory: The Logic of Science* (the pioneering book advocating 
that approach):



Dear David,

Probability theory follows as an *extension* of logic if we do not
reject the desiderata in Jaynes' book. These desiderata represent an
idea/assertion which is of course open to examination/criticism. Of
course, probability theory as an extension of logic does not follow
from probability theory (logic does not follow from logic). It follows
from the extension regardless of whether the rules of probability has
already been formulated or not.

Applying probability to weighing theories contradicts logic and so can hardly be 
an extension of it: the the chapter on Choices in BoI.

But the final result was just the standard rules of probability theory, given 
already by Bernoulli and Laplace; so why all the fuss? The important new 
feature was that these rules were now seen as uniquely valid principles 
of logic in general, making no reference to "chance" or "random 
variables"; so their range of application is vastly greater than had been 
supposed in the conventional probability  theory that was developed in 
the early twentieth century. As a result, the imaginary distinction  between 
"probability theory" and "statistical inference" disappears, and the field 
achieves not only logical unity and simplicity, but far greater technical 
power and flexibility in applications. By "inference" we mean simply: 
deductive reasoning whenever enough information is at hand to permit
it; inductive or plausible reasoning when as is almost invariably the case 
in real problems the necessary information is not available. But if a 
problem can be solved by deductive reasoning, probability theory is not 
needed for it; thus our topic is the optimal processing of incomplete 
information.

In the writer's lectures, the emphasis was therefore on the quantitative 
formulation of Pólya's viewpoint, so it could be used for general problems 
of scientific inference, almost all of which arise out of incomplete 
information rather than "randomness."

Since this substantive additional assertion is about what knowledge consists 
of (namely the assignment of high probabilities to true theories) and how it is 
obtained (by responding to new information by updating one's probabilities 
using Bayes' theorem), I'd call it epistemology. But the important thing isn't 
giving it the right name, but avoiding the error of thinking that the substantive 



additional assertion consists of necessary truths and consequently that 
contradicting it would be a mistake of the same type as denying Bayes' 
theorem or that 2+2=4.

I don't see Jaynes saying that "knowledge consists of [..] the
assignment of high probabilities to true theories". The calculation
always occur in a wider "framework", and I would not label the
extension of logic "epistemology". To exemplify from Jaynes (9.16):

"It is not the absolute status of an hypothesis embedded in the
universe of all conceivable theories, but the plausibility of an
hypothesis *relative to a definite set of specified alternatives.
[...] Its probability within the class of all conceivable theories is
neither large nor small; it is simply undefined because the class of
all conceivable theories is undefined. […]

So the probability doesn't tell us anything about whether a theory is true or false 
and so is useless.

The functional use [...]
is not to tell us what predicitions must be true, but rather *what
predicitions are most strongly indicated by our present hypothesis and
our present information.* […]

And yet it supposedly gives us information about what we should predict. But it 
can't do this unless there is something about this procedure that should lead us 
to think the theory in question has something to do with how the world works.

If predicitions made by a theory are
borne out by future observations [...] we do not learn anything
basically knew; we only become more confident of what we know already.
[...] [I]nduction is most valuable to a scientist just when it turns
out to be wrong; only then do we get new fundamental knowledge."

So the probabilities give us no information about what is actually true and there 
is no reason to pay attention to them.

That's two self-contradictions in the space of one quote.

Those things that you oppose, like induction and justification and



probabilities for theories, are here always specified relative to set
of alternatives and certain hypothesis we do not question right now.
They are not "global" entities, as I believe those criticised by
Popper are, and a high probability is only the strength of that
theory/hypothesis *within that set*; given the information we put into
the calculation. Not in an absolute sense. So Newton's theory can have
either very high probability for one set of alternatives and evidence
(before Newton), but also very low probability for another set of
alternatives (like when Einstein's theory is introduced). That's why I
think probability theory as extended logic is compatible with Popper
(as I understand him). Moreover, probability theory of course entails
logic and I believe you'd have to refute some part of the extension to
probability theory before you dismiss its use (in Jaynes' sense).

You do not require that we criticise and compare *every conceivable
theory* when applying Popper's approach, but as soon as someone
mentions probability this requirement seems to be automatically
imposed from your side. Why the different standards?

The problem is that the theory you are advocating doesn't make sense.

It alternates between claims that it's about a purely subjective ranking between 
(1) theories that happen to be on the table now, and (2) claims that it will help us 
predict stuff.

(1) and (2) are not consistent with one another. A theory that will help you 
predict stuff should be understood as a theory that is closer to how the world 
actually works. All prediction is made in the light of explanation, i.e. - of claims 
about how the world works. So if a theory is actually better at prediction, and 
you haven't made a mistake, then it should be better as a model of how the 
world works. So better prediction is not the same as a subjective preference for 
something.

There's another problem, which is that if (1) is all you want it's a mystery why 
you should ever do any experiments or listen to any arguments. If you're only 
interested in your subjective ranking then you should be indifferent between 
ranking theories using better evidence and ranking them using worse evidence. 
In both cases, you rank theories.



Since it doesn't matter whether one theory satisfies my subjective whims better 
than another, I am interested in whether a theory is actually a better explanation 
and whether it is closer to reality instead. What's left is a claim about better 
prediction. The claim is that it is possible and desirable to show that a theory is 
true or more probable - justificationism. This claim has been criticised by Popper 
and David. The requirement for assigning probability to every conceivable 
theory comes about as a result of taking your position as justificationist. If it is 
justificationist, then you have to rank your theory relative to all others because 
otherwise there is a potential problem that you haven't addressed and your 
position is unjustified.

By contrast, in a non-justificationist approach, e.g. - Popper's and David's 
approach, we don't claim to justify stuff. We admit there are lots of potential 
problems and that the best it is possible to do is to look actively for those 
problems. We don't claim to have proven anything, or shown anything more 
probable, so we don't have the burden of doing that.

Dear Alan,

And *I* am criticised for not understanding the work I discuss (i.e.
Popper) in this thread. This was one of the best misunderstandings of
Jaynes' work that I have read so far. I'll save it for the future as
an eminent illustration of how people continue to claim they
understand his view just because they know some related subjects.
Thank you! Maybe I have provided some of the same to you on the
account of Popper ;-) It's on me; enjoy!

Maybe we'll meet again in this or another thread. Take care.
Best regards,
Erik



From: Erik Björnemo <erikbjornemo@gmail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 14, 2012 at 3:39 AM

2012/12/14 Elliot Temple <curi@curi.us>:

On Dec 13, 2012, at 11:00 PM, Erik Björnemo <erikbjornemo@gmail.com> 
wrote:

Thank you for your time, but I resign from this discussion now because
I do not learn much from it.

If you want to learn much you have to be willing to confront views significantly 
different from your own, and study them, and learn to understand them. You 
have not made the effort to understand our view, so of course you have not 
learned much. That is no reason to give up.

Apparently you expected to learn a lot with little time or effort. That will never 
work. There are no short cuts to knowledge. Being a wise, knowledgeable 
person requires an open mind, an appreciation of any criticism, and a persistent 
drive to pursue potential avenues of learning to a conclusion.

You give up without even attempting to answer many criticisms addressed to 
your ideas. And claim not to be learning! What do you expect to learn from, if 
not answering criticisms? How would learning go any better than you receive 
criticisms and try to answer them and learn about (and criticize once you 
understand something about them) other ideas? Anyone who can offer criticism 
that you have not answered multiple times in the past is to be held in high 
esteem.

Culture clash can be fruitful. It is worthwhile. If you avoid it, you are stuck in a 
narrow world. (Popper talks about this in _The Myth of the Framework_. Still 
wondering which Popper books you've actually read. You did not answer that 
question and have not demonstrated any significant knowledge of Popper, but 
have demonstrated ignorance of many of his ideas.)

I have talked at length with Bayesians and read Bayesian material, as well as 
multiple other types of inductivists. I have made the effort to understand many 
points of view. I have spent a lot of time discussing with many types of people. I 
have learned a lot from this. You should do it too, if you want to understand 



things better. That is the way to have a good intellectual life.

Your attitude is a mistake, but it's not too late to change your mind.

Dear Elliot,

For being a fallabilist you deliver quite a lot of assertions based on
a meager account of information about me. You know where I stand, you
know my attitude, you know that I don't understand Popper, you know
that I don't know it takes effort to learn, you know that I do not
discuss with many types of people. Since you appear to know more about
me than I do myself, I think you don't need me anymore ;-)

I was hoping to gain understanding step-by-step in a critical but
constructive discussion, but I feel there is an asymmetry in your
"requirements": I should answer all criticisms while you do not answer
mine to same extent. You want me to defend some kind of generic
"Bayesianism" -- which I have not claimed to endorse -- by applying it
to problems you suggest, while you explicitly refute to consider a
point of the matter I deem important (the extension of logic). You
claim to answer my criticisms and claim I do not even attempt to
answer yours. My criticism is ignorance, yours are not. (I've seen the
same type of asymmetry in other threads, for example that on induction
that Steve Push originated.) There is not much point to criticise
things whose meaning we do not even agree on. I wanted this clarified
and did my best at that. Apparently I failed. Right or wrong, somebody
else judge.

I am also not fond of the arrogant style of argument some use in this
thread -- apologies for any arrogant attitude I have displayed -- and
find it quite uninspiring. It is a style of discussion which suits me
badly. That does *not* mean I don't like criticism.

So clarifying, I will learn more per hour by reading critical books of
Popper, Jaynes and others than spending time in this discussion.
Unfortunately. So, please continue with the BoI list and I may join in
the future if I feel differently about it then. I think you are
dealing with an interesting tpoic and encourage you to continue!

Best regards,



Erik



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 14, 2012 at 3:47 AM

On Dec 14, 2012, at 12:39 AM, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/14 Elliot Temple <curi@curi.us>:

On Dec 13, 2012, at 11:00 PM, Erik Björnemo <erikbjornemo@gmail.com> 
wrote:

Thank you for your time, but I resign from this discussion now because
I do not learn much from it.

If you want to learn much you have to be willing to confront views significantly 
different from your own, and study them, and learn to understand them. You 
have not made the effort to understand our view, so of course you have not 
learned much. That is no reason to give up.

Apparently you expected to learn a lot with little time or effort. That will never 
work. There are no short cuts to knowledge. Being a wise, knowledgeable 
person requires an open mind, an appreciation of any criticism, and a 
persistent drive to pursue potential avenues of learning to a conclusion.

You give up without even attempting to answer many criticisms addressed to 
your ideas. And claim not to be learning! What do you expect to learn from, if 
not answering criticisms? How would learning go any better than you receive 
criticisms and try to answer them and learn about (and criticize once you 
understand something about them) other ideas? Anyone who can offer 
criticism that you have not answered multiple times in the past is to be held in 
high esteem.

Culture clash can be fruitful. It is worthwhile. If you avoid it, you are stuck in a 
narrow world. (Popper talks about this in _The Myth of the Framework_. Still 
wondering which Popper books you've actually read. You did not answer that 
question and have not demonstrated any significant knowledge of Popper, but 
have demonstrated ignorance of many of his ideas.)

I have talked at length with Bayesians and read Bayesian material, as well as 
multiple other types of inductivists. I have made the effort to understand many 



points of view. I have spent a lot of time discussing with many types of people. 
I have learned a lot from this. You should do it too, if you want to understand 
things better. That is the way to have a good intellectual life.

Your attitude is a mistake, but it's not too late to change your mind.

Dear Elliot,

For being a fallabilist you deliver quite a lot of assertions based on
a meager account of information about me. You know where I stand, you
know my attitude, you know that I don't understand Popper, you know
that I don't know it takes effort to learn, you know that I do not
discuss with many types of people. Since you appear to know more about
me than I do myself, I think you don't need me anymore ;-)

Was I wrong about something I said? Which thing? Why?

I was hoping to gain understanding step-by-step in a critical but
constructive discussion,

Me too.

but I feel there is an asymmetry in your
"requirements": I should answer all criticisms while you do not answer
mine to same extent.

I have answered you at length so far. Greater length than you have answered me. 
If you wanted more answers on a particular point, you could ask.

You want me to defend some kind of generic
"Bayesianism"

No I don't. You accuse me without quotation.

I used the word Bayesianism to refer to your position because I don't know a 
better word and it's convenient to have a way to refer to your views. If you want 
me to call it something else, tell me what to call it.

-- which I have not claimed to endorse -- by applying it



to problems you suggest, while you explicitly refute to consider a
point of the matter I deem important (the extension of logic). You
claim to answer my criticisms and claim I do not even attempt to
answer yours. My criticism is ignorance, yours are not. (I've seen the
same type of asymmetry in other threads, for example that on induction
that Steve Push originated.)

Did I say something false in that thread? What?

There is not much point to criticise
things whose meaning we do not even agree on. I wanted this clarified
and did my best at that. Apparently I failed. Right or wrong, somebody
else judge.

I am also not fond of the arrogant style of argument some use in this
thread -- apologies for any arrogant attitude I have displayed -- and
find it quite uninspiring. It is a style of discussion which suits me
badly. That does *not* mean I don't like criticism.

You make another accusation without quotation. What statement is arrogant? 
Quote it. And tell us whether it's false, or not. If it's false, say why.

You are making accusations but this isn't a substantive criticism.

Perhaps these questions can reveal to you that your claims are not well thought 
through and explained, and you need to more critically examine your stance. 
They reveal the quality of your post is inadequate, which is the reason you aren't 
learning much yet. But that is something you could potentially improve on. 
Instead you've chosen to reject ideas that make you feel humble without arguing 
they are actually false.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Ghosts, Hallucinations (was: epistemology in one paragraph)
Date: December 14, 2012 at 5:00 AM

On Dec 13, 2012, at 11:30 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 14/12/2012, at 16:51, "Elliot Temple" <curi@curi.us> wrote:

On Nov 1, 2012, at 10:08 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 02/11/2012, at 15:15, "P0ck" <oberon.nmk@gmail.com> wrote:

There are also some documented ghosts stories

What do you mean documented? Do you mean reported? What's a ghost?

I have documentation proving that people tell ghost stories. Here's PROOF:

http://www.amazon.com/Harry-Potter-Sorcerers-Stone-Book/dp/059035342X/

This ghost story has sold millions of copies. There have even been movies 
made which clearly show the ghosts from the books.

And these books and movies are not fringe crank stuff. They are popular, best-
selling and well-known. It's mainstream, don't even try to deny it!

, crop circles, near-death experience where the person leave her body and 
see stuff, etc.. We don't have much good explanations for things like that.

Yeah...because there isn't anything to explain beyond people being deluded, 
mistaken, lying, whatever. The only mystery is about *us* and human minds 
in that case...not with mysterious forces at work in the universe. 
Anyways...what do you think is more likely when it comes to ghosts? That 
sometimes, in extremis, the mind can cause people to hallucinate (something 
easily witnessed by anyone who wants to try enough drugs or lack of oxygen 
to the brain)...or that some old lady was able to witness a temporary 
suspension of the laws of physics, localised entirely in her living room 

http://www.amazon.com/Harry-Potter-Sorcerers-Stone-Book/dp/059035342X/


attesting to the existence of a supernatural realm of eternal life that left her 
with no evidence whatsoever beyond the ability to simply retell the story 
or...or really bad set of doubly-exposed old black-and-white photographs?

I go with hallucination in most cases.

Why hallucination?

I would go with lying, confusion or confabulation in most cases.

You are correct. Me too - I would go with that in most cases too. I was probably 
trying to be too generous in my reply because I wanted to get on side as much 
as I could with the original poster without alienating him completely by granting 
that people who report such things aren't liars and who, in their own minds, are 
being accurate with their reporting. To assume this, in most cases, is silly of 
course. People lie very often.

I don't think downplaying disagreement is a good strategy for making rational 
progress.

But those some few ghost, paranormal, ufo, yeti, god, whatever "experiences" 
that people genuinely truly think they have - they're the ones that I reckon might 
provide the momentum for the other people to make up lies around and copy. 
Because people who have an hallucination about being abducted by aliens 
(say) are motivated by strong emotions to continue the story and convince 
people they had an experience that really is important for the world to know 
about. I mean, if I genuinely thought aliens from some far off galaxy did visit me, 
that's damn important news for the world to know. (Neil Tyson points out that, if 
this does happen to you, make sure to steal the ashtray off the table or 
something while they're doing the sex-probe things that seem common during 
these events. That way you'll at least have *evidence* beyond your testimony).

I'd recommend asking the aliens to give you evidence, asking them to contact the 
media, asking them to give you a library (perhaps in some tiny format, plus a 
reading device). That way even if they don't answer you could have some 
realistic story about what happened when you made a reasonable effort.

I'm interested in this lately because recently this neurosurgeon has claimed he 
zipped off to heaven when he "died" on the operating table. Well, when a priest 
says this people don't raise an eyebrow, but when it's an actual doctor - a brain 



doctor - well, the way the USA culture worships doctors at the moment, 
everyone listens.

Not me. Not Szasz.

Treating the same story differently because of his (blatantly irrelevant, even) 
authority is disgraceful.

He is using his credentials to argue heaven is real and you get to see your dead 
relatives and whatnot. It *seems* he is being quite genuine

Where "genuine" means he's lying to himself too, not just to everyone else. That's 
plausible. Plenty of fools are true believers.

and right now he is convincing huge numbers of people to buy his book and, 
worse, buy into these ideas. So you can look up "Eben Alexander" to learn all 
about it. Or not.

I'll go with "not".

Sam Harris has done a few posts on the case recently. So have others. 
Whatever else you think about Harris, his takedown of this guy helps reduce the 
evil in the world
http://www.samharris.org/blog/item/this-must-be-heaven

I don't know about that. I took a look:

Well, I intend to spend the rest of the morning sparing him the effort. Whether 
you read it online or hold the physical object in your hands, this issue of 
Newsweek is best viewed as an archaeological artifact that is certain to 
embarrass us in the eyes of future generations.

Harris is spreading some evils of his own, such as this shame-and-
embarassment way of htinking and the highly pessimistic (or thoughtless? or 
arrogant?) claim that future generations will not have a better way of thinking.

our ubiquitous confusion about the nature of scientific authority.

http://www.samharris.org/blog/item/this-must-be-heaven


This hints there is such thing as (rational, legitimate) scientific authority. Not a 
good idea to be spreading.

I hope our descendants understand that at least some of us were blushing.

Blushing is not a good response.

As many of you know, I am interested in “spiritual” experiences of the sort 
Alexander reports. Unlike many atheists, I don’t doubt the subjective 
phenomena themselves—that is, I don’t believe that everyone who claims to 
have seen an angel, or left his body in a trance, or become one with the 
universe, is lying or mentally ill.

Here Harris endorses the mental illness concept.

So, although I am an atheist who can be expected to be unforgiving of religious 
dogma, I am not reflexively hostile to claims of the sort Alexander has made. In 
principle, my mind is open. (It really is.)

This implicitly denies that this sort of claim has *large philosophical and 
explanatory flaws* and therefore can be seen negatively without any 
consideration of the specific case.

For one thing, Alexander is not approaching his evidence in a scientific manner. 
So why worry about what the evidence even is? Some guy has some non-
repeatable evidence, approaches it unscientifically and makes crank-quality 
claims. That's not worth investigating more; that's not promising at all; to say it is 
worth approaching open-mindedly is to overrate it and to implicitly deny the 
correctness of the criticisms that could have been made without looking further.

So you say Harris is doing good and helping stop this bad idea. But not only is he 
spreading a variety of evils of his own in this very article, he's also saying overly-
kind things about the superstitious nonsense itself.

He also has not made any good arguments against the superstition this far into 
the article, which I think is a serious error. It seems to me that Harris is more 
interested in talking about things he likes to talk about then dispelling the 
superstition. Otherwise he would have put quality anti-superstition arguments 



early on and focussed on explaining them more than this other stuff.

I stopped reading at this point. I'll bet there's more evils in the rest of the article if 
anyone cares to look.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: Erratum (Was: [BoI] Popper, Everett, Feynman)
Date: December 14, 2012 at 6:39 AM

On 14 Dec 2012, at 07:00, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/13 David Deutsch <david.deutsch@qubit.org>:
On 13 Dec 2012, at 12:03, I wrote:

Indeed, this very point is stressed in the Preface to E.T. Jaynes' *Probability 
Theory: The Logic of Science* (the pioneering book advocating that 
approach):

But the final result was just the standard rules of probability theory, given 
already by Bernoulli and Laplace; so why all the fuss? The important new 
feature was that these rules were now seen as uniquely valid principles 
of logic in general, making no reference to "chance" or "random 
variables"; so their range of application is vastly greater than had been 
supposed in the conventional probability  theory that was developed in 
the early twentieth century. As a result, the imaginary distinction  between 
"probability theory" and "statistical inference" disappears, and the field 
achieves not only logical unity and simplicity, but far greater technical 
power and flexibility in applications. By "inference" we mean simply: 
deductive reasoning whenever enough information is at hand to permit it; 
inductive or plausible reasoning when as is almost invariably the case in 
real problems the necessary information is not available. But if a problem 
can be solved by deductive reasoning, probability theory is not needed 
for it; thus our topic is the optimal processing of incomplete information.

In the writer's lectures, the emphasis was therefore on the quantitative 
formulation of Pólya's viewpoint, so it could be used for general problems 
of scientific inference, almost all of which arise out of incomplete 
information rather than "randomness."

[...]

Note also that in the quoted passage, Jaynes regards his theory as "the 
general theory of scientific inference"

I should have said that he regards his theory as usable "for general problems 



of scientific inference".

Dear David,

That makes quite a difference, doesn't it? Because that's what I mean,
that probaility theory as logic is a useful part of epistemology, not
that it is a full epistemology *in itself*.

It doesn't make a difference to the question whether contradicting Jaynes' theory 
would be a mistake in logic (like claiming that 2+2=5 or contradicting Bayes' 
theorem) or merely a rival theory about knowledge.

In that passage, Jaynes is saying that the reason it's worth making a fuss about 
this theory is that it does not follow from (what was previously called) probability 
theory, but has an important new feature.

-- David Deutsch



From: Brett Hall <brhalluk@hotmail.com>
Subject: Correction Re: [BoI] Ghosts, Hallucinations (was: epistemology in one 
paragraph)
Date: December 14, 2012 at 6:59 AM

I left out a paragraph. Now included.

On 14/12/2012, at 22:49, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 14/12/2012, at 21:00, "Elliot Temple" <curi@curi.us> wrote:

On Dec 13, 2012, at 11:30 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 14/12/2012, at 16:51, "Elliot Temple" <curi@curi.us> wrote:

On Nov 1, 2012, at 10:08 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 02/11/2012, at 15:15, "P0ck" <oberon.nmk@gmail.com> wrote:

There are also some documented ghosts stories

What do you mean documented? Do you mean reported? What's a ghost?

I have documentation proving that people tell ghost stories. Here's PROOF:

http://www.amazon.com/Harry-Potter-Sorcerers-Stone-
Book/dp/059035342X/

This ghost story has sold millions of copies. There have even been movies 
made which clearly show the ghosts from the books.

And these books and movies are not fringe crank stuff. They are popular, 
best-selling and well-known. It's mainstream, don't even try to deny it!

, crop circles, near-death experience where the person leave her body 
and see stuff, etc.. We don't have much good explanations for things like 

http://www.amazon.com/Harry-Potter-Sorcerers-Stone-Book/dp/059035342X/


that.

Yeah...because there isn't anything to explain beyond people being 
deluded, mistaken, lying, whatever. The only mystery is about *us* and 
human minds in that case...not with mysterious forces at work in the 
universe. Anyways...what do you think is more likely when it comes to 
ghosts? That sometimes, in extremis, the mind can cause people to 
hallucinate (something easily witnessed by anyone who wants to try 
enough drugs or lack of oxygen to the brain)...or that some old lady was 
able to witness a temporary suspension of the laws of physics, localised 
entirely in her living room attesting to the existence of a supernatural realm 
of eternal life that left her with no evidence whatsoever beyond the ability 
to simply retell the story or...or really bad set of doubly-exposed old black-
and-white photographs?

I go with hallucination in most cases.

Why hallucination?

I would go with lying, confusion or confabulation in most cases.

You are correct. Me too - I would go with that in most cases too. I was 
probably trying to be too generous in my reply because I wanted to get on 
side as much as I could with the original poster without alienating him 
completely by granting that people who report such things aren't liars and 
who, in their own minds, are being accurate with their reporting. To assume 
this, in most cases, is silly of course. People lie very often.

I don't think downplaying disagreement is a good strategy for making rational 
progress.

I agree. But can this be consistent with not alienating someone? I realise (1) you 
can't speak in such a way as you cannot possibly be misunderstood but (2) you 
can also have a working theory of another person's mind and perhaps guess 
that one way of phrasing what you need to say will get the same message 
across, without ending the conversation.

Say a person genuinely believes they saw a ghost. They aren't lying. They're 
wrong, of course, but what to do, if they happen to care about telling you and 



your opinion. Say you think it's worth setting this person straight, as best you 
can. How to proceed? There might be lots and lots of things to consider of 
course. Perhaps the fact they are a meek and mild person is a problem in itself 
that needs to be tackled, but right now, they aren't interested in that. But you 
know, given their personality, they will flee if you frighten them. For example:

(1) Belief in ghosts is nonsense. Spreading this belief is evil. Belief in ghosts 
contradicts physics in ways too numerous for me to detail. It is also 
philosophically bankrupt. The ghost theory solves no problems and creates many. 
You haven't explained anything about ghosts and you need to for anyone to take 
you seriously. At the moment you are not being serious.

(2) I wonder if you could tell us why you believe in ghosts? Have you seen what 
you think was a ghost and would you like to tell us about it? I am going to be 
especially interested in why you think it was a ghost and that there might not be 
some other explanation. Etc...

I think (2) is a good way to start. Better than (1) in some cases. *If* you are 
interested in reaching a person. By which I mean...having the conversation 
endure long enough such that they finally understand their own error. I know this 
approach won't always work. No approach can always work, hey? Most will 
always fail, right?

But those some few ghost, paranormal, ufo, yeti, god, whatever 
"experiences" that people genuinely truly think they have - they're the ones 
that I reckon might provide the momentum for the other people to make up 
lies around and copy. Because people who have an hallucination about being 
abducted by aliens (say) are motivated by strong emotions to continue the 
story and convince people they had an experience that really is important for 
the world to know about. I mean, if I genuinely thought aliens from some far 
off galaxy did visit me, that's damn important news for the world to know. 
(Neil Tyson points out that, if this does happen to you, make sure to steal the 
ashtray off the table or something while they're doing the sex-probe things 
that seem common during these events. That way you'll at least have 



*evidence* beyond your testimony).

I'd recommend asking the aliens to give you evidence, asking them to contact 
the media, asking them to give you a library (perhaps in some tiny format, plus 
a reading device). That way even if they don't answer you could have some 
realistic story about what happened when you made a reasonable effort.

I'm interested in this lately because recently this neurosurgeon has claimed 
he zipped off to heaven when he "died" on the operating table. Well, when a 
priest says this people don't raise an eyebrow, but when it's an actual doctor - 
a brain doctor - well, the way the USA culture worships doctors at the 
moment, everyone listens.

Not me. Not Szasz.

Oprah Winfrey, imo, has a lot to answer for here. Seems like every doctor that 
appeared on her show now has their own one. Dr Phil, Dr Oz, there's some 
show called "The doctors" where doctors mainly tell you what to eat (especially 
weird because they're often heart experts or something. From what I know of 
medical school, you actually don't tend to learn much about food chemistry and 
nutrition and so forth anyway). So anyway there's all these shows that followed 
Oprah's time on tv that now have all sorts of doctors, often talking nonsense 
(and wearing strange costumes like their operating theatre gowns in a television 
studio). It's almost like a new age religion where doctors are the new priests.

Treating the same story differently because of his (blatantly irrelevant, even) 
authority is disgraceful.

I reckon it is one of the most important issues in public discourse right now. This 
particular appeal to authority is especially dangerous. I agree with you and the 
limited amount I've read from Szasz on this. Deference to doctors extends 
beyond just psychiatry. It seems they are turned to for just about anything. Like 
priests once were.

He is using his credentials to argue heaven is real and you get to see your 
dead relatives and whatnot. It *seems* he is being quite genuine



Where "genuine" means he's lying to himself too, not just to everyone else. 
That's plausible. Plenty of fools are true believers.

Yep. Why do people lie to themselves? My guess is that it feels intensely good 
in a number of ways. (1) the euphoria arising from the original hallucination can 
be intense. The belief that this truly is what eternity is going to be like, must be 
awesome. Must be like the best cocaine, or crystal meth or whatever, ever. (2) 
Upon gaining followers, one must feel terribly powerful and influential. You get to 
go on shows like...Oprah! Or the news or whatever and interviewed. You earn 
fame. Again, must be intoxicating for someone who was probably just a doctor 
and now he's like a doctor AND a respected religious leader of sorts. In some 
sections of the USA, that has to be like winning the lottery. He's set for life now.

and right now he is convincing huge numbers of people to buy his book and, 
worse, buy into these ideas. So you can look up "Eben Alexander" to learn all 
about it. Or not.

I'll go with "not".

Sam Harris has done a few posts on the case recently. So have others. 
Whatever else you think about Harris, his takedown of this guy helps reduce 
the evil in the world
http://www.samharris.org/blog/item/this-must-be-heaven

I don't know about that. I took a look:

Well, I intend to spend the rest of the morning sparing him the effort. Whether 
you read it online or hold the physical object in your hands, this issue of 
Newsweek is best viewed as an archaeological artifact that is certain to 
embarrass us in the eyes of future generations.

Harris is spreading some evils of his own, such as this shame-and-
embarassment way of htinking and the highly pessimistic (or thoughtless? or 
arrogant?) claim that future generations will not have a better way of thinking.

Not sure exactly what you mean. I agree that the shame-and-embarressment 

http://www.samharris.org/blog/item/this-must-be-heaven


way of trying to change someone's mind is an evil. I think what he means with 
the embarrassment thing is how we look back at cultures like, say, the Incans 
who used to sacrifice children to appease the sun god for a good crop or 
whatever, is kinda embarrassing nonsense in retrospect. They should have 
known better. Even a little...maybe not *killing* the child to appease the god 
would be better. So...in the future at some point won't people look back and 
think: wow, all those people in 2012, with all they knew, how could they believe 
this nonsense about a neurosurgeon zipping off to christian heaven during an 
operation?

our ubiquitous confusion about the nature of scientific authority.

This hints there is such thing as (rational, legitimate) scientific authority. Not a 
good idea to be spreading.

True. I do think it is progress though. The mistaken belief that there are degrees 
of scientific authority is better than the mistaken belief that the authority of being 
a doctor makes one an expert on everything. Like brain science. And heaven. 
For example.

Of course, even better is an acceptance of the fact that scientific authority does 
not exist. But...we can't expect to have everyone agree on every point. Harris is 
more my ally, as I've said before, than people like the doctor he is criticising and 
the people who believe that doctor. He is less evil than most people on the 
planet, and spreads less evil, solves more problems.

I hope our descendants understand that at least some of us were blushing.

Blushing is not a good response.

True. I think he is using it metaphorically. I don't think he actually blushed. I think 
he means that he would hope that people in the future don't lump him in with the 
rest of the people that believed this doctor went to heaven just because he said 
he did...and that we should believe him based on the fact he is a doctor.



As many of you know, I am interested in “spiritual” experiences of the sort 
Alexander reports. Unlike many atheists, I don’t doubt the subjective 
phenomena themselves—that is, I don’t believe that everyone who claims to 
have seen an angel, or left his body in a trance, or become one with the 
universe, is lying or mentally ill.

Here Harris endorses the mental illness concept.

Yes. Like almost everyone, so in that respect he is just following "common 
knowledge" here. You and he would part company in spectacular ways here. I 
realise it is no defence, but Harris would do better, if he knew better. He doesn't 
know better. So he says the least evil things he can. He doesn't advocate 
compulsory medicating of people. I've read his stuff. He may believe in mental 
illness, but my reading of his stuff - like say his recent stuff on free will - 
suggests he would only use coercion against *violent* people.

So, although I am an atheist who can be expected to be unforgiving of 
religious dogma, I am not reflexively hostile to claims of the sort Alexander 
has made. In principle, my mind is open. (It really is.)

This implicitly denies that this sort of claim has *large philosophical and 
explanatory flaws* and therefore can be seen negatively without any 
consideration of the specific case.

For one thing, Alexander is not approaching his evidence in a scientific 
manner. So why worry about what the evidence even is? Some guy has some 
non-repeatable evidence, approaches it unscientifically and makes crank-
quality claims. That's not worth investigating more; that's not promising at all; 
to say it is worth approaching open-mindedly is to overrate it and to implicitly 
deny the correctness of the criticisms that could have been made without 
looking further.

Harris thinks the experiences you have while praying, meditating, hallucinating, 
taking drugs, etc, are worth investigating. Scientifically. They haven't been 
traditionally. They're seen as rather frivolous. Why do monks claim to be happy? 
What's that about? Why do people love MDMA? That's a good question. If we 
could feel like that without using the drug, that's worth knowing. If we could have 
the kind of fun Alexander had while tripping during meningitis, in a harmless way 
- let's find out about that. I reckon this is what Harris is getting at there.



So you say Harris is doing good and helping stop this bad idea. But not only is 
he spreading a variety of evils of his own in this very article, he's also saying 
overly-kind things about the superstitious nonsense itself.

It's a charge many make against him. That's a reason many atheists don't like 
him much. Despite their friendship even Dawkins chastises Harris for his foray 
into eastern mysticism. But i'm with Harris on it. I think it's not superstitious 
nonsense. You can have amazing experiences on drugs and meditating that 
aren't like anything you have when sober - religious people always have. But the 
point is you don't have to believe any superstitious, religious, nonsense to 
accept that the experiences are fun, transformative, etc. Tripping, hallucinating, 
whatever - it's worth learning about, both from a subjective point of view and 
objectively. Both doing it, experiencing it - and trying to learn what causes it at 
the level of the brain. But at no point do you have to think you've actually gone 
to christian heaven. Or seen aliens. Or whatever.

He also has not made any good arguments against the superstition this far into 
the article, which I think is a serious error. It seems to me that Harris is more 
interested in talking about things he likes to talk about then dispelling the 
superstition. Otherwise he would have put quality anti-superstition arguments 
early on and focussed on explaining them more than this other stuff.

Maybe. But I think he demolishes the scientific claims that the doctor makes. 
For example, the doctor claims he was brain dead. That's a really key point. It's 
the basis on which he builds his case he died and went to heaven because his 
brain was dead. Harris explains how there is no medical evidence of that.

Harris spent his entire career writing books about how superstitious nonsense, 
is nonsense. Given most of his recent working life has been based on 
demolishing the superstitions and he's written hundreds of thousands of words 
on that topic, probably he thought his regular readers didn't need more reasons 
why god and heaven don't exist. The blog is, after all, for his readers and fans, I 
suppose.



I stopped reading at this point.

Might be why you didn't like it. He gets to how CT scans can't provide the 
evidence the doctor claims and, really importantly to my mind, how the chemical 
DMT can give users the same experience that the doctor describes. That, to my 
mind, provides a refutation of the superstitious nonsense. If people claim they 
go to heaven sometimes during near death experiences BUT that ingesting 
DMT can give you the same experience AND further that DMT is found in the 
brain naturally to begin with, well, there we go. What's more likely? You actually 
went to heaven (superstitious nonsense is true) or the DMT in your brain helped 
facilitate a hallucination (as it reliably does in high enough doses). The latter, not 
the former, theory requires more investigation and is very interesting, to my 
mind.

I'll bet there's more evils in the rest of the article if anyone cares to look.

There may be, but forced to fight some enemy, I wouldn't waste my energy 
combating Harris. He is not as dangerous as...say...religious lunatics who call 
for violence. Harris is confused at times about induction - but again, I forgive him 
this because he doesn't know better. He also seems a bit pessimistic at times 
thinking progress might soon end. But he is active in working for progress 
actually and tries (and is succeeding) on many fronts in making the world better. 
He turns people away from being violent Islamic fascists and bravely confronts 
violence at huge personal risk (he has to travel everywhere with bodyguards as 
he gets constant death threats from christians and muslims). He tries to stop 
religious nonsense like: punishing people with the death penalty for apostasy, or 
hitting children (permissible still in some US states, amazingly). For this he gets 
death threats. I think he is a hero, standing up for children and against violence. 
Takes courage. He has been effective in helping religious pastors in giving up 
their careers as preachers and doing more productive work. He has been 
thanked by religious people for this, who now feel more free.

But yeah, he makes errors. Some big errors. In retrospect, won't it be clear that 
everyone will have made errors, some huge because they were ignorant and 
blind and so they will have been working for evil in some way or other? None of 
us can be perfect.



Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Ghosts, Hallucinations (was: epistemology in one paragraph)
Date: December 14, 2012 at 6:49 AM

On 14/12/2012, at 21:00, "Elliot Temple" <curi@curi.us> wrote:

On Dec 13, 2012, at 11:30 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 14/12/2012, at 16:51, "Elliot Temple" <curi@curi.us> wrote:

On Nov 1, 2012, at 10:08 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 02/11/2012, at 15:15, "P0ck" <oberon.nmk@gmail.com> wrote:

There are also some documented ghosts stories

What do you mean documented? Do you mean reported? What's a ghost?

I have documentation proving that people tell ghost stories. Here's PROOF:

http://www.amazon.com/Harry-Potter-Sorcerers-Stone-Book/dp/059035342X/

This ghost story has sold millions of copies. There have even been movies 
made which clearly show the ghosts from the books.

And these books and movies are not fringe crank stuff. They are popular, 
best-selling and well-known. It's mainstream, don't even try to deny it!

, crop circles, near-death experience where the person leave her body and 
see stuff, etc.. We don't have much good explanations for things like that.

Yeah...because there isn't anything to explain beyond people being deluded, 
mistaken, lying, whatever. The only mystery is about *us* and human minds 
in that case...not with mysterious forces at work in the universe. 
Anyways...what do you think is more likely when it comes to ghosts? That 
sometimes, in extremis, the mind can cause people to hallucinate 

http://www.amazon.com/Harry-Potter-Sorcerers-Stone-Book/dp/059035342X/


(something easily witnessed by anyone who wants to try enough drugs or 
lack of oxygen to the brain)...or that some old lady was able to witness a 
temporary suspension of the laws of physics, localised entirely in her living 
room attesting to the existence of a supernatural realm of eternal life that left 
her with no evidence whatsoever beyond the ability to simply retell the story 
or...or really bad set of doubly-exposed old black-and-white photographs?

I go with hallucination in most cases.

Why hallucination?

I would go with lying, confusion or confabulation in most cases.

You are correct. Me too - I would go with that in most cases too. I was probably 
trying to be too generous in my reply because I wanted to get on side as much 
as I could with the original poster without alienating him completely by granting 
that people who report such things aren't liars and who, in their own minds, are 
being accurate with their reporting. To assume this, in most cases, is silly of 
course. People lie very often.

I don't think downplaying disagreement is a good strategy for making rational 
progress.

I agree. But can this be consistent with not alienating someone? I realise (1) you 
can't speak in such a way as you cannot possibly be misunderstood but (2) you 
can also have a working theory of another person's mind and perhaps guess that 
one way of phrasing what you need to say will get the same message across, 
without ending the conversation.

Say a person genuinely believes they saw a ghost. They aren't lying. They're 
wrong, of course, but what to do, if they happen to care about telling you and your 
opinion. Say you think it's worth setting this person straight, as best you can. How 
to proceed? There might be lots and lots of things to consider of course. Perhaps 
the fact they are a meek and mild person is a problem in itself that needs to be 
tackled, but right now, they aren't interested in that. But you know, given their 
personality, they will flee if you frighten them. For example:



But those some few ghost, paranormal, ufo, yeti, god, whatever "experiences" 
that people genuinely truly think they have - they're the ones that I reckon 
might provide the momentum for the other people to make up lies around and 
copy. Because people who have an hallucination about being abducted by 
aliens (say) are motivated by strong emotions to continue the story and 
convince people they had an experience that really is important for the world to 
know about. I mean, if I genuinely thought aliens from some far off galaxy did 
visit me, that's damn important news for the world to know. (Neil Tyson points 
out that, if this does happen to you, make sure to steal the ashtray off the table 
or something while they're doing the sex-probe things that seem common 
during these events. That way you'll at least have *evidence* beyond your 
testimony).

I'd recommend asking the aliens to give you evidence, asking them to contact 
the media, asking them to give you a library (perhaps in some tiny format, plus a 
reading device). That way even if they don't answer you could have some 
realistic story about what happened when you made a reasonable effort.

I'm interested in this lately because recently this neurosurgeon has claimed he 
zipped off to heaven when he "died" on the operating table. Well, when a priest 
says this people don't raise an eyebrow, but when it's an actual doctor - a brain 
doctor - well, the way the USA culture worships doctors at the moment, 
everyone listens.

Not me. Not Szasz.

Oprah Winfrey, imo, has a lot to answer for here. Seems like every doctor that 
appeared on her show now has their own one. Dr Phil, Dr Oz, there's some show 
called "The doctors" where doctors mainly tell you what to eat (especially weird 
because they're often heart experts or something. From what I know of medical 
school, you actually don't tend to learn much about food chemistry and nutrition 
and so forth anyway). So anyway there's all these shows that followed Oprah's 
time on tv that now have all sorts of doctors, often talking nonsense (and wearing 
strange costumes like their operating theatre gowns in a television studio). It's 
almost like a new age religion where doctors are the new priests.

Treating the same story differently because of his (blatantly irrelevant, even) 



authority is disgraceful.

I reckon it is one of the most important issues in public discourse right now. This 
particular appeal to authority is especially dangerous. I agree with you and the 
limited amount I've read from Szasz on this. Deference to doctors extends 
beyond just psychiatry. It seems they are turned to for just about anything. Like 
priests once were.

He is using his credentials to argue heaven is real and you get to see your 
dead relatives and whatnot. It *seems* he is being quite genuine

Where "genuine" means he's lying to himself too, not just to everyone else. 
That's plausible. Plenty of fools are true believers.

Yep. Why do people lie to themselves? My guess is that it feels intensely good in 
a number of ways. (1) the euphoria arising from the original hallucination can be 
intense. The belief that this truly is what eternity is going to be like, must be 
awesome. Must be like the best cocaine, or crystal meth or whatever, ever. (2) 
Upon gaining followers, one must feel terribly powerful and influential. You get to 
go on shows like...Oprah! Or the news or whatever and interviewed. You earn 
fame. Again, must be intoxicating for someone who was probably just a doctor 
and now he's like a doctor AND a respected religious leader of sorts. In some 
sections of the USA, that has to be like winning the lottery. He's set for life now.

and right now he is convincing huge numbers of people to buy his book and, 
worse, buy into these ideas. So you can look up "Eben Alexander" to learn all 
about it. Or not.

I'll go with "not".

Sam Harris has done a few posts on the case recently. So have others. 
Whatever else you think about Harris, his takedown of this guy helps reduce 
the evil in the world
http://www.samharris.org/blog/item/this-must-be-heaven

I don't know about that. I took a look:

http://www.samharris.org/blog/item/this-must-be-heaven


Well, I intend to spend the rest of the morning sparing him the effort. Whether 
you read it online or hold the physical object in your hands, this issue of 
Newsweek is best viewed as an archaeological artifact that is certain to 
embarrass us in the eyes of future generations.

Harris is spreading some evils of his own, such as this shame-and-
embarassment way of htinking and the highly pessimistic (or thoughtless? or 
arrogant?) claim that future generations will not have a better way of thinking.

Not sure exactly what you mean. I agree that the shame-and-embarressment way 
of trying to change someone's mind is an evil. I think what he means with the 
embarrassment thing is how we look back at cultures like, say, the Incans who 
used to sacrifice children to appease the sun god for a good crop or whatever, is 
kinda embarrassing nonsense in retrospect. They should have known better. 
Even a little...maybe not *killing* the child to appease the god would be better. 
So...in the future at some point won't people look back and think: wow, all those 
people in 2012, with all they knew, how could they believe this nonsense about a 
neurosurgeon zipping off to christian heaven during an operation?

our ubiquitous confusion about the nature of scientific authority.

This hints there is such thing as (rational, legitimate) scientific authority. Not a 
good idea to be spreading.

True. I do think it is progress though. The mistaken belief that there are degrees 
of scientific authority is better than the mistaken belief that the authority of being a 
doctor makes one an expert on everything. Like brain science. And heaven. For 
example.

Of course, even better is an acceptance of the fact that scientific authority does 
not exist. But...we can't expect to have everyone agree on every point. Harris is 
more my ally, as I've said before, than people like the doctor he is criticising and 
the people who believe that doctor. He is less evil than most people on the planet, 
and spreads less evil, solves more problems.

I hope our descendants understand that at least some of us were blushing.



Blushing is not a good response.

True. I think he is using it metaphorically. I don't think he actually blushed. I think 
he means that he would hope that people in the future don't lump him in with the 
rest of the people that believed this doctor went to heaven just because he said 
he did...and that we should believe him based on the fact he is a doctor.

As many of you know, I am interested in “spiritual” experiences of the sort 
Alexander reports. Unlike many atheists, I don’t doubt the subjective 
phenomena themselves—that is, I don’t believe that everyone who claims to 
have seen an angel, or left his body in a trance, or become one with the 
universe, is lying or mentally ill.

Here Harris endorses the mental illness concept.

Yes. Like almost everyone, so in that respect he is just following "common 
knowledge" here. You and he would part company in spectacular ways here. I 
realise it is no defence, but Harris would do better, if he knew better. He doesn't 
know better. So he says the least evil things he can. He doesn't advocate 
compulsory medicating of people. I've read his stuff. He may believe in mental 
illness, but my reading of his stuff - like say his recent stuff on free will - suggests 
he would only use coercion against *violent* people.

So, although I am an atheist who can be expected to be unforgiving of 
religious dogma, I am not reflexively hostile to claims of the sort Alexander has 
made. In principle, my mind is open. (It really is.)

This implicitly denies that this sort of claim has *large philosophical and 
explanatory flaws* and therefore can be seen negatively without any 
consideration of the specific case.

For one thing, Alexander is not approaching his evidence in a scientific manner. 
So why worry about what the evidence even is? Some guy has some non-
repeatable evidence, approaches it unscientifically and makes crank-quality 
claims. That's not worth investigating more; that's not promising at all; to say it is 
worth approaching open-mindedly is to overrate it and to implicitly deny the 



correctness of the criticisms that could have been made without looking further.

Harris thinks the experiences you have while praying, meditating, hallucinating, 
taking drugs, etc, are worth investigating. Scientifically. They haven't been 
traditionally. They're seen as rather frivolous. Why do monks claim to be happy? 
What's that about? Why do people love MDMA? That's a good question. If we 
could feel like that without using the drug, that's worth knowing. If we could have 
the kind of fun Alexander had while tripping during meningitis, in a harmless way - 
let's find out about that. I reckon this is what Harris is getting at there.

So you say Harris is doing good and helping stop this bad idea. But not only is 
he spreading a variety of evils of his own in this very article, he's also saying 
overly-kind things about the superstitious nonsense itself.

It's a charge many make against him. That's a reason many atheists don't like 
him much. Despite their friendship even Dawkins chastises Harris for his foray 
into eastern mysticism. But i'm with Harris on it. I think it's not superstitious 
nonsense. You can have amazing experiences on drugs and meditating that 
aren't like anything you have when sober - religious people always have. But the 
point is you don't have to believe any superstitious, religious, nonsense to accept 
that the experiences are fun, transformative, etc. Tripping, hallucinating, whatever 
- it's worth learning about, both from a subjective point of view and objectively. 
Both doing it, experiencing it - and trying to learn what causes it at the level of the 
brain. But at no point do you have to think you've actually gone to christian 
heaven. Or seen aliens. Or whatever.

He also has not made any good arguments against the superstition this far into 
the article, which I think is a serious error. It seems to me that Harris is more 
interested in talking about things he likes to talk about then dispelling the 
superstition. Otherwise he would have put quality anti-superstition arguments 
early on and focussed on explaining them more than this other stuff.

Maybe. But I think he demolishes the scientific claims that the doctor makes. For 
example, the doctor claims he was brain dead. That's a really key point. It's the 
basis on which he builds his case he died and went to heaven because his brain 
was dead. Harris explains how there is no medical evidence of that.



Harris spent his entire career writing books about how superstitious nonsense, is 
nonsense. Given most of his recent working life has been based on demolishing 
the superstitions and he's written hundreds of thousands of words on that topic, 
probably he thought his regular readers didn't need more reasons why god and 
heaven don't exist. The blog is, after all, for his readers and fans, I suppose.

I stopped reading at this point.

Might be why you didn't like it. He gets to how CT scans can't provide the 
evidence the doctor claims and, really importantly to my mind, how the chemical 
DMT can give users the same experience that the doctor describes. That, to my 
mind, provides a refutation of the superstitious nonsense. If people claim they go 
to heaven sometimes during near death experiences BUT that ingesting DMT can 
give you the same experience AND further that DMT is found in the brain 
naturally to begin with, well, there we go. What's more likely? You actually went to 
heaven (superstitious nonsense is true) or the DMT in your brain helped facilitate 
a hallucination (as it reliably does in high enough doses). The latter, not the 
former, theory requires more investigation and is very interesting, to my mind.

I'll bet there's more evils in the rest of the article if anyone cares to look.

There may be, but forced to fight some enemy, I wouldn't waste my energy 
combating Harris. He is not as dangerous as...say...religious lunatics who call for 
violence. Harris is confused at times about induction - but again, I forgive him this 
because he doesn't know better. He also seems a bit pessimistic at times thinking 
progress might soon end. But he is active in working for progress actually and 
tries (and is succeeding) on many fronts in making the world better. He turns 
people away from being violent Islamic fascists and bravely confronts violence at 
huge personal risk (he has to travel everywhere with bodyguards as he gets 
constant death threats from christians and muslims). He tries to stop religious 
nonsense like: punishing people with the death penalty for apostasy, or hitting 
children (permissible still in some US states, amazingly). For this he gets death 
threats. I think he is a hero, standing up for children and against violence. Takes 
courage. He has been effective in helping religious pastors in giving up their 
careers as preachers and doing more productive work. He has been thanked by 
religious people for this, who now feel more free.



But yeah, he makes errors. Some big errors. In retrospect, won't it be clear that 
everyone will have made errors, some huge because they were ignorant and 
blind and so they will have been working for evil in some way or other? None of 
us can be perfect.

Brett.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Popper, Everett, Feynman
Date: December 14, 2012 at 4:25 PM

On 14 Dec 2012, at 08:39, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/14 Alan Forrester <alanmichaelforrester@googlemail.com>:

On 14 Dec 2012, at 07:00, Erik Björnemo <erikbjornemo@gmail.com> wrote:

2012/12/13 David Deutsch <david.deutsch@qubit.org>:
On 13 Dec 2012, at 10:28, Erik Björnemo <erikbjornemo@gmail.com> 
wrote:

2012/12/12 Elliot Temple <curi@curi.us>:

Logic does not claim to be epistemology.

If Bayesian epistemology is only a partial epistemology, that would raise 
the issue of what the full epistemology is. What fills in the gaps? Is it 
Popper's epistemology? If so, since Popper's epistemology is general 
purpose, and it's being accepted, why not use it everywhere? Why have 
a second partial epistemology?

Probability theory as logic does not claim to be epistemology, or
rather I do not claim it is epistemology. I believe I never have.
Maybe others claim that it is. Maybe they claim that it is "Bayesian
epistemology".

I describe myself as "a Popperian armed with probability theory as
logic", and that does not imply probability theory is epistemology or
that I use a partial epistemology. Only that I can make use of it,
like maths and logic, within that epistemology. You question that, and
this can result in an interesting discussion.

The idea that probability theory can be used "as logic", by attaching 
numbers that supposedly obey the probability calculus to theories, in order 
to represent one's degree of rational belief in them, does not follow from 
probability theory or from logic. Therefore it is a substantive additional 
assertion. Indeed, this very point is stressed in the Preface to E.T. Jaynes' 



*Probability Theory: The Logic of Science* (the pioneering book advocating 
that approach):

Dear David,

Probability theory follows as an *extension* of logic if we do not
reject the desiderata in Jaynes' book. These desiderata represent an
idea/assertion which is of course open to examination/criticism. Of
course, probability theory as an extension of logic does not follow
from probability theory (logic does not follow from logic). It follows
from the extension regardless of whether the rules of probability has
already been formulated or not.

Applying probability to weighing theories contradicts logic and so can hardly be 
an extension of it: the the chapter on Choices in BoI.

But the final result was just the standard rules of probability theory, 
given already by Bernoulli and Laplace; so why all the fuss? The 
important new feature was that these rules were now seen as uniquely 
valid principles of logic in general, making no reference to "chance" or 
"random variables"; so their range of application is vastly greater than 
had been supposed in the conventional probability  theory that was 
developed in the early twentieth century. As a result, the imaginary 
distinction  between "probability theory" and "statistical inference" 
disappears, and the field achieves not only logical unity and simplicity, 
but far greater technical power and flexibility in applications. By 
"inference" we mean simply: deductive reasoning whenever enough 
information is at hand to permit
it; inductive or plausible reasoning when as is almost invariably the case 
in real problems the necessary information is not available. But if a 
problem can be solved by deductive reasoning, probability theory is not 
needed for it; thus our topic is the optimal processing of incomplete 
information.

In the writer's lectures, the emphasis was therefore on the quantitative 
formulation of Pólya's viewpoint, so it could be used for general 
problems of scientific inference, almost all of which arise out of 
incomplete information rather than "randomness."

Since this substantive additional assertion is about what knowledge consists 



of (namely the assignment of high probabilities to true theories) and how it is 
obtained (by responding to new information by updating one's probabilities 
using Bayes' theorem), I'd call it epistemology. But the important thing isn't 
giving it the right name, but avoiding the error of thinking that the 
substantive additional assertion consists of necessary truths and 
consequently that contradicting it would be a mistake of the same type as 
denying Bayes' theorem or that 2+2=4.

I don't see Jaynes saying that "knowledge consists of [..] the
assignment of high probabilities to true theories". The calculation
always occur in a wider "framework", and I would not label the
extension of logic "epistemology". To exemplify from Jaynes (9.16):

"It is not the absolute status of an hypothesis embedded in the
universe of all conceivable theories, but the plausibility of an
hypothesis *relative to a definite set of specified alternatives.
[...] Its probability within the class of all conceivable theories is
neither large nor small; it is simply undefined because the class of
all conceivable theories is undefined. […]

So the probability doesn't tell us anything about whether a theory is true or 
false and so is useless.

The functional use [...]
is not to tell us what predicitions must be true, but rather *what
predicitions are most strongly indicated by our present hypothesis and
our present information.* […]

And yet it supposedly gives us information about what we should predict. But it 
can't do this unless there is something about this procedure that should lead 
us to think the theory in question has something to do with how the world 
works.

If predicitions made by a theory are
borne out by future observations [...] we do not learn anything
basically knew; we only become more confident of what we know already.
[...] [I]nduction is most valuable to a scientist just when it turns
out to be wrong; only then do we get new fundamental knowledge."

So the probabilities give us no information about what is actually true and there 



is no reason to pay attention to them.

That's two self-contradictions in the space of one quote.

Those things that you oppose, like induction and justification and
probabilities for theories, are here always specified relative to set
of alternatives and certain hypothesis we do not question right now.
They are not "global" entities, as I believe those criticised by
Popper are, and a high probability is only the strength of that
theory/hypothesis *within that set*; given the information we put into
the calculation. Not in an absolute sense. So Newton's theory can have
either very high probability for one set of alternatives and evidence
(before Newton), but also very low probability for another set of
alternatives (like when Einstein's theory is introduced). That's why I
think probability theory as extended logic is compatible with Popper
(as I understand him). Moreover, probability theory of course entails
logic and I believe you'd have to refute some part of the extension to
probability theory before you dismiss its use (in Jaynes' sense).

You do not require that we criticise and compare *every conceivable
theory* when applying Popper's approach, but as soon as someone
mentions probability this requirement seems to be automatically
imposed from your side. Why the different standards?

The problem is that the theory you are advocating doesn't make sense.

It alternates between claims that it's about a purely subjective ranking between 
(1) theories that happen to be on the table now, and (2) claims that it will help 
us predict stuff.

(1) and (2) are not consistent with one another. A theory that will help you 
predict stuff should be understood as a theory that is closer to how the world 
actually works. All prediction is made in the light of explanation, i.e. - of claims 
about how the world works. So if a theory is actually better at prediction, and 
you haven't made a mistake, then it should be better as a model of how the 
world works. So better prediction is not the same as a subjective preference 
for something.

There's another problem, which is that if (1) is all you want it's a mystery why 



you should ever do any experiments or listen to any arguments. If you're only 
interested in your subjective ranking then you should be indifferent between 
ranking theories using better evidence and ranking them using worse 
evidence. In both cases, you rank theories.

Since it doesn't matter whether one theory satisfies my subjective whims better 
than another, I am interested in whether a theory is actually a better 
explanation and whether it is closer to reality instead. What's left is a claim 
about better prediction. The claim is that it is possible and desirable to show 
that a theory is true or more probable - justificationism. This claim has been 
criticised by Popper and David. The requirement for assigning probability to 
every conceivable theory comes about as a result of taking your position as 
justificationist. If it is justificationist, then you have to rank your theory relative 
to all others because otherwise there is a potential problem that you haven't 
addressed and your position is unjustified.

By contrast, in a non-justificationist approach, e.g. - Popper's and David's 
approach, we don't claim to justify stuff. We admit there are lots of potential 
problems and that the best it is possible to do is to look actively for those 
problems. We don't claim to have proven anything, or shown anything more 
probable, so we don't have the burden of doing that.

Dear Alan,

And *I* am criticised for not understanding the work I discuss (i.e.
Popper) in this thread. This was one of the best misunderstandings of
Jaynes' work that I have read so far. I'll save it for the future as
an eminent illustration of how people continue to claim they
understand his view just because they know some related subjects.
Thank you! Maybe I have provided some of the same to you on the
account of Popper ;-) It's on me; enjoy!

Do you have a specific argument against what I said?

And are you now saying that you don't understand Popper? If so, do you retract 
your claim that your position is close to Popper's?

Alan



From: Erin <erinfalk@aol.com>
Subject: [BoI] free will questions
Date: December 16, 2012 at 2:07 PM

I have been reading past posts regarding the idea of free will.  I have some 
questions and am looking for some feedback on my understanding.

 Free will is a theory in the sphere of morality.  It solves many moral problems.  If 
we didn't have it, then people couldn't make choices at all.  What good is "you 
shouldn't steal" if people cannot make the choice to not steal?  Because our best 
explanations in moral philosophy say free will exists, then it exists.

Free will allows people to take responsibility for their lives.  This allows people to 
make improvements and progress.  For example, addicts choose to get clean or 
parents who spank choose to stop.  Rather than blaming their genes, their 
upbringing, their boss, their spouse, their emotions, etc, they choose to take 
responsibility and improve their lives.  We need this type of culture where people 
take full responsibility for their lives and choose to make improvements.

Free will is about the capacity to *choose*.  Specifically, about our capacity to 
choose to *create* a new idea (or new explanatory knowledge) about what to do.  
We can *choose* to think or not.  This is an *active* and *creative* process where 
we create a *new* idea about what to do in a situation.  So while we can only 
work with the knowledge we have, we still face a choice regarding what to do with 
our knowledge.

The ideas we have before making a choice don't directly determine our actions.  
This is where free will comes in.  We have to choose what to do with our ideas 
and specifically we have to choose to create a *new* idea about what to do in a 
particular situation.  (is this right?)

For example, we can choose to reflect on our problems and try to fix mistakes or 
not. We can choose to reject an idea that seems bad before acting on it or not.  
We can choose to come up with more than one idea, criticize them and try to pick 
the best one or not.  We can choose to keep trying to improve or we can choose 
to not really think about our lives, our mistakes, our responsibility, and what it 
takes to improve.

Since it is an active process about creating a new idea, animals and computer 
programs don't have free will.  But humans are active, creating agents who can 



change.

Free will doesn't exist at the level of physics.  It is an emergent property of the 
mind so it doesn't reduce down to the level of physics. Is trying to reduce it down 
to the level of physics a mistake because then we would not be considering this 
emergence?

Another question I have is are all of ideas represented physically in our brains?  
As a neural connection or what?

Thanks,
Erin



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] free will questions
Date: December 16, 2012 at 3:02 PM

On Sun, Dec 16, 2012 at 1:07 PM, Erin <erinfalk@aol.com> wrote:
I have been reading past posts regarding the idea of free will.  I have some 
questions and am looking for some feedback on my understanding.

 Free will is a theory in the sphere of morality.  It solves many moral problems.  
If we didn't have it, then people couldn't make choices at all.  What good is "you 
shouldn't steal" if people cannot make the choice to not steal?  Because our 
best explanations in moral philosophy say free will exists, then it exists.

Free will allows people to take responsibility for their lives.  This allows people to 
make improvements and progress.  For example, addicts choose to get clean or 
parents who spank choose to stop.  Rather than blaming their genes, their 
upbringing, their boss, their spouse, their emotions, etc, they choose to take 
responsibility and improve their lives.  We need this type of culture where 
people take full responsibility for their lives and choose to make improvements.

Free will is about the capacity to *choose*.  Specifically, about our capacity to 
choose to *create* a new idea (or new explanatory knowledge) about what to 
do.  We can *choose* to think or not.  This is an *active* and *creative* process 
where we create a *new* idea about what to do in a situation.

Right. That *new* idea is a possible solution to a problem (i.e.
problematic situation).

So while we can only work with the knowledge we have, we still face a choice 
regarding what to do with our knowledge.

I don't know what that means. I think you're trying to say something
like "Our existing knowledge is not sufficient. We will always have
new problems to solve which requires new knowledge -- in the form of
solutions to those new problems.

The ideas we have before making a choice don't directly determine our actions.  



This is where free will comes in.  We have to choose what to do with our ideas 
and specifically we have to choose to create a *new* idea about what to do in a 
particular situation.  (is this right?)

People should only try to create new ideas when they have a problem to
solve -- so, there is no need to create new ideas for non-problematic
situations.

For example, we can choose to reflect on our problems and try to fix mistakes or 
not. We can choose to reject an idea that seems bad before acting on it or not.  
We can choose to come up with more than one idea, criticize them and try to 
pick the best one or not.

The best one being the one that is unrefuted.

We can choose to keep trying to improve or we can choose to not really think 
about our lives, our mistakes, our responsibility, and what it takes to improve.

Since it is an active process about creating a new idea, animals and computer 
programs don't have free will.  But humans are active, creating agents who can 
change.

Because we can reason while animals cannot.

Free will doesn't exist at the level of physics.

Nor any level below the level of universality known as the human mind,
or more generally, the Universal Knowledge Creator. Intelligent aliens
and intelligent computers (like AGI) are also UKCs.

It is an emergent property of the mind so it doesn't reduce down to the level of 
physics. Is trying to reduce it down to the level of physics a mistake because 
then we would not be considering this emergence?

Right. Properties in one level of universality don't necessarily exist



in other levels, because those properties emerge due to properties
from the level of universality below them.

Another question I have is are all of ideas represented physically in our brains?

Yes. Like software is physically instantiated in the hardware of computers.

As a neural connection or what?

Yes.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [BoI] Re: Coercion
Date: December 16, 2012 at 3:06 PM

On Dec 16, 2012, at 9:45 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 12 Nov 2012, at 20:22, Elliot Temple <curi@curi.us> wrote:
On Nov 12, 2012, at 9:07 AM, Jason <auvenj@gmail.com> wrote:

[...]

I have asked about this in the past. I got the idea that TCS does not
recognize a right not to be coerced from the following:

http://groups.yahoo.com/group/Autonomy-Respecting-
Relationships/message/3769
--- In Autonomy-Respecting-Relationships, David Deutsch 
<david.deutsch@...>
wrote:

On 13 Dec 2010, at 4:00pm, Jason wrote:

appears to me to define a class of behaviors, "coercion", and takes the
position that all behaviors in the class "coercion" are immoral or
unreasonable.

Good heavens, that would be an extreme form of pacifism.

So extreme that it would forbid one from (for instance) even *advocating*
pacifism within the earshot of anyone who might be distressed by that. Or
refusing to buy the car that the salesman desperately wants to sell.

Pacifism in that sense is immoral and unreasonable. Coercion is often
moral, and in some of the cases where it is, violence or the threat of
violence are too.

I took this to mean that a person does not have a right not to be
TCS-exclusive-coerced. Did I misunderstand DD, or do you disagree with 
DD?

http://groups.yahoo.com/group/Autonomy-Respecting-Relationships/message/3769


DD is mistaken to blame

Claiming that one has a right to coerce someone in a given situation cannot be 
construed as blaming someone for doing so in that situation, can it?

You've misunderstood. And quoted a partial sentence in such a way that when we 
now have a discussion here with me replying to you, anyone reading up will not 
understand what we're talking about. Your quoting is not adequate to get the point 
across, one can only understand you while reading *other stuff from below*. That 
is the wrong way to use email.

You wrote,

So extreme that it [the pacifism consisting of total non-coercion] would forbid 
[example]. Or [second example] refusing to buy the car that the salesman 
desperately wants to sell.

When you wrote this, you were saying that refusing to buy the car would be in the 
"class of behaviors" [jason] called "coercion" [jason].

That is blaming (attributing responsibility for) coercion on the action of not buying 
the car and on the car shopper.

You've objected on the basis that one of your other statements did not say this. 
That's a mistake.

You phrased your comments as a question. The answer to the question is "no".

me for the coercion of a used care salesman who wanted to sell me a car, but 
didn't. That's his responsibility (the saleman's), not mine. That isn't me 
coercing him.

Whose responsibility it is is a separate question from who has coerced whom. 
Just like who has disappointed whom. Or who has yelled at whom, etc. A music 
performer may disappoint his audience by not coming out for another encore; 
that is not to say that he is morally responsible for thei being in disappointed 
states of mind.



Coercion and disappointment are not the same thing. Arguments by analogy, 
without any argument why the analogy should hold in all cases, are bad 
arguments.

Taking the same example, if some people in that crowd were coerced when there 
was no encore, that would be them coercing themselves. The performer would 
not be acting coercively, would not be coercing them. If you deny this, and believe 
that performing is acting coercively, then don't statements like "parents should not 
act coercively" lose meaning?

Similarly, as i brought up previously, if a racist is coerced by seeing a black man 
walking down the public sidewalk, the black man isn't a coercer. (You did not give 
a clear answer to whether you agree to this. If you do not, I think you have some 
explaining to do. If you do agree, then explain why car salesman case is 
different.)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Coercion
Date: December 16, 2012 at 3:41 PM

On 16 Dec 2012, at 20:06, Elliot Temple <curi@curi.us> wrote:

On Dec 16, 2012, at 9:45 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 12 Nov 2012, at 20:22, Elliot Temple <curi@curi.us> wrote:
On Nov 12, 2012, at 9:07 AM, Jason <auvenj@gmail.com> wrote:

[...]

I have asked about this in the past. I got the idea that TCS does not
recognize a right not to be coerced from the following:

http://groups.yahoo.com/group/Autonomy-Respecting-
Relationships/message/3769
--- In Autonomy-Respecting-Relationships, David Deutsch 
<david.deutsch@...>
wrote:

On 13 Dec 2010, at 4:00pm, Jason wrote:

appears to me to define a class of behaviors, "coercion", and takes the
position that all behaviors in the class "coercion" are immoral or
unreasonable.

Good heavens, that would be an extreme form of pacifism.

So extreme that it would forbid one from (for instance) even *advocating*
pacifism within the earshot of anyone who might be distressed by that. Or
refusing to buy the car that the salesman desperately wants to sell.

Pacifism in that sense is immoral and unreasonable. Coercion is often
moral, and in some of the cases where it is, violence or the threat of
violence are too.

I took this to mean that a person does not have a right not to be
TCS-exclusive-coerced. Did I misunderstand DD, or do you disagree with 

http://groups.yahoo.com/group/Autonomy-Respecting-Relationships/message/3769


DD?

DD is mistaken to blame

Claiming that one has a right to coerce someone in a given situation cannot be 
construed as blaming someone for doing so in that situation, can it?

[...]

You wrote,

So extreme that it [the pacifism consisting of total non-coercion] would 
forbid [example]. Or [second example] refusing to buy the car that the 
salesman desperately wants to sell.

When you wrote this, you were saying that refusing to buy the car would be in 
the "class of behaviors" [jason] called "coercion" [jason].

Yes. Well, the class of behaviours I would call coercion, though I primarily define 
it as a state of mind, not as a type of behaviour by a person causing it. On that 
basis, it makes sense to call a behaviour 'coercive' if it can be expected to cause 
coercion in the type of situation that the discussion is about.

That is blaming (attributing responsibility for)

Do you mean moral responsibility?

To me, coercion is a factual matter, not a moral one. (It is about whether a certain 
type of conflict exists, or has been caused to exist, etc, depending on context, in 
a person's mind.) That was, indeed, the content of my reply to Jason. Whether an 
act that causes coercion is moral or immoral depends on circumstances.

coercion on the action of not buying the car and on the car shopper.

Specifically, I said that the salesman was being coerced.

You've objected on the basis that one of your other statements did not say this. 
That's a mistake.



You phrased your comments as a question. The answer to the question is "no".

me for the coercion of a used care salesman who wanted to sell me a car, but 
didn't. That's his responsibility (the saleman's), not mine. That isn't me 
coercing him.

Whose responsibility it is is a separate question from who has coerced whom. 
Just like who has disappointed whom. Or who has yelled at whom, etc. A 
music performer may disappoint his audience by not coming out for another 
encore; that is not to say that he is morally responsible for thei being in 
disappointed states of mind.

Coercion and disappointment are not the same thing. Arguments by analogy, 
without any argument why the analogy should hold in all cases, are bad 
arguments.

That was an illustration, not an argument.

Taking the same example, if some people in that crowd were coerced when 
there was no encore, that would be them coercing themselves. The performer 
would not be acting coercively, would not be coercing them. If you deny this, 
and believe that performing is acting coercively, then don't statements like 
"parents should not act coercively" lose meaning?

No, on the contrary. Parents should not behave coercively even when the 
coercion in question is caused by mistaken ideas (including moral mistakes) in 
their child's mind. I believe that they have a responsibility to avoid causing this, 
while singers don't normally have that responsibility towards their audiences.

I do not define 'coercion' in a morally laden way. I think that one big problem with 
doing so is illustrated by this very example. If one uses it to mean:

    [what I mean by coercion] AND the situation makes it immoral to cause it

then "parents should not coerce their children" loses its meaning. That is because 
it then translates to:



    it is immoral for parents to [cause the thing I call coercion] when the situation 
makes it immoral to do so.

which is circular.

Similarly, as i brought up previously, if a racist is coerced by seeing a black man 
walking down the public sidewalk, the black man isn't a coercer. (You did not 
give a clear answer to whether you agree to this. If you do not, I think you have 
some explaining to do. If you do agree, then explain why car salesman case is 
different.)

The black man is a coercer if he believed that this would happen and intentionally 
did it. It is an example of a case where coercion is justified.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: Re: [BoI] Coercion
Date: December 16, 2012 at 3:52 PM

On Dec 16, 2012, at 12:41 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 16 Dec 2012, at 20:06, Elliot Temple <curi@curi.us> wrote:

On Dec 16, 2012, at 9:45 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 12 Nov 2012, at 20:22, Elliot Temple <curi@curi.us> wrote:
On Nov 12, 2012, at 9:07 AM, Jason <auvenj@gmail.com> wrote:

[...]

I have asked about this in the past. I got the idea that TCS does not
recognize a right not to be coerced from the following:

http://groups.yahoo.com/group/Autonomy-Respecting-
Relationships/message/3769
--- In Autonomy-Respecting-Relationships, David Deutsch 
<david.deutsch@...>
wrote:

On 13 Dec 2010, at 4:00pm, Jason wrote:

appears to me to define a class of behaviors, "coercion", and takes the
position that all behaviors in the class "coercion" are immoral or
unreasonable.

Good heavens, that would be an extreme form of pacifism.

So extreme that it would forbid one from (for instance) even *advocating*
pacifism within the earshot of anyone who might be distressed by that. Or
refusing to buy the car that the salesman desperately wants to sell.

Pacifism in that sense is immoral and unreasonable. Coercion is often
moral, and in some of the cases where it is, violence or the threat of

http://groups.yahoo.com/group/Autonomy-Respecting-Relationships/message/3769


violence are too.

I took this to mean that a person does not have a right not to be
TCS-exclusive-coerced. Did I misunderstand DD, or do you disagree with 
DD?

DD is mistaken to blame

Claiming that one has a right to coerce someone in a given situation cannot 
be construed as blaming someone for doing so in that situation, can it?

[...]

You wrote,

So extreme that it [the pacifism consisting of total non-coercion] would 
forbid [example]. Or [second example] refusing to buy the car that the 
salesman desperately wants to sell.

When you wrote this, you were saying that refusing to buy the car would be in 
the "class of behaviors" [jason] called "coercion" [jason].

Yes. Well, the class of behaviours I would call coercion, though I primarily define 
it as a state of mind, not as a type of behaviour by a person causing it. On that 
basis, it makes sense to call a behaviour 'coercive' if it can be expected to 
cause coercion in the type of situation that the discussion is about.

But it can't be expected that people will be coerced when you are black and walk 
down the street, or you are considering buying a car but choose not to. Hence 
you are mistaken to call the shopper a coercer, and he would not be violating the 
extreme pacifism discussed.

Similarly, as i brought up previously, if a racist is coerced by seeing a black 
man walking down the public sidewalk, the black man isn't a coercer. (You did 
not give a clear answer to whether you agree to this. If you do not, I think you 
have some explaining to do. If you do agree, then explain why car salesman 
case is different.)



The black man is a coercer if he believed that this would happen and 
intentionally did it. It is an example of a case where coercion is justified.

That is not what you said above. Consider:

So extreme that it would forbid one from (for instance) even *advocating*
pacifism within the earshot of anyone who might be distressed by that.

Here you said that if someone "might" be coerced by your action, you are a 
coercer. This didn't involve having any reasonable belief they would be coerced, 
just doing something near any random person while knowing that for some 
people in the world coercion would be a result.

That black man knows that when he walks down a street someone *might* be 
coerced, and he chooses to intentionally walk down the street anyway. According 
to your original comments, he is a coercer in a case where, according to your 
new comments, he is not.

Calling someone only a coercer if they reasonably believe or expect the coercion 
to result from their actions is more reasonable than what you said before. And it 
makes the advice to parents not to act coercively make more sense than it does 
with the original claims.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [TCS] Re: [BoI] Coercion
Date: December 16, 2012 at 4:58 PM

On Dec 16, 2012, at 1:48 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 16 Dec 2012, at 20:52, Elliot Temple <curi@curi.us> wrote:

On Dec 16, 2012, at 12:41 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 16 Dec 2012, at 20:06, Elliot Temple <curi@curi.us> wrote:

On Dec 16, 2012, at 9:45 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 12 Nov 2012, at 20:22, Elliot Temple <curi@curi.us> wrote:
On Nov 12, 2012, at 9:07 AM, Jason <auvenj@gmail.com> wrote:

[...]

I have asked about this in the past. I got the idea that TCS does not
recognize a right not to be coerced from the following:

http://groups.yahoo.com/group/Autonomy-Respecting-
Relationships/message/3769
--- In Autonomy-Respecting-Relationships, David Deutsch 
<david.deutsch@...>
wrote:

On 13 Dec 2010, at 4:00pm, Jason wrote:

appears to me to define a class of behaviors, "coercion", and takes 
the
position that all behaviors in the class "coercion" are immoral or
unreasonable.

Good heavens, that would be an extreme form of pacifism.

So extreme that it would forbid one from (for instance) even 

http://groups.yahoo.com/group/Autonomy-Respecting-Relationships/message/3769


*advocating*
pacifism within the earshot of anyone who might be distressed by that. 
Or
refusing to buy the car that the salesman desperately wants to sell.

Pacifism in that sense is immoral and unreasonable. Coercion is often
moral, and in some of the cases where it is, violence or the threat of
violence are too.

I took this to mean that a person does not have a right not to be
TCS-exclusive-coerced. Did I misunderstand DD, or do you disagree 
with DD?

DD is mistaken to blame

Claiming that one has a right to coerce someone in a given situation 
cannot be construed as blaming someone for doing so in that situation, 
can it?

[...]

You wrote,

So extreme that it [the pacifism consisting of total non-coercion] would 
forbid [example]. Or [second example] refusing to buy the car that the 
salesman desperately wants to sell.

When you wrote this, you were saying that refusing to buy the car would be 
in the "class of behaviors" [jason] called "coercion" [jason].

Yes. Well, the class of behaviours I would call coercion, though I primarily 
define it as a state of mind, not as a type of behaviour by a person causing it. 
On that basis, it makes sense to call a behaviour 'coercive' if it can be 
expected to cause coercion in the type of situation that the discussion is 
about.

But it can't be expected that people will be coerced when you are black and 
walk down the street,



That is why, when discussing that situation, I made an additional proviso "if he 
believed that this would happen".

or you are considering buying a car but choose not to.

In that case, I said "refusing" rather than "choose not to" and an additional 
proviso "the salesman desperately wants to sell".

So what? Used car salesmen typically do not communicate their desperation! 
They typically go way out of their way to make sure not to communicate it. So 
your proviso does not matter.

"Refusing" vs "choose not to" does not make a clear difference. It's common that 
someone a used car salesman pressures someone to buy a car and they refuse. 
That does not mean the used car salesman will be coerced.

Hence you are mistaken to call the shopper a coercer,

No, because of the provisos.

They don't work, so you're still mistaken.

Similarly, as i brought up previously, if a racist is coerced by seeing a black 
man walking down the public sidewalk, the black man isn't a coercer. (You 
did not give a clear answer to whether you agree to this. If you do not, I 
think you have some explaining to do. If you do agree, then explain why car 
salesman case is different.)

The black man is a coercer if he believed that this would happen and 
intentionally did it. It is an example of a case where coercion is justified.

That is not what you said above. Consider:

So extreme that it would forbid one from (for instance) even 
*advocating*



pacifism within the earshot of anyone who might be distressed by that.

Here you said that if someone "might" be coerced by your action, you are a 
coercer. This didn't involve having any reasonable belief they would be 
coerced, just doing something near any random person while knowing that for 
some people in the world coercion would be a result.

That black man knows that when he walks down a street someone *might* be 
coerced, and he chooses to intentionally walk down the street anyway. 
According to your original comments, he is a coercer in a case where, 
according to your new comments, he is not.

No. The discussion in which I brought up extreme pacifism was not about what 
counts as a "coercer", but about whether people have a right not to be coerced 
(in the sense in which I use the term). If people had a right not to be coerced, it 
would be wrong even to risk coercing them.

You're asserting without quote or explanation, not arguing your case. You quoted 
this from Jason:

appears to me to define a class of behaviors, "coercion", and takes 
the
position that all behaviors in the class "coercion" are immoral or
unreasonable.

and discussed the implications of avoiding that class of behaviors, or in other 
words of not being a coercer (person doing behavior in "coercion" class).

When discussion the implications, you commented on what is in that class (e.g. 
with the car sale example).

Discussions, of course, can discuss more than one thing. It did discuss this one.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] "I Don't Understand"
Date: December 16, 2012 at 7:11 PM

http://bjk5.com/post/38101106878/i-dont-understand

I’ve noticed that the most mature and accomplished developers I’ve worked with 
are also those who most frequently say “I don’t understand” when they’re 
listening to a technical explanation. This has been the case with coworkers both 
at Fog Creek and at Khan Academy.

People who are good at something often know some relevant epistemology, even 
though they don't know about epistemology.

It is the best people who do this the most. It is part of how they become and stay 
good. The epistemology helps them be good.

-- Elliot Temple
http://beginningofinfinity.com/

http://bjk5.com/post/38101106878/i-dont-understand
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Mistakes (was: CPF (was: Hi new please, lots of questions!))
Date: December 16, 2012 at 7:44 PM

On Dec 16, 2012, at 9:12 AM, Rami Rustom <rombomb@gmail.com> wrote:

The idea of sleeping in the same room seems like a whim, not a
preference. Whims are not reasoned while preferences are.

No. Take a look:

http://www.merriam-webster.com/dictionary/preference

A preference means you want/prefer something. It does not mean you used good 
reasoning.

This is the Nth time you've tried to redefine words contrary to both common 
sense and the dictionary. It is a repeat mistake.

You should be working out and using methods or something so it won't repeat.

Every mistake matters and should be taken seriously and something should be 
done about it. It's not enough just to change your mind about one little detail of 
whatever topic the mistake happened on. You should also be concerned that your 
methods of thinking allow the mistake.

Whenever a mistake happens, it wasn't caught by many layers of error correction. 
(Everyone has many layers of error correction, even if they don't realize it.) Each 
layer therefore could be considered for improvement.

Whenever a mistake happens twice, then not only does all the above apply, but 
also that also shows there's at least one mistake in your way of dealing with 
mistakes that get pointed out to you. So that's even more serious and important.

When a mistake happens an Nth time, it means there was a also a mistake in 
how you deal with N-1 mistakes. All the way down to the zeroth order issues.

Arguably, it's exponentially worse for every repeat.

http://www.merriam-webster.com/dictionary/preference


Further, the redefinition is not necessary for your email. You didn't need this 
special terminology to be able to make your points. For example, you could have 
talked about "whims" and "well-reasoned preferences".

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] free will questions
Date: December 17, 2012 at 12:58 AM

On Dec 16, 2012, at 11:07 AM, Erin <erinfalk@aol.com> wrote:

I have been reading past posts regarding the idea of free will.  I have some 
questions and am looking for some feedback on my understanding.

Free will is a theory in the sphere of morality.  It solves many moral problems.  If 
we didn't have it, then people couldn't make choices at all.  What good is "you 
shouldn't steal" if people cannot make the choice to not steal?  Because our 
best explanations in moral philosophy say free will exists, then it exists.

Maybe a good way to look at it is: when people say it does *not* exist, what are 
they trying to assert about reality? What are they actually trying to claim? What is 
their goal? What problem(s) are they solving?

Free will allows people to take responsibility for their lives.  This allows people to 
make improvements and progress.  For example, addicts choose to get clean or 
parents who spank choose to stop.  Rather than blaming their genes, their 
upbringing, their boss, their spouse, their emotions, etc, they choose to take 
responsibility and improve their lives.  We need this type of culture where 
people take full responsibility for their lives and choose to make improvements.

Free will is about the capacity to *choose*.

Right and *all moral knowledge* doesn't even make sense without that. What 
good is the idea that you shouldn't steal if you can't choose to steal or not steal?

 Specifically, about our capacity to choose to *create* a new idea (or new 
explanatory knowledge) about what to do.  We can *choose* to think or not.  
This is an *active* and *creative* process where we create a *new* idea about 
what to do in a situation.  So while we can only work with the knowledge we 
have, we still face a choice regarding what to do with our knowledge.

Plus, pretty much everyone knows they could get more knowledge if they wanted 
to. They know about google, libraries, and more. So their limited knowledge really 
isn't much of an excuse. They could have chosen to get more knowledge.



The ideas we have before making a choice don't directly determine our actions.  
This is where free will comes in.  We have to choose what to do with our ideas 
and specifically we have to choose to create a *new* idea about what to do in a 
particular situation.  (is this right?)

Sure. We think. Whatever we start off knowing about a subject, there are lots of 
different ways we could think about it, learn more, not learn more, etc... When we 
brainstorm things to do there are many goals and values we could focus on, or 
choose to neglect.

For example, we can choose to reflect on our problems and try to fix mistakes or 
not. We can choose to reject an idea that seems bad before acting on it or not.  
We can choose to come up with more than one idea, criticize them and try to 
pick the best one or not.  We can choose to keep trying to improve or we can 
choose to not really think about our lives, our mistakes, our responsibility, and 
what it takes to improve.

Since it is an active process about creating a new idea, animals and computer 
programs don't have free will.  But humans are active, creating agents who can 
change.

Free will doesn't exist at the level of physics.  It is an emergent property of the 
mind so it doesn't reduce down to the level of physics. Is trying to reduce it down 
to the level of physics a mistake because then we would not be considering this 
emergence?

It's a little like trying to reduce "stealing is bad" to physics. What for? What 
problem is that going to solve? Is that going to help us understand it better?

I think a big reason people do this is they think physics and other "low level" fields 
are better or more logic or more objective, and are the best place to start. And 
people think that we should be able to derive all our ideas from the most basic, 
solid, unquestionable foundations. In other words, their motivation is false 
epistemology.

Actually we can start learn anywhere and go in any "direction". The "low level" 
"foundations" are not better, special or privileged.



Some people think all learning goes from the more foundational knowledge to 
less foundational knowledge. That the more foundational ideas tell you about less 
foundational stuff (e.g. physics helps you understand frisbees), but not vice versa 
(e.g. you cannot learn more about physics by studying frisbees).

This is false. A good counter example is Feynman learning about physics by 
studying throwing plates in the air.

There are counter examples everywhere. Knowledge does not work that way at 
all. You can learn about how some fantasy novel should be written using Deep 
Principles of Writing. But you can do the opposite too.

Another question I have is are all of ideas represented physically in our brains?  
As a neural connection or what?

Yes, something like that.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: Fabric-of-Reality@yahoogroups.com, BoI Infinity <beginning-of-
infinity@googlegroups.com>
Subject: [TCS] Smoking (was: What is a habit?)
Date: December 17, 2012 at 4:03 AM

On Sep 2, 2012, at 9:04 AM, Rami Rustom <rombomb@gmail.com> wrote:

Reasons for smoking:

- it helps me relax, calms my nerves

- its a reason to take a break

- i especially like the first cigarette of the day

it's a reason to talk to strangers, e.g. to ask for a cigarette for a light

it's a reason to stand near strangers, providing the opportunity to start a 
conversation about anything

it's cool in some people's opinion

it annoys one's parents (and perhaps some other people) who one wants to 
annoy

it's something to do

it's rebellious

to prove people can't tell you what to do and that you can make choices of your 
own

because you reject a lot of nonsense about "health" from people who want to 
control your life, and enjoy standing up to them

from south park: because lame people did a school assembly and said if you 
don't smoke you could grow up to be like them



Reasons for quitting:

- its unhealthy, causes cancer

- cost a lot of money that I should be spending on more important
things, like for the tutoring lessons that my kid asked for

- breath and clothes smell nasty

- nasty taste in mouth after cigarette

- your child said to you (while having a stick in his mouth), "i'm
acting like i'm smoking" [so you're child wants to smoke, and lets say
you don't want that]

(for heavy smokers)

- bad feeling in throat in the morning

- its annoying to hock up dark mucus in the morning

have better things to do with your time like philosophy

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] What is a habit?
Date: December 17, 2012 at 4:15 AM

On Sep 2, 2012, at 8:49 AM, Rami Rustom <rombomb@gmail.com> wrote:

Whats weird is that people call me anal when they see me follow rules
that I've made for myself. I'd rather be called anal than spending 15
minutes on average looking for my keys everyday.

This is a false dichotomy. Some people do not use any rules that would be called 
anal but do not spend an average of 15 minutes per day looking for their keys 
either.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Notes on Conjectures and Refutations, Chapter 4 -- Towards a 
Rational Theory of Tradition
Date: December 17, 2012 at 4:56 AM

On Jul 30, 2012, at 9:30 PM, Justin Mallone <justinceo@gmail.com> wrote:

Chapter 4:

Popper introduces the idea of tradition and says that Burke is the foremost 
name associated with the anti-rationalist approach to tradition, and says that 
anti-traditionalists have never really met the defense of tradition Burke offered. 
162.
Popper mentions that certain really important traditions, like the scientific 
tradition, are local, not easily transplanted, and difficult to restore when lost 
(citing the destruction of the tradition in Athenian Greece). 163.

Popper discusses what he calls the “conspiracy theory of society.” He calls it a 
version of theism – a belief that there is a God-like ruler or cabal of rulers and 
groups – sinister pressure groups who control things and make people suffer. 
He says this idea is popular among rationalists. 165.
He says its dumb because such conspiracies rarely pan out, and the reason is 
that things in social life almost never come off exactly as intended. He gives the 
example of someone selling a house – they want to get a good price, but the 
very act of selling the home lowers the price in a small, free market. This sort of 
unintended consequence occurs throughout social life. 166.

Popper says that people who embrace conspiracy theory of society fail to 
understand the task of social sciences, which is to explain the things which 
nobody wants – like war or depression.

Some people have wanted some wars. This is well known!

I imagine it's true for depressions too.

Instead, conspiracy theorists will think that institutions can be understood 
completely as a result of conscious design. 167. But the better approach is to 
look at how both the intended and unintended consequences of people’s actions 
affect society. Similarly, traditions often emerge as an unintentional result of 
people’s actions.



A lot of "unintentional" things are a bit more intended than people let on. 
Pretending things are less intentional than they are is a common way of evading 
responsibility.

These supposedly unintentional traditions do typically achieve some goals of 
people involved in their creation.

Popper says that the innovation Greek philosophy introduced which gave rise to 
the scientific tradition was the development of a tradition of discussing ideas. 
169. Moreover, science is differentiated from older myths not by being distinct 
from myths, but by being accompanied by a tradition of critical discussion of the 
myth. 170. (note the very Popperian and anti-authoritarian idea here --- science 
isn’t better because it is more validated, more “supported,” more authoritatively 
backed, but because it exists in a tradition of critical discussion and discourse).
Popper also argues that, in a certain sense, science is myth-making just as 
religion is, and what separates the two, and causes the difference in character 
of scientific “myths,” is the critical attitude.

Popper also says that the emergence of systematic observations as a result of 
scientific explanations was key.

Popper emphasizes that “scientific theories are not the results of observation. 
They are, in the main, the products of myth-making and of tests.” 172.

Popper talks about how tradition is more important to the important process of 
science – criticism – than it is to what he calls the less important method of 
accumulation of knowledge. 174.

Popper then talks about his sociological theory of tradition. He says tradition 
serves a role in making our environment predictable, and thus making rational 
planning possible. 175. It brings order to the field of society in a similar way our 
scientific theories help us bring order to the events of nature. 176. Also, just as 
scientific theories can serve as inputs for criticism in the Scientific Method, 
traditions can serve as objects for criticism. Wiping the slate clean like Plato 
wanted to is dangerous – at least with the current traditions, we know where the 
problems are. If we start afresh, it will take a while to know figure out where the 
problems are. Also, you can’t start afresh anyways, since your ideas and plans 
for the future exist in the context of a tradition! 177.



What really ruins predictability is lots of error.

Traditions preserve reasonably quality knowledge so people use that instead of 
making up new ideas full of errors. So it's more predictable.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Cc: beginning-of-infinity@googlegroups.com
Subject: [BoI] Re: Constructor Theory & Optimism
Date: December 17, 2012 at 5:47 AM

On 16 Dec 2012, at 18:56, hibbsa <asbbih@gmail.com> wrote:

Unless I missed it, you didn't expand on why this connection shows up
(which was fair enough given the scope of the paper).  I was quite
interested in why the reason might be....the only visualization I could
come up was that you must be envisaging the product of CT as a kind of
network of possible routes of discovery, the optimism being that those
routes are there. Just a stab...but you got any time to expand on that
one a bit?

The connection is stated briefly in Section 3.2 of the paper, which begins:

Impossible tasks cannot be effected regardless of what knowledge is brought 
to bear. But if the right knowledge is applied, any possible task A can 
necessarily be effected in practice with arbitrary accuracy short of perfection, 
for the following reason:

I don't name this implication 'optimism' in the paper because that word is used in 
various incompatible ways by philosophers.

It's a fairly direct consequence of the shift from the prevailing conception, which 
assumes that all fundamental laws are laws distinguishing between what 
happens and what doesn't happen, to the constructor-theoretic conception which 
assumes that they distinguish between possible and impossible transformations.

-- David Deutsch



From: Rami Rustom <rombomb@gmail.com>
Cc: taking-children-seriously@googlegroups.com
Subject: Re: [BoI] Mistakes (was: CPF (was: Hi new please, lots of questions!))
Date: December 17, 2012 at 10:46 AM

On Sun, Dec 16, 2012 at 6:44 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 16, 2012, at 9:12 AM, Rami Rustom <rombomb@gmail.com> wrote:

The idea of sleeping in the same room seems like a whim, not a
preference. Whims are not reasoned while preferences are.

No. Take a look:

http://www.merriam-webster.com/dictionary/preference

A preference means you want/prefer something.

Yes I saw that definition. I also looked up wikipedia and read that
preferences involve judgement. I was about to write that a judgement
involves reasoning, but wasn't sure, since I've gotten criticism from
you related to my use of the word judgement (recently in another
discussion). So I looked up judgement in merriam-webster and didn't
find any definitions that included the word reasoning.

So, preferences are judged. But not all judging involves reasoning.

It does not mean you used good reasoning.

I meant any reasoning good or bad. But I was wrong anyway because of
what I explain above.

This is the Nth time you've tried to redefine words contrary to both common 
sense and the dictionary. It is a repeat mistake.

You should be working out and using methods or something so it won't repeat.

Like using the dictionary when I'm unsure of a word's meaning.

http://www.merriam-webster.com/dictionary/preference


Every mistake matters and should be taken seriously and something should be 
done about it. It's not enough just to change your mind about one little detail of 
whatever topic the mistake happened on. You should also be concerned that 
your methods of thinking allow the mistake.

Whenever a mistake happens, it wasn't caught by many layers of error 
correction. (Everyone has many layers of error correction, even if they don't 
realize it.) Each layer therefore could be considered for improvement.

And one can add more layers of error correction.

Whenever a mistake happens twice, then not only does all the above apply, but 
also that also shows there's at least one mistake in your way of dealing with 
mistakes that get pointed out to you. So that's even more serious and important.

So if one makes the same type of mistake twice, then its time to
consider what problem is causing that type of mistake.

When a mistake happens an Nth time, it means there was a also a mistake in 
how you deal with N-1 mistakes. All the way down to the zeroth order issues.

Arguably, it's exponentially worse for every repeat.

I don't know what those last two sentences mean. Could you rephrase?

Further, the redefinition is not necessary for your email. You didn't need this 
special terminology to be able to make your points. For example, you could 
have talked about "whims" and "well-reasoned preferences".

Yes.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [TCS] [BoI] Mistakes (was: CPF (was: Hi new please, lots of 
questions!))
Date: December 17, 2012 at 2:36 PM

On Dec 17, 2012, at 7:46 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Dec 16, 2012 at 6:44 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 16, 2012, at 9:12 AM, Rami Rustom <rombomb@gmail.com> wrote:

The idea of sleeping in the same room seems like a whim, not a
preference. Whims are not reasoned while preferences are.

No. Take a look:

http://www.merriam-webster.com/dictionary/preference

A preference means you want/prefer something.

Yes I saw that definition. I also looked up wikipedia and read that
preferences involve judgement. I was about to write that a judgement
involves reasoning, but wasn't sure, since I've gotten criticism from
you related to my use of the word judgement (recently in another
discussion). So I looked up judgement in merriam-webster and didn't
find any definitions that included the word reasoning.

So, preferences are judged. But not all judging involves reasoning.

I don't understand what problem are trying to solve by making this assertion. I 
think it's vague.

It does not mean you used good reasoning.

I meant any reasoning good or bad. But I was wrong anyway because of
what I explain above.

http://www.merriam-webster.com/dictionary/preference


This is the Nth time you've tried to redefine words contrary to both common 
sense and the dictionary. It is a repeat mistake.

You should be working out and using methods or something so it won't repeat.

Like using the dictionary when I'm unsure of a word's meaning.

Every mistake matters and should be taken seriously and something should be 
done about it. It's not enough just to change your mind about one little detail of 
whatever topic the mistake happened on. You should also be concerned that 
your methods of thinking allow the mistake.

Whenever a mistake happens, it wasn't caught by many layers of error 
correction. (Everyone has many layers of error correction, even if they don't 
realize it.) Each layer therefore could be considered for improvement.

And one can add more layers of error correction.

Whenever a mistake happens twice, then not only does all the above apply, 
but also that also shows there's at least one mistake in your way of dealing 
with mistakes that get pointed out to you. So that's even more serious and 
important.

So if one makes the same type of mistake twice, then its time to
consider what problem is causing that type of mistake.

When a mistake happens an Nth time, it means there was a also a mistake in 
how you deal with N-1 mistakes. All the way down to the zeroth order issues.

Arguably, it's exponentially worse for every repeat.

I don't know what those last two sentences mean. Could you rephrase?

When you make repeat mistake 2, all the the prior problems apply, and it shows 
you have a mistake in how you deal with mistake 1.



When you make repeat mistake 3, all the the prior problems apply, and it shows 
you have a mistake in how you deal with mistake 2.

When you make repeat mistake 4, all the the prior problems apply, and it shows 
you have a mistake in how you deal with mistake 3.

When you make repeat mistake 5, all the the prior problems apply, and it shows 
you have a mistake in how you deal with mistake 4.

etc, for all numbers N.

this may look linear not exponential (total problems increasing by 1 each time) but 
each new one is more serious than the one before.

if you weight the problems and increase the weighting by 1 each time, then at 
each step it looks like:

first mistake: 1 problem of weight 1.   TOTAL: 1
second mistake: 1 problem of weight 1, and 1 problem of weight 2.  TOTAL: 3
third mistake: 1 problem of weight 1, 1 of weight 2, and one of weight 3.  TOTAL: 
6
4th: problem weights 1,2,3,4. TOTAL: 10
5th: problem weights 1,2,3,4,5. TOTAL: 15
etc

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [TCS] [BoI] Mistakes (was: CPF (was: Hi new please, lots of 
questions!))
Date: December 17, 2012 at 2:46 PM

On Mon, Dec 17, 2012 at 11:36 AM, Elliot Temple <curi@curi.us> wrote:

On Dec 17, 2012, at 7:46 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Dec 16, 2012 at 6:44 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 16, 2012, at 9:12 AM, Rami Rustom <rombomb@gmail.com> wrote:

The idea of sleeping in the same room seems like a whim, not a
preference. Whims are not reasoned while preferences are.

No. Take a look:

http://www.merriam-webster.com/dictionary/preference

A preference means you want/prefer something.

Yes I saw that definition. I also looked up wikipedia and read that
preferences involve judgement. I was about to write that a judgement
involves reasoning, but wasn't sure, since I've gotten criticism from
you related to my use of the word judgement (recently in another
discussion). So I looked up judgement in merriam-webster and didn't
find any definitions that included the word reasoning.

So, preferences are judged. But not all judging involves reasoning.

I don't understand what problem are trying to solve by making this assertion. I 
think it's vague.

It does not mean you used good reasoning.

I meant any reasoning good or bad. But I was wrong anyway because of
what I explain above.

http://www.merriam-webster.com/dictionary/preference


This is the Nth time you've tried to redefine words contrary to both common 
sense and the dictionary. It is a repeat mistake.

You should be working out and using methods or something so it won't 
repeat.

Like using the dictionary when I'm unsure of a word's meaning.

Every mistake matters and should be taken seriously and something should 
be done about it. It's not enough just to change your mind about one little 
detail of whatever topic the mistake happened on. You should also be 
concerned that your methods of thinking allow the mistake.

Whenever a mistake happens, it wasn't caught by many layers of error 
correction. (Everyone has many layers of error correction, even if they don't 
realize it.) Each layer therefore could be considered for improvement.

And one can add more layers of error correction.

Whenever a mistake happens twice, then not only does all the above apply, 
but also that also shows there's at least one mistake in your way of dealing 
with mistakes that get pointed out to you. So that's even more serious and 
important.

So if one makes the same type of mistake twice, then its time to
consider what problem is causing that type of mistake.

When a mistake happens an Nth time, it means there was a also a mistake in 
how you deal with N-1 mistakes. All the way down to the zeroth order issues.

Arguably, it's exponentially worse for every repeat.

I don't know what those last two sentences mean. Could you rephrase?



When you make repeat mistake 2, all the the prior problems apply, and it shows 
you have a mistake in how you deal with mistake 1.

When you make repeat mistake 3, all the the prior problems apply, and it shows 
you have a mistake in how you deal with mistake 2.

When you make repeat mistake 4, all the the prior problems apply, and it shows 
you have a mistake in how you deal with mistake 3.

When you make repeat mistake 5, all the the prior problems apply, and it shows 
you have a mistake in how you deal with mistake 4.

etc, for all numbers N.

this may look linear not exponential (total problems increasing by 1 each time) 
but each new one is more serious than the one before.

Can you explain why each new one is more serious than the one before?

if you weight the problems and increase the weighting by 1 each time, then at 
each step it looks like:

first mistake: 1 problem of weight 1.   TOTAL: 1
second mistake: 1 problem of weight 1, and 1 problem of weight 2.  TOTAL: 3
third mistake: 1 problem of weight 1, 1 of weight 2, and one of weight 3.  TOTAL: 
6
4th: problem weights 1,2,3,4. TOTAL: 10
5th: problem weights 1,2,3,4,5. TOTAL: 15
etc

-- Elliot Temple
http://elliottemple.com/

--

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [TCS] [BoI] Mistakes (was: CPF (was: Hi new please, lots of 
questions!))
Date: December 17, 2012 at 3:17 PM

On Dec 17, 2012, at 11:46 AM, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Dec 17, 2012 at 11:36 AM, Elliot Temple <curi@curi.us> wrote:

On Dec 17, 2012, at 7:46 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Dec 16, 2012 at 6:44 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 16, 2012, at 9:12 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

The idea of sleeping in the same room seems like a whim, not a
preference. Whims are not reasoned while preferences are.

No. Take a look:

http://www.merriam-webster.com/dictionary/preference

A preference means you want/prefer something.

Yes I saw that definition. I also looked up wikipedia and read that
preferences involve judgement. I was about to write that a judgement
involves reasoning, but wasn't sure, since I've gotten criticism from
you related to my use of the word judgement (recently in another
discussion). So I looked up judgement in merriam-webster and didn't
find any definitions that included the word reasoning.

So, preferences are judged. But not all judging involves reasoning.

I don't understand what problem are trying to solve by making this assertion. I 
think it's vague.

It does not mean you used good reasoning.

http://www.merriam-webster.com/dictionary/preference


I meant any reasoning good or bad. But I was wrong anyway because of
what I explain above.

This is the Nth time you've tried to redefine words contrary to both common 
sense and the dictionary. It is a repeat mistake.

You should be working out and using methods or something so it won't 
repeat.

Like using the dictionary when I'm unsure of a word's meaning.

Every mistake matters and should be taken seriously and something should 
be done about it. It's not enough just to change your mind about one little 
detail of whatever topic the mistake happened on. You should also be 
concerned that your methods of thinking allow the mistake.

Whenever a mistake happens, it wasn't caught by many layers of error 
correction. (Everyone has many layers of error correction, even if they don't 
realize it.) Each layer therefore could be considered for improvement.

And one can add more layers of error correction.

Whenever a mistake happens twice, then not only does all the above apply, 
but also that also shows there's at least one mistake in your way of dealing 
with mistakes that get pointed out to you. So that's even more serious and 
important.

So if one makes the same type of mistake twice, then its time to
consider what problem is causing that type of mistake.

When a mistake happens an Nth time, it means there was a also a mistake 
in how you deal with N-1 mistakes. All the way down to the zeroth order 
issues.

Arguably, it's exponentially worse for every repeat.



I don't know what those last two sentences mean. Could you rephrase?

When you make repeat mistake 2, all the the prior problems apply, and it 
shows you have a mistake in how you deal with mistake 1.

When you make repeat mistake 3, all the the prior problems apply, and it 
shows you have a mistake in how you deal with mistake 2.

When you make repeat mistake 4, all the the prior problems apply, and it 
shows you have a mistake in how you deal with mistake 3.

When you make repeat mistake 5, all the the prior problems apply, and it 
shows you have a mistake in how you deal with mistake 4.

etc, for all numbers N.

this may look linear not exponential (total problems increasing by 1 each time) 
but each new one is more serious than the one before.

Can you explain why each new one is more serious than the one before?

Because not dealing with a bigger problem -- having your error correction fail 
when it matters more -- matters more.

Every time you repeat a mistake, you should be like "wow, whatever i'm doing 
isn't working. this is an even bigger problem than i thought. all prior levels of error 
correction failed" and then take it even more seriously, try even harder, apply 
another layer of error correction, etc

if you fail at that -- if you're unable to handle a 5x repeat mistake, say -- that's a 
bigger problem than not fixing mistakes after the first time. when it's only 
happened once, maybe it was a one-off, you just use your first line of defense. 
the 5th time you're bringing out your big guns, your best techniques, pulling out 
all the stops, pouring time&effort into it, etc, and if that still doesn't work -- if your 
techniques that are supposed to work when all else fails don't work -- then you're 
really screwed, that's a huge problem. and it magnifies every iteration.

every time things escalate, and you fail again on this escalated problem, that's a 



greater failure than the time before. it's now getting more attention, more concern, 
more efforts, etc, and if that still doesn't work it gets successively harder and 
harder to come up with anything else to try.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Ghosts, Hallucinations (was: epistemology in one paragraph)
Date: December 17, 2012 at 1:25 AM

On Dec 14, 2012, at 3:49 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 14/12/2012, at 21:00, "Elliot Temple" <curi@curi.us> wrote:

On Dec 13, 2012, at 11:30 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 14/12/2012, at 16:51, "Elliot Temple" <curi@curi.us> wrote:

On Nov 1, 2012, at 10:08 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 02/11/2012, at 15:15, "P0ck" <oberon.nmk@gmail.com> wrote:

There are also some documented ghosts stories

What do you mean documented? Do you mean reported? What's a ghost?

I have documentation proving that people tell ghost stories. Here's PROOF:

http://www.amazon.com/Harry-Potter-Sorcerers-Stone-
Book/dp/059035342X/

This ghost story has sold millions of copies. There have even been movies 
made which clearly show the ghosts from the books.

And these books and movies are not fringe crank stuff. They are popular, 
best-selling and well-known. It's mainstream, don't even try to deny it!

, crop circles, near-death experience where the person leave her body 
and see stuff, etc.. We don't have much good explanations for things like 
that.

Yeah...because there isn't anything to explain beyond people being 

http://www.amazon.com/Harry-Potter-Sorcerers-Stone-Book/dp/059035342X/


deluded, mistaken, lying, whatever. The only mystery is about *us* and 
human minds in that case...not with mysterious forces at work in the 
universe. Anyways...what do you think is more likely when it comes to 
ghosts? That sometimes, in extremis, the mind can cause people to 
hallucinate (something easily witnessed by anyone who wants to try 
enough drugs or lack of oxygen to the brain)...or that some old lady was 
able to witness a temporary suspension of the laws of physics, localised 
entirely in her living room attesting to the existence of a supernatural realm 
of eternal life that left her with no evidence whatsoever beyond the ability 
to simply retell the story or...or really bad set of doubly-exposed old black-
and-white photographs?

I go with hallucination in most cases.

Why hallucination?

I would go with lying, confusion or confabulation in most cases.

You are correct. Me too - I would go with that in most cases too. I was 
probably trying to be too generous in my reply because I wanted to get on 
side as much as I could with the original poster without alienating him 
completely by granting that people who report such things aren't liars and 
who, in their own minds, are being accurate with their reporting. To assume 
this, in most cases, is silly of course. People lie very often.

I don't think downplaying disagreement is a good strategy for making rational 
progress.

I agree. But can this be consistent with not alienating someone? I realise (1) you 
can't speak in such a way as you cannot possibly be misunderstood but (2) you 
can also have a working theory of another person's mind and perhaps guess 
that one way of phrasing what you need to say will get the same message 
across, without ending the conversation.

Say a person genuinely believes they saw a ghost. They aren't lying. They're 
wrong, of course, but what to do, if they happen to care about telling you and 
your opinion. Say you think it's worth setting this person straight, as best you 
can. How to proceed? There might be lots and lots of things to consider of 
course. Perhaps the fact they are a meek and mild person is a problem in itself 
that needs to be tackled, but right now, they aren't interested in that. But you 



know, given their personality, they will flee if you frighten them. For example:

But those some few ghost, paranormal, ufo, yeti, god, whatever 
"experiences" that people genuinely truly think they have - they're the ones 
that I reckon might provide the momentum for the other people to make up 
lies around and copy. Because people who have an hallucination about being 
abducted by aliens (say) are motivated by strong emotions to continue the 
story and convince people they had an experience that really is important for 
the world to know about. I mean, if I genuinely thought aliens from some far 
off galaxy did visit me, that's damn important news for the world to know. 
(Neil Tyson points out that, if this does happen to you, make sure to steal the 
ashtray off the table or something while they're doing the sex-probe things 
that seem common during these events. That way you'll at least have 
*evidence* beyond your testimony).

I'd recommend asking the aliens to give you evidence, asking them to contact 
the media, asking them to give you a library (perhaps in some tiny format, plus 
a reading device). That way even if they don't answer you could have some 
realistic story about what happened when you made a reasonable effort.

I'm interested in this lately because recently this neurosurgeon has claimed 
he zipped off to heaven when he "died" on the operating table. Well, when a 
priest says this people don't raise an eyebrow, but when it's an actual doctor - 
a brain doctor - well, the way the USA culture worships doctors at the 
moment, everyone listens.

Not me. Not Szasz.

Oprah Winfrey, imo, has a lot to answer for here. Seems like every doctor that 
appeared on her show now has their own one. Dr Phil, Dr Oz, there's some 
show called "The doctors" where doctors mainly tell you what to eat (especially 
weird because they're often heart experts or something. From what I know of 
medical school, you actually don't tend to learn much about food chemistry and 
nutrition and so forth anyway). So anyway there's all these shows that followed 
Oprah's time on tv that now have all sorts of doctors, often talking nonsense 



(and wearing strange costumes like their operating theatre gowns in a television 
studio). It's almost like a new age religion where doctors are the new priests.

Treating the same story differently because of his (blatantly irrelevant, even) 
authority is disgraceful.

I reckon it is one of the most important issues in public discourse right now. This 
particular appeal to authority is especially dangerous. I agree with you and the 
limited amount I've read from Szasz on this. Deference to doctors extends 
beyond just psychiatry. It seems they are turned to for just about anything. Like 
priests once were.

If you don't know it, Szasz makes various comparisons between 
doctors/psychiatrists and priests.

For one example, in the manufacture of madness, Szasz compares the history of 
psychiatry with the inquisition.

He is using his credentials to argue heaven is real and you get to see your 
dead relatives and whatnot. It *seems* he is being quite genuine

Where "genuine" means he's lying to himself too, not just to everyone else. 
That's plausible. Plenty of fools are true believers.

Yep. Why do people lie to themselves? My guess is that it feels intensely good 
in a number of ways. (1) the euphoria arising from the original hallucination can 
be intense. The belief that this truly is what eternity is going to be like, must be 
awesome. Must be like the best cocaine, or crystal meth or whatever, ever. (2) 
Upon gaining followers, one must feel terribly powerful and influential. You get to 
go on shows like...Oprah! Or the news or whatever and interviewed. You earn 
fame. Again, must be intoxicating for someone who was probably just a doctor 
and now he's like a doctor AND a respected religious leader of sorts. In some 
sections of the USA, that has to be like winning the lottery. He's set for life now.



People lie to themselves because they have bad lives and don't know what to do 
about it, and evade it.

There's also various rewards you can get but I think that's secondary.

and right now he is convincing huge numbers of people to buy his book and, 
worse, buy into these ideas. So you can look up "Eben Alexander" to learn all 
about it. Or not.

I'll go with "not".

Sam Harris has done a few posts on the case recently. So have others. 
Whatever else you think about Harris, his takedown of this guy helps reduce 
the evil in the world
http://www.samharris.org/blog/item/this-must-be-heaven

I don't know about that. I took a look:

Well, I intend to spend the rest of the morning sparing him the effort. Whether 
you read it online or hold the physical object in your hands, this issue of 
Newsweek is best viewed as an archaeological artifact that is certain to 
embarrass us in the eyes of future generations.

Harris is spreading some evils of his own, such as this shame-and-
embarassment way of htinking and the highly pessimistic (or thoughtless? or 
arrogant?) claim that future generations will not have a better way of thinking.

Not sure exactly what you mean. I agree that the shame-and-embarressment 
way of trying to change someone's mind is an evil. I think what he means with 
the embarrassment thing is how we look back at cultures like, say, the Incans 
who used to sacrifice children to appease the sun god for a good crop or 
whatever, is kinda embarrassing nonsense in retrospect. They should have 
known better. Even a little...maybe not *killing* the child to appease the god 
would be better. So...in the future at some point won't people look back and 
think: wow, all those people in 2012, with all they knew, how could they believe 
this nonsense about a neurosurgeon zipping off to christian heaven during an 

http://www.samharris.org/blog/item/this-must-be-heaven


operation?

I'm saying that I think future generations may have better conceptual frameworks 
than analyzing reality in terms of concepts like shame and embarrassment. 
Maybe they'll have some more rational outlook than avoiding embarrassment as 
a major motivation. Maybe they won't be so focussed on how people *feel* about 
things.

our ubiquitous confusion about the nature of scientific authority.

This hints there is such thing as (rational, legitimate) scientific authority. Not a 
good idea to be spreading.

True. I do think it is progress though. The mistaken belief that there are degrees 
of scientific authority is better than the mistaken belief that the authority of being 
a doctor makes one an expert on everything. Like brain science. And heaven. 
For example.

Of course, even better is an acceptance of the fact that scientific authority does 
not exist. But...we can't expect to have everyone agree on every point. Harris is 
more my ally, as I've said before, than people like the doctor he is criticising and 
the people who believe that doctor. He is less evil than most people on the 
planet, and spreads less evil, solves more problems.

I hope our descendants understand that at least some of us were blushing.

Blushing is not a good response.

True. I think he is using it metaphorically.

It's not a good metaphor either. Too emotional, not about reason.

I don't think he actually blushed. I think he means that he would hope that 
people in the future don't lump him in with the rest of the people that believed 
this doctor went to heaven just because he said he did...and that we should 



believe him based on the fact he is a doctor.

As many of you know, I am interested in “spiritual” experiences of the sort 
Alexander reports. Unlike many atheists, I don’t doubt the subjective 
phenomena themselves—that is, I don’t believe that everyone who claims to 
have seen an angel, or left his body in a trance, or become one with the 
universe, is lying or mentally ill.

Here Harris endorses the mental illness concept.

Yes. Like almost everyone, so in that respect he is just following "common 
knowledge" here. You and he would part company in spectacular ways here. I 
realise it is no defence, but Harris would do better, if he knew better. He doesn't 
know better. So he says the least evil things he can. He doesn't advocate 
compulsory medicating of people. I've read his stuff. He may believe in mental 
illness, but my reading of his stuff - like say his recent stuff on free will - 
suggests he would only use coercion against *violent* people.

I haven't read the stuff but bear in mind that's a really common lie. What people 
say, in particular, is they only advocate force when the "mental patient" is "a 
danger to himself or others". They try to claim they are just concerned with 
violence but actually they use this as a generic justification of psychiatric force. 
It's not really about danger to anyone in any rational evaluation, it's just an 
excuse.

So, although I am an atheist who can be expected to be unforgiving of 
religious dogma, I am not reflexively hostile to claims of the sort Alexander 
has made. In principle, my mind is open. (It really is.)

This implicitly denies that this sort of claim has *large philosophical and 
explanatory flaws* and therefore can be seen negatively without any 
consideration of the specific case.

For one thing, Alexander is not approaching his evidence in a scientific 
manner. So why worry about what the evidence even is? Some guy has some 



non-repeatable evidence, approaches it unscientifically and makes crank-
quality claims. That's not worth investigating more; that's not promising at all; 
to say it is worth approaching open-mindedly is to overrate it and to implicitly 
deny the correctness of the criticisms that could have been made without 
looking further.

Harris thinks the experiences you have while praying, meditating, hallucinating, 
taking drugs, etc, are worth investigating. Scientifically. They haven't been 
traditionally. They're seen as rather frivolous. Why do monks claim to be happy? 
What's that about? Why do people love MDMA? That's a good question. If we 
could feel like that without using the drug, that's worth knowing. If we could have 
the kind of fun Alexander had while tripping during meningitis, in a harmless way 
- let's find out about that. I reckon this is what Harris is getting at there.

So you say Harris is doing good and helping stop this bad idea. But not only is 
he spreading a variety of evils of his own in this very article, he's also saying 
overly-kind things about the superstitious nonsense itself.

It's a charge many make against him. That's a reason many atheists don't like 
him much. Despite their friendship even Dawkins chastises Harris for his foray 
into eastern mysticism. But i'm with Harris on it. I think it's not superstitious 
nonsense. You can have amazing experiences on drugs and meditating that 
aren't like anything you have when sober - religious people always have. But the 
point is you don't have to believe any superstitious, religious, nonsense to 
accept that the experiences are fun, transformative, etc. Tripping, hallucinating, 
whatever - it's worth learning about, both from a subjective point of view and 
objectively. Both doing it, experiencing it - and trying to learn what causes it at 
the level of the brain. But at no point do you have to think you've actually gone 
to christian heaven. Or seen aliens. Or whatever.

None of that actually excuses Harris' over-positive position on Alexander. It 
would, arguably, be a reason to look into some of that stuff and deal with some 
more reasonable people involved with it.

He also has not made any good arguments against the superstition this far into 



the article, which I think is a serious error. It seems to me that Harris is more 
interested in talking about things he likes to talk about then dispelling the 
superstition. Otherwise he would have put quality anti-superstition arguments 
early on and focussed on explaining them more than this other stuff.

Maybe. But I think he demolishes the scientific claims that the doctor makes. 
For example, the doctor claims he was brain dead. That's a really key point. It's 
the basis on which he builds his case he died and went to heaven because his 
brain was dead. Harris explains how there is no medical evidence of that.

Harris spent his entire career writing books about how superstitious nonsense, 
is nonsense. Given most of his recent working life has been based on 
demolishing the superstitions and he's written hundreds of thousands of words 
on that topic, probably he thought his regular readers didn't need more reasons 
why god and heaven don't exist. The blog is, after all, for his readers and fans, I 
suppose.

I stopped reading at this point.

Might be why you didn't like it. He gets to how CT scans can't provide the 
evidence the doctor claims and, really importantly to my mind, how the chemical 
DMT can give users the same experience that the doctor describes. That, to my 
mind, provides a refutation of the superstitious nonsense. If people claim they 
go to heaven sometimes during near death experiences BUT that ingesting 
DMT can give you the same experience AND further that DMT is found in the 
brain naturally to begin with, well, there we go. What's more likely? You actually 
went to heaven (superstitious nonsense is true) or the DMT in your brain helped 
facilitate a hallucination (as it reliably does in high enough doses). The latter, not 
the former, theory requires more investigation and is very interesting, to my 
mind.

I'll bet there's more evils in the rest of the article if anyone cares to look.

There may be, but forced to fight some enemy, I wouldn't waste my energy 
combating Harris. He is not as dangerous as...say...religious lunatics who call 
for violence.



I don't know about that. Objectivism says -- and they have some good points -- 
that it's Western intellectuals and academics who are a huge part of the problem 
and we need to worry about. They are, e.g., teaching the next generation bad 
ideas. And spreading bad ideas through the culture.

I think it's quite plausible that that is more important to fight than Islamic terrorists. 
If we dealt with the bad ideas in our society, dealing with the external threats of 
violence would then be easy.

Harris is confused at times about induction - but again, I forgive him this 
because he doesn't know better.

Over and over, he doesn't know better. Why doesn't he? Why doesn't he study 
more good ideas, like I have? I don't see how this is any excuse.

He's anti-superstition and knows a few things that tons of other people know too. 
And he doesn't know anything particularly special and hasn't really studied any 
important, not-so-well-known good ideas broadly or deeply. I don't see much 
merit there.

He also seems a bit pessimistic at times thinking progress might soon end.

Because he isn't a good philosopher. So what is there to like very much?

But he is active in working for progress actually and tries (and is succeeding) on 
many fronts in making the world better. He turns people away from being violent 
Islamic fascists and bravely confronts violence at huge personal risk (he has to 
travel everywhere with bodyguards as he gets constant death threats from 
christians and muslims).

He's politically good? Really? Has he advocated capitalism and said good things 
about Israel? If not, why not? If not, doesn't that mean he's trying to persuade 
people on topics that he himself doesn't understand very well? That's not what we 
need. People should understand stuff better, not accept shoddy arguments.

He tries to stop religious nonsense like: punishing people with the death penalty 
for apostasy, or hitting children (permissible still in some US states, amazingly).

Note: it's much more important to change than culture than the law. Changing the 
law before the culture can be bad (it depends, it's complicated).



There's no easy fix here, and it happens in other places too, even where it's 
illegal.

Regarding those death penalty cases, that's the kind of extreme issue where 
changing the law first can be a pretty clearly good idea.

For this he gets death threats. I think he is a hero, standing up for children

Does he actually know anything about children? What's his motivation? What's 
his reasoning?

I can think of some possible reasons to do something like that which would be 
bad, e.g. doing it for the sake of opposing Christians.

and against violence. Takes courage. He has been effective in helping religious 
pastors in giving up their careers as preachers and doing more productive work.

That is not exactly a good deed. Pastors are not a bad thing; getting rid of all 
pastors is not how you improve the world.

If some particular pastor prefers something else, ok, fine. But if he's just peddling 
bad philosophy to attack religion, and coverts a few people, that isn't helping 
anyone.

He has been thanked by religious people for this, who now feel more free.

But yeah, he makes errors. Some big errors. In retrospect, won't it be clear that 
everyone will have made errors, some huge because they were ignorant and 
blind and so they will have been working for evil in some way or other? None of 
us can be perfect.

One of his many mistakes is to focussing on spreading his knowledge before 
having enough knowledge. Not everyone does this.

This mistake doesn't happen in isolation. For example, some thinkers are more 
accessible than others. For some, if they make a mistake you can contact them 
and tell them better ideas, and be thanked for it, and they'll change their mind. 
For others that is not an option. When people choose to be inaccessible to 



criticism, don't they kind of forfeit the excuse "I didn't know better"?

Can you think of other mistakes he makes that not everyone makes? I think many 
are avoidable.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Insults
Date: December 18, 2012 at 10:35 AM

On Sun, Feb 19, 2012 at 11:35 AM, Elliot Temple <curi@curi.us> wrote:

On Feb 15, 2012, at 7:36 PM, Rami Rustom wrote:

According to wikipedia:

An insult (also called a slur, scoff, slight or putdown) is
an expression, statement (or sometimes behavior) which
is _considered degrading and offensive_. Insults (sometimes
called "cracks" "remarks" or one-liners)[1] may be intentional
or accidental. An example of the latter is a well-intended
simple explanation, which in fact is superfluous, but is given
due to underestimating the intelligence or knowledge of the other.

I'm confused about the underlined part. What is *considered
offensive*? Who is the person or group doing the consideration?

The group is usually mainstream society. Insults are a type of deviance from the 
social rules of the game, as established by the people in social power (is that 
the masses or the elite? see The Fountainhead for an answer.)

Its the "intellectual" elite that influences (or controls) the masses.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Insults
Date: December 18, 2012 at 1:19 PM

On Tue, Dec 18, 2012 at 7:35 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Sun, Feb 19, 2012 at 11:35 AM, Elliot Temple <curi@curi.us> wrote:

On Feb 15, 2012, at 7:36 PM, Rami Rustom wrote:

According to wikipedia:

An insult (also called a slur, scoff, slight or putdown) is
an expression, statement (or sometimes behavior) which
is _considered degrading and offensive_. Insults (sometimes
called "cracks" "remarks" or one-liners)[1] may be intentional
or accidental. An example of the latter is a well-intended
simple explanation, which in fact is superfluous, but is given
due to underestimating the intelligence or knowledge of the other.

I'm confused about the underlined part. What is *considered
offensive*? Who is the person or group doing the consideration?

The group is usually mainstream society. Insults are a type of deviance from 
the social rules of the game, as established by the people in social power (is 
that the masses or the elite? see The Fountainhead for an answer.)

Its the "intellectual" elite that influences (or controls) the masses.

But in the Fountainhead, the "elite" only retain power insofar as they
keep appeasing the masses.  Wynand thinks he is elite, and that he
controls the masses, but he doesn't.  Once he tries to tell them
something they don't want to hear, he is destroyed.

-- 



From: Elliot Temple <curi@curi.us>
Cc: pat@codeofhonor.com
Subject: [BoI] Programmers & Philosophy
Date: December 18, 2012 at 5:35 PM

Good programmers typically have significant knowledge of epistemology (the 
philosophy of knowledge) as it relates to programming. But without knowing that's 
what it is.

E.g. most programmers understand that it's not just about what your code does 
but also how it's organized. Most philosophers *do not understand that* issue 
(code is a type/form of knowledge; this is the type of thing philosophers should 
know but don't). The idea that how knowledge is organized matters a lot, 
separately from the issue of what it does, is trivial to many good programmers as 
long as you say "code" instead of "knowledge", but known to few philosophers no 
matter how you say it.

But because programmers don't actually study philosophy at all, sometimes they 
make huge silly mistakes of their own, despite being good at this stuff. 
Sometimes the gaps in their knowledge show up.

http://www.codeofhonor.com/blog/whose-bug-is-this-anyway

Ruby is a complex and fully-featured language, but as the diagram shows C++ 
is twice as complex, so we would expect it to have twice as many bugs, all other 
things being equal.

Twice as complex does not mean twice as many bugs. It's much, much worse 
than that.

Suppose you have a programming project with two sub-systems. And another 
with 4. Bugs can come from flaws in how different parts of a program interact. 
The first program has *one* such interaction. The second program, with double 
the complexity in some sense, double the lines of codes, double the features ... 
has *six* such interactions. That's *six times as many potential bugs of that type*. 
(You can try with different numbers of subsystems and doubling it will typically 
give around four times more interactions of pairs.)

If you take into account interactions between more than two sub-systems, I think 

http://www.codeofhonor.com/blog/whose-bug-is-this-anyway


things get worse. For example in this case you'd have 4 sets of 3 sub-systems 
that could interact and the set of all 4, so that'd be 5 more possibilities for the 
larger codebase.

The writer has worked on and managed complex programming projects, so he 
ought to be used to this from experience. I'm sure he actually is. He's a quality 
guy and in some sense I'm sure he does understand this and know about it. You 
have to in order to accomplish what he has. Projects where no one important 
understands this kind of stuff in anyway way would fail. If people didn't know this 
at all, they'd do things like think they could take on twice as ambitious a project 
(in some naive sense) for twice the budget, when what they want would actually 
take 5x the budget. That'd lead to disaster. But his career hasn't gone like that.

Somehow he both knows and does not know this. In his work he's gotten it right. 
In his blog post he's gotten it wrong.

Another reason bigger projects have more bugs is that more people are involved 
in making them. When you go from one programmer understanding an entire 
project to two people working on different parts of it, you raise the amount of 
bugs. A lot.

When you go from a semi-manageable team of 10 to a team of 20 that starts 
feeling big and unmanageable, the number of bugs can skyrocket. It doesn't just 
double. There's some point where communication and management techniques 
stop working well when the team is too big, or you have to change to a different 
*type* of organization.

There are many other factors. For example, twice as much code might mean 
twice as long to compile. If so, that would mean less time spent on bug testing. 
So more bugs that aren't caught early.

In order to merely have twice the bugs with twice the code, you'd have to be able 
to go through half the code dealing with bugs, then go through the other half, 
completely separately. Then it'd be twice as much work for the same level of bug 
removal. But that's not how it works. When dealing with one half, you have to 
worry about interactions with the other half. So addressing bugs in double the 



code is more than double the work.

All good programmers know this in some sense. They have experience with it, it's 
intuitive to them. But then when they are taking on the role of a writer, talking 
about ideas ... doing more of a philosophy task than code ... their knowledge 
doesn't necessarily still work and they can write ridiculous statements that they 
should know better than to think. (I'm sure he *does* know better, if you ask if this 
is true and phrase the question the right way. If you ask the right question he will 
remember something he already knows and know the answer. He's dealt with this 
issue before, he just isn't making the connection between a lot of his 
epistemology knowledge and what he writes in the article.)

I think it's really interesting how people can contradict their own hard-won, high-
quality knowledge. They can understand an issue, but then approach it from the 
wrong angle and get it wrong anyway.

One of the many issues behind this is people often have a bad sense of when to 
slow down and look for any mistakes they might be making. They aren't usually 
very good at seeing the warning signs for when to think things through more. At 
least when it comes to philosophy. When it comes to programming, I'll bet you 
he's pretty skillful at sensing when there might be a bug and he could think about 
his code more. But I think pretty much everyone, from any field (including 
philosophy), is bad at the equivalent skill when writing anything philosophical, 
even if they are very good at it in some other context.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: Mirror neurons at autopsy
Date: December 18, 2012 at 6:42 PM

On Dec 18, 2012, at 2:53 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 18 Dec 2012, at 22:01, Alan Forrester  wrote:

On 17 Dec 2012, at 22:34, David Deutsch  wrote:

All the versions of the mirror neuron idea are mistaken, not just one 
particular one.

Is this idea a "version of the mirror neuron idea"?: The brains of some 
animals contain neurons which fire both when the animal observes certain 
behaviours and when it enacts those behaviours.

And if not, is this?: Such neurons are part of a system for computing the 
translation function described above.

"described above" refers to DD writing:

Do you mean by that: neurons with a different internal functionality from other 
neurons; or neurons involved in computing the function that translates the nerve 
impulses coming sense organs when the animal observes certain behaviours 
into those required to enact the behaviours; or something else?

end insertion of context

Do you think mirror neurons are a good explanation and if so why?

If you mean mirror neurons defined as having the above two attributes, then 
yes. There must be a system of neurons performing such translations in any 
non-human animals that are capable of imitation, or having memes, or certain 
other abilities. That it because (1) imitating another animal's behaviour with 
one's own behaviour requires sophisticated knowledge over and above that 
required to interpret sense data or control limbs; and (2) in non-humans, this 
knowledge cannot come from creativity and hence (3) it must be encoded in 



their genes. Moreover it is knowledge that must (4) be embodied in some 
information-processing system in the brain that translates from sensory to motor 
signals. Information processing with that degree of sophistication can only (5) be 
performed by neurons (and not, e.g. chemicals).

Your arguments differ from any of the "scientists" involved with mirror neurons. 
(You're a scientist in general, but the wrong type. I don't count you as one for this 
matter, because you are approaching it as a philosopher.) Do you agree their 
arguments and understanding are incorrect?

You do not say "There must be 'mirror neurons' having the two attributes above 
because of 1-5". Did you intend to make that claim? If not, what is the relevance 
of 1-5?

Hence there must be neurons performing the requisite translations and, 
moreover, the patterns of connections that constitute the program to do this 
must be genetically determined.

Denying any one of the above five steps leading to that conclusion would 
require a major overturning of other explanations that I currently consider 
exceedingly good (hard to vary) and hence they are themselves hard to vary 
and hence so is the conclusion that such neurons exist.

None of that needed new experiments. It should have been predicted from 
philosophy plus common sense only. But it wasn't. (Perhaps because not all of 
those five ingredients are generally deemed to be true, let alone hard to vary.) 
However, there are other details that could not have been predicted in that way. 
The main feature that only the experiments make hard to vary is that this system 
actually uses information from the motor-control system itself. In other words, a 
priori, there could have been a translation algorithm instantiated in neurons that 
only fire when a translation is actually being performed. But now we know that 
that is not how evolution did it. (Well, I say we know this -- but that explanation 
is not nearly as solid as the ones above. It could be that mirror neurons do 
something unrelated that no one has guessed yet, and that the actual 
translation system has yet to be discovered. But as far as I know, mirror neurons 
have so far been detected only in animals that do have imitation abilities. If they 



were ever discovered in an animal that doesn't, that would be a major problem 
for the theory that their function is to do this translation; also, it would make their 
actual function a mystery.

This is hard to argue with because you basically said mirror neuron claims 
*might* all be wrong. That Alan and I might be right... You haven't stuck your neck 
out making risky, substantive claims.

Yet you keep basically saying mirror neurons are a good, valuable idea. Well, 
what's the argument for that? Explaining how they might be wrong is not making 
your positive case.

Further, when you refer to degrees of solidity, how is that anything other than 
justificationism?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Insults
Date: December 19, 2012 at 11:11 AM

On Dec 18, 2012 12:19 PM, "Dan Frank" <danjfrank@gmail.com> wrote:

On Tue, Dec 18, 2012 at 7:35 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Feb 19, 2012 at 11:35 AM, Elliot Temple <curi@curi.us> wrote:

On Feb 15, 2012, at 7:36 PM, Rami Rustom wrote:

According to wikipedia:

An insult (also called a slur, scoff, slight or putdown) is
an expression, statement (or sometimes behavior) which
is _considered degrading and offensive_. Insults (sometimes
called "cracks" "remarks" or one-liners)[1] may be intentional
or accidental. An example of the latter is a well-intended
simple explanation, which in fact is superfluous, but is given
due to underestimating the intelligence or knowledge of the other.

I'm confused about the underlined part. What is *considered
offensive*? Who is the person or group doing the consideration?

The group is usually mainstream society. Insults are a type of deviance from 
the social rules of the game, as established by the people in social power (is 
that the masses or the elite? see The Fountainhead for an answer.)

Its the "intellectual" elite that influences (or controls) the masses.

But in the Fountainhead, the "elite" only retain power insofar as they
keep appeasing the masses.  Wynand thinks he is elite, and that he
controls the masses, but he doesn't.  Once he tries to tell them
something they don't want to hear, he is destroyed.

But Wynand wasn't consider an "intellectual" elite, right?



Its Toohey that was one of the "intellectual" elites.

-- Rami

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Morality and expression.
Date: December 20, 2012 at 1:29 AM

There's this facebook status update doing the rounds which sorta goes like this:

I was walking down the street and a guy in a company truck driving past yelled 
out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Anyways heaps and heaps of people have "liked" this status and commented 
positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention was to 
insult and hurt. He achieved that aim, right?
But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and make them 
feel bad, and get away with it? I mean, the victim couldn't defend himself, the car 
drove off.

If no-then shouldn't there be legislation?

If no, then how else should we curtail this kind of thing?

Should we not bother about certain groups of people getting lots more insults 
than others as they walk down the street (like gay people say, because of what 
they wear or how they walk) - or if we are bothered to do something, is legislation 
not the right thing to do.

Which means, should we do what this facebook poster did. Report to some 
employer?

In general, if you just don't like something someone says, you cam ignore it. And 
this seems how free speech works. But what if the speech in question is about 
you, it's a public attack, and you're left with no way of defending yourself. This is 
a real situation many people face each day.

Or is the best defence simply to laugh it off? Does *that* approach work 'better' 
than all the others if the original insult itself becomes laughable silliness? But that 



seems really slow, so not 'better' by at least one measure and meantime people 
are getting hurt, who might otherwise not if some sort of law or other penalty (like 
losing respect of employer/friends) was in place.

But laws about what can be *said* are bad, right? What about other penalties for 
saying stuff? Like possibly losing one's job, etc?

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Morality and expression.
Date: December 20, 2012 at 4:36 AM

On Dec 19, 2012, at 10:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:

There's this facebook status update doing the rounds which sorta goes like this:

I was walking down the street and a guy in a company truck driving past yelled 
out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Anyways heaps and heaps of people have "liked" this status and commented 
positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention was to 
insult and hurt. He achieved that aim, right?

What makes you think he achieved that?

My first guess would be the person called a fag feels *superior* to the 
ignorant/primitive/homophobic/etc guy who yelled it. I think maybe he liked it.

But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and make 
them feel bad, and get away with it? I mean, the victim couldn't defend himself, 
the car drove off.

If no-then shouldn't there be legislation?

Today, I am confident such legislation would do much more harm than good.

In a hypothetical society with much better people and more knowledge, maybe 
you could figure out some sort of useful legislation.

But I'm not sure there's anything to be done about a first interaction like this. 
People have to be allowed to approach each other. It might not go well. As long 
as people don't *persist* with unwelcome advances, isn't that ok?



I wouldn't want it to be a law that you assume everyone has culturally normal 
opinions and never say things to new people that many people wouldn't like.

But I do suppose the driver had bad intentions, and people do deserve some 
control over what happens to them even in public, and not wanting to be called a 
fag is pretty reasonable. So maybe there is something that could be done in a 
different world but I'm not sure what. But we don't have to know that now, we can 
cross that bridge when we come to it. It will be easier to decide things when we 
know more.

If no, then how else should we curtail this kind of thing?

Should we not bother about certain groups of people getting lots more insults 
than others as they walk down the street (like gay people say, because of what 
they wear or how they walk) - or if we are bothered to do something, is 
legislation not the right thing to do.

I don't see any reason to look at this in a collective, rather than individualist, way.

Which means, should we do what this facebook poster did. Report to some 
employer?

I think employers are unreasonable about this so I wouldn't want to encourage 
that.

I think the reason this is popular is because the people who like it are 
unreasonable too. I think they enjoy feeling progressive and superior, and 
pressure everyone else to care a lot. And that it is irrelevant to doing a good job 
at many jobs.

I don't think political correctness is good, and I don't think it's good to try to get it 
enforced on anyone.

I also think that if people don't like political correctness, and want to talk about 
"PC fags" or anything else in protest, so the fuck what? But if you make any rule 
against calling people fags, it's going to catch that case. And do you really want a 
rule based on motivations?



In general, if you just don't like something someone says, you cam ignore it. And 
this seems how free speech works. But what if the speech in question is about 
you, it's a public attack, and you're left with no way of defending yourself.

What is the problem you need to defend yourself from? You're worried someone 
out in public will hear it and ... what?

This is a real situation many people face each day.

Or is the best defence simply to laugh it off?

Why laugh? That's a way of caring.

The only way I think is good to care is to wonder why people say such things, to 
treat it as evidence. Other than that, what does it matter more than other 
unwanted noise?

Does *that* approach work 'better' than all the others if the original insult itself 
becomes laughable silliness? But that seems really slow, so not 'better' by at 
least one measure and meantime people are getting hurt, who might otherwise 
not if some sort of law or other penalty (like losing respect of employer/friends) 
was in place.

But laws about what can be *said* are bad, right?

Yes. But by the same token, laws about what you can do with your hands are 
bad. Yet laws against punching people are OK. Laws against going around at 
3AM and making really loud noises to wake everyone up are OK too, even 
though that is speech.

What about other penalties for saying stuff? Like possibly losing one's job, etc?

It's bad for employers to care about anything irrelevant.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Morality and expression.
Date: December 20, 2012 at 7:53 AM

On 20 Dec 2012, at 06:29, Brett Hall <brhalluk@hotmail.com> wrote:

There's this facebook status update doing the rounds which sorta goes like this:

I was walking down the street and a guy in a company truck driving past yelled 
out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Heh. When I first read this I thought it meant that he had called the company that 
made the shorts to say that someone had liked them.

Perhaps, in a better world, that would be the natural interpretation.

Anyways heaps and heaps of people have "liked" this status and commented 
positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention was to 
insult and hurt. He achieved that aim, right?
But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and make 
them feel bad, and get away with it? I mean, the victim couldn't defend himself, 
the car drove off.

If no-then shouldn't there be legislation?

If no, then how else should we curtail this kind of thing?

What is often missed in principled discussions of free speech is the extent to 
which speech is connected, via culture, with the threat of violence. In this case, 
for instance, it is quite possible that the writer would have a reasonable 
expectation of violence if he were to yell back in kind, for instance "suppressed 
homosexuals are the worst bigots", and that the truck driver was well aware of 
this asymmetry and was relying on it and intentionally causing intimidation. If 
these were reasonable expectations by both parties under the circumstances in 
which this took place, then the truck driver's behaviour was actually part of the 



*suppression* of free speech in that society, not the exercise of it. (And BTW 'free 
speech' also includes wearing whatever clothes one likes, and that would also be 
being suppressed in that case.)

Should we not bother about certain groups of people getting lots more insults 
than others as they walk down the street (like gay people say, because of what 
they wear or how they walk) - or if we are bothered to do something, is 
legislation not the right thing to do.

I think this should not be a matter for legislation. Not all bad behaviour should be 
against the law. But if there is a threat of violence implicit in speech, then the law 
should take that seriously.

Which means, should we do what this facebook poster did. Report to some 
employer?

In general, if you just don't like something someone says, you cam ignore it. And 
this seems how free speech works. But what if the speech in question is about 
you, it's a public attack, and you're left with no way of defending yourself. This is 
a real situation many people face each day.

Or is the best defence simply to laugh it off? Does *that* approach work 'better' 
than all the others if the original insult itself becomes laughable silliness? But 
that seems really slow, so not 'better' by at least one measure and meantime 
people are getting hurt, who might otherwise not if some sort of law or other 
penalty (like losing respect of employer/friends) was in place.

But laws about what can be *said* are bad, right? What about other penalties for 
saying stuff? Like possibly losing one's job, etc?

That should be a private matter. But another situation in which the principle of 
free speech should not protect bad behaviour is when someone sets out to 
prevent property from being used for a lawful purpose by causing a nuisance 
there. For example, surrounding a concert hall and yelling during a performance.

-- David Deutsch



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Inverse Theory or Anti Theory
Date: December 20, 2012 at 10:17 AM

On Thu, Nov 29, 2012 at 10:17 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 25, 2012, at 7:30 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/509

Inverse Theory

Coercion is a state of enacting one theory while another active theory 
conflicts with it. All emotional pain, amounts to coercion.

People with one of the in the limit, stable, complete worldviews (empty, good, 
inverse), will never be coerced. Because they have no contradictions in their 
worldview, and no unanswered questions, they will always wholeheartedly go 
for some single course of action.

What is the 'empty' worldview? (Your last blog post didn't explain it,
or it did but I didn't understand.)

The set of no ideas. Empty set.

As people approach one of these complete, stable views, they will find it 
easier to avoid coercion, because they will be closer to having a unified, 
contradiction-free view. Which means that sufficiently bad people (near 
inverse view) will be difficult to coerce. Perhaps this helps to explain suicide 
attacks.

I'm confused about the possibility of a (nearly) complete/stable bad
worldview. You're saying that all his ideas are consistent. But he
lives in a world with objective morality, so I don't see how his
experiences of the world could be consistent with his bad ideas.

Here's a simple example of a theory of how to interpret sense data:

define interpret(data)

http://www.curi.us/509


        return 5;
end

Not all ways of living are reality-based, not all ways of living try to be consistent 
with the world.

Yeah people living with a stable bad worldview would die. But that doesn't mean 
the worldview itself unstable treated as a set of ideas. Unstable here means that 
it would change when presented with new information/ideas.

Ok. So when you said:

People with one of the in the limit, stable, complete worldviews (empty, good, 
inverse), will never be coerced. Because they have no contradictions in their 
worldview, and no unanswered questions, they will always wholeheartedly go 
for some single course of action.

You mean that these people don't know that there are any
contradictions in their worldview, not that there actually aren't any
contradictions.

I know why I was confused before. I thought that the concept of a
logically consistent worldview necessitated that it is also consistent
with physical reality, which is wrong.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Inverse Theory or Anti Theory
Date: December 20, 2012 at 3:04 PM

On Dec 20, 2012, at 7:17 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Nov 29, 2012 at 10:17 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 25, 2012, at 7:30 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/509

Inverse Theory

Coercion is a state of enacting one theory while another active theory 
conflicts with it. All emotional pain, amounts to coercion.

People with one of the in the limit, stable, complete worldviews (empty, 
good, inverse), will never be coerced. Because they have no contradictions 
in their worldview, and no unanswered questions, they will always 
wholeheartedly go for some single course of action.

What is the 'empty' worldview? (Your last blog post didn't explain it,
or it did but I didn't understand.)

The set of no ideas. Empty set.

As people approach one of these complete, stable views, they will find it 
easier to avoid coercion, because they will be closer to having a unified, 
contradiction-free view. Which means that sufficiently bad people (near 
inverse view) will be difficult to coerce. Perhaps this helps to explain suicide 
attacks.

I'm confused about the possibility of a (nearly) complete/stable bad
worldview. You're saying that all his ideas are consistent. But he
lives in a world with objective morality, so I don't see how his
experiences of the world could be consistent with his bad ideas.

Here's a simple example of a theory of how to interpret sense data:

http://www.curi.us/509


define interpret(data)
       return 5;
end

Not all ways of living are reality-based, not all ways of living try to be consistent 
with the world.

Yeah people living with a stable bad worldview would die. But that doesn't 
mean the worldview itself unstable treated as a set of ideas. Unstable here 
means that it would change when presented with new information/ideas.

Ok. So when you said:

People with one of the in the limit, stable, complete worldviews (empty, 
good, inverse), will never be coerced. Because they have no contradictions 
in their worldview, and no unanswered questions, they will always 
wholeheartedly go for some single course of action.

You mean that these people don't know that there are any
contradictions in their worldview, not that there actually aren't any
contradictions.

No. If there are contradictions they don't know about, then their view could 
change with new information (as those are pointed out). That would be 
"unstable". Stable means nothing would change with new information, new 
arguments, etc.

If they don't know about some topic, then it's also incomplete. But the topic is 
stable, complete worldviews.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Cc: ARR <Autonomy-Respecting-Relationships@yahoogroups.com>
Subject: [BoI] Re: [ARR] Excusing Evil? (was: Comments on 
http://fallibleideas.com/emotions)
Date: December 20, 2012 at 6:21 PM

On Dec 20, 2012, at 1:54 PM, auvenj <auvenj@yahoo.com> wrote:

--- In Autonomy-Respecting-Relationships@yahoogroups.com, "anontoo" 
<anontoo@...> wrote:

--- In Autonomy-Respecting-Relationships@yahoogroups.com, Elliot Temple 
<curi@> wrote:

On Sep 16, 2012, at 7:20 AM, anontoo <anontoo@> wrote:
Although I think in the case of becoming a Christian (or generally giving up 
learning and becoming a mystic or an idle person),

That is not what "becoming a Christian" means. your position is extremely 
insulting to millions of decent americans. you are a hateful, disrespectful 
person. any decent person would think twice before attacking so many of the 
better people in the world and at least try to explain his criticisms instead of 
just assert awful stuff.

Yes, that was bad to say. I take it back. I am aware many Christians value 
objective morality and live good lives. I don't understand why people convert to 
religion, though.

your claim about Christians being idle is bizarre and unexplained.

your claim about christians not learning anything is stupid. there's plenty of 
counter examples. go visit a university and you will find christians learning 
things.

I've meant they stop learning philosophy, not everything. But maybe I'm 
mistaken about this.



I'd like more discussion on this topic - perhaps on another list like BoI, or 
perhaps not. Elliot, if you want this topic moved to a different list just say so.

ok i replied on BoI list. that makes more sense.

I've CCed ARR this time so people can follow us there. to join BoI list, go to:

http://beginningofinfinity.com/discussion

A caveat here: I'm going to talk about a particular kind of Christian - the kind that 
I have lots of experience with. That kind is the evangelical, protestant, 
conservative Christian. I'm not talking about Catholics, and I'm not talking about 
Liberal Christians, not because I think that what I say here doesn't apply to 
them, but because I don't have enough experience to know whether or not it 
does.

There's a Christian church that advertises on a radio station that I listen to. The 
church is this one:
http://www.calvarytucson.com/

The radio station they advertise on is secular / for-profit. The church pays for the 
ads to run in the middle of regular programming in prime time. These ads are 
snippets of audio recordings of sermons their pastor gave the congregation, 
usually the previous Sunday. 30 seconds to a minute of content out of a 20-30 
minute sermon, selected for the purpose of converting non-christians and 
renewing the faith of christians who may or may not attend that church.

They've been doing this for years. I have heard enough of these ads to know 
that the pastor's philosophy is close to that of the churches I was raised in and 
representative of the kind of Christians that I'm familiar with.

Sometimes the ads are about topics which I regard as mere side effects of 
supernatural belief: heaven and hell, prayer, angels, praising the lord, etc. 
These are things which I disagree with, but can excuse as comparatively 
harmless mistakes.

But sometimes there is more substance in these ads. This morning was one 
such. I have to paraphrase; since it was a radio ad I don't have an exact 

http://beginningofinfinity.com/discussion
http://www.calvarytucson.com/


transcript nor could one be found at the above linked site. It went something 
like:
"Christians sometimes ask why bad things happen, and what we should do 
about them. Proverbs tells us, 'Trust in the Lord with all your heart, and lean not 
on your own understanding.' When good things happen, we rejoice...and we 
trust in the Lord. When bad things happen, we are sad...and we trust in the 
Lord. We do not lean on our own understanding."

That is very conservative.

This is in my experience representative of Christian philosophy and more 
specifically, Christian epistemology. That verse in Proverbs was quoted often in 
the churches I grew up attending, as well as by my extended family members 
who remain devoted Christians.

And it is, in my estimation, as near to pure evil as exists in common belief in 
western society today as regards epistemology. There are worse things that a 
few people believe, but nothing I can think of with the number of dedicated 
followers promoting it that this one has.

This is bad but I don't think it's *pure* evil.

For example, consider the practical effects of this teaching, as compared with 
environmentalist teachings.

Environmentalists are trying to destroy civilization. And they are trying to get the 
Government to implement extremely destructive laws, and they have already had 
significant success at that.

Christianity isn't trying to destroy civilization, nor is it lobbying for government 
force to be used to do anything half as destructive as environmentalism actually 
accomplishes. In general, Christianity doesn't want to use force for much.

This sort of tolerance of diversity -- disapproving of many things but not wishing to 
use force against them -- is valuable and good. It's one of the things that makes 
our society work.

Christianity in USA has a long history of staying pretty separate from government 
and pursuing voluntary persuasion. This is one of the things greatly mitigating its 
(many) mistakes.



Trying to persuade people, on a voluntary basis, of bad idea is not evil. It's 
mistaken but ti's a mistake that you can't really avoid. I must be doing that, too, 
sometimes, without realizing some of the ideas I'm advocating are bad.

I think the reason you saw it as really evil is because you consider it highly 
irrational. I don't think you'll disagree with what I said above, you were focussing 
on something else. I think when there's no force or violence or coercion involved, 
"pure evil" is too strong. But I think it's less irrational than you think.

Partly, I think I have a higher opinion of conservatism than you do.

Leaning on one's understanding can be risky. People are wise not to do it all the 
time. For most people, on many issues, they do not know how to intellectually 
reason out a good understanding of the issue. Traditional, religious or common 
sense understandings often provide better knowledge than they would figure out 
themselves.

I, too, do not always lean on my own understanding. I haven't the time to question 
everything and think everything through for myself. The approach I aim for is to 
use existing knowledge as a starting point, and to try to improve it when there is a 
problem or I'm interested in the topic. But if there's no problem and I'm more 
interested in something else, then I can lean on some existing knowledge instead 
of trying to understand it well.

This is not a full answer but I don't want to write too much without being 
understood. Do you understand what I've said so far? What do you agree with or 
not?

I do not regard the people who would select such a statement out of a 20-30 
minute talk, then pay substantial money to run it on the radio as a 
representation of their philosophy to the world, to be "so many of the better 
people in the world." They are not. I regard the people who would select and 
promote such a philosophy (or fail to reject it as I did when presented with a 



better alternative) as evil.

I agree that their choice of this statement for an ad is notable and important.

I do not, however, agree that this is representative of everything Christianity is 
about. It has multiple parts, some better than others.

I also think that you can find a great deal of stuff to object to when you look at 
pretty much anything big and important.

For example, the US government does a huge amount of stuff badly wrong, and 
hurts a lot of people. And unlike Christianity, it's doing a lot of its stuff by force. Yet 
the US government is important and valuable, not evil. Despite its many flaws, it's 
one of the best few governments ever to exist if not the very best. USA is an 
extremely peaceful place compared to pretty much all of history. The government 
is part of how this is achieved, it plays a significant role.

The US government does some evil but it is nothing like pure evil.

I wonder what big, important things you have a positive opinion of? Which ones 
do you think have little to object to?

There are objectively moral teachings in Christianity; things like don't murder 
and don't steal and value life. Those traditions exist in most religions and 
secular value systems as well.

I think you're mixing up the one sentence version with the actual knowledge and 
tradition.

What secular value system does a good job on this topic? Outside this 
community and the philosophers I like? You said most do it, so you should have 
plenty of other examples.

What I see is when secular people like Dawkins try to discuss an issue like this, 
they get it far far more wrong than Christianity.



But the epistemology of Christianity would seem to harm rather than help 
attempts to correct errors in moral knowledge, and that's evil.

But it also helps prevent the destruction of moral knowledge, and the introducing 
of errors into moral knowledge.

You've mentioned half of what strong conservatism can do without mentioning the 
positive half.

Further, we know from history that Christianity is, in practice, open to change, 
reform and improvement.

Also, the thing above wasn't saying to never think or learn. It said don't lean on 
your understanding regarding one particular type of issue (sadness), not all 
issues. I don't know the context of the original bible quote, but the modern priest 
gave it this limited context for that ad.

Most of the objectively moral parts of Christianity were around before 
Christianity,

I don't think you understand what moral knowledge is, or what Christianity has 
going for it. Christianity improved over time. Most of what anyone would regard as 
any good today, from Christianity, not only didn't exist before Christianity but didn't 
exist in early Christianity either.

By todays standards, basically everyone was super immoral until like at least, 
say, the year 1750. The moral knowledge before Christianity is really awful 
compared to the moral knowledge in 1750.

I don't even know if early Christianity was any good or improved anything. 
However, Christianity improved over time and became important over time. It 
gained value over time.

and it seems to me that moral improvement has occurred despite Christian 
epistemology, not because of it.

You think if Christianity didn't exist we'd have something better, not something 
worse?



I don't know. I'd be inclined to give odds below 50/50, since I think things have 
turned out relatively well.

Christianity is not the cause of all the evils of history. For a lot of european history, 
everyone was a Christianity, and people weren't very good, but that doesn't mean 
Christianity was the problem, it was more a consequence.

What matters is that things are better now, there is knowledge that didn't used to 
exist. Because so many of the people who created this knowledge that is making 
modern society better were Christians, a lot of the knowledge has been 
incorporated in Christianity or exists in a form that is more accessible if one is 
Christian.

Elliot, is it your opinion that the Christian epistemology leads to learning good 
things and in particular, to growing moral knowledge?

That's not how it works, no.

If not, and if evil is caused by lack of knowledge, then how could Christian 
philosophy be described as anything other than evil? Or perhaps is there 
something substantially less evil at the core of Christian epistemology that I've 
overlooked / never learned about?

Christianity isn't about spreading explicit epistemology, so it's odd to focus on 
that.

Or perhaps were you referring to some Christians I don't know about, who reject 
the epistemology of the Christians I know, when you called them "the better 
people in the world". If so, which Christian sect(s) do you know of that reject it? 
What do they replace it with?

Or are you merely excusing the evil in Christian epistemology because, in the 
main, Christians take the evil at the core of their philosophy somewhat less 
seriously than some other religions, like Islam?

Or perhaps something else I haven't thought of?

Consider environmentalism. It's better at fooling atheists than Christians. This 



means there is something about Christianity that helps resist evils and thereby 
*save the world*.

A large part of this something is the very conservatism you called pure evil above.

I think you should read _Reflections on the Revolution in France_ by Edmund 
Burke. If you understand that book, and the issue of the French Revolution, I 
think that would help a lot with understanding this issue. Burke is the foremost 
advocate of what we might call "rational conservatism".

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Morality and expression.
Date: December 21, 2012 at 3:03 AM

On 20/12/2012, at 20:36, "Elliot Temple" <curi@curi.us> wrote:

On Dec 19, 2012, at 10:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:

There's this facebook status update doing the rounds which sorta goes like 
this:

I was walking down the street and a guy in a company truck driving past 
yelled out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Anyways heaps and heaps of people have "liked" this status and commented 
positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention was to 
insult and hurt. He achieved that aim, right?

What makes you think he achieved that?

He might not have, true. However the guy on the receiving end of the insult was 
motivated to go to some effort to make a call and have that conversation with the 
boss - I'm guessing that's because he felt insulted. If he wasn't hurt...why bother? 
I suppose you would ignore it, laugh it off, etc in that case.

My first guess would be the person called a fag feels *superior* to the 
ignorant/primitive/homophobic/etc guy who yelled it. I think maybe he liked it.

I think being publicly insulted - especially if, say, it's a regular thing - could have 
the opposite effect. One might not like it and begins to feel inferior. I think people 
who cross-dress, for example, get this kind of attention a bit. I think in some 
places you just need to be black, or whatever, to get random insults yelled at you 
because of your appearance. I don't know that if you are motivated to try and 
seek to teach the other person a lesson that it's necessarily because you feel 



superior and actually like it. I suppose that can happen. I think it's when the victim 
feels very close in status, perhaps, to the offender. If you feel really, truly inferior, 
you might be too scared, lacking in motivation/courage to confront the person 
who delivers the insult. If you feel truly superior - you might not be bothered for 
the opposite reason. You won't do anything not because you're scared, but 
because it's beneath you. You see this, I guess, with some celebrities who get 
insulted by regular joes on twitter or whatnot. I think this is where your 
explanation works well - take someone like Ricky Gervais who is constantly being 
insulted on twitter for whatever he says. So he is publicly insulted and uses this to 
his advantage - for comedy. He *does* seem to like the insult and *does* seem to 
come off as feeling superior to those who try to insult him. Most of the time he 
doesn't respond - because there's just too many insults to combat - but when he 
does, he seems to like that kinda interaction. He actually loves to offend. His 
regular saying goes something like: "You have every right to be offended. But no 
one has the right to not ever be offended". Which is basically an aphorism in 
support of free speech.

But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and make 
them feel bad, and get away with it? I mean, the victim couldn't defend himself, 
the car drove off.

If no-then shouldn't there be legislation?

Today, I am confident such legislation would do much more harm than good.

In a hypothetical society with much better people and more knowledge, maybe 
you could figure out some sort of useful legislation.

But I'm not sure there's anything to be done about a first interaction like this.

Yep, true.

People have to be allowed to approach each other. It might not go well. As long 
as people don't *persist* with unwelcome advances, isn't that ok?

Yes. Good point. So you should be allowed to yell out whatever dumb thing you 
like, however obnoxiously and cowardly it is. If that's the first impression you want 



to make, so be it. You will be judged for it. Should you persist with the unwanted 
advance, then there's a problem. In the situation I describe, it's relatively rare for 
a single person to repeatedly be offensive against the same victim. But you can 
have multiple "offenders" up against single victims. For example: Where I am 
from there is a particular street where all the gay people hang out and have their 
bars and so forth. But people drive up and down this street and it is somewhat 
regular for the "primitives" from other parts of town to use that street as a 
thoroughfare and, almost for sport, call insults out to gay-looking/cross 
dressing/etc people they find offensive (or whatever it is they object to). I guess 
this situation can be found in other cities too. In that case you have a location 
where the incidence of this kind of thing is a bit higher than some other, random, 
location. And the offenders might be different, but the victims similar.

I wouldn't want it to be a law that you assume everyone has culturally normal 
opinions and never say things to new people that many people wouldn't like.

No, agreed.

But I do suppose the driver had bad intentions, and people do deserve some 
control over what happens to them even in public, and not wanting to be called 
a fag is pretty reasonable. So maybe there is something that could be done in a 
different world but I'm not sure what. But we don't have to know that now, we 
can cross that bridge when we come to it. It will be easier to decide things when 
we know more.

Yep, okay.

If no, then how else should we curtail this kind of thing?

Should we not bother about certain groups of people getting lots more insults 
than others as they walk down the street (like gay people say, because of what 
they wear or how they walk) - or if we are bothered to do something, is 
legislation not the right thing to do.



I don't see any reason to look at this in a collective, rather than individualist, 
way.

Which means, should we do what this facebook poster did. Report to some 
employer?

I think employers are unreasonable about this so I wouldn't want to encourage 
that.

Okay, they would overreact, perhaps.

I think the reason this is popular is because the people who like it are 
unreasonable too. I think they enjoy feeling progressive and superior, and 
pressure everyone else to care a lot.

Interesting. And I agree. Feeling progressive is enjoyable for some. Why? Is it 
essentially the same as the reason why some people enjoy being conservative? 
Can it come down to feeling superior - almost like some people just enjoy 
supporting some sports team over another? Can it in part be due to a basic 
ingroup-outgroup mentality. We enjoy thinking that we are part of a team 
(progressive, say) and sometimes the irrational feeling of this is enjoyable and the 
rational arguments that we think we support are actually rationalisations?

And that it is irrelevant to doing a good job at many jobs.

I don't think political correctness is good, and I don't think it's good to try to get it 
enforced on anyone.

Agreed.

I also think that if people don't like political correctness, and want to talk about 
"PC fags" or anything else in protest, so the fuck what? But if you make any rule 
against calling people fags, it's going to catch that case. And do you really want 
a rule based on motivations?



In general, if you just don't like something someone says, you cam ignore it. 
And this seems how free speech works. But what if the speech in question is 
about you, it's a public attack, and you're left with no way of defending 
yourself.

What is the problem you need to defend yourself from? You're worried someone 
out in public will hear it and ... what?

If we were all the same - all equally confident, say, this would never be a problem, 
of course. Insults could fly and no one would ever get hurt. All of us, being equally 
confident, could laugh it off. But some people are lacking in this kind of 
confidence. I think I am concerned about the person, say young, vulnerable to 
some extent, few friends, is a boy but likes dressing as a girl, has managed with 
some courage to move from some rural town to a city - has overcome quite a bit 
only to find that even the safety of the "gay street" is itself a place where you are 
still going to get insulted just for being yourself. But, I might be worried about all 
that and feel sad for the random insult this person might get, but, in the end, what 
can be done? They choose to dress like a girl out in public knowing that there 
exist people who will insult them for it. Life can be harsh.

This is a real situation many people face each day.

Or is the best defence simply to laugh it off?

Why laugh? That's a way of caring.

I suppose. Though if one does feel superior in the sense that the person in the 
truck yelling stuff out clearly has some primitive ideas, that might actually be 
funny. Like someone who really truly believes that the world will end today. That 
can be funny. Someone insulting a gay person...just for being gay. So 
ridiculous...it might just elicit a laugh.

The only way I think is good to care is to wonder why people say such things, to 
treat it as evidence. Other than that, what does it matter more than other 
unwanted noise?

Yep, okay. So, I shouldn't care if I see a person who suffers this? Say a big guy 



insults some little guy on the street and calls him a fag and keeps on walking. Say 
it's clear the little guy was scared and now isn't happy (say he was just smiling 
and skipping, now he's frowning and downcast or whatever). Say I'm also a big 
guy. Now is it the right thing to do to give this other big guy some feedback? In 
that way I'm an agent for change and what I see as *positive* change. If I stay 
moot, well...then there is this big guy being nasty to some little guy not getting 
feedback from the universe about his behaviour, he'll keep on doing it. But if I do 
something at least then he has more of a chance to learn. But is this even a 
lesson he needs to learn? Isn't there an objective morality lurking here? Isn't what 
the big guy did wrong?

I'm not coming up with theories about what I should do exactly, just yet. But I 
should do something, right? Or is this just the big guy using his right to free 
expression, and I don't have an moral obligation to get involved...unless the big 
guy was violent?

Does *that* approach work 'better' than all the others if the original insult itself 
becomes laughable silliness? But that seems really slow, so not 'better' by at 
least one measure and meantime people are getting hurt, who might otherwise 
not if some sort of law or other penalty (like losing respect of employer/friends) 
was in place.

But laws about what can be *said* are bad, right?

Yes. But by the same token, laws about what you can do with your hands are 
bad. Yet laws against punching people are OK. Laws against going around at 
3AM and making really loud noises to wake everyone up are OK too, even 
though that is speech.

Yes.

What about other penalties for saying stuff? Like possibly losing one's job, etc?

It's bad for employers to care about anything irrelevant.

I agree. Though it seems to becoming more common, hey? Corporations are very 
concerned with image in such a way that their employees are restricted from 
behaving in certain ways outside of the workday. But then, a corporation that 



prides itself on being a "family" company (like say Disney) might argue that if you 
like to act in pornographic movies, or run a website called "Gay niggas go to hell", 
that *is* relevant.

Brett



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Morality and expression.
Date: December 21, 2012 at 3:36 AM

On 20/12/2012, at 23:53, "David Deutsch" <david.deutsch@qubit.org> wrote:

On 20 Dec 2012, at 06:29, Brett Hall <brhalluk@hotmail.com> wrote:

There's this facebook status update doing the rounds which sorta goes like 
this:

I was walking down the street and a guy in a company truck driving past 
yelled out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Heh. When I first read this I thought it meant that he had called the company 
that made the shorts to say that someone had liked them.

Perhaps, in a better world, that would be the natural interpretation.

Lol.

Anyways heaps and heaps of people have "liked" this status and commented 
positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention was to 
insult and hurt. He achieved that aim, right?
But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and make 
them feel bad, and get away with it? I mean, the victim couldn't defend himself, 
the car drove off.

If no-then shouldn't there be legislation?

If no, then how else should we curtail this kind of thing?

What is often missed in principled discussions of free speech is the extent to 
which speech is connected, via culture, with the threat of violence. In this case, 



for instance, it is quite possible that the writer would have a reasonable 
expectation of violence if he were to yell back in kind, for instance "suppressed 
homosexuals are the worst bigots", and that the truck driver was well aware of 
this asymmetry and was relying on it and intentionally causing intimidation. If 
these were reasonable expectations by both parties under the circumstances in 
which this took place, then the truck driver's behaviour was actually part of the 
*suppression* of free speech in that society, not the exercise of it. (And BTW 
'free speech' also includes wearing whatever clothes one likes, and that would 
also be being suppressed in that case.)

Yes, right. In my reply to Elliott I presented a couple of other scenarios, and I think 
this, then answers my concerns with those. Like, what for example to do about a 
big bully who insults some little guy for their appearance? If a little guy gets called 
an "ugly, dirty fag" on the street by a big guy he might be scared of violence if he 
retaliates in kind. But if I'm even bigger than the big guy, is there some moral 
obligation on me, here? The big guy isn't really exercising his free speech as 
much as he is suppressing the free expression of the little guy (who perhaps was 
wearing more pink than is commonly associated with a heterosexual man) by 
making him feel bad about looking a certain way. Perhaps, this might encourage 
the little guy to dress differently to avoid this negative situation in the future. That 
has the effect of the big guy moulding society into what he wants. Unless I step in 
with some witty remark I'd never think of on the spot to both make the big guy feel 
bad about his insult and the little guy feel fine about who he is. In fact it probably 
need not be witty at all, it just needs to be sufficiently disapproving of the big guy 
and supportive of the little guy.

Should we not bother about certain groups of people getting lots more insults 
than others as they walk down the street (like gay people say, because of what 
they wear or how they walk) - or if we are bothered to do something, is 
legislation not the right thing to do.

I think this should not be a matter for legislation. Not all bad behaviour should be 
against the law. But if there is a threat of violence implicit in speech, then the 
law should take that seriously.

Yes.

Which means, should we do what this facebook poster did. Report to some 



employer?

In general, if you just don't like something someone says, you cam ignore it. 
And this seems how free speech works. But what if the speech in question is 
about you, it's a public attack, and you're left with no way of defending 
yourself. This is a real situation many people face each day.

Or is the best defence simply to laugh it off? Does *that* approach work 'better' 
than all the others if the original insult itself becomes laughable silliness? But 
that seems really slow, so not 'better' by at least one measure and meantime 
people are getting hurt, who might otherwise not if some sort of law or other 
penalty (like losing respect of employer/friends) was in place.

But laws about what can be *said* are bad, right? What about other penalties 
for saying stuff? Like possibly losing one's job, etc?

That should be a private matter. But another situation in which the principle of 
free speech should not protect bad behaviour is when someone sets out to 
prevent property from being used for a lawful purpose by causing a nuisance 
there. For example, surrounding a concert hall and yelling during a 
performance.

There is a point, in physical terms, where even speaking can be violent. One 
need only imagine where the speech in question is sufficiently amplified. But then 
it's not the information that is offensive, it's simply the intensity of the sound. Were 
you to take your megaphone into a public space like a park and start spouting off 
your pet theory about about the coming apocalypse, this is free speech. But that 
has to be constrained by the physics of: is this so loud that it's actually going to 
hurt the eardrums of passers-by? So just because it's a public space and just 
because you have a right to free speech, that's not all there is to it to ensure that 
there are no other moral concerns. For example, the volume you deliver the 
message in, is also important.

This isn't just a thought experiment. Some "non-violent" protests might not be 
loud enough to perforate the eardrum, but they could damage hearing, or even 
just scare one's child, or prevent someone from concentrating on their reading, or 
work, or sleep, etc.

If I am first to a park-bench and reading a book and then a person comes behind 
me and begins to deliver a loud speech such that I can no longer concentrate 



upon reading my book, the speaker's actions aren't violent even if they are 
coercive, right? I could get up and walk away. But then, they win. The speaker will 
always win in this case because noise of that kind (loud talking) for many people 
is enough to prevent them from concentrating on reading just like low light levels 
are.

If the speaker has a megaphone and points it right at my head and screams 
through it at full volume, I reckon that's violent. If the speaker follows me when I 
go to move away, that's violent too. In either case I think that if I push him, it's not 
enough for him to say he was merely exercising his free speech. No, he was 
being violent and I needed to defend myself.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Morality and expression.
Date: December 21, 2012 at 5:44 AM

On Dec 21, 2012, at 12:03 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 20/12/2012, at 20:36, "Elliot Temple" <curi@curi.us> wrote:

On Dec 19, 2012, at 10:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:

There's this facebook status update doing the rounds which sorta goes like 
this:

I was walking down the street and a guy in a company truck driving past 
yelled out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Anyways heaps and heaps of people have "liked" this status and commented 
positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention was 
to insult and hurt. He achieved that aim, right?

What makes you think he achieved that?

He might not have, true. However the guy on the receiving end of the insult was 
motivated to go to some effort to make a call and have that conversation with 
the boss - I'm guessing that's because he felt insulted. If he wasn't hurt...why 
bother?

To feel superior, trendy and righteous.

To hurt his enemy (Cultural enemy. A PC person hurting a non-PC person).

Note, btw, that what happened to the driver is much, much worse than what 
happened to the shorts wearer. The revenge was more damaging. He escalated. 
A lot.

I suppose you would ignore it, laugh it off, etc in that case.



My first guess would be the person called a fag feels *superior* to the 
ignorant/primitive/homophobic/etc guy who yelled it. I think maybe he liked it.

I think being publicly insulted - especially if, say, it's a regular thing - could have 
the opposite effect.

I haven't heard anything to suggest this happens regularly.

If you're thinking it's regular b/c he's gay and gays are regularly insulted ... there 
hasn't been any information presented to the effect that he is actually gay or the 
driver knew whether he was gay or not.

One might not like it and begins to feel inferior.

I suspect if he actually was hurt and didn't like it, and felt inferior, he wouldn't 
have wanted to talk about it and get a lot of attention for it.

I think people who cross-dress, for example, get this kind of attention a bit. I 
think in some places you just need to be black, or whatever, to get random 
insults yelled at you because of your appearance. I don't know that if you are 
motivated to try and seek to teach the other person a lesson that it's necessarily 
because you feel superior and actually like it.

No one was teaching anyone anything. Hurting someone is not "teaching a 
lesson" for any half-way reasonable meaning of teaching.

I suppose that can happen. I think it's when the victim feels very close in status, 
perhaps, to the offender. If you feel really, truly inferior, you might be too scared, 
lacking in motivation/courage to confront the person who delivers the insult.

I don't really think the guy bold enough to phone a company and get online 
attention was meek and scared.

If you feel truly superior - you might not be bothered for the opposite reason. 
You won't do anything not because you're scared, but because it's beneath you. 



You see this, I guess, with some celebrities who get insulted by regular joes on 
twitter or whatnot. I think this is where your explanation works well - take 
someone like Ricky Gervais who is constantly being insulted on twitter for 
whatever he says.

Sure but regular people do it too. Many people think they are better than the 
"primitive" people who are racists, homophobes, speak in ugly ways, etc... They 
therefore can appreciate evidence of their superiority -- that their really are 
politically uncorrect people out there to be better than.

So he is publicly insulted and uses this to his advantage - for comedy. He 
*does* seem to like the insult and *does* seem to come off as feeling superior to 
those who try to insult him. Most of the time he doesn't respond - because 
there's just too many insults to combat - but when he does, he seems to like that 
kinda interaction. He actually loves to offend. His regular saying goes something 
like: "You have every right to be offended. But no one has the right to not ever 
be offended". Which is basically an aphorism in support of free speech.

But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and make 
them feel bad, and get away with it? I mean, the victim couldn't defend 
himself, the car drove off.

If no-then shouldn't there be legislation?

Today, I am confident such legislation would do much more harm than good.

In a hypothetical society with much better people and more knowledge, maybe 
you could figure out some sort of useful legislation.

But I'm not sure there's anything to be done about a first interaction like this.

Yep, true.

People have to be allowed to approach each other. It might not go well. As 
long as people don't *persist* with unwelcome advances, isn't that ok?

Yes. Good point. So you should be allowed to yell out whatever dumb thing you 



like, however obnoxiously and cowardly it is. If that's the first impression you 
want to make, so be it. You will be judged for it. Should you persist with the 
unwanted advance, then there's a problem. In the situation I describe, it's 
relatively rare for a single person to repeatedly be offensive against the same 
victim. But you can have multiple "offenders" up against single victims. For 
example: Where I am from there is a particular street where all the gay people 
hang out and have their bars and so forth. But people drive up and down this 
street and it is somewhat regular for the "primitives" from other parts of town to 
use that street as a thoroughfare and, almost for sport, call insults out to gay-
looking/cross dressing/etc people they find offensive (or whatever it is they 
object to). I guess this situation can be found in other cities too. In that case you 
have a location where the incidence of this kind of thing is a bit higher than 
some other, random, location. And the offenders might be different, but the 
victims similar.

one could view this as a counter-culture movement that wants to have an 
established place in broad daylight and social legitimacy. but why should you 
demand both to trash some mainstream values and be respected? isn't that an 
unreasonable demand?

aren't they kind of just demanding that people agree with some ideas they want 
everyone to accept, but which many people do not agree with? if you don't have 
good enough arguments to persuade people, that's no reason to start making 
demands.

see more below about the guy dressing in girl clothes.

I wouldn't want it to be a law that you assume everyone has culturally normal 
opinions and never say things to new people that many people wouldn't like.

No, agreed.

But I do suppose the driver had bad intentions, and people do deserve some 
control over what happens to them even in public, and not wanting to be called 
a fag is pretty reasonable. So maybe there is something that could be done in 
a different world but I'm not sure what. But we don't have to know that now, we 
can cross that bridge when we come to it. It will be easier to decide things 



when we know more.

Yep, okay.

If no, then how else should we curtail this kind of thing?

Should we not bother about certain groups of people getting lots more insults 
than others as they walk down the street (like gay people say, because of 
what they wear or how they walk) - or if we are bothered to do something, is 
legislation not the right thing to do.

I don't see any reason to look at this in a collective, rather than individualist, 
way.

Which means, should we do what this facebook poster did. Report to some 
employer?

I think employers are unreasonable about this so I wouldn't want to encourage 
that.

Okay, they would overreact, perhaps.

yes

I think the reason this is popular is because the people who like it are 
unreasonable too. I think they enjoy feeling progressive and superior, and 
pressure everyone else to care a lot.

Interesting. And I agree. Feeling progressive is enjoyable for some.

If you agree with this, doesn't it seem like a pretty decent guess that the guy who 
started thinks this way? I don't really understand being skeptical about that but 
then agreeing here.



Why? Is it essentially the same as the reason why some people enjoy being 
conservative? Can it come down to feeling superior - almost like some people 
just enjoy supporting some sports team over another?

Many people are conservative, in significant part (but usually not only this), 
because they recognize the merit in some conservative arguments.

Being conservative is not the same category of thing as being a sports team fan.

I'm not really sure how sports team fandom works exactly. Do people really think 
they are superior because their geographic team won something? Or is there 
something else they think and like? Whatever the motivations I don't really get it.

I don't think trendy PC stuff is similar to sports fans or conservatism. It offers 
many rewards -- popularity with a lot of people, lots of intellectual saying you're 
smart and helping you feel smart and saying you're superior and so on (as long 
as you live and think in a trendy PC way).

Can it in part be due to a basic ingroup-outgroup mentality.

Sure that factors as part of it.

We enjoy thinking that we are part of a team (progressive, say) and sometimes 
the irrational feeling of this is enjoyable and the rational arguments that we think 
we support are actually rationalisations?

And that it is irrelevant to doing a good job at many jobs.

I don't think political correctness is good, and I don't think it's good to try to get 
it enforced on anyone.

Agreed.

I also think that if people don't like political correctness, and want to talk about 
"PC fags" or anything else in protest, so the fuck what? But if you make any 
rule against calling people fags, it's going to catch that case. And do you really 



want a rule based on motivations?

In general, if you just don't like something someone says, you cam ignore it. 
And this seems how free speech works. But what if the speech in question is 
about you, it's a public attack, and you're left with no way of defending 
yourself.

What is the problem you need to defend yourself from? You're worried 
someone out in public will hear it and ... what?

If we were all the same - all equally confident, say, this would never be a 
problem, of course. Insults could fly and no one would ever get hurt. All of us, 
being equally confident, could laugh it off. But some people are lacking in this 
kind of confidence. I think I am concerned about the person, say young, 
vulnerable to some extent, few friends, is a boy but likes dressing as a girl, has 
managed with some courage to move from some rural town to a city - has 
overcome quite a bit only to find that even the safety of the "gay street" is itself a 
place where you are still going to get insulted just for being yourself. But, I might 
be worried about all that and feel sad for the random insult this person might 
get, but, in the end, what can be done? They choose to dress like a girl out in 
public knowing that there exist people who will insult them for it. Life can be 
harsh.

Such people bring it on themselves.

From an objective, rational perspective, there is no reason to dress like a girl.

Their choice to do that is a way of interacting with the culture norms for how to 
dress. They are rebelling, violating norms. That is the purpose of doing it -- to 
intentionally go against the culture. Then they get mad when people insult them 
for visibly communicating their disrespect for our culture?

If a male want to dress like a female in private for sexual reasons, whatever, and 
he won't be insulted. If he wants to do it in public it's either a more kinky sexual 
game in which case I don't think he'll be complaining about the results, or it's in 
order to communicate a rebellious message against a culture.

If you want to communicate a rebellious message against our culture, and then 
people from our culture communicate a negative message back at you, then ... so 



what? You trashed their values, they trashed yours, whatever, I don't care.

If you want to oppose parts of our culture, and be totally free to do so, but not 
allow the parts you oppose to talk back ... then that's actually really intolerant and 
lame.

This is a real situation many people face each day.

Or is the best defence simply to laugh it off?

Why laugh? That's a way of caring.

I suppose. Though if one does feel superior in the sense that the person in the 
truck yelling stuff out clearly has some primitive ideas, that might actually be 
funny. Like someone who really truly believes that the world will end today. That 
can be funny. Someone insulting a gay person...just for being gay. So 
ridiculous...it might just elicit a laugh.

The only way I think is good to care is to wonder why people say such things, 
to treat it as evidence. Other than that, what does it matter more than other 
unwanted noise?

Yep, okay. So, I shouldn't care if I see a person who suffers this? Say a big guy 
insults some little guy on the street and calls him a fag and keeps on walking. 
Say it's clear the little guy was scared and now isn't happy

By bringing up *big* and *little* people you are ambiguously raising the issue of 
possible *violence* and intimidation.

Violence and threat of violence are super duper NOT OK. That is something to 
care about.

(say he was just smiling and skipping, now he's frowning and downcast or 
whatever). Say I'm also a big guy. Now is it the right thing to do to give this other 
big guy some feedback? In that way I'm an agent for change and what I see as 
*positive* change. If I stay moot, well...then there is this big guy being nasty to 



some little guy not getting feedback from the universe about his behaviour, he'll 
keep on doing it. But if I do something at least then he has more of a chance to 
learn. But is this even a lesson he needs to learn? Isn't there an objective 
morality lurking here? Isn't what the big guy did wrong?

I'm not coming up with theories about what I should do exactly, just yet. But I 
should do something, right? Or is this just the big guy using his right to free 
expression, and I don't have an moral obligation to get involved...unless the big 
guy was violent?

If you want to take sides, e.g. by yelling "takes one to know one" back at 
homophobic drivers, you could do so. I don't really want to take sides. But if you 
disagree and think one side is right, sure stand up for it.

Does *that* approach work 'better' than all the others if the original insult itself 
becomes laughable silliness? But that seems really slow, so not 'better' by at 
least one measure and meantime people are getting hurt, who might 
otherwise not if some sort of law or other penalty (like losing respect of 
employer/friends) was in place.

But laws about what can be *said* are bad, right?

Yes. But by the same token, laws about what you can do with your hands are 
bad. Yet laws against punching people are OK. Laws against going around at 
3AM and making really loud noises to wake everyone up are OK too, even 
though that is speech.

Yes.

What about other penalties for saying stuff? Like possibly losing one's job, 
etc?

It's bad for employers to care about anything irrelevant.

I agree. Though it seems to becoming more common, hey?



I have no measurement of how common it was 50 years ago.

I think political correctness is more common and influential than 50 years ago, but 
I'm sure they had some other stuff then and I don't have a great grasp on what it 
was like.

Maybe we better make it more like 60-100 years ago. Then I understand that 
people were a lot more prudish about sexual matters. So maybe if you had an 
affair you could get fired from your job at a factory. I don't know, just a wild guess.

Corporations are very concerned with image in such a way that their employees 
are restricted from behaving in certain ways outside of the workday. But then, a 
corporation that prides itself on being a "family" company (like say Disney) might 
argue that if you like to act in pornographic movies, or run a website called "Gay 
niggas go to hell", that *is* relevant.

That's relevant for Disney actors, spokespersons and other people who represent 
Disney to the public. I don't see much relevance for a Disney website designer. 
Though I can imagine if it came out and got media attention that any Disney 
employee whatsoever did family unfriendly things on his own time, many people 
would stupidly get upset. So maybe Disney is right to protect itself from such 
idiocy (if they do -- i don't know). Hard to say.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Morality and expression.
Date: December 21, 2012 at 5:49 AM

On Dec 21, 2012, at 12:36 AM, Brett Hall <brhalluk@hotmail.com> wrote:

If I am first to a park-bench and reading a book and then a person comes 
behind me and begins to deliver a loud speech such that I can no longer 
concentrate upon reading my book, the speaker's actions aren't violent even if 
they are coercive, right? I could get up and walk away. But then, they win.

I suspect you were mistaken to expect peace and quiet to read a book there. Not 
all park benches offer peace and quiet. Getting there first isn't relevant.

That's reading it as he's giving the speech to multiple people in the area, as is 
normal enough at a park. If you're alone in an empty park and the speech is 
targeted just at you personally, then you can tell him you're not interested and to 
please leave you alone.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Morality and expression.
Date: December 21, 2012 at 6:32 AM

On 21 Dec 2012, at 08:36, Brett Hall <brhalluk@hotmail.com> wrote:

On 20/12/2012, at 23:53, "David Deutsch" <david.deutsch@qubit.org> wrote:

On 20 Dec 2012, at 06:29, Brett Hall <brhalluk@hotmail.com> wrote:

There's this facebook status update doing the rounds which sorta goes like 
this:

I was walking down the street and a guy in a company truck driving past 
yelled out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Heh. When I first read this I thought it meant that he had called the company 
that made the shorts to say that someone had liked them.

Perhaps, in a better world, that would be the natural interpretation.

Lol.

Anyways heaps and heaps of people have "liked" this status and commented 
positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention was 
to insult and hurt. He achieved that aim, right?
But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and make 
them feel bad, and get away with it? I mean, the victim couldn't defend 
himself, the car drove off.

If no-then shouldn't there be legislation?

If no, then how else should we curtail this kind of thing?



What is often missed in principled discussions of free speech is the extent to 
which speech is connected, via culture, with the threat of violence. In this case, 
for instance, it is quite possible that the writer would have a reasonable 
expectation of violence if he were to yell back in kind, for instance "suppressed 
homosexuals are the worst bigots", and that the truck driver was well aware of 
this asymmetry and was relying on it and intentionally causing intimidation. If 
these were reasonable expectations by both parties under the circumstances 
in which this took place, then the truck driver's behaviour was actually part of 
the *suppression* of free speech in that society, not the exercise of it. (And 
BTW 'free speech' also includes wearing whatever clothes one likes, and that 
would also be being suppressed in that case.)

Yes, right. In my reply to Elliott I presented a couple of other scenarios, and I 
think this, then answers my concerns with those. Like, what for example to do 
about a big bully who insults some little guy for their appearance? If a little guy 
gets called an "ugly, dirty fag" on the street by a big guy he might be scared of 
violence if he retaliates in kind. But if I'm even bigger than the big guy, is there 
some moral obligation on me, here? The big guy isn't really exercising his free 
speech as much as he is suppressing the free expression of the little guy (who 
perhaps was wearing more pink than is commonly associated with a 
heterosexual man) by making him feel bad about looking a certain way. 
Perhaps, this might encourage the little guy to dress differently to avoid this 
negative situation in the future. That has the effect of the big guy moulding 
society into what he wants.

Yes, but *feeling bad* is not the relevant thing. The relevant thing is reasonably 
believing that the speech contains a threat of violence, either for dressing in a 
certain way or for saying something. It is possible to be silenced by such a threat 
even if one does not feel at all bad about it: one simply avoids the risky behaviour 
just as one would not leave one's front door open when one goes on holiday. And 
it is possible to feel very bad about something that contains no threat of violence, 
and isn't a nuisance either, and hence has to be legally protected even if it is 
immoral.

Unless I step in with some witty remark I'd never think of on the spot to both 
make the big guy feel bad about his insult and the little guy feel fine about who 
he is. In fact it probably need not be witty at all, it just needs to be sufficiently 
disapproving of the big guy and supportive of the little guy.

Well, that may be a good thing to do *even if* the big guy was doing nothing that 



ought to be illegal. So it's not the same issue.

Should we not bother about certain groups of people getting lots more insults 
than others as they walk down the street (like gay people say, because of 
what they wear or how they walk) - or if we are bothered to do something, is 
legislation not the right thing to do.

I think this should not be a matter for legislation. Not all bad behaviour should 
be against the law. But if there is a threat of violence implicit in speech, then 
the law should take that seriously.

Yes.

Which means, should we do what this facebook poster did. Report to some 
employer?

In general, if you just don't like something someone says, you cam ignore it. 
And this seems how free speech works. But what if the speech in question is 
about you, it's a public attack, and you're left with no way of defending 
yourself. This is a real situation many people face each day.

Or is the best defence simply to laugh it off? Does *that* approach work 
'better' than all the others if the original insult itself becomes laughable 
silliness? But that seems really slow, so not 'better' by at least one measure 
and meantime people are getting hurt, who might otherwise not if some sort 
of law or other penalty (like losing respect of employer/friends) was in place.

But laws about what can be *said* are bad, right? What about other penalties 
for saying stuff? Like possibly losing one's job, etc?

That should be a private matter. But another situation in which the principle of 
free speech should not protect bad behaviour is when someone sets out to 
prevent property from being used for a lawful purpose by causing a nuisance 
there. For example, surrounding a concert hall and yelling during a 
performance.

There is a point, in physical terms, where even speaking can be violent. One 
need only imagine where the speech in question is sufficiently amplified. But 
then it's not the information that is offensive, it's simply the intensity of the 



sound. Were you to take your megaphone into a public space like a park and 
start spouting off your pet theory about about the coming apocalypse, this is free 
speech. But that has to be constrained by the physics of: is this so loud that it's 
actually going to hurt the eardrums of passers-by? So just because it's a public 
space and just because you have a right to free speech, that's not all there is to 
it to ensure that there are no other moral concerns. For example, the volume 
you deliver the message in, is also important.

This isn't just a thought experiment. Some "non-violent" protests might not be 
loud enough to perforate the eardrum, but they could damage hearing, or even 
just scare one's child, or prevent someone from concentrating on their reading, 
or work, or sleep, etc.

If I am first to a park-bench and reading a book and then a person comes 
behind me and begins to deliver a loud speech such that I can no longer 
concentrate upon reading my book, the speaker's actions aren't violent even if 
they are coercive, right? I could get up and walk away. But then, they win. The 
speaker will always win in this case because noise of that kind (loud talking) for 
many people is enough to prevent them from concentrating on reading just like 
low light levels are.

That's again a different issue. A park has multiple uses, some of which involve 
making noises loud enough to disturb a person who wants to use it for quiet 
reading. Which use takes priority in which situation is up to the park owner. The 
park owner has a responsibility to make the rules clear to potential users if they 
differ from what common sense in that society would assume.

If the speaker has a megaphone and points it right at my head and screams 
through it at full volume, I reckon that's violent. If the speaker follows me when I 
go to move away, that's violent too. In either case I think that if I push him, it's 
not enough for him to say he was merely exercising his free speech. No, he was 
being violent and I needed to defend myself.

Yes. And there's the issue of a nuisance as well: if he keeps following you around 
and speaking to you without a megaphone, even when you have told him that you 
do not wish to listen to him, that should not normally be lawful either, though it 
might be if, for instance, you are someone who has intentionally made 
themselves a public figure, such as a politician.

-- David Deutsch



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Morality and expression.
Date: December 21, 2012 at 4:27 PM

On Fri, Dec 21, 2012 at 2:44 AM, Elliot Temple <curi@curi.us> wrote:

On Dec 21, 2012, at 12:03 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 20/12/2012, at 20:36, "Elliot Temple" <curi@curi.us> wrote:

On Dec 19, 2012, at 10:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:

There's this facebook status update doing the rounds which sorta goes like 
this:

I was walking down the street and a guy in a company truck driving past 
yelled out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Anyways heaps and heaps of people have "liked" this status and 
commented positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention was 
to insult and hurt. He achieved that aim, right?

What makes you think he achieved that?

He might not have, true. However the guy on the receiving end of the insult 
was motivated to go to some effort to make a call and have that conversation 
with the boss - I'm guessing that's because he felt insulted. If he wasn't 
hurt...why bother?

To feel superior, trendy and righteous.

To hurt his enemy (Cultural enemy. A PC person hurting a non-PC person).

Note, btw, that what happened to the driver is much, much worse than what 
happened to the shorts wearer. The revenge was more damaging. He 
escalated. A lot.



I suppose you would ignore it, laugh it off, etc in that case.

My first guess would be the person called a fag feels *superior* to the 
ignorant/primitive/homophobic/etc guy who yelled it. I think maybe he liked it.

I think being publicly insulted - especially if, say, it's a regular thing - could 
have the opposite effect.

I haven't heard anything to suggest this happens regularly.

If you're thinking it's regular b/c he's gay and gays are regularly insulted ... there 
hasn't been any information presented to the effect that he is actually gay or the 
driver knew whether he was gay or not.

One might not like it and begins to feel inferior.

I suspect if he actually was hurt and didn't like it, and felt inferior, he wouldn't 
have wanted to talk about it and get a lot of attention for it.

I think people who cross-dress, for example, get this kind of attention a bit. I 
think in some places you just need to be black, or whatever, to get random 
insults yelled at you because of your appearance. I don't know that if you are 
motivated to try and seek to teach the other person a lesson that it's 
necessarily because you feel superior and actually like it.

No one was teaching anyone anything. Hurting someone is not "teaching a 
lesson" for any half-way reasonable meaning of teaching.

I suppose that can happen. I think it's when the victim feels very close in 
status, perhaps, to the offender. If you feel really, truly inferior, you might be too 
scared, lacking in motivation/courage to confront the person who delivers the 
insult.

I don't really think the guy bold enough to phone a company and get online 
attention was meek and scared.



If you feel truly superior - you might not be bothered for the opposite reason. 
You won't do anything not because you're scared, but because it's beneath 
you. You see this, I guess, with some celebrities who get insulted by regular 
joes on twitter or whatnot. I think this is where your explanation works well - 
take someone like Ricky Gervais who is constantly being insulted on twitter for 
whatever he says.

Sure but regular people do it too. Many people think they are better than the 
"primitive" people who are racists, homophobes, speak in ugly ways, etc... They 
therefore can appreciate evidence of their superiority -- that their really are 
politically uncorrect people out there to be better than.

So he is publicly insulted and uses this to his advantage - for comedy. He 
*does* seem to like the insult and *does* seem to come off as feeling superior 
to those who try to insult him. Most of the time he doesn't respond - because 
there's just too many insults to combat - but when he does, he seems to like 
that kinda interaction. He actually loves to offend. His regular saying goes 
something like: "You have every right to be offended. But no one has the right 
to not ever be offended". Which is basically an aphorism in support of free 
speech.

But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and make 
them feel bad, and get away with it? I mean, the victim couldn't defend 
himself, the car drove off.

If no-then shouldn't there be legislation?

Today, I am confident such legislation would do much more harm than good.

In a hypothetical society with much better people and more knowledge, 
maybe you could figure out some sort of useful legislation.

But I'm not sure there's anything to be done about a first interaction like this.

Yep, true.



People have to be allowed to approach each other. It might not go well. As 
long as people don't *persist* with unwelcome advances, isn't that ok?

Yes. Good point. So you should be allowed to yell out whatever dumb thing 
you like, however obnoxiously and cowardly it is. If that's the first impression 
you want to make, so be it. You will be judged for it. Should you persist with the 
unwanted advance, then there's a problem. In the situation I describe, it's 
relatively rare for a single person to repeatedly be offensive against the same 
victim. But you can have multiple "offenders" up against single victims. For 
example: Where I am from there is a particular street where all the gay people 
hang out and have their bars and so forth. But people drive up and down this 
street and it is somewhat regular for the "primitives" from other parts of town to 
use that street as a thoroughfare and, almost for sport, call insults out to gay-
looking/cross dressing/etc people they find offensive (or whatever it is they 
object to). I guess this situation can be found in other cities too. In that case 
you have a location where the incidence of this kind of thing is a bit higher than 
some other, random, location. And the offenders might be different, but the 
victims similar.

one could view this as a counter-culture movement that wants to have an 
established place in broad daylight and social legitimacy. but why should you 
demand both to trash some mainstream values and be respected? isn't that an 
unreasonable demand?

aren't they kind of just demanding that people agree with some ideas they want 
everyone to accept, but which many people do not agree with? if you don't have 
good enough arguments to persuade people, that's no reason to start making 
demands.

see more below about the guy dressing in girl clothes.

I wouldn't want it to be a law that you assume everyone has culturally normal 
opinions and never say things to new people that many people wouldn't like.

No, agreed.

But I do suppose the driver had bad intentions, and people do deserve some 



control over what happens to them even in public, and not wanting to be 
called a fag is pretty reasonable. So maybe there is something that could be 
done in a different world but I'm not sure what. But we don't have to know that 
now, we can cross that bridge when we come to it. It will be easier to decide 
things when we know more.

Yep, okay.

If no, then how else should we curtail this kind of thing?

Should we not bother about certain groups of people getting lots more 
insults than others as they walk down the street (like gay people say, 
because of what they wear or how they walk) - or if we are bothered to do 
something, is legislation not the right thing to do.

I don't see any reason to look at this in a collective, rather than individualist, 
way.

Which means, should we do what this facebook poster did. Report to some 
employer?

I think employers are unreasonable about this so I wouldn't want to 
encourage that.

Okay, they would overreact, perhaps.

yes

I think the reason this is popular is because the people who like it are 
unreasonable too. I think they enjoy feeling progressive and superior, and 
pressure everyone else to care a lot.

Interesting. And I agree. Feeling progressive is enjoyable for some.



If you agree with this, doesn't it seem like a pretty decent guess that the guy 
who started thinks this way? I don't really understand being skeptical about that 
but then agreeing here.

Why? Is it essentially the same as the reason why some people enjoy being 
conservative? Can it come down to feeling superior - almost like some people 
just enjoy supporting some sports team over another?

Many people are conservative, in significant part (but usually not only this), 
because they recognize the merit in some conservative arguments.

Being conservative is not the same category of thing as being a sports team fan.

I'm not really sure how sports team fandom works exactly. Do people really think 
they are superior because their geographic team won something? Or is there 
something else they think and like? Whatever the motivations I don't really get it.

I don't think trendy PC stuff is similar to sports fans or conservatism. It offers 
many rewards -- popularity with a lot of people, lots of intellectual saying you're 
smart and helping you feel smart and saying you're superior and so on (as long 
as you live and think in a trendy PC way).

Can it in part be due to a basic ingroup-outgroup mentality.

Sure that factors as part of it.

We enjoy thinking that we are part of a team (progressive, say) and sometimes 
the irrational feeling of this is enjoyable and the rational arguments that we 
think we support are actually rationalisations?

And that it is irrelevant to doing a good job at many jobs.

I don't think political correctness is good, and I don't think it's good to try to 
get it enforced on anyone.

Agreed.



I also think that if people don't like political correctness, and want to talk 
about "PC fags" or anything else in protest, so the fuck what? But if you make 
any rule against calling people fags, it's going to catch that case. And do you 
really want a rule based on motivations?

In general, if you just don't like something someone says, you cam ignore it. 
And this seems how free speech works. But what if the speech in question 
is about you, it's a public attack, and you're left with no way of defending 
yourself.

What is the problem you need to defend yourself from? You're worried 
someone out in public will hear it and ... what?

If we were all the same - all equally confident, say, this would never be a 
problem, of course. Insults could fly and no one would ever get hurt. All of us, 
being equally confident, could laugh it off. But some people are lacking in this 
kind of confidence. I think I am concerned about the person, say young, 
vulnerable to some extent, few friends, is a boy but likes dressing as a girl, has 
managed with some courage to move from some rural town to a city - has 
overcome quite a bit only to find that even the safety of the "gay street" is itself 
a place where you are still going to get insulted just for being yourself. But, I 
might be worried about all that and feel sad for the random insult this person 
might get, but, in the end, what can be done? They choose to dress like a girl 
out in public knowing that there exist people who will insult them for it. Life can 
be harsh.

Such people bring it on themselves.

From an objective, rational perspective, there is no reason to dress like a girl.

Their choice to do that is a way of interacting with the culture norms for how to 
dress. They are rebelling, violating norms. That is the purpose of doing it -- to 
intentionally go against the culture. Then they get mad when people insult them 
for visibly communicating their disrespect for our culture?

If a male want to dress like a female in private for sexual reasons, whatever, and 
he won't be insulted. If he wants to do it in public it's either a more kinky sexual 
game in which case I don't think he'll be complaining about the results, or it's in 



order to communicate a rebellious message against a culture.

If you want to communicate a rebellious message against our culture, and then 
people from our culture communicate a negative message back at you, then ... 
so what? You trashed their values, they trashed yours, whatever, I don't care.

If you want to oppose parts of our culture, and be totally free to do so, but not 
allow the parts you oppose to talk back ... then that's actually really intolerant 
and lame.

But the parts of culture being opposed often don't just *talk* back.  See below.

This is a real situation many people face each day.

Or is the best defence simply to laugh it off?

Why laugh? That's a way of caring.

I suppose. Though if one does feel superior in the sense that the person in the 
truck yelling stuff out clearly has some primitive ideas, that might actually be 
funny. Like someone who really truly believes that the world will end today. 
That can be funny. Someone insulting a gay person...just for being gay. So 
ridiculous...it might just elicit a laugh.

The only way I think is good to care is to wonder why people say such things, 
to treat it as evidence. Other than that, what does it matter more than other 
unwanted noise?

Yep, okay. So, I shouldn't care if I see a person who suffers this? Say a big guy 
insults some little guy on the street and calls him a fag and keeps on walking. 
Say it's clear the little guy was scared and now isn't happy

By bringing up *big* and *little* people you are ambiguously raising the issue of 
possible *violence* and intimidation.



Violence and threat of violence are super duper NOT OK. That is something to 
care about.

I think the issue of possible violence and intimidation was implicitly
raised earlier, actually.

Because there has often been violence against people disrespecting
social norms/traditions.  Particularly if they're doing so in certain
ways, e.g. crossdressing, being gay.

I think that most times someone (physically present in person, not
online or in a passing car) insults someone for crossdressing, there's
a potential implicit threat of violence.  At least, in our culture.

It's not always intended that way by the person giving the insult, but
I think it can be hard to tell in many cases.



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Roark tells Keating that its too late for progress TCS <taking-
children-seriously@googlegroups.com>
Date: December 21, 2012 at 4:34 PM

On Dec 21, 2012 1:52 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 21/12/2012, at 14:36, Rami Rustom <rombomb@gmail.com> wrote:

On Dec 20, 2012 11:27 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 20/12/2012, at 23:51, Rami Rustom <rombomb@gmail.com> wrote:

In _The Fountain Head_:

[Keating] handed to Roark six of his canvases. Roark looked at them, one 
after another. He took a longer time than he needed. When he could trust 
himself to lift his eyes, he shook his head in silent answer to the word 
Keating had not pronounced. “It’s too late, Peter,” he said gently. Keating 
nodded. “Guess I ... knew that.”

Why is it too late? Whats stopping Keating from doing what he loves
while improving his skill at it? I think Peter shouldn't have done
that.

I don't know. I never understood the meaning of this scene very well. Ayn 
Rand punished her flawed characters, they didn't change or succeed 
because of their flaws,

I don't think it makes sense to use the word punishment -- if that
were real life, no one punished Keating.

You're right. It's better to say that she didn't write characters who discover their 
flaws and improve.

perhaps because she thinks that otherwise her moral message would be 
corrupted.

I don't think thats it. She just believes that after living so long



with such big flaws -- flaws that prevented progress -- even if those
flaws are fixed, progress will be more difficult to achieve than
compared to someone who didn't have those flaws ever.

Do you think she's right? This is very pessimistic.

Well, we're talking about anti-rational memes. Those memes do slow
down progress, so yes I agree. But its not a life sentence.

I think the issue in the scene is moral and not to do with skill. Keating didn't 
change his second-handed ways. He yet again asks Roark what to do. Yet 
again he wants his approval. He doesn't get approval so he gives up.

Well, I thought that Roark was wrong. And I thought Keating was wrong
to agree, especially so quickly without asking why.

I agree Keating should have asked why. What should have Roark said instead?

He could say: Better late than never! I'm glad you found your passion.

He also didn't give up wanting to be famous as an architect, while having no 
interest or skill at it, because just before he asked Roark to help him with the 
social housing project.

Ya thats fucked up. He still *wants* approval.

I don't understand why does Roark give Keating bad advice all the time and 
why does he help him be a cheat architect. Why be an accomplice?

I don't like that either. Roark knows that Keating's reason (for
wanting Roark to do the project) is bad (because its about Keating
wanting approval). So why help him?

I don't know.

I think its a case of appeasing badness, which I believe to be bad.



What am I missing? Why is Roark appeasing badness? Or, if he's not
doing that, then what is he doing?

As skill is concerned, I've observed that younger people learn much faster 
and much more effectively. Starting or catching up late doesn't seem to lead 
to excellence. Since art is an intellectual pursuit, the problem is bad ideas, 
but it's still a big problem.

Ok but why does that happen? Its about static memes. If the person got
rid of the static memes, now there's no barrier to progress. Right?

Right, but why are static memes so hard to get rid of?

Because they are connected to so many other ideas that that person
has. That person needs to be fully persuaded that that static meme is
bad, which means finding *all* the connections between that static
meme and his other ideas and then resolving the resulting conflicts.
(Maybe this is too vague.)

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Morality and expression.
Date: December 21, 2012 at 4:38 PM

On Fri, Dec 21, 2012 at 3:27 PM, Dan Frank <danjfrank@gmail.com> wrote:
On Fri, Dec 21, 2012 at 2:44 AM, Elliot Temple <curi@curi.us> wrote:

On Dec 21, 2012, at 12:03 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 20/12/2012, at 20:36, "Elliot Temple" <curi@curi.us> wrote:

On Dec 19, 2012, at 10:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:

There's this facebook status update doing the rounds which sorta goes like 
this:

I was walking down the street and a guy in a company truck driving past 
yelled out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Anyways heaps and heaps of people have "liked" this status and 
commented positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention 
was to insult and hurt. He achieved that aim, right?

What makes you think he achieved that?

He might not have, true. However the guy on the receiving end of the insult 
was motivated to go to some effort to make a call and have that conversation 
with the boss - I'm guessing that's because he felt insulted. If he wasn't 
hurt...why bother?

To feel superior, trendy and righteous.

To hurt his enemy (Cultural enemy. A PC person hurting a non-PC person).

Note, btw, that what happened to the driver is much, much worse than what 
happened to the shorts wearer. The revenge was more damaging. He 



escalated. A lot.

I suppose you would ignore it, laugh it off, etc in that case.

My first guess would be the person called a fag feels *superior* to the 
ignorant/primitive/homophobic/etc guy who yelled it. I think maybe he liked 
it.

I think being publicly insulted - especially if, say, it's a regular thing - could 
have the opposite effect.

I haven't heard anything to suggest this happens regularly.

If you're thinking it's regular b/c he's gay and gays are regularly insulted ... 
there hasn't been any information presented to the effect that he is actually gay 
or the driver knew whether he was gay or not.

One might not like it and begins to feel inferior.

I suspect if he actually was hurt and didn't like it, and felt inferior, he wouldn't 
have wanted to talk about it and get a lot of attention for it.

I think people who cross-dress, for example, get this kind of attention a bit. I 
think in some places you just need to be black, or whatever, to get random 
insults yelled at you because of your appearance. I don't know that if you are 
motivated to try and seek to teach the other person a lesson that it's 
necessarily because you feel superior and actually like it.

No one was teaching anyone anything. Hurting someone is not "teaching a 
lesson" for any half-way reasonable meaning of teaching.

I suppose that can happen. I think it's when the victim feels very close in 
status, perhaps, to the offender. If you feel really, truly inferior, you might be 
too scared, lacking in motivation/courage to confront the person who delivers 
the insult.



I don't really think the guy bold enough to phone a company and get online 
attention was meek and scared.

If you feel truly superior - you might not be bothered for the opposite reason. 
You won't do anything not because you're scared, but because it's beneath 
you. You see this, I guess, with some celebrities who get insulted by regular 
joes on twitter or whatnot. I think this is where your explanation works well - 
take someone like Ricky Gervais who is constantly being insulted on twitter 
for whatever he says.

Sure but regular people do it too. Many people think they are better than the 
"primitive" people who are racists, homophobes, speak in ugly ways, etc... 
They therefore can appreciate evidence of their superiority -- that their really 
are politically uncorrect people out there to be better than.

So he is publicly insulted and uses this to his advantage - for comedy. He 
*does* seem to like the insult and *does* seem to come off as feeling 
superior to those who try to insult him. Most of the time he doesn't respond - 
because there's just too many insults to combat - but when he does, he 
seems to like that kinda interaction. He actually loves to offend. His regular 
saying goes something like: "You have every right to be offended. But no one 
has the right to not ever be offended". Which is basically an aphorism in 
support of free speech.

But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and 
make them feel bad, and get away with it? I mean, the victim couldn't 
defend himself, the car drove off.

If no-then shouldn't there be legislation?

Today, I am confident such legislation would do much more harm than good.

In a hypothetical society with much better people and more knowledge, 
maybe you could figure out some sort of useful legislation.

But I'm not sure there's anything to be done about a first interaction like this.



Yep, true.

People have to be allowed to approach each other. It might not go well. As 
long as people don't *persist* with unwelcome advances, isn't that ok?

Yes. Good point. So you should be allowed to yell out whatever dumb thing 
you like, however obnoxiously and cowardly it is. If that's the first impression 
you want to make, so be it. You will be judged for it. Should you persist with 
the unwanted advance, then there's a problem. In the situation I describe, it's 
relatively rare for a single person to repeatedly be offensive against the same 
victim. But you can have multiple "offenders" up against single victims. For 
example: Where I am from there is a particular street where all the gay 
people hang out and have their bars and so forth. But people drive up and 
down this street and it is somewhat regular for the "primitives" from other 
parts of town to use that street as a thoroughfare and, almost for sport, call 
insults out to gay-looking/cross dressing/etc people they find offensive (or 
whatever it is they object to). I guess this situation can be found in other cities 
too. In that case you have a location where the incidence of this kind of thing 
is a bit higher than some other, random, location. And the offenders might be 
different, but the victims similar.

one could view this as a counter-culture movement that wants to have an 
established place in broad daylight and social legitimacy. but why should you 
demand both to trash some mainstream values and be respected? isn't that an 
unreasonable demand?

aren't they kind of just demanding that people agree with some ideas they 
want everyone to accept, but which many people do not agree with? if you 
don't have good enough arguments to persuade people, that's no reason to 
start making demands.

see more below about the guy dressing in girl clothes.

I wouldn't want it to be a law that you assume everyone has culturally 
normal opinions and never say things to new people that many people 
wouldn't like.

No, agreed.



But I do suppose the driver had bad intentions, and people do deserve 
some control over what happens to them even in public, and not wanting to 
be called a fag is pretty reasonable. So maybe there is something that could 
be done in a different world but I'm not sure what. But we don't have to 
know that now, we can cross that bridge when we come to it. It will be easier 
to decide things when we know more.

Yep, okay.

If no, then how else should we curtail this kind of thing?

Should we not bother about certain groups of people getting lots more 
insults than others as they walk down the street (like gay people say, 
because of what they wear or how they walk) - or if we are bothered to do 
something, is legislation not the right thing to do.

I don't see any reason to look at this in a collective, rather than individualist, 
way.

Which means, should we do what this facebook poster did. Report to some 
employer?

I think employers are unreasonable about this so I wouldn't want to 
encourage that.

Okay, they would overreact, perhaps.

yes

I think the reason this is popular is because the people who like it are 
unreasonable too. I think they enjoy feeling progressive and superior, and 
pressure everyone else to care a lot.



Interesting. And I agree. Feeling progressive is enjoyable for some.

If you agree with this, doesn't it seem like a pretty decent guess that the guy 
who started thinks this way? I don't really understand being skeptical about 
that but then agreeing here.

Why? Is it essentially the same as the reason why some people enjoy being 
conservative? Can it come down to feeling superior - almost like some people 
just enjoy supporting some sports team over another?

Many people are conservative, in significant part (but usually not only this), 
because they recognize the merit in some conservative arguments.

Being conservative is not the same category of thing as being a sports team 
fan.

I'm not really sure how sports team fandom works exactly. Do people really 
think they are superior because their geographic team won something? Or is 
there something else they think and like? Whatever the motivations I don't 
really get it.

I don't think trendy PC stuff is similar to sports fans or conservatism. It offers 
many rewards -- popularity with a lot of people, lots of intellectual saying you're 
smart and helping you feel smart and saying you're superior and so on (as 
long as you live and think in a trendy PC way).

Can it in part be due to a basic ingroup-outgroup mentality.

Sure that factors as part of it.

We enjoy thinking that we are part of a team (progressive, say) and 
sometimes the irrational feeling of this is enjoyable and the rational 
arguments that we think we support are actually rationalisations?

And that it is irrelevant to doing a good job at many jobs.

I don't think political correctness is good, and I don't think it's good to try to 



get it enforced on anyone.

Agreed.

I also think that if people don't like political correctness, and want to talk 
about "PC fags" or anything else in protest, so the fuck what? But if you 
make any rule against calling people fags, it's going to catch that case. And 
do you really want a rule based on motivations?

In general, if you just don't like something someone says, you cam ignore 
it. And this seems how free speech works. But what if the speech in 
question is about you, it's a public attack, and you're left with no way of 
defending yourself.

What is the problem you need to defend yourself from? You're worried 
someone out in public will hear it and ... what?

If we were all the same - all equally confident, say, this would never be a 
problem, of course. Insults could fly and no one would ever get hurt. All of us, 
being equally confident, could laugh it off. But some people are lacking in this 
kind of confidence. I think I am concerned about the person, say young, 
vulnerable to some extent, few friends, is a boy but likes dressing as a girl, 
has managed with some courage to move from some rural town to a city - 
has overcome quite a bit only to find that even the safety of the "gay street" is 
itself a place where you are still going to get insulted just for being yourself. 
But, I might be worried about all that and feel sad for the random insult this 
person might get, but, in the end, what can be done? They choose to dress 
like a girl out in public knowing that there exist people who will insult them for 
it. Life can be harsh.

Such people bring it on themselves.

From an objective, rational perspective, there is no reason to dress like a girl.

Their choice to do that is a way of interacting with the culture norms for how to 
dress. They are rebelling, violating norms. That is the purpose of doing it -- to 
intentionally go against the culture. Then they get mad when people insult 
them for visibly communicating their disrespect for our culture?



If a male want to dress like a female in private for sexual reasons, whatever, 
and he won't be insulted. If he wants to do it in public it's either a more kinky 
sexual game in which case I don't think he'll be complaining about the results, 
or it's in order to communicate a rebellious message against a culture.

If you want to communicate a rebellious message against our culture, and then 
people from our culture communicate a negative message back at you, then ... 
so what? You trashed their values, they trashed yours, whatever, I don't care.

If you want to oppose parts of our culture, and be totally free to do so, but not 
allow the parts you oppose to talk back ... then that's actually really intolerant 
and lame.

But the parts of culture being opposed often don't just *talk* back.  See below.

This is a real situation many people face each day.

Or is the best defence simply to laugh it off?

Why laugh? That's a way of caring.

I suppose. Though if one does feel superior in the sense that the person in 
the truck yelling stuff out clearly has some primitive ideas, that might actually 
be funny. Like someone who really truly believes that the world will end today. 
That can be funny. Someone insulting a gay person...just for being gay. So 
ridiculous...it might just elicit a laugh.

The only way I think is good to care is to wonder why people say such 
things, to treat it as evidence. Other than that, what does it matter more than 
other unwanted noise?

Yep, okay. So, I shouldn't care if I see a person who suffers this? Say a big 
guy insults some little guy on the street and calls him a fag and keeps on 
walking. Say it's clear the little guy was scared and now isn't happy



By bringing up *big* and *little* people you are ambiguously raising the issue 
of possible *violence* and intimidation.

Violence and threat of violence are super duper NOT OK. That is something to 
care about.

I think the issue of possible violence and intimidation was implicitly
raised earlier, actually.

Because there has often been violence against people disrespecting
social norms/traditions.  Particularly if they're doing so in certain
ways, e.g. crossdressing, being gay.

I think that most times someone (physically present in person, not
online or in a passing car) insults someone for crossdressing, there's
a potential implicit threat of violence.  At least, in our culture.

It's not always intended that way by the person giving the insult, but
I think it can be hard to tell in many cases.

But we're talking about an objective threat, right? If someone driving
down the road says "Nice shorts, fag!", I don't expect him to stop his
car to mug me.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Morality and expression.
Date: December 21, 2012 at 4:42 PM

On Fri, Dec 21, 2012 at 1:38 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Fri, Dec 21, 2012 at 3:27 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Fri, Dec 21, 2012 at 2:44 AM, Elliot Temple <curi@curi.us> wrote:

On Dec 21, 2012, at 12:03 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 20/12/2012, at 20:36, "Elliot Temple" <curi@curi.us> wrote:

On Dec 19, 2012, at 10:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:

There's this facebook status update doing the rounds which sorta goes 
like this:

I was walking down the street and a guy in a company truck driving past 
yelled out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Anyways heaps and heaps of people have "liked" this status and 
commented positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention 
was to insult and hurt. He achieved that aim, right?

What makes you think he achieved that?

He might not have, true. However the guy on the receiving end of the insult 
was motivated to go to some effort to make a call and have that 
conversation with the boss - I'm guessing that's because he felt insulted. If 
he wasn't hurt...why bother?

To feel superior, trendy and righteous.

To hurt his enemy (Cultural enemy. A PC person hurting a non-PC person).

Note, btw, that what happened to the driver is much, much worse than what 



happened to the shorts wearer. The revenge was more damaging. He 
escalated. A lot.

I suppose you would ignore it, laugh it off, etc in that case.

My first guess would be the person called a fag feels *superior* to the 
ignorant/primitive/homophobic/etc guy who yelled it. I think maybe he liked 
it.

I think being publicly insulted - especially if, say, it's a regular thing - could 
have the opposite effect.

I haven't heard anything to suggest this happens regularly.

If you're thinking it's regular b/c he's gay and gays are regularly insulted ... 
there hasn't been any information presented to the effect that he is actually 
gay or the driver knew whether he was gay or not.

One might not like it and begins to feel inferior.

I suspect if he actually was hurt and didn't like it, and felt inferior, he wouldn't 
have wanted to talk about it and get a lot of attention for it.

I think people who cross-dress, for example, get this kind of attention a bit. I 
think in some places you just need to be black, or whatever, to get random 
insults yelled at you because of your appearance. I don't know that if you 
are motivated to try and seek to teach the other person a lesson that it's 
necessarily because you feel superior and actually like it.

No one was teaching anyone anything. Hurting someone is not "teaching a 
lesson" for any half-way reasonable meaning of teaching.

I suppose that can happen. I think it's when the victim feels very close in 
status, perhaps, to the offender. If you feel really, truly inferior, you might be 
too scared, lacking in motivation/courage to confront the person who 
delivers the insult.



I don't really think the guy bold enough to phone a company and get online 
attention was meek and scared.

If you feel truly superior - you might not be bothered for the opposite reason. 
You won't do anything not because you're scared, but because it's beneath 
you. You see this, I guess, with some celebrities who get insulted by regular 
joes on twitter or whatnot. I think this is where your explanation works well - 
take someone like Ricky Gervais who is constantly being insulted on twitter 
for whatever he says.

Sure but regular people do it too. Many people think they are better than the 
"primitive" people who are racists, homophobes, speak in ugly ways, etc... 
They therefore can appreciate evidence of their superiority -- that their really 
are politically uncorrect people out there to be better than.

So he is publicly insulted and uses this to his advantage - for comedy. He 
*does* seem to like the insult and *does* seem to come off as feeling 
superior to those who try to insult him. Most of the time he doesn't respond - 
because there's just too many insults to combat - but when he does, he 
seems to like that kinda interaction. He actually loves to offend. His regular 
saying goes something like: "You have every right to be offended. But no 
one has the right to not ever be offended". Which is basically an aphorism in 
support of free speech.

But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and 
make them feel bad, and get away with it? I mean, the victim couldn't 
defend himself, the car drove off.

If no-then shouldn't there be legislation?

Today, I am confident such legislation would do much more harm than 
good.

In a hypothetical society with much better people and more knowledge, 
maybe you could figure out some sort of useful legislation.



But I'm not sure there's anything to be done about a first interaction like 
this.

Yep, true.

People have to be allowed to approach each other. It might not go well. As 
long as people don't *persist* with unwelcome advances, isn't that ok?

Yes. Good point. So you should be allowed to yell out whatever dumb thing 
you like, however obnoxiously and cowardly it is. If that's the first impression 
you want to make, so be it. You will be judged for it. Should you persist with 
the unwanted advance, then there's a problem. In the situation I describe, 
it's relatively rare for a single person to repeatedly be offensive against the 
same victim. But you can have multiple "offenders" up against single 
victims. For example: Where I am from there is a particular street where all 
the gay people hang out and have their bars and so forth. But people drive 
up and down this street and it is somewhat regular for the "primitives" from 
other parts of town to use that street as a thoroughfare and, almost for 
sport, call insults out to gay-looking/cross dressing/etc people they find 
offensive (or whatever it is they object to). I guess this situation can be 
found in other cities too. In that case you have a location where the 
incidence of this kind of thing is a bit higher than some other, random, 
location. And the offenders might be different, but the victims similar.

one could view this as a counter-culture movement that wants to have an 
established place in broad daylight and social legitimacy. but why should you 
demand both to trash some mainstream values and be respected? isn't that 
an unreasonable demand?

aren't they kind of just demanding that people agree with some ideas they 
want everyone to accept, but which many people do not agree with? if you 
don't have good enough arguments to persuade people, that's no reason to 
start making demands.

see more below about the guy dressing in girl clothes.

I wouldn't want it to be a law that you assume everyone has culturally 
normal opinions and never say things to new people that many people 
wouldn't like.



No, agreed.

But I do suppose the driver had bad intentions, and people do deserve 
some control over what happens to them even in public, and not wanting 
to be called a fag is pretty reasonable. So maybe there is something that 
could be done in a different world but I'm not sure what. But we don't have 
to know that now, we can cross that bridge when we come to it. It will be 
easier to decide things when we know more.

Yep, okay.

If no, then how else should we curtail this kind of thing?

Should we not bother about certain groups of people getting lots more 
insults than others as they walk down the street (like gay people say, 
because of what they wear or how they walk) - or if we are bothered to do 
something, is legislation not the right thing to do.

I don't see any reason to look at this in a collective, rather than 
individualist, way.

Which means, should we do what this facebook poster did. Report to 
some employer?

I think employers are unreasonable about this so I wouldn't want to 
encourage that.

Okay, they would overreact, perhaps.

yes



I think the reason this is popular is because the people who like it are 
unreasonable too. I think they enjoy feeling progressive and superior, and 
pressure everyone else to care a lot.

Interesting. And I agree. Feeling progressive is enjoyable for some.

If you agree with this, doesn't it seem like a pretty decent guess that the guy 
who started thinks this way? I don't really understand being skeptical about 
that but then agreeing here.

Why? Is it essentially the same as the reason why some people enjoy being 
conservative? Can it come down to feeling superior - almost like some 
people just enjoy supporting some sports team over another?

Many people are conservative, in significant part (but usually not only this), 
because they recognize the merit in some conservative arguments.

Being conservative is not the same category of thing as being a sports team 
fan.

I'm not really sure how sports team fandom works exactly. Do people really 
think they are superior because their geographic team won something? Or is 
there something else they think and like? Whatever the motivations I don't 
really get it.

I don't think trendy PC stuff is similar to sports fans or conservatism. It offers 
many rewards -- popularity with a lot of people, lots of intellectual saying 
you're smart and helping you feel smart and saying you're superior and so on 
(as long as you live and think in a trendy PC way).

Can it in part be due to a basic ingroup-outgroup mentality.

Sure that factors as part of it.

We enjoy thinking that we are part of a team (progressive, say) and 
sometimes the irrational feeling of this is enjoyable and the rational 
arguments that we think we support are actually rationalisations?



And that it is irrelevant to doing a good job at many jobs.

I don't think political correctness is good, and I don't think it's good to try to 
get it enforced on anyone.

Agreed.

I also think that if people don't like political correctness, and want to talk 
about "PC fags" or anything else in protest, so the fuck what? But if you 
make any rule against calling people fags, it's going to catch that case. 
And do you really want a rule based on motivations?

In general, if you just don't like something someone says, you cam ignore 
it. And this seems how free speech works. But what if the speech in 
question is about you, it's a public attack, and you're left with no way of 
defending yourself.

What is the problem you need to defend yourself from? You're worried 
someone out in public will hear it and ... what?

If we were all the same - all equally confident, say, this would never be a 
problem, of course. Insults could fly and no one would ever get hurt. All of 
us, being equally confident, could laugh it off. But some people are lacking 
in this kind of confidence. I think I am concerned about the person, say 
young, vulnerable to some extent, few friends, is a boy but likes dressing as 
a girl, has managed with some courage to move from some rural town to a 
city - has overcome quite a bit only to find that even the safety of the "gay 
street" is itself a place where you are still going to get insulted just for being 
yourself. But, I might be worried about all that and feel sad for the random 
insult this person might get, but, in the end, what can be done? They 
choose to dress like a girl out in public knowing that there exist people who 
will insult them for it. Life can be harsh.

Such people bring it on themselves.

From an objective, rational perspective, there is no reason to dress like a girl.

Their choice to do that is a way of interacting with the culture norms for how 



to dress. They are rebelling, violating norms. That is the purpose of doing it -- 
to intentionally go against the culture. Then they get mad when people insult 
them for visibly communicating their disrespect for our culture?

If a male want to dress like a female in private for sexual reasons, whatever, 
and he won't be insulted. If he wants to do it in public it's either a more kinky 
sexual game in which case I don't think he'll be complaining about the results, 
or it's in order to communicate a rebellious message against a culture.

If you want to communicate a rebellious message against our culture, and 
then people from our culture communicate a negative message back at you, 
then ... so what? You trashed their values, they trashed yours, whatever, I 
don't care.

If you want to oppose parts of our culture, and be totally free to do so, but not 
allow the parts you oppose to talk back ... then that's actually really intolerant 
and lame.

But the parts of culture being opposed often don't just *talk* back.  See below.

This is a real situation many people face each day.

Or is the best defence simply to laugh it off?

Why laugh? That's a way of caring.

I suppose. Though if one does feel superior in the sense that the person in 
the truck yelling stuff out clearly has some primitive ideas, that might 
actually be funny. Like someone who really truly believes that the world will 
end today. That can be funny. Someone insulting a gay person...just for 
being gay. So ridiculous...it might just elicit a laugh.

The only way I think is good to care is to wonder why people say such 
things, to treat it as evidence. Other than that, what does it matter more 
than other unwanted noise?



Yep, okay. So, I shouldn't care if I see a person who suffers this? Say a big 
guy insults some little guy on the street and calls him a fag and keeps on 
walking. Say it's clear the little guy was scared and now isn't happy

By bringing up *big* and *little* people you are ambiguously raising the issue 
of possible *violence* and intimidation.

Violence and threat of violence are super duper NOT OK. That is something 
to care about.

I think the issue of possible violence and intimidation was implicitly
raised earlier, actually.

Because there has often been violence against people disrespecting
social norms/traditions.  Particularly if they're doing so in certain
ways, e.g. crossdressing, being gay.

I think that most times someone (physically present in person, not
online or in a passing car) insults someone for crossdressing, there's
a potential implicit threat of violence.  At least, in our culture.

It's not always intended that way by the person giving the insult, but
I think it can be hard to tell in many cases.

But we're talking about an objective threat, right? If someone driving
down the road says "Nice shorts, fag!", I don't expect him to stop his
car to mug me.

Right.  I already specified in the post you quoted that this wouldn't
apply in a case of someone passing in a car (see the parenthetical).

But in the hypothetical about a crossdressing boy who lived in the
city, and was harassed when hanging out in Gay Alley or wherever, it's
relevant.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Morality and expression.
Date: December 21, 2012 at 8:03 PM

On 21/12/2012, at 21:44, "Elliot Temple" <curi@curi.us> wrote:

On Dec 21, 2012, at 12:03 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 20/12/2012, at 20:36, "Elliot Temple" <curi@curi.us> wrote:

On Dec 19, 2012, at 10:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:

There's this facebook status update doing the rounds which sorta goes like 
this:

I was walking down the street and a guy in a company truck driving past 
yelled out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Anyways heaps and heaps of people have "liked" this status and 
commented positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention was 
to insult and hurt. He achieved that aim, right?

What makes you think he achieved that?

He might not have, true. However the guy on the receiving end of the insult 
was motivated to go to some effort to make a call and have that conversation 
with the boss - I'm guessing that's because he felt insulted. If he wasn't 
hurt...why bother?

To feel superior, trendy and righteous.

To hurt his enemy (Cultural enemy. A PC person hurting a non-PC person).

Note, btw, that what happened to the driver is much, much worse than what 
happened to the shorts wearer. The revenge was more damaging. He 



escalated. A lot.

I don't see that, actually. I don't see the "much, much". I might grant you "worse", 
maybe. If this is the first time that driver has insulted that particular victim, it 
seems a lot to mention it to the boss who may, or may not, take serious action.

If this victim has been a victim many times, in a place which has *its own culture* 
(albeit within a city with a different predominant culture) then the victim has 
grounds, I think. Moreover if the buffoon yelling out the window actually *is not 
representative* of the wider culture, even more so. The buffoon is just as far 
outside of mainstream culture as the gay cross dresser or whatever. The thing 
about loud people like that yelling out windows is just that-they are rare but 
vociferous. They are especially so in places like streets/areas devoted to 
something unusual like the gay part of town. They are the 5% or whatever than 
object to the 5% who want their own little space in the city.

People do the same thing when it comes to ChinaTown. Most western cities I 
know of have a bigger or smaller chinatown where the restaurants and Chinese 
shops are and where some Chinese people even live. Most people think it's fine. 
Most people further think it's not counter-culture - it's actually part of western city 
culture to have a china town. So anyone who wants to call out racist insults is an 
evil person who needs correction, in my view.

The same can be said of the gay-street. In many western cities it's now thought 
by most who live in the city that the city has as part of its culture norm that the 
gay part needs to exist. The gay bit has gay-stuff people like, such as bars, 
fashion shops, wig shops, sex shops, whatever. So anyone coming in there, I 
reckon the cultural consensus has to be: this is what our culture values as 
important in a modern, western city.

So all of that, taken into account, the driver with the original insult was the one 
well outside cultural norms (this *would* be the case in my city, Sydney). The 
culture *changes* I should hasten to add, and this might be typical too, once you 
get about 50km out of the city center.  It's these people, driving in to a subtly 
different culture that have problems. They are leaving their somewhat more 
conservative-in-this-respect area and visiting what might be seen as a more 
progressive area. But then the words conservative and progressive seem to get a 
bit elastic. Because in the gay-street that's been there for around 60 years, the 
conservative thing is to be gay. Well actually, it's to be accepting of gay, straight 
and bi.



I think my example is highlighting that within a country, or city, it's reasonable to 
presume culture is hardly homogenous and it can be hard to see that the 
"offender" or the "victim" is on the side of challenging social norms. With respect 
to which predominant culture? Chinatown is the predominant culture, even 
though it so obviously is different to every other 'town' around it.

I suppose you would ignore it, laugh it off, etc in that case.

My first guess would be the person called a fag feels *superior* to the 
ignorant/primitive/homophobic/etc guy who yelled it. I think maybe he liked it.

I think being publicly insulted - especially if, say, it's a regular thing - could 
have the opposite effect.

I haven't heard anything to suggest this happens regularly.

If you're thinking it's regular b/c he's gay and gays are regularly insulted ... there 
hasn't been any information presented to the effect that he is actually gay or the 
driver knew whether he was gay or not.

True. But actually, I don't think being gay in this situation matters. Merely being 
*perceived* as gay can be enough to get a public insult. I think that is what 
happened. I don't know about elsewhere but here, if you're called a fag, it's 
because you look or act in a manner that the insulter thinks is consistent with 
being homosexual and it is meant to be derogatory. It's like when the word "jew" 
is used in the pejorative sense about someone who is apparently selfish with their 
money. They don't need to be jewish, but using the word in that way is insulting to 
jewish people. It's wrong for me to call out to a man with a yarmulke who has just 
passed by a donation box for the children's hospital a "typical jew!". Antisemitism 
of that kind is offensive, wrong, has no place and should be challenged. I mean 
it's definitely *not* going to be challenged in many places around the world, but 
that's why we are a *better* society in that respect, right? . This is even if the 
jewish person is in a city like Sydney (very few people are jewish, so in some 
sense to be jewish here is counter-culture) and actually even if the person wasn't 
jewish (unlikely of course, he was wearing a yarmulke. But this is evidence that 
he is jewish like wearing pink hot pants as a guy in the gay street is evidence one 



is probably gay).

One might not like it and begins to feel inferior.

I suspect if he actually was hurt and didn't like it, and felt inferior, he wouldn't 
have wanted to talk about it and get a lot of attention for it.

Actually, I think the amount of attention he did get was surprising. Posts like this 
on Facebook don't generally take off. I don't think he expected this one too. But 
no, I agree. I think I said previously that if a victim feels truly inferior, they won't 
want to do anything because of fear. I'm not sure this guy felt superior in this 
situation though. But what happened is consistent with him feeling of equal status 
and wanting to maintain his equal status. In his mind, subconsciously or 
whatever, he might be motivated to do something because to do nothing makes 
him feel he has lost status publicly and he feels he doesn't deserve to. He doesn't 
want to be higher than the offender, he just wants to maintain equality. This is 
where the saying "being taken down a peg" seems to apply. The insult makes the 
offender feel he has been elevated with respect to the gay guy by taking him 
down a peg. The victim feels he doesn't deserve that and feels he needs to bring 
the offender down a peg to maintain equal status. Of course then everyone is 
moving down pegs, right? So it's all bad. But no. That would be taking the 
metaphor too literally.

I think people who cross-dress, for example, get this kind of attention a bit. I 
think in some places you just need to be black, or whatever, to get random 
insults yelled at you because of your appearance. I don't know that if you are 
motivated to try and seek to teach the other person a lesson that it's 
necessarily because you feel superior and actually like it.

No one was teaching anyone anything. Hurting someone is not "teaching a 
lesson" for any half-way reasonable meaning of teaching.

Okay. Let's say that the victim in my original story is actually trying to be as 
rational as he can be. He thinks carefully about what to do. He wants to actually 
have the offender learn something. What? Well in the victims mind he is 



presenting things as I am kinda arguing for: you the truck driver are in an area 
with a known different culture to the one you are from. You have insulted me 
personally and by extension this entire subculture and most if not all the people 
around. Should you drive off then you have learned nothing and perhaps will do 
this again. But I am offended that you should say such a thing. What can I do? I 
have limited information but I do have a phone number. I call that phone number. 
Perhaps I could ask to speak to the *driver* who just drove down gay street. If I 
do that, and manage to speak with the guy, that might be best. Speaking to the 
boss is escalating, I agree. And here we can have a discussion out of which 
might come learning rather than potentially getting the guy punished by an 
employer.

I suppose that can happen. I think it's when the victim feels very close in 
status, perhaps, to the offender. If you feel really, truly inferior, you might be too 
scared, lacking in motivation/courage to confront the person who delivers the 
insult.

I don't really think the guy bold enough to phone a company and get online 
attention was meek and scared.

Nope, but I'm not yet convinced he was big, tough and heroic either. He might 
have just been both scared, upset and fed-up. It might've been the third similar 
incident that week. His crime might be pink hot pants and a certain way of 
walking.

If you feel truly superior - you might not be bothered for the opposite reason. 
You won't do anything not because you're scared, but because it's beneath 
you. You see this, I guess, with some celebrities who get insulted by regular 
joes on twitter or whatnot. I think this is where your explanation works well - 
take someone like Ricky Gervais who is constantly being insulted on twitter for 
whatever he says.

Sure but regular people do it too. Many people think they are better than the 
"primitive" people who are racists, homophobes, speak in ugly ways, etc... They 
therefore can appreciate evidence of their superiority -- that their really are 
politically uncorrect people out there to be better than.



Yep. But do all people feel this about their politics? Don't racists feel superior? Do 
white supremacists feel superior to black people? Whenever they see a news 
story about a crime committed by a black person they must appreciate that as 
evidence of their superiority, right? All that is to say is that feeling superior 
matters not a jot to whether your political or moral stance is the right one. You 
need more than this. So, if you feel bad because of what someone says, if you 
*feel* an insult has been delivered, that's not enough. You need a theory about 
the motivation for the behaviour of the person who has insulted you. Are they 
trying to intimidate you? Are they trying to coerce you into changing your 
behaviour? Why? Is it because they just don't like gay/black/jewish people? The 
answers to these questions then are not about your feelings anymore, which 
were just a guide to get your thinking about what to do next. But if you think it is 
truly wrong for gay/black/jewish people to have to put up with public insults 
generally, then you might then take steps to challenge the insult in some way.

So he is publicly insulted and uses this to his advantage - for comedy. He 
*does* seem to like the insult and *does* seem to come off as feeling superior 
to those who try to insult him. Most of the time he doesn't respond - because 
there's just too many insults to combat - but when he does, he seems to like 
that kinda interaction. He actually loves to offend. His regular saying goes 
something like: "You have every right to be offended. But no one has the right 
to not ever be offended". Which is basically an aphorism in support of free 
speech.

But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and make 
them feel bad, and get away with it? I mean, the victim couldn't defend 
himself, the car drove off.

If no-then shouldn't there be legislation?

Today, I am confident such legislation would do much more harm than good.

In a hypothetical society with much better people and more knowledge, 
maybe you could figure out some sort of useful legislation.



But I'm not sure there's anything to be done about a first interaction like this.

Yep, true.

People have to be allowed to approach each other. It might not go well. As 
long as people don't *persist* with unwelcome advances, isn't that ok?

Yes. Good point. So you should be allowed to yell out whatever dumb thing 
you like, however obnoxiously and cowardly it is. If that's the first impression 
you want to make, so be it. You will be judged for it. Should you persist with the 
unwanted advance, then there's a problem. In the situation I describe, it's 
relatively rare for a single person to repeatedly be offensive against the same 
victim. But you can have multiple "offenders" up against single victims. For 
example: Where I am from there is a particular street where all the gay people 
hang out and have their bars and so forth. But people drive up and down this 
street and it is somewhat regular for the "primitives" from other parts of town to 
use that street as a thoroughfare and, almost for sport, call insults out to gay-
looking/cross dressing/etc people they find offensive (or whatever it is they 
object to). I guess this situation can be found in other cities too. In that case 
you have a location where the incidence of this kind of thing is a bit higher than 
some other, random, location. And the offenders might be different, but the 
victims similar.

one could view this as a counter-culture movement that wants to have an 
established place in broad daylight and social legitimacy.

That's crucial. The point is, does it already have an established place in the eyes 
of the majority of people who matter (those who live in and near the city in 
question). Maybe most people think it has social legitimacy? In this regard it is 
*not* like a group of Taliban who settle in a western city and then demand their 
own laws. Once you demand legislation that favors your views then you have 
crossed a cultural-line, right? I don't think gays, or chinese people, do that with 
their ghettos.

I think there is a big difference between setting up a counter-culture within the 
confines of existing laws and not wanting to challenge laws (because you don't 
need to because the counter bits to your culture are not really all that 'counter' in 
important ways) and when your culture is so counter it actually requires new laws 
or exemptions from existing ones simply to survive in the new culture.



but why should you demand both to trash some mainstream values and be 
respected? isn't that an unreasonable demand?

If it was like this, yes. But for the reasons I explained earlier, it's generally not 
because big cities cannot generally be said to have homogenous cultures in this 
respect. Is chinatown part of the mainstream? No. But I don't think many people 
in the big city outside chinatown object to the smells, the practises, the disregard 
for writing stuff in english. In fact, within the borders of what might be called 
chinatown, the culture is simply, different. It's not china, but it's not your typical 
western city either. And for that reason yelling out "chink" or "yellow skin" or 
whatever is very, very bad. Well it's bad there and bad everywhere in my view.

Now does this change with a gay person on gay street? Does it change with a 
jewish person not on a jewish street?

aren't they kind of just demanding that people agree with some ideas they want 
everyone to accept, but which many people do not agree with? if you don't have 
good enough arguments to persuade people, that's no reason to start making 
demands.

I keep coming back to: just change the gay person to a jewish one and put the 
person on a regular street. It seems clearly wrong to me if they are insulted 
simply for looking jewish. And yet, it seems to me what you are saying is that they 
almost need to accept the insult as they are not part of mainstream culture in a 
way that is going to lead to some people dishing out insults. I'm not saying we 
need laws against anti-semitism or homophonic comments - but I'm not sure that 
dressing a certain way can be said to be trashing mainstream values. Okay, 
maybe the yarmulke is now more common and acceptable than a guy wearing a 
dress. But then that would e splitting hairs to my mind. On the one hand you have 
a guy in a dress apparently trashing mainstream values (why? Because very few 
people who are male wear a dress) and so should expect to get an insult, but a 
jewish person wearing a yarmulke (just as rare in my city, actually) should be 
seen as totally normal.

I think both *should* be seen as totally 'normal' where normal means consistent 
with social norms. The norm in question, in a modern, western city, should be 
acceptance of both of these ways of dressing. Neither is being violent to anyone 
else. You don't deserve to cop verbal abuse for what you wear in these cases.



see more below about the guy dressing in girl clothes.

I wouldn't want it to be a law that you assume everyone has culturally normal 
opinions and never say things to new people that many people wouldn't like.

No, agreed.

But I do suppose the driver had bad intentions, and people do deserve some 
control over what happens to them even in public, and not wanting to be 
called a fag is pretty reasonable. So maybe there is something that could be 
done in a different world but I'm not sure what. But we don't have to know that 
now, we can cross that bridge when we come to it. It will be easier to decide 
things when we know more.

Yep, okay.

If no, then how else should we curtail this kind of thing?

Should we not bother about certain groups of people getting lots more 
insults than others as they walk down the street (like gay people say, 
because of what they wear or how they walk) - or if we are bothered to do 
something, is legislation not the right thing to do.

I don't see any reason to look at this in a collective, rather than individualist, 
way.

Which means, should we do what this facebook poster did. Report to some 
employer?

I think employers are unreasonable about this so I wouldn't want to 
encourage that.



Okay, they would overreact, perhaps.

yes

I think the reason this is popular is because the people who like it are 
unreasonable too. I think they enjoy feeling progressive and superior, and 
pressure everyone else to care a lot.

Interesting. And I agree. Feeling progressive is enjoyable for some.

If you agree with this, doesn't it seem like a pretty decent guess that the guy 
who started thinks this way? I don't really understand being skeptical about that 
but then agreeing here.

I can feel skeptical about that particular guy's motivation while still accepting that 
feeling progressive is enjoyable for some. I can speak for myself here. I feel 
progressive sometimes. I don't think I actually enjoy it. In fact much of the time if I 
do have some reason to highlight some progressive opinion, it can be challenging 
in a way that is not enjoyable.

Forced, for example, to take a stand against someone making homophobic 
remarks because you think homophobia is a stupid mistake in need of correction, 
is at once boring and annoying. This might have been the feeling of the guy who 
made the call. Annoyed resignation. The reason for this is, I think, the progressive 
people who do nothing but just (say) watch Jon Stewart or whatever and never do 
much to really do much about so-called progressive issues, they might feel good 
about being progressive because they never actually take what can be, at times 
painful, action to combat certain kinds of evil conservatism. Like homophobia. So 
you might call yourself a progressive perhaps and be all "I have no problem with 
gays. Down with homophobia!" And you feel smarter than all those dumb 
conservatives and persist in feeling superior and it feels good. But when the 
rubber hits the road and you see or hear some homophobic stuff, you stay moot 
because you're scared. You continue to feel superior, but you don't bother to try 
and error correct because that's too much effort. Those who do might end up 
feeling quite bad, especially if the result of confronting evil is to have people turn 
on you for highlighting their mistake.



Why? Is it essentially the same as the reason why some people enjoy being 
conservative? Can it come down to feeling superior - almost like some people 
just enjoy supporting some sports team over another?

Many people are conservative, in significant part (but usually not only this), 
because they recognize the merit in some conservative arguments.

Of course. We could just swap "conservative" for "progressive" there too, right?

Being conservative is not the same category of thing as being a sports team fan.

I'm not really sure how sports team fandom works exactly. Do people really think 
they are superior because their geographic team won something? Or is there 
something else they think and like? Whatever the motivations I don't really get it.

I don't think trendy PC stuff is similar to sports fans or conservatism. It offers 
many rewards -- popularity with a lot of people, lots of intellectual saying you're 
smart and helping you feel smart and saying you're superior and so on (as long 
as you live and think in a trendy PC way).

Well...again, being conservative is just like that too. At the moment in most 
western countries like the USA and Australia, what I observe in politics is a pretty 
even 50/50 split between conservative and progressive. So if you are 
conservative then you too will have "popularity with a lot of people" and maybe 
different sorts of "intellectuals" saying you're smart (religious intellectuals, certain 
political intellectuals and so forth).

Can it in part be due to a basic ingroup-outgroup mentality.

Sure that factors as part of it.

We enjoy thinking that we are part of a team (progressive, say) and sometimes 
the irrational feeling of this is enjoyable and the rational arguments that we 
think we support are actually rationalisations?



And that it is irrelevant to doing a good job at many jobs.

I don't think political correctness is good, and I don't think it's good to try to 
get it enforced on anyone.

Agreed.

I also think that if people don't like political correctness, and want to talk 
about "PC fags" or anything else in protest, so the fuck what? But if you make 
any rule against calling people fags, it's going to catch that case. And do you 
really want a rule based on motivations?

In general, if you just don't like something someone says, you cam ignore it. 
And this seems how free speech works. But what if the speech in question 
is about you, it's a public attack, and you're left with no way of defending 
yourself.

What is the problem you need to defend yourself from? You're worried 
someone out in public will hear it and ... what?

If we were all the same - all equally confident, say, this would never be a 
problem, of course. Insults could fly and no one would ever get hurt. All of us, 
being equally confident, could laugh it off. But some people are lacking in this 
kind of confidence. I think I am concerned about the person, say young, 
vulnerable to some extent, few friends, is a boy but likes dressing as a girl, has 
managed with some courage to move from some rural town to a city - has 
overcome quite a bit only to find that even the safety of the "gay street" is itself 
a place where you are still going to get insulted just for being yourself. But, I 
might be worried about all that and feel sad for the random insult this person 
might get, but, in the end, what can be done? They choose to dress like a girl 
out in public knowing that there exist people who will insult them for it. Life can 
be harsh.

Such people bring it on themselves.

Is the same true of religious dress?



From an objective, rational perspective, there is no reason to dress like a girl.

Or wear religious dress? Or iconography?

Their choice to do that is a way of interacting with the culture norms for how to 
dress. They are rebelling, violating norms.

If they wear religious dress too? Can a cultural norm not be "dress however you 
like". Anyone who objects to this is "bringing upon themselves" consequences 
like phone calls to their boss. Or at least a public challenge. Right?

That is the purpose of doing it -- to intentionally go against the culture.

I'm not sure I agree. I don't know there is a single, simple answer to why those 
few people who have a penis want to wear a dress in public. It can be because 
they honestly feel they are actually a woman trapped in a mans body. So in that 
sense, they feel they are just trying to fit into culture the best they can. Were they 
to fit the cultural norm of being male, they would fail just as badly (maybe their 
manner of speech, the pitch of their voice, their way of walking and hip to 
shoulder ratio, lack of facial hair, etc, etc) makes them not easily identifiable as 
male or female. Either way they will cop shit. In this way, they cop less shit. In a 
modern society...they shouldn't cop ANY. It's harder for them than for others. 
Insults make it harder still.

Then they get mad when people insult them for visibly communicating their 
disrespect for our culture?

If they dressed as a man, then all those features about them that are normally 
associated with women, would be highlighted by members of that same culture. If 
you don't fit the gender stereotype enough in either direction, primitive people will 
insult you. They shouldn't. I don't think it is right to say such people who are on 
the border of what is seen to be male or female are acting that way deliberately to 
disrespect our culture. Indeed they are probably doing exactly the opposite. 
Going to extraordinary lengths to fit in, in ways that are doomed to fail. Not all. 
The big, masculine builder in a dress laying bricks is different to the "thai-lady 
boy" that no would would spot is actually male. There are degrees and categories 



of "transgression" in this respect, right? Whatever the case, I can't see all of them 
being adequately explained by the theory they they want to visibly communicate a 
disrespect for culture. On the contrary!

If a male want to dress like a female in private for sexual reasons, whatever, and 
he won't be insulted. If he wants to do it in public it's either a more kinky sexual 
game in which case I don't think he'll be complaining about the results, or it's in 
order to communicate a rebellious message against a culture.

This, I am guessing, is actually more rare than you imply.

If you want to communicate a rebellious message against our culture, and then 
people from our culture communicate a negative message back at you, then ... 
so what? You trashed their values, they trashed yours, whatever, I don't care.

Yes, normally. But transgender people usually are not motivated by this. Some 
cross dressers are. Most gay people are not. I would say many fundamental 
religious people - islamic people say - who believe that everyone else should 
obey their laws even when they move to a place like britain - and force their 
women to cover up their bodies and their children can get beaten - that's the kind 
of counter culture that probably warrants the negative message from the rest of 
us.

If you want to oppose parts of our culture, and be totally free to do so, but not 
allow the parts you oppose to talk back ... then that's actually really intolerant 
and lame.

Yes, true. So the original guy who yelled out the window needs to expect people 
to talk back. And if he drives off, maybe he should *expect* a call to that number 
on the side of his car? Silly person in many ways, then. He should *expect* the 
escalation, right? How dumb, to say it AND to say it in a work car.



This is a real situation many people face each day.

Or is the best defence simply to laugh it off?

Why laugh? That's a way of caring.

I suppose. Though if one does feel superior in the sense that the person in the 
truck yelling stuff out clearly has some primitive ideas, that might actually be 
funny. Like someone who really truly believes that the world will end today. 
That can be funny. Someone insulting a gay person...just for being gay. So 
ridiculous...it might just elicit a laugh.

The only way I think is good to care is to wonder why people say such things, 
to treat it as evidence. Other than that, what does it matter more than other 
unwanted noise?

Yep, okay. So, I shouldn't care if I see a person who suffers this? Say a big guy 
insults some little guy on the street and calls him a fag and keeps on walking. 
Say it's clear the little guy was scared and now isn't happy

By bringing up *big* and *little* people you are ambiguously raising the issue of 
possible *violence* and intimidation.

Most definitely. Sorry, it shouldn't be ambiguous. The big guy in this situation is 
probably likely to be violent to the little guy, should the little guy talk back. Why? 
Maybe things about him are consistent with violent people in the mind of the little 
guy. Maybe he is wearing a shirt that has "Ultimate Fighting" on it, is carrying a 
bag with boxing stuff in it and has bruises seemingly from regular, recent 
encounters. Or maybe he just says "Keep walking unless you want a beating".

Violence and threat of violence are super duper NOT OK. That is something to 
care about.

Right, good. I think in cases like this there is *often* the implicit threat of violence. 
Especially against gay people. Even in a big, western, modern city. Even on the 
gay street. So the insult is rarely *just* that. If the guy in the truck originally was 



stopped at traffic lights, and the victim yelled back "Takes one to know one" I 
think it is more likely than not for the guy in the truck to pull over and want to start 
a fight. That's the situation we are in with respect to this kind of free speech. If 
you're the kind of person who yells "fag" out of a truck to passing homosexuals 
you are probably the kind of person to threaten violently the same homosexual if 
he yells back. That's my guess. So it's my guess that calling the number on the 
side of the truck is actually the right thing to do (but don't tell the boss. Just get in 
contact with the driver if you can). If you can make the guy feel bad about bad 
remarks against homosexuals maybe that helps reduce the likelihood of violence 
in a more general way.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Morality and expression.
Date: December 21, 2012 at 10:12 PM

On Dec 21, 2012, at 5:03 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 21/12/2012, at 21:44, "Elliot Temple" <curi@curi.us> wrote:

On Dec 21, 2012, at 12:03 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 20/12/2012, at 20:36, "Elliot Temple" <curi@curi.us> wrote:

On Dec 19, 2012, at 10:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:

There's this facebook status update doing the rounds which sorta goes like 
this:

I was walking down the street and a guy in a company truck driving past 
yelled out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Anyways heaps and heaps of people have "liked" this status and 
commented positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention 
was to insult and hurt. He achieved that aim, right?

What makes you think he achieved that?

He might not have, true. However the guy on the receiving end of the insult 
was motivated to go to some effort to make a call and have that conversation 
with the boss - I'm guessing that's because he felt insulted. If he wasn't 
hurt...why bother?

To feel superior, trendy and righteous.

To hurt his enemy (Cultural enemy. A PC person hurting a non-PC person).



Note, btw, that what happened to the driver is much, much worse than what 
happened to the shorts wearer. The revenge was more damaging. He 
escalated. A lot.

I don't see that, actually. I don't see the "much, much". I might grant you 
"worse", maybe. If this is the first time that driver has insulted that particular 
victim, it seems a lot to mention it to the boss who may, or may not, take serious 
action.

Risk of being fired is much worse than being insulted once by someone driving 
past. People's jobs are often extremely important to them!

If this victim has been a victim many times, in a place which has *its own 
culture* (albeit within a city with a different predominant culture) then the victim 
has grounds, I think. Moreover if the buffoon yelling out the window actually *is 
not representative* of the wider culture, even more so. The buffoon is just as far 
outside of mainstream culture as the gay cross dresser or whatever. The thing 
about loud people like that yelling out windows is just that-they are rare but 
vociferous. They are especially so in places like streets/areas devoted to 
something unusual like the gay part of town. They are the 5% or whatever than 
object to the 5% who want their own little space in the city.

People do the same thing when it comes to ChinaTown. Most western cities I 
know of have a bigger or smaller chinatown where the restaurants and Chinese 
shops are and where some Chinese people even live. Most people think it's fine. 
Most people further think it's not counter-culture - it's actually part of western city 
culture to have a china town. So anyone who wants to call out racist insults is an 
evil person who needs correction, in my view.

The same can be said of the gay-street. In many western cities it's now thought 
by most who live in the city that the city has as part of its culture norm that the 
gay part needs to exist. The gay bit has gay-stuff people like, such as bars, 
fashion shops, wig shops, sex shops, whatever. So anyone coming in there, I 
reckon the cultural consensus has to be: this is what our culture values as 
important in a modern, western city.

So all of that, taken into account, the driver with the original insult was the one 
well outside cultural norms (this *would* be the case in my city, Sydney). The 



culture *changes* I should hasten to add, and this might be typical too, once you 
get about 50km out of the city center.  It's these people, driving in to a subtly 
different culture that have problems. They are leaving their somewhat more 
conservative-in-this-respect area and visiting what might be seen as a more 
progressive area. But then the words conservative and progressive seem to get 
a bit elastic. Because in the gay-street that's been there for around 60 years, the 
conservative thing is to be gay. Well actually, it's to be accepting of gay, straight 
and bi.

I think my example is highlighting that within a country, or city, it's reasonable to 
presume culture is hardly homogenous and it can be hard to see that the 
"offender" or the "victim" is on the side of challenging social norms. With respect 
to which predominant culture? Chinatown is the predominant culture, even 
though it so obviously is different to every other 'town' around it.

I suppose you would ignore it, laugh it off, etc in that case.

My first guess would be the person called a fag feels *superior* to the 
ignorant/primitive/homophobic/etc guy who yelled it. I think maybe he liked 
it.

I think being publicly insulted - especially if, say, it's a regular thing - could 
have the opposite effect.

I haven't heard anything to suggest this happens regularly.

If you're thinking it's regular b/c he's gay and gays are regularly insulted ... 
there hasn't been any information presented to the effect that he is actually gay 
or the driver knew whether he was gay or not.

True. But actually, I don't think being gay in this situation matters. Merely being 
*perceived* as gay can be enough to get a public insult.

Nothing you've said so far told me that he was perceived as being actually gay. 
People call others fags a lot without thinking the target is actually gay.

I think that is what happened. I don't know about elsewhere but here, if you're 



called a fag, it's because you look or act in a manner that the insulter thinks is 
consistent with being homosexual and it is meant to be derogatory. It's like when 
the word "jew" is used in the pejorative sense about someone who is apparently 
selfish with their money. They don't need to be jewish, but using the word in that 
way is insulting to jewish people. It's wrong for me to call out to a man with a 
yarmulke who has just passed by a donation box for the children's hospital a 
"typical jew!". Antisemitism of that kind is offensive, wrong, has no place and 
should be challenged. I mean it's definitely *not* going to be challenged in many 
places around the world, but that's why we are a *better* society in that respect, 
right? . This is even if the jewish person is in a city like Sydney (very few people 
are jewish, so in some sense to be jewish here is counter-culture) and actually 
even if the person wasn't jewish (unlikely of course, he was wearing a yarmulke. 
But this is evidence that he is jewish like wearing pink hot pants as a guy in the 
gay street is evidence one is probably gay).

One might not like it and begins to feel inferior.

I suspect if he actually was hurt and didn't like it, and felt inferior, he wouldn't 
have wanted to talk about it and get a lot of attention for it.

Actually, I think the amount of attention he did get was surprising. Posts like this 
on Facebook don't generally take off. I don't think he expected this one too. But 
no, I agree. I think I said previously that if a victim feels truly inferior, they won't 
want to do anything because of fear. I'm not sure this guy felt superior in this 
situation though. But what happened is consistent with him feeling of equal 
status and wanting to maintain his equal status. In his mind, subconsciously or 
whatever, he might be motivated to do something because to do nothing makes 
him feel he has lost status publicly and he feels he doesn't deserve to. He 
doesn't want to be higher than the offender, he just wants to maintain equality. 
This is where the saying "being taken down a peg" seems to apply. The insult 
makes the offender feel he has been elevated with respect to the gay guy by 
taking him down a peg. The victim feels he doesn't deserve that and feels he 
needs to bring the offender down a peg to maintain equal status. Of course then 
everyone is moving down pegs, right? So it's all bad. But no. That would be 
taking the metaphor too literally.



I think people who cross-dress, for example, get this kind of attention a bit. I 
think in some places you just need to be black, or whatever, to get random 
insults yelled at you because of your appearance. I don't know that if you are 
motivated to try and seek to teach the other person a lesson that it's 
necessarily because you feel superior and actually like it.

No one was teaching anyone anything. Hurting someone is not "teaching a 
lesson" for any half-way reasonable meaning of teaching.

Okay. Let's say that the victim in my original story is actually trying to be as 
rational as he can be. He thinks carefully about what to do. He wants to actually 
have the offender learn something. What?

If he really wanted to do that, and the only point of contact was the guy's work, he 
could call it and ask to speak to the guy without saying what it's about, then 
explain to him that the comment was hurtful and he shouldn't act like that. He 
could even ask for an apology. Asking directly for an apology is fine, asking via a 
boss is really nasty, imo.

Trying to talk to the guy and persuade him or give him information about his 
actions is rational. Trying to talk to the guy's boss to get the guy hurt is not a 
rational approach to helping him learn something, it's a way to hurt him.

Well in the victims mind he is presenting things as I am kinda arguing for: you 
the truck driver are in an area with a known different culture to the one you are 
from.

If that's part of the actual scenario, I think you hadn't mentioned it to me. Above 
the quote just says walking down the street.

You have insulted me personally and by extension this entire subculture and 
most if not all the people around. Should you drive off then you have learned 
nothing and perhaps will do this again. But I am offended that you should say 
such a thing. What can I do? I have limited information but I do have a phone 
number. I call that phone number. Perhaps I could ask to speak to the *driver* 
who just drove down gay street. If I do that, and manage to speak with the guy, 
that might be best. Speaking to the boss is escalating, I agree. And here we can 
have a discussion out of which might come learning rather than potentially 



getting the guy punished by an employer.

Agreed.

I suppose that can happen. I think it's when the victim feels very close in 
status, perhaps, to the offender. If you feel really, truly inferior, you might be 
too scared, lacking in motivation/courage to confront the person who delivers 
the insult.

I don't really think the guy bold enough to phone a company and get online 
attention was meek and scared.

Nope, but I'm not yet convinced he was big, tough and heroic either. He might 
have just been both scared, upset and fed-up. It might've been the third similar 
incident that week. His crime might be pink hot pants and a certain way of 
walking.

If you feel truly superior - you might not be bothered for the opposite reason. 
You won't do anything not because you're scared, but because it's beneath 
you. You see this, I guess, with some celebrities who get insulted by regular 
joes on twitter or whatnot. I think this is where your explanation works well - 
take someone like Ricky Gervais who is constantly being insulted on twitter 
for whatever he says.

Sure but regular people do it too. Many people think they are better than the 
"primitive" people who are racists, homophobes, speak in ugly ways, etc... 
They therefore can appreciate evidence of their superiority -- that their really 
are politically uncorrect people out there to be better than.

Yep. But do all people feel this about their politics? Don't racists feel superior? 
Do white supremacists feel superior to black people?

I think most do. But I think many black anti-white racists do not feel superior.

People can have an "us vs them" in-group mentality without thinking they are 



better than the other group in any meaningful way. They take a side because it's 
their side rather than because they intellectually deem it the better side.

Whenever they see a news story about a crime committed by a black person 
they must appreciate that as evidence of their superiority, right? All that is to say 
is that feeling superior matters not a jot to whether your political or moral stance 
is the right one.

No. Have you seen the south park episode about smug? You couldn't make the 
same episode about rednecks, you'd have to make fun of them in a different way.

Lots of trendy lefties think they are So Smart and superior and stuff, and it's 
different than other subcultures. The sort who like to be environmentalists or 
vegetarians and feel better about themselves for Caring About the Planet or 
whatever.

This doesn't work the same for all groups. Different groups are different.

And the PC group in particular likes complaining, and having things to complain 
about. Otherwise they get bored or something. They're always looking for things 
to complain about, they seek them out.

I'm not saying I know the guy was that sort of person. It's quite possible he wasn't 
based on the limited information. But it's my first guess.

You need more than this. So, if you feel bad because of what someone says, if 
you *feel* an insult has been delivered, that's not enough. You need a theory 
about the motivation for the behaviour of the person who has insulted you. Are 
they trying to intimidate you? Are they trying to coerce you into changing your 
behaviour? Why? Is it because they just don't like gay/black/jewish people? The 
answers to these questions then are not about your feelings anymore, which 
were just a guide to get your thinking about what to do next. But if you think it is 
truly wrong for gay/black/jewish people to have to put up with public insults 
generally, then you might then take steps to challenge the insult in some way.

So he is publicly insulted and uses this to his advantage - for comedy. He 
*does* seem to like the insult and *does* seem to come off as feeling 



superior to those who try to insult him. Most of the time he doesn't respond - 
because there's just too many insults to combat - but when he does, he 
seems to like that kinda interaction. He actually loves to offend. His regular 
saying goes something like: "You have every right to be offended. But no one 
has the right to not ever be offended". Which is basically an aphorism in 
support of free speech.

But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and 
make them feel bad, and get away with it? I mean, the victim couldn't 
defend himself, the car drove off.

If no-then shouldn't there be legislation?

Today, I am confident such legislation would do much more harm than good.

In a hypothetical society with much better people and more knowledge, 
maybe you could figure out some sort of useful legislation.

But I'm not sure there's anything to be done about a first interaction like this.

Yep, true.

People have to be allowed to approach each other. It might not go well. As 
long as people don't *persist* with unwelcome advances, isn't that ok?

Yes. Good point. So you should be allowed to yell out whatever dumb thing 
you like, however obnoxiously and cowardly it is. If that's the first impression 
you want to make, so be it. You will be judged for it. Should you persist with 
the unwanted advance, then there's a problem. In the situation I describe, it's 
relatively rare for a single person to repeatedly be offensive against the same 
victim. But you can have multiple "offenders" up against single victims. For 
example: Where I am from there is a particular street where all the gay 
people hang out and have their bars and so forth. But people drive up and 
down this street and it is somewhat regular for the "primitives" from other 
parts of town to use that street as a thoroughfare and, almost for sport, call 
insults out to gay-looking/cross dressing/etc people they find offensive (or 
whatever it is they object to). I guess this situation can be found in other cities 



too. In that case you have a location where the incidence of this kind of thing 
is a bit higher than some other, random, location. And the offenders might be 
different, but the victims similar.

one could view this as a counter-culture movement that wants to have an 
established place in broad daylight and social legitimacy.

That's crucial. The point is, does it already have an established place in the 
eyes of the majority of people who matter (those who live in and near the city in 
question). Maybe most people think it has social legitimacy? In this regard it is 
*not* like a group of Taliban who settle in a western city and then demand their 
own laws.

Oh absolutely it's a hundred times more mild than that.

Once you demand legislation that favors your views then you have crossed a 
cultural-line, right? I don't think gays, or chinese people, do that with their 
ghettos.

I think there is a big difference between setting up a counter-culture within the 
confines of existing laws and not wanting to challenge laws (because you don't 
need to because the counter bits to your culture are not really all that 'counter' in 
important ways) and when your culture is so counter it actually requires new 
laws or exemptions from existing ones simply to survive in the new culture.

Yes. But isn't it still pretty dumb to join a counter-culture, communicate it, and 
then complain when the mainstream culture does what was completely 
predictable and doesn't like you and expresses this in culturally normal ways?

but why should you demand both to trash some mainstream values and be 
respected? isn't that an unreasonable demand?

If it was like this, yes. But for the reasons I explained earlier, it's generally not 
because big cities cannot generally be said to have homogenous cultures in this 
respect. Is chinatown part of the mainstream? No. But I don't think many people 
in the big city outside chinatown object to the smells, the practises, the 
disregard for writing stuff in english. In fact, within the borders of what might be 
called chinatown, the culture is simply, different. It's not china, but it's not your 



typical western city either. And for that reason yelling out "chink" or "yellow skin" 
or whatever is very, very bad. Well it's bad there and bad everywhere in my 
view.

Now does this change with a gay person on gay street? Does it change with a 
jewish person not on a jewish street?

Being gay is not like being Jewish, Chinese or black.

People do not think "should I be Jewish or Christian? Well I think Christianity 
sucks so that's why i'll choose to be jewish". I'm sure that's happened several 
times but it's really rare.

Virtually everyone chooses to be Jewish because they like something about 
Jewishness, not because they dislike mainstream Christianity.

It's the same with China town. People don't go there because they dislike and 
reject mainstream districts. They don't have a problem with white people acting 
white or anything like that. They go to China town for *positive*, not negative, 
reasons. They like things about China town, they appreciate positive stuff it has to 
offer.

(In the past it was different b/c people were trying to get away from racism and 
they had no choice about being Chinese. That too is different than being gay 
which is a choice.)

Being black is not a choice, so it's different than being gay.

Being gay on the other hand is part of the mainstream problem situation that 
deems it important what your sexual orientation is. They are agreeing the 
question matters ... and then choosing the rebellious answer to it. They are 
rejecting being normal.

they aren't just some subculture off doing their own thing, they are interacting in a 
disrespectful way with the mainstream problem situation (e.g. disrespecting the 
sexual attractiveness of women).

in this way it's similar to atheism. not all atheists, but many, are rejecting 
christianity, they are agreeing it's important whether you believe in God and then 



giving the unpopular answer. they are accepted a lot of the mainstream problem 
situation then giving opposite answers.

Chinese people aren't rebels. Jewish people aren't rebels. Many atheists and gay 
people are.

gay people then commonly exacerbate things by denying responsibility for their 
choice. they want to make a particular choice that offends people and then deny 
any responsibility. some of them want to thumb their noses at regular folk and get 
away with it by preventing anyone from talking back with tactics such as political 
correctness or denying responsibility for their actions, values and ideas.

"I can't help it, so you're not allowed to criticize me, disagree with me, have a 
negative opinion of me, etc" is really lame and irrational, and is motivating people 
to be unhappy with gay culture.

aren't they kind of just demanding that people agree with some ideas they 
want everyone to accept, but which many people do not agree with? if you 
don't have good enough arguments to persuade people, that's no reason to 
start making demands.

I keep coming back to: just change the gay person to a jewish one and put the 
person on a regular street. It seems clearly wrong to me if they are insulted 
simply for looking jewish. And yet, it seems to me what you are saying is that 
they almost need to accept the insult as they are not part of mainstream culture 
in a way that is going to lead to some people dishing out insults. I'm not saying 
we need laws against anti-semitism or homophonic comments - but I'm not sure 
that dressing a certain way can be said to be trashing mainstream values. Okay, 
maybe the yarmulke is now more common and acceptable than a guy wearing a 
dress. But then that would e splitting hairs to my mind. On the one hand you 
have a guy in a dress apparently trashing mainstream values (why? Because 
very few people who are male wear a dress) and so should expect to get an 
insult, but a jewish person wearing a yarmulke (just as rare in my city, actually) 
should be seen as totally normal.

I think both *should* be seen as totally 'normal' where normal means consistent 
with social norms. The norm in question, in a modern, western city, should be 
acceptance of both of these ways of dressing. Neither is being violent to anyone 



else. You don't deserve to cop verbal abuse for what you wear in these cases.

fwiw, i've gotten negative comments in public relating to my dress and behavior, 
and i have not complained. first of all i don't really care, and second of all it's my 
choice not to make an effort to be normal. i'm responsible and i'll take the 
consequences.

if you want a normal social role in society, live within the rules of that role. if you 
choose not to, don't ask to be treated as if you had some social role/life you do 
not have.

people conform themselves to so many unstated rules, try so hard to fit in. they 
make all kinds of sacrifices.

then some other people choose not to conform in a particular way, but demand to 
be treated as if they were obeying the social rules. that's unreasonable.

yes you can argue society shouldn't work this way. but it does. and while *you* 
and *I*, may argue society shouldn't work this way, such claims are not part of the 
mainstream debate. what gay people say is more like "as long as i obey all the 
other rules, isn't that close enough?" this acknowledges the legitimacy of there 
being social rules in general, and but asks special permission to violate one. but 
why should such special permission be granted?

i'm not aware of any good argument from the gay community or anyone for why it 
should. instead they insist an exception should be granted because they are not 
responsible for violating the rule. this immoral argument deserves condemnation.

see more below about the guy dressing in girl clothes.

I wouldn't want it to be a law that you assume everyone has culturally 
normal opinions and never say things to new people that many people 
wouldn't like.

No, agreed.



But I do suppose the driver had bad intentions, and people do deserve 
some control over what happens to them even in public, and not wanting to 
be called a fag is pretty reasonable. So maybe there is something that could 
be done in a different world but I'm not sure what. But we don't have to 
know that now, we can cross that bridge when we come to it. It will be easier 
to decide things when we know more.

Yep, okay.

If no, then how else should we curtail this kind of thing?

Should we not bother about certain groups of people getting lots more 
insults than others as they walk down the street (like gay people say, 
because of what they wear or how they walk) - or if we are bothered to do 
something, is legislation not the right thing to do.

I don't see any reason to look at this in a collective, rather than individualist, 
way.

Which means, should we do what this facebook poster did. Report to some 
employer?

I think employers are unreasonable about this so I wouldn't want to 
encourage that.

Okay, they would overreact, perhaps.

yes

I think the reason this is popular is because the people who like it are 
unreasonable too. I think they enjoy feeling progressive and superior, and 



pressure everyone else to care a lot.

Interesting. And I agree. Feeling progressive is enjoyable for some.

If you agree with this, doesn't it seem like a pretty decent guess that the guy 
who started thinks this way? I don't really understand being skeptical about 
that but then agreeing here.

I can feel skeptical about that particular guy's motivation while still accepting that 
feeling progressive is enjoyable for some. I can speak for myself here. I feel 
progressive sometimes. I don't think I actually enjoy it. In fact much of the time if 
I do have some reason to highlight some progressive opinion, it can be 
challenging in a way that is not enjoyable.

Forced, for example, to take a stand against someone making homophobic 
remarks because you think homophobia is a stupid mistake in need of 
correction, is at once boring and annoying. This might have been the feeling of 
the guy who made the call. Annoyed resignation. The reason for this is, I think, 
the progressive people who do nothing but just (say) watch Jon Stewart or 
whatever and never do much to really do much about so-called progressive 
issues, they might feel good about being progressive because they never 
actually take what can be, at times painful, action to combat certain kinds of evil 
conservatism. Like homophobia. So you might call yourself a progressive 
perhaps and be all "I have no problem with gays. Down with homophobia!" And 
you feel smarter than all those dumb conservatives and persist in feeling 
superior and it feels good. But when the rubber hits the road and you see or 
hear some homophobic stuff, you stay moot because you're scared. You 
continue to feel superior, but you don't bother to try and error correct because 
that's too much effort. Those who do might end up feeling quite bad, especially if 
the result of confronting evil is to have people turn on you for highlighting their 
mistake.

Why? Is it essentially the same as the reason why some people enjoy being 
conservative? Can it come down to feeling superior - almost like some people 
just enjoy supporting some sports team over another?

Many people are conservative, in significant part (but usually not only this), 
because they recognize the merit in some conservative arguments.



Of course. We could just swap "conservative" for "progressive" there too, right?

no, "progressive"=lefty=bad (they stole a word that should mean something else). 
it has pretty much no redeeming qualities.

Being conservative is not the same category of thing as being a sports team 
fan.

I'm not really sure how sports team fandom works exactly. Do people really 
think they are superior because their geographic team won something? Or is 
there something else they think and like? Whatever the motivations I don't 
really get it.

I don't think trendy PC stuff is similar to sports fans or conservatism. It offers 
many rewards -- popularity with a lot of people, lots of intellectual saying you're 
smart and helping you feel smart and saying you're superior and so on (as 
long as you live and think in a trendy PC way).

Well...again, being conservative is just like that too. At the moment in most 
western countries like the USA and Australia, what I observe in politics is a 
pretty even 50/50 split between conservative and progressive. So if you are 
conservative then you too will have "popularity with a lot of people" and maybe 
different sorts of "intellectuals" saying you're smart (religious intellectuals, 
certain political intellectuals and so forth).

the rewards in conservative culture are different. more people would be called 
*moral* (for example) than super smart intellectuals.

in both groups lots of people think good things about the popular leaders but the 
good things thought are not identical.

Can it in part be due to a basic ingroup-outgroup mentality.



Sure that factors as part of it.

We enjoy thinking that we are part of a team (progressive, say) and 
sometimes the irrational feeling of this is enjoyable and the rational 
arguments that we think we support are actually rationalisations?

And that it is irrelevant to doing a good job at many jobs.

I don't think political correctness is good, and I don't think it's good to try to 
get it enforced on anyone.

Agreed.

I also think that if people don't like political correctness, and want to talk 
about "PC fags" or anything else in protest, so the fuck what? But if you 
make any rule against calling people fags, it's going to catch that case. And 
do you really want a rule based on motivations?

In general, if you just don't like something someone says, you cam ignore 
it. And this seems how free speech works. But what if the speech in 
question is about you, it's a public attack, and you're left with no way of 
defending yourself.

What is the problem you need to defend yourself from? You're worried 
someone out in public will hear it and ... what?

If we were all the same - all equally confident, say, this would never be a 
problem, of course. Insults could fly and no one would ever get hurt. All of us, 
being equally confident, could laugh it off. But some people are lacking in this 
kind of confidence. I think I am concerned about the person, say young, 
vulnerable to some extent, few friends, is a boy but likes dressing as a girl, 
has managed with some courage to move from some rural town to a city - 
has overcome quite a bit only to find that even the safety of the "gay street" is 
itself a place where you are still going to get insulted just for being yourself. 
But, I might be worried about all that and feel sad for the random insult this 
person might get, but, in the end, what can be done? They choose to dress 
like a girl out in public knowing that there exist people who will insult them for 
it. Life can be harsh.



Such people bring it on themselves.

Is the same true of religious dress?

From an objective, rational perspective, there is no reason to dress like a girl.

Or wear religious dress? Or iconography?

the reason people do that is to conform to a social/life role, not because of 
objective value of those clothes.

if you choose an unpopular role, yes you bring unpopularity on yourself.

Their choice to do that is a way of interacting with the culture norms for how to 
dress. They are rebelling, violating norms.

If they wear religious dress too? Can a cultural norm not be "dress however you 
like".

there could be such a culture, but we don't live in one.

Anyone who objects to this is "bringing upon themselves" consequences like 
phone calls to their boss. Or at least a public challenge. Right?

i don't think there is any reasonable expectation of any phone calls to bosses.

That is the purpose of doing it -- to intentionally go against the culture.

I'm not sure I agree. I don't know there is a single, simple answer to why those 
few people who have a penis want to wear a dress in public. It can be because 
they honestly feel they are actually a woman trapped in a mans body.

Thinking that way is going against the culture.



So in that sense, they feel they are just trying to fit into culture the best they can.

No, when they say that they are lying. Look at their actions not their words.

Were they to fit the cultural norm of being male, they would fail just as badly 
(maybe their manner of speech, the pitch of their voice, their way of walking and 
hip to shoulder ratio, lack of facial hair, etc, etc) makes them not easily 
identifiable as male or female. Either way they will cop shit. In this way, they cop 
less shit. In a modern society...they shouldn't cop ANY. It's harder for them than 
for others. Insults make it harder still.

When people want to live a particular normal life, but they have some weakness, 
what they typically do is try to adjust for the weakness and find a way to make it 
work.

That is what's normal and expected. Giving tiny little excuses like "I'm a man who 
doesn't have a lot of facial hair, so i can't live a normal male life" is dumb. Either 
figure out a way to be normal, or admit you aren't trying to. Don't pretend that's 
some insoluble problem. It's normal to face some challenges and deal with them; 
it's normal to *make a big effort* to be normal. If you don't, you are responsible for 
that choice. Making excuses just comes off as denial of responsibility.

Then they get mad when people insult them for visibly communicating their 
disrespect for our culture?

If they dressed as a man, then all those features about them that are normally 
associated with women, would be highlighted by members of that same culture. 
If you don't fit the gender stereotype enough in either direction, primitive people 
will insult you. They shouldn't. I don't think it is right to say such people who are 
on the border of what is seen to be male or female are acting that way 
deliberately to disrespect our culture. Indeed they are probably doing exactly the 
opposite. Going to extraordinary lengths to fit in, in ways that are doomed to fail. 
Not all. The big, masculine builder in a dress laying bricks is different to the 
"thai-lady boy" that no would would spot is actually male. There are degrees and 
categories of "transgression" in this respect, right? Whatever the case, I can't 
see all of them being adequately explained by the theory they they want to 
visibly communicate a disrespect for culture. On the contrary!



you're pretty much denying people have much control over their appearance. this 
is false.

you realize quite a lot of people get surgery to be/do their normal life role better? 
they go to great lengths to do it. this path is open to all.

If a male want to dress like a female in private for sexual reasons, whatever, 
and he won't be insulted. If he wants to do it in public it's either a more kinky 
sexual game in which case I don't think he'll be complaining about the results, 
or it's in order to communicate a rebellious message against a culture.

This, I am guessing, is actually more rare than you imply.

because?

If you want to communicate a rebellious message against our culture, and then 
people from our culture communicate a negative message back at you, then ... 
so what? You trashed their values, they trashed yours, whatever, I don't care.

Yes, normally. But transgender people usually are not motivated by this. Some 
cross dressers are. Most gay people are not. I would say many fundamental 
religious people - islamic people say - who believe that everyone else should 
obey their laws even when they move to a place like britain - and force their 
women to cover up their bodies and their children can get beaten - that's the 
kind of counter culture that probably warrants the negative message from the 
rest of us.

If you want to oppose parts of our culture, and be totally free to do so, but not 
allow the parts you oppose to talk back ... then that's actually really intolerant 
and lame.

Yes, true. So the original guy who yelled out the window needs to expect people 
to talk back. And if he drives off, maybe he should *expect* a call to that number 



on the side of his car? Silly person in many ways, then. He should *expect* the 
escalation, right? How dumb, to say it AND to say it in a work car.

i think you're intentionally misunderstanding what i said. that's not a good way to 
have a discussion.

This is a real situation many people face each day.

Or is the best defence simply to laugh it off?

Why laugh? That's a way of caring.

I suppose. Though if one does feel superior in the sense that the person in 
the truck yelling stuff out clearly has some primitive ideas, that might actually 
be funny. Like someone who really truly believes that the world will end today. 
That can be funny. Someone insulting a gay person...just for being gay. So 
ridiculous...it might just elicit a laugh.

The only way I think is good to care is to wonder why people say such 
things, to treat it as evidence. Other than that, what does it matter more than 
other unwanted noise?

Yep, okay. So, I shouldn't care if I see a person who suffers this? Say a big 
guy insults some little guy on the street and calls him a fag and keeps on 
walking. Say it's clear the little guy was scared and now isn't happy

By bringing up *big* and *little* people you are ambiguously raising the issue 
of possible *violence* and intimidation.

Most definitely. Sorry, it shouldn't be ambiguous. The big guy in this situation is 
probably likely to be violent to the little guy, should the little guy talk back. Why? 
Maybe things about him are consistent with violent people in the mind of the 
little guy. Maybe he is wearing a shirt that has "Ultimate Fighting" on it, is 
carrying a bag with boxing stuff in it and has bruises seemingly from regular, 
recent encounters. Or maybe he just says "Keep walking unless you want a 
beating".



Violence and threat of violence are super duper NOT OK. That is something to 
care about.

Right, good. I think in cases like this there is *often* the implicit threat of 
violence. Especially against gay people. Even in a big, western, modern city. 
Even on the gay street. So the insult is rarely *just* that. If the guy in the truck 
originally was stopped at traffic lights, and the victim yelled back "Takes one to 
know one" I think it is more likely than not for the guy in the truck to pull over 
and want to start a fight. That's the situation we are in with respect to this kind of 
free speech. If you're the kind of person who yells "fag" out of a truck to passing 
homosexuals you are probably the kind of person to threaten violently the same 
homosexual if he yells back. That's my guess. So it's my guess that calling the 
number on the side of the truck is actually the right thing to do (but don't tell the 
boss. Just get in contact with the driver if you can). If you can make the guy feel 
bad about bad remarks against homosexuals maybe that helps reduce the 
likelihood of violence in a more general way.

if you're right, then you'll be able to show statistics on actual violence to back it 
up.

further, you'll have read them *before posting this* or you wouldn't have any 
reason to think you were right.

so, go ahead: show me the stats you already knew about in advance.

otherwise why would you think this?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Anon Too <anontoo@yahoo.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Re: [TCS] Roark tells Keating that its too late for progress
Date: December 22, 2012 at 1:49 AM

On 21/12/2012, at 21:34, Rami Rustom <rombomb@gmail.com> wrote:

On Dec 21, 2012 1:52 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 21/12/2012, at 14:36, Rami Rustom <rombomb@gmail.com> wrote:

On Dec 20, 2012 11:27 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 20/12/2012, at 23:51, Rami Rustom <rombomb@gmail.com> wrote:

In _The Fountain Head_:

[Keating] handed to Roark six of his canvases. Roark looked at them, 
one after another. He took a longer time than he needed. When he could 
trust himself to lift his eyes, he shook his head in silent answer to the 
word Keating had not pronounced. “It’s too late, Peter,” he said gently. 
Keating nodded. “Guess I ... knew that.”

Why is it too late? Whats stopping Keating from doing what he loves
while improving his skill at it? I think Peter shouldn't have done
that.

I don't know. I never understood the meaning of this scene very well. Ayn 
Rand punished her flawed characters, they didn't change or succeed 
because of their flaws,

I don't think it makes sense to use the word punishment -- if that
were real life, no one punished Keating.

You're right. It's better to say that she didn't write characters who discover their 
flaws and improve.

perhaps because she thinks that otherwise her moral message would be 
corrupted.



I don't think thats it. She just believes that after living so long
with such big flaws -- flaws that prevented progress -- even if those
flaws are fixed, progress will be more difficult to achieve than
compared to someone who didn't have those flaws ever.

Do you think she's right? This is very pessimistic.

Well, we're talking about anti-rational memes. Those memes do slow
down progress, so yes I agree. But its not a life sentence.

By saying it's not a life sentence are you disagreeing with the "even if those flaws 
are fixed" part?

I think the issue in the scene is moral and not to do with skill. Keating didn't 
change his second-handed ways. He yet again asks Roark what to do. Yet 
again he wants his approval. He doesn't get approval so he gives up.

Well, I thought that Roark was wrong. And I thought Keating was wrong
to agree, especially so quickly without asking why.

I agree Keating should have asked why. What should have Roark said 
instead?

He could say: Better late than never! I'm glad you found your passion.

Sounds good.

Roark could also have asked Keating: "Why do you still crave approval?"

Or maybe just offer criticism.
Roark: "You fail at form, anatomy, perspective, color. You need to go back 
studying the basics."
Keating: "Guess... I knew that."

Or just actually fix it.

Or maybe it was modern art. I don't remember a description of what was actually 
painted.



He also didn't give up wanting to be famous as an architect, while having no 
interest or skill at it, because just before he asked Roark to help him with the 
social housing project.

Ya thats fucked up. He still *wants* approval.

I don't understand why does Roark give Keating bad advice all the time and 
why does he help him be a cheat architect. Why be an accomplice?

I don't like that either. Roark knows that Keating's reason (for
wanting Roark to do the project) is bad (because its about Keating
wanting approval). So why help him?

I don't know.

I think its a case of appeasing badness, which I believe to be bad.
What am I missing? Why is Roark appeasing badness? Or, if he's not
doing that, then what is he doing?

I don't know. Maybe he just enjoyed solving problems related to architecture so 
he wouldn't reject a challenge proposed to him.

As skill is concerned, I've observed that younger people learn much faster 
and much more effectively. Starting or catching up late doesn't seem to lead 
to excellence. Since art is an intellectual pursuit, the problem is bad ideas, 
but it's still a big problem.

Ok but why does that happen? Its about static memes. If the person got
rid of the static memes, now there's no barrier to progress. Right?

Right, but why are static memes so hard to get rid of?

Because they are connected to so many other ideas that that person
has. That person needs to be fully persuaded that that static meme is
bad, which means finding *all* the connections between that static
meme and his other ideas and then resolving the resulting conflicts.
(Maybe this is too vague.)



What's a good way to find such connections?



From: Rami Rustom <rombomb@gmail.com>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: Re: [BoI] Re: [TCS] Roark tells Keating that its too late for progress
Date: December 22, 2012 at 10:14 AM

On Dec 22, 2012 12:49 AM, "Anon Too" <anontoo@yahoo.com> wrote:

On 21/12/2012, at 21:34, Rami Rustom <rombomb@gmail.com> wrote:

On Dec 21, 2012 1:52 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 21/12/2012, at 14:36, Rami Rustom <rombomb@gmail.com> wrote:

On Dec 20, 2012 11:27 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 20/12/2012, at 23:51, Rami Rustom <rombomb@gmail.com> wrote:

In _The Fountain Head_:

[Keating] handed to Roark six of his canvases. Roark looked at them, 
one after another. He took a longer time than he needed. When he 
could trust himself to lift his eyes, he shook his head in silent answer to 
the word Keating had not pronounced. “It’s too late, Peter,” he said 
gently. Keating nodded. “Guess I ... knew that.”

Why is it too late? Whats stopping Keating from doing what he loves
while improving his skill at it? I think Peter shouldn't have done
that.

I don't know. I never understood the meaning of this scene very well. Ayn 
Rand punished her flawed characters, they didn't change or succeed 
because of their flaws,

I don't think it makes sense to use the word punishment -- if that
were real life, no one punished Keating.

You're right. It's better to say that she didn't write characters who discover 
their flaws and improve.

perhaps because she thinks that otherwise her moral message would be 



corrupted.

I don't think thats it. She just believes that after living so long
with such big flaws -- flaws that prevented progress -- even if those
flaws are fixed, progress will be more difficult to achieve than
compared to someone who didn't have those flaws ever.

Do you think she's right? This is very pessimistic.

Well, we're talking about anti-rational memes. Those memes do slow
down progress, so yes I agree. But its not a life sentence.

By saying it's not a life sentence are you disagreeing with the "even if those 
flaws are fixed" part?

I think I contradicted myself. I mean that if a person fixes his major
flaws (aka anti-rational memes), he still has to *create* error
correction methods so that he can make good progress. So fixing
anti-rational memes is not sufficient for progress.

I think the issue in the scene is moral and not to do with skill. Keating didn't 
change his second-handed ways. He yet again asks Roark what to do. Yet 
again he wants his approval. He doesn't get approval so he gives up.

Well, I thought that Roark was wrong. And I thought Keating was wrong
to agree, especially so quickly without asking why.

I agree Keating should have asked why. What should have Roark said 
instead?

He could say: Better late than never! I'm glad you found your passion.

Sounds good.

Roark could also have asked Keating: "Why do you still crave approval?"

Ya thats something he should have done for sure. Keating had some



faulty psycho-epistemology and Keating's request (for Roark's help in
designing the Cortland building) indicates that he still has that flaw
of wanting approval. By questioning that, Keating has the opportunity
to be persuaded to not want approval.

Or maybe just offer criticism.
Roark: "You fail at form, anatomy, perspective, color. You need to go back 
studying the basics."
Keating: "Guess... I knew that."

I don't think Roark knows art like that.

Or just actually fix it.

If Roark did know art well enough to fix Keating's paintings, I don't
think fixing them solves Keating's problems. Keating wants to improve
his art skill, not just have a painting with fewer flaws. So instead
of fixing the flaws in the painting, Roark could explain why he thinks
the flaws are infact flaws -- with explanation (aka provide
criticism). Keating could learn from that criticism.

Or maybe it was modern art. I don't remember a description of what was 
actually painted.

He also didn't give up wanting to be famous as an architect, while having 
no interest or skill at it, because just before he asked Roark to help him 
with the social housing project.

Ya thats fucked up. He still *wants* approval.

I don't understand why does Roark give Keating bad advice all the time 
and why does he help him be a cheat architect. Why be an accomplice?

I don't like that either. Roark knows that Keating's reason (for
wanting Roark to do the project) is bad (because its about Keating
wanting approval). So why help him?



I don't know.

I think its a case of appeasing badness, which I believe to be bad.
What am I missing? Why is Roark appeasing badness? Or, if he's not
doing that, then what is he doing?

I don't know. Maybe he just enjoyed solving problems related to architecture so 
he wouldn't reject a challenge proposed to him.

Hmm, that is a selfish thing to do. But it goes against a principle
that Roark goes by, which is that *appeasing badness is bad* (I only
assume that Roark knows this because this is a Rand idea).

As skill is concerned, I've observed that younger people learn much faster 
and much more effectively. Starting or catching up late doesn't seem to 
lead to excellence. Since art is an intellectual pursuit, the problem is bad 
ideas, but it's still a big problem.

Ok but why does that happen? Its about static memes. If the person got
rid of the static memes, now there's no barrier to progress. Right?

Right, but why are static memes so hard to get rid of?

Because they are connected to so many other ideas that that person
has. That person needs to be fully persuaded that that static meme is
bad, which means finding *all* the connections between that static
meme and his other ideas and then resolving the resulting conflicts.
(Maybe this is too vague.)

What's a good way to find such connections?

Search for conflicts. That means try to criticize that static meme
that you now have a criticism of. In doing so, what you're doing is
searching your existing ideas looking for ones that conflict with that
static meme. When you find one, now its time to do CPF on those two
ideas.



Note that sometimes you might only have a gut feeling telling you that
the static meme is right. In other words, your gut feeling is telling
you that your criticism of that static meme is wrong. This gut feeling
is your indication that you have an idea in your mind that is
subconscious and inexplicit. You should try to make that idea
conscious and explicit. Only then will you have the opportunity to
criticize that idea -- allowing you to do CPF.

-- Rami

-- 



From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Second-handers are easy-to-vary
Date: December 23, 2012 at 12:52 AM

On Thu, Nov 29, 2012 at 5:12 PM, Elliot Temple <curi@curi.us> wrote:
people are not a second-hander or not-a-second-hander. they are more 
complex than that. they do second handed thinking about one thing but not 
another thing. or at one time but not another time. they have all sorts of 
motivations and the result is complex.

Replacing "second-hander" with "bad person" in the above yields:
"people are not a bad person or not-a-bad-person. they are more
complex than that. they do bad thinking about one thing but not
another thing. or at one time but not another time. they have all
sorts of motivations and the result is complex."

The re-worded version is also logical, so the same argument implies
that it is not the case that someone is or is not a "bad person"
However, Elliot has elsewhere said that certain people are bad (for
example, "There's nothing to be gained by declaring those non-lies
except the partial defense of these bad people." [1]), so I expect I'm
missing something. If someone could point out what it is I would be
grateful.

1. Elliot Temple. People Lie Constantly. Beginning of Infinity Google
Group https://groups.google.com/d/msg/beginning-of-
infinity/UzSn1U3LZxw/CwrjQjhmlsAJ:

https://groups.google.com/d/msg/beginning-of-infinity/UzSn1U3LZxw/CwrjQjhmlsAJ


From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Irrationality and Memes (was: Second-handedness is caused 
by TCS-coercion)
Date: December 23, 2012 at 7:01 AM

On Sat, Dec 1, 2012 at 8:31 AM, Rami Rustom <rombomb@gmail.com> wrote:
I had said that "Most people are X". And then I said that teachers are
part of "most people". So the "most people" idea applies to the "most
teachers" idea.

The following syllogism is invalid:

"Most A are X. B is part of "Most A". Therefore most B are X."

Consider: "Most people do not make their living by working with
youngsters. Teachers are part of most people. Therefore most teachers
do not make their living by working with youngsters."

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Justification and induction
Date: December 26, 2012 at 4:09 PM

Induction has an old problem: whatever ideas people think they've induced may 
be false. So what good is induction?

The standard answer, stated or not, is that inducing ideas increases their 
epistemological status (justification). By a lot.

This is a bad answer because it makes the standard justificationist mistake: to 
think ideas have degrees of status.

One of the consequences is to treat criticism as lowering status, which allows 
ignoring some problems.

When there is a criticism, what is actually needed to rescue any knowledge is an 
explanation.

Another justificationist mistake is positive arguments that increase status.

Where does probability come in? The probability people have a semi-reasonable 
point within the mistaken context of justificationism. These degrees of status can 
be made more precise using math. We should be more rigorous and use actual 
numbers. And when we have new evidence or arguments, the numbers should 
be updated using the correct math (Bayes' theorem), rather than by whim.

Besides justificationism, a problem with the probability approach is the initial 
numbers are assigned arbitrarily. In order to start doing their more precise math 
they begin matters with a super arbitrary step.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Morality and expression.
Date: December 27, 2012 at 8:54 PM

On 22/12/2012, at 14:12, "Elliot Temple" <curi@curi.us> wrote:

On Dec 21, 2012, at 5:03 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 21/12/2012, at 21:44, "Elliot Temple" <curi@curi.us> wrote:

On Dec 21, 2012, at 12:03 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 20/12/2012, at 20:36, "Elliot Temple" <curi@curi.us> wrote:

On Dec 19, 2012, at 10:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:

There's this facebook status update doing the rounds which sorta goes 
like this:

I was walking down the street and a guy in a company truck driving past 
yelled out the window, "Nice shorts, fag!".
So I called the company and told the boss, who appreciated the call.

Anyways heaps and heaps of people have "liked" this status and 
commented positively. So now, some questions:

The guy who yelled out the window did a bad thing, right? His intention 
was to insult and hurt. He achieved that aim, right?

What makes you think he achieved that?

He might not have, true. However the guy on the receiving end of the insult 
was motivated to go to some effort to make a call and have that 
conversation with the boss - I'm guessing that's because he felt insulted. If 
he wasn't hurt...why bother?



To feel superior, trendy and righteous.

To hurt his enemy (Cultural enemy. A PC person hurting a non-PC person).

Note, btw, that what happened to the driver is much, much worse than what 
happened to the shorts wearer. The revenge was more damaging. He 
escalated. A lot.

I don't see that, actually. I don't see the "much, much". I might grant you 
"worse", maybe. If this is the first time that driver has insulted that particular 
victim, it seems a lot to mention it to the boss who may, or may not, take 
serious action.

Risk of being fired is much worse than being insulted once by someone driving 
past. People's jobs are often extremely important to them!

Risk of? Or actually? One is always at "risk of" being fired. I think actually it 
depends on many things. In another part of these posts we have mentioned how 
companies like to appear to their customers, or potential customers. If the guy 
was in, say, a truck belonging to some business that really values their public 
image and some worker is going around making remarks like that, then the guy 
that makes the call is probably going to be really appreciated by the boss. And in 
that case, it's important not only for the victim of the insult but also for the 
company to know. Say the company really values the so-called "pink dollar" - 
cashed up single gay men. Say it's a construction company that does renovations 
and advertises in the gay press (this exists where I am from).

So, I admit that's all conjecture. But my point is that there is more information 
required to judge where the risk might lay here and what the relevant risk is and 
to who, when it comes to making the call (or *not*). Maybe it's the case the 
employee will get fired. Or not. Maybe it's high or low risk. Maybe it's bad that it's 
a high risk because his insult is completely irrelevant to his job. Maybe it's good 
it's high risk because he has done this before, has had warnings and his boss 
thinks it really is relevant because their company image is striving to be one that 
is tolerant, accepting and even loving of gays. Maybe it's low risk because the 
boss is pretty 'laissez faire' about what his employees get up to. Who knows?

In my opinion, given what little we know, and the impression I get from the 
experiences I've had with bosses and employees, the boss might have a 
discussion with the employee, off the record, and, in my country at least, say 



something like (imagine an australian accent if it helps) "Pull ya head in mate and 
don't be such a galah during work hours." I doubt he would get fired. Or even be 
at real risk. This wouldn't even receive a warning.  And I think all that would be 
good.

The risk of not making the call? The buffoon does this again, only next time 
there's a news camera nearby (or in the age we're in, a guy with a camera phone 
that uploads it to Youtube and it goes viral) and the company logo is in full view 
and LOTS of people lose their jobs as the business gets hammered by the 
zeitgeist. That's way, way worse than the guy getting a talking to by his boss. And 
it's not a completely unreasonable situation (see this story for how a rude shop 
assistant's comments went 
viralhttp://www.themercury.com.au/article/2011/09/29/265211_todays-news.html

And then how the business really started to face financial trouble 
http://www.news.com.au/business/embattled-clothing-retailer-gasp-facing-
liquidation-over-unpaid-bills/story-e6frfm1i-1226233404299

Admittedly the business wasn't in trouble only because of the bad publicity, but it 
seems not to have helped. Offensive comments by employees are a risk to 
companies

If this victim has been a victim many times, in a place which has *its own 
culture* (albeit within a city with a different predominant culture) then the victim 
has grounds, I think. Moreover if the buffoon yelling out the window actually *is 
not representative* of the wider culture, even more so. The buffoon is just as 
far outside of mainstream culture as the gay cross dresser or whatever. The 
thing about loud people like that yelling out windows is just that-they are rare 
but vociferous. They are especially so in places like streets/areas devoted to 
something unusual like the gay part of town. They are the 5% or whatever than 
object to the 5% who want their own little space in the city.

People do the same thing when it comes to ChinaTown. Most western cities I 
know of have a bigger or smaller chinatown where the restaurants and 
Chinese shops are and where some Chinese people even live. Most people 
think it's fine. Most people further think it's not counter-culture - it's actually part 
of western city culture to have a china town. So anyone who wants to call out 
racist insults is an evil person who needs correction, in my view.

http://www.themercury.com.au/article/2011/09/29/265211_todays-news.html
http://www.news.com.au/business/embattled-clothing-retailer-gasp-facing-liquidation-over-unpaid-bills/story-e6frfm1i-1226233404299


The same can be said of the gay-street. In many western cities it's now 
thought by most who live in the city that the city has as part of its culture norm 
that the gay part needs to exist. The gay bit has gay-stuff people like, such as 
bars, fashion shops, wig shops, sex shops, whatever. So anyone coming in 
there, I reckon the cultural consensus has to be: this is what our culture values 
as important in a modern, western city.

So all of that, taken into account, the driver with the original insult was the one 
well outside cultural norms (this *would* be the case in my city, Sydney). The 
culture *changes* I should hasten to add, and this might be typical too, once 
you get about 50km out of the city center.  It's these people, driving in to a 
subtly different culture that have problems. They are leaving their somewhat 
more conservative-in-this-respect area and visiting what might be seen as a 
more progressive area. But then the words conservative and progressive seem 
to get a bit elastic. Because in the gay-street that's been there for around 60 
years, the conservative thing is to be gay. Well actually, it's to be accepting of 
gay, straight and bi.

I think my example is highlighting that within a country, or city, it's reasonable 
to presume culture is hardly homogenous and it can be hard to see that the 
"offender" or the "victim" is on the side of challenging social norms. With 
respect to which predominant culture? Chinatown is the predominant culture, 
even though it so obviously is different to every other 'town' around it.

I suppose you would ignore it, laugh it off, etc in that case.

My first guess would be the person called a fag feels *superior* to the 
ignorant/primitive/homophobic/etc guy who yelled it. I think maybe he liked 
it.

I think being publicly insulted - especially if, say, it's a regular thing - could 
have the opposite effect.

I haven't heard anything to suggest this happens regularly.

If you're thinking it's regular b/c he's gay and gays are regularly insulted ... 



there hasn't been any information presented to the effect that he is actually 
gay or the driver knew whether he was gay or not.

True. But actually, I don't think being gay in this situation matters. Merely being 
*perceived* as gay can be enough to get a public insult.

Nothing you've said so far told me that he was perceived as being actually gay. 
People call others fags a lot without thinking the target is actually gay.

I think he actually was - from information from facebook. My guess is that the 
shorts were tight and colourful and something many more gay men would wear 
than straight men.

I think that is what happened. I don't know about elsewhere but here, if you're 
called a fag, it's because you look or act in a manner that the insulter thinks is 
consistent with being homosexual and it is meant to be derogatory. It's like 
when the word "jew" is used in the pejorative sense about someone who is 
apparently selfish with their money. They don't need to be jewish, but using the 
word in that way is insulting to jewish people. It's wrong for me to call out to a 
man with a yarmulke who has just passed by a donation box for the children's 
hospital a "typical jew!". Antisemitism of that kind is offensive, wrong, has no 
place and should be challenged. I mean it's definitely *not* going to be 
challenged in many places around the world, but that's why we are a *better* 
society in that respect, right? . This is even if the jewish person is in a city like 
Sydney (very few people are jewish, so in some sense to be jewish here is 
counter-culture) and actually even if the person wasn't jewish (unlikely of 
course, he was wearing a yarmulke. But this is evidence that he is jewish like 
wearing pink hot pants as a guy in the gay street is evidence one is probably 
gay).

One might not like it and begins to feel inferior.

I suspect if he actually was hurt and didn't like it, and felt inferior, he wouldn't 
have wanted to talk about it and get a lot of attention for it.



Actually, I think the amount of attention he did get was surprising. Posts like 
this on Facebook don't generally take off. I don't think he expected this one 
too. But no, I agree. I think I said previously that if a victim feels truly inferior, 
they won't want to do anything because of fear. I'm not sure this guy felt 
superior in this situation though. But what happened is consistent with him 
feeling of equal status and wanting to maintain his equal status. In his mind, 
subconsciously or whatever, he might be motivated to do something because 
to do nothing makes him feel he has lost status publicly and he feels he 
doesn't deserve to. He doesn't want to be higher than the offender, he just 
wants to maintain equality. This is where the saying "being taken down a peg" 
seems to apply. The insult makes the offender feel he has been elevated with 
respect to the gay guy by taking him down a peg. The victim feels he doesn't 
deserve that and feels he needs to bring the offender down a peg to maintain 
equal status. Of course then everyone is moving down pegs, right? So it's all 
bad. But no. That would be taking the metaphor too literally.

I think people who cross-dress, for example, get this kind of attention a bit. I 
think in some places you just need to be black, or whatever, to get random 
insults yelled at you because of your appearance. I don't know that if you 
are motivated to try and seek to teach the other person a lesson that it's 
necessarily because you feel superior and actually like it.

No one was teaching anyone anything. Hurting someone is not "teaching a 
lesson" for any half-way reasonable meaning of teaching.

Okay. Let's say that the victim in my original story is actually trying to be as 
rational as he can be. He thinks carefully about what to do. He wants to 
actually have the offender learn something. What?

If he really wanted to do that, and the only point of contact was the guy's work, 
he could call it and ask to speak to the guy without saying what it's about, then 
explain to him that the comment was hurtful and he shouldn't act like that. He 
could even ask for an apology. Asking directly for an apology is fine, asking via 
a boss is really nasty, imo.

Trying to talk to the guy and persuade him or give him information about his 
actions is rational. Trying to talk to the guy's boss to get the guy hurt is not a 
rational approach to helping him learn something, it's a way to hurt him.



Well in the victims mind he is presenting things as I am kinda arguing for: you 
the truck driver are in an area with a known different culture to the one you are 
from.

If that's part of the actual scenario, I think you hadn't mentioned it to me. Above 
the quote just says walking down the street.

You have insulted me personally and by extension this entire subculture and 
most if not all the people around. Should you drive off then you have learned 
nothing and perhaps will do this again. But I am offended that you should say 
such a thing. What can I do? I have limited information but I do have a phone 
number. I call that phone number. Perhaps I could ask to speak to the *driver* 
who just drove down gay street. If I do that, and manage to speak with the guy, 
that might be best. Speaking to the boss is escalating, I agree. And here we 
can have a discussion out of which might come learning rather than potentially 
getting the guy punished by an employer.

Agreed.

I suppose that can happen. I think it's when the victim feels very close in 
status, perhaps, to the offender. If you feel really, truly inferior, you might be 
too scared, lacking in motivation/courage to confront the person who 
delivers the insult.

I don't really think the guy bold enough to phone a company and get online 
attention was meek and scared.

Nope, but I'm not yet convinced he was big, tough and heroic either. He might 
have just been both scared, upset and fed-up. It might've been the third similar 
incident that week. His crime might be pink hot pants and a certain way of 
walking.

If you feel truly superior - you might not be bothered for the opposite reason. 
You won't do anything not because you're scared, but because it's beneath 



you. You see this, I guess, with some celebrities who get insulted by regular 
joes on twitter or whatnot. I think this is where your explanation works well - 
take someone like Ricky Gervais who is constantly being insulted on twitter 
for whatever he says.

Sure but regular people do it too. Many people think they are better than the 
"primitive" people who are racists, homophobes, speak in ugly ways, etc... 
They therefore can appreciate evidence of their superiority -- that their really 
are politically uncorrect people out there to be better than.

Yep. But do all people feel this about their politics? Don't racists feel superior? 
Do white supremacists feel superior to black people?

I think most do. But I think many black anti-white racists do not feel superior.

People can have an "us vs them" in-group mentality without thinking they are 
better than the other group in any meaningful way. They take a side because it's 
their side rather than because they intellectually deem it the better side.

Whenever they see a news story about a crime committed by a black person 
they must appreciate that as evidence of their superiority, right? All that is to 
say is that feeling superior matters not a jot to whether your political or moral 
stance is the right one.

No. Have you seen the south park episode about smug?

No.

You couldn't make the same episode about rednecks, you'd have to make fun of 
them in a different way.

Lots of trendy lefties think they are So Smart and superior and stuff, and it's 
different than other subcultures. The sort who like to be environmentalists or 
vegetarians and feel better about themselves for Caring About the Planet or 
whatever.

Yeah, I get that. But fwiw, I spend a bit of time with non-lefty Christian bible-study 
types who I find they think they are "so smart and superior". I agree, they have in 
common with environmentalists that everyone else is missing some really 



important knowledge that, if only the rest of us knew, we'd all be living in a utopia. 
It's bad, but I don't think trendy lefties have a monopoly on smug superiority. It 
can seem that way, I grant, from a conservative point of view. It's smugness and 
superiority, but about different stuff. Maybe we need to get a handle on exactly 
what is meant by "superior" in this context. I might have to find that SouthPark 
episode to see what you mean. But don't you think that if we disagree with 
someone politically, or whatever, they will always seem to be acting superior if we 
regard them as dogmatic? I find Bill O'Reilly to act superior and so smart but he's 
far from being a trendy leftie. He has that segment "Pinheads and Patriots". That 
takes a certain degree of acting so smart to label a person (often some celebrity) 
a pinhead.

This doesn't work the same for all groups. Different groups are different.

Okay, true. But I reckon I can show (see above) that even the right can have 
some sort of superior air of thinking they are so much smarter than the left. 
Indeed I do actually hear them on Fox explicitly saying at times how stupid the left 
are.

And the PC group in particular likes complaining, and having things to complain 
about.

Yes, I agree.

Otherwise they get bored or something. They're always looking for things to 
complain about, they seek them out.

Yes, complaints can lead to a public mood for change, then legislation or other 
rules and then you have control, I suppose. See for example the story about the 
aussie radio djs that played a prank on some nurse to get through to some 
member of the british royal family while she was in hospital. Don't know if the 
story made it to the usa, but basically the nurse kills herself and now lefties are 
calling for the djs to face charges. And this is lefties in britain, while the djs are in 
australia. They are using this whole thing as an excuse to curb speech. I think it's 
already ridiculous in britain with libel laws and so forth. In australia we also lack 
specific protection of free speech, unlike america. It's bad, but normally you can 
still get away with saying pretty much what you want. Anyways, this is the story:
http://www.theaustralian.com.au/news/uk-considers-charges-against-hoax-djs-

http://www.theaustralian.com.au/news/uk-considers-charges-against-hoax-djs-mel-greig-and-michael-christian/story-e6frg6n6-1226542477413


mel-greig-and-michael-christian/story-e6frg6n6-1226542477413

I'm not saying I know the guy was that sort of person. It's quite possible he 
wasn't based on the limited information. But it's my first guess.

I think I agree with you. But I also think, if he was, that wouldn't make his actions 
bad. He might have lots of other bad traits but making this call might not be one 
of them. I say this also based on limited information. If the boss truly did 
appreciate the call, I don't think the guy got fired. I reckon they had a chat. I 
reckon good came of it all. I reckon the truck guy got a bit embarrassed and had 
a think about being mean and now he might think about his motivations. He might 
realise he wants a boyfriend or something.

You need more than this. So, if you feel bad because of what someone says, if 
you *feel* an insult has been delivered, that's not enough. You need a theory 
about the motivation for the behaviour of the person who has insulted you. Are 
they trying to intimidate you? Are they trying to coerce you into changing your 
behaviour? Why? Is it because they just don't like gay/black/jewish people? 
The answers to these questions then are not about your feelings anymore, 
which were just a guide to get your thinking about what to do next. But if you 
think it is truly wrong for gay/black/jewish people to have to put up with public 
insults generally, then you might then take steps to challenge the insult in 
some way.

So he is publicly insulted and uses this to his advantage - for comedy. He 
*does* seem to like the insult and *does* seem to come off as feeling 
superior to those who try to insult him. Most of the time he doesn't respond - 
because there's just too many insults to combat - but when he does, he 
seems to like that kinda interaction. He actually loves to offend. His regular 
saying goes something like: "You have every right to be offended. But no 
one has the right to not ever be offended". Which is basically an aphorism in 
support of free speech.

http://www.theaustralian.com.au/news/uk-considers-charges-against-hoax-djs-mel-greig-and-michael-christian/story-e6frg6n6-1226542477413


But should he be allowed to do that bad thing?

Should people just be allowed to yell stuff out windows at people and 
make them feel bad, and get away with it? I mean, the victim couldn't 
defend himself, the car drove off.

If no-then shouldn't there be legislation?

Today, I am confident such legislation would do much more harm than 
good.

In a hypothetical society with much better people and more knowledge, 
maybe you could figure out some sort of useful legislation.

But I'm not sure there's anything to be done about a first interaction like 
this.

Yep, true.

People have to be allowed to approach each other. It might not go well. As 
long as people don't *persist* with unwelcome advances, isn't that ok?

Yes. Good point. So you should be allowed to yell out whatever dumb thing 
you like, however obnoxiously and cowardly it is. If that's the first impression 
you want to make, so be it. You will be judged for it. Should you persist with 
the unwanted advance, then there's a problem. In the situation I describe, 
it's relatively rare for a single person to repeatedly be offensive against the 
same victim. But you can have multiple "offenders" up against single 
victims. For example: Where I am from there is a particular street where all 
the gay people hang out and have their bars and so forth. But people drive 
up and down this street and it is somewhat regular for the "primitives" from 
other parts of town to use that street as a thoroughfare and, almost for 
sport, call insults out to gay-looking/cross dressing/etc people they find 
offensive (or whatever it is they object to). I guess this situation can be 
found in other cities too. In that case you have a location where the 
incidence of this kind of thing is a bit higher than some other, random, 
location. And the offenders might be different, but the victims similar.

one could view this as a counter-culture movement that wants to have an 
established place in broad daylight and social legitimacy.



That's crucial. The point is, does it already have an established place in the 
eyes of the majority of people who matter (those who live in and near the city 
in question). Maybe most people think it has social legitimacy? In this regard it 
is *not* like a group of Taliban who settle in a western city and then demand 
their own laws.

Oh absolutely it's a hundred times more mild than that.

Once you demand legislation that favors your views then you have crossed a 
cultural-line, right? I don't think gays, or chinese people, do that with their 
ghettos.

I think there is a big difference between setting up a counter-culture within the 
confines of existing laws and not wanting to challenge laws (because you don't 
need to because the counter bits to your culture are not really all that 'counter' 
in important ways) and when your culture is so counter it actually requires new 
laws or exemptions from existing ones simply to survive in the new culture.

Yes. But isn't it still pretty dumb to join a counter-culture, communicate it, and 
then complain when the mainstream culture does what was completely 
predictable and doesn't like you and expresses this in culturally normal ways?

Yes. But that's not the situation here. By here I mean, this incident and most 
major western cities. But I only have personal knowledge of some places in 
Europe and Australia. the situation in the USA could conceivable be different. 
Also, I think mainstream culture is not a person and so can't express itself *like 
that*. A person leans out a window and insults passers-by. Cultures don't. So it's 
not culture that insults gays by using the word fag, is it? It's just people. Anyways, 
as I said elsewhere, I reckon the deviant in this case is actually the guy in the 
truck. In my city, anyways (it happened in sydney, btw). The culture has shifted, in 
most places, hasn't it? If it hasn't it's certainly transitioning. It's not the case that 
most people are homophobes now, in major western cities, hey? You probably 
find it in rural areas, or poor areas, or muslim areas or really conservative 
christian areas. But "mainstream" culture, at least 'round here, is to find "fag" 
yelled out to anyone, counter-culture, in a bad way.

Finally, on that point, in this incident, the "Nice shorts, fag!" comment is not an 
objection to a counter-culture expressed "in culturally normal ways". No way! 
Yelling shit out the window of a truck at a passerby is truly for primitives and - at 



least round here - isn't culturally normal. Having civil discussions is. It might be 
culturally normal for people in the red light, disco district, late on a boozy friday 
night to yell at each other. But that's a different time and place and so different 
culture again.

but why should you demand both to trash some mainstream values and be 
respected? isn't that an unreasonable demand?

If it was like this, yes. But for the reasons I explained earlier, it's generally not 
because big cities cannot generally be said to have homogenous cultures in 
this respect. Is chinatown part of the mainstream? No. But I don't think many 
people in the big city outside chinatown object to the smells, the practises, the 
disregard for writing stuff in english. In fact, within the borders of what might be 
called chinatown, the culture is simply, different. It's not china, but it's not your 
typical western city either. And for that reason yelling out "chink" or "yellow 
skin" or whatever is very, very bad. Well it's bad there and bad everywhere in 
my view.

Now does this change with a gay person on gay street? Does it change with a 
jewish person not on a jewish street?

Being gay is not like being Jewish, Chinese or black.

People do not think "should I be Jewish or Christian? Well I think Christianity 
sucks so that's why i'll choose to be jewish". I'm sure that's happened several 
times but it's really rare.

Yeah, most people are born one or the other. Only a few convert. True. But then 
they make the choice repeatedly each day to remain so, right?

Virtually everyone chooses to be Jewish because they like something about 
Jewishness, not because they dislike mainstream Christianity.

I suppose. Or they just accept the label, not really thinking about it much?

It's the same with China town. People don't go there because they dislike and 



reject mainstream districts. They don't have a problem with white people acting 
white or anything like that. They go to China town for *positive*, not negative, 
reasons. They like things about China town, they appreciate positive stuff it has 
to offer.

(In the past it was different b/c people were trying to get away from racism and 
they had no choice about being Chinese. That too is different than being gay 
which is a choice.)

Being black is not a choice, so it's different than being gay.

Don't know. Do you mean, gay as in "attracted to the same gender" or gay as in 
"joining the subculture of gay people". If you watch a show like "Modern Family" 
the gay couple on that seem to me to be rather typical of many gay people. They 
aren't choosing the lifestyle any more or less than non-gay people. Indeed, why 
would they? It's harder. And truth is, they do want to fit in, as gay people. It's not 
actually counter culture anymore than being catholic versus protestant is.

Being black can be a choice. Some black people like to lighten their skin.  But I 
know what you mean, there is some genetic thing that makes people more or less 
black or not. Don't you think this is the case with being gay (defined simply as 
being sexually attracted to people of the same gender)?

Being gay on the other hand is part of the mainstream problem situation that 
deems it important what your sexual orientation is.

Okay, fine. So identifying as straight, in this case, is likewise part of that same 
problem-situation, right?

They are agreeing the question matters ... and then choosing the rebellious 
answer to it.

Well....nar....not now. Not really. It *is* normal in many, many places. The reason 
why the 'fag' comment was offensive in the first place is precisely because it 
(being/acting gay) is normal. It's like how nigga seems like one of the most 
offensive things that can be said in the usa. Unless you're black yourself, it 
seems. In Norway, or Sweden, being gay is not rebellious. In Sydney, it's not 



either. Certainly not in the central parts of the city. No one takes a second glance 
if boys are kissing or holding hands in public. Maybe it is rebellious in rural areas. 
Or some places in the usa still.

They are rejecting being normal.

I think straight and gay are normal now, in many places. Bisexual or something 
else, isn't.

they aren't just some subculture off doing their own thing, they are interacting in 
a disrespectful way with the mainstream problem situation (e.g. disrespecting 
the sexual attractiveness of women).

What's a bisexual person doing in this regard, then?

in this way it's similar to atheism. not all atheists, but many, are rejecting 
christianity, they are agreeing it's important whether you believe in God and then 
giving the unpopular answer.

I think they are using their reason and recognise that belief in god isn't about 
whether it's important to believe or not but rejecting it on rational grounds and 
then some cop shit for this, don't like it and then realise the question is important 
after all because christians keep saying it is.

Are people who convert to judaism doing so because they reject jesus and 
christianity just so it's the unpopular answer? No, because you already said it is 
about finding good things in judaism that they like. Some people might think this 
about atheism and (say) humanism. They like the good in those things and reject 
the bad stuff in christianity. Gay people might like the good stuff about being gay. 
Like gay sex, and so on, that they enjoy.

they are accepted a lot of the mainstream problem situation then giving opposite 
answers.

Chinese people aren't rebels. Jewish people aren't rebels. Many atheists and 
gay people are.



I just don't see that at all. Most gay atheists are not being rebellious. They fit in 
quite well. Where they don't fit in - where there's certain kinds of primitive ideas 
still prominent, then it seems rebellious. Again, in Norway or Finland or places 
like that being a gay atheist would he a boring cliche. It pretty much is, in Sydney 
too. I know this because I'm here right now and many of my friends are. The 
highest office in our land, the Prime Minister, is an atheist. No one much cares. 
It's actually counter culture to care about that. Our asian, lesbian finance minister 
just had a baby with her partner. No one cares. Mainstream culture seemed to 
love it actually. Objections from some few christians? They were seen as well 
outside the mainstream. My point? When even these political leaders are doing it, 
it's not really rebellious if you do it too. It's like, yeah, that's part of our culture. So 
what? Fair enough, in America, your next Secretary of the Treasury won't be a 
lesbian atheist probably and so it would be rebellious there, maybe. America and 
Australia probably differ in cultural ways that make this whole discussion difficult 
at times for me to appreciate from here.

gay people then commonly exacerbate things by denying responsibility for their 
choice. they want to make a particular choice that offends people

I find they want to both make the choice and not offend. Most are still scared to 
"come out" for historical reasons. They think they will be rejected. But this is less 
and less common in this country. They hear about and read about people having 
bad experiences when they admit they are gay and think this will happen. But 
mainly, it happened in the past. Not to say rejection by some does not still 
happen. Especially among christians.

and then deny any responsibility. some of them want to thumb their noses at 
regular folk and get away with it by preventing anyone from talking back with 
tactics such as political correctness or denying responsibility for their actions, 
values and ideas.

PC is bad, yes. I also agree you need to be strong and confident and a "who 
cares?" attitude to rejection. And this is relevant, the "I don't care what you think" 
could be to ignore the haters, or confront them because you know you aren't 
doing anything bad. You're just being gay (or whatever, wearing pink shorts 
perhaps) and you're getting insults in the street. So you might think that you take 
full responsibility but don't think it means that, in your culture, or the culture you 
think exists, you should be called a fag on a street by a stranger.



"I can't help it, so you're not allowed to criticize me, disagree with me, have a 
negative opinion of me, etc" is really lame and irrational,

Yep, that's bad wherever it is to be found.

and is motivating people to be unhappy with gay culture.

Is this what is going on? Culture seems to have accepted gay people. If gay 
culture can be considered to be like that gay relationship on that show Modern 
Family (basically two gay guys, living together, adopting a kid and living 
essentially the same kind of life as a straight family) then gay culture isn't doing 
stuff I can see as rejecting mainstream values. Unless mainstream values are 
that you have to be *heterosexual* to raise a kid, or something like that. But I 
don't think mainstream values are like this. Certainly not in the centre of sydney 
anyways. Like I said before, some of our political leaders live this life without 
much objection. Certainly not objection from the mainstream. Maybe objections 
from the conservative fringe. Who, despite being conservative in this regard, are 
not mainstream.

People don't like being told what to do most especially when the person doing the 
telling isn't coming from some legal or moral higher ground.

I think it is useful to notice, again, that there probably is a key cultural difference 
lurking here between the USA and Australia where we might clash on this issue. 
The dominance of Christianity in US culture cannot be readily compared to 
Australia. Although Christians make up the majority, like they do in Australia, it's 
not got the same influence.

aren't they kind of just demanding that people agree with some ideas they 
want everyone to accept, but which many people do not agree with? if you 
don't have good enough arguments to persuade people, that's no reason to 
start making demands.

I keep coming back to: just change the gay person to a jewish one and put the 
person on a regular street. It seems clearly wrong to me if they are insulted 



simply for looking jewish. And yet, it seems to me what you are saying is that 
they almost need to accept the insult as they are not part of mainstream 
culture in a way that is going to lead to some people dishing out insults. I'm not 
saying we need laws against anti-semitism or homophonic comments - but I'm 
not sure that dressing a certain way can be said to be trashing mainstream 
values. Okay, maybe the yarmulke is now more common and acceptable than 
a guy wearing a dress. But then that would e splitting hairs to my mind. On the 
one hand you have a guy in a dress apparently trashing mainstream values 
(why? Because very few people who are male wear a dress) and so should 
expect to get an insult, but a jewish person wearing a yarmulke (just as rare in 
my city, actually) should be seen as totally normal.

I think both *should* be seen as totally 'normal' where normal means 
consistent with social norms. The norm in question, in a modern, western city, 
should be acceptance of both of these ways of dressing. Neither is being 
violent to anyone else. You don't deserve to cop verbal abuse for what you 
wear in these cases.

fwiw, i've gotten negative comments in public relating to my dress and behavior, 
and i have not complained. first of all i don't really care, and second of all it's my 
choice not to make an effort to be normal. i'm responsible and i'll take the 
consequences.

The question is should there be consequences? You seem to say yes. I wonder if 
we shouldn't strive for tolerance in incremental ways. I think this is what is 
happening with gay people and the diminishing number of negative encounters 
between gay-identifying people and others. I'll at once take the consequences 
and also do what I can to object to the culture of intolerance in the same way, to 
the same degree, as objections might be raised against me if I feel it's unfair.

if you want a normal social role in society, live within the rules of that role.

So this is all coming down to whether or not being gay and dressing in a way that 
might conceivably be interpreted as gay (this is the impression I get of the whole 
original incident) is a normal social role. In my opinion it is. My guess is that in the 
opinion of most people in my city it would be normal too. In the opinion of the 
truck guy, not normal. But it is not a clear majority that he is in, certainly not in 
Sydney. Support for gay marriage alone regularly polls well over 50%. That's in a 



city which is around 50% conservative leaning.

if you choose not to, don't ask to be treated as if you had some social role/life 
you do not have.

people conform themselves to so many unstated rules, try so hard to fit in. they 
make all kinds of sacrifices.

Is that good, bad or indifferent? I think bad if it's truly a sacrifice when they 
conform. Some might not find most aspects of conforming a sacrifice. For 
example, conforming to certain fashion trends because they actually love new 
clothes or whatever.

then some other people choose not to conform in a particular way, but demand 
to be treated as if they were obeying the social rules.

Maybe sometimes. Maybe they just want to be treated with respect - that is, not 
to be insulted on the street just because they wear different stuff. Or there is 
some debate operating in society about the degree to which something is actually 
a transgression. Like being gay.

that's unreasonable.

Yep, in general all that would be. In this case, I think it is actually that the driver 
who made the comment did not conform in a particular way and demands to be 
treated as if he was obeying social rules (about yelling out windows).

yes you can argue society shouldn't work this way. but it does. and while *you* 
and *I*, may argue society shouldn't work this way, such claims are not part of 
the mainstream debate. what gay people say is more like "as long as i obey all 
the other rules, isn't that close enough?"

2 decades ago, maybe. Maybe even one decade ago. But *now*, no. Now it's far 
more like "Hey, the rules changed! Keep up!" And so they are right to be offended 
for *that* reason too, just like people get offended on their behalf. Like how even 
white people can object to "nigga" being used as an insult.



this acknowledges the legitimacy of there being social rules in general, and but 
asks special permission to violate one. but why should such special permission 
be granted?

No reason. Still comes down to what the rules are and who makes them. The gay 
person (community) might have legitimate reasons for thinking that their choices 
conform *in all relevant ways* to social norms. The social norm in question might 
be "we accept people who are straight and who are gay. It's fine. Insulting them 
for being one or the other, is not."

i'm not aware of any good argument from the gay community or anyone for why 
it should. instead they insist an exception should be granted because they are 
not responsible for violating the rule. this immoral argument deserves 
condemnation.

I don't think an incremental violation of some social norm should cause the rest of 
us to *insist* in some way that conforming is really really important. You may have 
to explain this to me. Once upon a time, I agree, choosing to live a gay life would 
be such a huge violation one could expect to, perhaps, even suffer violence. Now, 
it's like choosing to colour one's hair a bright colour like green. Yeah, you might 
get a look. Yeah, you are violating a social norm, but at no point should you 
expect to be called names, publicly by random strangers in the street. That's a 
worse kind of society than one where that doesn't happen...which is basically the 
society we are in because although public insults happen, and continue to 
happen too often, they are still rare.

see more below about the guy dressing in girl clothes.

I wouldn't want it to be a law that you assume everyone has culturally 
normal opinions and never say things to new people that many people 
wouldn't like.



No, agreed.

But I do suppose the driver had bad intentions, and people do deserve 
some control over what happens to them even in public, and not wanting 
to be called a fag is pretty reasonable. So maybe there is something that 
could be done in a different world but I'm not sure what. But we don't have 
to know that now, we can cross that bridge when we come to it. It will be 
easier to decide things when we know more.

Yep, okay.

If no, then how else should we curtail this kind of thing?

Should we not bother about certain groups of people getting lots more 
insults than others as they walk down the street (like gay people say, 
because of what they wear or how they walk) - or if we are bothered to do 
something, is legislation not the right thing to do.

I don't see any reason to look at this in a collective, rather than 
individualist, way.

Which means, should we do what this facebook poster did. Report to 
some employer?

I think employers are unreasonable about this so I wouldn't want to 
encourage that.

Okay, they would overreact, perhaps.

yes

I think the reason this is popular is because the people who like it are 



unreasonable too. I think they enjoy feeling progressive and superior, and 
pressure everyone else to care a lot.

Interesting. And I agree. Feeling progressive is enjoyable for some.

If you agree with this, doesn't it seem like a pretty decent guess that the guy 
who started thinks this way? I don't really understand being skeptical about 
that but then agreeing here.

I can feel skeptical about that particular guy's motivation while still accepting 
that feeling progressive is enjoyable for some. I can speak for myself here. I 
feel progressive sometimes. I don't think I actually enjoy it. In fact much of the 
time if I do have some reason to highlight some progressive opinion, it can be 
challenging in a way that is not enjoyable.

Forced, for example, to take a stand against someone making homophobic 
remarks because you think homophobia is a stupid mistake in need of 
correction, is at once boring and annoying. This might have been the feeling of 
the guy who made the call. Annoyed resignation. The reason for this is, I think, 
the progressive people who do nothing but just (say) watch Jon Stewart or 
whatever and never do much to really do much about so-called progressive 
issues, they might feel good about being progressive because they never 
actually take what can be, at times painful, action to combat certain kinds of 
evil conservatism. Like homophobia. So you might call yourself a progressive 
perhaps and be all "I have no problem with gays. Down with homophobia!" 
And you feel smarter than all those dumb conservatives and persist in feeling 
superior and it feels good. But when the rubber hits the road and you see or 
hear some homophobic stuff, you stay moot because you're scared. You 
continue to feel superior, but you don't bother to try and error correct because 
that's too much effort. Those who do might end up feeling quite bad, especially 
if the result of confronting evil is to have people turn on you for highlighting 
their mistake.

Why? Is it essentially the same as the reason why some people enjoy being 
conservative? Can it come down to feeling superior - almost like some 
people just enjoy supporting some sports team over another?

Many people are conservative, in significant part (but usually not only this), 



because they recognize the merit in some conservative arguments.

Of course. We could just swap "conservative" for "progressive" there too, 
right?

no, "progressive"=lefty=bad (they stole a word that should mean something 
else). it has pretty much no redeeming qualities.

Well, I reckon that the push for gay people not to be discriminated against is 
progress. I happen to disagree with "conserving" the environment, it's clearly not 
progressive (which is to use resources as much as we can for good stuff). But, 
progressives also believe in certain kinds of progress that conservatives do not. 
So lefties more generally seem to want to try out stuff like stem cell research and 
other technologies that conservatives don't. Don't they?

Being conservative is not the same category of thing as being a sports team 
fan.

I'm not really sure how sports team fandom works exactly. Do people really 
think they are superior because their geographic team won something? Or is 
there something else they think and like? Whatever the motivations I don't 
really get it.

I don't think trendy PC stuff is similar to sports fans or conservatism. It offers 
many rewards -- popularity with a lot of people, lots of intellectual saying 
you're smart and helping you feel smart and saying you're superior and so on 
(as long as you live and think in a trendy PC way).

Well...again, being conservative is just like that too. At the moment in most 
western countries like the USA and Australia, what I observe in politics is a 
pretty even 50/50 split between conservative and progressive. So if you are 
conservative then you too will have "popularity with a lot of people" and maybe 
different sorts of "intellectuals" saying you're smart (religious intellectuals, 
certain political intellectuals and so forth).



the rewards in conservative culture are different. more people would be called 
*moral* (for example) than super smart intellectuals.

in both groups lots of people think good things about the popular leaders but the 
good things thought are not identical.

Can it in part be due to a basic ingroup-outgroup mentality.

Sure that factors as part of it.

We enjoy thinking that we are part of a team (progressive, say) and 
sometimes the irrational feeling of this is enjoyable and the rational 
arguments that we think we support are actually rationalisations?

And that it is irrelevant to doing a good job at many jobs.

I don't think political correctness is good, and I don't think it's good to try to 
get it enforced on anyone.

Agreed.

I also think that if people don't like political correctness, and want to talk 
about "PC fags" or anything else in protest, so the fuck what? But if you 
make any rule against calling people fags, it's going to catch that case. 
And do you really want a rule based on motivations?

In general, if you just don't like something someone says, you cam ignore 
it. And this seems how free speech works. But what if the speech in 
question is about you, it's a public attack, and you're left with no way of 
defending yourself.

What is the problem you need to defend yourself from? You're worried 
someone out in public will hear it and ... what?

If we were all the same - all equally confident, say, this would never be a 



problem, of course. Insults could fly and no one would ever get hurt. All of 
us, being equally confident, could laugh it off. But some people are lacking 
in this kind of confidence. I think I am concerned about the person, say 
young, vulnerable to some extent, few friends, is a boy but likes dressing as 
a girl, has managed with some courage to move from some rural town to a 
city - has overcome quite a bit only to find that even the safety of the "gay 
street" is itself a place where you are still going to get insulted just for being 
yourself. But, I might be worried about all that and feel sad for the random 
insult this person might get, but, in the end, what can be done? They 
choose to dress like a girl out in public knowing that there exist people who 
will insult them for it. Life can be harsh.

Such people bring it on themselves.

Is the same true of religious dress?

From an objective, rational perspective, there is no reason to dress like a girl.

Or wear religious dress? Or iconography?

the reason people do that is to conform to a social/life role, not because of 
objective value of those clothes.

if you choose an unpopular role, yes you bring unpopularity on yourself.

So like a politician? Okay, but that has to be bad. And progress would be to strive 
for a world where an unpopular (but non-violent) role would not matter to getting 
insults on the street. It depends on what we might expect bringing unpopularity on 
yourself to entail exactly.

Their choice to do that is a way of interacting with the culture norms for how 
to dress. They are rebelling, violating norms.

If they wear religious dress too? Can a cultural norm not be "dress however 
you like".



there could be such a culture, but we don't live in one.

The base is broadening though. You can get away with way more types of clothes 
now than ever before.

Anyone who objects to this is "bringing upon themselves" consequences like 
phone calls to their boss. Or at least a public challenge. Right?

i don't think there is any reasonable expectation of any phone calls to bosses.

That is the purpose of doing it -- to intentionally go against the culture.

I'm not sure I agree. I don't know there is a single, simple answer to why those 
few people who have a penis want to wear a dress in public. It can be because 
they honestly feel they are actually a woman trapped in a mans body.

Thinking that way is going against the culture.

But culture is not perfect. There is no perfect. But there is better, right? So 
change for the better is good. A culture that does not care what one wears is 
better than one that demands you wear one thing (I think North Korea imposes 
one of two kinds of haircuts on men, for example) or wear things from a finite 
number of things. Why is a culture that tolerates all kinds of clothes better? 
Because it permits infinite creativity within fashion and that's good. Placing an 
arbitrary barrier, through the enforcement of some social norms is bad.

So in that sense, they feel they are just trying to fit into culture the best they 
can.

No, when they say that they are lying. Look at their actions not their words.

If a man, attracted to other men only, forced himself to live as a single person (out 
of fear) or get married to a woman (seems this happens surprisingly often if the 
stories are true. Seems like it happens especially to american christian pastors 



for some reason) then THIS is a worse lie, isn't it? So it then becomes a choice 
between which lie.

Were they to fit the cultural norm of being male, they would fail just as badly 
(maybe their manner of speech, the pitch of their voice, their way of walking 
and hip to shoulder ratio, lack of facial hair, etc, etc) makes them not easily 
identifiable as male or female. Either way they will cop shit. In this way, they 
cop less shit. In a modern society...they shouldn't cop ANY. It's harder for them 
than for others. Insults make it harder still.

When people want to live a particular normal life, but they have some 
weakness, what they typically do is try to adjust for the weakness and find a way 
to make it work.

Yep, like those pastors. So do you think that stories like, say Ted Haggard 
(http://www.foxnews.com/story/0,2933,482527,00.html) suggest that adjusting to 
a normal life is living a lie and going to provide the person with way more 
problems than choosing to simply be gay?

That is what's normal and expected. Giving tiny little excuses like "I'm a man 
who doesn't have a lot of facial hair, so i can't live a normal male life" is dumb. 
Either figure out a way to be normal, or admit you aren't trying to. Don't pretend 
that's some insoluble problem. It's normal to face some challenges and deal 
with them; it's normal to *make a big effort* to be normal. If you don't, you are 
responsible for that choice. Making excuses just comes off as denial of 
responsibility.

But you can think, honestly, that there is nothing wrong with you or your choice. 
Accept all that and fight for being accepted. You might fail, but it's okay to 
complain and say you are right and the rest of society is slow, primitive and 
morally wrong. Right? If you're the only gay in the village, you can stay, fight 
(verbally), put up with abuse and maybe after a decade your actions change the 
village into a gay-loving place. Good, right? Progress, yeah? If the objectors are 
rationally convinced they are wrong, then this means they have not and are not 
suffering for the change. Suffering overall is less now.

http://www.foxnews.com/story/0,2933,482527,00.html


Then they get mad when people insult them for visibly communicating their 
disrespect for our culture?

If they dressed as a man, then all those features about them that are normally 
associated with women, would be highlighted by members of that same 
culture. If you don't fit the gender stereotype enough in either direction, 
primitive people will insult you. They shouldn't. I don't think it is right to say 
such people who are on the border of what is seen to be male or female are 
acting that way deliberately to disrespect our culture. Indeed they are probably 
doing exactly the opposite. Going to extraordinary lengths to fit in, in ways that 
are doomed to fail. Not all. The big, masculine builder in a dress laying bricks 
is different to the "thai-lady boy" that no would would spot is actually male. 
There are degrees and categories of "transgression" in this respect, right? 
Whatever the case, I can't see all of them being adequately explained by the 
theory they they want to visibly communicate a disrespect for culture. On the 
contrary!

you're pretty much denying people have much control over their appearance. 
this is false.

They have control over their appearance. Of course.

you realize quite a lot of people get surgery to be/do their normal life role better? 
they go to great lengths to do it. this path is open to all.

Yes.

If a male want to dress like a female in private for sexual reasons, whatever, 
and he won't be insulted. If he wants to do it in public it's either a more kinky 
sexual game in which case I don't think he'll be complaining about the results, 
or it's in order to communicate a rebellious message against a culture.



This, I am guessing, is actually more rare than you imply.

because?

Because...isn't being gay about being attracted to the same gender? Isn't it just a 
preference? So, like choosing vanilla over chocolate, it's probably some 
combination of arbitrary genetics and maybe some environmental things you 
don't care to do much about controlling. I don't see that gay people, like straight 
people, are choosing roles to make cultural points. I think they make the choice 
because of attraction and they are attracted because of a feeling. Aren't they?

If you want to communicate a rebellious message against our culture, and 
then people from our culture communicate a negative message back at you, 
then ... so what? You trashed their values, they trashed yours, whatever, I 
don't care.

Yes, normally. But transgender people usually are not motivated by this. Some 
cross dressers are. Most gay people are not. I would say many fundamental 
religious people - islamic people say - who believe that everyone else should 
obey their laws even when they move to a place like britain - and force their 
women to cover up their bodies and their children can get beaten - that's the 
kind of counter culture that probably warrants the negative message from the 
rest of us.

If you want to oppose parts of our culture, and be totally free to do so, but not 
allow the parts you oppose to talk back ... then that's actually really intolerant 
and lame.

Yes, true. So the original guy who yelled out the window needs to expect 
people to talk back. And if he drives off, maybe he should *expect* a call to 
that number on the side of his car? Silly person in many ways, then. He should 
*expect* the escalation, right? How dumb, to say it AND to say it in a work car.

i think you're intentionally misunderstanding what i said.



Not at all. You have made me think, as I mentioned earlier, that actually the whole 
way of looking at this situation with respect to norms and expectations, is not as 
obvious as I thought it was from where I am sitting (5km from the centre of 
sydney (some do call it the gay capital of the world)) compared to a person from a 
conservative culture. It will seem to a person from a conservative culture which 
does not generally tolerate gay people, that the gay people are the ones going 
against the mainstream. In fact that is just not the case. It happens to be that 
people who insult gay people in public are outside the mainstream. They honestly 
are. Here anyways. I presume San Francisco is like this too. Central London is 
like this too. Other parts of Europe. If I am wrong and If it is the case that insulting 
gay people in public is simply part of mainstream culture, then I can't accept that 
making a public objection to the insult also is not part of the same culture. At a 
minimum surely mainstream culture is about free expression on this topic. It might 
be that we are in a transitory phase between "insults are okay" and "they are not" 
but that seems entirely relativist and so cannot be the case.

that's not a good way to have a discussion.

It wouldn't be.

This is a real situation many people face each day.

Or is the best defence simply to laugh it off?

Why laugh? That's a way of caring.

I suppose. Though if one does feel superior in the sense that the person in 
the truck yelling stuff out clearly has some primitive ideas, that might 
actually be funny. Like someone who really truly believes that the world will 
end today. That can be funny. Someone insulting a gay person...just for 
being gay. So ridiculous...it might just elicit a laugh.

The only way I think is good to care is to wonder why people say such 
things, to treat it as evidence. Other than that, what does it matter more 



than other unwanted noise?

Yep, okay. So, I shouldn't care if I see a person who suffers this? Say a big 
guy insults some little guy on the street and calls him a fag and keeps on 
walking. Say it's clear the little guy was scared and now isn't happy

By bringing up *big* and *little* people you are ambiguously raising the issue 
of possible *violence* and intimidation.

Most definitely. Sorry, it shouldn't be ambiguous. The big guy in this situation is 
probably likely to be violent to the little guy, should the little guy talk back. 
Why? Maybe things about him are consistent with violent people in the mind of 
the little guy. Maybe he is wearing a shirt that has "Ultimate Fighting" on it, is 
carrying a bag with boxing stuff in it and has bruises seemingly from regular, 
recent encounters. Or maybe he just says "Keep walking unless you want a 
beating".

Violence and threat of violence are super duper NOT OK. That is something 
to care about.

Right, good. I think in cases like this there is *often* the implicit threat of 
violence. Especially against gay people. Even in a big, western, modern city. 
Even on the gay street. So the insult is rarely *just* that. If the guy in the truck 
originally was stopped at traffic lights, and the victim yelled back "Takes one to 
know one" I think it is more likely than not for the guy in the truck to pull over 
and want to start a fight. That's the situation we are in with respect to this kind 
of free speech. If you're the kind of person who yells "fag" out of a truck to 
passing homosexuals you are probably the kind of person to threaten violently 
the same homosexual if he yells back. That's my guess. So it's my guess that 
calling the number on the side of the truck is actually the right thing to do (but 
don't tell the boss. Just get in contact with the driver if you can). If you can 
make the guy feel bad about bad remarks against homosexuals maybe that 
helps reduce the likelihood of violence in a more general way.

if you're right, then you'll be able to show statistics on actual violence to back it 
up.



further, you'll have read them *before posting this*

This is getting meta

or you wouldn't have any reason to think you were right.

so, go ahead: show me the stats you already knew about in advance.

Statements like this and such things as "This is not how to have a discussion" are 
not how to have a discussion, because they are meta, because they are about 
what one should do before posting. But the guidelines are already published. So 
advice on things about how to have a discussion and which facts one should 
know in advance before making certain claims could either be made off-list or 
somewhere else, otherwise it generates retorts, like this one. Which is meta. 
Because meta just generates more meta.

otherwise why would you think this?

There is an important reason that stats on gay violence are so fraught - they are 
collected in the context of a culture that can affect people reporting stuff. Stats on 
homophobic violence are collected where it's a problem...and if it's a problem, 
that affects collection because of reporting. Homophobic police might not regard 
some act of violence as a gay-hate crime and might just call it a regular assault. A 
gay activist might think every violent encounter between a gay person and a 
criminal is gay hate. Both positions are wrong, but operative to some degree.

Anyways the government in Australia says of LGBTI people that "70 per cent of 
women and men have experienced physical abuse, threats of violence or verbal 
abuse in a public place"
From http://aic.gov.au/documents/D/2/2/%7bD22F8857-A477-4BA0-BAB8-
5C04C2B1E7E9%7dvpt2.pdf
It's an old report so might be useless.

The "Gay Lesbian Times" from your country has this story 
http://www.gaylesbiantimes.com/?id=13770 and they are claiming that

FBI statistics show there were 1,265 hate crimes based on sexual orientation in 
2007, up from 1,017 two years earlier and 1,239 in 2003. That compares to 
3,820 racially motivated incidents in 2007 and 1,400 in which the victim’s 

http://aic.gov.au/documents/D/2/2/%7bD22F8857-A477-4BA0-BAB8-5C04C2B1E7E9%7dvpt2.pdf
http://www.gaylesbiantimes.com/?id=13770


religion was a factor

Problem is, like I have said, treating the centre of Sydney or San Francisco like 
rural australia or alabama is not valid with respect to what the culture of gay hate 
or gay acceptance is. They're entirely different with respect to what the 
mainstream culture is.

Brett.



From: Rami Rustom <rombomb@gmail.com>
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On Thu, Dec 27, 2012 at 7:54 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Right, good. I think in cases like this there is *often* the implicit threat
of violence. Especially against gay people. Even in a big, western, modern
city. Even on the gay street. So the insult is rarely *just* that. If the
guy in the truck originally was stopped at traffic lights, and the victim
yelled back "Takes one to know one" I think it is more likely than not for
the guy in the truck to pull over and want to start a fight. That's the
situation we are in with respect to this kind of free speech. If you're the
kind of person who yells "fag" out of a truck to passing homosexuals you are
probably the kind of person to threaten violently the same homosexual if he
yells back. That's my guess. So it's my guess that calling the number on the
side of the truck is actually the right thing to do (but don't tell the
boss. Just get in contact with the driver if you can). If you can make the
guy feel bad about bad remarks against homosexuals maybe that helps reduce
the likelihood of violence in a more general way.

How do you get him to "feel bad" about what he did?

...

He shouldn't be motivated by feeling good or bad. He should be
motivated by right and wrong.

Realizing one was wrong (about past ideas/actions) doesn't cause one
to feel bad. It requires a meme (maybe other memes too) that causes a
person to think that mistakes are shameful.

Do you think that one phone conversation would persuade him that his
ideas/actions were wrong? I doubt it.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Morality and expression.
Date: December 27, 2012 at 11:04 PM

On 28/12/2012, at 13:21, "Rami Rustom" <rombomb@gmail.com> wrote:

On Thu, Dec 27, 2012 at 7:54 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Right, good. I think in cases like this there is *often* the implicit threat
of violence. Especially against gay people. Even in a big, western, modern
city. Even on the gay street. So the insult is rarely *just* that. If the
guy in the truck originally was stopped at traffic lights, and the victim
yelled back "Takes one to know one" I think it is more likely than not for
the guy in the truck to pull over and want to start a fight. That's the
situation we are in with respect to this kind of free speech. If you're the
kind of person who yells "fag" out of a truck to passing homosexuals you are
probably the kind of person to threaten violently the same homosexual if he
yells back. That's my guess. So it's my guess that calling the number on the
side of the truck is actually the right thing to do (but don't tell the
boss. Just get in contact with the driver if you can). If you can make the
guy feel bad about bad remarks against homosexuals maybe that helps 
reduce
the likelihood of violence in a more general way.

How do you get him to "feel bad" about what he did?

One cannot, of course. That was a mistaken way to express things on my part. 
Better to say that if your intention is to change the world in such a way that 
homophobic comments made out of passing truck windows are less common 
than they are now, then taking some positive, active step (like calling the phone 
number on the side of the truck so you can have a discussion with the driver) is 
going to be better than doing nothing. You can't make someone feel bad. You 
may, however, be able to convince them they were wrong and not to make the 
same mistake in the future. The mistake being: calling someone a name that in 
our culture, is recognised as an insult.

...

He shouldn't be motivated by feeling good or bad. He should be



motivated by right and wrong.

You are right.

Realizing one was wrong (about past ideas/actions) doesn't cause one
to feel bad. It requires a meme (maybe other memes too) that causes a
person to think that mistakes are shameful.
Do you think that one phone conversation would persuade him that his
ideas/actions were wrong?

I doubt it, as you do too. But it has more chance of persuading him when 
compared with doing (basically) nothing whatsoever (like ignoring the insult), 
right? If you're the victim and you do nothing about stuff like this, then expecting 
things to change is silly. You're hoping that *others* will take steps, make hard 
choices, have hard conversations and try to make the changes that you want 
made. But you are not willing to take the positive action to participate in the 
change - you just want to observe, complain and perhaps just feel bad about 
being a victim. So all that taken into account it's better to do *something*, rather 
than just ignore silliness and hoping it will go away, even if that something might 
be thought of as having little chance of making much positive difference. Having a 
conversation (with the person you disagree with) is both something and probably 
also the *most* you can or should do in the first instance.

Brett.

I doubt it.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Criticism or approval?
Date: December 28, 2012 at 12:06 PM

"I much prefer the sharpest criticism of a single intelligent man to
the thoughtless approval of the masses." -- Johannes Kepler (1571 -
1630 AD)

Whats the implication?

Why do people want to "fit in"? -- why do they crave other people's
approval? -- why do they want to be accepted by a group? Instead of
having a goal of social acceptance, why don't they have a goal of
living morally? One might say that he can have both goals, but he'd be
wrong.

Either he seeks to do the right thing, or he seeks to do what other's
will approve of. Sometimes these two goals don't conflict, in which
case there's no problem -- so seeking approval was unnecessary. But
what about when these goals do conflict? How should one choose which
goal matters? Should he choose (1) the right thing that won't be
accepted by the group, or (2) the wrong thing that will be accepted by
the group? If he chooses (1), then the group is immoral and he
shouldn't want acceptance from immoral people. If he chooses (2), then
he's choosing immorality, and to make matter's worse he's fueling the
group's immorality.

So why should anyone want to be socially accepted?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Criticism or approval?
Date: December 28, 2012 at 6:48 PM

On 29/12/2012, at 4:07, "Rami Rustom" <rombomb@gmail.com> wrote:

"I much prefer the sharpest criticism of a single intelligent man to
the thoughtless approval of the masses." -- Johannes Kepler (1571 -
1630 AD)

Whats the implication?

Well, it's just about approval versus criticism and what is better. Criticism is 
always better. The "single intelligent man" and "the masses" are irrelevant, I want 
to argue. The intelligent man is often found among the masses. I will come to that 
later...

Thoughtless approval will not lead to progress. It can only reinforce past errors. 
No one is perfect therefore everyone can improve. The only way to improve is for 
your ideas to change. That can only happen with criticism of new ideas. Most new 
ideas will be bad. Many existing ideas are bad too. A single intelligent person with 
a sharp criticism of your idea is going to be invaluable. That single intelligent 
person could even be yourself, so make sure you always are a very tough critic of 
yourself.

Why do people want to "fit in"? -- why do they crave other people's
approval? -- why do they want to be accepted by a group?

I think they are three different ways of asking the same question, aren't they? 
Anyways, it *feels good* to fit in. Why? Is it for historical reasons? In the past we 
were taught that it is important to value the group we are in (tribe or country) 
because only together can we defeat our enemies who will take our land, food 
and resources. It is a matter of survival. Is it not still? If you are rejected by all 
groups and truly are alone and the catastrophe strikes (natural disaster, war, 
whatever) maybe you have less chance of surviving than if you were inside the 
tent.



Instead of
having a goal of social acceptance, why don't they have a goal of
living morally?

Because they are afraid. They think that if they do what they think is right when it 
disagrees with the group, they might get rejected. In some cases they might be 
right about this. Then they are alone. They might not want to be rejected by family 
or lose friends. Even if they aren't real friends - namely the kind of people who will 
reject them for simply disagreeing.

It can be *very* dangerous if you are rejected and are alone because then you 
have *much reduced* criticism of your ideas. This is a bad, dangerous situation to 
be in. A hermit has a tough time making personal progress of any sort. Sure, they 
can make some progress. Maybe they can even have some scientific or other 
intellectual insight, but a true hermit would then never reveal this to the world, and 
their insight would be lost until after they die unless they right it down. But that 
would slow progress. Certain kinds of social isolation can be dangerous. Take the 
recent case of the man in New York state in the USA who set fire to his house, 
waited for the firemen to arrive and then shot them. His note revealed that he 
planned all this. So...did he think it was the right thing to do? Whatever the case, 
this man needed to talk to more people and get his ideas criticised so that, by his 
own lights, there would be something better to occupy his time with than shooting 
to death some firemen. This guy, who shot himself anyway, did not seem active 
about seeking out criticism of his world view. He made bad, dangerous mistakes. 
Criticism would have helped. It would have come from simply joining in with his 
local community or family or reconnecting with friends and being honest with his 
ideas. There would be serious consequences for him, maybe lots of rejection, but 
maybe he would also just strike gold among some of the people he told because 
they would listen patiently and explain carefully what was wrong. That's way 
worse than him dead, and firemen dead and houses burned down and families 
ruined. So...there's a reason why having a goal of (bare minimal) social 
acceptance can help one lead a more moral life. Just get socially accepted 
*enough to have a conversation* and have the conversation you think is 
important. With that guy, he apparently didn't think having a conversation about 
the biggest event ever in his life was important. He might have thought this 
because he did not feel able to have it with anyone because he had rejected or 
was rejected by many people. Note that in this case it is not enough to find some 
sub sub culture on the internet to share your ideas with. You need a community 
which will definitely criticise you. If you're an Islamic terrorist - even in the middle 
of a small town in the USA, say - you have bad ideas. But there is no poverty of 



places on the net where you can find everyone agree that it will be a great idea to 
bomb some innocent people. Instead, in all cases, you need to spread your ideas 
as widely as possible and see what criticism comes back. If you're not getting 
criticism back, then it won't be very useful.

One might say that he can have both goals, but he'd be
wrong.

Most of the time, yeah. You are thinking of one extreme, I am thinking of the 
other. For most people, most of the time, simply "fitting in" just smooths daily life. 
Of course, one needs to he aware of what they are doing just to fit in in benign 
ways. So if social etiquette is to not push in a line while waiting for your coffee 
order (there is no law about this), then best to wait. Best also not to walk down 
the street with a boom-box playing loud music. Or swearing at people. Why? 
Because even if there were not laws about these things, choosing not to fit in, in 
those ways, might lead to lots of time consuming conversations in a rational 
society about that stuff that deviates from the norm. If you want to have those 
conversations, okay. Most of the rest of us just want to get to work or whatever. 
Our time is valuable.

But also, if you choose not to fit in, ever. If you actively choose to retreat from 
society, as I explained before it can be dangerous. It can actually be the morally 
wrong choice. Being surrounded by people means being surrounded by criticism. 
Isn't that good? You will only be surrounded by people if you choose to fit in, to a 
greater or lesser extent. If you reject (say) a certain subculture because you don't 
like them - say you hate Justin Bieber and all his fans and think you can learn 
nothing from him or the "Beliebers" who are predominantly 13 to 19 year old 
females - then it might not seem like much. Who cares if you take every 
opportunity to explain to everyone why Justin Bieber is a bad singer and bad 
performer and so on, well that probably won't matter. Except that this means 
there is one source of criticism possibly closed to you. Most of the time, that 
doesn't matter. But if you change Justin Bieber for "America" and all his fans to 
"Americans" and you yourself live in America, then it's more of a problem. You 
need sources of criticism.

One intelligent man with a criticism is better than the thoughtless approval of the 
masses. But surely two intelligent men with two sharp criticisms are better than 
one. Anyways, you are likely to *find* that intelligent man and sharp criticisms 
more generally among the masses. I said I would come back to this, and I am. 



The "goal of social acceptance" can be very important for ensuring that you 
actually encounter the man with the sharpest criticism. We can't all go searching 
for complete hermits. At a minimum an intelligent person has to be plugged in to 
some community. He can only do this if he is not completely rejected by nor does 
he reject completely that community. That requires some acceptance on both 
sides. We can never agree on *everything*, can we? If we can, then okay, I am 
wrong. But if we cannot then we have to accept some things that we disagree 
with in another person. We have to *accept* some things and just concentrate on 
what we think are important things. I might not agree with my friends christian 
beliefs, but most of the time I just ignore it. It is not important. I want to be socially 
accepted by them. Sometimes we talk about religion but I know that if I push and 
push that their reasons for believing that Jesus is real and performed miracles 
and that heaven exists, etc are bad explanations of the world that my friendship 
with them will soon be over. And that won't be because they are irrational but 
rather because I am boring.

Either he seeks to do the right thing, or he seeks to do what other's
will approve of. Sometimes these two goals don't conflict, in which
case there's no problem -- so seeking approval was unnecessary.

What if you are a person who has some really bad, irrational ideas? What then? If 
you are a muslim terrorist, right now plotting in New York how best to cause mass 
death of people...you honestly believe you are doing the right, moral thing. You 
think most people are immoral. The best way to remedy this is for the muslim 
terrorist to open up to the wider community and seek out our criticism.

But
what about when these goals do conflict? How should one choose which
goal matters? Should he choose (1) the right thing that won't be
accepted by the group,

In the case of the muslim terrorist, it's not the right thing, is it? He simply thinks it 
is. Right? How do we get out of this relativism, then? If what is moral is to do what 
I think I should. And what I think I should is what I believe is right...but if what I 
believe is right is *actually evil* then this cannot be how morality works...is it? 
Simply doing what I should, when what I should do is simply what I think is 
right...cannot work.



How does it work?

or (2) the wrong thing that will be accepted by
the group? If he chooses (1), then the group is immoral and he
shouldn't want acceptance from immoral people. If he chooses (2), then
he's choosing immorality, and to make matter's worse he's fueling the
group's immorality.

A muslim terrorist does what he does because he honestly believes in the 
immorality of the bigger group. He thinks the USA and the western world are evil. 
All of what you say here could be easily said to a muslim terrorist who would think 
"Damn right! And that is why I have to stick to my guns, and stay on this course. I 
am right! Simply choosing to do what the group wants is immoral. I'm so glad 
there is a philosophy of morality that accords so well with my fascism."

So why should anyone want to be socially accepted?

They shouldn't, most of the time. But there are many, important situation where 
the group actually has the better idea. Like the muslim terrorist. He is wrong. The 
guy that shot those firemen. Wrong. You can be so sure you are right, and yet 
wrong. Your goals should never include violence - but even to encounter that 
idea, you need to hear it or read it or whatever. Violent people often don't 
because they have isolated themselves from social groups. The amount of 
criticism has been reduced to a trickle or eliminated altogether. We should seek 
out good criticisms and lots of them. You can criticise your own stuff, alone, but 
it's not as good as having something else. Or someone else who is smart. Or two 
other people who are smart. Or a community of people that includes lots of smart 
people. That last one, that might be the best source of good criticisms.

Brett.



From: Josh Jordan <therealjoshjordan@gmail.com>
Subject: Re: [BoI] Criticism or approval?
Date: December 28, 2012 at 8:50 PM

On Fri, Dec 28, 2012 at 11:06 AM, Rami Rustom <rombomb@gmail.com> wrote:
Why do people want to "fit in"? -- why do they crave other
people's approval? -- why do they want to be accepted by a
group?

In every culture throughout history and even in the West today,
social interactions are largely governed by static memes. In
these societies, "fitting in" leads to higher status, which leads
to better replication opportunities, among other things.

 "Status in such a society is reduced by transgressing people’s
  expectations of proper behaviour, and is improved by meeting
  them. There would have been the expectations of parents, priests,
  chiefs and potential mates (or whoever controlled mating in that
  society) – who were themselves conforming to the wishes and
  expectations of the society at large. Those people’s opinions
  would determine one’s ability to eat, thrive and reproduce, and
  hence the fate of one’s genes." (Beginning of Infinity, p 413)

Instead of having a goal of social acceptance, why don't they
have a goal of living morally? One might say that he can have
both goals, but he'd be wrong.

Either he seeks to do the right thing, or he seeks to do what
other's will approve of. Sometimes these two goals don't
conflict, in which case there's no problem -- so seeking
approval was unnecessary.

Is it possible that more than one action could be morally right
at a particular point in time?  Suppose so, and suppose one
expects that at one of these right actions will gain the approval
of others and the rest won't.  Then there is no conflict between
the two goals, since there is an action that is aligned with
each. But the choice of which action to take still depends on
whether or not one seeks the approval of others, so it is not
necessarily superfluous to have both goals at once.



From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>, ARR <Autonomy-
Respecting-Relationships@yahoogroups.com>, RP <rational-politics-
list@googlegroups.com>, FoR <Fabric-of-Reality@yahoogroups.com>
Subject: [RP] I Changed My Mind About David Deutsch
Date: December 29, 2012 at 3:40 AM

http://www.curi.us/1567-i-changed-my-mind-about-david-deutsch

I have changed my mind about some things I have communicated about David 
Deutsch. I think the responsible thing to do is to say so.

When someone puts forward ideas in public, and persuades people, but then 
changes his mind, he ought to tell people. They shouldn't go by his old ideas with 
no chance for an update and to maybe change their minds too.

For example, if Thomas Szasz had decided he was mistaken that mental illness 
is a myth, then he would have been responsible for publishing a retraction and 
correction, and explaining why he changed his mind. Not doing so would have 
been immoral and irresponsible.

I do not know exactly what I have communicated about David Deutsch over the 
last decade, in public. This is partly an issue of memory, partly an issue of some 
things being communicated inexplicitly (without directly saying them, but they still 
come across), and partly an issue of trying to remember what was said in private 
or in public.

Let me clarify my relationship with David. I have known David for over a decade 
and had many, many discussions with him. For David's book _The Beginning of 
Infinity_, I provided over 200 pages of especially appreciated comments and 
edits. I made and own the website and discussion group for the book. David is a 
founder of Taking Children Seriously (TCS) and Autonomy Respecting 
Relationships (ARR). I own the dicussion groups for both of those, too.

We no longer associate closely. Things changed. I have learned a lot from David 
and I used to think we agreed more than I now think. I now regard David as 
rejecting some important good ideas. For some of these ideas, I had thought I 
learned them from David, but I've changed my mind about that.

Here are some things I have changed my mind about.

http://www.curi.us/1567-i-changed-my-mind-about-david-deutsch


I believe I have communicated that David is a world class expert on TCS, ARR, 
and some other parts of philosophy. I thought he was. However, he has stopped 
talking about a lot of that stuff and has said things exposing misconceptions. So 
I've changed my mind.

I think have communicated that I consider David a better philosopher than myself 
with higher status and more knowledge. I have changed my mind.

In the past I think I basically said David is always right. I did not mean it literally 
but I did mean something, and I have changed my mind.

I believe I have communicated that David is super rational. That I endorse him 
and his ideas pretty much without exception. That I'm a big fan. I've changed my 
mind.

I've said that David is a fan of Ayn Rand. He made this claim to me and I 
accepted it. I've changed my mind.

The list of issues I now know that I disagree with David about includes qualia, 
mirror neurons, Edmund Burke, Thomas Szasz, Ayn Rand, Ludwig von Mises, 
William Godwin's economics, deduction, hard to vary, meta discussion, 
justificationism, the value of school and academia, the value of having plenty of 
critical discussions on email lists in order to learn. Note that I have left some out 
to respect David's privacy.

Despite David's TCS reputation, and arguments against school, he actually has a 
a much more favorable opinion of university and academia than I do. His position 
on school is incompatible with TCS.

I believe I have communicated that David has the utmost intellectual integrity and 
responsibility. He does not. I thought he did; I was surprised when he acted 
otherwise; I've changed my mind.

People can seem more rational than they are as long as they are right frequently. 
This can happen when they already know a lot of things, but are not learning new 
things. When there are serious criticisms of their thinking then they are put to a 
harder test. Critical challenges can be particularly revealing about someone's 
character. David has done poorly on several.

I still consider _The Fabric of Reality_ and _The Beginning of Infinity_ to be very 



good books. They are world class. And there are other things David has written 
that are good.

I made every effort to avoid this outcome. For example, I tried to help David by 
explaining his misconceptions and offering him new ideas.

I have learned from this. In the future I will hold people to a higher standard. 
Many of my comments about David were years past, and I have improved my 
judgment.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fwd: Programmers & Philosophy
Date: December 29, 2012 at 3:45 AM

This post was automatically rejected because he isn't a member of BoI list, so I've 
forwarded it.

Begin forwarded message:

From: Patrick Wyatt <pat@codeofhonor.com>
Subject: Re: Programmers & Philosophy
Date: December 29, 2012 12:39:51 AM PST
To: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Reply-To: pat@codeofhonor.com

Howdy Elliot,

I'm glad that you enjoyed my blog post enough to comment at such length on
one of my posts.

You're right to point out that doubling the size of a project increases the
complexity more than linearly; your point is well taken.

At the same time, it's dangerous to reason about the inner mind and
motivations of a person based solely on a fragment of writing. It's easy to
be an armchair psychologist -- a trap I've fallen into myself to my chagrin.

Case in point: when I was making the argument that twice the code creates
twice the bugs, I was actually endeavoring to head off an anticipated flame
war. I wrote a previous blog article dissuading C++ programmers from using
std::list and boost::intrusive and was slammed by advocates of those
libraries to the point that I've yet to write a promised follow-up for lack
of desire to get *flambéed*.

In writing that C++ compilers having 2x the lines and hence 2x the bugs of
Ruby interpreters, I was endeavoring to write unobjectionably about a
sub-point not directly related to the main thrust of my already-too-long
blog post to avoid the torches and pitchforks of those self-same
programmers. Perhaps if I added an "at least 2x the bugs" I could have



finessed the issue.

Thanks for posting your thoughts: analyzing the "meta" of building programs
is the first step to improving the whole process instead of just fixing the
bugs!

Pat

On Tue, Dec 18, 2012 at 2:35 PM, Elliot Temple <curi@curi.us> wrote:

Good programmers typically have significant knowledge of epistemology (the
philosophy of knowledge) as it relates to programming. But without knowing
that's what it is.

E.g. most programmers understand that it's not just about what your code
does but also how it's organized. Most philosophers *do not understand
that* issue (code is a type/form of knowledge; this is the type of thing
philosophers should know but don't). The idea that how knowledge is
organized matters a lot, separately from the issue of what it does, is
trivial to many good programmers as long as you say "code" instead of
"knowledge", but known to few philosophers no matter how you say it.

But because programmers don't actually study philosophy at all, sometimes
they make huge silly mistakes of their own, despite being good at this
stuff. Sometimes the gaps in their knowledge show up.

http://www.codeofhonor.com/blog/whose-bug-is-this-anyway

Ruby is a complex and fully-featured language, but as the diagram shows
C++ is twice as complex, so we would expect it to have twice as many bugs,
all other things being equal.

Twice as complex does not mean twice as many bugs. It's much, much worse
than that.

Suppose you have a programming project with two sub-systems. And another
with 4. Bugs can come from flaws in how different parts of a program
interact. The first program has *one* such interaction. The second program,

http://www.codeofhonor.com/blog/whose-bug-is-this-anyway


with double the complexity in some sense, double the lines of codes, double
the features ... has *six* such interactions. That's *six times as many
potential bugs of that type*. (You can try with different numbers of
subsystems and doubling it will typically give around four times more
interactions of pairs.)

If you take into account interactions between more than two sub-systems, I
think things get worse. For example in this case you'd have 4 sets of 3
sub-systems that could interact and the set of all 4, so that'd be 5 more
possibilities for the larger codebase.

The writer has worked on and managed complex programming projects, so he
ought to be used to this from experience. I'm sure he actually is. He's a
quality guy and in some sense I'm sure he does understand this and know
about it. You have to in order to accomplish what he has. Projects where no
one important understands this kind of stuff in anyway way would fail. If
people didn't know this at all, they'd do things like think they could take
on twice as ambitious a project (in some naive sense) for twice the budget,
when what they want would actually take 5x the budget. That'd lead to
disaster. But his career hasn't gone like that.

Somehow he both knows and does not know this. In his work he's gotten it
right. In his blog post he's gotten it wrong.

Another reason bigger projects have more bugs is that more people are
involved in making them. When you go from one programmer understanding 
an
entire project to two people working on different parts of it, you raise
the amount of bugs. A lot.

When you go from a semi-manageable team of 10 to a team of 20 that starts
feeling big and unmanageable, the number of bugs can skyrocket. It doesn't
just double. There's some point where communication and management
techniques stop working well when the team is too big, or you have to
change to a different *type* of organization.

There are many other factors. For example, twice as much code might mean



twice as long to compile. If so, that would mean less time spent on bug
testing. So more bugs that aren't caught early.

In order to merely have twice the bugs with twice the code, you'd have to
be able to go through half the code dealing with bugs, then go through the
other half, completely separately. Then it'd be twice as much work for the
same level of bug removal. But that's not how it works. When dealing with
one half, you have to worry about interactions with the other half. So
addressing bugs in double the code is more than double the work.

All good programmers know this in some sense. They have experience with
it, it's intuitive to them. But then when they are taking on the role of a
writer, talking about ideas ... doing more of a philosophy task than code
... their knowledge doesn't necessarily still work and they can write
ridiculous statements that they should know better than to think. (I'm sure
he *does* know better, if you ask if this is true and phrase the question
the right way. If you ask the right question he will remember something he
already knows and know the answer. He's dealt with this issue before, he
just isn't making the connection between a lot of his epistemology
knowledge and what he writes in the article.)

I think it's really interesting how people can contradict their own
hard-won, high-quality knowledge. They can understand an issue, but then
approach it from the wrong angle and get it wrong anyway.

One of the many issues behind this is people often have a bad sense of
when to slow down and look for any mistakes they might be making. They
aren't usually very good at seeing the warning signs for when to think
things through more. At least when it comes to philosophy. When it comes to
programming, I'll bet you he's pretty skillful at sensing when there might
be a bug and he could think about his code more. But I think pretty much
everyone, from any field (including philosophy), is bad at the equivalent
skill when writing anything philosophical, even if they are very good at it
in some other context.

-- Elliot Temple



http://curi.us/

-- Elliot Temple
http://beginningofinfinity.com/

http://curi.us/
http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: Programmers & Philosophy
Date: December 29, 2012 at 4:16 AM

On Dec 29, 2012, at 12:45 AM, Elliot Temple <curi@curi.us> wrote:

This post was automatically rejected because he isn't a member of BoI list, so 
I've forwarded it.

Begin forwarded message:

From: Patrick Wyatt <pat@codeofhonor.com>
Subject: Re: Programmers & Philosophy
Date: December 29, 2012 12:39:51 AM PST
To: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Reply-To: pat@codeofhonor.com

Howdy Elliot,

I'm glad that you enjoyed my blog post enough to comment at such length on
one of my posts.

A little sad what sort of expectations he has about the world. I'm not saying it's 
inaccurate or unreasonable, or his fault, just sad.

You're right to point out that doubling the size of a project increases the
complexity more than linearly; your point is well taken.

At the same time, it's dangerous to reason about the inner mind and
motivations of a person based solely on a fragment of writing. It's easy to
be an armchair psychologist -- a trap I've fallen into myself to my chagrin.

That it is dangerous does not make any of my comments false. He did not point 
out any mistake I made. What he says below is actually compatible with what I 
had said. So this is another philosophy mistake he's made.

To make a general point I think is interesting: as a skilled thinker, I believe it is 



acceptable for me to try to do things which the majority of people should not 
attempt. Just because something is difficult or dangerous does not mean no one 
should ever try it. One way to interpret this sort of comment is, "It's so hard 
[dangerous] you'd have to be a top expert to do it. So you shouldn't do it." Read 
that way, it's an attack on my status/authority as inadequate (without argument 
about what my status/authority actually is, let alone about the ideas in question 
themselves.)

A common assumption people make is that everyone they meet is mediocre. 
Pretty good, maybe, but not great. Unless they meet the person in special 
circumstances which convey high status. One reason this pessimism is a bad 
way to approach life is because it means you will interact badly with the best 
people you meet. Why would you want to design your way of dealing with people 
to work well with the mediocre ones and work poorly with the best ones?

People say things like "You'll catch more flies with honey than vinegar," but they 
fail to acknowledge that not all people are equal and not all people have the same 
palate.

Further, I did not reason "solely" from a writing fragment. That is factually false. I 
read a number of long written pieces by him and have some familiarity with his 
career. I drew on this knowledge when I said, for example, that he is a "quality 
guy" and that "his career hasn't gone [really badly]".

I also don't believe I played psychologist. I made comments about his 
*knowledge* (mostly aimed at programmers in general). I also deny that psycho-
epistemology and psychology are the same thing.

The psychology tradition/field/profession is a meaningful, substantive thing which 
I am not a part of. I do not approve of psychologists. I use different methods to 
reach different types of insights.

Case in point: when I was making the argument that twice the code creates
twice the bugs, I was actually endeavoring to head off an anticipated flame
war. I wrote a previous blog article dissuading C++ programmers from using
std::list and boost::intrusive and was slammed by advocates of those
libraries to the point that I've yet to write a promised follow-up for lack



of desire to get *flambéed*.

In writing that C++ compilers having 2x the lines and hence 2x the bugs of
Ruby interpreters, I was endeavoring to write unobjectionably about a
sub-point not directly related to the main thrust of my already-too-long
blog post to avoid the torches and pitchforks of those self-same
programmers. Perhaps if I added an "at least 2x the bugs" I could have
finessed the issue.

I think the takeaway here is that I was right about him understanding the technical 
issues involved: he does understand them. He agreed on that point immediately 
and directly with no fudging, hedging or ambiguity.

His mistake was something else, a writing/communication/philosophy mistake, 
not a technical mistake. That is nicely compatible with my theme that 
programmers understand a substantial amount of epistemology, in fact, but do 
not know what "epistemology" is and more generally lack some philosophical 
skills.

Thanks for posting your thoughts: analyzing the "meta" of building programs
is the first step to improving the whole process instead of just fixing the
bugs!

Indeed. And learning more philosophy can help with that.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Criticism or approval?
Date: December 29, 2012 at 9:16 AM

On Fri, Dec 28, 2012 at 5:48 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 29/12/2012, at 4:07, "Rami Rustom" <rombomb@gmail.com> wrote:

"I much prefer the sharpest criticism of a single intelligent man to
the thoughtless approval of the masses." -- Johannes Kepler (1571 -
1630 AD)

Whats the implication?

Well, it's just about approval versus criticism and what is better. Criticism is 
always better. The "single intelligent man" and "the masses" are irrelevant, I 
want to argue. The intelligent man is often found among the masses. I will come 
to that later...

Thoughtless approval will not lead to progress. It can only reinforce past errors. 
No one is perfect therefore everyone can improve. The only way to improve is 
for your ideas to change. That can only happen with criticism of new ideas.

and of existing ideas.

Most new ideas will be bad. Many existing ideas are bad too. A single intelligent 
person with a sharp criticism of your idea is going to be invaluable. That single 
intelligent person could even be yourself, so make sure you always are a very 
tough critic of yourself.

Why do people want to "fit in"? -- why do they crave other people's
approval? -- why do they want to be accepted by a group?

I think they are three different ways of asking the same question, aren't they?

Yes.



Anyways, it *feels good* to fit in.

I think that is only true *if* the person has an idea that makes him
feel good when he gets approval. People that don't have that idea
don't feel good. All feelings are caused by ideas. No feelings happen
independently of ideas.

Why? Is it for historical reasons? In the past we were taught that it is important 
to value the group we are in (tribe or country) because only together can we 
defeat our enemies who will take our land, food and resources.

Yes its memetic.

It is a matter of survival. Is it not still? If you are rejected by all groups and truly 
are alone and the catastrophe strikes (natural disaster, war, whatever) maybe 
you have less chance of surviving than if you were inside the tent.

I think that is only true in closed societies.

Instead of
having a goal of social acceptance, why don't they have a goal of
living morally?

Because they are afraid. They think that if they do what they think is right when 
it disagrees with the group, they might get rejected. In some cases they might 
be right about this. Then they are alone. They might not want to be rejected by 
family or lose friends. Even if they aren't real friends - namely the kind of people 
who will reject them for simply disagreeing.

Why would a person want stupid friends like that? I'd rather have no
friends than have stupid fake relationships with people that I deceive
myself into calling my friends.



It can be *very* dangerous if you are rejected and are alone because then you 
have *much reduced* criticism of your ideas.

Why does that matter? If you are alone because the rest of the world
is stupid, then their criticism is stupid too, right?

This is a bad, dangerous situation to be in. A hermit has a tough time making 
personal progress of any sort. Sure, they can make some progress. Maybe they 
can even have some scientific or other intellectual insight, but a true hermit 
would then never reveal this to the world, and their insight would be lost until 
after they die unless they right it down. But that would slow progress. Certain 
kinds of social isolation can be dangerous. Take the recent case of the man in 
New York state in the USA who set fire to his house, waited for the firemen to 
arrive and then shot them. His note revealed that he planned all this. So...did he 
think it was the right thing to do? Whatever the case, this man needed to talk to 
more people and get his ideas criticised so that, by his own lights, there would 
be something better to occupy his time with than shooting to death some 
firemen. This guy, who shot himself anyway, did not seem active about seeking 
out criticism of his world view. He made bad, dangerous mistakes. Criticism 
would have helped. It would have come from simply joining in with his local 
community or family or reconnecting with friends and being honest with his 
ideas. There would be serious consequences for him, maybe lots of rejection, 
but maybe he would also just strike gold among some of the people he told 
because they would listen patiently and explain carefully what was wrong. That's 
way worse than him dead, and firemen dead and houses burned down and 
families ruined. So...there's a reason why having a goal of (bare minimal) social 
acceptance can help one lead a more moral life. Just get socially accepted 
*enough to have a conversation* and have the conversation you think is 
important. With that guy, he apparently didn't think having a conversation about 
the biggest event ever in his life was important. He might have thought this 
because he did not feel able to have it with anyone because he had rejected or 
was rejected by many people. Note that in this case it is not enough to find 
some sub sub culture on the internet to share your ideas with. You need a 
community which will definitely criticise you. If you're an Islamic terrorist - even 
in the middle of a small town in the USA, say - you have bad ideas. But there is 
no poverty of places on the net where you can find everyone agree that it will be 
a great idea to bomb some innocent people. Instead, in all cases, you need to 



spread your ideas as widely as possible and see what criticism comes back. If 
you're not getting criticism back, then it won't be very useful.

But, if one has a goal of doing the right thing, while also cherishing
quality external criticism, that does not mean that he wants social
acceptance.

One might say that he can have both goals, but he'd be
wrong.

Most of the time, yeah. You are thinking of one extreme, I am thinking of the 
other. For most people, most of the time, simply "fitting in" just smooths daily 
life. Of course, one needs to he aware of what they are doing just to fit in in 
benign ways. So if social etiquette is to not push in a line while waiting for your 
coffee order (there is no law about this), then best to wait. Best also not to walk 
down the street with a boom-box playing loud music. Or swearing at people. 
Why? Because even if there were not laws about these things, choosing not to 
fit in, in those ways, might lead to lots of time consuming conversations in a 
rational society about that stuff that deviates from the norm. If you want to have 
those conversations, okay. Most of the rest of us just want to get to work or 
whatever. Our time is valuable.

But acting morally means not doing those things and that doesn't
involve wanting social acceptance. Pushing people while waiting in a
line is not mutually beneficial. Playing loud music in certain areas
is not mutually beneficial. Swearing at people is not mutually
beneficial.

You've equated "choosing not to fit in" with wanting other people to
sacrifice their preferences, which is immoral.

But also, if you choose not to fit in, ever. If you actively choose to retreat from 
society, as I explained before it can be dangerous. It can actually be the morally 
wrong choice. Being surrounded by people means being surrounded by 
criticism. Isn't that good? You will only be surrounded by people if you choose to 
fit in, to a greater or lesser extent. If you reject (say) a certain subculture 



because you don't like them - say you hate Justin Bieber and all his fans and 
think you can learn nothing from him or the "Beliebers" who are predominantly 
13 to 19 year old females - then it might not seem like much. Who cares if you 
take every opportunity to explain to everyone why Justin Bieber is a bad singer 
and bad performer and so on, well that probably won't matter. Except that this 
means there is one source of criticism possibly closed to you. Most of the time, 
that doesn't matter. But if you change Justin Bieber for "America" and all his 
fans to "Americans" and you yourself live in America, then it's more of a 
problem. You need sources of criticism.

One intelligent man with a criticism is better than the thoughtless approval of the 
masses. But surely two intelligent men with two sharp criticisms are better than 
one. Anyways, you are likely to *find* that intelligent man and sharp criticisms 
more generally among the masses. I said I would come back to this, and I am. 
The "goal of social acceptance" can be very important for ensuring that you 
actually encounter the man with the sharpest criticism. We can't all go searching 
for complete hermits. At a minimum an intelligent person has to be plugged in to 
some community. He can only do this if he is not completely rejected by nor 
does he reject completely that community.

An "intelligent" man in an open society *will* be accepted by some
people even without the intelligent man seeking social acceptance,
which is why I think social acceptance is superfluous.

That requires some acceptance on both sides. We can never agree on 
*everything*, can we?

Right but an intelligent man does not have that impossible expectation.

If we can, then okay, I am wrong. But if we cannot then we have to accept some 
things that we disagree with in another person. We have to *accept* some 
things and just concentrate on what we think are important things. I might not 
agree with my friends christian beliefs, but most of the time I just ignore it. It is 
not important. I want to be socially accepted by them.

I don't understand why you want that. Why do you think that just
acting morally isn't enough for them to accept you as you are? And if
its not enough, then why change yourself just so that they accept you?



Sometimes we talk about religion but I know that if I push and push that their 
reasons for believing that Jesus is real and performed miracles and that heaven 
exists, etc are bad explanations of the world that my friendship with them will 
soon be over. And that won't be because they are irrational but rather because I 
am boring.

But, if they directly asked you your views on that subject, would you
explain or evade? If you explain and they still accept you then fine.
If you evade with the aim of preserving social acceptance, thats bad.

Either he seeks to do the right thing, or he seeks to do what other's
will approve of. Sometimes these two goals don't conflict, in which
case there's no problem -- so seeking approval was unnecessary.

What if you are a person who has some really bad, irrational ideas? What then? 
If you are a muslim terrorist, right now plotting in New York how best to cause 
mass death of people...you honestly believe you are doing the right, moral thing. 
You think most people are immoral. The best way to remedy this is for the 
muslim terrorist to open up to the wider community and seek out our criticism.

But
what about when these goals do conflict? How should one choose which
goal matters? Should he choose (1) the right thing that won't be
accepted by the group,

In the case of the muslim terrorist, it's not the right thing, is it? He simply thinks it 
is. Right? How do we get out of this relativism, then? If what is moral is to do 
what I think I should. And what I think I should is what I believe is right...but if 
what I believe is right is *actually evil* then this cannot be how morality 
works...is it? Simply doing what I should, when what I should do is simply what I 
think is right...cannot work.

How does it work?



or (2) the wrong thing that will be accepted by
the group? If he chooses (1), then the group is immoral and he
shouldn't want acceptance from immoral people. If he chooses (2), then
he's choosing immorality, and to make matter's worse he's fueling the
group's immorality.

A muslim terrorist does what he does because he honestly believes in the 
immorality of the bigger group. He thinks the USA and the western world are 
evil. All of what you say here could be easily said to a muslim terrorist who 
would think "Damn right! And that is why I have to stick to my guns, and stay on 
this course. I am right! Simply choosing to do what the group wants is immoral. 
I'm so glad there is a philosophy of morality that accords so well with my 
fascism."

But, it is moral to seek out quality external criticism. Note that the
muslim terrorist already has available to him plenty of quality
external criticism of his ideas all over the internet. He is acting
immorally by evading that criticism. And it might be true to say that
he is acting immorally by seeking social acceptance by his muslim
peers -- namely the ones that influenced him to decide to commit
murder.

So why should anyone want to be socially accepted?

They shouldn't, most of the time. But there are many, important situation where 
the group actually has the better idea.

If I am persuaded by an idea that originated from someone other than
myself, that does not mean that I sought social acceptance. I
can/should consider the content and merit of the idea and not the
source of the idea.

Like the muslim terrorist. He is wrong. The guy that shot those firemen. Wrong. 
You can be so sure you are right, and yet wrong. Your goals should never 
include violence - but even to encounter that idea, you need to hear it or read it 



or whatever. Violent people often don't because they have isolated themselves 
from social groups. The amount of criticism has been reduced to a trickle or 
eliminated altogether. We should seek out good criticisms and lots of them. You 
can criticise your own stuff, alone, but it's not as good as having something else. 
Or someone else who is smart. Or two other people who are smart. Or a 
community of people that includes lots of smart people. That last one, that might 
be the best source of good criticisms.

I'm reminded of the original quote that launched this discussion. I
think its similar to the idea that: Having one good friend is better
than having lots of bad friends.

I never understood why people want lots of friends. I always was
always fine with just a few good ones.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Criticism or approval?
Date: December 29, 2012 at 9:17 AM

On Fri, Dec 28, 2012 at 7:50 PM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Fri, Dec 28, 2012 at 11:06 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

Why do people want to "fit in"? -- why do they crave other
people's approval? -- why do they want to be accepted by a
group?

In every culture throughout history and even in the West today,
social interactions are largely governed by static memes. In
these societies, "fitting in" leads to higher status, which leads
to better replication opportunities, among other things.

        "Status in such a society is reduced by transgressing people’s
  expectations of proper behaviour, and is improved by meeting
  them. There would have been the expectations of parents, priests,
  chiefs and potential mates (or whoever controlled mating in that
  society) – who were themselves conforming to the wishes and
  expectations of the society at large. Those people’s opinions
  would determine one’s ability to eat, thrive and reproduce, and
  hence the fate of one’s genes." (Beginning of Infinity, p 413)

Instead of having a goal of social acceptance, why don't they
have a goal of living morally? One might say that he can have
both goals, but he'd be wrong.

Either he seeks to do the right thing, or he seeks to do what
other's will approve of. Sometimes these two goals don't
conflict, in which case there's no problem -- so seeking
approval was unnecessary.

Is it possible that more than one action could be morally right
at a particular point in time?

I'm thinking of CPF and the fact that it is designed to find one CP.
And that CP was found to have no conflicts with any preferences of the



people involved. But...

Suppose so, and suppose one
expects that at one of these right actions will gain the approval
of others and the rest won't.  Then there is no conflict between
the two goals, since there is an action that is aligned with
each. But the choice of which action to take still depends on
whether or not one seeks the approval of others, so it is not
necessarily superfluous to have both goals at once.

... if seeking social acceptance is a goal (a preference), then the
first option you described is a CP and the rest aren't, since the rest
of the options conflict with his social acceptance preference.

Thoughts?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Sarah Fitz-Claridge <sarah@takingchildrenseriously.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>, ARR <Autonomy-Respecting-
Relationships@yahoogroups.com>, RP <rational-politics-
list@googlegroups.com>, FoR <Fabric-of-Reality@yahoogroups.com>
Subject: [BoI] Re: I Changed My Mind About David Deutsch
Date: December 29, 2012 at 4:08 PM

In my view it would be much more accurate to say that David has the
greatest mind ever to have existed. His thinking is breathtakingly logical
and brilliant. His ideas have changed the world and will do so even more
profoundly in the future. I have never met anyone more pure, more
truth-seeking and more open to criticism than David. But he has never
claimed to be infallible or perfectly rational in any sphere of life.
Indeed, if anything he is too quick to warn that he might be mistaken or to
say that he is irrational in a given respect, and may be in others. His
fallibilism extends to his own psychology: he actually believes that he can
be mistaken. He doesn't fall into cocksureness, and he has always wanted
his ideas to be judged by their content, not by their source. He never
argues from authority!

David knows that even without super-human infallibility and rationality in
all spheres, human beings can make progress. While some define others by
any irrationality and mistakes apparent in their thinking, David sees the
good without being blind to the bad. For example, David has always spoken
glowingly of Ayn Rand's contribution while also having significant
criticisms of some of her ideas. Similarly, if anyone could be said to be a
fan of Karl Popper it would be David, and yet he is positively scathing
about two of Popper's books, and has criticisms even of *Objective
Knowledge*, one of his favourite books by Popper.

David has always pointed out that one important difference between
homeschoolers and TCS parents is that homeschoolers won't let their
children go to school and get very angry at the TCS idea that children
should have a genuine choice whether or not to go to school. If a child
wants to try school, go to university, or get a PhD in Women's Studies
despite your criticisms of the idea, what do you do? The TCS parent does
everything in his power to support that choice and to make the experience
fabulous and valuable for the child. One reason is that you are fallible.
You might be mistaken, even about the value or lack thereof of academic
education. The TCS parent strives to avoid channelling his child into his



preconceived vision of what the child must want and do and think and be,
instead striving to respect and nurture the child's autonomy.

-- 

Sarah Fitz-Claridge
Founder, Taking Children Seriously:
http://www.takingchildrenseriously.com/

-- 

http://www.takingchildrenseriously.com/


From: Jason <auvenj@gmail.com>
Cc: Fabric-of-Reality@yahoogroups.com, TCS <taking-children-
seriously@googlegroups.com>, ARR <Autonomy-Respecting-
Relationships@yahoogroups.com>, RP <rational-politics-
list@googlegroups.com>
Subject: [RP] Homeschoolers and TCS (was: I Changed My Mind About David 
Deutsch)
Date: December 30, 2012 at 1:44 AM

On Sat, Dec 29, 2012 at 2:08 PM, Sarah Fitz-Claridge
<sarah@takingchildrenseriously.com> wrote:

David has always pointed out

Do you have a quote from David? I haven't seen this from David, but I
haven't read everything he's written. I'll treat it below as an
abstract idea or your idea - hence the change in subject. My comment
really isn't about whether David said it or not. It's about whether or
not it's true.

that one important difference between
homeschoolers and TCS parents is that homeschoolers won't let their
children go to school and get very angry at the TCS idea that children
should have a genuine choice whether or not to go to school.

This claim is false and unfairly maligns a significant number of
homeschoolers who are not TCS. When my wife and I decided to
homeschool (when our first child was an infant), we explicitly
discussed whether our child should be allowed to go to school if he
wanted, and we decided he should and would be allowed. This was years
before I'd even heard of TCS.

In our homeschool group this issue of letting children go to school if
they want is a common topic of discussion. TCS is not a common topic
of discussion.

We haven't done any kind of statistical survey but the position that
children be allowed and supported to go to school if they want is
common in our group. We are not isolated or rare in this position.

It's not just idle chatter either. Our own children have not chosen to



go to school, but some other homeschooled children in our group have,
and their parents have let them and helped them (parental help is
necessary for a homeschooled child to be allowed back in school in my
state). Of the ones that have tried school, some have stayed and some
have returned to homeschooling. A few have tried it more than once.

The opposite position, that children not be allowed to go to school,
is also common in our group. Yet I've never heard anyone get angry at
the idea. They disagree, and they don't let their kids go to school
even if the children want to, but it's not particularly emotionally
charged.

I don't mean to imply that people in our homeschool group who do allow
school have somehow spontaneously re-invented TCS or are TCS - we
didn't and they haven't, we're all non-TCS in some important ways just
not in that particular way.

So it's still true that TCS and homeschoolers are different. It's just
not true that one of the ways homeschoolers are consistently different
is that homeschoolers don't allow and support their children's choice
to go to school.

Our homeschool group may be somewhat unusual in that it is not
affiliated with any particular religious belief. We have members of
many religions, as well as atheists and agnostics in our group. Most
of the other groups in town are monolithically Christian. Perhaps the
monolithically Christian groups are relatively uniform in opposition
to allowing their children to go to school. Or perhaps not. As a
former Christian I can think of many reasons that might be, and few
why it wouldn't be, but I don't know because I don't have much contact
with those groups. It would not be fair of me to malign them with a
comment implying that they are uniform in opposition to child's choice
to go to school.

Given the fact that we arrived at the conclusion that our children
should be allowed to attend school if they want without knowing of
TCS, and lots of other parents we know from different philosophical
backgrounds reached the same conclusion without TCS, it's not
unreasonable to speculate that homeschool groups such as ours where
this position is common exist in many locations throughout the world.



--Jason

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Clarification about mirror neurons
Date: December 30, 2012 at 10:17 AM

In BoI, David explicitly says that mirror neurons don't explain human imitation. 
However, there is another problem with the mirror neuron idea.

Neurons, or some set of neurons, can act as a set of universal classical gates. So 
mirror neurons (or some subset thereof) play a role in imitation by virtue of 
instantiating some algorithm. The explanation of how the imitation is done is in 
terms of that algorithm rather than in terms of the neurons per se. So then calling 
them mirror neurons is a bit like saying that a universal computer that happens to 
be set up to implement a chess playing algorithm is a chess playing chip when 
that chip could just as easily be programmed to do any other classical 
computation.

This could lead to mistakes. It could be the case that some of the mirror neurons 
could be cut out or destroyed without destroying the mirror functionality. They 
happen to go off because they're wired up to other neurons that do the mirror 
neuron algorithm. Worse, it could be the case that there are two sets of neurons 
A and B and you could destroy either one of them without destroying the mirror 
functionality but if we destroy both sets then we destroy the mirror functionality. In 
the absence of a specific explanation it's important to think of the mirror 
functionality as being software so we don't miss stuff.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Exploiting biology to increase energy and food supply and 
removing carbon from atmosphere
Date: December 30, 2012 at 4:32 PM

http://www.sciencedaily.com/releases/2012/02/120217145755.htm

Ultimately, success in this research could allow the development of a 
sustainable carbon neutral economy arresting the increasing carbon dioxide 
levels in the atmosphere from fossil fuel burning.

[...]

Professor Jones said: "We want to couple the photosynthetic apparatus in one 
bacterial species to the fuel-producing metabolism of a second species. We 
could then funnel excess energy directly into fuel production. It would see two 
biological systems working together to make fuel from the sun's energy."

A simple analogy is a power station that isn't connected to the distribution grid. 
Unconnected, the excess energy goes to waste. The researchers hope to create 
a connection that will transfer this energy to make fuel. This connection could be 
provided by hair-like electrically conductive filaments called pili.

Professor Jones explains: "Certain bacteria naturally grow conductive filaments 
called pili. These pili could be exploited to transfer energy between the cells we 
want to use."

Awesome!

-- Rami Rustom
http://ramirustom.blogspot.com

http://www.sciencedaily.com/releases/2012/02/120217145755.htm
http://ramirustom.blogspot.com/


From: Nicolas Marquis Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] Exploiting biology to increase energy and food supply and 
removing carbon from atmosphere
Date: December 30, 2012 at 5:02 PM

An easy solution for getting "free" energy is to use geothermal plants that use the 
heat of earth's mantel to boil water and power generators, totally renewable, safe, 
scalable, independent of region and clean.

As for food, we could always build hydroponic skyscrapers to feed lots of people, 
but reducing population via children quotas would still be necessary and 
desirable, if only for value and quality of life reasons. The less scarce a ressource 
is, the less valuable man perceive it, so it is with human ressources.

Nick

Le 2012-12-30 à 16:32, Rami Rustom <rombomb@gmail.com> a écrit :

http://www.sciencedaily.com/releases/2012/02/120217145755.htm

Ultimately, success in this research could allow the development of a 
sustainable carbon neutral economy arresting the increasing carbon dioxide 
levels in the atmosphere from fossil fuel burning.

[...]

Professor Jones said: "We want to couple the photosynthetic apparatus in one 
bacterial species to the fuel-producing metabolism of a second species. We 
could then funnel excess energy directly into fuel production. It would see two 
biological systems working together to make fuel from the sun's energy."

A simple analogy is a power station that isn't connected to the distribution grid. 
Unconnected, the excess energy goes to waste. The researchers hope to 
create a connection that will transfer this energy to make fuel. This connection 
could be provided by hair-like electrically conductive filaments called pili.

Professor Jones explains: "Certain bacteria naturally grow conductive 
filaments called pili. These pili could be exploited to transfer energy between 
the cells we want to use."

http://www.sciencedaily.com/releases/2012/02/120217145755.htm


Awesome!

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Nicolas Marquis Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] Exploiting biology to increase energy and food supply and 
removing carbon from atmosphere
Date: December 30, 2012 at 5:09 PM

The best known technology for optimal and economical nutrition is what is called 
sungazing with the "hrm" protocol, many people have completely stopped eating 
resulting from this practice and have been tested for fasting for up to 411 days 
while on strict monitoring by a team of world class medical doctors...

Le 2012-12-30 à 16:32, Rami Rustom <rombomb@gmail.com> a écrit :

http://www.sciencedaily.com/releases/2012/02/120217145755.htm

Ultimately, success in this research could allow the development of a 
sustainable carbon neutral economy arresting the increasing carbon dioxide 
levels in the atmosphere from fossil fuel burning.

[...]

Professor Jones said: "We want to couple the photosynthetic apparatus in one 
bacterial species to the fuel-producing metabolism of a second species. We 
could then funnel excess energy directly into fuel production. It would see two 
biological systems working together to make fuel from the sun's energy."

A simple analogy is a power station that isn't connected to the distribution grid. 
Unconnected, the excess energy goes to waste. The researchers hope to 
create a connection that will transfer this energy to make fuel. This connection 
could be provided by hair-like electrically conductive filaments called pili.

Professor Jones explains: "Certain bacteria naturally grow conductive 
filaments called pili. These pili could be exploited to transfer energy between 
the cells we want to use."

Awesome!

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://www.sciencedaily.com/releases/2012/02/120217145755.htm
http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Exploiting biology to increase energy and food supply and 
removing carbon from atmosphere
Date: December 30, 2012 at 5:10 PM

On Dec 30, 2012, at 2:02 PM, Nicolas Marquis Kirchberger 
<oberon.nmk@gmail.com> wrote:

An easy solution for getting "free" energy is to use geothermal plants that use 
the heat of earth's mantel to boil water and power generators, totally renewable, 
safe, scalable, independent of region and clean.

As for food, we could always build hydroponic skyscrapers to feed lots of 
people, but reducing population via children quotas would still be necessary and 
desirable, if only for value and quality of life reasons. The less scarce a 
ressource is, the less valuable man perceive it, so it is with human ressources.

Humans can create more than they consume. A lot more.

If it were otherwise, how could human civilization ever get anywhere?

More productive people means more standard of living. See, for example, the 
book _The Ultimate Resource_.

Totalitarian social controls, enforced by violence, will lower, not raise, quality of 
life. Actually free, peaceful societies are nicer places to live. Immorality and 
violence do not make things better.

Your post is extremely contrary to the ideas of BoI. If you wish to continue 
disagreeing with the BoI philosophy, let's discuss that. A productive way to 
approach it would be to post quotes from BoI and your criticisms of them. Then 
we can learn about *why* you think BoI is all wrong, and what your arguments 
are, and respond to that.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Nicolas Marquis Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] Exploiting biology to increase energy and food supply and 
removing carbon from atmosphere
Date: December 30, 2012 at 5:13 PM

Le 2012-12-30 à 16:32, Rami Rustom <rombomb@gmail.com> a écrit :

http://www.sciencedaily.com/releases/2012/02/120217145755.htm

Ultimately, success in this research could allow the development of a 
sustainable carbon neutral economy arresting the increasing carbon dioxide 
levels in the atmosphere from fossil fuel burning.

[...]

Professor Jones said: "We want to couple the photosynthetic apparatus in one 
bacterial species to the fuel-producing metabolism of a second species. We 
could then funnel excess energy directly into fuel production. It would see two 
biological systems working together to make fuel from the sun's energy."

A simple analogy is a power station that isn't connected to the distribution grid. 
Unconnected, the excess energy goes to waste. The researchers hope to 
create a connection that will transfer this energy to make fuel. This connection 
could be provided by hair-like electrically conductive filaments called pili.

Professor Jones explains: "Certain bacteria naturally grow conductive 
filaments called pili. These pili could be exploited to transfer energy between 
the cells we want to use."

Awesome!

-- Rami Rustom

An easy solution for getting "free" energy is to use geothermal plants that use the 
heat of earth's mantel to boil water and power generators, totally renewable, safe, 
scalable, independent of region and clean.

As for food, we could always build hydroponic skyscrapers to feed lots of people, 
but reducing population via children quotas would still be necessary and 
desirable, if only for value and quality of life reasons. The less scarce a ressource 

http://www.sciencedaily.com/releases/2012/02/120217145755.htm


is, the less valuable man perceive it, so it is with human ressources.

Nick



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Exploiting biology to increase energy and food supply and 
removing carbon from atmosphere
Date: December 30, 2012 at 5:42 PM

On Sun, Dec 30, 2012 at 4:13 PM, Nicolas Marquis Kirchberger
<oberon.nmk@gmail.com> wrote:

Le 2012-12-30 à 16:32, Rami Rustom <rombomb@gmail.com> a écrit :

http://www.sciencedaily.com/releases/2012/02/120217145755.htm

Ultimately, success in this research could allow the development of a
sustainable carbon neutral economy arresting the increasing carbon dioxide
levels in the atmosphere from fossil fuel burning.

[...]

Professor Jones said: "We want to couple the photosynthetic apparatus in one
bacterial species to the fuel-producing metabolism of a second species. We
could then funnel excess energy directly into fuel production. It would see
two biological systems working together to make fuel from the sun's energy."

A simple analogy is a power station that isn't connected to the distribution
grid. Unconnected, the excess energy goes to waste. The researchers hope to
create a connection that will transfer this energy to make fuel. This
connection could be provided by hair-like electrically conductive filaments
called pili.

Professor Jones explains: "Certain bacteria naturally grow conductive
filaments called pili. These pili could be exploited to transfer energy
between the cells we want to use."

http://www.sciencedaily.com/releases/2012/02/120217145755.htm


Awesome!

-- Rami Rustom

An easy solution for getting "free" energy is to use geothermal plants that
use the heat of earth's mantel to boil water and power generators, totally
renewable, safe, scalable, independent of region and clean.

*All* energy is "free" in the sense that we don't create it -- it is
provided to us by nature -- we only harness it.

But *all* energy is not free in the sense that it requires expenditure
of wealth to harness it.

So that raises the question: Which method of energy harnessing is most
cost effective? Its the one we're currently using the most (fossil fuel),
which is why we're using it.

As for food, we could always build hydroponic skyscrapers to feed lots of
people, but reducing population via children quotas would still be necessary
and desirable, if only for value and quality of life reasons. The less
scarce a ressource is, the less valuable man perceive it, so it is with
human ressources.

Why not let people choose that on their own? Note that the
industrialized cultures have fewer kids than the others. Why is that?
Because these people know that its better for the kids. And the
parents.

Why do you think government force (in the form of quotas and legal
repercussions) is necessary?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Exploiting biology to increase energy and food supply and 
removing carbon from atmosphere
Date: December 30, 2012 at 5:58 PM

On 30 Dec 2012, at 22:02, Nicolas Marquis Kirchberger 
<oberon.nmk@gmail.com> wrote:

Le 2012-12-30 à 16:32, Rami Rustom <rombomb@gmail.com> a écrit :

http://www.sciencedaily.com/releases/2012/02/120217145755.htm

Ultimately, success in this research could allow the development of a 
sustainable carbon neutral economy arresting the increasing carbon dioxide 
levels in the atmosphere from fossil fuel burning.

[...]

Professor Jones said: "We want to couple the photosynthetic apparatus in 
one bacterial species to the fuel-producing metabolism of a second species. 
We could then funnel excess energy directly into fuel production. It would see 
two biological systems working together to make fuel from the sun's energy."

A simple analogy is a power station that isn't connected to the distribution 
grid. Unconnected, the excess energy goes to waste. The researchers hope 
to create a connection that will transfer this energy to make fuel. This 
connection could be provided by hair-like electrically conductive filaments 
called pili.

Professor Jones explains: "Certain bacteria naturally grow conductive 
filaments called pili. These pili could be exploited to transfer energy between 
the cells we want to use."

Awesome!

An easy solution for getting "free" energy is to use geothermal plants that use 
the heat of earth's mantel to boil water and power generators, totally renewable, 
safe, scalable, independent of region and clean.

As for food, we could always build hydroponic skyscrapers to feed lots of 

http://www.sciencedaily.com/releases/2012/02/120217145755.htm


people, but reducing population via children quotas would still be necessary and 
desirable, if only for value and quality of life reasons.The less scarce a 
ressource is, the less valuable man perceive it, so it is with human resources.

No. The more people there are the more opportunities there are for cooperation, 
and more complex stuff can be done. Greater population can make people more 
valuable rather than less provided those people are creative and solve problems. 
Your policy requires making people into servile drones who don't want to judge for 
themselves when they should have children. To the extent that a government 
succeeded in imposing such a barbaric policy it would have to succeed in making 
people less creative and so less valuable. Your policy suggestion would bring 
about the state of affairs that you claim to despise.

Alan



From: Brett Hall <brhalluk@hotmail.com>
Subject: Geothermal and Pessimism (was Re: [BoI] Exploiting biology to increase 
energy and food supply and removing carbon from atmosphere)
Date: December 30, 2012 at 6:35 PM

On 31/12/2012, at 9:03, "Nicolas Marquis Kirchberger" 
<oberon.nmk@gmail.com> wrote:

An easy solution for getting "free" energy is to use geothermal plants that use 
the heat of earth's mantel to boil water and power generators, totally renewable, 
safe, scalable, independent of region and clean.

It's very far from easy. It's also not "independent of region" if I understand you 
there. The ground is quite different in different places - the rocks are far from 
uniform around the world. So...not everywhere in the world has easy to drill holes 
to a depth where the heat is great enough to boil the water. In particular there is 
such a concept as "lithostatic pressure" - basically, the deeper you go, the more 
the rock is pushing on you (it's actually just like diving in water, which can seem 
surprising to some people). So you get heat, but you also get a massive 
engineering challenge of preventing your tunnel from collapsing on itself. This 
challenge, and others, add *huge* costs to the project. Who pays? Ultimately, the 
consumer in their electricity bill. But will they if down the road they can get the 
same electricity for much much less from the brown-coal guy? Probably not.

Is it safe? There are concerns that disturbing rocks that far down can lead to 
triggers for earthquakes. Some places are seismically stable anyways, like much 
of Australia - but other places like the west coast of the USA are not and more 
earthquakes costs money. In fact if some theories are correct this could be a deal 
breaker because if you have lots of little geothermal stations causing lots of 
"microseismisity" then you get a trigger for a big earthquake and suddenly your 
cheap and safe solution is just an expensive, dangerous problem. We don't know 
much about this yet. But here is a little bit more of information on that: 
http://spectrum.ieee.org/green-tech/geothermal-and-tidal/earthquakes-hinder-
green-energy-plans

There is much more to say about geothermal and concerns about it, but this is 
enough for the moment. I should say at this point that I think research into 
alternative energies is really important - but not much has been done to date. 
That might not be a problem either. We should definitely try these things - but 
characterising geothermal (for example) - a largely untested technology - as safe, 

http://spectrum.ieee.org/green-tech/geothermal-and-tidal/earthquakes-hinder-green-energy-plans


clean, "free" (even with the scare quotes, that's not true at all) and 'independent 
of region' requires one to make huge, and probably inaccurate, assumptions 
about geology and the engineering challenges.

As for food, we could always build hydroponic skyscrapers to feed lots of 
people, but reducing population via children quotas would still be necessary and 
desirable, if only for value and quality of life reasons. The less scarce a 
ressource is, the less valuable man perceive it, so it is with human ressources.

You should read BoI (have you?) as these theories and predictions sound terribly 
pessimistic. Reducing the population through some legislation is a recipe for 
disaster. In BoI, David explains how throughout history people have argued just 
as you have here - that the end is nigh - for genuine reasons like "the food is 
about to run out" and they have had calculations (and everything!) and they were 
good people concerned about the world and others. But they were never doing 
anything scientific. They were not making predictions using the best theories, and 
nor are you. They were making prophesies based on assuming one arbitrary 
thing *would* continue to change at just the same rate it is now (like population) 
but all other things would just stop changing (like supply and demand, progress in 
science, technology, changes in culture and morality, and no completely 
unexpected discoveries would ever be made again - in complete defiance of what 
we know about knowledge and reality more widely).

I'd like to know more about the challenges of engineering some bacteria or 
whatnot to improve photosynthesis in such a way that it sucks up carbon dioxide 
faster. By faster I mean at a rate roughly equal to or slightly faster than the rate at 
which we are producing it as a civilisation. If we could do that, have some 
(otherwise harmless) living thing spread around the world that absorbed much 
more carbon dioxide then burning fossil fuels would not matter for climate change 
quite as much. Would it?

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: Geothermal and Pessimism (was Re: [BoI] Exploiting biology to 
increase energy and food supply and removing carbon from atmosphere)
Date: December 30, 2012 at 6:57 PM

On Dec 30, 2012 5:35 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 31/12/2012, at 9:03, "Nicolas Marquis Kirchberger" 
<oberon.nmk@gmail.com> wrote:

An easy solution for getting "free" energy is to use geothermal plants that use 
the heat of earth's mantel to boil water and power generators, totally renewable, 
safe, scalable, independent of region and clean.

It's very far from easy. It's also not "independent of region" if I understand you 
there. The ground is quite different in different places - the rocks are far from 
uniform around the world. So...not everywhere in the world has easy to drill 
holes to a depth where the heat is great enough to boil the water. In particular 
there is such a concept as "lithostatic pressure" - basically, the deeper you go, 
the more the rock is pushing on you (it's actually just like diving in water, which 
can seem surprising to some people). So you get heat, but you also get a 
massive engineering challenge of preventing your tunnel from collapsing on 
itself. This challenge, and others, add *huge* costs to the project. Who pays? 
Ultimately, the consumer in their electricity bill. But will they if down the road 
they can get the same electricity for much much less from the brown-coal guy? 
Probably not.

Is it safe? There are concerns that disturbing rocks that far down can lead to 
triggers for earthquakes. Some places are seismically stable anyways, like 
much of Australia - but other places like the west coast of the USA are not and 
more earthquakes costs money. In fact if some theories are correct this could be 
a deal breaker because if you have lots of little geothermal stations causing lots 
of "microseismisity" then you get a trigger for a big earthquake and suddenly 
your cheap and safe solution is just an expensive, dangerous problem. We don't 
know much about this yet. But here is a little bit more of information on that: 
http://spectrum.ieee.org/green-tech/geothermal-and-tidal/earthquakes-hinder-
green-energy-plans

I don't understand that explanation. I think that:

http://spectrum.ieee.org/green-tech/geothermal-and-tidal/earthquakes-hinder-green-energy-plans


(1) One big earthquake causes more damage than two smaller earthquakes.

(2) Disturbing rocks would trigger earthquakes, but which ones?
Smaller ones -- because not triggering an earth quake means allowing
more time for pressure to build up (between the techtonic plates)
before the next time that that pressure buildup releases itself (aka
an earthquake).

If thats true, and if geothermal tunnels cause earthquakes, then they
are also preventing bigger earthquakes, thus decreasing overall
damage.

There is much more to say about geothermal and concerns about it, but this is 
enough for the moment. I should say at this point that I think research into 
alternative energies is really important - but not much has been done to date. 
That might not be a problem either. We should definitely try these things - but 
characterising geothermal (for example) - a largely untested technology - as 
safe, clean, "free" (even with the scare quotes, that's not true at all) and 
'independent of region' requires one to make huge, and probably inaccurate, 
assumptions about geology and the engineering challenges.

As for food, we could always build hydroponic skyscrapers to feed lots of 
people, but reducing population via children quotas would still be necessary and 
desirable, if only for value and quality of life reasons. The less scarce a 
ressource is, the less valuable man perceive it, so it is with human ressources.

You should read BoI (have you?) as these theories and predictions sound 
terribly pessimistic. Reducing the population through some legislation is a recipe 
for disaster. In BoI, David explains how throughout history people have argued 
just as you have here - that the end is nigh - for genuine reasons like "the food 
is about to run out" and they have had calculations (and everything!) and they 
were good people concerned about the world and others. But they were never 
doing anything scientific. They were not making predictions using the best 
theories, and nor are you. They were making prophesies based on assuming 
one arbitrary thing *would* continue to change at just the same rate it is now 
(like population) but all other things would just stop changing (like supply and 



demand, progress in science, technology, changes in culture and morality, and 
no completely unexpected discoveries would ever be made again - in complete 
defiance of what we know about knowledge and reality more widely).

I'd like to know more about the challenges of engineering some bacteria or 
whatnot to improve photosynthesis in such a way that it sucks up carbon dioxide 
faster. By faster I mean at a rate roughly equal to or slightly faster than the rate 
at which we are producing it as a civilisation. If we could do that, have some 
(otherwise harmless) living thing spread around the world that absorbed much 
more carbon dioxide then burning fossil fuels would not matter for climate 
change quite as much. Would it?

Yes but thats already the case. Its grass. Maybe we should be
researching how to get grass to be more efficient at getting energy
from the sun, thus making more food for itself, and then also figure
out how to get it to dump that excess food (instead of using it for
growth).

-- Rami



From: Nicolas Marquis Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] Exploiting biology to increase energy and food supply and 
removing carbon from atmosphere
Date: December 30, 2012 at 6:57 PM

Le 2012-12-30 à 17:42, Rami Rustom <rombomb@gmail.com> a écrit :

On Sun, Dec 30, 2012 at 4:13 PM, Nicolas Marquis Kirchberger
<oberon.nmk@gmail.com> wrote:

Le 2012-12-30 à 16:32, Rami Rustom <rombomb@gmail.com> a écrit :

http://www.sciencedaily.com/releases/2012/02/120217145755.htm

Ultimately, success in this research could allow the development of a
sustainable carbon neutral economy arresting the increasing carbon dioxide
levels in the atmosphere from fossil fuel burning.

[...]

Professor Jones said: "We want to couple the photosynthetic apparatus in one
bacterial species to the fuel-producing metabolism of a second species. We
could then funnel excess energy directly into fuel production. It would see
two biological systems working together to make fuel from the sun's energy."

A simple analogy is a power station that isn't connected to the distribution
grid. Unconnected, the excess energy goes to waste. The researchers hope to
create a connection that will transfer this energy to make fuel. This
connection could be provided by hair-like electrically conductive filaments
called pili.

Professor Jones explains: "Certain bacteria naturally grow conductive
filaments called pili. These pili could be exploited to transfer energy
between the cells we want to use."

http://www.sciencedaily.com/releases/2012/02/120217145755.htm


Awesome!

-- Rami Rustom

An easy solution for getting "free" energy is to use geothermal plants that
use the heat of earth's mantel to boil water and power generators, totally
renewable, safe, scalable, independent of region and clean.

*All* energy is "free" in the sense that we don't create it -- it is
provided to us by nature -- we only harness it.

But *all* energy is not free in the sense that it requires expenditure
of wealth to harness it.

So that raises the question: Which method of energy harnessing is most
cost effective? Its the one we're currently using the most (fossil fuel),
which is why we're using it.

Once the geothermal plant is built, the running cost are absurdly low.

We don't use fossil fuel to power the electric grid (except coal in some place).

I think the reason we still use fossil fuel for cars is because we didn't have 
enough lithium to make batteries for electric car (until we found that big vein in 
Iraq), as well as the obvious monetary self interest of some corporation and 
people who lobbies the government.

It is a mistake to think that because a thing is popular, it is more reasonable.

As for food, we could always build hydroponic skyscrapers to feed lots of
people, but reducing population via children quotas would still be necessary
and desirable, if only for value and quality of life reasons. The less
scarce a ressource is, the less valuable man perceive it, so it is with
human ressources.

Why not let people choose that on their own? Note that the



industrialized cultures have fewer kids than the others. Why is that?
Because these people know that its better for the kids. And the
parents.

Why do you think government force (in the form of quotas and legal
repercussions) is necessary?

-- Rami Rustom
http://ramirustom.blogspot.com

Knowing about TCS, I think you would agree that you would want your kid(s) to 
be maximally happy in his life by allowing him to have a lot of freedom.

The problem reside with the majority of people who are poor and uneducated 
who one of their main activity is reproducing and have 5+ children.

We should take care of educating them and improving their quality of life but 
meanwhile - as this is not done in a day - we should enforce a maximum 3 childs 
policy on them so that the situation does not go out of hand.

Overpopulation does not appear to be a problem here in western society where 
population density is low but in other area, most people live in group in insanely 
small apartments, have very little personal space and live in constantly crowded 
places. Not a very appealing lifestyle.

I think you would agree that we owe it to our children, the future of mankind, to 
guarantee them a good quality of life by taking measure to manage the 
overpopulation problem so they don't end up living 85 billions people on the 
planet just because lots of poor people wanted to have some quick fun.

I think population growth or diminution is better when not left to it's own device 
and maintained within reasonable parameters.

I know that most of you wouldn't have unprotected sex , let it all hang out and let 
the chips fall where they may as for having babies.  We wouldn't but a lot of poor 
uneducated adults do not care or know about such things. We should strive that 
people plan having their children. A lot of these people have an external frame of 
reference and need an authority to enforce this.

http://ramirustom.blogspot.com/


From: Nicolas Marquis Kirchberger <oberon.nmk@gmail.com>
Subject: Re: Geothermal and Pessimism (was Re: [BoI] Exploiting biology to 
increase energy and food supply and removing carbon from atmosphere)
Date: December 30, 2012 at 7:10 PM

Le 2012-12-30 à 18:35, Brett Hall <brhalluk@hotmail.com> a écrit :

On 31/12/2012, at 9:03, "Nicolas Marquis Kirchberger" 
<oberon.nmk@gmail.com> wrote:

An easy solution for getting "free" energy is to use geothermal plants that use 
the heat of earth's mantel to boil water and power generators, totally 
renewable, safe, scalable, independent of region and clean.

It's very far from easy. It's also not "independent of region" if I understand you 
there. The ground is quite different in different places - the rocks are far from 
uniform around the world. So...not everywhere in the world has easy to drill 
holes to a depth where the heat is great enough to boil the water. In particular 
there is such a concept as "lithostatic pressure" - basically, the deeper you go, 
the more the rock is pushing on you (it's actually just like diving in water, which 
can seem surprising to some people). So you get heat, but you also get a 
massive engineering challenge of preventing your tunnel from collapsing on 
itself. This challenge, and others, add *huge* costs to the project. Who pays? 
Ultimately, the consumer in their electricity bill. But will they if down the road 
they can get the same electricity for much much less from the brown-coal guy? 
Probably not.

Is it safe? There are concerns that disturbing rocks that far down can lead to 
triggers for earthquakes. Some places are seismically stable anyways, like 
much of Australia - but other places like the west coast of the USA are not and 
more earthquakes costs money. In fact if some theories are correct this could be 
a deal breaker because if you have lots of little geothermal stations causing lots 
of "microseismisity" then you get a trigger for a big earthquake and suddenly 
your cheap and safe solution is just an expensive, dangerous problem. We don't 
know much about this yet. But here is a little bit more of information on that: 
http://spectrum.ieee.org/green-tech/geothermal-and-tidal/earthquakes-hinder-
green-energy-plans

There is much more to say about geothermal and concerns about it, but this is 
enough for the moment. I should say at this point that I think research into 

http://spectrum.ieee.org/green-tech/geothermal-and-tidal/earthquakes-hinder-green-energy-plans


alternative energies is really important - but not much has been done to date. 
That might not be a problem either. We should definitely try these things - but 
characterising geothermal (for example) - a largely untested technology - as 
safe, clean, "free" (even with the scare quotes, that's not true at all) and 
'independent of region' requires one to make huge, and probably inaccurate, 
assumptions about geology and the engineering challenges.

We could start by using volcanic areas.
There are also concerns about extracting petrol and earthquakes susceptibility as 
it remove the shock absorption capability of the crust during earthquakes.

As for food, we could always build hydroponic skyscrapers to feed lots of 
people, but reducing population via children quotas would still be necessary 
and desirable, if only for value and quality of life reasons. The less scarce a 
ressource is, the less valuable man perceive it, so it is with human ressources.

You should read BoI (have you?) as these theories and predictions sound 
terribly pessimistic. Reducing the population through some legislation is a recipe 
for disaster. In BoI, David explains how throughout history people have argued 
just as you have here - that the end is nigh - for genuine reasons like "the food 
is about to run out" and they have had calculations (and everything!) and they 
were good people concerned about the world and others. But they were never 
doing anything scientific. They were not making predictions using the best 
theories, and nor are you. They were making prophesies based on assuming 
one arbitrary thing *would* continue to change at just the same rate it is now 
(like population) but all other things would just stop changing (like supply and 
demand, progress in science, technology, changes in culture and morality, and 
no completely unexpected discoveries would ever be made again - in complete 
defiance of what we know about knowledge and reality more widely).

Yes, trying to predict the future is a hard business.

I'd like to know more about the challenges of engineering some bacteria or 
whatnot to improve photosynthesis in such a way that it sucks up carbon dioxide 
faster. By faster I mean at a rate roughly equal to or slightly faster than the rate 
at which we are producing it as a civilisation. If we could do that, have some 
(otherwise harmless) living thing spread around the world that absorbed much 



more carbon dioxide then burning fossil fuels would not matter for climate 
change quite as much. Would it?

Brett.

I think that if it spread, itmay be hard to manage after a while. It risk having too 
much oxygen and not enough c02 and then we'll have to compensate by doing 
the opposite. And we would have to cycle a few time like this to stabilize it, which 
may be complicated.

Nick



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: Geothermal and Pessimism (was Re: [BoI] Exploiting biology to 
increase energy and food supply and removing carbon from atmosphere)
Date: December 30, 2012 at 7:45 PM

On 31/12/2012, at 10:57, "Rami Rustom" <rombomb@gmail.com> wrote:

On Dec 30, 2012 5:35 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 31/12/2012, at 9:03, "Nicolas Marquis Kirchberger" 
<oberon.nmk@gmail.com> wrote:

An easy solution for getting "free" energy is to use geothermal plants that use 
the heat of earth's mantel to boil water and power generators, totally 
renewable, safe, scalable, independent of region and clean.

It's very far from easy. It's also not "independent of region" if I understand you 
there. The ground is quite different in different places - the rocks are far from 
uniform around the world. So...not everywhere in the world has easy to drill 
holes to a depth where the heat is great enough to boil the water. In particular 
there is such a concept as "lithostatic pressure" - basically, the deeper you go, 
the more the rock is pushing on you (it's actually just like diving in water, which 
can seem surprising to some people). So you get heat, but you also get a 
massive engineering challenge of preventing your tunnel from collapsing on 
itself. This challenge, and others, add *huge* costs to the project. Who pays? 
Ultimately, the consumer in their electricity bill. But will they if down the road 
they can get the same electricity for much much less from the brown-coal guy? 
Probably not.

Is it safe? There are concerns that disturbing rocks that far down can lead to 
triggers for earthquakes. Some places are seismically stable anyways, like 
much of Australia - but other places like the west coast of the USA are not and 
more earthquakes costs money. In fact if some theories are correct this could 
be a deal breaker because if you have lots of little geothermal stations causing 
lots of "microseismisity" then you get a trigger for a big earthquake and 
suddenly your cheap and safe solution is just an expensive, dangerous 
problem. We don't know much about this yet. But here is a little bit more of 
information on that: http://spectrum.ieee.org/green-tech/geothermal-and-
tidal/earthquakes-hinder-green-energy-plans

http://spectrum.ieee.org/green-tech/geothermal-and-tidal/earthquakes-hinder-green-energy-plans


I don't understand that explanation. I think that:

(1) One big earthquake causes more damage than two smaller earthquakes.

(2) Disturbing rocks would trigger earthquakes, but which ones?
Smaller ones --

No, not necessarily. And your theory below seems "hopeful" rather than based on 
known seismology. Do you have some reference for this?

because not triggering an earth quake means allowing
more time for pressure to build up (between the techtonic plates)
before the next time that that pressure buildup releases itself (aka
an earthquake).

Not quite. As far as we know, what happens is that rocks under stress have strain 
build within them. So, some forces (say the collision of two plates to produce a 
tectonic force) causes a rock to be under more and more strain getting closer and 
closer to...something happening. What? Well a few things, but for simplicity lets 
say a sudden, big movement. With your argument what you are assuming is 
some combination of the following:

(1) Increased stress (such as from drilling holes, movement of water, change in 
mass distribution, whatever) WILL be released by small earthquakes. This is not 
what happens always. Sometimes, yes, often no. Instead the stress is STORED 
as potential energy in the form of strain. When will it be released? Well when 
some limit is released - like the elastic limit of the rocks or some amount of friction 
is overcome. It is very hard to predict which is why seismology is such an active 
field governments are very interested in. The strain will be released, often, not by 
lots of little earthquakes but rather by one or more multiple big ones.

(2) You assume that even if there were little earthquakes that they can release 
ALL of the accumulated stress. They often do not. You might disturb the 
subsurface in some minor way and build up some amount of additional strain 
because you are stressing the rocks more. This might cause a little earthquake. 
But who is to say that eliminates *all* of the strain? Just as with my point in (1), it 
might not.

This is how big earthquakes actually do work. They are the accumulation of lots 



and lots of little strains caused by tiny movements over many many years. If you 
add lots of little movements to that, you *might* push closer to a big earthquake. 
Probably okay if it's a desert. Not too good if you are doing this near a fault near a 
big city somewhere.

If thats true, and if geothermal tunnels cause earthquakes, then they
are also preventing bigger earthquakes, thus decreasing overall
damage.

False. For all those reasons above.

There is much more to say about geothermal and concerns about it, but this is 
enough for the moment. I should say at this point that I think research into 
alternative energies is really important - but not much has been done to date. 
That might not be a problem either. We should definitely try these things - but 
characterising geothermal (for example) - a largely untested technology - as 
safe, clean, "free" (even with the scare quotes, that's not true at all) and 
'independent of region' requires one to make huge, and probably inaccurate, 
assumptions about geology and the engineering challenges.

As for food, we could always build hydroponic skyscrapers to feed lots of 
people, but reducing population via children quotas would still be necessary 
and desirable, if only for value and quality of life reasons. The less scarce a 
ressource is, the less valuable man perceive it, so it is with human ressources.

You should read BoI (have you?) as these theories and predictions sound 
terribly pessimistic. Reducing the population through some legislation is a 
recipe for disaster. In BoI, David explains how throughout history people have 
argued just as you have here - that the end is nigh - for genuine reasons like 
"the food is about to run out" and they have had calculations (and everything!) 
and they were good people concerned about the world and others. But they 
were never doing anything scientific. They were not making predictions using 
the best theories, and nor are you. They were making prophesies based on 
assuming one arbitrary thing *would* continue to change at just the same rate 
it is now (like population) but all other things would just stop changing (like 



supply and demand, progress in science, technology, changes in culture and 
morality, and no completely unexpected discoveries would ever be made again 
- in complete defiance of what we know about knowledge and reality more 
widely).

I'd like to know more about the challenges of engineering some bacteria or 
whatnot to improve photosynthesis in such a way that it sucks up carbon 
dioxide faster. By faster I mean at a rate roughly equal to or slightly faster than 
the rate at which we are producing it as a civilisation. If we could do that, have 
some (otherwise harmless) living thing spread around the world that absorbed 
much more carbon dioxide then burning fossil fuels would not matter for 
climate change quite as much. Would it?

Yes but thats already the case. Its grass.

Already? Grass is, at the time of writing, not able to absorb all the carbon dioxide 
currently being dumped into the atmosphere from all sources. We know that the 
amount of carbon dioxide entering the atmosphere at the moment is more than 
the amount being reabsorbed by all mechanisms.

Maybe we should be
researching how to get grass to be more efficient at getting energy
from the sun, thus making more food for itself, and then also figure
out how to get it to dump that excess food (instead of using it for
growth).

Yes, well kinda my point. But why the obsession with grass? You can use almost 
any plant you like, I suppose. And I thought one promising line was marine plants.

http://en.wikipedia.org/wiki/Biosequestration

Brett.

http://en.wikipedia.org/wiki/Biosequestration


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: Geothermal and Pessimism (was Re: [BoI] Exploiting biology to 
increase energy and food supply and removing carbon from atmosphere)
Date: December 30, 2012 at 8:00 PM

On 31/12/2012, at 11:10, "Nicolas Marquis Kirchberger" 
<oberon.nmk@gmail.com> wrote:

Le 2012-12-30 à 18:35, Brett Hall <brhalluk@hotmail.com> a écrit :

On 31/12/2012, at 9:03, "Nicolas Marquis Kirchberger" 
<oberon.nmk@gmail.com> wrote:

There is much more to say about geothermal and concerns about it, but this is 
enough for the moment. I should say at this point that I think research into 
alternative energies is really important - but not much has been done to date. 
That might not be a problem either. We should definitely try these things - but 
characterising geothermal (for example) - a largely untested technology - as 
safe, clean, "free" (even with the scare quotes, that's not true at all) and 
'independent of region' requires one to make huge, and probably inaccurate, 
assumptions about geology and the engineering challenges.

We could start by using volcanic areas.

That is what is happening in Iceland and, I think New Zealand. But...they do that 
because they can. Most places in the world that are inhabited by people are not 
anywhere near volcanoes. So...what do you do about transmission? In Australia 
our land area is about the same as the USA and we have zero volcanoes. So, all 
other arguments about cost apply here.

 You can get around the digging costs by doing geothermal in volcanic areas, but 
that does not solve the world's energy needs or carbon dioxide problem because 
most places do not have volcanic areas. Most of us are not living on the ring of 
fire. And this is to ignore all the problems "volcanic areas" have too.

There are also concerns about extracting petrol and earthquakes susceptibility 
as it remove the shock absorption capability of the crust during earthquakes.

You're exactly right. That's true. Earthquakes have been caused by resource 



extraction.

http://www.ewg.org/analysis/usgs-recent-earthquakes-almost-certainly-manmade

Or if you don't like environmental sites, here's Fox News on same:

http://www.foxnews.com/us/2012/04/08/study-ties-oil-gas-production-to-midwest-
earthquakes/

Or just visit USGS to learn more.

The difference, by the way, is that power stations need to be relatively close to 
the user - cities and so forth - because transmission costs so much. So with 
geothermal you might be drilling multiple holes near cities. But oil drilling just has 
to happen where the oil is, then transported to the user. Finally, I don't know if 
coal mines have these problems. Oil is extracted from layers between rocks, 
which can then move. Coal is just taken off the surface through an open cut mine, 
so the integrity of rocks lower down is maintained. It gets complicated with all the 
factors to consider.

.You should read BoI (have you?) as these theories and predictions sound 
terribly pessimistic. Reducing the population through some legislation is a 
recipe for disaster. In BoI, David explains how throughout history people have 
argued just as you have here - that the end is nigh - for genuine reasons like 
"the food is about to run out" and they have had calculations (and 
everything!) and they were good people concerned about the world and 
others. But they were never doing anything scientific. They were not making 
predictions using the best theories, and nor are you. They were making 
prophesies based on assuming one arbitrary thing *would* continue to 
change at just the same rate it is now (like population) but all other things 
would just stop changing (like supply and demand, progress in science, 
technology, changes in culture and morality, and no completely unexpected 
discoveries would ever be made again - in complete defiance of what we 
know about knowledge and reality more widely).

Yes, trying to predict the future is a hard business.

You need a theory to do it. And you need to know the difference between it, and 
prophesy.

http://www.ewg.org/analysis/usgs-recent-earthquakes-almost-certainly-manmade
http://www.foxnews.com/us/2012/04/08/study-ties-oil-gas-production-to-midwest-earthquakes/


I think that if it spread, itmay be hard to manage after a while. It risk having too 
much oxygen and not enough c02 and then we'll have to compensate by doing 
the opposite. And we would have to cycle a few time like this to stabilize it, 
which may be complicated.

So for any solution, there will always be new problems generated from it. 
Sometimes they may be worse than the thing the solution purported to solve.

Brett.



From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Criticism or approval?
Date: December 31, 2012 at 12:05 AM

On Sat, Dec 29, 2012 at 8:17 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Fri, Dec 28, 2012 at 7:50 PM, Josh Jordan
<therealjoshjordan@gmail.com> wrote:

On Fri, Dec 28, 2012 at 11:06 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

Instead of having a goal of social acceptance, why don't they
have a goal of living morally? One might say that he can have
both goals, but he'd be wrong.

Either he seeks to do the right thing, or he seeks to do what
other's will approve of. Sometimes these two goals don't
conflict, in which case there's no problem -- so seeking
approval was unnecessary.

Is it possible that more than one action could be morally right
at a particular point in time? Suppose so, and suppose one
expects that at one of these right actions will gain the approval
of others and the rest won't.  Then there is no conflict between
the two goals, since there is an action that is aligned with
each. But the choice of which action to take still depends on
whether or not one seeks the approval of others, so it is not
necessarily superfluous to have both goals at once.

... if seeking social acceptance is a goal (a preference), then the
first option you described is a CP and the rest aren't, since the rest
of the options conflict with his social acceptance preference.

Yes. If seeking approval is a preference, then the first option is a
CP and the rest aren't. Would this be a case where it actually *is*
possible to have both goals (living morally and seeking approval)?

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Feynman on analyzing beauty Autonomy-Respecting-
Relationships@yahoogroups.com
Date: December 31, 2012 at 10:08 AM

http://www.youtube.com/watch?v=ZbFM3rn4ldo&feature=player_embedded

Here Feynman says that analyzing beauty can only add to the beauty.
Why do some people think that it could subtract from it?

I agree that, objectively speaking, analyzing beauty can only add to it.

Subjectively speaking, I guess some people would/do feel worse when
analyzing beauty (in effect subtracting from the beauty), because they
have anti-rational memes that cause them to have bad feelings about
analyzing in general, or about analyzing emotions specifically.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://www.youtube.com/watch?v=ZbFM3rn4ldo&feature=player_embedded
http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: Feynman on analyzing beauty
Date: December 31, 2012 at 1:25 PM

On Dec 31, 2012, at 7:08 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.youtube.com/watch?v=ZbFM3rn4ldo&feature=player_embedded

Here Feynman says that analyzing beauty can only add to the beauty.
Why do some people think that it could subtract from it?

I agree that, objectively speaking, analyzing beauty can only add to it.

Subjectively speaking, I guess some people would/do feel worse when
analyzing beauty (in effect subtracting from the beauty), because they
have anti-rational memes that cause them to have bad feelings about
analyzing in general, or about analyzing emotions specifically.

Some of people's ideas about beauty are false. These can be refuted by analysis. 
Then they lose that way of thinking things are beautiful.

-- Elliot Temple
http://curi.us/

-- 

http://www.youtube.com/watch?v=ZbFM3rn4ldo&feature=player_embedded
http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: Infinity <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Re: [ARR] Feynman on analyzing beauty
Date: December 31, 2012 at 1:58 PM

On 31 Dec 2012, at 18:25, Elliot Temple <curi@curi.us> wrote:

On Dec 31, 2012, at 7:08 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.youtube.com/watch?v=ZbFM3rn4ldo&feature=player_embedded

Here Feynman says that analyzing beauty can only add to the beauty.
Why do some people think that it could subtract from it?

I agree that, objectively speaking, analyzing beauty can only add to it.

Subjectively speaking, I guess some people would/do feel worse when
analyzing beauty (in effect subtracting from the beauty), because they
have anti-rational memes that cause them to have bad feelings about
analyzing in general, or about analyzing emotions specifically.

Some of people's ideas about beauty are false. These can be refuted by 
analysis. Then they lose that way of thinking things are beautiful.

The person must also fail to replace his current ideas about beauty to see this as 
a loss in beauty rather than a gain in finding actual beauty..

Alan

-- 

http://www.youtube.com/watch?v=ZbFM3rn4ldo&feature=player_embedded


From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Justificationism
Date: December 31, 2012 at 3:29 PM

I don't understand this debate about Deutsch being a justificationist.
Doesn't Deutsch openly declare himself in favor of justificationism in
The Fabric of Reality? Here are some quotes:

Most contemporary philosophers are crypto-inductivists. What makes matters 
worse is that (like many scientists) they grossly underrate the role of explanation 
in the scientific process. So do most Popperian anti-inductivists, who are 
thereby led to deny that there is any such thing as justification (even tentative 
justification). This opens up a new explanatory gap in their scheme of things.

In this passage, Deutsch says rejecting all justification creates an
explanatory gap in the thinking of Popperian anti-inductivists.

I believe that we can justify our expectation that the Floater would be killed. The 
justification (always tentative, of course) comes from the explanations provided 
by the relevant scientific theories. To the extent that those explanations are 
good, it is rationally justified to rely on the predictions of corresponding theories.

An additional point in this passage is that it mixes up the difference
between justifying an idea and justifying a course of action. First it
talks about "justify our expectation". Then "the justification". But
then "it is rationally justified to rely on". An expectation is an
idea, that first sentence is about justifying an idea. Relying is an
action, the third sentence is about justifying an action. The middle
sentence doesn't specify either way.

The Popperian anti-inductivists who reject all justification reject
all justification *of ideas*, but this does not necessarily apply to
other meanings of the word. Their position on justification is about
epistemology, not actions.

CRYPTO-INDUCTIVIST: Very interesting. I now understand the role of a 
theory's refuted rivals in the justification of its predictions.

This one is justification of ideas (predictions).



DAVID: No. Our justification does not depend on whether a particular anomaly 
happens in the past. It has to do with whether there is an explanation for the 
existence of that anomaly.

and

But if I were wrong about that, indeed even if we were entirely unable to explain 
this remarkable property of reality, that would not detract one jot from the 
justification of any scientific theory. For it would not make the explanations in 
such a theory one jot worse.

In The Fabric of Reality, Deutsch proposed explanation as the new
criterion of justification. It's his replacement for induction.

An analogous gap exists in Popperian epistemology. Its critics wonder why the 
scientific method works, or what justifies our reliance on the best scientific 
theories. [...] For Popperians to reply that there is no such thing as justification, 
or that it is never rational to rely on theories, is to provide no explanation.

Again, Deutsch presents himself as a critic of Popperian epistemology,
and as intentionally rejecting the Popperian position on
justification.



From: Anonymous Person <unattributedemail@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: [BoI] Justificationism in BoI Too
Date: December 31, 2012 at 3:51 PM

Deutsch writes in The Beginning of Infinity:

It is only empiricism that made it seem plausible that knowledge outside science 
is inaccessible; and it is only the justified-true-belief misconception that makes 
such knowledge seem less ‘justified’ than scientific theories.

and

HERMES: ... in truth, beliefs cannot be justified, except in relation to other 
beliefs, and even then only fallibly.

In other words, some ideas do justify other ideas (fallibly, contextually).

Deutsch rejects infalliblist, empiricist, inductivist, ultimate and
absolute justification. But Deutsch does not reject all justification.
This position allows for the extensive use of justification throughout
epistemology. It doesn't exclude much.

This is a common mistake. One way to approach it is the question:
"Which ideas justify which other ideas, and why?" Or, in other words,
"What are the criteria or rules of justification?" This is one of the
many problems justificationists have not been able to deal with.



From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: [TCS] Promises are irrational
Date: December 31, 2012 at 5:30 PM

On Aug 25, 2012, at 8:09 AM, Rami Rustom <rombomb@gmail.com> wrote:

Child: Daddy I know why you think promises are stupid. Its because we
could forget.

Daddy: Ya thats one reason.

It's bad to begin answers with the word "Yes" or any synonym when the correct 
answer is "no" because the thing you're replying to is false.

To answer "yes" when the answer is "no" is misleading/confusing. It results in 
miscommunication sometimes. It's bad for clarity.

I understand it's a common speech pattern and it's deemed nice or polite or 
something, but it's bad.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Criticism or approval?
Date: December 31, 2012 at 5:55 PM

On Dec 28, 2012, at 3:48 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 29/12/2012, at 4:07, "Rami Rustom" <rombomb@gmail.com> wrote:

"I much prefer the sharpest criticism of a single intelligent man to
the thoughtless approval of the masses." -- Johannes Kepler (1571 -
1630 AD)

Whats the implication?

Well, it's just about approval versus criticism and what is better. Criticism is 
always better. The "single intelligent man" and "the masses" are irrelevant, I 
want to argue. The intelligent man is often found among the masses. I will come 
to that later...

Thoughtless approval will not lead to progress. It can only reinforce past errors. 
No one is perfect therefore everyone can improve. The only way to improve is 
for your ideas to change. That can only happen with criticism of new ideas. Most 
new ideas will be bad. Many existing ideas are bad too. A single intelligent 
person with a sharp criticism of your idea is going to be invaluable. That single 
intelligent person could even be yourself, so make sure you always are a very 
tough critic of yourself.

Why do people want to "fit in"? -- why do they crave other people's
approval? -- why do they want to be accepted by a group?

I think they are three different ways of asking the same question, aren't they? 
Anyways, it *feels good* to fit in. Why? Is it for historical reasons? In the past we 
were taught that it is important to value the group we are in (tribe or country) 
because only together can we defeat our enemies who will take our land, food 
and resources. It is a matter of survival. Is it not still? If you are rejected by all 
groups and truly are alone and the catastrophe strikes (natural disaster, war, 
whatever) maybe you have less chance of surviving than if you were inside the 



tent.

Instead of
having a goal of social acceptance, why don't they have a goal of
living morally?

Because they are afraid. They think that if they do what they think is right when 
it disagrees with the group, they might get rejected. In some cases they might 
be right about this. Then they are alone. They might not want to be rejected by 
family or lose friends. Even if they aren't real friends - namely the kind of people 
who will reject them for simply disagreeing.

It can be *very* dangerous if you are rejected and are alone because then you 
have *much reduced* criticism of your ideas.

I think that's not such an important danger. The quality of criticism from a group 
that doesn't tolerate deviance isn't good anyway.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Criticism or approval?
Date: December 31, 2012 at 6:04 PM

On Dec 28, 2012, at 5:50 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

On Fri, Dec 28, 2012 at 11:06 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

Why do people want to "fit in"? -- why do they crave other
people's approval? -- why do they want to be accepted by a
group?

In every culture throughout history and even in the West today,
social interactions are largely governed by static memes. In
these societies, "fitting in" leads to higher status, which leads
to better replication opportunities, among other things.

What does "better replication opportunities" matter? Our lives are not governed 
by the logic of evolution or by evolutionary psychology. And replication is much 
more a matter of choice than opportunity.

 "Status in such a society is reduced by transgressing people’s
 expectations of proper behaviour, and is improved by meeting
 them. There would have been the expectations of parents, priests,
 chiefs and potential mates (or whoever controlled mating in that
 society) – who were themselves conforming to the wishes and
 expectations of the society at large. Those people’s opinions
 would determine one’s ability to eat, thrive and reproduce, and
 hence the fate of one’s genes." (Beginning of Infinity, p 413)

Our society is not like that. You can easily have ideas disliked by the large 
majority of people and still have a job, make money, eat, marry, reproduce.

Instead of having a goal of social acceptance, why don't they
have a goal of living morally? One might say that he can have
both goals, but he'd be wrong.



Either he seeks to do the right thing, or he seeks to do what
other's will approve of. Sometimes these two goals don't
conflict, in which case there's no problem -- so seeking
approval was unnecessary.

Is it possible that more than one action could be morally right
at a particular point in time?

This is ambiguous.

There is a best choice -- most moral choice -- but also many good choices.

People often refer to all ideas of a certain quality or better as "moral" and the 
ones of lower quality as "immoral". The cutoff is culturally determined. I don't 
know if your question is asking whether multiple ideas can be above the cutoff 
(yes) or whether multiple can be the best (no).

I'm skeptical that a tie is possible.

 Suppose so, and suppose one
expects that at one of these right actions will gain the approval
of others and the rest won't.

Then they aren't tied, so this would mean you had in mind a cutoff. But if you did, 
then you would have known the answer: of course there are multiple things that 
are above the immoral cutoff. For example, one can often get chocolate ice 
cream or vanilla, and have both options considered moral not immoral/sinful.

 Then there is no conflict between
the two goals, since there is an action that is aligned with
each. But the choice of which action to take still depends on
whether or not one seeks the approval of others, so it is not
necessarily superfluous to have both goals at once.

Not all ideas above the "immoral" cutoff are equally good. One should work on 
being more moral, not on other stuff.



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Why do people think selfishness is immoral?
Date: December 31, 2012 at 6:51 PM

On Oct 27, 2012, at 8:05 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 28/10/2012, at 12:21, "Sohail Siadat" <sohale@gmail.com> wrote:

On Oct 27, 2012, at 5:55 PM, Sohail Siadat <sohale@gmail.com> wrote:

On 22 October 2012 15:34, Rami Rustom <rombomb@gmail.com> wrote:
They believe that one
*must* sacrifice his own interests, in order for the other person to
get what he wants.

I think this particular strategy (sacrificing) is also preached by the
group who are already in power in the current "power structure".

On 28 October 2012 01:05, Elliot Temple <curi@curi.us> wrote:
Who is preaching selfishness?

No I was misunderstood. I meant: they preach sacrificing. This helps
holding the ones
will less power remain where they are.

And selfishness doesn't say life is zero sum.
Agree, and that is what I mean.

I'd recommend _The Virtue of Selfishness_ by Ayn Rand.
Thank you. In fact I am preparing a presentation for a similar concept
and the main thesis sounds surprisingly similar to the title of this
book. I should look into it. But I suggest a different term instead of
selfishness, with a similar meaning.

I support this approach. Rand's ideas can be dismissed without even being 
really encountered simply because the word "selfish" is just so loaded with 
baggage. I prefer "Enlightened self interest" or some such.

The term "enlightened self-interest" (and even "rational self-interest") is usually 



used to refer to *amoral or immoral* atheist ideas.

One thing that's done is existing moral ideas are *rejected* and then *replaced* 
with the new concept of (enlightened) self-interest.

The standard next step is either declaring that acting according to conventional 
morality actually is in our self-interest after all (they just wanted to replace the 
justification of morality), or being unable to deal with subtle cases where there 
isn't a direct, clear interest to focus on (they only want to accept as moral what 
they can reason out as moral from first principles, but they lack the knowledge to 
do this in many important cases because they don't actually know more than 
generations of accumulated knowledge).

 One issue is that the Church and tradition generally preach the virtue of 
altruism and the evil of selfishness. Even atheists who disagree with the 
religious on everything else will agree that the tradition of valuing altruism and 
regarding selfishness as an evil, is something good - a tradition that needs to be 
maintained.

Yes that's common. And atheists will, commonly, call *that* "enlightened/rational 
self-interest". They will say it turns out altruism is in everyone's long term best 
interests. No detailed, quality analysis accompanies this.

You *could try* to undermine all that head-on by doggedly remaining committed 
to re-taking those words over. Take back "selfish" as a good and "altruism" as an 
evil...a hard road to hoe - Or you could keep the *ideas* of Rand and just relabel 
some terms.

Speaking unclearly is not how you persuade people of your ideas -- or even 
communicate what those ideas are.

The main problem is not that people do not know what "selfish" or "altruism" 
means. It's that they disagree about the implications and interpretation. You can 
and should speak to that in plain English; there's no need to speak bizarrely and 
confuse everyone.

I'm not sure it will work. But I can see that if you like objectivism and you think it 
should spread far and wide, the current approach is only modestly successful. 
At least from what I see in public discourse. *Other* approaches might bear fruit 
too.



One of Objectivism's biggest problems is that many of the people who are *more 
involved* are not pure enough. It needs to do a better job of communicating to 
people who are already willing to reject "altruism" and endorse "selfishness" but 
who don't know enough.

Another problem is that some Objectivist leaders such as Peikoff and 
Bingswanger are bad people with bad ideas. Good people are going to hesitate 
when they see leaders like that.

You can explain how sacrificing yourself is wrong and pursuing your own 
interests and working for your own benefit is best and giving away your wealth 
for free is bad - you can explain all this...but don't put up a banner right at the 
*start* of your speech saying "Selfishness - YAY" *if* your goal is to persuade as
many people as possible...

Don't start that way if your goal is to get *superficial* agreement from as many 
people as possible. This can actually be counter-productive sometimes.

The people who are too closed minded to listen to the reasoning behind a claim 
they disagree with are not good candidates to understand anything well.

And as quickly as possible because problems need urgent solutions to stop 
evils.

And the solutions involve spreading knowledge. Not obscuring that knowledge for 
fear people won't like it.

Given what most people think, they'll fail to listen after reading or hearing the 
headline if it's just so deeply antithetical to their entire worldview.

You're basically saying that fools make unreasonable demands -- "Present it this 
way, not that way, or I won't listen" -- and then you advocate appeasing them and 
doing their bidding?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Morality and expression.
Date: December 31, 2012 at 7:59 PM

On Dec 27, 2012, at 5:54 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Elliot wrote:

they aren't just some subculture off doing their own thing, they are interacting 
in a disrespectful way with the mainstream problem situation (e.g. 
disrespecting the sexual attractiveness of women).

What's a bisexual person doing in this regard, then?

A bisexual man disrespects the sexual attractiveness (of women to men) by not 
placing women on a pedestal as the exclusive focus of his sexual desire. This is 
offensive to many people.

I just don't see that at all. Most gay atheists are not being rebellious.

What are you talking about? Most are rejecting and acting out against major 
cultural sexual norms, and often other norms as well (e.g. about what clothing to 
wear).

Just because you dismiss a great deal of thinking as "primitive", and other 
countries besides the US are more PC and lefty, does not prevent more 
traditional, conservative ideas from existing.

gay people then commonly exacerbate things by denying responsibility for 
their choice. they want to make a particular choice that offends people

I find they want to both make the choice and not offend.

In other words, you're saying they want to control the opinions of others. How 
immoral!

Can you provide some sources for prominent gay people saying it's a choice? I'm 
not familiar with that.



I think it is useful to notice, again, that there probably is a key cultural difference 
lurking here between the USA and Australia where we might clash on this issue. 
The dominance of Christianity in US culture cannot be readily compared to 
Australia. Although Christians make up the majority, like they do in Australia, it's 
not got the same influence.

The USA is the most important country in the world. For issues where other 
countries are different, my comments are about USA unless otherwise noted. 
Replying to some of my arguments by saying they don't apply in some other 
country (that I did not intend them to apply to) is silly.

fwiw, i've gotten negative comments in public relating to my dress and 
behavior, and i have not complained. first of all i don't really care, and second 
of all it's my choice not to make an effort to be normal. i'm responsible and i'll 
take the consequences.

The question is should there be consequences? You seem to say yes.

I did not say "yes". I said there are.

I have no objection to people trying to remove these consequences by 
persuasion. I think there is a lot of room for improvement. If you think I'm 
advocating the status quo as ideal then you have badly misunderstood me. But I 
think most would-be reformers in this area actually have worse ideas than the 
ones they want to reform (e.g. political correctness is worse than the ideas it tries 
to reform).

I think a lot of would-be reformers have unpersuasive arguments and try to make 
up for it by the use of force (typically via government).

if you want a normal social role in society, live within the rules of that role.

So this is all coming down to whether or not being gay and dressing in a way 
that might conceivably be interpreted as gay (this is the impression I get of the 
whole original incident) is a normal social role. In my opinion it is.



In many people's opinions, breaking multiple traditional rules of major social roles 
does not constitute following a normal social role. Role-following consists in 
obeying, not violating, the rules of that role. You disagree; actually they are right; 
but it doesn't even matter. What matters is: the demand that they act contrary to 
their opinion is extremely unreasonable and irrational (basically the demand is 
that they treat some people *as if* those people followed some role they don't 
follow. that demand is awful; stop making it).

people conform themselves to so many unstated rules, try so hard to fit in. they 
make all kinds of sacrifices.

Is that good, bad or indifferent? I think bad if it's truly a sacrifice when they 
conform. Some might not find most aspects of conforming a sacrifice. For 
example, conforming to certain fashion trends because they actually love new 
clothes or whatever.

it is horrific in many ways. but you don't reform it by simply choosing some rules 
to violate, begging for a special exception, denying responsibility for your choices, 
and calling people primitive when they don't want to grant that exception.

you reform it by questioning things in a broader, more philosophical way. without 
being immoral.

nor do you do any good by evading reality, pretending that life doesn't typically 
work this way, and then acting confused or complaining when your willful 
blindness does not facilitate having a wonderful life.

then some other people choose not to conform in a particular way, but demand 
to be treated as if they were obeying the social rules.

Maybe sometimes. Maybe they just want to be treated with respect - that is, not 
to be insulted on the street just because they wear different stuff. Or there is 
some debate operating in society about the degree to which something is 
actually a transgression. Like being gay.

respect is only granted to a range of socially-legitimized roles.



if you refuse to conform to the rules of any such role, but "just" want respect ... 
how does that make any sense?

if you want people to respect you, live in a way they respect.

if you choose to live another way, fine, no problem. demand non-violence from 
them, but no more. do not demand from them a positive opinion, respect, 
legitimacy, etc... that's totally unreasonable.

2 decades ago, maybe. Maybe even one decade ago. But *now*, no. Now it's 
far more like "Hey, the rules changed! Keep up!" And so they are right to be 
offended for *that* reason too, just like people get offended on their behalf. Like 
how even white people can object to "nigga" being used as an insult.

so basically you're claiming the PC left has performed a social-rules coup in the 
last 10-20 years and taken over and already won. and so you're demanding no 
one object to this, try to regain influence, or live by their own non-lefty ideas?

this acknowledges the legitimacy of there being social rules in general, and but 
asks special permission to violate one. but why should such special permission 
be granted?

No reason. Still comes down to what the rules are and who makes them. The 
gay person (community) might have legitimate reasons for thinking that their 
choices conform *in all relevant ways* to social norms. The social norm in 
question might be "we accept people who are straight and who are gay. It's fine. 
Insulting them for being one or the other, is not."

there are no good arguments that being gay actually conforms in all relevant 
ways to social norms. that's head-in-the-sand reality denial. it blatantly does not 
which is the entire reason for the conflict.

if it actually conformed to all the relevant social norms, there wouldn't be tons of 
people who didn't like it. anything that actually fully conforms to social norms is 



much more popular and well liked.

Once upon a time, I agree, choosing to live a gay life would be such a huge 
violation one could expect to, perhaps, even suffer violence. Now, it's like 
choosing to colour one's hair a bright colour like green.

not everyone is a trendy lefty, or wants to cede what life is like to them.

But, progressives also believe in certain kinds of progress that conservatives do 
not.

what types? conservatives believe in progress in fields like family values, sexual 
morality, and so on. they believe in those *kinds* of progress. your comment is 
unfair! just because they disagree about what is progress does not mean they 
don't want progress.

where are the arguments that legitimizing gayness, and other sexual liberation, is 
progress? where are the arguments it is making (or will make) life or society 
better? i don't think quality arguments on these points have ever existed. these 
things have been demanded as "reforms" *without good arguments*.

If a man, attracted to other men only, forced himself to live as a single person 
(out of fear) or get married to a woman (seems this happens surprisingly often if 
the stories are true. Seems like it happens especially to american christian 
pastors for some reason) then THIS is a worse lie, isn't it? So it then becomes a 
choice between which lie.

The reason is straightforward: those christian people *and their friends and 
neighbors* place higher value on having a socially-legitimized (by their 
community) social rule and conforming to its rules.

i think it's bad to live this way. that doesn't prevent anything i criticized from also 
being bad.

That is what's normal and expected. Giving tiny little excuses like "I'm a man 
who doesn't have a lot of facial hair, so i can't live a normal male life" is dumb. 
Either figure out a way to be normal, or admit you aren't trying to. Don't 



pretend that's some insoluble problem. It's normal to face some challenges 
and deal with them; it's normal to *make a big effort* to be normal. If you don't, 
you are responsible for that choice. Making excuses just comes off as denial of 
responsibility.

But you can think, honestly, that there is nothing wrong with you or your choice.

sure, you can choose to be abnormal and think there is nothing wrong with that. if 
you choose this, stop A) denying responsibility  B) demanding other people hold 
certain ideas about your choice (you can demand non-violence, that's about it. 
you cannot rightly demand they have a positive opinion of you, act friendly to you, 
etc)

Accept all that and fight for being accepted. You might fail, but it's okay to 
complain and say you are right and the rest of society is slow, primitive and 
morally wrong. Right? If you're the only gay in the village, you can stay, fight 
(verbally), put up with abuse and maybe after a decade your actions change the 
village into a gay-loving place. Good, right? Progress, yeah?

why is that progress?

so many people *assume* that would be progress, without argument.

So, like choosing vanilla over chocolate, it's probably some combination of 
arbitrary genetics and maybe some environmental things you don't care to do 
much about controlling. I don't see that gay people, like straight people, are 
choosing roles to make cultural points.

would you accept that *if genetics plays no role*, then i am right about 
everything?

if not, then let's pretend for a moment that genetics plays no role and carry on.

what would the motivation for communicating cultural points in public be other 
than to communicate cultural points in public? what is your interpretation? that 
people don't care if they are gay or not and it's like putting on an ugly shirt without 



bothering to look at it? that's a ridiculous theory. people put huge amounts of 
effort and creativity into how they communicate to the public; they control fine 
details; that they would be indifferent to whether they are gay or not, as they 
might to their favored ice cream flavor, is absurd. it might be true for a couple 
people but not the large majority.

I think they make the choice because of attraction and they are attracted 
because of a feeling. Aren't they?

well that's just moving the question, not answering it. why do they chose that 
feeling? (and dodging the issue for things like choice of clothes).

from where I am sitting (5km from the centre of sydney (some do call it the gay 
capital of the world)) compared to a person from a conservative culture. [...] I 
presume San Francisco is like this too.

if you're trying to imply I live somewhere conservative, you're mistaken. i live in 
Berkeley, California. and i grew up in this area. it's very near San Francisco and 
culturally similar.

Statements like this and such things as "This is not how to have a discussion" 
are not how to have a discussion, because they are meta, because they are 
about what one should do before posting.

What is your argument that the best way to have a discussion never involves 
meta discussion?

Brett wrote:
Right, good. I think in cases like this there is *often* the implicit threat of 
violence. Especially against gay people. Even in a big, western, modern city. 
Even on the gay street. So the insult is rarely *just* that.

and then

the government in Australia says of LGBTI people that "70 per cent of women 
and men have experienced physical abuse, threats of violence or verbal abuse 



in a public place"

That does not address the issue. That statistics is compatible with gay people 
being assaulted once for every 99999999999999 insults. In which case your 
claim that insults are rarely just insults would not follow.

Even if your statistic is true, it doesn't imply your claim. It's not evidence of your 
claim. Similarly:

FBI statistics show there were 1,265 hate crimes based on sexual orientation in 
2007, up from 1,017 two years earlier and 1,239 in 2003. That compares to 
3,820 racially motivated incidents in 2007 and 1,400 in which the victim’s 
religion was a factor

Again this is irrelevant to your claim. You are not speaking to what proportion of 
"cases like this", or insults, turn into violence.

I remain extremely skeptical that it's *rare* for there to be anti-gay insults with no 
violence or threat of violence. I think insults that are only insults are not rare. I 
think the number of insults against gay people is much much much higher than 
the number those 4-digit hate crime numbers, so actually your statistic helps me.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/
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From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Exploiting biology to increase energy and food supply and 
removing carbon from atmosphere
Date: January 1, 2013 at 10:50 AM

On Dec 30, 2012 5:57 PM, "Nicolas Marquis Kirchberger"
<oberon.nmk@gmail.com> wrote:

Le 2012-12-30 à 17:42, Rami Rustom <rombomb@gmail.com> a écrit :

So that raises the question: Which method of energy harnessing is most
cost effective? Its the one we're currently using the most (fossil fuel),
which is why we're using it.

Once the geothermal plant is built, the running cost are absurdly low.

We don't use fossil fuel to power the electric grid (except coal in some place).

I think the reason we still use fossil fuel for cars is because we didn't have 
enough lithium to make batteries for electric car (until we found that big vein in 
Iraq), as well as the obvious monetary self interest of some corporation and 
people who lobbies the government.

It is a mistake to think that because a thing is popular, it is more reasonable.

I said cost effective, not reasonable. Did you interchange them
intentionally? Why?

As for food, we could always build hydroponic skyscrapers to feed lots of
people, but reducing population via children quotas would still be necessary
and desirable, if only for value and quality of life reasons. The less
scarce a ressource is, the less valuable man perceive it, so it is with
human ressources.

Why not let people choose that on their own? Note that the
industrialized cultures have fewer kids than the others. Why is that?



Because these people know that its better for the kids. And the
parents.

Why do you think government force (in the form of quotas and legal
repercussions) is necessary?

-- Rami Rustom
http://ramirustom.blogspot.com

Knowing about TCS, I think you would agree that you would want your kid(s) to 
be maximally happy in his life by allowing him to have a lot of freedom.

The problem reside with the majority of people who are poor and uneducated 
who one of their main activity is reproducing and have 5+ children.

We should take care of educating them

You mean by force?

and improving their quality of life

You mean as a result of being more educated? Or as a result of some
other action you're advocating we do to/for them?

but meanwhile - as this is not done in a day - we should enforce a maximum 3 
childs policy on them so that the situation does not go out of hand.

Why 3 when the moral choice is 1?

How should we enforce it? Should we force abortions with police
action? What are you advocating?

Overpopulation does not appear to be a problem here in western society where 
population density is low but in other area, most people live in group in insanely 
small apartments, have very little personal space and live in constantly crowded 
places. Not a very appealing lifestyle.

http://ramirustom.blogspot.com/


I think you would agree that we owe it to our children, the future of mankind, to 
guarantee them a good quality of life by taking measure to manage the 
overpopulation problem so they don't end up living 85 billions people on the 
planet just because lots of poor people wanted to have some quick fun.

Guarantee? Take measures? You mean by force? What sort of forceful actions?

If they aren't persuaded, why do you think they would follow your rules?

I think population growth or diminution is better when not left to it's own device 
and maintained within reasonable parameters.

Are you advocating the 3 kid rule for the whole world? Or just the
overpopulated areas? If you're going to be selective, how are you
choosing? By nationality? Race?

I know that most of you wouldn't have unprotected sex , let it all hang out and let 
the chips fall where they may as for having babies.  We wouldn't but a lot of 
poor uneducated adults do not care or know about such things. We should 
strive that people plan having their children. A lot of these people have an 
external frame of reference and need an authority to enforce this.

By that logic, you, as a parent, would do the same to your kids. You
consider them uneducated, so you enforce rules on them. You may try to
persuade them, but if you fail, then you just use force. So what
things do you force on your kids? And how do you enforce it?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Criticism or approval?
Date: January 1, 2013 at 11:26 AM

On Mon, Dec 31, 2012 at 5:04 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 28, 2012, at 5:50 PM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

Is it possible that more than one action could be morally right
at a particular point in time?

This is ambiguous.

There is a best choice -- most moral choice -- but also many good choices.

People often refer to all ideas of a certain quality or better as "moral" and the 
ones of lower quality as "immoral". The cutoff is culturally determined. I don't 
know if your question is asking whether multiple ideas can be above the cutoff 
(yes) or whether multiple can be the best (no).

I'm skeptical that a tie is possible.

The idea that two options can be best is a mistake because the two
options are both refuted, because neither of them successfully
criticizes the other. Whats needed is a new idea -- one that addresses
both of the previous ideas.

 Suppose so, and suppose one
expects that at one of these right actions will gain the approval
of others and the rest won't.

Then they aren't tied, so this would mean you had in mind a cutoff. But if you 
did, then you would have known the answer: of course there are multiple things 
that are above the immoral cutoff. For example, one can often get chocolate ice 
cream or vanilla, and have both options considered moral not immoral/sinful.

 Then there is no conflict between



the two goals, since there is an action that is aligned with
each. But the choice of which action to take still depends on
whether or not one seeks the approval of others, so it is not
necessarily superfluous to have both goals at once.

Not all ideas above the "immoral" cutoff are equally good. One should work on 
being more moral, not on other stuff.

So, in the case where a person is presented with a choice (and it
involves other people), and right now he has two ideas for options (A
and B), and one of them would gain social acceptance (aka conform) and
the other would not (aka dissent), what should be done? Lets assume
also that the person doesn't know which one of them conforms and which
dissents.

The person could create a new idea, the indifference position. It says
that: *Both of my earlier ideas is good for me, so I don't care which
one I do.* And then the other people involved can use that idea in
their thinking -- this way they can present their ideas taking his
into consideration. One of them might say that B is bad for him for
some stated reasons. And then lets say the others agree that B is bad
for them too. At this point there is enough information for each
person to be persuaded of a new idea, the best choice, the common
preference, that: *Each individual (in our current group) prefers A
and dislikes all other options considered.*

In all of that, was social acceptance a goal? I think no. The goal was
to avoid hurting anyone (aka TCS-coercion).

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: [TCS] Promises are irrational
Date: January 1, 2013 at 11:54 AM

On Mon, Dec 31, 2012 at 4:30 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 25, 2012, at 8:09 AM, Rami Rustom <rombomb@gmail.com> wrote:

Child: Daddy I know why you think promises are stupid. Its because we
could forget.

Daddy: Ya thats one reason.

It's bad to begin answers with the word "Yes" or any synonym when the correct 
answer is "no" because the thing you're replying to is false.

To answer "yes" when the answer is "no" is misleading/confusing. It results in 
miscommunication sometimes. It's bad for clarity.

Agreed.

I understand it's a common speech pattern and it's deemed nice or polite or 
something, but it's bad.

Yes.

But in the hypothetical above, the correct answer *is* yes. There are
many reasons that promises are irrational. The child was correct about
one of them and he didn't remember the other.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Gay pride and marriage
Date: January 1, 2013 at 2:01 PM

Gay pride: feeling pride in what one denies responsibility for.

Gay marriage: demanding legitimization in a social role which one does not obey 
the rules of.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism
Date: January 1, 2013 at 2:09 PM

On 31 Dec 2012, at 20:29, Anonymous Person <unattributedemail@gmail.com> 
wrote:

I don't understand this debate about Deutsch being a justificationist.
Doesn't Deutsch openly declare himself in favor of justificationism in
The Fabric of Reality?

David criticises justificationism is BoI.

And in FoR he criticised the idea that knowledge rests on foundations, which is 
similar to justificationism.

Here are some quotes:

Most contemporary philosophers are crypto-inductivists. What makes matters 
worse is that (like many scientists) they grossly underrate the role of 
explanation in the scientific process. So do most Popperian anti-inductivists, 
who are thereby led to deny that there is any such thing as justification (even 
tentative justification). This opens up a new explanatory gap in their scheme of 
things.

In this passage, Deutsch says rejecting all justification creates an explanatory 
gap in the thinking of Popperian anti-inductivists.

The substance of his objection is not that the Popperian anti-inductivists don't 
explain the justification of knowledge but that they don't explain the growth of 
knowledge as an emergent part of physics. That's not a justificationist objection.

I believe that we can justify our expectation that the Floater would be killed. 
The justification (always tentative, of course) comes from the explanations 
provided by the relevant scientific theories. To the extent that those 
explanations are good, it is rationally justified to rely on the predictions of 
corresponding theories.

An additional point in this passage is that it mixes up the difference
between justifying an idea and justifying a course of action. First it



talks about "justify our expectation". Then "the justification". But
then "it is rationally justified to rely on". An expectation is an
idea, that first sentence is about justifying an idea. Relying is an
action, the third sentence is about justifying an action. The middle
sentence doesn't specify either way.

The Popperian anti-inductivists who reject all justification reject
all justification *of ideas*, but this does not necessarily apply to
other meanings of the word. Their position on justification is about
epistemology, not actions.

To take an action you have to create knowledge about the results of your actions 
and how they are related to what you hope to accomplish. So epistemology is 
relevant to judging actions.

CRYPTO-INDUCTIVIST: Very interesting. I now understand the role of a 
theory's refuted rivals in the justification of its predictions.

This one is justification of ideas (predictions).

DAVID: No. Our justification does not depend on whether a particular anomaly 
happens in the past. It has to do with whether there is an explanation for the 
existence of that anomaly.

and

But if I were wrong about that, indeed even if we were entirely unable to 
explain this remarkable property of reality, that would not detract one jot from 
the justification of any scientific theory. For it would not make the explanations 
in such a theory one jot worse.

In The Fabric of Reality, Deutsch proposed explanation as the new
criterion of justification. It's his replacement for induction.

An analogous gap exists in Popperian epistemology. Its critics wonder why the 
scientific method works, or what justifies our reliance on the best scientific 
theories. [...] For Popperians to reply that there is no such thing as justification, 
or that it is never rational to rely on theories, is to provide no explanation.



Again, Deutsch presents himself as a critic of Popperian epistemology,
and as intentionally rejecting the Popperian position on
justification.

David's criticism of the idea of foundations in FoR applies with just as much force 
to particular arguments. The idea of explaining everything from foundations would 
leave the foundations unexplained. In an individual argument there can never be 
any possibility of proving the argument true or probably or anything like that. To 
say you had done that would be to leave out the possibility that you have made 
some assumption that you would have to discard if it was properly explained and 
that discarding this assumption would refute the argument. I think the logic of the 
anti-foundational argument in FoR implies that justification should be totally 
removed from all of our ideas about knowledge root and branch.

I don't think it would be necessary to make many changes to the ideas explained 
in David's books as a result of making that change. Many of the instances of the 
word 'justification' could be replaced with 'explanation' and the argument would 
be non-justificationist. Some instances of 'justification' in the books are in scare 
quotes and so they would remain the same since they are compatible with the 
complete rejection of justificationism. There is one instance that I know of that 
would have to be completely deleted. (The Hermes quote from BoI you posted in 
another message.)

Alan



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Gay pride and marriage
Date: January 1, 2013 at 3:56 PM

On Tue, Jan 1, 2013 at 12:01 PM, Elliot Temple <curi@curi.us> wrote:
Gay pride: feeling pride in what one denies responsibility for.

Not all gay people deny that their sexual orientation is a matter of
choice, but most do.

Gay pride is mostly the same as racial pride or national pride or
pride from living in the same city as the sports team that calls one's
city home. I think all of these are bad / irrational things to have
pride in. I think rational pride is pride in something you've *done*,
not something you *are*, even if the something you are is a matter of
choice.

Gay marriage: demanding legitimization in a social role which one does not 
obey the rules of.

This would be true if marriage was only a social role. Marriage should
be only a social role, but it is currently not. In our society
marriage is a legal role as well. There are legal rights associated
with marriage (tax treatment, hospital visitation, inheritance, social
security, medical benefits, adoption preference in some states, and
alimony in the case of divorce) which are not available to the
participants any other way. That's bad, and should be changed, but for
now its the rules of our system.

Most gay people I've heard advocate gay marriage say they want the
legal rights and don't care much about the social role. Some / most
are probably lying about the social role - you're correct when in the
past you've said that such lying is common. But I do think the legal
concerns are real and honest too.

My first preference would be to remove all legal benefits that are
unique to marriage, and thereby make marriage into a social role only.
As a fall back position or interim step, I support allowing gays to
marry. That's fairer than the current system which makes the legal
role unavailable to them.



--Jason

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Criticism and explanation versus justification
Date: January 1, 2013 at 4:00 PM

There has been some lack of clarity about issues concerning measuring ideas 
and criticism and justification. In particular there have been disputes over whether 
there can be any measure of the merit of an idea and if so whether such a 
measure is justificationist. My position is that any given idea should either be 
rejected or accepted in a yes/no way.

---------

There are several criticisms of justificationism.

The first is that any argument that supposedly justifies an idea has unexplained 
premises and so a justificationist has to give up on explanation.

The second is that either you keep making justificationist arguments forever or 
you give up and use unjustified premises in which case your idea is unjustified 
and you get nothing from all this justification.

Third, you can conclude that something must be wrong with your ideas if you find 
a contradiction among them even if none of them are justified, so you can choose 
between ideas by criticism. The contradiction itself doesn't have to be justified. 
Even if you find an apparent criticism that turns out to be wrong, you have to 
adopt new ideas to fix it even if they have a lot in common with the old ideas.

Fourth, justificationism is incompatible with judging ideas in terms of whether they 
stand up to criticism. If you want criticism you want to stretch your ideas as much 
as possible, try to apply them to as many problems as possible and you hope to 
find flaws so you can fix them. A justificationist has to try to confine an idea to 
issues on which he has found no flaws because if he does otherwise he is using 
the idea where it is unjustified and he might find a flaw in it. For examples of this 
phenomenon consider the philosophical cowardice of Wittgenstein and Kuhn.

-------------

Let's consider one situation in which it might appear that an idea can have a 
measure that's relevant to judging its merit. Suppose I want to build a laser and 
that I want to build it using a diode. A given diode laser will often be destroyed if it 
exceeds some particular temperature. To cool the diode you can do things like 



attach a big block of metal to it, or a radiator, or you have pipes with water in 
them go past the diode and water carries away heat from the diode. The more 
power you put into a given diode the more heat it will have to dissipate and given 
a particular cooling mechanism there will be a maximum amount of power you 
can get out without frying the diode. So you could say something like "Given a 
choice between two different diodes that cost less than £x, fit in a given volume…
[other stuff]...I would prefer the one that gives me more power."

There are two things to notice. First, this figure of merit is dependent on an 
explanation. Since explanations are all totally unjustified and unjustifiable, so too 
is this figure of merit. Second to make decisions between different diodes you do 
it on the basis of a yes/no question: "Would diode x give me more power than 
diode y given blah blah, blah?" So any given decision is just a binary decision: it's 
not "this idea has x goodness points".

----------------------

About the hard to vary idea. If hardness to vary comes in some kind of figure of 
merit like laser power, then I would apply the same argument as above. David 
proposed in FoR that knowledge bearing objects are more uniform across the 
multiverse than non-knowledge bearing objects: but this is just another figure of 
merit. This figure of merit may exist for all knowledge but using it to choose 
between two ideas would depend on having an explanation that it is relevant to 
judging between those two ideas using that figure.

----------------------

As explained in the chapter on choices in BoI, weighing is not a rational way of 
making decisions. One reason for this is that different explanations can't be mixed 
to produce a sensible result since the mixed idea will not solve problems. Another 
is that Arrow's theorem, which explains that there is no consistent weighing 
process that satisfies particular principles of rationality. You might say that those 
principles could just as well fit a justificationist or a critical rationalist, so there is a 
criticism of weighing that isn't dependent on whether we side with critical 
rationalists or justificationists.

So let's look at the assumptions of Arrow's theorem (agents here just means 
things participating in the decision, an agent need not be a person):
(1) The weighing should depend only on the preferences of the agents making 
the decision.



(2) The rule should not pick a single agent who always get to make the decision.
(3) If the agents are unanimous in favour of some option then the weighing 
selects that option.
(4) If the weighing selects A over B and some agents who preferred C switch to 
A, then A should still be selected.
(5) If the weighing selects A over B and C over D, and the agents change their 
minds about C and D but not A and B, then A should still be picked over B.

Some of these seem difficult to square with justificationism. For example, if a 
single agent happens to have the magical formula for justification, then why 
shouldn't he just get to wave his magic want and make all the decisions? I would 
come up with more, but one criticism is enough.

So to conclude any given idea should either be rejected or accepted in a yes/no 
way. Measures are relevant to this choice only insofar as there is an explanation 
linking that particular measure to a criterion by which we can make a yes/no 
decision.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Gay pride and marriage
Date: January 1, 2013 at 4:07 PM

On Jan 1, 2013, at 12:56 PM, Jason <auvenj@gmail.com> wrote:

On Tue, Jan 1, 2013 at 12:01 PM, Elliot Temple <curi@curi.us> wrote:
Gay pride: feeling pride in what one denies responsibility for.

Not all gay people deny that their sexual orientation is a matter of
choice, but most do.

Gay pride is mostly the same as racial pride or national pride or
pride from living in the same city as the sports team that calls one's
city home. I think all of these are bad / irrational things to have
pride in. I think rational pride is pride in something you've *done*,
not something you *are*, even if the something you are is a matter of
choice.

Gay marriage: demanding legitimization in a social role which one does not 
obey the rules of.

This would be true if marriage was only a social role. Marriage should
be only a social role, but it is currently not. In our society
marriage is a legal role as well. There are legal rights associated
with marriage (tax treatment, hospital visitation, inheritance, social
security, medical benefits, adoption preference in some states, and
alimony in the case of divorce) which are not available to the
participants any other way. That's bad, and should be changed, but for
now its the rules of our system.

Most gay people I've heard advocate gay marriage say they want the
legal rights and don't care much about the social role.

That is not what I've mainly heard. I have heard desire for e.g. the *word* 
"marriage" and rejection of the idea of civil unions granting only legal rights. And 
lots of desire for *respect*, lack of discrimination by employers (which I suspect is 
rare, but which ought to be legal regardless), acceptance, etc

Gay spokesmen say things like that gay people can raise kids just as well as 



straight people. What they mean is they are conforming to the parenting and 
family roles just as well as everyone else. This is false, they are not conforming 
just as well as everyone else.

It may well be that their deviance is irrelevant (but I do not think they have 
provided quality arguments for this, or understand the issue any better than the 
conservatives they are arguing with). Regardless, I think many social rules are 
bad. But I also think it's bad to ask for a special exception for your preferred 
deviance, rather than for principled reform more generally. I think it's bad to 
accept the system in general and just try to change one little thing for your 
personal benefit. That is not reform, it's just squabbling over which groups get the 
most power and status.

Some / most
are probably lying about the social role - you're correct when in the
past you've said that such lying is common. But I do think the legal
concerns are real and honest too.

Yes, I agree that the legal concerns are legitimate and significant.

By the way, the bad laws do not only harm gay people. For example:

http://www.foxnews.com/us/2012/12/31/kansas-sperm-donor-to-same-sex-
couple-readies-for-child-support-fight/

What a stupid mess.

My first preference would be to remove all legal benefits that are
unique to marriage, and thereby make marriage into a social role only.

Me too.

As a fall back position or interim step, I support allowing gays to
marry. That's fairer than the current system which makes the legal
role unavailable to them.

Yes I think that gay *legal* marriage would be a reform. I do not think this is the 
focus on the gay marriage debate. I think it would be a lot easier for gays to get 
the legal benefits if they were not asking for anything else at the same time.

http://www.foxnews.com/us/2012/12/31/kansas-sperm-donor-to-same-sex-couple-readies-for-child-support-fight/


-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Discomfort is not necessarily coercion
Date: January 1, 2013 at 4:24 PM

On Jan 20, 2012, at 2:02 PM, Sarah Fitz-Claridge 
<sarah@takingchildrenseriously.com> wrote:

Elliot wrote:

Hunger is not only a theory in the mind, and it certainly isn't an
infallible guide

Agreed.

to whether or not one should eat. It is a sensation which
is then interpreted. It may or may not be distressing, depending upon our
interpretation of it. Once a person realises that hunger is just a
sensation that may be a poor guide to whether or not it is a good idea to
eat,

What do you mean by a poor guide? Why is it a poor guide?

See my previous post. Plus, hunger does not tell one how much to eat.

Yes it does. It stops some time delay after you eat enough (enough according to 
the hunger criterion). It also comes in different intensities.

The idea that hunger (used as a criterion for how to eat) provides no information 
about how much to eat is stupid.

Perhaps you are confused because you think in terms of common, irrational 
concepts like weather eating something is worth every calorie or not.

In
fat cultures people honestly believe that they need to eat enormous
portions. I remember when I first went to America I couldn't believe my
eyes when I saw the portion sizes, they were so huge.



No. You need to eat sometimes or you die. You also get milder problems
before that like low blood sugar causing shaking, sweating, tingling
etc... Hunger is a good guide for when to eat without being an opinion
(it is not an opinion).

Apparently this low blood sugar idea is, medically-speaking, a myth, but
irrespective of that, I agree that not having eaten for a long time can
produce symptoms. However, the ones I have experienced are not those you
list, interestingly enough -- for me it would be tummy rumbling and a
feeling of weakness but I've never experienced it as sweating or tingling
or shaking!

But I was fascinated to read about a dieting movement in which people do
what they call fasting or intermittent fasting... but what they describe as
fasting happens to be my natural way of eating, namely, eating once a day
or one main meal and one snack -- and to me, that is not fasting or a diet
in any way, it is just that I don't feel hungry 3 times a day so it
wouldn't occur to me to eat like that.

A common irrationality among females is to interpret themselves as being hungry 
less often than they are hungry, in order to try to be more pretty and virtuous. 
What you say could be caused by that common mistake, so it's worth 
investigating if that is what's going on.

The claim that it would not occur to you that eating in the conventional way is an 
option sounds more like suppressing knowledge than genuine ignorance. It's 
extremely hard to actually be ignorant of the basic gist of how most people eat 
(and in fact you mention it).

When one feels constrained in how she can eat, and is blind to many options 
available to her, that is a warning sign of possible irrationality. It's important to feel 
free to pursue many options in one's life. It's bad to be constrain one's thinking so 
much that many common lifestyle choices are inconceivable.

Note also that what Sarah describes *is* using hunger as a criterion for when to 
eat. She says she does that naturally and it would never occur to her to eat in any 
other way. But above she claims that hunger is a poor guide to when to eat.



There is a conflict here. She says it's a bad idea to use hunger as a guide to 
eating, but that it would never occur to her to eat in a different way that that bad 
way. This mistake, too, is a warning sign of possible irrationality.

If I am writing I sometimes forget
to eat the whole day and don't notice any hunger until the next day. Hunger
can be affected by all kinds of things including thinking about other
things, working, smelling delicious foods, thinking about food, feeling
upset, grief, anxiety, fear, being in a novel situation, being at a regular
event where you have typically eaten a given food, or simply having eaten
at regular times and/or regular foods for a while -- the mind is very
powerful.

This list avoids mentioning some of the very common things that can affect 
hunger, like the ideas called "anorexia" and "bulimia", and ideas about 
appearance, sex and virtue. It's important to face reality and not evade these 
prevalent ideas. The way to avoid these mistakes does not involve pretending 
they do not exist.

Many people in cultures favouring eating three times a day or more (which
is what diets tend to advocate -- which seems terrible advice to me) do
indeed experience the expected hunger symptoms if they don't eat three or
even six times a day but it is simply not true that you will keep on
experiencing hunger three times a day or six times a day unless you eat
that often.

So you're saying that "it is simply not true that [hunger guides people to eat in this 
way]".

Your claim above was that hunger is a poor guide to eating, but now you are 
giving an example where you deny it does some poor guiding. Why? It's hard to 
understand your point.

Treating hunger feelings as evidence that
you will die unless you eat, without thinking about whether or not that is
really the case, etc, is a mistake.



The topic was using hunger as a guide to eating, not to mortality.

Moreover, the feeling of hunger does not tell you how much to eat.

This comment is stupid. See above. When you repeatedly say stupid things, that 
is a warning sign of irrationality and it's important to try to fix the problem.

How much
people think they need to eat is hugely cultural. You may be right that
when you feel hungry you should eat, but you may be mistaken about how 
much
to eat. Hunger feelings are reputed to go away only 20 minutes after you
have eaten something. How do you know how much to eat if you are taking
hunger feelings as a sign that you must eat? By the time 20 minutes has
gone by you could have eaten enough to last you several days.

"Only eat when hungry" is a more sophisticated concept than just a naive reading 
of those four words.

If you could stop eating at this moment, and your hunger would go away as soon 
as it updates, then you should stop eating. You have to use a little common 
sense, not rush to stuff your face during a short time window where you 
irrationally believe unlimited gluttony is permitted.

Hunger does not tell you how much to eat,

It sounds like you just lack knowledge of how to understand your own hunger. In 
order to eat well, it's important to have some rational understanding of the eating-
related information our bodies provide to us.

Fat people feel greater
hunger when they smell foods they like than thin people.

Or perhaps: fat people cling to such excuses more than thin people.



Harsh!

False?

"Harsh!" is not a rational argument. It's important to learn enough philosophy to 
know which of your arguments are rational or not, so that you can have good 
ideas instead of live and think stupidly.

Sometimes the truth is considered harsh by some people. Evading harsh truths is 
immoral and self-destructive.

Or put another way: people who cling to such excuses, instead of being
responsible, *become fat* much more.

Or perhaps they simply haven't yet questioned this idea that hunger = eat
or you will die (even if you have enough fat stores to last months and
months without food) --

I don't think the claim that many fat people think they will *die* of starvation if they 
skip a meal has any connection to reality. Figuring out how to make our thinking 
connected to reality, instead of arbitrary, is an important skill. It is one of the 
things you could improve if you learned philosophy.

All I am saying is that ideas about hunger and how much to eat and how
often to eat are full of errors and that it is worth considering the
possibility that the idea that you should eat what you want and only when
hungry may not be quite good enough, given that hunger is affected by so
many different things, and that hunger doesn't tell you how much to eat,
and that it only tells you to stop eating 20 minutes after you have eaten
enough to make the hunger feelings go away. Moreover, people finally losing
fat that has been endangering their health often positively enjoy the
feeling of hunger because when they feel a bit hungry now and again, that
reassures them that they are on track to lose the weight they want to lose:
feeling hungry and not eating is not necessarily coercion. And finally, my
point is that it is small criticisms like these that can, for some fat
people wanting to lose the excess fat, make all the difference in the world
psychologically, making what once seemed completely impossible *possible*.



This is an endorsement of irrationality and evil. It endorses feeling hungry as a 
virtue, and warns against people eating what they want to eat.

Sarah also endorses the *virtue* of being skinny, and the *medical* attack on the 
*sin* of gluttony. Medicalizing morality is a large, dangerous evil.

If anyone is interested in further rational reading on this topic, reading Thomas 
Szasz on food would be a good idea.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Gay pride and marriage
Date: January 1, 2013 at 5:06 PM

On Tue, Jan 1, 2013 at 2:07 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 1, 2013, at 12:56 PM, Jason <auvenj@gmail.com> wrote:
Most gay people I've heard advocate gay marriage say they want the
legal rights and don't care much about the social role.

That is not what I've mainly heard. I have heard desire for e.g. the *word* 
"marriage" and rejection of the idea of civil unions granting only legal rights.

The local group pushing gay marriage (Equality Arizona) does oppose
civil unions. Their stated reason is that civil unions are a
"separate-but-equal" legal class, and historically so-called
"separate-but-equal" legal rights weren't actually equal legal rights.
I disagree - their argument is historicism, and also to some degree a
rationalization for the other motives you mentioned. It seems to me
that (as an interim / fallback position to removing all legal status
from marriage) civil unions would be an improvement. However, rights
are what they spend most of their time talking about.

And lots of desire for *respect*, lack of discrimination by employers (which I 
suspect is rare, but which ought to be legal regardless), acceptance, etc

This is true, but I think more a symptom of the general view that
private discrimination in employment / housing / restaurants /
friendships / etc. for "bad reasons" should be outlawed and/or
socially condemned. Sexual orientation is just one of the many "bad
reasons" which include race, gender, nationality, etc. I don't think
this particular error is unique to gay people or social deviants.

Gay spokesmen say things like that gay people can raise kids just as well as 
straight people. What they mean is they are conforming to the parenting and 
family roles just as well as everyone else. This is false, they are not conforming 
just as well as everyone else.
It may well be that their deviance is irrelevant (but I do not think they have 
provided quality arguments for this, or understand the issue any better than the 
conservatives they are arguing with).



I don't think what they mean by "just as well" is role conformity.
When Equality Arizona talks about this issue, they cite things like
the children's: graduation rates, test scores, crime rate, health,
institutionalization, etc. Their arguments here are not good quality -
they are explanationless correlations. But they are not about role
conformity.

Regardless, I think many social rules are bad. But I also think it's bad to ask for 
a special exception for your preferred deviance, rather than for principled reform 
more generally. I think it's bad to accept the system in general and just try to 
change one little thing for your personal benefit. That is not reform, it's just 
squabbling over which groups get the most power and status.

Yes, that's common.

There's something about the interplay of rational conservatism and
critical thinking here that I haven't fully worked out: Some people
will favor pretty extreme radicalism in some areas but then be overly
conservative in seemingly similar areas. The LBGT community is radical
in their willingness to remake familial structures but most of them
are unwilling to even consider the idea of government getting out of
the business of legally defining family structures at all. Perhaps its
because they're not willing to criticize their degree of radicalism or
conservatism in any given area - it's just based on whim.

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Gay pride and marriage
Date: January 1, 2013 at 5:16 PM

On Jan 1, 2013, at 2:06 PM, Jason <auvenj@gmail.com> wrote:

On Tue, Jan 1, 2013 at 2:07 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 1, 2013, at 12:56 PM, Jason <auvenj@gmail.com> wrote:
Most gay people I've heard advocate gay marriage say they want the
legal rights and don't care much about the social role.

That is not what I've mainly heard. I have heard desire for e.g. the *word* 
"marriage" and rejection of the idea of civil unions granting only legal rights.

The local group pushing gay marriage (Equality Arizona) does oppose
civil unions. Their stated reason is that civil unions are a
"separate-but-equal" legal class, and historically so-called
"separate-but-equal" legal rights weren't actually equal legal rights.
I disagree - their argument is historicism, and also to some degree a
rationalization for the other motives you mentioned. It seems to me
that (as an interim / fallback position to removing all legal status
from marriage) civil unions would be an improvement. However, rights
are what they spend most of their time talking about.

I think they are more worried about separate-but-equal meaning a lack of *social* 
equality than ending up as actual legal discrimination.

And lots of desire for *respect*, lack of discrimination by employers (which I 
suspect is rare, but which ought to be legal regardless), acceptance, etc

This is true, but I think more a symptom of the general view that
private discrimination in employment / housing / restaurants /
friendships / etc. for "bad reasons" should be outlawed and/or
socially condemned. Sexual orientation is just one of the many "bad
reasons" which include race, gender, nationality, etc. I don't think
this particular error is unique to gay people or social deviants.



I agree the employer discrimination one is common.

Gay spokesmen say things like that gay people can raise kids just as well as 
straight people. What they mean is they are conforming to the parenting and 
family roles just as well as everyone else. This is false, they are not 
conforming just as well as everyone else.
It may well be that their deviance is irrelevant (but I do not think they have 
provided quality arguments for this, or understand the issue any better than the 
conservatives they are arguing with).

I don't think what they mean by "just as well" is role conformity.
When Equality Arizona talks about this issue, they cite things like
the children's: graduation rates, test scores, crime rate, health,
institutionalization, etc. Their arguments here are not good quality -
they are explanationless correlations. But they are not about role
conformity.

I think they are trying to prove they are doing the role right by showing they get 
the right outcomes. How are you interpreting it?

Regardless, I think many social rules are bad. But I also think it's bad to ask for 
a special exception for your preferred deviance, rather than for principled 
reform more generally. I think it's bad to accept the system in general and just 
try to change one little thing for your personal benefit. That is not reform, it's 
just squabbling over which groups get the most power and status.

Yes, that's common.

There's something about the interplay of rational conservatism and
critical thinking here that I haven't fully worked out: Some people
will favor pretty extreme radicalism in some areas but then be overly
conservative in seemingly similar areas. The LBGT community is radical
in their willingness to remake familial structures but most of them
are unwilling to even consider the idea of government getting out of
the business of legally defining family structures at all. Perhaps its
because they're not willing to criticize their degree of radicalism or
conservatism in any given area - it's just based on whim.



I think most people don't know philosophy -- and don't know what radicalism, 
conservatism and liberalism are.

You wonder why they approach the issue a particular way. I don't think they see it 
that way at all. I don't think they are looking at it like that, or know how to look at it 
like that.

I think instead they approach these things from other perspectives and their 
actions fit with those perspectives OK. Their perspectives vary a lot. One 
common point is treating different issues separately instead of according to 
objective principles that apply widely.

I think one thing that happens is in one field a person sees (or thinks they do) 
reasons why some sorts of deviance are bad. But then in some other field they 
come up with some reasons it's OK and don't know a refutation of those reasons. 
So they just act in each case on what little they know.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Gay pride and marriage
Date: January 1, 2013 at 5:36 PM

On Tue, Jan 1, 2013 at 3:16 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 1, 2013, at 2:06 PM, Jason <auvenj@gmail.com> wrote:

On Tue, Jan 1, 2013 at 2:07 PM, Elliot Temple <curi@curi.us> wrote:
Gay spokesmen say things like that gay people can raise kids just as well as 
straight people. What they mean is they are conforming to the parenting and 
family roles just as well as everyone else. This is false, they are not 
conforming just as well as everyone else.
It may well be that their deviance is irrelevant (but I do not think they have 
provided quality arguments for this, or understand the issue any better than 
the conservatives they are arguing with).

I don't think what they mean by "just as well" is role conformity.
When Equality Arizona talks about this issue, they cite things like
the children's: graduation rates, test scores, crime rate, health,
institutionalization, etc. Their arguments here are not good quality -
they are explanationless correlations. But they are not about role
conformity.

I think they are trying to prove they are doing the role right by showing they get 
the right outcomes. How are you interpreting it?

I think they're saying that the social role doesn't matter in judging
"as well", only the statistical outcomes matter.

As a thought experiment, suppose we had similar statistical data on
children forcibly taken from their parents at birth and raised in
state boarding schools. Or by robots. Or by wolves in the forest.
Doesn't matter - I think the Equality Arizona people would end up
saying that the state boarding schools, or robots, or wolves raise
children "just as well," even though the entity doing the raising has
no social role at all. They might discover the need to look at a few
more statistics - some measure of "happiness" or "mental stability" or
something. But it wouldn't change the fundamental nature of their
argument.



--Jason



From: Anonymous Person <unattributedemail@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: [BoI] Re: Justificationism
Date: January 1, 2013 at 7:06 PM

On Tue, Jan 1, 2013 at 11:09 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 31 Dec 2012, at 20:29, Anonymous Person <unattributedemail@gmail.com> 
wrote:

I don't understand this debate about Deutsch being a justificationist.
Doesn't Deutsch openly declare himself in favor of justificationism in
The Fabric of Reality?

David criticises justificationism is BoI.

He defines it narrowly then criticizes it. But does he actually say
anything contradicting his endorsement of justification in FoR?

And in FoR he criticised the idea that knowledge rests on foundations, which is 
similar to justificationism.

Yes but that does not prevent him from believing that supporting
arguments can provide fallible justification for ideas, and that
justification plays an important role in epistemology.

Here are some quotes:

Most contemporary philosophers are crypto-inductivists. What makes matters 
worse is that (like many scientists) they grossly underrate the role of 
explanation in the scientific process. So do most Popperian anti-inductivists, 
who are thereby led to deny that there is any such thing as justification (even 
tentative justification). This opens up a new explanatory gap in their scheme 
of things.

In this passage, Deutsch says rejecting all justification creates an explanatory 
gap in the thinking of Popperian anti-inductivists.



The substance of his objection is not that the Popperian anti-inductivists don't 
explain the justification of knowledge but that they don't explain the growth of 
knowledge as an emergent part of physics. That's not a justificationist objection.

The point I'm focussing on is that he says there is such thing as
tentative justification, and it's a good part of epistemology, and
rejecting it is a mistake. He's advocating the use of justification in
our thinking.

CRYPTO-INDUCTIVIST: Very interesting. I now understand the role of a 
theory's refuted rivals in the justification of its predictions.

This one is justification of ideas (predictions).

DAVID: No. Our justification does not depend on whether a particular 
anomaly happens in the past. It has to do with whether there is an 
explanation for the existence of that anomaly.

and

But if I were wrong about that, indeed even if we were entirely unable to 
explain this remarkable property of reality, that would not detract one jot from 
the justification of any scientific theory. For it would not make the 
explanations in such a theory one jot worse.

In The Fabric of Reality, Deutsch proposed explanation as the new
criterion of justification. It's his replacement for induction.

An analogous gap exists in Popperian epistemology. Its critics wonder why 
the scientific method works, or what justifies our reliance on the best scientific 
theories. [...] For Popperians to reply that there is no such thing as 
justification, or that it is never rational to rely on theories, is to provide no 
explanation.

Again, Deutsch presents himself as a critic of Popperian epistemology,
and as intentionally rejecting the Popperian position on
justification.



David's criticism of the idea of foundations in FoR applies with just as much 
force to particular arguments. The idea of explaining everything from 
foundations would leave the foundations unexplained. In an individual argument 
there can never be any possibility of proving the argument true or probably or 
anything like that. To say you had done that would be to leave out the possibility 
that you have made some assumption that you would have to discard if it was 
properly explained and that discarding this assumption would refute the 
argument. I think the logic of the anti-foundational argument in FoR implies that 
justification should be totally removed from all of our ideas about knowledge root 
and branch.

You think that and I think that. But Deutsch does not.

Why is that? Does he have some arguments we don't know? Is he
mistaken? If he is mistaken, why hasn't he conceded yet? Is there a
flaw in our arguments?

I don't think it would be necessary to make many changes to the ideas 
explained in David's books as a result of making that change. Many of the 
instances of the word 'justification' could be replaced with 'explanation' and the 
argument would be non-justificationist. Some instances of 'justification' in the 
books are in scare quotes and so they would remain the same since they are 
compatible with the complete rejection of justificationism. There is one instance 
that I know of that would have to be completely deleted. (The Hermes quote 
from BoI you posted in another message.)

I don't think the important thing is how many words would have to be
changed to omit this mistake. If those changes were made, FoR and BoI
still would not explain the correct approach to the issue.

Regardless, I do not think Deutsch wants to make those changes. He has
not retracted any of his positions in either book.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: [BoI] Gay Marriage, Incest and Other Deviance
Date: January 1, 2013 at 7:34 PM

http://www.dailykos.com/story/2008/12/26/677404/-Illogical-Slippery-Slopes-
Same-Sex-Marriage-Incest-Pedophilia-Polygamy-Bestiality-and

I think the ideas discussed here are revealing and important (and common).

Slippery slope arguments fail because they assume that no material distinction 
can separate the "new" right (here, same-sex marriage) from the list of items 
that exist on a perilous slope (pedophilia, etc). But even if Warren and others 
lack the brain power to see the differences between me walking down the aisle 
with a male partner rather than my mom, pet dog, or 3 siblings -- I can happily 
make distinctions among these choices.  Many relationships on the slope, for 
example, involve coercion; accordingly, we prohibit pedophilia because children 
cannot adequately consent to sexual relations with adults.  The slippery slope 
argument only works if we close down our minds to the possibility of material 
distinctions between same-sex marriage and the parade of horribles.

Does anyone here agree with this paragraph? If so, why? (I'm only
concerned with this particular case, not slippery slope arguments in
general.)

If you think this paragraph is mistaken, do you know a way to fix it
to differentiate homosexuality as OK but incest and the rest as
horribles? Or do you think there isn't one?

http://www.dailykos.com/story/2008/12/26/677404/-Illogical-Slippery-Slopes-Same-Sex-Marriage-Incest-Pedophilia-Polygamy-Bestiality-and


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Gay pride and marriage
Date: January 1, 2013 at 9:22 PM

On Jan 1, 2013, at 2:36 PM, Jason <auvenj@gmail.com> wrote:

On Tue, Jan 1, 2013 at 3:16 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 1, 2013, at 2:06 PM, Jason <auvenj@gmail.com> wrote:

On Tue, Jan 1, 2013 at 2:07 PM, Elliot Temple <curi@curi.us> wrote:
Gay spokesmen say things like that gay people can raise kids just as well 
as straight people. What they mean is they are conforming to the parenting 
and family roles just as well as everyone else. This is false, they are not 
conforming just as well as everyone else.
It may well be that their deviance is irrelevant (but I do not think they have 
provided quality arguments for this, or understand the issue any better than 
the conservatives they are arguing with).

I don't think what they mean by "just as well" is role conformity.
When Equality Arizona talks about this issue, they cite things like
the children's: graduation rates, test scores, crime rate, health,
institutionalization, etc. Their arguments here are not good quality -
they are explanationless correlations. But they are not about role
conformity.

I think they are trying to prove they are doing the role right by showing they get 
the right outcomes. How are you interpreting it?

I think they're saying that the social role doesn't matter in judging
"as well", only the statistical outcomes matter.

As a thought experiment, suppose we had similar statistical data on
children forcibly taken from their parents at birth and raised in
state boarding schools. Or by robots. Or by wolves in the forest.
Doesn't matter - I think the Equality Arizona people would end up
saying that the state boarding schools, or robots, or wolves raise
children "just as well," even though the entity doing the raising has
no social role at all. They might discover the need to look at a few
more statistics - some measure of "happiness" or "mental stability" or



something. But it wouldn't change the fundamental nature of their
argument.

Suppose there were children raised by major role violators (incest, pedophilia, 
bestiality, BDSM, polygamy with the wives wearing collars and leashes and taking 
oaths of obedience, or bigger violations) and there were statistics which showed 
equal test scores, equal "happiness", equal "mental stability", etc. Do you think 
they would say that works "just as well", endorse it and not think of any 
objections?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Gay pride and marriage
Date: January 1, 2013 at 10:26 PM

On Tue, Jan 1, 2013 at 7:22 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 1, 2013, at 2:36 PM, Jason <auvenj@gmail.com> wrote:

As a thought experiment, suppose we had similar statistical data on
children forcibly taken from their parents at birth and raised in
state boarding schools. Or by robots. Or by wolves in the forest.
Doesn't matter - I think the Equality Arizona people would end up
saying that the state boarding schools, or robots, or wolves raise
children "just as well," even though the entity doing the raising has
no social role at all. They might discover the need to look at a few
more statistics - some measure of "happiness" or "mental stability" or
something. But it wouldn't change the fundamental nature of their
argument.

Suppose there were children raised by major role violators (incest, pedophilia, 
bestiality, BDSM, polygamy with the wives wearing collars and leashes and 
taking oaths of obedience, or bigger violations) and there were statistics which 
showed equal test scores, equal "happiness", equal "mental stability", etc. Do 
you think they would say that works "just as well", endorse it and not think of 
any objections?

Here's what I think about your hypotheticals:

Incest: No, but the opposition to this would be the same as in society
at large and based on genetics not social roles. Incestial
relationships are said to cause a greater risk of genetic
abnormalities, which as far as I know is correct. They would consider
genetics relevant. One would expect it to show up in the health
statistics. If it didn't, the reaction of the gay community would be a
trivial consideration compared to the implications for genetics and
medicine.
Or perhaps you mean people in an incestial relationship adopting and
raising an unrelated child? In that case, they'd probably consider it
irrelevant.



Pedophilia: No, but the opposition to this is the same as in society
at large and based on criminality not social roles.  Pedophilia is a
crime due to children not being able to legally consent to sex, which
as far as I know is correct. They would consider criminality relevant,
among other reasons because the child being parented is likely to be a
crime victim, and its hard to parent effectively from a jail cell.

Bestiality: Yes, I think they'd consider this irrelevant. It's just a
social taboo. Any objections would probably be based on the supposed
rights of the *animals* involved, and the technical criminality of the
act.

BDSM: Yes, I think they'd consider this irrelevant. It's just a social taboo.

Polygamy with the wives wearing collars and leashes and taking oaths
of obedience: Maybe - its hard to say on this one. Their logic
*should* render this irrelevant, just a social taboo but in practice I
have doubts it would. They might fall back on a claim that the
polygamy is criminal and thus relevant, but I think that'd be more of
a smoke screen than in the case of pedophilia. So maybe in this case
they'd be considering the social role relevant.

...or bigger violations: Like what? You listed some pretty big ones. :-)

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Gay pride and marriage
Date: January 1, 2013 at 10:56 PM

On Jan 1, 2013, at 7:26 PM, Jason <auvenj@gmail.com> wrote:

On Tue, Jan 1, 2013 at 7:22 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 1, 2013, at 2:36 PM, Jason <auvenj@gmail.com> wrote:

As a thought experiment, suppose we had similar statistical data on
children forcibly taken from their parents at birth and raised in
state boarding schools. Or by robots. Or by wolves in the forest.
Doesn't matter - I think the Equality Arizona people would end up
saying that the state boarding schools, or robots, or wolves raise
children "just as well," even though the entity doing the raising has
no social role at all. They might discover the need to look at a few
more statistics - some measure of "happiness" or "mental stability" or
something. But it wouldn't change the fundamental nature of their
argument.

Suppose there were children raised by major role violators (incest, pedophilia, 
bestiality, BDSM, polygamy with the wives wearing collars and leashes and 
taking oaths of obedience, or bigger violations) and there were statistics which 
showed equal test scores, equal "happiness", equal "mental stability", etc. Do 
you think they would say that works "just as well", endorse it and not think of 
any objections?

Here's what I think about your hypotheticals:

Incest: No, but the opposition to this would be the same as in society
at large and based on genetics not social roles. Incestial
relationships are said to cause a greater risk of genetic
abnormalities, which as far as I know is correct.

Correct and irrelevant. They have at least as many options as a gay couple to get 
a kid without genetic risk.

Why assume that people who have incestuous sex or marriages are medically 
irresponsible parents? Isn't that an anti-incest bias?



So I think the objections *are* about social roles and rules.

They would consider
genetics relevant. One would expect it to show up in the health
statistics. If it didn't, the reaction of the gay community would be a
trivial consideration compared to the implications for genetics and
medicine.
Or perhaps you mean people in an incestial relationship adopting and
raising an unrelated child? In that case, they'd probably consider it
irrelevant.

I'm skeptical. Let me know when you get them to endorse incest-marriage + 
adoption.

Pedophilia: No, but the opposition to this is the same as in society
at large and based on criminality not social roles.

No it's really not. Have you ever researched this?

Pedophilia is deemed a *mental illness*. It is the subject of social control. This is 
a matter of social disapproval, roles and rules, not criminality (which follows 
second).

Convicted pedophiles actually are at substantial risk of being imprisoned longer 
than the law provides for -- sometimes for life -- because of social and psychiatric 
disapproval.

The claim that it's an issue of criminality is an lie and an excuse.

 Pedophilia is a
crime due to children not being able to legally consent to sex, which
as far as I know is correct. They would consider criminality relevant,
among other reasons because the child being parented is likely to be a
crime victim, and its hard to parent effectively from a jail cell.

Bestiality: Yes, I think they'd consider this irrelevant. It's just a
social taboo. Any objections would probably be based on the supposed



rights of the *animals* involved, and the technical criminality of the
act.

Wake me up when gay spokesmen are endorsing bestiality too, rather than 
saying that gayness is not a slippery slope and will not lead to awful stuff like 
bestiality.

Or link me to them saying it.

Otherwise I'm rather skeptical. I think condemnation of bestiality is pretty 
universal and people aren't going to change their mind about that because some 
statistic says it doesn't ruin kids.

BDSM: Yes, I think they'd consider this irrelevant. It's just a social taboo.

How do you know they would consider it irrelevant? Do they have a history of 
saying various social taboos are irrelevant other than the ones they want to do?

I don't really get your methodology. I think the gay community in general is 
against taboos other than homosexuality and a couple other trendy ones. Do you 
want me to post articles where they say "bestiality sucks and being gay won't 
lead to the collapse of society into bestial pedophiles, there is no slippery slope" 
or whatever? do you think i'd have difficulty finding those?

but meanwhile i think you *would* have difficulty finding the articles where they 
are saying how bestiality and BDSM are harmless. do you disagree?

Polygamy with the wives wearing collars and leashes and taking oaths
of obedience: Maybe - its hard to say on this one. Their logic
*should* render this irrelevant, just a social taboo but in practice I
have doubts it would.

i have those same sort of doubts for the other issues. i don't consider what they 
"should" say (in some rational sense) very relevant here.

They might fall back on a claim that the
polygamy is criminal and thus relevant, but I think that'd be more of
a smoke screen than in the case of pedophilia. So maybe in this case
they'd be considering the social role relevant.



...or bigger violations: Like what? You listed some pretty big ones. :-)

What do I gain by naming them? Expanding your horizons? Can't you come up 
with some? You can find some on the web. For the ones that aren't on the web 
you just have to be inventive I guess. Though I guess if you're too inventive it will 
just be counted under the category "parents are insane" and thereby deemed 
nothing special.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Gay pride and marriage
Date: January 2, 2013 at 12:25 AM

On Tue, Jan 1, 2013 at 8:56 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 1, 2013, at 7:26 PM, Jason <auvenj@gmail.com> wrote:

On Tue, Jan 1, 2013 at 7:22 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 1, 2013, at 2:36 PM, Jason <auvenj@gmail.com> wrote:

As a thought experiment, suppose we had similar statistical data on
children forcibly taken from their parents at birth and raised in
state boarding schools. Or by robots. Or by wolves in the forest.
Doesn't matter - I think the Equality Arizona people would end up
saying that the state boarding schools, or robots, or wolves raise
children "just as well," even though the entity doing the raising has
no social role at all. They might discover the need to look at a few
more statistics - some measure of "happiness" or "mental stability" or
something. But it wouldn't change the fundamental nature of their
argument.

Suppose there were children raised by major role violators (incest, 
pedophilia, bestiality, BDSM, polygamy with the wives wearing collars and 
leashes and taking oaths of obedience, or bigger violations) and there were 
statistics which showed equal test scores, equal "happiness", equal "mental 
stability", etc. Do you think they would say that works "just as well", endorse it 
and not think of any objections?

Here's what I think about your hypotheticals:

Incest: No, but the opposition to this would be the same as in society
at large and based on genetics not social roles. Incestial
relationships are said to cause a greater risk of genetic
abnormalities, which as far as I know is correct.

Correct and irrelevant. They have at least as many options as a gay couple to 
get a kid without genetic risk.



Why assume that people who have incestuous sex or marriages are medically 
irresponsible parents? Isn't that an anti-incest bias?

So I think the objections *are* about social roles and rules.

They would consider
genetics relevant. One would expect it to show up in the health
statistics. If it didn't, the reaction of the gay community would be a
trivial consideration compared to the implications for genetics and
medicine.
Or perhaps you mean people in an incestial relationship adopting and
raising an unrelated child? In that case, they'd probably consider it
irrelevant.

I'm skeptical. Let me know when you get them to endorse incest-marriage + 
adoption.

What they consider to be correct and what they publicly endorse are
different in my experience.

They would not endorse these things publicly for reasons of political strategy.

There are some supporters of Equality Arizona in our local freethought
group. I have spoken with them about these subjects and have an idea
where at least some of them are coming from - what their logic is like
when they're not on the record. When they say that gay couples raise
children "just as well" as straight couples they're citing statistics
and scientism, not social roles - both in public and in private. They
really do care about the scientism. The closest thing to endorsing
social roles they seem to get is they'll say that gay couples raising
children provides a "positive role model for children to accept
diversity." That's a social role, but kind of a tangent to the matter
of raising kids "just as well" - kind of an argument for "better". In
private they'll also commonly (but not always) say that the kind of
other things you mentioned don't matter: single parent, beastiality,
ordinary polygamy (there are areas in Arizona where its at least
somewhat common), "sex-positive lifestyles" (code for general
promiscuity or things like S&M, BDSM, etc.) But those other things
aren't their fight & so they don't endorse them in public. Their fight
is for rights of lesbians, gays, bisexual, and transgender and that's



all they will publicly endorse. Also in private they'll say some other
things matter in a positive way, like the parent(s) having a college
degree or being atheist.

Pedophilia: No, but the opposition to this is the same as in society
at large and based on criminality not social roles.

No it's really not. Have you ever researched this?

No I haven't.

Pedophilia is deemed a *mental illness*. It is the subject of social control. This is 
a matter of social disapproval, roles and rules, not criminality (which follows 
second).

Convicted pedophiles actually are at substantial risk of being imprisoned longer 
than the law provides for -- sometimes for life -- because of social and 
psychiatric disapproval.

The claim that it's an issue of criminality is an lie and an excuse.

If so I think the Christians would be the ones pushing this much
harder than the gays, at least in Arizona. They've (Christians) pushed
for amped up laws/penalties/prosecutions in other sexual areas like
teenage sexting, nude dancing, etc. and also generally push a "tough
on crime" policy on the punishment side.

 Pedophilia is a
crime due to children not being able to legally consent to sex, which
as far as I know is correct. They would consider criminality relevant,
among other reasons because the child being parented is likely to be a
crime victim, and its hard to parent effectively from a jail cell.

Bestiality: Yes, I think they'd consider this irrelevant. It's just a
social taboo. Any objections would probably be based on the supposed
rights of the *animals* involved, and the technical criminality of the
act.

Wake me up when gay spokesmen are endorsing bestiality too, rather than 



saying that gayness is not a slippery slope and will not lead to awful stuff like 
bestiality.

Or link me to them saying it.

Otherwise I'm rather skeptical. I think condemnation of bestiality is pretty 
universal and people aren't going to change their mind about that because some 
statistic says it doesn't ruin kids.

BDSM: Yes, I think they'd consider this irrelevant. It's just a social taboo.

How do you know they would consider it irrelevant? Do they have a history of 
saying various social taboos are irrelevant other than the ones they want to do?

In private, yes.

I don't really get your methodology. I think the gay community in general is 
against taboos other than homosexuality and a couple other trendy ones. Do 
you want me to post articles where they say "bestiality sucks and being gay 
won't lead to the collapse of society into bestial pedophiles, there is no slippery 
slope" or whatever? do you think i'd have difficulty finding those?

No I don't think you'd have any trouble finding that. Christians make
a "slippery slope" argument that if we allow same sex marriage we will
end up allowing someone to marry their pet. Rather than boil the ocean
and argue for a principled position in 30 second sound bites, the gays
respond in ways designed to assure the public that all they're after
is gay marriage. Which is true - they're interested in securing their
own legal rights and are indeed willing to let other groups rot if
they think it helps them.

They're not making high quality, consistent philosophical arguments in
public. They're saying whatever they think it takes to win political
battles. In private they're somewhat more consistent, though still not
high quality.

Speaking generally, they have no objections to BDSM or bestial
marriages; they wouldn't fight political battles *against* those
things after their own rights were secured.



That approach - get what we want and don't worry about the general
principles - is common to a lot of groups.

but meanwhile i think you *would* have difficulty finding the articles where they 
are saying how bestiality and BDSM are harmless. do you disagree?

I agree. But if you go to a group where gay marriage activists hang
out, and talk to them in a casual and friendly way like I have, I
think you'd find an attitude toward bestiality and BDSM I'd generally
characterize as: "not my thing, and not my fight, but I wouldn't stand
in the way of equal rights for them either."

--Jason



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism
Date: January 2, 2013 at 8:04 AM

On 2 Jan 2013, at 00:06, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Tue, Jan 1, 2013 at 11:09 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 31 Dec 2012, at 20:29, Anonymous Person 
<unattributedemail@gmail.com> wrote:

I don't understand this debate about Deutsch being a justificationist.
Doesn't Deutsch openly declare himself in favor of justificationism in
The Fabric of Reality?

David criticises justificationism is BoI.

He defines it narrowly then criticizes it.

What is the definition, and how is it deficient?

Alan

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Re: Clarification about mirror neurons
Date: January 2, 2013 at 8:26 AM

On 30 Dec 2012, at 15:17, Alan Forrester <alanmichaelforrester@gmail.com> 
wrote:

In BoI, David explicitly says that mirror neurons don't explain human imitation. 
However, there is another problem with the mirror neuron idea.

Neurons, or some set of neurons, can act as a set of universal classical gates. 
So mirror neurons (or some subset thereof) play a role in imitation by virtue of 
instantiating some algorithm. The explanation of how the imitation is done is in 
terms of that algorithm rather than in terms of the neurons per se. So then 
calling them mirror neurons is a bit like saying that a universal computer that 
happens to be set up to implement a chess playing algorithm is a chess playing 
chip when that chip could just as easily be programmed to do any other 
classical computation.

This could lead to mistakes. It could be the case that some of the mirror neurons 
could be cut out or destroyed without destroying the mirror functionality. They 
happen to go off because they're wired up to other neurons that do the mirror 
neuron algorithm. Worse, it could be the case that there are two sets of neurons 
A and B and you could destroy either one of them without destroying the mirror 
functionality but if we destroy both sets then we destroy the mirror functionality. 
In the absence of a specific explanation it's important to think of the mirror 
functionality as being software so we don't miss stuff.

In animals, the neurons used to do imitation may not change much since the 
knowledge in the animal's brain is coded for by genes and the animal creates no 
new knowledge. So then looking for neurons that go off when an animal does 
something and when it recognises another animal doing the same thing, mirror 
neurons, may provide a way of testing ideas about mirror algorithms. Having a 
term for that idea makes some sense and that seems to be David's position in 
BoI.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Happiness is a psychiatric disease!
Date: January 2, 2013 at 9:29 AM

http://jme.bmj.com/content/18/2/94.full.pdf+html

It is proposed that happiness be classified as a psychiatric
disorder and be included in future editions of the major
diagnostic manuals under the new name: major affective
disorder, pleasant type. In a review of the relevant
literature it is shown that happiness is statistically
abnormal, consists ofa discrete cluster ofsymptoms, is
associated with a range ofcognitive abnonnalities, and
probably reflects the abnormal functioning of the central
nervous system. One possible objection to this proposal
remains - that happiness is not negatively valued.
However, this objection is dismissed as scientifically
irrelevant.

end quote

Nonsense!

Note how they say "probably reflects". What the fuck does that mean?
This is not science. Its mysticism!

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://jme.bmj.com/content/18/2/94.full.pdf+html
http://ramirustom.blogspot.com/


From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] Happiness is a psychiatric disease!
Date: January 2, 2013 at 9:46 AM

On 02/01/2013, at 14:29, Rami Rustom <rombomb@gmail.com> wrote:

http://jme.bmj.com/content/18/2/94.full.pdf+html

It is proposed that happiness be classified as a psychiatric
disorder and be included in future editions of the major
diagnostic manuals under the new name: major affective
disorder, pleasant type. In a review of the relevant
literature it is shown that happiness is statistically
abnormal, consists ofa discrete cluster ofsymptoms, is
associated with a range ofcognitive abnonnalities, and
probably reflects the abnormal functioning of the central
nervous system. One possible objection to this proposal
remains - that happiness is not negatively valued.
However, this objection is dismissed as scientifically
irrelevant.

end quote

Nonsense!

Note how they say "probably reflects". What the fuck does that mean?
This is not science. Its mysticism!

Is this serious and not a parody?

-- 

http://jme.bmj.com/content/18/2/94.full.pdf+html


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Happiness is a psychiatric disease!
Date: January 2, 2013 at 9:50 AM

On Wed, Jan 2, 2013 at 8:46 AM, Anon Too <anontoo@yahoo.com> wrote:
On 02/01/2013, at 14:29, Rami Rustom <rombomb@gmail.com> wrote:

http://jme.bmj.com/content/18/2/94.full.pdf+html

It is proposed that happiness be classified as a psychiatric
disorder and be included in future editions of the major
diagnostic manuals under the new name: major affective
disorder, pleasant type. In a review of the relevant
literature it is shown that happiness is statistically
abnormal, consists ofa discrete cluster ofsymptoms, is
associated with a range ofcognitive abnonnalities, and
probably reflects the abnormal functioning of the central
nervous system. One possible objection to this proposal
remains - that happiness is not negatively valued.
However, this objection is dismissed as scientifically
irrelevant.

end quote

Nonsense!

Note how they say "probably reflects". What the fuck does that mean?
This is not science. Its mysticism!

Is this serious and not a parody?

AFAIK its serious.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://jme.bmj.com/content/18/2/94.full.pdf+html
http://ramirustom.blogspot.com/


From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] Why do people think selfishness is immoral?
Date: January 2, 2013 at 9:52 AM

On 31/12/2012, at 23:51, Elliot Temple <curi@curi.us> wrote:
One of Objectivism's biggest problems is that many of the people who are *more 
involved* are not pure enough. It needs to do a better job of communicating to 
people who are already willing to reject "altruism" and endorse "selfishness" but 
who don't know enough.

Another problem is that some Objectivist leaders such as Peikoff and 
Bingswanger are bad people with bad ideas. Good people are going to hesitate 
when they see leaders like that.

What bad ideas have you noticed in Peikoff and Bingswanger?



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Happiness is a psychiatric disease!
Date: January 2, 2013 at 12:07 PM

On 2 Jan 2013, at 14:50, Rami Rustom <rombomb@gmail.com> wrote:

On Wed, Jan 2, 2013 at 8:46 AM, Anon Too <anontoo@yahoo.com> wrote:
On 02/01/2013, at 14:29, Rami Rustom <rombomb@gmail.com> wrote:

http://jme.bmj.com/content/18/2/94.full.pdf+html

It is proposed that happiness be classified as a psychiatric
disorder and be included in future editions of the major
diagnostic manuals under the new name: major affective
disorder, pleasant type. In a review of the relevant
literature it is shown that happiness is statistically
abnormal, consists ofa discrete cluster ofsymptoms, is
associated with a range ofcognitive abnonnalities, and
probably reflects the abnormal functioning of the central
nervous system. One possible objection to this proposal
remains - that happiness is not negatively valued.
However, this objection is dismissed as scientifically
irrelevant.

end quote

Nonsense!

Note how they say "probably reflects". What the fuck does that mean?
This is not science. Its mysticism!

Is this serious and not a parody?

AFAIK its serious.

It's a parody. Or more precisely, it's an argument, in the form of a satire, against 
the prevailing method of classification of conditions as psychiatric disorders.

Here is a blog post about it by the editor of the journal in which it appeared:
http://blogs.bmj.com/bmj/2010/11/08/richard-smith-now-happiness-is-declared-a-

http://jme.bmj.com/content/18/2/94.full.pdf+html
http://blogs.bmj.com/bmj/2010/11/08/richard-smith-now-happiness-is-declared-a-disease/


disease/

-- David Deutsch

-- 

http://blogs.bmj.com/bmj/2010/11/08/richard-smith-now-happiness-is-declared-a-disease/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Peikoff and Binswanger (was: Why do people think selfishness is 
immoral?)
Date: January 2, 2013 at 5:05 PM

On Jan 2, 2013, at 6:52 AM, Anon Too <anontoo@yahoo.com> wrote:

On 31/12/2012, at 23:51, Elliot Temple <curi@curi.us> wrote:
One of Objectivism's biggest problems is that many of the people who are 
*more involved* are not pure enough. It needs to do a better job of 
communicating to people who are already willing to reject "altruism" and 
endorse "selfishness" but who don't know enough.

Another problem is that some Objectivist leaders such as Peikoff and 
Bingswanger are bad people with bad ideas. Good people are going to 
hesitate when they see leaders like that.

What bad ideas have you noticed in Peikoff and Bingswanger?

For Peikoff, go read about his foreign policy. That'd be a good start. One 
example:

http://forum.objectivismonline.com/index.php?showtopic=7870

Binswanger lacks intellectual integrity, misquotes Popper, doesn't understand 
epistemology, is arrogant, doesn't want to learn, doesn't care about correcting his 
mistakes including even misquotes of "wrong book" severity (let alone 
misreadings and context dropping), and worse.

He also doesn't understand economics or autism. And he's an isolationist who 
uses stupid libertarian(!) arguments.

He also is ignorant of Rand's views on epistemology (e.g. her fallibilism) and 
doesn't really care or know when he directly contradicts her.

He is also anti-semitic.

http://forum.objectivismonline.com/index.php?showtopic=7870


-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [TCS] Re: Free will: a poisonous lie
Date: January 2, 2013 at 7:20 PM

On Jun 1, 1995, at 10:25 AM, Jon Shemitz <jon@armory.com> wrote:

Andrew's rhetoric needs work.  In his first sentence he calls me
ludicrous for finding a firm belief in an ideologically grounded
phenomenology ludicrous, then he proceeds to reconstruct precisely why
belief is ludicrous:  Outside the narrowly circumscribed realm of formal
logic, certainty is impossible.  The best we can do is to think in terms
of probabilities.

This idea about the connection between lack of certainty, and probability, is an 
important mistake.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Status and Reputation
Date: January 4, 2013 at 1:15 AM

What good are status and reputation?

The prices are high. What are the benefits?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Eagerness
Date: January 4, 2013 at 1:19 AM

Eagerness lowers status.

It is associated with children.

And when it comes to interacting with people, eagerness communicates that you 
need them too much and lack other options. Or something along those lines.

But wanting to interact for mutual benefit, and being eager for such benefits, does 
not actually, rationally imply you lack other options or are needy or low status. 
Eagerness for your life, and to get anything good underway, is good, isn't it?

People worry about giving too much away. About hiding their values. About letting 
others come to them. About hiding what they want so the price of it isn't raised. 
But why treat everyone as our enemies? And if someone actually acts like an 
enemy, not a cooperative friend, why interact with them at all?

Is there anything actually bad about eagerness? Or is *all* the dislike of 
eagerness mistaken?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Silence
Date: January 4, 2013 at 1:20 AM

In conversations in person, silence is meaningful.

Online, it doesn't work the same.

Is there value in in-person silence? If so, how do we get the same value online?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Catching Up
Date: January 4, 2013 at 1:27 AM

Bob knows more than Jim.

Bobs learns at least as fast as Jim.

Is there any way for Jim ever to catch up on knowledge? Without Bob stopping 
learning.

We might stipulate the first chunk of knowledge is learned at one speed, and the 
next chunk at a slower speed, and the next at a slower, and so on. If so, Jim 
might start five chunks behind but get to be only one chunk behind. But he would 
never catch up all the way. Further, if Bob stopped learning, the amount of time 
needed for Jim to catch up would be at least as much as when they started.

We might further stipulate that learning something that someone else has learned 
before, and can help with, goes faster. This would let Jim get less hours of 
learning behind. From a mathematical perspective, it would let Jim get arbitrarily 
close to catching up. But I don't think that's practical, and it would not let him pass 
Bob without the existence of some other source of knowledge that knows more 
than them and helps Jim but not Bob.

We might further stipulate that people learn different ideas at different rates. Now, 
finally, Jim has a chance to catch up without an extra source of knowledge. First 
he would have to get close with help from Bob. Then they both get to a chunk of 
knowledge that Jim is better at learning and Jim could take the lead.

What are practical tips on catching up in knowledge? How do these things 
normally go in real life?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Broken Spirits
Date: January 4, 2013 at 1:28 AM

Why do people's spirits break?

What does a broken spirit mean, more precisely?

What techniques are effective for mending such problems? What if help is not 
wanted?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Confidence
Date: January 4, 2013 at 1:32 AM

Rational confidence can alienate people who are shocked when you are not 
swayed (not even a little doubt or humility) by the irrational -- such as widespread 
unargued opinion or "the experts".

Is there any downside to this? Is there any problem here?

If it is a problem, that would mean you could avoid this happening without doing 
anything bad (because problems are soluble). But I don't think it's avoidable 
without betraying reason and your values.

There is the issue of communicating clearly. All men are fallible. No man should 
claim epistemological authority. But one can alienate people without any 
miscommunication on these points. This is a separate issue. Further, most 
demands for greater clarity on these points are actually dishonest demands for 
the irrational.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Boredom
Date: January 4, 2013 at 1:34 AM

What is boredom? What causes it? How should it be addressed?

How are new interests created?

People are typically good at creating interests during childhood but less good at it 
later. And don't remember how they did it as children. There are plenty of children 
in the world to ask, but I don't think most of them know how to explain how they 
do it. How do these things work?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Philosophy
Date: January 4, 2013 at 1:35 AM

Philosophy has a bad reputation.

Does this matter? Why or why not?

If it matters, what should be done about it?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Money
Date: January 4, 2013 at 1:36 AM

What is there that is important or valuable to buy with large amounts of money?

Good things are typically mass produced and therefore cheap.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Learning from people who know less
Date: January 4, 2013 at 1:37 AM

What important techniques should one know about learning from people who 
know less than you do?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] External Criticism
Date: January 4, 2013 at 1:46 AM

Popper rated external criticism very highly. (External criticism is any criticism you 
do not create yourself.)

The large majority of criticism is self-criticism. We need huge amounts of self-
criticism to function (e.g. to hold any conversation -- a task that requires creative 
thinking and error correction). So, how necessary is external criticism?

One way external criticism helps is because if two people both make mistakes, 
but their mistakes are not all the same ones, then they can each help the other 
person with some mistakes they do not make themselves. In other words, I can 
help you with your blind spots and you can help me with my blind spots, and we 
will both benefit. Yes we share some blind spots, but we also have some that are 
not shared, so there is the possibility for mutual gain.

However, you can learn about all the common blind spots that many people can 
help with. Then the value is reduced. This is similar to culture clash. Culture clash 
is valuable but you can get that value and be done with it until another culture 
clash is found.

Where are the best places to find useful external criticism once one learns the 
common stuff? Some books are good. What else?

How important is it to keep finding useful external criticism? When should one 
focus more on self-criticism? How does one decide?

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Learner Role
Date: January 4, 2013 at 1:47 AM

A lot of people have a large problem: they have an adult social role and do not 
want to take on a learner/student/child role. This gets in the way of their learning.

What is to be done about this, if anything?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Saving the World
Date: January 4, 2013 at 2:05 AM

Many people want to "save the world" or "change the world".

Many people want to be influential and make lots of changes for the better.

Why? What for? Why is it their problem?

I don't think this kind of goal has ever been the most effective route to personal 
benefit. Are they all altruists? Are they all mistaken or do they have some good 
point?

Traditional knowledge says you should value the world. I hesitate to dismiss this. I 
suspect this isn't just an issue of mistaken altruism.

Ayn Rand did a lot to help the world. For example, she wrote Atlas Shrugged, 
which was a massive effort. Was this the correct decision? What benefits/values 
did she gain from doing it?

She gained some money but there are easier ways to get money.

People she interacted with read the book. Her friends learned things. She could 
have conversations about material from the book with many people without 
having to explain it again. But I think you could get more value along these lines, 
for less effort, in other ways than writing the book. You could write a lot of shorter 
things and have a lot of conversations with your friends, and explain a lot of stuff 
to others as well, with much less time and effort.

She gained some fame but what good did that do her?

Some people came to her and wanted to learn from her. But that did not work out 
well. None of her major students were ever very good and many of them betrayed 
her values. What value did she get from them?

The same sort of issues apply to Karl Popper, Thomas Szasz and others. 
Consider Popper. He wrote books. They have helped others a lot. But did they 
help Popper? He got some money but less than he could have got by other 
means. He got some students and criticism, but the quality was poor. He got 



knighted and won some awards, but how did that make his life better?

On a relevant note, Richard Feynman regretted his Nobel Prize and the 
associated fame/reputation. He thought it had negative value.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Long vs Short Writing
Date: January 4, 2013 at 2:13 AM

Writing short pieces has many advantages. They are easier and faster to write. 
They are easier to keep focussed and organized. They are easier to revise if 
mistaken because the consequences of a change cannot spread as far.

They are faster to read. They are easier to discuss because there is less content 
a commenter must understand to make general comments. And if a commenter 
comments on a specific part, there are fewer other parts he hasn't taken into 
account that could mess up what he's saying.

Longer writing can cover more advanced, complicated ideas. It can cover more 
different ideas and the connections between them. However, it's possible to write 
multiple short pieces covering each part, as well as short pieces covering the 
connections between parts.

The best type of long piece, I propose, consists of multiple short pieces. They 
would be combined as e.g. chapters in a single book, but would have 
independence and autonomy. A programmer would call them decoupled and 
modular, and consider that good design.

That is not the only way to write long things, but I think it is the best way. 
However, one reason to write something long differently is because you do not 
know how to break it into smaller components. It would be better if you did know 
how, but that's should not absolutely prevent you from writing about the topic.

Am I missing anything? Is there some important value in long pieces that aren't 
just adjacent short pieces? Long pieces are common, including by wise 
philosophers. Were they mistaken or is there some good reason to do it?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Optimism
Date: January 4, 2013 at 2:14 AM

How is optimism to be maintained when progress is slow for years? Many people 
despair.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Hostility
Date: January 4, 2013 at 2:20 AM

There are basically two things I have not been allowing on my email lists. One is 
hostility.

I wish to be lenient, liberal and tolerant. But I do not want good posters harassed 
or to have a bad list atmosphere.

Many people are inconsistent and moody. They are hostile one day and not the 
next. Is it too much to ask that they don't post while hostile?

It's a shame because if you ban them for hostility then they cannot post on the 
days when they are not hostile. But if they are too irresponsible to manage their 
hostility (or fix the problem), then they would have bad days in the future and do 
bad things. And I don't want to keep people on moderation. That's too much 
boring work for their benefit. And the confrontations when they post bad things 
and you're moderator are unpleasant.

So am I missing anything or must sometimes-hostile people be banned?

One reason I hesitate is because: who cares what they say? Does it really matter 
if people post stupid, hostile, mean stuff? Can't it just be ignored? Many posts are 
stupid or misguided; so what?

But by the same token that many people are hostile sometimes, I think even more 
people are affected by hostility often.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Boredom
Date: January 4, 2013 at 2:26 AM

On 04/01/2013, at 17:35, "Elliot Temple" <curi@curi.us> wrote:

What is boredom?

The part of the brain that is responsible for thoughts is not a muscle, so it 
probably does not fatigue, instead having the same thoughts - which might be the 
same experiences - produces a state, which is probably a fact-of-life *like* fatigue 
called boredom. Boredom is like sadness or happiness. It's an emotion, isn't it? 
How do you know you are bored anyway? How do you know it will last 1 minute? 
Or 5? Or 5 days? Maybe it passes...also like fatigue. Maybe the brain really is an 
"explanation engine" in which case...new explanations are what it likes creating. 
But if one thinks they have all the explanations of all the stuff they encounter each 
day...one feels bored. It's a message saying "you think you know everything". 
Boredom might *itself* be a mistake the brain makes.

What causes it?

Doing the same thing...hoping for different results. Relying on the same 
explanations over and again without trying new theories out. Never seeing things 
from other people's points of view would be really boring. I think that people who 
are called "empathetic" get bored way less often because, so the theory runs - 
empathetic people can see/think/feel what other people do. That's like running a 
virtual reality simulation in your mind of someone else...it's like being someone 
else for a moment in order to help understand other people. Maybe being more 
empathetic can help reduce boredom?

I also guess it has something to do with brain chemistry. There are probably 
some neurotransmitters in the brain that when in high concentration most people 
associate with being interested in stuff. Maybe dopamine. When you do 
something and you get lots of dopamine produced you are likely to say "I enjoy 
this". Next time you do it, maybe the brain releases less dopamine. Then later 
less. If the dopamine amount drops below a certain threshold you interpret this 
new input as "boredom". If this is true then Amphetamines and other drugs can 
improve mood if they increase dopamine. People on these sorts of drugs 
*reliably* report being less bored - at least initially. They can make mundane stuff 



seem really interesting. There are also huge downsides.

Boredom is, like you say below, probably to do with whether something is novel 
(new) or not. If it's new, it is more likely to be interesting than if it's old. If you only 
encounter uninteresting old stuff, you might experience boredom. At birth, 
everything (almost) is new. And keeps being new, until it becomes familiar. 
Familiarity breeds boredom.

How should it be addressed?

*Should* it be? Is it a problem? What you might call boredom, some people might 
call "relaxed". Perhaps you can reinterpret the negative sensation you label 
boredom to something positive called "at peace" or "serene" or whatever.

But okay, if you think it needs to be "addressed" then - If you are bored doing 
something and it's a bad problem for you, do something different. This could be a 
very similar activity in a different environment. For example...are you bored 
watching the same episode of the Simpsons or South Park? Try watching it while 
drunk or stoned or otherwise high. Risks with this. For a short spell, as I 
mentioned, hard drugs like methamphetamine are said to work extremely well. 
But should one do this? That's something that takes some time to decide - one 
might want to read the scientific stuff in this or just go to erowid.org and read 
people's experiences. Most people initially report they love this drug and similar 
ones.

Or, do something you have never done before. My recent experience is that 
taking up entirely new pursuits, only distantly related to previous interests, 
alleviated boredom. How do you find out what these are? You have try try them 
first. You must conjecture and criticise through experience. Maybe try surfing. 
Maybe try learning a language. Maybe try organic chemistry rather than optical 
physics.

How are new interests created?

You guess what you might want to do and if you are really out of ideas, 
randomise. By this I mean just pick an interest a friend has that you have never 
had and try it. Trying it with a friend can be more fun, not always, but it can be 
safer with a friend who might know more about known pitfalls or whatever. If it is 
something like skydiving or going to Paris to learn French or dropping acid or just 



fishing, it's hard to know "what it is like" by just thinking about it or trying to 
simulate a virtual reality of it in your head. You have to actually do it. Only then is 
it properly criticised. It can be accepted as a new interest, or refuted and the 
whole process can begin again. If you are bored by trying to create new interests 
in this way, that is another problem. There are many sports. Pick one. There are 
many academic subject. Try reading about a new one. There are many places. 
Visit one. If nothing works, after some time, it might not be boredom. It might be 
something else and you need to guess again.

People are typically good at creating interests during childhood but less good at 
it later. And don't remember how they did it as children.

Again, new things are interesting. Would everyone on the planet be interested if 
aliens visited in a flying saucer? I think yes. Why? Because it is new. Almost 
entirely new. In many, many ways. So it is with a child. Lots, lots more stuff is 
alien. Then that begins to diminish as they learn what is known. You have to go 
*outside your comfort zone* to find new stuff. Doing the same thing, expecting 
different results, is bound to result in much the same feelings. Like boredom.

Meditation might seem the height of tedium. And it might be for many people. 
Some people try for hours and hours and find it boring. Then, they are surprised 
when, after the 20th hour, something weird and really interesting happens. I'm not 
saying meditation is the answer. I'm saying that trying stuff in a casual way might 
not be. It might take the 3rd attempt at playing catch with a dog before you find it 
interesting. Or it might be the 10th differential equation before you find you are 
enjoying mathematics. How long should you wait before you know you're actually 
bored? Boredom can disappear unexpectedly, like I said.

There are plenty of children in the world to ask, but I don't think most of them 
know how to explain how they do it. How do these things work?

Above are my ideas. I don't know anyone has good or much better ideas on this 
stuff because not many people seemed to have bothered much looking into this 
in a systematic way.

I do know that hallucinogenic drugs can blow one's mind. In really hard cases, if 
someone complained that nothing was working and they were bored and it was 
getting worse and they wanted my help because they were getting depressed 



and they really did try a huge number of things, I'd have no problem 
recommending MDMA or LSD or salvia or some combination of things like that. 
And Family Guy. If they hadn't seen Family Guy, I'd recommend that. Or BoI, if 
they hadn't read it. They should read that. Soon after that, I too might get bored  if 
none of those things worked.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Bad Formatting
Date: January 4, 2013 at 2:32 AM

There are basically two things I have not been allowing on my email lists. One is 
bad formatting.

The reason is that it's hard to have a discussion when the quoting is all messed 
up so no one knows who said what. And each post should stand alone well so 
that someone who has not read all the prior posts can understand it. I want my 
list to be useful to people who don't read every post (or who don't read every post 
in a thread at the same time).

However, posting correctly is a large barrier to entry for many people.

This could be seen as a positive because it keeps people away who don't care 
enough to make this effort. Is that the right perspective, or is the barrier to entry a 
negative? One negative is getting people to read the list rules and actually start 
doing it write which usually takes some moderation effort and repeated 
explanations. But without that, almost no one new would ever get to post.

I am concerned that people cargo cult the correct posting format. They do it by 
imitation without actually understanding it. Is that actually helping matters? It 
makes it more convenient to reply to them. But it doesn't make their posts 
autonomous or well-organized.

Are some of the formatting guidelines, in part, thinking and quality guidelines in 
disguise? (And is that why people find it difficult?) What is important to quote or 
not is a philosophical issue. Whether to reply to specific quotes or more vaguely 
is a philosophical issue.

And for people who are bad at these issues, what does it matter if they don't 
quote anything? Doesn't that just make it clearer how they are thinking (badly)?

Should top posts be regarded as simply not quoting anything plus being too lazy 
to delete excess text? Just like people who quote someone's signature at the 
bottom of their post instead of deleting it.



Some quoting guidelines are mechanical. Why don't people bottom post instead 
of top post? That doesn't require thinking about what to quote. Or delete all 
quotations instead of top post. And how hard is it to understand that in email you 
quote things with > not " ? And how hard to understand are quote levels, and 
attribution lines, really? And not sending HTML? That is simple stuff that isn't 
about the content of posts.

Thoughts?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Boredom
Date: January 4, 2013 at 2:36 AM

On Jan 3, 2013, at 11:26 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Elliot wrote:

What is boredom? What causes it? How should it be addressed?

Perhaps you can reinterpret the negative sensation you label boredom to 
something positive called "at peace" or "serene" or whatever.

But okay, if you think it needs to be "addressed" then

Please don't reply to impersonal questions by implying they were actually 
personal questions and by talking about me personally.

Which I think you've done but it's hard to tell. And you talked about yourself 
personally which does not give me confidence that "you" was meant 
impersonally.

When in doubt, just don't use the second person (don't write "you").

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Hostility
Date: January 4, 2013 at 3:16 AM

On 04/01/2013, at 18:20, "Elliot Temple" <curi@curi.us> wrote:

There are basically two things I have not been allowing on my email lists. One is 
hostility.

How does one interpret hostility?

One can always be mistaken about whether hostility exists. A threat of violence is 
hostile, but in real life, tone can carry hostility with great clarity.

Tone is often very hard to find in postings, though. So if hostility is largely carried 
by tone, itself hard to interpret, hostility can be misinterpreted.

I wish to be lenient, liberal and tolerant. But I do not want good posters 
harassed or to have a bad list atmosphere.

Public forums on the internet almost always have a bad atmosphere, it seems. Or 
they gain one eventually. It might be something to do with how it's a new way of 
communicating and the culture of how to communicate has not developed in a 
mature way. We know as a society how to communicate face to face for the most 
part without issues, but online many people struggle because the social norms do 
not seem to be established. We, as a people, throw mass communication at 
people from all walks of life, who would not normally communicate and now they 
are communicating and people readily find enemies and personalities they dislike 
and behaviour they dislike and quickly as stuff they like.

If the topic of some forum is "Violin Collecting" people can get upset at one 
another. It is a result of people simply being different. What some people might 
think is a bad list atmosphere, others may not. People can disagree about what 
constitutes a good post or what harassment is. People can disagree with what 
lenient, liberal and tolerant are also. I think I am tolerant. Others find me the most 
intolerant person in the world. I don't know who is right or even whether there is a 
fact of the matter because the criteria that defines these sort of things - like what 
it means to be tolerant - are themselves open to debate.



Many people are inconsistent and moody.

Many or most? I think most. And people can disagree about what these words 
mean. Take politicians. Is the fact of the matter that Obama is inconsistent...or is 
he not? I reckon random people would split evenly between inconsistent/not and 
don't know/care. So...inconsistent and moody are like this, I think. I think most 
people are criticised some time or another for being inconsistent and moody. 
Most people. It's almost a human attribute. There are probably degrees of being 
moody though. Moody is just about having one emotion one day and one the 
next.

They are hostile one day and not the next.

Yes, people are.

Is it too much to ask that they don't post while hostile?

Possibly, because they might post something they honestly think is not and 
others think it is and then hostility begins not because the OP was hostile but 
over *whether* it is. If an accusation of hostility is made, and it's false, that 
accusation can be seen as hostile.

A person might repeatedly do everything they know in order to conjure the 
language in such a way to appear neutral and not hostile and yet be told over and 
again they are hostile. Asking them not to post is then tantamount to banning 
them. They might not know. And it can also be the case that the accusation can 
simply be wrong. Their words are not hostile, but the interpretation is mistaken.

It's a shame because if you ban them for hostility then they cannot post on the 
days when they are not hostile. But if they are too irresponsible to manage their 
hostility (or fix the problem), then they would have bad days in the future and do 
bad things. And I don't want to keep people on moderation. That's too much 
boring work for their benefit. And the confrontations when they post bad things 
and you're moderator are unpleasant.

The question about whether posts are hostile or not is probably just as open to 
debate as any other question discussed on the BoI list. It is not clear cut in many 
cases. Rules against hostility will always fail (from the perspective of not being 



able to guard against it) because we will not all agree on what constitutes hostility 
or when hostility is to be interpreted. If Jim finds a post hostile but a list owner 
does not, who is correct? What if everyone on the list except the list owner finds a 
post hostile? What if only most do? If the list owner wants to exercise ownership 
by banning people and what they call hostile posts, then that is okay. Of course, 
there are serious consequences for the vibrancy of the list then.

So am I missing anything or must sometimes-hostile people be banned?

One can interpret almost anything as hostile to a greater or lesser degree. Some 
people think that merely disagreeing is hostile. Some people think that to be 
critical is to be hostile. This is antithetical to this list, but that is the whole problem 
isn't it? Most people would find criticism, the way of generating knowledge and a 
beginning of infinity, hostile.

So most people would probably find most posts that are allowed on this list, 
hostile. Who is to say most people are wrong? Maybe I am wrong in thinking 
criticism is not hostile?

One reason I hesitate is because: who cares what they say? Does it really 
matter if people post stupid, hostile, mean stuff?

Is it possible that labelling something as stupid is hostile? I can see that most 
people would think this. Even if a person is not labelled stupid, writing "this post is 
stupid" or "what you say there is stupid" can be seen as hostile. People disagree 
about what is, and is not, hostile.

Can't it just be ignored? Many posts are stupid or misguided; so what?

I agree with that. It can be ignored, or laughed at. Laughing is just a way of 
dismissing something with a "so what?" attitude and 'winning' in the sense that 
you get a positive feeling from their negative feeling.

But by the same token that many people are hostile sometimes, I think even 
more people are affected by hostility often.

Definitely. If one recognises that hostility is bad, then knowingly doing stuff that 



one feels/thinks is hostile, is wrong. One shouldn't aim to be hostile with the 
purpose of affecting someone negatively.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Hostility
Date: January 4, 2013 at 3:36 AM

On Jan 4, 2013, at 12:16 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/01/2013, at 18:20, "Elliot Temple" <curi@curi.us> wrote:

There are basically two things I have not been allowing on my email lists. One 
is hostility.

How does one interpret hostility?

Objectively.

One can always be mistaken about whether hostility exists.

Fallibility does not prevent objective judgment.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Hostility
Date: January 4, 2013 at 3:49 AM

On 04/01/2013, at 19:36, "Elliot Temple" <curi@curi.us> wrote:

On Jan 4, 2013, at 12:16 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/01/2013, at 18:20, "Elliot Temple" <curi@curi.us> wrote:

There are basically two things I have not been allowing on my email lists. 
One is hostility.

How does one interpret hostility?

Objectively.

Of course

One can always be mistaken about whether hostility exists.

Fallibility does not prevent objective judgment.

But are we not more confident about making judgements at some times 
compared with others? Are we more or less confident about, say, general 
relativity being a good explanation of the world, or about where Mars will be in its 
orbit around the Sun exactly 3 hours from now...compared with, say, what the 
intention (hostile or not) of a sentence like "That is a stupid thing to say" is?

If I say of what someone writes "That is stupid!" I might intend it to be hostile. Or 
not. Does the "!" mark make it more or less hostile, or no different? What if I 
added "That is stupid. And you keep saying stupid things. Stop it!"

How can you know if I am being hostile? If I am *intending* to be hostile? What is 
the objective criteria or judgement? Or does not intent matter?

Brett.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Hostility
Date: January 4, 2013 at 4:54 AM

On Fri, Jan 4, 2013 at 7:20 AM, Elliot Temple <curi@curi.us> wrote:
It's a shame because if you ban them for hostility then they cannot post on the 
days when they are not hostile. But if they are too irresponsible to manage their 
hostility (or fix the problem), then they would have bad days in the future and do 
bad things. And I don't want to keep people on moderation. That's too much 
boring work for their benefit. And the confrontations when they post bad things 
and you're moderator are unpleasant.

So am I missing anything or must sometimes-hostile people be banned?

It's (usually) a mistake to be hostile.

In general, participating in these lists is a good way to fix mistakes
in your life.

So if a person is sometimes hostile, that suggests they should
participate *more* in these lists. Banning them seems like it turns
their mistake into something that destroys their means of error
correction.

However:
* Posting to the lists is not the same thing as participating, not
really. You won't fix mistakes in your life if you're never reading
anything or just spamming garbage. If all you're doing is posting
hostile attacks, that's not participating.
* The lists, while good, are not the only way to fix mistakes in your
life. You can learn to better control your emotions elsewhere, and
then come back.

and also:

But by the same token that many people are hostile sometimes, I think even 
more people are affected by hostility often.

Yeah: posting hostile stuff that affects other people is harming
*their* means of error correction. Though that is also a mistake on



their part - they should not let hostility harm them if possible,
should learn to ignore hostile meta stuff and focus on content, etc.

I think maybe it comes down to whether a person is seriously
interested in learning to be less hostile. If they don't want to
improve, then it's unlikely that they will; and if they don't want to
improve in this area, they probably don't want to improve in others
either, will not be open-minded about a bunch of things, etc. The
removal of such a person is probably not a terrible thing in the long
run, even if they sometimes contribute useful stuff. But if they
seriously want to improve their behaviour, are willing to discuss
their mistake in depth, etc, then they can eliminate the hostility
*and* the list can benefit from discussions about it in the process.

There are some practical elements to handling hostile posts that might
help too. Stuff like deliberately waiting at least 12-24 hours to
respond to hostile posts (to give the poster a chance to calm down),
or privately asking other list members to join a discussion between
two people that's become hostile (to break the discussion up and take
the hostile person's focus away from the other participant).

- Richard



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Optimism
Date: January 4, 2013 at 6:03 AM

On 4 Jan 2013, at 07:14, Elliot Temple <curi@curi.us> wrote:

How is optimism to be maintained when progress is slow for years? Many 
people despair.

How about changing one's understanding of what "progress" means?

If you measure progress only in terms of big things that take a long
time to attain, then naturally it's going to be slow for a long time.
But if you can look at little things - like spotting a mistake you'd
normally make but managed to stop this time - as progress, then it's
much easier to see progress frequently, and to see how your growing
knowledge is bringing that about.

This doesn't help a lot of people because they're not actually
despairing about a lack of "progress" - they're despairing about a
lack of particular big things. When people despair about those things,
I think they usually either have unrealistic expectations and simply
need to face reality, or they're not getting what they want because
they're still missing some vital piece of knowledge and their approach
isn't helping them see that. For example people are often really vague
about what those big things actually are, and they don't realise that
that stops them from making effective decisions to attain them.

- Richard

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] BoI on the radio in Dubai
Date: January 4, 2013 at 6:15 AM

BoI will be discussed on the book programme *Talking of Books* on Dubai Eye 
Radio tomorrow (Saturday January 5) at 10am GMT.

http://on.fb.me/137NizO

Here's the link for listening live -- I don't know whether they put their broadcasts 
on the web:

http://tunein.com/radio/Dubai-Eye-1038-s112042/

-- David Deutsch

-- 

http://on.fb.me/137NizO
http://tunein.com/radio/Dubai-Eye-1038-s112042/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Long vs Short Writing
Date: January 4, 2013 at 6:18 AM

On Thu, Jan 3, 2013 at 11:13 PM, Elliot Temple <curi@curi.us> wrote:
Writing short pieces has many advantages. They are easier and faster to write. 
They are easier to keep focussed and organized. They are easier to revise if 
mistaken because the consequences of a change cannot spread as far.

They are faster to read. They are easier to discuss because there is less 
content a commenter must understand to make general comments. And if a 
commenter comments on a specific part, there are fewer other parts he hasn't 
taken into account that could mess up what he's saying.

Longer writing can cover more advanced, complicated ideas. It can cover more 
different ideas and the connections between them. However, it's possible to 
write multiple short pieces covering each part, as well as short pieces covering 
the connections between parts.

The best type of long piece, I propose, consists of multiple short pieces. They 
would be combined as e.g. chapters in a single book, but would have 
independence and autonomy. A programmer would call them decoupled and 
modular, and consider that good design.

That is not the only way to write long things, but I think it is the best way. 
However, one reason to write something long differently is because you do not 
know how to break it into smaller components. It would be better if you did know 
how, but that's should not absolutely prevent you from writing about the topic.

Am I missing anything? Is there some important value in long pieces that aren't 
just adjacent short pieces? Long pieces are common, including by wise 
philosophers. Were they mistaken or is there some good reason to do it?

The longer some writing is, the more it can build on mistakes that
occur early on.

The longer it is, the longer a comprehensive reply will be. Or the
more discussions of individual parts it will take to cover everything.



And the harder to keep track of all of those discussions and follow
their implications for the original long piece.

The longer writing is, the smaller proportion of it a reply to one
part will reply to. Many authors don't like it when you reply to only
a small portion of what they said. They may accuse you of ignoring
they rest, or vaguely claim your reply is addressed in the rest. They
might claim that if only you read the rest you would see it their way
or that you aren't understanding the big picture correctly. Replies
like these evade critical discussion of individual parts.

Sometimes they may even claim the individual parts don't work well
alone but, as a whole, it's great. This can be used as a defense
against most criticism regardless of what they wrote.

Also, many people feel a burden to reply to everything if they are
going to reply at all. Everyone involved may make mistakes about
partial replies.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Long vs Short Writing
Date: January 4, 2013 at 7:29 AM

On 04/01/2013, at 22:18, "Anonymous Person" <unattributedemail@gmail.com> 
wrote:

On Thu, Jan 3, 2013 at 11:13 PM, Elliot Temple <curi@curi.us> wrote:
Writing short pieces has many advantages. They are easier and faster to write. 
They are easier to keep focussed and organized. They are easier to revise if 
mistaken because the consequences of a change cannot spread as far.

They are faster to read. They are easier to discuss because there is less 
content a commenter must understand to make general comments. And if a 
commenter comments on a specific part, there are fewer other parts he hasn't 
taken into account that could mess up what he's saying.

Longer writing can cover more advanced, complicated ideas. It can cover more 
different ideas and the connections between them. However, it's possible to 
write multiple short pieces covering each part, as well as short pieces covering 
the connections between parts.

The best type of long piece, I propose, consists of multiple short pieces. They 
would be combined as e.g. chapters in a single book, but would have 
independence and autonomy. A programmer would call them decoupled and 
modular, and consider that good design.

That is not the only way to write long things, but I think it is the best way. 
However, one reason to write something long differently is because you do not 
know how to break it into smaller components. It would be better if you did 
know how, but that's should not absolutely prevent you from writing about the 
topic.

Am I missing anything? Is there some important value in long pieces that aren't 
just adjacent short pieces? Long pieces are common, including by wise 
philosophers. Were they mistaken or is there some good reason to do it?

The longer some writing is, the more it can build on mistakes that
occur early on.



Yes, but that's not any harder to correct than a short piece. If there was an error 
early on in Einstein's original publication of General Relativity (a long piece?) then 
whether it was published in one long piece or several smaller makes no 
difference to error correction, does it?

It depends on how quickly other readers spot the error...

Shorter writing is easier. Way easier. Long writing takes way more work and effort 
and research. Most people do short writing. Most of the internet is short writing, of 
poor quality. Few people write books or research papers. Anyone can write a 
short post or comment. This is not to say anything about quality, but the amount 
of effort involved is clearly poles apart.

The longer it is, the longer a comprehensive reply will be. Or the
more discussions of individual parts it will take to cover everything.
And the harder to keep track of all of those discussions and follow
their implications for the original long piece.

Exactly. So overall by this measure, there is no difference, is there? If you write a 
long piece, you might get a longer, comprehensive reply. If you write lots of little 
pieces then you will get lots of little replies. The total amount of communication 
going on is about the same, isn't it? Same bandwidth or whatnot?

It might be the difference between using lots...of full stops. Or, lots of commas, 
right? Almost a discrete versus continuous consideration...

The longer writing is, the smaller proportion of it a reply to one
part will reply to. Many authors don't like it when you reply to only
a small portion of what they said. They may accuse you of ignoring
they rest, or vaguely claim your reply is addressed in the rest. They
might claim that if only you read the rest you would see it their way
or that you aren't understanding the big picture correctly. Replies
like these evade critical discussion of individual parts.

I don't agree. The author might very well be correct. Who is to say the critic 
*didn't* simply miss the point made later? Why should critics coerce writers into 
writing shorter pieces because they miss the point or simply prefer that which 



others do not (namely, longer pieces that explain more in one well written piece). 
Some people appreciate good quality writing. It can be good for many reasons - a 
great explanation. Or...a great explanation AND beautifully, forcefully expressed. I 
think there is a difference. There are many ways to convey Einstein's General 
Relativity. His first attempt at it was not the best. He was, perhaps, not the best 
writer when it came to explaining it. Most people do not learn General Relativity 
from Einstein's original text.

If an author writes a comprehensive, long piece that actually answers the 
concerns some critic raises, it's not the *author's* fault that the critic didn't read 
carefully enough and missed where their concern was actually answered in the 
original, long, text. Not *everyone* misses the point.

Why should we privilege those who prefer short writing? Some people do prefer 
longer pieces so we can see the bigger picture, so we can *enjoy* reading. For 
pleasure. Stunted. Short. Pieces. Just. Aren't. As. Easy. To. Read. It can be really 
annoying to try to attune one's mind, and method of thinking to some quirky 
preference of someone else. Long writing has become a tradition that we 
shouldn't want to throw out. It's something people in the English speaking world, 
at least, have grown accustomed to for *good* reason. It actually accentuates 
critical discussion of BOTH the individual parts as well as the ideas as a whole.

If you refuse to accept the two postulates of special relativity at the outset and the 
discussion never moves beyond the fact you object to (say) "The speed of light is 
a constant in all reference frames" and you will not move on until the author 
concedes that this cannot be (say) on logical grounds...you will never learn about 
the relativity of simultaneity, time dilation, length contraction, etc, etc. You will, in 
short, not understand reality because you are wedded to two things: short pieces 
of writing (only) and what you think logic must entail. For this reason, the longer, 
wholistic, version of some stuff (say the explanation of special relativity) is way 
better than really short stuff. It might take until the end of some long piece before 
you realise why your initial beliefs really were misconceptions. This is often the 
case.

Sometimes they may even claim the individual parts don't work well
alone but, as a whole, it's great.

Like special relativity?



This can be used as a defense
against most criticism regardless of what they wrote.

People still object to the postulates of special relativity for all sorts of reasons. Are 
they right to?

Also, many people feel a burden to reply to everything if they are
going to reply at all. Everyone involved may make mistakes about
partial replies.

This is true. There is no way to correctly interpret a partial reply or even a non-
response to a criticism, is there? It might mean the point is conceded, it might 
mean the author thinks the criticism stupid, it might mean that the critic has 
completely missed the point, the criticism was already made and answered, etc, 
etc.

Brett



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Eagerness
Date: January 4, 2013 at 9:55 AM

On Jan 4, 2013 12:19 AM, "Elliot Temple" <curi@curi.us> wrote:

Eagerness lowers status.

?!?!

It is associated with children.

Oh! Now I know why people say I act like a child sometimes. I knew
they meant that something I did was like children do, implying that
typically adults don't do it, but I didn't pinpoint what exactly. I
didn't see a problem with it, so I didn't question it much. I like
children. I like how they behave/think. I like them better than
adults.

And when it comes to interacting with people, eagerness communicates that 
you need them too much and lack other options. Or something along those 
lines.

WOW!

But wanting to interact for mutual benefit, and being eager for such benefits, 
does not actually, rationally imply you lack other options or are needy or low 
status. Eagerness for your life, and to get anything good underway, is good, isn't 
it?

YES!

People worry about giving too much away. About hiding their values. About 
letting others come to them. About hiding what they want so the price of it isn't 
raised. But why treat everyone as our enemies? And if someone actually acts 
like an enemy, not a cooperative friend, why interact with them at all?



hmm. I guess people are afraid of rejection (aka social disapproval).

Is there anything actually bad about eagerness? Or is *all* the dislike of 
eagerness mistaken?

I've run into trouble with it before. I make a plan. I'm eager to do
it. Of course I know that the plan is fallible, meaning that it might
fail. But because I don't explicitly say that it might fail, and
because I look so eager, people think that I think that my plan is
fail-safe. WTF!? Why don't they understand fallibilism?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Catching Up
Date: January 4, 2013 at 10:06 AM

On Jan 4, 2013 12:27 AM, "Elliot Temple" <curi@curi.us> wrote:

Bob knows more than Jim.

Bobs learns at least as fast as Jim.

Is there any way for Jim ever to catch up on knowledge? Without Bob stopping 
learning.

We might stipulate the first chunk of knowledge is learned at one speed, and the 
next chunk at a slower speed, and the next at a slower, and so on.

Maybe thats true for certain types of knowledge, but not others.

I'd stipulate that later chunks are learned faster than earlier
chunks, because one's epistemology is better as the series progresses.
That means his problem-solving capacity is improving and so his
learning capacity is improving.

If so, Jim might start five chunks behind but get to be only one chunk behind. 
But he would never catch up all the way. Further, if Bob stopped learning, the 
amount of time needed for Jim to catch up would be at least as much as when 
they started.

We might further stipulate that learning something that someone else has 
learned before, and can help with, goes faster. This would let Jim get less hours 
of learning behind. From a mathematical perspective, it would let Jim get 
arbitrarily close to catching up. But I don't think that's practical, and it would not 
let him pass Bob without the existence of some other source of knowledge that 
knows more than them and helps Jim but not Bob.

We might further stipulate that people learn different ideas at different rates. 
Now, finally, Jim has a chance to catch up without an extra source of 
knowledge. First he would have to get close with help from Bob. Then they both 



get to a chunk of knowledge that Jim is better at learning and Jim could take the 
lead.

What are practical tips on catching up in knowledge?

Learning is most effective when one is interested in the subject. Each
one of us creates interest in things. So, to learn much, one must be
good at creating interest. And he must create interest for lots of
subjects.

How do these things normally go in real life?

I don't think many people have skill in creating interest, so I think
most people suck at learning because they aren't interested in much.

I noticed you have another thread about how to create interest, so
I'll leave that for that thread.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Confidence
Date: January 4, 2013 at 10:14 AM

On Jan 4, 2013 12:32 AM, "Elliot Temple" <curi@curi.us> wrote:

Rational confidence can alienate people who are shocked when you are not 
swayed (not even a little doubt or humility) by the irrational -- such as 
widespread unargued opinion or "the experts".

I've had the opposite reaction sometimes. I've said, "psh, statistics
don't mean shit when it comes to human choices," completely
disregarding the stat that was just used in an argument about human
choices. And the guy smiled in agreement. I think its because the stat
said something negative about him, and my rejection of it relieved
that.

Is there any downside to this? Is there any problem here?

Maybe we aren't being clear enough.

If it is a problem, that would mean you could avoid this happening without doing 
anything bad (because problems are soluble). But I don't think it's avoidable 
without betraying reason and your values.

There is the issue of communicating clearly. All men are fallible. No man should 
claim epistemological authority. But one can alienate people without any 
miscommunication on these points. This is a separate issue. Further, most 
demands for greater clarity on these points are actually dishonest demands for 
the irrational.

Could you give an example of that?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Boredom
Date: January 4, 2013 at 10:21 AM

On Jan 4, 2013 12:35 AM, "Elliot Temple" <curi@curi.us> wrote:

What is boredom?

Not being interested in anything (right now).

What causes it?

Lack of knowledge that causes one to be interested in something.

How should it be addressed?

Create interest in something.

How are new interests created?

I think interest is created when one solves a problem, and then he
notices a new problem.

People are typically good at creating interests during childhood but less good at 
it later. And don't remember how they did it as children. There are plenty of 
children in the world to ask, but I don't think most of them know how to explain 
how they do it. How do these things work?

The attitude is the problem. Adults should stop seeing children as
less status. Children have the better status!

Using your previous email about eagerness, if people weren't afraid of
showing eagerness, they would interact more with people, thus having
more opportunities to create interest.



-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Philosophy
Date: January 4, 2013 at 10:28 AM

On Jan 4, 2013 12:35 AM, "Elliot Temple" <curi@curi.us> wrote:

Philosophy has a bad reputation.

Does this matter? Why or why not?

I think it matters in situations where you're discussing with someone
who learned philosophy in school, or read a bunch of philosophy books,
and realizes that its all junk.

If it matters, what should be done about it?

Don't say the word 'philosophy' and don't say the word 'Popper'. Say
the ideas, and stay clear from the labels.

You did this in your blog post here http://www.curi.us/1252-xii, where
you didn't mention the label 'morality' (until the very end) even
though the entire post was explaining morality.

-- Rami

-- 

http://www.curi.us/1252-xii


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Learning from people who know less
Date: January 4, 2013 at 10:32 AM

On Jan 4, 2013 12:37 AM, "Elliot Temple" <curi@curi.us> wrote:

What important techniques should one know about learning from people who 
know less than you do?

Learn how not to under-estimate their knowledge. That can cause one to
say stuff that seems condescending to some people.

If you're talking about people that haven't yet learned that being
offended is stupid/pointless/counter-productive, then learning the
typical ways that people get offended would help one not offend those
people, allowing for the discussion to continue.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Learner Role
Date: January 4, 2013 at 10:37 AM

On Jan 4, 2013 12:48 AM, "Elliot Temple" <curi@curi.us> wrote:

A lot of people have a large problem: they have an adult social role and do not 
want to take on a learner/student/child role. This gets in the way of their 
learning.

What is to be done about this, if anything?

People should adopt a good attitude towards learning. And drop the
stupid attitude of seeing adults and children as different.

Anybody can learn from anybody.

Disagreements are good. They are opportunities for us to learn from
each other. Either I'm wrong, or you're wrong, or we're both wrong.
The goal of our discussion is for us to discover the flaws and fix
them.

If we're were always in agreement, that'd be boring! Learning is fun!

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] External Criticism
Date: January 4, 2013 at 10:47 AM

On Jan 4, 2013 12:46 AM, "Elliot Temple" <curi@curi.us> wrote:

Popper rated external criticism very highly. (External criticism is any criticism 
you do not create yourself.)

The large majority of criticism is self-criticism. We need huge amounts of self-
criticism to function (e.g. to hold any conversation -- a task that requires creative 
thinking and error correction). So, how necessary is external criticism?

Side note:

People say, "We are our worst critics" implying that self-criticism is
bad. Whats going on here? Why do they have a bad attitude towards
criticism? Or do they misunderstand what criticism is?

People say that there is constructive criticism and destructive
criticism. So when they say, "We are our worst critics," which kind of
criticism do they mean?

One way external criticism helps is because if two people both make mistakes, 
but their mistakes are not all the same ones, then they can each help the other 
person with some mistakes they do not make themselves. In other words, I can 
help you with your blind spots and you can help me with my blind spots, and we 
will both benefit. Yes we share some blind spots, but we also have some that 
are not shared, so there is the possibility for mutual gain.

However, you can learn about all the common blind spots that many people can 
help with. Then the value is reduced. This is similar to culture clash. Culture 
clash is valuable but you can get that value and be done with it until another 
culture clash is found.

Where are the best places to find useful external criticism once one learns the 
common stuff? Some books are good. What else?



This email list. And TCS/ARR/RP/OD.

How important is it to keep finding useful external criticism? When should one 
focus more on self-criticism? How does one decide?

I'm lost on that. I don't really understand the question.

If I seek external criticism, does that mean that I'm doing less
self-criticism? I think no.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Optimism
Date: January 4, 2013 at 10:51 AM

On Jan 4, 2013 1:14 AM, "Elliot Temple" <curi@curi.us> wrote:

How is optimism to be maintained when progress is slow for years? Many 
people despair.

Seek out external criticism from smart people. That will help the
person progress. And will help him maintain an optimistic attitude.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Boredom
Date: January 4, 2013 at 11:04 AM

On Fri, Jan 4, 2013 at 12:34 AM, Elliot Temple <curi@curi.us> wrote:
What is boredom? What causes it? How should it be addressed?

"Boredom is the feeling that everything is a waste of time; serenity,
that nothing is." Thomas Szasz

A friend said: Seems a bit extreme. You can be bored with some things
and find serenity in others and I believe most people would fall
within the middle of the spectrum.

I replied: Well, do you agree that each thing is interesting to
somebody? If so, and if you don't find a specific thing X interesting,
why is it that somebody else finds it interesting? Whats the
difference between you and them that causes you to be bored of X, but
him interested in X? Its knowledge. He has some piece of knowledge
that explains why X is good, which causes him to be interested in X.
The point is that everything is interesting, given the right
knowledge.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: off-list Re: [BoI] External Criticism
Date: January 4, 2013 at 11:10 AM

On Fri, Jan 4, 2013 at 10:05 AM, wrote:
On 04/01/2013, at 15:47, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 4, 2013 12:46 AM, "Elliot Temple" <curi@curi.us> wrote:

Where are the best places to find useful external criticism once one learns 
the common stuff? Some books are good. What else?

This email list. And TCS/ARR/RP/OD.

What's OD?

Objectivism Discussion list. Its new.

https://groups.google.com/forum/?fromgroups#!forum/objectivism-discussion

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

https://groups.google.com/forum/?fromgroups#!forum/objectivism-discussion
http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Hostility
Date: January 4, 2013 at 12:41 PM

On Jan 4, 2013, at 12:49 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/01/2013, at 19:36, "Elliot Temple" <curi@curi.us> wrote:

On Jan 4, 2013, at 12:16 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/01/2013, at 18:20, "Elliot Temple" <curi@curi.us> wrote:

There are basically two things I have not been allowing on my email lists. 
One is hostility.

How does one interpret hostility?

Objectively.

Of course

One can always be mistaken about whether hostility exists.

Fallibility does not prevent objective judgment.

But are we not more confident about making judgements at some times 
compared with others? Are we more or less confident about, say, general 
relativity being a good explanation of the world, or about where Mars will be in 
its orbit around the Sun exactly 3 hours from now...compared with, say, what the 
intention (hostile or not) of a sentence like "That is a stupid thing to say" is?

If I say of what someone writes "That is stupid!" I might intend it to be hostile. Or 
not. Does the "!" mark make it more or less hostile, or no different? What if I 
added "That is stupid. And you keep saying stupid things. Stop it!"

How can you know if I am being hostile? If I am *intending* to be hostile? What 
is the objective criteria or judgement? Or does not intent matter?



You (like everyone else) already know how to judge hostility pretty well. The best 
approach is to take that knowledge and refine it. Do not start over from first 
principles. To the extent perhaps you are not already familiar with common 
knowledge on the subject, you could learn it.

I don't know how to explain it adequately from first principles and neither does 
anyone else, but that doesn't mean that knowledge of how to judge hostility 
doesn't exist. It's well known. You already know a lot about it.

In your questions you intentionally aren't using some of what you already know. 
Why? Maybe because you don't know how to justify it from first principles or 
something like that. Or maybe because it's not explicit enough for your taste. 
Regardless of the reason, unless you post a criticism of the knowledge you 
shouldn't disregard it. Lack of justification and explicitness are not criticisms.

It's also really hard to analyze out-of-context short remarks for hostility. Context 
matters. Those are not good examples.

You should start from your existing knowledge and only reject or change it when 
you have a criticism of it. Throwing it out -- not even mentioning its existence -- 
and trying to reinvent the wheel is bad. Instead of trying to start from scratch, one 
should try to refine/reform/improve existing knowledge about this topic.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Jason <auvenj@gmail.com>
Subject: Status (was: [BoI] Eagerness)
Date: January 4, 2013 at 4:04 PM

On Thu, Jan 3, 2013 at 11:19 PM, Elliot Temple <curi@curi.us> wrote:
Eagerness lowers status.

I think status - both perceived and actual - causes problems.

Status is a form of authority. People who pay attention and defer to
status judge ideas at least partially on their source and not solely
on merit. People who seek status are seeking to have some or all of
their ideas or actions judged more favorably because of their source
rather than solely on merit.

Pursuit of status can cause people to for example, buy things they
don't otherwise want, with money they don't have (credit), to impress
people they don't really like. This is fairly common. It is a common
reason why people who earn a good amount of money are nevertheless
always short of it. They're always trying to appear to have more money
than they actually do.

Status also causes people to worry that eagerness, or asking a
"stupid" question, or taking a job with less perceived prestige, or
driving an older but functional car will cause other people to treat
them badly. It gets in the way of learning, and directs resources away
from the most productive pursuits into status symbols.

I think status is mostly bad. So I wouldn't worry about whether or not
something raises it or lowers it.

Some things I think aren't bad that might sometimes be confused with status:

Respect - People who do and make good things deserve acknowledgement
and respect for what they've done or made. This isn't status, and it
doesn't depend on any symbols.

Taste - It's not bad to like nice things or new things, and to want
them for your own reasons, and to spend money on them prudently.



Specialization - Recognizing that someone knows a lot more about a
particular subject than you know or care to learn, and following their
advice in that area, is not always bad.

--Jason

-- 



From: Jason <auvenj@gmail.com>
Subject: Attacking the legitimacy of concepts (was: [BoI] Bad Formatting)
Date: January 4, 2013 at 4:54 PM

On Fri, Jan 4, 2013 at 12:32 AM, Elliot Temple <curi@curi.us> wrote:
There are basically two things I have not been allowing on my email lists. One is 
bad formatting.

and

On Fri, Jan 4, 2013 at 12:20 AM, Elliot Temple <curi@curi.us> wrote:
There are basically two things I have not been allowing on my email lists. One is 
hostility.

I think there's another thing you have not been allowing on your email
lists. I don't really understand the other thing well, but from what I
do understand I'd call it "Attacking the legitimacy of concepts", in
particular the concept of ARR and perhaps TCS as well. I ran afoul of
this prohibition in the early days when you took over the ARR list,
and still only know enough about it to generally avoid doing it on
your lists.

The most recent example I recall:

--- In Autonomy-Respecting-Relationships@yahoogroups.com, Elliot Temple  
wrote:

On Dec 21, 2012, at 5:47 PM, Sampo Syreeni  wrote:

I also think that while you own the list, you don't own the idea.

You don't get to say what is or isn't ARR.

I don't see any reason to leave this list. The only problem I see is that the list 
has become not just owned by you but your personal dominion, and thereby 
ARR having become rather nastily twisted.

If you say anything along these lines again, you will be banned. Drop it or leave.



I realize you don't understand what's going on or what you're doing wrong. That 
doesn't make it any less immoral. Just stop.

If you want to stay here, focus on explaining your ideas without any mention of 
mental illness or sanity, and without any attack on the legitimacy of any ideas 
you disagree with. If you disagree with some idea, you may offer a criticism of it, 
but you may not do things like request we have a discussion where that idea 
isn't allowed.

I don't understand why you think that what Sampo said in this case was
immoral, especially immoral enough to ban from the list.

Specifically, the things I don't understand are:
What is the difference between offering a criticism of an idea and an
attack on its legitimacy?
Why is attacking the legitimacy of an idea immoral? Why is it so
immoral that it warrants banning from a discussion list?
How is what Sampo said ("You don't get to say what is or isn't ARR")
an attack on the legitimacy of ARR?
How is what Sampo said a "request we have a discussion where that idea
isn't allowed?"

I'd like to understand these things, but not at the cost of getting
myself banned. If discussing any of these will get me banned, then I
will drop it but just be aware that there's a set of bannable topics
that I, and perhaps others, have only a vague understanding of how and
why to avoid on your lists.

--Jason



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Money
Date: January 4, 2013 at 5:15 PM

On Thu, Jan 3, 2013 at 11:36 PM, Elliot Temple <curi@curi.us> wrote:
What is there that is important or valuable to buy with large amounts of money?

Time.

You can't usually literally buy *more* time, unless its paying for an
expensive medical treatment that allows you to live longer.

But you can definitely buy better use of the time you have with large
amounts of money. You can pay people to do mundane tasks for you
rather than doing them yourself. Things like: cooking, cleaning,
driving, and accounting. You can also just pay more for the things you
buy rather than spend time looking around for the best price.

Good things are typically mass produced and therefore cheap.

Some are and some aren't. Private jets can allow for much better use
of your time if you travel, and they are not cheap.

--Jason

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: Attacking the legitimacy of concepts (was: [BoI] Bad Formatting)
Date: January 4, 2013 at 5:12 PM

On 4 Jan 2013, at 21:54, Jason <auvenj@gmail.com> wrote:

On Fri, Jan 4, 2013 at 12:32 AM, Elliot Temple <curi@curi.us> wrote:
There are basically two things I have not been allowing on my email lists. One 
is bad formatting.

and

On Fri, Jan 4, 2013 at 12:20 AM, Elliot Temple <curi@curi.us> wrote:
There are basically two things I have not been allowing on my email lists. One 
is hostility.

I think there's another thing you have not been allowing on your email
lists. I don't really understand the other thing well, but from what I
do understand I'd call it "Attacking the legitimacy of concepts", in
particular the concept of ARR and perhaps TCS as well. I ran afoul of
this prohibition in the early days when you took over the ARR list,
and still only know enough about it to generally avoid doing it on
your lists.

The most recent example I recall:

--- In Autonomy-Respecting-Relationships@yahoogroups.com, Elliot Temple  
wrote:

On Dec 21, 2012, at 5:47 PM, Sampo Syreeni  wrote:

I also think that while you own the list, you don't own the idea.

You don't get to say what is or isn't ARR.

I don't see any reason to leave this list. The only problem I see is that the list 
has become not just owned by you but your personal dominion, and thereby 
ARR having become rather nastily twisted.



If you say anything along these lines again, you will be banned. Drop it or 
leave.

I realize you don't understand what's going on or what you're doing wrong. 
That doesn't make it any less immoral. Just stop.

If you want to stay here, focus on explaining your ideas without any mention of 
mental illness or sanity, and without any attack on the legitimacy of any ideas 
you disagree with. If you disagree with some idea, you may offer a criticism of 
it, but you may not do things like request we have a discussion where that idea 
isn't allowed.

I don't understand why you think that what Sampo said in this case was
immoral, especially immoral enough to ban from the list.

Specifically, the things I don't understand are:
What is the difference between offering a criticism of an idea and an
attack on its legitimacy?
Why is attacking the legitimacy of an idea immoral? Why is it so
immoral that it warrants banning from a discussion list?
How is what Sampo said ("You don't get to say what is or isn't ARR")
an attack on the legitimacy of ARR?
How is what Sampo said a "request we have a discussion where that idea
isn't allowed?"

I'd like to understand these things, but not at the cost of getting
myself banned. If discussing any of these will get me banned, then I
will drop it but just be aware that there's a set of bannable topics
that I, and perhaps others, have only a vague understanding of how and
why to avoid on your lists.

I think that the problem with attacking the legitimacy of concepts is related to the 
argument from intimidation:

http://aynrandlexicon.com/lexicon/argument_from_intimidation.html

The argument from intimidation is where you say "You can't think X because it's 
immoral" without a discussion of why it is immoral. Sampo insisted that we should 
discuss ARR without mentioning Elliot's ideas, which he said were "nasty". This is 
an attempt to exclude an idea from discussion without critical argument by 

http://aynrandlexicon.com/lexicon/argument_from_intimidation.html


impugning the character of those who hold it.

Alan



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Optimism
Date: January 4, 2013 at 5:25 PM

On Thu, Jan 3, 2013 at 11:14 PM, Elliot Temple <curi@curi.us> wrote:

How is optimism to be maintained when progress is slow for years? Many 
people despair.

Slow by what standard? Compared to what alternative? What does "slow" mean 
here?

When things are going well, people go as fast as they know how to.
What more could be desired? When people are not making progress at the
rate they know how to, then they have bigger problems than feeling it
is "slow" (such as the irrationality involved).

Some people make the mistake of thinking they can measure the amounts
of knowledge in different ideas and compare. Whether that is possible
or not, I don't think anyone is good at it.

Also, what good will despair do?

-- 



From: Elliot Temple <curi@curi.us>
Cc: ARR <Autonomy-Respecting-Relationships@yahoogroups.com>
Subject: Re: Attacking the legitimacy of concepts (was: [BoI] Bad Formatting)
Date: January 4, 2013 at 6:13 PM

On Jan 4, 2013, at 1:54 PM, Jason <auvenj@gmail.com> wrote:

On Fri, Jan 4, 2013 at 12:32 AM, Elliot Temple <curi@curi.us> wrote:
There are basically two things I have not been allowing on my email lists. One 
is bad formatting.

and

On Fri, Jan 4, 2013 at 12:20 AM, Elliot Temple <curi@curi.us> wrote:
There are basically two things I have not been allowing on my email lists. One 
is hostility.

I think there's another thing you have not been allowing on your email
lists. I don't really understand the other thing well, but from what I
do understand I'd call it "Attacking the legitimacy of concepts", in
particular the concept of ARR and perhaps TCS as well.

That falls under the category of "hostility" (to ideas rather than people).

I ran afoul of
this prohibition in the early days when you took over the ARR list,
and still only know enough about it to generally avoid doing it on
your lists.

The most recent example I recall:

--- In Autonomy-Respecting-Relationships@yahoogroups.com, Elliot Temple  
wrote:

On Dec 21, 2012, at 5:47 PM, Sampo Syreeni  wrote:

I also think that while you own the list, you don't own the idea.

You don't get to say what is or isn't ARR.



I don't see any reason to leave this list. The only problem I see is that the list 
has become not just owned by you but your personal dominion, and thereby 
ARR having become rather nastily twisted.

If you say anything along these lines again, you will be banned. Drop it or 
leave.

I realize you don't understand what's going on or what you're doing wrong. 
That doesn't make it any less immoral. Just stop.

If you want to stay here, focus on explaining your ideas without any mention of 
mental illness or sanity, and without any attack on the legitimacy of any ideas 
you disagree with. If you disagree with some idea, you may offer a criticism of 
it, but you may not do things like request we have a discussion where that idea 
isn't allowed.

I don't understand why you think that what Sampo said in this case was
immoral, especially immoral enough to ban from the list.

I posted an explanation but you did not quote from it.

Further, I persuaded Sampo. He voluntarily agreed it was right for him to be 
banned.

One way to deny legitimacy is to insist that some ideas are too bad to be 
considered. To try not to allow them into rational debate at all. This is a hostile 
attitude to those ideas. And when it's done to the ideas a list is supposed to be 
about, it is unacceptable, and the person doing it does not belong on that list.

Another way is to deny that some ideas exist at all. Or to deny that anyone (or 
anyone legitimate/reasonable/sane) actually believes or advocates them. This 
often involves insisting opponents do not mean what they say, and trying to 
reinterpret them as meaning something contrary to their positions.

What Sampo did, in particular, was insist that we accept ARR was false as a 
premise for discussion on the ARR list. And he refused to retract that demand.



What you (Jason) did in the past was to demand that anti-ARR ideas have an 
equal right to the "ARR" label as pro-ARR ideas. And you demanded they have 
equal legitimacy and respect on the ARR list. You thought it was open to 
everyone to have their own opinion of what ARR means, even when those 
opinions attack and deny the core values of ARR.. Such an approach would 
destroy the meaning of the term "ARR", and destroy the meaning and purpose of 
the ARR list (which is to discuss ARR as defined since the list started and 
modified only incrementally, not to advocate arbitrary incompatible ideas and 
pretend they have anything to do with the "ARR" in "ARR List").

You did not acknowledge yourself as outsider and critic. That role is acceptable, 
but should be acknowledged. To deny that role, while having it, is an implicit 
attack on ARR insiders and supporters. It denies they exist or have their role, or 
that their role matters. It denies they have a special place on the ARR list, which 
is not symmetric. ARR is not neutral ground, and to insist it is attacks the 
legitimate purpose of the list.

It is legitimate that ARR exist, and have its meaning, and not share its list or 
name with incompatible ideas. It is legitimate that the ARR list be run in such a 
way that ARR is not destroyed. It is illegitimate to attack this on the ARR list.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: [BoI] Re: Money
Date: January 4, 2013 at 9:00 PM

On Friday, January 4, 2013 1:36:32 AM UTC-5, Elliot Temple wrote:

What is there that is important or valuable to buy with large amounts of
money?

Good things are typically mass produced and therefore cheap.

-- Elliot Temple
http://elliottemple.com/

Depends on how much.

Some money lets you not have to work if you don't want to. That seems good.

Super large amounts of money could let you do stuff like

1) Set up think tanks to promote good ideas (say BoI type ideas.)
2) Fund scientific research (like SENS.)
3) Try different business ventures that require tons and tons of capital
and R&D. Space elevator!
4) Bribe a South American government for land to set up some sort of Free
City.
5) Make an Atlas Shrugged movie that's not terrible.

I'm sure there's more one could think of.

-- 

http://elliottemple.com/


From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: [BoI] Re: Broken Spirits
Date: January 4, 2013 at 9:12 PM

On Friday, January 4, 2013 1:28:38 AM UTC-5, Elliot Temple wrote:

Why do people's spirits break?

What does a broken spirit mean, more precisely?

What techniques are effective for mending such problems? What if help is
not wanted?

-- Elliot Temple
http://beginningofinfinity.com/

Tentative guess as to what it means, and why it happens:

Mises says that human action requires 1) some uneasiness with the current
state, 2) a vision of a more satisfactory state, and 3) the expectation
that purposeful action can remove the uneasiness.

I think lots of people struggle to improve their state for a while, but,
not given much help by their parents or popular ideas, fail to make
progress. There's also lots of ideas that encourage accepting your current
bad state in life. So they wind up losing #3 (and maybe even #2?). As to
how to mend, that's a more difficult question.

-- 

http://beginningofinfinity.com/


From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: [BoI] Re: Philosophy
Date: January 4, 2013 at 9:31 PM

On Friday, January 4, 2013 1:35:25 AM UTC-5, Elliot Temple wrote:

Philosophy has a bad reputation.

Does this matter? Why or why not?

If it matters, what should be done about it?

-- Elliot Temple
http://elliottemple.com/

Sure it matters. We lose out on potential progress because of bad ideas
people have about the value of studying philosophy.

As to what do to about it, perhaps write things of high quality that make
good philosophy accessible.

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money
Date: January 4, 2013 at 9:31 PM

On Jan 4, 2013, at 2:15 PM, Jason <auvenj@gmail.com> wrote:

On Thu, Jan 3, 2013 at 11:36 PM, Elliot Temple <curi@curi.us> wrote:
What is there that is important or valuable to buy with large amounts of 
money?

Time.

You can't usually literally buy *more* time, unless its paying for an
expensive medical treatment that allows you to live longer.

But you can definitely buy better use of the time you have with large
amounts of money. You can pay people to do mundane tasks for you
rather than doing them yourself. Things like: cooking, cleaning,
driving, and accounting. You can also just pay more for the things you
buy rather than spend time looking around for the best price.

Yes but the amount of time to get a bunch of money is typically a lot larger than 
the amount of time the money can buy you.

For example, someone successful like John Allison or Ann Coulter is never ever 
going to get back a significant fraction of the time spent on their career in time 
savings from their money. And the same goes for Obama, Lady Gaga, Stephen 
Colbert, Ayn Rand, etc...

The same is even more true for people who make less money for their career.

So I think this is only much use if you get the money as a side-effect (e.g. you do 
what you wanted to do anyway, plus secondarily get paid). If you like your career 
and it makes money, OK cool. But I don't see any good reason to go well out of 
your way to make a lot of money (as many people do).

(Also btw taxis, cleaners, restaurants and accountants are all within reach of the 



non-rich. Not unlimited use, but the more efficient gains are accessible without 
tons of money.)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money
Date: January 4, 2013 at 9:46 PM

On Jan 4, 2013, at 6:00 PM, Michael Smithson 
<michael.r.smithson1@gmail.com> wrote:

On Friday, January 4, 2013 1:36:32 AM UTC-5, Elliot Temple wrote:

What is there that is important or valuable to buy with large amounts of
money?

Good things are typically mass produced and therefore cheap.

-- Elliot Temple
http://elliottemple.com/

Depends on how much.

Some money lets you not have to work if you don't want to. That seems good.

Super large amounts of money could let you do stuff like

1) Set up think tanks to promote good ideas (say BoI type ideas.)
2) Fund scientific research (like SENS.)
3) Try different business ventures that require tons and tons of capital
and R&D. Space elevator!
4) Bribe a South American government for land to set up some sort of Free
City.
5) Make an Atlas Shrugged movie that's not terrible.

I'm sure there's more one could think of.

If you knew how to make a really good movie, you could get funding for it. Same 
with business ventures. If you really have the merit and skill, it's not so hard to get 
someone else's money to use so that you can do it.

http://elliottemple.com/


If you can fund your own project, you can try it when you do not have enough 
merit and skill, from an objective perspective, to persuade others. You can "take a 
chance" on yourself. That can have value. But one wonders why you want to start 
the project without adequate objectively demonstrable skill.

(One reason to do that is if you don't think you can get enough skill that it's a 
good investment even if you trained/studied more. But you still think it might work 
and want to try despite bad odds. Because you don't know a way to increase the 
odds and think it's important.)

Free City and think tanks are similar. If you genuinely have the knowledge to do 
those things really well, that is valuable to people and you can get paid to do it, 
you don't have to fund it yourself.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Eagerness
Date: January 4, 2013 at 10:34 PM

On Jan 4, 2013, at 6:55 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 4, 2013 12:19 AM, "Elliot Temple" <curi@curi.us> wrote:

Eagerness lowers status.

?!?!

This is very common knowledge, but usually not stated explicitly. I'll bet you could 
recognize it if you watched examples on TV. Or if you kept this concept in mind 
while hearing people talking about dating and things like "playing it cool" and 
"waiting 3 days before phoning" and "not coming on too strong" and suchlike. It's 
also very visible in status relationships from the past, e.g. in courts with kings, 
and you can find many examples in popular books like The Wheel of Time series.

It is associated with children.

Oh! Now I know why people say I act like a child sometimes. I knew
they meant that something I did was like children do, implying that
typically adults don't do it, but I didn't pinpoint what exactly. I
didn't see a problem with it, so I didn't question it much. I like
children. I like how they behave/think. I like them better than
adults.

There are a number of good traits associated with children. A few more are 
"childlike curiosity", "[childlike, innocent] sense of wonder", asking questions 
about how stuff works, and asking persistent questions to try to get further 
answers with more detail.

So maybe it's some of those too :)

In general, children are better than adults in many important ways, especially 
rationality. Also lack of having lots of entrenched bad assumptions about life, 



happiness, and lack of bitterness and cynicism.

Stuff targeted at children is often good. For example, there is an idea in our 
culture that conflict is "adult" and lack of conflict is childish. One consequences is 
that adult movies typically focus more on conflict than children's movies. But how 
to live when life isn't going wrong and you aren't in a conflict is actually the more 
important, more interesting and bigger topic than how to deal with conflicts. A lot 
of the adult world seems to assume lack of conflict is boring.

And when it comes to interacting with people, eagerness communicates that 
you need them too much and lack other options. Or something along those 
lines.

WOW!

You're shocked? OK, I'll try to blow your mind then. Consider this: pretty much 
everyone else already knows this and isn't shocked and doesn't even see 
anything wrong with it or try to change it.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Confidence
Date: January 4, 2013 at 10:37 PM

On Jan 4, 2013, at 7:14 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 4, 2013 12:32 AM, "Elliot Temple" <curi@curi.us> wrote:

Rational confidence can alienate people who are shocked when you are not 
swayed (not even a little doubt or humility) by the irrational -- such as 
widespread unargued opinion or "the experts".

I've had the opposite reaction sometimes. I've said, "psh, statistics
don't mean shit when it comes to human choices," completely
disregarding the stat that was just used in an argument about human
choices. And the guy smiled in agreement. I think its because the stat
said something negative about him, and my rejection of it relieved
that.

Is there any downside to this? Is there any problem here?

Maybe we aren't being clear enough.

If it is a problem, that would mean you could avoid this happening without 
doing anything bad (because problems are soluble). But I don't think it's 
avoidable without betraying reason and your values.

There is the issue of communicating clearly. All men are fallible. No man 
should claim epistemological authority. But one can alienate people without 
any miscommunication on these points. This is a separate issue. Further, most 
demands for greater clarity on these points are actually dishonest demands for 
the irrational.

Could you give an example of that?

What happens sometimes is you write clearly and people pretend they 
understood you to be claiming infallibility when you weren't. This is typically a 



dishonest tactic. They misunderstood you on purpose or weren't trying enough to 
understand you well (understanding is an active process which they can 
sabotage by not making a reasonable effort).

Then they try to claim they are just asking for more clarity but actually they want 
you to change the substance of what you're saying.

What changes do they want? Typically they want you to add "maybe" next to 
every idea they don't like but have no rational criticisms of.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Boredom
Date: January 4, 2013 at 10:39 PM

On Jan 4, 2013, at 7:21 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 4, 2013 12:35 AM, "Elliot Temple" <curi@curi.us> wrote:

What is boredom?

Not being interested in anything (right now).

What causes it?

Lack of knowledge that causes one to be interested in something.

How should it be addressed?

Create interest in something.

How are new interests created?

I think interest is created when one solves a problem, and then he
notices a new problem.

People are typically good at creating interests during childhood but less good 
at it later. And don't remember how they did it as children. There are plenty of 
children in the world to ask, but I don't think most of them know how to explain 
how they do it. How do these things work?

The attitude is the problem. Adults should stop seeing children as
less status. Children have the better status!

I don't agree. I think status is a mistake. I don't think it's correct to argue about 
who has more status (or who should rule). Rather, no one should rule or have 



high status. The main problem is not who got assigned high status but the 
concept of status itself.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Philosophy
Date: January 4, 2013 at 10:40 PM

On Jan 4, 2013, at 7:28 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 4, 2013 12:35 AM, "Elliot Temple" <curi@curi.us> wrote:

Philosophy has a bad reputation.

Does this matter? Why or why not?

I think it matters in situations where you're discussing with someone
who learned philosophy in school, or read a bunch of philosophy books,
and realizes that its all junk.

If it matters, what should be done about it?

Don't say the word 'philosophy' and don't say the word 'Popper'. Say
the ideas, and stay clear from the labels.

You did this in your blog post here http://www.curi.us/1252-xii, where
you didn't mention the label 'morality' (until the very end) even
though the entire post was explaining morality.

How do you avoid saying the word "philosophy"? What words or phrases would 
you use instead? Can you give a couple typical examples where I might have 
said "philosophy" and then what you suggest instead?

I don't know how to avoid saying "morality" in general. Being able to avoid it 
temporarily while making one argument is a lot easier than avoiding it in general.

-- Elliot Temple
http://elliottemple.com/

-- 

http://www.curi.us/1252-xii
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Learner Role
Date: January 4, 2013 at 10:47 PM

On Jan 4, 2013, at 7:37 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 4, 2013 12:48 AM, "Elliot Temple" <curi@curi.us> wrote:

A lot of people have a large problem: they have an adult social role and do not 
want to take on a learner/student/child role. This gets in the way of their 
learning.

What is to be done about this, if anything?

People should adopt a good attitude towards learning. And drop the
stupid attitude of seeing adults and children as different.

They don't want to lower their status or deviate from their current role. I think 
that's a big part of it but there's more to it too. Why else don't they want to do it?

Bad memories of school and childhood is one more issue. Being educated is 
deeply unpleasant due to coercive educational practices, so people don't want 
more of that.

Anybody can learn from anybody.

Disagreements are good. They are opportunities for us to learn from
each other. Either I'm wrong, or you're wrong, or we're both wrong.
The goal of our discussion is for us to discover the flaws and fix
them.

If we're were always in agreement, that'd be boring! Learning is fun!

Yeah but most people don't see it this way. What's going on? What would change 
things?

-- Elliot Temple
http://curi.us/

http://curi.us/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] External Criticism
Date: January 4, 2013 at 10:50 PM

On Jan 4, 2013, at 7:47 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 4, 2013 12:46 AM, "Elliot Temple" <curi@curi.us> wrote:

Popper rated external criticism very highly. (External criticism is any criticism 
you do not create yourself.)

The large majority of criticism is self-criticism. We need huge amounts of self-
criticism to function (e.g. to hold any conversation -- a task that requires 
creative thinking and error correction). So, how necessary is external criticism?

Side note:

People say, "We are our worst critics" implying that self-criticism is
bad.

I think the phrase actually means that people are their own harshest critic.

Whats going on here? Why do they have a bad attitude towards
criticism? Or do they misunderstand what criticism is?

People say that there is constructive criticism and destructive
criticism. So when they say, "We are our worst critics," which kind of
criticism do they mean?

One way external criticism helps is because if two people both make mistakes, 
but their mistakes are not all the same ones, then they can each help the other 
person with some mistakes they do not make themselves. In other words, I 
can help you with your blind spots and you can help me with my blind spots, 
and we will both benefit. Yes we share some blind spots, but we also have 
some that are not shared, so there is the possibility for mutual gain.

However, you can learn about all the common blind spots that many people 
can help with. Then the value is reduced. This is similar to culture clash. 



Culture clash is valuable but you can get that value and be done with it until 
another culture clash is found.

Where are the best places to find useful external criticism once one learns the 
common stuff? Some books are good. What else?

This email list. And TCS/ARR/RP/OD.

How important is it to keep finding useful external criticism? When should one 
focus more on self-criticism? How does one decide?

I'm lost on that. I don't really understand the question.

If I seek external criticism, does that mean that I'm doing less
self-criticism? I think no.

Attention (and time, effort, creativity, resources) are limited. We make decisions 
about how much to put towards what projects/tasks/goals. So more attention 
toward external criticism does mean less towards internal criticism.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: [BoI] Re: Saving the World
Date: January 4, 2013 at 10:51 PM

On Friday, January 4, 2013 2:05:48 AM UTC-5, Elliot Temple wrote:

Many people want to "save the world" or "change the world".

Many people want to be influential and make lots of changes for the
better.

Why? What for? Why is it their problem?

I don't think this kind of goal has ever been the most effective route to
personal benefit. Are they all altruists? Are they all mistaken or do they
have some good point?

To take one example, lots of people's stupid ideas about economics, in
their town, country, or even in different countries, harm everyone,
including those with better ideas. You'd be better off, in your own life,
if these people were persuaded of better ideas. You'd also have more
interesting people to talk to!

So in some sense it is "your problem," in that it affects your life and
everyone (including you) would be better off if people were persuaded
otherwise.

On the other hand, it's not "your problem" in the sense that you have to
try and persuade other people because it would improve *their* lives. You
don't owe them anything.

However, I don't think that people who choose to make the focus of their
lives the betterment of the prevailing ideas in some field, and thus the
betterment of the world, are at least *necessarily* acting altruistically.
They might be, but it seems that it's at least possible for there to be
people who engage in such projects who aren't altruists in this respect,
and I suspect that there's been at least some of those.



One thing that's interesting to think about: people like Feynman advanced
the world's physics knowledge and left the world better off, but that
wasn't their goal (I don't think). I think in Feynman's case he just
thought physics was really interesting. So does whether its altruistic
depend on like, whether you are writing books because you find writing high
quality ideas enjoyable, or because you think its the best/most important
project for the world, or something like that? What if its mixed? What if
Szasz enjoyed writing his books some, and thought criticizing psychiatry
was the most "important" contribution he could make to bettering the world,
but might have *enjoyed* writing about some other field (or even writing
fiction or something) more? Is it best not to be mixed in this way? Is
there an issue here that needs to be resolved?

This may go without saying, but the above seems like an entirely different
question than some emotion-driven person who joins the Peace Corps or
becomes a social worker to "save people". That's just dumb emotion-driven
altruism of course.

Traditional knowledge says you should value the world. I hesitate to
dismiss this. I suspect this isn't just an issue of mistaken altruism.

Ayn Rand did a lot to help the world. For example, she wrote Atlas
Shrugged, which was a massive effort. Was this the correct decision? What
benefits/values did she gain from doing it?

In Rand's case, we have the good fortune of an EXPLICIT STATEMENT of the
values she gained in her writing (of course, she might be wrong/fooling
herself, but I'd need to hear a good argument as to why that would be the
case, cuz i give Rand quite a bit of credit for intellectual integrity by
default):

This is from the Romantic Manifesto, Chapter 11, titled "The Goal of My
Writing". I apologize in advance if the formatting is a bit cruddy -- I
hope it being an extended Rand quote makes up for it. Its a bit hard to
tell how this is going to look in google's web interface.



THE motive and purpose of my writing is the projection of an ideal man. The
portrayal of a moral ideal, as my ultimate literary goal, as an end in
itself—to which any didactic, intellectual or philosophical values
contained in a novel are only the means.
Let me stress this: my purpose is not the philosophical enlightenment of
my readers, it is not the beneficial influence which my novels may have on
people, it is not the fact that my novels may help a reader’s intellectual
development. All these matters are important, but they are secondary
considerations, they are merely consequences and effects, not first causes
or prime movers. My purpose, first cause and prime mover is the portrayal
of Howard Roark or John Galt or Hank Rearden or Francisco d’Anconia as an
end in himself—not as a means to any further end. Which, incidentally, is
the greatest value I could ever offer a reader.
This is why I feel a very mixed emotion—part patience, part amusement and,
at times, an empty kind of weariness—when I am asked whether I am primarily
a novelist or a philosopher (as if these two were antonyms), whether my
stories are propaganda vehicles for ideas, whether politics or the advocacy
of capitalism is my chief purpose. All such questions are so enormously
irrelevant, so far beside the point, so much not my way of coming at things.
My way is much simpler and, simultaneously, much more complex than that,
speaking from two different aspects. The simple truth is that I approach
literature as a child does: I write—and read—for the sake of the story. The
complexity lies in the task of translating that attitude into adult terms.

My basic test for any story is: Would I want to meet these characters and
observe these events in real life? Is this story an experience worth living
through for its own sake? Is the pleasure of contemplating these characters
an end in itself?
It’s as simple as that. But that simplicity involves the total of man’s
existence.
It involves such questions as: What kind of men do I want to see in real
life—and why? What kind of events, that is, human actions, do I want to see
taking place—and why? What kind of experience do I want to live through,
that is, what are my goals—and why?
It is obvious to what field of human knowledge all these questions belong:
to the field of ethics. What is the good? What are the right actions for
man to take? What are man’s proper values?
Since my purpose is the presentation of an ideal man, I had to define and
present the conditions which make him possible and which his existence
requires. Since man’s character is the product of his premises, I had to



define and present the kind of premises and values that create the
character of an ideal man and motivate his actions; which means that I had
to define and present a rational code of ethics. Since man acts among and
deals with other men, I had to present the kind of social system that makes
it possible for ideal men to exist and to function—a free, productive,
rational system, which demands and rewards the best in every man, great or
average, and which is, obviously, laissez-faire capitalism.
But neither politics nor ethics nor philosophy are ends in themselves,
neither in life nor in literature. Only Man is an end in himself.

Anyways, what do you think?



From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: [BoI] Re: Silence
Date: January 4, 2013 at 10:56 PM

On Friday, January 4, 2013 1:20:50 AM UTC-5, Elliot Temple wrote:

In conversations in person, silence is meaningful.

Online, it doesn't work the same.

Is there value in in-person silence? If so, how do we get the same value
online?

Can you specify the context you have in mind more with regards to
meaningfulness of silence?

In my case, the context that comes to mind with regards to silence during
in-person conversations is the  "awkwardness" of such silence, which
actually often causes people to engage in low-quality "filler" in such
conversations. So it seems like negative value, if anything.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Boredom
Date: January 4, 2013 at 10:56 PM

On Jan 4, 2013, at 8:04 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Jan 4, 2013 at 12:34 AM, Elliot Temple <curi@curi.us> wrote:
What is boredom? What causes it? How should it be addressed?

"Boredom is the feeling that everything is a waste of time; serenity,
that nothing is." Thomas Szasz

What is a waste of time and what isn't?

We must use our existing ideas about this as a starting place and improve them. 
But how are we to decide which changes are improvements? What are good 
criticisms to use in this area? What are good criterion for what sorts of ideas 
about this are good?

A friend said: Seems a bit extreme. You can be bored with some things
and find serenity in others and I believe most people would fall
within the middle of the spectrum.

This criticism is silly. The quote talks about the extreme cases for clarity but never 
denies that mixed cases are common.

The point is that everything is interesting, given the right knowledge.

I don't think *everything* is. Do you have some argument? I think BoI would say 
you need not run out of interests but it's possible somethings are boring and 
avoidable, and also possible somethings become boring once you finish with 
them and don't have to revisit them.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Hostility
Date: January 4, 2013 at 11:07 PM

On Jan 4, 2013, at 1:54 AM, Richard Fine <richard.fine@gmail.com> wrote:

On Fri, Jan 4, 2013 at 7:20 AM, Elliot Temple <curi@curi.us> wrote:
It's a shame because if you ban them for hostility then they cannot post on the 
days when they are not hostile. But if they are too irresponsible to manage 
their hostility (or fix the problem), then they would have bad days in the future 
and do bad things. And I don't want to keep people on moderation. That's too 
much boring work for their benefit. And the confrontations when they post bad 
things and you're moderator are unpleasant.

So am I missing anything or must sometimes-hostile people be banned?

It's (usually) a mistake to be hostile.

In general, participating in these lists is a good way to fix mistakes
in your life.

So if a person is sometimes hostile, that suggests they should
participate *more* in these lists. Banning them seems like it turns
their mistake into something that destroys their means of error
correction.

Your analysis has to do with whether banning someone is good or bad for him. 
But that is missing the point. It's not for them. It's for the other people.

However:
* Posting to the lists is not the same thing as participating, not
really. You won't fix mistakes in your life if you're never reading
anything or just spamming garbage. If all you're doing is posting
hostile attacks, that's not participating.
* The lists, while good, are not the only way to fix mistakes in your
life. You can learn to better control your emotions elsewhere, and
then come back.



and also:

But by the same token that many people are hostile sometimes, I think even 
more people are affected by hostility often.

Yeah: posting hostile stuff that affects other people is harming
*their* means of error correction. Though that is also a mistake on
their part - they should not let hostility harm them if possible,
should learn to ignore hostile meta stuff and focus on content, etc.

Why should we be indifferent to what evils exist in the world, and even on our 
lists? Why should we always ignore such things and have no preference? Or 
have I misunderstood the suggestion?

I think maybe it comes down to whether a person is seriously
interested in learning to be less hostile. If they don't want to
improve, then it's unlikely that they will; and if they don't want to
improve in this area, they probably don't want to improve in others
either, will not be open-minded about a bunch of things, etc. The
removal of such a person is probably not a terrible thing in the long
run, even if they sometimes contribute useful stuff. But if they
seriously want to improve their behaviour, are willing to discuss
their mistake in depth, etc, then they can eliminate the hostility
*and* the list can benefit from discussions about it in the process.

It's hard enough to find people who want to learn among the non-hostile posters. I 
don't think it really comes up that the hostile people are really into learning and 
improvement.

Usually if you're really into learning you'll make yourself less hostile. That's the 
common case. But it's possible to learn things in a different order so knowledge 
relating to hostility comes later. In general, in the typical case, this is immoral: not 
treating people badly is important and urgent and you shouldn't delay it. But it's 
possible to imagine special circumstances.

So, sure, I agree: if they really want to learn you can forgive a lot. But it doesn't 
really come up. What's much more common is hostile people who lie about 
wanting to learn in order to make it more difficult to ban them.



There are some practical elements to handling hostile posts that might
help too. Stuff like deliberately waiting at least 12-24 hours to
respond to hostile posts (to give the poster a chance to calm down),
or privately asking other list members to join a discussion between
two people that's become hostile (to break the discussion up and take
the hostile person's focus away from the other participant).

Shouldn't it be their responsibility to decide when they need a 12-24 hour break 
and take it themselves? If good posters have to think about such things, that's a 
burden for them. I don't it's good for bad people's hostility to be allowed to burden 
good people at all.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Broken Spirits
Date: January 5, 2013 at 10:58 AM

On Fri, Jan 4, 2013 at 8:12 PM, Michael Smithson
<michael.r.smithson1@gmail.com> wrote:

On Friday, January 4, 2013 1:28:38 AM UTC-5, Elliot Temple wrote:

Why do people's spirits break?

What does a broken spirit mean, more precisely?

What techniques are effective for mending such problems? What if help is
not wanted?

Tentative guess as to what it means, and why it happens:

Mises says that human action requires 1) some uneasiness with the current
state, 2) a vision of a more satisfactory state, and 3) the expectation that
purposeful action can remove the uneasiness.

I think lots of people struggle to improve their state for a while, but, not
given much help by their parents or popular ideas, fail to make progress.
There's also lots of ideas that encourage accepting your current bad state
in life. So they wind up losing #3 (and maybe even #2?). As to how to mend,
that's a more difficult question.

Philosophy mends it.

But most people don't believe that because philosophy has a bad reputation.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Learner Role
Date: January 5, 2013 at 11:04 AM

On Jan 4, 2013 9:47 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 4, 2013, at 7:37 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 4, 2013 12:48 AM, "Elliot Temple" <curi@curi.us> wrote:

A lot of people have a large problem: they have an adult social role and do 
not want to take on a learner/student/child role. This gets in the way of their 
learning.

What is to be done about this, if anything?

People should adopt a good attitude towards learning. And drop the
stupid attitude of seeing adults and children as different.

They don't want to lower their status or deviate from their current role. I think 
that's a big part of it but there's more to it too. Why else don't they want to do it?

Well, learning requires criticism. Most people have a bad attitude
towards criticism. Most people think of the bad kind of criticism,
which is personal attacks, hostility, and explanationless assertions.
And they learned this attitude during their childhood when their
parents made personal attacks, were hostile, and gave explanations
assertions, while giving little in the way of good criticism. By that
I mean explanations of flaws in ideas.

Bad memories of school and childhood is one more issue. Being educated is 
deeply unpleasant due to coercive educational practices, so people don't want 
more of that.

Anybody can learn from anybody.

Disagreements are good. They are opportunities for us to learn from



each other. Either I'm wrong, or you're wrong, or we're both wrong.
The goal of our discussion is for us to discover the flaws and fix
them.

If we're were always in agreement, that'd be boring! Learning is fun!

Yeah but most people don't see it this way. What's going on? What would 
change things?

A good attitude towards criticism. But there is a barrier here, which
is that when we say criticism, they don't think of *explanations of
flaws in ideas*. Instead they think of personal attacks, hostility,
and explanationless assertions.

So learning what criticism is, would help create a good attitude towards it.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Confidence
Date: January 5, 2013 at 11:12 AM

On Jan 4, 2013 9:38 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 4, 2013, at 7:14 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 4, 2013 12:32 AM, "Elliot Temple" <curi@curi.us> wrote:

There is the issue of communicating clearly. All men are fallible. No man 
should claim epistemological authority. But one can alienate people without 
any miscommunication on these points. This is a separate issue. Further, 
most demands for greater clarity on these points are actually dishonest 
demands for the irrational.

Could you give an example of that?

What happens sometimes is you write clearly and people pretend they 
understood you to be claiming infallibility when you weren't. This is typically a 
dishonest tactic. They misunderstood you on purpose or weren't trying enough 
to understand you well (understanding is an active process which they can 
sabotage by not making a reasonable effort).

Then they try to claim they are just asking for more clarity but actually they want 
you to change the substance of what you're saying.

What changes do they want? Typically they want you to add "maybe" next to 
every idea they don't like but have no rational criticisms of.

ugh, thats what I spoke about in another thread. I said that I've had
people mistakenly believe that I believe that my plans are fail-safe.
I don't explicitly state that my plan could be wrong, but to me that
is obvious. Anyway, I'm a fallibilist, and they aren't, so they are
confused about my position.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] External Criticism
Date: January 5, 2013 at 11:15 AM

On Jan 4, 2013 9:50 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 4, 2013, at 7:47 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 4, 2013 12:46 AM, "Elliot Temple" <curi@curi.us> wrote:

Popper rated external criticism very highly. (External criticism is any criticism 
you do not create yourself.)

The large majority of criticism is self-criticism. We need huge amounts of self-
criticism to function (e.g. to hold any conversation -- a task that requires 
creative thinking and error correction). So, how necessary is external 
criticism?

Side note:

People say, "We are our worst critics" implying that self-criticism is
bad.

I think the phrase actually means that people are their own harshest critic.

K, then why do they say "worst" instead of "best"?

You are the strongest critic I know. I don't say that your criticisms
are the worst. I say they are the best.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Boredom
Date: January 5, 2013 at 11:30 AM

On Jan 4, 2013 9:56 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 4, 2013, at 8:04 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Jan 4, 2013 at 12:34 AM, Elliot Temple <curi@curi.us> wrote:
What is boredom? What causes it? How should it be addressed?

"Boredom is the feeling that everything is a waste of time; serenity,
that nothing is." Thomas Szasz

What is a waste of time and what isn't?

We must use our existing ideas about this as a starting place and improve them. 
But how are we to decide which changes are improvements? What are good 
criticisms to use in this area?

I vaguely recall you saying something to the effect of: If your
creativity (in a certain thing) does not result in other people
wanting your creation (like paying money for it), then why do you
enjoy creating it? (I might have butchered it.)

What are good criterion for what sorts of ideas about this are good?

A friend said: Seems a bit extreme. You can be bored with some things
and find serenity in others and I believe most people would fall
within the middle of the spectrum.

This criticism is silly. The quote talks about the extreme cases for clarity but 
never denies that mixed cases are common.

The point is that everything is interesting, given the right knowledge.

I don't think *everything* is. Do you have some argument? I think BoI would say 



you need not run out of interests but it's possible somethings are boring and 
avoidable,

I don't recall that.

and also possible somethings become boring once you finish with them and 
don't have to revisit them.

Sure. A conflict of ideas is what causes interest. Once a conflict is
fixed (aka problem solved), then there is no more interest in that
problem, since the conflict doesn't exist anymore.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Boredom
Date: January 5, 2013 at 12:21 PM

On Jan 5, 2013, at 8:30 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 4, 2013 9:56 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 4, 2013, at 8:04 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Jan 4, 2013 at 12:34 AM, Elliot Temple <curi@curi.us> wrote:
What is boredom? What causes it? How should it be addressed?

"Boredom is the feeling that everything is a waste of time; serenity,
that nothing is." Thomas Szasz

What is a waste of time and what isn't?

We must use our existing ideas about this as a starting place and improve 
them. But how are we to decide which changes are improvements? What are 
good criticisms to use in this area?

I vaguely recall you saying something to the effect of: If your
creativity (in a certain thing) does not result in other people
wanting your creation (like paying money for it), then why do you
enjoy creating it? (I might have butchered it.)

What are good criterion for what sorts of ideas about this are good?

A friend said: Seems a bit extreme. You can be bored with some things
and find serenity in others and I believe most people would fall
within the middle of the spectrum.

This criticism is silly. The quote talks about the extreme cases for clarity but 
never denies that mixed cases are common.

The point is that everything is interesting, given the right knowledge.



I don't think *everything* is. Do you have some argument? I think BoI would 
say you need not run out of interests but it's possible somethings are boring 
and avoidable,

I don't recall that.

"Would say" means "Would say if it addressed this directly", not "did say".

Actually BoI comes close:

Hence I conjecture that, in mathematics as well as in science and philosophy, if 
the question is interesting, then the problem is soluble. Fallibilism tells us that 
we can be mistaken about what is interesting. And so, three corollaries follow 
from this conjecture. The first is that inherently insoluble problems are inherently 
uninteresting. The second is that, in the long run, the distinction between what is 
interesting and what is boring is not a matter of subjective taste but an objective 
fact. And the third corollary is that the interesting problem of why every problem 
that is interesting is also soluble is itself soluble.

end boi quote

this talks about problems that are not interesting and not soluble. more 
knowledge doesn't change that.

and also possible somethings become boring once you finish with them and 
don't have to revisit them.

Sure. A conflict of ideas is what causes interest. Once a conflict is
fixed (aka problem solved), then there is no more interest in that
problem, since the conflict doesn't exist anymore.

This contradicts your prior position "that everything is interesting, given the right 
knowledge". Now you say some things are not interesting, given the right 



knowledge.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Boredom
Date: January 5, 2013 at 12:36 PM

On Sat, Jan 5, 2013 at 11:21 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 5, 2013, at 8:30 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 4, 2013 9:56 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 4, 2013, at 8:04 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Jan 4, 2013 at 12:34 AM, Elliot Temple <curi@curi.us> wrote:
What is boredom? What causes it? How should it be addressed?

"Boredom is the feeling that everything is a waste of time; serenity,
that nothing is." Thomas Szasz

What is a waste of time and what isn't?

We must use our existing ideas about this as a starting place and improve 
them. But how are we to decide which changes are improvements? What are 
good criticisms to use in this area?

I vaguely recall you saying something to the effect of: If your
creativity (in a certain thing) does not result in other people
wanting your creation (like paying money for it), then why do you
enjoy creating it? (I might have butchered it.)

What are good criterion for what sorts of ideas about this are good?

A friend said: Seems a bit extreme. You can be bored with some things
and find serenity in others and I believe most people would fall
within the middle of the spectrum.

This criticism is silly. The quote talks about the extreme cases for clarity but 
never denies that mixed cases are common.



The point is that everything is interesting, given the right knowledge.

I don't think *everything* is. Do you have some argument? I think BoI would 
say you need not run out of interests but it's possible somethings are boring 
and avoidable,

I don't recall that.

"Would say" means "Would say if it addressed this directly", not "did say".

Actually BoI comes close:

Hence I conjecture that, in mathematics as well as in science and philosophy, if 
the question is interesting, then the problem is soluble. Fallibilism tells us that 
we can be mistaken about what is interesting. And so, three corollaries follow 
from this conjecture. The first is that inherently insoluble problems are 
inherently uninteresting. The second is that, in the long run, the distinction 
between what is interesting and what is boring is not a matter of subjective 
taste but an objective fact. And the third corollary is that the interesting 
problem of why every problem that is interesting is also soluble is itself soluble.

end boi quote

this talks about problems that are not interesting and not soluble. more 
knowledge doesn't change that.

and also possible somethings become boring once you finish with them and 
don't have to revisit them.

Sure. A conflict of ideas is what causes interest. Once a conflict is
fixed (aka problem solved), then there is no more interest in that
problem, since the conflict doesn't exist anymore.

This contradicts your prior position "that everything is interesting, given the right 



knowledge". Now you say some things are not interesting, given the right 
knowledge.

K, how about this:

Everything that is not restricted by the laws of physics, and that
hasn't already been learned, is interesting, given the right
knowledge.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Status and Reputation
Date: January 5, 2013 at 4:25 PM

On Thu, Jan 3, 2013 at 10:15 PM, Elliot Temple <curi@curi.us> wrote:

What good are status and reputation?

The prices are high. What are the benefits?

There are social benefits. You can use those to get many specific
types of benefit, such as monetary or sexual.

You can also get students who want the benefits you have. And when
people care what your ideas are, you can use that to get more
discussion and feedback (though maybe it won't be rational or useful).

Status and reputation are a bad goal. That is a bad lifestyle. The
price in conformity is way too high.

In some fields (such as physics and philosophy), some people seem to
gain status and reputation without conforming. Society does value
merit and it has some rewards. But scientists and intellectuals in
general conform in many ways and pay many prices. They do things like
write more pretentiously in order to gain higher status. Doing that
lowers the merit of their work (less clarity) but they do it anyway.
Or they avoid saying some of their more bold ideas to avoid giving
offense.

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Bad Formatting
Date: January 5, 2013 at 4:51 PM

On Thu, Jan 3, 2013 at 11:32 PM, Elliot Temple <curi@curi.us> wrote:
There are basically two things I have not been allowing on my email lists. One is 
bad formatting.

The reason is that it's hard to have a discussion when the quoting is all messed 
up so no one knows who said what. And each post should stand alone well so 
that someone who has not read all the prior posts can understand it. I want my 
list to be useful to people who don't read every post (or who don't read every 
post in a thread at the same time).

However, posting correctly is a large barrier to entry for many people.

This could be seen as a positive because it keeps people away who don't care 
enough to make this effort. Is that the right perspective, or is the barrier to entry 
a negative? One negative is getting people to read the list rules and actually 
start doing it write which usually takes some moderation effort and repeated 
explanations. But without that, almost no one new would ever get to post.

I am concerned that people cargo cult the correct posting format. They do it by 
imitation without actually understanding it. Is that actually helping matters? It 
makes it more convenient to reply to them. But it doesn't make their posts 
autonomous or well-organized.

Are some of the formatting guidelines, in part, thinking and quality guidelines in 
disguise? (And is that why people find it difficult?) What is important to quote or 
not is a philosophical issue. Whether to reply to specific quotes or more vaguely 
is a philosophical issue.

And for people who are bad at these issues, what does it matter if they don't 
quote anything? Doesn't that just make it clearer how they are thinking (badly)?

Should top posts be regarded as simply not quoting anything plus being too lazy 
to delete excess text? Just like people who quote someone's signature at the 
bottom of their post instead of deleting it.



Some quoting guidelines are mechanical. Why don't people bottom post instead 
of top post? That doesn't require thinking about what to quote. Or delete all 
quotations instead of top post. And how hard is it to understand that in email you 
quote things with > not " ? And how hard to understand are quote levels, and 
attribution lines, really? And not sending HTML? That is simple stuff that isn't 
about the content of posts.

Thoughts?

Most people are technically illiterate. They are too incompetent to
get and use reasonably functional software to make it easier to handle
formatting. And do not have an eye for small details, so doing it
manually works badly.

In other words, the problem you are running into is that they don't
know how to communicate online (and often many other tasks) but they
are trying to join an online discussion group.

Further, most people do not try to have the quality of discussion
where quotations matter and are used extensively. That is higher
quality discussion than most books or journals. Even books with a good
number of quotes typically do not use nested quoting. Nested quoting
is objectively valuable but most people don't understand.

Getting people to format their posts will not get them to understand
the connection between quotes and replies. It will not get them to
understand how to select what to quote in their replies, or what to
leave out. It will not get them to understand how to engage in
discussion with what someone else said specifically.

One question is: do you want posts that aren't worth reading on the
list, or not? How much noise (low quality posts) is worth a little
more signal (high quality posts)? If you want a good signal to noise
ratio, with few posts that aren't worth reading, then barriers to



entry are good.

You might instead try to maximize the amount of signal without regard
for the amount of noise. You might rather have 11 good posts and 100
bad posts than 10 good posts and 5 bad posts.

However, I do not think that is an option. How are people going to
sort through all those bad posts? Given that most people are
technically illiterate, I don't think they will manage that task well.
So the bad posts could alienate people. Which people? Specifically the
ones who can tell the difference between good and bad posts, so they
aren't indifferent to which ones they are reading.

So I think having barriers to entry in order to keep quality higher is good.

One might think philosophical barriers to entry would be better than
formatting barriers because it's more relevant. But judging people's
philosophy could keep out a good person who disagrees with you. An
ideological filter would reduce culture clash and could accidentally
stop some exceptional people from joining. A formatting barrier may
stop exceptional people but only *unmotivated* exceptional people. It
will not stop any motivated, exceptional people. It's therefore a
safer type of barrier to entry than looking at their philosophy ideas.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Silence
Date: January 5, 2013 at 5:52 PM

On Thu, Jan 3, 2013 at 10:20 PM, Elliot Temple <curi@curi.us> wrote:
In conversations in person, silence is meaningful.

Online, it doesn't work the same.

Is there value in in-person silence? If so, how do we get the same value online?

Online, when people are silent, you often don't know if they will
answer later. In person, often silence can be understood as choosing
not to answer.

One reason is that many online conversations happen spread out over
time. I write something on my schedule, and you write something on
your schedule. In person, conversations typically happen quickly with
an expectation of quick answers.

The online asynchronous way is better. It gives people more time to
think, more control over their schedule, less need to coordinate
schedules, and better options for both proceeding at the same time
without the problem of interrupting each other.

But the online way creates the problem of it being hard to tell when a
conversation has ended or when it's just delayed. This is not all bad.
Sometimes you might decide to end a conversation but then change your
mind and continue it later.

People could write things like "I'm done with this conversation" or "I
am not going to reply more". But often they do not. On email lists,
those posts would be boring. And they would get replies like "Why?"
and other meta-discussion.

A reason not to expect people to say when a conversation ends is
because they don't always know if they will continue or not. That may
not be decided until the time they continue it. Why decide early and
try to stick to that decision? The future is unpredictable.



Perhaps the solution is for people to change their attitudes to
conversations and see each contribution as more of an independent,
autonomous piece. Wouldn't it be better if people were more open to
continuing in-person conversations later? Why should a conversation --
which is about ideas -- be affected by people's schedules, by days
passing, but people temporarily spatially separating? Isn't that
letting parochial factors disrupt the realm of ideas?

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Re: Broken Spirits
Date: January 5, 2013 at 10:45 PM

On Fri, Jan 4, 2013 at 6:12 PM, Michael Smithson
<michael.r.smithson1@gmail.com> wrote:

On Friday, January 4, 2013 1:28:38 AM UTC-5, Elliot Temple wrote:

Why do people's spirits break?

What does a broken spirit mean, more precisely?

What techniques are effective for mending such problems? What if help is
not wanted?

-- Elliot Temple
http://beginningofinfinity.com/

Tentative guess as to what it means, and why it happens:

Mises says that human action requires 1) some uneasiness with the current
state, 2) a vision of a more satisfactory state, and 3) the expectation that
purposeful action can remove the uneasiness.

I think lots of people struggle to improve their state for a while, but, not
given much help by their parents or popular ideas, fail to make progress.
There's also lots of ideas that encourage accepting your current bad state
in life. So they wind up losing #3 (and maybe even #2?). As to how to mend,
that's a more difficult question.

By your logic, a broken spirit means human action ceases. But I think
Mises would say people with broken spirits still do human action. For
example, a man with broken spirit gets hungry and doesn't want to be
hungry anymore (1), he imagines the state of not being hungry (2), and
he expects purposeful action (eating) can remove the unpleasant hunger
(3). So he eats and it works and that is human action despite his
broken spirit.

http://beginningofinfinity.com/


Maybe you meant it more metaphorically? But I don't think Mises did.
He meant human action as a very broad concept.

I think one thing broken spirits have to do with is lack of optimism.
And one of the causes is lack of progress.

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Philosophy
Date: January 5, 2013 at 10:53 PM

On Thu, Jan 3, 2013 at 10:35 PM, Elliot Temple <curi@curi.us> wrote:
Philosophy has a bad reputation.

Does this matter? Why or why not?

If it matters, what should be done about it?

It matters because it's not just a terminology problem. It's partly a
substantive problem: people think that being really intellectual and
thinking abstractly is ineffective. Actually that approach can work
great, or badly, depending on how well you do it. And it's an
important type of thinking; trying to do without any of it is a bad
idea.

Because of philosophy's reputation, people do concrete things like
avoid reading philosophy books. Even good ones by, e.g., Ayn Rand and
Karl Popper. They don't know the difference. Many people treat all
philosophy as being the same thing too much. But philosophy varies.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] _Athene's Theory of Everything_ Part 1
Date: January 6, 2013 at 11:17 AM

_Athene's Theory of Everything_ Part 1:

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o
(this video has all the parts, not just Part 1)

The human brain is a network of approximately 100 billion neurons.

Its interesting that he didn't mention the number of connections. Each
neuron has thousands of connections to other neurons. So, the more
interesting number to ponder is the number of connections between
neurons, which is on the order of 700 trillion.

Note that as we create new ideas, we are creating new connections. So
the more we solve problems, the more connections we make.

Its interesting to me how neuroscientists focus on neurons and
neuroplasticity but not on philosophy.

Different *experiences* create different neural connections which bring about 
different emotions.

Notice that he says experiences. What does he mean by that? It seems
that he's saying that one's experience is only a result of one's
environment. But that is false. One's ideas play a causal role too,
and a more important one. And more importantly, one's ideas also plays
a causal role in the manifestation of his emotions.

And depending on which neurons get stimulated, certain connections become 
stronger and more efficient, while others may become weaker. This is what's 
called neuroplasticity.

This is true, though I don't think its important. Whats happening is
that when an axon has a signal pass through it, that stimulates a
response that causes more mylen sheath to be added to the axon. Mylen

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


sheath acts as an electric insulator allowing for the signals to pass
through faster.

The reason I think its not important is that it relies on exterior
factors rather than on one's free will. It hints at the idea of habits
and how habits form. And that habits can change. And it implies that
habits can be hard to change, because of this extra mylen sheath
effect. But the reality is that with better philosophy, one can change
his habits more effectively, more effortlessly, more quickly.

I'd like to say something that is consistent with the author's
explanation. He says that we can get good at what we put effort in.
This is true, but not always, and his explanation doesn't explain why
sometimes it doesn't work. And the reason it can't explain that is his
explanation is void of philosophy.

He's saying that our talents are created by us -- that we are not born
with them. I agree. But why this is true the author doesn't explain.

We are born with zero talent. All we have is the capacity to guess and
criticize. (More on this later.)

As we live, we create interest in things. And those interests are the
reasons for which we spend time thinking about those things.

And the more we think about something, the more we are solving
problems in that field. From as far back as I can remember, I was
interested in knowing how the world works. From as far back as my mom
can remember, she was interested in knowing how to express people and
the world in art (drawing, painting, etc.). So with years of thinking
(aka problem solving) about our interests, we improved our skill (aka
talent). We were not born with talent. We created talent.

Specific neurons and neurotransmitters, such as norepinephrine, trigger a 
defensive state when we feel that our thoughts have to be protected from the 
influence of others.

(Side note: Sounds like Cognitive Dissonance theory, which is
fundamentally flawed.)



That implies that a brain chemical causes this defensive state. But
that is false. The cause is one's ideas. And if a person has certain
bad ideas, then the norepinephrine gets triggered.

If we are then confronted with differences in opinion, the chemicals that are 
released in the brain are the same ones that try to ensure our survival in 
dangerous situations.

Again this only happens with people who have the bad idea that these
situations are bad. They fear the experience of having a conflict of
ideas. Why do they fear that? The author doesn't explain. They fear it
because they lived a life of conflicts of ideas (aka disagreements)
that didn't end well. They disagreed with their parents and their
parents coerced them to conform, rather than trying to persuade them.
If one lives his whole childhood like this, he doesn't have much
knowledge about how conflicts of ideas (aka disagreements) should be
approached, and how they can be pleasant, even sought after for fun.
Note that I do it for fun. I post my ideas knowing that some people
will disagree and those disagreements are fun to me because it leads
to me learning something new -- e.g. some new perspective that I've
never thought of before. Sometimes the hair on my arms stands when I
learn something new.

The reality is that the only difference between me and others is our
philosophy (aka worldview). Anybody can learn this philosophy and thus
change his attitude towards conflicts of ideas (aka disagreements).

In this defensive state, the more primitive part of the brain interferes with rational 
thinking and the limbic system can knock out most of our working memory, 
physically causing 'narrow-mindedness'. We see this in the politics of fear, in the 
strategy of poker players or simply when someone is stubborn in a discussion. 
No matter how valuable the idea is, the brain has trouble processing it when it is 
in such a state. On a neural level, it reacts as if we're being threatened, even if 
this threat comes from harmless opinions or facts that we may otherwise find 
helpful and could rationally agree with.

I agree. But again, its one's ideas that causes that "defensive state".



But when we express ourselves and our views are appreciated, these 'defense 
chemicals' decrease in the brain and dopamine neurotransmission activates the 
rewards neurons, making us feel empowered and increasing our self-esteem.

Again that is true *if and only if* one has the idea that causes that
-- namely the idea that social acceptance is important. Note that I do
not have a goal of social acceptance. If people like me (aka my
ideas), then we can be friends, coworkers, etc. If not, then we don't
need to be friends/coworkers. And I have no negative feelings if that
happens.

Our beliefs have a profound impact on our body chemistry, this is why placebos 
can be so effective. Self-esteem or self-belief is closely linked to the 
neurotransmitter serotonin. When the lack of it takes on severe proportions, it 
often leads to depression, self-destructive behavior or even suicide.

Notice the author admits that our ideas (aka
beliefs/values/philosophy/worldview) have a profound impact on our
body chemistry. He's right, but I don't think he understands this well
(as evidenced by the fact that he didn't mention this previously with
respect to whether or not our ideas cause us to create the "defensive
state").

Social validation increases the levels of dopamine and serotonin in the brain 
and allows us to let go of emotional fixations and become self-aware more 
easily.

No. That only happens with people who have the
idea/belief/value/worldview/philosophy that social validation is
important.

-- Rami Rustom
http://ramirustom.blogspot.com/

http://ramirustom.blogspot.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 12:28 PM

On 31 Dec 2012, at 20:51, Anonymous Person <unattributedemail@gmail.com> 
wrote:

HERMES: ... in truth, beliefs cannot be justified, except in relation to other 
beliefs, and even then only fallibly.

In other words, some ideas do justify other ideas (fallibly, contextually).

Deutsch rejects infalliblist, empiricist, inductivist, ultimate and
absolute justification. But Deutsch does not reject all justification.
This position allows for the extensive use of justification throughout
epistemology. It doesn't exclude much.

This is a common mistake. One way to approach it is the question:
"Which ideas justify which other ideas, and why?" Or, in other words,
"What are the criteria or rules of justification?" This is one of the
many problems justificationists have not been able to deal with.

It is interesting to look at the full quote in context:

HERMES: Congratulaations, Socrates, on your epistemological wisdom. The 
knowledge that you seek - objective knowledge - is hard to come by, but 
attainable. The mental state that you do not seek - justified belief - is sought by 
many people, especially priests and philosophers. But, in truth, beliefs cannot 
be justified, except in relation to other beliefs, and even then only fallibly. So the 
quest for justification can only lead to an infinite regress - each step of which 
would itself be subject to error.

The full quote is not justificationist in substance. The mere presence of the word 
"justified" does not make an argument justificationist. The whole quote is making 
an anti-justificationist argument and does not make any concessions to 
justificationism. What that sentence means is that one idea can be a 
consequence of another, and that we can only know whether one idea implies 
another fallibly. The choice of the word "justified" was unfortunate, but the idea 
described in that sentence is needed for critical argument. Lifiting a single 



sentence from the middle of this paragraph in such a way as to make it appear to 
mean the opposite of what it actually means is misquotation and is unscholarly.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Why do people abuse their authority? TCS <taking-children-
seriously@googlegroups.com>
Date: January 6, 2013 at 12:28 PM

A very disturbing video (not for the faint of heart) highlighting the
routine abuse of authority that has become the prevailing culture of
police in America.

https://www.youtube.com/watch?feature=player_embedded&v=RVmGWLsn0iM#!

This video is about police, but parents routinely abuse their
authority against their children.

Why do people abuse their authority?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

https://www.youtube.com/watch?feature=player_embedded&v=RVmGWLsn0iM
http://ramirustom.blogspot.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Re: Criticism and explanation versus justification
Date: January 6, 2013 at 12:41 PM

On 1 Jan 2013, at 21:00, Alan Forrester <alanmichaelforrester@gmail.com> 
wrote:

There has been some lack of clarity about issues concerning measuring ideas 
and criticism and justification. In particular there have been disputes over 
whether there can be any measure of the merit of an idea and if so whether 
such a measure is justificationist. My position is that any given idea should 
either be rejected or accepted in a yes/no way.

---------

There are several criticisms of justificationism.

The first is that any argument that supposedly justifies an idea has unexplained 
premises and so a justificationist has to give up on explanation.

The second is that either you keep making justificationist arguments forever or 
you give up and use unjustified premises in which case your idea is unjustified 
and you get nothing from all this justification.

Third, you can conclude that something must be wrong with your ideas if you 
find a contradiction among them even if none of them are justified, so you can 
choose between ideas by criticism. The contradiction itself doesn't have to be 
justified. Even if you find an apparent criticism that turns out to be wrong, you 
have to adopt new ideas to fix it even if they have a lot in common with the old 
ideas.

Fourth, justificationism is incompatible with judging ideas in terms of whether 
they stand up to criticism. If you want criticism you want to stretch your ideas as 
much as possible, try to apply them to as many problems as possible and you 
hope to find flaws so you can fix them. A justificationist has to try to confine an 
idea to issues on which he has found no flaws because if he does otherwise he 
is using the idea where it is unjustified and he might find a flaw in it. For 
examples of this phenomenon consider the philosophical cowardice of 
Wittgenstein and Kuhn.

-------------



Let's consider one situation in which it might appear that an idea can have a 
measure that's relevant to judging its merit. Suppose I want to build a laser and 
that I want to build it using a diode. A given diode laser will often be destroyed if 
it exceeds some particular temperature. To cool the diode you can do things like 
attach a big block of metal to it, or a radiator, or you have pipes with water in 
them go past the diode and water carries away heat from the diode. The more 
power you put into a given diode the more heat it will have to dissipate and 
given a particular cooling mechanism there will be a maximum amount of power 
you can get out without frying the diode. So you could say something like "Given 
a choice between two different diodes that cost less than £x, fit in a given 
volume…[other stuff]...I would prefer the one that gives me more power."

There are two things to notice. First, this figure of merit is dependent on an 
explanation. Since explanations are all totally unjustified and unjustifiable, so too 
is this figure of merit. Second to make decisions between different diodes you 
do it on the basis of a yes/no question: "Would diode x give me more power 
than diode y given blah blah, blah?" So any given decision is just a binary 
decision: it's not "this idea has x goodness points".

----------------------

About the hard to vary idea. If hardness to vary comes in some kind of figure of 
merit like laser power, then I would apply the same argument as above. David 
proposed in FoR that knowledge bearing objects are more uniform across the 
multiverse than non-knowledge bearing objects: but this is just another figure of 
merit. This figure of merit may exist for all knowledge but using it to choose 
between two ideas would depend on having an explanation that it is relevant to 
judging between those two ideas using that figure.

There are ways to test whether an idea is hard to vary. For example, if discarding 
it would require discarding many other ideas that explain a whole load of stuff 
about how the world works, then we can fallibly judge that it is hard to vary. Given 
an explanation that is not hard to vary and one that is hard to vary we have 
criticisms of the non-hard-to-vary explanation that do not apply to the hard-to-vary 
explanation.

Let's take a specific example. Last year some physicists claimed that they found 
evidence that neutrinos might be travelling faster than light (FTL). Other people 



thought that the experimentalists had made a mistake, and they were right.

The FTL explanation contradicted general relativity (GR) in a way that could not 
easily be fixed. You'd have to either replace GR itself completely or change the 
way neutrinos interact with the gravitational field so they travel through wormhole 
or something like that. To hold open a wormhole you need matter that exerts a 
negative gravitational field, which is difficult to reconcile with quantum theory and 
thermodynamics. Wormholes may also be usable for time travel, which creates 
problems for epistemology, as explained in the chapter in FoR on time travel. So 
the FTL neutrino explanation just said 'maybe neutrinos travel FTL' and had no 
other content. Other content would have to be added to the FTL theory to counter 
the criticism that it requires discarding many current explanations.

The explanation that the experimentalists made a mistake is entirely compatible 
with the best current explanations: mistakes are common. Although the mere 
suggestion that they made a mistake did not solve the problem in and of itself it 
was not as bad as the FTL theory.

If the mistake theory had not panned out, then the FTL neutrino theory might 
have been reconsidered in the light of the new problem-situation and physicists 
might have decided to work on it. We might have decided to overturn a load of 
our previous knowledge if we had a good explanation about why we should do 
so. Judging theories in this way is not justificationist. It is important to judging 
critically what research to undertake.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] _Athene's Theory of Everything_ Part 1
Date: January 6, 2013 at 2:38 PM

On Jan 6, 2013, at 8:17 AM, Rami Rustom <rombomb@gmail.com> wrote:

_Athene's Theory of Everything_ Part 1:

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o
(this video has all the parts, not just Part 1)

The human brain is a network of approximately 100 billion neurons.

Its interesting that he didn't mention the number of connections. Each
neuron has thousands of connections to other neurons. So, the more
interesting number to ponder is the number of connections between
neurons, which is on the order of 700 trillion.

Your math is wrong. I take it you are using this figure from wikipedia:

Each of the 10^11 (one hundred billion) neurons has on average 7,000 synaptic 
connections to other neurons.

That makes 350 trillion. You counted each connection on both ends.

Note that as we create new ideas, we are creating new connections. So
the more we solve problems, the more connections we make.

That does not follow. It's an assumption. Maybe we can also move connections 
around or delete old obsolete ones.

Its interesting to me how neuroscientists focus on neurons and
neuroplasticity but not on philosophy.

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


Different *experiences* create different neural connections which bring about 
different emotions.

Notice that he says experiences. What does he mean by that? It seems
that he's saying that one's experience is only a result of one's
environment. But that is false. One's ideas play a causal role too,
and a more important one. And more importantly, one's ideas also plays
a causal role in the manifestation of his emotions.

And depending on which neurons get stimulated, certain connections become 
stronger and more efficient, while others may become weaker. This is what's 
called neuroplasticity.

This is true, though I don't think its important. Whats happening is
that when an axon has a signal pass through it, that stimulates a
response that causes more mylen sheath to be added to the axon. Mylen
sheath acts as an electric insulator allowing for the signals to pass
through faster.

The reason I think its not important is that it relies on exterior
factors rather than on one's free will. It hints at the idea of habits
and how habits form. And that habits can change. And it implies that
habits can be hard to change, because of this extra mylen sheath
effect.

That is not implied. You've made dozens of assumptions when you claim there is 
an implication there. The connection between the mylen sheath, and what you 
claim is the implication, involves a lot of steps (and I think it's mistaken, but 
regardless it's nowhere near a direct implication and you don't argue your case).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 2:59 PM

On Sun, Jan 6, 2013 at 9:28 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 31 Dec 2012, at 20:51, Anonymous Person <unattributedemail@gmail.com> 
wrote:

HERMES: ... in truth, beliefs cannot be justified, except in relation to other 
beliefs, and even then only fallibly.

In other words, some ideas do justify other ideas (fallibly, contextually).

Deutsch rejects infalliblist, empiricist, inductivist, ultimate and
absolute justification. But Deutsch does not reject all justification.
This position allows for the extensive use of justification throughout
epistemology. It doesn't exclude much.

This is a common mistake. One way to approach it is the question:
"Which ideas justify which other ideas, and why?" Or, in other words,
"What are the criteria or rules of justification?" This is one of the
many problems justificationists have not been able to deal with.

It is interesting to look at the full quote in context:

HERMES: Congratulaations, Socrates, on your epistemological wisdom. The 
knowledge that you seek - objective knowledge - is hard to come by, but 
attainable. The mental state that you do not seek - justified belief - is sought by 
many people, especially priests and philosophers. But, in truth, beliefs cannot 
be justified, except in relation to other beliefs, and even then only fallibly. So 
the quest for justification can only lead to an infinite regress - each step of 
which would itself be subject to error.

The full quote is not justificationist in substance.

Assertion.

The mere presence of the word "justified" does not make an argument 



justificationist.

True in general, but not an argument that it applies here.

The whole quote is making an anti-justificationist argument and does not make 
any concessions to justificationism.

Assertion.

What that sentence means is that one idea can be a consequence of another, 
and that we can only know whether one idea implies another fallibly.

Assertion. No specific details are given about which phrases in the
quote are being interpretted in what way.

The choice of the word "justified" was unfortunate, but the idea described in that 
sentence is needed for critical argument.

Assertion.

Lifiting a single sentence from the middle of this paragraph in such a way as to 
make it appear to mean the opposite of what it actually means is misquotation 
and is unscholarly.

Harsh, unwarranted meta. You should first win the argument before
saying things like this. Or if you genuinely think people would be
interested to know about this and find it informative, you could make
a contingent claim ("If I am right about the above, then that would
mean...")

You read the quote one way. I read it again after your post and still
do not agree. You have not persuaded me. You have not provided
arguments. You have not provided detailed textual analysis or shown me
how to read it your way. You also have not provided refutations of
opposing arguments. You have not discussed opposing arguments or asked
what they are.



One argument for my reading is that the context includes discussion of
justified belief. When Deutsch writes "justified" again in that
context, in adjacent sentences, I think it's reasonable to think he's
using the same word to have the same meaning, not a different meaning.

And I think he must mean JTB justification in every instance because
otherwise the paragraph's final argument would not work. The argument
about infinite regress relies on the "in relation to other beliefs"
part to make sense. He's saying there is a regress if you want
ultimate justification because justification is always tied to some
other ideas, not to ultimate foundations, so the chain of
justification never ends. If the sentences are unconnected, with one
of them talking about some other sort of justification, the paragraph
wouldn't make sense.

(Actually Deutsch says "can **only** lead to an infinite regress" (my
emphasis) which is false. He neglected some possibilities such as
circularity. But we can still understand how his argument was intended
to work.)



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 3:28 PM

On Mon, Dec 31, 2012 at 8:51 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

Deutsch writes in The Beginning of Infinity:

It is only empiricism that made it seem plausible that knowledge outside 
science is inaccessible; and it is only the justified-true-belief misconception 
that makes such knowledge seem less ‘justified’ than scientific theories.

and

HERMES: ... in truth, beliefs cannot be justified, except in relation to other 
beliefs, and even then only fallibly.

In other words, some ideas do justify other ideas (fallibly, contextually).

Deutsch rejects infalliblist, empiricist, inductivist, ultimate and
absolute justification. But Deutsch does not reject all justification.
This position allows for the extensive use of justification throughout
epistemology. It doesn't exclude much.

This is a common mistake.

I think there is an equivocation going on here over the term
'justify.' (I'm not sure whether it's your equivocation or DD's, or
mine).

Why is it a mistake to think that a belief can be justified in
relation to another belief?

One way to approach it is the question:
"Which ideas justify which other ideas, and why?" Or, in other words,
"What are the criteria or rules of justification?"

Isn't that just stuff like logic?

I don't see what's wrong with making a claim like: Assuming that "a"



and "b" are both true, we are justified in claiming that "a ^ b" is
true.

- Richard



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Dissent can bring with it pain, even death. BoI Infinity <beginning-
of-infinity@googlegroups.com>
Date: January 6, 2013 at 3:38 PM

Why do people hate dissenters? What are they afraid of? Why do they
want to shut us up?

Theists do it to atheists.

Governments do it to their citizens.

Psychiatrists do it to their patients.

Parents do it to their children.

Sometimes people try to silence their dissenters by force -- sometimes
lethal force.

Here's an example of dealing with dissenters by lethal force:

http://www.change.org/en-CA/petitions/jason-kenney-minister-for-citizenship-and-
immigration-give-refugee-status-imran-firasat-support-christians-hindus-of-
pakistan?
utm_source=guides&utm_medium=email&utm_campaign=petition_created

In Pakistan, Imran Firasat will be executed for dissenting -- by
"dissenting" I mean apostasy and criticizing Islam.

This petition, if successful, will save his life.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://www.change.org/en-CA/petitions/jason-kenney-minister-for-citizenship-and-immigration-give-refugee-status-imran-firasat-support-christians-hindus-of-pakistan?utm_source=guides&utm_medium=email&utm_campaign=petition_created
http://ramirustom.blogspot.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 3:54 PM

On Sun, Jan 6, 2013 at 12:28 PM, Richard Fine <richard.fine@gmail.com> wrote:
On Mon, Dec 31, 2012 at 8:51 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

Deutsch writes in The Beginning of Infinity:

It is only empiricism that made it seem plausible that knowledge outside 
science is inaccessible; and it is only the justified-true-belief misconception 
that makes such knowledge seem less ‘justified’ than scientific theories.

and

HERMES: ... in truth, beliefs cannot be justified, except in relation to other 
beliefs, and even then only fallibly.

In other words, some ideas do justify other ideas (fallibly, contextually).

Deutsch rejects infalliblist, empiricist, inductivist, ultimate and
absolute justification. But Deutsch does not reject all justification.
This position allows for the extensive use of justification throughout
epistemology. It doesn't exclude much.

This is a common mistake.

I think there is an equivocation going on here over the term
'justify.' (I'm not sure whether it's your equivocation or DD's, or
mine).

Why is it a mistake to think that a belief can be justified in
relation to another belief?

One way to approach it is the question:
"Which ideas justify which other ideas, and why?" Or, in other words,
"What are the criteria or rules of justification?"

Isn't that just stuff like logic?



I don't see what's wrong with making a claim like: Assuming that "a"
and "b" are both true, we are justified in claiming that "a ^ b" is
true.

If your version of "justification" does not go beyond the boundaries
of deductive logic, then you're not adding anything new beyond logic,
so there's no point to it. It gains us nothing. It'd just be a way of
describing something people already know with different terminology,
not a substantive claim. And it'd be unrelated to the debate about
justification. And it wouldn't have much to do with epistemology in
general: we need to go beyond deductive logic to learn much.



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 4:31 PM

On 6 Jan 2013, at 17:28, Alan Forrester <alanmichaelforrester@googlemail.com> 
wrote:

On 31 Dec 2012, at 20:51, Anonymous Person <unattributedemail@gmail.com> 
wrote:

HERMES: ... in truth, beliefs cannot be justified, except in relation to other 
beliefs, and even then only fallibly.

In other words, some ideas do justify other ideas (fallibly, contextually).

Deutsch rejects infalliblist, empiricist, inductivist, ultimate and
absolute justification. But Deutsch does not reject all justification.
This position allows for the extensive use of justification throughout
epistemology. It doesn't exclude much.

This is a common mistake. One way to approach it is the question:
"Which ideas justify which other ideas, and why?" Or, in other words,
"What are the criteria or rules of justification?" This is one of the
many problems justificationists have not been able to deal with.

It is interesting to look at the full quote in context:

HERMES: Congratulaations, Socrates, on your epistemological wisdom. The 
knowledge that you seek - objective knowledge - is hard to come by, but 
attainable. The mental state that you do not seek - justified belief - is sought by 
many people, especially priests and philosophers. But, in truth, beliefs cannot 
be justified, except in relation to other beliefs, and even then only fallibly. So 
the quest for justification can only lead to an infinite regress - each step of 
which would itself be subject to error.

The full quote is not justificationist in substance. The mere presence of the word 
"justified" does not make an argument justificationist. The whole quote is making 
an anti-justificationist argument and does not make any concessions to 
justificationism. What that sentence means is that one idea can be a 



consequence of another, and that we can only know whether one idea implies 
another fallibly. The choice of the word "justified" was unfortunate, but the idea 
described in that sentence is needed for critical argument.

The reason I think it was necessary to use the word 'justified' instead of 
'deduced', is that although non-justificationists like you and me know that 
deduction is the only valid way of deriving one proposition from another, many 
justificationists disagree. For instance some of them think that induction is 
another. And therefore, in that standard infinite-regress argument against 
justificationism, is it necessary to refer to the links in the infinite chain as 
justifications because otherwise the argument is circular.

Lifiting a single sentence from the middle of this paragraph in such a way as to 
make it appear to mean the opposite of what it actually means is misquotation

It is indeed.

-- David Deutsch



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 4:49 PM

On 6 Jan 2013, at 19:59, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Sun, Jan 6, 2013 at 9:28 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 31 Dec 2012, at 20:51, Anonymous Person 
<unattributedemail@gmail.com> wrote:

HERMES: ... in truth, beliefs cannot be justified, except in relation to other 
beliefs, and even then only fallibly.

In other words, some ideas do justify other ideas (fallibly, contextually).

Deutsch rejects infalliblist, empiricist, inductivist, ultimate and
absolute justification. But Deutsch does not reject all justification.
This position allows for the extensive use of justification throughout
epistemology. It doesn't exclude much.

This is a common mistake. One way to approach it is the question:
"Which ideas justify which other ideas, and why?" Or, in other words,
"What are the criteria or rules of justification?" This is one of the
many problems justificationists have not been able to deal with.

It is interesting to look at the full quote in context:

HERMES: Congratulaations, Socrates, on your epistemological wisdom. The 
knowledge that you seek - objective knowledge - is hard to come by, but 
attainable. The mental state that you do not seek - justified belief - is sought 
by many people, especially priests and philosophers. But, in truth, beliefs 
cannot be justified, except in relation to other beliefs, and even then only 
fallibly. So the quest for justification can only lead to an infinite regress - each 
step of which would itself be subject to error.

The full quote is not justificationist in substance.



Assertion.

The mere presence of the word "justified" does not make an argument 
justificationist.

True in general, but not an argument that it applies here.

The whole quote is making an anti-justificationist argument and does not make 
any concessions to justificationism.

Assertion.

What that sentence means is that one idea can be a consequence of another, 
and that we can only know whether one idea implies another fallibly.

Assertion. No specific details are given about which phrases in the quote are 
being interpretted in what way.

I didn't say that I was interpreting each phrase in the quote in glorious isolation 
from the rest of the book. I said "the full quote is not justificationist in substance." I 
also said that it's "not making concessions to justificationism."

The choice of the word "justified" was unfortunate, but the idea described in 
that sentence is needed for critical argument.

Assertion.

If no statement is ever a consequence of any other statement then it's not 
possible to do argument at all.

Lifiting a single sentence from the middle of this paragraph in such a way as to 
make it appear to mean the opposite of what it actually means is misquotation 
and is unscholarly.

Harsh, unwarranted meta. You should first win the argument before
saying things like this. Or if you genuinely think people would be
interested to know about this and find it informative, you could make
a contingent claim ("If I am right about the above, then that would
mean…")



You read the quote one way. I read it again after your post and still
do not agree. You have not persuaded me. You have not provided
arguments. You have not provided detailed textual analysis or shown me
how to read it your way. You also have not provided refutations of
opposing arguments. You have not discussed opposing arguments or asked
what they are.

The issue is not how we respectively read the quote. The issue is that you made 
an assertion about the meaning of a sentence that contradicted the conclusion of 
the argument from which it came but you didn't quote that argument or even 
mention its existence.

One argument for my reading is that the context includes discussion of
justified belief. When Deutsch writes "justified" again in that
context, in adjacent sentences, I think it's reasonable to think he's
using the same word to have the same meaning, not a different meaning.

And I think he must mean JTB justification in every instance because
otherwise the paragraph's final argument would not work. The argument
about infinite regress relies on the "in relation to other beliefs"
part to make sense. He's saying there is a regress if you want
ultimate justification because justification is always tied to some
other ideas, not to ultimate foundations, so the chain of
justification never ends. If the sentences are unconnected, with one
of them talking about some other sort of justification, the paragraph
wouldn't make sense.

Right, but that doesn't mean that the sentence is intended to be interpreted as 
justificationist. The context is an argument against justificationism.

Alan



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 4:54 PM

On Sun, Jan 6, 2013 at 1:49 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 6 Jan 2013, at 19:59, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Sun, Jan 6, 2013 at 9:28 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 31 Dec 2012, at 20:51, Anonymous Person 
<unattributedemail@gmail.com> wrote:

HERMES: ... in truth, beliefs cannot be justified, except in relation to other 
beliefs, and even then only fallibly.

In other words, some ideas do justify other ideas (fallibly, contextually).

Deutsch rejects infalliblist, empiricist, inductivist, ultimate and
absolute justification. But Deutsch does not reject all justification.
This position allows for the extensive use of justification throughout
epistemology. It doesn't exclude much.

This is a common mistake. One way to approach it is the question:
"Which ideas justify which other ideas, and why?" Or, in other words,
"What are the criteria or rules of justification?" This is one of the
many problems justificationists have not been able to deal with.

It is interesting to look at the full quote in context:

HERMES: Congratulaations, Socrates, on your epistemological wisdom. 
The knowledge that you seek - objective knowledge - is hard to come by, 
but attainable. The mental state that you do not seek - justified belief - is 
sought by many people, especially priests and philosophers. But, in truth, 
beliefs cannot be justified, except in relation to other beliefs, and even then 
only fallibly. So the quest for justification can only lead to an infinite regress - 
each step of which would itself be subject to error.



The full quote is not justificationist in substance.

Assertion.

The mere presence of the word "justified" does not make an argument 
justificationist.

True in general, but not an argument that it applies here.

The whole quote is making an anti-justificationist argument and does not 
make any concessions to justificationism.

Assertion.

What that sentence means is that one idea can be a consequence of another, 
and that we can only know whether one idea implies another fallibly.

Assertion. No specific details are given about which phrases in the quote are 
being interpretted in what way.

I didn't say that I was interpreting each phrase in the quote in glorious isolation 
from the rest of the book. I said "the full quote is not justificationist in 
substance." I also said that it's "not making concessions to justificationism."

Those are assertions not arguments. I don't understand the value of
repeating them in reply to a criticism about asserting rather than
arguing.

The choice of the word "justified" was unfortunate, but the idea described in 
that sentence is needed for critical argument.

Assertion.

If no statement is ever a consequence of any other statement then it's not 
possible to do argument at all.

What's your point?



Lifiting a single sentence from the middle of this paragraph in such a way as 
to make it appear to mean the opposite of what it actually means is 
misquotation and is unscholarly.

Harsh, unwarranted meta. You should first win the argument before
saying things like this. Or if you genuinely think people would be
interested to know about this and find it informative, you could make
a contingent claim ("If I am right about the above, then that would
mean…")

You read the quote one way. I read it again after your post and still
do not agree. You have not persuaded me. You have not provided
arguments. You have not provided detailed textual analysis or shown me
how to read it your way. You also have not provided refutations of
opposing arguments. You have not discussed opposing arguments or asked
what they are.

The issue is not how we respectively read the quote. The issue is that you made 
an assertion about the meaning of a sentence that contradicted the conclusion 
of the argument from which it came but you didn't quote that argument or even 
mention its existence.

What contradiction? You have not pointed out such a contradiction. You
did not even mention it previously.

One argument for my reading is that the context includes discussion of
justified belief. When Deutsch writes "justified" again in that
context, in adjacent sentences, I think it's reasonable to think he's
using the same word to have the same meaning, not a different meaning.

And I think he must mean JTB justification in every instance because
otherwise the paragraph's final argument would not work. The argument
about infinite regress relies on the "in relation to other beliefs"
part to make sense. He's saying there is a regress if you want
ultimate justification because justification is always tied to some
other ideas, not to ultimate foundations, so the chain of
justification never ends. If the sentences are unconnected, with one
of them talking about some other sort of justification, the paragraph
wouldn't make sense.



Right, but that doesn't mean that the sentence is intended to be interpreted as 
justificationist. The context is an argument against justificationism.

It explicitly endorses the possibility of justification. (It says
justification is mistaken except for the qualified exception it gives,
thus endorsing justification within that category.) You deny this, and
deny reading the passage differently than I do. Clarify?



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 5:17 PM

On 6 Jan 2013, at 21:54, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Sun, Jan 6, 2013 at 1:49 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 6 Jan 2013, at 19:59, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Sun, Jan 6, 2013 at 9:28 AM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 31 Dec 2012, at 20:51, Anonymous Person 
<unattributedemail@gmail.com> wrote:

HERMES: ... in truth, beliefs cannot be justified, except in relation to 
other beliefs, and even then only fallibly.

In other words, some ideas do justify other ideas (fallibly, contextually).

Deutsch rejects infalliblist, empiricist, inductivist, ultimate and
absolute justification. But Deutsch does not reject all justification.
This position allows for the extensive use of justification throughout
epistemology. It doesn't exclude much.

This is a common mistake. One way to approach it is the question:
"Which ideas justify which other ideas, and why?" Or, in other words,
"What are the criteria or rules of justification?" This is one of the
many problems justificationists have not been able to deal with.

It is interesting to look at the full quote in context:

HERMES: Congratulaations, Socrates, on your epistemological wisdom. 
The knowledge that you seek - objective knowledge - is hard to come by, 
but attainable. The mental state that you do not seek - justified belief - is 
sought by many people, especially priests and philosophers. But, in truth, 



beliefs cannot be justified, except in relation to other beliefs, and even then 
only fallibly. So the quest for justification can only lead to an infinite regress 
- each step of which would itself be subject to error.

The full quote is not justificationist in substance.

Assertion.

The mere presence of the word "justified" does not make an argument 
justificationist.

True in general, but not an argument that it applies here.

The whole quote is making an anti-justificationist argument and does not 
make any concessions to justificationism.

Assertion.

What that sentence means is that one idea can be a consequence of 
another, and that we can only know whether one idea implies another 
fallibly.

Assertion. No specific details are given about which phrases in the quote are 
being interpretted in what way.

I didn't say that I was interpreting each phrase in the quote in glorious isolation 
from the rest of the book. I said "the full quote is not justificationist in 
substance." I also said that it's "not making concessions to justificationism."

Those are assertions not arguments. I don't understand the value of repeating 
them in reply to a criticism about asserting rather than arguing.

The reading you presented doesn't look at the whole argument whose conclusion 
contradicts the meaning you are imparting to that sentence. I was clarifying a 
possible source of confusion, namely that you thought I was looking at the 
sentence without looking at it in the context of the argument.

The choice of the word "justified" was unfortunate, but the idea described in 
that sentence is needed for critical argument.



Assertion.

If no statement is ever a consequence of any other statement then it's not 
possible to do argument at all.

What's your point?

(1) If you want to do argument then stuff has to follow from other stuff.

(2) If you're going to argue about argument and what it can do then you have to 
allow for that.

(3) If you do allow for it, justificationism blows up.

You get to (3) by using (1).

Lifiting a single sentence from the middle of this paragraph in such a way as 
to make it appear to mean the opposite of what it actually means is 
misquotation and is unscholarly.

Harsh, unwarranted meta. You should first win the argument before
saying things like this. Or if you genuinely think people would be
interested to know about this and find it informative, you could make
a contingent claim ("If I am right about the above, then that would
mean…")

You read the quote one way. I read it again after your post and still
do not agree. You have not persuaded me. You have not provided
arguments. You have not provided detailed textual analysis or shown me
how to read it your way. You also have not provided refutations of
opposing arguments. You have not discussed opposing arguments or asked
what they are.

The issue is not how we respectively read the quote. The issue is that you 
made an assertion about the meaning of a sentence that contradicted the 
conclusion of the argument from which it came but you didn't quote that 
argument or even mention its existence.



What contradiction? You have not pointed out such a contradiction. You
did not even mention it previously.

The conclusion of the argument is that justification is impossible because it leads 
to infinite regress, which contradicts the idea that one statement can be justified 
from another.

One argument for my reading is that the context includes discussion of
justified belief. When Deutsch writes "justified" again in that
context, in adjacent sentences, I think it's reasonable to think he's
using the same word to have the same meaning, not a different meaning.

And I think he must mean JTB justification in every instance because
otherwise the paragraph's final argument would not work. The argument
about infinite regress relies on the "in relation to other beliefs"
part to make sense. He's saying there is a regress if you want
ultimate justification because justification is always tied to some
other ideas, not to ultimate foundations, so the chain of
justification never ends. If the sentences are unconnected, with one
of them talking about some other sort of justification, the paragraph
wouldn't make sense.

Right, but that doesn't mean that the sentence is intended to be interpreted as 
justificationist. The context is an argument against justificationism.

It explicitly endorses the possibility of justification. (It says
justification is mistaken except for the qualified exception it gives,
thus endorsing justification within that category.) You deny this, and
deny reading the passage differently than I do. Clarify?

To claim that the passage means that

(1) Justification is impossible because it leads to infinite regress.

(2) One statement can be justified from another statement.

is to claim that the passage is intended to be read as being contradictory.

Alan



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 5:40 PM

On Sun, Jan 6, 2013 at 2:17 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

To claim that the passage means that

(1) Justification is impossible because it leads to infinite regress.

(2) One statement can be justified from another statement.

is to claim that the passage is intended to be read as being contradictory.

The passage's conclusion is that seeking ultimate justification leads
to regress. It endorses non-ultimate justification.

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 5:45 PM

On 6 Jan 2013, at 22:40, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Sun, Jan 6, 2013 at 2:17 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

To claim that the passage means that

(1) Justification is impossible because it leads to infinite regress.

(2) One statement can be justified from another statement.

is to claim that the passage is intended to be read as being contradictory.

The passage's conclusion is that seeking ultimate justification leads
to regress. It endorses non-ultimate justification.

The passage doesn't say "ultimate justification" leads to infinite regress; it says 
"justification" leads to infinite regress.

Alan

-- 



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 5:52 PM

It endorses non-ultimate justification.
Does it  help to suggest (as Popper wrote) that you may be able to justify 
a*critical  preference* for some theory rather than another (at the current state of 
the argument) in a way that you can't justify anything outright?

But of course the preference may also be revised in the light of new evidence or 
new arguments.

Rafe Champion

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 6:18 PM

On 6 Jan 2013, at 22:52, Rafe Champion <rchamp@bigpond.net.au> wrote:

It endorses non-ultimate justification.

Does it  help to suggest (as Popper wrote) that you may be able to justify a 
critical  preference for some theory rather than another (at the current state of 
the argument) in a way that you can't justify anything outright?

But of course the preference may also be revised in the light of new evidence or 
new arguments.

I don't think this is a good road to go down. You would have to presuppose that 
the current state of the argument is justified, and that the argument from it to the 
conclusion that you should prefer one idea over another can be justified. The 
argument against justificationism does not, in fact, leave any wiggle room for 
justifying anything. Justification is impossible. Another way of reading this idea is 
trivial (in the sense of being boring) and essentialist: you say that your critical 
preference is identical to the current state of the discussion.

Alan



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] _Athene's Theory of Everything_ Part 1
Date: January 6, 2013 at 7:01 PM

On 07/01/2013, at 3:18, "Rami Rustom" <rombomb@gmail.com> wrote:

_Athene's Theory of Everything_ Part 1:

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o
(this video has all the parts, not just Part 1)

The human brain is a network of approximately 100 billion neurons.

Its interesting that he didn't mention the number of connections. Each
neuron has thousands of connections to other neurons. So, the more
interesting number to ponder is the number of connections between
neurons, which is on the order of 700 trillion.

Note that as we create new ideas, we are creating new connections. So
the more we solve problems, the more connections we make.

Its interesting to me how neuroscientists focus on neurons and
neuroplasticity but not on philosophy.

One would be hard pressed to find a sphere of expertise where philosophy might 
not, ever, be useful...but to think that it is "interesting" that neuroscientists focus 
on the subject matter of neuroscience (like the function and behaviour of 
neurones) rather than philosophy, seems strange to me. I think it is exactly what 
you should expect. That's closer to "boring" than "interesting" to my mind.

Some (prominent) neuroscientists are *very* interested in philosophy and focus 
on it. Some started as philosophers and turned to neuroscience to help them 
understand philosophy better. Sam Harris explains his motivation that way, 
actually.

That aside, is it interesting that plumbers are focussed on pipes and flushing 
water rather than philosophy? Is it interesting that a hairdresser is focussed on 
hair and scissors rather than philosophy? I don't think it's interesting. In fact, I 
want my plumber to come in, do his job, and go out nice and quick and 
accurately. I don't want him focussed on philosophy at the expense of the 

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


plumbing while he is fixing my leaks. Time is money. Just use your best theory to 
do your job, let's not consider why.

Some neuroscientists focus on neuroscience, and don't bother much with 
philosophy.
Some do bother with philosophy.
Some make mistakes with trying to draw scientistic conclusions from 
neuroscience.
Some do not.

It's no more interesting than any scientist or other expert being interested in 
philosophy.

Brett.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 7:55 PM

On Sun, Jan 6, 2013 at 2:45 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 6 Jan 2013, at 22:40, Anonymous Person <unattributedemail@gmail.com> 
wrote:

On Sun, Jan 6, 2013 at 2:17 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

To claim that the passage means that

(1) Justification is impossible because it leads to infinite regress.

(2) One statement can be justified from another statement.

is to claim that the passage is intended to be read as being contradictory.

The passage's conclusion is that seeking ultimate justification leads
to regress. It endorses non-ultimate justification.

The passage doesn't say "ultimate justification" leads to infinite regress; it says 
"justification" leads to infinite regress.

In your interpretation, the passage does not make sense. There is no
reason searching for non-ultimate justification would lead to infinite
regress, and the passage does not give such a reason. The passage only
gives a reason searching for ultimate justification would lead to
regress.

Ideas being justified relative to other ideas is a problem if you want
ultimate justification, but not if you are content with contextual,
fallible justification. You don't have to question every idea's
justification down to foundations. If you only question them when you
think there is a problem, you won't have a regress, and you won't have
ultimate or infallible justification.

(I am not saying this works well. It doesn't work because



justification doesn't work. But that is a separate issue from
Deutsch's point.)

And you still have not addressed the fact that the paragraph
explicitly says justification is OK given some criteria. You say
Deutsch doesn't really mean it or something but you have not presented
any textual evidence for that.



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 6, 2013 at 8:13 PM

On Sun, Jan 6, 2013 at 2:52 PM, Rafe Champion <rchamp@bigpond.net.au> 
wrote:

It endorses non-ultimate justification.

Does it  help to suggest (as Popper wrote) that you may be able to justify a
critical  preference for some theory rather than another (at the current
state of the argument) in a way that you can't justify anything outright?

But of course the preference may also be revised in the light of new
evidence or new arguments.

I don't think calling that "justify"ing helps. I think that confuses
matters more, because it makes it harder to understand that Popper is
rejecting justification.

I think Popper's ideas about how to handle these things do help, and
Deutsch contradicts them in FoR and BoI (I posted a bunch of quotes
previously).

Popper was not always totally clear about this everywhere but I think
his main idea was something like this:

You conjecture ideas (to address problems). They can be anything;
there is room for imagination. You try to criticize them. You put more
effort into criticizing the ideas you suspect of having problems;
there is room for judgment. If you can't think of any criticisms of an
idea, then you can use it (act on it). If you do think of some
criticisms, then you must modify the idea, criticize the criticism, or
reject the idea.

This is not justification. It does not involve positive arguments,
which would be justificationism and a mistake. Arguments or any ideas
cannot support ideas. There's nothing positive going on. Instead, the
right approach is negative: it relies on critical arguments.

Rather than acting on or using ideas because they are positively



justified (which they cannot be), we act on them because they are
unproblematic and it is the best option we know (this may change as we
learn more). We act on or use ideas because we have no criticism of
acting on them, we see no problem with it, we have no reason not to.

What do you think? Is this compatible with your understanding of
Popper? Does it make sense?

-- 



From: Jason <auvenj@gmail.com>
Subject: [BoI] Any existing responses to "Debunking Popper"?
Date: January 6, 2013 at 11:15 PM

Someone from the local objectivist group just sent me links to the
following papers from Nicolas Dykes, purporting to debunk Popper's Critical
Rationalism from an objectivist perspective. Here's the links to the papers:
http://www.reasonpapers.com/pdf/24/rp_24_1.pdf
http://www.libertarian.co.uk/lapubs/philn/philn037.pdf

I've only just skimmed the first one, and noticed a couple of problems
myself but it does seem to be a serious attempt at critique which warrants
a serious and considered response.

The papers have been out awhile, the first since 2003 and the latter since
1996, and given the intersection of interests in objectivism and Popper on
this list I'm guessing that perhaps someone here has already seen these and
written a response to Dykes. If so, I'd appreciate a link to / copy of it.

If not, I'll proceed on my own & post to the list when I have something
worth discussing, but it will take a while.

--Jason

-- 

http://www.reasonpapers.com/pdf/24/rp_24_1.pdf
http://www.libertarian.co.uk/lapubs/philn/philn037.pdf


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: Any existing responses to "Debunking Popper"?
Date: January 6, 2013 at 11:23 PM

Here is some prior discussion. This is not an endorsement.

Begin forwarded message:

From: Tim Starr <timstarr@netcom.com>
Subject: A Qualified Defense of Popper
Date: September 22, 1996 12:40:51 AM PDT
To: TCS@listserv.aol.com
Reply-To: "Taking Children Seriously: non-coercive 
parenting/education"@hookup.net

Here's a post I wrote for an Objectivist e-mail list, which I'm forwarding
here because I believe it clarifies the good & bad in Popper's thought better
than some of my previous posts may have.

Subject:      Re: Popper on Objectivity

From: cparshal@niu.edu (Will Wilkinson)

David Potts writes:

"I think it is clear from his writings that
Popper sought to defend the rationality and objectivity of human
knowledge, and that his concept of an objective reality existing
independently of our recognition of it is fully consistent with that
of Objectivism."

I disagree. Even if Popper does think there is a mind-independent world, he
is utterly and completely pessimistic about the possibility of knowing much
about it.

First, let me make clear that I'm not a Popperian.  I believe that he was wrong
in his basic epistemology.  However, I also believe that he still got many
things right, & that we have much to gain from studying his thought.  That
said:



It is simply false to say that Popper was "utterly and completely pessimistic
about the possibility of knowing much about" the real world.  In fact, the
exact opposite was the case.  Popper was very optimistic about that possibili-
ty.  If I had any of his books with me, I could quote from them to this
effect, & I'm no great expert on Popper.

Virtually all of Wilkinson's factual claims about Popper's philosophy are
equally false.  Rather than rebut them in detail, let me try to explain how
this misunderstanding may have arisen in the first place.

Popper was a metaphysical realist.  He was also an advocate & defender of
"critical rationalism," as opposed to "constructivist rationalism."  He did
uphold the correspondence theory of truth.

However, he wasn't a perceptual realist.  He was a representationalist when
it came to the theory of perception.  I believe that most of the confusion
about his ideas stems from this.  So do most of his contradictions (of which
there were many in his thought).  Not only that, but he was an anti-founda-
tionalist, too.

Popper put theories of knowledge into three fundamental categories:

1) Truth is manifest.

2) Truth is impossible.

3) Truth is possible, but not manifest.

These categories are analogous to Rand's trichotomy of intrinsicism, subject-
ivism, & objectivism.  Both Popper & Rand independently arrived at the same
conclusion here.  Intrinsicism corresponds to position 1 above, subjectivism
to position 2, & objectivism to 3.  I've found it helpful to substitute the
term "obvious" for "manifest" in his formulation.

The view that truth is "manifest" means that it is obvious, that it can be
known so effortlessly that the failure to grasp it can only be explained by
incompetence or evil - never by honest errors made in good faith.  This is
what Popper called "constructivist rationalism," & devoted much of his work
to arguing against.



The view that truth is impossible means that we can never know whether our
claims to knowledge ever correspond to reality.  All we can know is what we
believe, which is up to our own subjective will.  Popper called this "rela-
tivism," as did many others, & opposed it, too.

The view that truth is possible, but not manifest, means that we can know
truth, but not without effort.  Knowing the truth is difficult, fraught with
the potential for errors - errors made honestly, in good faith, not because
of incompetence or evil.  This is Popper's own view, the one he defended
with some success & some failures.  He called it "critical rationalism."

F.A. Hayek was also a critical rationalist, & there's a whole school of
critical rationalists who follow Popper as they understand him.  One of the
factions within this school is that of "evolutionary epistemology," which
has it that knowledge grows by a process that's analogous to biological
evolution, in which theories are generated randomly, false ones are selected
out of the "meme" pool by means of criticism, & true ones are retained.
Another goes by the name of "falliblism."  (I'm not sure what, if any,
distinctions there are between these different schools, so don't take my
classification of them as definitive or exhaustive.)

Popper argued that the manifest theory of truth & the view that truth is
impossible both led to tyranny - correctly, I would argue.  He did not say
that the view that truth is possible but not obvious led to tyranny.  Quite
the opposite, he held that it led to liberty, & the progress of science &
industry.  Correctly.

Popper classified all foundationalism as belonging to the category of the
manifest theory of truth.  He also unquestioningly accepted representationalism
as the only alternative to idealism in the theory of perception.  W.W. Bartley
III, one of his followers & a founder of the school of evolutionary epistemolo-
gy, wrote an essay in which he treated representationalism as if it were the
equivalent of realism.  As David Kelley briliantly argues in his under-appreci-
ated book THE EVIDENCE OF THE SENSES, it is not.  (Hey, Moderator, why 
don't
we have an organized discussion of Kelley's book?)

Popper was in error on these points, as are his followers.  These errors lead
many to wrongly call Popper an irrationalist.  They especially lead to conflict



between Popperians & Objectivists, with Popperians accusing Objectivists of
adhering to obsolete, discredited ideas like induction, foundationalism, etc.,
& being potential (or actual) tyrants - while Objectivists accuse Popperians
of being anti-rationalists who're undermining the defense of science, progress,
& liberty.

BOTH of these accusations have a grain of truth to them.  Popperians don't
appreciate how they weaken their case for truth, justice, etc., by accepting
anti-foundationalism & representationalism.  But all too many Objectivists,
including Rand herself, have held to the manifest theory of truth in practice
even while insisting they rejected it in theory, leading them to be actual
tyrants & dictators in real life.

The manifest theory of truth is so ingrained in our culture that it takes a
conscious, determined effort to get it out of your system.  Formal rejection
of it in theory as "intrinsicism" isn't enough to get you to consistently apply
it in practice.  There are no infallible sources or methods of finding truth.
It can be found, though.  One of the greatest accomplishments of David Kelley's
TRUTH & TOLERATION has been to formulate an argument for this in 
Objectivist
terms - although I'm not sure he or his followers would accept my evaluation.

We have much to learn from Popperians, fallibilists, & evolutionary epistemo-
logists, despite their errors.  They also have much to learn from us.  But
they'll be reluctant to reject their anti-foundationalism & representationalism
& accept foundationalism & perceptual realism so long as we remain derelict in
our duty to explain to them why they should, acting as if it took no effort to
understand the reasons.  So long as we do this, we remain practitioners of the
manifest theory of truth, of intrinsicism, in this respect, which they will
point to as evidence that the position we advocate really does amount to that
in practice.  We need to practice what we preach before we can make any con-
verts among them.

...Popper's essential irrationalism is brilliantly exposed by David Stove in
_Popper and After: Four Modern Irrationalists_ and in the chapter "Cole Porter
and Karl Popper: the Jazz Age in the Philosophy of Science" in Stove's _The
Plato Cult_ (a funny, curmudgeonish, logically devastating book).

Thanks for the reference, but Popper wasn't an irrationalist, as I've already
noted.  Another reference is the essay "A Tangled Web of Guesses," by 



Nicholas
Dykes, which can be found on the web site of the Libertarian Alliance in the
"philosophical notes" section.  Dykes critiques Popper from an Objectivist
perspective & does a pretty good job of it - although I don't agree with every
detail.

[Moderator, Heretofore Suppressing Himself: I add my full endorsement to the
above.  Popper was a very nasty guy.  The VERY FIRST PREMISE of his 
'Logic
of Scientific Discovery' is that induction doesn't work; he just rewrites a
page out of Hume and then goes on to build his philosophy.  His
falsificationism tries to avoid the logical problems inherent in the Logical
Positivist verification principle, but runs into exactly every one of them
(Carl Hempel, The Empiricist Criterion of Meaning, in Logical Positivism ed.
A. J. Ayer).  His 'Open Society and Its Enemies' should be the leading
document of modern conservatism: let's change toward socialism, but do it
slow, okay?  Whatever he may have correctly denounced, his philosophy is as
lame as they come.
(Sorry for the off-the-cuffness -- just a little note, right?)  Thanks,
Will, for the references!]

Yes, Popper rejected induction.  However, this must be put into context: he
was arguing against the extreme empiricists of the Logical Positivists who
held that if only the right procedures were used that truth had to be the
result, beyond any possibility of doubt or disproof.  That is, that if a
scientific hypothesis were confirmed by the evidence that it could never be
disconfirmed or falsified.

In rejecting the verificationism of Logical Positivism, he proposed the
alternative of falsificationism: hypothesis can never be verified, but they
can be falsified.  He threw out the baby with the bathwater here.  Both
views are wrong, as stated in their simple forms.  There is a place for
evidence which confirms hypothesis, while any theory can be falsified by
contrary evidence no matter how much confirming evidence there may be for it.
There's also the question of how to interpret evidence - does the evidence
taken to confirm a theory actually confirm it?  Does the evidence taken to
falsify actually do so?

As for his political philosophy, yes, Popper was a conservative - a conserv-
ative social democrat.  However, this was for two reasons.  The first was



that he rejected the radicalism of Marxism as an attempt to completely re-
make society without the knowledge adequate for the task.  Instead, he
favored "piecemeal" social engineering, reforming society in smaller bites
instead of more than we can swallow.  The second was that he failed to
appreciate the value of pluralism in political-economy as much as he did in
science & free expression.  He never seemed to realize that free markets
are the corollary to free minds, as Rand did.  He never seemed to realize
that businessmen need just as much freedom to experiment with diverse tactics,
strategies, methods, etc., to find out how to provide goods & services
successfully & profitably as scientists, philosophers, & intellectuals do to
find out what truth & justice are.

Most of the Popperians I've talked to are much better politically than Popper
ever was.  They don't make the same political mistakes as he did.  They do
support pluralism in material goods & services as well as in ideas.

In a way, Popper's work is a good example of the theory that while it is
possible to find out what truth & justice are it's easy to make mistakes.  He
made his share of mistakes.  But he did manage to get many things right, too.
We should be more careful not to throw the baby out with the bathwater.

**********
"Yes, I do." - Anne Pearson, of the Snowdrop campaign to ban guns in Britain,
on the Jim Hawkins TV show, 5/17/96, in reply to being accused of wanting to
live in a slave state by Sean Gabb, editor of FREE LIFE, the journal of the
Libertarian Alliance.
**********

Tim Starr - Renaissance Now!  Think Universally, Act Selfishly

Assistant Editor: Freedom Network News, the newsletter of ISIL,
The International Society for Individual Liberty,
1800 Market St., San Francisco, CA 94102
(415) 864-0952; FAX: (415) 864-7506; isil@isil.org
http://www.isil.org/

Liberty is the Best Policy - timstarr@netcom.com

http://www.isil.org/


Begin forwarded message:

From: Tim Starr <timstarr@netcom.com>
Subject: Against Popperianism
Date: July 4, 1996 2:39:37 AM PDT
To: Multiple recipients of list TCS <TCS@listserv.aol.com>
Reply-To: "Taking Children Seriously: non-coercive 
parenting/education"@hookup.net

From: Tracy Harms <tbh@TESSER.COM>
Subject:      rationality

...I am taking the liberty of cross-posting a portion of a recent message by
James Dennert where he writes directly to this question:

...Munz very cogently captures the 'staggering insight' of Charles Darwin,
that evolution proceeds by natural selection.

     This insight is directed against traditional religion... it is
     equally directed against the view that we learn or that any
     organisms learn because they pick up instructions from the
     environment... the idea of natural selection is... directed
     against... the Baconian tradition which had insisted that we learn
     because we are instructed or that we learn because we accumulate
     information and observations.  Darwin's idea was that all organisms
     learn because those that behave as if they had not learnt are
     eliminated.

This conflates a causal explanation of why organisms that learn exist with
an explanation of the learning process they engage in.  Evolution can only
explain the former, not the latter.

In critical rationalism, this insight becomes the idea of falsification,
that the "acquisition of knowledge, like Darwinian evolution, is a
negative process of elimination." This, in turn, has led to a new
conception of rationality.

     For Bacon, rationality consists in avoiding mistakes... For



     Darwin... rationality consists, on the contrary, in making
     mistakes, in comparing mistakes, and in the retention of those
     errors of replication that are the most adaptive fits to the
     environment... rationality does not consist in the avoidance of
     error, but in the occurrence of error and the elimination of error
     by natural selection... we can say that rationality consists in
     making bold guesses and conjectures... and then subjecting them to
     ruthless criticism... the path of reason is not a secure path which
     leads from certainty to certainty; rather, it is a wild display of
     the imagination, the products of which are scrutinisd by
     criticism... The rational man, in this view, is not the man who
     controls his imagination, but the man who subjects the products of
     his imagination to criticism.

First of all, I find it hubristic in the extreme to project 20th century
epistemology onto Darwin as if he actually held such views himself without
the slightest bit of proof.

Secondly, the view of rationality as the correction of errors completely
leaves out the process by which the errors are arrived at in the first place,
as well as what's left once all the errors are eliminated.  This is a woefully
incomplete, one-sided epistemology.

Thirdly, the two kinds of strategies for dealing with error that are being
contrasted, avoidance & correction, are not as easily distinguished as it might
at first appear.  Presumably, the whole purpose of correcting/eliminating any
errors is to avoid them in the future, while avoidance/prevention of error can
simply be done in order to spare onself the trouble of having to correct/elimi-
nate it later on.

Fourthly, the conception of rationality entailing a willingness to consider
whether a proposition is false is hardly new.  At best, it's a slightly clearer
formulation of a conception which has been around for a very long time.  What
may be new is the idea that rationality consists of nothing more or less than
the willingness to seriously consider whether something's wrong or right, but
that's an overly narrow view of rationality.

Fifthly, in keeping with the difficulty of strongly distinguishing between
prevention & correction strategies for error, it is analogously difficult to
strongly distinguish between "controlling" one's imagination in the search for



truth & the subjection of it to criticism.  Subjecting the products of one's
imagination IS a form of control, merely one applied ex post instead of ex
ante.

These are the sort of problems that I continually find in Popperian thought,
which is largely why I am not a Popperian.  (For a more complete critique of
Popperianism, see Dykes' article "A Tangled Web of Guesses," on the 
Libertarian
Alliance web site.  I don't completely agree with Dykes, but he's done a much
better job of comprehensively critiquing Popper than anyone else I know of.)
Popperian avoidance of the "mistake" of trying to avoid mistakes in favor of
correcting/eliminating mistakes after they've been made is at best a useful
way of circumventing bad error-prevention strategies.  But it is hardly any
reason to give up on trying to avoid/prevent error by any means at all!

Tim Starr - Renaissance Now!  Think Universally, Act Selfishly

Assistant Editor: Freedom Network News, the newsletter of ISIL,
The International Society for Individual Liberty,
1800 Market St., San Francisco, CA 94102
(415) 864-0952; FAX: (415) 864-7506; isil@isil.org
http://www.isil.org/

Liberty is the Best Policy - timstarr@netcom.com

Begin forwarded message:

From: Tracy Harms <tbh@tesser.com>
Subject: Re: Against Popperianism
Date: July 28, 1996 10:26:43 PM PDT
To: Multiple recipients of list TCS <TCS@listserv.aol.com>
Reply-To: "Taking Children Seriously: non-coercive 
parenting/education"@hookup.net

http://www.isil.org/


Tim Starr,

Regarding an excerpt from Munz, you wrote:

This conflates a causal explanation of why organisms that learn exist with
an explanation of the learning process they engage in.  Evolution can only
explain the former, not the latter.

Evolution easily explains the latter within the same principal as the
former.  There are many, many examples of animal learning which for which
evolutionary explanations are by far the most plausible ones which have
been proposed.

Regarding a different edited excerpt, you respond:

First of all, I find it hubristic in the extreme to project 20th century
epistemology onto Darwin as if he actually held such views himself without
the slightest bit of proof.

This may well have been an unintended effect of the editing of the
quotation, which I did not do, nor do I have the original text for
comparison.

Secondly, the view of rationality as the correction of errors completely
leaves out the process by which the errors are arrived at in the first place,
as well as what's left once all the errors are eliminated.  This is a woefully
incomplete, one-sided epistemology.

The process by which errors are arrived at is irrelevant.  It is
unrealistic to expect that all errors could ever be eliminated, but I
suspect what you are saying here is that you have not learned what critical
rationalism says about the qualities of knowledge which survives
elimination.  If anything, it is your acquaintence with the philosophy
which is incomplete.

Thirdly, the two kinds of strategies for dealing with error that are being
contrasted, avoidance & correction, are not as easily distinguished as it might
at first appear.  Presumably, the whole purpose of correcting/eliminating any
errors is to avoid them in the future, while avoidance/prevention of error can
simply be done in order to spare onself the trouble of having to correct/elimi-



nate it later on.

Then you must describe *how* such avoidance can be done prior to putting
values at risk, "in order to spare onself the trouble of having to
correct/eliminate it later on."  And keep in mind:  the issue at hand is
how *new* solutions are arrived at to *unsolved* questions.

Fourthly, the conception of rationality entailing a willingness to consider
whether a proposition is false is hardly new.  At best, it's a slightly clearer
formulation of a conception which has been around for a very long time.

That aspect is not said to be novel, it is the lack of limits to it which
is novel.  Bartley spends several pages dealing with this objection; if you
wish I will indicate the specific page numbers.  In brief, rationality has
not previously been able to hold to this ideal consistently, and without
such consistency it has been imposible to adequately distinguish
rationalism from irrationalisms.

What
may be new is the idea that rationality consists of nothing more or less than
the willingness to seriously consider whether something's wrong or right, but
that's an overly narrow view of rationality.

But this is *not* claimed to be the be-all and end-all of rationality.  It
does not define rationality, nor does it identify its essence.  Admittedly,
this is one of the harder aspects to understand.  The general answer is
that this establishes a satisfactory baseline and adequate minimum for
rationality.

Fifthly, in keeping with the difficulty of strongly distinguishing between
prevention & correction strategies for error, it is analogously difficult to
strongly distinguish between "controlling" one's imagination in the search for
truth & the subjection of it to criticism.  Subjecting the products of one's
imagination IS a form of control, merely one applied ex post instead of ex
ante.

There is no objection against self-control in this philosophy.  Moreover,
the difference between prior and subsequent response is enormous.  It is
exactly the same problem which you would face if you attempt to follow
through on your third point, above.  Do you propose prescience or some



other mystic form of foreknowledge?  What is it which could allow control
to arise strictly in advance, control which is *consistently good*?

These are the sort of problems that I continually find in Popperian thought,
which is largely why I am not a Popperian.  (For a more complete critique of
Popperianism, see Dykes' article "A Tangled Web of Guesses," on the 
Libertarian
Alliance web site.  I don't completely agree with Dykes, but he's done a much
better job of comprehensively critiquing Popper than anyone else I know of.)

Thanks for the pointer to Dykes' paper.  Too bad it is as faulty as it is
lengthy.

Popperian avoidance of the "mistake" of trying to avoid mistakes in favor of
correcting/eliminating mistakes after they've been made is at best a useful
way of circumventing bad error-prevention strategies.  But it is hardly any
reason to give up on trying to avoid/prevent error by any means at all!

There has never been a call from this philosophy to "give up on trying to
avoid/prevent error".  We want to do that, too, but we claim that the most
anybody can avoid or prevent is *persistence* in error.  There is no way to
prevent *novel* errors which does not eliminate all novelty, so we do not
shun *those* errors.  And because we see ourselves facing an unlimited
expanse of unexplored possibilities, this novelty, errors and all, is a
major part of life.  That is where the action is, as they say.

Tracy Harms
Boulder, Colorado

Begin forwarded message:



From: Tim Starr <timstarr@netcom.com>
Subject: More Against Popperianism
Date: July 30, 1996 12:04:23 AM PDT
To: Multiple recipients of list TCS <TCS@listserv.aol.com>
Reply-To: "Taking Children Seriously: non-coercive 
parenting/education"@hookup.net

From: Tracy Harms <tbh@TESSER.COM>
Subject:      Re: Against Popperianism

Tim Starr,

Regarding an excerpt from Munz, you wrote:

This conflates a causal explanation of why organisms that learn exist with
an explanation of the learning process they engage in.  Evolution can only
explain the former, not the latter.

Evolution easily explains the latter within the same principal as the
former.  There are many, many examples of animal learning which for which
evolutionary explanations are by far the most plausible ones which have
been proposed.

Is there no difference in kind between animal and human learning?

Regarding a different edited excerpt, you respond:
...

Secondly, the view of rationality as the correction of errors completely
leaves out the process by which the errors are arrived at in the first place,
as well as what's left once all the errors are eliminated.  This is a woefully
incomplete, one-sided epistemology.

The process by which errors are arrived at is irrelevant.

It IS relevant, because if we can identify processes which always lead to
errors, then we can avoid those processes & thus prevent ourselves from 
making
the mistakes they lead to.  Not perfectly, I grant, but to a reasonable extent.



I find this random generation theory of discovery to be wildly contrary to
experience.  No one really makes guesses at random when trying to solve any
problem.  They're always selective in some way, according to some principle
or another.

The whole notion that we can't know whether anything is true, but that we can
know whether it's false, is self-refuting.  The whole attempt to base a theory
of knowledge upon selecting against falsehoods without first establishing how
we can tell whether anything is true is another silly mistake stemming from
this initial self-refutation.

It is unrealistic to expect that all errors could ever be eliminated...

No more unrealistic than the expectation that they can all be corrected.  At
any rate, neither is being proposed by either side here.  I expect that SOME
errors can be prevented.  The Popperians I've read deny this.

I suspect what you are saying here is that you have not learned what critical
rationalism says about the qualities of knowledge which survives
elimination.  If anything, it is your acquaintence with the philosophy
which is incomplete.

I find this response extremely condescending & pretentious.

I will admit that I labor under something of a handicap when it comes to
"critical rationalism."  I find most of its primary expositors to be some of
the most conceited, incomprehensible writers I've ever come across.  Most
especially W.W. Bartley III, whose every sentence strikes me as gratuitous
self-congratulation.  I realize that this does not invalidate the ideas of
the entire school of thought, though, so I have turned to some of its other
members.

The problems I've found with other adherents of this school of thought are:

1) They keep saying things which strike me as demonstrably wrong; when I
demonstrate their wrongness, they inform me that they never meant that at
all & that I just misunderstood them.  Then they revise their position to
one that is truistic.

2) No 2 of 'em agree on what the major tenets of the school of thought are



except for the truisms they retreat to under scrutiny.

This is extremely frustrating.  If I just don't understand, then how come
no one ever explains to me what it is that I don't understand?  As it is,
I'm left with the strong impression that "critical rationalists" don't
really have any serious way of rebutting the criticisms made by myself &
others of their position - only vehement denials.

Thirdly, the two kinds of strategies for dealing with error that are being
contrasted, avoidance & correction, are not as easily distinguished as it might
at first appear.  Presumably, the whole purpose of correcting/eliminating any
errors is to avoid them in the future, while avoidance/prevention of error can
simply be done in order to spare onself the trouble of having to correct/elimi-
nate it later on.

Then you must describe *how* such avoidance can be done prior to putting
values at risk, "in order to spare onself the trouble of having to
correct/eliminate it later on."  And keep in mind:  the issue at hand is
how *new* solutions are arrived at to *unsolved* questions.

The fact that a "question" is "unsolved" does not make it completely unlike
any other that has been solved already.  If, for example, it is possible to
identify things which will defeat ANY attempt to solve ANY problem, then it
will probably be possible to avoid those things to some extent.  Thus, the
chances that any given problem-solving attempt will meet with defeat can be
reduced.

But this presumes the possibility of universal knowledge, of course, and some
people may find that objectionable.  The reply is that the denial that there
can be such a thing as universal knowledge IS a claim to universal knowledge
& thus self-refuting.

One could still object that while universal knowledge may be possible, we
may not know in any particular instance whether the thing we thing will
defeat any problem-solving attempt actually is universally true.  It may be
false, or true in some cases but not in this one.

The reply is that this is perfectly true, but that it only implies the need
to check to make sure that it will defeat this particular problem-solving
attempt, too.  We must verify that it will defeat any problem-solving attempt



the same way we established this in the first place.  Or, if we come across
any reason to think that we established this in the wrong way to begin with,
then we need to check it some other way.

Fourthly, the conception of rationality entailing a willingness to consider
whether a proposition is false is hardly new.  At best, it's a slightly clearer
formulation of a conception which has been around for a very long time.

That aspect is not said to be novel, it is the lack of limits to it which
is novel.  Bartley spends several pages dealing with this objection; if you
wish I will indicate the specific page numbers.

A translation into English would be preferable.  As I said, I literally find
Bartley incomprehensible because his writing style is too strange for me.

...In brief, rationality has
not previously been able to hold to this ideal consistently, and without
such consistency it has been imposible to adequately distinguish
rationalism from irrationalisms.

Critical rationalism, as I understand it, STILL doesn't hold to this ideal
consistently, because to do so would be self-refuting.

There is no objection against self-control in this philosophy.

That's funny, I've read quotes to the contrary in books by adherents of it.
I DO wish you'd make up your minds about what they believe & stick to that.

Moreover, the difference between prior and subsequent response is enormous.

No it's not.  Ex post correction of one error soon becomes ex ante prevention
of others.  Prevention's just one way of saving yourself the trouble
of later correction.

It is exactly the same problem which you would face if you attempt to follow
through on your third point, above.  Do you propose prescience or some
other mystic form of foreknowledge?

That we can know some universal truths is enough.



These are the sort of problems that I continually find in Popperian thought,
which is largely why I am not a Popperian.  (For a more complete critique of
Popperianism, see Dykes' article "A Tangled Web of Guesses," on the 
Libertarian
Alliance web site.  I don't completely agree with Dykes, but he's done a much
better job of comprehensively critiquing Popper than anyone else I know of.)

Thanks for the pointer to Dykes' paper.  Too bad it is as faulty as it is
lengthy.

Thanks for the additional condescension.

Popperian avoidance of the "mistake" of trying to avoid mistakes in favor of
correcting/eliminating mistakes after they've been made is at best a useful
way of circumventing bad error-prevention strategies.  But it is hardly any
reason to give up on trying to avoid/prevent error by any means at all!

There has never been a call from this philosophy to "give up on trying to
avoid/prevent error".

False.  I refer you to the introduction to the book of Popper Selections edited
by David Miller.  I distinctly recall a quote to that effect in there.

Get with it!  Can't have any deviationists from the Popperian Party Line,
now, can we :-)?

We want to do that, too, but we claim that the most anybody can avoid or
prevent is *persistence* in error.  There is no way to prevent *novel* errors
which does not eliminate all novelty, so we do not shun *those* errors.

This is another one of those reasonable truisms that I've found all Popperians
to retreat to under scrutiny, as I described above.

Tim Starr - Renaissance Now!  Think Universally, Act Selfishly

Assistant Editor: Freedom Network News, the newsletter of ISIL,
The International Society for Individual Liberty,
1800 Market St., San Francisco, CA 94102
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] Quality of Objectivist Criticism of Popper
Date: January 6, 2013 at 11:42 PM

Harry Binswanger wrote:
Date: Fri, Mar 25, 2011 at 10:14 PM

Objectivism holds that perception is infallible and that all science is, ultimately, 
the unpacking of what's implicit in perception. There's no question that Popper is 
completely wrong and is the philosophical father of people like Feyerabend. On 
the latter, see the article, "The Anti-Philosophy of Science," by James G. Lennox 
(U. Pittsburgh), in The Objectivist Forum.

I think this is important for how extremely wrong it is, coming from a respected 
Objectivist leader. How can he be this wrong and still be respected?

It also gives you some sense of how misguided (at least some) Objectivist 
criticism of Popper is.

I suspect few if any Objectivist have a clue on this issue. Otherwise wouldn't 
someone have corrected Binswanger? How could he maintain errors like this if 
many Objectivists understood this stuff?

Note that his blatantly and directly contradicts Ayn Rand, who was a fallibilist. 
And blaming Feyerabend on Popper is dumb and also a ridiculous way of 
attacking Popper's ideas (pretty much ad hominem on the *wrong person*... lol).

Stuff like this is why I haven't had much interest in thoroughly checking out more 
Objectivist epistemology papers. I don't expect them to be any good.

I also previously looked at:

The Case for Inductive Theory Building
Edwin A Locke

Which was terrible. Sample quotes:



The proper epistemological standard to use in judging scientific discoveries is 
not omniscient certainty but contextual certainty. One attains contextual 
certainty when there is an accumulation of great deal of positive evidence 
supporting a conclusion and no contradictory evidence (Peikoff, 1991, see ch. 5 
).

Ayn Rand was a fallibilist but most of her followers lust after certainty.

In sum, Popper (2003) rejected not only induction but everything that makes 
induction possible: reality (specifically, the ability to know it), causality and 
objective concept formation.

Popper rejected reality? Umm, no.

Popper’s (2003) replacement for induction was deduction.

No. Not even close.

I'm also confused because Popper (who died in 1994) did not publish anything in 
2003.

Axioms are self-evident and cannot be contradicted without accepting them in 
the process (Peikoff, 1991).  They are grasped inductively; they are implicit in 
one’s first perceptions of reality. They are both true and non-falsifiable,

More anti-fallibilism.

This paper cites a bunch of others but I'm not really interested in going through 
them. I don't see any reason to expect them to be better.

Perhaps this is revealing: the only Popper book in the bibliography is LScD. He 
ignores all of Popper's later work.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Gay pride and marriage
Date: January 6, 2013 at 11:49 PM

On Jan 1, 2013, at 9:25 PM, Jason <auvenj@gmail.com> wrote:

On Tue, Jan 1, 2013 at 8:56 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 1, 2013, at 7:26 PM, Jason <auvenj@gmail.com> wrote:

On Tue, Jan 1, 2013 at 7:22 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 1, 2013, at 2:36 PM, Jason <auvenj@gmail.com> wrote:

As a thought experiment, suppose we had similar statistical data on
children forcibly taken from their parents at birth and raised in
state boarding schools. Or by robots. Or by wolves in the forest.
Doesn't matter - I think the Equality Arizona people would end up
saying that the state boarding schools, or robots, or wolves raise
children "just as well," even though the entity doing the raising has
no social role at all. They might discover the need to look at a few
more statistics - some measure of "happiness" or "mental stability" or
something. But it wouldn't change the fundamental nature of their
argument.

Suppose there were children raised by major role violators (incest, 
pedophilia, bestiality, BDSM, polygamy with the wives wearing collars and 
leashes and taking oaths of obedience, or bigger violations) and there were 
statistics which showed equal test scores, equal "happiness", equal "mental 
stability", etc. Do you think they would say that works "just as well", endorse 
it and not think of any objections?

Here's what I think about your hypotheticals:

Incest: No, but the opposition to this would be the same as in society
at large and based on genetics not social roles. Incestial
relationships are said to cause a greater risk of genetic
abnormalities, which as far as I know is correct.

Correct and irrelevant. They have at least as many options as a gay couple to 



get a kid without genetic risk.

Why assume that people who have incestuous sex or marriages are medically 
irresponsible parents? Isn't that an anti-incest bias?

So I think the objections *are* about social roles and rules.

They would consider
genetics relevant. One would expect it to show up in the health
statistics. If it didn't, the reaction of the gay community would be a
trivial consideration compared to the implications for genetics and
medicine.
Or perhaps you mean people in an incestial relationship adopting and
raising an unrelated child? In that case, they'd probably consider it
irrelevant.

I'm skeptical. Let me know when you get them to endorse incest-marriage + 
adoption.

What they consider to be correct and what they publicly endorse are
different in my experience.

They would not endorse these things publicly for reasons of political strategy.

There are some supporters of Equality Arizona in our local freethought
group. I have spoken with them about these subjects and have an idea
where at least some of them are coming from - what their logic is like
when they're not on the record. When they say that gay couples raise
children "just as well" as straight couples they're citing statistics
and scientism, not social roles - both in public and in private. They
really do care about the scientism. The closest thing to endorsing
social roles they seem to get is they'll say that gay couples raising
children provides a "positive role model for children to accept
diversity." That's a social role, but kind of a tangent to the matter
of raising kids "just as well" - kind of an argument for "better". In
private they'll also commonly (but not always) say that the kind of
other things you mentioned don't matter: single parent, beastiality,
ordinary polygamy (there are areas in Arizona where its at least
somewhat common), "sex-positive lifestyles" (code for general
promiscuity or things like S&M, BDSM, etc.) But those other things



aren't their fight & so they don't endorse them in public. Their fight
is for rights of lesbians, gays, bisexual, and transgender and that's
all they will publicly endorse. Also in private they'll say some other
things matter in a positive way, like the parent(s) having a college
degree or being atheist.

In order to fight for that and *only that*, don't they have to ask for it as an 
*arbitrary exception* (or a special favor to a group with political pull)? And if they 
get their way on those grounds, isn't that *in fact* a slippery slope to polygamy 
and the rest? And if so, doesn't that make the arguments of the conservative 
opposition *right*, and their own claims *wrong*?

How can that be a good or effective strategy? Couldn't strategies like that actually 
be *causing* some of the anti-gay sentiment? Because the gay side itself says 
stuff that's wrong and bad, so people reject it as bad.

Further, I for one am not persuaded that we should start throwing out our social 
rules without having any better ideas to replace them. What problem does that 
solve? Sure it makes some minority groups happy but I don't think the way to 
make everyone happy is trying to give every little group whatever they want. 
That's not going to work.

If basically nothing was taboo or disapproved of, would that make the world a 
better place? Why would it? If the concepts of a good life are eroded and nothing 
replaces them, how is that progress?

The only way you can actually give everyone what they want in society is if you 
get them to all want compatible things. That requires widespread moral 
knowledge, not minority interest group advocacy.

As far as the *law* goes, we should have freedom to do whatever we want 
without hurting others. But as far as *morality* goes, we need knowledge of how 
to live. Without that -- with just arbitrary whim to guide us -- people will live badly.

We have moral knowledge. Some of it says things like not to be gay or do incest. 
It also offers some positive vision of how to live. Some of the constraints and 
rules it suggests have some merit. The moral knowledge is not perfect but to 
make a better world it must be improved/refined/reformed, not 
rejected/destroyed/ignored.



If we throw out traditional knowledge, rejecting it as irrational and imperfect, and 
try to live by pure reason and intellect, that would be the French Revolution all 
over again -- disaster. People are not wiser than tradition. They can improve 
tradition (especially if they have some understanding of what they are doing) but 
they cannot think up better knowledge from scratch.

Pedophilia: No, but the opposition to this is the same as in society
at large and based on criminality not social roles.

No it's really not. Have you ever researched this?

No I haven't.

if you're interested, read szasz on pedophilia. the anti-pedophilia people are 
*really really bad* and do really nasty stuff including with force.

Pedophilia is deemed a *mental illness*. It is the subject of social control. This 
is a matter of social disapproval, roles and rules, not criminality (which follows 
second).

Convicted pedophiles actually are at substantial risk of being imprisoned 
longer than the law provides for -- sometimes for life -- because of social and 
psychiatric disapproval.

The claim that it's an issue of criminality is an lie and an excuse.

If so I think the Christians would be the ones pushing this much
harder than the gays, at least in Arizona. They've (Christians) pushed
for amped up laws/penalties/prosecutions in other sexual areas like
teenage sexting, nude dancing, etc. and also generally push a "tough
on crime" policy on the punishment side.

i don't like that stuff but it's not going anywhere as long as the opposition's 
position is "yeah you're right that nudity is indecent, teens shouldn't sext, etc, etc 
... but even if they are sinners let's just look the other way and ignore morality"



Pedophilia is a
crime due to children not being able to legally consent to sex, which
as far as I know is correct. They would consider criminality relevant,
among other reasons because the child being parented is likely to be a
crime victim, and its hard to parent effectively from a jail cell.

Bestiality: Yes, I think they'd consider this irrelevant. It's just a
social taboo. Any objections would probably be based on the supposed
rights of the *animals* involved, and the technical criminality of the
act.

Wake me up when gay spokesmen are endorsing bestiality too, rather than 
saying that gayness is not a slippery slope and will not lead to awful stuff like 
bestiality.

Or link me to them saying it.

Otherwise I'm rather skeptical. I think condemnation of bestiality is pretty 
universal and people aren't going to change their mind about that because 
some statistic says it doesn't ruin kids.

BDSM: Yes, I think they'd consider this irrelevant. It's just a social taboo.

How do you know they would consider it irrelevant? Do they have a history of 
saying various social taboos are irrelevant other than the ones they want to 
do?

In private, yes.

Do they want to get rid of basically all knowledge of how to live in society, making 
it a free for all? Or get rid of only some -- which? How do they decide?

And surely there should be some public statements about the principles involved.

I don't really get your methodology. I think the gay community in general is 
against taboos other than homosexuality and a couple other trendy ones. Do 
you want me to post articles where they say "bestiality sucks and being gay 



won't lead to the collapse of society into bestial pedophiles, there is no slippery 
slope" or whatever? do you think i'd have difficulty finding those?

No I don't think you'd have any trouble finding that. Christians make
a "slippery slope" argument that if we allow same sex marriage we will
end up allowing someone to marry their pet.

Do you think that argument is right or wrong?

Rather than boil the ocean
and argue for a principled position in 30 second sound bites, the gays
respond in ways designed to assure the public that all they're after
is gay marriage. Which is true - they're interested in securing their
own legal rights and are indeed willing to let other groups rot if
they think it helps them.

But what they are after does not control the consequences of what they get. Are 
you saying basically that anyone who has heard of unintended consequences 
should be unpersuaded by the pro gay marriage rhetoric? If it's that low quality 
arguments that is pretty pathetic, isn't it?

They're not making high quality, consistent philosophical arguments in
public. They're saying whatever they think it takes to win political
battles. In private they're somewhat more consistent, though still not
high quality.

Aren't they shooting themselves in the foot by using worse philosophical 
arguments than the conservatives? If your suggestion is a change to tradition 
*and* you have inferior philosophy, then what do you have going for you!?

Speaking generally, they have no objections to BDSM or bestial
marriages; they wouldn't fight political battles *against* those
things after their own rights were secured.

That approach - get what we want and don't worry about the general
principles - is common to a lot of groups.



Are they hoping over 50% of the country is too stupid to think about general 
principles?

Or perhaps a lot of them are part of that 50%? Maybe they aren't so much cynical 
masterminds as fools?

but meanwhile i think you *would* have difficulty finding the articles where they 
are saying how bestiality and BDSM are harmless. do you disagree?

I agree. But if you go to a group where gay marriage activists hang
out, and talk to them in a casual and friendly way like I have, I
think you'd find an attitude toward bestiality and BDSM I'd generally
characterize as: "not my thing, and not my fight, but I wouldn't stand
in the way of equal rights for them either."

the circles of people you visit are not representative. (ditto for me, btw).

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] _Athene's Theory of Everything_ Part 1
Date: January 6, 2013 at 11:49 PM

On Jan 6, 2013, at 4:01 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 07/01/2013, at 3:18, "Rami Rustom" <rombomb@gmail.com> wrote:

_Athene's Theory of Everything_ Part 1:

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o
(this video has all the parts, not just Part 1)

The human brain is a network of approximately 100 billion neurons.

Its interesting that he didn't mention the number of connections. Each
neuron has thousands of connections to other neurons. So, the more
interesting number to ponder is the number of connections between
neurons, which is on the order of 700 trillion.

Note that as we create new ideas, we are creating new connections. So
the more we solve problems, the more connections we make.

Its interesting to me how neuroscientists focus on neurons and
neuroplasticity but not on philosophy.

One would be hard pressed to find a sphere of expertise where philosophy 
might not, ever, be useful...but to think that it is "interesting" that neuroscientists 
focus on the subject matter of neuroscience (like the function and behaviour of 
neurones) rather than philosophy, seems strange to me. I think it is exactly what 
you should expect. That's closer to "boring" than "interesting" to my mind.

It's a big mistake though, expected or not.

What's most interesting about minds is what they do with knowledge, so you 
should know epistemology.

Lots of things neuroscientists conclude are refuted by philosophy, but they don't 
know philosophy. That's a problem.

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


Some (prominent) neuroscientists are *very* interested in philosophy and focus 
on it. Some started as philosophers and turned to neuroscience to help them 
understand philosophy better. Sam Harris explains his motivation that way, 
actually.

Yeah that's a good try I guess but he has the wrong philosophy (only Popperian 
epistemology is good, all other epistemology is bad) so it doesn't work out so 
well.

That aside, is it interesting that plumbers are focussed on pipes and flushing 
water rather than philosophy?

That's not the same because philosophy (epistemology in particular) and minds 
both deal with knowledge.

It's similar to how the AI (AGI) field badly needs to learn philosophy. It's much 
more relevant than with plumbing.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fwd: Bad Anti-Popper Paper
Date: January 6, 2013 at 11:52 PM

Begin forwarded message:

From: Elliot Temple <curi@curi.us>
Subject: Bad Anti-Popper Paper
Date: March 2, 2009 3:17:56 PM PST
To: CriticalRationalism@yahoogroups.com

http://www.libertarian.co.uk/lapubs/philn/philn065.htm

NOTE: this is the same paper as one Jason linked at:

http://www.reasonpapers.com/pdf/24/rp_24_1.pdf

This is a poor attempt at criticizing Popper. The author doesn't know the 
difference between

A) uncertain
B) absolutely useless

He says:

However, recalling Popper's Kantian premise, one might reasonably enquire at 
this point: if all observations are theory-laden, and thereby suspect, what 
justifies our placing any confidence in negative observations? The procedure 
of observation is identical whether one is seeking evidence in favour of a 
theory, or testing for evidence against it. If our senses are automatically 
suspect, as Popper maintained, negative or falsifying instances deserve no 
more credibility than positive or confirming ones.

Totally misses the point of Popper. Boring. I don't see much reason to reply to 
stuff like this.

He takes 'our senses don't provide certainty' to mean 'all sense data should be 
rejected as false'. It's certain truth, or it's false, and that's it.

http://www.libertarian.co.uk/lapubs/philn/philn065.htm
http://www.reasonpapers.com/pdf/24/rp_24_1.pdf


He further apparently never read much Popper, b/c he doesn't know the 
asymmetry between confirmation and falsification. When you confirm 
something, it might still be false, even if your confirmation has no mistakes. 
Nothing definite happens. When you falsify, then if your falsification has no 
mistakes then the theory is false, and that's it. There's a definite result. 
Confirmation runs into questions like "How much confirmation should we get 
before we stop?" but falsification doesn't.

I commented more here:

http://www.renegadeparent.net/post/Some-teachers-just-will-not-learn.aspx

I read a bit. Dykes is a Randian inductivist who apparently can't write a serious 
paper without insulting the subject:

A critical attitude, particularly a self-critical one, is also every bit as important 
in philosophy as Popper thought it was, even if he did not always exercise his 
own. Subjecting one's pet theories...

The paper argues that Hume (and others) were wrong and actually induction 
works. The argument for this misses the point. It asserts a sort of naive 
empiricism without argument, and it doesn't discuss the problem of justification 
(that it leads to regress or circularity). It doesn't give a clear statement of what 
induction is and how it works, either.

Instead it tries to argue by making fun of disbelievers in certain knowledge:

According to Hume, then, one has no guarantee that the hawthorn in an 
English hedge will not bear grapes next autumn, nor that the thistles in a 
nearby field won't produce figs.

Ha ha, he doesn't consider it guaranteed that thistles won't produce figs. If you 
don't believe in guaranteed knowledge, you must believe in bad ideas.

It goes on to say Hume himself had contradictions in his philosophy. That may 
well be the case. But who cares? This is supposed to be about Popper, who 
argued about induction much better than Hume did.

http://www.renegadeparent.net/post/Some-teachers-just-will-not-learn.aspx


It bases a lot of this stuff on the "Law of Identity" but it does not give any 
argument that the Law of Identity, in the form used, is true. Nor does it give a 
statement of what the Law of Identity is, why we might want it, etc

-- Elliot Temple
http://curi.us/

-- Elliot Temple
http://fallibleideas.com/

http://curi.us/
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Any existing responses to "Debunking Popper"?
Date: January 6, 2013 at 11:58 PM

On Jan 6, 2013, at 8:15 PM, Jason <auvenj@gmail.com> wrote:

Someone from the local objectivist group just sent me links to the
following papers from Nicolas Dykes, purporting to debunk Popper's Critical
Rationalism from an objectivist perspective. Here's the links to the papers:
http://www.reasonpapers.com/pdf/24/rp_24_1.pdf
http://www.libertarian.co.uk/lapubs/philn/philn037.pdf

I've only just skimmed the first one, and noticed a couple of problems
myself but it does seem to be a serious attempt at critique which warrants
a serious and considered response.

How did you decide it is serious and warrants a considered response? What are 
your arguments that this is so?

A few quick comments, I didn't read much:

http://www.libertarian.co.uk/lapubs/philn/philn037.pdf

All of which leads back to my own by now frequently restated conclusion that 
fallibilism, as a theory of knowledge, is false.

and

It is perhaps such gratuitous offenses to common sense more than anything 
else which make fallibilism so immediately suspect.

But Ayn Rand is a fallibilist, so what's going on? Did this guy fail to study both 
Popper *and* Rand? Later he praises Rand and Objectivism a ton.

One thinks of Hiroshima and Nagasaki. Would Popper or one of his disciples 
stand at the wartime memorials of those cities and declaim that nuclear fission 
is falsifiable, that atomic weapons are a surmise?

http://www.reasonpapers.com/pdf/24/rp_24_1.pdf
http://www.libertarian.co.uk/lapubs/philn/philn037.pdf
http://www.libertarian.co.uk/lapubs/philn/philn037.pdf


How is this a serious attempt worth replying to?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Quality of Objectivist Criticism of Popper
Date: January 7, 2013 at 12:07 AM

On 7/01/2013 3:42 PM, Elliot Temple wrote:
  the only Popper book in the bibliography is LScD.

I have an idea that Phillip Kitcher, the lion of contemporary US epistemology, did 
the same thing.

RC

-- 



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Any existing responses to "Debunking Popper"?
Date: January 7, 2013 at 12:09 AM

On 7/01/2013 3:15 PM, Jason wrote:
Nicolas Dykes

I exchanged email with him after he sent one of his papers about ten years ago.

Waste of time.

RC

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 7, 2013 at 3:39 AM

On 7 Jan 2013, at 00:55, Anonymous Person <unattributedemail@gmail.com> 
wrote:

To claim that the passage means that

(1) Justification is impossible because it leads to infinite regress.

(2) One statement can be justified from another statement.

is to claim that the passage is intended to be read as being contradictory.

The passage's conclusion is that seeking ultimate justification leads
to regress. It endorses non-ultimate justification.

The passage doesn't say "ultimate justification" leads to infinite regress; it says 
"justification" leads to infinite regress.

In your interpretation, the passage does not make sense. There is no
reason searching for non-ultimate justification would lead to infinite
regress,and the passage does not give such a reason. The passage only
gives a reason searching for ultimate justification would lead to
regress. Ideas being justified relative to other ideas is a problem if you want
ultimate justification, but not if you are content with contextual,
fallible justification. You don't have to question every idea's
justification down to foundations. If you only question them when you
think there is a problem, you won't have a regress, and you won't have
ultimate or infallible justification.

(I am not saying this works well. It doesn't work because
justification doesn't work. But that is a separate issue from
Deutsch's point.)

It's not that it doesn't work well. It doesn't work at all.

There is no way to divide justification into ultimate and non-ultimate. If you want 
to justify statement A from statement B even if statement B is a consequence of B 



in terms of deduction you're still totally screwed. First, every step can, in principle, 
be broken down into an infinite number of sub steps and there is no explanation 
for you should not do this if you are seeking justification. You can say "A leads to 
C, which leads to B", or "A leads toD which leads to C, which leads to B". Unless 
you literally decide everything by fiat, you can't get to the end of the argument.

Second, most arguments are not straightforwardly deductive, they involve many 
conjectures, none of which start out being unproblematic, so this idea would be 
totally inapplicable to the vast majority of decisions. In fact, the only decisions 
David considers worth making are those that involve creativity, he thinks the rest 
should be automated, so in his view it would be a good thing if every decision 
failed that test.

And you still have not addressed the fact that the paragraph
explicitly says justification is OK given some criteria. You say
Deutsch doesn't really mean it or something but you have not presented
any textual evidence for that.

(1) He didn't say "I consider non-ultimate justification valid".

(2) If he did non-ultimate justification would be useless in the light of his other 
positions.

(3) It contradicts the logic of the argument he made, which applies just as much 
to "non-ultimate justifications".

(4) David has explained on this list that he's not justificationist and why he chose 
to argue that way:
https://groups.google.com/d/msg/beginning-of-
infinity/AXs2titGs4o/G__pdxf0N1kJ

The paragraph

HERMES: Congratulaations, Socrates, on your epistemological wisdom. The 
knowledge that you seek - objective knowledge - is hard to come by, but 
attainable. The mental state that you do not seek - justified belief - is sought by 
many people, especially priests and philosophers. But, in truth, beliefs cannot 
be justified, except in relation to other beliefs, and even then only fallibly. So the 
quest for justification can only lead to an infinite regress - each step of which 

https://groups.google.com/d/msg/beginning-of-infinity/AXs2titGs4o/G__pdxf0N1kJ


would itself be subject to error.

On Sunday, 6 January 2013 21:31:51 UTC, David Deutsch wrote:

The reason I think it was necessary to use the word 'justified' instead of 
'deduced', is that although non-justificationists like you and me know that 
deduction is the only valid way of deriving one proposition from another, many 
justificationists disagree. For instance some of them think that induction is 
another. And therefore, in that standard infinite-regress argument against 
justificationism, is it necessary to refer to the links in the infinite chain as 
justifications because otherwise the argument is circular.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Men cannot be made happy against their will. Autonomy-
Respecting-Relationships@yahoogroups.com, TCS <taking-children-
seriously@googlegroups.com>
Date: January 7, 2013 at 9:29 AM

"Men cannot be made happy against their will." Ludwig Von Mises.

Someone said: Well who can. If your not happy, your not happy! I am
trying to envision someone trying to force another to be happy. How
would you do that. Hold his face in a permanent grin and tickle him?
Feed him happy pills? Send telepathic messages to his mind of the
happy kind?

I replied:

Maybe you've never seen it happen. Maybe you live in a capitalist
society and were raised by parents who did not coerce you much.

That quote is from _Liberalism: The Classical Tradition_. Mises
explained the fact that there were slaves that believed that they need
masters. Why? Because those slaves were not only physical slaves, but
spiritual slaves. They believed that having their master be in control
of certain things, that leaves the slave to not have to worry about
those things. They believed that they were intellectually inferior to
their masters. This spiritual slave does not realize that if he were
free, he could bring himself happiness. He doesn't know this because
he's never experienced it (nor does he have a philosophical
understanding of liberalism).

Whats interesting is that if you gave a spiritual slave his freedom
(of no longer having a master), he wouldn't necessary be happy. Why?
Because he doesn't know how to. He doesn't know his preferences. He
doesn't know how to learn his preferences nor how to create his
preferences. Somebody who lives his whole life having other people
choose for him, has not learned the skill of learning and creating his
own preferences. And without that, happiness is impossible. Why?
Because no one else can know what your preferences are -- no one else
can know what would bring you happiness.

This idea reaches to the parent-child relationship too. Many parents



routinely act against their child's will thinking that they are doing
it for the child's benefit -- the benefit of happiness. The parent
thinks that they know better than the child about what would bring
happiness to the child. The parent thinks that he can make the child
happy by raising him a certain way. But this is a mistake for the same
reason that a slave should not have a master.

This idea also reaches to the romantic relationship. Some women expect
their husbands to "make" them happy. If the woman is not happy, *he*
is to blame. The woman is denying responsibility and trying to shift
that responsibility to the man for something that the man has no
control over. (I expect that these kinds of relationships only occur
with women who were raised in sexist societies where the man's role is
similar to the master, and the women's role is similar to the slave --
like countries whose population is predominantly Muslim.)

-- Rami Rustom
http://ramirustom.blogspot.com/

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: Men cannot be made happy against their will. Autonomy-
Respecting-Relationships@yahoogroups.com, TCS <taking-children-
seriously@googlegroups.com>
Date: January 7, 2013 at 11:28 AM

On Mon, Jan 7, 2013 at 8:29 AM, Rami Rustom <rombomb@gmail.com> wrote:
"Men cannot be made happy against their will." Ludwig Von Mises.

Someone said: Well who can. If your not happy, your not happy! I am
trying to envision someone trying to force another to be happy. How
would you do that. Hold his face in a permanent grin and tickle him?
Feed him happy pills? Send telepathic messages to his mind of the
happy kind?

I replied:

Maybe you've never seen it happen. Maybe you live in a capitalist
society and were raised by parents who did not coerce you much.

That quote is from _Liberalism: The Classical Tradition_. Mises
explained the fact that there were slaves that believed that they need
masters. Why? Because those slaves were not only physical slaves, but
spiritual slaves. They believed that having their master be in control
of certain things, that leaves the slave to not have to worry about
those things. They believed that they were intellectually inferior to
their masters. This spiritual slave does not realize that if he were
free, he could bring himself happiness. He doesn't know this because
he's never experienced it (nor does he have a philosophical
understanding of liberalism).

Whats interesting is that if you gave a spiritual slave his freedom
(of no longer having a master), he wouldn't necessary be happy. Why?
Because he doesn't know how to. He doesn't know his preferences. He
doesn't know how to learn his preferences nor how to create his
preferences. Somebody who lives his whole life having other people
choose for him, has not learned the skill of learning and creating his
own preferences. And without that, happiness is impossible. Why?
Because no one else can know what your preferences are -- no one else
can know what would bring you happiness.



This idea reaches to the parent-child relationship too. Many parents
routinely act against their child's will thinking that they are doing
it for the child's benefit -- the benefit of happiness. The parent
thinks that they know better than the child about what would bring
happiness to the child. The parent thinks that he can make the child
happy by raising him a certain way. But this is a mistake for the same
reason that a slave should not have a master.

This idea also reaches to the romantic relationship. Some women expect
their husbands to "make" them happy. If the woman is not happy, *he*
is to blame. The woman is denying responsibility and trying to shift
that responsibility to the man for something that the man has no
control over. (I expect that these kinds of relationships only occur
with women who were raised in sexist societies where the man's role is
similar to the master, and the women's role is similar to the slave --
like countries whose population is predominantly Muslim.)

I forgot to mention another thing that this idea reaches to -- a
single person -- or rather, a conflict of ideas within a single
person.

Sometimes people try to force themselves to be happy. But, it doesn't
work. It doesn't work because in these situations they have one idea
that the person is happy about, and that idea happens to conflict with
another idea that the person is unhappy about (and sometimes this
second idea is subconscious, meaning that the person is unaware of it
explicitly). So how does one know that he has a subconscious idea
conflicting with his conscious idea? Thats what emotions are for, like
the gut feeling. A gut feeling indicates that you have a subconscious
idea, and that idea could be conflicting with a conscious idea.

So the person mistakenly thinks that the first idea can make him
happy, when in reality it doesn't work because he has a conflicting
idea doing the opposite. This is a problem. Whats the solution? To
resolve the conflict of ideas.

At the start, both ideas are flawed -- both refuted. By the end, the
solution explains the flaws within both ideas and fixes them leaving
only one idea that the person agrees with and he has no conflicting
ideas to rival it. Note that this does not mean that its ok to assume



that either of the two ideas were true before starting this process.
Doing so means appealing to authority -- the authority of one of the
ideas (or emotions) -- and judging ideas by authority is
bad/false/doesn't-work.

How does one find the solution? By the process of finding common
preferences (even though there's only one person involved).

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 7, 2013 at 12:38 PM

DD writes in BoI:

HERMES: Congratulations, Socrates, on your epistemological wisdom. The 
knowledge that you seek – objective knowledge – is hard to come by, but 
attainable. That mental state that you do not seek – justified belief – is sought by 
many people, especially priests and philosophers. But, in truth, beliefs cannot 
be justified, except in relation to other beliefs, and even then only fallibly. So the 
quest for their justification can lead only to an infinite regress – each step of 
which would itself be subject to error.

To understand this quote, consider this rewrite changing the topic from 
justifications to definitions and clarifying slightly:

Congratulations, Socrates, on your definitional wisdom. The definitions that you 
seek - objective definitions - are hard to come by, but attainable. The mental 
state that you do not seek - having ultimate definitions (definitions established 
all the way down to foundational definitions) - is sought by many people, 
especially librarians and philosophers. But, in truth, definitions cannot be 
established, except in relation to other definitions, and even then only fallibly. So 
the quest for ultimate definitions can only lead to an infinite regress problem - 
each step of which would itself be subject to error.

This rewrite is true. The original is false due to the differences between 
justification and definitions (DD doesn't know that). We can look at the same 
passage, applied to a case where it's true, to understand how the argument 
works. That way the falseness in the justificationist version (unknown to its 
author, but perhaps known to us) won't distract us from seeing how the passage 
is meant to work.

You *can* define words in relation to other words, even though it's always fallible 
and there are no foundations. You can never have a perfect definition, or one 
established by reference to first principles, foundations, or anything solid. But you 
can have unsolid definitions, explained using other unsolid definitions. As long as 



you don't go seeking foundations or anything infallibilist, you can have a woven 
web of definitions that works, without a regress problem.

We know it works because it *does* work. We can speak English, and English 
(like all knowledge) does not have solid or certain foundations. Nor does it have 
100% unambiguously defined foundational words -- there can be no such thing. 
(We can also know it works for philosophical reasons, not just because it does 
work. There's many ways to approach it.)

What you do with definitions is if you have a problem you pursue it. If you don't 
understand some word you can look it up and learn about it in terms of other 
words. If you don't understand one of those other words, you can look it up too. 
You can keep going as long as you like. But -- just as important -- you can stop 
whenever you like. You can stop when you understand and it works fine, there is 
no need to continue until finding the impossible (thus creating a regress problem).

This is what DD is getting at with the phrase "except in relation to other beliefs" 
(or the definitions versions: "except in relation to other words") and with "only 
fallibly".

This is all correct with definitions. The problem is DD thinks justifications can work 
this way, too. At least that's what he wrote.

Here is a reason this works for definitions, but not justifications:

If you tentatively accept a list of words, say 1,000 of them, you can use them to 
define other words. The step of using some tentatively accepted words, to define 
some other word, is unproblematic.

If you tentatively accept a list of ideas, say 1,000 of them, you cannot use them to 
justify other ideas. The step of using some tentatively accepted ideas, to justify 
some other idea, is impossible.

There's no positive support of any idea by any other idea. But there are positive 
definitions of words by some other words.

Positive arguments don't work. Not even one step. Never mind the regress 



problem, they don't work for step one. Definitions do work for step one.

Criticism works like definitions, not like justification. If you start looking for 
foundations you get a regress problem. But doing one step works fine. If you 
have some ideas you tentatively accept (we cannot question everything at the 
same time, that doesn't work), you can use them to criticize other ideas.

There is an asymmetry between criticism (negative argument) and justification 
(positive argument). Only negative argument works for even a single step.

Popper talks about some of this stuff in various places (e.g. IIRC he talks about 
the asymmetry in LScD). I'm going to make the effort to type in a substantial 
quote to try to clarify:

Realism and the Aim of Science, by Karl Popper, page 19:

The central problem of the philosophy of knowledge, at least since the 
Reformation, has been this. How can we adjudicate or evaluate the far-reaching 
claims of competing theories and beliefs? I shall call this our *first* problem. 
This problem has led, historically, to a *second* problem: How can we *justify* 
our theories or beliefs? And this second problem is, in turn, bound up with a 
number of other questions: What does a justification consist of? and, more 
especially: Is it possible to justify our theories or beliefs *rationally*: that is to 
say, by giving reasons -- 'positive reasons' (as I shall call them), such as an 
appeal to observation; reasons, that is, for holding them to be true, or at least 
'probable' (in the sense of the probability calculus)? Clearly there is an unstated, 
and apparently innocuous, assumption which sponsors the transition from the 
first to the second question: namely, that one adjudicates among competing 
claims by determining which of them can be *justified* by positive reasons, and 
which cannot.

Now Bartley suggests that my approach solves the first problem, yet in doing so 
changes its structure completely. For I reject the second problem as irrelevant, 
and the usual answers to it as incorrect. And I also reject as incorrect the 
assumption that leads from the first to the second problem. I assert (differing, 
Bartley contends, from all previous rationalists except perhaps those who were 
driven into scepticism) that we cannot give any positive justification or any 
positive reason for our theories and our beliefs. That is to say, we cannot give 



any positive reasons for holding our theories to be *true*. Moreover, I assert that 
the belief we can give such reasons, and should seek for them is itself neither a 
rational nor a true belief, but one that can be shown to be without merit.

(I was just about to write the word 'baseless' where I have written 'without merit'. 
This provides a good example of just how much our language is influenced by 
the unconscious assumptions that are attacked within my own approach. It is 
assumed, without criticism, that only a view that lacks merit must be baseless -- 
without basis, in the sense of being unfounded, or unjustified, or unsupported. 
Whereas, on my view, *all* views -- good *and* bad -- are in this important 
sense baseless, unfounded, unjustified, unsupported.)

In so far as my approach involves all this, my solution of the central problem of 
justification -- as it has always been understood -- is as *unambiguously 
negative* as that of any irrationalist or sceptic.

If you want to understand this well, I suggest reading the whole chapter in the 
book. Please don't think this quote tells all.

Some takeaways:

- Justificationism has to do with positive reasons.

- Positive reasons and justification are a mistake. Popper rejects them.

- The right approach to epistemology is negative, critical. With no compromises.

- Lots of language is justificationist. It's easy to make such mistakes. What's 
important is to look out for mistakes and try to correct them. ("Solid", as DD 
recently used, was a similar mistake.)

- Popper writes with too much fancy punctuation which makes it harder to read.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 7, 2013 at 12:45 PM

On 7 Jan 2013, at 17:38, Elliot Temple <curi@curi.us> wrote:

DD writes in BoI:

HERMES: Congratulations, Socrates, on your epistemological wisdom. The 
knowledge that you seek – objective knowledge – is hard to come by, but 
attainable. That mental state that you do not seek – justified belief – is sought 
by many people, especially priests and philosophers. But, in truth, beliefs 
cannot be justified, except in relation to other beliefs, and even then only 
fallibly. So the quest for their justification can lead only to an infinite regress – 
each step of which would itself be subject to error.

To understand this quote, consider this rewrite changing the topic from 
justifications to definitions and clarifying slightly:

Congratulations, Socrates, on your definitional wisdom. The definitions that 
you seek - objective definitions - are hard to come by, but attainable. The 
mental state that you do not seek - having ultimate definitions (definitions 
established all the way down to foundational definitions) - is sought by many 
people, especially librarians and philosophers. But, in truth, definitions cannot 
be established, except in relation to other definitions, and even then only 
fallibly. So the quest for ultimate definitions can only lead to an infinite regress 
problem - each step of which would itself be subject to error.

This rewrite is true. The original is false due to the differences between 
justification and definitions (DD doesn't know that). We can look at the same 
passage, applied to a case where it's true, to understand how the argument 
works. That way the falseness in the justificationist version (unknown to its 
author, but perhaps known to us) won't distract us from seeing how the passage 
is meant to work.

You *can* define words in relation to other words, even though it's always fallible 
and there are no foundations. You can never have a perfect definition, or one 



established by reference to first principles, foundations, or anything solid. But 
you can have unsolid definitions, explained using other unsolid definitions. As 
long as you don't go seeking foundations or anything infallibilist, you can have a 
woven web of definitions that works, without a regress problem.

We know it works because it *does* work. We can speak English, and English 
(like all knowledge) does not have solid or certain foundations. Nor does it have 
100% unambiguously defined foundational words -- there can be no such thing. 
(We can also know it works for philosophical reasons, not just because it does 
work. There's many ways to approach it.)

What you do with definitions is if you have a problem you pursue it. If you don't 
understand some word you can look it up and learn about it in terms of other 
words. If you don't understand one of those other words, you can look it up too. 
You can keep going as long as you like. But -- just as important -- you can stop 
whenever you like. You can stop when you understand and it works fine, there is 
no need to continue until finding the impossible (thus creating a regress 
problem).

This is what DD is getting at with the phrase "except in relation to other beliefs" 
(or the definitions versions: "except in relation to other words") and with "only 
fallibly".

This is all correct with definitions. The problem is DD thinks justifications can 
work this way, too. At least that's what he wrote.

No it isn't.

Do you agree that in an argument by contradiction (also known as reductio ad 
absurdum) one begins by assuming the truth of the proposition to be disproved, 
and then deriving consequences from that?

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 7, 2013 at 12:54 PM

On Jan 7, 2013, at 9:45 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 7 Jan 2013, at 17:38, Elliot Temple <curi@curi.us> wrote:

DD writes in BoI:

HERMES: Congratulations, Socrates, on your epistemological wisdom. The 
knowledge that you seek – objective knowledge – is hard to come by, but 
attainable. That mental state that you do not seek – justified belief – is sought 
by many people, especially priests and philosophers. But, in truth, beliefs 
cannot be justified, except in relation to other beliefs, and even then only 
fallibly. So the quest for their justification can lead only to an infinite regress – 
each step of which would itself be subject to error.

To understand this quote, consider this rewrite changing the topic from 
justifications to definitions and clarifying slightly:

Congratulations, Socrates, on your definitional wisdom. The definitions that 
you seek - objective definitions - are hard to come by, but attainable. The 
mental state that you do not seek - having ultimate definitions (definitions 
established all the way down to foundational definitions) - is sought by many 
people, especially librarians and philosophers. But, in truth, definitions cannot 
be established, except in relation to other definitions, and even then only 
fallibly. So the quest for ultimate definitions can only lead to an infinite regress 
problem - each step of which would itself be subject to error.

This rewrite is true. The original is false due to the differences between 
justification and definitions (DD doesn't know that). We can look at the same 
passage, applied to a case where it's true, to understand how the argument 
works. That way the falseness in the justificationist version (unknown to its 
author, but perhaps known to us) won't distract us from seeing how the 
passage is meant to work.



You *can* define words in relation to other words, even though it's always 
fallible and there are no foundations. You can never have a perfect definition, 
or one established by reference to first principles, foundations, or anything 
solid. But you can have unsolid definitions, explained using other unsolid 
definitions. As long as you don't go seeking foundations or anything infallibilist, 
you can have a woven web of definitions that works, without a regress 
problem.

We know it works because it *does* work. We can speak English, and English 
(like all knowledge) does not have solid or certain foundations. Nor does it 
have 100% unambiguously defined foundational words -- there can be no such 
thing. (We can also know it works for philosophical reasons, not just because it 
does work. There's many ways to approach it.)

What you do with definitions is if you have a problem you pursue it. If you don't 
understand some word you can look it up and learn about it in terms of other 
words. If you don't understand one of those other words, you can look it up too. 
You can keep going as long as you like. But -- just as important -- you can stop 
whenever you like. You can stop when you understand and it works fine, there 
is no need to continue until finding the impossible (thus creating a regress 
problem).

This is what DD is getting at with the phrase "except in relation to other beliefs" 
(or the definitions versions: "except in relation to other words") and with "only 
fallibly".

This is all correct with definitions. The problem is DD thinks justifications can 
work this way, too. At least that's what he wrote.

No it isn't.

Do you agree that in an argument by contradiction (also known as reductio ad 
absurdum) one begins by assuming the truth of the proposition to be disproved, 
and then deriving consequences from that?

Yes.

Do you agree that when someone says "X is false, except..." he is indicating his 



acceptance of some X?

You recently wrote here:

https://groups.google.com/d/msg/beginning-of-
infinity/AXs2titGs4o/G__pdxf0N1kJ

On Sunday, 6 January 2013 21:31:51 UTC, David Deutsch wrote:

And therefore, in that standard infinite-regress argument against justificationism, 
is it necessary to refer to the links in the infinite chain as justifications because 
otherwise the argument is circular.

You say there are links in the chain, but the problem is infinite regress. I say 
justification cannot do one link. But you say it's not really "justification" doing the 
linking. You just had to call it that in this argument. So, it's actually something 
else. What is it?

-- Elliot Temple
http://fallibleideas.com/

https://groups.google.com/d/msg/beginning-of-infinity/AXs2titGs4o/G__pdxf0N1kJ
http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 7, 2013 at 5:10 PM

On 7 Jan 2013, at 17:54, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2013, at 9:45 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 7 Jan 2013, at 17:38, Elliot Temple <curi@curi.us> wrote:

DD writes in BoI:

HERMES: Congratulations, Socrates, on your epistemological wisdom. The 
knowledge that you seek – objective knowledge – is hard to come by, but 
attainable. That mental state that you do not seek – justified belief – is 
sought by many people, especially priests and philosophers. But, in truth, 
beliefs cannot be justified, except in relation to other beliefs, and even then 
only fallibly. So the quest for their justification can lead only to an infinite 
regress – each step of which would itself be subject to error.

To understand this quote, consider this rewrite changing the topic from 
justifications to definitions and clarifying slightly:

Congratulations, Socrates, on your definitional wisdom. The definitions that 
you seek - objective definitions - are hard to come by, but attainable. The 
mental state that you do not seek - having ultimate definitions (definitions 
established all the way down to foundational definitions) - is sought by many 
people, especially librarians and philosophers. But, in truth, definitions 
cannot be established, except in relation to other definitions, and even then 
only fallibly. So the quest for ultimate definitions can only lead to an infinite 
regress problem - each step of which would itself be subject to error.

This rewrite is true. The original is false due to the differences between 
justification and definitions (DD doesn't know that). We can look at the same 
passage, applied to a case where it's true, to understand how the argument 
works. That way the falseness in the justificationist version (unknown to its 
author, but perhaps known to us) won't distract us from seeing how the 
passage is meant to work.



You *can* define words in relation to other words, even though it's always 
fallible and there are no foundations. You can never have a perfect definition, 
or one established by reference to first principles, foundations, or anything 
solid. But you can have unsolid definitions, explained using other unsolid 
definitions. As long as you don't go seeking foundations or anything 
infallibilist, you can have a woven web of definitions that works, without a 
regress problem.

We know it works because it *does* work. We can speak English, and 
English (like all knowledge) does not have solid or certain foundations. Nor 
does it have 100% unambiguously defined foundational words -- there can be 
no such thing. (We can also know it works for philosophical reasons, not just 
because it does work. There's many ways to approach it.)

What you do with definitions is if you have a problem you pursue it. If you 
don't understand some word you can look it up and learn about it in terms of 
other words. If you don't understand one of those other words, you can look it 
up too. You can keep going as long as you like. But -- just as important -- you 
can stop whenever you like. You can stop when you understand and it works 
fine, there is no need to continue until finding the impossible (thus creating a 
regress problem).

This is what DD is getting at with the phrase "except in relation to other 
beliefs" (or the definitions versions: "except in relation to other words") and 
with "only fallibly".

This is all correct with definitions. The problem is DD thinks justifications can 
work this way, too. At least that's what he wrote.

No it isn't.

Do you agree that in an argument by contradiction (also known as reductio ad 
absurdum) one begins by assuming the truth of the proposition to be 
disproved, and then deriving consequences from that?

Yes.



Do you agree that when someone says "X is false, except..." he is indicating his 
acceptance of some X?

No. That's not even the case if he says X itself, if it is in the middle of a proof-by-
contradiction of not-X.

You recently wrote here:

https://groups.google.com/d/msg/beginning-of-
infinity/AXs2titGs4o/G__pdxf0N1kJ

On Sunday, 6 January 2013 21:31:51 UTC, David Deutsch wrote:

And therefore, in that standard infinite-regress argument against 
justificationism, is it necessary to refer to the links in the infinite chain as 
justifications because otherwise the argument is circular.

You say there are links in the chain, but the problem is infinite regress. I say 
justification cannot do one link. But you say it's not really "justification" doing the 
linking. You just had to call it that in this argument. So, it's actually something 
else. What is it?

Remember that 'it' is the thing that the argument is proving can't exist. So asking 
for a specification of what 'it' really is is nonsense. But I'll return to your question 
in a moment.

To refute justificationism by the infinite-regress argument, one first assumes that 
there is such a thing as justification.

Contrary to what you have said above, assuming this for the purpose of proving it 
false by contradiction is not an endorsement of justification.

Next, one argues that this justification must always take the form of deriving one 
idea from another. This is non-trivial, because there's a whole bunch of ideas, 
such as interpretations of sense data, that commonsense doesn't realise are 
ideas, and therefore commonsense thinks that ideas could be justified by non-
ideas such as sense data.

The only valid way of deriving one idea from another is deduction. Perhaps this is 

https://groups.google.com/d/msg/beginning-of-infinity/AXs2titGs4o/G__pdxf0N1kJ


the answer you were looking for in your question. But justificationists typically 
believe that there are other valid ways of deriving one idea from another, so it 
would be circular, in our argument, to take for granted that deduction is the only 
one. So we have to go on calling those derivations 'justification'. Fortunately the 
argument works regardless of what the justificationist means by 'derivation', so 
long as it links ideas with ideas. However, contrary to what you say above, calling 
it justification is not a claim that justifications exist but rather, as I have been 
explaining, is part of an argument that they don't.

Next, one points out that the sequence of justifications could not possibly begin 
with anything, and so would have to be an infinite sequence, each justified, via 
the previous one, by the whole preceding sequence. (By the way, a circular chain 
of justifications would still imply that such an infinite sequence exists. In our 
argument, what we need from this infinite sequence is that it can't start anywhere, 
not that it has infinity-cooties.)

Again, contrary to what you say above, this is not a statement that such a 
sequence of justifications can exist, but part of an argument that they cannot.

Then one points out that the whole sequence, and therefore every idea in it, 
remains unjustified by that supposed justification process.

Contrary to what you say above, this is not a statement that a process of 
justification can exist. On the contrary, it is an argument that it cannot.

And finally one concludes that the initial assumption that any statement is justified 
implies that that same statement isn't justified. Which is a contradiction. (That is 
why this form of argument is called argument by contradiction. Also known, very 
misleadingly as reductio ad absurdum.) From which it follows that the assumption 
was false, and therefore also that no statement can be justified.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 7, 2013 at 5:48 PM

On Jan 7, 2013, at 2:10 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 7 Jan 2013, at 17:54, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2013, at 9:45 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 7 Jan 2013, at 17:38, Elliot Temple <curi@curi.us> wrote:

DD writes in BoI:

HERMES: Congratulations, Socrates, on your epistemological wisdom. 
The knowledge that you seek – objective knowledge – is hard to come by, 
but attainable. That mental state that you do not seek – justified belief – is 
sought by many people, especially priests and philosophers. But, in truth, 
beliefs cannot be justified, except in relation to other beliefs, and even then 
only fallibly. So the quest for their justification can lead only to an infinite 
regress – each step of which would itself be subject to error.

To understand this quote, consider this rewrite changing the topic from 
justifications to definitions and clarifying slightly:

Congratulations, Socrates, on your definitional wisdom. The definitions that 
you seek - objective definitions - are hard to come by, but attainable. The 
mental state that you do not seek - having ultimate definitions (definitions 
established all the way down to foundational definitions) - is sought by 
many people, especially librarians and philosophers. But, in truth, 
definitions cannot be established, except in relation to other definitions, 
and even then only fallibly. So the quest for ultimate definitions can only 
lead to an infinite regress problem - each step of which would itself be 
subject to error.

This rewrite is true. The original is false due to the differences between 
justification and definitions (DD doesn't know that). We can look at the same 
passage, applied to a case where it's true, to understand how the argument 



works. That way the falseness in the justificationist version (unknown to its 
author, but perhaps known to us) won't distract us from seeing how the 
passage is meant to work.

You *can* define words in relation to other words, even though it's always 
fallible and there are no foundations. You can never have a perfect 
definition, or one established by reference to first principles, foundations, or 
anything solid. But you can have unsolid definitions, explained using other 
unsolid definitions. As long as you don't go seeking foundations or anything 
infallibilist, you can have a woven web of definitions that works, without a 
regress problem.

We know it works because it *does* work. We can speak English, and 
English (like all knowledge) does not have solid or certain foundations. Nor 
does it have 100% unambiguously defined foundational words -- there can 
be no such thing. (We can also know it works for philosophical reasons, not 
just because it does work. There's many ways to approach it.)

What you do with definitions is if you have a problem you pursue it. If you 
don't understand some word you can look it up and learn about it in terms of 
other words. If you don't understand one of those other words, you can look 
it up too. You can keep going as long as you like. But -- just as important -- 
you can stop whenever you like. You can stop when you understand and it 
works fine, there is no need to continue until finding the impossible (thus 
creating a regress problem).

This is what DD is getting at with the phrase "except in relation to other 
beliefs" (or the definitions versions: "except in relation to other words") and 
with "only fallibly".

This is all correct with definitions. The problem is DD thinks justifications can 
work this way, too. At least that's what he wrote.

No it isn't.

Do you agree that in an argument by contradiction (also known as reductio 
ad absurdum) one begins by assuming the truth of the proposition to be 



disproved, and then deriving consequences from that?

Yes.

Do you agree that when someone says "X is false, except..." he is indicating 
his acceptance of some X?

No. That's not even the case if he says X itself, if it is in the middle of a proof-by-
contradiction of not-X.

You recently wrote here:

https://groups.google.com/d/msg/beginning-of-
infinity/AXs2titGs4o/G__pdxf0N1kJ

On Sunday, 6 January 2013 21:31:51 UTC, David Deutsch wrote:

And therefore, in that standard infinite-regress argument against 
justificationism, is it necessary to refer to the links in the infinite chain as 
justifications because otherwise the argument is circular.

You say there are links in the chain, but the problem is infinite regress. I say 
justification cannot do one link. But you say it's not really "justification" doing 
the linking. You just had to call it that in this argument. So, it's actually 
something else. What is it?

Remember that 'it' is the thing that the argument is proving can't exist. So asking 
for a specification of what 'it' really is is nonsense. But I'll return to your question 
in a moment.

To refute justificationism by the infinite-regress argument, one first assumes that 
there is such a thing as justification.

Suppose for a moment that only some versions of justificationism can be refuted 
by infinite regress argument. Could it be possible that you do not refute -- and 
even accept -- one of those positions?

Are you aware of any such positions? Do you believe you refuted any (or all?) 

https://groups.google.com/d/msg/beginning-of-infinity/AXs2titGs4o/G__pdxf0N1kJ


positions like that in your books?

Contrary to what you have said above, assuming this for the purpose of proving 
it false by contradiction is not an endorsement of justification.

Next, one argues that this justification must always take the form of deriving one 
idea from another. This is non-trivial,

It's also not how many versions of justificationism work. Consider this typical 
example of justificationism:

"Idea X is supported by evidence Y."

This is not saying X is *derived* from Y. But it is saying Y increases the 
justification of X (possibly via a supporting argument Z).

Do you agree this is a typical example of justificationism?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] BoI on the radio in Dubai
Date: January 8, 2013 at 5:51 AM

On 4 Jan 2013, at 11:15, David Deutsch <david.deutsch@qubit.org> wrote:

BoI will be discussed on the book programme *Talking of Books* on Dubai Eye 
Radio tomorrow (Saturday January 5) at 10am GMT.

http://on.fb.me/137NizO

They've now put up a recording of the programme on YouTube:

http://youtu.be/bstuLuOUmqw

-- David Deutsch

-- 

http://on.fb.me/137NizO
http://youtu.be/bstuLuOUmqw


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] About metadiscussion (was: _Athene's Theory of Everything_ Part 
1)
Date: January 8, 2013 at 10:49 AM

I'd like your criticism on my discussion technique.

On Sun, Jan 6, someone wrote:
On Sun, Jan 6, 2013 at 10:17 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

_Athene's Theory of Everything_ Part 1:

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o
(this video has all the parts, not just Part 1)

I think you're eventually going to have to come to the realization that the 
direction of causation seems to be indicating that our conscious self, or Ego, is 
actually extremely limited.

No. The only limit is the laws of physics. All other limits are
superficial -- by that I mean that better knowledge removes the
"superficial" limit.

David Deutsch argues that: "...everything that is not forbidden by
laws of nature is achievable, given the right knowledge." See _The
Beginning of Infinity_ for his explanation if you want to. Or if you
want to criticize this by addressing your criticisms with me, thats
good to. I'll be fun for me.

I'm going to be very straightforward here and I apologize if the tone if it comes 
across as derogatory,

This indicates that you have the bad idea that disagreements are bad.
I don't have that idea, thus I don't find disagreements derogatory.

but I want to give you my honest assessment. If I were to say "I'm just trying to 
help" you would likely dismiss this as condescension,

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


No, the only people that would react that way are people who have the
bad idea that disagreements are bad. I don't have that idea, thus I
don't react to disagreements by thinking that the other person is
being condescending to me. Thank you for giving me your criticism.

There is a problem though. You haven't given me your criticisms of
some of my ideas that I presented to you in another thread, namely the
one about morality being objective, and more generally that truth is
objective. In this latest post, you are asserting again that I'm wrong
but without criticizing my criticisms that I gave you in that other
thread.

but I'm going to go ahead and give you my rational 'building blocks' so you can 
hopefully eventually come to the same conclusions. You seem to be good with 
building towers with such blocks… but are arbitrarily selective with these blocks 
— to your own detriment.

But they aren't arbitrary. You asserted that without explanation in
the other thread. And I asked you to explain why you think my ideas
are arbitrary and you haven't replied. This is not a good approach for
us to come to agreement. I can't change my mind without being
persuaded that my idea is wrong. You'd have to persuade me. That means
addressing my criticism and questions. So far you have evaded them.

I'm sure you've been told countless times by now that neurochemical events 
precede their resultant thoughts by up to full seconds.

Yes. Whats the significance of that? Are you suggesting that a person
cannot possibly discover and then change his subconscious ideas?

I think rather than deciding things must be wrong because they don't fit into your 
[i]subjective[/i] logical world, you should consider the arguments presented to 
you and, at least temporarily, suspend your own world for a while to see things 
on other people's terms. You are currently filtering everything through a lens and 
altering its meaning in relation to your own subjective definitions, ideas and 
overall paradigm, and unfortunately the overlap between the outer world and 



your own is at current very shallow.

You brought up this idea about my ideas being subjective, and I gave
you criticism/questions, to which you did not reply. So at this point
I think you should stop asserting that my ideas are subjective. But,
if you want to maintain that my ideas are subjective, then I think its
important for you to persuade me. How? By replying to my criticisms
and questions in that other thread.

Sam Harris, an author you had also criticized, is remarkably talented

That doesn't make his ideas true, so I don't know why you bring that up.

at simplifying an otherwise recondite subject and making it perspicuous for a 
general audience, yet you had nitpicked certain statements he made by 
supposedly denying his premise… [Rami: here I think he's talking about my blog 
post criticizing one of Harris's articles] but really rather what had occurred was 
you denied to consider or examine his premise to begin with. Of course his 
statements would be incongruous when plucked from objective reality and 
contorted to mesh into a subjective world with a rigid logical structure. You're 
operating on a different premise, yes. Unfortunately… Sam Harris' foundation is 
empirical, quantifiable neuroscience and a logical continuity out in the external 
realm all can see, examine assent to. It is no wonder why you question 
neuroscientists remaining within the purview of concretistic science rather than 
the abstract realm of philosophy. I am wondering if you don't understand why 
falsifiable experimental data isn't selectively honored or interpreted to match a 
particular doctrine you personally find suitable.

You're asserting (without explanation) that I don't know Harris's
premises, but I do.

You had told me you didn't like "this Ti stuff" because it was "dehumanizing", 
yes? Effectively what I was attempting to tell you with that system was the same 
as what I am telling you now; however, it may be quite interesting to note that 
Athene's theory also seemed to be telling you precisely the same thing, only 
using neuroscience. The first section of Athene's theory describes how the left 
brain, which deals with more linear reasoning, attempts to preserve beliefs held 



against conflicting incipient information by using noradrenaline to simply block it 
out. Unfortunately, this chemical reaction is likely occurring before your 
conscious mind had time to render the offending data,

So you've assumed that I was speaking only of conscious ideas. Thats a
mistake. I said that only people with the idea that disagreements are
bad, will have that 'defensive state' occur, will feel bad, and will
think less rationally as a result. In most people that idea is
subconscious. Few people have succeeded in making that subconscious
idea conscious. And even fewer have rid themselves of that idea.

The reality is that *everybody* has the capacity to rid themselves of
this horrible idea. Do you agree?

precluding any notions that thoughts are causes for chemical reactions and not 
vice versa. You purport not to desire to shield your ideas from criticism… but I 
believe you're shielding your ideas from your own eye.

Yes it is true that people can subconsciously shield their ideas from
criticism. This is the theory of Cognitive Dissonance. This theory is
fundamentally flawed for the same reason that Athene's theory is --
which is that they don't explain *why* people enter into that
'defensive state' when they are presented with a disagreement between
their worldview and somebody else's idea.

That flaw has already been fixed by meme theory. People have
anti-rational memes. One of the anti-rational memes is the idea that
disagreements are bad. This meme makes people feel bad when they are
in a disagreement (one where somebody's idea is conflicting with one
of their core values). And in order to stop the bad feeling, people
(subconsciously) react by rejecting the external idea, thus relieving
the conflict (temporarily). But not everybody has that meme. And these
people don't react that way because they don't feel bad when they have
disagreements.

Meme theory is explained in _The Beginning of Infinity_, by David Deutsch.

In fact, your entire critique of Athene's theory seems to be an example of 



selectively denying certain statements because they go against your current 
beliefs about the conscious self somehow not being a result of the machinations 
of the brain, but see it as an engine thralled by the strings of a ghostly 
puppeteer. Causality, in your world, is different from the causality demonstrated 
by evidence generated with the scientific method. And without the empirical 
realm to keep you grounded, you are at risk of eventual full-on dereism.

You are conflating science with morality (which includes the idea of
responsibility). They are not the same field of study. Scientists are
good at science. Few of them have good enough philosophical knowledge
to cross into the field of morality without making huge mistakes.
Athene and Sam Harris are bad at philosophy, so they mess up morality.

Actually, even with the field of science, many scientists make huge
fundamental mistakes because their philosophy is bad. For example, how
could a scientist know that *all* people who are presented with a
disagreement go into that 'defensive state'? How did he come up with
that theory? And how did he try to falsify it by experiment?

Its impossible. Why? Because no two people have the same ideas. We are
not identical. We are not atoms that can be interchanged without
consequence. The reality is that 99+% of the human population have the
bad idea that disagreements are bad. These are the people that go in
to that 'defensive state' when they are presented with disagreements.
And these are the people that Athene's used as test subjects. He
didn't test any of the people of the <1% part of the population.

So these scientists fuck up the scientific method. They don't
understand that you can't take a human behavior and generalize to the
entire human population. Why? Because *all* human behavior is
theory-laden. By "theory-laden" I mean affected by our ideas. And
since no two people have the same ideas, that means that its a
parochial mistake to take a human behavior in one person or one
population and generalize it to the entire human population.

Yes, it is possible for conscious thoughts to feed back into the system in a 
somewhat roundabout way as they can be treated as objective events or stimuli 
for the unconscious self (in the long-term picture) or adaptive unconscious 
(more immediate context) to respond to, but they are not the preponderant 



causal force at play by any stretch. However, you can still consciously 
contemplate this and choose to fight against it, and eventually you will condition 
yourself not to shut out others readily and then use (coincidentally another 
concept covered by this video) backwards rationalization to claim this is merely 
because somebody else's arguments are illogical… when rather they're only 
illogical according to your own fine-tuned rules.

Every single one of your criticisms are based upon a conflict with your own 
philosophy.

My own? No. It is the true philosophy. Its objective. I suggest that
we continue that discussion identifying the difference between
objective truth and subjectivity.

Note that here again you are asserting things without explaining why
you think your assertions are true. If you don't give me an
explanation for why you think your assertion is true, then how can I
(1) be persuaded by your explanation, or (2) find a flaw in your
explanation and explain it to you? The way it stands now is that
you've asserted that I'm wrong and I'm asking you for your reasons
that I'm wrong, and you haven't provided your reasons.

Notice the author admits that our ideas (aka 
beliefs/values/philosophy/worldview) have a profound impact on our body 
chemistry. He's right, but I don't think he understands this well (as evidenced 
by the fact that he didn't mention this previously with respect to whether or not 
our ideas cause us to create the "defensive state").

For example… what you just pointed out was implied and yet you had missed 
this. Or perhaps the manner in which he implied they did you simply did not like. 
But everything he had spoken of, you have managed to illustrate perfectly. 
That's the irony: your entire post served to prove his point. [i]Your beliefs and 
world-view are responsible for this action when they collide with inbound 
information which does not align.[/i] This mechanism ensures a person will not 
be so labile he will be credulous and erratic in behavior, but when taken to the 
other extreme your beliefs will fail to ever be in agreement with the outer world 
[i]even if many of your beliefs are objectively false.[/i]

I think its bad to continue to assert without explanation that my



beliefs are objectively false. Especially since I've asked you for
your explanation and you haven't given it.

I [b]implore you[/b] to really try your best to understand the argument, the logical 
rules, presented to you here… or anywhere else for that matter. It could be 
really trying to understand what's attempted to be explained to you with 
Athene's video — which I don't consider infallible and actually have my [i]own 
criticisms[/i] of — or it could be what Sam Harris tried to say, what anybody here 
on this or another forum have really attempted to convey to you… but really you 
need to recognize that you haven't fully apprehended what people have 
presented to you; everything you read is misconstrued with this bizarre 
objectivist (or whatever you'd label your personal philosophy) eisegesis.[/quote]

Here you are asserting that I'm wrong without explanation. How do you
know you're right if you don't address my criticism? How could I know
whether I'm right or you're right if you don't address my criticism?

The only reason I believe what I believe is *because* I don't have any
criticisms of my beliefs.

And the only reason I don't believe other ideas is *because* I have at
least one criticism of each of those ideas.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: About metadiscussion (was: _Athene's Theory of Everything_ 
Part 1)
Date: January 8, 2013 at 11:07 AM

On Tue, Jan 8, someone wrote:
On Tue, Jan 8, 2013 at 9:49 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jan 6, someone wrote:
On Sun, Jan 6, 2013 at 10:17 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

_Athene's Theory of Everything_ Part 1:

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o
(this video has all the parts, not just Part 1)

No. The only limit is the laws of physics. All other limits are superficial -- by that 
I mean that better knowledge removes the "superficial" limit.

Your take on cognition defies causality and therefore breaks the laws of physics. 
I wish you'd see that.

It doesn't. *You* believe that my theory does, but without having
understood my theory. Before you assert that my theory defies the laws
of physics, you should have an explanation for that, which includes
having an understanding of my theory. You haven't asked me for that. I
haven't explained it. So I don't know why you think my theory defies
the laws of physics.

This indicates that you have the bad idea that disagreements are bad. I don't 
have that idea, thus I don't find disagreements derogatory.[/quote]

You have misinterpreted the implications of that statement entirely… as well as 
the statement at face value. Disagreeing with someone's argument is one thing 
one thing, depreciating the individual making the argument is another. There's 
also something called an ad hominem which even logicians are quite familiar 
with.

Typically, when somebody is concerned about somebody else having

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


irrational reactions, that means that he's having irrational
reactions. If thats not what happened, then great.

There is a problem though. You haven't given me your criticisms of some of my 
ideas that I presented to you in another thread, namely the one about morality 
being objective, and more generally that truth is objective. In this latest post, 
you are asserting again that I'm wrong but without criticizing my criticisms that I 
gave you in that other thread.

To be honest, I find arguments where the other party fails to follow my reasoning 
— not agree with it, mind you, but simply understand what my argument even is 
to agree or disagree to begin with — to be thoroughly acerbating.

That is unfair. I tried to understand your view, as evidenced by the
fact that I asked you clarifying questions about your view and I
pointed out the flaws that I think your view has. How could I possibly
do better than that? I can't read your mind. How could I possibly
understand your view if I don't ask you questions and point out and
explain the flaws that I see?

What would you have me do to understand you?

(Truth being objective was never up for debate; it was whether or not your 
subjective 'truth' lined up with objective reality.) I'll see if I'm in the mood to go 
back over it later.

It became part of the debate when *you* brought it up as part of
*your* explanation for why *you* think I'm wrong. If you don't want it
as part of the debate, then I suggest that you refrain from using it
in your criticisms of my ideas.

But they aren't arbitrary. You asserted that without explanation in the other 
thread. And I asked you to explain why you think my ideas are arbitrary and 
you haven't replied. This is not a good approach for us to come to agreement. I 
can't change my mind without being persuaded that my idea is wrong. You'd 
have to persuade me. That means addressing my criticism and questions. So 



far you have evaded them.

I hadn't bilked them any more than you did mine by failing to recognize them to 
begin with… or entirely misconstruing them. It's like you're straw manning 
without even being aware you've misrepresented your opponent to begin with. 
You appear to do this with everybody's posts, videos and books.

So how do you think I should proceed? How should I go about trying to
understand your view?

I'm sure you've been told countless times by now that neurochemical events 
precede their resultant thoughts by up to full seconds.

Yes. Whats the significance of that? Are you suggesting that a person cannot 
possibly discover and then change his subconscious ideas?

No, that is not the implication. Although you may want to look into the 
introspection illusion.

Ok so why did you bring it up? In other words, what problem does the
neurochemical-event-precedes-thoughts solve? What does it say about
morality or the brain/mind relationship or whatever?

You brought up this idea about my ideas being subjective, and I gave you 
criticism/questions, to which you did not reply. So at this point I think you 
should stop asserting that my ideas are subjective. But, if you want to maintain 
that my ideas are subjective, then I think its important for you to persuade me. 
How? By replying to my criticisms and questions in that other thread.

Because you turn everybody's posts into a fantasy which do not match the 
original. The original posts and ideas are clear to everybody in touch with this 
world. It has become rather clear your version of reality differs quite a bit. You've 
become so accustomed to the mote on the lens that it is now integrated into 
your perception of reality, and you've no ability to differentiate. You ascribe tint to 
the world and not the glass. You don't understand what anyone says, although 
you think you do and somehow actually think you have found inconsistency with 
what is ontic when you have seemingly confused fantasy with ontology and 



therefore fantasy with truth. Moveover, it would seem I am the only one here 
who is capable of deciphering what you have to say to entertain it to begin with; 
you seem to speak the same language, yet are afflicted by an inchoate and 
circular thought process.

Here you are saying that if I was smarter, I would know what you're
saying. That is no argument. That doesn't persuade me that I'm wrong.
Rand calls this *Argument by Intimidation*. That may sway people who
feel stupid by your words, but it has no affect on me.

You also appealed to the authority of *everybody else*. But that is an
invalid argument. As a counter-example, the first guy who theorized
that the Earth was not flat, was right, even though *everybody else*
believed that the prevailing theory that the Earth was flat.

Note that you're wrong about *everybody else*. Its not true that
*everybody else* believes your theory. I don't know why you assume
that I'm the only one with my view.

That doesn't make his ideas true, so I don't know why you bring that up.

And once again you missed the point [i]entirely[/i]… and either don't realize how 
you had altered the meaning by cutting off the rest of the context or have 
intentionally straw manned. Either one is quite dismaying.

I thought that you might be appealing to authority, as many people do.
And instead of asking you whether or not you're appealing to
authority, I left that part unstated and only said that I don't know
any good reasons why you would say that Sam Harris is talented and
what that has to do with your arguments.

You're asserting (without explanation) that I don't know Harris's premises, but I 
do.

Then why is it you simply go back and reference your own line of logic, which is 
all at once internally consistent as well as skewed, but post a rebuttal which is 
impertinent and merely contradicts because your premises differ, but then fail to 
show any sign of acknowledging the originating premise as if only one of the 



iterative supporting premises is the entirety of his argument? Rather than start 
at the fork, you juxtaposed two segments of two separate branches and 
remarked upon how ridiculous the other branch segment was for not fitting in 
with the other; but it was the at the tip of the progenitorial branch that Harris had 
forestalled such logic to begin with.

I don't understand what you said there. Please rephrase it.

So you've assumed that I was speaking only of conscious ideas. Thats a 
mistake. I said that only people with the idea that disagreements are bad, will 
have that 'defensive state' occur, will feel bad, and will think less rationally as a 
result. In most people that idea is subconscious. Few people have succeeded 
in making that subconscious idea conscious. And even fewer have rid 
themselves of that idea.

Assuming you live in a world where cognitive dissonance doesn't exist and 
hasn't had its aetiology mapped out by philosophers and neuroscientists alike.

I haven't said that Cognitive Dissonance doesn't exist. I said that
the theory is flawed -- because it doesn't explain the difference
between the people that do and the people that don't experience the
bad feeling when they are presented with a conflict of ideas.

The reality is that *everybody* has the capacity to rid themselves of this 
horrible idea. Do you agree?

If an individual is capable of recognizing his currently held model of 
understanding may not be objective truth and can identify when he is filtering 
out useful information to make decisions with to begin with and sees the trap, 
they can most certainly recondition themselves. (If they couldn't, I wouldn't be 
bothering with this.)

Great.

Yes it is true that people can subconsciously shield their ideas from criticism. 
This is the theory of Cognitive Dissonance. This theory is fundamentally flawed 



for the same reason that Athene's theory is -- which is that they don't explain 
*why* people enter into that 'defensive state' when they are presented with a 
disagreement between their worldview and somebody else's idea.

No, the way is there… meaning you can't even agree or disagree with the cause 
they had postulated because you just didn't listen.

Now you're asserting that I don't understand Cognitive Dissonance
theory because I didn't listen? You don't even know how I learned of
that theory. Thats ridiculous.

That flaw has already been fixed by meme theory. People have anti-rational 
memes. One of the anti-rational memes is the idea that disagreements are 
bad. This meme makes people feel bad when they are in a disagreement (one 
where somebody's idea is conflicting with one of their core values). And in 
order to stop the bad feeling, people (subconsciously) react by rejecting the 
external idea, thus relieving the conflict (temporarily). But not everybody has 
that meme. And these people don't react that way because they don't feel bad 
when they have disagreements.

The man did nothing more than rephrase the symptoms… and actually rather 
than going deeper toward the underlying reason for this, he remained a layer 
below. Once again, somehow you have the direction of causation backwards. 
Furthermore, the reasoning is circular and [i]jejune[/i]: A) The subject possesses 
the idea conflict is bad; B) the subject feels bad during during a disagreement; 
C) the subject rejects the ideas to put an end to the conflict.

The subject likely dislike conflict because of the stress hormone noradrenaline, 
meaning it is unpleasant because of the reaction rather than the reaction is 
because of this idea that disagreement is bad which seemingly arose out of the 
aether. If a person didn't put up some resistance to conflicting external ideas, he 
his worldviews would be so ever-changing he would have no constancy or 
sense of continuity in his life. That is why the brain protects beliefs, but still will 
allow for them to fold under the weight of significant newly acquired evidence so 
that they will evolve when there is ample reason. Then the subject avoids 
conflict for the time being by rejecting what others tell him — internal conflict, or 
cognitive dissonance; for by having that hormonal response and becoming 
incensed, he has created an external conflict by getting heated rather than 
nodding his head for the time being and risk having imparted ideas germinate 



and threaten the currently held belief paradigm.

But consider this. Have you had any emotions regarding our
disagreements in this discussion? If yes, then you are reacting the
way Athene explains. If no, then you didn't react in the way Athene
explains. I didn't get that 'defensive state' in reaction to our
disagreements. I don't see disagreements as a bad thing. I love
criticism. I'm not the only one.

You are conflating science with morality (which includes the idea of 
responsibility). They are not the same field of study. Scientists are good at 
science.

I was only talking about the science of cognition and not interpreting the 
possible moral implications of this. I'm not even talking about morality. You're 
denying empirical evidence simply because you find it unpalatable when you 
consider what the ethical implications may be.

My motivation is not that I "find [your theory] unpalatable". This is
not an argument.

You shouldn't speak about my motivations. You don't know me well enough.

Few of them have good enough philosophical knowledge to cross into the field 
of morality without making huge mistakes. Athene and Sam Harris are bad at 
philosophy, so they mess up morality.

And you are off in your own world again.

Are you saying that I'm the originator of the philosophy I believe is
true? I'm not.

Are you saying that I'm the originator of the refutation of the
philosophy of Harris and Athene? I'm not.

Actually, even with the field of science, many scientists make huge 



fundamental mistakes because their philosophy is bad.

So you're saying physical reality, or at least the quantifiable evidence provided 
by observation and experimentation, would better if everybody had confirmation 
bias due to dogma?

No. And here you are implying that I am wrong *because of confirmation
bias due to dogma*. What is your explanation for this assertion?

Do you think that all science evidence is infallible? Of course not.
So how does one know which scientific evidence is true and which is
false? One thing that should be done is to find out if the scientists
used the scientific method properly. The scientific method involves
two steps: (1) create a theory, (2) try to falsify it. As for theories
involving human behavior, there is no way to falsify them. Why?
Because no two humans have the same ideas, and all human behavior is
theory-laden (meaning that all behavior is affected by a person's
ideas). Athene's did studies on people who behaved a certain way upon
being given a stimulus (disagreement), and then he generalized that
observation to the whole human population. This is a parochial mistake
that many scientists make.

A theory that cannot be falsified is not a scientific theory.
Scientists that make this mistake do so because they don't understand
Popper's *line of demarcation*.

For example, how could a scientist know that *all* people who are presented 
with a disagreement go into that 'defensive state'? How did he come up with 
that theory? And how did he try to falsify it by experiment?

Please, do some independent research on the Internet regarding neuroscience. 
Or at least read some abstracts.

I have. You can point one out if you like so I can evaluate it.

Its impossible. Why? Because no two people have the same ideas. We are not 
identical. We are not atoms that can be interchanged without consequence.



It's not a learned idea but rather the direct result of physiology and instinct. A 
person is not a tabula rasa; there is an inherited memory. You could make an 
argument that not everybody's heart beats the same way because not 
everybody's medulla could have the coded instructions to tell the heart to pump.

The heart is controlled by a part of the brain that isn't part of the
brain that the mind emerges from.

The reality is that 99+% of the human population have the bad idea that 
disagreements are bad. These are the people that go in to that 'defensive 
state' when they are presented with disagreements. And these are the people 
that Athene's used as test subjects. He didn't test any of the people of the <1% 
part of the population.

That sounds more like your reality. But perhaps to you, your reality is [i]the[/i] 
reality.

Are you thinking that I'm the originator? I'm not.

So these scientists fuck up the scientific method. They don't understand that 
you can't take a human behavior and generalize to the entire human 
population. Why? Because *all* human behavior is theory-laden. By "theory-
laden" I mean affected by our ideas. And since no two people have the same 
ideas, that means that its a parochial mistake to take a human behavior in one 
person or one population and generalize it to the entire human population.

I think you are trying to delude yourself that your behavior is entirely rational and 
coherent with your ideology. I hope you experience a rude awakening to dispel 
this illusion. You are far too emotionally invested in this idea.

Now you mistake me for having emotions in this discussion. I haven't.

The decisions your make are unconscious, and your consciously understand 
philosophy doesn't permeate the unconscious as well as I'm sure you'd like to 
believe. The unconscious reigns supreme even in the most enlightened and 



self-aware.

Agreed. But that doesn't mean that there are subconscious ideas that
are undiscoverable or unchangeable.

My own? No. It is the true philosophy. Its objective. I suggest that we continue 
that discussion identifying the difference between objective truth and 
subjectivity.

You are even more far gone than I had imagined. What happened to "irrationally 
believing I have the truth"?

Irrationally believing I have the truth happens when, for example, I
believe an idea without good reason.

All of the ideas I believe, are ideas that I don't have any criticisms
of. All the ideas that I don't believe, are ideas that I have at least
one criticism of.

If you present me with a criticism (of my idea) that I fail to refute,
then I now label my idea as false.

Currently, I do not know of any refutations of Popperism.

What do you think is irrational about this?

Note that here again you are asserting things without explaining why you think 
your assertions are true. If you don't give me an explanation for why you think 
your assertion is true, then how can I (1) be persuaded by your explanation, or 
(2) find a flaw in your explanation and explain it to you? The way it stands now 
is that you've asserted that I'm wrong and I'm asking you for your reasons that 
I'm wrong, and you haven't provided your reasons.

[…]

I think its bad to continue to assert without explanation that my beliefs are 
objectively false. Especially since I've asked you for your explanation and you 
haven't given it.



You wouldn't be able to identify the explanations if they were right in front of 
your eyes. I know because I've tested it with a few experiments by now.

Another argument by intimidation. This is not a valid argument.

Here you are asserting that I'm wrong without explanation. How do you know 
you're right if you don't address my criticism? How could I know whether I'm 
right or you're right if you don't address my criticism?

I'm asserting you cannot understand anything anyone is telling you. I say this 
because I can be making an argument ("It's not a good idea to write your 
dissertation in crayon") and you will give me some desultory response ("That 
says nothing about why Chicken McNuggets are the best fast food item; you 
can dunk them in both buffalo [i]and[/i] ranch dipping sauces. You're confusing 
crayons with fast food restaurants; crayons don't even taste that good.")

If you're confused about my explanation, then one way to solve that
problem is to ask me clarifying questions, e.g. "what problem does
your position solve?".

Instead of doing that, you are assuming that my motivations are
emotional. You're wrong. My motivation is to find the truth.

The only reason I believe what I believe is *because* I don't have any 
criticisms of my beliefs.

Or you just filtered them out. I'm not even sure I want to try and attempt to work 
out the logistics of how you have accomplished such a feat.

And the only reason I don't believe other ideas is *because* I have at least one 
criticism of each of those ideas.

You took a fragment of the ideas, yanked them from their context, and turned 
them into bizarre fantasy dummies.



I am running out of patience. I'm willing to meet you halfway by stepping through 
the gate and peering into your world, but you don't return the courtesy by 
looking into mine, anybody else's, or the world in which we all live in and share. 
You are standing in your subjective world and trying to pull everyone else in. 
You're in the middle of your bubble refusing to come out, yet inveigh against 
world's 'stubborn' resistance yielding to your philosophy and taking on the hue of 
your bubble's membrane.

I've been meeting you closer to your end than you have my end. I've
been answering your questions and trying to understand your position
(by asking you clarifying questions and pointing out flaws and
explaining them). But you haven't done that with my view. And you also
haven't answered my questions and criticisms of your view, leaving me
know way to understand your view.

You've assumed that I am the originator of my view (epistemology). I'm
not. Karl Popper is.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: About metadiscussion (was: _Athene's Theory of Everything_ 
Part 1)
Date: January 8, 2013 at 11:13 AM

On Tue, Jan 8, someone else wrote:
On Tue, Jan 8, 2013 at 10:07 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Tue, Jan 8, someone wrote:
On Tue, Jan 8, 2013 at 9:49 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 6, someone wrote:
On Sun, Jan 6, 2013 at 10:17 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

_Athene's Theory of Everything_ Part 1:

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-
0o
(this video has all the parts, not just Part 1)

I have to wonder, is your intention to slay the truth apart in others

No. My intention is to evolve my knowledge. I do that by guesses and
criticism, which is how all knowledge is created.

because you are not willing to see the truth in yourself?
That is too vague. What truth do you mean?

If you want truth, read up on attachment theories. I am feeling your attached to 
something not connected to yourself, which leads you to others in ways where 
you then slay their truth apart with your machete, and try to make it fit your own 
truth.

No. I am trying to evolve my knowledge. The way all knowledge evolves,
which is by guesses and criticism.

Why slay? Why not just listen sometimes? And just allow all truths to be 

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


present.

That doesn't work in science. Do you agree? If so, then why do you
think it would work in any other sphere of knowledge?

All knowledge is created by guesses and criticism. Thats true for
scientific knowledge and all other spheres of knowledge.

That and attachment can throw too many spanners in the works. And we all 
know it doesnt matter how many spanners you might use, none can replace the 
hammers role when building a house or building anything really!!

I don't know what you mean there.

I also don't understand why you're using metaphors of violence. Truth
seeking is not violent, and violence has no place in truth seeking.
They are mutually exclusive.

Regarding Athene's theory, I'd like to explain something that might
clear up some things. This is my understanding of the causal chain of
Athene's theory:

(1) A person is presented with a disagreement.

(2) His brain fires of some neurochemicals that causes it to enter the
defensive state. And this is what people experience as emotion.

(3) That defensive state renders the brain less capable of rationality.

The result is that the person makes more thinking mistakes.

Did I understand him correctly? If not, please point out what I
misunderstood (i.e. point out my flaw and explain why its flawed).

Now I'll explain the flaw I see in Athene's theory. Look at step (1).
How does a person know there is a disagreement? He must think about
the words that the other person said to him, and then realize that



there is a disagreement. So what would happen if the person didn't
realize that there is a disagreement? Nothing would happen -- no
defensive state. This happens when for example a kid was made fun of
by another kid but he didn't understand that he was being made fun --
so no defensive state. Athene's theory does not account for this,
therefore it is flawed.

This is my understanding of the causal chain:

(1) A person is presented with a string of words (that he has not yet
interpreted).

(2) He thinks about those words (aka interprets them). Most of this
processing is subconscious and inexplicit.

(3) If (2) resulted in the understanding that there was a disagreement
AND if the person has the anti-rational meme that disagreements are
bad, then his brain fires neurochemicals that causes it to enter the
defensive state. And this is what people experience as emotion.

(4) If (3) resulted in the defensive state, then the brain is now less
capable of rationality while the brain is still in that defensive
state.

What flaws do you see in what I said? (i.e. please give me criticism
-- and by criticism, I mean the good kind -- a criticism is an
explanation of a flaw in an idea.)

[To BoI posters: What could I have done differently to get a better
reaction from the first poster who was saying that I'm annoying and
that I'm unwilling to listen?]

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
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From: Annette Abma <annetteabma@cogeco.ca>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Subject: Re: [ARR] Men cannot be made happy against their will.
Date: January 8, 2013 at 4:00 PM

Hi Rami,

I think you raise some really important ideas in terms of psychology,
physiology, and self-awareness that are often overlooked in the more
'spockensian' approaches to autonomous-respecting relationships. Respecting
some one's autonomy means supporting and encouraging his or her personal
growth and happiness without compromising or minimizing one's own. It also
means recognizing one's own fallibility in sharing and criticizing another
person's sense of autonomy.

We are human beings and human beings have emotions and impulses which 
serve
ourselves and each other in various ways.  These can be pleasurable and
constructive or unpleasant and destructive in terms of
autonomous-respecting relationships. The pleasurable and constructive ones
(even if seemingly irrational) are not problematic and should be pursued.
If I wanted someone to 'discipline' me in areas of my life which I
genuinely thought needed improvement and I was sexually excited by that
kind of relationship, then an excellent partner for me would be someone who
wants to lead another human being's life in the ways I want to be lead.

Judgement should not be confused with criticism. Unless some one's
"irrational" ideas infringe on my personal autonomy or that of others,
exposing that person and their ideas to public criticism is an act of
judgment and condemnation which are anathema to autonomy-respecting
relationships.

This idea reaches to the parent-child relationship too. Many parents
routinely act against their child's will thinking that they are doing
it for the child's benefit -- the benefit of happiness. The parent
thinks that they know better than the child about what would bring
happiness to the child. The parent thinks that he can make the child
happy by raising him a certain way. But this is a mistake for the same
reason that a slave should not have a master.



The difference between ARR and TCS, however, is that the parent is
responsible for the child and the onus for creating and maintaining common
preferences falls to the parent when conflicts arise. We exercise our
awareness of human fallibility by keeping our children safe and happy
according to their desires and inclinations as far as is possible.
Autonomy-respecting relationships between adults do not assume that one
person is responsible for the happiness and well-being of another person.
That does not mean, however, that one person might not *choose* certain
responsibilities within a particular relationship. If living together, one
might wash dishes regularly while the other dusts because each prefers it
that way.

This idea also reaches to the romantic relationship. Some women expect
their husbands to "make" them happy. If the woman is not happy, *he*
is to blame. The woman is denying responsibility and trying to shift
that responsibility to the man for something that the man has no
control over. (I expect that these kinds of relationships only occur
with women who were raised in sexist societies where the man's role is
similar to the master, and the women's role is similar to the slave --
like countries whose population is predominantly Muslim.)

Master / Slave relationships are created when a man "marries" a women as a
business or family arrangement. The woman is a piece of property passed
from one owner (the father) to another (the husband) and is not considered
an autonomous person. No autonomy-respecting relationship could exist
within this arrangement though many do the best they can under the
circumstances.

Master / Slave relationships between *sexual partners* usually arise from
each person's more primitive desires and inclinations. Sex activates many
regions of the brain which differ between men and women. Many women are
sexually excited by being dominated (hence the "Fifty Shades of Grey"
phenomenon) because sex is an act between a dominant and submissive, a
giver and a receiver, the desire and the desired.

According to this
article<http://science.howstuffworks.com/life/inside-the-mind/human-brain/brain-
during-orgasm2.htm>--"when
a woman has [pleasurable] sex, a part of the brain stem called the

http://science.howstuffworks.com/life/inside-the-mind/human-brain/brain-during-orgasm2.htm


*periaqueductal
gray (PAG)* is activated." The PAG controls the 'flight or fight' response;
yet "women's brains *also* showed *decreased *activity in the amygdala and
hippocampus, which deal with fear and anxiety." It stands to reason that
the Fight or flight response, coupled with* minimized fear and
anxiety*would be increased where one partner dominates the other
within a
consent-based relationship.

I am not trying to argue that TiH offers information about *how to create
autonomy-respecting relationships *any more than* a BDSM website would--*But
there is no reason why TiH could not be a mutually-agreeable aspect of an
autonomy-respecting relationship.

Cheers,
Annette

[Non-text portions of this message have been removed]



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 9, 2013 at 8:52 AM

On 7 Jan 2013, at 22:48, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2013, at 2:10 PM, David Deutsch <david.deutsch@qubit.org> wrote:

...

Next, one argues that this justification must always take the form of deriving 
one idea from another. This is non-trivial,

It's also not how many versions of justificationism work. Consider this typical 
example of justificationism:

"Idea X is supported by evidence Y."

This is not saying X is *derived* from Y. But it is saying Y increases the 
justification of X (possibly via a supporting argument Z).

Do you agree this is a typical example of justificationism?

Yes.

And it is refuted by the infinite-regress argument for the reason that I explained 
but which you have cut out of your quote, namely:

Fortunately the argument works regardless of what the justificationist means 
by 'derivation', so long as it links ideas with ideas.

-- David Deutsch

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 9, 2013 at 12:24 PM

On Wed, Jan 9, 2013 at 5:52 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 7 Jan 2013, at 22:48, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2013, at 2:10 PM, David Deutsch <david.deutsch@qubit.org> wrote:

...

Next, one argues that this justification must always take the form of deriving 
one idea from another. This is non-trivial,

It's also not how many versions of justificationism work. Consider this typical 
example of justificationism:

"Idea X is supported by evidence Y."

This is not saying X is *derived* from Y. But it is saying Y increases the 
justification of X (possibly via a supporting argument Z).

Do you agree this is a typical example of justificationism?

Yes.

And it is refuted by the infinite-regress argument for the reason that I explained 
but which you have cut out of your quote, namely:

Fortunately the argument works regardless of what the justificationist means 
by 'derivation', so long as it links ideas with ideas.

You are assuming that the evidence has to itself be
supported/justified, and so on. You added your assumption about the
thinking of the speaker, which was not specified in the scenario.
Actually, what you are assuming is not the only way of approaching
epistemology in the justificationist camp, and is not what is meant by
many people making the statement about supporting evidence.



Popper identified a much wider error than the one the regress argument
refutes. Because you are unaware of what many types of
justificationism are (and unaware of the general principle/mistake
tying them together), you have failed to refute them and therefore
your denials of being a justificationist (even in those senses) don't
mean anything.

Justificationism is not JTB. JTB is infallibilist. Justificationism in
general does not have to be infallibilist or foundationalist. The
regress argument refutes foundationalist versions of justificationism
which are motivated by infallibilism. But not every non-Popperian is
an infallibilist and even if they were it'd still be important to
address better versions of their ideas.

Put another way: that the justificationist regress chain cannot have a
starting point is important to know, but much more important is that
it cannot have a single link in the chain *independent of any regress
problem*. You can arbitrarily assume dozens justified ideas to use as
starting points (thus circumventing the regress problem) and still not
be able to justify anything else using them. That justification cannot
link ideas at all is a bigger and more general problem than the notion
that if it could there would still be a regress issue. So you have
focussed on a less important argument to address a less important
problem, and not addressed a large part of the issue.

Put another way: you have linked/combined/conflated justificationism
with other mistakes (e.g. infallibilism). Then refuted it. But your
refutation relies on refuting those other mistakes. You do not have a
refutation of justificationism proper, only of those other mistakes.
And when criticized for being a justificationist, you deny it because
you do not make those other mistakes (and you are correct that you do
not make them).

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 9, 2013 at 1:49 PM

On Jan 9, 2013, at 5:52 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 7 Jan 2013, at 22:48, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2013, at 2:10 PM, David Deutsch <david.deutsch@qubit.org> wrote:

...

Next, one argues that this justification must always take the form of deriving 
one idea from another. This is non-trivial,

It's also not how many versions of justificationism work. Consider this typical 
example of justificationism:

"Idea X is supported by evidence Y."

This is not saying X is *derived* from Y. But it is saying Y increases the 
justification of X (possibly via a supporting argument Z).

Do you agree this is a typical example of justificationism?

Yes.

And it is refuted by the infinite-regress argument for the reason that I explained 
but which you have cut out of your quote, namely:

Fortunately the argument works regardless of what the justificationist means 
by 'derivation', so long as it links ideas with ideas.

Suppose someone believes that idea X is supported by evidence Y (via argument 
Z), and he also believes in arbitrary, justified, true, infallible, foundational ideas. 
For simplicity, let's even assume he considers Y (and Z too) to be infallible 
foundations directly.

The regress argument would not work on this person. This is only one example of 
how to avoid the regress argument. So let's set aside the regress argument 



instead of focussing only on it.

Assuming arbitrary infallible foundations is a mistake that can be refuted. It has its 
own problems. Let's set that aside too.

Granting the arbitrary foundations Y and Z, "idea X is supported by evidence Y 
(via argument Z)" is *still* justificationism, and *still* wrong for *other* reasons 
than any foundationalism or regress.

Those other reasons it's still wrong are important. Non-Popperian epistemology is 
much more mistaken than just regress or foundationalism. There are other 
mistake(s) which are prevalent and come up often, e.g. in the idea of supporting 
evidence

Whatever you want to call them, do you know what those mistake(s) are?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 10, 2013 at 9:13 AM

On 9 Jan 2013, at 18:49, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2013, at 5:52 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 7 Jan 2013, at 22:48, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2013, at 2:10 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

...

Next, one argues that this justification must always take the form of deriving 
one idea from another. This is non-trivial,

It's also not how many versions of justificationism work. Consider this typical 
example of justificationism:

"Idea X is supported by evidence Y."

This is not saying X is *derived* from Y. But it is saying Y increases the 
justification of X (possibly via a supporting argument Z).

Do you agree this is a typical example of justificationism?

Yes.

And it is refuted by the infinite-regress argument for the reason that I explained 
but which you have cut out of your quote, namely:

Fortunately the argument works regardless of what the justificationist means 
by 'derivation', so long as it links ideas with ideas.

Suppose someone believes that idea X is supported by evidence Y (via 
argument Z), and he also believes in arbitrary, justified, true, infallible, 
foundational ideas. For simplicity, let's even assume he considers Y (and Z too) 
to be infallible foundations directly.



The regress argument would not work on this person.

Reinterpreting issues of which ideas are true or false as issues of what certain 
kinds of people would or would not believe is a mistake. However, if you are using 
'what would work on this particular person' merely as a metaphor for 'what 
argument would refute this particular idea', then you are quite mistaken that the 
infinite-regress argument in BoI wouldn't work on him. For (in terms of your 
personalised metaphor) the argument made in BoI includes pointing out to this 
person that he only knows about the evidence Y via interpretations, which are 
ideas, and also that he only knows that Z falls into the category of infallible 
arguments via other arguments, which are ideas, and whose membership of that 
category would have to be justified too in order for Z to justify X from Y.

This is only one example of how to avoid the regress argument.

Again, a person can 'avoid an argument' in countless ways -- common examples 
are equivocation, changing the subject, making stuff up, personal abuse, and 
indeed reinterpreting an argument about ideas as being about people. But none 
of those are themselves valid arguments, and we need valid arguments to shed 
light on an issue. So, in fact, the above is not a way that the metaphorical person 
could avoid (in the relevant sense) the refutation of justificationism by the 
argument in BoI.

So let's set aside the regress argument instead of focussing only on it.

Assuming arbitrary infallible foundations is a mistake that can be refuted. It has 
its own problems. Let's set that aside too.

Granting the arbitrary foundations Y and Z, "idea X is supported by evidence Y 
(via argument Z)" is *still* justificationism, and *still* wrong for *other* reasons 
than any foundationalism or regress.

Those other reasons it's still wrong are important. Non-Popperian epistemology 
is much more mistaken than just regress or foundationalism. There are other 
mistake(s) which are prevalent and come up often, e.g. in the idea of supporting 
evidence

Whatever you want to call them, do you know what those mistake(s) are?



Again, reinterpreting issues of which ideas are true or false as issues of what 
particular people do or do not know is a mistake: apart from anything else, we are 
all alike in our boundless ignorance.

Also, it wouldn't even be possible to answer your questions about 'what I know' 
about justificationism, foundationalism, evidence etc so long as we intend 
different meanings for those terms. I'd willingly use the terms with your meanings 
if I knew what they were. I would then use alternative terms for the things I want 
to refer to, and I might well endorse 'justificationism' in your sense and only 
abjure the position referred to by the alternative term. Or I might see the error of 
my ways, abjure both, and agree that it is more convenient to use the term in your 
sense. What we can't do is use the same term with two different meanings.

But before we can even get to any of that, I think it's necessary to get a more 
elementary issue out of the way. Namely:

Is the comment made by Hermes in BOI and example of 'justificationism' in terms 
of the meaning assigned to the term 'justificationism' in BOI? That is to say, albeit 
that that way of using the term 'justificationism' may be perverse, misleading, 
inadequate, non-standard, outdated because justificationism is a living tradition, 
or any combination of those, does the Hermes quote count as 'justificationism' 
according to that meaning of the term?

(To recap, the comment is on p226 of BoI and is "But, in truth, beliefs cannot be 
justified, except in relation to other beliefs, and even then only fallibly. So the 
quest for their justification can lead only to an infinite regress – each step of 
which would itself be subject to error." And the term 'justificationism' is given the 
meaning "The misconception that knowledge can be genuine or reliable only if it 
is justified by some source or criterion" in the Terminology section on p31 of BoI.)

-- David Deutsch



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Are personal attacks metadiscussion?
Date: January 10, 2013 at 10:14 AM

A samharris.org poster made a personal attack on me and didn't discuss
anything substantive of my ideas. He wrote it on my blog, not on the
forum. I couldn't email him back because he didn't leave an email
address. Some questions for you:

Are personal attacks metadiscussion?

Do personal attacks warrant doing metadiscussion? I think yes. But I
don't know what problems I should look out for. Some more questions
below.

So this is what the anonymous poster said:

Hi there! I noticed in reading this article--and I don't mean for you to take offense 
to this--but I couldn't help notice that you must be very dumb. I'm sure this isn't 
the first time you've heard this and it may be the case that others who have 
noticed this fact about you have insisted that being dumb leads to, say, 
unhappiness, no friends, being a loser. And so I understand if you react to the 
label of "dumb" by attempting to prove that you're, in fact, not dumb by coming 
on here and posting your ideas. I'm here to tell you--and not in a facetious way--
that it's okay to be dumb. Being dumb doesn't disqualify you from being loved 
and from living a worthwhile life. In the future, when confronted with a task that 
requires some thinking (e.g. discussing psychiatric disorders, discussing 
philosophy, voting for a president), make sure to remember that the idea that 
you are about to have is probably wrong. I think that that will help you out in the 
long run.

end quote

Then I replied on my blog (and I also posted this on the harris forum
in the thread that the poster was reading when he clicked to my blog):

Why should I take offense? You've said nothing substantive. And even
if you did say something substantive, why would I take offense? Either
your criticism is correct, in which case I've just learned that I was



mistaken and I've fixed my mistake, or your criticism is wrong, in
which case I will criticize your criticism helping you see your
mistake. This is good, not bad.

But you didn't provide me with any (substantive) criticism. A
criticism is an explanation of a flaw in an idea. You did not provide
me with any explanations of any flaws in my ideas. All you did was
assert that I'm dumb, thereby implying that many of my ideas are
flawed. So you've left me with no way of criticizing your unspoken
criticisms.

end quote

Hows that? Notice anything ambiguous?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Are personal attacks metadiscussion?
Date: January 10, 2013 at 10:46 AM

On 10 Jan 2013, at 15:14, Rami Rustom <rombomb@gmail.com> wrote:

A samharris.org poster made a personal attack on me and didn't discuss
anything substantive of my ideas. He wrote it on my blog, not on the
forum. I couldn't email him back because he didn't leave an email
address. Some questions for you:

Are personal attacks metadiscussion?

Classifying them is not very important compared with noticing when they are off-
topic, parochial, or invalid arguments, or not arguments at all but just attempts to 
sabotage a discussion, distress someone, give pleasure or validation to the 
attacker, or any other purpose that differs from trying to find out whether the idea 
expressed by the attacked person is true or false.

Do personal attacks warrant doing metadiscussion? I think yes. But I
don't know what problems I should look out for. Some more questions
below.

Replying in kind, or by discussing the discussion, is collaborating in the attacker's 
attempt to sabotage discussion of the issue that prompted the attack.

So this is what the anonymous poster said:

Hi there! I noticed in reading this article--and I don't mean for you to take 
offense to this--but I couldn't help notice that you must be very dumb. I'm sure 
this isn't the first time you've heard this and it may be the case that others who 
have noticed this fact about you have insisted that being dumb leads to, say, 
unhappiness, no friends, being a loser. And so I understand if you react to the 
label of "dumb" by attempting to prove that you're, in fact, not dumb by coming 
on here and posting your ideas. I'm here to tell you--and not in a facetious 
way--that it's okay to be dumb. Being dumb doesn't disqualify you from being 
loved and from living a worthwhile life. In the future, when confronted with a 
task that requires some thinking (e.g. discussing psychiatric disorders, 
discussing philosophy, voting for a president), make sure to remember that the 
idea that you are about to have is probably wrong. I think that that will help you 



out in the long run.

end quote

Then I replied on my blog (and I also posted this on the harris forum
in the thread that the poster was reading when he clicked to my blog):

Why should I take offense? You've said nothing substantive. And even
if you did say something substantive, why would I take offense? Either
your criticism is correct, in which case I've just learned that I was
mistaken and I've fixed my mistake, or your criticism is wrong, in
which case I will criticize your criticism helping you see your
mistake. This is good, not bad.

But you didn't provide me with any (substantive) criticism. A
criticism is an explanation of a flaw in an idea. You did not provide
me with any explanations of any flaws in my ideas. All you did was
assert that I'm dumb, thereby implying that many of my ideas are
flawed.

Actually it doesn't even imply that. 'Dumb' has a wide range of meanings, some of 
them based on misconceptions and some not, but none of them have the 
property that most of a 'dumb' person's ideas are more flawed than some other 
person's. And in practice the reverse is indeed sometimes the case. In regard to 
any *particular* idea that the 'dumb' person may have, appealing to this 
dumbness is simply a fallacy.

-- David Deutsch



From: P0ck <oberon.nmk@gmail.com>
Subject: [BoI] Some free short instructive videos on applied epistemology on 
youtube
Date: January 10, 2013 at 1:16 PM

Available here ->
http://www.youtube.com/watch?v=NiKq-Ss_glo&list=PLDd-
nUjEEZ7dTMBPoziVbZWZlkr0fa7gY

including:
"Do You Know How to Make a Statement of Fact?"
"Why Do People Misunderstand Each Other?"
"What Is a Good Observer?"
"On the Differences between Words and Things"
and "The Man Who Knows It All"

Enjoy!

Nick

-- 

http://www.youtube.com/watch?v=NiKq-Ss_glo&list=PLDd-nUjEEZ7dTMBPoziVbZWZlkr0fa7gY


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 10, 2013 at 3:35 PM

On Jan 10, 2013, at 6:13 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 9 Jan 2013, at 18:49, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2013, at 5:52 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 7 Jan 2013, at 22:48, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2013, at 2:10 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

...

Next, one argues that this justification must always take the form of 
deriving one idea from another. This is non-trivial,

It's also not how many versions of justificationism work. Consider this typical 
example of justificationism:

"Idea X is supported by evidence Y."

This is not saying X is *derived* from Y. But it is saying Y increases the 
justification of X (possibly via a supporting argument Z).

Do you agree this is a typical example of justificationism?

Yes.

And it is refuted by the infinite-regress argument for the reason that I 
explained but which you have cut out of your quote, namely:

Fortunately the argument works regardless of what the justificationist 
means by 'derivation', so long as it links ideas with ideas.

Suppose someone believes that idea X is supported by evidence Y (via 
argument Z), and he also believes in arbitrary, justified, true, infallible, 



foundational ideas. For simplicity, let's even assume he considers Y (and Z 
too) to be infallible foundations directly.

The regress argument would not work on this person.

Reinterpreting issues of which ideas are true or false as issues of what certain 
kinds of people would or would not believe is a mistake.

Right.

But using different people as proxies for different ideas is unproblematic in 
general and a typical way of discussing.

However, if you are using 'what would work on this particular person' merely as 
a metaphor for 'what argument would refute this particular idea',

yes

So let's set aside the regress argument instead of focussing only on it.

Assuming arbitrary infallible foundations is a mistake that can be refuted. It has 
its own problems. Let's set that aside too.

Granting the arbitrary foundations Y and Z, "idea X is supported by evidence Y 
(via argument Z)" is *still* justificationism, and *still* wrong for *other* reasons 
than any foundationalism or regress.

Those other reasons it's still wrong are important. Non-Popperian 
epistemology is much more mistaken than just regress or foundationalism. 
There are other mistake(s) which are prevalent and come up often, e.g. in the 
idea of supporting evidence

Whatever you want to call them, do you know what those mistake(s) are?

Again, reinterpreting issues of which ideas are true or false as issues of what 
particular people do or do not know is a mistake



yes

Also, it wouldn't even be possible to answer your questions about 'what I know' 
about justificationism, foundationalism, evidence etc so long as we intend 
different meanings for those terms. I'd willingly use the terms with your 
meanings if I knew what they were. I would then use alternative terms for the 
things I want to refer to, and I might well endorse 'justificationism' in your sense 
and only abjure the position referred to by the alternative term. Or I might see 
the error of my ways, abjure both, and agree that it is more convenient to use 
the term in your sense. What we can't do is use the same term with two different 
meanings.

OK. Let's use Qificationism as referring to all epistemologies which advocate, use 
or endorse *positive arguments*. (E.g. they might say "Argument Z Qifies idea X". 
Z is a positive argument that supposedly makes X better.) A non-Qificationist 
epistemology would allow only negative, critical arguments, which are asymmetric 
to positive arguments.

I have already provided more lengthy explanations (e.g. Popper's, which you 
chose not to discuss). This short, simple version may be close enough, but 
please regard it as tentative.

One idea common to Qists, but not universal, is that ideas have non-boolean 
status. Qification can increase the status of ideas. High status ideas are better.

Other Qists think the right kind of Qification renders ideas infallible. I'm not 
concerned with them right now.

So Qists might have an idea, X, and Qify it in various ways. They might decide X 
was pretty good, but after some Qification is very good, and later it's really great.

(The ways they Qify ideas might not even be things they regard as arguments. 
Maybe one guy uses positive prayer. That would still be Qificationism despite 
lacking arguments. But if you define "Qificationism = epistemologies with positive 
*stuff*" it doesn't get the point across, that's too broad. Fortunately, I don't think 
this complication is going to cause us problems, and we can focus on positive 
arguments in particular.)

This status of ideas can be used in different ways. E.g. they might think that really 
great ideas are more likely to be true than pretty good ideas. But that is not their 



only option. They might also think, for example, that we should choose really 
great ideas over pretty good ones to act on or use, and that this is tentative 
pending new information or arguments.

Questions:

Do you think any positive arguments are ever any good, setting aside all 
problems of regress, foundations, empiricism and infallibilism?

Do you think ideas have non-boolean status in epistemology? E.g. that an idea 
can go from "pretty good" to "good" to "great" (or, e.g., semi-solid to more solid).

But before we can even get to any of that, I think it's necessary to get a more 
elementary issue out of the way. Namely:

Is the comment made by Hermes in BOI and example of 'justificationism' in 
terms of the meaning assigned to the term 'justificationism' in BOI? That is to 
say, albeit that that way of using the term 'justificationism' may be perverse, 
misleading, inadequate, non-standard, outdated because justificationism is a 
living tradition, or any combination of those, does the Hermes quote count as 
'justificationism' according to that meaning of the term?

Here are two BoI passages:

The misconception that knowledge needs authority to be genuine or reliable 
dates back to antiquity, and it still prevails. To this day, most courses in the 
philosophy of knowledge teach that knowledge is some form of justified, true 
belief, where ‘justified’ means designated as true (or at least ‘probable’) by 
reference to some authoritative source or touchstone of knowledge. Thus ‘how 
do we know . . . ?’ is transformed into ‘by what authority do we claim . . . ?’ The 
latter question is a chimera that may well have wasted more philosophers’ time 
and effort than any other idea. It converts the quest for truth into a quest for 
certainty (a feeling) or for endorsement (a social status). This misconception is 
called justificationism.

And from the terminology section:



*Justificationism*   The misconception that knowledge can be genuine or 
reliable only if it is justified by some source or criterion.

You say it's elementary to figure out what these passages mean. But I do not 
think it is. E.g. I am unsure what you mean by "genuine or reliable". I am not sure 
if that is fallibilist or infallibilist. There's also the complicating issue that we 
disagree about what the Hermes passage says. Since I do not think our 
disagreement is limited to that passage at all, I suggest we drop the matter of that 
particular passage.

In the first passage I quote, you talk about justificationism as the mistake in JTB. 
But in the terminology section you give a broader statement.

The terminology section version could be read something like this:

The misconception that knowledge can only be good (high status) if it is Qified by 
something, such as a positive argument.

But it could also be read more like this:

The misconception that knowledge is only genuine JTB if it is justified.

Or: The misconception that only JTB is knowledge.

Or we could read it more like this:

The misconception that knowledge can be made more genuine (higher status) by 
justifying it.

In the longer first passage, many things are said. E.g. it talks about a quest for 
*certainty*. But then it offers one out: it's certainty or social status. Nothing else is 
allowed. The terminology section does not provide a strong statement allowing 
only those options. The first passage excludes fallibilist non-social-status-seeking 
anything from being justificationism, but the terminology section does not.



So I do not consider it clear what your terminology is.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 10, 2013 at 10:26 PM

On 11/01/2013, at 7:35, "Elliot Temple" <curi@curi.us> wrote:

On Jan 10, 2013, at 6:13 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 9 Jan 2013, at 18:49, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2013, at 5:52 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 7 Jan 2013, at 22:48, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2013, at 2:10 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

...

Next, one argues that this justification must always take the form of 
deriving one idea from another. This is non-trivial,

It's also not how many versions of justificationism work. Consider this 
typical example of justificationism:

"Idea X is supported by evidence Y."

This is not saying X is *derived* from Y. But it is saying Y increases the 
justification of X (possibly via a supporting argument Z).

Do you agree this is a typical example of justificationism?

Yes.

And it is refuted by the infinite-regress argument for the reason that I 
explained but which you have cut out of your quote, namely:

Fortunately the argument works regardless of what the justificationist 



means by 'derivation', so long as it links ideas with ideas.

Suppose someone believes that idea X is supported by evidence Y (via 
argument Z), and he also believes in arbitrary, justified, true, infallible, 
foundational ideas. For simplicity, let's even assume he considers Y (and Z 
too) to be infallible foundations directly.

The regress argument would not work on this person.

Reinterpreting issues of which ideas are true or false as issues of what certain 
kinds of people would or would not believe is a mistake.

Right.

But using different people as proxies for different ideas is unproblematic in 
general and a typical way of discussing.

However, if you are using 'what would work on this particular person' merely as 
a metaphor for 'what argument would refute this particular idea',

yes

So let's set aside the regress argument instead of focussing only on it.

Assuming arbitrary infallible foundations is a mistake that can be refuted. It 
has its own problems. Let's set that aside too.

Granting the arbitrary foundations Y and Z, "idea X is supported by evidence 
Y (via argument Z)" is *still* justificationism, and *still* wrong for *other* 
reasons than any foundationalism or regress.

Those other reasons it's still wrong are important. Non-Popperian 
epistemology is much more mistaken than just regress or foundationalism. 
There are other mistake(s) which are prevalent and come up often, e.g. in the 
idea of supporting evidence

Whatever you want to call them, do you know what those mistake(s) are?



Again, reinterpreting issues of which ideas are true or false as issues of what 
particular people do or do not know is a mistake

yes

Also, it wouldn't even be possible to answer your questions about 'what I know' 
about justificationism, foundationalism, evidence etc so long as we intend 
different meanings for those terms. I'd willingly use the terms with your 
meanings if I knew what they were. I would then use alternative terms for the 
things I want to refer to, and I might well endorse 'justificationism' in your 
sense and only abjure the position referred to by the alternative term. Or I 
might see the error of my ways, abjure both, and agree that it is more 
convenient to use the term in your sense. What we can't do is use the same 
term with two different meanings.

OK. Let's use Qificationism as referring to all epistemologies which advocate, 
use or endorse *positive arguments*. (E.g. they might say "Argument Z Qifies 
idea X". Z is a positive argument that supposedly makes X better.) A non-
Qificationist epistemology would allow only negative, critical arguments, which 
are asymmetric to positive arguments.

I have already provided more lengthy explanations (e.g. Popper's, which you 
chose not to discuss). This short, simple version may be close enough, but 
please regard it as tentative.

One idea common to Qists, but not universal, is that ideas have non-boolean 
status. Qification can increase the status of ideas. High status ideas are better.

Other Qists think the right kind of Qification renders ideas infallible. I'm not 
concerned with them right now.

So Qists might have an idea, X, and Qify it in various ways. They might decide 
X was pretty good, but after some Qification is very good, and later it's really 
great.

(The ways they Qify ideas might not even be things they regard as arguments. 
Maybe one guy uses positive prayer. That would still be Qificationism despite 
lacking arguments. But if you define "Qificationism = epistemologies with 
positive *stuff*" it doesn't get the point across, that's too broad. Fortunately, I 



don't think this complication is going to cause us problems, and we can focus on 
positive arguments in particular.)

This status of ideas can be used in different ways. E.g. they might think that 
really great ideas are more likely to be true than pretty good ideas. But that is 
not their only option. They might also think, for example, that we should choose 
really great ideas over pretty good ones to act on or use, and that this is 
tentative pending new information or arguments.

Questions:

Do you think any positive arguments are ever any good, setting aside all 
problems of regress, foundations, empiricism and infallibilism?

Do you think ideas have non-boolean status in epistemology? E.g. that an idea 
can go from "pretty good" to "good" to "great" (or, e.g., semi-solid to more solid).

It seems David doesn't and BoI is not advocating that. It is arguing against that 
very position. The  technique used to convince a justificationist (most people who 
first begin to read either FoR or BoI) that they are wrong is to take them seriously, 
*in their own terms*.

Taking a justificationist/inductivist/relativist seriously in their own terms allows a 
demonstration that holding that very position leads to absurdity *by their own 
lights* and so convinces the person they were wrong. Such a method of 
argument when successful, turns a person into someone who is no longer a 
justificationist and then, perhaps, they might be (a) able and (b) inclined to go 
back over the argument *they have been convinced by* and attempt an 
explanation of where it fails.

For example, they might say something like "But didn't you assume 
justificationism?" Or "During this step, are you not using a positive argument?" 
and "Isn't this a foundational claim?"

But of course if one wishes to communicate with a *justificationist*, for the 
purpose of convincing them they are wrong, one must first agree with them on 
some things. Many things. On the topic of justification alone they must first agree 
on terms and techniques of argument *to get the conversation going* not 
because one endorses some sort of ontology about the truth of "justificationism" 
or the validity or positive arguments.



Assuming, for the purpose of an argument by contradiction, that what a 
justificationist believes is true, does not mean that one endorses that very 
position. It is little more than an agreement on 'how the board should be set', an 
agreement on how to commence the debate, so the game can be played 
according to the rules the justificationist will agree upon, and won. Once the 
debate *is won*, both parties will be able to say:

"You see, the debate itself was actually silly because I have shown we were 
arguing over something *you* were assuming was true and look at all these 
misconceptions you have been cured of. I went with that assumption and it has 
led to absurdity! You can see that now, can't you?"

But before we can even get to any of that, I think it's necessary to get a more 
elementary issue out of the way. Namely:

Is the comment made by Hermes in BOI and example of 'justificationism' in 
terms of the meaning assigned to the term 'justificationism' in BOI? That is to 
say, albeit that that way of using the term 'justificationism' may be perverse, 
misleading, inadequate, non-standard, outdated because justificationism is a 
living tradition, or any combination of those, does the Hermes quote count as 
'justificationism' according to that meaning of the term?

Here are two BoI passages:

The misconception that knowledge needs authority to be genuine or reliable 
dates back to antiquity, and it still prevails. To this day, most courses in the 
philosophy of knowledge teach that knowledge is some form of justified, true 
belief, where ‘justified’ means designated as true (or at least ‘probable’) by 
reference to some authoritative source or touchstone of knowledge. Thus ‘how 
do we know . . . ?’ is transformed into ‘by what authority do we claim . . . ?’ The 
latter question is a chimera that may well have wasted more philosophers’ time 
and effort than any other idea. It converts the quest for truth into a quest for 
certainty (a feeling) or for endorsement (a social status). This misconception is 
called justificationism.



And from the terminology section:

*Justificationism*   The misconception that knowledge can be genuine or 
reliable only if it is justified by some source or criterion.

That passage, like all passages, cannot be written in such a way that it cannot be 
misunderstood.

You say it's elementary to figure out what these passages mean. But I do not 
think it is. E.g. I am unsure what you mean by "genuine or reliable".

It means exactly what a justificationist *would mean* by "genuine or reliable". 
Why would it be written this way? Because stating that knowledge is what a 
justificationist would label as "genuine or reliable" is itself part of the 
*misconception* the passages are exposing. I assume David means "what you, a 
justificationist, means by genuine or reliable." And this is going to be the case 
even if the justificationist doesn't label themselves as a justificationist.

I am not sure if that is fallibilist or infallibilist. There's also the complicating issue 
that we disagree about what the Hermes passage says. Since I do not think our 
disagreement is limited to that passage at all, I suggest we drop the matter of 
that particular passage.

In the first passage I quote, you talk about justificationism as the mistake in JTB. 
But in the terminology section you give a broader statement.

The terminology section version could be read something like this:

The misconception that knowledge can only be good (high status) if it is Qified 
by something, such as a positive argument.

But it could also be read more like this:

The misconception that knowledge is only genuine JTB if it is justified.



Or: The misconception that only JTB is knowledge.

Or we could read it more like this:

The misconception that knowledge can be made more genuine (higher status) 
by justifying it.

Or:

The misconception that there exists such a thing as knowledge which can be 
created by some process which goes by that name.

Or

The misconception that knowledge can be genuine or reliable only if it is justified 
by some source or criterion (including the criterion "survived all attempts to 
successfully criticise")

Or...

Ad infinitum

As one cannot provide any foundational, final definitions, the questions about 
what words or passages mean can go on like this:

A: Justificationism*   The misconception that knowledge can be genuine or 
reliable only if it is justified by some source or criterion.

B: But what do you mean by genuine, reliable, justified, source and criterion?

A: I mean whatever a justificationist means.

B: So you are a justificationist?

A: No. My argument is a refutation of that.

B: But you have specifically said that you believe that knowledge can be justified.



A: Yes, for the purpose of an argument by contradiction.

B: So you endorse some positive arguments. That there is a foundational 
assumption.

A: Yes, just as a justificationist would.

B: So you *are* a justificationist.

A: No. Taking seriously the foundational claim that a justificationist would endorse 
leads to an absurdity that *in the mind of the justificationist* will convince him that 
justificationism is wrong.

Wittgenstein's Ladder from the Tractatus comes to mind here:

"My propositions serve as elucidations in the following way: anyone who 
understands me eventually recognizes them as nonsensical, when he has used 
them - as steps - to climb beyond them. He must, so to speak, throw away the 
ladder after he has climbed up it."

Wittgenstein was right about that. Although much of what *he* says is 
meaningless, the idea of the ladder used to climb out of a hole of misconceptions 
is useful.

Having used David's arguments in BoI to cure oneself of justificationism, one 
recognises that the argument takes seriously terms like "justficationism" (these 
are rungs on the ladder so to speak) and, having climbed out of the hole, one can 
throw away the ladder (that is, recognise that justificationism is actually not a 
serious position *that can do useful work* in epistemology, but is rather a 
misconception).

Perhaps, to take the analogy further still, one might recognise they were never 
actually in the hole using the ladder at all, but rather were just under a 
misconception that they were.

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Are personal attacks metadiscussion?
Date: January 11, 2013 at 7:50 AM

On 11/01/2013, at 2:15, "Rami Rustom" <rombomb@gmail.com> wrote:

A samharris.org poster made a personal attack on me and didn't discuss
anything substantive of my ideas. He wrote it on my blog, not on the
forum. I couldn't email him back because he didn't leave an email
address. Some questions for you:

Are personal attacks metadiscussion?

Do personal attacks warrant doing metadiscussion? I think yes. But I
don't know what problems I should look out for. Some more questions
below.

So this is what the anonymous poster said:

You're right. It's personal. And it's an attack. I other words, ad-hominem. I am 
attempting to reply on your forum. You deal with the issues well, in my view...so 
I'll focus instead on something else I think is important.

I would say that the fact he is an *anonymous* poster is a problem in this 
instance.

Anonymity is important, perhaps essential at times and we need to protect 
anonymity where it is important for progress to occur. In others places it can be a 
moral error. This is because it devalues the importance of personhood precisely 
where personhood should be valued. Such as, for example, expressing a 
contrary view and 'owning' original ideas. Because anonymous posters are 
fungible with respect to the labels they give themselves, there is no way to 
successfully criticise the idea(s) of an anonymous person such that they actually 
ever *learn* anything. In this way, anonymous posters can be mechanisms by 
which bad static memes survive.

A genuinely (by which I mean consistently) anonymous person cannot be 
convinced they are wrong because there are so many people who answer to that 
same label. So if you do think you have a good criticism of their idea(s) then 
*even if they agree with you on that point* it becomes easier than it might 



otherwise be to ignore the criticism. The technique (tactic, more correctly) 
common on the internet but not *in person* is to be dogmatic about certain things 
and enter debates, *lose them* and then simply change your 
name/pseudonym/handle/nickname rather than your *idea* to something else and 
remain able to promote an idea which has already been successfully criticised in 
your very presence.

That last point is important. If you, and your anonymous interlocutor are the only 
witnesses (or in some cases *among* the only witnesses) to the debate where 
you successfully criticise their view then the very person that needs to improve, 
can more easily avoid improving and *we all lose* then. Time is wasted, and the 
opportunity (and sometimes actuality) arises where the same debate is had *with 
the same person* pretending to be someone else.

Again, anonymity can be used as a *mechanism which helps ensure static 
memes flourish*. In real life, people can notice their own irrational clinging to bad 
ideas because they become embarrassing and it becomes obvious to them, and 
others, why those views are embarrassing silliness - so (for example) we 
successfully marginalise people who are committed to homeopathy from holding 
important positions in the health services (say). On the net, the culture is what 
you have found in this instance on your blog. The very concept which is taken for 
granted these days is that you can post *insults* against an author such as 
yourself and never be accountable in such a way as "anonymous" never learns 
any lessons about what he has done wrong. If he feels bad at any point, he just 
changes his name, never his ideas. That is the modus operandi of such a person, 
often. The problem is that if you successfully criticise his post, he can just repost 
his insults under another name. Or pretend to get support under fake 
pseudonyms.

This is a form of trolling. The result, sadly, can be wasted effort by good people 
like yourself in honestly trying to enter a discussion with “someone” for the 
purpose of making progress (learning), only to have the other person vanish into 
thin air. It means the person can avoid ever admitting to mistakes and, as we 
know, this is painful for some people. Of course *you* learn a lesson. You learn 
that sometimes your time can be wasted.

Of course all this *can* happen with a named person, with an email address and 
other contact details and so forth. Don't misunderstand...I'm *not* arguing we 
need to provide lots of personal details for each post. But I am arguing for a 
culture of "ownership" when it comes to ideas - such as posts made on 



email/newsgroup/webpage discussion groups. To own, you should be a person, 
to have an idea, you must be a person. These things are linked. Anonymity 
undermines this. Sometimes for good reasons.

Anonymity is really important in some situations as I said. I don't want to suggest 
it be done away with. Things like voting. Voting should be anonymous because 
there are violent people out there who can coerce you into voting a certain way.

But discussions about opposing ideas held by *people* should generally not be. 
It's no good if *candidates* in an election are anonymous, for example. (Some 
exceptions also include when there is some risk to open discourse - freely 
expressing yourself on certain topics in North Korea at the moment is as sure a 
method of suicide as putting a loaded gun to your head and pulling the trigger.)

Anyways, anonymous people rarely change their ideas and actually reduce their 
ability to do so. They give themselves an easy "out". If they don't like the fact they 
have been shown to be wrong, they just change their handle/nickname to some 
other anonymous label. In short, they don't change their ideas, if you win the 
argument, they change their *name*. So why debate with them if you know they 
will not admit when you have won the debate? This way you lose some 
opportunity of knowing if you are correct.

In "real life" it is harder to convincingly maintain anonymity in a public discussion. 
In real life you have to own your ideas publicly. This isn’t to say we should say 
everything we think all the time to everyone who will listen. It just means we 
should *strive* for honest consistency.

Anonymous people can most easily do the opposite. In fact they can do one or 
both of two things more easily than people who own, by name, their own ideas. 
They can:

1. Promote ideas they do not actually believe or know much about for the 
purpose of trolling

(Trolling is to be deliberately provocative in an ad-hominem way to try to draw 
*you* into ad-hominem retorts so then the competition becomes who can insult 
the best. This is something the troll is trying to perfect, rather than anything else. 
They *enjoy* insults and developing new, fun, funny (in their opinion) techniques. 
The comment on your website...is trolling).



There is a cost in insulting someone publicly when you are *not* anonymous. 
They avoid this. The interesting thing for them is not about making progress in a 
discussion, it's about maintaining their position at all costs.  If you are anonymous 
one cost you avoid is any cost to your character.

2.  They are trialing multiple, incompatible views at once on the *same* person 
they think is smart to see which one survives criticism. This isn’t honest. It’s better 
to simply admit one *does not know* which of those ideas is correct.

Hi there! I noticed in reading this article--and I don't mean for you to take 
offense to this--but I couldn't help notice that you must be very dumb. I'm sure 
this isn't the first time you've heard this and it may be the case that others who 
have noticed this fact about you have insisted that being dumb leads to, say, 
unhappiness, no friends, being a loser. And so I understand if you react to the 
label of "dumb" by attempting to prove that you're, in fact, not dumb by coming 
on here and posting your ideas. I'm here to tell you--and not in a facetious 
way--that it's okay to be dumb. Being dumb doesn't disqualify you from being 
loved and from living a worthwhile life. In the future, when confronted with a 
task that requires some thinking (e.g. discussing psychiatric disorders, 
discussing philosophy, voting for a president), make sure to remember that the 
idea that you are about to have is probably wrong. I think that that will help you 
out in the long run.

end quote

Then I replied on my blog (and I also posted this on the harris forum
in the thread that the poster was reading when he clicked to my blog):

Why should I take offense? You've said nothing substantive. And even
if you did say something substantive, why would I take offense? Either
your criticism is correct, in which case I've just learned that I was
mistaken and I've fixed my mistake, or your criticism is wrong, in
which case I will criticize your criticism helping you see your
mistake. This is good, not bad.

But you didn't provide me with any (substantive) criticism. A
criticism is an explanation of a flaw in an idea. You did not provide
me with any explanations of any flaws in my ideas. All you did was



assert that I'm dumb, thereby implying that many of my ideas are
flawed. So you've left me with no way of criticizing your unspoken
criticisms.

end quote

Hows that? Notice anything ambiguous?

No. You are correct in what you say. You criticise what they write but the text you 
reply to has not been owned by anyone. Normally we want our criticisms to lead 
to someone learning something and improving. This probably won't happen here 
because the anonymous person has relinquished all ownership to anything they 
have written. In short, they have given up one of the most valuable things about 
them as an individual: their "personhood". Why would they want to give up being 
a person?

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Anonymous voting (was: Are personal attacks metadiscussion?) 
rational-politics-list@googlegroups.com
Date: January 11, 2013 at 10:53 AM

On Fri, Jan 11, 2013 at 6:50 AM, Brett Hall <brhalluk@hotmail.com> wrote:

Anonymity is really important in some situations as I said. I don't want
to suggest it be done away with. Things like voting. Voting should be
anonymous because there are violent people out there who can coerce you into
voting a certain way.

Voting should be *allowed* to be anonymous, not forced.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: skg <skudge@gmail.com>
Subject: [BoI] Re: Are personal attacks metadiscussion?
Date: January 11, 2013 at 11:58 AM

If this was a personal attack, the best response is simply to ignore it.

It can be read as a satire of some critical-rationalist/fallibilist posting
style. As such, it is (potentially) a meaningful and useful form of
criticism.

Popper advocated engaging with the best argument of a critic. If you can
discover a valid argument within it, the best response would be to let that
argument inform future posts. If not, ignoring it again seems the best
response.

cheers,
skg

-- 



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Anonymous voting (was: Are personal attacks 
metadiscussion?)
Date: January 11, 2013 at 1:54 PM

On Fri, Jan 11, 2013 at 7:53 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Jan 11, 2013 at 6:50 AM, Brett Hall <brhalluk@hotmail.com> wrote:

Anonymity is really important in some situations as I said. I don't want
to suggest it be done away with. Things like voting. Voting should be
anonymous because there are violent people out there who can coerce you
into
voting a certain way.

Voting should be *allowed* to be anonymous, not forced.

Voting is *currently* allowed to be anonymous.  It's not forced.
People frequently, publicly, state how they are voting with no
significant censure.  Sometimes there's minor social pressure from
people who think it should be super-anonymous, but that's not all that
common or severe.

I'm not sure from your comment here what you were saying.  Maybe you
thought Brett was advocating forced-anonymity?  Maybe you were
indicating that voting currently involves forced-anonymity?  I think
both of those are wrong, but if you had a different meaning I'm
curious what it was.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [Objectivism Discussion] _Athene's Theory of Everything_ Part 1 
objectivism-discussion <objectivism-discussion@googlegroups.com>
Date: January 11, 2013 at 7:05 PM

On Thu, Jan 10, someone wrote:
On Thu, Jan 10, Rami wrote:

_Athene's Theory of Everything_ Part 1:

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o
(this video has all the parts, not just Part 1)

Note that as we create new ideas, we are creating new connections. So the
more we solve problems, the more connections we make.

I don't know that this is established fact.  The notion of creating new
axonal pathways or new synaptic connections is useful as a paradigm for
discussion, especially pertaining to human behavior and learning, but we
don't actually know if this is true or not.

What other way does the brain have to *create* new ideas? I mean, how
are ideas physically instantiated in the brain? If not by connections,
then how else?

If you don't have an answer (I mean if neurology and everybodyelse
doesn't have an answer), then this is the prevailing theory and it has
no rivals. In which case I consider it true (for now).

What we can demonstrate scientifically is that the activity/behavior of the
cerebral cortex is adaptable, depending on the stimulus or injury.  This may
be related to reorganization of neural networks and/or upward or downward
regulation of chemical transmitters, their receptors, and the second
messenger pathways that are involved in chemical signaling within each cell.

Its interesting to me how neuroscientists focus on neurons and
neuroplasticity but not on philosophy.

There is probably a need for a better interface between neuroscience and

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


philosophy, but that line between the two is already murky.  What I often
see is that amateurs invoke philosophical concepts to fill in the gaps of
knowledge in neuroscience.  In fact, I think that's what "Athene" has done
in the first half of that video.

The interface is already figured out. All science uses philosophy. And
scientists that don't know the right philosophy, make more mistakes in
science than do the scientists that know better philosophy.

For example, in order for a scientist to do science, he must (1) guess
a theory and also (2) guess a way to do an experiment that could
falsify that theory. Knowing how to do this thinking process is
philosophy, not science. Some scientists mess this up by not knowing
that step (2) is about falsification not corroboration -- because no
amount of corroboration will show that a theory true. In other words,
step (2) must be a negative argument, not a positive one.

A scientific theory that is unfalsifiable, is not a scientific theory.
Why? Because by its very nature, one cannot do an experiment on it.
This is what Popper's *line of demarcation* is about.

Whats happening is that when an axon has a signal pass through it, that
stimulates a response that causes more mylen sheath to be added to the 
axon.

Actually, myelination is essentially complete by the age of two in humans.
Additional myelination would not only be ineffective at optimizing neuronal
transmission, but it would also probably make it worse, due to the mechanism
of saltatory conduction.  Re-myelination does occur, but that's after an
axon has been demyelinated due to injury of some kind.

So what is meant by the theory that people's brains are "developing"
beyond 25 y.o. or even later? What do they mean by "developing"? One
thing that I thought it meant is that more connections are being
created.

He's saying that our talents are created by us -- that we are not born with



them. I agree.

I would disagree with this, at least partially.  I think most research, in
the field of cognitive/behavioral neuroscience, has shown that BOTH nature
and nurture are important in human intellectual development.

I disagree with the nature/nurture debate. Both sides forget about free will!

The pendulum
has often swung from one being favored over the other in the past few
decades, but there is strong evidence in favor of both.  This probably
reflects the early development of the cortical networks that happens in
utero; this is driven largely by genetics, as has been born out in several
twin studies.  Obviously, whatever innate tendencies exist, an individual
has the ability to modify those or create new ones through effort and
experience.  However, there will likely be limits to one's ability to do
that, and those limits will be due to genetic predispositions or
developmental variants.

In people that are able to guess and criticize, there are no limits.
This is a consequence of the universality of how our minds create
knowledge, which is by guesses and criticism.

Some people *are* limited. Those are the ones with incomplete brain
development (or brain damage) that renders them unable to guess and criticize.

From as far back as I can remember, I was interested in knowing how the
world works. From as far back as my mom can remember, she was interested 
in
knowing how to express people and the world in art (drawing, painting,
etc.). So with years of thinking (aka problem solving) about our interests,
we improved our skill (aka talent). We were not born with talent. We created
talent.

One could make the argument that the "interest" is inherent within you.
Therefore, the effort expended to create/increase skill in that area of
interest was predetermined.  I.e., we don't feel it a burden to spend time
and energy on those tasks that we enjoy.



Sure, but that amount of "interest" is so tiny that we can say that
its negligible.

Also, that initial "interest" could be due to a random chance event
that happened on day 5 of a newborn's life -- meaning that its not
nature but (accidental) nurture.

So, while the proximate cause of
our talent is our effort, it may be that the drive/will to exert that effort
was genetically present.  I believe that this is the crux of Sam Harris'
argument in his recent book "Free Will".

But drive and will are manifestations of our knowledge. Do you agree?

Here's a discussion on Akrasia that might clear up some of our
disagreements on that:

https://groups.google.com/d/msg/beginning-of-
infinity/YlmEhzzaJtg/IL0_fEEmm9UJ

That implies that a brain chemical causes this defensive state. But that is
false. The cause is one's ideas. And if a person has certain bad ideas, then
the norepinephrine gets triggered.

I think this is a "chicken or the egg" type of problem.  Did the
neurotransmitters create the emotional state or vice versa?  Again, one
could make the argument that pre-conditioning (or "bad ideas", as you said)
is what allows an emotional state to be more likely.  However, those bad
ideas may have also arisen from a prior emotional state, which in itself may
have been caused by bad ideas.  It may be an endless regression, unless you
can find a "first cause" for the current state.

I'm not sure what you're saying the significance of that is.

If I have a bad attitude towards disagreements, do you agree that I
can fix it? And if I fix it, do you agree that disagreements will no
longer cause me to go into that "defensive state" (aka get emotional)?

https://groups.google.com/d/msg/beginning-of-infinity/YlmEhzzaJtg/IL0_fEEmm9UJ


The reality is that the only difference between me and others is our
philosophy (aka worldview). Anybody can learn this philosophy and thus
change his attitude towards conflicts of ideas (aka disagreements).

I really like this idea.  I think it took me a long time to realize this in
my own life, but it's so true.

This is something that Objectivism falls short on. Its a core idea in Popperism.

The first section of Athene's theory describes how the left brain, which
deals with more linear reasoning, attempts to preserve beliefs held against
conflicting incipient information by using noradrenaline to simply block it
out.

This is a good example of what I said earlier..."Athene" is using a
superficial or outdated understanding of neuroscience to making some
sweeping statements.  The notion of left vs right brain is simply not a good
representation of the complexity of cortical interaction.  The problem is
that there is a kernel of truth to the idea, which is why it holds such
fascination for the amateur neuroscientist.  However, suggesting that
complex higher brain function (cognition, emotionality, personality, etc)
can be reduced to "left brain" vs "right brain" is just ridiculous.

This is my understanding of the causal chain:

(1) A person is presented with a string of words (that he has not yet
interpreted).

(2) He thinks about those words (aka interprets them). Most of this
processing is subconscious and inexplicit.

(3) If (2) resulted in the understanding that there was a disagreement AND
if the person has the anti-rational meme that disagreements are bad, then
his brain fires neurochemicals that causes it to enter the defensive state.
And this is what people experience as emotion.



(4) If (3) resulted in the defensive state, then the brain is now less
capable of rationality while the brain is still in that defensive state.

I agree with the general outline of this sequence, but I would suggest that
it might be even more complex.  For example, the STYLE of communication can
also affect the listener's emotional state.

Right. Instead of "words", I should have said something like *all the
various ways that people communicate, including words, body language,
facial expressions, etc.* or *words and social vibrations*.

Consider loudly and
aggressively yelling the words "I love you".  The words themselves may be
benign, or even desirable to hear, but the brain may create a "defensive
state" prior to hearing the CONTENT of the words themselves.  This is a
minor point, which is likely covered by your comments in (2) about the
subconscious processing of information.

In summary, it was an interesting video and an interesting (and
entertaining) exchange.  I agree with your statement that scientists are bad
at philosophy; I would humbly suggest that the converse is also true
(philosophers tend to be bad at science).

Not Popperians! Popperism is the true philosophy, all others are
false. By that I mean that I (we) have no criticisms of Popperism and
I (we) have criticisms of all the others.

Also, many "scientists" are bad
at science, and I suspect many "philosophers" are bad at philosophy.  Having
a title does not an expert make.  Personally, I just like to think of myself
as a "truth-seeker", and a very inexpert one at that.

Some people who call themselves Popperians do not know Popperism well.

Some people who have never been introduced to Popperism, already know
lots of ideas that are consistent with Popperism. For example, what
you just said there indicates that you are a fallibilist, which is
part of Popperism. I'm not saying that Popper created the idea of



fallibilism (it was created pre-Socrates), but Popper is the one that
first understood how fallibilism connects to the process of how knowledge
is created (in science and all other spheres of knowledge).

Here's my quote explaining fallibilism:

"We are all fallible -- anyone of us can be wrong about any one of our
ideas. So shielding any one of my ideas from criticism means
irrationally believing that I have the truth."

That quote is referring to all spheres of knowledge, but most crucial
is psycho-epistemology. People rationalize a lot and
whats needed to protect oneself against his own subconscious
rationalizing is (1) a good understanding of fallibilism, (2) a good
understanding
of how knowledge is created, and (3) knowledge of some typical problems in
psycho-epistemology.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] _Athene's Theory of Everything_ Part 1
Date: January 11, 2013 at 7:38 PM

On 12/01/2013, at 11:06, "Rami Rustom" <rombomb@gmail.com> wrote:

<snipped>
.

In people that are able to guess and criticize, there are no limits.
This is a consequence of the universality of how our minds create
knowledge, which is by guesses and criticism.

Some people *are* limited. Those are the ones with incomplete brain
development (or brain damage) that renders them unable to guess and criticize.

Then they aren't people, right?

Or else, what's a person? Is the best answer "I don't know" ?

<snipped>

Popperism is the true philosophy, all others are
false. By that I mean that I (we) have no criticisms of Popperism and
I (we) have criticisms of all the others.

"The" true philosophy? Of science, you mean? Or do you also mean of everything 
else too? Aesthetics? Morality? Mathematics? Does Popperism cover 
everything? Did Popper himself think he covered everything philosophy should 
concern itself with?

Also, many "scientists" are bad
at science, and I suspect many "philosophers" are bad at philosophy.  Having
a title does not an expert make.  Personally, I just like to think of myself
as a "truth-seeker", and a very inexpert one at that.

Some people who call themselves Popperians do not know Popperism well.



True, but so what? How much must you know about how science or knowledge 
creation generally, works, before you can be said to understand it "well"? I 
suppose different Popperians would have different views on *that*. If they are 
Popperians at all, surely they will eventually agree? Labels are fraught, though. 
They seem to breed dogmatism.

Dogmatism leads to schisms so it's better to talk about ideas than labels. What I 
mean to say here is that calling oneself a Popperian while also saying that some 
of those who also answer to the label don't actually understand it, while you do, 
won't lead to progress. I'm not saying the label has no use at all...but there are 
pitfalls.

I recall that some fans of Justin Bieber call themselves "Beliebers". Some 
Beliebers say that other Beliebers really aren't because those Beliebers lack the 
purity required to really be designated with that label. For example, some say if 
you also like the boy-band "One Direction" you aren't a true Belieber. They would 
understand that if they knew what it meant to be a true Belieber.

Brett.



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] _Athene's Theory of Everything_ Part 1
Date: January 11, 2013 at 8:09 PM

On 12/01/2013 11:38 AM, Brett Hall wrote:
Dogmatism leads to schisms so it's better to talk about ideas than labels. What I 
mean to say here is that calling oneself a Popperian while also saying that some 
of those who also answer to the label don't actually understand it, while you do, 
won't lead to progress. I'm not saying the label has no use at all...but there are 
pitfalls.

Someone wrote that the original group of people who were actively using 
Popper's ideas didn't actually call themelves Popperians. That was a  label put on 
them by opponents, especially among philosophers, in the way that Austrian 
economics got its name from German enemies who used it as a term of abuse. 
When were Einstein, Medawar, Eccles and Monod called Popperians?

Maybe Critical Rationalism is a better generic term because it reduces the 
"personality cult" overtones of Popperism. But because Popper is the best source 
to consult for the ideas of critical rationalism, conjectural knowledge and etc it is 
practically impossible to avoid invoking his name from time to time.

Rafe Champion



From: Rami Rustom <rombomb@gmail.com>
Subject: [Objectivism Discussion] Justificationism and Critical Rationalism 
objectivism-discussion <objectivism-discussion@googlegroups.com>
Date: January 11, 2013 at 10:03 PM

[I have questions for you in brackets.]

Here's my understanding of Justificationism and Critical Rationalism
(also known to non-Critical Rationalists as Popperism).

_Justificationism_:

Justificationism says that positive arguments can make a theory true.

Some justificationists are also Bayesians. Bayesianism says that
better (or more probable) knowledge can be calculated using
arbitrarily-assigned values for the weight of a positive argument.

_Critical Rationalism (aka Popperism)_:

Critical Rationalism says that all knowledge is created by (1) guesses
and (2) criticism:

(1) Positive arguments are another name for guesses. A guess is the
creation of a new theory.

(2) Negative arguments are another name for criticism. A criticism is
a falsification of a theory.

In other words, a theory is fallibly true, as long as there is no
negative argument acting against it.

A consequence of this is that Justificationism is wrong, since
positive arguments cannot make a theory true. All positive arguments
can do is propose theories. And those theories are true only as long
as no negative argument is acting against it.

[I don't know how to transition to below, which makes me think that



its unrelated and should be moved to another post. What do you think?]

Truth is objective. This means that truth exists independent of what
people think about what the truth is. We call this Objective
Knowledge.

People are fallible. This means that people cannot know which of their
ideas are objectively true -- any one of them could be wrong. What we
do have is fallible knowledge. A consequence of this is that people do
not have access to infallible sources of knowledge, like intuition,
emotion, justification, [what else should go here?], etc.

[What flaws do you see? I'd appreciate criticism.]

[I want to put this on my blog.]

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [Objectivism Discussion] Re: Justificationism and Critical Rationalism 
objectivism-discussion <objectivism-discussion@googlegroups.com>
Date: January 11, 2013 at 10:14 PM

On Fri, Jan 11, 2013 at 9:03 PM, Rami Rustom <rombomb@gmail.com> wrote:
[I have questions for you in brackets.]

Here's my understanding of Justificationism and Critical Rationalism
(also known to non-Critical Rationalists as Popperism).

_Justificationism_:

Justificationism says that positive arguments can make a theory true.

Some justificationists are also Bayesians. Bayesianism says that
better (or more probable) knowledge can be calculated using
arbitrarily-assigned values for the weight of a positive argument.

_Critical Rationalism (aka Popperism)_:

Critical Rationalism says that all knowledge is created by (1) guesses
and (2) criticism:

(1) Positive arguments are another name for guesses. A guess is the
creation of a new theory.

(2) Negative arguments are another name for criticism. A criticism is
a falsification of a theory.

In other words, a theory is fallibly true, as long as there is no
negative argument acting against it.

A consequence of this is that Justificationism is wrong, since
positive arguments cannot make a theory true. All positive arguments
can do is propose theories. And those theories are true only as long
as no negative argument is acting against it.



[I don't know how to transition to below, which makes me think that
its unrelated and should be moved to another post. What do you think?]

Truth is objective. This means that truth exists independent of what
people think about what the truth is. We call this Objective
Knowledge.

People are fallible. This means that people cannot know which of their
ideas are objectively true -- any one of them could be wrong. What we
do have is fallible knowledge. A consequence of this is that people do
not have access to infallible sources of knowledge, like intuition,
emotion, justification, [what else should go here?], etc.

[What flaws do you see? I'd appreciate criticism.]

[I want to put this on my blog.]

I forgot to include the idea that spawned the thought train that lead
to this post:

Ideas are either true or false, i.e. 1 or 0.

A guess creates an idea -- and we set its truth value to 1.

A criticism falsifies an idea -- and we set the falsified idea's truth
value to 0, and we set the criticism's truth value to 1

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] _Athene's Theory of Everything_ Part 1
Date: January 12, 2013 at 7:36 AM

On Fri, Jan 11, 2013 at 6:38 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 12/01/2013, at 11:06, "Rami Rustom" <rombomb@gmail.com> wrote:

<snipped>
.

In people that are able to guess and criticize, there are no limits.
This is a consequence of the universality of how our minds create
knowledge, which is by guesses and criticism.

Some people *are* limited. Those are the ones with incomplete brain
development (or brain damage) that renders them unable to guess and 
criticize.

Then they aren't people, right?

Or else, what's a person? Is the best answer "I don't know" ?

Similarly, if I'm in a permanent comma because I have brain damage due
to lack of oxygen, and the only parts of my brain that are working are
the ones controlling my organs, and I'm being kept alive by machines,
am I alive or dead? I'd say dead.

<snipped>

Popperism is the true philosophy, all others are
false. By that I mean that I (we) have no criticisms of Popperism and
I (we) have criticisms of all the others.

"The" true philosophy? Of science, you mean? Or do you also mean of 
everything else too? Aesthetics? Morality? Mathematics? Does Popperism 
cover everything? Did Popper himself think he covered everything philosophy 
should concern itself with?



I should have said epistemology not philosophy.

Also, many "scientists" are bad
at science, and I suspect many "philosophers" are bad at philosophy.  Having
a title does not an expert make.  Personally, I just like to think of myself
as a "truth-seeker", and a very inexpert one at that.

Some people who call themselves Popperians do not know Popperism well.

True, but so what? How much must you know about how science or knowledge 
creation generally, works, before you can be said to understand it "well"? I 
suppose different Popperians would have different views on *that*. If they are 
Popperians at all, surely they will eventually agree? Labels are fraught, though. 
They seem to breed dogmatism.

I don't think its important to think of a "cutoff" point.

Dogmatism leads to schisms so it's better to talk about ideas than labels. What I 
mean to say here is that calling oneself a Popperian while also saying that some 
of those who also answer to the label don't actually understand it, while you do, 
won't lead to progress. I'm not saying the label has no use at all...but there are 
pitfalls.

Note that I didn't say that I am of the group that understands
Popperism well. Maybe I don't (yet).

I recall that some fans of Justin Bieber call themselves "Beliebers". Some 
Beliebers say that other Beliebers really aren't because those Beliebers lack the 
purity required to really be designated with that label. For example, some say if 
you also like the boy-band "One Direction" you aren't a true Belieber. They 
would understand that if they knew what it meant to be a true Belieber.

Similarly, Muslims often say that other people (who self-identify as



Muslims) are not real Muslims. Its hard to say in these situations
since the rules of Islam are arbitrary (and conflicting).

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] _Athene's Theory of Everything_ Part 1
Date: January 12, 2013 at 7:44 AM

On Fri, Jan 11, 2013 at 7:09 PM, Rafe Champion <rchamp@bigpond.net.au> 
wrote:

On 12/01/2013 11:38 AM, Brett Hall wrote:

Dogmatism leads to schisms so it's better to talk about ideas than labels.
What I mean to say here is that calling oneself a Popperian while also
saying that some of those who also answer to the label don't actually
understand it, while you do, won't lead to progress. I'm not saying the
label has no use at all...but there are pitfalls.

Someone wrote that the original group of people who were actively using
Popper's ideas didn't actually call themelves Popperians. That was a  label
put on them by opponents, especially among philosophers, in the way that
Austrian economics got its name from German enemies who used it as a term 
of
abuse. When were Einstein, Medawar, Eccles and Monod called Popperians?

Maybe Critical Rationalism is a better generic term because it reduces the
"personality cult" overtones of Popperism.

We shouldn't use the term Popperian like we shouldn't use the term Randian.

But because Popper is the best
source to consult for the ideas of critical rationalism, conjectural
knowledge and etc it is practically impossible to avoid invoking his name
from time to time.

So maybe a good way to solve both problems you stated is to use both
terms like so:

Critical Rationalism (also known to non-Critical Rationalists as Popperism).

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Anonymous voting (was: Are personal attacks 
metadiscussion?)
Date: January 12, 2013 at 7:49 AM

On Jan 11, 2013 12:54 PM, "Dan Frank" <danjfrank@gmail.com> wrote:

On Fri, Jan 11, 2013 at 7:53 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Jan 11, 2013 at 6:50 AM, Brett Hall <brhalluk@hotmail.com> wrote:

Anonymity is really important in some situations as I said. I don't want
to suggest it be done away with. Things like voting. Voting should be
anonymous because there are violent people out there who can coerce you
into
voting a certain way.

Voting should be *allowed* to be anonymous, not forced.

I was confused. See below.

Voting is *currently* allowed to be anonymous.  It's not forced.
People frequently, publicly, state how they are voting with no
significant censure.

Can be lies.

Sometimes there's minor social pressure from
people who think it should be super-anonymous, but that's not all that
common or severe.

I'm not sure from your comment here what you were saying.  Maybe you
thought Brett was advocating forced-anonymity?  Maybe you were
indicating that voting currently involves forced-anonymity?  I think
both of those are wrong, but if you had a different meaning I'm
curious what it was.



I was thinking about whether or not people can vote out in the open
without booths so that its public not private. But...

I think it doesn't matter these days anyway. A voter could take
pictures of his completed ballot and post it online. And there would
be no legal repercussions. So I was wrong to think it was forced.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Justification and induction
Date: January 12, 2013 at 8:57 AM

On Wed, Dec 26, 2012 at 3:09 PM, Elliot Temple <curi@curi.us> wrote:
Induction has an old problem: whatever ideas people think they've induced may 
be false. So what good is induction?

It is a source of guesses. Thats it.

The standard answer, stated or not, is that inducing ideas increases their 
epistemological status (justification). By a lot.

Thats wrong because ideas are boolean, i.e. they are either true or
false (aka 1 or 0).

This is a bad answer because it makes the standard justificationist mistake: to 
think ideas have degrees of status.

Which is wrong because there are only two possible statuses, 1 and 0.
There are no degrees. So you can't have a +2 or +10 or +1000.

One of the consequences is to treat criticism as lowering status, which allows 
ignoring some problems.

Right. It means that criticisms (because they are ideas themselves)
have degrees of status. In which case they would have degrees of
negative status acting against the guess that the criticism applies
to. So for example, lets say that a guess has been given a degree of
truth of 10, and lets say its criticism has been given a status of 8,
then the overall status of the guess is 10 - 8 = 2, which says its
true, since its the degree of truth value is more than 0.

But actually the guess is falsified by the criticism, so it is false
-- its truth value is 0. The math works like this: 1 - 1 = 0.



When there is a criticism, what is actually needed to rescue any knowledge is 
an explanation.

Specifically, an explanation of a flaw in the criticism that is acting
against the guess in question.

Another justificationist mistake is positive arguments that increase status.

Yes, no argument can "make" a theory true, or increase its probability
of being true. In other words, corroboration does not add to the
status of a guess.

Where does probability come in? The probability people have a semi-
reasonable point within the mistaken context of justificationism. These degrees 
of status can be made more precise using math. We should be more rigorous 
and use actual numbers. And when we have new evidence or arguments, the 
numbers should be updated using the correct math (Bayes' theorem), rather 
than by whim.

Besides justificationism, a problem with the probability approach is the initial 
numbers are assigned arbitrarily. In order to start doing their more precise math 
they begin matters with a super arbitrary step.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Justification and induction
Date: January 12, 2013 at 9:03 AM

On 12 Jan 2013, at 13:57, Rami Rustom <rombomb@gmail.com> wrote:

On Wed, Dec 26, 2012 at 3:09 PM, Elliot Temple <curi@curi.us> wrote:
Induction has an old problem: whatever ideas people think they've induced 
may be false. So what good is induction?

It is a source of guesses. Thats it.

No it can't be done at all.

When people interpret their guesses as having induction as a source, what has 
actually happened is that the source was a substantive theory of theirs -- 
sometimes the very theory they say they have induced, sometimes a theory that 
they are not aware of having, sometimes a theory that they are shielding from 
criticism, etc, but always a theory that they already had.

-- David Deutsch



From: Jason <auvenj@gmail.com>
Subject: [BoI] Jared Diamond: It's irrational to be religious
Date: January 13, 2013 at 2:44 PM

In my opinion, Jared Diamond often poses interesting questions but then
comes up with answers that are mostly or completely wrong.

In this article:
http://www.salon.com/2013/01/13/jared_diamond_its_irrational_to_be_religious/

I think he does somewhat better than usual for him, around the question:
why are religious supernatural beliefs highly pervasive, mutually
incompatible, yet sharing certain commonalities?

Diamond's conjecture seems to be that such beliefs are overtly absurd
enough and different enough that espousing them serves as a reliable group
cohesiveness function, but close enough to everyday experience to gratify
human emotions as well. I agree that could be part of it.

I think Diamond should have stated that group loyalty itself, in most
modern contexts, is itself a form of irrationality. This is true whether
the group to which one is loyal is a religion, a sports team, a school, etc.

However I think Diamond pretty much completely misses something important
as well: the moral aspect of religious supernatural beliefs. Religious
people believe in the supernatural to account for aspects of morality that
they can't explain otherwise. (At least sometimes) they know what the right
thing is, but can't explain why its the right thing other than by invoking
an authoritative deity who says so. And they know that doing the wrong
thing will eventually catch up to a person and make their life worse, but
they can't explain how other than by invoking some kind of deity who
punishes sinners and rewards saints.

Is there anything else people think Diamond missed in regards to this
question?

--Jason

-- 

http://www.salon.com/2013/01/13/jared_diamond_its_irrational_to_be_religious/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: My ideas
Date: January 13, 2013 at 4:58 PM

On Jan 13, 2013, at 10:56 AM, Thomas Doll <thomasdoll710@yahoo.de> wrote 
on FoR list:

Hello,

I once studied sociology and analtical philosophy at Mannheim University. I 
listen to professor Albert a Popper friend and Professor Esser,  who followed 
Albert. Albert mentioned Mario Bunge,click on mario bunge Canada, who said 
that natural scientist often prefer positivism in relation to social science.They 
have everyday life ideas abut society. Esser said, that threr exist the difference 
between soft and hard science.

Positivism is a matter of true and false, not what different groups prefer.

Also, positivism is false. This is explained by David Deutsch. You have provided 
no rebuttal to his arguments.

Popper and Albert promoted in the sixities naturalism for social science. In 
Germany at that time they were in a minority position. Now the naturalistic idea 
is much more common in Germany.The idea was to gain such contentful 
theoriesin social science like Albert Einstein in natural science.But social 
science theory is much more soft like physics. If you analyse a stone of the 
moon,you the analysis results are always the same, but if you have an interview 
with the same questions again, threr will be abias.

Because you would measure the same stone on the same moon, you get same 
results. But you interview different people, you get different results.

If you measured different rocks on different moons, you would get different results 
too.

This is not a difference between social sciences and physics.

having ideas,thre will be the effect of Robert K. Mertons of selfulfilling prophecy 
or selfdestroying prophecy. Sociology must be much more soft like physics, 



cause society has a much shorterchange then cosmicphenomenas and a longer 
change like microsystems in physics. The science is embeded in society

Example oecological questions. Natural scientist often discuss it as aquestion of 
better techniques, but its is aproblem of society How to convince people of 
öcologism.Small is beautiful (Schuhmacher) Its simple everybody, I mean 
individuals should gain money, if they produces energy. That means you must 
have apolicy against big buisiness. There still exist smart cheap strategies,but 
you cannot earn money with them.

The natural science prefer high eleborated technologies with a lot of money . 
Nature will work economical and tthe same laws are valid for society. Why are 
we fascinated by looking in the universe. The solution is apsychological. Lokking 
in space means looking in the dark and we are 30 percent much more creative 
than in brightness. please natural scientist back to man.

Thinking like scientist is not our mission.the complexity of brain was created 
cause of social needs and the coming up of emotions, with agrowing brain. I do 
not prefer Karl Marx but I agree with him: Dont touch the earth with your head 
but with your feet. (Vom Kopf auf die Füsse Stellen)

So you're anti-intellect. FYI that is not compatible with Popper. And it's bad.

But I don't expect to persuade you with arguments that rely on your intellect, and I 
don't intend to make any other type.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Justificationist tries to persuade a Critical Rationalist
Date: January 14, 2013 at 7:59 AM

I'm having a discussion on another forum, and we took a tangent to the
idea of how all knowledge is created, by guesses and criticism. I
learned that so many people are Empiricists. They say things like "I
learned it by experience, directly." I tried to convince them that
what they're doing is actually guesses and criticism by giving an
example of how a baby learns language, and I cited Elliot's essay on
Communication Is Hard...

http://fallibleideas.com/communication-is-hard

... and I also explained that what they think their doing is known as
Empiricism and that its been refuted and I pointed them to the BoI
book.

Anyway, someone took the opportunity to try to persuade me that I'm
wrong about Critical Rationalism. This is what he said:

On Jan 13, someone said:

Rami, you are brilliant, but your mind and world view limit you. As each 
individual's limits them. We are limited evolutionary. Here is a guess... there are 
many realities that exist that cannot be proven or disproven because human 
beings are physically unable to perceive them in any way.

Flawed examples include the strings of string theory. How does a human 
disprove this theory. Many experimental scientists would like to know. And I call 
it flawed because we DO have some limited perception of this reality.

What about my "guess" in the purest form? That realities exist that cannot be 
proven or disproven. Would you say that such realities cannot exist if we cannot 
perceive them? That is the limitation of the human animal, earthling, evolved in 
this environment in order to survive.

As a result of my knowledge of my limitations, I cannot ascribe to
Popperism, or any other "ism" that is an artifact of the human mind. I

http://fallibleideas.com/communication-is-hard


may be mistaken, but you sound "close-minded". Here we have my
subjective feeling, I admit. This feeling arose from reading the
words, and I paraphrase... Popperism is truth (to you) because you
have no criticism of it (and I read that as no way to falsify it). By
your own words you say that you cannot know the truth and yet you seem
to assert forcefully that this set of ideas and theories espoused by
Popper is "the truth". This seems a contradiction in terms.

Here is an outlandish theory. The being who lives and evolved on the surface of 
the sun, whose physical synapses evolved using another atomic base, whose 
senses and perceptions are so different from earthling's that we have no 
knowledge of one another... that being can argue against Popperism.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Justificationist tries to persuade a Critical Rationalist
Date: January 14, 2013 at 8:00 AM

This is a corrected version of the previous email. So disregard the
last one. I messed up the quoting in the last one.

I'm having a discussion on another forum, and we took a tangent to the
idea of how all knowledge is created, by guesses and criticism. I
learned that so many people are Empiricists. They say things like "I
learned it by experience, directly." I tried to convince them that
what they're doing is actually guesses and criticism by giving an
example of how a baby learns language, and I cited Elliot's essay on
Communication Is Hard...

http://fallibleideas.com/communication-is-hard

... and I also explained that what they think their doing is known as
Empiricism and that its been refuted and I pointed them to the BoI
book.

Anyway, someone took the opportunity to try to persuade me that I'm
wrong about Critical Rationalism. This is what he said:

On Jan 13, someone said:

Rami, you are brilliant, but your mind and world view limit you. As each 
individual's limits them. We are limited evolutionary. Here is a guess... there are 
many realities that exist that cannot be proven or disproven because human 
beings are physically unable to perceive them in any way.

Flawed examples include the strings of string theory. How does a human 
disprove this theory. Many experimental scientists would like to know. And I call 
it flawed because we DO have some limited perception of this reality.

What about my "guess" in the purest form? That realities exist that cannot be 
proven or disproven. Would you say that such realities cannot exist if we cannot 
perceive them? That is the limitation of the human animal, earthling, evolved in 
this environment in order to survive.

http://fallibleideas.com/communication-is-hard


As a result of my knowledge of my limitations, I cannot ascribe to Popperism, or 
any other "ism" that is an artifact of the human mind. I may be mistaken, but you 
sound "close-minded". Here we have my subjective feeling, I admit. This feeling 
arose from reading the words, and I paraphrase... Popperism is truth (to you) 
because you have no criticism of it (and I read that as no way to falsify it). By 
your own words you say that you cannot know the truth and yet you seem to 
assert forcefully that this set of ideas and theories espoused by Popper is "the 
truth". This seems a contradiction in terms.

Here is an outlandish theory. The being who lives and evolved on the surface of 
the sun, whose physical synapses evolved using another atomic base, whose 
senses and perceptions are so different from earthling's that we have no 
knowledge of one another... that being can argue against Popperism.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/
http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Justificationist tries to persuade a Critical Rationalist
Date: January 14, 2013 at 8:07 AM

On Jan 13, someone said:

Rami, you are brilliant, but your mind and world view limit you. As each 
individual's limits them. We are limited evolutionary. Here is a guess... there are 
many realities that exist that cannot be proven or disproven because human 
beings are physically unable to perceive them in any way.

Right. But even if we could perceive them, our perceptions are fallible too.

Flawed examples include the strings of string theory. How does a human 
disprove this theory.

With refutations (with or without physical evidence), but only
fallibly. The "proof" can be "disproved" later.

Many experimental scientists would like to know. And I call it flawed because we 
DO have some limited perception of this reality.

It may or may not be flawed. Someone in the future might find a flaw
and explain it (either with or without physical evidence).

What about my "guess" in the purest form? That realities exist that cannot be 
proven or disproven. Would you say that such realities cannot exist if we cannot 
perceive them?

Nope, I'm with you.

That is the limitation of the human animal, earthling, evolved in this environment 
in order to survive.

As a result of my knowledge of my limitations, I cannot ascribe to Popperism, or 
any other "ism" that is an artifact of the human mind.



So don't. In general, people should do only what they are fully persuaded of.

But, when you see a flaw in an idea of mine, do you address it by
trying to explain your flaw (to yourself at least)? Or do you say, ah
I'm probably wrong about the flaw I see, so I'll just forget this flaw
that I see.

And, when you see a flaw in an idea of yours, do you address it by
trying to explain your flaw to yourself? Or do you say, ah I'm
probably wrong about the flaw I see, so I'll just forget this flaw
that I see.

I may be mistaken, but you sound "close-minded". Here we have my subjective 
feeling, I admit. This feeling arose from reading the words, and I paraphrase... 
Popperism is truth (to you) because you have no criticism of it (and I read that 
as no way to falsify it).

But, there is a way to falsify it. Find a flaw and explain it. And
I'll consider your explanation.

Note that this has already been done with some things in Popper's
philosophy, for example his idea known as verisimilitude.

By your own words you say that you cannot know the truth and yet you seem to 
assert forcefully that this set of ideas and theories espoused by Popper is "the 
truth". This seems a contradiction in terms.

Conjectural Truth, yes. Objective Truth, no.

Objective Truth is THE true. Like if there was a god, then god would know it.

Conjectural Truth is what we know of the Objective Truth. None of us
can know which of our ideas are unflawed. Our unflawed ideas are the
ones that *are* Objective Truth's, but we can't know which ones. That
means that I should leave *all* my ideas on the table -- leave them
all open for criticism. Don't shield any of them from criticism
(internal or external).



Shielding an idea from criticism (and brainstorming in general) is
being closed-minded about that idea.

Which idea(s) do you think I'm being closed-minded about? Or, if you
don't agree with my definition of closed-minded, what do you think it
means?

Here is an outlandish theory. The being who lives and evolved on the surface of 
the sun, whose physical synapses evolved using another atomic base, whose 
senses and perceptions are so different from earthling's that we have no 
knowledge of one another... that being can argue against Popperism.

I don't know what you mean there. All aliens have the same physical
limitation we humans have.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Justificationist tries to persuade a Critical Rationalist
Date: January 14, 2013 at 8:10 AM

This is his reply:

On Mon, Jan 14, 2013 at 7:07 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Jan 13, someone said:

Here is an outlandish theory. The being who lives and evolved on the surface 
of the sun, whose physical synapses evolved using another atomic base, 
whose senses and perceptions are so different from earthling's that we have 
no knowledge of one another... that being can argue against Popperism.

I don't know what you mean there. All aliens have the same physical
limitation we humans have.

How do you know that? How CAN you know that?
The fact that you "KNOW" things like "aliens have the same physical
limitations" makes you closed-minded.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Justificationist tries to persuade a Critical Rationalist
Date: January 14, 2013 at 8:13 AM

On Mon, Jan 14, 2013 someone wrote:
On Mon, Jan 14, 2013 at 7:07 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Jan 13, someone said:

Here is an outlandish theory. The being who lives and evolved on the surface 
of the sun, whose physical synapses evolved using another atomic base, 
whose senses and perceptions are so different from earthling's that we have 
no knowledge of one another... that being can argue against Popperism.

I don't know what you mean there. All aliens have the same physical
limitation we humans have.

How do you know that?

I learned it from the book _The Beginning of Infinity_ by David Deutsch.

In other words, David Deutsch guessed the theory (which includes its
implications). The theory went through lots of self-criticism and
external criticism, then published, then criticized more. And so far
the theory has survived the criticism.

How CAN you know that?

Somebody guessed it. I read their theory and was persuaded by it. I
found flaws, and posted my criticism and I was refuted each time. This
is the same as everyone else who read that book and that was persuaded
by it and continued on to post his criticism and get refuted.

The fact that you "KNOW" things like "aliens have the same physical
limitations"

You've assumed that I'm talking about Objective Knowledge. I'm not.



I'm talking about Conjectural Knowledge.

In general, if I say "know", that means conjectural knowledge. If I
say "objective knowledge", then that means objective knowledge.
Sometimes I use the word "conjectural" if, for example, the main point
is conjectural knowledge.

Its a common misunderstanding.

makes you closed-minded.

I don't understand why you think this means I'm closed-minded. What do
you mean by closed-minded?

I think it means shielding an idea of mine from criticism (and
brainstorming). I don't think I did that. Do you think I did? Or do
you have a different idea about what closed-minded means?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [Objectivism Discussion] Can we reach agreement? objectivism-
discussion <objectivism-discussion@googlegroups.com>
Date: January 14, 2013 at 8:45 AM

In a discussion that was spawned by me posting some Rand quotes,
someone eventually said...

Him: because we cannot reach the same conclusions...

Rami: Knowledge is objective. That implies that we can reach agreement.

Him: No. Not necessarily...evidently.

Rami: No. You and I could continue this discussion for 10 years and
finally reach agreement. If we quit before reaching agreement, that
does not imply that not quitting would not lead to agreement.

What I said there might be ambiguous. Is it?

Who knows how to say that with more clarity?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Justificationist tries to persuade a Critical Rationalist
Date: January 14, 2013 at 7:09 PM

On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

This is a corrected version of the previous email. So disregard the
last one. I messed up the quoting in the last one.

I'm having a discussion on another forum, and we took a tangent to the
idea of how all knowledge is created, by guesses and criticism. I
learned that so many people are Empiricists. They say things like "I
learned it by experience, directly." I tried to convince them that
what they're doing is actually guesses and criticism by giving an
example of how a baby learns language, and I cited Elliot's essay on
Communication Is Hard...

http://fallibleideas.com/communication-is-hard

... and I also explained that what they think their doing is known as
Empiricism and that its been refuted and I pointed them to the BoI
book.

Anyway, someone took the opportunity to try to persuade me that I'm
wrong about Critical Rationalism.

Well, I think he doesn't mention that term, better than Popperism, but still an 
"ism". That's a problem because people don't like isms. I don't know what the 
solution is to this problem. I know it's silly, but if your objective is to convince 
people about guessing and criticising, it seems to me to take longer if you use 
labels ending in "ism" as people seem to know that most isms are mistakes. They 
seem to think that if some philosophy is labelled as "ism" then seemingly *by 
definition* it *is* a mistake. They think "communism" or "fascism" and so forth. So 
if you encounter such a person, you have to correct *that* silly error first. This all 
takes *extra* time. Best avoid ism in the first place.

This is what he said:

http://fallibleideas.com/communication-is-hard


On Jan 13, someone said:

Rami, you are brilliant, but your mind and world view limit you. As each 
individual's limits them. We are limited evolutionary. Here is a guess... there 
are many realities that exist that cannot be proven or disproven because 
human beings are physically unable to perceive them in any way.

Flawed examples include the strings of string theory. How does a human 
disprove this theory. Many experimental scientists would like to know. And I 
call it flawed because we DO have some limited perception of this reality.

What about my "guess" in the purest form? That realities exist that cannot be 
proven or disproven.

When people use the word "proven" in this way, you're right to label them a 
justificationist. They are after certainty. It was BoI that explained to me that this is 
a "feeling" and if one is after certainty, then one turns the search for truth into a 
search for a feeling.

To prove something is to undertake a computational process. All computations 
are physical.

A proof then is just an instantiation of a guess that has been made. It might be on 
paper, in the mind or on a computer made of silicon or whatever. "To prove" 
describes a *process* that performs some task (establishing a conclusion) - but it 
and each step is, and always remains, a guess. To ask whether a computation is 
"true" is to ask whether that process has been performed correctly - by correctly I 
mean to say "without any known errors". For example the computation:

  123
+456
=579

is true in so far as the conclusion (output) follows from the premises (input) 
without errors along the way. The only way we know about errors is by some 
method of criticism. Errors may of course include the very rules we rely upon, not 
only errors in our use of them. That is, the rules of inference might be wrong or 
our use of them could be wrong.

Would you say that such realities cannot exist if we cannot perceive them?



I'd so no, but I'd also say: so what? That's entirely uninteresting if realities exist 
we cannot know about. If there exist "realities that cannot be perceived" for some 
reason, then by definition we have no access to them. May as well say "Unicorns 
exist that we cannot perceive". Uninteresting and childish. Just because the writer 
uses something bigger (perhaps) like "a reality" doesn't make it more interesting. 
Indeed less so, because presumably an entire reality filled with uninteresting stuff 
is multiplied into being even more uninteresting for every uninteresting thing that 
populates it. Two uninteresting things are twice as boring as one, not twice as 
interesting.

For all other "realities" (whatever this might mean exactly) it is just a matter of 
time before we discover them. Sure there are things "out there" we don't know 
about. Our ignorance is unbounded. David Deutsch makes this point better than 
anyone else...because he also says that all that stuff we are ignorant of, is also 
knowable. We just have to begin the search by conjecture and refutation with 
optimism.

I use the scare quotes as I don't know what "realities" could mean, here. Most of 
the theorems of mathematics are unprovable...and that's provable. So are these 
theorems or their proofs unable to be "perceived"? If yes, then I do not deny that 
there are realities beyond that which we can perceive. Indeed there exist proofs 
that such realities exist.

If no, then I don't know what problem is solved by postulating realities we cannot 
perceive with methods of perception we do not have access to. It seems to me to 
be a way of protecting your irrational idea from criticism when you get tired of 
someone who displays a level of rationality you are uncomfortable with: "You 
can't prove X doesn't exist!" they say. But of course all statements of the form "X 
exists" are unfalsifiable.

This isn't to say there might not be *subjective* truths that we get hints of. That is 
to say, something about your own mind that you can only guess and then criticise 
and *not* be able to communicate to your own satisfaction (i.e: very well at all) to 
another person because the evidence to be explained exists entirely in your own 
head and you lack the language to describe it. For example: what your own 
qualia are like. What it feels like to be you, when you are sad, or how chocolate 
tastes exactly. What was that dream like exactly? It seemed profound. What it is 
"like" to be you, more generally? This is all possible, right? I find that mysterious, 
but it doesn't allow room for strange realities beyond our *perception*. It's just a 



*problem* (of communication).

If subjective truth of this type exists, the problem of how to communicate it is 
solvable. All problems are.

So actually most of what I have typed might be seen as a waste of bits. The 
correct response to this person was "Problems are soluble". If other realities 
exist, and it's a problem, we can solve that. If not, then not.

That is the limitation of the human animal, earthling, evolved in this 
environment in order to survive.

That's an assertion that we are limited in a way that prevents us from knowing 
about certain realities. How did the original poster discover the possibility of 
alternate realities? Presumably by guessing. Perhaps he should now try criticising 
that idea too.

As a result of my knowledge of my limitations, I cannot ascribe to Popperism, 
or any other "ism" that is an artifact of the human mind.

Popperism seems to me to be one way of properly describing human limitations: 
we are limited to never being certain. We are fallible. I think Popper understood 
this better than the writer of that (or this).

I may be mistaken,

How Popperian

but you sound "close-minded".

The criticism that one is, or sounds, close-minded, can be close-minded if 
unaccompanied by any other supporting arguments. It says "I'm not going to 
make a substantive criticism, instead I will just accuse *you* of not taking *my* 
position seriously because I do not *like* your criticisms (not because I have 
responses to them). "

Here we have my subjective feeling, I admit.

He could be mistaken about that too, right? The feeling might not be what he 



thinks it is. It's a feeling...but what sort?

Feelings are a poor guide to truth. Most of the planet "feels" the presence of 
supernatural stuff. This poster is just an example of that. Supernatural stuff often 
has all the properties this poster is giving to his "realities" that cannot be 
perceived. Gods are like this. Ricky Gervais tweeted recently (I don't think he 
invented this quip, but I'm not sure):

"When inventing a god, the most important thing is to claim it is invisible, 
inaudible and imperceptible in every way. Otherwise, people will become 
skeptical when it appears to no one, is silent, and does nothing."

To this poster, we might just swap "god" for "reality".

This feeling arose from reading the words, and I paraphrase... Popperism is 
truth (to you) because you have no criticism of it (and I read that as no way to 
falsify it).

And as far as you can tell, no one else has a good criticism of it too.

By your own words

He has misunderstood you, Rami.

you say that you cannot know the truth and yet you seem to assert forcefully 
that this set of ideas and theories espoused by Popper is "the truth".

So he is after certainty then. Definitely a justificationist. He seems to confuse 
"asserting forcefully that" with "be certain about".

This seems a contradiction in terms.

It would be. If you were a justificationist (like him) and said "I am after truth but I 
can never justify anything and I know Popper is correct" it would seem that you 
are contradicting yourself, of course! But that's because knowing the truth, 
knowing you are correct, has nothing to do with justifying stuff. In truth an 
explanation is guessed, and is criticised. It survives (and is regarded as true) or is 
killed-off by the criticism and regarded as false.



Here is an outlandish theory. The being who lives and evolved on the surface 
of the sun, whose physical synapses evolved using another atomic base, 
whose senses and perceptions are so different from earthling's that we have 
no knowledge of one another... that being can argue against Popperism.

I don't understand that. If there are other beings, made out of other atoms, on the 
surface of the sun that seems to be something we could discover, if it were true. 
What is inherently unable to be discovered about this? Why wouldn't these 
beings leave evidence? Presumably if they are "on the surface of the sun" 
something about the surface of the sun, and them, provides an action-reaction 
pair of forces keeping them in equilibrium (they are not sinking nor floating away) 
so, my guess is that they have mass because gravity is acting on them. If all 
that's the case, they are definitely detectable. Seems to me that *neutrinos* are 
more more elusive than these sun-beings, and we know about neutrinos. (All 
that's to ignore complications about the sun having a "surface" as the word is 
normally used).

He sounds confused about what he is calling Popperism. I think most people are. 
I think he is right to be skeptical of "-isms" because most are in error, so why 
should Popperism be any different? Here, in this person, we have someone 
telling us they object to the word, seem hung up on misconceptions by it and so 
we should probably avoid it.

One can talk about being rational, and criticising guesses and that knowledge is 
tentative and not justified and that *justificationism* is wrong and most people are 
justificationists and so forth and one can even speak about Popper discovering 
the most about how all this works. But if you describe your own position as an 
"ism" before the person is convinced, that is going to set you back and send you 
off on tangents, I think.

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Justificationist tries to persuade a Critical Rationalist
Date: January 14, 2013 at 7:27 PM

On 15/01/2013, at 0:14, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 someone wrote:
On Mon, Jan 14, 2013 at 7:07 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Jan 13, someone said:

Here is an outlandish theory. The being who lives and evolved on the 
surface of the sun, whose physical synapses evolved using another atomic 
base, whose senses and perceptions are so different from earthling's that 
we have no knowledge of one another... that being can argue against 
Popperism.

I don't know what you mean there. All aliens have the same physical
limitation we humans have.

How do you know that?

I learned it from the book _The Beginning of Infinity_ by David Deutsch.

In other words, David Deutsch guessed the theory (which includes its
implications). The theory went through lots of self-criticism and
external criticism, then published, then criticized more. And so far
the theory has survived the criticism.

How CAN you know that?

Somebody guessed it. I read their theory and was persuaded by it. I
found flaws, and posted my criticism and I was refuted each time. This
is the same as everyone else who read that book and that was persuaded
by it and continued on to post his criticism and get refuted.

You do not seem to have explained universality to this person. I think the person 
would be right to reject this appeal to the authority of David Deutsch. Mention 



him, mention the book but crucially, you need to explain the stuff about all aliens 
being limited in the same way. Why are they? What exactly does the book say? It 
explains it, it doesn't just assert it.

The fact that you "KNOW" things like "aliens have the same physical
limitations"

You've assumed that I'm talking about Objective Knowledge. I'm not.
I'm talking about Conjectural Knowledge.

But it is objective. All objective knowledge of both sorts (knowledge about objects, 
knowledge *not* subject to bias or lying or whatever) is conjectural.

In general, if I say "know", that means conjectural knowledge. If I
say "objective knowledge", then that means objective knowledge.
Sometimes I use the word "conjectural" if, for example, the main point
is conjectural knowledge.

Its a common misunderstanding.

Conjectural knowledge is all we have. Presumably other people think there is 
something else like justified knowledge or certain knowledge also.

But conjectural knowledge comes in many flavours. Relevantly, knowledge can 
be about objects or about subjects. That is, it can be objective or subjective.

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Sapolsky on Free Will
Date: January 14, 2013 at 9:09 PM

This year's "Edge Question" is: What should we be worried about.

Neuroscientist Robert Sapolsky replies with the opaquely phrased "The danger of 
Inadvertently Praising Zygomatic Arches". Anyway, it's about Free Will - and 
basically the danger of how hard it is not to believe in free will.

He writes (I won't quote the whole article, that can be found here: 
http://www.edge.org/responses/q2013):

The free will concept requires one to subscribe to the idea that despite there 
being a swirl of biological yuck and squishy brain parts filled with genes and 
hormones and neurotransmitters, nonetheless, there's an underground bunker 
in a secluded corner of the brain, a command center containing a little 
homunculus who chooses your behavior. In that view, the homunculus might be 
made of nanochips or ancient, dusty vacuum tubes, of old crinkly parchment, 
stalactites of your mother's admonishing voice, of streaks of brimstone, or rivets 
made out of gumption. And, in this view of behavior, whatever the homunculus 
is made of, it ain't made of something biological. But there is no homunculus 
and no free will.

As Sam Harris and others have pointed out, people choose stuff. It's just they 
they don't choose their choices. Choices are important and you need to be held 
accountable. The homunculus Sapolsky refers to is whatever the physical 
correlate is, in a person, that is able to do the choosing. What is it? And what 
causes *it*? If nothing, then it's a genuine mystical, soul thing. It's uncaused - but 
why should we expect to be responsible for actions, uncaused even if we label 
them choices?

More reasonably it is just part of the causal chain. In which case whatever the 
homunculous chooses is caused by prior events over which one has no control, 
or choice in the matter.

This is the only conclusion that I can reach. But still, it is so hard to really believe 
that, to feel that. I am willing to admit that I have acted egregiously at times as a 
result of that limitation. My wife and I get together with a friend for brunch who 

http://www.edge.org/responses/q2013


serves some fruit salad. We proclaim, Wow, the pineapple is delicious. They're 
out of season, our host smugly responds, but I lucked out and was able to find a 
couple of good ones. And in response to this, the faces of my wife and I 
communicate awestruck worship—you really know how to pick fruit, you are a 
better person than we are. We are praising the host for this display of free will, 
for the choice made at the split in the road that is Pineapple Choosing. But we're 
wrong. Genes have something to do with the olfactory receptors our host has 
that help out in detecting ripeness. Maybe our host comes from a people whose 
deep and ancient cultural values include learning how to feel up a pineapple to 
tell if it's good. The sheer luck of the socioeconomic trajectory of our host's life 
has provided the resources to prowl around an overpriced organic market that 
plays Peruvian folk Muzak.

Now there might be a problem with this. If we are all able to do the same 
computations as one another due to universality and if we are nothing but 
software that can be reprogrammed then Sapolsky is wrong that we cannot all 
learn how to choose the best pineapples. Skills and talents like that are he result 
of choices we make.

But if it is the case that some people can smell things that other people cannot 
because their noses are genetically different then it is true that some have the 
ability to make a choice (this pineapple over that pineapple) that others cannot. 
However, it seems strange to me that Sapolsky is able to appreciate how good 
these pineapples are if he is trying to argue that he can't smell the difference *in 
the first place* - and that this skill requires some special pineapple smelling 
abilities he doesn't have (but apparently appreciates, somehow).

Maybe we can get to the point of truly realizing that when we say, "What 
beautiful cheekbones you have," we are congratulating the person based on the 
unstated belief that they chose the shape of their zygomatic arches. But it's not 
that big of a problem if we can't achieve that mindset. But it is a big one if when, 
say, considering that six-year old whose frontocortical development has been 
hammered by early life stress, we mistake his crummy impulse control for lack 
of some moral virtue. Or to do the same in any other realm of the foibles and 
failures, even the monstrosities of human behavior. This is extremely relevant to 
the world of the criminal justice system. And to anyone who would say that it is 
dehumanizing to claim that criminal behavior is the end product of a broken 
biological machine, the answer must be that it is a hell of a lot better than 
damning the behavior as the end product of a rotten soul. And it is equally not a 
great thing to think in terms of praise, of good character, of good choice, when 
looking at the end products of lucky, salutary biology.



And I would make the point that even if you are convinced that free will is an 
illusion and the problem itself is illusory, this doesn't much affect the justice 
system or morality in practical terms. A dangerous person needs to be locked 
away to keep the rest of us safe...whether he chose to be violent, or was 
compelled to by causes over which he had no control. To me, justice needs to 
work exactly the same way and dangerous people kept away from the rest of us 
in the same way.

But it is so difficult to really believe that there is no free will, when so many of 
the threads of causality are not yet known, or are as intellectually inaccessible 
as having to automatically think about the behavioral consequences of 
everything from the selective pressures of hominid evolution to what someone 
had for breakfast. This difficulty is something that we should all worry about.

He says "so many threads of causality are not yet known" which seems to 
undermine this thesis. After all, one "thread of causality" might very well begin 
with the free choice made by a person due to a "not yet known" mechanism that 
provides for the ability to choose among different outcomes.

Conjecture: Maybe choices *are* choices between universes that we conjecture 
but "choice" is just a label for a feeling we have, post hoc. A person guesses 
which universe they are in, they might be able to simulate/predict the existence of 
some causally connected universes, and then they choose the one they prefer.

But what can "choose" mean here other than "notice the universe you prefer?" As 
soon as you take steps to actualise yourself in that universe, that too is a choice.

This is circular - but I see no way out of it - choice is noticing that you prefer the 
universe...that you prefer.

Imagining alternative universes that you would prefer or not involves running a 
virtual reality simulation of other universes similar to the one you are in (but 
different initially in one crucial way) when you make choice A over B, C, D, etc. 
The conjunction of the "feeling" that you "want" to actualise A and observing that 
A comes about (blunders and unexpected stuff aside) is then just the physical 
manifestation of what you are calling your "choice".



Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Sapolsky on Free Will
Date: January 14, 2013 at 9:20 PM

On Jan 14, 2013, at 6:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:

This year's "Edge Question" is: What should we be worried about.

Neuroscientist Robert Sapolsky replies with the opaquely phrased "The danger 
of Inadvertently Praising Zygomatic Arches". Anyway, it's about Free Will - and 
basically the danger of how hard it is not to believe in free will.

So in other words: he's writing about how tempting and dangerous it is to 
disagree with him, and recommending everyone resist the temptation and make 
sure not to do it?

Well, I disagree.

I disagree that free will doesn't exist. I disagree that "my rival ideas are tempting" 
is an argument that they are false. I disagree that he should be writing telling 
everyone "disagreeing with me is dangerous" instead of "this is why my ideas are 
true".

Does he cover the compatibility of no-free-will and morality and have some new 
argument? If not, I don't see any reason to click the link or read any quotes. Not 
bothering to make your ideas compatible with morality existing is a deal breaker.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Communicating subjective stuff (was: [BoI] Justificationist tries to 
persuade a Critical Rationalist)
Date: January 14, 2013 at 10:39 PM

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

This isn't to say there might not be *subjective* truths that we get hints of. That 
is to say, something about your own mind that you can only guess and then 
criticise and *not* be able to communicate to your own satisfaction (i.e: very well 
at all) to another person because the evidence to be explained exists entirely in 
your own head and you lack the language to describe it. For example: what your 
own qualia are like. What it feels like to be you, when you are sad, or how 
chocolate tastes exactly. What was that dream like exactly? It seemed profound. 
What it is "like" to be you, more generally? This is all possible, right? I find that 
mysterious, but it doesn't allow room for strange realities beyond our 
*perception*. It's just a *problem* (of communication).

If subjective truth of this type exists, the problem of how to communicate it is 
solvable. All problems are.

You mean *how to communicate it such that another person can know
*exactly* what I'm feeling*?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Justificationist tries to persuade a Critical Rationalist
Date: January 14, 2013 at 10:39 PM

On Jan 14, 2013 6:27 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 15/01/2013, at 0:14, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 someone wrote:
On Mon, Jan 14, 2013 at 7:07 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Jan 13, someone said:

Here is an outlandish theory. The being who lives and evolved on the 
surface of the sun, whose physical synapses evolved using another atomic 
base, whose senses and perceptions are so different from earthling's that 
we have no knowledge of one another... that being can argue against 
Popperism.

I don't know what you mean there. All aliens have the same physical
limitation we humans have.

How do you know that?

I learned it from the book _The Beginning of Infinity_ by David Deutsch.

In other words, David Deutsch guessed the theory (which includes its
implications). The theory went through lots of self-criticism and
external criticism, then published, then criticized more. And so far
the theory has survived the criticism.

How CAN you know that?

Somebody guessed it. I read their theory and was persuaded by it. I
found flaws, and posted my criticism and I was refuted each time. This
is the same as everyone else who read that book and that was persuaded
by it and continued on to post his criticism and get refuted.



You do not seem to have explained universality to this person.

You're right. Aliens was not the main topic.

I think the person would be right to reject this appeal to the authority of David 
Deutsch.

I didn't do that. He asked "how" I knew. I took that to mean *how did
you come to have that knowledge*.

Mention him, mention the book but crucially, you need to explain the stuff about 
all aliens being limited in the same way. Why are they? What exactly does the 
book say? It explains it, it doesn't just assert it.

That answers the question *what do you know*, or *what is your
explanation for that assertion*.

I think its ok to make assertions without explanations in certain
situations, e.g. when its not the main topic.

-- Rami



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: Communicating subjective stuff (was: [BoI] Justificationist tries to 
persuade a Critical Rationalist)
Date: January 14, 2013 at 10:43 PM

On 15/01/2013, at 14:39, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

This isn't to say there might not be *subjective* truths that we get hints of. That 
is to say, something about your own mind that you can only guess and then 
criticise and *not* be able to communicate to your own satisfaction (i.e: very 
well at all) to another person because the evidence to be explained exists 
entirely in your own head and you lack the language to describe it. For 
example: what your own qualia are like. What it feels like to be you, when you 
are sad, or how chocolate tastes exactly. What was that dream like exactly? It 
seemed profound. What it is "like" to be you, more generally? This is all 
possible, right? I find that mysterious, but it doesn't allow room for strange 
realities beyond our *perception*. It's just a *problem* (of communication).

If subjective truth of this type exists, the problem of how to communicate it is 
solvable. All problems are.

You mean *how to communicate it such that another person can know
*exactly* what I'm feeling*?

What does *exactly* mean?



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 14, 2013 at 10:42 PM

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

[...] all statements of the form "X exists" are unfalsifiable.

Are these unfalsifiable? Why?

Theory 1: All people get negative emotions when they are presented
with a disagreement between their worldview and a new idea from
someone else.

Theory 2: All people's brains go into a "defensive state" (described
by neurochemical changes X, Y, Z) when they are presented with a
disagreement between their worldview and a new idea from someone else.

#1 requires subjective accounts of people's experiences, and since
they could be lying, there is no way to get objective data. Also the
second part about the disagreement between one's worldview and a new
idea, is subjective -- so again he could be lying, so no objective
data again.

#2 solves that first problem because the experimenter is getting
objective data of the neurochemical changes. But the second problem is
still there.

So, is it the subjectivity problem that makes them unfalsifiable?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: Communicating subjective stuff (was: [BoI] Justificationist tries to 
persuade a Critical Rationalist)
Date: January 14, 2013 at 10:45 PM

On Mon, Jan 14, 2013 at 9:43 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 14:39, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

This isn't to say there might not be *subjective* truths that we get hints of. 
That is to say, something about your own mind that you can only guess and 
then criticise and *not* be able to communicate to your own satisfaction (i.e: 
very well at all) to another person because the evidence to be explained 
exists entirely in your own head and you lack the language to describe it. For 
example: what your own qualia are like. What it feels like to be you, when you 
are sad, or how chocolate tastes exactly. What was that dream like exactly? It 
seemed profound. What it is "like" to be you, more generally? This is all 
possible, right? I find that mysterious, but it doesn't allow room for strange 
realities beyond our *perception*. It's just a *problem* (of communication).

If subjective truth of this type exists, the problem of how to communicate it is 
solvable. All problems are.

You mean *how to communicate it such that another person can know
*exactly* what I'm feeling*?

What does *exactly* mean?

Well, you used the term "exactly" when you said "how chocolate tastes
exactly". So how did you mean it?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 14, 2013 at 11:02 PM

On 15/01/2013, at 14:43, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

[...] all statements of the form "X exists" are unfalsifiable.

Are these unfalsifiable? Why?

Theory 1: All people get negative emotions when they are presented
with a disagreement between their worldview and a new idea from
someone else.

No. That's falsifiable. Just find one person who does not and it's falsified.

Theory 2: All people's brains go into a "defensive state" (described
by neurochemical changes X, Y, Z) when they are presented with a
disagreement between their worldview and a new idea from someone else.

No. Again, find one person...(Though I am not sure that your situation is "well 
posed". I am not sure what "defensive state" means exactly, for example).

#1 requires subjective accounts of people's experiences, and since
they could be lying, there is no way to get objective data. Also the
second part about the disagreement between one's worldview and a new
idea, is subjective -- so again he could be lying, so no objective
data again.

#2 solves that first problem because the experimenter is getting
objective data of the neurochemical changes. But the second problem is
still there.



So, is it the subjectivity problem that makes them unfalsifiable?

No. It's asserting the *existence* of anything that is unfalsifiable. This, from the 
FoR list back in 2001:

Adam F. Cornford acornford@...> wrote on 1/2/01 3:07 am:

The problem with the Great Automaton theory is that it's unfalsifiable--from
what you've said, anyway.

No, that's not the problem with it. *All* statements of the form "X exists"
are unfalsifiable, yet science would be contentless without them.

<other stuff snipped>.

-- David Deutsch
http://www.qubit.org/people/david/David.html

Falsifiable means that there is a possible world such that the theory would be 
ruled out by experiment.

So the theory "Cats have a body temperature of 100 degrees celcius" happens to 
be ruled out by our very own world as any experimenter with a correctly 
calibrated thermometer can demonstrate to their own satisfaction.

The theory "Neutrinos cannot exceed the speed of light" is falsfiable, but it hasn't 
been in our world. We can imagine a world though - not ours so far as we can tell 
- where neutrinos travel faster than light, perhaps "on occasion" or something. 
We can imagine that the calculation error at the LHC last year turned out not to 
be, say.

Now let's change our theory statements to "Unicorns exist". Not falsifiable. No 
amount of searching and coming up with "no unicorns" can ever be *exhaustive*. 
For one, you can't search everywhere in the universe simultaneously - that's 
forbidden by the laws of physics because one cannot be everywhere instantly 
(not to mention we know simultaneity is relative). Unicorns might be really good at 
hiding from people, say.

It doesn't have to be unicorns. It can be anything postulated to exist. As David 
pointed out, we need such statements, they are essential...it's just that they're not 

http://www.qubit.org/people/david/David.html


falsifiable. So when it comes to "X exists", X itself should only appear when as 
part of our best theory of something. Otherwise, it's useless baggage that 
explains nothing and our world view would be better off without that assertion.

So, that's what I mean by unfalsifiable.

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: Communicating subjective stuff (was: [BoI] Justificationist tries to 
persuade a Critical Rationalist)
Date: January 14, 2013 at 11:22 PM

On 15/01/2013, at 14:46, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 at 9:43 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 14:39, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

This isn't to say there might not be *subjective* truths that we get hints of. 
That is to say, something about your own mind that you can only guess and 
then criticise and *not* be able to communicate to your own satisfaction (i.e: 
very well at all) to another person because the evidence to be explained 
exists entirely in your own head and you lack the language to describe it. 
For example: what your own qualia are like. What it feels like to be you, 
when you are sad, or how chocolate tastes exactly. What was that dream 
like exactly? It seemed profound. What it is "like" to be you, more generally? 
This is all possible, right? I find that mysterious, but it doesn't allow room for 
strange realities beyond our *perception*. It's just a *problem* (of 
communication).

If subjective truth of this type exists, the problem of how to communicate it is 
solvable. All problems are.

You mean *how to communicate it such that another person can know
*exactly* what I'm feeling*?

What does *exactly* mean?

Well, you used the term "exactly" when you said "how chocolate tastes
exactly". So how did you mean it?

In the case of communicating subjective stuff like how chocolate tastes, the 
"exactly" is precisely the problem, isn't it? Exactly means "As I experience it".

It's not the description: in other words, how chocolate "exactly" (or 'actually' or 



'indeed') to me is not "sweet".

I am apt to say "Chocolate tastes sweet"

Exactly?

No.

So...what else?

"Well, I can't say! I can't describe it beyond saying "Like chocolate!"

But many things are sweet. But not sweet "like chocolate".

Because the room for error is just so great here, this is where words like "exactly" 
earn their keep. It's a way to emphasise the inability to capture the 
experience/quale in words. Even "sweet" when used to describe chocolate can 
be misleading. Some is not. Indeed pure cocoa chocolate is anything but. But 
what pure, bitter, cocoa has in common with a chocolate ice-cream is 
'chocolateyness" or some such thing. And when we ask what we mean by 
that...we are returned full force to the problem, for one cannot describe it beyond 
reiterating that it's "like chocolate".

This is the same type of problem as describing "red" compared to "blue" to a 
totally blind person. That problem is the same, by which I mean to say, no more 
or less hard, than describing how red or blue or indeed chocolate to a person with 
fully functioning human senses, seems to you.

So when you ask:

 You mean *how to communicate it such that another person can know
*exactly* what I'm feeling*?

I do not know what you mean, when you say "exactly". Exactly what I'm feeling 
could mean:

Feel *all* the same things that I am feeling now (that would make that person 
actually me, in my view). So my answer would be "no"

Or it could mean:



Feel, with certainty, exactly one sensation/quale identical to what I feel. My 
answer would be no, you can never be certain.

Or it could mean:

Feel with arbitrary closeness a sensation or quale the same as me. My answer 
would be "yes" one day we will be able to do this. There will still be error, our 
feelings might not be identical, but they might be able to get arbitrarily close...and 
thus be more "exactly" alike. I might really come to know what you are tasting 
when you taste chocolate.

By the way, we can be pretty sure that when we taste the same chocolate bar, it 
tastes different to us. For one we have different numbers of tastebuds and we 
don't know exactly how they work or what controls their sensitivities, etc. So even 
just on that level - the anatomical one - the question is hard.

Brett.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 15, 2013 at 3:57 AM

On 15 Jan 2013, at 03:42, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

[...] all statements of the form "X exists" are unfalsifiable.

Are these unfalsifiable? Why?

Theory 1: All people get negative emotions when they are presented
with a disagreement between their worldview and a new idea from
someone else.

Theory 2: All people's brains go into a "defensive state" (described
by neurochemical changes X, Y, Z) when they are presented with a
disagreement between their worldview and a new idea from someone else.

#1 requires subjective accounts of people's experiences, and since
they could be lying, there is no way to get objective data. Also the
second part about the disagreement between one's worldview and a new
idea, is subjective -- so again he could be lying, so no objective
data again.

#2 solves that first problem because the experimenter is getting
objective data of the neurochemical changes. But the second problem is
still there.

So, is it the subjectivity problem that makes them unfalsifiable?

Neither of these are existential statements. An existential statement is of the form 
"X exists". Your statements are of the form "All X are Y." Also, the statement "X 
exists and can be found only in specific circumstances Y" may be testable but 
that's different from an existential statement.

Alan



From: "jon_oliver@trendmicro.com" <jon_oliver@trendmicro.com> <beginning-of-
infinity@googlegroups.com>, objectivism-discussion <objectivism-
discussion@googlegroups.com>
Subject: RE: [BoI] Re: Justificationism and Critical Rationalism
Date: January 15, 2013 at 5:20 AM

Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
 "If this idea is true then it is false, else if this idea is false then it is true."
Idea(1) is neither true nor false.

This is not the only example, there are many such ideas in the area of 
computability that are neither true nor false.

<table class="TM_EMAIL_NOTICE"><tr><td><pre>
TREND MICRO EMAIL NOTICE
The information contained in this email and any attachments is confidential
and may be subject to copyright or other intellectual property protection.
If you are not the intended recipient, you are not authorized to use or
disclose this information, and we request that you notify us by reply mail or
telephone and delete the original message from your mail system.
</pre></td></tr></table>

-- 



From: "jon_oliver@trendmicro.com" <jon_oliver@trendmicro.com> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Justificationist tries to persuade a Critical Rationalist
Date: January 15, 2013 at 6:18 AM

On Tuesday, 15 January 2013 8:10 AM, Brett Hall wrote:

A proof then is just an instantiation of a guess that has been made. It might be 
on paper, in the mind or on a computer made of silicon or whatever.
"To prove" describes a *process* that performs some task (establishing a 
conclusion) - but it and each step is, and always remains, a guess.
To ask whether a computation is "true" is to ask whether that process has been 
performed correctly
- by correctly I mean to say "without any known errors". For example the 
computation:

 123
+456
=579

is true in so far as the conclusion (output) follows from the premises (input) 
without errors along the way.

The only way we know about errors is by some method of criticism. Errors may 
of course include the very rules we rely upon,
not only errors in our use of them. That is, the rules of inference might be wrong 
or our use of them could be wrong.

The rules of inference used in computation form a scientific explanation.
Programmers have an idea of what they expect the program to do.
When programs do the unexpected, we often identify this as a "bug".
For each bug, programmers then have a chance to falsify the rules of inference, 
or identify that they have made a mistake in the program.
But to my knowledge no such falsification has occurred (so far).
For example, the LISP programming language has well defined execution rules of 
inference to start with a program and input and work towards a result.
There has been over 50 years of opportunity to falsify the LISP rules of inference.
So far it has not been falsified - so therefore those rules of inference are correct 
(until they get falsified).



There are various rules of inference which thus far have not been falsified.
For example, the rules for manipulation arithmetic expressions
Example1 (A+B) x C => AxC  +  BxC
Example2 (A + B) + C => A + (B + C)
If rules of inference which have not yet been falsified are used, then they are 
correct.
Let Rule1 be a rule of inference which has not yet been falsified for a domain D.
Let State1 and State2 be states which come from domain D.
Let State1 be true.
Let Rule1 derive State2 from State1
Then State2 is true in the computation (until we falsify either State1 or Rule1)
(unless we can falsify State2, then we have successfully falsified Rule1)

Rules of inference Example1 and Example2 thus far have not been falsified for 
finite integers.
So they are correct rules of inference.
And thus the statements derived from such rules of inference are not guesses (as 
Brett asserts "but it and each step is, and always remains, a guess").
Each step is correct (until we falsify the original statement, or the rules of 
inference).

<table class="TM_EMAIL_NOTICE"><tr><td><pre>
TREND MICRO EMAIL NOTICE
The information contained in this email and any attachments is confidential
and may be subject to copyright or other intellectual property protection.
If you are not the intended recipient, you are not authorized to use or
disclose this information, and we request that you notify us by reply mail or
telephone and delete the original message from your mail system.
</pre></td></tr></table>

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Justificationist tries to persuade a Critical Rationalist
Date: January 15, 2013 at 7:11 AM

On 15/01/2013, at 22:26, "jon_oliver@trendmicro.com" 
<jon_oliver@trendmicro.com> wrote:

On Tuesday, 15 January 2013 8:10 AM, Brett Hall wrote:

A proof then is just an instantiation of a guess that has been made. It might be 
on paper, in the mind or on a computer made of silicon or whatever.
"To prove" describes a *process* that performs some task (establishing a 
conclusion) - but it and each step is, and always remains, a guess.
To ask whether a computation is "true" is to ask whether that process has been 
performed correctly
- by correctly I mean to say "without any known errors". For example the 
computation:

123
+456
=579

is true in so far as the conclusion (output) follows from the premises (input) 
without errors along the way.

The only way we know about errors is by some method of criticism. Errors may 
of course include the very rules we rely upon,
not only errors in our use of them. That is, the rules of inference might be 
wrong or our use of them could be wrong.

The rules of inference used in computation form a scientific explanation.

Sure. But scientific explanations are guesses. Grand, powerful theories 
perhaps...but guesses nonetheless.

Programmers have an idea of what they expect the program to do.
When programs do the unexpected, we often identify this as a "bug".
For each bug, programmers then have a chance to falsify the rules of inference, 
or identify that they have made a mistake in the program.



But to my knowledge no such falsification has occurred (so far).

Sure, but this doesn't alter the fact that programs are guesses as to what will 
work to perform some given computation. At any time t, some program x, may fail 
to perform the task it was intended to. It may become 'buggy'. It is, and remains, 
a guess, as to whether it will perform its task.

For example, the LISP programming language has well defined execution rules 
of inference

These are guesses (as to what will work). However long it has been that they 
have been used cannot change the fact they are still guesses. Time doesn't 
change the status of a guess to something other than a guess. Guesses which 
survive many attempts at falsification...and so have "functioned" well in past up 
until the present are still guesses with no greater status than any other...except 
those that have already been falsified (with truth value 0) or have not been tested 
at all (no truth value yet assigned).

to start with a program and input and work towards a result.
There has been over 50 years of opportunity to falsify the LISP rules of 
inference.

50 years, 5 years, 5 days or 5 billion years, it makes no difference, does it? 
Explain why it should.

So far it has not been falsified - so therefore those rules of inference are correct 
(until they get falsified).

Exactly. So...they are guesses. They are correct, I agree, but they remain 
guesses. I see no contradiction here. To be trite: 1+1=2 is a guess. Right?

I know that might seem vacuous to you but I just want to find out if *this* is our 
point of difference. I'm just trying to determine whether you're fallibalist here, or 
justificationist.

There are various rules of inference which thus far have not been falsified.
For example, the rules for manipulation arithmetic expressions
Example1    (A+B) x C    =>    AxC  +  BxC



That's some version of the distributive law. It's a guess.

Example2    (A + B) + C    =>    A + (B + C)

That's some version of the associative law. Another guess.

If rules of inference which have not yet been falsified are used, then they are 
correct.

Yes. But all such laws, rules of inference - used in geometry, arithmetic, logic or 
computer programming...whether used for 1 year or 10 or 100 years or 1000 
years, remain guesses and are of equal status unless never tested or unless they 
actually have been falsified. "Age does not weary them"...or give them extra 
status.

Let Rule1 be a rule of inference which has not yet been falsified for a domain D.

= Let Rule 1 be a guess as to a rule of inference which has not yet been falsified 
for a domain D.

Let State1 and State2 be states which come from domain D.

= Let State 1 and state 2 be guesses supposed to be states which are guessed to 
come from domain D.

(You can see this becomes tiresome...but it doesn't change the fact all statements 
of fact of this sort of tentative. If they work, or are said to be correct...and have 
not yet been falsified they remain, and always are guesses. They are guesses not 
falsified (correct) or guesses falsified (incorrect). But guesses just the same.)

Let State1 be true.

Let = assume that...

Let Rule1 derive State2 from State1
Then State2 is true in the computation (until we falsify either State1 or Rule1)
(unless we can falsify State2, then we have successfully falsified Rule1)



Rules of inference Example1 and Example2 thus far have not been falsified for 
finite integers.
So they are correct rules of inference.

Even if you perform a proof by induction that has been done a million times 
before without problem, your premises, the rules you use, each step along the 
way and finally the conclusion are all guesses. They are correct, but remain 
guesses. What else could they be? Absolutely certain, unfalsifiable, abstract 
concrete incontrovertible truths? In other words things we know cannot exist?

And thus the statements derived from such rules of inference are not guesses

What are they, then?

(as Brett asserts "but it and each step is, and always remains, a guess").
Each step is correct

What does "correct" mean if not "a guess not yet successfully criticised?"

(until we falsify the original statement, or the rules of inference).

Um...you seem to admit with your "until" that the "correctness" is tentative. Right? 
If it's tentative, is it not a guess?

Guesses that do survive criticism, I grant have truth value 1. Those that are 
successfully criticised are false and so have truth value 0 (to use the terminology 
popular on BoI atm). Those never subjected to criticism have no truth value.  We 
should prefer the first sort, right?

But all 3 kinds are guesses. That is, none of them are accorded the status of 
"certain truth": a standard we know is impossible to obtain.

Brett.



From: Rami Rustom <rombomb@gmail.com>
Cc: objectivism-discussion <objectivism-discussion@googlegroups.com>
Subject: [Objectivism Discussion] RE: [BoI] Re: Justificationism and Critical 
Rationalism
Date: January 15, 2013 at 9:09 AM

On Jan 15, 2013 4:22 AM, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:

Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
        "If this idea is true then it is false, else if this idea is false then it is true."
Idea(1) is neither true nor false.

No, an idea cannot be true and false at the same time.

I said that *an idea is either true OR false*, which means that it
can't be true AND false.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 15, 2013 at 9:17 AM

On Jan 15, 2013 2:57 AM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 15 Jan 2013, at 03:42, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

[...] all statements of the form "X exists" are unfalsifiable.

Are these unfalsifiable? Why?

Theory 1: All people get negative emotions when they are presented
with a disagreement between their worldview and a new idea from
someone else.

Theory 2: All people's brains go into a "defensive state" (described
by neurochemical changes X, Y, Z) when they are presented with a
disagreement between their worldview and a new idea from someone else.

#1 requires subjective accounts of people's experiences, and since
they could be lying, there is no way to get objective data. Also the
second part about the disagreement between one's worldview and a new
idea, is subjective -- so again he could be lying, so no objective
data again.

#2 solves that first problem because the experimenter is getting
objective data of the neurochemical changes. But the second problem is
still there.

So, is it the subjectivity problem that makes them unfalsifiable?

Neither of these are existential statements. An existential statement is of the 
form "X exists". Your statements are of the form "All X are Y." Also, the 



statement "X exists and can be found only in specific circumstances Y" may be 
testable but that's different from an existential statement.

I'm confused on this falsifiable idea. I understand it to mean this:

A scientific theory is falsifiable if and only if its possible than an
experiment can rule it out (aka falsify it).

To help me understand this, I'll ask 2 questions that I think are
equivalent. Tell me if I'm right.

What is an example of a theory that isn't falsifiable?

What is an example of a theory that does not pass Popper's line of demarcation?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: Communicating subjective stuff (was: [BoI] Justificationist tries to 
persuade a Critical Rationalist)
Date: January 15, 2013 at 9:27 AM

On Jan 14, 2013 10:22 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 15/01/2013, at 14:46, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 at 9:43 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 14:39, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brhalluk@hotmail.com> 
wrote:

On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

This isn't to say there might not be *subjective* truths that we get hints of. 
That is to say, something about your own mind that you can only guess 
and then criticise and *not* be able to communicate to your own 
satisfaction (i.e: very well at all) to another person because the evidence to 
be explained exists entirely in your own head and you lack the language to 
describe it. For example: what your own qualia are like. What it feels like to 
be you, when you are sad, or how chocolate tastes exactly. What was that 
dream like exactly? It seemed profound. What it is "like" to be you, more 
generally? This is all possible, right? I find that mysterious, but it doesn't 
allow room for strange realities beyond our *perception*. It's just a 
*problem* (of communication).

If subjective truth of this type exists, the problem of how to communicate it 
is solvable. All problems are.

You mean *how to communicate it such that another person can know
*exactly* what I'm feeling*?

What does *exactly* mean?

Well, you used the term "exactly" when you said "how chocolate tastes
exactly". So how did you mean it?

In the case of communicating subjective stuff like how chocolate tastes, the 



"exactly" is precisely the problem, isn't it? Exactly means "As I experience it".

Because the room for error is just so great here, this is where words like 
"exactly" earn their keep. It's a way to emphasise the inability to capture the 
experience/quale in words.

But ideas have the same problem. Its impossible to exactly capture an
idea of mine in words. And you cannot capture that idea from reading
my string of words that approximately describes that idea.

For example, before a week ago, I didn't understand Elliot's version
of the idea he calls justificationism. My version was different than
his. Now our versions are closer, but are they exactly the same? Maybe
not. Maybe he or I will find another difference between our versions
(aka disagreement).

So when you ask:

 You mean *how to communicate it such that another person can know
*exactly* what I'm feeling*?

I do not know what you mean, when you say "exactly". Exactly what I'm feeling 
could mean:

Feel *all* the same things that I am feeling now (that would make that person 
actually me, in my view). So my answer would be "no"

Or it could mean:

Feel, with certainty, exactly one sensation/quale identical to what I feel. My 
answer would be no, you can never be certain.

Thats what I meant.

Or it could mean:

Feel with arbitrary closeness a sensation or quale the same as me. My answer 
would be "yes" one day we will be able to do this. There will still be error, our 



feelings might not be identical, but they might be able to get arbitrarily 
close...and thus be more "exactly" alike. I might really come to know what you 
are tasting when you taste chocolate.

I've seen the term *arbitrary closeness* before but I don't understand
it. What does it mean?

By the way, we can be pretty sure that when we taste the same chocolate bar, it 
tastes different to us. For one we have different numbers of tastebuds and we 
don't know exactly how they work or what controls their sensitivities, etc. So 
even just on that level - the anatomical one - the question is hard.

Genes can have an effect on how those tastebuds work too.

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Are personal attacks metadiscussion?
Date: January 15, 2013 at 10:00 AM

On Jan 10, 2013 9:46 AM, "David Deutsch" <david.deutsch@qubit.org> wrote:

On 10 Jan 2013, at 15:14, Rami Rustom <rombomb@gmail.com> wrote:

A samharris.org poster made a personal attack on me and didn't discuss
anything substantive of my ideas. He wrote it on my blog, not on the
forum. I couldn't email him back because he didn't leave an email
address. Some questions for you:

Are personal attacks metadiscussion?

Classifying them is not very important compared with noticing when they are off-
topic, parochial, or invalid arguments, or not arguments at all but just attempts to 
sabotage a discussion, distress someone, give pleasure or validation to the 
attacker, or any other purpose that differs from trying to find out whether the 
idea expressed by the attacked person is true or false.

Do personal attacks warrant doing metadiscussion? I think yes. But I
don't know what problems I should look out for. Some more questions
below.

Replying in kind, or by discussing the discussion, is collaborating in the 
attacker's attempt to sabotage discussion of the issue that prompted the attack.

So this is what the anonymous poster said:

Hi there! I noticed in reading this article--and I don't mean for you to take 
offense to this--but I couldn't help notice that you must be very dumb. I'm sure 
this isn't the first time you've heard this and it may be the case that others 
who have noticed this fact about you have insisted that being dumb leads to, 
say, unhappiness, no friends, being a loser. And so I understand if you react 
to the label of "dumb" by attempting to prove that you're, in fact, not dumb by 
coming on here and posting your ideas. I'm here to tell you--and not in a 
facetious way--that it's okay to be dumb. Being dumb doesn't disqualify you 
from being loved and from living a worthwhile life. In the future, when 
confronted with a task that requires some thinking (e.g. discussing psychiatric 



disorders, discussing philosophy, voting for a president), make sure to 
remember that the idea that you are about to have is probably wrong. I think 
that that will help you out in the long run.

end quote

Then I replied on my blog (and I also posted this on the harris forum
in the thread that the poster was reading when he clicked to my blog):

Why should I take offense? You've said nothing substantive. And even
if you did say something substantive, why would I take offense? Either
your criticism is correct, in which case I've just learned that I was
mistaken and I've fixed my mistake, or your criticism is wrong, in
which case I will criticize your criticism helping you see your
mistake. This is good, not bad.

But you didn't provide me with any (substantive) criticism. A
criticism is an explanation of a flaw in an idea. You did not provide
me with any explanations of any flaws in my ideas. All you did was
assert that I'm dumb, thereby implying that many of my ideas are
flawed.

Actually it doesn't even imply that. 'Dumb' has a wide range of meanings, some 
of them based on misconceptions and some not, but none of them have the 
property that most of a 'dumb' person's ideas are more flawed than some other 
person's. And in practice the reverse is indeed sometimes the case. In regard to 
any *particular* idea that the 'dumb' person may have, appealing to this 
dumbness is simply a fallacy.

I think the poster said (or insinuated) that my motivation to disagree
with Harris's ideas is that I want to feel smart or something. Why
does he think that is my motivation? Maybe its because he doesn't
understand why I would disagree with him on so many details and so he
guessed a motivation.

What is his motivation? What was he expecting me to think/feel? How
much of that is inexplicit/subconscious?

-- Rami



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Are personal attacks metadiscussion?
Date: January 15, 2013 at 10:05 AM

On Fri, Jan 11, 2013 at 10:58 AM, skg <skudge@gmail.com> wrote:
If this was a personal attack, the best response is simply to ignore it.

That depends on what problem one is trying to solve.

I'm trying to learn people's learning problems and solutions to them.
So posting a reply, and then posting his comment and my reply on BoI,
allows me to get external criticism, helping me learn.

It can be read as a satire of some critical-rationalist/fallibilist posting
style. As such, it is (potentially) a meaningful and useful form of
criticism.

Are you saying that the commentor was a critical rationalist? I don't
think so. Why do you think so?

Popper advocated engaging with the best argument of a critic. If you can
discover a valid argument within it, the best response would be to let that
argument inform future posts. If not, ignoring it again seems the best
response.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Destructivist <deductivist@yahoo.com>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 15, 2013 at 2:47 PM

On Tuesday, January 15, 2013 7:17:14 AM UTC-7, Rami Rustom wrote:

On Jan 15, 2013 2:57 AM, "Alan Forrester"
<alanmichae...@googlemail.com <javascript:>> wrote:

On 15 Jan 2013, at 03:42, Rami Rustom <rom...@gmail.com <javascript:>>
wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall 
<brha...@hotmail.com<javascript:>>

wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rom...@gmail.com <javascript:>>

wrote:

[...] all statements of the form "X exists" are unfalsifiable.

Are these unfalsifiable? Why?

First let's lay some groundwork.

An "observation-type statement" is a description of something that happened
(or existed) at some place and time.

Examples:
"I used to be able to run a 10-minute mile!"
"Police responded to a suspicious-looking man at the corner of 19th and
State street at 10pm last night."

Statements like "X exists" are unfalsifiable because there are no
observation-type statements that contradict them.

There are other types of statements that contradict them, such as "X does



not exist" or "It is impossible for Xs to exist", but those statements
don't fit the form of an observation-type statement.

Theory 1: All people get negative emotions when they are presented
with a disagreement between their worldview and a new idea from
someone else.

This theory is, in fact, falsifiable. Keep in mind that falsifiability is
an inherent *logical* property of a statement. It has nothing to do with
whether we end up accepting or rejecting whatever observation-type
statements contradict it.

An observation-type statement that contradicts your theory would be
something like "Yesterday, John failed to have a negative emotion when he
was presented with a disagreement between his worldview and a new idea from
someone else."

Since it's falsifiable, it can't be equivalent to a statement like "X
exists" (Alan explained that this theory is of the form "All X are Y").

So, is it the subjectivity problem that makes them unfalsifiable?

Nope.

I'm confused on this falsifiable idea. I understand it to mean this:

A scientific theory is falsifiable if and only if its possible than an
experiment can rule it out (aka falsify it).

It's not about experiments at all, actually. Many statements are
falsifiable, even if no experiment we could perform would rule them out.

For example, the statement "Whenever Yahweh isn't eating hotdogs, he's



eating hamburgers" is falsifiable, and here's the observation-type
statement that would falsify it: "At the moment, Yahweh isn't eating
hotdogs, and he isn't eating a hamburger either."

Such a statement describes what's happening in a realm that is inaccessible
to human experimenters. But that doesn't make it unfalsifiable.

The TL;DR:
Falsifiability is a property of any statement for which contradictory *observation-
type
statements* can be created.

What is an example of a theory that isn't falsifiable?

"There is at least one Unicorn"

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 15, 2013 at 2:54 PM

On 15 Jan 2013, at 14:17, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 15, 2013 2:57 AM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 15 Jan 2013, at 03:42, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

[...] all statements of the form "X exists" are unfalsifiable.

Are these unfalsifiable? Why?

Theory 1: All people get negative emotions when they are presented
with a disagreement between their worldview and a new idea from
someone else.

Theory 2: All people's brains go into a "defensive state" (described
by neurochemical changes X, Y, Z) when they are presented with a
disagreement between their worldview and a new idea from someone else.

#1 requires subjective accounts of people's experiences, and since
they could be lying, there is no way to get objective data. Also the
second part about the disagreement between one's worldview and a new
idea, is subjective -- so again he could be lying, so no objective
data again.

#2 solves that first problem because the experimenter is getting
objective data of the neurochemical changes. But the second problem is
still there.

So, is it the subjectivity problem that makes them unfalsifiable?



Neither of these are existential statements. An existential statement is of the 
form "X exists". Your statements are of the form "All X are Y." Also, the 
statement "X exists and can be found only in specific circumstances Y" may be 
testable but that's different from an existential statement.

I'm confused on this falsifiable idea. I understand it to mean this:

A scientific theory is falsifiable if and only if its possible than an
experiment can rule it out (aka falsify it).

If it is possible to specify an experiment or observation that would rule out an idea 
then it is falsfiable.

To help me understand this, I'll ask 2 questions that I think are
equivalent. Tell me if I'm right.

What is an example of a theory that isn't falsifiable?

What is an example of a theory that does not pass Popper's line of 
demarcation?

Yes.

Alan



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Unfalsifiable theories
Date: January 15, 2013 at 4:11 PM

I'm confused on this falsifiable idea. I understand it to mean this:
>
>A scientific theory is falsifiable if and only if its possible than an
>experiment can rule it out (aka falsify it).

You need to understand the context where Popper developed the idea. The 
logical positivists of the Vienna Circle in the 1920s (1) wanted to rule metaphysics 
out of court as meaningless nonsense and (2) they wanted to perfect the 
inductive method to establish the "justified true beliefs" of scientific knowledge 
(based on sense data).

They wanted the "verification criterion" to dispose of metaphysics. So any 
statement that could not be verified by observation (sense data) would be ruled 
out of court as meaningless.

Maths and logic were granted an exemption because they did not describe the 
world, they were formal systems.

Popper realised quite early in the piece that the verification criterion would never 
fly. For a start the criterion itself was ruled out, likewise the general laws of 
science like "all planets move in ellipses" because it is not formally verified by any 
number of observations.

He noticed that Einstein's theory could have been refuted by observations and he 
realised that this was a different way of using evidence, as a TEST  rather than a 
verification.

So he made a distinction between theories that could (at least in principle) be 
refuted by evidence, and theories that could not. There are many reasons why 
some theories cannot be tested, one of which is the lack of experimental methods 
at the time, so you have to spend billions on a collider to test some theories.

He was wary of metaphyiscs but not paranoid, so he  did not claim that it was 
necessarily nonsensical, indeed he argued that metaphyiscal theories and myths 
tend to lead the way in science and they are made testable by refinement and 
advances in experimental methods.



The thing is not to be obsessive about Science. All sorts of good things are on the 
"non-science" line of demarcation like the criterion itself, and our moral principles.

You need to understand the problem that theories (including moral priniciples) are 
designed to solve.

The falsfiabililty criterion is designed to find out early in an argument (1) whether 
evidence is going to count and (2) whether it is going to be used in a critical way, 
to test your theory, or in the way that true believers pile up evidence that suits 
them and ignore the rest.

An added wrinkle is that tests cannot be decisive due to the problems of 
observation, theory dependence of observation etc. The LOGIC OF 
FALSIFIABILITY is decisive but the PRACTICE OF FALSIFICATION  is not.

That is not a problem for a theory of conjectural knowledge.

The tailpiece of the story is that there was an alternative to the program of the 
logical positivists in 1934 but they persisted for several more decades on the 
fruitless mission to make a verification principle work, and to get a theory of 
inductive probability.

It is really and truly time they did something more useful.

Rafe Champion

-- 



From: Destructivist <deductivist@yahoo.com>
Cc: alanmichaelforrester@googlemail.com
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 15, 2013 at 4:16 PM

On Tuesday, January 15, 2013 12:54:58 PM UTC-7, Alan Forrester wrote:

If it is possible to specify an experiment or observation that would rule
out an idea then it is falsifiable.

If an observation doesn't rule out an idea (because we've rejected the
claim that the observation is true), yet logically contradicts that idea,
then the existence of that rejected observation makes the idea falsifiable.
It doesn't matter that it's false (and it wouldn't matter if we thought it
was true).

I don't think falsifiability has anything to do with 'ruling stuff out',
and has everything to do with logical inconsistency. No decisions about
which idea is true and which is false are needed to spot an inconsistency
between 2 ideas.

At least, that's what I got from reading the first chapter or so of
Popper's LoSD.

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 15, 2013 at 4:27 PM

On 15 Jan 2013, at 19:47, Destructivist <deductivist@yahoo.com> wrote:

On Tuesday, January 15, 2013 7:17:14 AM UTC-7, Rami Rustom wrote:
On Jan 15, 2013 2:57 AM, "Alan Forrester"
<alanmichae...@googlemail.com> wrote:

On 15 Jan 2013, at 03:42, Rami Rustom <rom...@gmail.com> wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brha...@hotmail.com> wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rom...@gmail.com> wrote:

[...] all statements of the form "X exists" are unfalsifiable.

Are these unfalsifiable? Why?

First let's lay some groundwork.

An "observation-type statement" is a description of something that happened (or 
existed) at some place and time.

Examples:
"I used to be able to run a 10-minute mile!"

That doesn't refer to anything that ever happened. You could have been able to 
run a ten minute mile even though you never actually ran it.

"Police responded to a suspicious-looking man at the corner of 19th and State 
street at 10pm last night."

Statements like "X exists" are unfalsifiable because there are no observation-
type statements that contradict them.

There are other types of statements that contradict them, such as "X does not 
exist" or "It is impossible for Xs to exist", but those statements don't fit the form 



of an observation-type statement.

Yes.

Theory 1: All people get negative emotions when they are presented
with a disagreement between their worldview and a new idea from
someone else.

This theory is, in fact, falsifiable. Keep in mind that falsifiability is an inherent 
logical property of a statement. It has nothing to do with whether we end up 
accepting or rejecting whatever observation-type statements contradict it.

An observation-type statement that contradicts your theory would be something 
like "Yesterday, John failed to have a negative emotion when he was presented 
with a disagreement between his worldview and a new idea from someone 
else."

Since it's falsifiable, it can't be equivalent to a statement like "X exists" (Alan 
explained that this theory is of the form "All X are Y").

Yes.

So, is it the subjectivity problem that makes them unfalsifiable?

Nope.

I'm confused on this falsifiable idea. I understand it to mean this:

A scientific theory is falsifiable if and only if its possible than an
experiment can rule it out (aka falsify it).

It's not about experiments at all, actually. Many statements are falsifiable, even 
if no experiment we could perform would rule them out.

For example, the statement "Whenever Yahweh isn't eating hotdogs, he's eating 
hamburgers" is falsifiable, and here's the observation-type statement that would 
falsify it: "At the moment, Yahweh isn't eating hotdogs, and he isn't eating a 
hamburger either."



No it's not. You haven't given an explanation of how to observe Yahweh. Yahweh 
and his hotdogs could be invisible and intangible and unsmellable and so on.

You seem to have mistaken the fact that observation statements have a particular 
form with thinking the form is all there is to it. An explanation is necessary not just 
some set of words that fits a particular syntactic rule.

Such a statement describes what's happening in a realm that is inaccessible to 
human experimenters. But that doesn't make it unfalsifiable.

There are things that happened in the distant past somewhere out in space or in 
the core of the sun or all sorts of other places that nobody will ever be able to 
observe. However, that's not a reason to say they are unfalsifiable. You could 
explain a way to observe them if you happened to be around at that place and 
time, unlike your Yahweh example.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Unfalsifiable theories
Date: January 15, 2013 at 4:29 PM

On Jan 15, 2013, at 1:11 PM, Rafe Champion <rchamp@bigpond.net.au> wrote:

I'm confused on this falsifiable idea. I understand it to mean this:

A scientific theory is falsifiable if and only if its possible than an
experiment can rule it out (aka falsify it).

Falsifiability is terminology to refer to ideas you can criticize with empirical 
evidence. It's a subset of criticizability.

You need to understand the context where Popper developed the idea. The 
logical positivists of the Vienna Circle in the 1920s (1) wanted to rule 
metaphysics out of court as meaningless nonsense and (2) they wanted to 
perfect the inductive method to establish the "justified true beliefs" of scientific 
knowledge (based on sense data).

They wanted the "verification criterion" to dispose of metaphysics. So any 
statement that could not be verified by observation (sense data) would be ruled 
out of court as meaningless.

Maths and logic were granted an exemption because they did not describe the 
world, they were formal systems.

Popper realised quite early in the piece that the verification criterion would never 
fly. For a start the criterion itself was ruled out, likewise the general laws of 
science like "all planets move in ellipses" because it is not formally verified by 
any number of observations.

He noticed that Einstein's theory could have been refuted by observations and 
he realised that this was a different way of using evidence, as a TEST  rather 
than a verification.

So he made a distinction between theories that could (at least in principle) be 
refuted by evidence, and theories that could not.



Yes. And he wrote about his motivations for this. One of the motivations was to 
have a classification in which the ideas of Freud, Adler and Marx were 
unscientific (as they should be).

There are many reasons why some theories cannot be tested, one of which is 
the lack of experimental methods at the time, so you have to spend billions on a 
collider to test some theories.

He was wary of metaphyiscs but not paranoid, so he  did not claim that it was 
necessarily nonsensical, indeed he argued that metaphyiscal theories and 
myths tend to lead the way in science and they are made testable by refinement 
and advances in experimental methods.

The thing is not to be obsessive about Science. All sorts of good things are on 
the "non-science" line of demarcation like the criterion itself, and our moral 
principles.

You need to understand the problem that theories (including moral priniciples) 
are designed to solve.

The falsfiabililty criterion is designed to find out early in an argument (1) whether 
evidence is going to count and (2) whether it is going to be used in a critical 
way, to test your theory, or in the way that true believers pile up evidence that 
suits them and ignore the rest.

Yeah. I agree. This is all good stuff.

An added wrinkle is that tests cannot be decisive due to the problems of 
observation, theory dependence of observation etc. The LOGIC OF 
FALSIFIABILITY is decisive but the PRACTICE OF FALSIFICATION  is not.

That is not a problem for a theory of conjectural knowledge.

Agreed.

The tailpiece of the story is that there was an alternative to the program of the 
logical positivists in 1934 but they persisted for several more decades on the 



fruitless mission to make a verification principle work, and to get a theory of 
inductive probability.

It is really and truly time they did something more useful.

Most philosophers disagree, despite Popper explaining it to them. At length, in 
detail, patiently.

Do you have any ideas about what will and won't change things? For example, 
someone could try writing a new book. But why would it be more successful than 
Popper's? Popper wrote well and clearly, and had plenty to say that people could 
benefit a lot from. But that apparently isn't enough. So what else is there to aim 
for? What could someone try to do with a book besides clearly write better ideas 
than his audience already has, as Popper already did?

One option is aiming for bad things like authority so that people listen because of 
your reputation. But I do not think irrational approaches are a good idea.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 15, 2013 at 4:32 PM

On Jan 15, 2013, at 1:16 PM, Destructivist <deductivist@yahoo.com> wrote:

On Tuesday, January 15, 2013 12:54:58 PM UTC-7, Alan Forrester wrote:

If it is possible to specify an experiment or observation that would rule
out an idea then it is falsifiable.

If an observation doesn't rule out an idea (because we've rejected the
claim that the observation is true), yet logically contradicts that idea,
then the existence of that rejected observation makes the idea falsifiable.
It doesn't matter that it's false (and it wouldn't matter if we thought it
was true).

I don't think falsifiability has anything to do with 'ruling stuff out',
and has everything to do with logical inconsistency. No decisions about
which idea is true and which is false are needed to spot an inconsistency
between 2 ideas.

At least, that's what I got from reading the first chapter or so of
Popper's LoSD.

I think you're focus too much on strict rules for behavior. But people can and will 
do as they please, and freedom is good. Anyway, Popper cared about, for 
example, whether people would in fact accept their empirically-contradicted ideas 
were ruled out by the evidence, or not. That issue is partly practical and social-
cultural, and it matters. You must consider other aspects like these, besides logic, 
to understand Popper.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 15, 2013 at 5:03 PM

On 15 Jan 2013, at 21:16, Destructivist <deductivist@yahoo.com> wrote:

On Tuesday, January 15, 2013 12:54:58 PM UTC-7, Alan Forrester wrote:
If it is possible to specify an experiment or observation that would rule out an 
idea then it is falsifiable.

If an observation doesn't rule out an idea (because we've rejected the claim that 
the observation is true), yet logically contradicts that idea, then the existence of 
that rejected observation makes the idea falsifiable. It doesn't matter that it's 
false (and it wouldn't matter if we thought it was true).

That depends on why we've rejected the observation. If it happens to be the case 
that we did the observation wrongly, but we have an unrefuted explanation of the 
right way to do it, then the theory under consideration may be falsifiable.

I don't think falsifiability has anything to do with 'ruling stuff out', and has 
everything to do with logical inconsistency.

Logical inconsistency between two statements is not sufficient for falsifiabilty. You 
have to specify an experiment that could be done, at least in principle, and whose 
results could be inconsistent with your theory according to the explanation of how 
the experiment works.

Alan



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Unfalsifiable theories
Date: January 15, 2013 at 5:46 PM

On 16/01/2013 8:29 AM, Elliot Temple wrote:
Yes. And he wrote about his motivations for this. One of the motivations was to 
have a classification in which the ideas of Freud, Adler and Marx were 
unscientific (as they should be).

A caveat here, Popper was concerned with the true believers who jammed 
everything into the Freud, Adler Marx framework but he thought that their ideas 
probably had some merit (in parts) if they were prepared be be critical about 
them.

The real route for scientific psychology should have run through Buhler (Popper's 
teacher) and Ian D Suttie whose great posthumous book The Origins of Live and 
Hate has the same 1935 imprint at Logik der Forschung.

Popper wrote hundreds of pages on Marx to sort out the wheat of anti-
psychologism and institutional analysis from the chaff of everything else.

If the Marxists had been prepared to develop what Popper called the "situational" 
or "institutional" analysis which Marx offered as an alternative to the 
psychological approach of Mill, and if they had been prepared to use this analysis 
to contemplate non-revolutionary social reforms, they might have achieved 
spectacular results as they achieved political influence. But the prophetic and 
pseudo-scientific character of Marxism dominated any tendency to institutional 
analysis and so the Marxists had no idea what was required to improve the 
situation wherever they came to power or managed to influence policy.

"The prophetic element in Marx's creed was dominant in the minds of his 
followers. It swept everything else aside, banishing the power of cool and critical 
judgement and destroying the belief that by the use of reason we may change the 
world."

On a major point of  detail, Popper was wrong to concede to the Marxists that the 
condition of the workers was particularly bad, it was just that times were tough in 
those days.

Taking up the point "Do you have any ideas about what will and won't change 
things? For example, someone could try writing a new book... But I do not think 



irrational approaches are a good idea."

Yes. I am writing a set of Reading Guides on Popper's major books to publish on 
Amazon and sell for $3.99 as e books to read in Kindle and similar platforms.

Another line of attack, not irrational, Tom Stoppard wrote a marvellous play to 
send up the philosophers in Britain, especially George Moore.

http://en.wikipedia.org/wiki/Jumpers

Rafe

-- 

http://en.wikipedia.org/wiki/Jumpers


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Unfalsifiable theories
Date: January 15, 2013 at 6:00 PM

On Jan 15, 2013, at 2:46 PM, Rafe Champion <rchamp@bigpond.net.au> wrote:

Taking up the point "Do you have any ideas about what will and won't change 
things? For example, someone could try writing a new book... But I do not think 
irrational approaches are a good idea."

Yes. I am writing a set of Reading Guides on Popper's major books to publish 
on Amazon and sell for $3.99 as e books to read in Kindle and similar platforms.

So, big picture, you think Popper didn't make things simple, clear and 
straightforward enough for people, and improving that will help?

I consider that plausible, and I'm sure there's some room for improvement there, 
but I'm undecided on whether that's the main problem.

I kind of suspect there's some other stuff going on. For one thing, I think a lot of 
people don't like Popper's ideas and would like them *less* if they knew what he 
said more.

(This only works up to a point. If you understand 25% more of what Popper said, 
maybe you find out a few more things he said that you don't like, so you like him 
less. But if you understand enough, at some point you see he was right.)

I also suspect part of the reason people understand Popper so badly is in some 
sense they don't want to understand him because they don't like his message. In 
other words, people don't misunderstand Popper so much due to lack of clarity or 
simplicity, that isn't the reason that happens (sure it plays some role but maybe 
just a small one).

This is all kind of weird because Popper's messages are very likable, appealing, 
happy, good things. Stuff you should want to be true, stuff that is a better world 
than rival claims. But others don't see it that way.

One idea I have about how to spread the ideas more is to comment on this: to 
explain upfront how if this stuff is right all the consequences are great things the 
reader should be thrilled to find out are true. The world would be a better place, 



his life would be better, his opportunities better, etc, etc, if Popper is right. No one 
has anything to lose from conceding to Popper (besides perhaps their career and 
reputation as an inductivist philosopher or that sort of thing).

PS good points about Marx

PPS In my vague understanding, Amazon offers a much better deal for selling 
ebooks but with a max price of $2.99 to get that deal. Just FYI, something to look 
into. Good luck with your project.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Unfalsifiable theories
Date: January 15, 2013 at 6:24 PM

On 16/01/2013 10:00 AM, Elliot Temple wrote:
  Good luck with your project.

Just for the record, these are the reading guides at the moment, they will have to 
come off my website when they are published.

The Conjectures Reader privides some clues about the failure of Popper's 
program in the market of ideas, due to delayed publication of key works.

http://www.the-rathouse.com/Popper-papers/LSD-READER.html

http://www.the-rathouse.com/Popper-papers/PH-READER.html

http://www.the-rathouse.com/Popper-papers/OSE-READER.html

http://www.the-rathouse.com/Popper-papers/CR-READER.html

They will each have a set of appendices (duplication is ok when it is just 
electrons, not paper).

I  Popper's Progress, an expanded version of this
http://catallaxyfiles.com/2013/01/14/poppers-progress-1902-1994/

II  Popper's four "turns"

III  The Reception and Propagation of Popper's ideas (The Popper Legend).
How he was billed as a kind of positivist, an idea which took hold (and stuck) 
while he was in NZ and the logical empiricists were embedding themselves in the 
plum chairs in the US

IV  The Standard Errors in talking about Popper

V   A case study, the philosophy and methodology of economics - three decades 
of wasted effort under the influence of the logical empiricists, Kuhn and Lakatos.

Rafe

http://www.the-rathouse.com/Popper-papers/LSD-READER.html
http://www.the-rathouse.com/Popper-papers/PH-READER.html
http://www.the-rathouse.com/Popper-papers/OSE-READER.html
http://www.the-rathouse.com/Popper-papers/CR-READER.html
http://catallaxyfiles.com/2013/01/14/poppers-progress-1902-1994/


-- 



From: Destructivist <deductivist@yahoo.com>
Cc: alanmichaelforrester@googlemail.com
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 15, 2013 at 8:43 PM

On Tuesday, January 15, 2013 2:27:16 PM UTC-7, Alan Forrester wrote:

On 15 Jan 2013, at 19:47, Destructivist <deduc...@yahoo.com <javascript:>>
wrote:

On Tuesday, January 15, 2013 7:17:14 AM UTC-7, Rami Rustom wrote:
On Jan 15, 2013 2:57 AM, "Alan Forrester"
<alanmichae...@googlemail.com> wrote:

On 15 Jan 2013, at 03:42, Rami Rustom <rom...@gmail.com> wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brha...@hotmail.com>
wrote:

On 15/01/2013, at 0:01, "Rami Rustom" <rom...@gmail.com> wrote:

[...] all statements of the form "X exists" are unfalsifiable.

Are these unfalsifiable? Why?

First let's lay some groundwork.

An "observation-type statement" is a description of something that
happened (or existed) at some place and time.

Examples:
"I used to be able to run a 10-minute mile!"

That doesn't refer to anything that ever happened. You could have been
able to run a ten minute mile even though you never actually ran it.



I could've sworn that I erased that example and replaced it with  "I once
ran a 10 minute mile!". Oh well. My goal was to contrast a temporally vague
observation with more temporally specific observations.

Notice how vague that observation is. Even the person who thinks it may not
know when or where he ran a 10 minute mile, due to, say, Alzheimers
disease. All he knows is that it happened once, and it explains why he has
a memory that is now missing its timestamp and placestamp, but which may
still be crystal clear. He might remember all the experiential details of
his run.

I'm confused on this falsifiable idea. I understand it to mean this:

A scientific theory is falsifiable if and only if its possible than an
experiment can rule it out (aka falsify it).

It's not about experiments at all, actually. Many statements are
falsifiable, even if no experiment we could perform would rule them out.

For example, the statement "Whenever Yahweh isn't eating hotdogs, he's
eating hamburgers" is falsifiable, and here's the observation-type
statement that would falsify it: "At the moment, Yahweh isn't eating
hotdogs, and he isn't eating a hamburger either."

No it's not. You haven't given an explanation of how to observe Yahweh.
Yahweh and his hotdogs could be invisible and intangible and unsmellable
and so on.

That's exactly what I'm saying. Yahweh and his hotdogs/burgers *are*
invisible, intangible, and unsmellable, etc. I'm suggesting that some
falsifiable statements are about such things.

You seem to have mistaken the fact that observation statements have a
particular form with thinking the form is all there is to it. An
explanation is necessary not just some set of words that fits a particular
syntactic rule.

Why do you think there is more to it? I see no reason to think that we need
an explanation about how to observe Yahweh in order to say that our
ideas about his eating habits are falsifiable.



I'll grant you that there are 2 kinds of falsifiable statements: those that
are simply logically falsifiable, and those that are falsifiable *and which
we have explanations about how to get relevant observations for.*

Such a statement describes what's happening in a realm that is
inaccessible to human experimenters. But that doesn't make it
unfalsifiable.

There are things that happened in the distant past somewhere out in space
or in the core of the sun or all sorts of other places that nobody will
ever be able to observe. However, that's not a reason to say they are
unfalsifiable. You could explain a way to observe them if you happened to
be around at that place and time, unlike your Yahweh example.

I didn't say those things are unfalsifiable. And you're right that you
could explain a way to get your sensory organs stimulated by those things
if you were around at those places and times. But those explanations are
not a prerequisite for an idea to qualify as being logically falsifiable.
At least, that's my opinion, and I'm sticking to it until I have a
criticism of it.  I think you're talking about a subset of the set of ideas
I call 'falsifiable ideas'.
 Tags: comma separated list
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From: Destructivist <deductivist@yahoo.com>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 15, 2013 at 9:00 PM

On Tuesday, January 15, 2013 2:32:12 PM UTC-7, Elliot Temple wrote:

On Jan 15, 2013, at 1:16 PM, Destructivist <deduc...@yahoo.com<javascript:>>
wrote:

On Tuesday, January 15, 2013 12:54:58 PM UTC-7, Alan Forrester wrote:

If it is possible to specify an experiment or observation that would
rule

out an idea then it is falsifiable.

If an observation doesn't rule out an idea (because we've rejected the
claim that the observation is true), yet logically contradicts that

idea,
then the existence of that rejected observation makes the idea

falsifiable.
It doesn't matter that it's false (and it wouldn't matter if we thought

it
was true).

I don't think falsifiability has anything to do with 'ruling stuff out',
and has everything to do with logical inconsistency. No decisions about
which idea is true and which is false are needed to spot an

inconsistency
between 2 ideas.

At least, that's what I got from reading the first chapter or so of
Popper's LoSD.

I think you're focus too much on strict rules for behavior. But people can
and will do as they please, and freedom is good. Anyway, Popper cared
about, for example, whether people would in fact accept their



empirically-contradicted ideas were ruled out by the evidence, or not. That
issue is partly practical and social-cultural, and it matters. You must
consider other aspects like these, besides logic, to understand Popper.

I don't think Rami is seeking those answers. All I saw was a request for
clarification on what falsifiability is. I may be wrong, and I'll
just leave it up to Rami to decide what in this thread he found
question-satisfying. I figure he'll ask more questions if he's not getting
what he's looking for.

-- 



From: "jon_oliver@trendmicro.com" <jon_oliver@trendmicro.com> <beginning-of-
infinity@googlegroups.com>
Cc: objectivism-discussion <objectivism-discussion@googlegroups.com>
Subject: RE: [BoI] Re: Justificationism and Critical Rationalism
Date: January 15, 2013 at 9:26 PM

On Tuesday, 15 January 2013 10:10 PM, Rami Rustom wrote:

On Jan 15, 2013 4:22 AM, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:

Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
        "If this idea is true then it is false, else if this idea is false then it is true."
Idea(1) is neither true nor false.

No, an idea cannot be true and false at the same time.

I agree with you an idea cannot be true and false at the same time.

I said that *an idea is either true OR false*, which means that it can't be true 
AND false.

No.
We need a 3rd category.
Ideas are (i) true (ii) false, or (iii) neither-true-nor-false

We cannot restrict ideas to only either true or false, because that has been 
falsified.



Cheers
Jon Oliver

<table class="TM_EMAIL_NOTICE"><tr><td><pre>
TREND MICRO EMAIL NOTICE
The information contained in this email and any attachments is confidential
and may be subject to copyright or other intellectual property protection.
If you are not the intended recipient, you are not authorized to use or
disclose this information, and we request that you notify us by reply mail or
telephone and delete the original message from your mail system.
</pre></td></tr></table>

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] True and False (was: Justificationism and Critical Rationalism)
Date: January 15, 2013 at 9:54 PM

On Jan 15, 2013, at 6:26 PM, jon_oliver@trendmicro.com wrote:

On Tuesday, 15 January 2013 10:10 PM, Rami Rustom wrote:

On Jan 15, 2013 4:22 AM, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:

Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
       "If this idea is true then it is false, else if this idea is false then it is true."
Idea(1) is neither true nor false.

No, an idea cannot be true and false at the same time.

I agree with you an idea cannot be true and false at the same time.

I said that *an idea is either true OR false*, which means that it can't be true 
AND false.

No.
We need a 3rd category.
Ideas are (i) true (ii) false, or (iii) neither-true-nor-false

We cannot restrict ideas to only either true or false, because that has been 
falsified.



You have to be careful. Not everything is true or false. That's right. For example:

"A cow. True or false?"

If it was "There is a cow over there" then that could be true or false, or "some 
things exist in reality matching my concept of a cow" is true or false, but just the 
concept of "a cow" isn't.

I think the counter-example above trying to show some things aren't true or false 
is like "a cow". It's an assertion with no purpose, not directed at solving any 
problem. If you direct any idea towards solving a problem, it will be true or false 
whether it solves the problem. But if an idea has no purpose, there's no way to 
judge it other than for purposelessness (which is a reasonable criticism and 
reason not to accept or use the idea, but that only makes something "false" if you 
treat truth and falsity rather broadly).

I don't see that any of this is problematic. Nor that we need a third category in 
general. Many things are true or false. This concept doesn't reach to everything, 
but so what?

Perhaps it's like this: every important statement is true or false.

"A cow" can't be false because it doesn't say anything. For that matter, "" (empty 
string, silence) is not true or false either. But interesting questions about it are a 
matter for truth and falsity. There is a truth of whether it answers any particular 
question or solves any particular problem. And there is a truth of how important 
and interesting it is, if it doesn't solve any problem, serve any purpose, or answer 
any question.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Nicolas Marquis Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: January 15, 2013 at 9:56 PM

Le 2013-01-15 à 21:26, "jon_oliver@trendmicro.com" 
<jon_oliver@trendmicro.com> a écrit :

On Tuesday, 15 January 2013 10:10 PM, Rami Rustom wrote:

On Jan 15, 2013 4:22 AM, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:
Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
       "If this idea is true then it is false, else if this idea is false then it is true."
Idea(1) is neither true nor false.

No, an idea cannot be true and false at the same time.

I agree with you an idea cannot be true and false at the same time.

I said that *an idea is either true OR false*, which means that it can't be true 
AND false.

No.
We need a 3rd category.
Ideas are (i) true (ii) false, or (iii) neither-true-nor-false

We do not need another category if we use the mathematical tool called 
"indexing" as in general semantics:



Let's posit "idea x" as the "an idea" from the before mentioned quote.
If idea x is an element of reality, then it exist in time.
Since it exist in time, we might index idea x at a time t as  x(t).
It is therefore possible that idea x might be true at time t and false at time t+1, 
after the function "then it is false" has been applied.
Likewise it might be true again at time t+2.

As you see, the physics-mathematical methods of general semantics solves lots 
of so-called paradoxes by using more advanced kind of distinctions :-).

Nick



From: "jon_oliver@trendmicro.com" <jon_oliver@trendmicro.com> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Justificationist tries to persuade a Critical Rationalist
Date: January 15, 2013 at 9:57 PM

On Tuesday, 15 January 2013 8:11 PM, Brett Hall writes:

Sure. But scientific explanations are guesses. Grand, powerful theories 
perhaps...but guesses nonetheless.

The way you use the word "guesses" is misleading to me (and I imagine other 
readers).
It is clearer if words like "conjecture" / "good explanation" / "bad explanation" are 
used, and the reach / the hardness to vary of these conjectures are discussed.
I imagine, most people would not get on a new plane design based on a "guess".
I imagine, most people will get on a new plane design based on a "scientific 
conjectures which have faced a test of falsification".
Especially if those scientific conjectures have reach / are hard-to-vary - meet the 
requirements of a good explanation.

The theories of rules of inference in arithmetic and LISP meet the requirements of 
a good explanation.
So it is useful to the discussion to discuss these items as well.
In fact most planes designed today are based on the rules of inference of 
arithmetic and other rules of inference embedded in computer modelling.
Why does this work?
Because these rules of inference are a good explanation.

What else could they be? Absolutely certain, unfalsifiable, abstract concrete 
incontrovertible truths? In other words things we know cannot exist?

No you are incorrect there.
I exist.
To me this is an incontrovertible truth.
There are very few other incontrovertible truths, but there is definitely one.

I will accept other good explanations are being true, and I accept that some 
(nearly all?) of these explanations are incorrect.

Cheers



Jon Oliver
<table class="TM_EMAIL_NOTICE"><tr><td><pre>
TREND MICRO EMAIL NOTICE
The information contained in this email and any attachments is confidential
and may be subject to copyright or other intellectual property protection.
If you are not the intended recipient, you are not authorized to use or
disclose this information, and we request that you notify us by reply mail or
telephone and delete the original message from your mail system.
</pre></td></tr></table>

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Justificationist tries to persuade a Critical Rationalist
Date: January 15, 2013 at 11:25 PM

On 16/01/2013, at 13:59, "jon_oliver@trendmicro.com" 
<jon_oliver@trendmicro.com> wrote:

On Tuesday, 15 January 2013 8:11 PM, Brett Hall writes:

Sure. But scientific explanations are guesses. Grand, powerful theories 
perhaps...but guesses nonetheless.

The way you use the word "guesses" is misleading to me (and I imagine other 
readers).
It is clearer if words like "conjecture" / "good explanation" / "bad explanation" are 
used, and the reach / the hardness to vary of these conjectures are discussed.
I imagine, most people would not get on a new plane design based on a 
"guess".
I imagine, most people will get on a new plane design based on a "scientific 
conjectures which have faced a test of falsification".
Especially if those scientific conjectures have reach / are hard-to-vary - meet the 
requirements of a good explanation.

The theories of rules of inference in arithmetic and LISP meet the requirements 
of a good explanation.
So it is useful to the discussion to discuss these items as well.
In fact most planes designed today are based on the rules of inference of 
arithmetic and other rules of inference embedded in computer modelling.
Why does this work?
Because these rules of inference are a good explanation.

What else could they be? Absolutely certain, unfalsifiable, abstract concrete 
incontrovertible truths? In other words things we know cannot exist?

No you are incorrect there.
I exist.
To me this is an incontrovertible truth.
There are very few other incontrovertible truths, but there is definitely one.

Are all 4 of those lines incontrovertible...or just the second one?



What others are there? Does incontrovertible mean the same as "certain"? What 
do you think it means?

As for "I exist" - is it incontrovertible that both of those words mean what you think 
they do? Are their meanings incontrovertible? What about the meanings of the 
words used in those meanings? Like wise? This is beginning to expands to the 
meanings of the words used in the meanings which define the words "I exist". It's 
a regress...so I guess we had better make all words have "incontrovertible" 
meanings to do this right. But that would be silly.

Should we just accept as a brute fact that "I exist" are the two words with 
incontrovertible meanings? Or is it the meaning of the whole sentence? But to 
know the meaning of the sentence, we need to know the meanings of the words 
which make it up.

If you assert "I exist" is an incontrovertible truth then does this mean you are 
similarly sure about what "I" refers to and what "existence" entails?

How do you establish the truth of "I exist" exactly? By argument? Presumably an 
argument that is also incontrovertible? Was the argument expressed in 
language? A language whose words have incontrovertibly the meanings you 
incontrovertibly know they do?

Or is it not an argument...but rather something else that proves to you "I exist" is 
incontrovertible? Is it a feeling? Presumably an incontrovertible one? "I exist" 
assumes heaps of stuff - about the meaning of words, the correct order they must 
appear in to make the sense you want from them, etc. One has to interpret those 
words before one is convinced by them. How can an interpretation give certainty?

It's thought Descartes' cogito can do this kind if work: establish some truth 
beyond all doubt. This is wrong. The cogito ("I think therefore I am") is doubtful. 
Like all such strings of characters. We can't be certain they label things in reality 
because we can't be certain of anything. Descartes was even more clever 
actually and didn't argue that "I think therefore I am" but said instead that "I think, 
I am" is a necessary truth whenever it is thought. But it assumes so much, still. 
Do you think? What is thinking? What are you? Don't the answers to these 
questions need to be incontrovertible for your argument to work? If it doesn't 
matter, how can you be sure it's *you* doing the thinking, and so forth.



Perhaps the whole universe was created right *now* and this pair of words "I 
exist" pops up but is just noise - a trick of random chance that labels nothing 
before it winks out of existence again.

Wild and speculative, sure. But one tends to head down such strange avenues 
when confronted with mistakes like "certain truth" and whether some things must 
be held beyond all doubt.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] why do people care about appearance?
Date: January 16, 2013 at 1:24 AM

b/c social expectations surrounding appearance are easy to judge. you can 
evaluate (part of) someone's level of social conformity without even talking to 
them.

by having social requirements with visible results, they are more enforceable. it's 
easier to give credit where due, and scorn where due.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 16, 2013 at 4:30 AM

On 16 Jan 2013, at 01:43, Destructivist <deductivist@yahoo.com> wrote:

I'm confused on this falsifiable idea. I understand it to mean this:

A scientific theory is falsifiable if and only if its possible than an experiment 
can rule it out (aka falsify it).

 It's not about experiments at all, actually. Many statements are falsifiable, 
even if no experiment we could perform would rule them out.

For example, the statement "Whenever Yahweh isn't eating hotdogs, he's 
eating hamburgers" is falsifiable, and here's the observation-type statement 
that would falsify it: "At the moment, Yahweh isn't eating hotdogs, and he isn't 
eating a hamburger either."

No it's not. You haven't given an explanation of how to observe Yahweh. 
Yahweh and his hotdogs could be invisible and intangible and unsmellable and 
so on.

That's exactly what I'm saying. Yahweh and his hotdogs/burgers *are* 
invisible, intangible, and unsmellable, etc. I'm suggesting that some falsifiable 
statements are about such things.

You seem to have mistaken the fact that observation statements have a 
particular form with thinking the form is all there is to it. An explanation is 
necessary not just some set of words that fits a particular syntactic rule.

Why do you think there is more to it? I see no reason to think that we need an 
explanation about how to observe Yahweh in order to say that our ideas about 
his eating habits are falsifiable.

I'll grant you that there are 2 kinds of falsifiable statements: those that are simply 
logically falsifiable, and those that are falsifiable *and which we have 
explanations about how to get relevant observations for.*



In Section 6 of LScD Popper states that a theory is falisfiable if

its logical form shall be such that it may be singled out by means of empirical 
tests, in a negative sense: it must be possible for a scientific system to be 
refuted by experience.

So Popper is stipulating that it must be possible in principle to do an experiment 
to refute a theory for it to be falsifiable. He is doing this for a reason. It is 
important to be clear about the ways in which an idea can be criticised. If an idea 
can't be criticised by experiment, lumping it in with ideas that can be criticised 
that way may mislead people. Your Yahweh idea is in that category. It can't be 
tested because it is far too vague even to be elaborated into an idea for an 
experiment without adding substantive new explanations that will change it a lot, 
like explaining how Yahweh interacts with X-rays or neutrinos or whatever you 
use to detect him.

Such a statement describes what's happening in a realm that is inaccessible to 
human experimenters. But that doesn't make it unfalsifiable.

There are things that happened in the distant past somewhere out in space or in 
the core of the sun or all sorts of other places that nobody will ever be able to 
observe. However, that's not a reason to say they are unfalsifiable. You could 
explain a way to observe them if you happened to be around at that place and 
time, unlike your Yahweh example.

I didn't say those things are unfalsifiable. And you're right that you could explain 
a way to get your sensory organs stimulated by those things if you were around 
at those places and times. But those explanations are not a prerequisite for an 
idea to qualify as being logically falsifiable. At least, that's my opinion, and I'm 
sticking to it until I have a criticism of it.  I think you're talking about a subset of 
the set of ideas I call 'falsifiable ideas'.

I was answering a criticism you might have proposed.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] why do people care about appearance?
Date: January 16, 2013 at 9:20 AM

On Jan 16, 2013 12:24 AM, "Elliot Temple" <curi@curi.us> wrote:

b/c social expectations surrounding appearance are easy to judge. you can 
evaluate (part of) someone's level of social conformity without even talking to 
them.

by having social requirements with visible results, they are more enforceable. it's 
easier to give credit where due, and scorn where due.

I don't see my appearance, not of myself nor of my car. Only other
people do. So why should I put so much effort into it? For my benefit
or theirs?

I don't get any benefit at all, unless I *care* what other people
think of me, in which case I benefit by having them think a certain
way about me.

Some people say that they do it for themselves. But that makes no
sense. They say it makes them feel good. But how? It's gotta be
because they *care* what other's think of them, and so what they mean
by "it makes them feel good" is that they feel good that others are
thinking about them a certain way, aka social approval.

hmm, its status again. If I dress better, I have higher social status.
If I have a nice shinny car, I have higher social status. And if I
have higher social status, I feel better. Its a justificationist
mistake.

I want zero (or neutral) status. I don't want people to judge me (i.e.
my ideas) by my status.

Elliot mentioned that Richard Feynman thought that fame gave him
negative value. How? Maybe its because with fame comes higher social
status, and with that comes problems. But what sort of problems?



My physics professor told stories of situations where things went
badly whenever someone found out that he was a physics professor. He'd
be at a social gathering and as soon as people found out, they acted
differently towards him (like intimidated/scared). Maybe those people
see being a physics professor as having higher social status. He (and
I) see this as being of negative value.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: RE: [BoI] Justificationist tries to persuade a Critical Rationalist
Date: January 16, 2013 at 9:31 AM

On Jan 15, 2013 8:59 PM, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:

On Tuesday, 15 January 2013 8:11 PM, Brett Hall writes:

Sure. But scientific explanations are guesses. Grand, powerful theories 
perhaps...but guesses nonetheless.

The way you use the word "guesses" is misleading to me (and I imagine other 
readers).
It is clearer if words like "conjecture" / "good explanation" / "bad explanation" are 
used, and the reach / the hardness to vary of these conjectures are discussed.

Thats a mistake because...

I imagine, most people would not get on a new plane design based on a 
"guess".

... what most people think doesn't matter. People that think that way
are making a justificationist mistake.

I imagine, most people will get on a new plane design based on a "scientific 
conjectures which have faced a test of falsification".

i.e. a scientific guess that has survived philosophical criticism and
an experiment.

Especially if those scientific conjectures have reach / are hard-to-vary - meet the 
requirements of a good explanation.

No. A scientific theory can be criticized for not being hard-to-vary,
or not having reach (i.e. qualities of a good explanation), which



means it could be refuted long before anyone decides to do any
experiments on it.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] True and False (was: Justificationism and Critical Rationalism)
Date: January 16, 2013 at 9:45 AM

On Tue, Jan 15, 2013 at 8:54 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 15, 2013, at 6:26 PM, jon_oliver@trendmicro.com wrote:

On Tuesday, 15 January 2013 10:10 PM, Rami Rustom wrote:

On Jan 15, 2013 4:22 AM, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:

Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
       "If this idea is true then it is false, else if this idea is false then it is true."
Idea(1) is neither true nor false.

No, an idea cannot be true and false at the same time.

I agree with you an idea cannot be true and false at the same time.

I said that *an idea is either true OR false*, which means that it can't be true 
AND false.

No.
We need a 3rd category.
Ideas are (i) true (ii) false, or (iii) neither-true-nor-false



We cannot restrict ideas to only either true or false, because that has been 
falsified.

You have to be careful. Not everything is true or false. That's right. For example:

Here's another example:

Consider how people fool themselves (i.e. rationalizing). They create
guesses, and then they don't criticize, purposefully, so that their
guess remains true.

A better system is to set the truth value of a newly created guess to
Null. And once its been subjected to an attempt at criticism, its
truth value is then set to True or False. Note that each new
criticism, since it is also a guess, needs to be subjected to an
attempt at criticism.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] why do people care about appearance?
Date: January 16, 2013 at 10:10 AM

On 17/01/2013, at 1:21, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jan 16, 2013 12:24 AM, "Elliot Temple" <curi@curi.us> wrote:

b/c social expectations surrounding appearance are easy to judge. you can 
evaluate (part of) someone's level of social conformity without even talking to 
them.

by having social requirements with visible results, they are more enforceable. 
it's easier to give credit where due, and scorn where due.

I don't see my appearance, not of myself nor of my car. Only other
people do. So why should I put so much effort into it? For my benefit
or theirs?

I don't get any benefit at all, unless I *care* what other people
think of me, in which case I benefit by having them think a certain
way about me.

Isn't a consequence of Elliot's point that your appearance very much does affect 
you? What people think of you affects how they *behave* towards you. A couple 
of threads recently have touched on this. When Elliot mentions "credit" and 
"scorn" above...consider the reality of the society we live in.

In some cases simply the clothes you wear can be part of the causal chain which 
leads to violence towards youself. Choose to wear a KKK outfit in a black 
neighbourhood and see how long it is before you no longer 'care' what people 
think of your appearance. People's thoughts are the fuel in the engine of their 
behaviour.

Some people say that they do it for themselves. But that makes no
sense. They say it makes them feel good. But how? It's gotta be
because they *care* what other's think of them, and so what they mean
by "it makes them feel good" is that they feel good that others are
thinking about them a certain way, aka social approval.



I suppose social approval isn't bad. Or good. It's got no moral valence. If you 
work towards it...well it may depend on your motivation. Do you think gaining 
approval will gain you money and allow you to solve more problems and do more 
good stuff? Then it's just another way (like eating well) that helps you get more of 
what you want accomplished, faster. Just like eating *nothing* but deep fried hot 
dogs and washing them down with beer might slow down your productivity over 
time, so too might wearing nothing but a g-string to that next business meeting 
reduce your money-making opportunities. These are simply facts about the way 
the world is, even if we do not like it.

Even in the best societies we have - say, Sydney for example, a bastion of 
tolerance and acceptance for the most part...choosing certain outfits is as sure a 
way to ensure you get attacked as punching a Hells Angels gang member in the 
face. (Consider wearing a "The Hells Angels are Faggots!" T-shirt outside their 
clubhouse).

Sometimes caring what other people "think" is just about being concerned for 
one's own safety and success in this world given how some people guaranteed to 
*behave*. It's bad, but it's also reality. Some people like society to be intolerant, 
and they do what they can to ensure those memes that maintain the status quo 
are promoted above things like "tolerance" and acceptance and an appreciation 
of diversity.

hmm, its status again. If I dress better, I have higher social status.
If I have a nice shinny car, I have higher social status. And if I
have higher social status, I feel better. Its a justificationist
mistake.

I want zero (or neutral) status. I don't want people to judge me (i.e.
my ideas) by my status.

Me too. It's a good ideal and we should work towards a world without prejudice. 
We should not assess a person's character based upon theories about what their 
appearance is thought to entail. So, if you wear a business suit you are 
'trustworthy' in some places but if you wear an old tracksuit, you are not. Law 
enforcement has this kind of prejudice, for example. If you are in a large store 
with undercover security, being white and wearing a *suit* is a way to avoid being 
followed. Being black and wearing adidas is a sure way to gain the attention of 
the guy behind the closed-circuit security cameras.



Elliot mentioned that Richard Feynman thought that fame gave him
negative value. How? Maybe its because with fame comes higher socia?
status, and with that comes problems. But what sort of problems?

Wasn't it because that with fame came respect and this meant deference. People 
then were less willing to criticise him out of respect for his authority as the world's 
greatest living physicist? He recognised that science was all about getting good 
criticism...but if you have only sycophants around you, it's so much harder to get 
an honest appraisal of anything you do and say. People think being nice to you, 
rather than critical of your ideas, will make you their friend. Most people want to 
be friends with famous people.

My physics professor told stories of situations where things went
badly whenever someone found out that he was a physics professor. He'd
be at a social gathering and as soon as people found out, they acted
differently towards him (like intimidated/scared). Maybe those people
see being a physics professor as having higher social status. He (and
I) see this as being of negative value.

He might be wrong. He might have the issue, not them. It might be possible for 
the following to be true as well:

My (hotel cleaner) told stories of situations where things went
badly whenever someone found out that he was a (hotel cleaner). He'd
be at a social gathering and as soon as people found out, they acted
differently towards him (like disappointed/sympathetic). Maybe those people
see being a (hotel cleaner) as having (lower) social status. He (and
I) see this as being of negative value

People can be prejudiced. And people are always able to badly misinterpret the 
behaviour of other people. Personally I find people don't much care what others 
do...people are bored by the careers of others and rather self-obsessed. Unless 



there is someone with some degree of *celebrity* in the room. That's the kind of 
culture we seem to be in now.

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Unfalsifiable theories
Date: January 16, 2013 at 10:14 AM

On Jan 15, 2013 3:29 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 15, 2013, at 1:11 PM, Rafe Champion <rchamp@bigpond.net.au> 
wrote:

I'm confused on this falsifiable idea. I understand it to mean this:

A scientific theory is falsifiable if and only if its possible than an
experiment can rule it out (aka falsify it).

Falsifiability is terminology to refer to ideas you can criticize with empirical 
evidence. It's a subset of criticizability.

So he made a distinction between theories that could (at least in principle) be 
refuted by evidence, and theories that could not.

Yes. And he wrote about his motivations for this. One of the motivations was to 
have a classification in which the ideas of Freud, Adler and Marx were 
unscientific (as they should be).

Why can't those guy's theories (at least in principle) be refuted by evidence?

Marx said that people will act a certain way in the future. We could
wait to see if people do act as he said they would. So, he made an
observation-statement like *people will do X*, and I came up with a
contradictory observation-statement *people didn't do X*.

I think it was Alan that recently said that vague
observation-statements can't be falsified because the experimental
design necessary to falsify it is also vague. But I'm not clear on
this yet. hmm, one vague thing about my 2nd statement is that it
doesn't say *when* it'll happen. And Marx's theory didn't address when
his predictions would occur. So, no matter how long we wait for this



observation-statement to occur, there's always the possibility that
the observation-statement could occur in the future, which means my
2nd observation-statement doesn't contradict Marx's
observation-statement. What do you think? Did I understand Alan's
explanation about vagueness?

I know Freud's theories were ad hoc, and easily changed upon getting
new "evidence" in order to "fit" the evidence, which is a decisive
criticism of his theory, but... oh thats it I think. Every time that
Freud got new evidence, and if it refuted his theory, he'd
ad-hoc-change the theory and in that way the evidence didn't falsify
his theory. But I'm confused now. The evidence *did* falsify his old
theory, and what he did was created a new theory by minutely changing
the old one in order to solve the problem of the contradicting
evidence.

So now I'm thinking that falsifiability has something to do with
hard-to-vary, since if Freud's psychology theory was hard-to-vary, his
experiments could have falsified his theory, and he wouldn't have been
able to ad-hoc-change his theory in order to solve the problem of the
contradicting evidence.

And now I'm feeling dejavu... I recall talking about the relationship
between falsifiability and hard-to-vary in a discussion with Brett,
but I don't remember the details.

-- Rami

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Repetition
Date: January 16, 2013 at 10:30 AM

It has been said that theories can fall into the following categories: untestable, not 
yet tested (no truth value yet assigned?), tested and falsified (truth value = 0) or 
tested and not yet falsified (truth value = 1).

So then why *repeat* experiments? Presumably it's because the results 
themselves are theories that might not be true (they might contain crucial errors).

If experiment X decides between theory A and theory B by falsifying A, why 
should we demand that this experiment is repeated, and other researchers try to 
get similar results? It seems to me that it is simply because the results of 
experiments are also theories, and they might be false. Repeating offers the 
chance to find an error in the experiment.

But if experiment X is performed just once, how confident can we be about theory 
B? Theory A *was* falsified by experiment X...but we have only done it once. 
Once *is* enough, logically. But in practice scientists do statistics to convey the 
confidence they have in their results. In practise scientists do not report results as 
having a 0 or 1 truth valence. Consider the discovery of the Higgs recently and 
the mess of stats we were all subjected to...

Say now that my experiment, X, is repeated, and we get the same 
results...should we be *more* confident about B? Are we apt to *say* that we are 
more confident than before that B is true and A is false?

What if other scientists repeat our experiment? What if experiment X is 
undertaken 100 times with much the same result? Is this a better situation to be 
in, with respect to understanding how the world really is, than if the experiment 
was done only once? Why? If the experiment was crucial, then once is enough to 
assign a truth valence of 0 or 1 as necessary, right?

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Inborn fear of heights TCS <taking-children-
seriously@googlegroups.com>
Date: January 16, 2013 at 11:14 AM

Do people have an inborn fear of heights?

How could they? They are born without knowing what height is. Nor what
falling is. Nor what hurting from a fall is.

I recall learning about a study where babies were given the
opportunity to crawl to the edge of a steep cliff (bed or something)
and the experimenter is looking to see if the babies goes off the
cliff or not. They found that younger babies go off the cliff. Why
does that happen?

Is it because the baby doesn't understand depth perception yet? Or
because he doesn't know that he is far away from the floor? Or because
he doesn't know that being far away from the floor and falling down to
it would hurt?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Repetition
Date: January 16, 2013 at 11:29 AM

On 16 Jan 2013, at 15:30, Brett Hall <brhalluk@hotmail.com> wrote:

It has been said that theories can fall into the following categories: untestable, 
not yet tested (no truth value yet assigned?), tested and falsified (truth value = 
0) or tested and not yet falsified (truth value = 1).

No, the truth value of a meaningful theory is always either 'true' or 'false' and is 
independent of what tests we have made, what their outcomes have been, or 
anything else we may do or think.

Moreover, for all practical purposes we should assume that their truth value is 
'false'. If we happen to have the objective truth of any matter, we do not know that 
we do.

The whole idea of *assigning* (subjective? tentative? relative?) truth values to 
theories is (1) confusing issues of fact with issues of methodology, and (2) 
seeking an alternative to serve the function of justification, which is both 
unnecessary and impossible.

Moreover, the above discrete classification wouldn't work anyway because 
testability is not only dependent on the state of background knowledge (which 
can vary from moment to moment as one thinks about it) but also comes in 
degrees. This is partly due to the fact that the extent to which a theory *is* 
background knowledge comes in degrees (e.g. how hard to vary it is).

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] True and False (was: Justificationism and Critical Rationalism)
Date: January 16, 2013 at 2:48 PM

On Jan 16, 2013, at 6:45 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Tue, Jan 15, 2013 at 8:54 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 15, 2013, at 6:26 PM, jon_oliver@trendmicro.com wrote:

On Tuesday, 15 January 2013 10:10 PM, Rami Rustom wrote:

On Jan 15, 2013 4:22 AM, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:

Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
      "If this idea is true then it is false, else if this idea is false then it is 
true."
Idea(1) is neither true nor false.

No, an idea cannot be true and false at the same time.

I agree with you an idea cannot be true and false at the same time.

I said that *an idea is either true OR false*, which means that it can't be true 
AND false.

No.



We need a 3rd category.
Ideas are (i) true (ii) false, or (iii) neither-true-nor-false

We cannot restrict ideas to only either true or false, because that has been 
falsified.

You have to be careful. Not everything is true or false. That's right. For 
example:

Here's another example:

Consider how people fool themselves (i.e. rationalizing). They create
guesses, and then they don't criticize, purposefully, so that their
guess remains true.

A better system is to set the truth value of a newly created guess to
Null. And once its been subjected to an attempt at criticism, its
truth value is then set to True or False. Note that each new
criticism, since it is also a guess, needs to be subjected to an
attempt at criticism.

Haven't you created an infinite regress?

All ideas must be subjected to a criticism attempt to go from null to true. And what 
happens when you attempt criticism? You come up with an idea about the result 
of doing that. Which is set to null and requires another criticism attempt. Which 
results in another idea, requiring another criticism attempt.

Anyway, ideas are not true just because you don't know anything wrong with 
them at this time. So why call them true? Isn't that misleading? They may well be 
false. So non-refuted is a better status, and this applies before any criticism 
attempt.

I think you're trying too hard to make a set of rules that *force* people to think 
rationally. But that's a bad problem to address. Don't worry about it. Some people 
will do stupid things like not think critically. As long as you have a criticism of that, 
that's a reason not to do it.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Unfalsifiable theories
Date: January 16, 2013 at 2:55 PM

On Jan 16, 2013, at 7:14 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 15, 2013 3:29 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 15, 2013, at 1:11 PM, Rafe Champion <rchamp@bigpond.net.au> 
wrote:

I'm confused on this falsifiable idea. I understand it to mean this:

A scientific theory is falsifiable if and only if its possible than an
experiment can rule it out (aka falsify it).

Falsifiability is terminology to refer to ideas you can criticize with empirical 
evidence. It's a subset of criticizability.

So he made a distinction between theories that could (at least in principle) be 
refuted by evidence, and theories that could not.

Yes. And he wrote about his motivations for this. One of the motivations was to 
have a classification in which the ideas of Freud, Adler and Marx were 
unscientific (as they should be).

Why can't those guy's theories (at least in principle) be refuted by evidence?

http://www.stephenjaygould.org/ctrl/popper_falsification.html

What I had in mind was that his previous observations may not have been much 
sounder than this new one; that each in its turn had been interpreted in the light 
of "previous experience," and at the same time counted as additional 
confirmation. What, I asked myself, did it confirm? No more than that a case 
could be interpreted in the light of a theory. But this meant very little, I reflected, 
since every conceivable case could be interpreted in the light Adler's theory, or 
equally of Freud's. I may illustrate this by two very different examples of human 

http://www.stephenjaygould.org/ctrl/popper_falsification.html


behavior: that of a man who pushes a child into the water with the intention of 
drowning it; and that of a man who sacrifices his life in an attempt to save the 
child. Each of these two cases can be explained with equal ease in Freudian 
and Adlerian terms. According to Freud the first man suffered from repression 
(say, of some component of his Oedipus complex), while the second man had 
achieved sublimation. According to Adler the first man suffered from feelings of 
inferiority (producing perhaps the need to prove to himself that he dared to 
commit some crime), and so did the second man (whose need was to prove to 
himself that he dared to rescue the child). I could not think of any human 
behavior which could not be interpreted in terms of either theory. It was 
precisely this fact—that they always fitted, that they were always confirmed—
which in the eyes of their admirers constituted the strongest argument in favor of 
these theories. It began to dawn on me that this apparent strength was in fact 
their weakness.

end Popper quote

Marx said that people will act a certain way in the future.

That's not falsifiable unless you say specific actions at specific times. Otherwise 
you can always say it will happen later. Or play the game of interpreting whatever 
actions happening as somehow fitting your prophecies.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 16, 2013 at 4:05 PM

On Jan 15, 2013, at 6:00 PM, Destructivist <deductivist@yahoo.com> wrote:

On Tuesday, January 15, 2013 2:32:12 PM UTC-7, Elliot Temple wrote:

On Jan 15, 2013, at 1:16 PM, Destructivist 
<deduc...@yahoo.com<javascript:>>
wrote:

On Tuesday, January 15, 2013 12:54:58 PM UTC-7, Alan Forrester wrote:

If it is possible to specify an experiment or observation that would
rule

out an idea then it is falsifiable.

If an observation doesn't rule out an idea (because we've rejected the
claim that the observation is true), yet logically contradicts that

idea,
then the existence of that rejected observation makes the idea

falsifiable.
It doesn't matter that it's false (and it wouldn't matter if we thought

it
was true).

I don't think falsifiability has anything to do with 'ruling stuff out',
and has everything to do with logical inconsistency. No decisions about
which idea is true and which is false are needed to spot an

inconsistency
between 2 ideas.

At least, that's what I got from reading the first chapter or so of
Popper's LoSD.



I think you're focus too much on strict rules for behavior. But people can
and will do as they please, and freedom is good. Anyway, Popper cared
about, for example, whether people would in fact accept their
empirically-contradicted ideas were ruled out by the evidence, or not. That
issue is partly practical and social-cultural, and it matters. You must
consider other aspects like these, besides logic, to understand Popper.

I don't think Rami is seeking those answers. All I saw was a request for
clarification on what falsifiability is. I may be wrong, and I'll
just leave it up to Rami to decide what in this thread he found
question-satisfying. I figure he'll ask more questions if he's not getting
what he's looking for.

I don't understand. Above, I wasn't replying to Rami. Nothing Rami said is quoted.

PS if you would please stop sending html versions of your emails, so quoting 
doesn't get broken, that'd be great (some words above have the wrong quoting 
level). you need to do something along the lines of disabling "rich text" and only 
using "plain text" in your email program.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Destructivist <deductivist@yahoo.com>
Cc: alanmichaelforrester@googlemail.com
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 16, 2013 at 4:14 PM

On Wednesday, January 16, 2013 2:30:03 AM UTC-7, Alan Forrester wrote:

On 16 Jan 2013, at 01:43, Destructivist <deduc...@yahoo.com <javascript:>>
wrote:

I'm confused on this falsifiable idea. I understand it to mean this:

A scientific theory is falsifiable if and only if its possible than
an experiment can rule it out (aka falsify it).

 It's not about experiments at all, actually. Many statements are
falsifiable, even if no experiment we could perform would rule them out.

For example, the statement "Whenever Yahweh isn't eating hotdogs, he's
eating hamburgers" is falsifiable, and here's the observation-type
statement that would falsify it: "At the moment, Yahweh isn't eating
hotdogs, and he isn't eating a hamburger either."

No it's not. You haven't given an explanation of how to observe Yahweh.
Yahweh and his hotdogs could be invisible and intangible and unsmellable
and so on.

That's exactly what I'm saying. Yahweh and his hotdogs/burgers *are*
invisible, intangible, and unsmellable, etc. I'm suggesting that some
falsifiable statements are about such things.

You seem to have mistaken the fact that observation statements have a
particular form with thinking the form is all there is to it. An
explanation is necessary not just some set of words that fits a particular
syntactic rule.

Why do you think there is more to it? I see no reason to think that we
need an explanation about how to observe Yahweh in order to say that our



ideas about his eating habits are falsifiable.

I'll grant you that there are 2 kinds of falsifiable statements: those
that are simply logically falsifiable, and those that are falsifiable *and
which we have explanations about how to get relevant observations for.*

In Section 6 of LScD Popper states that a theory is falisfiable if

its logical form shall be such that it may be singled out by means of
empirical tests, in a negative sense: it must be possible for a scientific
system to be refuted by experience.

If I take this statement of Popper's too literally, then he's just flat
wrong. Experience doesn't falsify anything. Ideas *about* our experiences
do the falsifying. There's nothing about having some sensory qualia that
falsifies any theory. People need to *think* about their experiences, and
the logical form of those thoughts have logical consequences for other
thoughts that they have (e.g. universal statements, explanations).

I urge you to read page 86, Section 21 of the same book, where Popper
writes:

I propose the following definition. A theory is to be called 'empirical'
or 'falsifiable' if it divides the class of all possible *basic 
statements*unambiguously into the following two non-empty subclasses. First, 
the class
of all those basic statements with which it is *inconsistent *(or which it
rules out, or prohibits): we call this the class of the *potential
falsifiers* of the theory; and secondly, the class of those basic
statements which it does not contradict (or which it 'permits'). [Bold
emphasis added.]

 So Popper is saying that you need two things for a theory to be
falsifiable: the existence of at least 1 basic statement (i.e. an
observation-type statement, and definitely *not* experiences) that is
logically inconsistent with the theory, and at least 1 basic statement that
it is consistent with.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] If truth was subjective
Date: January 16, 2013 at 5:14 PM

What does *truth is subjective* mean?

Why do people believe it?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 16, 2013 at 5:58 PM

On 16 Jan 2013, at 21:14, Destructivist <deductivist@yahoo.com> wrote:

I'm confused on this falsifiable idea. I understand it to mean this:

A scientific theory is falsifiable if and only if its possible than an 
experiment can rule it out (aka falsify it).

  It's not about experiments at all, actually. Many statements are 
falsifiable, even if no experiment we could perform would rule them out.

For example, the statement "Whenever Yahweh isn't eating hotdogs, 
he's eating hamburgers" is falsifiable, and here's the observation-type 
statement that would falsify it: "At the moment, Yahweh isn't eating 
hotdogs, and he isn't eating a hamburger either."

No it's not. You haven't given an explanation of how to observe Yahweh. 
Yahweh and his hotdogs could be invisible and intangible and 
unsmellable and so on.

That's exactly what I'm saying. Yahweh and his hotdogs/burgers *are* 
invisible, intangible, and unsmellable, etc. I'm suggesting that some 
falsifiable statements are about such things.

You seem to have mistaken the fact that observation statements have a 
particular form with thinking the form is all there is to it. An explanation is 
necessary not just some set of words that fits a particular syntactic rule.

Why do you think there is more to it? I see no reason to think that we need an 
explanation about how to observe Yahweh in order to say that our ideas 
about his eating habits are falsifiable.

I'll grant you that there are 2 kinds of falsifiable statements: those that are 
simply logically falsifiable, and those that are falsifiable *and which we have 
explanations about how to get relevant observations for.*



In Section 6 of LScD Popper states that a theory is falisfiable if

its logical form shall be such that it may be singled out by means of empirical 
tests, in a negative sense: it must be possible for a scientific system to be 
refuted by experience.

If I take this statement of Popper's too literally, then he's just flat wrong. 
Experience doesn't falsify anything. Ideas *about* our experiences do the 
falsifying. There's nothing about having some sensory qualia that falsifies any 
theory. People need to *think* about their experiences, and the logical form of 
those thoughts have logical consequences for other thoughts that they have 
(e.g. universal statements, explanations).

He explains further in Section 28 where he states that a basic statement "must be 
testable intersubjectively by observation" and that it is "a statement about relative 
positions of physical bodies". Your Yahweh statement fails both of those 
requirements.

Alan



From: rekastner@hotmail.com
Subject: [BoI] Podcasts on 'Appearance and Reality', etc.
Date: January 17, 2013 at 12:50 AM

I thought you might be interested in my online course minilectures on the
distinction between Appearance and Reality --

available on my website: rekastner.wordpress.com

Some of it may be a bit elementary for this group, but you may find it
thought-provoking.

Also, there is introductory and preview material there about my new book on
the Transactional Interpretation of QM.

Questions/comments can be submitted through my website or this group.

best,
Ruth Kastner
UMCP Foundations of Physics Group

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Repetition
Date: January 17, 2013 at 3:51 AM

On 17/01/2013, at 3:29, "David Deutsch" <david.deutsch@qubit.org> wrote:

On 16 Jan 2013, at 15:30, Brett Hall <brhalluk@hotmail.com> wrote:

It has been said that theories can fall into the following categories: untestable, 
not yet tested (no truth value yet assigned?), tested and falsified (truth value = 
0) or tested and not yet falsified (truth value = 1).

No, the truth value of a meaningful theory is always either 'true' or 'false' and is 
independent of what tests we have made, what their outcomes have been, or 
anything else we may do or think.

Moreover, for all practical purposes we should assume that their truth value is 
'false'. If we happen to have the objective truth of any matter, we do not know 
that we do.

The whole idea of *assigning* (subjective? tentative? relative?) truth values to 
theories is (1) confusing issues of fact with issues of methodology, and (2) 
seeking an alternative to serve the function of justification, which is both 
unnecessary and impossible.

So, does this make the word "true" something to generally avoid when describing 
our best theories? I have heard you say once before that scientific 
theories/explanations might have better been described as scientific 
*misconceptions*. That makes sense to me, because we know we cannot 
achieve a perfect description of reality. We are fallible.

As such, it is not proper to say "The big bang theory is true" or "Darwinism is 
true". Indeed, both as we currently understand them, are likely to be false. 
('Likely' because we know we are fallible). Is this right?

To a casual observer of all this, it might seem relativist to insist that all theories 
we know about are actually false. That is to say, truth is unobtainable.

But could we get around this dilemma of *appearing* to be a relativist by saying 
"These theories are *closer* to the truth" than others which *have* been falsified?



This is to ask:  Is "verisimilitude" of any use here? It would seem to me that if we 
expect our current best theories to be false, and all falsified theories to be so by 
definition, then in terms of "truth" they are indistinguishable, are they not? 
But...some theories are better than others. Some are deeper, some rely upon 
fewer assumptions to do the same amount of explanatory work, some are harder 
to vary. Are some not also closer to the truth? Is that fair?

Moreover, the above discrete classification wouldn't work anyway because 
testability is not only dependent on the state of background knowledge (which 
can vary from moment to moment as one thinks about it) but also comes in 
degrees. This is partly due to the fact that the extent to which a theory *is* 
background knowledge comes in degrees (e.g. how hard to vary it is).

Are you saying that some theories that we believe are untestable actually might 
be, if our background knowledge changes?

I think I understand that "testability...comes in degrees". So, for example, if your 
theory was something like "the 'fundamental' particles in the standard model 
actually consist of little strings, observable if you have a particle accelerator which 
can produce collision energies of 10 billion billion billion TeV" then this is testable 
'in theory'. However, in practice such a theory is not likely to be tested (in this 
way) because an accelerator that powerful might need to be as large as the 
galaxy.

And are you suggesting that: the current state of our background knowledge 
might be such that we have thought of only one experiment so far (namely big 
collisions in my example) but in the future me may very well think of something 
much easier to do to test this theory?

For example, there are many, many experiments one can do to test quantum 
theory. There is not just one. So it is *highly* testable. On the other hand, theories 
postulating tiny strings elusive to all but massive particle accelerators are not.

Brett.



From: Rami Rustom <rombomb@gmail.com>
Cc: Deepak Nair <dsnair.md@gmail.com>, Deepak Reddy 
<deepakr50@gmail.com>, Bhavin Patidar <bob.patidar@gmail.com>, Manny 
<Doctormanas@yahoo.com>, Shiraz Khaiser <khaiser@aol.com>, Afshin 
<much2fyne@aol.com>
Subject: [RP] _Guns Don't Kill People, The Mentally Ill Do_, by Ann Coulter BoI 
Infinity <beginning-of-infinity@googlegroups.com>, TCS <taking-children-
seriously@googlegroups.com>
Date: January 17, 2013 at 10:39 AM

http://www.anncoulter.com/columns/2013-01-16.html#read_more

Seung-Hui Cho, who committed the Virginia Tech massacre in 2007, had been 
diagnosed with severe anxiety disorder as a child and placed under treatment.

Looks like some bad things happened. The parents could have been the cause.

But Virginia Tech was prohibited from being told about Cho's mental health 
problems because of federal privacy laws.

I think privacy for things like that are good.

At college, Cho engaged in behavior even more bizarre than the average 
college student. He stalked three women and, at one point, went totally silent, 
refusing to speak even to his roommates. He was involuntarily committed to a 
mental institution for one night

Thats bad. If he did something illegal, then he should have gone to
jail. If not, whats the problem? What problem were they solving when
they involuntarily committed him to a mental institution?

I looked up wikipedia to find out what happened and I read the whole
page. I'm pretty sure Ann is referring to this:

http://en.wikipedia.org/wiki/Seung-Hui_Cho

Later the same day, Cho sent a text message to Koch with the words, "I might 
as well kill myself now."[60] Worried that Cho was suicidal, Koch contacted his 

http://www.anncoulter.com/columns/2013-01-16.html#read_more
http://en.wikipedia.org/wiki/Seung-Hui_Cho


father for advice, and both of them contacted campus authorities. The campus 
police returned to the dormitory and escorted Cho to New River Valley 
Community Services Board, the Virginia mental health agency serving 
Blacksburg.[64]

end quote

That shouldn't have happened. If somebody wants to kill himself, he
shouldn't be forced not to do it. And he shouldn't be considered
mentally ill for wanting to kill himself.

and then unaccountably unleashed on the public, whereupon he proceeded to 
engage in the deadliest mass shooting by an individual in U.S. history.

Maybe, if he wasn't forced to the mental institution, he would have
killed himself instead of massacring 30+ people.

[...]

Little is known so far about Adam Lanza, the alleged Newtown, Conn., 
elementary school shooter, but anyone who could shoot a terrified child and say 
to himself, "That was fun -- I think I'll do it 20 more times!" is not all there.

He *is* all there. He didn't want to live. He hated the world. He knew
this. And I imagine that he wanted other people to know this. Had he
only committed suicide, few people would know. Killing lots of people
ensures that more people know. The relevant question is: Why didn't he
want to live? Why did he hate the world?

It has been reported that Lanza's mother, his first victim, was trying to have him 
involuntarily committed to a mental institution, triggering his rage.

Ok, so here's a reason he hated the world. People were actively trying
to restrict his freedom, including his own mother.

If true -- and the media seem remarkably uninterested in finding out if it is true -- 



Mrs. Lanza would have had to undergo a long and grueling process, unlikely to 
succeed.

As The New York Times' Joe Nocera recently wrote: "Connecticut's laws are so 
restrictive in terms of the proof required to get someone committed that Adam 
Lanza's mother would probably not have been able to get him help even if she 
had tried."

Taking guns away from single women who live alone and other law-abiding 
citizens without mental illnesses will do nothing about the Chos, Loughners, 
Holmeses or Lanzas. Such people have to be separated from civil society, for 
the public's sake as well as their own. But this is nearly impossible because the 
ACLU has decided that being psychotic is a civil right.

No. People should be removed from society if they commit crimes
(against society). And people's freedom should not be restricted
otherwise. Doing so can lead to blowback.

Consequently, whenever a psychopath with a million gigantic warning signs 
commits a shocking murder, the knee-jerk reaction is to place yet more controls 
on guns. By now, guns are the most heavily regulated product in America.

It hasn't worked.

Even if it could work -- and it can't -- there are still subway tracks, machetes, 
fists and bombs. The most deadly massacre at a school in U.S. history was at 
an elementary school in Michigan in 1927. It was committed with a bomb. By a 
mentally disturbed man.

How about trying something new for once?

Ya, like fixing the coercive aspects of psychiatry, school, and parenting.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Repetition
Date: January 17, 2013 at 12:10 PM

On 17 Jan 2013, at 08:51, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/01/2013, at 3:29, "David Deutsch" <david.deutsch@qubit.org> wrote:

On 16 Jan 2013, at 15:30, Brett Hall <brhalluk@hotmail.com> wrote:

It has been said that theories can fall into the following categories: 
untestable, not yet tested (no truth value yet assigned?), tested and falsified 
(truth value = 0) or tested and not yet falsified (truth value = 1).

No, the truth value of a meaningful theory is always either 'true' or 'false' and is 
independent of what tests we have made, what their outcomes have been, or 
anything else we may do or think.

Moreover, for all practical purposes we should assume that their truth value is 
'false'. If we happen to have the objective truth of any matter, we do not know 
that we do.

The whole idea of *assigning* (subjective? tentative? relative?) truth values to 
theories is (1) confusing issues of fact with issues of methodology, and (2) 
seeking an alternative to serve the function of justification, which is both 
unnecessary and impossible.

So, does this make the word "true" something to generally avoid when 
describing our best theories?

Although if X is any non-self-referential proposition, 'X is true' always has the 
same truth value as 'X', they have different connotations in informal usage. 'X is 
true' seems to be saying more, especially given the prevailing misconceptions 
about knowledge, truth and justification, as well as whether knowledge can be 
objective.

I have heard you say once before that scientific theories/explanations might 
have better been described as scientific *misconceptions*. That makes sense to 
me, because we know we cannot achieve a perfect description of reality. We are 
fallible.



As such, it is not proper to say "The big bang theory is true" or "Darwinism is 
true". Indeed, both as we currently understand them, are likely to be false. 
('Likely' because we know we are fallible). Is this right?

I think it's proper to say that, but there is very rarely any need to, and since it can 
be misleading, one should avoid it unless there is a need to.

Note that if one feels the need say "it is true that biological adaptations are 
caused by random variation and natural selection" rather than just "biological 
adaptations are caused by random variation and natural selection", one has to 
have a good explanation for why one doesn't also need to say "it is true that it is 
true that biological adaptations are caused by random variation and natural 
selection", and so on.

To a casual observer of all this, it might seem relativist to insist that all theories 
we know about are actually false. That is to say, truth is unobtainable.

But could we get around this dilemma of *appearing* to be a relativist by saying 
"These theories are *closer* to the truth" than others which *have* been 
falsified?

Yes. That is the right answer when one is discussing the growth of knowledge in 
general with the relativist. But when one is discussing (say) the origin of biological 
adaptations, one should discuss biological adaptations and their causes, not 
theories about theories about theories....

This is to ask:  Is "verisimilitude" of any use here? It would seem to me that if we 
expect our current best theories to be false, and all falsified theories to be so by 
definition,

Actually they might be true, despite being falsified.

then in terms of "truth" they are indistinguishable, are they not?

Here 'distinguishable in terms of truth' refers to a criterion of truth, which can't 
exist. Fortunately we don't need one. On the other hand, in terms of truth, 
theories do objectively differ, even though there is no such criterion.

But...some theories are better than others. Some are deeper, some rely upon 



fewer assumptions to do the same amount of explanatory work, some are 
harder to vary.

Yes. And we can have knowledge about which those are.

Are some not also closer to the truth? Is that fair?

Yes, but our knowledge of that is no different from our knowledge about the 
subject-matter of the theories themselves, so, for the above reason, it's usually a 
mistake to refer to verismilitude in regard to particular theories.

Moreover, the above discrete classification wouldn't work anyway because 
testability is not only dependent on the state of background knowledge (which 
can vary from moment to moment as one thinks about it) but also comes in 
degrees. This is partly due to the fact that the extent to which a theory *is* 
background knowledge comes in degrees (e.g. how hard to vary it is).

Are you saying that some theories that we believe are untestable actually might 
be, if our background knowledge changes?

Might be testable, yes. A famous example of this is cosmology, which used to be 
classified as a branch of philosophy. Geometry, and the theory of computation, 
both used to be considered branches of mathematics. All three fields are now 
branches of physics.

I think I understand that "testability...comes in degrees". So, for example, if your 
theory was something like "the 'fundamental' particles in the standard model 
actually consist of little strings, observable if you have a particle accelerator 
which can produce collision energies of 10 billion billion billion TeV" then this is 
testable 'in theory'. However, in practice such a theory is not likely to be tested 
(in this way) because an accelerator that powerful might need to be as large as 
the galaxy.

Yes.

And are you suggesting that: the current state of our background knowledge 
might be such that we have thought of only one experiment so far (namely big 
collisions in my example) but in the future me may very well think of something 
much easier to do to test this theory?



Yes. For instance, someone might nevertheless find an ingenious way of testing it 
by looking at its indirect consequences in the aftermath of the Big Bang.

However, some theories -- such as the supernatural ones that have been 
mentioned -- are untestable *in form*, and in their case it would take a very 
different kind of progress to make them testable: the overturning of even more 
solid explanations, within philosophy or logic.

-- David Deutsch



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Determinism and Punishment TCS <taking-children-
seriously@googlegroups.com>
Date: January 17, 2013 at 12:18 PM

From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

Somebody said:

start quote.

I am reading a lot of posts where people seem to be misunderstanding
what Dr. Harris means with regards to the illusion of free will.

Decisions, intentions, efforts, goals, willpower, etc., are causal states of the 
brain, leading to specific behaviors, and behaviors lead to outcomes in the 
world. Human choice, therefore, is as important as fanciers of free will believe. 
But the next choice you make will come out of the darkness of prior causes that 
you, the conscious witness of your experience, did not bring into being. 
Therefore, while it is true to say that a person would have done otherwise if he 
had chosen to do otherwise, this does not deliver the kind of free will that most 
people seem to cherish— because a person’s “choices” merely appear in his 
mind as though sprung from the void. From the perspective of your conscious 
awareness, you are no more responsible for the next thing you think (and 
therefore do) than you are for the fact that you were born into this world.

Harris, Sam (2012-03-06). Free Will (pp. 34-35). Simon & Schuster,
Inc.. Kindle Edition.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

http://www.samharris.org/forum/viewthread/16894/#223691


end quote.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: Determinism and Punishment TCS <taking-children-
seriously@googlegroups.com>
Date: January 17, 2013 at 12:21 PM

On Thu, Jan 17, 2013 someone wrote:
From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

Somebody said:

start quote.

I am reading a lot of posts where people seem to be misunderstanding
what Dr. Harris means with regards to the illusion of free will.

Decisions, intentions, efforts, goals, willpower, etc., are causal states of the 
brain, leading to specific behaviors, and behaviors lead to outcomes in the 
world. Human choice, therefore, is as important as fanciers of free will believe. 
But the next choice you make will come out of the darkness of prior causes 
that you, the conscious witness of your experience, did not bring into being. 
Therefore, while it is true to say that a person would have done otherwise if he 
had chosen to do otherwise, this does not deliver the kind of free will that most 
people seem to cherish

Most people don’t understand the relationship between the conscious
and the subconscious, so I can see why they would confuse the idea of
free will to mean that one has direct control over his subconscious.

— because a person’s “choices” merely appear in his mind as though sprung 
from the void. From the perspective of your conscious awareness, you are no 
more responsible for the next thing you think (and therefore do) than you are for 
the fact that you were born into this world.

Harris, Sam (2012-03-06). Free Will (pp. 34-35). Simon & Schuster,
Inc.. Kindle Edition.

http://www.samharris.org/forum/viewthread/16894/#223691


No. Lets say a guy hits his wife. Say he judges hitting to be bad, but
he did it while angry, and regretted it afterwards. The relevant
question is not whether or not he could have chosen better in the
past, but rather what he should do in the future. He should realize
that he has a problem. He should not fool himself into denying that he
has a problem. He should take big steps to solve this problem. This
might include seeking professional help, and/or reading books on
anger, psychology, etc. With this sort of real effort, he can solve
his problem. Part of the solution will involve having identified some
of his subconscious ideas that are causing his anger reactions, and
changing them, thus changing his emotional habit of anger.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

Consider my hypothetical above. If the guy puts in effort to solve his
problem (and solves it), he won’t hit his wife again. If he doesn’t
put in effort to solve his problem, then he won’t solve his problem,
and he’ll hit his wife again. Its his choice (to put in effort or
not). This is free will. Or do you disagree that he has a choice?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: Determinism and Punishment TCS <taking-children-
seriously@googlegroups.com>
Date: January 17, 2013 at 12:23 PM

On Thu, Jan 17, 2013 at 11:21 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Thu, Jan 17, 2013 someone wrote:

From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

No. Lets say a guy hits his wife. Say he judges hitting to be bad, but
he did it while angry, and regretted it afterwards. The relevant
question is not whether or not he could have chosen better in the
past, but rather what he should do in the future. He should realize
that he has a problem. He should not fool himself into denying that he
has a problem. He should take big steps to solve this problem. This
might include seeking professional help, and/or reading books on
anger, psychology, etc. With this sort of real effort, he can solve
his problem. Part of the solution will involve having identified some
of his subconscious ideas that are causing his anger reactions, and
changing them, thus changing his emotional habit of anger.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

Consider my hypothetical above. If the guy puts in effort to solve his
problem (and solves it), he won’t hit his wife again. If he doesn’t
put in effort to solve his problem, then he won’t solve his problem,
and he’ll hit his wife again. Its his choice (to put in effort or
not). This is free will. Or do you disagree that he has a choice?

He replied:

http://www.samharris.org/forum/viewthread/16894/#223691


start quote.

I don’t disagree that he has a choice. He does choose. But where does
that choice come from?

If a man’s choice to hit his wife is determined by a certain pattern
of neural activity, which is in turn the product of prior cause — say
perhaps he himself was beaten as a child —  Why was he beaten as a
child? Because he broke his mother’s mirror. Why or how did he break
his mother’s mirror? Because of Z. Why did Z occur? Because of Y. Why
did Y occur? Because of X. Why did X occur? And so on… back into the
opaque mists of time. What can it possibly mean to say that his will
is “free”?

If a man’s choice to NOT hit his wife again is determined by a certain
pattern of neural activity, which is in turn the product of prior
causes — perhaps because he realized he himself had been abused — Why
had he been abused or why did he realize this? Because of Z. Why did Z
occur? Because of Y. Why did Y occur? Because of X. Why did X occur?
And so on… back into the opaque mists of time. Again, what can it
possibly mean to say that his will is “free”?

The truth is the causal chain is not in reality that simplistic -
there are umpteen reasons or causes which branch out and encompass the
entire universe when it gets right down to it.

BTW, have you stopped beating your wife? Yes or No.

end quote.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: Determinism and Punishment TCS <taking-children-
seriously@googlegroups.com>
Date: January 17, 2013 at 12:25 PM

On Thu, Jan 17, 2013 someone wrote:
On Thu, Jan 17, 2013 at 11:21 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Thu, Jan 17, 2013 someone wrote:
From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

No. Lets say a guy hits his wife. Say he judges hitting to be bad, but
he did it while angry, and regretted it afterwards. The relevant
question is not whether or not he could have chosen better in the
past, but rather what he should do in the future. He should realize
that he has a problem. He should not fool himself into denying that he
has a problem. He should take big steps to solve this problem. This
might include seeking professional help, and/or reading books on
anger, psychology, etc. With this sort of real effort, he can solve
his problem. Part of the solution will involve having identified some
of his subconscious ideas that are causing his anger reactions, and
changing them, thus changing his emotional habit of anger.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

Consider my hypothetical above. If the guy puts in effort to solve his
problem (and solves it), he won’t hit his wife again. If he doesn’t
put in effort to solve his problem, then he won’t solve his problem,
and he’ll hit his wife again. Its his choice (to put in effort or
not). This is free will. Or do you disagree that he has a choice?

http://www.samharris.org/forum/viewthread/16894/#223691


I don’t disagree that he has a choice. He does choose. But where does
that choice come from?

If a man’s choice to hit his wife is determined by a certain pattern
of neural activity, which is in turn the product of prior cause — say
perhaps he himself was beaten as a child —  Why was he beaten as a
child? Because he broke his mother’s mirror. Why or how did he break
his mother’s mirror? Because of Z. Why did Z occur? Because of Y. Why
did Y occur? Because of X. Why did X occur? And so on… back into the
opaque mists of time. What can it possibly mean to say that his will
is “free”?

If a man’s choice to NOT hit his wife again is determined by a certain
pattern of neural activity, which is in turn the product of prior
causes — perhaps because he realized he himself had been abused — Why
had he been abused or why did he realize this? Because of Z. Why did Z
occur? Because of Y. Why did Y occur? Because of X. Why did X occur?
And so on… back into the opaque mists of time. Again, what can it
possibly mean to say that his will is “free”?

The truth is the causal chain is not in reality that simplistic -
there are umpteen reasons or causes which branch out and encompass the
entire universe when it gets right down to it.

BTW, have you stopped beating your wife? Yes or No.

[note: i didn't notice the personalized question until later.]

What is the significance of your explanation?

Are you saying that the guy that hits his wife is not responsible for
his actions? That he’s not even responsible, going forward, for
solving his problems that are causing his actions?

If you answer ‘yes he is responsible’, then what is the point of your
explanation?

What problem does it solve? What does it say about responsibility?
What does it say about morality?



What does it say about how the law should be applied to criminal
situations? And what about non-criminal situations like someone having
suicidal and/or homicidal thoughts?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Determinism and Punishment TCS <taking-children-
seriously@googlegroups.com>
Date: January 17, 2013 at 12:26 PM

On Thu, Jan 17, 2013 at 11:25 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Thu, Jan 17, 2013 someone wrote:

On Thu, Jan 17, 2013 at 11:21 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Thu, Jan 17, 2013 someone wrote:
From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

No. Lets say a guy hits his wife. Say he judges hitting to be bad, but
he did it while angry, and regretted it afterwards. The relevant
question is not whether or not he could have chosen better in the
past, but rather what he should do in the future. He should realize
that he has a problem. He should not fool himself into denying that he
has a problem. He should take big steps to solve this problem. This
might include seeking professional help, and/or reading books on
anger, psychology, etc. With this sort of real effort, he can solve
his problem. Part of the solution will involve having identified some
of his subconscious ideas that are causing his anger reactions, and
changing them, thus changing his emotional habit of anger.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

Consider my hypothetical above. If the guy puts in effort to solve his
problem (and solves it), he won’t hit his wife again. If he doesn’t
put in effort to solve his problem, then he won’t solve his problem,
and he’ll hit his wife again. Its his choice (to put in effort or

http://www.samharris.org/forum/viewthread/16894/#223691


not). This is free will. Or do you disagree that he has a choice?

I don’t disagree that he has a choice. He does choose. But where does
that choice come from?

If a man’s choice to hit his wife is determined by a certain pattern
of neural activity, which is in turn the product of prior cause — say
perhaps he himself was beaten as a child —  Why was he beaten as a
child? Because he broke his mother’s mirror. Why or how did he break
his mother’s mirror? Because of Z. Why did Z occur? Because of Y. Why
did Y occur? Because of X. Why did X occur? And so on… back into the
opaque mists of time. What can it possibly mean to say that his will
is “free”?

If a man’s choice to NOT hit his wife again is determined by a certain
pattern of neural activity, which is in turn the product of prior
causes — perhaps because he realized he himself had been abused — Why
had he been abused or why did he realize this? Because of Z. Why did Z
occur? Because of Y. Why did Y occur? Because of X. Why did X occur?
And so on… back into the opaque mists of time. Again, what can it
possibly mean to say that his will is “free”?

The truth is the causal chain is not in reality that simplistic -
there are umpteen reasons or causes which branch out and encompass the
entire universe when it gets right down to it.

BTW, have you stopped beating your wife? Yes or No.

[note: i didn't notice the personalized question until later.]

What is the significance of your explanation?

Are you saying that the guy that hits his wife is not responsible for
his actions? That he’s not even responsible, going forward, for
solving his problems that are causing his actions?

If you answer ‘yes he is responsible’, then what is the point of your
explanation?

What problem does it solve? What does it say about responsibility?



What does it say about morality?

What does it say about how the law should be applied to criminal
situations? And what about non-criminal situations like someone having
suicidal and/or homicidal thoughts?

He replied:

The significance of my explanation is this: If an infinite regress in
which our actions are determined by character and our character
determined by prior actions then determinism is true, and we are not
free. Ultimately, the guy is not responsible, but that doesn’t mean to
say he should not be punished for his actions. The punishment is just
another cause. What effect will this have on our wife beater? He may
straighten up his act and be paroled early and go on the lecture
circuit or he may become even more despondent in prison and kill his
cell mate and be given the death penalty. Who knows? Who cares? It
doesn’t change a thing other than one’s perspective. Perhaps you will
become a little more compassionate or perhaps you will just freak out
because it means that, ultimately, neither you or anybody else is
really in control.  With regards to morality, read “The Moral
Landscape”.  Also, I am NOT a Lawyer or a Psychologist. I am an
amateur philosopher just like everybody else.

BTW, have YOU stopped beating your wife? Answer Yes or No please.

end quote.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Determinism and Punishment TCS <taking-children-
seriously@googlegroups.com>
Date: January 17, 2013 at 12:29 PM

On Thu, Jan 17, 2013 someone wrote:
On Thu, Jan 17, 2013 at 11:25 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Thu, Jan 17, 2013 someone wrote:
On Thu, Jan 17, 2013 at 11:21 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Thu, Jan 17, 2013 someone wrote:
From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

No. Lets say a guy hits his wife. Say he judges hitting to be bad, but
he did it while angry, and regretted it afterwards. The relevant
question is not whether or not he could have chosen better in the
past, but rather what he should do in the future. He should realize
that he has a problem. He should not fool himself into denying that he
has a problem. He should take big steps to solve this problem. This
might include seeking professional help, and/or reading books on
anger, psychology, etc. With this sort of real effort, he can solve
his problem. Part of the solution will involve having identified some
of his subconscious ideas that are causing his anger reactions, and
changing them, thus changing his emotional habit of anger.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

Consider my hypothetical above. If the guy puts in effort to solve his
problem (and solves it), he won’t hit his wife again. If he doesn’t

http://www.samharris.org/forum/viewthread/16894/#223691


put in effort to solve his problem, then he won’t solve his problem,
and he’ll hit his wife again. Its his choice (to put in effort or
not). This is free will. Or do you disagree that he has a choice?

I don’t disagree that he has a choice. He does choose. But where does
that choice come from?

If a man’s choice to hit his wife is determined by a certain pattern
of neural activity, which is in turn the product of prior cause — say
perhaps he himself was beaten as a child —  Why was he beaten as a
child? Because he broke his mother’s mirror. Why or how did he break
his mother’s mirror? Because of Z. Why did Z occur? Because of Y. Why
did Y occur? Because of X. Why did X occur? And so on… back into the
opaque mists of time. What can it possibly mean to say that his will
is “free”?

If a man’s choice to NOT hit his wife again is determined by a certain
pattern of neural activity, which is in turn the product of prior
causes — perhaps because he realized he himself had been abused — Why
had he been abused or why did he realize this? Because of Z. Why did Z
occur? Because of Y. Why did Y occur? Because of X. Why did X occur?
And so on… back into the opaque mists of time. Again, what can it
possibly mean to say that his will is “free”?

The truth is the causal chain is not in reality that simplistic -
there are umpteen reasons or causes which branch out and encompass the
entire universe when it gets right down to it.

BTW, have you stopped beating your wife? Yes or No.

[note: i didn't notice the personalized question until later.]

What is the significance of your explanation?

Are you saying that the guy that hits his wife is not responsible for
his actions? That he’s not even responsible, going forward, for
solving his problems that are causing his actions?

If you answer ‘yes he is responsible’, then what is the point of your
explanation?



What problem does it solve? What does it say about responsibility?
What does it say about morality?

What does it say about how the law should be applied to criminal
situations? And what about non-criminal situations like someone having
suicidal and/or homicidal thoughts?

The significance of my explanation is this: If an infinite regress in which our 
actions are determined by character and our character determined by prior 
actions then determinism is true, and we are not free.

You’re mistaken.

Ultimately, the guy is not responsible, but that doesn’t mean to say he should 
not be punished for his actions.

What problem does punishment solve? Does it help him learn that he
made a mistake? Does it help him learn what problem he has that led to
the mistake?

Do you think that a parent should say to their kids that they are
“ultimately not responsible”?

Do you think that a parent should punish his kids?

The punishment is just another cause.

Punishment is evil. Are you advocating punishment?

What effect will this have on our wife beater?

Do you know the answer to that?

Do you think he’ll learn? How do you think learning works? Do you
think punishment is conducive to learning?



He may straighten up his act and be paroled early and go on the lecture circuit 
or he may become even more despondent in prison and kill his cell mate and be 
given the death penalty. Who knows?

In advance, no one can know. Do you agree?

Who cares?

I’m sure lots of people care, like the people getting hurt by it.

It doesn’t change a thing other than one’s perspective. Perhaps you will become 
a little more compassionate or perhaps you will just freak out

In a philosophical discussion, why would anyone freak out?

And why did you only give emotional reactions as possible outcomes?
What about reason?

because it means that, ultimately, neither you or anybody else is really in 
control.

I don’t agree with your assertion that we are not “really in control”.

With regards to morality, read “The Moral Landscape”.

Are you deferring to that book because you don’t know?

If you don’t know, and if you also don’t know about how your free will
theory connects with psychological and legal issues, then what *do*
you know about how your free will theory connects to the rest of
reality?



Also, I am NOT a Lawyer or a Psychologist. I am an amateur philosopher just 
like everybody else.

I know many amateur philosophers who discuss legal and psychological matters.

BTW, have YOU stopped beating your wife? Answer Yes or No please.

You shouldn’t mistake hypothetical situations for reality.
Philosophers routinely use hypothetical situations in discussion. Its
a tradition.

I routinely use hypotheticals that involve evil ideas, like
*punishment is evil*.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] constructor theory
Date: January 17, 2013 at 8:24 PM

On 30 Oct 2012, at 22:18, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

A new paper by David:

http://arxiv.org/abs/1210.7439

Constructor Theory

David Deutsch

Constructor theory is the theory of which physical transformations can be 
caused to happen and which cannot, and why. Several converging motivations 
for expecting it to be a fundamental branch of physics are discussed. Some 
principles of the theory are proposed and its potential for solving various 
problems and achieving various unifications is explored.

I've posted a new version, revised and augmented in response to the criticisms of 
referees. The URL is unchanged. The new abstract is:

Constructor theory seeks to express all fundamental scientific theories in terms 
of a dichotomy between possible and impossible physical transformations - 
those that can be caused to happen and those that cannot. This is a departure 
from the prevailing conception of fundamental physics which is to predict what 
will happen from initial conditions and laws of motion. Several converging 
motivations for expecting constructor theory to be a fundamental branch of 
physics are discussed. Some principles of the theory are suggested and its 
potential for solving various problems and achieving various unifications is 
explored. These include providing a theory of information underlying classical 
and quantum information; generalising the theory of computation to include all 
physical transformations; unifying formal statements of conservation laws with 
the stronger operational ones (such as the ruling-out of perpetual motion 
machines); expressing the principles of testability and of the computability of 
nature (currently deemed methodological and metaphysical respectively) as 
laws of physics; allowing exact statements of emergent laws (such as the 
second law of thermodynamics); and expressing certain apparently 

http://arxiv.org/abs/1210.7439


anthropocentric attributes such as knowledge in physical terms.

-- David Deutsch



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Definition of a constructor
Date: January 18, 2013 at 2:53 AM

On page 5 of

A new paper by David:

http://arxiv.org/abs/1210.7439

Constructor Theory

It says,

"The definition of a constructor for a task A requires it to be a constructor for A 
again after performing an instance of A . Its other attributes may change, but 
what the user must do in order to cause it to perform the task must remain the 
same. (The term 'user' here is not intended to have any anthropomorphic 
connotation; the user is whatever presents the constructor with its substrates, 
causing it to perform its task.) If a machine stops being capable of performing a 
task A after its N'th run because its battery has run down, then it is not a 
constructor for A after the ( N - 1)'th run either, because the N 'th run does not 
end with it being such a constructor - and so it follows by induction that it never 
was one. However, the same machine excluding the battery could still be a 
constructor for a related task whose substrates include a battery whose 
legitimate input states specify enough charge to perform A at least once."

I do not understand yet understand this (and am probably well out of my depth for 
the moment!). I am motivated by an attempt to notice any links between the idea 
of "constructors" and human beings as "universal explainers". My initial thought 
was that an explanation would be a type of construction which *would* make 
humans constructors but...do those final two sentences quoted above mean that 
a human being *cannot* be a constructor because a human being dies? So...if at 
some point a 'machine' is no longer able to perform its task...it never was a 
constructor...?

But the last sentence quoted above seems to say that a machine which is unable 
to perform its task (because it has no battery, say) can still be a constructor "for a 
related task" (not the *same* task?) so long as the "substrates of that other task 
include a battery whose legitimate input states specify enough charge to perform 

http://arxiv.org/abs/1210.7439


A at least once." Which suggests a constructor is must exist forever. Once it has a 
power supply, it must always be able to specify that it can always find enough 
charge to continue to power its constructions.

So *that* seems to suggest a human being *could* be a constructor if the human 
had a way of ensuring they lived forever (i.e: was capable of performing a task 
such that the task specified some way of continuing to do whatever it is a human 
does).

I might very well be stuck in an old way of thinking because on page 4 the paper 
says:

It may be that construction tasks are the primitive entities in terms of which the 
laws of nature are expressed. In that case, a 'set of ordered pairs of states' 
would be only a provisional way of conceiving of tasks: ultimately substrates, 
states and transformations would be understood in terms of tasks, not vice 
versa.

So perhaps I am way off thinking that a human can be a constructor. Instead, is a 
human being in the language of constructor theory, more like *substrate* used 
by....some other substrate (what? Genes? Ideas? But how could an idea be a 
substrate?) to perform some tasks (like creating explanations).

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Apologies: typos fixed: Re: Definition of a constructor
Date: January 18, 2013 at 3:03 AM

Fixed typos and added some more questions at the end.

On page 5 of

A new paper by David:

http://arxiv.org/abs/1210.7439

Constructor Theory

It says,

"The definition of a constructor for a task A requires it to be a constructor for A 
again after performing an instance of A . Its other attributes may change, but 
what the user must do in order to cause it to perform the task must remain the 
same. (The term 'user' here is not intended to have any anthropomorphic 
connotation; the user is whatever presents the constructor with its substrates, 
causing it to perform its task.) If a machine stops being capable of performing a 
task A after its N'th run because its battery has run down, then it is not a 
constructor for A after the ( N - 1)'th run either, because the N 'th run does not 
end with it being such a constructor - and so it follows by induction that it never 
was one. However, the same machine excluding the battery could still be a 
constructor for a related task whose substrates include a battery whose 
legitimate input states specify enough charge to perform A at least once."

I do not understand this (and am probably well out of my depth for the moment!). I 
am motivated by an attempt to notice any links between the idea of "constructors" 
and human beings as "universal explainers". My initial thought was that an 
explanation would be a type of construction which *would* make humans 
constructors but...do those final two sentences quoted above mean that a human 
being *cannot* be a constructor because a human being dies? So...if at some 
point a 'machine' is no longer able to perform its task...it never was a 
constructor...?

But the last sentence quoted above seems to say that a machine which is unable 
to perform its task (because it has no battery, say) can still be a constructor "for a 

http://arxiv.org/abs/1210.7439


related task" (not the *same* task?) so long as the "substrates of that other task 
include a battery whose legitimate input states specify enough charge to perform 
A at least once." Which seems to me to be saying that once a constructor exists it 
must exist forever. Once it has a power supply, it must always be able to specify 
that it can always find enough charge to continue to power its constructions.

So *that* seems to suggest a human being *could* be a constructor if the human 
had a way of ensuring they lived forever (i.e: was capable of performing a task 
such that the task specified some way of continuing to do whatever it is a human 
does).

I might very well be stuck in an old way of thinking because on page 4 the paper 
says:

It may be that construction tasks are the primitive entities in terms of which the 
laws of nature are expressed. In that case, a 'set of ordered pairs of states' 
would be only a provisional way of conceiving of tasks: ultimately substrates, 
states and transformations would be understood in terms of tasks, not vice 
versa.

So perhaps I am way off thinking that a human can be a constructor. Instead, is a 
human being in the language of constructor theory, more like the *substrate* used 
by....some other substrate (what? Genes? Ideas? But how could an idea be a 
substrate?) to perform some tasks (like creating explanations).

Is the term "human being" my problem here? Would it be better to say that 
*ideas* perform constructions? Ideas construct explanations?

Or...minds construct ideas? Minds, so far as we can tell at the moment, only exist 
on the substrate of the brain. Brains might die, but so long as other minds 
continue to survive, then the ideas causing their own replication can be said to be 
constructors?

Brett.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Apologies: typos fixed: Re: Definition of a constructor
Date: January 18, 2013 at 3:44 AM

On 18 Jan 2013, at 08:03, Brett Hall <brhalluk@hotmail.com> wrote:

Fixed typos and added some more questions at the end.

On page 5 of

A new paper by David:

http://arxiv.org/abs/1210.7439

Constructor Theory

It says,

"The definition of a constructor for a task A requires it to be a constructor for A 
again after performing an instance of A . Its other attributes may change, but 
what the user must do in order to cause it to perform the task must remain the 
same. (The term 'user' here is not intended to have any anthropomorphic 
connotation; the user is whatever presents the constructor with its substrates, 
causing it to perform its task.) If a machine stops being capable of performing 
a task A after its N'th run because its battery has run down, then it is not a 
constructor for A after the ( N - 1)'th run either, because the N 'th run does not 
end with it being such a constructor - and so it follows by induction that it never 
was one. However, the same machine excluding the battery could still be a 
constructor for a related task whose substrates include a battery whose 
legitimate input states specify enough charge to perform A at least once."

I do not understand this (and am probably well out of my depth for the 
moment!). I am motivated by an attempt to notice any links between the idea of 
"constructors" and human beings as "universal explainers". My initial thought 
was that an explanation would be a type of construction which *would* make 
humans constructors but...do those final two sentences quoted above mean that 
a human being *cannot* be a constructor because a human being dies? So...if 
at some point a 'machine' is no longer able to perform its task...it never was a 
constructor...?

http://arxiv.org/abs/1210.7439


But the last sentence quoted above seems to say that a machine which is 
unable to perform its task (because it has no battery, say) can still be a 
constructor "for a related task" (not the *same* task?) so long as the "substrates 
of that other task include a battery whose legitimate input states specify enough 
charge to perform A at least once." Which seems to me to be saying that once a 
constructor exists it must exist forever. Once it has a power supply, it must 
always be able to specify that it can always find enough charge to continue to 
power its constructions.

So *that* seems to suggest a human being *could* be a constructor if the 
human had a way of ensuring they lived forever (i.e: was capable of performing 
a task such that the task specified some way of continuing to do whatever it is a 
human does).

The question is whether a human being, after performing a task can be reset in 
such a way that he can perform a new instance of that task without breaking the 
laws of physics. Human beings die, but I can't see any particular reason why this 
should be a necessary consequence of the laws of physics. There are ideas: like 
Aubrey de Grey's SENS idea that would make it possible for a human to live 
indefinitely. And if he fails, but we invent the ability to simulate human minds on 
computers, then the constructor could be the ideas of the person and would be 
an abstract constructor. If all that fails, then I don't see how else we could be 
constructors.

I might very well be stuck in an old way of thinking because on page 4 the paper 
says:

It may be that construction tasks are the primitive entities in terms of which the 
laws of nature are expressed. In that case, a 'set of ordered pairs of states' 
would be only a provisional way of conceiving of tasks: ultimately substrates, 
states and transformations would be understood in terms of tasks, not vice 
versa.

So perhaps I am way off thinking that a human can be a constructor. Instead, is 
a human being in the language of constructor theory, more like the *substrate* 
used by....some other substrate (what? Genes? Ideas? But how could an idea 
be a substrate?) to perform some tasks (like creating explanations).

Is the term "human being" my problem here? Would it be better to say that 
*ideas* perform constructions? Ideas construct explanations?



Or...minds construct ideas? Minds, so far as we can tell at the moment, only 
exist on the substrate of the brain. Brains might die, but so long as other minds 
continue to survive, then the ideas causing their own replication can be said to 
be constructors?

Yes.

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Desires Actions Goals BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: January 18, 2013 at 10:11 AM

On Fri, Jan 18, John wrote:
On Mon, Jan 14, 2013 at 8:23 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 13, 2013 at 6:37 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

He said: No I don't. I sometimes desire that which may be bad for
me...or is just bad.

Rami: You can fix that. All problems are soluble. Just need the right 
knowledge.

I noticed something here that might have been misunderstood.

John (someone else on the forum in a different but related discussion)
said that I disregard emotions. That tells me that he's assuming that
by solving the problem (quoted above), that the desire will always
"lose". But that is a mistake because that means assuming the truth
before starting a truth-seeking session. Its a mistake that
fallibilists understand as appealing to authority (in this case, the
authority of one's judgment over his emotion).

In other words, solving the problem does not constitute assuming that
the desire is wrong. It could be that the judgment is wrong.

The desire is your indication that you have a subconscious idea that
the thing in question is good. And since you (consciously) know that
you judge it to be bad, now you (consciously) know that you have a
conflict of ideas.

To solve this problem, one needs to discover the subconscious idea and
make it explicit. Once that is done, the two conflicting ideas can be
examined against each other. You can examine both rival theories (aka
ideas), looking for flaws and explaining them (aka criticizing them).
And criticizing the criticisms.



So what will the solution look like? It'll be an idea that fixes all
the flaws in both theories. And you'll have no criticisms of it, i.e.
you'll be fully persuaded of it. And by this point, one of two things
will happen:

(1) The desire remains, and the judgment has changed to good.

(2) The desire vanished, and the judgment remained as good.

Which way it goes depends on the solution.

Compartmentalizing emotion is not what makes someone emotionally
unaware or shut off. As far as appealing to authority goes, are you
saying I'm telling you logic is more credible than emotion?

No. I was saying that you think that I think that the conscious should
have authority (aka higher status) over the subconscious.

Because
that's not at all what I had said; instead, I had said sometimes
alogical value must come first.

Can you tell me, Rami, how you feel when someone insinuates you may
have any sort of deficiency?

I don't have an emotion when that happens. Everybody has deficiencies.
No one is perfect. Why would I have an emotion about something that is
true?

I realize that other people do have emotions when that happens, but
thats because they lack the right knowledge.

Did you feel any negative emotion?

Not negative and not positive. None.



How
about typology? You say it's dehumanizing — was that an emotional
reaction?

No. Its dehumanizing because people can be mislead by it. Its
ambiguous. One can believe that he cannot change himself to what he
wants to change himself to. And that is false.

Did it make you feel as though I was questioning your
competence?

No. But even if it did make me "feel" that (aka think that), I
wouldn't have an emotion about it. Either I'm wrong, or you're wrong
(that I'm competent about that specific subject, or in general). So
what? Mistakes are common. We can fix our mistakes and make progress.
There is no bound to our progress.

How about autism? It sounds like you felt as though it was
nothing more than opprobrious label meant to shame those who failed to
conform to societal expectations.

No. Autism wasn't created to shame people. It was created to control
people. If you disagree, see _The Myth of Mental Illness_, by Thomas
Szasz. Or, an easier read is the ipad app _Psychiatry_, by Elliot
Temple.

But were you being impartial there?
Or did your emotions sway your decisions more than a genuine desire to
seek truth?

Impartial (aka biased) means shielding an idea from criticism. I don't
believe I did that. If you think I did, please point it out so that I
can fix it.

I was persuaded by Thomas Szasz's ideas on the coercive aspect of
psychiatry. I think you're assuming that I created this idea about
Autism/Aspergers.



So did you feel badly during any of this, even initially?

No.

Or are you
going to tell me because you've reasoned that disagreements are just
fine that you're now immune to having your self-esteem eroded or
feelings hurt?

Yes. Why would my self-esteem be hurt? If I made a mistake, I can fix
it. Then that mistake is no longer part of me. So why should I feel
bad about my mistakes? If I felt bad about my mistakes, that would be
because I believe that I can't fix my mistakes.

You may have pushed these feelings into your
unconscious,

No, because doing that inevitably leads to those feelings resurfacing,
which is something that one can notice when it resurfaces. Burying
problems does not work, because they resurface.

but I think it would be a mistake to say you are now
completely conditioned never to have negative emotional responses in
these situations. It's normal to.

By normal, do you mean its human nature? That its genetic or something? Its not.

Just because you and everybody you know has this problem, doesn't mean
that someone hasn't solved the problem, or that someone in the future
can't solve the problem.

And even though it's not our intent
to make you feel bad,



I assumed no such thing. You guys are better than that.

 I think if I were in your situation I would feel
a little ganged up on with everybody siding against me.

That *is* the case, and only because you all disagree with me. But so
what? Like 99+% of the human population disagrees with me on this. I
already knew that before these discussions.

 I may even
have paranoid thoughts that everybody here had conspired against me in
an concerted effort to censor the truth or some such thing.

That would be a mistake -- to think that everybody (or some people)
had conspired against him/her in an effort to do what you said.

(Although
I am quite sure everybody's assessment has been independently made.)

I believe that too.

The process you have described in mediating internal conflicts is just
fine for simple cases, but such rectilinear thinking doesn't work for
the more complex and ambiguous cases.

You assert that without explanation. What is your explanation for that?

Do you have a hypothetical situation that we could use as a
counter-example to the idea that *all problems are soluble*?

You possess a type of logic
which is quite good at handling these types of problems; you examine
the issue and then identify the leverage point, and so quite often
there is this very simple, elegant solution. The problem is in order



to manage doing such a thing, you needed to be aware of all the
factors at play — both internal and external.

No. That implies that perfection is possible. It implies that as soon
as one starts to attempt solving a problem, that all the knowledge he
needs is immediately available. That is a mistake. Learning is
incremental.

What makes me wonder if
you're aware of all your own internal emotional reactions is less your
decision take this calm rational approach and more… just the general
way you phrase things, the overall perspective, which seems… sometimes
oblivious.

Just because you disagree with my ideas, that is no reason to assume
that I'm wrong (aka oblivious). Doing so means considering yourself an
authority over me (i.e. thinking that you have more status than I do).

Thinking in terms of status is a justificationist mistake.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] New Year's resolutions are nonsense.
Date: January 18, 2013 at 10:35 AM

Someone said: I personally think we should ban all New Years resolutions.

I replied: I don't think that banning New Years resolutions is a
workable replacement solution for the problem that they are supposed
to be solving.

He replied: But if they are nonsense then they aren't solving
anything, hence completely eradicate the concept.

I replied: But people who make New Years resolutions have problems
that they are trying to solve. One shouldn't deviate from tradition
until he has a better solution to the problem he's trying to solve. So
just dropping New Years resolutions isn't effective. Whats needed is a
replacement solution. So, what problem are people trying to solve when
they make New Years resolutions? And why do they think that New Years
resolutions are a good way to solve them?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: New Year's resolutions are nonsense.
Date: January 18, 2013 at 10:37 AM

On Fri, Jan 18, 2013 at 9:35 AM, Rami Rustom <rombomb@gmail.com> wrote:
Someone said: I personally think we should ban all New Years resolutions.

I replied: I don't think that banning New Years resolutions is a
workable replacement solution for the problem that they are supposed
to be solving.

He replied: But if they are nonsense then they aren't solving
anything, hence completely eradicate the concept.

I replied: But people who make New Years resolutions have problems
that they are trying to solve. One shouldn't deviate from tradition
until he has a better solution to the problem he's trying to solve. So
just dropping New Years resolutions isn't effective. Whats needed is a
replacement solution. So, what problem are people trying to solve when
they make New Years resolutions? And why do they think that New Years
resolutions are a good way to solve them?

Somebody else said: To some, they are great, to others they are
nonsense. I see no harm in making them, same as I see no harm in
someone believing in god. It is all a personal choice. The whole idea
behind the new year resolution is that its a new year and a fresh
start. No different then somebody moving to have a fresh start on
life.

I replied: But there *is* harm. People make those resolutions to solve
a problem -- sometimes problems that are causing suffering. Those
problems are there year round -- causing suffering year round. Why do
people wait until one time of the year to start executing the solution
to a problem? Why not do it now? Everyday is a fresh start -- a new
beginning!

He replied: I understand what your saying, but not all people do it to
solve a problem. I start my day fresh when I wake up. I also make
goals for myself once a year which are my resolutions. These
resolutions are not problems I'm trying to fix but rather goals I want



to achieve this year. So for some there is no harm and others just use
it as an excuse to start correcting a problems they have. ... Also
regardless when somebody starts to correct an issue they are having
does not matter. The fact that they acknowledge there is a problem and
are making an attempt to correct it when they feel is the right time
is great.

I replied: Why are you only updating your goals once a year? Why not
constantly all year round? If a goal is good, why change it? If you
find a problem in a goal, and you decide to change it, why wait until
next year? ... The "right time" should be as soon as you decide that
you should set a new goal or as soon as you find out that you have a
problem that needs solving. Why do you feel right when New Years
comes? Why didn't you feel right before that?

He replied: I only make resolutions for large goals. The rest of my
goals are updated on a regular basis. One goal last year was to buy my
own house -- Done. It took the whole year to make it happen. So
setting that large goal was nonsense in your mind then? (Based on
previous responses.) ... When it comes to a right time, I understand
your thought. I think we understand each other but I am one of those
that do not use resolutions to fix problems. So I may not be the best
to answer your questions completely. The only way I could is if I used
one time a year to fix issues in my life. I tend to fix things once
they become an issue or before they become one.

I replied: @ House goal, why did you make that decision on 1/1/XXXX?
What was special about that day? Surely you had all the necessary
information to make your decision before that. Why did you wait?

He replied: Just a good day to set that goal. I had all the
information before, but it came up in conversation on that day. It
then became a challenge for me to overcome. I have wanted to do it for
years but things just were not in position then.

I replied: So it wasn't a News Years resolution then. It was a
resolution that just coincidentally happened on 1/1. If you had the
info 6 months earlier, and if you had that discussion with your
wife/family, you would have made the resolution on that day in June.
Right?



He replied: Fair enough... But since I set that goal on that day it is
technically a new years resolution.

I replied: K, so do you agree that New Years resolutions are nonsense?

He replied: Why does it really matter in the first place? Just wanting
to know for my own personal knowledge.

I replied: Most News Years resolutions are for half-ass attempts at
solving problems. They don't work because the people aren't actually
doing any real problem solving. They are only fooling themselves into
believing that they are trying. They want to feel good that they
tried, regardless of whether or not they succeed. This helps them
preserve their self-image as good, hard-working people that try to
improve themselves.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Determinism and Punishment TCS <taking-children-
seriously@googlegroups.com>
Date: January 18, 2013 at 10:48 AM

On Thu, Jan 17, 2013 at 11:29 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Thu, Jan 17, 2013 someone wrote:

On Thu, Jan 17, 2013 at 11:25 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Thu, Jan 17, 2013 someone wrote:
On Thu, Jan 17, 2013 at 11:21 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Thu, Jan 17, 2013 someone wrote:
From samharris forum, someone replied to me on my thread explaining 
my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

No. Lets say a guy hits his wife. Say he judges hitting to be bad, but
he did it while angry, and regretted it afterwards. The relevant
question is not whether or not he could have chosen better in the
past, but rather what he should do in the future. He should realize
that he has a problem. He should not fool himself into denying that he
has a problem. He should take big steps to solve this problem. This
might include seeking professional help, and/or reading books on
anger, psychology, etc. With this sort of real effort, he can solve
his problem. Part of the solution will involve having identified some
of his subconscious ideas that are causing his anger reactions, and
changing them, thus changing his emotional habit of anger.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

http://www.samharris.org/forum/viewthread/16894/#223691


Consider my hypothetical above. If the guy puts in effort to solve his
problem (and solves it), he won’t hit his wife again. If he doesn’t
put in effort to solve his problem, then he won’t solve his problem,
and he’ll hit his wife again. Its his choice (to put in effort or
not). This is free will. Or do you disagree that he has a choice?

I don’t disagree that he has a choice. He does choose. But where does
that choice come from?

If a man’s choice to hit his wife is determined by a certain pattern
of neural activity, which is in turn the product of prior cause — say
perhaps he himself was beaten as a child —  Why was he beaten as a
child? Because he broke his mother’s mirror. Why or how did he break
his mother’s mirror? Because of Z. Why did Z occur? Because of Y. Why
did Y occur? Because of X. Why did X occur? And so on… back into the
opaque mists of time. What can it possibly mean to say that his will
is “free”?

If a man’s choice to NOT hit his wife again is determined by a certain
pattern of neural activity, which is in turn the product of prior
causes — perhaps because he realized he himself had been abused — 
Why
had he been abused or why did he realize this? Because of Z. Why did Z
occur? Because of Y. Why did Y occur? Because of X. Why did X occur?
And so on… back into the opaque mists of time. Again, what can it
possibly mean to say that his will is “free”?

The truth is the causal chain is not in reality that simplistic -
there are umpteen reasons or causes which branch out and encompass the
entire universe when it gets right down to it.

BTW, have you stopped beating your wife? Yes or No.

[note: i didn't notice the personalized question until later.]

What is the significance of your explanation?

Are you saying that the guy that hits his wife is not responsible for
his actions? That he’s not even responsible, going forward, for
solving his problems that are causing his actions?



If you answer ‘yes he is responsible’, then what is the point of your
explanation?

What problem does it solve? What does it say about responsibility?
What does it say about morality?

What does it say about how the law should be applied to criminal
situations? And what about non-criminal situations like someone having
suicidal and/or homicidal thoughts?

The significance of my explanation is this: If an infinite regress in which our 
actions are determined by character and our character determined by prior 
actions then determinism is true, and we are not free.

You’re mistaken.

Ultimately, the guy is not responsible, but that doesn’t mean to say he should 
not be punished for his actions.

What problem does punishment solve? Does it help him learn that he
made a mistake? Does it help him learn what problem he has that led to
the mistake?

Do you think that a parent should say to their kids that they are
“ultimately not responsible”?

Do you think that a parent should punish his kids?

The punishment is just another cause.

Punishment is evil. Are you advocating punishment?

What effect will this have on our wife beater?

Do you know the answer to that?



Do you think he’ll learn? How do you think learning works? Do you
think punishment is conducive to learning?

He may straighten up his act and be paroled early and go on the lecture circuit 
or he may become even more despondent in prison and kill his cell mate and 
be given the death penalty. Who knows?

In advance, no one can know. Do you agree?

Who cares?

I’m sure lots of people care, like the people getting hurt by it.

It doesn’t change a thing other than one’s perspective. Perhaps you will 
become a little more compassionate or perhaps you will just freak out

In a philosophical discussion, why would anyone freak out?

And why did you only give emotional reactions as possible outcomes?
What about reason?

because it means that, ultimately, neither you or anybody else is really in 
control.

I don’t agree with your assertion that we are not “really in control”.

With regards to morality, read “The Moral Landscape”.

Are you deferring to that book because you don’t know?

If you don’t know, and if you also don’t know about how your free will
theory connects with psychological and legal issues, then what *do*
you know about how your free will theory connects to the rest of



reality?

Also, I am NOT a Lawyer or a Psychologist. I am an amateur philosopher just 
like everybody else.

I know many amateur philosophers who discuss legal and psychological 
matters.

BTW, have YOU stopped beating your wife? Answer Yes or No please.

You shouldn’t mistake hypothetical situations for reality.
Philosophers routinely use hypothetical situations in discussion. Its
a tradition.

I routinely use hypotheticals that involve evil ideas, like
*punishment is evil*.

He replied: "Rami, you ask some good questions, but I am now
convinced, after looking at your blog, that you are looking for
answers which only confirm what you already believe to be true. I am
finished with this discussion."

I replied:

Huh? My blog doesn’t tell you that. It says the opposite. For example,
this is one of my quotes: "We are all fallible -- anyone of us can be
wrong about any one of our ideas. So shielding any one of my ideas
from criticism means irrationally believing that I have the truth."
This is talking about situations where someone is being close-minded
about an idea.

You’ve just said that my blog tells you that I am “looking for answers
which only confirm what I already believe to be true.” I read that as
you calling me closed-minded about an idea (or ideas). Is that what
you mean? If so, which idea(s) do you think I’m being closed-minded
about? If I’m being closed-minded about an idea, I want to fix it, so
please show me my blind spot.



If you didn’t mean that I’m being closed-minded about an idea, then
what did you mean?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Re: Determinism and Punishment
Date: January 18, 2013 at 2:58 PM

On Fri, Jan 18, 2013 at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:
He replied: "Rami, you ask some good questions, but I am now
convinced, after looking at your blog, that you are looking for
answers which only confirm what you already believe to be true. I am
finished with this discussion."

This sort of statement is common.

I think what it actually means is something like, "I've tried my best
to convince you, and you're not convinced I'm right, and you've tried
to convince me, and I'm not convinced you're right, and I can't think
of anything new and interesting to say and I don't think you can
either, and I have better things to do than continue to rehash the
same points, so I'm quitting."

In and of itself that's not objectionable. It happens sometimes. The
problem is that most people feel the need to assign blame for the
situation to the other person, so they come up with statements like
"you are looking for answers which only confirm what you already
believe to be true." They do this even in the face of significant
evidence to the contrary.

It seems to be a common assumption that if a discussion cannot arrive
at agreement it must be someone's fault, and the first one to accuse
the other of being at fault and leave the discussion is the "winner".

--Jason

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Determinism and Punishment
Date: January 18, 2013 at 5:59 PM

On Jan 18, 2013, at 11:58 AM, Jason <auvenj@gmail.com> wrote:

On Fri, Jan 18, 2013 at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:
He replied: "Rami, you ask some good questions, but I am now
convinced, after looking at your blog, that you are looking for
answers which only confirm what you already believe to be true. I am
finished with this discussion."

This sort of statement is common.

I think what it actually means is something like, "I've tried my best
to convince you, and you're not convinced I'm right, and you've tried
to convince me, and I'm not convinced you're right, and I can't think
of anything new and interesting to say and I don't think you can
either, and I have better things to do than continue to rehash the
same points, so I'm quitting."

In and of itself that's not objectionable. It happens sometimes.

I wouldn't read it that way. I would guess -- most common possibility -- the 
speaker is closed minded and is evading his flaws.

He's making an unfair accusation against Rami in part because he sees the world 
that way and doesn't know how people can be different or better than that. He 
expects and accepts irrationality. That sort of thinking will actually be about 
himself as much or more than about others.

There could easily be a significant element of arrogance here: I said my 
arguments. They are adequate. You should be persuaded by them. You should 
concede. You don't. There must be something wrong with you (since the fault 
cannot be with my arguments).

And and there could easily be an element of him seeing the point of the 
discussion as to get Rami to concede what he already knows, rather than truth-
seeking and for himself to learn. Otherwise he should, rationally, be ending the 
discussion with statements more like "I think I have nothing further to learn here" 



not "I think you are not learning from me (as I want you to)".

Almost everyone gives up on problem solving and learning, repeatedly 
throughout their life, much too easily. It's a chronic problem sabotaging progress. 
This looks a lot like that.

Making progress may not come easy but giving up each time it seems to require 
effort (or optimism) isn't going to fix that.

The idea that points are only being rehashed is something people are far too 
quick to claim and get discouraged by. Typically what's being said has similarity to 
prior statements, but differences too. It's important to respect those small 
differences as possibly containing some incremental improvement or bits of 
valuable knowledge. If you have a policy of rejecting everything you think could 
only have a small gain at best, seeking only larger gains, you sabotage life. And 
yes there's some impasse but it doesn't mean they can't figure out any ways to 
make progress (especially if they would have more of a cooperative instead of 
adversarial attitude).

The
problem is that most people feel the need to assign blame for the
situation to the other person, so they come up with statements like
"you are looking for answers which only confirm what you already
believe to be true." They do this even in the face of significant
evidence to the contrary.

It seems to be a common assumption that if a discussion cannot arrive
at agreement it must be someone's fault, and the first one to accuse
the other of being at fault and leave the discussion is the "winner".

I think even more than it being wrong for the other guy to blame Rami for the 
situation, it's wrong to see the situation as bad or hopeless in the first place. 
Culture clash is important and can be quite fruitful. People could benefit greatly 
from better attitudes and expectations towards it.

-- Elliot Temple



http://curi.us/

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] New Year's resolutions are nonsense.
Date: January 18, 2013 at 8:07 PM

On 19/01/2013, at 2:36, "Rami Rustom" <rombomb@gmail.com> wrote:

Someone said: I personally think we should ban all New Years resolutions.

I replied: I don't think that banning New Years resolutions is a
workable replacement solution for the problem that they are supposed
to be solving.

A resolution is just a thought. It's a type of intention. The whole idea of banning 
certain thoughts (i.e: thought crime) is a terrible, unnecessary, restriction on 
freedom and so is quite evil. On that basis alone, such an idea can be rejected.

Brett.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Determinism and Punishment
Date: January 18, 2013 at 8:35 PM

On 19/01/2013, at 9:59, "Elliot Temple" <curi@curi.us> wrote:

On Jan 18, 2013, at 11:58 AM, Jason <auvenj@gmail.com> wrote:

On Fri, Jan 18, 2013 at 8:48 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

He replied: "Rami, you ask some good questions, but I am now
convinced, after looking at your blog, that you are looking for
answers which only confirm what you already believe to be true. I am
finished with this discussion."

This sort of statement is common.

I think what it actually means is something like, "I've tried my best
to convince you, and you're not convinced I'm right, and you've tried
to convince me, and I'm not convinced you're right, and I can't think
of anything new and interesting to say and I don't think you can
either, and I have better things to do than continue to rehash the
same points, so I'm quitting."

In and of itself that's not objectionable. It happens sometimes.

I wouldn't read it that way. I would guess -- most common possibility -- the 
speaker is closed minded and is evading his flaws.

I tend to agree. I find it telling that he begins by saying that Rami "(asks) some 
good questions" but then (apparently) tries to do some psychoanalysis and 
believes these questions are not genuine but rather are pseudo-questions. After 
all, the criticism is that the only acceptable answers will be ones that "confirm 
what (Rami) already believes to be true."

If this was the case, they wouldn't be *good* questions, would they?

Quitting a discussion can be evasion. It can also be just boredom. It actually, in 
this case may be both. This closed minded speaker might be evading his flaws 



out of boredom. Hard work can be interesting, or boring.

He's making an unfair accusation against Rami in part because he sees the 
world that way and doesn't know how people can be different or better than that. 
He expects and accepts irrationality. That sort of thinking will actually be about 
himself as much or more than about others.

There could easily be a significant element of arrogance here: I said my 
arguments. They are adequate. You should be persuaded by them. You should 
concede. You don't. There must be something wrong with you (since the fault 
cannot be with my arguments).

And and there could easily be an element of him seeing the point of the 
discussion as to get Rami to concede what he already knows, rather than truth-
seeking and for himself to learn. Otherwise he should, rationally, be ending the 
discussion with statements more like "I think I have nothing further to learn here" 
not "I think you are not learning from me (as I want you to)".

To further see the irrationality of this way of ending a discussion, just scale it to 
the level of political discourse. Imagine if rival political parties spoke to each 
other, regularly, this way. Or even decision makers within the same political party, 
or board members of corporations. What if whole nations did? It is bad if the odd 
person does it, it is disastrous when lots of people with lots of power do it. I 
wonder if the poster would *recommend* his approach to discussion to US-China 
or Pakistan-India relations? He seems to think its the best course of action here, 
for him. Why not for everyone?

There might be reasons to end of a discussion. Sometimes it is rational to do so. 
But generally something like, "...you are looking for answers which only confirm 
what you already believe to be true. I am finished with this discussion" is 
antagonistic. If he stakes were high we wouldn't want other people to talk like 
this. Why should we want to do it ourselves?

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Criticism of _Athene's Theory of Everything_ Part 2 (Mirror 
Neurons) TCS <taking-children-seriously@googlegroups.com>
Date: January 19, 2013 at 12:07 AM

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o

Athene takes brain scans of his subjects and generalizes to the entire
human population, implying that *all* people have this mirror neuron
effect in *every* social situation. Its a parochial mistake. One that
he's making because he doesn't know that all emotion/thought/behavior
is theory-laden.

He says that the brain scans indicate that a person has an emotion
before the person is conscious of it. Judging from the fact that he
juxtaposed this idea with the previous one about mirror neurons, I
think he's using this as his reasoning for his explanation that we are
not in control of our emotions. But his reasoning is flawed. I agree
that the subconscious does its work before serving its result to the
conscious (consistent with his brain scan findings), but that does not
imply that the conscious is not capable of changing the subconscious.
So, we *are* in control.

Consider this. A person is born to parents that are not skilled in
conflict resolution -- so conflicts in this family routinely end in
yelling and negative emotion. This child is *conditioned* to react to
conflicts with negative emotion, because that is what he experienced
his whole life.

People who are conditioned in this way will react to conflicts with
negative emotion. And people who are not conditioned that way, will
not react with negative emotion.

In the future, people will be raised by parents who are highly skilled
in conflict resolution -- so conflicts in these families end well,
i.e. no yelling and no negative emotion. These children will not be
conditioned to react to conflicts with negative emotion. They'll
instead have a positive attitude towards conflicts -- one of optimism
that conflicts will end well.

But even before that future, people who are conditioned in this way

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


can change their conditioning. After changing their conditioning,
these people will not react to conflicts with negative emotion.
They'll be optimistic that each conflict will end well. They are so
good at conflict resolution that they seek it out for fun, e.g. by
publicly posting quotes by authors that many people disagree with.

Humans have the capacity for reason. We have the capacity to choose to
change our conditioning, and to create/learn the necessary
methodological knowledge to do it. Other animals do not have this
capacity. They can only *be* conditioned by their masters -- in the
case of domesticated animals -- or by the members of their social
groups -- in the case of wild animals.

-- Rami Rustom
http://ramirustom.blogspot.com/

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Criticism of _Athene's Theory of Everything_ Part 2 (Mirror 
Neurons) TCS <taking-children-seriously@googlegroups.com>
Date: January 19, 2013 at 12:51 AM

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o

[I'm a bit confused. At first he explicitly says that we're not in
control, then he implies that we are. So I don't know what he means.
I'll write the rest of this post with the assumption that he's saying
we're not in control.]

Athene takes brain scans of his subjects and generalizes to the entire
human population, implying that *all* people have this mirror neuron
effect in *every* social situation. Its a parochial mistake. One that
he's making because he doesn't know that all emotion/thought/behavior
is theory-laden.

He says that the brain scans indicate that a person has an emotion
before the person is conscious of it. Judging from the fact that he
juxtaposed this idea with the previous one about mirror neurons, I
think he's using this as his reasoning for his explanation that we are
not in control of our emotions. But his reasoning is flawed. I agree
that the subconscious does its work before serving its result to the
conscious (consistent with his brain scan findings), but that does not
imply that the conscious is not capable of changing the subconscious.
So, we *are* in control.

Consider this. A person is born to parents that are not skilled in
conflict resolution -- so conflicts in this family routinely end in
yelling and negative emotion. This child is *conditioned* to react to
conflicts with negative emotion, because that is what he experienced
his whole life.

People who are conditioned in this way will react to conflicts with
negative emotion. And people who are not conditioned that way, will
not react with negative emotion.

In the future, people will be raised by parents who are highly skilled
in conflict resolution -- so conflicts in these families end well,
i.e. no yelling and no negative emotion. These children will not be

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


conditioned to react to conflicts with negative emotion. They'll
instead have a positive attitude towards conflicts -- one of optimism
that conflicts will end well.

But even before that future, people who are conditioned in this way
can change their conditioning. After changing their conditioning,
these people will not react to conflicts with negative emotion.
They'll be optimistic that each conflict will end well. They are so
good at conflict resolution that they seek it out for fun, e.g. by
publicly posting quotes by authors that many people disagree with.

Humans have the capacity for reason. We have the capacity to choose to
change our conditioning, and to create/learn the necessary
methodological knowledge to do it. Other animals do not have this
capacity. They can only *be* conditioned by their masters -- in the
case of domesticated animals -- or by the members of their social
groups -- in the case of wild animals.

-- Rami Rustom
http://ramirustom.blogspot.com/

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] New Year's resolutions are nonsense.
Date: January 19, 2013 at 8:15 AM

On Jan 18, 2013 7:07 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 19/01/2013, at 2:36, "Rami Rustom" <rombomb@gmail.com> wrote:

Someone said: I personally think we should ban all New Years resolutions.

I replied: I don't think that banning New Years resolutions is a
workable replacement solution for the problem that they are supposed
to be solving.

A resolution is just a thought. It's a type of intention. The whole idea of banning 
certain thoughts (i.e: thought crime) is a terrible, unnecessary, restriction on 
freedom and so is quite evil. On that basis alone, such an idea can be rejected.

I read it as each person banning New Years resolutions for themselves.
It would be impossible for some centralized organization to ban them,
since this organization can't know whats going on in our minds.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Determinism and Punishment
Date: January 19, 2013 at 8:59 AM

On Thu, Jan 17, 2013 at 11:18 AM, Rami Rustom <rombomb@gmail.com> wrote:
From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

Somebody said:

start quote.

I am reading a lot of posts where people seem to be misunderstanding
what Dr. Harris means with regards to the illusion of free will.

Decisions, intentions, efforts, goals, willpower, etc., are causal states of the 
brain, leading to specific behaviors, and behaviors lead to outcomes in the 
world. Human choice, therefore, is as important as fanciers of free will believe. 
But the next choice you make will come out of the darkness of prior causes 
that you, the conscious witness of your experience, did not bring into being. 
Therefore, while it is true to say that a person would have done otherwise if he 
had chosen to do otherwise, this does not deliver the kind of free will that most 
people seem to cherish— because a person’s “choices” merely appear in his 
mind as though sprung from the void. From the perspective of your conscious 
awareness, you are no more responsible for the next thing you think (and 
therefore do) than you are for the fact that you were born into this world.

Harris, Sam (2012-03-06). Free Will (pp. 34-35). Simon & Schuster,
Inc.. Kindle Edition.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

http://www.samharris.org/forum/viewthread/16894/#223691


end quote.

So, another poster and this one quoted above said a few things to each
other and the poster above said this:

start quote.

Personally, I don’t see a problem. If determinism is true I will still
continue to live my life, as If I have free will, knowing that
everything happens for a reason but without the need for a god to
explain it all. And, as a result, I may just be a bit kinder to my
fellow travellers knowing that we are all in this thing together. We
are all like fleas on a hot griddle, and the flea who falls must jump,
and the flea who jumps must fall.

end quote.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Determinism and Punishment
Date: January 19, 2013 at 9:02 AM

On Sat, Jan 19, someone wrote:
On Thu, Jan 17, 2013 at 11:18 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

Somebody said:

start quote.

I am reading a lot of posts where people seem to be misunderstanding
what Dr. Harris means with regards to the illusion of free will.

Decisions, intentions, efforts, goals, willpower, etc., are causal states of the 
brain, leading to specific behaviors, and behaviors lead to outcomes in the 
world. Human choice, therefore, is as important as fanciers of free will 
believe. But the next choice you make will come out of the darkness of prior 
causes that you, the conscious witness of your experience, did not bring into 
being. Therefore, while it is true to say that a person would have done 
otherwise if he had chosen to do otherwise, this does not deliver the kind of 
free will that most people seem to cherish— because a person’s “choices” 
merely appear in his mind as though sprung from the void. From the 
perspective of your conscious awareness, you are no more responsible for 
the next thing you think (and therefore do) than you are for the fact that you 
were born into this world.

Harris, Sam (2012-03-06). Free Will (pp. 34-35). Simon & Schuster,
Inc.. Kindle Edition.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our

http://www.samharris.org/forum/viewthread/16894/#223691


ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

end quote.

Personally, I don’t see a problem. If determinism is true I will still continue to live 
my life, as If I have free will,

If you think you are not ultimately responsible for your actions, then
how do you choose? Do you act on your whims without considering the
possible consequences? Or do you take responsibility for your actions
by judging the efficacy of your proposed actions?

knowing that everything happens for a reason

What does “everything happens for a reason” mean? I’m asking because
I’ve only seen that phrase in the context of an omniscient being that
plans out our lives—you know, destiny. Do you believe in destiny?

but without the need for a god to explain it all.

Huh? I don’t believe in destiny AND I don’t believe in the existence
of a god or gods. Are you saying that you *want* an explanation that
says “everything happens for a reason”? Why do you *want* an
explanation like that? What problem does it solve (for you)?

And, as a result, I may just be a bit kinder to my fellow travellers knowing that 
we are all in this thing together.

Why don’t you “be a bit kinder to your fellow travelers” for the
purpose of being kinder to your fellow travelers? Why do you need this
anti-freewill concept to help you do that?

We are all like fleas on a hot griddle, and the flea who falls must jump, and the 



flea who jumps must fall.

Humans are not like fleas, at least not in any relevant sense,
especially not in the context of a discussion on free will. Fleas do
not have the capacity for reason, while humans do.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Determinism and Punishment
Date: January 19, 2013 at 8:21 PM

On Sat, Jan 19, 2013 at 8:02 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Sat, Jan 19, someone wrote:

On Thu, Jan 17, 2013 at 11:18 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

Somebody said:

start quote.

I am reading a lot of posts where people seem to be misunderstanding
what Dr. Harris means with regards to the illusion of free will.

Decisions, intentions, efforts, goals, willpower, etc., are causal states of the 
brain, leading to specific behaviors, and behaviors lead to outcomes in the 
world. Human choice, therefore, is as important as fanciers of free will 
believe. But the next choice you make will come out of the darkness of prior 
causes that you, the conscious witness of your experience, did not bring into 
being. Therefore, while it is true to say that a person would have done 
otherwise if he had chosen to do otherwise, this does not deliver the kind of 
free will that most people seem to cherish— because a person’s “choices” 
merely appear in his mind as though sprung from the void. From the 
perspective of your conscious awareness, you are no more responsible for 
the next thing you think (and therefore do) than you are for the fact that you 
were born into this world.

Harris, Sam (2012-03-06). Free Will (pp. 34-35). Simon & Schuster,
Inc.. Kindle Edition.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward

http://www.samharris.org/forum/viewthread/16894/#223691


through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

end quote.

Personally, I don’t see a problem. If determinism is true I will still continue to 
live my life, as If I have free will,

If you think you are not ultimately responsible for your actions, then
how do you choose? Do you act on your whims without considering the
possible consequences? Or do you take responsibility for your actions
by judging the efficacy of your proposed actions?

knowing that everything happens for a reason

What does “everything happens for a reason” mean? I’m asking because
I’ve only seen that phrase in the context of an omniscient being that
plans out our lives—you know, destiny. Do you believe in destiny?

but without the need for a god to explain it all.

Huh? I don’t believe in destiny AND I don’t believe in the existence
of a god or gods. Are you saying that you *want* an explanation that
says “everything happens for a reason”? Why do you *want* an
explanation like that? What problem does it solve (for you)?

And, as a result, I may just be a bit kinder to my fellow travellers knowing that 
we are all in this thing together.

Why don’t you “be a bit kinder to your fellow travelers” for the
purpose of being kinder to your fellow travelers? Why do you need this
anti-freewill concept to help you do that?



We are all like fleas on a hot griddle, and the flea who falls must jump, and the 
flea who jumps must fall.

Humans are not like fleas, at least not in any relevant sense,
especially not in the context of a discussion on free will. Fleas do
not have the capacity for reason, while humans do.

He replied:

start quote.

Rami, I am not anti-free will. How can I be against something I think
is unreal to begin with? I am for using Science to reveal the
underlying Reality of the Universe, whatever that may be, using facts,
reason and logic. I think you are still missing the point of Dr.
Harris’ original argument. It seems to me you are actually proving the
point about the illusion of free will with your incessant questioning.
The regress argument, which is another problem in philosophy, states
that any proposition requires a justification and any justification
itself requires further support. This means that any proposition
whatsoever can be endlessly (infinitely) questioned, like a child who
continues to ask “why?” over and over again. In the same way, any
choice or decision you make requires a cause, reason or justification
and any cause, reason or justification itself requires further
support. It would seem then that Free Will would entail an infinite
regress of intentional states. Where does the buck stop? The only way
to escape from such regress would be by postulating some arbitrary
intentional starting state. Are you saying that you are the uncaused
cause and the unmoved mover of yourself? That is what the religionists
or theists call God. Are you God? Nevermind that question because I
don’t believe in God either.

end quote.

lol! Thats the second time someone used 'God' against me in the span
of a few hours and from two different forums. (I'll post the other one
in a few minutes.)

I'm asking for suggestions on how to reply.



Should I explain that Justificationism is wrong? And that that is
causing his confusion on this free will theory? How do I do that?

Should I explain that characterizing my posts as "incessant
questioning" means... what does it mean? Does he think my questions
are difficult to answer? Impossible to answer?

Whats going on?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Determinism and Punishment
Date: January 19, 2013 at 9:11 PM

On 20/01/2013, at 12:21, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jan 19, 2013 at 8:02 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Sat, Jan 19, someone wrote:

On Thu, Jan 17, 2013 at 11:18 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

Somebody said:

start quote.

I am reading a lot of posts where people seem to be misunderstanding
what Dr. Harris means with regards to the illusion of free will.

Decisions, intentions, efforts, goals, willpower, etc., are causal states of the 
brain, leading to specific behaviors, and behaviors lead to outcomes in the 
world. Human choice, therefore, is as important as fanciers of free will 
believe. But the next choice you make will come out of the darkness of 
prior causes that you, the conscious witness of your experience, did not 
bring into being. Therefore, while it is true to say that a person would have 
done otherwise if he had chosen to do otherwise, this does not deliver the 
kind of free will that most people seem to cherish— because a person’s 
“choices” merely appear in his mind as though sprung from the void. From 
the perspective of your conscious awareness, you are no more 
responsible for the next thing you think (and therefore do) than you are for 
the fact that you were born into this world.

Harris, Sam (2012-03-06). Free Will (pp. 34-35). Simon & Schuster,
Inc.. Kindle Edition.

We are not a thinker thinking thoughts, rather thoughts arise in

http://www.samharris.org/forum/viewthread/16894/#223691


consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

end quote.

Personally, I don’t see a problem. If determinism is true I will still continue to 
live my life, as If I have free will,

If you think you are not ultimately responsible for your actions, then
how do you choose? Do you act on your whims without considering the
possible consequences? Or do you take responsibility for your actions
by judging the efficacy of your proposed actions?

knowing that everything happens for a reason

What does “everything happens for a reason” mean? I’m asking because
I’ve only seen that phrase in the context of an omniscient being that
plans out our lives—you know, destiny. Do you believe in destiny?

but without the need for a god to explain it all.

Huh? I don’t believe in destiny AND I don’t believe in the existence
of a god or gods. Are you saying that you *want* an explanation that
says “everything happens for a reason”? Why do you *want* an
explanation like that? What problem does it solve (for you)?

And, as a result, I may just be a bit kinder to my fellow travellers knowing that 
we are all in this thing together.

Why don’t you “be a bit kinder to your fellow travelers” for the
purpose of being kinder to your fellow travelers? Why do you need this
anti-freewill concept to help you do that?



We are all like fleas on a hot griddle, and the flea who falls must jump, and 
the flea who jumps must fall.

Humans are not like fleas, at least not in any relevant sense,
especially not in the context of a discussion on free will. Fleas do
not have the capacity for reason, while humans do.

He replied:

start quote.

Rami, I am not anti-free will. How can I be against something I think
is unreal to begin with? I am for using Science to reveal the
underlying Reality of the Universe, whatever that may be, using facts,
reason and logic. I think you are still missing the point of Dr.
Harris’ original argument. It seems to me you are actually proving the
point about the illusion of free will with your incessant questioning.
The regress argument, which is another problem in philosophy, states
that any proposition requires a justification and any justification
itself requires further support. This means that any proposition
whatsoever can be endlessly (infinitely) questioned, like a child who
continues to ask “why?” over and over again. In the same way, any
choice or decision you make requires a cause, reason or justification
and any cause, reason or justification itself requires further
support. It would seem then that Free Will would entail an infinite
regress of intentional states. Where does the buck stop? The only way
to escape from such regress would be by postulating some arbitrary
intentional starting state. Are you saying that you are the uncaused
cause and the unmoved mover of yourself? That is what the religionists
or theists call God. Are you God? Nevermind that question because I
don’t believe in God either.

end quote.

lol! Thats the second time someone used 'God' against me in the span
of a few hours and from two different forums. (I'll post the other one
in a few minutes.)



I'm asking for suggestions on how to reply.

Should I explain that Justificationism is wrong? And that that is
causing his confusion on this free will theory? How do I do that?

Yes, I think that is important here. Try that. You won't make any further headway 
in *that* free will debate until you jump the hurdle of justificationism. However, I 
don't actually think that will win the debate, it's just one small - but crucial - step.

You can try these arguments out on *me here* if you like rather than posting this 
second-hand stuff. But, up to you. I disagree with you on free will but also think 
justificationism is false. So maybe I'll be more interesting compared with 
someone who we know is wrong about justificationism? He's making two errors. 
I'm not making that error, so I wonder what it is that makes me think you are 
wrong about free will?

Should I explain that characterizing my posts as "incessant
questioning" means... what does it mean? Does he think my questions
are difficult to answer? Impossible to answer?

Well *that* seems to just be a consequence of his being a justificationist. Cure 
him of *that* and he won't see questions as "incessant".

Whats going on?

I think one can state (honestly!) justificationism is false and *still* deny free will. I 
try to. But I'm interested to see what you elicit from this person. The problem is 
that the justificationism versus critical rationalism debate is just as big as the free 
will debate. I expect this person will either give up (end the debate) or you will be 
taken way off track down long tangents that we explore here on BoI regularly. 
We'll see, but I imagine you might spend a very long time running that debate. 
We know that entire *books* that can be hard to read are devoted to curing 
people of justificationism. Even *they* aren't always successful. Not to say you 
won't succeed, only that it will be long and hard. But that's a good thing, hey?

But at the moment with that person, a debate about justificationism is (seemingly) 
impossible to avoid if you want to pursue the free will debate, right? They 
explicitly say that the reason they think free will does not exist is because of an 
infinite regress and they think (mistakenly in my view) that this is because each 



step needs to be "justified".

What if they said something like "Okay, I'm wrong about justification. We cannot 
be sure that each step in the causal chain follows from the previous one with any 
certainty. But cause and effect are connected by *explanations*."

In short, what if they say that justificationism is false BUT that this does not solve 
the "infinite regress" problem?

Do you (Rami) think that choices are uncaused causes?

Do you have an answer for your interlocutor on that point? The classic "uncaused 
cause" is god. That's why god crops up in this debate. I suppose you could say 
"Yes, a choice is an uncaused cause. It is not "caused" by something else in the 
same way that the cause of some photon being emitted from a molecule of gas is 
some electron falling down an energy level".

I suppose you can say choices are uncaused, but have none of the other 
attributes normally associated with god, like omnipotence or whatever.

Remember the guy you are debating with thinks that if choices are caused by 
something (anything!) in the same way that photon emission from gas molecules 
are, then you don't have free *will*.

What you *want* is caused by something going on *in your brain* of which you 
are not aware. You call it the subconscious. He is going to call it "stuff you have 
no control over". If you say "But you can control your subconscious" he is right to 
just push the shadow zone back a step: So what causes the stuff that's in the 
subconscious? Sub-subconscious? What causes *that*? X? What causes X? 
How far back until you are *not* in control?

I imagine he will say all these things as he seems to have read/watched/listened 
to the same stuff I have, seems to know a fair bit about what Sam Harris says 
and seems to even write a bit *like* Sam Harris. I know all this because I'm a fan 
of Harris too.

If you bring the poster to our group (good idea) or give me the link to this debate 
on the Harris forum, I'd like to participate.

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Addendum - Re: [BoI] Re: Determinism and Punishment
Date: January 19, 2013 at 9:18 PM

On 20/01/2013, at 13:11, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 20/01/2013, at 12:21, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jan 19, 2013 at 8:02 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sat, Jan 19, someone wrote:
On Thu, Jan 17, 2013 at 11:18 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

Somebody said:

start quote.

I am reading a lot of posts where people seem to be misunderstanding
what Dr. Harris means with regards to the illusion of free will.

Decisions, intentions, efforts, goals, willpower, etc., are causal states of 
the brain, leading to specific behaviors, and behaviors lead to outcomes 
in the world. Human choice, therefore, is as important as fanciers of free 
will believe. But the next choice you make will come out of the darkness 
of prior causes that you, the conscious witness of your experience, did 
not bring into being. Therefore, while it is true to say that a person would 
have done otherwise if he had chosen to do otherwise, this does not 
deliver the kind of free will that most people seem to cherish— because a 
person’s “choices” merely appear in his mind as though sprung from the 
void. From the perspective of your conscious awareness, you are no 
more responsible for the next thing you think (and therefore do) than you 
are for the fact that you were born into this world.

Harris, Sam (2012-03-06). Free Will (pp. 34-35). Simon & Schuster,

http://www.samharris.org/forum/viewthread/16894/#223691


Inc.. Kindle Edition.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

end quote.

Personally, I don’t see a problem. If determinism is true I will still continue to 
live my life, as If I have free will,

If you think you are not ultimately responsible for your actions, then
how do you choose? Do you act on your whims without considering the
possible consequences? Or do you take responsibility for your actions
by judging the efficacy of your proposed actions?

knowing that everything happens for a reason

What does “everything happens for a reason” mean? I’m asking because
I’ve only seen that phrase in the context of an omniscient being that
plans out our lives—you know, destiny. Do you believe in destiny?

but without the need for a god to explain it all.

Huh? I don’t believe in destiny AND I don’t believe in the existence
of a god or gods. Are you saying that you *want* an explanation that
says “everything happens for a reason”? Why do you *want* an
explanation like that? What problem does it solve (for you)?

And, as a result, I may just be a bit kinder to my fellow travellers knowing 
that we are all in this thing together.



Why don’t you “be a bit kinder to your fellow travelers” for the
purpose of being kinder to your fellow travelers? Why do you need this
anti-freewill concept to help you do that?

We are all like fleas on a hot griddle, and the flea who falls must jump, and 
the flea who jumps must fall.

Humans are not like fleas, at least not in any relevant sense,
especially not in the context of a discussion on free will. Fleas do
not have the capacity for reason, while humans do.

He replied:

start quote.

Rami, I am not anti-free will. How can I be against something I think
is unreal to begin with? I am for using Science to reveal the
underlying Reality of the Universe, whatever that may be, using facts,
reason and logic. I think you are still missing the point of Dr.
Harris’ original argument. It seems to me you are actually proving the
point about the illusion of free will with your incessant questioning.
The regress argument, which is another problem in philosophy, states
that any proposition requires a justification and any justification
itself requires further support. This means that any proposition
whatsoever can be endlessly (infinitely) questioned, like a child who
continues to ask “why?” over and over again. In the same way, any
choice or decision you make requires a cause, reason or justification
and any cause, reason or justification itself requires further
support. It would seem then that Free Will would entail an infinite
regress of intentional states. Where does the buck stop? The only way
to escape from such regress would be by postulating some arbitrary
intentional starting state. Are you saying that you are the uncaused
cause and the unmoved mover of yourself? That is what the religionists
or theists call God. Are you God? Nevermind that question because I
don’t believe in God either.

end quote.

lol! Thats the second time someone used 'God' against me in the span



of a few hours and from two different forums. (I'll post the other one
in a few minutes.)

I'm asking for suggestions on how to reply.

Should I explain that Justificationism is wrong? And that that is
causing his confusion on this free will theory? How do I do that?

Yes, I think that is important here. Try that. You won't make any further headway 
in *that* free will debate until you jump the hurdle of justificationism. However, I 
don't actually think that will win the debate, it's just one small - but crucial - step.

You can try these arguments out on *me here* if you like rather than posting this 
second-hand stuff. But, up to you. I disagree with you on free will but also think 
justificationism is false. So maybe I'll be more interesting compared with 
someone who we know is wrong about justificationism? He's making two errors. 
I'm not making that error, so I wonder what it is that makes me think you are 
wrong about free will?

Should I explain that characterizing my posts as "incessant
questioning" means... what does it mean? Does he think my questions
are difficult to answer? Impossible to answer?

Well *that* seems to just be a consequence of his being a justificationist. Cure 
him of *that* and he won't see questions as "incessant".

Whats going on?

I think one can state (honestly!) justificationism is false and *still* deny free will. I 
try to. But I'm interested to see what you elicit from this person. The problem is 
that the justificationism versus critical rationalism debate is just as big as the 
free will debate. I expect this person will either give up (end the debate) or you 
will be taken way off track down long tangents that we explore here on BoI 
regularly. We'll see, but I imagine you might spend a very long time running that 
debate. We know that entire *books* that can be hard to read are devoted to 
curing people of justificationism. Even *they* aren't always successful. Not to 
say you won't succeed, only that it will be long and hard. But that's a good thing, 
hey?



But at the moment with that person, a debate about justificationism is 
(seemingly) impossible to avoid if you want to pursue the free will debate, right? 
They explicitly say that the reason they think free will does not exist is because 
of an infinite regress and they think (mistakenly in my view) that this is because 
each step needs to be "justified".

What if they said something like "Okay, I'm wrong about justification. We cannot 
be sure that each step in the causal chain follows from the previous one with 
any certainty. But cause and effect are connected by *explanations*."

In short, what if they say that justificationism is false BUT that this does not 
solve the "infinite regress" problem?

Do you (Rami) think that choices are uncaused causes?

Do you have an answer for your interlocutor on that point? The classic 
"uncaused cause" is god. That's why god crops up in this debate. I suppose you 
could say "Yes, a choice is an uncaused cause. It is not "caused" by something 
else in the same way that the cause of some photon being emitted from a 
molecule of gas is some electron falling down an energy level".

I suppose you can say choices are uncaused, but have none of the other 
attributes normally associated with god, like omnipotence or whatever.

Remember the guy you are debating with thinks that if choices are caused by 
something (anything!) in the same way that photon emission from gas 
molecules are, then you don't have free *will*.

What you *want* is caused by something going on *in your brain* of which you 
are not aware. You call it the subconscious. He is going to call it "stuff you have 
no control over". If you say "But you can control your subconscious" he is right 
to just push the shadow zone back a step: So what causes the stuff that's in the 
subconscious? Sub-subconscious? What causes *that*? X? What causes X? 
How far back until you are *not* in control?

I imagine he will say all these things as he seems to have read/watched/listened 
to the same stuff I have, seems to know a fair bit about what Sam Harris says 
and seems to even write a bit *like* Sam Harris. I know all this because I'm a fan 
of Harris too.



If you bring the poster to our group (good idea) or give me the link to this debate 
on the Harris forum, I'd like to participate.

-Apologies Rami, and other readers, I just noticed you provided the link to the 
forum at the very beginning of this message. Thanks. I'll join.

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Determinism and Punishment
Date: January 19, 2013 at 9:45 PM

On Sat, Jan 19, 2013 at 8:11 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 20/01/2013, at 12:21, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jan 19, 2013 at 8:02 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sat, Jan 19, someone wrote:
On Thu, Jan 17, 2013 at 11:18 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

Somebody said:

start quote.

I am reading a lot of posts where people seem to be misunderstanding
what Dr. Harris means with regards to the illusion of free will.

Decisions, intentions, efforts, goals, willpower, etc., are causal states of 
the brain, leading to specific behaviors, and behaviors lead to outcomes 
in the world. Human choice, therefore, is as important as fanciers of free 
will believe. But the next choice you make will come out of the darkness 
of prior causes that you, the conscious witness of your experience, did 
not bring into being. Therefore, while it is true to say that a person would 
have done otherwise if he had chosen to do otherwise, this does not 
deliver the kind of free will that most people seem to cherish— because a 
person’s “choices” merely appear in his mind as though sprung from the 
void. From the perspective of your conscious awareness, you are no 
more responsible for the next thing you think (and therefore do) than you 
are for the fact that you were born into this world.

Harris, Sam (2012-03-06). Free Will (pp. 34-35). Simon & Schuster,
Inc.. Kindle Edition.

http://www.samharris.org/forum/viewthread/16894/#223691


We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

end quote.

Personally, I don’t see a problem. If determinism is true I will still continue to 
live my life, as If I have free will,

If you think you are not ultimately responsible for your actions, then
how do you choose? Do you act on your whims without considering the
possible consequences? Or do you take responsibility for your actions
by judging the efficacy of your proposed actions?

knowing that everything happens for a reason

What does “everything happens for a reason” mean? I’m asking because
I’ve only seen that phrase in the context of an omniscient being that
plans out our lives—you know, destiny. Do you believe in destiny?

but without the need for a god to explain it all.

Huh? I don’t believe in destiny AND I don’t believe in the existence
of a god or gods. Are you saying that you *want* an explanation that
says “everything happens for a reason”? Why do you *want* an
explanation like that? What problem does it solve (for you)?

And, as a result, I may just be a bit kinder to my fellow travellers knowing 
that we are all in this thing together.

Why don’t you “be a bit kinder to your fellow travelers” for the



purpose of being kinder to your fellow travelers? Why do you need this
anti-freewill concept to help you do that?

We are all like fleas on a hot griddle, and the flea who falls must jump, and 
the flea who jumps must fall.

Humans are not like fleas, at least not in any relevant sense,
especially not in the context of a discussion on free will. Fleas do
not have the capacity for reason, while humans do.

He replied:

start quote.

Rami, I am not anti-free will. How can I be against something I think
is unreal to begin with? I am for using Science to reveal the
underlying Reality of the Universe, whatever that may be, using facts,
reason and logic. I think you are still missing the point of Dr.
Harris’ original argument. It seems to me you are actually proving the
point about the illusion of free will with your incessant questioning.
The regress argument, which is another problem in philosophy, states
that any proposition requires a justification and any justification
itself requires further support. This means that any proposition
whatsoever can be endlessly (infinitely) questioned, like a child who
continues to ask “why?” over and over again. In the same way, any
choice or decision you make requires a cause, reason or justification
and any cause, reason or justification itself requires further
support. It would seem then that Free Will would entail an infinite
regress of intentional states. Where does the buck stop? The only way
to escape from such regress would be by postulating some arbitrary
intentional starting state. Are you saying that you are the uncaused
cause and the unmoved mover of yourself? That is what the religionists
or theists call God. Are you God? Nevermind that question because I
don’t believe in God either.

end quote.

lol! Thats the second time someone used 'God' against me in the span
of a few hours and from two different forums. (I'll post the other one



in a few minutes.)

I'm asking for suggestions on how to reply.

Should I explain that Justificationism is wrong? And that that is
causing his confusion on this free will theory? How do I do that?

Yes, I think that is important here. Try that. You won't make any further headway 
in *that* free will debate until you jump the hurdle of justificationism. However, I 
don't actually think that will win the debate, it's just one small - but crucial - step.

You can try these arguments out on *me here* if you like rather than posting this 
second-hand stuff. But, up to you. I disagree with you on free will but also think 
justificationism is false. So maybe I'll be more interesting compared with 
someone who we know is wrong about justificationism? He's making two errors. 
I'm not making that error, so I wonder what it is that makes me think you are 
wrong about free will?

We talked about free will a few times. The last time, I recall, you
said something like "Where does your desire to desire to change come
from?" It was a regress problem that you created. And I questioned you
about it. You didn't reply. We should continue that discussion.

Should I explain that characterizing my posts as "incessant
questioning" means... what does it mean? Does he think my questions
are difficult to answer? Impossible to answer?

Well *that* seems to just be a consequence of his being a justificationist. Cure 
him of *that* and he won't see questions as "incessant".

Whats going on?

I think one can state (honestly!) justificationism is false and *still* deny free will. I 
try to. But I'm interested to see what you elicit from this person. The problem is 
that the justificationism versus critical rationalism debate is just as big as the 
free will debate. I expect this person will either give up (end the debate) or you 
will be taken way off track down long tangents that we explore here on BoI 
regularly. We'll see, but I imagine you might spend a very long time running that 



debate. We know that entire *books* that can be hard to read are devoted to 
curing people of justificationism. Even *they* aren't always successful. Not to 
say you won't succeed, only that it will be long and hard. But that's a good thing, 
hey?

I care more about the other people reading our discussion. Even if
he's not persuaded, others reading my post might be persuaded, or at
least curious enough to come to BoI list.

But at the moment with that person, a debate about justificationism is 
(seemingly) impossible to avoid if you want to pursue the free will debate, right? 
They explicitly say that the reason they think free will does not exist is because 
of an infinite regress and they think (mistakenly in my view) that this is because 
each step needs to be "justified".

What if they said something like "Okay, I'm wrong about justification. We cannot 
be sure that each step in the causal chain follows from the previous one with 
any certainty. But cause and effect are connected by *explanations*."

In short, what if they say that justificationism is false BUT that this does not 
solve the "infinite regress" problem?

Do you (Rami) think that choices are uncaused causes?

Right. I can choose to smoke weed all day and not improve myself, or I
can work at improving myself (and many degrees in between).

Do you have an answer for your interlocutor on that point? The classic 
"uncaused cause" is god. That's why god crops up in this debate. I suppose you 
could say "Yes, a choice is an uncaused cause. It is not "caused" by something 
else in the same way that the cause of some photon being emitted from a 
molecule of gas is some electron falling down an energy level".

My choices depend a great deal on my existing ideas. But I can evolve
my ideas, such that I'll make better choices in the future since I'll
have better ideas. Or, I can choose not to evolve my ideas and
continue making the same mistakes over and over and over again.



I suppose you can say choices are uncaused, but have none of the other 
attributes normally associated with god, like omnipotence or whatever.

Remember the guy you are debating with thinks that if choices are caused by 
something (anything!) in the same way that photon emission from gas 
molecules are, then you don't have free *will*.

What you *want* is caused by something going on *in your brain* of which you 
are not aware. You call it the subconscious. He is going to call it "stuff you have 
no control over". If you say "But you can control your subconscious" he is right 
to just push the shadow zone back a step: So what causes the stuff that's in the 
subconscious? Sub-subconscious?

But that has no meaning.

What causes *that*?

What?

X?

Whats that?

What causes X? How far back until you are *not* in control?

Birth.

I imagine he will say all these things as he seems to have read/watched/listened 
to the same stuff I have, seems to know a fair bit about what Sam Harris says 
and seems to even write a bit *like* Sam Harris. I know all this because I'm a fan 
of Harris too.

If you bring the poster to our group (good idea) or give me the link to this debate 
on the Harris forum, I'd like to participate.



I think if you do he'll feel ganged up on.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Determinism and Punishment
Date: January 19, 2013 at 10:06 PM

On 20/01/2013, at 13:46, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jan 19, 2013 at 8:11 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 20/01/2013, at 12:21, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Jan 19, 2013 at 8:02 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sat, Jan 19, someone wrote:
On Thu, Jan 17, 2013 at 11:18 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

From samharris forum, someone replied to me on my thread explaining 
my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

Somebody said:

start quote.

I am reading a lot of posts where people seem to be misunderstanding
what Dr. Harris means with regards to the illusion of free will.

Decisions, intentions, efforts, goals, willpower, etc., are causal states of 
the brain, leading to specific behaviors, and behaviors lead to outcomes 
in the world. Human choice, therefore, is as important as fanciers of free 
will believe. But the next choice you make will come out of the darkness 
of prior causes that you, the conscious witness of your experience, did 
not bring into being. Therefore, while it is true to say that a person 
would have done otherwise if he had chosen to do otherwise, this does 
not deliver the kind of free will that most people seem to cherish— 
because a person’s “choices” merely appear in his mind as though 
sprung from the void. From the perspective of your conscious 
awareness, you are no more responsible for the next thing you think 
(and therefore do) than you are for the fact that you were born into this 
world.

http://www.samharris.org/forum/viewthread/16894/#223691


Harris, Sam (2012-03-06). Free Will (pp. 34-35). Simon & Schuster,
Inc.. Kindle Edition.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

end quote.

Personally, I don’t see a problem. If determinism is true I will still continue 
to live my life, as If I have free will,

If you think you are not ultimately responsible for your actions, then
how do you choose? Do you act on your whims without considering the
possible consequences? Or do you take responsibility for your actions
by judging the efficacy of your proposed actions?

knowing that everything happens for a reason

What does “everything happens for a reason” mean? I’m asking because
I’ve only seen that phrase in the context of an omniscient being that
plans out our lives—you know, destiny. Do you believe in destiny?

but without the need for a god to explain it all.

Huh? I don’t believe in destiny AND I don’t believe in the existence
of a god or gods. Are you saying that you *want* an explanation that
says “everything happens for a reason”? Why do you *want* an
explanation like that? What problem does it solve (for you)?

And, as a result, I may just be a bit kinder to my fellow travellers knowing 
that we are all in this thing together.



Why don’t you “be a bit kinder to your fellow travelers” for the
purpose of being kinder to your fellow travelers? Why do you need this
anti-freewill concept to help you do that?

We are all like fleas on a hot griddle, and the flea who falls must jump, and 
the flea who jumps must fall.

Humans are not like fleas, at least not in any relevant sense,
especially not in the context of a discussion on free will. Fleas do
not have the capacity for reason, while humans do.

He replied:

start quote.

Rami, I am not anti-free will. How can I be against something I think
is unreal to begin with? I am for using Science to reveal the
underlying Reality of the Universe, whatever that may be, using facts,
reason and logic. I think you are still missing the point of Dr.
Harris’ original argument. It seems to me you are actually proving the
point about the illusion of free will with your incessant questioning.
The regress argument, which is another problem in philosophy, states
that any proposition requires a justification and any justification
itself requires further support. This means that any proposition
whatsoever can be endlessly (infinitely) questioned, like a child who
continues to ask “why?” over and over again. In the same way, any
choice or decision you make requires a cause, reason or justification
and any cause, reason or justification itself requires further
support. It would seem then that Free Will would entail an infinite
regress of intentional states. Where does the buck stop? The only way
to escape from such regress would be by postulating some arbitrary
intentional starting state. Are you saying that you are the uncaused
cause and the unmoved mover of yourself? That is what the religionists
or theists call God. Are you God? Nevermind that question because I
don’t believe in God either.

end quote.



lol! Thats the second time someone used 'God' against me in the span
of a few hours and from two different forums. (I'll post the other one
in a few minutes.)

I'm asking for suggestions on how to reply.

Should I explain that Justificationism is wrong? And that that is
causing his confusion on this free will theory? How do I do that?

Yes, I think that is important here. Try that. You won't make any further 
headway in *that* free will debate until you jump the hurdle of justificationism. 
However, I don't actually think that will win the debate, it's just one small - but 
crucial - step.

You can try these arguments out on *me here* if you like rather than posting 
this second-hand stuff. But, up to you. I disagree with you on free will but also 
think justificationism is false. So maybe I'll be more interesting compared with 
someone who we know is wrong about justificationism? He's making two 
errors. I'm not making that error, so I wonder what it is that makes me think you 
are wrong about free will?

We talked about free will a few times. The last time, I recall, you
said something like "Where does your desire to desire to change come
from?" It was a regress problem that you created. And I questioned you
about it. You didn't reply. We should continue that discussion.

We should, so I started on the Sam Harris forum thread. Might be better there 
than starting again here, in parallel. That said, I'll respond below briefly to some 
stuff.

Should I explain that characterizing my posts as "incessant
questioning" means... what does it mean? Does he think my questions
are difficult to answer? Impossible to answer?

Well *that* seems to just be a consequence of his being a justificationist. Cure 
him of *that* and he won't see questions as "incessant".



Whats going on?

I think one can state (honestly!) justificationism is false and *still* deny free will. 
I try to. But I'm interested to see what you elicit from this person. The problem 
is that the justificationism versus critical rationalism debate is just as big as the 
free will debate. I expect this person will either give up (end the debate) or you 
will be taken way off track down long tangents that we explore here on BoI 
regularly. We'll see, but I imagine you might spend a very long time running 
that debate. We know that entire *books* that can be hard to read are devoted 
to curing people of justificationism. Even *they* aren't always successful. Not 
to say you won't succeed, only that it will be long and hard. But that's a good 
thing, hey?

I care more about the other people reading our discussion. Even if
he's not persuaded, others reading my post might be persuaded, or at
least curious enough to come to BoI list.

But at the moment with that person, a debate about justificationism is 
(seemingly) impossible to avoid if you want to pursue the free will debate, 
right? They explicitly say that the reason they think free will does not exist is 
because of an infinite regress and they think (mistakenly in my view) that this 
is because each step needs to be "justified".

What if they said something like "Okay, I'm wrong about justification. We 
cannot be sure that each step in the causal chain follows from the previous 
one with any certainty. But cause and effect are connected by *explanations*."

In short, what if they say that justificationism is false BUT that this does not 
solve the "infinite regress" problem?

Do you (Rami) think that choices are uncaused causes?

Right. I can choose to smoke weed all day and not improve myself, or I
can work at improving myself (and many degrees in between).

That does not answer the question. What is the status of a "choice"? Is it 
caused...or not? If it is caused, by what is it caused and do you have control over 
the cause?



Is it not caused - in which case...where is the "freedom"?

Do you have an answer for your interlocutor on that point? The classic 
"uncaused cause" is god. That's why god crops up in this debate. I suppose 
you could say "Yes, a choice is an uncaused cause. It is not "caused" by 
something else in the same way that the cause of some photon being emitted 
from a molecule of gas is some electron falling down an energy level".

My choices depend a great deal on my existing ideas. But I can evolve
my ideas, such that I'll make better choices in the future since I'll
have better ideas. Or, I can choose not to evolve my ideas and
continue making the same mistakes over and over and over again.

Agreed. But why do you make one choice over the other? This is to say, why 
prefer to smoke pot over improving? Sometimes you choose not to improve? 
Why? Because you are tired and need to relax or whatever? You're lazy? Etc. 
So...do you control the feeling of being tired or needing to relax or to smoke pot? 
You say yes. How? Another choice. But that too is a feeling. The feeling that you 
"desire to not be tired/relax/smoke pot". These feelings just keep arising in your 
head. You always prefer to do one thing over another. But why do you prefer *that 
which you prefer*? Something is going on in your head - some prior cause - that 
delivers this feeling to you.

I suppose you can say choices are uncaused, but have none of the other 
attributes normally associated with god, like omnipotence or whatever.

Remember the guy you are debating with thinks that if choices are caused by 
something (anything!) in the same way that photon emission from gas 
molecules are, then you don't have free *will*.

What you *want* is caused by something going on *in your brain* of which you 
are not aware. You call it the subconscious. He is going to call it "stuff you 
have no control over". If you say "But you can control your subconscious" he is 
right to just push the shadow zone back a step: So what causes the stuff that's 
in the subconscious? Sub-subconscious?



But that has no meaning.

So what causes the stuff that's in the subconscious?

What causes *that*?

What?

What causes the stuff that's in the subconscious?

X?

Whats that?

Whatever it is that causes the stuff in the subconscious?

What causes X? How far back until you are *not* in control?

Birth.

That's a new spin. Okay. So at some point you are not in control, then you are. 
Really? So a new born baby is totally "in control"? From what I know a newborn 
baby cannot control their bowel or bladder, they cannot see (do not focus on 
stuff), and even if they could they would not recognise.

So perhaps it's later they come to control themselves and their actions, right? 
They have to learn stuff before they can control stuff, right? Indeed a baby is a 
great example of a person without free will. A baby seems to me to not want to be 
in lots of states it ends up in, but cannot control its own desires - almost at all. A 
baby gets hungry, or soiled, or tired and it cries. It seems distressed. Is it? If it is, 
it seems to have no freedom of control over this, or its states. It cannot control 
what it wants, what its preferences are.



I imagine he will say all these things as he seems to have 
read/watched/listened to the same stuff I have, seems to know a fair bit about 
what Sam Harris says and seems to even write a bit *like* Sam Harris. I know 
all this because I'm a fan of Harris too.

If you bring the poster to our group (good idea) or give me the link to this 
debate on the Harris forum, I'd like to participate.

I think if you do he'll feel ganged up on.

I don't think so. Why are you concerned about what he will feel? That seems 
other-person-oriented, and strange. He writes like a strong character, seems to 
me.

I've joined in anyways.

Brett.



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Closed-minded
Date: January 20, 2013 at 7:55 AM

So I'm having discussion on a forum on multiple threads, and many of
these people are calling me closed-minded.

They started saying this because they felt open to say it since I'd
been saying that if I have a blind spot, I want people to point it out
for me.

And each time that someone said I'm closed-minded, I picked apart what
they said and explained that I wasn't being closed-minded, i.e. I
wasn't shielding and idea of mine from criticism. And each time I
asked them for what they mean by 'closed-minded', and no one answered,
until I said this to one of them...

Start quote.

So you think I'm closed-minded because you think I am discussing
wrong, and that I have bad motives, e.g. evading your criticism to
save face or something. Is that it? Or what? I have yet to get a
answer from anybody as to what they mean when they think I'm being
closed-minded.

End quote.

So one of them replied...

Start quote.

I have not answered you because I believe that no matter what I say...
you will not be able to grasp my meaning. You can argue that all day
long. It is not based on anything empirical. However, my belief stems
from your thinking processes.

I believe the human mind is your God. There is nothing wrong with
that... I accept many different people with an open heart. But I do
not think my mind is discrete from God. There are some things no
words, thoughts or ideas can describe or approach.



Peace.

End quote.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Closed-minded
Date: January 20, 2013 at 7:56 AM

On Sun, Jan 20, someone wrote:

I have not answered you because I believe that no matter what I say...
you will not be able to grasp my meaning.

That's a pessimistic view -- one that I don't agree with.

You can argue that all day
long. It is not based on anything empirical. However, my belief stems
from your thinking processes.

I believe the human mind is your God.

I don't believe in a God. So I don't know what you mean there.

There is nothing wrong with
that... I accept many different people with an open heart. But I do
not think my mind is discrete from God.

What do you believe God is? Like the Judea-Christian God? Or something
very different?

There are some things no
words, thoughts or ideas can describe or approach.
Peace.

Then how do you explain it to other people?

And if you don't explain it, then what are you doing when you
communicate it to other people?

Do you just tell people to open their hearts/consciousness/mind to
whatever it is you want them to discover, and expect them to discover



it?

That's like saying to me: If you try the right way, you'll see that
there is a God. And if you don't realize that there is a God, then
you're being closed-minded.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Closed-minded
Date: January 20, 2013 at 7:58 AM

On Sun, Jan 20, 2013 at 6:56 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Sun, Jan 20, someone wrote:

I have not answered you because I believe that no matter what I say...
you will not be able to grasp my meaning.

That's a pessimistic view -- one that I don't agree with.

You can argue that all day
long. It is not based on anything empirical. However, my belief stems
from your thinking processes.

I believe the human mind is your God.

I don't believe in a God. So I don't know what you mean there.

There is nothing wrong with
that... I accept many different people with an open heart. But I do
not think my mind is discrete from God.

What do you believe God is? Like the Judea-Christian God? Or something
very different?

There are some things no
words, thoughts or ideas can describe or approach.
Peace.

Then how do you explain it to other people?

And if you don't explain it, then what are you doing when you
communicate it to other people?

Do you just tell people to open their hearts/consciousness/mind to



whatever it is you want them to discover, and expect them to discover
it?

That's like saying to me: If you try the right way, you'll see that
there is a God. And if you don't realize that there is a God, then
you're being closed-minded.

He replied:

Start quote.

I understand that you do not believe in a "God". Your mind is your God
because you believe all there is to know is discoverable there.

I don't believe in a Judeo-Christian God. My belief in God is not
readily explainable because I have not discovered its depth myself.

Your last statement is interesting. You assume that I need to express
that which cannot be expressed. That you need to accept what I accept.
This is not true.

I cannot communicate it to anyone else. It is not "sayable" there are
no words. If you do not "get it" that is fine. You are fine. You are
right where you are suppose to be.

I will try to attempt to explain why I feel you are closed minded.

Do you accept the possiblitity that all that you believe is either
wrong or mispercieved? I am not saying that it is... it is simply that
the possiblity exists.

You seem to know many things definitively. I understand that you do
not agree with this... but, as you have seen, this is the impression
of many who have read your very thoughtful words. You cannot know
anything definitively. To think that you can is closed minded.

That is a very close miss to what I truly want to express. Keep
seeking the truth. Someday, we all find it.

End quote.



-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Closed-minded
Date: January 20, 2013 at 8:01 AM

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 6:56 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:

I have not answered you because I believe that no matter what I say...
you will not be able to grasp my meaning.

That's a pessimistic view -- one that I don't agree with.

You can argue that all day
long. It is not based on anything empirical. However, my belief stems
from your thinking processes.

I believe the human mind is your God.

I don't believe in a God. So I don't know what you mean there.

There is nothing wrong with
that... I accept many different people with an open heart. But I do
not think my mind is discrete from God.

What do you believe God is? Like the Judea-Christian God? Or something
very different?

There are some things no
words, thoughts or ideas can describe or approach.
Peace.

Then how do you explain it to other people?

And if you don't explain it, then what are you doing when you
communicate it to other people?



Do you just tell people to open their hearts/consciousness/mind to
whatever it is you want them to discover, and expect them to discover
it?

That's like saying to me: If you try the right way, you'll see that
there is a God. And if you don't realize that there is a God, then
you're being closed-minded.

I understand that you do not believe in a "God". Your mind is your God
because you believe all there is to know is discoverable there.

Huh? No. The world exists independent of me. In order to do science,
we need to experiment using physical evidence of the world.

I don't believe in a Judeo-Christian God. My belief in God is not
readily explainable because I have not discovered its depth myself.

What ever it is that you're referring to, why do you call it a "God"?

Your last statement is interesting. You assume that I need to express
that which cannot be expressed. That you need to accept what I accept.
This is not true.

Then why did you say that I'm being closed-minded?

I cannot communicate it to anyone else. It is not "sayable" there are
no words.

Ok, so do you talk to other people about "it"? If so, what do you talk
about? How do you know you're talking about the same thing?



If you do not "get it" that is fine. You are fine. You are
right where you are suppose to be.

And you don't get my worldview either, as we see below.

I will try to attempt to explain why I feel you are closed minded.

Do you accept the possiblitity that all that you believe is either
wrong or mispercieved?

Yes. That is what is meant by fallibility.

I am not saying that it is... it is simply that
the possiblity exists.

Yes, I can be wrong about any one of my ideas.

You seem to know many things definitively.

Nothing definitively. Every thing that I know has the possibility of
being flawed.

I understand that you do
not agree with this...

Where did you get that idea? Clearly you don't know my position.
Instead of assuming what my position is, why aren't you asking me
questions to better understand my position (especially before you call
me closed-minded)? Don't you think its closed-minded of you to assume
all these things about my position without even asking me questions to
better understand my position?



but, as you have seen, this is the impression
of many who have read your very thoughtful words. You cannot know
anything definitively. To think that you can is closed minded.

Which is what I've been saying. So why do you think that I'm being
closed-minded?

That is a very close miss to what I truly want to express. Keep
seeking the truth. Someday, we all find it.

And if we do find it, we won't know we've found it, because in the
future somebody could find a flaw in what we found, fix it, thus
improving our theory.

All knowledge grows by evolution. Our theories are flawed, and they
evolve to less flawed theories, to even less flawed theories, and so
on.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Closed-minded
Date: January 20, 2013 at 8:11 AM

On Sun, Jan 20, 2013 at 7:01 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Sun, Jan 20, someone wrote:

On Sun, Jan 20, 2013 at 6:56 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:

I have not answered you because I believe that no matter what I say...
you will not be able to grasp my meaning.

That's a pessimistic view -- one that I don't agree with.

You can argue that all day
long. It is not based on anything empirical. However, my belief stems
from your thinking processes.

I believe the human mind is your God.

I don't believe in a God. So I don't know what you mean there.

There is nothing wrong with
that... I accept many different people with an open heart. But I do
not think my mind is discrete from God.

What do you believe God is? Like the Judea-Christian God? Or something
very different?

There are some things no
words, thoughts or ideas can describe or approach.
Peace.

Then how do you explain it to other people?

And if you don't explain it, then what are you doing when you



communicate it to other people?

Do you just tell people to open their hearts/consciousness/mind to
whatever it is you want them to discover, and expect them to discover
it?

That's like saying to me: If you try the right way, you'll see that
there is a God. And if you don't realize that there is a God, then
you're being closed-minded.

I understand that you do not believe in a "God". Your mind is your God
because you believe all there is to know is discoverable there.

Huh? No. The world exists independent of me. In order to do science,
we need to experiment using physical evidence of the world.

I don't believe in a Judeo-Christian God. My belief in God is not
readily explainable because I have not discovered its depth myself.

What ever it is that you're referring to, why do you call it a "God"?

Your last statement is interesting. You assume that I need to express
that which cannot be expressed. That you need to accept what I accept.
This is not true.

Then why did you say that I'm being closed-minded?

I cannot communicate it to anyone else. It is not "sayable" there are
no words.

Ok, so do you talk to other people about "it"? If so, what do you talk
about? How do you know you're talking about the same thing?



If you do not "get it" that is fine. You are fine. You are
right where you are suppose to be.

And you don't get my worldview either, as we see below.

I will try to attempt to explain why I feel you are closed minded.

Do you accept the possiblitity that all that you believe is either
wrong or mispercieved?

Yes. That is what is meant by fallibility.

I am not saying that it is... it is simply that
the possiblity exists.

Yes, I can be wrong about any one of my ideas.

You seem to know many things definitively.

Nothing definitively. Every thing that I know has the possibility of
being flawed.

I understand that you do
not agree with this...

Where did you get that idea? Clearly you don't know my position.
Instead of assuming what my position is, why aren't you asking me
questions to better understand my position (especially before you call
me closed-minded)? Don't you think its closed-minded of you to assume
all these things about my position without even asking me questions to
better understand my position?



but, as you have seen, this is the impression
of many who have read your very thoughtful words. You cannot know
anything definitively. To think that you can is closed minded.

Which is what I've been saying. So why do you think that I'm being
closed-minded?

That is a very close miss to what I truly want to express. Keep
seeking the truth. Someday, we all find it.

And if we do find it, we won't know we've found it, because in the
future somebody could find a flaw in what we found, fix it, thus
improving our theory.

All knowledge grows by evolution. Our theories are flawed, and they
evolve to less flawed theories, to even less flawed theories, and so
on.

He replied:

Rami, do not be angry.

I wish you peace, joy and light.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Closed-minded
Date: January 20, 2013 at 8:12 AM

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 7:01 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 6:56 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:

I have not answered you because I believe that no matter what I say...
you will not be able to grasp my meaning.

That's a pessimistic view -- one that I don't agree with.

You can argue that all day
long. It is not based on anything empirical. However, my belief stems
from your thinking processes.

I believe the human mind is your God.

I don't believe in a God. So I don't know what you mean there.

There is nothing wrong with
that... I accept many different people with an open heart. But I do
not think my mind is discrete from God.

What do you believe God is? Like the Judea-Christian God? Or something
very different?

There are some things no
words, thoughts or ideas can describe or approach.
Peace.

Then how do you explain it to other people?



And if you don't explain it, then what are you doing when you
communicate it to other people?

Do you just tell people to open their hearts/consciousness/mind to
whatever it is you want them to discover, and expect them to discover
it?

That's like saying to me: If you try the right way, you'll see that
there is a God. And if you don't realize that there is a God, then
you're being closed-minded.

I understand that you do not believe in a "God". Your mind is your God
because you believe all there is to know is discoverable there.

Huh? No. The world exists independent of me. In order to do science,
we need to experiment using physical evidence of the world.

I don't believe in a Judeo-Christian God. My belief in God is not
readily explainable because I have not discovered its depth myself.

What ever it is that you're referring to, why do you call it a "God"?

Your last statement is interesting. You assume that I need to express
that which cannot be expressed. That you need to accept what I accept.
This is not true.

Then why did you say that I'm being closed-minded?

I cannot communicate it to anyone else. It is not "sayable" there are
no words.

Ok, so do you talk to other people about "it"? If so, what do you talk



about? How do you know you're talking about the same thing?

If you do not "get it" that is fine. You are fine. You are
right where you are suppose to be.

And you don't get my worldview either, as we see below.

I will try to attempt to explain why I feel you are closed minded.

Do you accept the possiblitity that all that you believe is either
wrong or mispercieved?

Yes. That is what is meant by fallibility.

I am not saying that it is... it is simply that
the possiblity exists.

Yes, I can be wrong about any one of my ideas.

You seem to know many things definitively.

Nothing definitively. Every thing that I know has the possibility of
being flawed.

I understand that you do
not agree with this...

Where did you get that idea? Clearly you don't know my position.
Instead of assuming what my position is, why aren't you asking me
questions to better understand my position (especially before you call
me closed-minded)? Don't you think its closed-minded of you to assume
all these things about my position without even asking me questions to



better understand my position?

but, as you have seen, this is the impression
of many who have read your very thoughtful words. You cannot know
anything definitively. To think that you can is closed minded.

Which is what I've been saying. So why do you think that I'm being
closed-minded?

That is a very close miss to what I truly want to express. Keep
seeking the truth. Someday, we all find it.

And if we do find it, we won't know we've found it, because in the
future somebody could find a flaw in what we found, fix it, thus
improving our theory.

All knowledge grows by evolution. Our theories are flawed, and they
evolve to less flawed theories, to even less flawed theories, and so
on.

Rami, do not be angry.

I wish you peace, joy and light.

Your interpretation is mistaken. Why do you assume I am (or was) angry?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:05 AM

So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are "subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind on
Einstein and he said:

Start quote.

Something traceable; direct quote or second party source as in example:

[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,
currently.

End quote.

I replied:

Start quote.

I'm surprised by the quotes from Einstein, so I went looking for his
views on realism. He did go through a period of Machian positivism up



to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an epistemology
and methodology which Popper essentially copied, or made up with the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by experience,
and if there is no external (real) world, then how could that happen?

I suppose it depends what you mean by objective reality. Certainly our
perceptions are theory-dependent, so the question is whether you think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our
perceptions of the world depend on us, because of course they do. But
they also depend on what is actually there.

End quote.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://evans-experientialism.freewebspace.com/einstein_russell.htm
http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:08 AM

On Sun, Jan 20, 2013 at 8:05 AM, Rami Rustom <rombomb@gmail.com> wrote:
So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are "subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind on
Einstein and he said:

Start quote.

Something traceable; direct quote or second party source as in example:

[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,
currently.

End quote.

I replied:

Start quote.

I'm surprised by the quotes from Einstein, so I went looking for his



views on realism. He did go through a period of Machian positivism up
to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an epistemology
and methodology which Popper essentially copied, or made up with the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by experience,
and if there is no external (real) world, then how could that happen?

I suppose it depends what you mean by objective reality. Certainly our
perceptions are theory-dependent, so the question is whether you think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our
perceptions of the world depend on us, because of course they do. But
they also depend on what is actually there.

He replied:

Start quote.

Absolutely False - they don't depend on what is actually there as
indicated by this definition of which you seem to be obfuscating so
diligently:

[I don't know where he found this as he didn't tell me.]

Objectivity is a central philosophical concept, related to reality and truth, which 
has been variously defined by sources. Generally, objectivity means the state or 
quality of being true even outside of a subject's individual feelings, imaginings, 
or interpretations. A proposition is generally considered to be objectively true (to 

http://evans-experientialism.freewebspace.com/einstein_russell.htm


have objective truth) when its truth conditions are met and are "mind-
independent"—that is, existing freely or independently from a mind (from the 
thoughts, feelings, ideas, etc. of a conscious subject). In a simpler meaning of 
the term, objectivity refers the ability to judge fairly, without bias or external 
influence.

It is also what Lotto's words indicate there isn't a objective reality
to which you dared not go with anything substantive. In addition, seen
discussion in your link about 'naive realism'. That discussion also
puts the lie to the 'objective reality, out there'.

Remember this is your original statement I bounced back to you:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

So far only the evens link which is only barely related, at best,
about 'metaphysics's, has been moving forward versus you circular
verbal dance of the rest of your content.

To be fair to you, maybe this is how you think ?

But why muse about a definition, for example, about objective reality
when a link is readily available ? I would suggest it's a symptom of
your 'closed-minded' thinking at work.

Regarding surprise of Einstein quotes, I'll note that the slide is
from a workshop of a TOE(theory of everything) that is accomplished
via a unification of metaphysics, physics and philosophy and is broad
ranging content as any TOE worth it's salt (reference to Athene's
'TOE'), should be.

End quote.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:11 AM

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:05 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are "subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind on
Einstein and he said:

Start quote.

Something traceable; direct quote or second party source as in example:

[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,
currently.

End quote.

I replied:

Start quote.



I'm surprised by the quotes from Einstein, so I went looking for his
views on realism. He did go through a period of Machian positivism up
to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an epistemology
and methodology which Popper essentially copied, or made up with the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by experience,
and if there is no external (real) world, then how could that happen?

I suppose it depends what you mean by objective reality. Certainly our
perceptions are theory-dependent, so the question is whether you think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our
perceptions of the world depend on us, because of course they do. But
they also depend on what is actually there.

He replied:

Start quote.

Absolutely False - they don't depend on what is actually there as
indicated by this definition of which you seem to be obfuscating so
diligently:

[I don't know where he found this as he didn't tell me.]

AFAIK, this is the first time you're presenting me with your
understanding of what *truth is objective* means. Am I right? Or did

http://evans-experientialism.freewebspace.com/einstein_russell.htm


you present this earlier and I missed it? If this is the first time,
then why do you think I'm obfuscating?

This indicates that you have a negative attitude toward discussion.
You think that I'm trying to "win" this discussion or something. I'm
not. Those sort of tactics are whats done in debate societies. I'm a
philosopher. Philosophers don't try to "win" debates. We are
truth-seekers. We seek win-win situations. You think that we are in a
win-lose situation. I don't want one of those.

Objectivity is a central philosophical concept, related to reality and truth, which 
has been variously defined by sources. Generally, objectivity means the state 
or quality of being true even outside of a subject's individual feelings, 
imaginings, or interpretations. A proposition is generally considered to be 
objectively true (to have objective truth) when its truth conditions are met and 
are "mind-independent"—that is, existing freely or independently from a mind 
(from the thoughts, feelings, ideas, etc. of a conscious subject). In a simpler 
meaning of the term, objectivity refers the ability to judge fairly, without bias or 
external influence.

I don't follow you. What then do you think our
perceptions/interpretations depend on (aside from our ideas)? I think
that one part of the dependency is on our sense data.

It is also what Lotto's words indicate there isn't a objective reality
to which you dared not go with anything substantive. In addition, seen
discussion in your link about 'naive realism'. That discussion also
puts the lie to the 'objective reality, out there'.

I don't understand what you're saying there. Maybe my question above
clarifies things.

Remember this is your original statement I bounced back to you:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)



So far only the evens link which is only barely related, at best,
about 'metaphysics's, has been moving forward versus you circular
verbal dance of the rest of your content.

Why do you use the term "verbal dance"? Do you think I'm evading your
criticism or something?

To be fair to you, maybe this is how you think ?

I don't know what you think I'm doing, so I don't know how to answer
you. What do you think I'm doing?

But why muse about a definition, for example, about objective reality
when a link is readily available ?

Which link are you referring to?

I would suggest it's a symptom of
your 'closed-minded' thinking at work.

So you think I'm closed-minded because you think I am discussing
wrong, and that I have bad motives, e.g. evading your criticism to
save face or something. Is that it? Or what? I have yet to get a
answer from anybody as to what they mean when they think I'm being
closed-minded.

Regarding surprise of Einstein quotes, I'll note that the slide is
from a workshop of a TOE(theory of everything) that is accomplished
via a unification of metaphysics, physics and philosophy and is broad
ranging content as any TOE worth it's salt (reference to Athene's
'TOE'), should be.

By "worth its salt", I think you mean Objective Truth (aka



certain/absolute/unflawed). If you don't mean that, then you mean
Conjectural Truth (aka yet-unrefuted guesses). Which one do you mean?
Or do you mean something else?

So if you're right that Athene's TOE is "worth it's salt", then that
means you have criticisms of my criticisms of Athene's theory. So what
are your criticisms? If you're right about your criticisms, then I
want to know them so that I can know the truth, aka change my mind.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:12 AM

On Sun, Jan 20, 2013 at 8:11 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Sun, Jan 20, someone wrote:

On Sun, Jan 20, 2013 at 8:05 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are "subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind on
Einstein and he said:

Start quote.

Something traceable; direct quote or second party source as in example:

[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,
currently.

End quote.

I replied:



Start quote.

I'm surprised by the quotes from Einstein, so I went looking for his
views on realism. He did go through a period of Machian positivism up
to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an epistemology
and methodology which Popper essentially copied, or made up with the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by experience,
and if there is no external (real) world, then how could that happen?

I suppose it depends what you mean by objective reality. Certainly our
perceptions are theory-dependent, so the question is whether you think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our
perceptions of the world depend on us, because of course they do. But
they also depend on what is actually there.

He replied:

Start quote.

Absolutely False - they don't depend on what is actually there as
indicated by this definition of which you seem to be obfuscating so
diligently:

[I don't know where he found this as he didn't tell me.]

AFAIK, this is the first time you're presenting me with your
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understanding of what *truth is objective* means. Am I right? Or did
you present this earlier and I missed it? If this is the first time,
then why do you think I'm obfuscating?

This indicates that you have a negative attitude toward discussion.
You think that I'm trying to "win" this discussion or something. I'm
not. Those sort of tactics are whats done in debate societies. I'm a
philosopher. Philosophers don't try to "win" debates. We are
truth-seekers. We seek win-win situations. You think that we are in a
win-lose situation. I don't want one of those.

Objectivity is a central philosophical concept, related to reality and truth, 
which has been variously defined by sources. Generally, objectivity means 
the state or quality of being true even outside of a subject's individual 
feelings, imaginings, or interpretations. A proposition is generally considered 
to be objectively true (to have objective truth) when its truth conditions are 
met and are "mind-independent"—that is, existing freely or independently 
from a mind (from the thoughts, feelings, ideas, etc. of a conscious subject). 
In a simpler meaning of the term, objectivity refers the ability to judge fairly, 
without bias or external influence.

I don't follow you. What then do you think our
perceptions/interpretations depend on (aside from our ideas)? I think
that one part of the dependency is on our sense data.

It is also what Lotto's words indicate there isn't a objective reality
to which you dared not go with anything substantive. In addition, seen
discussion in your link about 'naive realism'. That discussion also
puts the lie to the 'objective reality, out there'.

I don't understand what you're saying there. Maybe my question above
clarifies things.

Remember this is your original statement I bounced back to you:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)



So far only the evens link which is only barely related, at best,
about 'metaphysics's, has been moving forward versus you circular
verbal dance of the rest of your content.

Why do you use the term "verbal dance"? Do you think I'm evading your
criticism or something?

To be fair to you, maybe this is how you think ?

I don't know what you think I'm doing, so I don't know how to answer
you. What do you think I'm doing?

But why muse about a definition, for example, about objective reality
when a link is readily available ?

Which link are you referring to?

I would suggest it's a symptom of
your 'closed-minded' thinking at work.

So you think I'm closed-minded because you think I am discussing
wrong, and that I have bad motives, e.g. evading your criticism to
save face or something. Is that it? Or what? I have yet to get a
answer from anybody as to what they mean when they think I'm being
closed-minded.

Regarding surprise of Einstein quotes, I'll note that the slide is
from a workshop of a TOE(theory of everything) that is accomplished
via a unification of metaphysics, physics and philosophy and is broad
ranging content as any TOE worth it's salt (reference to Athene's
'TOE'), should be.



By "worth its salt", I think you mean Objective Truth (aka
certain/absolute/unflawed). If you don't mean that, then you mean
Conjectural Truth (aka yet-unrefuted guesses). Which one do you mean?
Or do you mean something else?

So if you're right that Athene's TOE is "worth it's salt", then that
means you have criticisms of my criticisms of Athene's theory. So what
are your criticisms? If you're right about your criticisms, then I
want to know them so that I can know the truth, aka change my mind.

He replied:

Start quote.

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

I'm waiting for a reply to this that confirms your assertion.

If you can provide that, then I'll re-engage. Till then the rest of my
remarks/your replies, I'll leave on 'the back burner'.

End quote.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:13 AM

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:11 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:05 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are "subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind on
Einstein and he said:

Start quote.

Something traceable; direct quote or second party source as in example:

[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,
currently.

End quote.



I replied:

Start quote.

I'm surprised by the quotes from Einstein, so I went looking for his
views on realism. He did go through a period of Machian positivism up
to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an epistemology
and methodology which Popper essentially copied, or made up with the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by experience,
and if there is no external (real) world, then how could that happen?

I suppose it depends what you mean by objective reality. Certainly our
perceptions are theory-dependent, so the question is whether you think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our
perceptions of the world depend on us, because of course they do. But
they also depend on what is actually there.

He replied:

Start quote.

Absolutely False - they don't depend on what is actually there as
indicated by this definition of which you seem to be obfuscating so
diligently:

[I don't know where he found this as he didn't tell me.]

http://evans-experientialism.freewebspace.com/einstein_russell.htm


AFAIK, this is the first time you're presenting me with your
understanding of what *truth is objective* means. Am I right? Or did
you present this earlier and I missed it? If this is the first time,
then why do you think I'm obfuscating?

This indicates that you have a negative attitude toward discussion.
You think that I'm trying to "win" this discussion or something. I'm
not. Those sort of tactics are whats done in debate societies. I'm a
philosopher. Philosophers don't try to "win" debates. We are
truth-seekers. We seek win-win situations. You think that we are in a
win-lose situation. I don't want one of those.

Objectivity is a central philosophical concept, related to reality and truth, 
which has been variously defined by sources. Generally, objectivity means 
the state or quality of being true even outside of a subject's individual 
feelings, imaginings, or interpretations. A proposition is generally considered 
to be objectively true (to have objective truth) when its truth conditions are 
met and are "mind-independent"—that is, existing freely or independently 
from a mind (from the thoughts, feelings, ideas, etc. of a conscious subject). 
In a simpler meaning of the term, objectivity refers the ability to judge fairly, 
without bias or external influence.

I don't follow you. What then do you think our
perceptions/interpretations depend on (aside from our ideas)? I think
that one part of the dependency is on our sense data.

It is also what Lotto's words indicate there isn't a objective reality
to which you dared not go with anything substantive. In addition, seen
discussion in your link about 'naive realism'. That discussion also
puts the lie to the 'objective reality, out there'.

I don't understand what you're saying there. Maybe my question above
clarifies things.

Remember this is your original statement I bounced back to you:



Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

So far only the evens link which is only barely related, at best,
about 'metaphysics's, has been moving forward versus you circular
verbal dance of the rest of your content.

Why do you use the term "verbal dance"? Do you think I'm evading your
criticism or something?

To be fair to you, maybe this is how you think ?

I don't know what you think I'm doing, so I don't know how to answer
you. What do you think I'm doing?

But why muse about a definition, for example, about objective reality
when a link is readily available ?

Which link are you referring to?

I would suggest it's a symptom of
your 'closed-minded' thinking at work.

So you think I'm closed-minded because you think I am discussing
wrong, and that I have bad motives, e.g. evading your criticism to
save face or something. Is that it? Or what? I have yet to get a
answer from anybody as to what they mean when they think I'm being
closed-minded.

Regarding surprise of Einstein quotes, I'll note that the slide is
from a workshop of a TOE(theory of everything) that is accomplished
via a unification of metaphysics, physics and philosophy and is broad
ranging content as any TOE worth it's salt (reference to Athene's



'TOE'), should be.

By "worth its salt", I think you mean Objective Truth (aka
certain/absolute/unflawed). If you don't mean that, then you mean
Conjectural Truth (aka yet-unrefuted guesses). Which one do you mean?
Or do you mean something else?

So if you're right that Athene's TOE is "worth it's salt", then that
means you have criticisms of my criticisms of Athene's theory. So what
are your criticisms? If you're right about your criticisms, then I
want to know them so that I can know the truth, aka change my mind.

He replied:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

I'm waiting for a reply to this that confirms your assertion.

If you can provide that, then I'll re-engage. Till then the rest of my
remarks/your replies, I'll leave on 'the back burner'.

K. I retract my claim that Einstein believed that truth is objective.

Which means that Einstein believed that truth is not objective -- in
other words, that there is no objective reality. (I noticed that you
equated these two things so I'm currently operating under this
assumption.)

In which case, Einstein is wrong, because without an objective
reality, its impossible for us to use experiments to rule out (aka
falsify) scientific theories.

But, maybe I still don't understand what you mean by "truth is
objective" or "there exists an objective reality".

Note that my understanding of the idea that truth is objective implies
that there are objective truths, not just in science but also
morality. Consider this...



If you and I have the same purpose for our discussion, and if that
purpose is to reach the truth, then I assert that the following is an
objective truth: We should not resort to personal attacks when we
disagree.

In other words, if my problem is that I want to seek the truth, and if
your problem is that you want to seek the truth, then the idea of
using personal attacks in a discussion is not a workable solution to
our shared problem.

Do you agree? If you do agree, this means that you believe that truth
is objective (at least according to my understanding of the idea that
truth is objective).

(Note that i'm not insinuating that either of us have made personal
attacks in our discussion. I chose the idea of personal attacks
because its an easy one for us to agree on.)

More examples of objective truths in morality:

- Murder is wrong.

- Theft is wrong.

What do you think? Can we agree that these ideas are true independent
of the people involved?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:16 AM

On Sun, Jan 20, 2013 at 8:13 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Sun, Jan 20, someone wrote:

On Sun, Jan 20, 2013 at 8:11 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:05 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are "subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind on
Einstein and he said:

Start quote.

Something traceable; direct quote or second party source as in example:

[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,
currently.

End quote.



I replied:

Start quote.

I'm surprised by the quotes from Einstein, so I went looking for his
views on realism. He did go through a period of Machian positivism up
to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an epistemology
and methodology which Popper essentially copied, or made up with the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by experience,
and if there is no external (real) world, then how could that happen?

I suppose it depends what you mean by objective reality. Certainly our
perceptions are theory-dependent, so the question is whether you think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our
perceptions of the world depend on us, because of course they do. But
they also depend on what is actually there.

He replied:

Start quote.

Absolutely False - they don't depend on what is actually there as
indicated by this definition of which you seem to be obfuscating so
diligently:

http://evans-experientialism.freewebspace.com/einstein_russell.htm


[I don't know where he found this as he didn't tell me.]

AFAIK, this is the first time you're presenting me with your
understanding of what *truth is objective* means. Am I right? Or did
you present this earlier and I missed it? If this is the first time,
then why do you think I'm obfuscating?

This indicates that you have a negative attitude toward discussion.
You think that I'm trying to "win" this discussion or something. I'm
not. Those sort of tactics are whats done in debate societies. I'm a
philosopher. Philosophers don't try to "win" debates. We are
truth-seekers. We seek win-win situations. You think that we are in a
win-lose situation. I don't want one of those.

Objectivity is a central philosophical concept, related to reality and truth, 
which has been variously defined by sources. Generally, objectivity means 
the state or quality of being true even outside of a subject's individual 
feelings, imaginings, or interpretations. A proposition is generally 
considered to be objectively true (to have objective truth) when its truth 
conditions are met and are "mind-independent"—that is, existing freely or 
independently from a mind (from the thoughts, feelings, ideas, etc. of a 
conscious subject). In a simpler meaning of the term, objectivity refers the 
ability to judge fairly, without bias or external influence.

I don't follow you. What then do you think our
perceptions/interpretations depend on (aside from our ideas)? I think
that one part of the dependency is on our sense data.

It is also what Lotto's words indicate there isn't a objective reality
to which you dared not go with anything substantive. In addition, seen
discussion in your link about 'naive realism'. That discussion also
puts the lie to the 'objective reality, out there'.

I don't understand what you're saying there. Maybe my question above
clarifies things.

Remember this is your original statement I bounced back to you:



Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

So far only the evens link which is only barely related, at best,
about 'metaphysics's, has been moving forward versus you circular
verbal dance of the rest of your content.

Why do you use the term "verbal dance"? Do you think I'm evading your
criticism or something?

To be fair to you, maybe this is how you think ?

I don't know what you think I'm doing, so I don't know how to answer
you. What do you think I'm doing?

But why muse about a definition, for example, about objective reality
when a link is readily available ?

Which link are you referring to?

I would suggest it's a symptom of
your 'closed-minded' thinking at work.

So you think I'm closed-minded because you think I am discussing
wrong, and that I have bad motives, e.g. evading your criticism to
save face or something. Is that it? Or what? I have yet to get a
answer from anybody as to what they mean when they think I'm being
closed-minded.

Regarding surprise of Einstein quotes, I'll note that the slide is
from a workshop of a TOE(theory of everything) that is accomplished
via a unification of metaphysics, physics and philosophy and is broad



ranging content as any TOE worth it's salt (reference to Athene's
'TOE'), should be.

By "worth its salt", I think you mean Objective Truth (aka
certain/absolute/unflawed). If you don't mean that, then you mean
Conjectural Truth (aka yet-unrefuted guesses). Which one do you mean?
Or do you mean something else?

So if you're right that Athene's TOE is "worth it's salt", then that
means you have criticisms of my criticisms of Athene's theory. So what
are your criticisms? If you're right about your criticisms, then I
want to know them so that I can know the truth, aka change my mind.

He replied:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

I'm waiting for a reply to this that confirms your assertion.

If you can provide that, then I'll re-engage. Till then the rest of my
remarks/your replies, I'll leave on 'the back burner'.

K. I retract my claim that Einstein believed that truth is objective.

He replied:

Start quote.

K. I retract my claim that Einstein believed that truth is objective.

Not Ok.

In fact insufficient. Indeed, an example of your verbal dancing.

I'm waiting for a reply to this that confirms your assertion.

Or



Admission that you have done the required research and on further
reflection conclude your assertion is blatantly in error.

End quote.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:17 AM

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:13 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:11 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:05 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are "subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind on
Einstein and he said:

Start quote.

Something traceable; direct quote or second party source as in example:

[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,
currently.



End quote.

I replied:

Start quote.

I'm surprised by the quotes from Einstein, so I went looking for his
views on realism. He did go through a period of Machian positivism up
to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an epistemology
and methodology which Popper essentially copied, or made up with the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by experience,
and if there is no external (real) world, then how could that happen?

I suppose it depends what you mean by objective reality. Certainly our
perceptions are theory-dependent, so the question is whether you think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our
perceptions of the world depend on us, because of course they do. But
they also depend on what is actually there.

He replied:

Start quote.

Absolutely False - they don't depend on what is actually there as
indicated by this definition of which you seem to be obfuscating so

http://evans-experientialism.freewebspace.com/einstein_russell.htm


diligently:

[I don't know where he found this as he didn't tell me.]

AFAIK, this is the first time you're presenting me with your
understanding of what *truth is objective* means. Am I right? Or did
you present this earlier and I missed it? If this is the first time,
then why do you think I'm obfuscating?

This indicates that you have a negative attitude toward discussion.
You think that I'm trying to "win" this discussion or something. I'm
not. Those sort of tactics are whats done in debate societies. I'm a
philosopher. Philosophers don't try to "win" debates. We are
truth-seekers. We seek win-win situations. You think that we are in a
win-lose situation. I don't want one of those.

Objectivity is a central philosophical concept, related to reality and truth, 
which has been variously defined by sources. Generally, objectivity 
means the state or quality of being true even outside of a subject's 
individual feelings, imaginings, or interpretations. A proposition is 
generally considered to be objectively true (to have objective truth) when 
its truth conditions are met and are "mind-independent"—that is, existing 
freely or independently from a mind (from the thoughts, feelings, ideas, 
etc. of a conscious subject). In a simpler meaning of the term, objectivity 
refers the ability to judge fairly, without bias or external influence.

I don't follow you. What then do you think our
perceptions/interpretations depend on (aside from our ideas)? I think
that one part of the dependency is on our sense data.

It is also what Lotto's words indicate there isn't a objective reality
to which you dared not go with anything substantive. In addition, seen
discussion in your link about 'naive realism'. That discussion also
puts the lie to the 'objective reality, out there'.

I don't understand what you're saying there. Maybe my question above
clarifies things.



Remember this is your original statement I bounced back to you:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

So far only the evens link which is only barely related, at best,
about 'metaphysics's, has been moving forward versus you circular
verbal dance of the rest of your content.

Why do you use the term "verbal dance"? Do you think I'm evading your
criticism or something?

To be fair to you, maybe this is how you think ?

I don't know what you think I'm doing, so I don't know how to answer
you. What do you think I'm doing?

But why muse about a definition, for example, about objective reality
when a link is readily available ?

Which link are you referring to?

I would suggest it's a symptom of
your 'closed-minded' thinking at work.

So you think I'm closed-minded because you think I am discussing
wrong, and that I have bad motives, e.g. evading your criticism to
save face or something. Is that it? Or what? I have yet to get a
answer from anybody as to what they mean when they think I'm being
closed-minded.

Regarding surprise of Einstein quotes, I'll note that the slide is



from a workshop of a TOE(theory of everything) that is accomplished
via a unification of metaphysics, physics and philosophy and is broad
ranging content as any TOE worth it's salt (reference to Athene's
'TOE'), should be.

By "worth its salt", I think you mean Objective Truth (aka
certain/absolute/unflawed). If you don't mean that, then you mean
Conjectural Truth (aka yet-unrefuted guesses). Which one do you mean?
Or do you mean something else?

So if you're right that Athene's TOE is "worth it's salt", then that
means you have criticisms of my criticisms of Athene's theory. So what
are your criticisms? If you're right about your criticisms, then I
want to know them so that I can know the truth, aka change my mind.

He replied:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

I'm waiting for a reply to this that confirms your assertion.

If you can provide that, then I'll re-engage. Till then the rest of my
remarks/your replies, I'll leave on 'the back burner'.

K. I retract my claim that Einstein believed that truth is objective.

He replied:

Start quote.

K. I retract my claim that Einstein believed that truth is objective.

Not Ok.

In fact insufficient. Indeed, an example of your verbal dancing.

I'm waiting for a reply to this that confirms your assertion.



Or

Admission that you have done the required research and on further
reflection conclude your assertion is blatantly in error.

What required research? I didn't do new research besides whats in your
posts and my posts.

I thought that my retraction was a formal way to say that I made a
mistake. No problem.

Not only do I retract my claim, I also say that my claim was a blatant
error. And that is the reason I retracted it.

Now that that is cleared up. Please answer my questions about what you
mean by *truth is objective* and/or *there exists an objective
reality*.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:18 AM

On Sun, Jan 20, 2013 at 8:17 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Sun, Jan 20, someone wrote:

On Sun, Jan 20, 2013 at 8:13 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:11 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:05 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are "subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind on
Einstein and he said:

Start quote.

Something traceable; direct quote or second party source as in 
example:

[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,



currently.

End quote.

I replied:

Start quote.

I'm surprised by the quotes from Einstein, so I went looking for his
views on realism. He did go through a period of Machian positivism up
to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an 
epistemology
and methodology which Popper essentially copied, or made up with the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by experience,
and if there is no external (real) world, then how could that happen?

I suppose it depends what you mean by objective reality. Certainly our
perceptions are theory-dependent, so the question is whether you think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our
perceptions of the world depend on us, because of course they do. But
they also depend on what is actually there.

He replied:

Start quote.

http://evans-experientialism.freewebspace.com/einstein_russell.htm


Absolutely False - they don't depend on what is actually there as
indicated by this definition of which you seem to be obfuscating so
diligently:

[I don't know where he found this as he didn't tell me.]

AFAIK, this is the first time you're presenting me with your
understanding of what *truth is objective* means. Am I right? Or did
you present this earlier and I missed it? If this is the first time,
then why do you think I'm obfuscating?

This indicates that you have a negative attitude toward discussion.
You think that I'm trying to "win" this discussion or something. I'm
not. Those sort of tactics are whats done in debate societies. I'm a
philosopher. Philosophers don't try to "win" debates. We are
truth-seekers. We seek win-win situations. You think that we are in a
win-lose situation. I don't want one of those.

Objectivity is a central philosophical concept, related to reality and truth, 
which has been variously defined by sources. Generally, objectivity 
means the state or quality of being true even outside of a subject's 
individual feelings, imaginings, or interpretations. A proposition is 
generally considered to be objectively true (to have objective truth) 
when its truth conditions are met and are "mind-independent"—that is, 
existing freely or independently from a mind (from the thoughts, 
feelings, ideas, etc. of a conscious subject). In a simpler meaning of the 
term, objectivity refers the ability to judge fairly, without bias or external 
influence.

I don't follow you. What then do you think our
perceptions/interpretations depend on (aside from our ideas)? I think
that one part of the dependency is on our sense data.

It is also what Lotto's words indicate there isn't a objective reality
to which you dared not go with anything substantive. In addition, seen
discussion in your link about 'naive realism'. That discussion also
puts the lie to the 'objective reality, out there'.



I don't understand what you're saying there. Maybe my question above
clarifies things.

Remember this is your original statement I bounced back to you:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

So far only the evens link which is only barely related, at best,
about 'metaphysics's, has been moving forward versus you circular
verbal dance of the rest of your content.

Why do you use the term "verbal dance"? Do you think I'm evading your
criticism or something?

To be fair to you, maybe this is how you think ?

I don't know what you think I'm doing, so I don't know how to answer
you. What do you think I'm doing?

But why muse about a definition, for example, about objective reality
when a link is readily available ?

Which link are you referring to?

I would suggest it's a symptom of
your 'closed-minded' thinking at work.

So you think I'm closed-minded because you think I am discussing
wrong, and that I have bad motives, e.g. evading your criticism to
save face or something. Is that it? Or what? I have yet to get a
answer from anybody as to what they mean when they think I'm being
closed-minded.



Regarding surprise of Einstein quotes, I'll note that the slide is
from a workshop of a TOE(theory of everything) that is accomplished
via a unification of metaphysics, physics and philosophy and is broad
ranging content as any TOE worth it's salt (reference to Athene's
'TOE'), should be.

By "worth its salt", I think you mean Objective Truth (aka
certain/absolute/unflawed). If you don't mean that, then you mean
Conjectural Truth (aka yet-unrefuted guesses). Which one do you mean?
Or do you mean something else?

So if you're right that Athene's TOE is "worth it's salt", then that
means you have criticisms of my criticisms of Athene's theory. So what
are your criticisms? If you're right about your criticisms, then I
want to know them so that I can know the truth, aka change my mind.

He replied:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

I'm waiting for a reply to this that confirms your assertion.

If you can provide that, then I'll re-engage. Till then the rest of my
remarks/your replies, I'll leave on 'the back burner'.

K. I retract my claim that Einstein believed that truth is objective.

He replied:

Start quote.

K. I retract my claim that Einstein believed that truth is objective.

Not Ok.



In fact insufficient. Indeed, an example of your verbal dancing.

I'm waiting for a reply to this that confirms your assertion.

Or

Admission that you have done the required research and on further
reflection conclude your assertion is blatantly in error.

What required research? I didn't do new research besides whats in your
posts and my posts.

I thought that my retraction was a formal way to say that I made a
mistake. No problem.

Not only do I retract my claim, I also say that my claim was a blatant
error. And that is the reason I retracted it.

Now that that is cleared up. Please answer my questions about what you
mean by *truth is objective* and/or *there exists an objective
reality*.

He replied:

Start quote.

Didn't do research ?

That's not what I call engaging in dialog in good faith.

All that means is you typed some characters on your keyboard that have
no bearing on your person.

That's about as shallow as one can get.

End quote.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:20 AM

On Sun, Jan 20, 2013 at 8:18 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Sun, Jan 20, 2013 at 8:17 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:13 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:11 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:05 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe 
in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are 
"subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind on
Einstein and he said:

Start quote.

Something traceable; direct quote or second party source as in 
example:



[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,
currently.

End quote.

I replied:

Start quote.

I'm surprised by the quotes from Einstein, so I went looking for his
views on realism. He did go through a period of Machian positivism up
to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an 
epistemology
and methodology which Popper essentially copied, or made up with 
the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by experience,
and if there is no external (real) world, then how could that happen?

I suppose it depends what you mean by objective reality. Certainly our
perceptions are theory-dependent, so the question is whether you 
think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our

http://evans-experientialism.freewebspace.com/einstein_russell.htm


perceptions of the world depend on us, because of course they do. But
they also depend on what is actually there.

He replied:

Start quote.

Absolutely False - they don't depend on what is actually there as
indicated by this definition of which you seem to be obfuscating so
diligently:

[I don't know where he found this as he didn't tell me.]

AFAIK, this is the first time you're presenting me with your
understanding of what *truth is objective* means. Am I right? Or did
you present this earlier and I missed it? If this is the first time,
then why do you think I'm obfuscating?

This indicates that you have a negative attitude toward discussion.
You think that I'm trying to "win" this discussion or something. I'm
not. Those sort of tactics are whats done in debate societies. I'm a
philosopher. Philosophers don't try to "win" debates. We are
truth-seekers. We seek win-win situations. You think that we are in a
win-lose situation. I don't want one of those.

Objectivity is a central philosophical concept, related to reality and 
truth, which has been variously defined by sources. Generally, 
objectivity means the state or quality of being true even outside of a 
subject's individual feelings, imaginings, or interpretations. A 
proposition is generally considered to be objectively true (to have 
objective truth) when its truth conditions are met and are "mind-
independent"—that is, existing freely or independently from a mind 
(from the thoughts, feelings, ideas, etc. of a conscious subject). In a 
simpler meaning of the term, objectivity refers the ability to judge fairly, 
without bias or external influence.

I don't follow you. What then do you think our
perceptions/interpretations depend on (aside from our ideas)? I think
that one part of the dependency is on our sense data.



It is also what Lotto's words indicate there isn't a objective reality
to which you dared not go with anything substantive. In addition, seen
discussion in your link about 'naive realism'. That discussion also
puts the lie to the 'objective reality, out there'.

I don't understand what you're saying there. Maybe my question above
clarifies things.

Remember this is your original statement I bounced back to you:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

So far only the evens link which is only barely related, at best,
about 'metaphysics's, has been moving forward versus you circular
verbal dance of the rest of your content.

Why do you use the term "verbal dance"? Do you think I'm evading your
criticism or something?

To be fair to you, maybe this is how you think ?

I don't know what you think I'm doing, so I don't know how to answer
you. What do you think I'm doing?

But why muse about a definition, for example, about objective reality
when a link is readily available ?

Which link are you referring to?

I would suggest it's a symptom of
your 'closed-minded' thinking at work.



So you think I'm closed-minded because you think I am discussing
wrong, and that I have bad motives, e.g. evading your criticism to
save face or something. Is that it? Or what? I have yet to get a
answer from anybody as to what they mean when they think I'm being
closed-minded.

Regarding surprise of Einstein quotes, I'll note that the slide is
from a workshop of a TOE(theory of everything) that is accomplished
via a unification of metaphysics, physics and philosophy and is broad
ranging content as any TOE worth it's salt (reference to Athene's
'TOE'), should be.

By "worth its salt", I think you mean Objective Truth (aka
certain/absolute/unflawed). If you don't mean that, then you mean
Conjectural Truth (aka yet-unrefuted guesses). Which one do you mean?
Or do you mean something else?

So if you're right that Athene's TOE is "worth it's salt", then that
means you have criticisms of my criticisms of Athene's theory. So what
are your criticisms? If you're right about your criticisms, then I
want to know them so that I can know the truth, aka change my mind.

He replied:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

I'm waiting for a reply to this that confirms your assertion.

If you can provide that, then I'll re-engage. Till then the rest of my
remarks/your replies, I'll leave on 'the back burner'.

K. I retract my claim that Einstein believed that truth is objective.

He replied:



Start quote.

K. I retract my claim that Einstein believed that truth is objective.

Not Ok.

In fact insufficient. Indeed, an example of your verbal dancing.

I'm waiting for a reply to this that confirms your assertion.

Or

Admission that you have done the required research and on further
reflection conclude your assertion is blatantly in error.

What required research? I didn't do new research besides whats in your
posts and my posts.

I thought that my retraction was a formal way to say that I made a
mistake. No problem.

Not only do I retract my claim, I also say that my claim was a blatant
error. And that is the reason I retracted it.

Now that that is cleared up. Please answer my questions about what you
mean by *truth is objective* and/or *there exists an objective
reality*.

Didn't do research ?

That's not what I call engaging in dialog in good faith.

You're standards are different than mine. I disagree with you. I only
research relevant/important things.

The discussion was about philosophy. I mentioned a few names of people
that I (fallibly) knew to understand Popper's philosophy. You
challenged my assertion that Einstein was one of them, but Einstein,
and everybody else, is irrelevant to a discussion about epistemology
and whether or not an objective reality exists. I entertained your



challenge so that we could start a dialog, but so far you have refused
any dialog on anything other than your challenge. Therefore...

I contend that *you* are the one who is not engaging in good faith.
You don't answer my questions nor address my criticism, while
expecting me to do so. Why do you do that? Do you think you have
higher status than I do?

Thinking in terms of status, is a justificationist mistake.

All that means is you typed some characters on your keyboard that have
no bearing on your person.

That's about as shallow as one can get.

After reading what I wrote above, do you still think I'm shallow?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:21 AM

On Sun, Jan 20, 2013 at 8:17 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Sun, Jan 20, someone wrote:

On Sun, Jan 20, 2013 at 8:13 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:11 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:05 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are "subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind on
Einstein and he said:

Start quote.

Something traceable; direct quote or second party source as in 
example:

[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,



currently.

End quote.

I replied:

Start quote.

I'm surprised by the quotes from Einstein, so I went looking for his
views on realism. He did go through a period of Machian positivism up
to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an 
epistemology
and methodology which Popper essentially copied, or made up with the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by experience,
and if there is no external (real) world, then how could that happen?

I suppose it depends what you mean by objective reality. Certainly our
perceptions are theory-dependent, so the question is whether you think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our
perceptions of the world depend on us, because of course they do. But
they also depend on what is actually there.

He replied:

Start quote.

http://evans-experientialism.freewebspace.com/einstein_russell.htm


Absolutely False - they don't depend on what is actually there as
indicated by this definition of which you seem to be obfuscating so
diligently:

[I don't know where he found this as he didn't tell me.]

AFAIK, this is the first time you're presenting me with your
understanding of what *truth is objective* means. Am I right? Or did
you present this earlier and I missed it? If this is the first time,
then why do you think I'm obfuscating?

This indicates that you have a negative attitude toward discussion.
You think that I'm trying to "win" this discussion or something. I'm
not. Those sort of tactics are whats done in debate societies. I'm a
philosopher. Philosophers don't try to "win" debates. We are
truth-seekers. We seek win-win situations. You think that we are in a
win-lose situation. I don't want one of those.

Objectivity is a central philosophical concept, related to reality and truth, 
which has been variously defined by sources. Generally, objectivity 
means the state or quality of being true even outside of a subject's 
individual feelings, imaginings, or interpretations. A proposition is 
generally considered to be objectively true (to have objective truth) 
when its truth conditions are met and are "mind-independent"—that is, 
existing freely or independently from a mind (from the thoughts, 
feelings, ideas, etc. of a conscious subject). In a simpler meaning of the 
term, objectivity refers the ability to judge fairly, without bias or external 
influence.

I don't follow you. What then do you think our
perceptions/interpretations depend on (aside from our ideas)? I think
that one part of the dependency is on our sense data.

It is also what Lotto's words indicate there isn't a objective reality
to which you dared not go with anything substantive. In addition, seen
discussion in your link about 'naive realism'. That discussion also
puts the lie to the 'objective reality, out there'.



I don't understand what you're saying there. Maybe my question above
clarifies things.

Remember this is your original statement I bounced back to you:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

So far only the evens link which is only barely related, at best,
about 'metaphysics's, has been moving forward versus you circular
verbal dance of the rest of your content.

Why do you use the term "verbal dance"? Do you think I'm evading your
criticism or something?

To be fair to you, maybe this is how you think ?

I don't know what you think I'm doing, so I don't know how to answer
you. What do you think I'm doing?

But why muse about a definition, for example, about objective reality
when a link is readily available ?

Which link are you referring to?

I would suggest it's a symptom of
your 'closed-minded' thinking at work.

So you think I'm closed-minded because you think I am discussing
wrong, and that I have bad motives, e.g. evading your criticism to
save face or something. Is that it? Or what? I have yet to get a
answer from anybody as to what they mean when they think I'm being
closed-minded.



Regarding surprise of Einstein quotes, I'll note that the slide is
from a workshop of a TOE(theory of everything) that is accomplished
via a unification of metaphysics, physics and philosophy and is broad
ranging content as any TOE worth it's salt (reference to Athene's
'TOE'), should be.

By "worth its salt", I think you mean Objective Truth (aka
certain/absolute/unflawed). If you don't mean that, then you mean
Conjectural Truth (aka yet-unrefuted guesses). Which one do you mean?
Or do you mean something else?

So if you're right that Athene's TOE is "worth it's salt", then that
means you have criticisms of my criticisms of Athene's theory. So what
are your criticisms? If you're right about your criticisms, then I
want to know them so that I can know the truth, aka change my mind.

He replied:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

I'm waiting for a reply to this that confirms your assertion.

If you can provide that, then I'll re-engage. Till then the rest of my
remarks/your replies, I'll leave on 'the back burner'.

K. I retract my claim that Einstein believed that truth is objective.

He replied:

Start quote.

K. I retract my claim that Einstein believed that truth is objective.

Not Ok.



In fact insufficient. Indeed, an example of your verbal dancing.

I'm waiting for a reply to this that confirms your assertion.

Or

Admission that you have done the required research and on further
reflection conclude your assertion is blatantly in error.

What required research? I didn't do new research besides whats in your
posts and my posts.

I thought that my retraction was a formal way to say that I made a
mistake. No problem.

Not only do I retract my claim, I also say that my claim was a blatant
error. And that is the reason I retracted it.

Now that that is cleared up. Please answer my questions about what you
mean by *truth is objective* and/or *there exists an objective
reality*.

He also replied with this (before he saw my latest reply):

Start quote.

I think this state of dialog is yet incomplete.

The analysis of why you made an assertion blatantly in error as if it
were unmitigated fact, remains.

So, Why ?

End quote.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:24 AM

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:17 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:13 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:11 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:05 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe 
in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are 
"subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind on
Einstein and he said:

Start quote.

Something traceable; direct quote or second party source as in 
example:



[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,
currently.

End quote.

I replied:

Start quote.

I'm surprised by the quotes from Einstein, so I went looking for his
views on realism. He did go through a period of Machian positivism up
to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an 
epistemology
and methodology which Popper essentially copied, or made up with 
the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by experience,
and if there is no external (real) world, then how could that happen?

I suppose it depends what you mean by objective reality. Certainly our
perceptions are theory-dependent, so the question is whether you 
think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our

http://evans-experientialism.freewebspace.com/einstein_russell.htm


perceptions of the world depend on us, because of course they do. But
they also depend on what is actually there.

He replied:

Start quote.

Absolutely False - they don't depend on what is actually there as
indicated by this definition of which you seem to be obfuscating so
diligently:

[I don't know where he found this as he didn't tell me.]

AFAIK, this is the first time you're presenting me with your
understanding of what *truth is objective* means. Am I right? Or did
you present this earlier and I missed it? If this is the first time,
then why do you think I'm obfuscating?

This indicates that you have a negative attitude toward discussion.
You think that I'm trying to "win" this discussion or something. I'm
not. Those sort of tactics are whats done in debate societies. I'm a
philosopher. Philosophers don't try to "win" debates. We are
truth-seekers. We seek win-win situations. You think that we are in a
win-lose situation. I don't want one of those.

Objectivity is a central philosophical concept, related to reality and 
truth, which has been variously defined by sources. Generally, 
objectivity means the state or quality of being true even outside of a 
subject's individual feelings, imaginings, or interpretations. A 
proposition is generally considered to be objectively true (to have 
objective truth) when its truth conditions are met and are "mind-
independent"—that is, existing freely or independently from a mind 
(from the thoughts, feelings, ideas, etc. of a conscious subject). In a 
simpler meaning of the term, objectivity refers the ability to judge fairly, 
without bias or external influence.

I don't follow you. What then do you think our
perceptions/interpretations depend on (aside from our ideas)? I think
that one part of the dependency is on our sense data.



It is also what Lotto's words indicate there isn't a objective reality
to which you dared not go with anything substantive. In addition, seen
discussion in your link about 'naive realism'. That discussion also
puts the lie to the 'objective reality, out there'.

I don't understand what you're saying there. Maybe my question above
clarifies things.

Remember this is your original statement I bounced back to you:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

So far only the evens link which is only barely related, at best,
about 'metaphysics's, has been moving forward versus you circular
verbal dance of the rest of your content.

Why do you use the term "verbal dance"? Do you think I'm evading your
criticism or something?

To be fair to you, maybe this is how you think ?

I don't know what you think I'm doing, so I don't know how to answer
you. What do you think I'm doing?

But why muse about a definition, for example, about objective reality
when a link is readily available ?

Which link are you referring to?

I would suggest it's a symptom of
your 'closed-minded' thinking at work.



So you think I'm closed-minded because you think I am discussing
wrong, and that I have bad motives, e.g. evading your criticism to
save face or something. Is that it? Or what? I have yet to get a
answer from anybody as to what they mean when they think I'm being
closed-minded.

Regarding surprise of Einstein quotes, I'll note that the slide is
from a workshop of a TOE(theory of everything) that is accomplished
via a unification of metaphysics, physics and philosophy and is broad
ranging content as any TOE worth it's salt (reference to Athene's
'TOE'), should be.

By "worth its salt", I think you mean Objective Truth (aka
certain/absolute/unflawed). If you don't mean that, then you mean
Conjectural Truth (aka yet-unrefuted guesses). Which one do you mean?
Or do you mean something else?

So if you're right that Athene's TOE is "worth it's salt", then that
means you have criticisms of my criticisms of Athene's theory. So what
are your criticisms? If you're right about your criticisms, then I
want to know them so that I can know the truth, aka change my mind.

He replied:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

I'm waiting for a reply to this that confirms your assertion.

If you can provide that, then I'll re-engage. Till then the rest of my
remarks/your replies, I'll leave on 'the back burner'.

K. I retract my claim that Einstein believed that truth is objective.

He replied:



Start quote.

K. I retract my claim that Einstein believed that truth is objective.

Not Ok.

In fact insufficient. Indeed, an example of your verbal dancing.

I'm waiting for a reply to this that confirms your assertion.

Or

Admission that you have done the required research and on further
reflection conclude your assertion is blatantly in error.

What required research? I didn't do new research besides whats in your
posts and my posts.

I thought that my retraction was a formal way to say that I made a
mistake. No problem.

Not only do I retract my claim, I also say that my claim was a blatant
error. And that is the reason I retracted it.

Now that that is cleared up. Please answer my questions about what you
mean by *truth is objective* and/or *there exists an objective
reality*.

I think this state of dialog is yet incomplete.

The analysis of why you made an assertion blatantly in error as if it
were unmitigated fact, remains.

So, Why ?

Scientists believe that their theories can be ruled out by experiments
using physical evidence. That presupposes that there exists an
objective reality that we can get physical evidence from.

A scientist who does not believe in an objective reality is a



contradiction in terms.

I assumed that Einstein understood this.

Why did you think I made the mistake? To "win" an argument or something?

Why do you assume that I have malicious intent? Do you want people to
assume that you have malicious intent?

[Note to BoI: That he thinks I have malicious intent indicates that he
has a zero-sum worldview.]

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:38 AM

On 20 Jan 2013, at 14:13, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:11 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:05 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are "subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind on
Einstein and he said:

Start quote.

Something traceable; direct quote or second party source as in example:

[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,
currently.

End quote.



I replied:

Start quote.

I'm surprised by the quotes from Einstein, so I went looking for his
views on realism. He did go through a period of Machian positivism up
to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an epistemology
and methodology which Popper essentially copied, or made up with the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by experience,
and if there is no external (real) world, then how could that happen?

I suppose it depends what you mean by objective reality. Certainly our
perceptions are theory-dependent, so the question is whether you think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our
perceptions of the world depend on us, because of course they do. But
they also depend on what is actually there.

He replied:

Start quote.

Absolutely False - they don't depend on what is actually there as
indicated by this definition of which you seem to be obfuscating so
diligently:

http://evans-experientialism.freewebspace.com/einstein_russell.htm


[I don't know where he found this as he didn't tell me.]

AFAIK, this is the first time you're presenting me with your
understanding of what *truth is objective* means. Am I right? Or did
you present this earlier and I missed it? If this is the first time,
then why do you think I'm obfuscating?

This indicates that you have a negative attitude toward discussion.
You think that I'm trying to "win" this discussion or something. I'm
not. Those sort of tactics are whats done in debate societies. I'm a
philosopher. Philosophers don't try to "win" debates. We are
truth-seekers. We seek win-win situations. You think that we are in a
win-lose situation. I don't want one of those.

Objectivity is a central philosophical concept, related to reality and truth, 
which has been variously defined by sources. Generally, objectivity means 
the state or quality of being true even outside of a subject's individual 
feelings, imaginings, or interpretations. A proposition is generally 
considered to be objectively true (to have objective truth) when its truth 
conditions are met and are "mind-independent"—that is, existing freely or 
independently from a mind (from the thoughts, feelings, ideas, etc. of a 
conscious subject). In a simpler meaning of the term, objectivity refers the 
ability to judge fairly, without bias or external influence.

I don't follow you. What then do you think our
perceptions/interpretations depend on (aside from our ideas)? I think
that one part of the dependency is on our sense data.

It is also what Lotto's words indicate there isn't a objective reality
to which you dared not go with anything substantive. In addition, seen
discussion in your link about 'naive realism'. That discussion also
puts the lie to the 'objective reality, out there'.

I don't understand what you're saying there. Maybe my question above
clarifies things.



Remember this is your original statement I bounced back to you:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

So far only the evens link which is only barely related, at best,
about 'metaphysics's, has been moving forward versus you circular
verbal dance of the rest of your content.

Why do you use the term "verbal dance"? Do you think I'm evading your
criticism or something?

To be fair to you, maybe this is how you think ?

I don't know what you think I'm doing, so I don't know how to answer
you. What do you think I'm doing?

But why muse about a definition, for example, about objective reality
when a link is readily available ?

Which link are you referring to?

I would suggest it's a symptom of
your 'closed-minded' thinking at work.

So you think I'm closed-minded because you think I am discussing
wrong, and that I have bad motives, e.g. evading your criticism to
save face or something. Is that it? Or what? I have yet to get a
answer from anybody as to what they mean when they think I'm being
closed-minded.

Regarding surprise of Einstein quotes, I'll note that the slide is
from a workshop of a TOE(theory of everything) that is accomplished



via a unification of metaphysics, physics and philosophy and is broad
ranging content as any TOE worth it's salt (reference to Athene's
'TOE'), should be.

By "worth its salt", I think you mean Objective Truth (aka
certain/absolute/unflawed). If you don't mean that, then you mean
Conjectural Truth (aka yet-unrefuted guesses). Which one do you mean?
Or do you mean something else?

So if you're right that Athene's TOE is "worth it's salt", then that
means you have criticisms of my criticisms of Athene's theory. So what
are your criticisms? If you're right about your criticisms, then I
want to know them so that I can know the truth, aka change my mind.

He replied:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

I'm waiting for a reply to this that confirms your assertion.

If you can provide that, then I'll re-engage. Till then the rest of my
remarks/your replies, I'll leave on 'the back burner'.

K. I retract my claim that Einstein believed that truth is objective.

This is a paper by Einstein, Podolski and Rosen

http://www.nat.vu.nl/~wimu/Pictures/EPR-paper.pdf

in which they write

Any serious discussion of a physical theory must take into account the 
distinction between the objective reality, which is independent of any theory, and 
the physical concepts with which the theory operates.

So Einstein thought that reality is objective.

http://www.nat.vu.nl/~wimu/Pictures/EPR-paper.pdf


Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:38 AM

On Sun, Jan 20, 2013 at 8:20 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Sun, Jan 20, 2013 at 8:18 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, 2013 at 8:17 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:13 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:11 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:05 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

So I'm on this forum and eventually people asked me how I know
whatever I know and then I said that all knowledge is created by
guesses and criticism. And someone said that I "disagree with
everybody essentially". So to counter-example that, I explained that
I'm not the only one, which is what he implied. So I gave a list of
names of people that are Critical Rationalists. I included Einstein.
Someone challenged me on this, namely that Einstein did not believe 
in
an objective reality. So I entertained his challenge with the intent
of starting a dialog on what objective reality is. I wanted to do this
because I already had somebody claiming that my ideas are 
"subjective
logic" and so the idea of *truth is objective* is needed to argue
against that. And the person I was arguing with didn't want to discuss
*truth is objective*. Anyway, so this was my opportunity to discuss
it.

So I asked him what evidence or argument would change his mind 
on
Einstein and he said:

Start quote.



Something traceable; direct quote or second party source as in 
example:

[picture of a bunch of quotes attributed to Einstein]

In short, Einstein and Popper both believed in an objective reality,
'out there'. That is incorrect. In spite of the denial of it,
currently.

End quote.

I replied:

Start quote.

I'm surprised by the quotes from Einstein, so I went looking for his
views on realism. He did go through a period of Machian positivism 
up
to about 1905. According to Mach, everything was built up from
sensations and we could only regard the so-called external world as 
a
subjective composition or construction from sense data. However he
gave that away, as he gave away induction and took on an 
epistemology
and methodology which Popper essentially copied, or made up with 
the
help of Einstein's example.

This essay on Russell turned up:

http://evans-experientialism.freewebspace.com/einstein_russell.htm

It contains a beautiful critique of induction and also the
disagreement on metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but
he certainly thought that speculations should be tested by 
experience,
and if there is no external (real) world, then how could that happen?

http://evans-experientialism.freewebspace.com/einstein_russell.htm


I suppose it depends what you mean by objective reality. Certainly 
our
perceptions are theory-dependent, so the question is whether you 
think
the external world is objective in the sense of existing regardless of
us. That is a very different matter from the question of whether our
perceptions of the world depend on us, because of course they do. 
But
they also depend on what is actually there.

He replied:

Start quote.

Absolutely False - they don't depend on what is actually there as
indicated by this definition of which you seem to be obfuscating so
diligently:

[I don't know where he found this as he didn't tell me.]

AFAIK, this is the first time you're presenting me with your
understanding of what *truth is objective* means. Am I right? Or did
you present this earlier and I missed it? If this is the first time,
then why do you think I'm obfuscating?

This indicates that you have a negative attitude toward discussion.
You think that I'm trying to "win" this discussion or something. I'm
not. Those sort of tactics are whats done in debate societies. I'm a
philosopher. Philosophers don't try to "win" debates. We are
truth-seekers. We seek win-win situations. You think that we are in a
win-lose situation. I don't want one of those.

Objectivity is a central philosophical concept, related to reality and 
truth, which has been variously defined by sources. Generally, 
objectivity means the state or quality of being true even outside of a 
subject's individual feelings, imaginings, or interpretations. A 
proposition is generally considered to be objectively true (to have 
objective truth) when its truth conditions are met and are "mind-



independent"—that is, existing freely or independently from a mind 
(from the thoughts, feelings, ideas, etc. of a conscious subject). In a 
simpler meaning of the term, objectivity refers the ability to judge 
fairly, without bias or external influence.

I don't follow you. What then do you think our
perceptions/interpretations depend on (aside from our ideas)? I think
that one part of the dependency is on our sense data.

It is also what Lotto's words indicate there isn't a objective reality
to which you dared not go with anything substantive. In addition, seen
discussion in your link about 'naive realism'. That discussion also
puts the lie to the 'objective reality, out there'.

I don't understand what you're saying there. Maybe my question above
clarifies things.

Remember this is your original statement I bounced back to you:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)

So far only the evens link which is only barely related, at best,
about 'metaphysics's, has been moving forward versus you circular
verbal dance of the rest of your content.

Why do you use the term "verbal dance"? Do you think I'm evading your
criticism or something?

To be fair to you, maybe this is how you think ?

I don't know what you think I'm doing, so I don't know how to answer
you. What do you think I'm doing?



But why muse about a definition, for example, about objective reality
when a link is readily available ?

Which link are you referring to?

I would suggest it's a symptom of
your 'closed-minded' thinking at work.

So you think I'm closed-minded because you think I am discussing
wrong, and that I have bad motives, e.g. evading your criticism to
save face or something. Is that it? Or what? I have yet to get a
answer from anybody as to what they mean when they think I'm being
closed-minded.

Regarding surprise of Einstein quotes, I'll note that the slide is
from a workshop of a TOE(theory of everything) that is accomplished
via a unification of metaphysics, physics and philosophy and is broad
ranging content as any TOE worth it's salt (reference to Athene's
'TOE'), should be.

By "worth its salt", I think you mean Objective Truth (aka
certain/absolute/unflawed). If you don't mean that, then you mean
Conjectural Truth (aka yet-unrefuted guesses). Which one do you 
mean?
Or do you mean something else?

So if you're right that Athene's TOE is "worth it's salt", then that
means you have criticisms of my criticisms of Athene's theory. So what
are your criticisms? If you're right about your criticisms, then I
want to know them so that I can know the truth, aka change my mind.

He replied:

Einstein believed (and understood it well) that...
- truth is objective (as opposed to subjective)



I'm waiting for a reply to this that confirms your assertion.

If you can provide that, then I'll re-engage. Till then the rest of my
remarks/your replies, I'll leave on 'the back burner'.

K. I retract my claim that Einstein believed that truth is objective.

He replied:

Start quote.

K. I retract my claim that Einstein believed that truth is objective.

Not Ok.

In fact insufficient. Indeed, an example of your verbal dancing.

I'm waiting for a reply to this that confirms your assertion.

Or

Admission that you have done the required research and on further
reflection conclude your assertion is blatantly in error.

What required research? I didn't do new research besides whats in your
posts and my posts.

I thought that my retraction was a formal way to say that I made a
mistake. No problem.

Not only do I retract my claim, I also say that my claim was a blatant
error. And that is the reason I retracted it.

Now that that is cleared up. Please answer my questions about what you
mean by *truth is objective* and/or *there exists an objective
reality*.

Didn't do research ?



That's not what I call engaging in dialog in good faith.

He replied:

Start quote.

You're standards are different than mine.

It's not yet clear, to me at least, that our standards are different.
What is certainly different are our behaviors, as in this thread
dialog.

I disagree with you.

Ok

I only research relevant/important things

You made the original assertion therefore it is 'relevant/important'.

Yet unanswered is 'Why' you made the original assertion as in my
challenge all you have yet provided is Einstein of Hume's metaphysics,
which is not the same. Do you agree ?

What was your motivation for making an assertion of which you could
not support when challenged - I suspect, this likely goes deeper to
your workings than you go. I don't know if you 'CAN' go to that place
to seek the answer. (This ties together my characterization of
'shallowness' and BlueTopaz 'closedmindedness')

K. I retract my claim that Einstein believed that truth is objective

And for my place as the other half of a dialog, this is a meaningless
retraction on your part, to me, as you have not done any research to
learn why a retraction is the correct position - LEARNING (this result
can be characterized as non-shalllowness, and open-minded skepticism



having occurred) has seemingly not occurred, just some monkey-work of
plunking on a keyboard, is all that has seemingly occurred.

If you can see the distinctions I've made, then some progress has been
made. That progress would be a kind of 'meta-learning' (learning about
learning).

Else if you can't see the distinctions I've made, for whatever limited
number of reasons, then you are welcome to carry on in this thread
"Einstein on truth is objective" but I will disengage.

Have a great day.

End quote.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 9:41 AM

On Sun, Jan 20, someone wrote:
On Sun, Jan 20, 2013 at 8:20 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, 2013 at 8:18 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, 2013 at 8:17 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:

He replied:

Start quote.

K. I retract my claim that Einstein believed that truth is objective.

Not Ok.

In fact insufficient. Indeed, an example of your verbal dancing.

I'm waiting for a reply to this that confirms your assertion.

Or

Admission that you have done the required research and on further
reflection conclude your assertion is blatantly in error.

What required research? I didn't do new research besides whats in your
posts and my posts.

I thought that my retraction was a formal way to say that I made a
mistake. No problem.

Not only do I retract my claim, I also say that my claim was a blatant
error. And that is the reason I retracted it.

Now that that is cleared up. Please answer my questions about what you



mean by *truth is objective* and/or *there exists an objective
reality*.

Didn't do research ?

That's not what I call engaging in dialog in good faith.

He replied:

Start quote.

You're standards are different than mine.

It's not yet clear, to me at least, that our standards are different.
What is certainly different are our behaviors, as in this thread
dialog.

I disagree with you.

Ok

I only research relevant/important things

You made the original assertion therefore it is 'relevant/important'.

I disagree. Why do you think its important just because I made an assertion?

Yet unanswered is 'Why' you made the original assertion as in my
challenge all you have yet provided is Einstein of Hume's metaphysics,
which is not the same. Do you agree ?

I already answered it. I said that all scientists believe that they
can acquire physical evidence to rule out their theories, which
presupposes that an objective reality exists to get evidence from, and
I **assumed** that Einstein believes this since he and Popper were
friends and their work influenced each other's. And then after you



challenged my assertion, THEN I looked up stuff about Einstein's
views.

What was your motivation for making an assertion of which you could
not support when challenged - I suspect, this likely goes deeper to
your workings than you go. I don't know if you 'CAN' go to that place
to seek the answer. (This ties together my characterization of
'shallowness' and BlueTopaz 'closedmindedness')

I did support it with an explanation. And you ignored it. Why are you
ignoring my explanation. That indicates that you are closed-minded.

K. I retract my claim that Einstein believed that truth is objective

And for my place as the other half of a dialog, this is a meaningless
retraction on your part, to me, as you have not done any research to
learn why a retraction is the correct position - LEARNING (this result
can be characterized as non-shalllowness, and open-minded skepticism
having occurred) has seemingly not occurred, just some monkey-work of
plunking on a keyboard, is all that has seemingly occurred.

Because I do not consider Einstein's view important. *You* apparently do.

If you can see the distinctions I've made, then some progress has been
made. That progress would be a kind of 'meta-learning' (learning about
learning).

After reading my post, do you think I've understood your distinctions?

Else if you can't see the distinctions I've made, for whatever limited
number of reasons, then you are welcome to carry on in this thread
"Einstein on truth is objective" but I will disengage.



Have a great day.

K, so have I understood? If so, continue engaging.

If not, then help me understand these distinctions.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Determinism and Punishment
Date: January 20, 2013 at 9:49 AM

On Sat, Jan 19, someone wrote:
On Sat, Jan 19, 2013 at 8:02 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sat, Jan 19, someone wrote:
On Thu, Jan 17, 2013 at 11:18 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

Somebody said:

start quote.

I am reading a lot of posts where people seem to be misunderstanding
what Dr. Harris means with regards to the illusion of free will.

Decisions, intentions, efforts, goals, willpower, etc., are causal states of the 
brain, leading to specific behaviors, and behaviors lead to outcomes in the 
world. Human choice, therefore, is as important as fanciers of free will 
believe. But the next choice you make will come out of the darkness of 
prior causes that you, the conscious witness of your experience, did not 
bring into being. Therefore, while it is true to say that a person would have 
done otherwise if he had chosen to do otherwise, this does not deliver the 
kind of free will that most people seem to cherish— because a person’s 
“choices” merely appear in his mind as though sprung from the void. From 
the perspective of your conscious awareness, you are no more 
responsible for the next thing you think (and therefore do) than you are for 
the fact that you were born into this world.

Harris, Sam (2012-03-06). Free Will (pp. 34-35). Simon & Schuster,
Inc.. Kindle Edition.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to

http://www.samharris.org/forum/viewthread/16894/#223691


a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

end quote.

Personally, I don’t see a problem. If determinism is true I will still continue to 
live my life, as If I have free will,

If you think you are not ultimately responsible for your actions, then
how do you choose? Do you act on your whims without considering the
possible consequences? Or do you take responsibility for your actions
by judging the efficacy of your proposed actions?

knowing that everything happens for a reason

What does “everything happens for a reason” mean? I’m asking because
I’ve only seen that phrase in the context of an omniscient being that
plans out our lives—you know, destiny. Do you believe in destiny?

but without the need for a god to explain it all.

Huh? I don’t believe in destiny AND I don’t believe in the existence
of a god or gods. Are you saying that you *want* an explanation that
says “everything happens for a reason”? Why do you *want* an
explanation like that? What problem does it solve (for you)?

And, as a result, I may just be a bit kinder to my fellow travellers knowing that 
we are all in this thing together.

Why don’t you “be a bit kinder to your fellow travelers” for the
purpose of being kinder to your fellow travelers? Why do you need this
anti-freewill concept to help you do that?



We are all like fleas on a hot griddle, and the flea who falls must jump, and 
the flea who jumps must fall.

Humans are not like fleas, at least not in any relevant sense,
especially not in the context of a discussion on free will. Fleas do
not have the capacity for reason, while humans do.

Rami, I am not anti-free will. How can I be against something I think is unreal to 
begin with? I am for using Science to reveal the underlying Reality of the 
Universe, whatever that may be, using facts, reason and logic. I think you are 
still missing the point of Dr. Harris’ original argument. It seems to me you are 
actually proving the point about the illusion of free will with your incessant 
questioning.

Two posts worth of questions is not “incessant”.

I guess that you think its incessant since you don’t have answers. But
all of my questions have answers. If you want to know them, let me
know.

The regress argument, which is another problem in philosophy, states that any 
proposition requires a justification and any justification itself requires further 
support.

Which is why justificationism is false.

This means that any proposition whatsoever can be endlessly (infinitely) 
questioned, like a child who continues to ask “why?” over and over again. In the 
same way, any choice or decision you make requires a cause, reason or 
justification and any cause, reason or justification itself requires further support.

Here’s a counter-example for you. I chose to reply to your post. I
have reasons for why I prefer to reply. This did not lead to a
regress. If it did lead to regress, then I wouldn’t have replied since
I’d still be deciding.



It would seem then that Free Will would entail an infinite regress of intentional 
states. Where does the buck stop? The only way to escape from such regress 
would be by postulating some arbitrary intentional starting state. Are you saying 
that you are the uncaused cause and the unmoved mover of yourself? That is 
what the religionists or theists call God. Are you God? Nevermind that question 
because I don’t believe in God either.

I suggest that we first work on justificationism before addressing
free will, since your sticking point is the regress problem.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 11:45 AM

On Jan 2013, Rami wrote:

He replied:

Start quote.

I disagree. Why do you think its important just because I made an assertion?

'Important' in this case means to achieve communication to another,
which is a common goal for a BB.*

If my assumption is incorrect that would indicate that something else
is your goal - and my presence has no bearing on the communication
process.

I did support it with an explanation. And you ignored it

In part your reply:

It contains a beautiful critique of induction and also the disagreement on 
metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but he certainly 
thought that speculations should be tested by experience, and if there is no 
external (real) world, then how could that happen?

Firstly, by your own description is something OTHER than what applied
to the original assertion.
There's nothing in there for me to ignore - you couldn't find what you
'assumed' about the scientist Einstein.

All in all, that's not even an 'explanation'. Even if that's how you
reference to it.



Why are you ignoring my explanation. That indicates that you are closed-
minded.

This remark is childish.

Because I do not consider Einstein's view important. *You* apparently do

Your assumption as to my view on Einstein is immaterial due to you
introducing the original assertion - and then starting a thread on it.

This is a repeat statement, refer to *(asterisk) above. Repetition is
and indication you have nothing new to add and thus are said to be
'going in circle's'.

Communicating, in circles with someone who makes childish remarks is
not an interest of mine.

End quote.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: rekastner@hotmail.com
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [BoI] Re: Determinism and Punishment
Date: January 20, 2013 at 10:55 AM

Fortunately, physics does not have to require determinism, even though some
think that relativity and even quantum mechanics require it.  QM does not,
and relativity is a purely classical theory that has not yet been
reconciled with QM -- although I present a way to do so in my development
of Cramer's Transactional Interpretation, which I call PTI for 'possibilist
transactional interpretation'.

My proposal allows for genuine indeterminism in the world -- not everything
that goes on is confined to the spacetime construct as represented in a
spacetime diagram. Such a diagram smuggles in unnecessary and probably
incorrect assumptions about the nature of reality. So my proposal allows
for robust free will --in fact we are not all fleas jumping on a hot
griddle, and there is more to reality than the hot griddle.  (If you will.)

This is all discussed in my new book from Cambridge U. Press, and in some
introductory material on my website,  transactionalinterpretation.org

Best
Ruth Kastner

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

end quote.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Zero-sum and justificationist thinking
Date: January 20, 2013 at 11:48 AM

On Sun, Jan 20, someone wrote:
On Jan 2013, Rami wrote:

I disagree. Why do you think its important just because I made an assertion?

'Important' in this case means to achieve communication to another,
which is a common goal for a BB.*

Answering questions and addressing criticism is important. Do you agree?

What does BB mean? I looked it up in urban dictionary but too many
definitions and none seem to fit.

If my assumption is incorrect that would indicate that something else
is your goal - and my presence has no bearing on the communication
process.

Which assumption? I don't follow what you're saying.

I did support it with an explanation. And you ignored it

In part your reply:

It contains a beautiful critique of induction and also the disagreement on 
metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but he 
certainly thought that speculations should be tested by experience, and if there 
is no external (real) world, then how could that happen?



Firstly, by your own description is something OTHER than what applied
to the original assertion.
There's nothing in there for me to ignore - you couldn't find what you
'assumed' about the scientist Einstein.

Thats not what I was talking about when I said you 'ignored'. I'm
talking about what objective reality *is*. So far you've refused
discussing this. Once we agree on what it *is*, then we can talk about
whether or not Einstein believes in "it".

At one point you gave a definition of objective reality, but you said
something in that post that got me thinking that you don't understand
what objective reality means. So I asked you questions for
clarification, and you evaded my questions. That is close-minded.

I tried to get you to engage with me so that we can agree on what
objective reality means, so that we could then talk about whether or
not Einstein believed in it. But you refused. So I played your game by
retracting my assertion thinking that we'd be able to continue, but I
was wrong -- you didn't want to let it go. And I went with you anyway,
yet I'm the one being called close-minded.

All in all, that's not even an 'explanation'. Even if that's how you
reference to it.

You're conflating my first response with my second response. I should
have been more clear by quoting myself.

Why are you ignoring my explanation. That indicates that you are closed-
minded.

This remark is childish.

By "childish", I assume you mean 'not serious'. I disagree. I am serious.

Writing off someone's ideas as non-serious is one way that people



shield themselves from criticism. Its close-minded.

Because I do not consider Einstein's view important. *You* apparently do

Your assumption as to my view on Einstein is immaterial due to you
introducing the original assertion - and then starting a thread on it.

This is a repeat statement, refer to *(asterisk) above. Repetition is
and indication you have nothing new to add and thus are said to be
'going in circle's'.

Communicating, in circles with someone who makes childish remarks is
not an interest of mine.

I did some more research (by asking a friend).

This is a paper by Einstein, Podolski and Rosen:

http://www.nat.vu.nl/~wimu/Pictures/EPR-paper.pdf

in which they write

Any serious discussion of a physical theory must take into account the 
distinction between the objective reality, which is independent of any theory, and 
the physical concepts with which the theory operates.

So Einstein thought that reality is objective.

Had you engaged with me on what you mean by objective reality, I think
you would have agreed that to be a scientist, that presupposes the
belief in an objective reality. But you refused to engage with me on
this point. Why? That is close-minded thinking.

What *were* you thinking instead? Why were you so consumed by this?
Were you just hell-bent on proving that I'm wrong? Why?

I conceded that point to you, but you still insisted on understanding

http://www.nat.vu.nl/~wimu/Pictures/EPR-paper.pdf


*why* I was wrong, and why I made the assertion to begin with. Were
you just hell-bent on proving that I have a thinking error? Did that
thinking cloud your mind to searching for your own thinking errors?

You should be looking for flaws in my thinking AND your thinking. That
means addressing my questions and criticisms. Not doing this is
close-minded.

Note that I've addressed *all* your questions and criticisms. You have
said that you don't agree that I've addressed them sufficiently, so
you provided more questions and criticisms. Which is fine, and I
addressed those too. And if you still don't think I've sufficiently
addressed them, then ask/say more, and I'll address them. This is one
way to be open-minded. I shouldn't assume that you're wrong that I
have a thinking error, which is why I continue addressing your
questions and criticisms because you *might* be right.

On a side note: Your use of the term "childish" is offensive to
children. By "childish", I assume you meant "not serious". Your remark
implies that all children are not to be taken seriously. That is
horrible! Many children are more serious/responsible/rational than
many adults. Why? Because children in general have fewer anti-rational
memes. For example, children don't see themselves as having higher
status than adults, but many adults think in terms of status. And this
type of thinking causes one to shield his ideas from criticism from
people who they consider to have less status.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: Determinism and Punishment
Date: January 20, 2013 at 12:38 PM

On 20 Jan 2013, at 15:55, rekastner@hotmail.com wrote:

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

Fortunately, physics does not have to require determinism, even though some 
think that relativity and even quantum mechanics require it.  QM does not, and 
relativity is a purely classical theory that has not yet been reconciled with QM -- 
although I present a way to do so in my development of Cramer's Transactional 
Interpretation, which I call PTI for 'possibilist transactional interpretation'.

My proposal allows for genuine indeterminism in the world -- not everything that 
goes on is confined to the spacetime construct as represented in a spacetime 
diagram. Such a diagram smuggles in unnecessary and probably incorrect 
assumptions about the nature of reality. So my proposal allows for robust free 
will --in fact we are not all fleas jumping on a hot griddle, and there is more to 
reality than the hot griddle.  (If you will.)

This is all discussed in my new book from Cambridge U. Press, and in some 
introductory material on my website,  transactionalinterpretation.org

Free will is about the capacity to make choices. Saying that indeterminism is 
required for free will skips over the issue of what should count as a choice and 
why.

Whether a particular event is a result of a choice affects how we morally assess 
that event. If there is an earthquake that causes a rock to fall off a mountain and 
kill a climber we don't say the mountain is morally at fault. If somebody kicks a 
rock off a mountain and kills a climber, then the kicker is morally at fault. It is 
possible to persuade the kicker that he was in the wrong so that he changes his 
behaviour and this change is partly a result of his choice to change his mind. By 



contrast, the only way to get a mountain to stop having earthquakes is for a 
person to work out why the earthquakes are happening and how to stop them. 
The mountain can't do any of that work for us, so there's no point in talking at it.

What's relevant for free will is the capacity to create moral knowledge: knowledge 
about how to make choices. There is no particular reason to think that the 
process of conjecture and criticism required to create such knowledge requires 
indeterminism. Nor is indeterminism sufficient to explain free will. If radioactive 
decays are not determined, that doesn't mean nuclei have free will.

The determinism/indeterminism issue is a red herring.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Determinism and Punishment
Date: January 20, 2013 at 12:49 PM

On Jan 20, 2013, at 7:55 AM, rekastner@hotmail.com wrote:

Fortunately, physics does not have to require determinism, even though some
think that relativity and even quantum mechanics require it.  QM does not,
and relativity is a purely classical theory that has not yet been
reconciled with QM -- although I present a way to do so in my development
of Cramer's Transactional Interpretation, which I call PTI for 'possibilist
transactional interpretation'.

My proposal allows for genuine indeterminism in the world -- not everything
that goes on is confined to the spacetime construct as represented in a
spacetime diagram. Such a diagram smuggles in unnecessary and probably
incorrect assumptions about the nature of reality. So my proposal allows
for robust free will --in fact we are not all fleas jumping on a hot
griddle, and there is more to reality than the hot griddle.  (If you will.)

What good does indeterminism do?

Randomness is not free will.

Are you proposing something other than laws of physics with randomness in 
them? If so, what?

The common idea that free will is incompatible with "determinism" is actually, 
really, the idea that free will is incompatible with *laws of physics* because law-
controlled outcomes aren't free.

This idea is mistaken but indeterminism (randomness) isn't a solution and doesn't 
make any difference.

PS Please take a look at the posting guidelines linked below before participating 
further and, in particular, stop top posting.



-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Transactional interpretation
Date: January 20, 2013 at 2:39 PM

Advocates of the transactional interpretation (TI) claim that their theory is better 
than the many world interpretation (MWI), see:

http://arxiv.org/abs/1001.2867

Let's have a look at the substance of their claims.

They describe the EPR experiment. They then say

The more general consideration of dual or multiple measurements on entangled 
quantum systems, as in EPR experiments, has not been adequately addressed. 
The interpretational problem with such systems is that while each individual 
measurement may have many possible outcomes, because of conservation 
laws acting in entangled systems, only certain outcomes of a second 
measurement are permitted for any particular outcome of the first measurement. 
Only pairs of outcomes are permitted for which the conserved quantity behind 
the entanglement (energy, momentum, angular momentum, spin projection, ...) 
is properly conserved. It appears that Everett did not fully comprehend the 
central conundrum of nonlocality and entanglement.

The question raised by the many-worlds view is: for two measurements on 
entangled subsystems made at widely separated sites, how do the outcomes of 
the two measurements that are consistent with the entanglement conditions end 
up in the same “world”? One can envision two scenarios: (1) the first 
measurement to occur instantaneously splits off a world characteristic of a given 
outcome, and in that world the entanglements conditions restrict the possible 
outcomes of the second measurement to those consistent with the 
entanglement; or (2) each measurement creates a split of worlds, the splits 
somehow propagate (at light-speed?), meet in some intermediate region, and 
the splits of one measurement join or avoid the splits from the other 
measurement, linking up so that the entanglement conditions are respected. 
The problem with (1) is that it is inconsistent with special relativity. In most 
cases, the choice of which measurement occurs first depends on the reference 
frame from which the system is viewed. There is no unique “first measurement” 
that can create a world in which the second measurement can operate. So this 
approach manifestly violates Lorentz invariance. The problem with (2) is that 
propagating and self-sorting world splits and the mechanisms behind them are 

http://arxiv.org/abs/1001.2867


far removed from the formalism of quantum mechanics and from the spirit of 
Everett’s minimalist approach to the interpretational problem. As far as we can 
tell, the Everettian program has produced no plausible account of how quantum 
nonlocality and multiple measurements on entangled systems should be viewed 
or interpreted.

This paper, which was written in 2010, does not cite let alone address the 
arguments given in
http://arxiv.org/abs/quant-ph/0104033
http://arxiv.org/abs/quant-ph/9906007
which were written in or before 2001. See also
http://arxiv.org/abs/1109.6223

Whether a particular region of the multiverse is differentiated into parallel 
universes or not is determined by the flaw of information. Universes are 
structures within the multiverse in which information flaws freely. Information does 
not flow from the version of me sitting 1mm to the right of where I am sitting now 
to the keyboard of the version of my computer on which this is being typed. So 
the version of me in this universe has typed the words you're reading, the version 
of me 1mm to my right has not. In each interaction conservation laws are 
described by the Hamiltonian having certain symmetries. All of this is described in 
the formalism of quantum mechanics and so can hardly be counted as alien to it.

The authors of the paper choose instead to discuss a popular science article by 
David in which he argues that the multiverse is needed to explain how quantum 
computation works. The authors then say (p. 8):

Deutsch is right: the universe is more than what we see around us, but that 
does not mean that it has to be a multiverse, in which there are literally actual 
world counterparts to our own and in which all possible outcomes are 
actualized. The portion that we do not see, and that is responsible for the power 
of quantum computing over classical computing, can instead be interpreted as 
that which is real but not actualized: dynamical possibilities.

What does "real but not actualized" mean? We get a quote from Heisenberg on p. 
8 which simply restates the idea without explaining it. The advocates of the TI 
can't clearly state what this slogan means. If it means that all of the outcomes 
happen, then their theory is the MWI with unnecessary bells and whistles. If it 
means that some of of the outcomes don't happen, then they have to explain how 
stuff that doesn't happen affects stuff that does happen in interference 

http://arxiv.org/abs/quant-ph/0104033
http://arxiv.org/abs/quant-ph/9906007
http://arxiv.org/abs/1109.6223


experiments, the EPR experiment and other quantum mechanical phenomena. 
But as David explained in FoR Chapter 4 the way to decide what's real is to work 
out what our best explanations say about what exists. QM says that the 
multiverse exists.

Yet if current researchers are willing to countenance such admittedly ‘fantastic’ 
(Kent’s term) or speculative features as bifurcating worlds and observers,

This is very poor. It's a bit rich to say that something is 'fantastic' when you have 
nothing to offer as an alternative account of how the world works but a load of 
unexplained philosophical verbiage about "real but not actual".

‘probability’ redefined as not requiring uncertainty about outcome,

This would be a viable objection if an alternative was offered that was a good 
explanation and did feature uncertainty, but no such explanation is offered. 
Rather the offers bluntly assert the Born rule is true on p.5 because it is the 
amplitude of the wave for that outcome. Why is the amplitude relevant? No 
explanation is given. So even if all the decision theoretic arguments were 
complete failures, the MWI would be no worse off than the TI.

observer-dependent and ultimately subjective divisions of the world into 
‘system’, ‘observer’, and ‘environment’,

Divisions of the world into system and environment are subjective are they? 
Gosh, we'd better throw out the whole of thermodynamics then. And if the 
advocates of the TI aren't willing to do that, we can take the objection as exactly 
as much a refutation of the MWI as it is of thermodynamics: that is, not a 
refutation at all. It may be something that needs to be elaborated and explained 
better: that's what science and philosophy are for.

One last objection:

Note that in his (1998), Deutsch wants to describe such an electron as existing 
in all his many (interfering) worlds—being actualized in all possible different 
outcomes in separate worlds. But since no observational basis has been 
specified, are these many worlds ones in which the electron has a definite (more 
precisely, narrowly localized) position, i.e. a splitting with respect to the position 
basis?



This is determined by interactions between systems. Any particular interaction 
copies information about some observables but not others. Differentiation of the 
multiverse into parallel universes happens with respect to the observables about 
which information is transmitted.

Alan



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Podcasts on 'Appearance and Reality', etc.
Date: January 20, 2013 at 3:25 PM

On 17 Jan 2013, at 05:50, rekastner@hotmail.com wrote:

I thought you might be interested in my online course minilectures on the 
distinction between Appearance and Reality --

available on my website: rekastner.wordpress.com

Some of it may be a bit elementary for this group, but you may find it thought-
provoking.

The existence of God is a bad explanation for anything. This is explained in "The 
Beginning of Infinity" (BoI) and in many other places. The problem was outlined 
by Plato in Euthyphro, but he only applied to argument to justice when it can be 
applied to anything. One of the following must be true. (1) The thing to be 
explained is the way it is because God said so and for no other reason, which is a 
bad explanation. (2) The thing to be explained is the way it is because God has 
some reason to like it that way, in which case that reason works as an 
explanation without God's existence. Anything that can only ever be used in bad 
explanations doesn't exist, so God doesn't exist.

At about 1 minute you say that science is about what we can observe, but this is 
false. Science is about how the world works and observations are just a means of 
helping us to understand it: they can be used to refute false explanations. If we're 
going to exclude everything we can't observe then the core of the sun isn't 
something we can have scientific theories about. Also, what you say doesn't 
explain what counts as observation. Observations are theory laden. When you 
say you've observed something that involves explanations about the means by 
which you observed it. You might say you can observe the temperature of the sun 
and put bounds on it by looking at the sun's surface and using guesses about its 
internal structure.

Your discussion about the world just being matter is unclear. You should read 
Chapter 5 of BoI (it's about abstractions), and "Godel, Escher, Bach: An Eternal 
Golden Braid" by Hofstadter.



You discuss the problem of induction. This was solved by Karl Popper, along with 
a load of other epistemology problems. Knowledge is created by conjecture and 
criticism. Observations can't give rise to scientific theories because scientific 
theories try to describe unobserved stuff as I discussed above. For the same 
reason, observations can't prove scientific theories true or probably true. More 
broadly, no idea can be proved true or probably true because any argument starts 
out with premises and rules of inference that aren't proven true or probably true. 
And any argument that derives ideas from foundations leaves the foundations 
unexplained so the idea of having a foundation for your whole worldview is 
irrational because it entails giving up on explaining the foundations. For more 
details, see BoI and Chapter I of Part I of "Realism and the Aim of Science" by 
Popper.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Transactional interpretation
Date: January 20, 2013 at 6:28 PM

On Jan 20, 2013, at 11:39 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

What does "real but not actualized" mean?

It means the author doesn't care about understanding things well, and is content 
to spend his time using pretentious language to impress fools. It means he cares 
more about status games than learning, saying something fancy than saying 
something clear.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Determinism and Punishment
Date: January 21, 2013 at 12:02 AM

On 21/01/2013, at 4:38, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 20 Jan 2013, at 15:55, rekastner@hotmail.com wrote:

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

Fortunately, physics does not have to require determinism, even though some 
think that relativity and even quantum mechanics require it.  QM does not, and 
relativity is a purely classical theory that has not yet been reconciled with QM -
- although I present a way to do so in my development of Cramer's 
Transactional Interpretation, which I call PTI for 'possibilist transactional 
interpretation'.

My proposal allows for genuine indeterminism in the world -- not everything 
that goes on is confined to the spacetime construct as represented in a 
spacetime diagram. Such a diagram smuggles in unnecessary and probably 
incorrect assumptions about the nature of reality. So my proposal allows for 
robust free will --in fact we are not all fleas jumping on a hot griddle, and there 
is more to reality than the hot griddle.  (If you will.)

This is all discussed in my new book from Cambridge U. Press, and in some 
introductory material on my website,  transactionalinterpretation.org

Free will is about the capacity to make choices. Saying that indeterminism is 
required for free will skips over the issue of what should count as a choice and 
why.

Whether a particular event is a result of a choice affects how we morally assess 
that event. If there is an earthquake that causes a rock to fall off a mountain and 



kill a climber we don't say the mountain is morally at fault. If somebody kicks a 
rock off a mountain and kills a climber, then the kicker is morally at fault.

I do. I say that earthquakes, tornadoes, etc are *responsible* for the damage they 
cause. If we could lock them up, we would. In a similar way, a dangerous 
psychopath bent on killing, or raping or whatever, is responsible and needs to be 
locked up. In both cases our safety is a moral concern.

It seems to me morality is unaffected by taking this position. People make 
choices, of course they do (that is to say, they are *aware* of some thought that 
arises in their mind which they label "choice") it is just they are not the "ultimate" 
cause of their actions. Prior events are the cause of what people are 
*constrained* to choose and these prior events are, in general, unknown to us. In 
just the same way, built up tectonic stress causes the earthquake which is 
*responsible* for the damage it causes. Morally, we *should* make plans about 
what to do about earthquakes and the damage they cause. Morally we *should* 
make plans about what to do about dangerous people and the damage they 
cause. In both cases, it is an important part of moral philosophy to consider what 
*dangerous* entails.

The philosophical concept of free will has a long history that needs to be 
acknowledged and free will as most people understand it is not the free will that 
combatibalist philosophers promote. Those who believe, for example, that 
determinism/indeterminism is irrelevant and that it has nothing to do with free will. 
It does. *Both* rule out free will. And as far as we can tell, determinism is true.

It is that *most people* who believe in free will really do believe they are the 
ultimate cause of their actions. They do not think this through, in my opinion, but 
pressed, this is what they want out of free will. They are *not* just *part* of the 
causal chain of events. No. Their choice is uncaused. Most people believe in 
supernatural explanations for this: spirits or souls which fill the body and which 
are *outside of physics*. But we know that is not possible. Whatever emergent, 
fundamental laws arise to help us explain complex systems, the (equally) 
fundamental laws of physics cannot be transgressed - and they tell us that the 
very next state of the universe is going to be determined by the prior state(s). And 
a person is just a part of that.

Explanations of the behaviour of people that invoke "choice" and "freedom" are 
fine. But the objection to combatibalist attempts to rescue the primitive idea of 
supernatural free will cannot work. It can't work because it fails to acknowledge 



that, again, the philosophical baggage of free will entails "uncaused" supernatural 
stuff like souls not bound by the laws of physics.

People who do not believe in the supernatural explanation, but still want that kind 
of free will, must explain how the will arises - in some ultimate way - with the 
person.

I am reminded of the way deists (often scientists) like to use the word "god" just 
as theists and pretend there is no baggage associated. It is misleading. A deist 
who thinks god is "outside" the universe, and might be some synonym for the 
"laws of physics" or some such is being slippery. When *most people* use the 
word "god" they have in mind a being, intelligent and personal who answers 
prayers and so forth. To use the word "god" to describe the "whole universe" or 
"the laws of physics" is misleading. The two senses of the word have almost 
nothing to do with one another.

So one reason I object to the defence of "free will" by combatibalist philosophers 
is because *they* are talking about something very different to what *most 
people* seem to mean when they use the term. It seems to me that when 
religious people talk about free will, they are talking about something 
supernatural.

It is possible to persuade the kicker that he was in the wrong so that he changes 
his behaviour and this change is partly a result of his choice to change his mind. 
By contrast, the only way to get a mountain to stop having earthquakes is for a 
person to work out why the earthquakes are happening and how to stop them. 
The mountain can't do any of that work for us, so there's no point in talking at it.

Sure. Morality is still about what people should do. Whether it is about what to do 
about shaking mountains or people who do bad stuff.

What's relevant for free will is the capacity to create moral knowledge: 
knowledge about how to make choices. There is no particular reason to think 
that the process of conjecture and criticism required to create such knowledge 
requires indeterminism. Nor is indeterminism sufficient to explain free will. If 
radioactive decays are not determined, that doesn't mean nuclei have free will.

Exactly. We can have *all* of that without ever needing to invoke the term "free 



will" and bring all its philosophical, religious, supernatural baggage with it.

Look, I can do without free will in your above paragraph:

What's relevant for (morality) is the capacity to create moral knowledge: 
knowledge about how to make choices. There is no particular reason to think 
that the process of conjecture and criticism required to create such knowledge 
requires indeterminism. Nor is indeterminism sufficient to explain free will. If 
radioactive decays are not determined, that doesn't mean nuclei have free will.

The determinism/indeterminism issue is a red herring.

But everything is determined, or not, right?

Do you think that the typical non-physicist, non-philosopher man on the street 
who knew that all of what he did was determined by some prior state of the 
universe, would say he was still free? I think no. And like you I don't think 
indeterminacy can offer anything like the freedom that man thinks he has. He 
thinks he is the ultimate, first cause, of what he does. Is he right?

Brett.



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: January 22, 2013 at 2:04 PM

On Tue, Jan 15, 2013 at 6:56 PM, Nicolas Marquis Kirchberger
<oberon.nmk@gmail.com> wrote:

Le 2013-01-15 à 21:26, "jon_oliver@trendmicro.com" 
<jon_oliver@trendmicro.com> a écrit :

On Tuesday, 15 January 2013 10:10 PM, Rami Rustom wrote:

On Jan 15, 2013 4:22 AM, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:
Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
       "If this idea is true then it is false, else if this idea is false then it is true."
Idea(1) is neither true nor false.

No, an idea cannot be true and false at the same time.

I agree with you an idea cannot be true and false at the same time.

I said that *an idea is either true OR false*, which means that it can't be true 
AND false.

No.
We need a 3rd category.
Ideas are (i) true (ii) false, or (iii) neither-true-nor-false



We do not need another category if we use the mathematical tool called 
"indexing" as in general semantics:

Let's posit "idea x" as the "an idea" from the before mentioned quote.
If idea x is an element of reality, then it exist in time.
Since it exist in time, we might index idea x at a time t as  x(t).
It is therefore possible that idea x might be true at time t and false at time t+1, 
after the function "then it is false" has been applied.
Likewise it might be true again at time t+2.

As you see, the physics-mathematical methods of general semantics solves lots 
of so-called paradoxes by using more advanced kind of distinctions :-).

It looks like this advanced distinction is of the kind that regular
people routinely make without significant consideration.  Right?  I
mean, if you presented a random person off the street with

"If this idea is true then it is false, else if this idea is false then it is true."

Most of them would roll their eyes and say it was dumb and didn't mean
anything.  They wouldn't take it seriously.

Using your semantic distinction you've now arrived at the same
conclusion, but with lots of time spent considering it.  What progress
was made over a common sense approach?

Shouldn't philosophy strive to at *least* not be consistently
outperformed by a common sense layman's approach?  And *good*
philosophy should perform significantly better than that.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: January 22, 2013 at 2:57 PM

On 23/01/2013, at 6:04, "Dan Frank" <danjfrank@gmail.com> wrote:

On Tue, Jan 15, 2013 at 6:56 PM, Nicolas Marquis Kirchberger
<oberon.nmk@gmail.com> wrote:

Le 2013-01-15 à 21:26, "jon_oliver@trendmicro.com" 
<jon_oliver@trendmicro.com> a écrit :

On Tuesday, 15 January 2013 10:10 PM, Rami Rustom wrote:

On Jan 15, 2013 4:22 AM, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:
Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
      "If this idea is true then it is false, else if this idea is false then it is 
true."
Idea(1) is neither true nor false.

No, an idea cannot be true and false at the same time.

I agree with you an idea cannot be true and false at the same time.

I said that *an idea is either true OR false*, which means that it can't be true 
AND false.



No.
We need a 3rd category.
Ideas are (i) true (ii) false, or (iii) neither-true-nor-false

We do not need another category if we use the mathematical tool called 
"indexing" as in general semantics:

Let's posit "idea x" as the "an idea" from the before mentioned quote.
If idea x is an element of reality, then it exist in time.
Since it exist in time, we might index idea x at a time t as  x(t).
It is therefore possible that idea x might be true at time t and false at time t+1, 
after the function "then it is false" has been applied.
Likewise it might be true again at time t+2.

As you see, the physics-mathematical methods of general semantics solves 
lots of so-called paradoxes by using more advanced kind of distinctions :-).

It looks like this advanced distinction is of the kind that regular
people routinely make without significant consideration.  Right?  I
mean, if you presented a random person off the street with

The idea that all natural language consists of propositions (remembering that all 
propositions are true or false) was the error made by early Wittgenstein.

"Is this a banana?"

That's a question. As a string of characters it's neither true or false.

"Happy birthday to you!"

Something else that's neither true nor false.

Wittgenstein recognised his error. It's one reason why philosophers refer to 
"early" and "late" versions of his philosophy.

"Everyone get out of my way!"

Is that true or false?

See? Language has other *purposes* than just trying to assert truth or falsity. Our 



intent in using it is sometimes not about conveying that stuff is true or not. So 
attempts to categorise *all* language using sentential, predicate, modal or some 
other logic or some combination of logics will fail because logic *is* about the 
truth of propositions. But not all strings of characters which say meaningful things 
in natural language are propositions. Some are questions. Some are demands or 
instructions or praise or so forth.

*This* whole thing is man-on-the-street common sense. It took Wittgenstein years 
to undo his bad philosophy. Some people still like the "tractatus logico-
philosophicus" - his book that explains all this. But I don't know why. It rests on a 
bad error at the start (and makes little sense subsequently either).

"If this idea is true then it is false, else if this idea is false then it is true."

Most of them would roll their eyes and say it was dumb and didn't mean
anything.  They wouldn't take it seriously.

Using your semantic distinction you've now arrived at the same
conclusion, but with lots of time spent considering it.  What progress
was made over a common sense approach?

Shouldn't philosophy strive to at *least* not be consistently
outperformed by a common sense layman's approach?  And *good*
philosophy should perform significantly better than that.

Right.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: January 22, 2013 at 3:21 PM

On Jan 22, 2013, at 11:57 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 23/01/2013, at 6:04, "Dan Frank" <danjfrank@gmail.com> wrote:

On Tue, Jan 15, 2013 at 6:56 PM, Nicolas Marquis Kirchberger
<oberon.nmk@gmail.com> wrote:

Le 2013-01-15 à 21:26, "jon_oliver@trendmicro.com" 
<jon_oliver@trendmicro.com> a écrit :

On Tuesday, 15 January 2013 10:10 PM, Rami Rustom wrote:

On Jan 15, 2013 4:22 AM, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:
Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
     "If this idea is true then it is false, else if this idea is false then it is 
true."
Idea(1) is neither true nor false.

No, an idea cannot be true and false at the same time.

I agree with you an idea cannot be true and false at the same time.

I said that *an idea is either true OR false*, which means that it can't be 



true AND false.

No.
We need a 3rd category.
Ideas are (i) true (ii) false, or (iii) neither-true-nor-false

We do not need another category if we use the mathematical tool called 
"indexing" as in general semantics:

Let's posit "idea x" as the "an idea" from the before mentioned quote.
If idea x is an element of reality, then it exist in time.
Since it exist in time, we might index idea x at a time t as  x(t).
It is therefore possible that idea x might be true at time t and false at time t+1, 
after the function "then it is false" has been applied.
Likewise it might be true again at time t+2.

As you see, the physics-mathematical methods of general semantics solves 
lots of so-called paradoxes by using more advanced kind of distinctions :-).

It looks like this advanced distinction is of the kind that regular
people routinely make without significant consideration.  Right?  I
mean, if you presented a random person off the street with

The idea that all natural language consists of propositions (remembering that all 
propositions are true or false) was the error made by early Wittgenstein.

"Is this a banana?"

That's a question. As a string of characters it's neither true or false.

"Happy birthday to you!"

Something else that's neither true nor false.

Yes but note that in real contexts such statements have more meaning that can 
be true or false.

E.g., for the birthday statement, that it is your birthday. If it wasn't, that statement 
would be (quite reasonably) considered mistaken (unless you were going to be 



traveling on your birthday and were celebrating early, or your birthday was on a 
weekday but the party on a weekend, etc).

The question can be a mistake too. E.g. if, in context, "this" is too ambiguous for it 
to be answered. E.g. there's 20 different fruits and you don't point at one or 
otherwise indicate which one you mean, then it's a mistake. That mistake has 
false ideas involved, e.g. that asking such a question without indicating which 
object you mean is a reasonable way of life.

So you can say things like this stuff, and people can say you're wrong, and they 
can be correct. They can even say that your idea is true or false, and have a 
good, meaningful point. A fancy philosopher would never say such a thing, but 
regular people would, and perhaps they would understand each other well 
enough.

This is one of the reasons that in various ways I try to act and be more like a 
regular person not a Philosopher.

Wittgenstein recognised his error. It's one reason why philosophers refer to 
"early" and "late" versions of his philosophy.

"Everyone get out of my way!"

Is that true or false?

See? Language has other *purposes* than just trying to assert truth or falsity. 
Our intent in using it is sometimes not about conveying that stuff is true or not. 
So attempts to categorise *all* language using sentential, predicate, modal or 
some other logic or some combination of logics will fail because logic *is* about 
the truth of propositions. But not all strings of characters which say meaningful 
things in natural language are propositions. Some are questions. Some are 
demands or instructions or praise or so forth.

*This* whole thing is man-on-the-street common sense. It took Wittgenstein 
years to undo his bad philosophy. Some people still like the "tractatus logico-
philosophicus" - his book that explains all this. But I don't know why. It rests on a 
bad error at the start (and makes little sense subsequently either).



I wouldn't say he did undo it. First, as you say, some people still like the bad stuff. 
Second, his later philosophy was also bad, right?  (Maybe that is part of the 
reason people didn't all convert over.)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: January 22, 2013 at 4:23 PM

On Tue, Jan 15, 2013 at 5:20 AM, jon_oliver@trendmicro.com
<jon_oliver@trendmicro.com> wrote:

Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
        "If this idea is true then it is false, else if this idea is false then it is true."
Idea(1) is neither true nor false.

No, your idea(1) is simply false. To see this, formalize it in
propositional logic. For simplicity I will use the symbol X to refer
to your idea.
We then have:

   X = (X implies not-X AND not-X implies X)

which is equivalent to

   X = (X is not equal to X)

which is equivalent to

   X = false.

Therefore X is false.

This is not the only example, there are many such ideas in the area of 
computability that are neither true nor false.



No. As I wrote last October
(https://groups.google.com/d/msg/beginning-of-infinity/U7-Fy5BnS-
M/VBcfdFWQNHEJ),
classical mathematics, including computability theory, uses two-valued
logic. Therefore every mathematical statement is either true or false.

-- 

https://groups.google.com/d/msg/beginning-of-infinity/U7-Fy5BnS-M/VBcfdFWQNHEJ


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: January 22, 2013 at 7:22 PM

On 23/01/2013, at 8:23, "Josh Jordan" <josh@joshjordan.name> wrote:

On Tue, Jan 15, 2013 at 5:20 AM, jon_oliver@trendmicro.com
<jon_oliver@trendmicro.com> wrote:

Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
       "If this idea is true then it is false, else if this idea is false then it is true."
Idea(1) is neither true nor false.

No, your idea(1) is simply false. To see this, formalize it in
propositional logic. For simplicity I will use the symbol X to refer
to your idea.
We then have:

  X = (X implies not-X AND not-X implies X)

which is equivalent to

  X = (X is not equal to X)

which is equivalent to

  X = false.

Therefore X is false.

This is not the only example, there are many such ideas in the area of 



computability that are neither true nor false.

No. As I wrote last October
(https://groups.google.com/d/msg/beginning-of-infinity/U7-Fy5BnS-
M/VBcfdFWQNHEJ),
classical mathematics, including computability theory, uses two-valued
logic. Therefore every mathematical statement is either true or false.

Right. Just not *provably* so. That is to say, there is a procedure to show that 
there is no procedure to demonstrate the truth or falsity of some (most?) 
theorems in mathematics. In the usual way of phrasing this: there are proofs that 
show we cannot prove some theorems in mathematics. But theorems are either 
true or false. Right?

Brett.

https://groups.google.com/d/msg/beginning-of-infinity/U7-Fy5BnS-M/VBcfdFWQNHEJ


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism and Critical Rationalism
Date: January 22, 2013 at 7:48 PM

On Jan 22, 2013, at 1:23 PM, Josh Jordan <josh@joshjordan.name> wrote:

On Tue, Jan 15, 2013 at 5:20 AM, jon_oliver@trendmicro.com
<jon_oliver@trendmicro.com> wrote:

Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
       "If this idea is true then it is false, else if this idea is false then it is true."
Idea(1) is neither true nor false.

No, your idea(1) is simply false. To see this, formalize it in
propositional logic. For simplicity I will use the symbol X to refer
to your idea.
We then have:

  X = (X implies not-X AND not-X implies X)

which is equivalent to

  X = (X is not equal to X)

which is equivalent to

  X = false.

Therefore X is false.

This is not the only example, there are many such ideas in the area of 



computability that are neither true nor false.

No. As I wrote last October
(https://groups.google.com/d/msg/beginning-of-infinity/U7-Fy5BnS-
M/VBcfdFWQNHEJ),
classical mathematics, including computability theory, uses two-valued
logic. Therefore every mathematical statement is either true or false.

Only for some fancy definition of "mathematical statement".

In normal terminology, "Two." would be a mathematical statement.

Also, basically whenever anyone says something, mathematical or not, it has 
multiple meanings, each of which could have a different evaluation.

E.g. someone might say "A^2 + B^2 = C^2" and that is true in the context of side 
lengths of right triangles with C being the big one. But maybe they are looking at 
an isosceles triangle, so the idea that it applies here is false. The same 
mathematical claim a person makes could have both a true and false part of what 
they were communicating.

-- Elliot Temple
http://fallibleideas.com/

https://groups.google.com/d/msg/beginning-of-infinity/U7-Fy5BnS-M/VBcfdFWQNHEJ
http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Determinism and Punishment
Date: January 22, 2013 at 8:16 PM

On 21 Jan 2013, at 05:02, Brett Hall <brhalluk@hotmail.com> wrote:

On 21/01/2013, at 4:38, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 20 Jan 2013, at 15:55, rekastner@hotmail.com wrote:

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

Fortunately, physics does not have to require determinism, even though 
some think that relativity and even quantum mechanics require it.  QM does 
not, and relativity is a purely classical theory that has not yet been reconciled 
with QM -- although I present a way to do so in my development of Cramer's 
Transactional Interpretation, which I call PTI for 'possibilist transactional 
interpretation'.

My proposal allows for genuine indeterminism in the world -- not everything 
that goes on is confined to the spacetime construct as represented in a 
spacetime diagram. Such a diagram smuggles in unnecessary and probably 
incorrect assumptions about the nature of reality. So my proposal allows for 
robust free will --in fact we are not all fleas jumping on a hot griddle, and 
there is more to reality than the hot griddle.  (If you will.)

This is all discussed in my new book from Cambridge U. Press, and in some 
introductory material on my website,  transactionalinterpretation.org

Free will is about the capacity to make choices. Saying that indeterminism is 
required for free will skips over the issue of what should count as a choice and 
why.



Whether a particular event is a result of a choice affects how we morally 
assess that event. If there is an earthquake that causes a rock to fall off a 
mountain and kill a climber we don't say the mountain is morally at fault. If 
somebody kicks a rock off a mountain and kills a climber, then the kicker is 
morally at fault.

I do. I say that earthquakes, tornadoes, etc are *responsible* for the damage 
they cause. If we could lock them up, we would. In a similar way, a dangerous 
psychopath bent on killing, or raping or whatever, is responsible and needs to 
be locked up. In both cases our safety is a moral concern.

It's not similar. The person labelled as a psychopath makes choices. If we knew 
how to persuade him to make good choices we might not lock him up.

It seems to me morality is unaffected by taking this position. People make 
choices, of course they do (that is to say, they are *aware* of some thought that 
arises in their mind which they label "choice") it is just they are not the "ultimate" 
cause of their actions. Prior events are the cause of what people are 
*constrained* to choose and these prior events are, in general, unknown to us.

No. A person makes decisions using his knowledge. He makes bad decisions 
because he has bad knowledge. To say that the events that happened to him 
caused him to act in a particular way is to endorse inductivism because it implies 
that the events gave rise to his knowledge.

Your talk of the "ultimate cause" of his actions is irrelevant. This "ultimate cause" 
slogan means you consider the source of his knowledge more important than the 
idea of persuading him to change his mind. So you're also endorsing an anti-
critical attitude.

In just the same way, built up tectonic stress causes the earthquake which is 
*responsible* for the damage it causes.

The actions of a person are not similar to the buildup of pressure leading to an 
earthquake. If that person created the right knowledge then he wouldn't want to 
do bad stuff at all. He might stop wanting to do bad stuff he did before.

Morally, we *should* make plans about what to do about earthquakes and the 
damage they cause.



Yes.

Morally we *should* make plans about what to do about dangerous people and 
the damage they cause.

If a person uses force against you or makes a credible threat to do so, you have 
the right to take whatever action is required to stop him.

In both cases, it is an important part of moral philosophy to consider what 
*dangerous* entails.

It is important to avoid treating a person as if he were incapable of changing bad 
ideas. For example, you should not make a loose, badly explained analogy 
between a person and an earthquake.

The philosophical concept of free will has a long history that needs to be 
acknowledged and free will as most people understand it is not the free will that 
combatibalist philosophers promote. Those who believe, for example, that 
determinism/indeterminism is irrelevant and that it has nothing to do with free 
will. It does. *Both* rule out free will. And as far as we can tell, determinism is 
true.

The free will tradition has some good ideas associated with it, like treating people 
as responsible moral agents. I don't want to throw out a good idea just because 
somebody attached some silly stuff to it. If what you wrote above is any indication 
I was right to be wary.

It is that *most people* who believe in free will really do believe they are the 
ultimate cause of their actions. They do not think this through, in my opinion, but 
pressed, this is what they want out of free will. They are *not* just *part* of the 
causal chain of events. No. Their choice is uncaused. Most people believe in 
supernatural explanations for this: spirits or souls which fill the body and which 
are *outside of physics*. But we know that is not possible. Whatever emergent, 
fundamental laws arise to help us explain complex systems, the (equally) 
fundamental laws of physics cannot be transgressed - and they tell us that the 
very next state of the universe is going to be determined by the prior state(s). 
And a person is just a part of that.

You can't break the laws of physics. But you need not make decisions by thinking 



"Gosh, the laws of physics mandate that I should eat a pizza." That's because 
knowledge is emergent and doesn't depend on the precise details of the 
hardware on which it is instantiated. So the laws of physics constrain the 
knowledge you can create very loosely.

As for "a person is just part of that" is misleading. People and the creation of 
knowledge are fundamental to understanding many physical systems that 
wouldn't exist without people and knowledge.

I am reminded of the way deists (often scientists) like to use the word "god" just 
as theists and pretend there is no baggage associated. It is misleading. A deist 
who thinks god is "outside" the universe, and might be some synonym for the 
"laws of physics" or some such is being slippery. When *most people* use the 
word "god" they have in mind a being, intelligent and personal who answers 
prayers and so forth. To use the word "god" to describe the "whole universe" or 
"the laws of physics" is misleading. The two senses of the word have almost 
nothing to do with one another.

So one reason I object to the defence of "free will" by combatibalist philosophers 
is because *they* are talking about something very different to what *most 
people* seem to mean when they use the term. It seems to me that when 
religious people talk about free will, they are talking about something 
supernatural.

http://dictionary.reference.com/browse/free+will

One of the dictionary definitions of free will has no supernatural connotations at 
all. It is, at worst, a good idea associated with some bad ideas. God is just a bad 
idea occasionally associated with stuff for which we have other terms. (Laws of 
physics, objective morality.) So god doesn't matter at all.

It is possible to persuade the kicker that he was in the wrong so that he 
changes his behaviour and this change is partly a result of his choice to 
change his mind. By contrast, the only way to get a mountain to stop having 
earthquakes is for a person to work out why the earthquakes are happening 
and how to stop them. The mountain can't do any of that work for us, so 
there's no point in talking at it.

Sure. Morality is still about what people should do. Whether it is about what to 
do about shaking mountains or people who do bad stuff.

http://dictionary.reference.com/browse/free+will


That includes seeing the mountain and the bad person as qualitatively different.

What's relevant for free will is the capacity to create moral knowledge: 
knowledge about how to make choices. There is no particular reason to think 
that the process of conjecture and criticism required to create such knowledge 
requires indeterminism. Nor is indeterminism sufficient to explain free will. If 
radioactive decays are not determined, that doesn't mean nuclei have free will.

Exactly. We can have *all* of that without ever needing to invoke the term "free 
will" and bring all its philosophical, religious, supernatural baggage with it.

Look, I can do without free will in your above paragraph:

What's relevant for (morality) is the capacity to create moral knowledge: 
knowledge about how to make choices. There is no particular reason to think 
that the process of conjecture and criticism required to create such knowledge 
requires indeterminism. Nor is indeterminism sufficient to explain free will. If 
radioactive decays are not determined, that doesn't mean nuclei have free will.

The determinism/indeterminism issue is a red herring.

But everything is determined, or not, right?

Do you think that the typical non-physicist, non-philosopher man on the street 
who knew that all of what he did was determined by some prior state of the 
universe, would say he was still free? I think no. And like you I don't think 
indeterminacy can offer anything like the freedom that man thinks he has. He 
thinks he is the ultimate, first cause, of what he does. Is he right?

If I were to find out that I gave a damn what most people think about a particular 
topic, I would consider that a moral defect and strive to change.

And if I don't want to give a damn about the opinions of real people, then why 
should I want to give a damn about those of fictional characters you have 
invented?

Alan



From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: January 22, 2013 at 8:48 PM

On Tue, Jan 22, 2013 at 7:22 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 23/01/2013, at 8:23, "Josh Jordan" <josh@joshjordan.name> wrote:

[C]lassical mathematics, including computability theory, uses two-valued
logic. Therefore every mathematical statement is either true or false.

Right. Just not *provably* so.

It's provable that every mathematical statement has the property of
"being either true or false". But yes, one might not know which of
those two cases holds for a particular statement. (And even if one
think one knows, one could be mistaken.)

That is to say, there is a procedure to show that there is no procedure to 
demonstrate the truth or falsity of some (most?) theorems in mathematics. In the 
usual way of phrasing this: there are proofs that show we cannot prove some 
theorems in mathematics.

Mathematically speaking, *truth* is independent of any logical system,
but *provability* is has meaning only relative to a particular logical
system. For every logical system encompassing a certain amount of
arithmetic, there are true statements that can be represented within
the system, but not proved within the system.  Also, every theorem --
indeed, every STATEMENT -- is provable in *some* logical system. (For
instance, any system that includes the statement as an axiom.)

But theorems are either true or false. Right?

All *theorems* are true by definition. But yes, every mathematical
*statement* is either true or false.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: January 22, 2013 at 9:33 PM

On 23/01/2013, at 12:49, "Josh Jordan" <josh@joshjordan.name> wrote:

On Tue, Jan 22, 2013 at 7:22 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 23/01/2013, at 8:23, "Josh Jordan" <josh@joshjordan.name> wrote:

[C]lassical mathematics, including computability theory, uses two-valued
logic. Therefore every mathematical statement is either true or false.

Right. Just not *provably* so.

It's provable that every mathematical statement has the property of
"being either true or false". But yes, one might not know which of
those two cases holds for a particular statement. (And even if one
think one knows, one could be mistaken.)

That is to say, there is a procedure to show that there is no procedure to 
demonstrate the truth or falsity of some (most?) theorems in mathematics. In 
the usual way of phrasing this: there are proofs that show we cannot prove 
some theorems in mathematics.

Mathematically speaking, *truth* is independent of any logical system,
but *provability* is has meaning only relative to a particular logical
system. For every logical system encompassing a certain amount of
arithmetic, there are true statements that can be represented within
the system, but not proved within the system.  Also, every theorem --
indeed, every STATEMENT -- is provable in *some* logical system. (For
instance, any system that includes the statement as an axiom.)

Is that second last sentence ("...every STATEMENT -- is provable in *some* 
logical system) correct? I thought that Godel's incompleteness theorem(s) were 
proof of the fact that some statements had no proofs whatever. Once the system 
(let's say a system that attempts to capture *all* of mathematics axiomatically) 
reaches certain complexity then there are statements for which no proof was 
possible. I thought that was true *even if* you changed your axioms.

Isn't this (i.e trying to prove everything provable in maths using a long list of 
axioms) what Russell and Whitehead tried to accomplish in Principia 



Mathematica? And isn't Godel's proof why they failed?

As for what you say in parentheses in your very last sentence: does an axiom 
constitute a proof of itself in the usual sense? I thought a proof was a process - a 
computation. Does simply "asserting" or "stating" or whatever word one might 
want to use here - constitute a computation? Can mere assertion be proof?

I *suppose* yes because any proof could just be replaced by some string of 
characters which would just be an assertion, wouldn't it?

But then I suppose no, because there is a difference between axioms, rules of 
inference and what they can be used to prove. In short, there is an objective 
difference between premises/axioms and conclusions/deductions. Isn't there? I 
don't know. I'm confused. I used to think I knew this! :p

But theorems are either true or false. Right?

All *theorems* are true by definition.

But of course! My slip-up!

But yes, every mathematical
*statement* is either true or false.

Indeed.

Brett.



From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: January 22, 2013 at 10:16 PM

On Tue, Jan 22, 2013 at 9:33 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 23/01/2013, at 12:49, "Josh Jordan" <josh@joshjordan.name> wrote:

For every logical system encompassing a certain amount of
arithmetic, there are true statements that can be represented within
the system, but not proved within the system.

This isn't quite right. I should have said: for every consistent (*)
formal system encompassing a certain amount of arithmetic, there are
theorems of arithmetic that can be stated in the system, but not
proved within the system.

(*) "consistent" means that within the system it is not possible to
prove both X and not-X

Also, every theorem --
indeed, every STATEMENT -- is provable in *some* logical system. (For
instance, any system that includes the statement as an axiom.)

Is that second last sentence ("...every STATEMENT -- is provable in *some* 
logical system) correct?

Yes.

I thought that Godel's incompleteness theorem(s) were proof of the fact that 
some statements had no proofs whatever. Once the system (let's say a system 
that attempts to capture *all* of mathematics axiomatically) reaches certain 
complexity then there are statements for which no proof was possible.  I thought 
that was true *even if* you changed your axioms.

No. For instance, any statement is trivially provable in a system that
contains that statement as an axiom. There may be statements for which
no proof is possible *in that system*, but there will exist other
systems in which that statement is provable.

Isn't this (i.e trying to prove everything provable in maths using a long list of 
axioms) what Russell and Whitehead tried to accomplish in Principia 



Mathematica?

Yes.

And isn't Godel's proof why they failed?

Yes.  Gödel showed that *no* single consistent formal system (in which
a "certain amount of arithmetic" can be carried out) can prove every
theorem of arithmetic. But each particular theorem will be provable in
some formal systems and not in others.

Related to this subject Gödel wrote, "It is *this* theorem which makes
the incompletability of mathematics particularly evident. For, *it
makes it impossible that someone should set up a certain well-defined
system of axioms and rules and consistently make the following
assertion about it: All of these axioms and rules I perceive (with
mathematical certitude) to be correct, and moreover I believe that
they contain all of mathematics.* If someone makes such a statement he
contradicts himself. For if he perceives the axioms under
consideration to be correct, he also perceives (with the same
certainty) that they are consistent. Hence he has a mathematical
insight not derivable from his axioms. "  (Kurt Gödel, Collected
Works. Google Books link: http://goo.gl/tBt8t)

As for what you say in parentheses in your very last sentence: does an axiom 
constitute a proof of itself in the usual sense?

Yes.

I thought a proof was a process - a computation.

No. In logic, a proof of a statement in a formal system is a finite
sequence of statements (in the language of the system) such that
- the statement to be proved is in the sequence (typically, it is the
final statement), and
- each statement in the sequence is either (a) an axiom of the system
(b) derivable (by the rules of inference of the formal system) from a
previous statement in the sequence.

Does simply "asserting" or "stating" or whatever word one might want to use 

http://goo.gl/tBt8t


here - constitute a computation? Can mere assertion be proof?

Yes, a mere assertion of a statement can be a proof, if the formal
system contains that statement as an axiom.

I *suppose* yes because any proof could just be replaced by some string of 
characters which would just be an assertion, wouldn't it?

No, because a proof is a finite *sequence* of statements, not just a
single statement ("assertion" in your terminology).

But then I suppose no, because there is a difference between axioms, rules of 
inference and what they can be used to prove.

There isn't a meaningful difference between axioms and rules of
inference. it makes no difference if a particular axiom is considered
instead to be a rule of inference; namely, a rule of inference that
allows the axiom to be derived without reference to any
previously-derived statements.

In short, there is an objective difference between premises/axioms and 
conclusions/deductions.

Yes. In general, a formal system can prove statements that are not
among its axioms.

But then I suppose no, because there is a difference between axioms, rules of 
inference and what they can be used to prove.

Yes.

In short, there is an objective difference between premises/axioms and 
conclusions/deductions. Isn't there? I don't know. I'm confused. I used to think I 
knew this! :p

As a refresher, the Metamath Proof Explorer contains many examples of
proofs of a modern-day formal system. For instance, it has a formal
proof that the square root of 2 is irrational:
http://us.metamath.org/mpeuni/sqr2irr.html

http://us.metamath.org/mpeuni/sqr2irr.html


Metamath is a tiny formal system whose only rule of inference is
substitution. In fact, the system is so tiny that a single 500-line
python program suffices to check every proof. I consider it a
modern-day Principia Mathematica on the web.  The author of the
system, Norm Megill, also wrote "The Metamath Book", which is a superb
introduction to symbolic logic
(http://us.metamath.org/downloads/metamath.pdf).

http://us.metamath.org/downloads/metamath.pdf


From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: January 22, 2013 at 11:09 PM

On Tue, Jan 22, 2013 at 10:16 PM, Josh Jordan <josh@joshjordan.name> wrote:
In logic, a proof of a statement in a formal system is a finite
sequence of statements (in the language of the system) such that
- the statement to be proved is in the sequence (typically, it is the
final statement), and
- each statement in the sequence is either (a) an axiom of the system
(b) derivable (by the rules of inference of the formal system) from a
previous statement in the sequence.

Typo. That second bullet point should be: "is either (a) an axiom of
the system OR (b) derivable ..."

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Determinism and Punishment
Date: January 23, 2013 at 3:01 AM

On 23/01/2013, at 12:17, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 21 Jan 2013, at 05:02, Brett Hall <brhalluk@hotmail.com> wrote:

On 21/01/2013, at 4:38, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 20 Jan 2013, at 15:55, rekastner@hotmail.com wrote:

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

Fortunately, physics does not have to require determinism, even though 
some think that relativity and even quantum mechanics require it.  QM does 
not, and relativity is a purely classical theory that has not yet been 
reconciled with QM -- although I present a way to do so in my development 
of Cramer's Transactional Interpretation, which I call PTI for 'possibilist 
transactional interpretation'.

My proposal allows for genuine indeterminism in the world -- not everything 
that goes on is confined to the spacetime construct as represented in a 
spacetime diagram. Such a diagram smuggles in unnecessary and probably 
incorrect assumptions about the nature of reality. So my proposal allows for 
robust free will --in fact we are not all fleas jumping on a hot griddle, and 
there is more to reality than the hot griddle.  (If you will.)

This is all discussed in my new book from Cambridge U. Press, and in some 
introductory material on my website,  transactionalinterpretation.org



Free will is about the capacity to make choices. Saying that indeterminism is 
required for free will skips over the issue of what should count as a choice 
and why.

Whether a particular event is a result of a choice affects how we morally 
assess that event. If there is an earthquake that causes a rock to fall off a 
mountain and kill a climber we don't say the mountain is morally at fault. If 
somebody kicks a rock off a mountain and kills a climber, then the kicker is 
morally at fault.

I do. I say that earthquakes, tornadoes, etc are *responsible* for the damage 
they cause. If we could lock them up, we would. In a similar way, a dangerous 
psychopath bent on killing, or raping or whatever, is responsible and needs to 
be locked up. In both cases our safety is a moral concern.

It's not similar. The person labelled as a psychopath makes choices. If we knew 
how to persuade him to make good choices we might not lock him up.

Right. People make choices and tornadoes and earthquakes don't. We agree. I 
further say that "responsible" is a word we can use in *both* places. General 
usage suggests this. What better "general usage" source is there than Wikipedia? 
Here is a quick example I found:

From: en.wikipedia.org/wiki/1755_Lisbon_earthquake
"It shows a complex and active tectonic behavior, and is responsible for several 
important earthquakes that hit Lisbon before November 1755: eight in the 14th ..."

So, "tectonic behaviour...is...responsible for...earthquakes".

I'm using language normally. So that's "responsible".

Now choices. Choices exist. I'm not advocating otherwise. However "Free will" 
doesn't. Not the way it's *normally defined*. You can redefine it, if you want, that's 
what compatibalists do. That's what deist scientists try to do with the word "god" 
too, as I explained. I think it is misleading to do this with loaded language. 
Perhaps it is good to salvage bits of traditional knowledge (like *aspects of* free 
will) that do useful work. God is an idea that can do useful stuff too, can't it? God 
apparently keeps some people from doing bad stuff, if we are to believe them. 
That seems useful. I don't know if such people are being honest.



Maybe this is why some scientists do not want to stop using the word "God" 
either. They are afraid some people that they must have a really low opinion of, 
will just go crazy without the supernatural surveillance in the sky or something? 
But I think we can still do useful moral work without misleading people into 
believing *we mean* what *they mean* by using the same words.

But you don't give a damn what other people think, you say at the end of this 
post. But you do. You care that we speak using the same language, don't you? 
Yet you make an exception with free-will. Well, *they* (most of the world) mean X, 
but in this single case, I don't care. I'm going to use the word in a way that is 
really really rare.

It seems to me morality is unaffected by taking this position. People make 
choices, of course they do (that is to say, they are *aware* of some thought 
that arises in their mind which they label "choice") it is just they are not the 
"ultimate" cause of their actions. Prior events are the cause of what people are 
*constrained* to choose and these prior events are, in general, unknown to us.

No. A person makes decisions using his knowledge. He makes bad decisions 
because he has bad knowledge.

Right. That is not inconsistent with what I say.

To say that the events that happened to him caused him to act in a particular 
way is to endorse inductivism because it implies that the events gave rise to his 
knowledge.

Not true. It is entirely consistent to say "A person did X because he thought about 
it carefully and decided X was the best choice" AND that "A person did X because 
these neurones fired and these ones did not".

It is like if someone asks "How was the accident avoided?" then the answer 
depends on who is asking, and why.

If it was a lawyer in court the policeman as witness might say "Well although the 
driver was speeding he chose to deploy the brakes with sufficient time to avoid 
the collision."

If it was the same lawyer in the same court asking an *engineer*, the answer 



might be "Thankfully the coefficient of dynamic friction between the tires and the 
road was unusually high that day due to the heat."

One explanation is about emergent choice, the other about physics. Both are 
true.

In FoR, David explains that a certain copper atom ends up at the nose of a 
statute of Churchill in Parliament square in London because we honour war 
heroes by building statues made of bronze and putting them in public spaces is a 
high level, emergent explanation of the position of some copper atom. (Page 22 
of the hardback, 1997). But *also* there is a low level prediction about how 
copper atoms follow certain trajectories through space and end up in the places 
they do consistent with the laws of physics.

It is the existence of this "in principle" low level prediction that makes the universe 
deterministic and free will impossible. Free will, that is, as it is usually understood.

Determinism is pure and simple a deal breaker for classic conceptions of free will. 
We seem to both agree that indeterminism would offer nothing. I say: both rule 
out free will, as it is understood. As it is understood, that is, by all except a very 
few philosophers who are called by other philosophers "combatibalists".

When we superimpose the story of the copper atom onto free will and try to say 
that free will is just a name for an emergent explanation of why people do stuff 
involving choices and decisions and knowledge and so forth, we actually take out 
the most important ingredient of free will. The true "freedom" in the "entirely 
unconstrained, uncaused" sense. Okay, so take that out and *call* this new thing 
free will. But I find that slippery because it refuses to acknowledge all the 
supernatural, superstitious and religious baggage that has loaded this term down.

I disagree with the use if that label because it *does imply that the choice occurs 
outside the usual causal chain*. So it's misleading.

An atheist scientist (call him Paul) might insist on calling himself an atheist then 
on questioning you learn actually, he does believe in God. And without 
embarrassment he says he is happy to use the word, capital G and everything. 
And he has a strong case for God. And Christians cite this scientist and say "You 
see...even Paul the scientist believes in God" and so people are mislead because 
on further questioning it turns out Paul just wants to call "The laws of physics" 
God. But Paul's God is not God. He doesn't answer prayers, nor is he born of a 



virgin, perform miracles or do just about anything at all normally associated with 
God as people in our culture understand the term.

You say you do not care about these fictional people. But Paul is you. And God is 
Free Will.

Your talk of the "ultimate cause" of his actions is irrelevant.

It is not because if free will really does entail the idea that choices have no prior 
causes, then they are supernatural and free will is necessarily a supernatural idea 
and can be dismissed as a bad explanation of human behaviour.

Instead, if we say a person's choices are the cause of their behaviour, and that 
this choice is just part of the causal web, we invoke nothing spooky and mislead 
no one. We keep our morality in tact and people remain responsible for their 
choices.

Free will assumes people are the ultimate cause. I reject that. It is relevant to the 
case for free will.

This "ultimate cause" slogan means you consider the source of his knowledge 
more important than the idea of persuading him to change his mind.

No I don't. If people do wrong they should be persuaded to do right. That is 
important.

So you're also endorsing an anti-critical attitude.

If I don't, then I am not.

In just the same way, built up tectonic stress causes the earthquake which is 
*responsible* for the damage it causes.

The actions of a person are not similar to the buildup of pressure leading to an 
earthquake.



In some ways, they are. In some ways they are not. In the relevant sense of the 
word "responsible" as I illustrated with my wiki quote, they are crucially similar.

If that person created the right knowledge then he wouldn't want to do bad stuff 
at all. He might stop wanting to do bad stuff he did before.

Right.

Morally, we *should* make plans about what to do about earthquakes and the 
damage they cause.

Yes.

Morally we *should* make plans about what to do about dangerous people and 
the damage they cause.

If a person uses force against you or makes a credible threat to do so, you have 
the right to take whatever action is required to stop him.

Right.

In both cases, it is an important part of moral philosophy to consider what 
*dangerous* entails.

It is important to avoid treating a person as if he were incapable of changing bad 
ideas.

Right, you shouldn't.

For example, you should not make a loose, badly explained analogy between a 
person and an earthquake.

Nor attribute to a person a position they do not hold. Or try to read into a person's 
ideas evil intent, or so forth.

My intention here is not to do away with the idea that people are responsible. 
They are. Earthquakes are responsible for damage. So are people.



So how are people different? People *can* think and *change* their behaviour. 
Earthquakes cannot. So people can make choices. Earthquakes cannot. That is 
morally relevant stuff. At no point do I need to invoke free will.

In the same way, an honest physicist need not call the laws of physics god. You 
can do without that term. Which is misleading. Like free will is misleading. And 
poorly understood. You can just talk about choices and explain how people have 
options and should try to choose the best.

Belief in Free will actually more widely leads people to believe they are somehow 
outside of physics. *Something* in them is not bound by physics, not constrained 
by physical law. Their "free will" means their actions are not predictable. Not even 
in principle. There is no lower level prediction possible *at all*. Physics is 
irrelevant, entirely. So all of that does heaps of work in their mind. It enables the 
bad meme of the "soul" to continue. It's the inner thing, outside physics, that 
permits real, uncaused choice. People think there is a supernatural spirit inside 
us. But that's a bad, superfluous assumption we don't need. It also caches out the 
idea there is a heaven for souls to go to, or a hell for souls to suffer in. It leads to 
some bad stuff. So much baggage. Just reject the term.

The philosophical concept of free will has a long history that needs to be 
acknowledged and free will as most people understand it is not the free will 
that combatibalist philosophers promote. Those who believe, for example, that 
determinism/indeterminism is irrelevant and that it has nothing to do with free 
will. It does. *Both* rule out free will. And as far as we can tell, determinism is 
true.

The free will tradition has some good ideas associated with it, like treating 
people as responsible moral agents.

Yes. So keep the good stuff. Throw out the garbage. You could call it the "free 
will" tradition or the "personal responsibility" tradition. One of these is loaded. One 
isn't.

The God tradition has some good ideas associated with it. Should we keep that 
word too? How much about God do we need to regard as silly nonsense before 
the word comes to label something completely unrecognisable to a true believer, I 
wonder?



I don't want to throw out a good idea just because somebody attached some 
silly stuff to it.

Like God? Here is some good stuff about God: infinity exists. The universe had a 
beginning. Truth exists. Objective moral truths exist.

So for any broad enough definition of God, you personally would advocate 
keeping the word because you don't want to throw out good stuff associated with 
that idea just because somebody attached some silly stuff to it? So you would be 
fine saying "I believe in God" knowing that most of the time when you use it, it is 
understood as entailing a *being* with intelligence that loves you and hears your 
thoughts?

If what you wrote above is any indication I was right to be wary.

I don't understand that.

It is that *most people* who believe in free will really do believe they are the 
ultimate cause of their actions. They do not think this through, in my opinion, 
but pressed, this is what they want out of free will. They are *not* just *part* of 
the causal chain of events. No. Their choice is uncaused. Most people believe 
in supernatural explanations for this: spirits or souls which fill the body and 
which are *outside of physics*. But we know that is not possible. Whatever 
emergent, fundamental laws arise to help us explain complex systems, the 
(equally) fundamental laws of physics cannot be transgressed - and they tell 
us that the very next state of the universe is going to be determined by the 
prior state(s). And a person is just a part of that.

You can't break the laws of physics. But you need not make decisions by 
thinking "Gosh, the laws of physics mandate that I should eat a pizza." That's 
because knowledge is emergent and doesn't depend on the precise details of 
the hardware on which it is instantiated. So the laws of physics constrain the 
knowledge you can create very loosely.

*Just* "constrain...loosely"? They don't mandate absolutely? The growth of 
knowledge across the multiverse is surely:

(A) a consequence of the intentions, choices and efforts of people...



(B) as mandated by the laws of physics.

I'm asking because I do not actually know. I thought everything that happened, 
happened because it was mandated by the laws of physics. That's determinism.

I do not understand how immutable laws of physics constrain stuff only loosely. I 
realise knowledge is abstract, but where it is embodied or instantiated is very 
physical. Right? Must not knowledge be instantiated somewhere physics to *be* 
knowledge?

As for "a person is just part of that" is misleading.

Ok. Take out "just". That is bad. But this is true:

A person is part of that.

What I mean by "that" is: the next state the universe will be in. The state that 
follows the present one according to physical laws.

People and the creation of knowledge are fundamental to understanding many 
physical systems that wouldn't exist without people and knowledge.

I agree. But in principle with perfect knowledge of the laws of physics (which is 
impossible) and perfect knowledge of the initial conditions, or state at any other 
time (likewise impossible) there is an in-principle computation allowing us to 
predict any future state of the universe. That doesn't explain why it will be the way 
it is. In a universe with people and knowledge you need to mention people and 
knowledge, not just particles and forces. But the fact all future states are 
determined lawfully by all prior states seems to leave no room for the word we 
currently call "freedom" as applied to our preferences - namely "unconstrained". 
Indeed even your "loosely constrained" used earlier is something I think most 
advocates of free will would find *too much* of a constraint.

I am reminded of the way deists (often scientists) like to use the word "god" 
just as theists and pretend there is no baggage associated. It is misleading. A 
deist who thinks god is "outside" the universe, and might be some synonym for 
the "laws of physics" or some such is being slippery. When *most people* use 
the word "god" they have in mind a being, intelligent and personal who 
answers prayers and so forth. To use the word "god" to describe the "whole 



universe" or "the laws of physics" is misleading. The two senses of the word 
have almost nothing to do with one another.

So one reason I object to the defence of "free will" by combatibalist 
philosophers is because *they* are talking about something very different to 
what *most people* seem to mean when they use the term. It seems to me 
that when religious people talk about free will, they are talking about something 
supernatural.

http://dictionary.reference.com/browse/free+will

One of the dictionary definitions of free will has no supernatural connotations at 
all. It is, at worst, a good idea associated with some bad ideas. God is just a bad 
idea occasionally associated with stuff for which we have other terms. (Laws of 
physics, objective morality.) So god doesn't matter at all.

One of those definitions, the first, is non explanatory. It's a bunch of assertions (I 
want to ask what they mean by "free" or "voluntary" or "independent". 
Independent seems to mean "not determined" or something) and besides, all of 
that stuff really rests upon a deep connection to the subsequent definition 
(labelled the "philosophical" definition) that *is* supernatural and which you reject. 
So in philosophy, according to your resource, the general understanding is to do 
with supernatural stuff. That you reject. So you reject free will, *as it is generally 
understood*.

Elements normally associated with free will, like choice, decisions and human 
responsibility are all good and I do not reject those ideas. We seem to agree on 
this substantive point.

These elements are good, so they are true. I just don't need to label all of that 
good stuff "free will" because it implies, to most people, stuff beyond physics.

You reject my analogy to deist scientists who unapologetically use the word "God" 
when talking about stuff which bears almost no resemblance to how the word is 
generally understood. So it's misleading. Now your free will bears some 
resemblance to the free will most people (i.e religious people) want. But for them 
it is *crucial* that it contains a supernatural element.

It is possible to persuade the kicker that he was in the wrong so that he 

http://dictionary.reference.com/browse/free+will


changes his behaviour and this change is partly a result of his choice to 
change his mind. By contrast, the only way to get a mountain to stop having 
earthquakes is for a person to work out why the earthquakes are happening 
and how to stop them. The mountain can't do any of that work for us, so 
there's no point in talking at it.

Sure. Morality is still about what people should do. Whether it is about what to 
do about shaking mountains or people who do bad stuff.

That includes seeing the mountain and the bad person as qualitatively different.

Of course. And of course they are.

What's relevant for free will is the capacity to create moral knowledge: 
knowledge about how to make choices. There is no particular reason to think 
that the process of conjecture and criticism required to create such 
knowledge requires indeterminism. Nor is indeterminism sufficient to explain 
free will. If radioactive decays are not determined, that doesn't mean nuclei 
have free will.

Exactly. We can have *all* of that without ever needing to invoke the term "free 
will" and bring all its philosophical, religious, supernatural baggage with it.

Look, I can do without free will in your above paragraph:

What's relevant for (morality) is the capacity to create moral knowledge: 
knowledge about how to make choices. There is no particular reason to think 
that the process of conjecture and criticism required to create such 
knowledge requires indeterminism. Nor is indeterminism sufficient to explain 
free will. If radioactive decays are not determined, that doesn't mean nuclei 
have free will.

The determinism/indeterminism issue is a red herring.

But everything is determined, or not, right?

Do you think that the typical non-physicist, non-philosopher man on the street 
who knew that all of what he did was determined by some prior state of the 



universe, would say he was still free? I think no. And like you I don't think 
indeterminacy can offer anything like the freedom that man thinks he has. He 
thinks he is the ultimate, first cause, of what he does. Is he right?

If I were to find out that I gave a damn what most people think about a particular 
topic, I would consider that a moral defect and strive to change.

What if the topic is: "How words are generally used" Or "How I wish to be 
understood" ? That last topic, in particular, is important for you to give a damn 
about. If the topic is "How Alan Forrester wants to be understood" -  then 
advocating free will in a society where most people think it's got something to do 
with a soul - is a way to be misunderstood. I think in some cases, like that, you 
should give a damn.

And if I don't want to give a damn about the opinions of real people, then why 
should I want to give a damn about those of fictional characters you have 
invented?

Because the argument by analogy with fictional people I think illustrates some 
important ways in which using the term free will is misleading. Again, I think we 
are very close on this. The difference I have with you is I think that advocating 
free will, in a society that seems to have already decided that free will entails 
some stuff that is just plain wrong, causes lots of extra work to do to undo 
misunderstandings. I think people are responsible for their choices, which are 
real. But they are determined by prior causes. Like all events are.

Most people think some events are not. Those who advocate people as the first 
and ultimate cause of their choices.

Brett.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Determinism and Punishment
Date: January 23, 2013 at 4:54 AM

On 23 Jan 2013, at 08:01, Brett Hall <brhalluk@hotmail.com> wrote:

On 23/01/2013, at 12:17, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 21 Jan 2013, at 05:02, Brett Hall <brhalluk@hotmail.com> wrote:

On 21/01/2013, at 4:38, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 20 Jan 2013, at 15:55, rekastner@hotmail.com wrote:

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

Fortunately, physics does not have to require determinism, even though 
some think that relativity and even quantum mechanics require it.  QM 
does not, and relativity is a purely classical theory that has not yet been 
reconciled with QM -- although I present a way to do so in my development 
of Cramer's Transactional Interpretation, which I call PTI for 'possibilist 
transactional interpretation'.

My proposal allows for genuine indeterminism in the world -- not 
everything that goes on is confined to the spacetime construct as 
represented in a spacetime diagram. Such a diagram smuggles in 
unnecessary and probably incorrect assumptions about the nature of 
reality. So my proposal allows for robust free will --in fact we are not all 
fleas jumping on a hot griddle, and there is more to reality than the hot 
griddle.  (If you will.)



This is all discussed in my new book from Cambridge U. Press, and in 
some introductory material on my website,  transactionalinterpretation.org

Free will is about the capacity to make choices. Saying that indeterminism is 
required for free will skips over the issue of what should count as a choice 
and why.

Whether a particular event is a result of a choice affects how we morally 
assess that event. If there is an earthquake that causes a rock to fall off a 
mountain and kill a climber we don't say the mountain is morally at fault. If 
somebody kicks a rock off a mountain and kills a climber, then the kicker is 
morally at fault.

I do. I say that earthquakes, tornadoes, etc are *responsible* for the damage 
they cause. If we could lock them up, we would. In a similar way, a dangerous 
psychopath bent on killing, or raping or whatever, is responsible and needs to 
be locked up. In both cases our safety is a moral concern.

It's not similar. The person labelled as a psychopath makes choices. If we 
knew how to persuade him to make good choices we might not lock him up.

Right. People make choices and tornadoes and earthquakes don't. We agree. I 
further say that "responsible" is a word we can use in *both* places. General 
usage suggests this. What better "general usage" source is there than 
Wikipedia? Here is a quick example I found:

From: en.wikipedia.org/wiki/1755_Lisbon_earthquake
"It shows a complex and active tectonic behavior, and is responsible for several 
important earthquakes that hit Lisbon before November 1755: eight in the 14th 
..."

So, "tectonic behaviour...is...responsible for...earthquakes".

I'm using language normally. So that's "responsible".

Now choices. Choices exist. I'm not advocating otherwise. However "Free will" 
doesn't. Not the way it's *normally defined*. You can redefine it, if you want, 
that's what compatibalists do. That's what deist scientists try to do with the word 
"god" too, as I explained. I think it is misleading to do this with loaded language. 
Perhaps it is good to salvage bits of traditional knowledge (like *aspects of* free 



will) that do useful work. God is an idea that can do useful stuff too, can't it? God 
apparently keeps some people from doing bad stuff, if we are to believe them. 
That seems useful. I don't know if such people are being honest.

Maybe this is why some scientists do not want to stop using the word "God" 
either. They are afraid some people that they must have a really low opinion of, 
will just go crazy without the supernatural surveillance in the sky or something? 
But I think we can still do useful moral work without misleading people into 
believing *we mean* what *they mean* by using the same words.

But you don't give a damn what other people think, you say at the end of this 
post. But you do. You care that we speak using the same language, don't you? 
Yet you make an exception with free-will. Well, *they* (most of the world) mean 
X, but in this single case, I don't care. I'm going to use the word in a way that is 
really really rare.

No. I use language because I'm interested in knowledge conveyed in language. 
And furthermore, I'm not interested in all languages, only ones that I think are 
used to instantiate knowledge. English, some programming languages, some 
physics formalism, stuff like that. People are thinking stuff in Swahili right now but 
I don't think it's stuff that I would find interesting so I haven't learned Swahili. Also, 
the vast bulk of knowledge isn't thought and thoughts are the least well 
developed knowledge.

I am interested in common misconceptions because I am interested in whether I 
share any of them and the best way to find that out is to read stuff other people 
have written. So I'm interested in fixing what I think. Fixing what other people 
think isn't my problem. I can't solve it, so there's no point in worrying about it.

It seems to me morality is unaffected by taking this position. People make 
choices, of course they do (that is to say, they are *aware* of some thought 
that arises in their mind which they label "choice") it is just they are not the 
"ultimate" cause of their actions. Prior events are the cause of what people 
are *constrained* to choose and these prior events are, in general, unknown 
to us.

No. A person makes decisions using his knowledge. He makes bad decisions 
because he has bad knowledge.

Right. That is not inconsistent with what I say.



To say that the events that happened to him caused him to act in a particular 
way is to endorse inductivism because it implies that the events gave rise to 
his knowledge.

Not true. It is entirely consistent to say "A person did X because he thought 
about it carefully and decided X was the best choice" AND that "A person did X 
because these neurones fired and these ones did not".

This is problematic. What you're talking about has to be an event in the sense of 
"quantum fields jiggling in manner X at time Y" and not in the sense of "being 
spanked on your birthday as a child". The former is a description on the wrong 
level, the latter doesn't determine how a person will respond.

It is like if someone asks "How was the accident avoided?" then the answer 
depends on who is asking, and why.

If it was a lawyer in court the policeman as witness might say "Well although the 
driver was speeding he chose to deploy the brakes with sufficient time to avoid 
the collision."

If it was the same lawyer in the same court asking an *engineer*, the answer 
might be "Thankfully the coefficient of dynamic friction between the tires and the 
road was unusually high that day due to the heat."

One explanation is about emergent choice, the other about physics. Both are 
true.

The road being dry is relevant to how his decision turned out.

Whether it was a good decision is not determined by whether the road is dry. A 
driver could be a bad driver who gets away with bad driving because he got lucky 
and the road was dry.

In FoR, David explains that a certain copper atom ends up at the nose of a 
statute of Churchill in Parliament square in London because we honour war 
heroes by building statues made of bronze and putting them in public spaces is 
a high level, emergent explanation of the position of some copper atom. (Page 
22 of the hardback, 1997). But *also* there is a low level prediction about how 
copper atoms follow certain trajectories through space and end up in the places 



they do consistent with the laws of physics.

It is the existence of this "in principle" low level prediction that makes the 
universe deterministic and free will impossible. Free will, that is, as it is usually 
understood.

Determinism is pure and simple a deal breaker for classic conceptions of free 
will. We seem to both agree that indeterminism would offer nothing. I say: both 
rule out free will, as it is understood. As it is understood, that is, by all except a 
very few philosophers who are called by other philosophers "combatibalists".

When we superimpose the story of the copper atom onto free will and try to say 
that free will is just a name for an emergent explanation of why people do stuff 
involving choices and decisions and knowledge and so forth, we actually take 
out the most important ingredient of free will. The true "freedom" in the "entirely 
unconstrained, uncaused" sense. Okay, so take that out and *call* this new 
thing free will. But I find that slippery because it refuses to acknowledge all the 
supernatural, superstitious and religious baggage that has loaded this term 
down.

I disagree with the use if that label because it *does imply that the choice occurs 
outside the usual causal chain*. So it's misleading.

An atheist scientist (call him Paul) might insist on calling himself an atheist then 
on questioning you learn actually, he does believe in God. And without 
embarrassment he says he is happy to use the word, capital G and everything. 
And he has a strong case for God. And Christians cite this scientist and say 
"You see...even Paul the scientist believes in God" and so people are mislead 
because on further questioning it turns out Paul just wants to call "The laws of 
physics" God. But Paul's God is not God. He doesn't answer prayers, nor is he 
born of a virgin, perform miracles or do just about anything at all normally 
associated with God as people in our culture understand the term.

You say you do not care about these fictional people. But Paul is you. And God 
is Free Will.

I don't cling to free will to appease people. I adopt the term for the purposes of 
discussion to help explain that my position is different from the anti-free-will 
position in many important ways.



Your talk of the "ultimate cause" of his actions is irrelevant.

It is not because if free will really does entail the idea that choices have no prior 
causes, then they are supernatural and free will is necessarily a supernatural 
idea and can be dismissed as a bad explanation of human behaviour.

Instead, if we say a person's choices are the cause of their behaviour, and that 
this choice is just part of the causal web, we invoke nothing spooky and mislead 
no one. We keep our morality in tact and people remain responsible for their 
choices.

Free will assumes people are the ultimate cause. I reject that. It is relevant to 
the case for free will.

If you're understanding stuff on the level of actions causes are not particularly 
relevant. The main way they appear is that they constitute problems that people 
have to solve and could solve in a variety of ways consistent with the laws of 
physics.

This "ultimate cause" slogan means you consider the source of his knowledge 
more important than the idea of persuading him to change his mind.

No I don't. If people do wrong they should be persuaded to do right. That is 
important.

So you're also endorsing an anti-critical attitude.

If I don't, then I am not.

Then you shouldn't be saying "the ultimate cause of my actions is…", you should 
be saying "the ultimate cause idea sucks, here's why..."

In just the same way, built up tectonic stress causes the earthquake which is 
*responsible* for the damage it causes.

The actions of a person are not similar to the buildup of pressure leading to an 
earthquake.

In some ways, they are. In some ways they are not. In the relevant sense of the 



word "responsible" as I illustrated with my wiki quote, they are crucially similar.

If that person created the right knowledge then he wouldn't want to do bad stuff 
at all. He might stop wanting to do bad stuff he did before.

Right.

Morally, we *should* make plans about what to do about earthquakes and the 
damage they cause.

Yes.

Morally we *should* make plans about what to do about dangerous people 
and the damage they cause.

If a person uses force against you or makes a credible threat to do so, you 
have the right to take whatever action is required to stop him.

Right.

In both cases, it is an important part of moral philosophy to consider what 
*dangerous* entails.

It is important to avoid treating a person as if he were incapable of changing 
bad ideas.

Right, you shouldn't.

For example, you should not make a loose, badly explained analogy between 
a person and an earthquake.

Nor attribute to a person a position they do not hold. Or try to read into a 
person's ideas evil intent, or so forth.

My intention here is not to do away with the idea that people are responsible. 
They are. Earthquakes are responsible for damage. So are people.



So how are people different? People *can* think and *change* their behaviour. 
Earthquakes cannot. So people can make choices. Earthquakes cannot. That is 
morally relevant stuff. At no point do I need to invoke free will.

In the same way, an honest physicist need not call the laws of physics god. You 
can do without that term. Which is misleading. Like free will is misleading. And 
poorly understood. You can just talk about choices and explain how people have 
options and should try to choose the best.

Belief in Free will actually more widely leads people to believe they are 
somehow outside of physics. *Something* in them is not bound by physics, not 
constrained by physical law. Their "free will" means their actions are not 
predictable. Not even in principle. There is no lower level prediction possible *at 
all*. Physics is irrelevant, entirely. So all of that does heaps of work in their 
mind. It enables the bad meme of the "soul" to continue. It's the inner thing, 
outside physics, that permits real, uncaused choice. People think there is a 
supernatural spirit inside us. But that's a bad, superfluous assumption we don't 
need. It also caches out the idea there is a heaven for souls to go to, or a hell 
for souls to suffer in. It leads to some bad stuff. So much baggage. Just reject 
the term.

The standard reaction against free will is to throw out a lot of the good content by 
endorsing scientism. Avoiding that trap is important.

The philosophical concept of free will has a long history that needs to be 
acknowledged and free will as most people understand it is not the free will 
that combatibalist philosophers promote. Those who believe, for example, 
that determinism/indeterminism is irrelevant and that it has nothing to do with 
free will. It does. *Both* rule out free will. And as far as we can tell, 
determinism is true.

The free will tradition has some good ideas associated with it, like treating 
people as responsible moral agents.

Yes. So keep the good stuff. Throw out the garbage. You could call it the "free 
will" tradition or the "personal responsibility" tradition. One of these is loaded. 
One isn't.

The God tradition has some good ideas associated with it. Should we keep that 
word too? How much about God do we need to regard as silly nonsense before 



the word comes to label something completely unrecognisable to a true believer, 
I wonder?

I don't want to throw out a good idea just because somebody attached some 
silly stuff to it.

Like God? Here is some good stuff about God: infinity exists. The universe had 
a beginning. Truth exists. Objective moral truths exist.

So for any broad enough definition of God, you personally would advocate 
keeping the word because you don't want to throw out good stuff associated 
with that idea just because somebody attached some silly stuff to it? So you 
would be fine saying "I believe in God" knowing that most of the time when you 
use it, it is understood as entailing a *being* with intelligence that loves you and 
hears your thoughts?

No. The good stuff in the God tradition isn't tied to the idea of God. Part of the 
reason for this is that religious people try to persuade you to believe in god by 
appealing to concerns secular people have.

If what you wrote above is any indication I was right to be wary.

I don't understand that.

You were using terms like psychopath and comparing people to earthquakes 
without much qualification. I'm concerned that rejecting free will is heavily 
associated with scientism. Can you see why?

It is that *most people* who believe in free will really do believe they are the 
ultimate cause of their actions. They do not think this through, in my opinion, 
but pressed, this is what they want out of free will. They are *not* just *part* 
of the causal chain of events. No. Their choice is uncaused. Most people 
believe in supernatural explanations for this: spirits or souls which fill the 
body and which are *outside of physics*. But we know that is not possible. 
Whatever emergent, fundamental laws arise to help us explain complex 
systems, the (equally) fundamental laws of physics cannot be transgressed - 
and they tell us that the very next state of the universe is going to be 
determined by the prior state(s). And a person is just a part of that.



You can't break the laws of physics. But you need not make decisions by 
thinking "Gosh, the laws of physics mandate that I should eat a pizza." That's 
because knowledge is emergent and doesn't depend on the precise details of 
the hardware on which it is instantiated. So the laws of physics constrain the 
knowledge you can create very loosely.

*Just* "constrain...loosely"? They don't mandate absolutely? The growth of 
knowledge across the multiverse is surely:

(A) a consequence of the intentions, choices and efforts of people...
(B) as mandated by the laws of physics.

I'm asking because I do not actually know. I thought everything that happened, 
happened because it was mandated by the laws of physics. That's determinism.

I do not understand how immutable laws of physics constrain stuff only loosely. I 
realise knowledge is abstract, but where it is embodied or instantiated is very 
physical. Right? Must not knowledge be instantiated somewhere physics to *be* 
knowledge?

If you're making a decision, you can do anything consistent with the laws of 
physics. This includes setting up any one of the vast number of initial conditions 
that are relevant for the decision you're making. For example, you can change 
the tyres on your car if they are bald or you can walk to where you're going. You 
shouldn't make the decision by thinking "well, the quantum fields in my brain are 
jiggling like this, so I better change the tyres on my car".

As for "a person is just part of that" is misleading.

Ok. Take out "just". That is bad. But this is true:

A person is part of that.

What I mean by "that" is: the next state the universe will be in. The state that 
follows the present one according to physical laws.

People and the creation of knowledge are fundamental to understanding many 
physical systems that wouldn't exist without people and knowledge.

I agree. But in principle with perfect knowledge of the laws of physics (which is 



impossible) and perfect knowledge of the initial conditions, or state at any other 
time (likewise impossible) there is an in-principle computation allowing us to 
predict any future state of the universe. That doesn't explain why it will be the 
way it is. In a universe with people and knowledge you need to mention people 
and knowledge, not just particles and forces. But the fact all future states are 
determined lawfully by all prior states seems to leave no room for the word we 
currently call "freedom" as applied to our preferences - namely "unconstrained". 
Indeed even your "loosely constrained" used earlier is something I think most 
advocates of free will would find *too much* of a constraint.

It is true that under circumstances that are totally irrelevant for any real decision, 
by doing a prediction that would itself violate the laws of physics (where are you 
keeping the results of this computation?) you could predict what you will do next.

I am reminded of the way deists (often scientists) like to use the word "god" 
just as theists and pretend there is no baggage associated. It is misleading. A 
deist who thinks god is "outside" the universe, and might be some synonym 
for the "laws of physics" or some such is being slippery. When *most people* 
use the word "god" they have in mind a being, intelligent and personal who 
answers prayers and so forth. To use the word "god" to describe the "whole 
universe" or "the laws of physics" is misleading. The two senses of the word 
have almost nothing to do with one another.

So one reason I object to the defence of "free will" by combatibalist 
philosophers is because *they* are talking about something very different to 
what *most people* seem to mean when they use the term. It seems to me 
that when religious people talk about free will, they are talking about 
something supernatural.

http://dictionary.reference.com/browse/free+will

One of the dictionary definitions of free will has no supernatural connotations 
at all. It is, at worst, a good idea associated with some bad ideas. God is just a 
bad idea occasionally associated with stuff for which we have other terms. 
(Laws of physics, objective morality.) So god doesn't matter at all.

One of those definitions, the first, is non explanatory. It's a bunch of assertions (I 
want to ask what they mean by "free" or "voluntary" or "independent". 
Independent seems to mean "not determined" or something) and besides, all of 
that stuff really rests upon a deep connection to the subsequent definition 

http://dictionary.reference.com/browse/free+will


(labelled the "philosophical" definition) that *is* supernatural and which you 
reject. So in philosophy, according to your resource, the general understanding 
is to do with supernatural stuff. That you reject. So you reject free will, *as it is 
generally understood*.

No. Voluntary is used to describe consensual sex, but not rape. Seems to me 
people understand what it means fairly well.

Elements normally associated with free will, like choice, decisions and human 
responsibility are all good and I do not reject those ideas. We seem to agree on 
this substantive point.

These elements are good, so they are true. I just don't need to label all of that 
good stuff "free will" because it implies, to most people, stuff beyond physics.

You reject my analogy to deist scientists who unapologetically use the word 
"God" when talking about stuff which bears almost no resemblance to how the 
word is generally understood. So it's misleading. Now your free will bears some 
resemblance to the free will most people (i.e religious people) want. But for 
them it is *crucial* that it contains a supernatural element.

If refraining from using the term voluntary is part of your position, you may want to 
reconsider.

It is possible to persuade the kicker that he was in the wrong so that he 
changes his behaviour and this change is partly a result of his choice to 
change his mind. By contrast, the only way to get a mountain to stop having 
earthquakes is for a person to work out why the earthquakes are happening 
and how to stop them. The mountain can't do any of that work for us, so 
there's no point in talking at it.

Sure. Morality is still about what people should do. Whether it is about what 
to do about shaking mountains or people who do bad stuff.

That includes seeing the mountain and the bad person as qualitatively 
different.

Of course. And of course they are.



What's relevant for free will is the capacity to create moral knowledge: 
knowledge about how to make choices. There is no particular reason to 
think that the process of conjecture and criticism required to create such 
knowledge requires indeterminism. Nor is indeterminism sufficient to explain 
free will. If radioactive decays are not determined, that doesn't mean nuclei 
have free will.

Exactly. We can have *all* of that without ever needing to invoke the term 
"free will" and bring all its philosophical, religious, supernatural baggage with 
it.

Look, I can do without free will in your above paragraph:

What's relevant for (morality) is the capacity to create moral knowledge: 
knowledge about how to make choices. There is no particular reason to 
think that the process of conjecture and criticism required to create such 
knowledge requires indeterminism. Nor is indeterminism sufficient to explain 
free will. If radioactive decays are not determined, that doesn't mean nuclei 
have free will.

The determinism/indeterminism issue is a red herring.

But everything is determined, or not, right?

Do you think that the typical non-physicist, non-philosopher man on the street 
who knew that all of what he did was determined by some prior state of the 
universe, would say he was still free? I think no. And like you I don't think 
indeterminacy can offer anything like the freedom that man thinks he has. He 
thinks he is the ultimate, first cause, of what he does. Is he right?

If I were to find out that I gave a damn what most people think about a 
particular topic, I would consider that a moral defect and strive to change.

What if the topic is: "How words are generally used" Or "How I wish to be 
understood" ? That last topic, in particular, is important for you to give a damn 
about. If the topic is "How Alan Forrester wants to be understood" -  then 
advocating free will in a society where most people think it's got something to do 
with a soul - is a way to be misunderstood. I think in some cases, like that, you 



should give a damn.

I think the substance of this debate rests on bad ideas accepted by both sides, 
like ultimate causes. So then the question becomes: leaving aside the crap, 
which side is better?

And if I don't want to give a damn about the opinions of real people, then why 
should I want to give a damn about those of fictional characters you have 
invented?

Because the argument by analogy with fictional people I think illustrates some 
important ways in which using the term free will is misleading. Again, I think we 
are very close on this. The difference I have with you is I think that advocating 
free will, in a society that seems to have already decided that free will entails 
some stuff that is just plain wrong, causes lots of extra work to do to undo 
misunderstandings. I think people are responsible for their choices, which are 
real. But they are determined by prior causes. Like all events are.

Most people think some events are not. Those who advocate people as the first 
and ultimate cause of their choices.

So your position is that I should throw out the words "free will" and "voluntary" 
and anything else that might conceivably be misunderstood by anybody? Does 
that include the word "knowledge" that many people interpret in terms of JTB and 
for which some people have supernatural explanations?

Alan



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: January 24, 2013 at 10:03 AM

On Jan 22, 2013 1:04 PM, "Dan Frank" <danjfrank@gmail.com> wrote:

On Tue, Jan 15, 2013 at 6:56 PM, Nicolas Marquis Kirchberger
<oberon.nmk@gmail.com> wrote:

Le 2013-01-15 à 21:26, "jon_oliver@trendmicro.com" 
<jon_oliver@trendmicro.com> a écrit :

On Tuesday, 15 January 2013 10:10 PM, Rami Rustom wrote:

On Jan 15, 2013 4:22 AM, "jon_oliver@trendmicro.com"
<jon_oliver@trendmicro.com> wrote:
Rami, I would like to thank you for writing out these emails on BOI group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rombomb@gmail.com> wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
       "If this idea is true then it is false, else if this idea is false then it is 
true."
Idea(1) is neither true nor false.

No, an idea cannot be true and false at the same time.

I agree with you an idea cannot be true and false at the same time.

I said that *an idea is either true OR false*, which means that it can't be true 
AND false.



No.
We need a 3rd category.
Ideas are (i) true (ii) false, or (iii) neither-true-nor-false

We do not need another category if we use the mathematical tool called 
"indexing" as in general semantics:

Let's posit "idea x" as the "an idea" from the before mentioned quote.
If idea x is an element of reality, then it exist in time.
Since it exist in time, we might index idea x at a time t as  x(t).
It is therefore possible that idea x might be true at time t and false at time t+1, 
after the function "then it is false" has been applied.
Likewise it might be true again at time t+2.

As you see, the physics-mathematical methods of general semantics solves 
lots of so-called paradoxes by using more advanced kind of distinctions :-).

It looks like this advanced distinction is of the kind that regular
people routinely make without significant consideration.  Right?  I
mean, if you presented a random person off the street with

"If this idea is true then it is false, else if this idea is false then it is true."

Most of them would roll their eyes and say it was dumb and didn't mean
anything.  They wouldn't take it seriously.

Using your semantic distinction you've now arrived at the same
conclusion, but with lots of time spent considering it.  What progress
was made over a common sense approach?

Shouldn't philosophy strive to at *least* not be consistently
outperformed by a common sense layman's approach?  And *good*
philosophy should perform significantly better than that.

On a side note, what about AGI? To create AGI, don't we need to think
of ideas the way he is (or at least both ways, yours and his)?

-- Rami



-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Psychology of learning
Date: January 24, 2013 at 1:04 PM

http://www.youtube.com/watch?v=XKxBKfRph_g

A commentor said:

My friend and I both watched that video and got different ideas from what it was 
trying to express to the viewer. It seemed to me like to be saying to work toward 
goals, just don't expect to reach them the first time and don't get depressed if 
you fail, and that you are wrong to expect things to go the way you wanted the 
first time around.

Kinda like if you can only be that C student, don't expect to be an A student (the 
example given in the movie) be happy with your B and don't get depressed 
cause you can't be something you're not; you're wrong to expect that an A even 
if you worked your butt off for it.

Am I missing something here?

End quote.

That first part is good advice. Here's a different way of saying it...

When one tries to solve a new problem, its impossible to know from the
start what child-problems he'll be faced with. There might be 1000
child-problems that need solved before the parent-problem can be
solved. And, with each attempt at solving the parent-problem, the
person might successfully solve one of its child-problems. This is
real progress that one should take pride in -- feel good about. Once
all of the 1,000 child-problems are solved, then the parent-problem is
solved.

For example, say the parent-problem is to beat a game that you've
never played before. At the start, you have no idea whats entailed in
beating the game -- "beating the game" means solving the
parent-problem. As you play, you learn about specific child-problems
and solve them, one by one, incrementally. Once you've solved all of

http://www.youtube.com/watch?v=XKxBKfRph_g


the child-problems, you've beaten the game (i.e. solved the
parent-problem).

[How do I segue to...]

Why do people get disappointed? Because they get stuck. Why do they
get stuck? Because they are discouraged. Why do they get discouraged?
Because they failed repeatedly. Why? Because some problems are harder
to solve because they are more complex, by "complex" I mean that there
are multiple problems which depend on each other -- so all of them
have to be solved together in order to solve any of them. [This seems
redundant to my explanation above about the 1,000 child problems. Is
it?]

[Now I need an example. I recall Elliot wrote a post with an example
of this. Anybody know where that post is?]

As for the second part of the commenter's reply, which was...

Kinda like if you can only be that C student, don't expect to be an A student (the 
example given in the movie) be happy with your B and don't get depressed 
cause you can't be something you're not; you're wrong to expect that an A even 
if you worked your butt off for it.

I don't agree with that explanation because it implies that there is a
limit to one's progress. There is no such limit. The only limit people
have is the laws of physics. This is what is meant by:

"...everything that is not forbidden by laws of nature is achievable,
given the right knowledge." _The Beginning of Infinity_, by David
Deutsch.

So, the "right knowledge" (in a given context) is the solution to a
problem -- and there is no law of physics that prevents one from
learning that solution.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Subjective truth
Date: January 24, 2013 at 1:14 PM

I recently encountered somebody using the term "subjective truth"
without explaining what it is. So I said:

What is a subjective truth?

Do you mean ideas like this? *I like chocolate ice cream more than
vanilla ice cream.* But I would consider that an objective truth.

Or do you mean ideas like this? *Chocolate ice cream tastes better
than vanilla ice cream.* I consider this objectively false since there
are people that like the taste of vanilla over chocolate.

So, these qualia-dependent ideas are not subjective truths. They are
objective truths (or falsehoods).

Or am I missing something? What sort of ideas do you think could be
subjective truths?

So he replied:

Start quote.

Subjective truths are value-based statements which are not objective truths. "I 
think chocolate ice cream is the best flavor" is a subjective opinion, not objective 
fact. It may be objectively true an individual holds a certain opinion, but it is an 
objective statement about something inherently subjective.

When I say value-based statements, I mean values which will determine what is 
good or bad or what motivates us as people. There is an important distinction 
between objective and subjective values: Objective values only make empirical 
measurements which can be objectively falsified, and subjective values indicate 
what is important to humans and cannot be falsified — at best, you may 
determine what opinions are most collectively held or most popular, even if you 
may be able to in principle falsify whether or not they truly hold those opinions 
with some advanced brainwave-reading lie detector.



Objectivity holds no opinions. It does not know a flavor is good or bad. No such 
values are objective.

Now, you may believe objectivity may be superior to subjectivity, but this is a bit 
of a mistake. When it comes to discovering scientific truths, yes, objectivity is 
best… but not for enriching our lives, or even for our own survival — individually 
or collectively. That is, unless objectivity is used in a way subordinate to 
subjectively determined goals, in which case you may use objective metrics to 
determine whether or not something is conducive toward your goal.

Objectively, there is no reason to value your life or the human race — there is 
only a biological self-preservation mechanism, and built-in mechanisms to 
ensure we will be distressed if other human beings are being hurt. My amygdala 
will emotionally stir me if I witness a murder. But it is a mistake to confuse this 
objective cause with truth. All thoughts, all opinions, and all of consciousness 
arises from objective events in our brains, and yet that does not make our 
beliefs true. Even demonstrably false beliefs held by humans can only be held in 
the first place because our brains. Prey animals will want to cling to life at all 
costs, and predators will want to catch them and end their lives at all costs, yet 
both are programmed by nature to value their own lives, even when these 
desires are in conflict.

If one values only objective truth, this inevitably leads us down the path of 
nihilism. Objectivity has nothing to say about our lives, our species. It has no 
opinions. Yet, at the same time, there is objectively no reason to not value our 
lives — it is indifferent, objectivity will not protest. Objectivity and subjectivity are 
like water and oil; they will not blend together. But both are components of our 
experience as humans, thus becomes a gestalt in the full picture of conscious 
experience.

As I will behold this vantage point throughout my entire life as a human being, it 
behooves me to value both major components of the human experience. I value 
objectivity and subjectivity. And when you think about it, if I choose to value 
objectivity, I am still making a subjective determination about the value of 
objectivity, as objectivity cannot value itself — the subjective factor simply is; it is 
for you to decide if it is good or bad.

This is an ineluctable truth: Everything which motivates us sprouts from a 
subjective axiom. These subjective axioms have an objective cause, yet as 
everything in the purview of the objective realm has no subjective value 



coloration, this neither validates nor invalidates the opinions. It is neither 
objectively good nor bad we hold these subjective beliefs, and indeed to say 
anything is objectively good or bad is oxymoronic. Objectively, all of this simply 
is. Subjectively, it is our prerogative as individuals to decide; our beliefs and 
opinons can only be self-vindicated, or shared by others.

My choice is that both personal and collective values are vitally important in my 
experience as a human.

End quote.

What do you think?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Closed-minded
Date: January 24, 2013 at 2:00 PM

On Jan 20, 2013, at 4:56 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jan 20, someone wrote:

I have not answered you because I believe that no matter what I say...
you will not be able to grasp my meaning.

That's a pessimistic view -- one that I don't agree with.

You can argue that all day
long. It is not based on anything empirical. However, my belief stems
from your thinking processes.

I believe the human mind is your God.

I don't believe in a God. So I don't know what you mean there.

That does not follow. It is a non sequitur.

Just because you don't believe in God doesn't mean all religious ideas are 
incomprehensible to you, or that you're ignorant of them.

-- Elliot Temple
http://elliottemple.com/

-- 
-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 24, 2013 at 2:09 PM

On Jan 20, 2013, at 6:13 AM, Rami Rustom <rombomb@gmail.com> wrote:

K. I retract my claim that Einstein believed that truth is objective.

Instead of making and then retracting claims, all in ignorance, I think a better way 
to discuss involves trying to learn about the topics one speaks about.

-- Elliot Temple
http://fallibleideas.com/

-- 
-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 24, 2013 at 2:21 PM

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jan 20, someone wrote:
On Jan 2013, Rami wrote:

I disagree. Why do you think its important just because I made an assertion?

'Important' in this case means to achieve communication to another,
which is a common goal for a BB.*

Answering questions and addressing criticism is important. Do you agree?

What does BB mean? I looked it up in urban dictionary but too many
definitions and none seem to fit.

Bulletin board (forum).

phpBB is very popular forum software.

If my assumption is incorrect that would indicate that something else
is your goal - and my presence has no bearing on the communication
process.

Which assumption? I don't follow what you're saying.

I did support it with an explanation. And you ignored it

In part your reply:



It contains a beautiful critique of induction and also the disagreement on 
metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but he 
certainly thought that speculations should be tested by experience, and if 
there is no external (real) world, then how could that happen?

Firstly, by your own description is something OTHER than what applied
to the original assertion.
There's nothing in there for me to ignore - you couldn't find what you
'assumed' about the scientist Einstein.

Thats not what I was talking about when I said you 'ignored'. I'm
talking about what objective reality *is*. So far you've refused
discussing this. Once we agree on what it *is*, then we can talk about
whether or not Einstein believes in "it".

At one point you gave a definition of objective reality, but you said
something in that post that got me thinking that you don't understand
what objective reality means. So I asked you questions for
clarification, and you evaded my questions. That is close-minded.

I tried to get you to engage with me so that we can agree on what
objective reality means, so that we could then talk about whether or
not Einstein believed in it. But you refused. So I played your game by
retracting my assertion thinking that we'd be able to continue, but I
was wrong -- you didn't want to let it go. And I went with you anyway,
yet I'm the one being called close-minded.

What do you hope to gain from saying this to him?

All in all, that's not even an 'explanation'. Even if that's how you
reference to it.

You're conflating my first response with my second response. I should
have been more clear by quoting myself.



What do you hope to gain from saying this to him?

If you wanted him to understand something you wrote in the past better, you 
should have rewritten it better, or written a more useful guide to it. Just making 
references to things like "second response" and only telling him he is "conflating" 
won't clarify matters.

You claim should have been more clear using quoting but then you don't do it 
now. If you messed up in the past, why not fix it?

Why are you ignoring my explanation. That indicates that you are closed-
minded.

This remark is childish.

By "childish", I assume you mean 'not serious'. I disagree. I am serious.

Why assume what he means instead of using a dictionary? The dictionary would 
be more accurate.

(Also why assume instead of guess and then refine with criticism?)

Why do you repeat the mistake of making up word meanings and ignoring the 
dictionaries despite multiple past criticisms of this? Whatever the reason you 
aren't learning from your mistakes and criticism, you should urgently focus on 
dealing with that!!

Writing off someone's ideas as non-serious is one way that people
shield themselves from criticism. Its close-minded.

Because I do not consider Einstein's view important. *You* apparently do



Your assumption as to my view on Einstein is immaterial due to you
introducing the original assertion - and then starting a thread on it.

This is a repeat statement, refer to *(asterisk) above. Repetition is
and indication you have nothing new to add and thus are said to be
'going in circle's'.

Communicating, in circles with someone who makes childish remarks is
not an interest of mine.

I did some more research (by asking a friend).

You didn't ask. Alan volunteered that information without being asked when he 
saw you making a mistake.

Unless stuff happened off list, you're lying about how you got this information on 
your own initiative by "research", but that is not what happened.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Subjective truth
Date: January 24, 2013 at 2:34 PM

On 25/01/2013, at 5:15, "Rami Rustom" <rombomb@gmail.com> wrote:

I recently encountered somebody using the term "subjective truth"
without explaining what it is. So I said:

What is a subjective truth?

In epistemology there is subjective (meaning biased, poorly reasoned, just a 
matter of opinion, so forth) and objective (carefully controlled, not merely a matter 
of taste, so forth. So for example, aspects of aesthetics are objective, not only 
subjective). Subjectivity in this sense is often thought of as be derogatory.

The part of philosophy called "Ontology" is about what exists. If you think that you 
don't have any internal experience of the world, if you have no mind or 
subjectivity, then you can reject this distinction I am about to make. If you think 
other people are (philosophical) zombies, without an internal experience of the 
world that they interpret, this will make no sense. If you *actually are* a zombie, 
this likewise will make no sense to you. the philosopher Daniel Dennet does not 
believe in consciousness and that people have an internal experience of the 
world. at least he has an argument he says he believes for that view. He is a 
zombie (I take him seriously). But I know he is wrong because I know 
consciousness exists. I am experiencing it now and my best explanation of the 
world entails its first person existence. Objectivity in this sense is about objects 
outside your mind, outside your interpretations of them. Apples and tables exist 
out there but we only have interpretations of them, not direct access. Subjectivity 
*is* "your set of interpretations" or, another way this is usually put, "how things 
*seem* to you". The apple or table seems a certain way. You don't have direct 
access to the object. But those things really exist.

A subjective truth of the ontological kind then is something about the personal 
contents of your own mind, that you have knowledge of, which you are unable to 
capture in language, and communicate with another person. How things "seem" 
to you constitute objective truth. So, a description of qualia.

Do you mean ideas like this? *I like chocolate ice cream more than



vanilla ice cream.* But I would consider that an objective truth.

Or do you mean ideas like this? *Chocolate ice cream tastes better
than vanilla ice cream.* I consider this objectively false since there
are people that like the taste of vanilla over chocolate.

So, these qualia-dependent ideas are not subjective truths. They are
objective truths (or falsehoods).

Or am I missing something? What sort of ideas do you think could be
subjective truths?

So he replied:

Start quote.

Subjective truths are value-based statements which are not objective truths. "I 
think chocolate ice cream is the best flavor" is a subjective opinion, not 
objective fact. It may be objectively true an individual holds a certain opinion, 
but it is an objective statement about something inherently subjective.

I think that is wrong. A subjective fact about how things seem to you (of the 
ontological kind, which is just which ice-cream flavor you prefer is actually 
objectively true in the epistemic sense. You are not lying. It *really is* the case 
you prefer chocolate (say) over vanilla.)

So a subjective fact about you that no one else can *experience* as you do just 
the way you do, can be an objective fact about what is really out there.

Say you prefer chocolate and I prefer strawberry. I just can't experience liking 
chocolate ice cream better than strawberry. I just can't, I don't know what that 
would be like. I don't know what it is like to be you. But you do. And only you do. 
How it feels to be you, how things seem to be, to you, these are truths you know. 
But I don't. Sure we can try to communicate and you can try to use language to 
explain *that* chocolate tastes better than strawberry by saying so, but at no point 
can these words have me have your experience. Yet you objectively 
(epistemically) are having some subjective (ontologically) experience.

Your experiences really are happening. You know this from a first person 



perspective. But from over here, in me, I only know that objectively in the 
epistemic sense, if you are not lying to me and I am not otherwise mistaken. I'm 
not you. Subjectively I can only experience being me.

For now.

Brett

-- 



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 24, 2013 at 2:50 PM

On Thu, Jan 24, 2013 at 11:21 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:

I did some more research (by asking a friend).

You didn't ask. Alan volunteered that information without being asked when he 
saw you making a mistake.

Unless stuff happened off list, you're lying about how you got this information on 
your own initiative by "research", but that is not what happened.

I think the reason Rami is reposting the conversation here is so that
he will get criticism and comments on what he has said. What's a more
plausible reason for why he's posting here?

And if that's the reason he's posting here, then he is implicitly
*asking* for that criticism.  It's not explicit, but it's still the
most plausible explanation of what he's doing that I can think of.  Do
you disagree?

You're right that calling it "research" is a stretch.  But I think "I
asked a friend" would not have been a lie in any meaningful way.  "I
reposted this discussion to a list and then someone offered this
comment" is more accurate but also way more information than is
necessary in context, I think.

-- 
-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 24, 2013 at 3:34 PM

On Jan 24, 2013, at 11:50 AM, Dan Frank <danjfrank@gmail.com> wrote:

On Thu, Jan 24, 2013 at 11:21 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:

I did some more research (by asking a friend).

You didn't ask. Alan volunteered that information without being asked when he 
saw you making a mistake.

Unless stuff happened off list, you're lying about how you got this information 
on your own initiative by "research", but that is not what happened.

I think the reason Rami is reposting the conversation here is so that
he will get criticism and comments on what he has said. What's a more
plausible reason for why he's posting here?

Yes but making stuff available for criticism in general is rather different than 
asking about or researching a particular fact.

And if that's the reason he's posting here, then he is implicitly
*asking* for that criticism.  It's not explicit, but it's still the
most plausible explanation of what he's doing that I can think of.  Do
you disagree?

You're right that calling it "research" is a stretch.  But I think "I
asked a friend" would not have been a lie in any meaningful way.

A list and a friend are different.

 "I
reposted this discussion to a list and then someone offered this
comment" is more accurate but also way more information than is



necessary in context, I think.

No meta comment was necessary! What he wrote was also more than necessary. 
He could have just said "regarding einstein, look at this" or something.

-- Elliot Temple
http://fallibleideas.com/

-- 
-- 

http://fallibleideas.com/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 24, 2013 at 4:25 PM

On Thu, Jan 24, 2013 at 12:34 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 24, 2013, at 11:50 AM, Dan Frank <danjfrank@gmail.com> wrote:

On Thu, Jan 24, 2013 at 11:21 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:

I did some more research (by asking a friend).

You didn't ask. Alan volunteered that information without being asked when 
he saw you making a mistake.

Unless stuff happened off list, you're lying about how you got this information 
on your own initiative by "research", but that is not what happened.

I think the reason Rami is reposting the conversation here is so that
he will get criticism and comments on what he has said. What's a more
plausible reason for why he's posting here?

Yes but making stuff available for criticism in general is rather different than 
asking about or researching a particular fact.

I agree they're different.  I don't think it's close to "Research" at all.

But as for "asking"...I agree there are still differences.  But I'm
not sure if the differences are relevant for what he said.  Can you
explain a little more why it's important?

And if that's the reason he's posting here, then he is implicitly
*asking* for that criticism.  It's not explicit, but it's still the
most plausible explanation of what he's doing that I can think of.  Do
you disagree?



You're right that calling it "research" is a stretch.  But I think "I
asked a friend" would not have been a lie in any meaningful way.

A list and a friend are different.

Yeah, and I don't know if Alan is Rami's friend, but let's assume he
is for now.  If so, then the fact that he (implicitly) asked the list
for criticism and then Alan (his friend) offered some could reasonably
be summed up as "I asked Alan."  Same way that if I was in a room full
of friends and I asked a question and one of them (e.g. Bob) answered
I could say I had *asked Bob*.

It is technically inaccurate, no doubt about it.  But it's a summation
of events that preserves the key information to conveyed.

 "I
reposted this discussion to a list and then someone offered this
comment" is more accurate but also way more information than is
necessary in context, I think.

No meta comment was necessary! What he wrote was also more than 
necessary. He could have just said "regarding einstein, look at this" or 
something.

I think this is the most important observation. If Rami had understood
this, all of the above issues would have been avoided.

-- 
-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 24, 2013 at 4:34 PM

On Jan 24, 2013, at 1:25 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Thu, Jan 24, 2013 at 12:34 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 24, 2013, at 11:50 AM, Dan Frank <danjfrank@gmail.com> wrote:

On Thu, Jan 24, 2013 at 11:21 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:

I did some more research (by asking a friend).

You didn't ask. Alan volunteered that information without being asked when 
he saw you making a mistake.

Unless stuff happened off list, you're lying about how you got this 
information on your own initiative by "research", but that is not what 
happened.

I think the reason Rami is reposting the conversation here is so that
he will get criticism and comments on what he has said. What's a more
plausible reason for why he's posting here?

Yes but making stuff available for criticism in general is rather different than 
asking about or researching a particular fact.

I agree they're different.  I don't think it's close to "Research" at all.

But as for "asking"...I agree there are still differences.  But I'm
not sure if the differences are relevant for what he said.  Can you
explain a little more why it's important?

I'll give Rami credit basically for "Does anyone have any comments on any of 



these many emails?" but not for asking "Does anyone have any comments on 
this bit about Einstein?"

And if that's the reason he's posting here, then he is implicitly
*asking* for that criticism.  It's not explicit, but it's still the
most plausible explanation of what he's doing that I can think of.  Do
you disagree?

You're right that calling it "research" is a stretch.  But I think "I
asked a friend" would not have been a lie in any meaningful way.

A list and a friend are different.

Yeah, and I don't know if Alan is Rami's friend, but let's assume he
is for now.  If so, then the fact that he (implicitly) asked the list
for criticism and then Alan (his friend) offered some could reasonably
be summed up as "I asked Alan."  Same way that if I was in a room full
of friends and I asked a question and one of them (e.g. Bob) answered
I could say I had *asked Bob*.

It is technically inaccurate, no doubt about it.  But it's a summation
of events that preserves the key information to conveyed.

Asking Alan would be Rami's initiative to bring it to Alan's attention in particular.

Alan volunteering a reply would be Alan's initiative to bring that issue to Rami's 
attention.

It changes who is the responsible, initiative-taking party.

Rami did take initiative to post his stuff but that's not taking initiative to research 
that particular issue. He never tried to draw attention to that particular part.

Rami did not identify that issue as one he should look into further and then 
pursue that. Neither of those things happened.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


-- 
-- 



From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 24, 2013 at 4:38 PM

On Thu, Jan 24, 2013 at 1:34 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 24, 2013, at 1:25 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Thu, Jan 24, 2013 at 12:34 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 24, 2013, at 11:50 AM, Dan Frank <danjfrank@gmail.com> wrote:

On Thu, Jan 24, 2013 at 11:21 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

I did some more research (by asking a friend).

You didn't ask. Alan volunteered that information without being asked 
when he saw you making a mistake.

Unless stuff happened off list, you're lying about how you got this 
information on your own initiative by "research", but that is not what 
happened.

I think the reason Rami is reposting the conversation here is so that
he will get criticism and comments on what he has said. What's a more
plausible reason for why he's posting here?

Yes but making stuff available for criticism in general is rather different than 
asking about or researching a particular fact.

I agree they're different.  I don't think it's close to "Research" at all.

But as for "asking"...I agree there are still differences.  But I'm
not sure if the differences are relevant for what he said.  Can you
explain a little more why it's important?



I'll give Rami credit basically for "Does anyone have any comments on any of 
these many emails?" but not for asking "Does anyone have any comments on 
this bit about Einstein?"

Yeah.  That level of credit is about what I would assign as well.

And if that's the reason he's posting here, then he is implicitly
*asking* for that criticism.  It's not explicit, but it's still the
most plausible explanation of what he's doing that I can think of.  Do
you disagree?

You're right that calling it "research" is a stretch.  But I think "I
asked a friend" would not have been a lie in any meaningful way.

A list and a friend are different.

Yeah, and I don't know if Alan is Rami's friend, but let's assume he
is for now.  If so, then the fact that he (implicitly) asked the list
for criticism and then Alan (his friend) offered some could reasonably
be summed up as "I asked Alan."  Same way that if I was in a room full
of friends and I asked a question and one of them (e.g. Bob) answered
I could say I had *asked Bob*.

It is technically inaccurate, no doubt about it.  But it's a summation
of events that preserves the key information to conveyed.

Asking Alan would be Rami's initiative to bring it to Alan's attention in particular.

Alan volunteering a reply would be Alan's initiative to bring that issue to Rami's 
attention.

It changes who is the responsible, initiative-taking party.

Okay, yeah, that's relevant.  Good point.

Rami did take initiative to post his stuff but that's not taking initiative to research 



that particular issue. He never tried to draw attention to that particular part.

Rami did not identify that issue as one he should look into further and then 
pursue that. Neither of those things happened.

I see.  Yeah, good point.

-- 
-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 24, 2013 at 4:58 PM

On Jan 24, 2013 1:21 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jan 20, someone wrote:
On Jan 2013, Rami wrote:

I disagree. Why do you think its important just because I made an 
assertion?

'Important' in this case means to achieve communication to another,
which is a common goal for a BB.*

Answering questions and addressing criticism is important. Do you agree?

What does BB mean? I looked it up in urban dictionary but too many
definitions and none seem to fit.

Bulletin board (forum).

phpBB is very popular forum software.

If my assumption is incorrect that would indicate that something else
is your goal - and my presence has no bearing on the communication
process.

Which assumption? I don't follow what you're saying.

I did support it with an explanation. And you ignored it



In part your reply:

It contains a beautiful critique of induction and also the disagreement on 
metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but he 
certainly thought that speculations should be tested by experience, and if 
there is no external (real) world, then how could that happen?

Firstly, by your own description is something OTHER than what applied
to the original assertion.
There's nothing in there for me to ignore - you couldn't find what you
'assumed' about the scientist Einstein.

Thats not what I was talking about when I said you 'ignored'. I'm
talking about what objective reality *is*. So far you've refused
discussing this. Once we agree on what it *is*, then we can talk about
whether or not Einstein believes in "it".

At one point you gave a definition of objective reality, but you said
something in that post that got me thinking that you don't understand
what objective reality means. So I asked you questions for
clarification, and you evaded my questions. That is close-minded.

I tried to get you to engage with me so that we can agree on what
objective reality means, so that we could then talk about whether or
not Einstein believed in it. But you refused. So I played your game by
retracting my assertion thinking that we'd be able to continue, but I
was wrong -- you didn't want to let it go. And I went with you anyway,
yet I'm the one being called close-minded.

What do you hope to gain from saying this to him?

By "this" do you mean the last sentence or the last paragraph or the
last 3 paragraphs?



All in all, that's not even an 'explanation'. Even if that's how you
reference to it.

You're conflating my first response with my second response. I should
have been more clear by quoting myself.

What do you hope to gain from saying this to him?

If you wanted him to understand something you wrote in the past better, you 
should have rewritten it better, or written a more useful guide to it. Just making 
references to things like "second response" and only telling him he is 
"conflating" won't clarify matters.

You claim should have been more clear using quoting but then you don't do it 
now. If you messed up in the past, why not fix it?

The post was already too long -- for the standards of the forum. In
other words, there is already too many cans of worms open, and I
didn't want to open another one.

Why are you ignoring my explanation. That indicates that you are closed-
minded.

This remark is childish.

By "childish", I assume you mean 'not serious'. I disagree. I am serious.

Why assume what he means instead of using a dictionary? The dictionary would 
be more accurate.

I vaguely recall doing this exact equivocation of 'childish' to 'not
serious', of course it was a different context so maybe it was right
in your context but not this one.



(Also why assume instead of guess and then refine with criticism?)

He had been evading my clarifying questions, so in this case I chose
to guess instead of asking another clarifying question.

Why do you repeat the mistake of making up word meanings and ignoring the 
dictionaries despite multiple past criticisms of this? Whatever the reason you 
aren't learning from your mistakes and criticism, you should urgently focus on 
dealing with that!!

I don't understand. What did he mean? I think he means that my
response shares a quality with responses of children. What quality? I
guessed "not serious", since thats a common thing that adults think of
children.

Writing off someone's ideas as non-serious is one way that people
shield themselves from criticism. Its close-minded.

Because I do not consider Einstein's view important. *You* apparently do

Your assumption as to my view on Einstein is immaterial due to you
introducing the original assertion - and then starting a thread on it.

This is a repeat statement, refer to *(asterisk) above. Repetition is
and indication you have nothing new to add and thus are said to be
'going in circle's'.

Communicating, in circles with someone who makes childish remarks is
not an interest of mine.

I did some more research (by asking a friend).



You didn't ask. Alan volunteered that information without being asked when he 
saw you making a mistake.

Unless stuff happened off list, you're lying about how you got this information on 
your own initiative by "research", but that is not what happened.

I asked Rafe offlist, got some help with a few replies, and then later
posted the discussion here, and then I got Alan's input.

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 24, 2013 at 5:30 PM

On Jan 24, 2013, at 1:58 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 24, 2013 1:21 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jan 20, someone wrote:
On Jan 2013, Rami wrote:

I disagree. Why do you think its important just because I made an 
assertion?

'Important' in this case means to achieve communication to another,
which is a common goal for a BB.*

Answering questions and addressing criticism is important. Do you agree?

What does BB mean? I looked it up in urban dictionary but too many
definitions and none seem to fit.

Bulletin board (forum).

phpBB is very popular forum software.

If my assumption is incorrect that would indicate that something else
is your goal - and my presence has no bearing on the communication
process.

Which assumption? I don't follow what you're saying.



I did support it with an explanation. And you ignored it

In part your reply:

It contains a beautiful critique of induction and also the disagreement on 
metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but he 
certainly thought that speculations should be tested by experience, and if 
there is no external (real) world, then how could that happen?

Firstly, by your own description is something OTHER than what applied
to the original assertion.
There's nothing in there for me to ignore - you couldn't find what you
'assumed' about the scientist Einstein.

Thats not what I was talking about when I said you 'ignored'. I'm
talking about what objective reality *is*. So far you've refused
discussing this. Once we agree on what it *is*, then we can talk about
whether or not Einstein believes in "it".

At one point you gave a definition of objective reality, but you said
something in that post that got me thinking that you don't understand
what objective reality means. So I asked you questions for
clarification, and you evaded my questions. That is close-minded.

I tried to get you to engage with me so that we can agree on what
objective reality means, so that we could then talk about whether or
not Einstein believed in it. But you refused. So I played your game by
retracting my assertion thinking that we'd be able to continue, but I
was wrong -- you didn't want to let it go. And I went with you anyway,
yet I'm the one being called close-minded.

What do you hope to gain from saying this to him?

By "this" do you mean the last sentence or the last paragraph or the
last 3 paragraphs?



i meant last 3 (the section) but you could answered either way, it doesn't matter 
that much. you could answer whichever one you have a more interesting answer 
to and in this situation i'll probably like that more than answering the one i meant.

All in all, that's not even an 'explanation'. Even if that's how you
reference to it.

You're conflating my first response with my second response. I should
have been more clear by quoting myself.

What do you hope to gain from saying this to him?

If you wanted him to understand something you wrote in the past better, you 
should have rewritten it better, or written a more useful guide to it. Just making 
references to things like "second response" and only telling him he is 
"conflating" won't clarify matters.

You claim should have been more clear using quoting but then you don't do it 
now. If you messed up in the past, why not fix it?

The post was already too long -- for the standards of the forum. In
other words, there is already too many cans of worms open, and I
didn't want to open another one.

that's no reason to write something counter-productive!! nothing would have been 
shorter and better.

Why are you ignoring my explanation. That indicates that you are closed-
minded.

This remark is childish.

By "childish", I assume you mean 'not serious'. I disagree. I am serious.

Why assume what he means instead of using a dictionary? The dictionary 
would be more accurate.



I vaguely recall doing this exact equivocation of 'childish' to 'not
serious', of course it was a different context so maybe it was right
in your context but not this one.

(Also why assume instead of guess and then refine with criticism?)

He had been evading my clarifying questions, so in this case I chose
to guess instead of asking another clarifying question.

i meant guess and refine with criticism by yourself. not a group effort with him.

you said you "assumed" which is different.

Why do you repeat the mistake of making up word meanings and ignoring the 
dictionaries despite multiple past criticisms of this? Whatever the reason you 
aren't learning from your mistakes and criticism, you should urgently focus on 
dealing with that!!

I don't understand. What did he mean?

what are you talking about? i wrote about you and you ask about him.

I think he means that my
response shares a quality with responses of children. What quality? I
guessed "not serious", since thats a common thing that adults think of
children.

i don't understand this reply. to reiterate: *you* made a mistake, which you've 
made repeatedly. you should figure out how to learn from your mistakes rather 
than repeat them.

Writing off someone's ideas as non-serious is one way that people
shield themselves from criticism. Its close-minded.



Because I do not consider Einstein's view important. *You* apparently do

Your assumption as to my view on Einstein is immaterial due to you
introducing the original assertion - and then starting a thread on it.

This is a repeat statement, refer to *(asterisk) above. Repetition is
and indication you have nothing new to add and thus are said to be
'going in circle's'.

Communicating, in circles with someone who makes childish remarks is
not an interest of mine.

I did some more research (by asking a friend).

You didn't ask. Alan volunteered that information without being asked when he 
saw you making a mistake.

Unless stuff happened off list, you're lying about how you got this information 
on your own initiative by "research", but that is not what happened.

I asked Rafe offlist, got some help with a few replies, and then later
posted the discussion here, and then I got Alan's input.

so as per my discussion with Dan, you did not ask Alan about Einstein or 
research Einstein.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Subjective truth
Date: January 24, 2013 at 6:02 PM

On Jan 24, 2013, at 10:14 AM, Rami Rustom <rombomb@gmail.com> wrote:

I recently encountered somebody using the term "subjective truth"
without explaining what it is. So I said:

What is a subjective truth?

A contradiction.

Do you mean ideas like this? *I like chocolate ice cream more than
vanilla ice cream.* But I would consider that an objective truth.

Or do you mean ideas like this? *Chocolate ice cream tastes better
than vanilla ice cream.* I consider this objectively false since there
are people that like the taste of vanilla over chocolate.

So, these qualia-dependent ideas are not subjective truths. They are
objective truths (or falsehoods).

Or am I missing something? What sort of ideas do you think could be
subjective truths?

So he replied:

Start quote.

Subjective truths are value-based statements which are not objective truths. "I 
think chocolate ice cream is the best flavor" is a subjective opinion, not 
objective fact.

It is a fact that "best flavor" is ill-defined and this comment about it is a bit silly.

It's a fact that you made that comment and think that (in the hypothetical).



It's also a fact that this comment can express some ideas you have, and that you 
really have those ideas.

And so on.

One of the common issues with subjectivists is they don't notice all the objective 
facts that make up the situation they are talking about. Instead they simply notice 
one thing isn't an objective fact (or any kind of fact at all) and then call it a 
"subjective fact" or "subjective truth" in order to communicate ... something 
vague.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Subjective truth
Date: January 24, 2013 at 6:06 PM

On Jan 24, 2013, at 11:34 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 25/01/2013, at 5:15, "Rami Rustom" <rombomb@gmail.com> wrote:

I recently encountered somebody using the term "subjective truth"
without explaining what it is. So I said:

What is a subjective truth?

In epistemology there is subjective (meaning biased, poorly reasoned, just a 
matter of opinion, so forth) and objective (carefully controlled, not merely a 
matter of taste, so forth. So for example, aspects of aesthetics are objective, not 
only subjective). Subjectivity in this sense is often thought of as be derogatory.

The part of philosophy called "Ontology" is about what exists. If you think that 
you don't have any internal experience of the world, if you have no mind or 
subjectivity, then you can reject this distinction I am about to make. If you think 
other people are (philosophical) zombies, without an internal experience of the 
world that they interpret, this will make no sense. If you *actually are* a zombie, 
this likewise will make no sense to you. the philosopher Daniel Dennet does not 
believe in consciousness and that people have an internal experience of the 
world. at least he has an argument he says he believes for that view. He is a 
zombie (I take him seriously). But I know he is wrong because I know 
consciousness exists. I am experiencing it now and my best explanation of the 
world entails its first person existence. Objectivity in this sense is about objects 
outside your mind, outside your interpretations of them. Apples and tables exist 
out there but we only have interpretations of them, not direct access. 
Subjectivity *is* "your set of interpretations" or, another way this is usually put, 
"how things *seem* to you". The apple or table seems a certain way. You don't 
have direct access to the object. But those things really exist.

You claim to experience consciousness but let's slow down.

What is the evidence? State each observation you made which you think requires 
you to be experiencing consciousness.



I won't be able to test whether you really observed that. But that's OK. Maybe I 
could take your word for it but still question and criticize in other ways (e.g. your 
interpretations of those observations).

A subjective truth of the ontological kind then is something about the personal 
contents of your own mind, that you have knowledge of, which you are unable to 
capture in language, and communicate with another person. How things "seem" 
to you constitute objective truth. So, a description of qualia.

Do you mean ideas like this? *I like chocolate ice cream more than
vanilla ice cream.* But I would consider that an objective truth.

Or do you mean ideas like this? *Chocolate ice cream tastes better
than vanilla ice cream.* I consider this objectively false since there
are people that like the taste of vanilla over chocolate.

So, these qualia-dependent ideas are not subjective truths. They are
objective truths (or falsehoods).

Or am I missing something? What sort of ideas do you think could be
subjective truths?

So he replied:

Start quote.

Subjective truths are value-based statements which are not objective truths. 
"I think chocolate ice cream is the best flavor" is a subjective opinion, not 
objective fact. It may be objectively true an individual holds a certain opinion, 
but it is an objective statement about something inherently subjective.

I think that is wrong. A subjective fact about how things seem to you (of the 
ontological kind, which is just which ice-cream flavor you prefer is actually 
objectively true in the epistemic sense. You are not lying. It *really is* the case 
you prefer chocolate (say) over vanilla.)

So a subjective fact about you that no one else can *experience* as you do just 



the way you do, can be an objective fact about what is really out there.

Say you prefer chocolate and I prefer strawberry. I just can't experience liking 
chocolate ice cream better than strawberry. I just can't, I don't know what that 
would be like. I don't know what it is like to be you. But you do. And only you do. 
How it feels to be you, how things seem to be, to you, these are truths you 
know. But I don't. Sure we can try to communicate and you can try to use 
language to explain *that* chocolate tastes better than strawberry by saying so, 
but at no point can these words have me have your experience. Yet you 
objectively (epistemically) are having some subjective (ontologically) 
experience.

Your experiences really are happening. You know this from a first person 
perspective. But from over here, in me, I only know that objectively in the 
epistemic sense, if you are not lying to me and I am not otherwise mistaken. I'm 
not you. Subjectively I can only experience being me.

If you have a particular experience which no one shares or fully observes or even 
perhaps understands, it is objectively true that you had that experience, that you 
experienced that. It's still an objective matter.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationist tries to persuade a Critical Rationalist
Date: January 24, 2013 at 6:19 PM

On Jan 14, 2013, at 5:07 AM, Rami Rustom <rombomb@gmail.com> wrote:

Objective Truth is THE true. Like if there was a god, then god would know it.

This is not good terminology because we need the word "objective" within 
fallibilist epistemology. I would suggest "absolute", "final" or "perfect" truth.

For example, it's important to be able to talk about "objective knowledge" without 
meaning it is the perfect, final truth. Objective doesn't mean "perfect, 
unchangeable". It means you look at the matter objectively -- avoiding biases, 
personal opinion, taste, whim, what you want to be true, and so on.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationist tries to persuade a Critical Rationalist
Date: January 24, 2013 at 6:38 PM

On Jan 15, 2013, at 6:57 PM, jon_oliver@trendmicro.com wrote:

On Tuesday, 15 January 2013 8:11 PM, Brett Hall writes:

Sure. But scientific explanations are guesses. Grand, powerful theories 
perhaps...but guesses nonetheless.

The way you use the word "guesses" is misleading to me (and I imagine other 
readers).
It is clearer if words like "conjecture" / "good explanation" / "bad explanation" are 
used, and the reach / the hardness to vary of these conjectures are discussed.

What is unclear about "guess"? It's the same thing as conjecture except less 
pretentious.

I imagine, most people would not get on a new plane design based on a 
"guess".

Because they think a "guess" has less authority than a "conjecture" or 
"hypothesis" or "theory" or "established fact". But that's a bad way of thinking. We 
shouldn't judge ideas by authority or justification.

I imagine, most people will get on a new plane design based on a "scientific 
conjectures which have faced a test of falsification".

Because you made it sound like it has authority. You're adjusting your use of 
language to manipulate fools. But why should we do that on this list? On this list 
people should try to write clearly rather than to impress.

Especially if those scientific conjectures have reach / are hard-to-vary - meet the 
requirements of a good explanation.

I think there's some confusion since this is the second time saying this.

Reach and hard-to-vary are separate, different concepts. They do not mean the 



same thing. I don't know why you would think they mean the same thing. Could 
you explain your thinking?

-- Elliot Temple
http://beginningofinfinity.com/

-- 
-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] New Year's resolutions are nonsense.
Date: January 24, 2013 at 6:42 PM

On Jan 18, 2013, at 7:35 AM, Rami Rustom <rombomb@gmail.com> wrote:

Someone said: I personally think we should ban all New Years resolutions.

I replied: I don't think that banning New Years resolutions is a
workable replacement solution for the problem that they are supposed
to be solving.

He replied: But if they are nonsense then they aren't solving
anything, hence completely eradicate the concept.

Won't shooting and imprisoning people to deal with the problem of silly New 
Years resolutions do more harm than good?

I replied: But people who make New Years resolutions have problems
that they are trying to solve.

I think it's better to reply to the main thing he said: he advocated violence.

I don't think violence is something to overlook to reply to a subtle epistemology 
point (which the kind of person who advocates violence won't understand your 
point anyway).

-- Elliot Temple
http://elliottemple.com/

-- 
-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] New Year's resolutions are nonsense.
Date: January 24, 2013 at 6:44 PM

On Jan 19, 2013, at 5:15 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 18, 2013 7:07 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 19/01/2013, at 2:36, "Rami Rustom" <rombomb@gmail.com> wrote:

Someone said: I personally think we should ban all New Years resolutions.

I replied: I don't think that banning New Years resolutions is a
workable replacement solution for the problem that they are supposed
to be solving.

A resolution is just a thought. It's a type of intention. The whole idea of banning 
certain thoughts (i.e: thought crime) is a terrible, unnecessary, restriction on 
freedom and so is quite evil. On that basis alone, such an idea can be 
rejected.

I read it as each person banning New Years resolutions for themselves.
It would be impossible for some centralized organization to ban them,
since this organization can't know whats going on in our minds.

That is not a reasonable reading of what he said. Look up the word "ban"!

http://www.merriam-webster.com/dictionary/ban

to prohibit especially by legal means <ban discrimination>;also : to prohibit the 
use, performance, or distribution of<ban a book> <ban a pesticide>

Examples of BAN

 • The school banned that book for many years.
 • The city has banned smoking in all public buildings.
 • The drug was banned a decade ago.
 • The use of cell phones is banned in the restaurant.

http://www.merriam-webster.com/dictionary/ban


-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] New Year's resolutions are nonsense.
Date: January 24, 2013 at 6:49 PM

On Thu, Jan 24, 2013 at 5:44 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 19, 2013, at 5:15 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 18, 2013 7:07 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 19/01/2013, at 2:36, "Rami Rustom" <rombomb@gmail.com> wrote:

Someone said: I personally think we should ban all New Years resolutions.

I replied: I don't think that banning New Years resolutions is a
workable replacement solution for the problem that they are supposed
to be solving.

A resolution is just a thought. It's a type of intention. The whole idea of 
banning certain thoughts (i.e: thought crime) is a terrible, unnecessary, 
restriction on freedom and so is quite evil. On that basis alone, such an idea 
can be rejected.

I read it as each person banning New Years resolutions for themselves.
It would be impossible for some centralized organization to ban them,
since this organization can't know whats going on in our minds.

That is not a reasonable reading of what he said. Look up the word "ban"!

But, since its impossible to ban them, I think that he meant it as a
metaphor. Maybe I'm missing something about metaphors.

Someone said to me, "why do you 'slash' through people's ideas?", and
he was referring to my criticism. Of course he doesn't mean it
literally since we're doing this online and its impossible for me to
commit violence on someone via online discussion, so I took it
metaphorically (that he doesn't like criticism).

http://www.merriam-webster.com/dictionary/ban

http://www.merriam-webster.com/dictionary/ban


to prohibit especially by legal means <ban discrimination>;also : to prohibit the 
use, performance, or distribution of<ban a book> <ban a pesticide>

Examples of BAN

      • The school banned that book for many years.
      • The city has banned smoking in all public buildings.
      • The drug was banned a decade ago.
      • The use of cell phones is banned in the restaurant.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 24, 2013 at 6:52 PM

On Jan 14, 2013, at 7:42 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

[...] all statements of the form "X exists" are unfalsifiable.

Are these unfalsifiable? Why?

Because maybe there is an X somewhere you didn't look yet, and maybe they 
move around to places you already looked. You can't look at all places at the 
same time.

The X is supposed to be a simple object within some limits. Like it can be a black 
swan. Or a cat. But it can't be "X = a dog at 123 Fake St at 2:30pm pacific time 
2013/06/22" which is checkable. It means an X exists anywhere at any time and 
you can't define X to thwart that.

Theory 1: All people get negative emotions when they are presented
with a disagreement between their worldview and a new idea from
someone else.

Theory 2: All people's brains go into a "defensive state" (described
by neurochemical changes X, Y, Z) when they are presented with a
disagreement between their worldview and a new idea from someone else.

#1 requires subjective accounts of people's experiences, and since
they could be lying, there is no way to get objective data. Also the
second part about the disagreement between one's worldview and a new
idea, is subjective -- so again he could be lying, so no objective
data again.

#2 solves that first problem because the experimenter is getting



objective data of the neurochemical changes. But the second problem is
still there.

So, is it the subjectivity problem that makes them unfalsifiable?

What do your examples have to do with anything? To give an example of "X 
exists" you should say something like "cats exist" or "trees exist". You haven't 
said anything of the same form so it's unclear to me what your statements have 
to do with the topic.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 24, 2013 at 6:53 PM

On Jan 15, 2013, at 6:17 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 15, 2013 2:57 AM, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 15 Jan 2013, at 03:42, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rombomb@gmail.com> wrote:

[...] all statements of the form "X exists" are unfalsifiable.

Are these unfalsifiable? Why?

Theory 1: All people get negative emotions when they are presented
with a disagreement between their worldview and a new idea from
someone else.

Theory 2: All people's brains go into a "defensive state" (described
by neurochemical changes X, Y, Z) when they are presented with a
disagreement between their worldview and a new idea from someone else.

#1 requires subjective accounts of people's experiences, and since
they could be lying, there is no way to get objective data. Also the
second part about the disagreement between one's worldview and a new
idea, is subjective -- so again he could be lying, so no objective
data again.

#2 solves that first problem because the experimenter is getting
objective data of the neurochemical changes. But the second problem is
still there.

So, is it the subjectivity problem that makes them unfalsifiable?



Neither of these are existential statements. An existential statement is of the 
form "X exists". Your statements are of the form "All X are Y." Also, the 
statement "X exists and can be found only in specific circumstances Y" may be 
testable but that's different from an existential statement.

I'm confused on this falsifiable idea. I understand it to mean this:

A scientific theory is falsifiable if and only if its possible than an
experiment can rule it out (aka falsify it).

To help me understand this, I'll ask 2 questions that I think are
equivalent. Tell me if I'm right.

What is an example of a theory that isn't falsifiable?

There exists at least one cat at some place and time in the multiverse.

What is an example of a theory that does not pass Popper's line of 
demarcation?

Marxism.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Unfalsifiable theories (was: Justificationist tries to persuade a 
Critical Rationalist)
Date: January 24, 2013 at 6:58 PM

On Jan 15, 2013, at 11:47 AM, Destructivist <deductivist@yahoo.com> wrote:

On Tuesday, January 15, 2013 7:17:14 AM UTC-7, Rami Rustom wrote:

On Jan 15, 2013 2:57 AM, "Alan Forrester"
<alanmichae...@googlemail.com <javascript:>> wrote:

On 15 Jan 2013, at 03:42, Rami Rustom <rom...@gmail.com <javascript:>>
wrote:

On Mon, Jan 14, 2013 at 6:09 PM, Brett Hall 
<brha...@hotmail.com<javascript:>>

wrote:
On 15/01/2013, at 0:01, "Rami Rustom" <rom...@gmail.com <javascript:>>

wrote:

[...] all statements of the form "X exists" are unfalsifiable.

Are these unfalsifiable? Why?

First let's lay some groundwork.

An "observation-type statement" is a description of something that happened
(or existed) at some place and time.

FYI Popper calls these "basic statements". If anyone reads The Logic of Scientific 
Discovery it will be important to know that.

Also, Popper's terminology is standard and I think it's a good idea to use it rather 
than invent new terminology, unless there's a problem.

http://www.britannica.com/EBchecked/topic/480266/protocol-sentence

http://www.britannica.com/EBchecked/topic/480266/protocol-sentence


protocol sentence,  in the philosophy of Logical Positivism, a statement that 
describes immediate experience or perception and as such is held to be the 
ultimate ground for knowledge. Such a statement is also called an atomic 
statement, observation statement, judgment of perception, or basic statement;  
in particular, the term protocol sentence is associated with the work of Rudolf 
Carnap, a 20th-century German-American philosopher of science and of 
language.

This concept does have some misconceptions involved but adding "-type" won't 
fix that.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] If truth was subjective
Date: January 24, 2013 at 7:01 PM

On Jan 16, 2013, at 2:14 PM, Rami Rustom <rombomb@gmail.com> wrote:

What does *truth is subjective* mean?

It means "I want a one-size-fits-all excuse to evade criticism".

Why do people believe it?

They are foolish and irresponsible.

-- Elliot Temple
http://fallibleideas.com/

-- 
-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Inborn fear of heights
Date: January 24, 2013 at 7:02 PM

On Jan 16, 2013, at 8:14 AM, Rami Rustom <rombomb@gmail.com> wrote:

Do people have an inborn fear of heights?

How could they? They are born without knowing what height is. Nor what
falling is. Nor what hurting from a fall is.

I recall learning about a study where babies were given the
opportunity to crawl to the edge of a steep cliff (bed or something)
and the experimenter is looking to see if the babies goes off the
cliff or not. They found that younger babies go off the cliff. Why
does that happen?

Is it because the baby doesn't understand depth perception yet? Or
because he doesn't know that he is far away from the floor? Or because
he doesn't know that being far away from the floor and falling down to
it would hurt?

I don't agree with the assumption here that there is *one* reason young children 
go off the cliff in the experiment.

People vary. People are individuals and do things for many different reasons. 
One guy will go off for one reason, and another will go off for a different reason.

-- Elliot Temple
http://curi.us/

-- 
-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] New Year's resolutions are nonsense.
Date: January 24, 2013 at 7:04 PM

On Jan 24, 2013, at 3:49 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Jan 24, 2013 at 5:44 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 19, 2013, at 5:15 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 18, 2013 7:07 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 19/01/2013, at 2:36, "Rami Rustom" <rombomb@gmail.com> wrote:

Someone said: I personally think we should ban all New Years resolutions.

I replied: I don't think that banning New Years resolutions is a
workable replacement solution for the problem that they are supposed
to be solving.

A resolution is just a thought. It's a type of intention. The whole idea of 
banning certain thoughts (i.e: thought crime) is a terrible, unnecessary, 
restriction on freedom and so is quite evil. On that basis alone, such an idea 
can be rejected.

I read it as each person banning New Years resolutions for themselves.
It would be impossible for some centralized organization to ban them,
since this organization can't know whats going on in our minds.

That is not a reasonable reading of what he said. Look up the word "ban"!

But, since its impossible to ban them, I think that he meant it as a
metaphor. Maybe I'm missing something about metaphors.

You seem to be confusing "impossible" with "undesirable". Tyranny is possible.

He advocated something undesirable and you assumed he didn't mean it 
because of how awful it is. That's not a good way to react. Evil exists. Really bad 
ideas exist.



Even if he advocated something impossible, that doesn't mean he didn't mean 
what he said. He could be wrong. You don't have to edit what he said to 
something you think is reasonable, and therefore obscure the existence of 
unreasonable thinking.

-- Elliot Temple
http://fallibleideas.com/

-- 
-- 

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Subjective truth
Date: January 24, 2013 at 9:18 PM

On Thu, Jan 24, 2013 at 12:14 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

I recently encountered somebody using the term "subjective truth"
without explaining what it is. So I said:

What is a subjective truth?

Do you mean ideas like this? *I like chocolate ice cream more than
vanilla ice cream.* But I would consider that an objective truth.

Or do you mean ideas like this? *Chocolate ice cream tastes better
than vanilla ice cream.* I consider this objectively false since there
are people that like the taste of vanilla over chocolate.

So, these qualia-dependent ideas are not subjective truths. They are
objective truths (or falsehoods).

Or am I missing something? What sort of ideas do you think could be
subjective truths?

So he replied:

Start quote.

Subjective truths are value-based statements which are not objective truths. "I 
think chocolate ice cream is the best flavor" is a subjective opinion, not 
objective fact.

[So, with the help of your ideas, I said:]

It is an objective fact that "best flavor" is ill-defined.

It's an objective fact that you made that comment and think that (in
the hypothetical).



It's also an objective fact that this comment can express some ideas
you have, and that you really have those ideas.

Notice that the versions that I stated, are either objective fact or
objective falsehood, and none are subjective truths. I'll list them
again with slight variation to mimic your version:

- "I like chocolate ice cream more than vanilla ice cream." This is an
objective fact.

- "Chocolate ice cream is the best-tasting ice cream." This is an
objective falsehood because it implies that it applies to all people,
and of course there is at least one person that likes vanilla over
chocolate thus successfully criticizing the idea, thereby rendering it
false.

The criticism I used above applies to your idea that you've labeled as
a "subjective truth". Do you agree? If not, can you explain why its
anything other than an objective falsehood?

Also, can you point out another idea which you consider to be a
subjective truth?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 

http://ramirustom.blogspot.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Christian Epistemology (was: Excusing Evil?)
Date: January 24, 2013 at 11:01 PM

Due to length and complexity of this topic I broke apart the original
thread. This is Part 1 of 3, "Christian Epistemology".

On Thu, Dec 20, 2012 at 4:21 PM, Elliot Temple <curi@curi.us> wrote:
Leaning on one's understanding can be risky. People are wise not to do it all the 
time. For most people, on many issues, they do not know how to intellectually 
reason out a good understanding of the issue. Traditional, religious or common 
sense understandings often provide better knowledge than they would figure out 
themselves.

I, too, do not always lean on my own understanding. I haven't the time to 
question everything and think everything through for myself. The approach I aim 
for is to use existing knowledge as a starting point, and to try to improve it when 
there is a problem or I'm interested in the topic. But if there's no problem and I'm 
more interested in something else, then I can lean on some existing knowledge 
instead of trying to understand it well.

I think you're missing the intent of "lean not on your own
understanding." You're trying to make it into something that's
intended to be rational, when it's not.

What you're referring to is making a conscious decision about what to
learn and what not to learn, at least for now. I've heard that sort of
thing called rational ignorance, and there's nothing wrong with it but
it's still leaning on your own understanding in the biblical sense.
You judge that you have more important things to learn about - *by
your own understanding*. You think the traditional, religious, or
common sense knowledge is better than people would figure out
themselves *by your own understanding*. You use existing knowledge as
a starting point, and try to improve it when there is a problem or
you're interested in the topic *by your own understanding*. You're
picking which knowledge to use or at least start from *by your own
understanding*. In other words, you're still thinking and judging
about what is important to learn.

I do all that too. It's good.



That's not what the Christians I know intend to promote when they
advocate "lean not on your own understanding."

They are saying: Some important things, that you are interested in and
want to know about, are unknowable.
Or: You should not try to learn about some things you are interested
in and want to know about, even if they might be / are knowable.
Or: Even if you have a criticism of something, you've thought about
the criticism a lot but it contradicts the Lord is leading you to do,
ignore the criticism.
Or: Even if you know something better than what the Lord is leading
you to do, and have no criticisms of the better thing other than the
Lord's leading, you shouldn't act on that knowledge.

I think that's very different from what you mean when you say that you
do not always lean on your own understanding.

One other important thing is, how is a Christian supposed to know what
the Lord is leading? Two primary ways:
(1) Tradition (Tradition says what the Lord's opinion is on some things)
(2) Emotion (When tradition doesn't say what the Lord's opinion is,
then you know it by how you feel)

It is the juxtaposition of these two intentions that I find especially
pernicious. It's not that tradition, in and of itself, is bad. It's
the anti-rational attitude towards tradition, coupled with the
elevation of emotional feelings as definitive when tradition is silent
or vague, that is bad.

This is not a full answer but I don't want to write too much without being 
understood. Do you understand what I've said so far? What do you agree with 
or not?

I think I understand, but disagree with the items as I've mentioned.

I do not regard the people who would select such a statement out of a 20-30 
minute talk, then pay substantial money to run it on the radio as a 
representation of their philosophy to the world, to be "so many of the better 
people in the world." They are not. I regard the people who would select and 



promote such a philosophy (or fail to reject it as I did when presented with a 
better alternative) as evil.

I agree that their choice of this statement for an ad is notable and important.

I do not, however, agree that this is representative of everything Christianity is 
about. It has multiple parts, some better than others.

That is correct. There are lots of different and contradictory parts.
No one statement is representative of everything that Christianity is
about, and for many parts of Christianity you can find another part
that contradicts it.

An example is free will. One of the things the Christians I grew up
with were good on is free will. They said often that the choices you
make really matter a lot. What they recommended you to choose was
often quite bad (as in the pastor's quote) but they consistently
stated the idea that it was always your choice. When I rejected
Christianity I didn't reject the idea of choice and free will - I
believe much to my continued benefit.

I was shocked when I learned some years ago that there are other
Christian sects which believe strongly in pretty much the opposite
idea, "predestination." But if you look for it, you can find support
for predestination in the Bible. You can reject free will and still be
a Christian.

What I'm saying is that:
- Some parts of (ideas in) Christianity are major evil.
- Some of the major evil parts are important to many, though by no
means all, Christians. They're commonly believed and promoted
Christians. They're not side issues or tangents or relics that almost
no one takes seriously any more (though there's plenty of evil in that
category too). Additional examples of major evil in mainstream modern
Christianity:
  Obedience to authority as a virtue (especially emphasized for children)
  Altruism / Sacrifice / Virtue of suffering
  Pessimism about the real world and the possibility of progress within it
  Faith as a valid path to knowledge
  Inerrancy of scripture and God's will



- As a result, Christians are not as a general statement, "the better
people in the world" (more in part 2 about this)

Also, what kicked off this thread was you and anontoo discussing
"Becoming a Christian". That phrase has a specific meaning, at least
among the type of Christians I'm familiar with. It means undergoing a
Christian conversion. Specifically, it means: choosing to trust in
Jesus Christ and make him your Lord and savior. It means, literally
choosing to let Jesus run your life. It means choosing the
epistemology expressed in the pastor's ad, explicitly. It means
choosing faith. And it means publicly professing those choices and
trying to get others to make them too.

That's very different from things like "being raised a Christian",
"attending a Christian church", "living a Christian life", or even
"joining a Christian community". Those things are not necessarily an
explicit rejection of critical thinking. "Becoming a Christian" is.

But the epistemology of Christianity would seem to harm rather than help 
attempts to correct errors in moral knowledge, and that's evil.

But it also helps prevent the destruction of moral knowledge, and the introducing 
of errors into moral knowledge.

You've mentioned half of what strong conservatism can do without mentioning 
the positive half.

That's true. It would be more evil to destroy good moral knowledge
than just to fail to improve it, but no one I know with any power
advocates the destruction of moral knowledge.

Further, we know from history that Christianity is, in practice, open to change, 
reform and improvement.

As a religion, compared to some other religions, it is. I think
Judaism is better (As for exemplified by the secular Jews), and Islam
is significantly worse.

Also, the thing above wasn't saying to never think or learn. It said don't lean on 
your understanding regarding one particular type of issue (sadness), not all 



issues. I don't know the context of the original bible quote, but the modern priest 
gave it this limited context for that ad.

The context wasn't sadness. People weren't asking this pastor, "Why am
I sad?" They were asking, "Why do bad things happen?" That's a lot
broader.

The pastor is condoning sadness as an emotional response to bad
things, but then saying "Trust in the Lord" as the only required
explanation as to why the bad things that made you sad happened in the
first place, or what to do about them.

Some of the context of the "Trust in the Lord" quote relates to
another verse, which more clearly specifies that the context is *all
things*:
"And we know that all things work together for good to them that love
God, to them who are the called according to his purpose." (Romans
8:28)

So: God has a plan, and even if you don't know it, you should just
trust that in the end it'll all turn out good.

Some of this context is also the idea that all bad things ultimately
trace back to someone's sin. This sometimes results in particularly
hateful conclusions, like the earthquake in Haiti or the Japanese
tsunami happened because of somebody(s) sin. Even if you can't figure
out any connection, you're supposed to trust in the Lord that its
there.

and it seems to me that moral improvement has occurred despite Christian 
epistemology, not because of it.

You think if Christianity didn't exist we'd have something better, not something 
worse?

Historically, perhaps some other religion would have been better or
worse. Hard to say.

I don't know. I'd be inclined to give odds below 50/50, since I think things have 
turned out relatively well.



Christianity is not the cause of all the evils of history.

Correct. I tried to be clearer in this series about what sort of evils
I attribute to Christianity.

For a lot of european history, everyone was a Christianity, and people weren't 
very good, but that doesn't mean Christianity was the problem, it was more a 
consequence.

Likewise, Christianity didn't cause the enlightenment. It was just shaped by it.

What matters is that things are better now, there is knowledge that didn't used to 
exist. Because so many of the people who created this knowledge that is 
making modern society better were Christians, a lot of the knowledge has been 
incorporated in Christianity or exists in a form that is more accessible if one is 
Christian.

I don't understand that last part at all - in what way is knowledge
more accessible if one is a Christian?

Elliot, is it your opinion that the Christian epistemology leads to learning good 
things and in particular, to growing moral knowledge?

That's not how it works, no.

If not, and if evil is caused by lack of knowledge, then how could Christian 
philosophy be described as anything other than evil? Or perhaps is there 
something substantially less evil at the core of Christian epistemology that I've 
overlooked / never learned about?

Christianity isn't about spreading explicit epistemology, so it's odd to focus on 
that.

I think "Becoming a Christian" as I have described has everything to
do with explicitly accepting and spreading an epistemology. It is the
stated duty of Christians to try to get non-Christians to "Become
Christians" in this way. They call it "spreading the gospel." What is
the gospel? A Christ-centered epistemology, "I am the way, the truth,
and the life..."



Faith is also an enormous part of Christianity as with most religions,
and I think faith is an explicit epistemology. Do you disagree?

According to Christianity the sin that started *all evil in the world*
was the first humans eating from the tree of *knowledge* of good and
evil: Epistemology! It's a sin to try to know things God doesn't want
you to know.

The doctrine of Biblical inerrancy is an explicit epistemological
statement with epistemological implications not only in regard to
morality, but science and history as well.

So, there's a whole lot of epistemology in very important parts of
Christianity. Christianity is not *only* about spreading epistemology,
but its the most important part of it. I don't think it's odd to focus
on it; I think it's odd to ignore it.

--Jason

-- 



From: Jason <auvenj@gmail.com>
Subject: [BoI] Christians as 'the better people' (was: Excusing Evil?)
Date: January 24, 2013 at 11:05 PM

Due to length and complexity of this topic I broke apart the original
thread. This is Part 2 of 3, "Christians as 'The Better People'"

On Thu, Dec 20, 2012 at 4:21 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 20, 2012, at 1:54 PM, auvenj <auvenj@yahoo.com> wrote:
A caveat here: I'm going to talk about a particular kind of Christian - the kind 
that I have lots of experience with. That kind is the evangelical, protestant, 
conservative Christian. I'm not talking about Catholics, and I'm not talking 
about Liberal Christians, not because I think that what I say here doesn't apply 
to them, but because I don't have enough experience to know whether or not it 
does.

There's a Christian church that advertises on a radio station that I listen to. The 
church is this one:
http://www.calvarytucson.com/

The radio station they advertise on is secular / for-profit. The church pays for 
the ads to run in the middle of regular programming in prime time. These ads 
are snippets of audio recordings of sermons their pastor gave the 
congregation, usually the previous Sunday. 30 seconds to a minute of content 
out of a 20-30 minute sermon, selected for the purpose of converting non-
christians and renewing the faith of christians who may or may not attend that 
church.

They've been doing this for years. I have heard enough of these ads to know 
that the pastor's philosophy is close to that of the churches I was raised in and 
representative of the kind of Christians that I'm familiar with.

Sometimes the ads are about topics which I regard as mere side effects of 
supernatural belief: heaven and hell, prayer, angels, praising the lord, etc. 
These are things which I disagree with, but can excuse as comparatively 
harmless mistakes.

But sometimes there is more substance in these ads. This morning was one 
such. I have to paraphrase; since it was a radio ad I don't have an exact 
transcript nor could one be found at the above linked site. It went something 

http://www.calvarytucson.com/


like:
"Christians sometimes ask why bad things happen, and what we should do 
about them. Proverbs tells us, 'Trust in the Lord with all your heart, and lean 
not on your own understanding.' When good things happen, we rejoice...and 
we trust in the Lord. When bad things happen, we are sad...and we trust in the 
Lord. We do not lean on our own understanding."

That is very conservative.

This is in my experience representative of Christian philosophy and more 
specifically, Christian epistemology. That verse in Proverbs was quoted often in 
the churches I grew up attending, as well as by my extended family members 
who remain devoted Christians.

And it is, in my estimation, as near to pure evil as exists in common belief in 
western society today as regards epistemology. There are worse things that a 
few people believe, but nothing I can think of with the number of dedicated 
followers promoting it that this one has.

This is bad but I don't think it's *pure* evil.

For example, consider the practical effects of this teaching, as compared with 
environmentalist teachings.

I think you're comparing the worst environmentalists to mainstream
Christians, which I don't think is a fair comparison.
If we want to compare worst to worst, we should compare extreme
environmentalists like the Earth Liberation Front (ELF) to extreme
Christians like the Christian Identity movement. I don't think such a
comparison is particularly useful, since neither segment has much
power or influence in society, and both are so incredibly bad that
even most poor thinkers still will have nothing to do with them.
If we want to compare mainstream to mainstream, which I think is more
useful, then we should compare popular environmental groups like the
Nature Conservancy or Sierra Club to popular Christian denominations
like the one that sponsored the radio ad.

Environmentalists are trying to destroy civilization.

Can you provide quotes that both: (a) indicate that's what they're



trying to do and that (b) those goals are common and agreed with by
large numbers of mainstream environmentalists?

I would put the civilization-destroying type of environmentalism in
the category of, "There are worse things that a few people believe..."
Yes, there are a few environmentalists who do want to destroy
civilization, like the aforementioned ELF. And I agree that's much
worse than the pastor's quote, but I don't think it's common. The
pastor's quote is common. I'd estimate I heard similar doctrine
preached from the pulpit at least 10 different times in at least 3
different churches. This is the sort of thing preached from the
pulpits of mega-churches which attract thousands of attendees in their
local communities. It is not a fringe element of Christianity.

And they are trying to get the Government to implement extremely destructive 
laws, and they have already had significant success at that.

So are the Christians, especially in my state.

An example: They've succeeded in using government force to restrict
abortions, even by the morning after pill, by classifying it a
surgical procedure that must be performed only at a full hospital.
That's bad enough, but many of the hospitals are catholic which won't
allow abortions. In effect they've managed to drive up the cost of
abortions quite substantially and make abortion unavailable in most
parts of the state. I've heard they've done similar things in other
states.

They've also proposed or passed laws to restrict adoption of children
by homosexual partners or unmarried individuals no matter how
qualified, make divorce more difficult, and fuck up the lives of
teenagers who sext or trade porn by labeling them as "sex offenders"
for life.

Christianity isn't trying to destroy civilization, nor is it lobbying for government 
force to be used to do anything half as destructive as environmentalism actually 
accomplishes. In general, Christianity doesn't want to use force for much.

In my experience, they want to use force for a lot, and when they get
power they do so. Another example: Christians are strong advocates for



the drug war, which results in the US ("land of the free") having a
higher incarceration rate than any other nation in the world.

Another: Christians were behind the "Communications Decency Act",
overtly designed to restrict minors from accessing sexual material and
covertly intended to reduce access by adults as well. Fortunately this
was struck down by the courts.

Another: Christians heavily promoted socialism, though more in the
past than today (more on that below).

Sure, none of these things amounts to promoting the destruction of
civilization. But, neither do the laws passed / promoted by mainstream
environmentalists like Sierra Club.

And when I say "Christians are behind X" or "Christians promoted X", I
don't merely mean that there's a correlation of membership in
Christian churches and a movement for X. Christianity is common, and
such a correlation alone would be meaningless. What I mean is that,
support for X is or was promoted by the leaders of mainstream
Christian churches, in church and/or with church resources.

This sort of tolerance of diversity -- disapproving of many things but not wishing 
to use force against them -- is valuable and good. It's one of the things that 
makes our society work.

Christianity in USA has a long history of staying pretty separate from 
government and pursuing voluntary persuasion. This is one of the things greatly 
mitigating its (many) mistakes.

Trying to persuade people, on a voluntary basis, of bad idea is not evil. It's 
mistaken but ti's a mistake that you can't really avoid. I must be doing that, too, 
sometimes, without realizing some of the ideas I'm advocating are bad.

No it's not evil to persuade people. The idea itself ("trust in the
Lord...") is what's evil.

I just wouldn't call the holders and spreaders of ideas that bad "the
better people in the world." You did, which is what I disagree with.



I'm not saying there aren't some valuable traditions in Christianity.
I'm not saying there aren't worse things in the world than Christianity.
I'm not saying that Christians ought to be suppressed or persecuted or whatever.

I think the reason you saw it as really evil is because you consider it highly 
irrational. I don't think you'll disagree with what I said above, you were focussing 
on something else. I think when there's no force or violence or coercion 
involved, "pure evil" is too strong. But I think it's less irrational than you think.

I tried to be clear but I failed. "As near to pure evil as exists in
common belief in western society today as regards epistemology" was a
long and cumbersome statement.

Is "a really evil idea about epistemology" better?

Partly, I think I have a higher opinion of conservatism than you do.

Yes, I agree that's part of it as regards the broader movement of
conservatism. Perhaps some of my lower opinion of conservatism is
unduly influenced by parochial factors. Other than the time I lived in
New Zealand, I've spent my whole life around conservatives. My state
is conservative in general, and all my extended family are pretty hard
core conservatives. I see their flaws up close and personal a lot.
Perhaps familiarity breeds more contempt than is rational. Many of the
atheists I see from time to time are lefties, but they are fairly
moderately so, as the most extreme lefties tend not to like living in
Arizona and they move to states like California.

It's possible I would think more highly of conservatism if I was
dealing with hard core lefties a lot and real conservatives were rare.
Or maybe not; I've just noticed that I have to work consciously at
avoiding contrarianism for its own sake sometimes.

That said, I agree with the idea that traditions should not be changed
or discarded without thinking carefully and making gradual
improvements. I have a high opinion of that idea.

I also think that you can find a great deal of stuff to object to when you look at 
pretty much anything big and important.



For example, the US government does a huge amount of stuff badly wrong, and 
hurts a lot of people. And unlike Christianity, it's doing a lot of its stuff by force. 
Yet the US government is important and valuable, not evil. Despite its many 
flaws, it's one of the best few governments ever to exist if not the very best. USA 
is an extremely peaceful place compared to pretty much all of history. The 
government is part of how this is achieved, it plays a significant role.

The US government does some evil but it is nothing like pure evil.

Yes, that's true.

How would you categorize an idea parallel to the Christian idea I
cited? Suppose some group took out ads telling people to "Trust in the
Government and lean not on your own productive capabilities"? That's a
pretty fringe lefty kind of view when stated so explicitly, but there
are people who promote that general idea with different words. Even
though the government is not pure evil, would you say that people who
actively promote an idea like "Trust in the government..." are the
better people in the world? I wouldn't, and my guess is you wouldn't
either.

I wonder what big, important things you have a positive opinion of? Which ones 
do you think have little to object to?

There is no longer anything big and important I can think of that I
have little to object to. Most of the things I used to think I had
little to object to, like marriage and science, these discussion lists
have helped me come up with some objections to.

Who then would I say are the better people in the world? Here's what I
think: The better people in the world are individuals who among other
traits, do not accept any big and important thing whole cloth. They
are people who recognize that all of the big important things in the
world have both good and bad parts. They are people who learn how to
effectively discern the good parts from the bad parts. They are people
who learn how to propose and implement ways to improve on the bad
parts without losing the good parts.

Those people may be seen and see themselves as members of classes or



groups: politicians, businessmen, professors, scientists, and yes even
Christians. What's important about them isn't those labels but that
they're critical thinkers, even about their own favored institutions.
I think it's a mistake to conflate that type of critcal thinking
individual with the institution itself or with the majority of people
who adopt the institution's moniker.

A better person might perhaps say things like:
I'm an American but I have major criticisms of the US government.
I'm a political conservative but I have major criticisms of the
Republican Party.
I work for a large corporation but I have major criticisms of large
corporations.
I am married but I have major criticisms of marriage.
I am a Christian but I have major criticisms of Christianity.
etc.
AND I'm doing what I can to improve on the aspects of those
institutions that I have criticisms of.

There are objectively moral teachings in Christianity; things like don't murder 
and don't steal and value life. Those traditions exist in most religions and 
secular value systems as well.

I think you're mixing up the one sentence version with the actual knowledge and 
tradition.

You're right in the following sense: Secular people borrow a lot of
their values from Christianity, just as Christianity borrows values
from other systems. I got my first and primary ideas about free will
from Christianity.

What secular value system does a good job on this topic? Outside this 
community and the philosophers I like? You said most do it, so you should have 
plenty of other examples.

Sure, and its important to be sure that by "good job on this topic"
we're talking about the same thing. What I mean is, in terms of
important moral questions do they promote individual choices that are
about as objectively moral as what Christianity promotes?



I think Libertarian atheists like George H. Smith and Penn Jillett are
pretty good, probably the best I know of outside of these discussion
lists and objectivists. They value human life, and are very strong on
right to property and freedom and privacy. There's still altruism
baked into some of their positions but their biggest flaws tend to be
strong justificationism and in the case of Smith especially, treating
science as an authority.

There are conservative atheists. Though he is most well known for
debunking "UFO" beliefs, conservative atheist James McGaha is also
reasonably good on morality. He's the only reasonably well known
conservative atheist I know outside of objectivists and popperians,
but I would guess there are others. Maybe you know of some?

I've heard of but haven't read Bernard Williams, and from what I hear
he's pretty good - rejecting the worst of the lefty utilitarian stuff,
and promoting moral integrity.

There are significant numbers of secular Jews who reject the
supernatural completely and are still accepted as Jews. [The closest
equivalent in Christianity is Unitarians, only some of whom reject the
supernatural yet most Christians don't regard Unitarians as
Christian.] My experience with secular Jewish morality is limited, but
what I know of it is good. I think it's pretty much standard Judaism
without the nonsense about God and Kosher rules.

Morality is a very common topic of speakers and blog posts at the
local freethought group. A lot of my opinions of secular value systems
are formed by what I see there. Morality is regarded as an important
concept to get right. The moral conclusions most of the speakers
promote are not that different from Christianity; it's the
explanations of why that are different (and mostly wrong, but
Christianity's are mostly wrong too).

The flip side to your question is also interesting: what secular value
systems do a worse job on this topic than Christianity?

The main one I can think of is Marxism and its derivatives. It's true
that Marxism is secular, big, and important, and much worse than
Christianity on morality. In some parts of the world Marxism may still



be common, but not here. I know of three atheists out of about 500 in
the groups I'm a member of who are Marxists. None of them hold
leadership positions. I have more influence in the groups than they
do.

A few Marxist ideas are another matter - some of them are reasonably
common. One part originating with Marxism that I know a lot of
atheists agree with is the idea that one's economic situation matters
a lot and is mostly not under one's control. Yes that's bad, but its
garden variety leftism that a lot of Christian Democrats also agree
with - Christianity does not protect one from such a belief. Then
there's the idea that religion is the opiate of the masses so it ought
to be suppressed rather than simply ignored. That's also from Marxism,
and its bad, and Christian Democrats don't believe it and a lot of
Atheists do. But I don't see much impact of that belief on morality.
No one other than, presumably, the three full-on Marxists wants to ban
or legally restrict religion. The only person who's ever brought up
such an idea, on the Freethought blog, is one of the avowed Marxists.
Among everyone else it seems widely recognized that legally
persecuting religion in general and Christianity specifically is a
really bad idea.

There are also the utilitarians like John Stuart Mill and Peter
Singer. What I've read / heard of it is better than Marxism but
somewhat worse than Christianity. The utilitarian justification is
very bad and leads to seriously wrong moral answers sometimes. Worse
yet, Singer includes animals in his utilitarian calculus. I haven't
read much because as a practical matter Singer goes terribly, horribly
wrong in one of the same general ways that Christians do, which is
altruism. Singer is worse than Christians in that he thinks humans
ought to sacrifice for the benefit of animals as well as other humans.
Christians are worse than Singer in that they think humans ought to
sacrifice for imaginary beings as well as other humans. So, kind of a
wash on the altruism. But on balance I'd classify Singer's and similar
morality as worse than Christianity's.

Other than Dawkins (below), are there other secular value systems you
think are worse than Christianity on morality? Are they commonly
believed and practiced?



What I see is when secular people like Dawkins try to discuss an issue like this, 
they get it far far more wrong than Christianity.

I haven't read Dawkins. Does he say it's OK to murder, or steal, or
not value human life in some circumstances?

The atheists I hang around with don't think it's OK to murder or steal
or not value human life. Their approach to these matters is
justificationist, as was mine before encountering Popper. But so is
Christianity. And they're altruists. But so are Christians. I don't
think they're significantly better or worse in this regard.

Secularists might seem much worse than Christians in resisting
exceptions to their stated values. There is something to this but the
difference is much smaller than it might appear by looking only at
what is explicitly condoned. Christians are better at not condoning
exceptions up front, but there's a strong forgiveness doctrine running
through Christianity on the back end that doesn't exist in secular
circles. This gets used for exceptions as a practical matter after the
fact.

For example, if an atheist and a Christian both find themselves hungry
with no money for food:
The atheist might first justify stealing some bread with a bogus
exception based on need, then steal it.
The Christian might instead just steal some bread, not try to justify
it because his religion doesn't allow bogus exceptions, but then
"repent" and get "forgiveness" for doing it. Only to do it again next
time he's in the same position.

Christians may be seen as significantly better than secularists is in
regard to respect for property versus organized plunder schemes.
Christians have an absolute prohibition on stealing whereas it seems
most secularists are willing to condone stealing in the form of
organized government plunder schemes for something they consider a
good cause. However in my experience this difference is illusory.

Firstly, because of the Christian doctrine of the tithe. This doctrine
explicitly states that all of what is produced does not belong to the
producer, and that keeping all of your own production is itself a form



of theft. Christians I grew up with preached that failing to deliver
one's tithe to the church was "stealing from God".

Secondly, because of the Christian doctrine of rendering unto Caesar
what is Caesar's. Nowhere is it stated in Christianity that the tithe
is the *only* instance where what is produced does not belong to the
producer, and keeping your own production constitutes theft.
Furthermore, money is the explicit biblical example of what is
"Caesar's", indicating that taxes are legitimate to whatever extent
that authorities in power choose to levy them.

Combine these two, and Christian doctrine no more limits organized
plunder schemes than secular belief systems.

In the current era, American Christians are in general more opposed to
plunder schemes than American secularists. However I think the
relative alliance in America of Christianity and capitalism is mostly
accidental rather than a stable product of Christian doctrine or
ideas. The fact that the defining conflict of the 2nd half of the last
century was communism vs. capitalism, and the fact that the communist
states were also explicitly atheist, resulted in a kind of "enemy of
my enemy is my friend" alliance between Christianity and capitalism.
In earlier times, socialism was far more animated by Christian
doctrine than capitalism, and Christian Socialists were prominent
(Francis Bellamy for example). Leftist Christians are rarer today, but
by no means extinct.

Most of the objectively moral parts of Christianity were around before 
Christianity,

I don't think you understand what moral knowledge is, or what Christianity has 
going for it.

Here's what I think moral knowledge is: knowing what values to have
and choices to make in order to have a good life.

Do you think it's different than that?

What Christianity has going for it is: Some good moral ideas promoted



by some Christians, like free will, property rights, respect for life,
not relying on government. Also, the idea of an omnipresent
supervisory agent (God) allows some people with bad ideas about
morality to nevertheless act morally in some circumstances where they
otherwise would not.

What else do you think it has?

Christianity improved over time. Most of what anyone would regard as any good 
today, from Christianity, not only didn't exist before Christianity but didn't exist in 
early Christianity either.

By todays standards, basically everyone was super immoral until like at least, 
say, the year 1750. The moral knowledge before Christianity is really awful 
compared to the moral knowledge in 1750.

I don't even know if early Christianity was any good or improved anything. 
However, Christianity improved over time and became important over time. It 
gained value over time.

All institutions improved with the enlightenment, including
Christianity. However I think Christianity improved less than other
important traditions like government, education, and science. In
relative terms, I think it lost ground. Do you think the opposite or
am I misunderstanding? If you think Christianity improved more than
other traditions, can you explain why/how? If it improved less, then
why would you characterize its adherents as "the better people in the
world?"

Or perhaps were you referring to some Christians I don't know about, who 
reject the epistemology of the Christians I know, when you called them "the 
better people in the world". If so, which Christian sect(s) do you know of that 
reject it? What do they replace it with?

Or are you merely excusing the evil in Christian epistemology because, in the 
main, Christians take the evil at the core of their philosophy somewhat less 
seriously than some other religions, like Islam?

Or perhaps something else I haven't thought of?



Consider environmentalism. It's better at fooling atheists than Christians. This 
means there is something about Christianity that helps resist evils and thereby 
*save the world*.

A large part of this something is the very conservatism you called pure evil 
above.

I think it's Genesis that primarily helps Christians and Jews resist
environmentalism:
"Let us make man in our image, after our likeness: and let them have
dominion over the fish of the sea, and over the fowl of the air, and
over the cattle, and over all the earth, and over every creeping thing
that creepeth upon the earth." (Genesis 1:26)

That's not something I've called evil nor do I think of as evil. Like
free will, it's one of the better parts of the sect of Christianity I
grew up with.

I think you should read _Reflections on the Revolution in France_ by Edmund 
Burke. If you understand that book, and the issue of the French Revolution, I 
think that would help a lot with understanding this issue. Burke is the foremost 
advocate of what we might call "rational conservatism".

Thanks, I've added it to my reading list.

--Jason

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] what Popper says justificationism is
Date: January 24, 2013 at 11:06 PM

Popper in Conjectures and Refutations:

Highlight:

The members of the first group--the verificationists or justificationists-hold, 
roughly speaking, that whatever cannot be supported by positive reasons is 
unworthy of being believed, or even of being taken into serious consideration.

Justification is, as I have said, about supporting stuff (aka increasing its status) 
with positive arguments or reasons.

The status increase may be infinite or infallible, or it may be incremental and 
fallible. In all cases it's justificationism.

This is what Deutsch gets wrong. He only rejects the infallible sort of 
justificationism (and inductivist sorts), not the whole of justificationism. He 
advocates good hard-to-vary explanations as the new criterion of (fallible) 
justification (kind of like Popper was accused and misunderstood as advocating 
testability as the new criterion of justification, except Deutsch is actually doing it 
while Popper wasn't). He thinks that if you have a good explanation that is a 
positive reason to think your idea is better (more "solid" as he might say; high 
status as I might say), and as long as you don't stray into infallibility, the quest for 
certainty, the quest for feelings instead of truth, induction, etc, then Deutsch 
(contrary to Popper and myself) thinks you are OK.

Fuller quote [sorry for lack of formatting]:

Like many other philosophers I am at times inclined to classify philosophers as 
belonging to two main groups--those with whom I disagree, and those who 
agree with me. I also call them the verificationists or the justificationist 
philosophers of knowledge (or of belief), and the falsificationists or fallibilists or 
critical philosophers of knowledge (or of conjectures). I may mention in passing 
a third group with whom I also disagree. They may be called the disappointed 
justificationists--the irrationalists and sceptics. The members of the first group--
the verificationists or justificationists-hold, roughly speaking, that whatever 



cannot be supported by positive reasons is unworthy of being believed, or even 
of being taken into serious consideration. On the other hand, the members of 
the second group--the falsificationists or fallibilists--say, roughly speaking, that 
what cannot (at present) in principle be overthrown by criticism is (at present) 
unworthy of being seriously considered; while what can in principle be so 
overthrown and yet resists all our critical efforts to do so may quite possibly be 
false, but is at any rate not unworthy of being seriously considered and perhaps 
even of being believed--though only tentatively. Verificationists, I admit, are 
eager to uphold that most important tradition of rationalism--the fight of reason 
against superstition and arbitrary authority. For they demand that we should 
accept a belief only if it can be justified by positive evidence; that is to say, 
shown to be true, or, at least, to be highly probable. In other words, they 
demand that we should accept a belief only if it can be verified, or 
probabilistically confirmed. Falsificationists (the group of fallibilists to which I 
belong) believe--as most irrationalists also believe--that they have discovered 
logical arguments which show that the programme of the first group cannot be 
carried out: that we can never give positive reasons which justify the belief that 
a theory is true. But, unlike irrationalists, we falsificationists believe that we have 
also discovered a way to realize the old ideal of distinguishing rational science 
from various forms of superstition, in spite of the breakdown of the original 
inductivist or justificationist programme. We hold that this ideal can be realized, 
very simply, by recognizing that the rationality of science lies not in its habit of 
appealing to empirical evidence in support of its dogmas-astrologers do so too--
but solely in the critical approach--in an attitude which, of course, involves the 
critical use, among other arguments, of empirical evidence (especially in 
refutations). For us, therefore, science has nothing to do with the quest for 
certainty or probability or reliability. We are not interested in establishing 
scientific theories as secure, or certain, or probable. Conscious of our fallibility 
we are only interested in criticizing them and testing them, in the hope of finding 
out where we are mistaken; of learning from our mistakes; and, if we are lucky, 
of proceeding to better theories. Considering their views about the positive or 
negative function of argument in science, the first group--the justificationists--
may be also nicknamed the 'positivists' and the second--the group to which I 
belong--the critics or the 'negativists'. These are, of course, mere nicknames. 
Yet they may perhaps suggest some of the reasons why some people believe 
that only the positivists or verificationists are seriously interested in truth and in 
the search for truth, while we, the critics or negativists, are flippant about the 
search for truth, and addicted to barren and destructive criticism and to the 
propounding of views which are clearly paradoxical. This mistaken picture of our 
views seems to result largely from the adoption of a justificationist programme, 



and of the mistaken subjectivist approach to truth which I have described. For 
the fact is that we too see science as the search for truth, and that, at least 
since Tarski, we are no longer afraid to say so. Indeed, it is only with respect to 
this aim, the discovery of truth, that we can say that though we are fallible, we 
hope to learn from our mistakes. It is only the idea of truth which allows us to 
speak sensibly of mistakes and of rational criticism, and which makes rational 
discussion possible--that is to say, critical discussion in search of mistakes with 
the serious purpose of eliminating as many of these mistakes as we can, in 
order to get nearer to the truth. Thus the very idea of error--and of fallibility--
involves the idea of an objective truth as the standard of which we may fall 
short. (It is in this sense that the idea of truth is a regulative idea.) Thus we 
accept the idea that the task of science is the search for truth, that is, for true 
theories (even though as Xenophanes pointed out we may never get them, or 
know them as true if we get them). Yet we also stress that truth is not the only 
aim of science. We want more than mere truth: what we look for is interesting 
truth-truth which is hard to come by. And in the natural sciences (as distinct from 
mathematics) what we look for is truth which has a high degree of explanatory 
power, which implies that it is logically improbable. For it is clear, first of all, that 
we do not merely want truth--we want more truth, and new truth. We are not 
content with 'twice two equals four', even though it is true: we do not resort to 
reciting the multiplication table if we are faced with a difficult problem in topology 
or in physics. Mere truth is not enough; what we look for are answers to our 
problems. The point has been well put by the German humorist and poet Busch, 
of Max-and-Moritz fame, in a little nursery rhyme--I mean a rhyme for the 
epistemological nursery: 16 Twice two equals four: 'tis true, But too empty, and 
too trite. What I look for is a clue To some matters not so light.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Jason <auvenj@gmail.com>
Subject: [BoI] Christianity and the Beginning of Infinity (was: Excusing Evil?)
Date: January 24, 2013 at 11:08 PM

Due to length and complexity of this topic I broke apart the original
thread. This is Part 3 of 3, "Christianity and the Beginning of
Infinity"

In another thread Elliot Temple wrote:

in this way it's similar to atheism. not all atheists, but many, are rejecting 
christianity, they are agreeing it's important whether you believe in God and then 
giving the unpopular answer. they are accepted a lot of the mainstream problem 
situation then giving opposite answers.

The part I want to address here is about whether it's important if you
believe in God, and what that means for the Beginning of Infinity.

I think whether it matters or not depends on the kind of God you
believe in. After I read Popper, I took to calling different
conceptions of God "God conjectures" in other forums.

Some people believe in God conjectures that aren't very important. For
example, some people believe in a "watchmaker God" who set the
universe in motion then left it completely alone. Some people believe
God is a "life force" that separates the living from the dead. Some
people believe in God as a "divine spark" that humans have and other
animals don't (AKA a "soul"). Some people believe that God is just a
metaphor for all that is right and good in the world. Some people
think there's a spiritual world you go to after you die, and God is
there along with all your dead family members, but we don't know much
else about it and it doesn't much matter in everyday life. Some people
believe that God is the wisdom of the ages passed down in stories to
help us understand. And on and on.

I even believe some of these God conjectures myself, though I don't
call them "God". I do think there's a difference between dead and
alive, and I do think humans have something important that other
animals don't, etc.



I don't think its very important whether or not someone calls those
things "God" or something else. I don't think it's important if that's
the type of God they believe in. It's more socially acceptable to do
that than to call oneself an atheist, at least for now. If someone is
concerned about social acceptability, like if they are running to win
political office or trying to lead a large business organization, it
makes a lot of sense to profess belief in God when internally one
means those kinds of Gods.

However, I do think it is important whether or not you believe in the
God we've been talking about in this thread. Specifically, the God of
conservative evangelical Christianity: An omniscient, omnipotent,
omnipresent, omnibenevolent God, a God who commands specific actions
and prohibits other actions, who intervenes in the world, who punishes
people who don't believe in him, who commands people who do believe in
him to make converting unbelievers their primary mission in life, who
demands tithes and sacrifices, who has very specific (and evil) things
to say about epistemology, who has historical assertions that must be
believed as inerrant, etc. I think most if not all of these features
are shared with other common God conjectures, like the God of Catholic
Christianity, the God of Orthodox Judaism, and the God of Islam. Those
Gods are common and important. It matters a lot whether or not you
believe in that kind of God

That's the kind of God conjecture to which I have important
criticisms. It's the kind of God for which I am an outspoken atheist.

Do you disagree? Do you think its not very important whether someone
believes in the kind of God that conservative evangelical Christians
believe in? Since you called Christianity a big, important thing I'm
guessing you also think whether or not one believes in the Christian
God is important too, but I want to be sure.

If your original propositions are right: the better people are the
ones who become Christians, and Christians are the ones saving the
civilization - then civilization would seem to have a serious
existential problem at hand.

This important kind of God - the Christian God - is fairly fragile in
the presence of modern science. I'm not saying that one can't believe



in the Christian God and modern science at the same time - some people
do. But its an unstable relationship that appears to be in terminal
decline. I've been told that a large majority of practicing scientists
are atheists, which sounds likely. I was only 14 when I started
realizing the Christian God was completely false, primarily because I
was interested in and studied science. I did watch Sagan's "Cosmos" at
some point in my youth, which may have been formative as it is atheist
in outlook, but its not a propaganda piece. I didn't read tomes
promoting atheism, and as far as I know I never met or talked to an
atheist until I was one myself. I was an atheist before I'd heard of
libertarianism, objectivism, or Popperian epistemology.

Point being: Atheism isn't obvious, but it seems to me that its
relatively easy to arrive at - far easier than the philosophies which
you seem to think are required as prerequisites to keep atheism from
being dangerous.

Shortly after someone realizes that the Christian God is false, its
common for them to think that anyone who doesn't agree its false after
a little bit of discussion is, at best, either lieing to themselves or
an idiot. That's a mistake. It's grounded in the bad idea that the
truth is obvious.

Nevertheless, it's a mistake I made and a mistake I think is extremely
common. If there hadn't been significant numbers of outspoken
Libertarian atheists I woudn't have joined the Libertarian Party. The
strong Christianity of the Republicans is what put me off them right
from the start, and before I found the LP I was sort of a reluctant
Democrat. If Objectivism hadn't been an atheistic philosophy I doubt
it would have interested me much either. Atheism regarding the
Christian God was sort of an entry prerequisite that someone had to
pass before I'd take them and their ideas at all seriously.

After being exposed to more, I now understand there are explanations
for believing in the Christian God other than lieing to oneself and
being an idiot. And also, that there are other important ways of
lieing to oneself and being an idiot - it's not only believing in the
Christian God that's a big problem. And I've learned that the truth
isn't obvious even if it seems so in hindsight. So atheism as a
pre-requisite is a mistake I'm working hard not to keep making.



But I'm also no longer in danger of being swayed by things like
radical environmentalism or socialism. If the only outspoken atheists
who had been around when I was a young atheist were lefties, it
might've been different. I might well have come to think that lefties
were the only people in the world not lieing to themselves and being
total idiots. And then become a lefty myself. Perhaps my situation was
unusual, but I doubt it.

The fastest growing religion in America is "no religion". Compared to
other local groups the atheist groups I know of are growing quickly.
If every objectivist and critical rationalist in town just shut up
about atheism, it would still be growing. If every objectivist and
critical rationalist started promoting Christianity, atheism would
still be growing. Objectivists and Critical Rationalists aren't
responsible for most of atheism's growth. Atheism seems to be growing
much faster than Objectivism and Critical Rationalism even on a
percentage basis, if for no other reason than that its a lot easier to
understand atheism. So people commonly come to atheism first, and
where they go from there depends on what they encounter and perceive
as available choices.

I think its possible for people to be atheists without getting sucked
in by all the worst lefty political crap, even if they aren't (yet)
Objectivists or Critical Rationalists. One of the ways is for those of
us who aren't leftists to challenge leftist crap loudly and often
whenever its promoted at atheist groups. To do that, we have to be
there. I think its important to effectively promote the idea that
atheism and leftism are not inherently linked, not say we have to
teach people good (but hard) philosophy before we can trust them to be
atheists. They're going to be atheists anyway.

I was able to keep my local freethought group from becoming an arm of
the Democratic party - which was the direction it was headed in. I
think that's worthwhile.

How do you see it playing out if the non-lefties with good philosophy
call Christians the "better people in the world" and refrain from
public criticisms of the Christian God? Doesn't that cede an important
and growing demographic to the lefties without a fight? Doesn't it



result in more lefties?

It seems to me that a scenario where people like us appear to support
Christianity and the Christian God leaves most people with an apparent
false choice: an explicitly bad and largely static epistemology with
nonsensical supernatural beliefs but perhaps some decent morals, or a
secular system that appears to comport much better with physical
reality at least as regards questions of science but is apparently
linked to left-wing politics. Such a choice is not good for progress
and probably dangerous to civilization in its own right.

I'm not suggesting that objectivists and critical rationalists go door
to door trying to convert Christians into Atheists while ignoring
philososophy and morals. I'm just saying that Christians don't deserve
our unqualified praise as the better people in the world nor being
spared our strongest criticisms based on the flawed idea that they're
somehow saving the world. Nor should we abandon participation in
atheist groups simply because there are currently lefties there.

I'd like to see the emergence of a secular Christian movement roughly
equivalent to secular Judaism. That'd be cool. I'd participate. Maybe
even lead at some point when I have more time for such things.
I'd like to see the idea that atheism and leftist politics are linked
die out right along with belief in a Christian-type God.
Most importantly, I'd like to see it recognized by atheists and
Christians alike that the better people in the world are critical
thinkers, not merely those who profess adherence to any particualar
belief.

--Jason

-- 



From: Elliot Temple <curi@curi.us>
Subject: [curi] Re: [BoI] Christian Epistemology (was: Excusing Evil?)
Date: January 25, 2013 at 12:44 AM

On Jan 24, 2013, at 8:01 PM, Jason <auvenj@gmail.com> wrote:

Due to length and complexity of this topic I broke apart the original
thread. This is Part 1 of 3, "Christian Epistemology".

On Thu, Dec 20, 2012 at 4:21 PM, Elliot Temple <curi@curi.us> wrote:
Leaning on one's understanding can be risky. People are wise not to do it all 
the time. For most people, on many issues, they do not know how to 
intellectually reason out a good understanding of the issue. Traditional, 
religious or common sense understandings often provide better knowledge 
than they would figure out themselves.

I, too, do not always lean on my own understanding. I haven't the time to 
question everything and think everything through for myself. The approach I 
aim for is to use existing knowledge as a starting point, and to try to improve it 
when there is a problem or I'm interested in the topic. But if there's no problem 
and I'm more interested in something else, then I can lean on some existing 
knowledge instead of trying to understand it well.

I think you're missing the intent of "lean not on your own
understanding." You're trying to make it into something that's
intended to be rational, when it's not.

Quoting myself, I did not say it was rational, I said

"That is very conservative."

and

"This is bad but I don't think it's *pure* evil."

I was not saying that their approach is mine. Yet it has some things in common, 
and this perhaps helps illustrate why what they are doing is not pure evil.



What you're referring to is making a conscious decision about what to
learn and what not to learn, at least for now. I've heard that sort of
thing called rational ignorance, and there's nothing wrong with it but
it's still leaning on your own understanding in the biblical sense.

If so, the biblical sense is dumb. If you accept some traditional ideas and use 
them as-is you are leaning on tradition not your own thinking. My point is I do 
some of that, Christians do some of that, it is not as pure evil as I thought you 
were saying.

You will no doubt object that doing it universally is pure evil. But whatever the 
Bible intended, today Christians in general do make some judgments about when 
to lean on their own understanding or not, they aren't 100% universally 
conservative. And the particular context the modern radio host gave this quote in 
was limited not universal.

You judge that you have more important things to learn about - *by
your own understanding*. You think the traditional, religious, or
common sense knowledge is better than people would figure out
themselves *by your own understanding*. You use existing knowledge as
a starting point, and try to improve it when there is a problem or
you're interested in the topic *by your own understanding*. You're
picking which knowledge to use or at least start from *by your own
understanding*. In other words, you're still thinking and judging
about what is important to learn.

I do all that too. It's good.

I do more than that. E.g. I hesitate to modify ideas due to concern of messing 
something up that I don't understand. Even when, from what I do know so far, I 
have an idea that's better. And I advocate everyone else do that same.

That's not what the Christians I know intend to promote when they
advocate "lean not on your own understanding."

They are saying: Some important things, that you are interested in and
want to know about, are unknowable.

Yes but not all things! It's limited, and therefore is not pure evil.



The particular things they choose include some where this is halfway decent 
advice that can help people avoid nasty mistakes. It can also cause problems. 
Whether it's net good or bad for some particular individual is, I think, in many 
cases, hard to evaluate. So I wouldn't be calling that strong evil!

Or: You should not try to learn about some things you are interested
in and want to know about, even if they might be / are knowable.
Or: Even if you have a criticism of something, you've thought about
the criticism a lot but it contradicts the Lord is leading you to do,
ignore the criticism.
Or: Even if you know something better than what the Lord is leading
you to do, and have no criticisms of the better thing other than the
Lord's leading, you shouldn't act on that knowledge.

This sort of conservatism causes problems. But it also prevents problems, such 
as French Revolution type mistakes. It can keep civilization alive.

As long as it doesn't block all progress, it's not pure evil.

As long as it doesn't block most progress, it may be pretty decent. (If you're not 
sure which way to read this, it basically means if it's blocking less than 90% of 
progress, it may be pretty decent. It does not mean if it's blocking less than 10% 
it's decent.)

Remember, evolution is deeply conservative. The sweet spot ratio of conserved 
knowledge vs mutated knowledge for evolution per generation is very high.

I think that's very different from what you mean when you say that you
do not always lean on your own understanding.

Yes what I do and they do is different. No doubt about that. But that doesn't make 
what they do awful.

Maybe it would help to look at the competition. What sorts of things do their rivals 
advocate and how well is that working out for them? (I think the answers to this 
are pretty dismal. What do you think?)



One other important thing is, how is a Christian supposed to know what
the Lord is leading? Two primary ways:
(1) Tradition (Tradition says what the Lord's opinion is on some things)
(2) Emotion (When tradition doesn't say what the Lord's opinion is,
then you know it by how you feel)

It is the juxtaposition of these two intentions that I find especially
pernicious. It's not that tradition, in and of itself, is bad. It's
the anti-rational attitude towards tradition, coupled with the
elevation of emotional feelings as definitive when tradition is silent
or vague, that is bad.

People's emotions are typically in line with tradition in important ways. That is 
why, when in doubt, they can be used as guides to how to live traditionally.

This is, btw, also a reason that disregarding emotional dislike of something you 
think is intellectually good, and going ahead with it ("because minds are better 
than feelings" or whatever) is actually irrational and bad.

Traditional knowledge, including via emotions, should be addressed rationally 
(which includes appropriate respect for tradition, humility, valuing incremental 
progress, etc), never ignored.

This is not a full answer but I don't want to write too much without being 
understood. Do you understand what I've said so far? What do you agree with 
or not?

I think I understand, but disagree with the items as I've mentioned.

I do not regard the people who would select such a statement out of a 20-30 
minute talk, then pay substantial money to run it on the radio as a 
representation of their philosophy to the world, to be "so many of the better 
people in the world." They are not. I regard the people who would select and 
promote such a philosophy (or fail to reject it as I did when presented with a 
better alternative) as evil.

I agree that their choice of this statement for an ad is notable and important.



I do not, however, agree that this is representative of everything Christianity is 
about. It has multiple parts, some better than others.

That is correct. There are lots of different and contradictory parts.
No one statement is representative of everything that Christianity is
about, and for many parts of Christianity you can find another part
that contradicts it.

An example is free will. One of the things the Christians I grew up
with were good on is free will. They said often that the choices you
make really matter a lot. What they recommended you to choose was
often quite bad (as in the pastor's quote)

The pastor basically said: if you feel bad because of your intellectual 
understanding, maybe you should try having a bit more faith and feel better that 
way.

This is not a "quite bad" message. In can help people in multiple ways. E.g.:

- it can divert people away from faith-in-intellect and encourage a bit of humility 
and realization people are not so much wiser than (religious) tradition as their 
arrogance might claim

- it can get people feeling better, which is a new situation from which they may be 
better able to intellectual deal with their problems.

This message is also capable of leading people astray. It can be used well or 
badly. It was be used wisely or irresponsibly. It can be taken as a call to optimism, 
or to passivity. This ambiguous, dual nature should be appreciated, rather than 
dismissed as all bad.

but they consistently
stated the idea that it was always your choice. When I rejected
Christianity I didn't reject the idea of choice and free will - I
believe much to my continued benefit.

Great. Note that many others who reject Christianity go on to struggle a great 
deal with the existence of free will and even morality. They chose to lean on their 
understanding on those topics, but their understanding is not so super amazing 



compared to centuries of accumulated and refined wisdom, so they end up worse 
people (in that particular respect).

I was shocked when I learned some years ago that there are other
Christian sects which believe strongly in pretty much the opposite
idea, "predestination." But if you look for it, you can find support
for predestination in the Bible. You can reject free will and still be
a Christian.

I'm not particularly surprised. The Bible is full of contradictions and can be read 
many ways. And even when it can't be read a particular way, who cares? Interpret 
it that way anyway. (See: interpretations of the quran is totally non-violent and 
respectful of women)

Even if 80% of Christians got free will wrong (I think the percentage is much 
lower), I would *still* be saying that Christianity has some valuable knowledge 
about free will and people who have access to it should not be too eager to toss it 
out, and people in the wrong sect could perhaps learn from another sect (even 
atheists or Jews or Buddhists or anyone can learn from Christian ideas, so the 
wrong type of Christian certainly can).

What I'm saying is that:
- Some parts of (ideas in) Christianity are major evil.

ok, but not this.

- Some of the major evil parts are important to many, though by no
means all, Christians. They're commonly believed and promoted
Christians. They're not side issues or tangents or relics that almost
no one takes seriously any more (though there's plenty of evil in that
category too). Additional examples of major evil in mainstream modern
Christianity:
 Obedience to authority as a virtue (especially emphasized for children)

yes but be careful because there's a big element of conservatism there which 
must not be dismissed as purely bad

 Altruism / Sacrifice / Virtue of suffering



yes ugh.

though there's again actually some knowledge and good stuff mixed in there. stuff 
about treating people well has truth to it.

or consider this

http://en.wikipedia.org/wiki/Turning_the_other_cheek

38 ¶ Ye have heard that it hath been said, An eye for an eye, and a tooth for a 
tooth:
39 But I say unto you, That ye resist not evil: but whosoever shall smite thee on 
thy right cheek, turn to him the other also.
40 And if any man will sue thee at the law, and take away thy coat, let him have 
thy cloke also.
41 And whosoever shall compel thee to go a mile, go with him twain.
42 Give to him that asketh thee, and from him that would borrow of thee turn not 
thou away.
—Matthew 5:38–5:42 KJV

certainly this is partly bad.

but partly good. turning the other cheek can prevent some major conflicts that "an 
eye for an eye" would have exacerbated. this can be a good choice at times.

appeasement must be avoided but there is sometimes scope for letting 
grievances go to avoid further conflict. there are situations where it really can 
avoid further conflict instead of emboldening an aggressor.

 Pessimism about the real world and the possibility of progress within it

yes though again not all bad. e.g. there is some wisdom in hope for a better 
future even when you don't know how it could come about. (even concretizing 
that hope into a fiction story could serve some positive role by making the prior 
point easier to swallow for many people).

 Faith as a valid path to knowledge

part of the meaning of this is conservatism as a path to knowledge. which is not 

http://en.wikipedia.org/wiki/Turning_the_other_cheek


*all* bad.

 Inerrancy of scripture and God's will

again this is deeply conservative which is not all bad.

i've made each of these points without even really being familiar with the 
standard Christian arguments on them. i think before you totally condemn 
christianity for this stuff, you should also be posting the possible rebuttals (both 
what I might say, and what better Christians might say) and commenting on that. 
your criticisms are not new, so just presenting them and thinking they settle the 
issue is silly.

- As a result, Christians are not as a general statement, "the better
people in the world" (more in part 2 about this)

who's better?

Also, what kicked off this thread was you and anontoo discussing
"Becoming a Christian". That phrase has a specific meaning, at least
among the type of Christians I'm familiar with. It means undergoing a
Christian conversion. Specifically, it means: choosing to trust in
Jesus Christ and make him your Lord and savior. It means, literally
choosing to let Jesus run your life. It means choosing the
epistemology expressed in the pastor's ad, explicitly. It means
choosing faith. And it means publicly professing those choices and
trying to get others to make them too.

You don't actually get to tell people what their religion or conversion means to and 
for them.

That's very different from things like "being raised a Christian",
"attending a Christian church", "living a Christian life", or even
"joining a Christian community". Those things are not necessarily an
explicit rejection of critical thinking. "Becoming a Christian" is.



given various merits (mentioned above), and various severe problems with 
alternative groups, it is understandable that someone might:

- recognize some of the good in christianity
- want it
- recognize some of the bad in rivals
- want to steer way clear of that

and therefore take an interest in becoming a christian. that is reasonable enough 
and is not necessarily a matter of thoroughly critical thinking.

But the epistemology of Christianity would seem to harm rather than help 
attempts to correct errors in moral knowledge, and that's evil.

But it also helps prevent the destruction of moral knowledge, and the 
introducing of errors into moral knowledge.

You've mentioned half of what strong conservatism can do without mentioning 
the positive half.

That's true. It would be more evil to destroy good moral knowledge
than just to fail to improve it, but no one I know with any power
advocates the destruction of moral knowledge.

Uhh. Dawkins. Harris. Most of the American left. Even more of the political 
spectrum in many other countries.

Of course they don't say "the destruction of moral knowledge -- that is our goal" 
but they do reject and seek to destroy some moral knowledge. free will is a good 
example of some moral knowledge that is under attack.

Further, we know from history that Christianity is, in practice, open to change, 
reform and improvement.

As a religion, compared to some other religions, it is. I think
Judaism is better (As for exemplified by the secular Jews), and Islam
is significantly worse.



Indeed. Please do not interpret any of my remarks as saying Christianity is better 
than Judaism!

Also, the thing above wasn't saying to never think or learn. It said don't lean on 
your understanding regarding one particular type of issue (sadness), not all 
issues. I don't know the context of the original bible quote, but the modern 
priest gave it this limited context for that ad.

The context wasn't sadness. People weren't asking this pastor, "Why am
I sad?" They were asking, "Why do bad things happen?" That's a lot
broader.

I think that most adults, not being philosophically-minded, ask the question "Why 
do bad things happen?" when they are concerned with one or several concrete 
bad things they are sad about. And that most adults hearing that ad will interpret 
the issue along those lines -- practical help and life guidance more than abstract 
philosophy.

The pastor is condoning sadness as an emotional response to bad
things, but then saying "Trust in the Lord" as the only required
explanation as to why the bad things that made you sad happened in the
first place, or what to do about them.

But there is a deeper meaning behind those four words "Trust in the Lord", which 
you can learn about at Church, which you can ask about if you don't understand, 
which many Christians do have some understanding of. No one is expected their 
problems to be solved in four words. It goes beyond that.

So not that four word quote is not "the only required explanation". I think that 
claim betrays a lack of understanding of Christian teachings, or thinking about 
them in the wrong way. I don't think people -- Christian or not -- are quite so 
stupid as you make out.

Some of the context of the "Trust in the Lord" quote relates to
another verse, which more clearly specifies that the context is *all
things*:



"And we know that all things work together for good to them that love
God, to them who are the called according to his purpose." (Romans
8:28)

the context in the bible may be all things, but the context in the ad wasn't.

So: God has a plan, and even if you don't know it, you should just
trust that in the end it'll all turn out good.

and what utter disasters has that idea caused? how does it compare to 
communism, the french revolution, naziism, Maoism, population control, the anti-
DDT scare, modern anti-bio-engineering-crops advocacy, the anti-nuclear lobby, 
etc, etc?

and unlike these other things, i can easily think of some potential significant 
positive aspects. e.g. if i trust in God's plan maybe i'll be less into doing a 
revolution. if we have a society which doesn't have ideas that suppress 
revolutions, we're kinda doomed. i do not believe we are at the point yet where 
purely rational-intellectual non-conservative ideas can do that job effectively.

Some of this context is also the idea that all bad things ultimately
trace back to someone's sin.

now there's an idea with some significant truth to it. people are *far* too eager to 
evade responsibility for bad stuff. and *far* too willing to write off something as 
outside their control and therefore deny responsibility. these attitudes are very 
very bad and knowledge that contradicts them is important. again i do not think 
purely rational-intellectual non-conservative ideas are well developed enough to 
do that job effectively for everyone.

This sometimes results in particularly
hateful conclusions, like the earthquake in Haiti or the Japanese
tsunami happened because of somebody(s) sin. Even if you can't figure
out any connection, you're supposed to trust in the Lord that its
there.

while i can see some potential hatefulness and bad there, i also see some truth to 
it, e.g. the death toll would have been lower in Haiti if they were a more moral 



(less sinful) society (which would have led to more wealth, more disaster-
defenses, etc). Dare I say it, but if people in Haiti lived more like American 
Christians, fewer of them would have died. in japan way fewer people died 
because they are better people there.

and it seems to me that moral improvement has occurred despite Christian 
epistemology, not because of it.

You think if Christianity didn't exist we'd have something better, not something 
worse?

Historically, perhaps some other religion would have been better or
worse. Hard to say.

I don't know. I'd be inclined to give odds below 50/50, since I think things have 
turned out relatively well.
Christianity is not the cause of all the evils of history.

Correct. I tried to be clearer in this series about what sort of evils
I attribute to Christianity.

For a lot of european history, everyone was a Christianity, and people weren't 
very good, but that doesn't mean Christianity was the problem, it was more a 
consequence.

Likewise, Christianity didn't cause the enlightenment. It was just shaped by it.

Agreed.

What matters is that things are better now, there is knowledge that didn't used 
to exist. Because so many of the people who created this knowledge that is 
making modern society better were Christians, a lot of the knowledge has 
been incorporated in Christianity or exists in a form that is more accessible if 
one is Christian.

I don't understand that last part at all - in what way is knowledge
more accessible if one is a Christian?



taking free will as an example, the christian useful knowledge about free will is 
easier to learn and understand (access) if you are:

in this order:

1) a christian of the right type
2) a christian of the wrong type
3) a non-christian, e.g. an atheist

A big reason is that when Christians explain something -- be it free will or most 
anything else -- they will mention or use lots of Christian concepts (e.g. God, but 
also plenty of more subtle or inexplicit stuff). This is easier to understand if you 
are a Christian who understands and agrees with those concepts. It's harder to 
deal with if you never learned those concepts or think those concepts are stupid.

You may look the concepts up, but often their real meaning is more complex than 
a definition on wikipedia gets across, so the ignorant non-christian still has a 
harder time.

Elliot, is it your opinion that the Christian epistemology leads to learning good 
things and in particular, to growing moral knowledge?

That's not how it works, no.

If not, and if evil is caused by lack of knowledge, then how could Christian 
philosophy be described as anything other than evil? Or perhaps is there 
something substantially less evil at the core of Christian epistemology that 
I've overlooked / never learned about?

Christianity isn't about spreading explicit epistemology, so it's odd to focus on 
that.

I think "Becoming a Christian" as I have described has everything to
do with explicitly accepting and spreading an epistemology. It is the
stated duty of Christians to try to get non-Christians to "Become
Christians" in this way. They call it "spreading the gospel." What is
the gospel? A Christ-centered epistemology, "I am the way, the truth,



and the life..."

the gospel is not accurately described as being an epistemology. it's also got a 
morality and some other stuff.

Faith is also an enormous part of Christianity as with most religions,
and I think faith is an explicit epistemology. Do you disagree?

According to Christianity the sin that started *all evil in the world*
was the first humans eating from the tree of *knowledge* of good and
evil: Epistemology! It's a sin to try to know things God doesn't want
you to know.

yet you don't see many christians avoiding university for that reason. so your way 
of understanding and analyzing christianity is either outdated or wrong.

The doctrine of Biblical inerrancy is an explicit epistemological
statement with epistemological implications not only in regard to
morality, but science and history as well.

So, there's a whole lot of epistemology in very important parts of
Christianity. Christianity is not *only* about spreading epistemology,
but its the most important part of it. I don't think it's odd to focus
on it; I think it's odd to ignore it.

yes epistemology is one of the things christianity comments on. it does say quite 
a bit on this topic. i don't know that it's the "most important" part though. i don't 
think any of your arguments above successfully criticize all positions which do not 
say it's the most important part.

i think you should do more research on christianity. i've gone ahead and done the 
minimal research of googling why to be a christian and looked at the top two hits. 
but that's not enough. i think if you want to condemn christianity you should know 
a hell of a lot more about it than i do.

http://christianity.about.com/od/newchristians/p/whychristianity.htm

http://christianity.about.com/od/newchristians/p/whychristianity.htm


6 Reasons to Convert to Christianity:

and the bold headlines:

Experience the Greatest of Loves:
Experience Freedom:
Experience Lasting Joy & Peace:
Experience Relationship:
Experience Your True Potential & Purpose:
Experience Eternity with God:

it doesn't say "learn explicit epistemology". nor are concepts like experience, love, 
freedom, joy, peace, relationships, potential, purpose and eternity particularly 
epistemological.

http://www.all4god.net/reasons.htm

here are 23 reasons why you should become a Christian.

I read the headlines of the 23 and wrote down the numbers that sound like 
epistemology: 6, 11 (maybe), 15 (vaguely), 22

So around 2-4 out of 23.

-- Elliot Temple
http://curi.us/
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From: Brett Hall <brhalluk@hotmail.com>
Subject: Traditional Knowledge (was Re: [BoI] Christian Epistemology (was: 
Excusing Evil?))
Date: January 25, 2013 at 4:11 AM

On 25/01/2013, at 16:55, "Elliot Temple" <curi@curi.us> wrote:

On Jan 24, 2013, at 8:01 PM, Jason <auvenj@gmail.com> wrote:

You judge that you have more important things to learn about - *by
your own understanding*. You think the traditional, religious, or
common sense knowledge is better than people would figure out
themselves *by your own understanding*. You use existing knowledge as
a starting point, and try to improve it when there is a problem or
you're interested in the topic *by your own understanding*. You're
picking which knowledge to use or at least start from *by your own
understanding*. In other words, you're still thinking and judging
about what is important to learn.

I do all that too. It's good.

I do more than that. E.g. I hesitate to modify ideas due to concern of messing 
something up that I don't understand. Even when, from what I do know so far, I 
have an idea that's better. And I advocate everyone else do that same.

That's interesting. Could you expand? Importantly by "ideas" you mean...existing 
ideas generally? Traditional ideas in particular? I thought you meant traditional 
ideas due to matter of the rest of the post that I didn't quote.

So you don't want to modify existing ideas so you don't mess something up, but 
how do you act if that bit of knowledge is required? When you speak of 
"...messing something up that I don't understand." you are speaking of traditional 
knowledge, right? Or are you speaking about scientific stuff too? So existing 
knowledge generally? I'm confused.

When you type "...from what I do know so far, I have an idea that's better." You 
mean you have knowledge *that is better*.



*But* (and this is my query): do you act as if your knowledge, that you explicitly 
say is better, trumps the existing stuff (which can't, now, *be* knowledge). By 
trump I mean: beat, make redundant.

What I mean to say is, your idea is better if there is some criticism of that 
traditional knowledge that is successful and makes your knowledge better than 
that. If they are actually competing ideas (i.e: they purport to explain the same 
thing) and one is better, then as per your other posts recently, one is actually true 
and one is false. There are not degrees. So one is not good and one better. One 
is false and one is true. Better simply means "true" doesn't it? What else could it 
mean?

Or are you thinking of something different?

I can't think of examples for your side, so could you provide me one? I could only 
come up with stuff like:

Traditionally, when people got sick, and even today, religious people *pray* for 
the sick person and *advocate* prayer as a good solution to the problem of 
sickness. That's traditional stuff. I can't call it traditional *knowledge*. Would you? 
It seems to me to be myth or superstition, or something like that, but not worthy of 
traditional *knowledge*, right?

Now say I have a better idea than the prayer one. Say: don't waste time with 
prayer *for that reason". Instead, go to a doctor, or seek out a scientific treatment. 
That moral idea of what one should do when there is sickness is important. Say 
the sick person is a baby and the person to make the decision is the parent. 
Moral knowledge is: go to a doctor. Don't only pray. And don't waste time praying 
if it is delaying the doctor visit.

Some people (Christian Scientists - I mean that as the religious sect "Christian 
Science" who take the Bible seriously) say to reject *any* modern treatments. 
Only by *not* acting will god provide a cure, they believe. 
(http://en.wikipedia.org/wiki/Christian_Science) So reject antibiotics for bacterial 
infections. That's *their* tradition (it might not be yours. But what about for a sick 
Christian Scientist? Would you advocate they err on the side of their tradition in 
this case?).

Now you (Elliot) might not understand all their reasons (it's generally very hard to 
anticipate all the reasons people might put forth in defence of their traditional 

http://en.wikipedia.org/wiki/Christian_Science


'knowledge') and similarly you might not know how (or even *that*) some 
antibiotic works to cure some disease.

But when you (Elliot) go to the doctor and the doctor diagnoses a bacterial 
infection using a complex pathological blood test, and they prescribe a certain 
antibiotic with a complex mechanism of action, you don't know all the details to 
understand what is going on (though you could learn, but why bother, you're sick, 
you want to be not sick). So if it's not "by the authority of the doctor's knowledge" 
why do you take the medicine?

Is this right: you've no reason to suspect that the doctor is lying. There is a 
tradition in cases like that of the doctor being trustworthy. But...it still seems you 
know you have a bacterial infection. But how do you know you should take the 
medicine? Is it by the authority of the doctor?

And doesn't this trump other ideas? Say if the tradition was widely "just pray for a 
cure" - you would reject that, right?

Doesn't the idea that "taking the medicine a science-based doctor prescribes for 
a medically diagnosed bacterial infection" always beat "pray for good health 
because that tradition is far older"?

I couldn't think of other examples where tradition would trump a "better" idea. And 
I can't think of why tradition would still qualify as knowledge if there is something 
out there that is better.

More broadly, if you were actually just talking about "existing knowledge" more 
generally, my question stands a little different: how then do you *act* if you have 
a better idea in competition with some existing idea? That is, you possess the 
knowledge and existing ideas on that point are false. Do you act on the existing 
idea that you refuse to modify, or do you act on your better idea?

Also, morally, are you responsible for promoting this idea of yours widely? Not to 
do so seems to me to be about promoting or continuing problems that could 
otherwise be solved.

Brett.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Subjective truth
Date: January 25, 2013 at 7:31 AM

On 25/01/2013, at 10:06, "Elliot Temple" <curi@curi.us> wrote:

On Jan 24, 2013, at 11:34 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 25/01/2013, at 5:15, "Rami Rustom" <rombomb@gmail.com> wrote:

I recently encountered somebody using the term "subjective truth"
without explaining what it is. So I said:

What is a subjective truth?

In epistemology there is subjective (meaning biased, poorly reasoned, just a 
matter of opinion, so forth) and objective (carefully controlled, not merely a 
matter of taste, so forth. So for example, aspects of aesthetics are objective, 
not only subjective). Subjectivity in this sense is often thought of as be 
derogatory.

The part of philosophy called "Ontology" is about what exists. If you think that 
you don't have any internal experience of the world, if you have no mind or 
subjectivity, then you can reject this distinction I am about to make. If you think 
other people are (philosophical) zombies, without an internal experience of the 
world that they interpret, this will make no sense. If you *actually are* a 
zombie, this likewise will make no sense to you. the philosopher Daniel Dennet 
does not believe in consciousness and that people have an internal experience 
of the world. at least he has an argument he says he believes for that view. He 
is a zombie (I take him seriously). But I know he is wrong because I know 
consciousness exists. I am experiencing it now and my best explanation of the 
world entails its first person existence. Objectivity in this sense is about objects 
outside your mind, outside your interpretations of them. Apples and tables 
exist out there but we only have interpretations of them, not direct access. 
Subjectivity *is* "your set of interpretations" or, another way this is usually put, 
"how things *seem* to you". The apple or table seems a certain way. You don't 
have direct access to the object. But those things really exist.

You claim to experience consciousness but let's slow down.



What is the evidence?

There is none.

State each observation you made which you think requires you to be 
experiencing consciousness.

I can only *say* I am having *an* experience. I cannot describe an observation of 
consciousness that I am having. That is the problem.

From http://www.samharris.org/blog/item/the-mystery-of-consciousness

"The only thing in this universe that attests to the existence of consciousness is 
consciousness itself...Were we not already brimming with consciousness 
ourselves, we would find no evidence of it in the physical universe - nor would 
we have any notion of the many experiential states it gives rise to. The 
painfulness of pain, for instance, puts in an appearance only in consciousness."

End quote.

Elliot wrote:

I won't be able to test whether you really observed that.

Right.

But that's OK. Maybe I could take your word for it but still question and criticize 
in other ways (e.g. your interpretations of those observations).

You could criticise other stuff...like the interpretations, namely the words I try to 
use to capture some aspect in my consciousness or whatever. Yeah. But that 
doesn't help me to communicate what it is like to be conscious. I can only give 
you, in imperfect language, the stuff I am conscious *of* not consciousness itself.

A subjective truth of the ontological kind then is something about the personal 
contents of your own mind, that you have knowledge of, which you are unable 

http://www.samharris.org/blog/item/the-mystery-of-consciousness


to capture in language, and communicate with another person. How things 
"seem" to you constitute objective truth. So, a description of qualia.

Do you mean ideas like this? *I like chocolate ice cream more than
vanilla ice cream.* But I would consider that an objective truth.

Or do you mean ideas like this? *Chocolate ice cream tastes better
than vanilla ice cream.* I consider this objectively false since there
are people that like the taste of vanilla over chocolate.

So, these qualia-dependent ideas are not subjective truths. They are
objective truths (or falsehoods).

Or am I missing something? What sort of ideas do you think could be
subjective truths?

So he replied:

Start quote.

Subjective truths are value-based statements which are not objective truths. 
"I think chocolate ice cream is the best flavor" is a subjective opinion, not 
objective fact. It may be objectively true an individual holds a certain 
opinion, but it is an objective statement about something inherently 
subjective.

I think that is wrong. A subjective fact about how things seem to you (of the 
ontological kind, which is just which ice-cream flavor you prefer is actually 
objectively true in the epistemic sense. You are not lying. It *really is* the case 
you prefer chocolate (say) over vanilla.)

So a subjective fact about you that no one else can *experience* as you do 
just the way you do, can be an objective fact about what is really out there.

Say you prefer chocolate and I prefer strawberry. I just can't experience liking 
chocolate ice cream better than strawberry. I just can't, I don't know what that 
would be like. I don't know what it is like to be you. But you do. And only you 
do. How it feels to be you, how things seem to be, to you, these are truths you 



know. But I don't. Sure we can try to communicate and you can try to use 
language to explain *that* chocolate tastes better than strawberry by saying 
so, but at no point can these words have me have your experience. Yet you 
objectively (epistemically) are having some subjective (ontologically) 
experience.

Your experiences really are happening. You know this from a first person 
perspective. But from over here, in me, I only know that objectively in the 
epistemic sense, if you are not lying to me and I am not otherwise mistaken. 
I'm not you. Subjectively I can only experience being me.

If you have a particular experience which no one shares or fully observes or 
even perhaps understands, it is objectively true that you had that experience, 
that you experienced that. It's still an objective matter.

Yes. I agree. But all experiences are matters of subjectivity. To *have* an 
experience is to admit to being conscious. Unconscious things, like tables (we 
guess) do not have experiences. Do they? Tables do not have an "inner life" of 
thoughts or perceptions. Only subjectivity (or consciousness - I am using the 
words interchangeably here) allows any *experience* at all.

It is true that objectively, experiences happen or not. But what *has* them and 
where in the world is the experience located? The experience might be said to be 
located in the mind, but then "mind" becomes a weak synonym for 
consciousness. I say weak, because when I see attempts to define "mind" I don't 
see that it really captures what I mean by consciousness. For example, many 
definitions include consciousness as just a *component* of the mind along with 
other stuff like "...the element of a person that gives them the capacity to think...". 
It gets circular if you try to define mind or consciousness with respect to one 
another.

There is much to say on this topic. That is a start. I will finish by observing that: I 
am not my thoughts. I am not a single thought, a stream of thoughts or all my 
thoughts. Instead I notice that I *have* thoughts. I can stand apart from them. I 
can notice "Hmmmm...an interesting thought" as something passes through my 
mind.

I am not identical to my thoughts, or my perceptions. I *have* them. I *have* a 
mind. Indeed I can be aware and *be unthinking*. I do not see that as a 
contradiction. I know this as a matter of introspection. My mind can be blank. But 



yet I exist. I am conscious. What is that?

So if I am not my thoughts, but rather I have thoughts, what am I? What I am, is 
consciousness. But what is that?

Brett.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 25, 2013 at 9:07 AM

On Thu, Jan 24, 2013 at 4:30 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 24, 2013, at 1:58 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 24, 2013 1:21 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jan 20, someone wrote:
On Jan 2013, Rami wrote:

I disagree. Why do you think its important just because I made an 
assertion?

'Important' in this case means to achieve communication to another,
which is a common goal for a BB.*

Answering questions and addressing criticism is important. Do you agree?

What does BB mean? I looked it up in urban dictionary but too many
definitions and none seem to fit.

Bulletin board (forum).

phpBB is very popular forum software.

If my assumption is incorrect that would indicate that something else
is your goal - and my presence has no bearing on the communication
process.

Which assumption? I don't follow what you're saying.



I did support it with an explanation. And you ignored it

In part your reply:

It contains a beautiful critique of induction and also the disagreement on 
metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but he 
certainly thought that speculations should be tested by experience, and if 
there is no external (real) world, then how could that happen?

Firstly, by your own description is something OTHER than what applied
to the original assertion.
There's nothing in there for me to ignore - you couldn't find what you
'assumed' about the scientist Einstein.

Thats not what I was talking about when I said you 'ignored'. I'm
talking about what objective reality *is*. So far you've refused
discussing this. Once we agree on what it *is*, then we can talk about
whether or not Einstein believes in "it".

At one point you gave a definition of objective reality, but you said
something in that post that got me thinking that you don't understand
what objective reality means. So I asked you questions for
clarification, and you evaded my questions. That is close-minded.

I tried to get you to engage with me so that we can agree on what
objective reality means, so that we could then talk about whether or
not Einstein believed in it. But you refused. So I played your game by
retracting my assertion thinking that we'd be able to continue, but I
was wrong -- you didn't want to let it go. And I went with you anyway,
yet I'm the one being called close-minded.

What do you hope to gain from saying this to him?

I wanted him to understand what it means to be close-minded. Why?



Because on that forum, many people had called me close-minded, and
each time I explained that I'm not being close-minded in the specific
situation, and I was using a specific definition of what close-minded
is. And each time, I also re-asked them for what they mean by
close-minded, and no one gave me a definition. So, by explaining what
I think is close-minded, and then explaining exactly what they are
doing and showing how it matches my definition of close-minded, I was
hoping to help them understand what I mean by close-minded. It also
invites them to finally give me their definition of close-minded.

All in all, that's not even an 'explanation'. Even if that's how you
reference to it.

You're conflating my first response with my second response. I should
have been more clear by quoting myself.

What do you hope to gain from saying this to him?

If you wanted him to understand something you wrote in the past better, you 
should have rewritten it better, or written a more useful guide to it. Just 
making references to things like "second response" and only telling him he is 
"conflating" won't clarify matters.

You claim should have been more clear using quoting but then you don't do it 
now. If you messed up in the past, why not fix it?

The post was already too long -- for the standards of the forum. In
other words, there is already too many cans of worms open, and I
didn't want to open another one.

that's no reason to write something counter-productive!! nothing would have 
been shorter and better.

Right.



Why are you ignoring my explanation. That indicates that you are closed-
minded.

This remark is childish.

By "childish", I assume you mean 'not serious'. I disagree. I am serious.

Why assume what he means instead of using a dictionary? The dictionary 
would be more accurate.

I vaguely recall doing this exact equivocation of 'childish' to 'not
serious', of course it was a different context so maybe it was right
in your context but not this one.

(Also why assume instead of guess and then refine with criticism?)

He had been evading my clarifying questions, so in this case I chose
to guess instead of asking another clarifying question.

i meant guess and refine with criticism by yourself. not a group effort with him.

you said you "assumed" which is different.

Then I should have said this: "By 'childish', I think you mean 'not
serious'. I disagree. I am serious."

Why do you repeat the mistake of making up word meanings and ignoring the 
dictionaries despite multiple past criticisms of this? Whatever the reason you 
aren't learning from your mistakes and criticism, you should urgently focus on 
dealing with that!!

I don't understand. What did he mean?



what are you talking about? i wrote about you and you ask about him.

I think he means that my
response shares a quality with responses of children. What quality? I
guessed "not serious", since thats a common thing that adults think of
children.

i don't understand this reply. to reiterate: *you* made a mistake, which you've 
made repeatedly. you should figure out how to learn from your mistakes rather 
than repeat them.

I think I don't know how to use the word assume. I've seen you use it
before. Must be a different context.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Subjective truth
Date: January 25, 2013 at 12:57 PM

On Jan 25, 2013, at 4:31 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 25/01/2013, at 10:06, "Elliot Temple" <curi@curi.us> wrote:

On Jan 24, 2013, at 11:34 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 25/01/2013, at 5:15, "Rami Rustom" <rombomb@gmail.com> wrote:

I recently encountered somebody using the term "subjective truth"
without explaining what it is. So I said:

What is a subjective truth?

In epistemology there is subjective (meaning biased, poorly reasoned, just a 
matter of opinion, so forth) and objective (carefully controlled, not merely a 
matter of taste, so forth. So for example, aspects of aesthetics are objective, 
not only subjective). Subjectivity in this sense is often thought of as be 
derogatory.

The part of philosophy called "Ontology" is about what exists. If you think that 
you don't have any internal experience of the world, if you have no mind or 
subjectivity, then you can reject this distinction I am about to make. If you 
think other people are (philosophical) zombies, without an internal experience 
of the world that they interpret, this will make no sense. If you *actually are* a 
zombie, this likewise will make no sense to you. the philosopher Daniel 
Dennet does not believe in consciousness and that people have an internal 
experience of the world. at least he has an argument he says he believes for 
that view. He is a zombie (I take him seriously). But I know he is wrong 
because I know consciousness exists. I am experiencing it now and my best 
explanation of the world entails its first person existence. Objectivity in this 
sense is about objects outside your mind, outside your interpretations of 
them. Apples and tables exist out there but we only have interpretations of 
them, not direct access. Subjectivity *is* "your set of interpretations" or, 
another way this is usually put, "how things *seem* to you". The apple or 
table seems a certain way. You don't have direct access to the object. But 



those things really exist.

You claim to experience consciousness but let's slow down.

What is the evidence?

There is none.

State each observation you made which you think requires you to be 
experiencing consciousness.

I can only *say* I am having *an* experience. I cannot describe an observation 
of consciousness that I am having. That is the problem.

So you're saying you *do* have evidence. But no way to describe it in English?

Or your internal process of deciding you're conscious does not ever use 
observation or evidence even internally? If so, what methods did you use? Are 
they epistemologically good methods?

But I don't think that's true that you can't describe any of this. People have written 
descriptions of their thinking before, e.g. about having an inner voice. Couldn't 
you at least describe part of it?

Or do you think all the parts you know how to describe are unpersuasive?

From http://www.samharris.org/blog/item/the-mystery-of-consciousness

"The only thing in this universe that attests to the existence of consciousness 
is consciousness itself...Were we not already brimming with consciousness 
ourselves, we would find no evidence of it in the physical universe - nor would 
we have any notion of the many experiential states it gives rise to. The 
painfulness of pain, for instance, puts in an appearance only in 
consciousness."

End quote.

http://www.samharris.org/blog/item/the-mystery-of-consciousness


Elliot wrote:

I won't be able to test whether you really observed that.

Right.

But that's OK. Maybe I could take your word for it but still question and criticize 
in other ways (e.g. your interpretations of those observations).

You could criticise other stuff...like the interpretations, namely the words I try to 
use to capture some aspect in my consciousness or whatever. Yeah. But that 
doesn't help me to communicate what it is like to be conscious. I can only give 
you, in imperfect language, the stuff I am conscious *of* not consciousness 
itself.

A subjective truth of the ontological kind then is something about the personal 
contents of your own mind, that you have knowledge of, which you are 
unable to capture in language, and communicate with another person. How 
things "seem" to you constitute objective truth. So, a description of qualia.

Do you mean ideas like this? *I like chocolate ice cream more than
vanilla ice cream.* But I would consider that an objective truth.

Or do you mean ideas like this? *Chocolate ice cream tastes better
than vanilla ice cream.* I consider this objectively false since there
are people that like the taste of vanilla over chocolate.

So, these qualia-dependent ideas are not subjective truths. They are
objective truths (or falsehoods).

Or am I missing something? What sort of ideas do you think could be
subjective truths?

So he replied:

Start quote.



Subjective truths are value-based statements which are not objective 
truths. "I think chocolate ice cream is the best flavor" is a subjective 
opinion, not objective fact. It may be objectively true an individual holds a 
certain opinion, but it is an objective statement about something inherently 
subjective.

I think that is wrong. A subjective fact about how things seem to you (of the 
ontological kind, which is just which ice-cream flavor you prefer is actually 
objectively true in the epistemic sense. You are not lying. It *really is* the 
case you prefer chocolate (say) over vanilla.)

So a subjective fact about you that no one else can *experience* as you do 
just the way you do, can be an objective fact about what is really out there.

Say you prefer chocolate and I prefer strawberry. I just can't experience liking 
chocolate ice cream better than strawberry. I just can't, I don't know what that 
would be like. I don't know what it is like to be you. But you do. And only you 
do. How it feels to be you, how things seem to be, to you, these are truths 
you know. But I don't. Sure we can try to communicate and you can try to use 
language to explain *that* chocolate tastes better than strawberry by saying 
so, but at no point can these words have me have your experience. Yet you 
objectively (epistemically) are having some subjective (ontologically) 
experience.

Your experiences really are happening. You know this from a first person 
perspective. But from over here, in me, I only know that objectively in the 
epistemic sense, if you are not lying to me and I am not otherwise mistaken. 
I'm not you. Subjectively I can only experience being me.

If you have a particular experience which no one shares or fully observes or 
even perhaps understands, it is objectively true that you had that experience, 
that you experienced that. It's still an objective matter.

Yes. I agree. But all experiences are matters of subjectivity.

Can you explain or define "subjectivity" as you're using it here?

You seem to be using it in such a way that a matter can be both objective and 
subjective at the same time, rather than those being contradictory. Is that right? 



You consider those compatible?

To *have* an experience is to admit to being conscious. Unconscious things, like 
tables (we guess) do not have experiences. Do they? Tables do not have an 
"inner life" of thoughts or perceptions. Only subjectivity (or consciousness - I am 
using the words interchangeably here) allows any *experience* at all.

The word "subjective" has established meanings. Why are you trying to use it 
interchangeably with a different non-synonym word?

It is an objective fact of reality that you are different than a chair in many ways. 
"have experiences" is vague but something along those lines is an *objective* 
difference.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 25, 2013 at 1:34 PM

On Jan 25, 2013, at 6:07 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Jan 24, 2013 at 4:30 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 24, 2013, at 1:58 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 24, 2013 1:21 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jan 20, someone wrote:
On Jan 2013, Rami wrote:

I disagree. Why do you think its important just because I made an 
assertion?

'Important' in this case means to achieve communication to another,
which is a common goal for a BB.*

Answering questions and addressing criticism is important. Do you agree?

What does BB mean? I looked it up in urban dictionary but too many
definitions and none seem to fit.

Bulletin board (forum).

phpBB is very popular forum software.

If my assumption is incorrect that would indicate that something else
is your goal - and my presence has no bearing on the communication
process.



Which assumption? I don't follow what you're saying.

I did support it with an explanation. And you ignored it

In part your reply:

It contains a beautiful critique of induction and also the disagreement on 
metaphysics that Hume promoted.

I can't find a statement about the existence of the external world but he 
certainly thought that speculations should be tested by experience, and 
if there is no external (real) world, then how could that happen?

Firstly, by your own description is something OTHER than what applied
to the original assertion.
There's nothing in there for me to ignore - you couldn't find what you
'assumed' about the scientist Einstein.

Thats not what I was talking about when I said you 'ignored'. I'm
talking about what objective reality *is*. So far you've refused
discussing this. Once we agree on what it *is*, then we can talk about
whether or not Einstein believes in "it".

At one point you gave a definition of objective reality, but you said
something in that post that got me thinking that you don't understand
what objective reality means. So I asked you questions for
clarification, and you evaded my questions. That is close-minded.

I tried to get you to engage with me so that we can agree on what
objective reality means, so that we could then talk about whether or
not Einstein believed in it. But you refused. So I played your game by
retracting my assertion thinking that we'd be able to continue, but I
was wrong -- you didn't want to let it go. And I went with you anyway,
yet I'm the one being called close-minded.

What do you hope to gain from saying this to him?



I wanted him to understand what it means to be close-minded. Why?
Because on that forum, many people had called me close-minded, and
each time I explained that I'm not being close-minded in the specific
situation, and I was using a specific definition of what close-minded
is. And each time, I also re-asked them for what they mean by
close-minded, and no one gave me a definition. So, by explaining what
I think is close-minded, and then explaining exactly what they are
doing and showing how it matches my definition of close-minded, I was
hoping to help them understand what I mean by close-minded. It also
invites them to finally give me their definition of close-minded.

If you want him to understand a concept in the general case, you should not talk 
about him personally. Right? But you made what you were saying about him and 
your specific history.

Also I don't think you should set out in discussions with the goal of other people 
changing in ways pleasing to you. I think you should set out to learn things and 
gain things. You should be trying to gain value(s) for yourself! Be selfish, not 
controlling of others in what you deem their best interests.

All in all, that's not even an 'explanation'. Even if that's how you
reference to it.

You're conflating my first response with my second response. I should
have been more clear by quoting myself.

What do you hope to gain from saying this to him?

If you wanted him to understand something you wrote in the past better, you 
should have rewritten it better, or written a more useful guide to it. Just 
making references to things like "second response" and only telling him he 
is "conflating" won't clarify matters.

You claim should have been more clear using quoting but then you don't do 
it now. If you messed up in the past, why not fix it?



The post was already too long -- for the standards of the forum. In
other words, there is already too many cans of worms open, and I
didn't want to open another one.

that's no reason to write something counter-productive!! nothing would have 
been shorter and better.

Right.

Why are you ignoring my explanation. That indicates that you are 
closed-minded.

This remark is childish.

By "childish", I assume you mean 'not serious'. I disagree. I am serious.

Why assume what he means instead of using a dictionary? The dictionary 
would be more accurate.

I vaguely recall doing this exact equivocation of 'childish' to 'not
serious', of course it was a different context so maybe it was right
in your context but not this one.

(Also why assume instead of guess and then refine with criticism?)

He had been evading my clarifying questions, so in this case I chose
to guess instead of asking another clarifying question.

i meant guess and refine with criticism by yourself. not a group effort with him.

you said you "assumed" which is different.

Then I should have said this: "By 'childish', I think you mean 'not
serious'. I disagree. I am serious."



That's better setting aside that childish does not mean that and you should use a 
dictionary.

Why do you repeat the mistake of making up word meanings and ignoring 
the dictionaries despite multiple past criticisms of this? Whatever the reason 
you aren't learning from your mistakes and criticism, you should urgently 
focus on dealing with that!!

I don't understand. What did he mean?

what are you talking about? i wrote about you and you ask about him.

I think he means that my
response shares a quality with responses of children. What quality? I
guessed "not serious", since thats a common thing that adults think of
children.

i don't understand this reply. to reiterate: *you* made a mistake, which you've 
made repeatedly. you should figure out how to learn from your mistakes rather 
than repeat them.

I think I don't know how to use the word assume. I've seen you use it
before. Must be a different context.

ok but you're now ignoring your failure to look up a word in the dictionary that you 
didn't know what it means. that is an important mistake you've repeated and now 
when it's criticized again you don't follow up on dealing with it, you just apparently 
ignore it, which is exactly how it's going to happen again and again. it's crucial to 
learn from one's mistakes, not ignore them on the basis that one also made some 
other mistake.

"assume" can also be looked up in the dictionary. have you tried that yet? it might 
help. if you didn't think of that even while we were talking about dictionaries, then 
what is going on? you don't have to answer that here but you should deal with it!



-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: Traditional Knowledge (was Re: [BoI] Christian Epistemology (was: 
Excusing Evil?))
Date: January 25, 2013 at 2:10 PM

On Jan 25, 2013, at 1:11 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 25/01/2013, at 16:55, "Elliot Temple" <curi@curi.us> wrote:

On Jan 24, 2013, at 8:01 PM, Jason <auvenj@gmail.com> wrote:

You judge that you have more important things to learn about - *by
your own understanding*. You think the traditional, religious, or
common sense knowledge is better than people would figure out
themselves *by your own understanding*. You use existing knowledge as
a starting point, and try to improve it when there is a problem or
you're interested in the topic *by your own understanding*. You're
picking which knowledge to use or at least start from *by your own
understanding*. In other words, you're still thinking and judging
about what is important to learn.

I do all that too. It's good.

I do more than that. E.g. I hesitate to modify ideas due to concern of messing 
something up that I don't understand. Even when, from what I do know so far, I 
have an idea that's better. And I advocate everyone else do that same.

That's interesting. Could you expand? Importantly by "ideas" you 
mean...existing ideas generally? Traditional ideas in particular? I thought you 
meant traditional ideas due to matter of the rest of the post that I didn't quote.

"Traditional" is a matter of degree: it means the existing ideas that have existed 
longer.

And a matter of judgment and more degree: some have been exposed to more 
criticism over the years, more refinement. Some have been more important to 
society and been used without disaster more. And stuff like that. It's not purely a 
function of number of years. It's closer to years weighted by attention but that's 



still approximate.

Even a person's own existing ideas can matter, even if no one else has ever 
known of them. If he's had them a while and been living by them, and it's been 
working out OK, he should have some caution before changing his life.

So you don't want to modify existing ideas so you don't mess something up, but 
how do you act if that bit of knowledge is required? When you speak of 
"...messing something up that I don't understand." you are speaking of 
traditional knowledge, right? Or are you speaking about scientific stuff too? So 
existing knowledge generally? I'm confused.

So, for example, if someone has a awesome new idea but it would make changes 
to the way they have been living for a long time, maybe they should think about it 
for a week instead of a day before they try to use it. Perhaps longer.

If they have an awesome new idea with no risks involved, they can try it out 
immediately. For example if they are playing a video game and they think of a 
new strategy, they can try it right away. There's no danger in most games where 
death or failure penalties are small to zero. If they missed something and the new 
idea works horribly, so what, they can fail and go back to their older strategy or try 
a newer one.

But life isn't always like that. Maybe I'm married and then I learn about lots of 
things wrong with marriage. I shouldn't just file for divorce immediately. That's a 
step which is hard to undo if I'm wrong and which goes against a lot of tradition. I 
should be more cautious. I should try to be more thorough in figuring out if maybe 
my marriage has some upsides that these new critical ideas aren't recognizing, 
and trying to figure out how I will live if I get a divorce and if I can come up with 
any criticisms of that. I should research this, study it, do the best job I can. I 
should hesitate at first.

And maybe more than that. Maybe I'm married and I learn one minor thing wrong 
with marriage. If I try to figure out how to modify marriage to fix that, this could 
take me on a path of learning many things wrong with marriage and making many 
changes. Do I want that? Maybe I do. But maybe I work 120 hours a week as a 
CEO and I think I have better more important things to do. Maybe I really want to 
focus on my work so in regards to other parts of life I try to stick closely to 
tradition which I know won't be perfect but will mostly provide some stability and 



non-total-disaster. (Actually marriage is a bad example for that because if you 
work a ton it's not rare your wife leaves you and you get disaster and no stability. 
And this is well known. But there are other traditions that are more stable and 
reliable if you just go with the flow of how they work. They are flawed and 
imperfect but not nearly as blatantly dangerous as marriage and you can more 
reasonably not worry about them, and be "biased" against making any changes 
to them, to focus on work or something else.)

When you type "...from what I do know so far, I have an idea that's better." You 
mean you have knowledge *that is better*.

No. It looks better at this moment -- disregarding rational conservatism -- but 
maybe in another 5 minutes of critical thinking I'll change my mind.

It's not objectively better *for use* at this time because it'd be a mistake to use it.

*But* (and this is my query): do you act as if your knowledge, that you explicitly 
say is better, trumps the existing stuff (which can't, now, *be* knowledge). By 
trump I mean: beat, make redundant.

What I mean to say is, your idea is better if there is some criticism of that 
traditional knowledge that is successful and makes your knowledge better than 
that.

No. That is kinda the mistake I'm criticizing.

We should act on some idea when we have no criticism of acting on that idea. 
This is different from having no criticism of the idea. Criticisms of acting on an 
idea, and of the idea itself, are not the same thing.

We can have no criticism of an idea now, but have criticisms of acting on it now.

This same point can be approached from different angles too, e.g. in terms of 
conservatism, rational risk aversion, and hesitating to quickly change stuff that 
has worked pretty well.

If they are actually competing ideas (i.e: they purport to explain the same thing) 
and one is better, then as per your other posts recently, one is actually true and 



one is false.

Typically they are both false. Maybe you meant one is non-refuted and one is 
refuted. (Though that isn't the only case. Sometimes neither is refuted yet and we 
have to change that. Sometimes both are refuted and we need a new idea.)

There are not degrees. So one is not good and one better. One is false and one 
is true. Better simply means "true" doesn't it? What else could it mean?

They are not degrees but there are different contexts. In other ideas, an idea may 
be our solution to one problem but not some other problem. An idea can be best 
in one concept (e.g. best idea of abstract truth) but not best in another context 
(e.g. best idea about how to live in the next 5 minutes).

Or are you thinking of something different?

I can't think of examples for your side, so could you provide me one? I could 
only come up with stuff like:

A very important example is the French Revolution. Everyone who seriously 
wants to understand these issues should familiarize themselves with the French 
Revolution and should read Burke's book on it:

http://www.constitution.org/eb/rev_fran.htm

One of the important issues is that sometimes traditions have higher quality 
knowledge than individuals. The quality of knowledge Bob can think of, even 
given a year of study, may be a lot worse than pre-existing traditional knowledge 
which has maybe been refined by millions of people for centuries.

So Bob goes and does a year of study and thinks he has a great new idea, better 
than tradition. But does he really? His idea has been exposed to much less 
criticism. So why should he think it's actually better and he didn't miss anything? 
He needs to address criticisms like this. This sort of criticism is contextual. It does 
not make Bob's idea false! But say the field is politics. It can be a reason not to 
restructure our government according to Bob's new theories.

How can Bob make progress and not always run into this criticism? The best and 
primary way is incremental progress: use existing knowledge as a starting point 

http://www.constitution.org/eb/rev_fran.htm


and work from there. And there's various methods for how to do that well, what 
constitutes doing that, etc... Ideas that aren't created in this way we should be 
more careful and hesitant with.

Traditionally, when people got sick, and even today, religious people *pray* for 
the sick person and *advocate* prayer as a good solution to the problem of 
sickness. That's traditional stuff. I can't call it traditional *knowledge*. Would 
you? It seems to me to be myth or superstition, or something like that, but not 
worthy of traditional *knowledge*, right?

Myths and superstitions often contain knowledge. Perhaps this has knowledge 
about people liking the attention of others while they are sick.

This illustrates a common issue with older traditions: we may not know what is 
good about them, but that doesn't mean they are thoroughly worthless and that 
throwing them out is guaranteed harmless.

Now say I have a better idea than the prayer one. Say: don't waste time with 
prayer *for that reason". Instead, go to a doctor, or seek out a scientific 
treatment. That moral idea of what one should do when there is sickness is 
important. Say the sick person is a baby and the person to make the decision is 
the parent. Moral knowledge is: go to a doctor. Don't only pray. And don't waste 
time praying if it is delaying the doctor visit.

Some people (Christian Scientists - I mean that as the religious sect "Christian 
Science" who take the Bible seriously) say to reject *any* modern treatments. 
Only by *not* acting will god provide a cure, they believe. 
(http://en.wikipedia.org/wiki/Christian_Science) So reject antibiotics for bacterial 
infections. That's *their* tradition (it might not be yours. But what about for a sick 
Christian Scientist? Would you advocate they err on the side of their tradition in 
this case?).

Now you (Elliot) might not understand all their reasons (it's generally very hard 
to anticipate all the reasons people might put forth in defence of their traditional 
'knowledge') and similarly you might not know how (or even *that*) some 
antibiotic works to cure some disease.

But when you (Elliot) go to the doctor and the doctor diagnoses a bacterial 

http://en.wikipedia.org/wiki/Christian_Science


infection using a complex pathological blood test, and they prescribe a certain 
antibiotic with a complex mechanism of action, you don't know all the details to 
understand what is going on (though you could learn, but why bother, you're 
sick, you want to be not sick). So if it's not "by the authority of the doctor's 
knowledge" why do you take the medicine?

As usual, I have no criticisms of taking that medicine and I have criticisms of all 
rival ideas. There's no authority in that.

Note that I have used medicine my whole life. So continuing to do so it not a 
potentially risky change; stopping would be such a change.

There were harder decisions when medicine was new, but today it's easy.

A great deal of medicine has btw undergone extensive and rigorous criticism, 
experimental testing, theorizing, study, etc... It's quite good in that regard. Prayer 
as healing, on the other hand, has not done things like work in properly 
conducted, controlled double blind studies.

Is this right: you've no reason to suspect that the doctor is lying. There is a 
tradition in cases like that of the doctor being trustworthy. But...it still seems you 
know you have a bacterial infection. But how do you know you should take the 
medicine? Is it by the authority of the doctor?

And doesn't this trump other ideas? Say if the tradition was widely "just pray for 
a cure" - you would reject that, right?

Doesn't the idea that "taking the medicine a science-based doctor prescribes for 
a medically diagnosed bacterial infection" always beat "pray for good health 
because that tradition is far older"?

I couldn't think of other examples where tradition would trump a "better" idea. 
And I can't think of why tradition would still qualify as knowledge if there is 
something out there that is better.

Suppose you never say "fuck". Then someone tells you "words are just words, 
they aren't magic". And you are like "omg that makes total sense". So then you 



go alienate your church choir by swearing. Oops. You didn't understand the case 
against saying fuck in some contexts very well, so you didn't know why the new 
case you heard wasn't universally correct. You should have been more careful 
and hesitant to make this change. you should have taken steps like trying to 
research and discover reasons for your former policy that you didn't know 
explicitly before you decide it has no good reasons and reject it.

More broadly, if you were actually just talking about "existing knowledge" more 
generally, my question stands a little different: how then do you *act* if you have 
a better idea in competition with some existing idea? That is, you possess the 
knowledge and existing ideas on that point are false. Do you act on the existing 
idea that you refuse to modify, or do you act on your better idea?

You could try to criticize each option.

all rational conservatism can be translated into rational epistemology. but the 
thing is, most people don't know how to do that and it doesn't make them wrong 
to use some more explicitly conservative ideas even though those sound 
irrational to many trendy intellectuals. even when the trendy intellectual gives 
some argument which they don't know how to answer, they can be right to resist 
that.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Subjective truth
Date: January 25, 2013 at 2:57 PM

On 26/01/2013, at 4:57, "Elliot Temple" <curi@curi.us> wrote:

On Jan 25, 2013, at 4:31 AM, Brett Hall <brhalluk@hotmail.com> wrote:

To *have* an experience is to admit to being conscious. Unconscious things, 
like tables (we guess) do not have experiences. Do they? Tables do not have 
an "inner life" of thoughts or perceptions. Only subjectivity (or consciousness - 
I am using the words interchangeably here) allows any *experience* at all.

The word "subjective" has established meanings. Why are you trying to use it 
interchangeably with a different non-synonym word?

I have written about this on BoI before (aside, meta, apologies: is there a better 
way to reference posts on the BoI list than this?)

In a discussion titled "Free Will" on 4/3/12:

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/njNQL6tTLZg/Un4hzqoVHVcJ

in a discussion titled "Objectivity vs Subjectivity" on 4/7/12

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/9_k1bwv3X0I/k1Y9hTxtk04J

In a discussion titled "Subjectivity (was: What is an idea?)" on 7/3/12

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-infinity/5nAJLzb_g-
w/kyfn5PK76VcJ

And in a discussion titled "Unfalsifiable" on 15/1/12

https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective


https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/tz82W6iAcl4/wXIJ2PYjHPIJ

But that's only me.

Here is another source

http://instruct.westvalley.edu/lafave/subjective_objective.html

The author there writes (I think this is reasonably uncontroversial for the most 
part)

We should distinguish two kinds of objectivity:

metaphysical objectivity, and
epistemological objectivity.
We also should distinguish two kinds of subjectivity:

metaphysical subjectivity, and
epistemological subjectivity.
Remember the distinction between metaphysics and epistemology?

Metaphysics consists of arguments and counterarguments about what we 
should call "real" or what we should say "is" or "has being". "Is free will real?" is 
a metaphysical question. In metaphysics, something exists objectively if its 
existence does not depend on its being experienced. For example, Antarctica 
and the Eiffel Tower exist objectively. They exist whether or not anyone has 
experienced them. Many realities are real in this way.

Something exists metaphysically subjectively, by contrast, if its existence 
depends on its being experienced — like a headache, or how Bourbon tastes to 
you. A particular headache ceases to exist if the person experiencing the 
headache stops feeling it. Many realities are real in this way, too — a different 
way.

She writes heaps there. That's just a snippet of a long article if anyone is 
interested, though I don't recommend it as there are errors in the wider 

https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
http://instruct.westvalley.edu/lafave/subjective_objective.html


epistemology she seems to endorse. That doesn't affect the accuracy of what she 
says above, however.

So, I'm not alone in this. It *is* established if not as widely known as it should be 
and so that leads to confusion. The word "knowledge" has just such a quality. An 
established word, not properly understood. Well here we have two words, and the 
differences between them not properly understood. It's only a problem in 
discussion like this.

 With "subjective" there are two distinct, although related meanings. Both work 
really well in their own domains, but one has to be careful. Here, specifically 
when we are talking about consciousness is one of those times to be careful. I 
want to distinguish between "the world of objects" and that other thing that I have 
*experience of* that is not a world of objects. What's the opposite to a "world of 
objects"? Well let's just be really simple and say "not-a world of objects". Now 
some people want to stop there and say: so a world that *does not exist*. But no, 
for by my own experience, I refute that. The "not" operator here  in "not-a world of 
objects" works in such a way not to negate "world" but rather operates on 
"objects". So what is the negation of object? Subject.

So to distinguish between the world of objects, I like to talk about a world of not-
objects. What's a not-object? It's a subject. I am a subject. The study of a subject-
world is subjectivity. It exists, because I experience it now. Myself. Apart from 
objects in the world. I am literally "apart" from them. I am not them. I am me. I am 
not my brain. (We agree on *that* I presume).

Here is where I *guess* I part company with you now: I say I am not my mind, 
either. At least I am not *only* my mind. I consider my mind to be my "domain of 
thoughts" for want of another phrase. But when I'm not thinking (literally) I think it 
is right to be called "mindless". You're mindlessly doing this or that. It sounds 
derogative. It need not be. Sometimes it should be. We should be "mindful" 
especially when we *must* think. Thinking is important. The most important thing 
people do. Well equally most important. We should keep breathing too, I 
suppose, until we can escape these bodies!

So, mindless. Mindless means "without thought". I think *that* has an established 
meaning. But notice what it does not mean. Mindless does not mean "without 
existence". A person can be mindless. That's not trivial.

That means a person can *be* a person without having a mind.



How is that possible? Only if there is something else to a person that is not their 
mind. And this all comports with exactly what I experience as a matter of fact, 
right now, sitting here. I hear no criticism of this idea. I can be thoughtless, in the 
most literal sense, but still a person. I can be conscious without thoughts.

Thoughts, intentions, perceptions: these are the *contents of* consciousness. Not 
consciousness itself. I changed my mind on this about 5 years ago. Before that I 
agreed with David Hume who suggested "I am my perceptions". That is to say 
*identical to* the thought or feeling. But then it became clear: what about if there 
is no thought or feeling? Yet there is still *something*. I would have a thought 
right after an experience of just blank awareness and think: okay, I notice now 
that just then: no thoughts. Maybe laying in bed, in silence. But now I notice even 
awake and surrounded by stuff. I am not identical to the thoughts that arise in my 
head that pop in and out. I am there watching. I can choose to decide on 
something, or not. I can be a witness to the contents of my mind.

So ontological subjectivity is what I mean by consciousness. In that sense that I 
am describing, *my* subjectivity is my consciousness and they are synonyms. 
Maybe someone who rejects the reality of consciousness can be convinced by 
the ontological distinction to be made between subjects and objects. If I can 
convince them there, then I need only make one more move: that subjectivity is 
consciousness.

Do you have criticisms of the idea that "Consciousness exists"?

Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Subjective truth
Date: January 25, 2013 at 3:01 PM

On Jan 25, 2013, at 11:57 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 26/01/2013, at 4:57, "Elliot Temple" <curi@curi.us> wrote:

On Jan 25, 2013, at 4:31 AM, Brett Hall <brhalluk@hotmail.com> wrote:

To *have* an experience is to admit to being conscious. Unconscious things, 
like tables (we guess) do not have experiences. Do they? Tables do not have 
an "inner life" of thoughts or perceptions. Only subjectivity (or consciousness 
- I am using the words interchangeably here) allows any *experience* at all.

The word "subjective" has established meanings. Why are you trying to use it 
interchangeably with a different non-synonym word?

I have written about this on BoI before (aside, meta, apologies: is there a better 
way to reference posts on the BoI list than this?)

In a discussion titled "Free Will" on 4/3/12:

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/njNQL6tTLZg/Un4hzqoVHVcJ

in a discussion titled "Objectivity vs Subjectivity" on 4/7/12

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/9_k1bwv3X0I/k1Y9hTxtk04J

In a discussion titled "Subjectivity (was: What is an idea?)" on 7/3/12

https://groups.google.com/forum/#!searchin/beginning-of-

https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective


infinity/subjective$20objective$20Brett/beginning-of-infinity/5nAJLzb_g-
w/kyfn5PK76VcJ

And in a discussion titled "Unfalsifiable" on 15/1/12

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/tz82W6iAcl4/wXIJ2PYjHPIJ

But that's only me.

Here is another source

http://instruct.westvalley.edu/lafave/subjective_objective.html

The author there writes (I think this is reasonably uncontroversial for the most 
part)

We should distinguish two kinds of objectivity:

metaphysical objectivity, and
epistemological objectivity.
We also should distinguish two kinds of subjectivity:

metaphysical subjectivity, and
epistemological subjectivity.
Remember the distinction between metaphysics and epistemology?

Metaphysics consists of arguments and counterarguments about what we 
should call "real" or what we should say "is" or "has being". "Is free will real?" 
is a metaphysical question. In metaphysics, something exists objectively if its 
existence does not depend on its being experienced. For example, Antarctica 
and the Eiffel Tower exist objectively. They exist whether or not anyone has 
experienced them. Many realities are real in this way.

Something exists metaphysically subjectively, by contrast, if its existence 
depends on its being experienced — like a headache, or how Bourbon tastes 
to you. A particular headache ceases to exist if the person experiencing the 
headache stops feeling it. Many realities are real in this way, too — a different 
way.

https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
http://instruct.westvalley.edu/lafave/subjective_objective.html


The only quote you've provided -- on using subjective and conscious 
interchangeably -- does not mention "consciousness".

Could you provide a relevant quote?

Do you have criticisms of the idea that "Consciousness exists"?

Yes: it's vague.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: RE: [BoI] Subjective truth
Date: January 25, 2013 at 3:18 PM

Subject: Re: [BoI] Subjective truth
From: curi@curi.us
Date: Fri, 25 Jan 2013 12:01:50 -0800
To: beginning-of-infinity@googlegroups.com

On Jan 25, 2013, at 11:57 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 26/01/2013, at 4:57, "Elliot Temple" <curi@curi.us> wrote:

On Jan 25, 2013, at 4:31 AM, Brett Hall <brhalluk@hotmail.com> wrote:

To *have* an experience is to admit to being conscious. Unconscious things, 
like tables (we guess) do not have experiences. Do they? Tables do not 
have an "inner life" of thoughts or perceptions. Only subjectivity (or 
consciousness - I am using the words interchangeably here) allows any 
*experience* at all.

The word "subjective" has established meanings. Why are you trying to use it 
interchangeably with a different non-synonym word?

I have written about this on BoI before (aside, meta, apologies: is there a 
better way to reference posts on the BoI list than this?)

In a discussion titled "Free Will" on 4/3/12:

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/njNQL6tTLZg/Un4hzqoVHVcJ

in a discussion titled "Objectivity vs Subjectivity" on 4/7/12

https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective


https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/9_k1bwv3X0I/k1Y9hTxtk04J

In a discussion titled "Subjectivity (was: What is an idea?)" on 7/3/12

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-infinity/5nAJLzb_g-
w/kyfn5PK76VcJ

And in a discussion titled "Unfalsifiable" on 15/1/12

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/tz82W6iAcl4/wXIJ2PYjHPIJ

But that's only me.

Here is another source

http://instruct.westvalley.edu/lafave/subjective_objective.html

The author there writes (I think this is reasonably uncontroversial for the most 
part)

We should distinguish two kinds of objectivity:

metaphysical objectivity, and
epistemological objectivity.
We also should distinguish two kinds of subjectivity:

metaphysical subjectivity, and
epistemological subjectivity.
Remember the distinction between metaphysics and epistemology?

Metaphysics consists of arguments and counterarguments about what we 
should call "real" or what we should say "is" or "has being". "Is free will real?" 
is a metaphysical question. In metaphysics, something exists objectively if its 
existence does not depend on its being experienced. For example, Antarctica 
and the Eiffel Tower exist objectively. They exist whether or not anyone has 

https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
http://instruct.westvalley.edu/lafave/subjective_objective.html


experienced them. Many realities are real in this way.

Something exists metaphysically subjectively, by contrast, if its existence 
depends on its being experienced — like a headache, or how Bourbon tastes 
to you. A particular headache ceases to exist if the person experiencing the 
headache stops feeling it. Many realities are real in this way, too — a different 
way.

The only quote you've provided -- on using subjective and conscious 
interchangeably -- does not mention "consciousness".

Could you provide a relevant quote?

From http://www.nybooks.com/articles/archives/2011/jun/09/mystery-
consciousness-continues/?pagination=false
(This stuff is from a review of a book by John Searle)
We have: "...consciousness consists of qualitative, subjective states of feeling or 
sentience or awareness."
And "Because of this qualitative character all conscious states are essentially 
subjective in the sense that they exist only as experienced by a subject—human 
or animal. The problem of consciousness can now be stated somewhat more 
precisely: How does the brain produce qualitative subjectivity? "
And "In another sense, the objective/subjective distinction is about modes of 
existence. I call this the ontological sense. An entity has an objective ontology if 
its existence does not depend on being experienced by a human or animal 
subject; otherwise it is subjective. For example, mountains, molecules, and 
tectonic plates are ontologically objective. Their existence does not depend on 
being experienced by anybody. But pains, tickles, and itches only exist when 
experienced by a human or animal subject. They are ontologically subjective."
And crucially:
"I emphasize these two senses of the distinction because a common mistake is to 
suppose that because science is objective and consciousness is subjective, there 
cannot be a science of consciousness. Science is indeed epistemically objective, 
because scientific claims are supposed to be verifiable independently of 
anybody’s feelings and attitudes. But the ontological subjectivity of the domain of 
consciousness does not preclude an objective science of that domain. You can 
have an (epistemically) objective science of an (ontologically) subjective 
consciousness. Much confusion has been created by the failure to see this point."
And:

http://www.nybooks.com/articles/archives/2011/jun/09/mystery-consciousness-continues/?pagination=false


"Damasio’s two crucial notions are consciousness and the self.(1) 
Consciousness. In actual practice I think his idea of consciousness is essentially 
the one stated above. Its essence is qualitative subjectivity."
And:
"We have to keep reminding ourselves that any type of qualitative subjectivity is a 
form of consciousness."
So although he is not saying "Yes, you should use the words as synonyms" he is 
doing so. He is saying one of them (consciousness) *is* the other (subjectivity). 
It's common. Sam Harris does the same. I didn't provide quotes from him that 
help my case, but can. I thought Searle was enough.
Brett.

          

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] About metadiscussion (was: _Athene's Theory of Everything_ 
Part 1)
Date: January 25, 2013 at 3:19 PM

On Jan 8, 2013, at 7:49 AM, Rami Rustom <rombomb@gmail.com> wrote:

I'd like your criticism on my discussion technique.

On Sun, Jan 6, someone wrote:
On Sun, Jan 6, 2013 at 10:17 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

_Athene's Theory of Everything_ Part 1:

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o
(this video has all the parts, not just Part 1)

I think you're eventually going to have to come to the realization that the 
direction of causation seems to be indicating that our conscious self, or Ego, is 
actually extremely limited.

No. The only limit is the laws of physics. All other limits are
superficial -- by that I mean that better knowledge removes the
"superficial" limit.

The part after the dashes does not clarify what superficial means by repeating it 
in (scare?) quotes.

In general it's bad to say "X -- by which I mean Y". This formulation can be 
replaced with "Y".

David Deutsch argues that: "...everything that is not forbidden by
laws of nature is achievable, given the right knowledge."

You should write "David Deutsch concludes that..." You are quoting the 
conclusion, not the argument for the conclusion.

This conclusion-quoting should persuade no one.

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


See _The
Beginning of Infinity_ for his explanation if you want to. Or if you
want to criticize this by addressing your criticisms with me, thats
good to. I'll be fun for me.

You're making a claim; you should give an argument.

Communicating that you regard discussion as a lighthearted game for fun is 
maybe a bad idea. It's easily misunderstood and irrelevant.

I'm going to be very straightforward here and I apologize if the tone if it comes 
across as derogatory,

This indicates that you have the bad idea that disagreements are bad.
I don't have that idea, thus I don't find disagreements derogatory.

I recommend more arguments, fewer assertions.

You don't explain how or why that indicates that. You don't say why it's a bad 
idea, you just assert it is. You don't explain how to live your way or why it works 
out better.

-- Elliot Temple
http://elliottemple.com/

-- 
-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Subjective truth
Date: January 25, 2013 at 3:26 PM

On Jan 25, 2013, at 12:18 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Subject: Re: [BoI] Subjective truth
From: curi@curi.us
Date: Fri, 25 Jan 2013 12:01:50 -0800
To: beginning-of-infinity@googlegroups.com

On Jan 25, 2013, at 11:57 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 26/01/2013, at 4:57, "Elliot Temple" <curi@curi.us> wrote:

On Jan 25, 2013, at 4:31 AM, Brett Hall <brhalluk@hotmail.com> wrote:

To *have* an experience is to admit to being conscious. Unconscious 
things, like tables (we guess) do not have experiences. Do they? Tables do 
not have an "inner life" of thoughts or perceptions. Only subjectivity (or 
consciousness - I am using the words interchangeably here) allows any 
*experience* at all.

The word "subjective" has established meanings. Why are you trying to use 
it interchangeably with a different non-synonym word?

I have written about this on BoI before (aside, meta, apologies: is there a 
better way to reference posts on the BoI list than this?)

In a discussion titled "Free Will" on 4/3/12:

https://groups.google.com/forum/#!searchin/beginning-of-

https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective


infinity/subjective$20objective$20Brett/beginning-of-
infinity/njNQL6tTLZg/Un4hzqoVHVcJ

in a discussion titled "Objectivity vs Subjectivity" on 4/7/12

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/9_k1bwv3X0I/k1Y9hTxtk04J

In a discussion titled "Subjectivity (was: What is an idea?)" on 7/3/12

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-infinity/5nAJLzb_g-
w/kyfn5PK76VcJ

And in a discussion titled "Unfalsifiable" on 15/1/12

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/tz82W6iAcl4/wXIJ2PYjHPIJ

But that's only me.

Here is another source

http://instruct.westvalley.edu/lafave/subjective_objective.html

The author there writes (I think this is reasonably uncontroversial for the most 
part)

We should distinguish two kinds of objectivity:

metaphysical objectivity, and
epistemological objectivity.
We also should distinguish two kinds of subjectivity:

metaphysical subjectivity, and
epistemological subjectivity.
Remember the distinction between metaphysics and epistemology?

https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
http://instruct.westvalley.edu/lafave/subjective_objective.html


Metaphysics consists of arguments and counterarguments about what we 
should call "real" or what we should say "is" or "has being". "Is free will 
real?" is a metaphysical question. In metaphysics, something exists 
objectively if its existence does not depend on its being experienced. For 
example, Antarctica and the Eiffel Tower exist objectively. They exist 
whether or not anyone has experienced them. Many realities are real in this 
way.

Something exists metaphysically subjectively, by contrast, if its existence 
depends on its being experienced — like a headache, or how Bourbon 
tastes to you. A particular headache ceases to exist if the person 
experiencing the headache stops feeling it. Many realities are real in this 
way, too — a different way.

The only quote you've provided -- on using subjective and conscious 
interchangeably -- does not mention "consciousness".

Could you provide a relevant quote?

From http://www.nybooks.com/articles/archives/2011/jun/09/mystery-
consciousness-continues/?pagination=false
(This stuff is from a review of a book by John Searle)
We have: "...consciousness consists of qualitative, subjective states of feeling or 
sentience or awareness."

In this sentence, the author indicates he does NOT use consciousness and 
subjectivity as synonyms.

You provide zero explanation of how you think this sentence helps your case.

The reason is indicates he does NOT agree with you is because, in your 
terminology, the sentence can be rewritten equivalently:

"...consciousness consists of qualitative, conscious states of feeling or sentience 
or awareness."

which is silly and circular (at least the relevant part where it's now saying 
"consciousness consists of ... conscious states ...").

http://www.nybooks.com/articles/archives/2011/jun/09/mystery-consciousness-continues/?pagination=false


And "Because of this qualitative character all conscious states are essentially 
subjective

This is of the form, "Because of X, all Y are Z". This does not say or mean that Y 
and Z are the same word.

If Y and Z were the same thing, it would read "Because of X, all Y are Y". Which 
would be dumb.

Again your quote does not make your case -- it actually disagrees with you -- and 
you've provided no explanation of what you're seeing in this.

"We have to keep reminding ourselves that any type of qualitative subjectivity is 
a form of consciousness."

"All X is a form of Y" does not mean "X and Y are synonyms". Consider, for 
example: "All light blue is a form of blue".

If they were interchangeable, then you would have "All X is a form of X" or "All 
blue is a form of blue" or "All light blue is a form of light blue" -- all of which would 
be dumb. So the quote again indicates they are not interchangeable.

Just because someone says two words are related or connected in some way -- 
even if it's a universal link -- does not mean he is saying they are 
interchangeable.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Karl Pilkington on Problem Solving
Date: January 25, 2013 at 3:35 PM

Comedian Ricky Gervais likes to tweet quotes of his (purportedly silly, 
uneducated) friend Karl Pilkington because they are at times so absurd. 
Frequently, however, I find them brilliant distillations of truth. Here is another gem 
tweeted recently:

@rickygervais: "A problem solved, is a problem caused. That's the problem with 
problems, you sort one out and it makes another."
Karl Pilkington

Exactly!

I know it's supposed to be funny...but perhaps it is funny in part because it hits on 
a truth so few people know.

It's *funnier* to people who think that solving problems is a finite process.

 - Brett.

-- 
-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Subjective truth
Date: January 25, 2013 at 3:38 PM

On 26/01/2013, at 7:26, "Elliot Temple" <curi@curi.us> wrote:

On Jan 25, 2013, at 12:18 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Subject: Re: [BoI] Subjective truth
From: curi@curi.us
Date: Fri, 25 Jan 2013 12:01:50 -0800
To: beginning-of-infinity@googlegroups.com

On Jan 25, 2013, at 11:57 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 26/01/2013, at 4:57, "Elliot Temple" <curi@curi.us> wrote:

On Jan 25, 2013, at 4:31 AM, Brett Hall <brhalluk@hotmail.com> wrote:

To *have* an experience is to admit to being conscious. Unconscious 
things, like tables (we guess) do not have experiences. Do they? Tables 
do not have an "inner life" of thoughts or perceptions. Only subjectivity (or 
consciousness - I am using the words interchangeably here) allows any 
*experience* at all.

The word "subjective" has established meanings. Why are you trying to 
use it interchangeably with a different non-synonym word?

I have written about this on BoI before (aside, meta, apologies: is there a 
better way to reference posts on the BoI list than this?)



In a discussion titled "Free Will" on 4/3/12:

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/njNQL6tTLZg/Un4hzqoVHVcJ

in a discussion titled "Objectivity vs Subjectivity" on 4/7/12

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/9_k1bwv3X0I/k1Y9hTxtk04J

In a discussion titled "Subjectivity (was: What is an idea?)" on 7/3/12

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-infinity/5nAJLzb_g-
w/kyfn5PK76VcJ

And in a discussion titled "Unfalsifiable" on 15/1/12

https://groups.google.com/forum/#!searchin/beginning-of-
infinity/subjective$20objective$20Brett/beginning-of-
infinity/tz82W6iAcl4/wXIJ2PYjHPIJ

But that's only me.

Here is another source

http://instruct.westvalley.edu/lafave/subjective_objective.html

The author there writes (I think this is reasonably uncontroversial for the 
most part)

We should distinguish two kinds of objectivity:

metaphysical objectivity, and
epistemological objectivity.
We also should distinguish two kinds of subjectivity:

metaphysical subjectivity, and

https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
https://groups.google.com/forum/#!searchin/beginning-of-infinity/subjective
http://instruct.westvalley.edu/lafave/subjective_objective.html


epistemological subjectivity.
Remember the distinction between metaphysics and epistemology?

Metaphysics consists of arguments and counterarguments about what we 
should call "real" or what we should say "is" or "has being". "Is free will 
real?" is a metaphysical question. In metaphysics, something exists 
objectively if its existence does not depend on its being experienced. For 
example, Antarctica and the Eiffel Tower exist objectively. They exist 
whether or not anyone has experienced them. Many realities are real in 
this way.

Something exists metaphysically subjectively, by contrast, if its existence 
depends on its being experienced — like a headache, or how Bourbon 
tastes to you. A particular headache ceases to exist if the person 
experiencing the headache stops feeling it. Many realities are real in this 
way, too — a different way.

The only quote you've provided -- on using subjective and conscious 
interchangeably -- does not mention "consciousness".

Could you provide a relevant quote?

From http://www.nybooks.com/articles/archives/2011/jun/09/mystery-
consciousness-continues/?pagination=false
(This stuff is from a review of a book by John Searle)
We have: "...consciousness consists of qualitative, subjective states of feeling 
or sentience or awareness."

In this sentence, the author indicates he does NOT use consciousness and 
subjectivity as synonyms.

You provide zero explanation of how you think this sentence helps your case.

The reason is indicates he does NOT agree with you is because, in your 
terminology, the sentence can be rewritten equivalently:

"...consciousness consists of qualitative, conscious states of feeling or 
sentience or awareness."

http://www.nybooks.com/articles/archives/2011/jun/09/mystery-consciousness-continues/?pagination=false


which is silly and circular (at least the relevant part where it's now saying 
"consciousness consists of ... conscious states ...").

And "Because of this qualitative character all conscious states are essentially 
subjective

This is of the form, "Because of X, all Y are Z". This does not say or mean that Y 
and Z are the same word.

If Y and Z were the same thing, it would read "Because of X, all Y are Y". Which 
would be dumb.

Again your quote does not make your case -- it actually disagrees with you -- 
and you've provided no explanation of what you're seeing in this.

"We have to keep reminding ourselves that any type of qualitative subjectivity 
is a form of consciousness."

"All X is a form of Y" does not mean "X and Y are synonyms". Consider, for 
example: "All light blue is a form of blue".

If they were interchangeable, then you would have "All X is a form of X" or "All 
blue is a form of blue" or "All light blue is a form of light blue" -- all of which 
would be dumb. So the quote again indicates they are not interchangeable.

Just because someone says two words are related or connected in some way -- 
even if it's a universal link -- does not mean he is saying they are 
interchangeable.

Agreed. I can accept that "subjectivity" and "consciousness" both label different, 
although related, real things.

Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Karl Pilkington on Problem Solving
Date: January 25, 2013 at 4:20 PM

On Jan 25, 2013, at 12:35 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Comedian Ricky Gervais likes to tweet quotes of his (purportedly silly, 
uneducated) friend Karl Pilkington because they are at times so absurd. 
Frequently, however, I find them brilliant distillations of truth. Here is another 
gem tweeted recently:

@rickygervais: "A problem solved, is a problem caused. That's the problem with 
problems, you sort one out and it makes another."
Karl Pilkington

Exactly!

This can be read as him saying that solving problems is pretty ineffective and 
frustrating.

In particular where it says "that's the problem" I suspect it means that this thing 
he's talking about is bad.

It can also be read a better way.

It's too ambiguous.

I know it's supposed to be funny...but perhaps it is funny in part because it hits 
on a truth so few people know.

To the extent it's funny, I think that works better with a more negative reading. I 
think the humor is supposed to be about how much of an ineffective tangle it is 
trying to solve problems. I don't see how the BoI-friendly reading (where there is 
progress, and this state of affairs isn't bad) would be funny.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Subjective truth
Date: January 25, 2013 at 4:32 PM

On Jan 24, 2013, at 6:18 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Jan 24, 2013 at 12:14 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

I recently encountered somebody using the term "subjective truth"
without explaining what it is. So I said:

What is a subjective truth?

Do you mean ideas like this? *I like chocolate ice cream more than
vanilla ice cream.* But I would consider that an objective truth.

Or do you mean ideas like this? *Chocolate ice cream tastes better
than vanilla ice cream.* I consider this objectively false since there
are people that like the taste of vanilla over chocolate.

So, these qualia-dependent ideas are not subjective truths. They are
objective truths (or falsehoods).

Or am I missing something? What sort of ideas do you think could be
subjective truths?

So he replied:

Start quote.

Subjective truths are value-based statements which are not objective truths. 
"I think chocolate ice cream is the best flavor" is a subjective opinion, not 
objective fact.

[So, with the help of your ideas, I said:]

Who is "your"? You do not quote anyone else with attribution (you do have a 
"start quote" but no attribution other than to "he". presumably "he" and "your" are 
not the same person but it's rather hard to tell). It's important when using words 



which refer to other things (like "he", "that", "your") that the other thing is in the 
email and not too hard or ambiguous to find.

It is an objective fact that "best flavor" is ill-defined.

It's an objective fact that you made that comment and think that (in
the hypothetical).

It's also an objective fact that this comment can express some ideas
you have, and that you really have those ideas.

Notice that the versions that I stated, are either objective fact or
objective falsehood, and none are subjective truths. I'll list them
again with slight variation to mimic your version:

- "I like chocolate ice cream more than vanilla ice cream." This is an
objective fact.

- "Chocolate ice cream is the best-tasting ice cream." This is an
objective falsehood because it implies that it applies to all people,
and of course there is at least one person that likes vanilla over
chocolate thus successfully criticizing the idea, thereby rendering it
false.

The criticism I used above applies to your idea

What is "your idea"? This is again a reference with no referent.

that you've labeled as
a "subjective truth". Do you agree?

who is "you"? you did not quote anyone. you aren't replying to anyone (besides 
yourself).

If not, can you explain why its
anything other than an objective falsehood?

Also, can you point out another idea which you consider to be a



subjective truth?

Who is "you"? Who are you asking? Why are you asking?

All of this is rather unclear. I reply in hopes of indicating some ways to write better 
posts.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] Subjective truth
Date: January 25, 2013 at 4:59 PM

On Fri, Jan 25, 2013 at 1:32 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 24, 2013, at 6:18 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Jan 24, 2013 at 12:14 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

I recently encountered somebody using the term "subjective truth"
without explaining what it is. So I said:

What is a subjective truth?

Do you mean ideas like this? *I like chocolate ice cream more than
vanilla ice cream.* But I would consider that an objective truth.

Or do you mean ideas like this? *Chocolate ice cream tastes better
than vanilla ice cream.* I consider this objectively false since there
are people that like the taste of vanilla over chocolate.

So, these qualia-dependent ideas are not subjective truths. They are
objective truths (or falsehoods).

Or am I missing something? What sort of ideas do you think could be
subjective truths?

So he replied:

Start quote.

Subjective truths are value-based statements which are not objective truths. 
"I think chocolate ice cream is the best flavor" is a subjective opinion, not 
objective fact.

[So, with the help of your ideas, I said:]

Who is "your"? You do not quote anyone else with attribution (you do have a 



"start quote" but no attribution other than to "he". presumably "he" and "your" 
are not the same person but it's rather hard to tell). It's important when using 
words which refer to other things (like "he", "that", "your") that the other thing is 
in the email and not too hard or ambiguous to find.

Rami is relaying a conversation he had with someone else.  The
brackets are added text that is addressed to the List, so that "your"
is to the list.

Everything that follows after the brackets was the original message he
sent to some unnamed unknown individual.  He was talking directly to
that individual, so "you" in that context is totally clear.  But if
you miss that context it's very confusing from an outside perspective.

It is an objective fact that "best flavor" is ill-defined.

It's an objective fact that you made that comment and think that (in
the hypothetical).

It's also an objective fact that this comment can express some ideas
you have, and that you really have those ideas.

Notice that the versions that I stated, are either objective fact or
objective falsehood, and none are subjective truths. I'll list them
again with slight variation to mimic your version:

- "I like chocolate ice cream more than vanilla ice cream." This is an
objective fact.

- "Chocolate ice cream is the best-tasting ice cream." This is an
objective falsehood because it implies that it applies to all people,
and of course there is at least one person that likes vanilla over
chocolate thus successfully criticizing the idea, thereby rendering it
false.

The criticism I used above applies to your idea



What is "your idea"? This is again a reference with no referent.

Still addressing the unknown individual this was reposted from.  He's
talking to one person, so "you" makes sense in that context.

that you've labeled as
a "subjective truth". Do you agree?

who is "you"? you did not quote anyone. you aren't replying to anyone (besides 
yourself).

Same as above.

If not, can you explain why its
anything other than an objective falsehood?

Also, can you point out another idea which you consider to be a
subjective truth?

Who is "you"? Who are you asking? Why are you asking?

All of this is rather unclear. I reply in hopes of indicating some ways to write 
better posts.

All of this is still addressed to that person.  He's asking them.

He's just reposting the conversation wholesale, presumably to get
criticism on his comments.

I don't think this post would be improved by the suggestions you've
made, at least not for the original goal of writing to some other
individual person.

But if he's going to keep sending them to the list I think they would
be improved by more of a preface that gives more context, otherwise
your misunderstanding will continue to be easy to make.



-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Karl Pilkington on Problem Solving
Date: January 25, 2013 at 7:33 PM

On 26/01/2013, at 8:21, "Elliot Temple" <curi@curi.us> wrote:

On Jan 25, 2013, at 12:35 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Comedian Ricky Gervais likes to tweet quotes of his (purportedly silly, 
uneducated) friend Karl Pilkington because they are at times so absurd. 
Frequently, however, I find them brilliant distillations of truth. Here is another 
gem tweeted recently:

@rickygervais: "A problem solved, is a problem caused. That's the problem 
with problems, you sort one out and it makes another."
Karl Pilkington

Exactly!

This can be read as him saying that solving problems is pretty ineffective and 
frustrating.

In particular where it says "that's the problem" I suspect it means that this thing 
he's talking about is bad.

It can also be read a better way.

It's too ambiguous.

I know it's supposed to be funny...but perhaps it is funny in part because it hits 
on a truth so few people know.

To the extent it's funny, I think that works better with a more negative reading. I 
think the humor is supposed to be about how much of an ineffective tangle it is 
trying to solve problems. I don't see how the BoI-friendly reading (where there is 
progress, and this state of affairs isn't bad) would be funny.

Yes, you're right.



One of the things I am interested in is how to get important and true, but 
otherwise esoteric ideas, more prevalent. The positive problem-theme of BoI 
(problems are good because they suggest progress can be made) isn't widely 
known.

This silly little quip, that I admit, is often first and most easily read as negative is 
an "in". Because it is associated with some A-list fame and is said by a buffoon 
that others seem to think it's okY to laugh at - I've found these kind of things can 
be an opportunity (after the laugh subsides) to say "Yeah, that's true. I love it 
when one problem leads to heaps!"

(Quizzical looks all round).

"No, really. It means you make progress. You can't expect there will ever come a 
time when there will be no problems do you? Problems are inevitable. 
But...problems are also soluble."

I think people really do want to be BoI-optimistic, don't they? It *feels* better than 
pessimism. Probably a good reason for that. It's useful, where pessimism isn't.

Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Karl Pilkington on Problem Solving
Date: January 25, 2013 at 7:37 PM

On Jan 25, 2013, at 4:33 PM, Brett Hall <brhalluk@hotmail.com> wrote:

I think people really do want to be BoI-optimistic, don't they? It *feels* better 
than pessimism. Probably a good reason for that. It's useful, where pessimism 
isn't.

Don't they? Maybe in some sense of "want" (e.g. they'd like it better after they 
were a totally different person) but I think straightforwardly no.

You can tell they don't want it because if you offer it to them they try to shoot it 
down, evade it, ad hoc attack it, etc, etc

Most people do not say, "That is a nice conclusion but I don't think it's true. But I 
wish it was. Let's investigate and see if there's any way to save it from what I 
think are some criticisms!" They are more like "your philosophy offends me and is 
stupid and obviously false".

why? memes. and admitting life can be good would mean admitting they've done 
their life to date wrong. and no doubt other reasons too.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] New Year's resolutions are nonsense.
Date: January 25, 2013 at 7:51 PM

On Thu, Jan 24, 2013 at 6:04 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 24, 2013, at 3:49 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Jan 24, 2013 at 5:44 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 19, 2013, at 5:15 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 18, 2013 7:07 PM, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 19/01/2013, at 2:36, "Rami Rustom" <rombomb@gmail.com> wrote:

Someone said: I personally think we should ban all New Years 
resolutions.

I replied: I don't think that banning New Years resolutions is a
workable replacement solution for the problem that they are supposed
to be solving.

A resolution is just a thought. It's a type of intention. The whole idea of 
banning certain thoughts (i.e: thought crime) is a terrible, unnecessary, 
restriction on freedom and so is quite evil. On that basis alone, such an 
idea can be rejected.

I read it as each person banning New Years resolutions for themselves.
It would be impossible for some centralized organization to ban them,
since this organization can't know whats going on in our minds.

That is not a reasonable reading of what he said. Look up the word "ban"!

But, since its impossible to ban them, I think that he meant it as a
metaphor. Maybe I'm missing something about metaphors.

You seem to be confusing "impossible" with "undesirable". Tyranny is possible.



He advocated something undesirable and you assumed he didn't mean it 
because of how awful it is. That's not a good way to react. Evil exists. Really 
bad ideas exist.

Even if he advocated something impossible, that doesn't mean he didn't mean 
what he said. He could be wrong. You don't have to edit what he said to 
something you think is reasonable, and therefore obscure the existence of 
unreasonable thinking.

hmm, do you think that this mistake is (partly) caused by the "reality
denial" problem you described here?

https://groups.google.com/group/taking-children-
seriously/msg/882f86c3360d9d80

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 

https://groups.google.com/group/taking-children-seriously/msg/882f86c3360d9d80
http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] About metadiscussion (was: _Athene's Theory of Everything_ 
Part 1)
Date: January 26, 2013 at 11:56 AM

On Jan 25, 2013 2:19 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 8, 2013, at 7:49 AM, Rami Rustom <rombomb@gmail.com> wrote:

I'd like your criticism on my discussion technique.

On Sun, Jan 6, someone wrote:
On Sun, Jan 6, 2013 at 10:17 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

_Athene's Theory of Everything_ Part 1:

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o
(this video has all the parts, not just Part 1)

I think you're eventually going to have to come to the realization that the 
direction of causation seems to be indicating that our conscious self, or Ego, 
is actually extremely limited.

No. The only limit is the laws of physics. All other limits are
superficial -- by that I mean that better knowledge removes the
"superficial" limit.

The part after the dashes does not clarify what superficial means by repeating it 
in (scare?) quotes.

In general it's bad to say "X -- by which I mean Y". This formulation can be 
replaced with "Y".

So I should have said:

No. The only limit is the laws of physics. All other things that
people call limits are "superficial" limits -- limits caused by lack
of knowledge.

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


David Deutsch argues that: "...everything that is not forbidden by
laws of nature is achievable, given the right knowledge."

You should write "David Deutsch concludes that..." You are quoting the 
conclusion, not the argument for the conclusion.

This conclusion-quoting should persuade no one.

Right. So here's a retry:

The human mind is a universal knowledge creator. That means that any
person can create any knowledge. You might say: What about people with
sufficient brain damage -- doesn't that cause them to lose their
capacity for reason? Yes, but that is already explained by the idea
that we are limited by the laws of physics.

See _The
Beginning of Infinity_ for his explanation if you want to. Or if you
want to criticize this by addressing your criticisms with me, thats
good to. I'll be fun for me.

You're making a claim; you should give an argument.

Communicating that you regard discussion as a lighthearted game for fun is 
maybe a bad idea. It's easily misunderstood and irrelevant.

Well, I wanted him to know that I'm having fun, and that I don't find
our discussion to be bad, which is what he indicated. What do you
think? Still irrelevant?

I'm going to be very straightforward here and I apologize if the tone if it 
comes across as derogatory,



This indicates that you have the bad idea that disagreements are bad.
I don't have that idea, thus I don't find disagreements derogatory.

I recommend more arguments, fewer assertions.

You don't explain how or why that indicates that. You don't say why it's a bad 
idea, you just assert it is. You don't explain how to live your way or why it works 
out better.

I'll try again:

I don't find your ideas derogatory. You are presenting me with a
disagreement. A disagreement is a good thing, because it means that
I'll be learning something. I find this very positive.

Either I'm going to learn that my idea is wrong, in which case I've
changed my mind and am now a better person, or I'm going to learn that
your idea is wrong. If I learn that your idea was wrong, I've also
learned something else that is very important to me. I'll explain.

When you presented me with a disagreement, what you did was provide me
with a criticism, which is an explanation of a flaw in my idea. And
now that I know your criticism, and that I've persuaded you that your
criticism is wrong, I can build that into my idea, thus creating a
slightly-changed idea of my original idea, which includes an
explanation addressing your criticism.

So no matter the outcome, something good is happening. There is
nothing bad here.

-- Rami

-- 
-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] About metadiscussion (was: _Athene's Theory of Everything_ 
Part 1)
Date: January 26, 2013 at 1:12 PM

On Jan 26, 2013, at 8:56 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 25, 2013 2:19 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 8, 2013, at 7:49 AM, Rami Rustom <rombomb@gmail.com> wrote:

I'd like your criticism on my discussion technique.

On Sun, Jan 6, someone wrote:
On Sun, Jan 6, 2013 at 10:17 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

_Athene's Theory of Everything_ Part 1:

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o
(this video has all the parts, not just Part 1)

I think you're eventually going to have to come to the realization that the 
direction of causation seems to be indicating that our conscious self, or Ego, 
is actually extremely limited.

No. The only limit is the laws of physics. All other limits are
superficial -- by that I mean that better knowledge removes the
"superficial" limit.

The part after the dashes does not clarify what superficial means by repeating 
it in (scare?) quotes.

In general it's bad to say "X -- by which I mean Y". This formulation can be 
replaced with "Y".

So I should have said:

No. The only limit is the laws of physics. All other things that

http://www.youtube.com/watch?feature=player_embedded&v=dbh5l0b2-0o


people call limits are "superficial" limits -- limits caused by lack
of knowledge.

David Deutsch argues that: "...everything that is not forbidden by
laws of nature is achievable, given the right knowledge."

You should write "David Deutsch concludes that..." You are quoting the 
conclusion, not the argument for the conclusion.

This conclusion-quoting should persuade no one.

Right. So here's a retry:

The human mind is a universal knowledge creator.

conclusion

That means that any
person can create any knowledge.

conclusion

You might say: What about people with
sufficient brain damage -- doesn't that cause them to lose their
capacity for reason?

one possible objection that is doubtful what the guy was worried about

Yes, but that is already explained by the idea
that we are limited by the laws of physics.

answer he won't understand that i don't think is clear either.

no where in here do you include arguments that human minds in general actually 
are universal.



See _The
Beginning of Infinity_ for his explanation if you want to. Or if you
want to criticize this by addressing your criticisms with me, thats
good to. I'll be fun for me.

You're making a claim; you should give an argument.

Communicating that you regard discussion as a lighthearted game for fun is 
maybe a bad idea. It's easily misunderstood and irrelevant.

Well, I wanted him to know that I'm having fun, and that I don't find
our discussion to be bad, which is what he indicated. What do you
think? Still irrelevant?

I'm going to be very straightforward here and I apologize if the tone if it 
comes across as derogatory,

This indicates that you have the bad idea that disagreements are bad.
I don't have that idea, thus I don't find disagreements derogatory.

I recommend more arguments, fewer assertions.

You don't explain how or why that indicates that. You don't say why it's a bad 
idea, you just assert it is. You don't explain how to live your way or why it works 
out better.

I'll try again:

I don't find your ideas derogatory. You are presenting me with a
disagreement. A disagreement is a good thing, because it means that
I'll be learning something. I find this very positive.

this is more of an argument but it's false: you (and people in general) don't get to 
learn something every time there is a disagreement.



if you make it true by saying a disagreement is an *opportunity* where you 
*might* learn something, then it will be unclear what's so great about it since it 
might be unlikely and such opportunities are easy to come by.

Either I'm going to learn that my idea is wrong, in which case I've
changed my mind and am now a better person, or I'm going to learn that
your idea is wrong.

or, as happens commonly, neither of those conclusions will be reached.

If I learn that your idea was wrong, I've also
learned something else that is very important to me. I'll explain.

maybe you already knew before the discussion that his idea was wrong. that's 
very common too. so then you can't learn that as new insight.

When you presented me with a disagreement, what you did was provide me
with a criticism, which is an explanation of a flaw in my idea.

did he? i don't know but in general people often do not present disagreements by 
making quality criticisms. offering rational criticism is not the only way to disagree.

And
now that I know your criticism, and that I've persuaded you that your
criticism is wrong, I can build that into my idea, thus creating a
slightly-changed idea of my original idea, which includes an
explanation addressing your criticism.

So no matter the outcome, something good is happening. There is
nothing bad here.

this stuff is an argument but it's false in various ways.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 
-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Guy says that he would terminate a pregnancy if fetus has his 
disease TCS <taking-children-seriously@googlegroups.com>
Date: January 26, 2013 at 4:44 PM

http://www.liveleak.com/view?i=65a_1359091376

Jonny Kennedy suffered from Epidermolysis bullosa (EB). It is an inherited 
connective tissue disease causing blisters in the skin and mucosal membranes, 
with an incidence of 1/50,000. Its severity ranges from mild to lethal. The skin is 
extremely fragile: minor mechanical friction or trauma will separate the layers of 
the skin and form blisters. People with this condition have an increased risk of 
cancers of the skin, and many will eventually be diagnosed with it as a 
complication of the chronic damage done to the skin.

The skin has three layers; the outermost layer is the epidermis, and the middle 
layer is the dermis. In individuals with healthy skin, there are protein anchors 
between the layers that prevent them from moving independently from one 
another (shearing). In people born with EB, these top skin layers lack the protein 
anchors that hold them together, and any action that creates friction between 
them (like rubbing or pressure) will create blisters and painful sores. Sufferers of 
EB have compared the sores with third-degree burns

End quote.

In the video, the guy with the skin disease has blisters covering 75%
of his body. He said that "even after 36 years, you still have to get
your head around the severe discomfort and pain."

He said that he would abort a pregnancy if he knew the baby would have
this skin disease. Which raises the question: why didn't he kill
himself?

If you disagree with your parents decision to let you live, then fix
it yourself, make your own decision. Why do people think they are
locked into that decision?

If your parents were irresponsible about a decision that affects your
life, why don't you take responsibility yourself? Our parents were

http://www.liveleak.com/view?i=65a_1359091376


responsible for bringing us into this world, and for raising us to be
independent adults, but after that, we as individuals are responsible
for our lives.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Re: [TCS] Guy says that he would terminate a pregnancy if fetus has his 
disease
Date: January 26, 2013 at 5:35 PM

On 26 Jan 2013, at 21:44, Rami Rustom <rombomb@gmail.com> wrote:

http://www.liveleak.com/view?i=65a_1359091376

Jonny Kennedy suffered from Epidermolysis bullosa (EB). It is an inherited 
connective tissue disease causing blisters in the skin and mucosal 
membranes, with an incidence of 1/50,000. Its severity ranges from mild to 
lethal. The skin is extremely fragile: minor mechanical friction or trauma will 
separate the layers of the skin and form blisters. People with this condition 
have an increased risk of cancers of the skin, and many will eventually be 
diagnosed with it as a complication of the chronic damage done to the skin.

The skin has three layers; the outermost layer is the epidermis, and the middle 
layer is the dermis. In individuals with healthy skin, there are protein anchors 
between the layers that prevent them from moving independently from one 
another (shearing). In people born with EB, these top skin layers lack the 
protein anchors that hold them together, and any action that creates friction 
between them (like rubbing or pressure) will create blisters and painful sores. 
Sufferers of EB have compared the sores with third-degree burns

End quote.

In the video, the guy with the skin disease has blisters covering 75%
of his body. He said that "even after 36 years, you still have to get
your head around the severe discomfort and pain."

He said that he would abort a pregnancy if he knew the baby would have
this skin disease. Which raises the question: why didn't he kill
himself?

The fact that he thinks he should prevent the birth of a child with his disease 
doesn't imply he should kill himself. He should kill himself if he prefers being dead 
to living with his disease.

http://www.liveleak.com/view?i=65a_1359091376


If you disagree with your parents decision to let you live, then fix
it yourself, make your own decision. Why do people think they are
locked into that decision?

Suicide is, in practise, illegal and people who try to commit suicide and fail are 
savagely punished. An attempted suicide will often be locked up, denied access 
to everyday items like forks, tortured with electricity (this is euphemistically called 
Electro Convulsive therapy) and drugged without his consent.

If your parents were irresponsible about a decision that affects your
life, why don't you take responsibility yourself? Our parents were
responsible for bringing us into this world, and for raising us to be
independent adults, but after that, we as individuals are responsible
for our lives.

Most parents convey by their words and actions that responsibility is a burden 
that one should avoid under many circumstances. The precise details vary from 
one set of parents to another because there is no good explanation for why one 
should avoid responsibility. And most children are deprived of almost every 
conceivable opportunity to exercise responsibility. At the start of Volume 1 of "The 
Open Society and Its Enemies", Popper quotes Plato as saying:

The greatest principle of all is that nobody, whether male or female, should be 
without a leader. Nor should the mind of anybody be habituated to letting him do 
anything at all on his own initiative; neither out of zeal, nor even playfully. But in 
war and in the midst of peace—to his leader he shall direct his eye and follow 
him faithfully. And even in the smallest matter he should stand under leadership. 
For example, he should get up, or move, or wash, or take his meals .. only if he 
has been told to do so. In a word, he should teach his soul, by long habit, never 
to dream of acting independently, and to become utterly incapable of it.

Sounds a lot like what happens to most children.

There are occasions on which a parent talks about responsibility. What often 
happens is this. The parent decides that he doesn't want to do X, but he wants X 
to get done anyway. So he goes to the child and says "I want you to take 
responsibility for X". If X doesn't get done the parent then punishes the child. This 
is a twisted mockery of real responsibility in which a person decides what is worth 
doing, when it should be done and so on.



Some parents sometimes encourage their child to do something he likes and help 
him to do it. It is at least possible to do this in a good way, and I would guess that 
some parents manage to do it well.

I think that most people don't clearly distinguish between real responsibility and 
unchosen obligations accompanied by punishment. The former is good, the latter 
is bad.

Alan

-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: [TCS] Taking responsibility (was: Guy says that he would terminate a 
pregnancy if fetus has his disease)
Date: January 26, 2013 at 5:46 PM

On Sat, Jan 26, 2013 at 4:35 PM, Alan Forrester
<alanmichaelforrester@googlemail.com> wrote:

On 26 Jan 2013, at 21:44, Rami Rustom <rombomb@gmail.com> wrote:

If you disagree with your parents decision to let you live, then fix
it yourself, make your own decision. Why do people think they are
locked into that decision?

Suicide is, in practise, illegal and people who try to commit suicide and fail are 
savagely punished. An attempted suicide will often be locked up, denied access 
to everyday items like forks, tortured with electricity (this is euphemistically 
called Electro Convulsive therapy) and drugged without his consent.

If your parents were irresponsible about a decision that affects your
life, why don't you take responsibility yourself? Our parents were
responsible for bringing us into this world, and for raising us to be
independent adults, but after that, we as individuals are responsible
for our lives.

Most parents convey by their words and actions that responsibility is a burden 
that one should avoid under many circumstances. The precise details vary from 
one set of parents to another because there is no good explanation for why one 
should avoid responsibility. And most children are deprived of almost every 
conceivable opportunity to exercise responsibility.

And many parents are shocked that their kids don't know how to do
certain things.

At the start of Volume 1 of "The Open Society and Its Enemies", Popper quotes 
Plato as saying:

The greatest principle of all is that nobody, whether male or female, should be 



without a leader. Nor should the mind of anybody be habituated to letting him 
do anything at all on his own initiative; neither out of zeal, nor even playfully. 
But in war and in the midst of peace—to his leader he shall direct his eye and 
follow him faithfully. And even in the smallest matter he should stand under 
leadership. For example, he should get up, or move, or wash, or take his 
meals .. only if he has been told to do so. In a word, he should teach his soul, 
by long habit, never to dream of acting independently, and to become utterly 
incapable of it.

That's a regress problem. If everyone should have a leader, then whose
at the top of the pyramid? Who's his leader?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 26, 2013 at 8:28 PM

On Fri, Jan 25, 2013 at 12:34 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 25, 2013, at 6:07 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Jan 24, 2013 at 4:30 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 24, 2013, at 1:58 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 24, 2013 1:21 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:

Firstly, by your own description is something OTHER than what applied
to the original assertion.
There's nothing in there for me to ignore - you couldn't find what you
'assumed' about the scientist Einstein.

Thats not what I was talking about when I said you 'ignored'. I'm
talking about what objective reality *is*. So far you've refused
discussing this. Once we agree on what it *is*, then we can talk about
whether or not Einstein believes in "it".

At one point you gave a definition of objective reality, but you said
something in that post that got me thinking that you don't understand
what objective reality means. So I asked you questions for
clarification, and you evaded my questions. That is close-minded.

I tried to get you to engage with me so that we can agree on what
objective reality means, so that we could then talk about whether or
not Einstein believed in it. But you refused. So I played your game by
retracting my assertion thinking that we'd be able to continue, but I



was wrong -- you didn't want to let it go. And I went with you anyway,
yet I'm the one being called close-minded.

What do you hope to gain from saying this to him?

I wanted him to understand what it means to be close-minded. Why?
Because on that forum, many people had called me close-minded, and
each time I explained that I'm not being close-minded in the specific
situation, and I was using a specific definition of what close-minded
is. And each time, I also re-asked them for what they mean by
close-minded, and no one gave me a definition. So, by explaining what
I think is close-minded, and then explaining exactly what they are
doing and showing how it matches my definition of close-minded, I was
hoping to help them understand what I mean by close-minded. It also
invites them to finally give me their definition of close-minded.

If you want him to understand a concept in the general case, you should not talk 
about him personally. Right? But you made what you were saying about him 
and your specific history.

Right.

Also I don't think you should set out in discussions with the goal of other people 
changing in ways pleasing to you. I think you should set out to learn things and 
gain things. You should be trying to gain value(s) for yourself! Be selfish, not 
controlling of others in what you deem their best interests.

Agreed.

Why are you ignoring my explanation. That indicates that you are 
closed-minded.

This remark is childish.

By "childish", I assume you mean 'not serious'. I disagree. I am serious.



Why assume what he means instead of using a dictionary? The dictionary 
would be more accurate.

I vaguely recall doing this exact equivocation of 'childish' to 'not
serious', of course it was a different context so maybe it was right
in your context but not this one.

(Also why assume instead of guess and then refine with criticism?)

He had been evading my clarifying questions, so in this case I chose
to guess instead of asking another clarifying question.

i meant guess and refine with criticism by yourself. not a group effort with 
him.

you said you "assumed" which is different.

Then I should have said this: "By 'childish', I think you mean 'not
serious'. I disagree. I am serious."

That's better setting aside that childish does not mean that and you should use 
a dictionary.

I'm confused by something. I was trying to say that he was implying
that my idea was not serious, because people often use the word
'childish' in reference to one's ideas in order to convey that they
idea is 'not serious'. What does the dictionary definition of childish
have to do with this?

Why do you repeat the mistake of making up word meanings and ignoring 
the dictionaries despite multiple past criticisms of this? Whatever the 
reason you aren't learning from your mistakes and criticism, you should 
urgently focus on dealing with that!!



I don't understand. What did he mean?

what are you talking about? i wrote about you and you ask about him.

I think he means that my
response shares a quality with responses of children. What quality? I
guessed "not serious", since thats a common thing that adults think of
children.

i don't understand this reply. to reiterate: *you* made a mistake, which you've 
made repeatedly. you should figure out how to learn from your mistakes 
rather than repeat them.

I think I don't know how to use the word assume. I've seen you use it
before. Must be a different context.

ok but you're now ignoring your failure to look up a word in the dictionary that 
you didn't know what it means. that is an important mistake you've repeated and 
now when it's criticized again you don't follow up on dealing with it, you just 
apparently ignore it, which is exactly how it's going to happen again and again. 
it's crucial to learn from one's mistakes, not ignore them on the basis that one 
also made some other mistake.

I was confused about what you were criticizing. And, when you first
talked about looking at the dictionary, I did, but I didn't include
the text here because I didn't think that was the focus. This has
happened before, so going forward, I'm going to post the dictionary
definition when you say 'why not look up the definition?'

Childish (From Merriam Webster):

1: of, relating to, or befitting a child or childhood
2 a : marked by or suggestive of immaturity and lack of poise <a childish spiteful 
remark>
   b : lacking complexity : simple <it's a childish device, but it works>
   c : deteriorated with age especially in mind

I think that none of those can reasonably be equated with 'not serious'.



"assume" can also be looked up in the dictionary. have you tried that yet? it 
might help. if you didn't think of that even while we were talking about 
dictionaries, then what is going on? you don't have to answer that here but you 
should deal with it!

When I said "I'll assume by X you meant Y", what I mean is that the
rest of my post will be created on the assumption that by X he meant
Y. But even that is wrong because it wasn't an assumption -- it was a
guess with criticism. An assumption is a guess with no criticism.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 26, 2013 at 11:25 PM

On Jan 26, 2013, at 5:28 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Jan 25, 2013 at 12:34 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 25, 2013, at 6:07 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Jan 24, 2013 at 4:30 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 24, 2013, at 1:58 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 24, 2013 1:21 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:

Firstly, by your own description is something OTHER than what 
applied
to the original assertion.
There's nothing in there for me to ignore - you couldn't find what you
'assumed' about the scientist Einstein.

Thats not what I was talking about when I said you 'ignored'. I'm
talking about what objective reality *is*. So far you've refused
discussing this. Once we agree on what it *is*, then we can talk about
whether or not Einstein believes in "it".

At one point you gave a definition of objective reality, but you said
something in that post that got me thinking that you don't understand
what objective reality means. So I asked you questions for
clarification, and you evaded my questions. That is close-minded.

I tried to get you to engage with me so that we can agree on what



objective reality means, so that we could then talk about whether or
not Einstein believed in it. But you refused. So I played your game by
retracting my assertion thinking that we'd be able to continue, but I
was wrong -- you didn't want to let it go. And I went with you anyway,
yet I'm the one being called close-minded.

What do you hope to gain from saying this to him?

I wanted him to understand what it means to be close-minded. Why?
Because on that forum, many people had called me close-minded, and
each time I explained that I'm not being close-minded in the specific
situation, and I was using a specific definition of what close-minded
is. And each time, I also re-asked them for what they mean by
close-minded, and no one gave me a definition. So, by explaining what
I think is close-minded, and then explaining exactly what they are
doing and showing how it matches my definition of close-minded, I was
hoping to help them understand what I mean by close-minded. It also
invites them to finally give me their definition of close-minded.

If you want him to understand a concept in the general case, you should not 
talk about him personally. Right? But you made what you were saying about 
him and your specific history.

Right.

Also I don't think you should set out in discussions with the goal of other 
people changing in ways pleasing to you. I think you should set out to learn 
things and gain things. You should be trying to gain value(s) for yourself! Be 
selfish, not controlling of others in what you deem their best interests.

Agreed.

Why are you ignoring my explanation. That indicates that you are 
closed-minded.



This remark is childish.

By "childish", I assume you mean 'not serious'. I disagree. I am serious.

Why assume what he means instead of using a dictionary? The 
dictionary would be more accurate.

I vaguely recall doing this exact equivocation of 'childish' to 'not
serious', of course it was a different context so maybe it was right
in your context but not this one.

(Also why assume instead of guess and then refine with criticism?)

He had been evading my clarifying questions, so in this case I chose
to guess instead of asking another clarifying question.

i meant guess and refine with criticism by yourself. not a group effort with 
him.

you said you "assumed" which is different.

Then I should have said this: "By 'childish', I think you mean 'not
serious'. I disagree. I am serious."

That's better setting aside that childish does not mean that and you should use 
a dictionary.

I'm confused by something. I was trying to say that he was implying
that my idea was not serious, because people often use the word
'childish' in reference to one's ideas in order to convey that they
idea is 'not serious'. What does the dictionary definition of childish
have to do with this?

You said basically "By childish I think you mean a definition I made up that isn't in 
the dictionary -- and I'm going to accuse you of having said what you did not 
actually say in English".

Childish does not mean "not serious". You should use a dictionary to discover 



what it means, and not accuse people of saying whatever their words mean in 
your own made-up terminology.

Why do you repeat the mistake of making up word meanings and 
ignoring the dictionaries despite multiple past criticisms of this? Whatever 
the reason you aren't learning from your mistakes and criticism, you 
should urgently focus on dealing with that!!

I don't understand. What did he mean?

what are you talking about? i wrote about you and you ask about him.

I think he means that my
response shares a quality with responses of children. What quality? I
guessed "not serious", since thats a common thing that adults think of
children.

i don't understand this reply. to reiterate: *you* made a mistake, which 
you've made repeatedly. you should figure out how to learn from your 
mistakes rather than repeat them.

I think I don't know how to use the word assume. I've seen you use it
before. Must be a different context.

ok but you're now ignoring your failure to look up a word in the dictionary that 
you didn't know what it means. that is an important mistake you've repeated 
and now when it's criticized again you don't follow up on dealing with it, you 
just apparently ignore it, which is exactly how it's going to happen again and 
again. it's crucial to learn from one's mistakes, not ignore them on the basis 
that one also made some other mistake.

I was confused about what you were criticizing. And, when you first
talked about looking at the dictionary, I did, but I didn't include
the text here because I didn't think that was the focus. This has
happened before, so going forward, I'm going to post the dictionary
definition when you say 'why not look up the definition?'



Childish (From Merriam Webster):

1: of, relating to, or befitting a child or childhood
2 a : marked by or suggestive of immaturity and lack of poise <a childish 
spiteful remark>
  b : lacking complexity : simple <it's a childish device, but it works>
  c : deteriorated with age especially in mind

I think that none of those can reasonably be equated with 'not serious'.

Indeed, so why are you *still* (above) defending your equating it with 'not 
serious', when you apparently know it doesn't mean that?

If you know the word X does not mean Y, why would you keep insisting -- even 
after looking it up -- that the guy who said X meant Y? (With no argument about 
reading between the lines or anything. Just asserting it's what he said.)

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: [TCS] What is the field of psychology?
Date: January 26, 2013 at 11:46 PM

On Aug 30, 2012, at 11:35 AM, Rami Rustom <rombomb@gmail.com> wrote:

Psychology is about thinking errors. And the thinking errors cause
psychological problems, e.g. negative emotions.

No.

http://www.merriam-webster.com/dictionary/psychology

1
: the science of mind and behavior
2
a : the mental or behavioral characteristics of an individual or group
b : the study of mind and behavior in relation to a particular field of knowledge or 
activity
3
: a theory or system of psychology <Freudian psychology><the psychology of 
Jung>

So to solve psychological problems, one must correct his thinking errors.

This is a tautology using your made up definition, not an insight.

What you're doing is redefining psychology so that by the new definition this is 
how psychological problems are solved, and then implying this is how regular-
definition-psychological-problems should be solved. This is a dirty trick not an 
argument.

Getting back to the field of psychology, actually these discussions
are what might be called psychoanalysis. Everyone should do it on
themselves! Self-psychoanalysis.

How can you get back to the field of psychology when you never bothered to 

http://www.merriam-webster.com/dictionary/psychology


investigate what it is? Trying to comment on psychoanalysis from a position of 
total ignorance is even worse.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Are personal attacks metadiscussion?
Date: January 26, 2013 at 11:53 PM

On Jan 10, 2013, at 7:14 AM, Rami Rustom <rombomb@gmail.com> wrote:

A samharris.org poster made a personal attack on me and didn't discuss
anything substantive of my ideas. He wrote it on my blog, not on the
forum. I couldn't email him back because he didn't leave an email
address. Some questions for you:

Are personal attacks metadiscussion?

Yes. Why is this a question? Do you know what metadiscussion is?

Do personal attacks warrant doing metadiscussion? I think yes.

Why?

-- Elliot Temple
http://curi.us/

-- 
-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Re: [TCS] Determinism and Punishment
Date: January 27, 2013 at 12:13 AM

On Jan 17, 2013, at 9:21 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Jan 17, 2013 someone wrote:
From samharris forum, someone replied to me on my thread explaining my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

Somebody said:

start quote.

I am reading a lot of posts where people seem to be misunderstanding
what Dr. Harris means with regards to the illusion of free will.

Decisions, intentions, efforts, goals, willpower, etc., are causal states of the 
brain, leading to specific behaviors, and behaviors lead to outcomes in the 
world. Human choice, therefore, is as important as fanciers of free will 
believe. But the next choice you make will come out of the darkness of prior 
causes that you, the conscious witness of your experience, did not bring into 
being. Therefore, while it is true to say that a person would have done 
otherwise if he had chosen to do otherwise, this does not deliver the kind of 
free will that most people seem to cherish

Most people don’t understand the relationship between the conscious
and the subconscious, so I can see why they would confuse the idea of
free will to mean that one has direct control over his subconscious.

— because a person’s “choices” merely appear in his mind as though sprung 
from the void. From the perspective of your conscious awareness, you are no 
more responsible for the next thing you think (and therefore do) than you are 
for the fact that you were born into this world.

http://www.samharris.org/forum/viewthread/16894/#223691


Harris, Sam (2012-03-06). Free Will (pp. 34-35). Simon & Schuster,
Inc.. Kindle Edition.

No. Lets say a guy hits his wife. Say he judges hitting to be bad, but
he did it while angry, and regretted it afterwards.

How is the anger relevant?

Why do you think he judges hitting to be bad when the evidence is that he 
chooses to hit?

The relevant
question is not whether or not he could have chosen better in the
past,

Why do you think there is only one relevant question?

This question you dismiss is very important. If he could not have chosen 
otherwise then there is no moral fault. But he could have and that allows him to 
be morally guilty.

but rather what he should do in the future. He should realize
that he has a problem. He should not fool himself into denying that he
has a problem. He should take big steps to solve this problem.

He shouldn't aim for incremental progress by a succession of small steps?

This might include seeking professional help,

Now you're advocating psychiatry or psychology?

If you're going to do that, you ought to address the arguments against them. You 
have not done so.

Your advice is reckless and immoral. People taking your advice could easily have 
their lives ruined and be imprisoned. Their suffering will be partly on your hands. 
This is one of the reasons not to give life advice on matters one knows nothing 
about.



and/or reading books on
anger, psychology, etc. With this sort of real effort,

This "real effort" in which every single thing listed involves assuming psychiatry 
and psychology are here to help, and never questioning that mistake?

he can solve his problem.

Since when is this stuff you're shilling for very effective?

Part of the solution will involve having identified some
of his subconscious ideas that are causing his anger reactions, and
changing them, thus changing his emotional habit of anger.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

Consider my hypothetical above. If the guy puts in effort to solve his
problem (and solves it), he won’t hit his wife again. If he doesn’t
put in effort to solve his problem, then he won’t solve his problem,
and he’ll hit his wife again. Its his choice (to put in effort or
not). This is free will. Or do you disagree that he has a choice?

You recommended "big steps" like seeing a shrink but not any big steps like living 
in a motel temporarily to protect your wife from being hit.

This skewed perspective you present is part of the wife-beating problem.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


-- 



From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Re: [BoI] Determinism and Punishment
Date: January 27, 2013 at 12:28 AM

On Jan 17, 2013, at 9:29 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Jan 17, 2013 someone wrote:
On Thu, Jan 17, 2013 at 11:25 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Thu, Jan 17, 2013 someone wrote:
On Thu, Jan 17, 2013 at 11:21 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Thu, Jan 17, 2013 someone wrote:
From samharris forum, someone replied to me on my thread explaining 
my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

No. Lets say a guy hits his wife. Say he judges hitting to be bad, but
he did it while angry, and regretted it afterwards. The relevant
question is not whether or not he could have chosen better in the
past, but rather what he should do in the future. He should realize
that he has a problem. He should not fool himself into denying that he
has a problem. He should take big steps to solve this problem. This
might include seeking professional help, and/or reading books on
anger, psychology, etc. With this sort of real effort, he can solve
his problem. Part of the solution will involve having identified some
of his subconscious ideas that are causing his anger reactions, and
changing them, thus changing his emotional habit of anger.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our
ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

http://www.samharris.org/forum/viewthread/16894/#223691


Consider my hypothetical above. If the guy puts in effort to solve his
problem (and solves it), he won’t hit his wife again. If he doesn’t
put in effort to solve his problem, then he won’t solve his problem,
and he’ll hit his wife again. Its his choice (to put in effort or
not). This is free will. Or do you disagree that he has a choice?

I don’t disagree that he has a choice. He does choose. But where does
that choice come from?

If a man’s choice to hit his wife is determined by a certain pattern
of neural activity, which is in turn the product of prior cause — say
perhaps he himself was beaten as a child —  Why was he beaten as a
child? Because he broke his mother’s mirror. Why or how did he break
his mother’s mirror? Because of Z. Why did Z occur? Because of Y. Why
did Y occur? Because of X. Why did X occur? And so on… back into the
opaque mists of time. What can it possibly mean to say that his will
is “free”?

If a man’s choice to NOT hit his wife again is determined by a certain
pattern of neural activity, which is in turn the product of prior
causes — perhaps because he realized he himself had been abused — 
Why
had he been abused or why did he realize this? Because of Z. Why did Z
occur? Because of Y. Why did Y occur? Because of X. Why did X occur?
And so on… back into the opaque mists of time. Again, what can it
possibly mean to say that his will is “free”?

The truth is the causal chain is not in reality that simplistic -
there are umpteen reasons or causes which branch out and encompass the
entire universe when it gets right down to it.

BTW, have you stopped beating your wife? Yes or No.

[note: i didn't notice the personalized question until later.]

What is the significance of your explanation?

Are you saying that the guy that hits his wife is not responsible for
his actions? That he’s not even responsible, going forward, for



solving his problems that are causing his actions?

If you answer ‘yes he is responsible’, then what is the point of your
explanation?

What problem does it solve? What does it say about responsibility?
What does it say about morality?

What does it say about how the law should be applied to criminal
situations? And what about non-criminal situations like someone having
suicidal and/or homicidal thoughts?

The significance of my explanation is this: If an infinite regress in which our 
actions are determined by character and our character determined by prior 
actions then determinism is true, and we are not free.

You’re mistaken.

What purpose does this assertion serve?

The punishment is just another cause.

Punishment is evil. Are you advocating punishment?

"Punishment is evil" is not an argument. What do you hope to accomplish by non-
arguments like this?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Denying Free Will (was: Determinism and Punishment)
Date: January 27, 2013 at 12:36 AM

On Jan 19, 2013, at 6:11 PM, Brett Hall <brhalluk@hotmail.com> wrote:

I think one can state (honestly!) justificationism is false and *still* deny free will. I 
try to.

This is vague.

Could you say what you *mean* when you state "free will is false", explain how 
the world works in your perspective, reconcile this with all existing knowledge 
(e.g. morality), explain what difference this makes to life, etc?

-- Elliot Temple
http://elliottemple.com/

-- 
-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] anti-justificationist books (was: Determinism and Punishment)
Date: January 27, 2013 at 12:43 AM

On Jan 19, 2013, at 6:11 PM, Brett Hall <brhalluk@hotmail.com> wrote:

But I'm interested to see what you elicit from this person. The problem is that the 
justificationism versus critical rationalism debate is just as big as the free will 
debate. I expect this person will either give up (end the debate) or you will be 
taken way off track down long tangents that we explore here on BoI regularly. 
We'll see, but I imagine you might spend a very long time running that debate. 
We know that entire *books* that can be hard to read are devoted to curing 
people of justificationism. Even *they* aren't always successful.

Huh? I don't think there is any entire book devoted to that theme. Please give a 
list of titles/authors that qualify.

Also, the success rate of books with anti-justificationism that I know of is not 
"aren't always successful", it's more like well under 0.01%. Unless you know of 
some anti-justificationist community I've never managed to discover..?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Determinism and Punishment
Date: January 27, 2013 at 12:52 AM

On Jan 20, 2013, at 6:49 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sat, Jan 19, someone wrote:

The regress argument, which is another problem in philosophy, states that any 
proposition requires a justification and any justification itself requires further 
support.

Which is why justificationism is false.

No. It's *a* problem for justificationism. But it can be avoided in many ways (e.g. 
by forsaking infallibilism), so other criticisms of justificationism are needed.

This was discussed recently. You didn't comment on that discussion or address 
the arguments. I don't think it's good to not engage with arguments and then 
ignore them by saying stuff that is already criticized.

-- Elliot Temple
http://elliottemple.com/

-- 
-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Determinism and Punishment
Date: January 27, 2013 at 12:54 AM

On Jan 20, 2013, at 6:49 AM, Rami Rustom <rombomb@gmail.com> wrote:

I suggest that we first work on justificationism before addressing
free will, since your sticking point is the regress problem.

Isn't this condescending? E.g. it assumes that he has a sticking point and you're 
helped him past his problems, rather than treating him as an equal and discover 
who and what is mistaken.

-- Elliot Temple
http://beginningofinfinity.com/

-- 
-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] _Athene's Theory of Everything_ Part 1
Date: January 27, 2013 at 1:08 AM

On Jan 12, 2013, at 4:44 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Jan 11, 2013 at 7:09 PM, Rafe Champion <rchamp@bigpond.net.au> 
wrote:

On 12/01/2013 11:38 AM, Brett Hall wrote:

Dogmatism leads to schisms so it's better to talk about ideas than labels.
What I mean to say here is that calling oneself a Popperian while also
saying that some of those who also answer to the label don't actually
understand it, while you do, won't lead to progress. I'm not saying the
label has no use at all...but there are pitfalls.

Someone wrote that the original group of people who were actively using
Popper's ideas didn't actually call themelves Popperians. That was a  label
put on them by opponents, especially among philosophers, in the way that
Austrian economics got its name from German enemies who used it as a term 
of
abuse. When were Einstein, Medawar, Eccles and Monod called Popperians?

Maybe Critical Rationalism is a better generic term because it reduces the
"personality cult" overtones of Popperism.

We shouldn't use the term Popperian like we shouldn't use the term Randian.

How are those alike? The situations are different because Rand's comments on 
this issue are different than Popper's on it.

This is another unargued assertion you've made.

My guess is it's factually incorrect (rather than there being some quality argument 
you thought of but chose to leave out. why would you leave it out? expecting 
everyone to know what you mean when even i don't?) and you didn't know the 
facts. Making factually false unargued assertions is particularly bad.



e.g. I know of no Popper equivalent of this:

http://dotsub.com/view/a336cfd0-16f7-48c9-9c31-
d14677224458/viewTranscript/eng

What is Randism?
First of all, I do not call it Randism, and I don't like that name.

-- Elliot Temple
http://curi.us/

-- 

http://dotsub.com/view/a336cfd0-16f7-48c9-9c31-d14677224458/viewTranscript/eng
http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Denying Free Will (was: Determinism and Punishment)
Date: January 27, 2013 at 2:57 AM

On 27/01/2013, at 16:36, "Elliot Temple" <curi@curi.us> wrote:

On Jan 19, 2013, at 6:11 PM, Brett Hall <brhalluk@hotmail.com> wrote:

I think one can state (honestly!) justificationism is false and *still* deny free will. 
I try to.

This is vague.

Could you say what you *mean* when you state "free will is false", explain how 
the world works in your perspective, reconcile this with all existing knowledge 
(e.g. morality), explain what difference this makes to life, etc?

Wikipedia begins its article on Free Will in this way:

"Free will is the ability of agents to make choices. In philosophy controversy 
exists as to what degree and under what circumstances free will is possible."

My position is that free will is a term like "God" and not like "knowledge". This I 
have explained in other posts to this list recently. Most notably to responses to 
Alan Forrester. I shall reiterate my position.

I think your average man on the street doesn't think much about otherwise 
esoteric philosophy. But if they do think much about anything they think about god 
and free will. They think they know what gives them free will. Their soul. Or 
perhaps their mind. In either case it means they can choose stuff freely, not 
determined by any prior state of the universe. That is, their choices are outside of 
the laws of physics. They can transgress physics. They really do believe this, 
they think about it. They aren't sure exactly how they transgress physics, they just 
"know" they do.

But as for philosophy more generally, they don't much think about it. So for 
example: what the word knowledge means. If asked, they'll get it wrong often. But 
not because they've really thought about it or even care. In fact I find that if you 
patiently explain how certainty is wrong, and justified true belief is wrong, they are 



pretty easily convinced, because they don't care much and don't seem to have a 
huge stake in the details of epistemology. In fact they realise that guessing and 
criticising is what they've been doing all along.

But free will is different. They know what they mean by that. Like they know what 
they mean by god. And both terms are loaded with too much baggage for me to 
find them defensible.

When I say that free will is a term like "God" I mean that it is loaded with a lot of 
superstitious stuff. One *can* try to salvage the word "God", as some scientists 
seem to, of the Spinozistic type, when they try to assert that God is just another 
word for the whole universe. In other words, they are pantheists. But their God is 
nothing like the God most people believe in. For example, *crucially* a God which 
is just a synonym for "all of reality" does not live in heaven, where you go if you 
believe in him, or will judge you and send you to hell if you are not. So, using the 
same characters G-O-D to label the one thing (reality) when there is already 
another thing (a supernatural being who listens to prayers and judges people 
based on their thoughts) is misleading. At best.

So now to free will. Free will is like that. It is loaded with supernatural stuff. Most 
people think it is about people's choices being outside the causal chain. I believe 
in choice and the importance of choice. But not free will because I think the 
choice is part of the causal chain. I think we cannot transgress physics. Free will, 
as it is classically understood, does assert this. Like God. Indeed, in common with 
God, the idea of free will is a way for a person not to be bound at all by physics. 
Where would I get this idea? From most people who say we have free will. Let's 
look at a rather uncontroversial dictionary definition and then some others too:

From http://www.merriam-webster.com/dictionary/free%20will

1. : voluntary choice or decision <I do this of my own free will>
2
: freedom of humans to make choices that are not determined by prior causes or 
by divine intervention

The first definition is circular. What does voluntary mean? I think it means free, or 
unconstrained. Anyways, it doesn't help much. I think voluntary actually is going 
to mean, to a person who endorses that definition, just what the next definition 
means.

The second definition says what we choose is not determined by prior causes. 

http://www.merriam-webster.com/dictionary/free%20will


That's my difficulty. I think it is. I think stuff that happens in the past is exactly the 
reason we choose to do certain stuff in the present to affect the future. Our 
choices, which are real and important, are part of the causal web. The stuff about 
divine intervention in that definition above alludes directly to the metaphysical 
superstitious baggage that comes with the most prevalent conceptions of free 
will.

Divine intervention and free will has to do with religious concerns that people like 
Leibniz first tried to address. In his time people began to realise determinism 
*was* true. The world was, they knew, governed by regular, physical law. We still 
think this. The multiverse unfolds according to the laws of quantum theory. 
Objects follow geodesics through space, etc. But Leibniz wanted a way for free 
will to exist in this deterministic universe. Indeed he also thought the problem 
was, and some people still worry about, how one can be free if a perfect, 
omniscient God knows exactly what you will do. In other words, whether it is God 
who knows what you will do or if *in principle*the future state of the universe is 
determined by the laws of physics and some set of prior conditions, you can still 
nave free will, says Leibniz.

Leibniz said it was because what happens, doesn't happen necessarily, it only 
happens contingently. You could have chosen otherwise. I think Leibniz is right 
about that, but wrong to call it free will. And that is because free will is a religious 
idea loaded with superstition that most people do not want to jettison, and will not. 
Free will was a way for theologians to get around the idea that a perfectly good, 
all powerful god would allow people to do evil. Their answer: he gave them free 
will. So it's an ad-hoc solution to a very real problem in their metaphysics. An 
inconsistent idea to solve another inconsistent idea. As if two errors can 
somehow self sustain their own comprehensibility. It doesn't work.

A perfectly benevolent God doesn't exist so you don't need free will to make 
sense of a world with evil.

But who thinks this? Well, just the Catholic Church. Who cares what they think? I 
think that certain kinds of atheist philosophers - perhaps you - perhaps Deutsch 
and others - want to salvage what is good and give up what is bad. But I cannot 
see salvaging the term given how very loaded it is. Catholic theology sometimes 
gets linguistically impenetrable, but let's proceed (this is from 
http://www.newadvent.org/cathen/06259a.htm - which is providing stuff from the 
Catholic Encyclopaedia):

http://www.newadvent.org/cathen/06259a.htm


Will is rational appetite. Man necessarily desires beatitude, but he can freely 
choose between different forms of it. Free will is simply this elective power. 
Infinite Good is not visible to the intellect in this life. There are always some 
drawbacks and deficiencies in everygood presented to us. None of them 
exhausts our intellectual capacity of conceiving the good. Consequently, in 
deliberate volition, not one of them completely satiates or irresistibly entices 
thewill. In this capability of the intellect for conceiving the universal lies the root 
of our freedom. ButGod possesses an infallible knowledge of man's future 
actions. How is this prevision possible, ifman's future acts are not necessary? 
God does not exist in time. The future and the past are alike ever present to the 
eternal mind as a man gazing down from a lofty mountain takes in at one 
momentary glance all the objects which can be apprehended only through a 
lengthy series of successive experiences by travellers along the winding road 
beneath, in somewhat similar fashion the intuitive vision of God apprehends 
simultaneously what is future to us with all it contains. Further, God's omnipotent 
providence exercises a complete and perfect control over all events that 
happen, or will happen, in the universe. How is this secured without 
infringement of man's freedom? Here is the problem which two distinguished 
schools in the Church--both claiming to represent the teaching, or at any rate 
the logical development of the teaching of St. Thomas--attempt to solve in 
different ways. The heresies of Luther and Calvin brought the issue to a finer 
point than it had reached in the time of Aquinas, consequently he had not 
formally dealt with it in its ultimate shape, and each of the two schools can cite 
texts from the works of the Angelic Doctor in which he appears to incline 
towards their particular view.

So at once they believe in a God which has "omnipotent providence exercises a 
complete and perfect control over all events that happen, or will happen, in the 
universe" and suggest free will is a way out. I do not their solutions as the details 
are not important and I have quoted enough for now. All purported solutions 
involve supernatural elements and this is because it is supposed to solve a 
supernatural problem.

So what do I think others mean when they say "free will"? I take them at their 
word. They think their actions are *uncaused*. They think it is a way for people to 
act in such a way that is not determined - by *anything*. But I believe in 
determinism. They think their actions are not determined in principle by laws of 
physics or the current state of the universe. They think free will is also how they 
can choose stuff even though the God they believe in knows what they are about 
to choose.



So when I say "free will is false" I am saying I do not believe in *that* conception 
of free will. And I think it's the only meaningful conception of free will. If you try to 
advance the compatibalist idea - Dan Dennet does this, David Deutsch does this, 
Alan Forrester does this - you want the universe to be determined and still say 
people have free will but take out the crucial thing about free will everyone else 
wants to keep. The *uncaused cause*. But if you remove *that* it ceases to *be* 
free will. As the Catholics define above, properly, *will* is rational appetite. That 
is, your preferences. Free will means your preferences are uncaused. But they 
are caused. By your genetics, your environment and your prior choices, all in 
accordance with the laws of physics.

I believe in choice, as *part of* the causal chain. And this is inconsistent with what 
most people think free will entails. I don't think anything - a soul, or something 
else, can take you out of the causal chain. It cannot let you transgress physics, 
which is what *most conceptions* of "free will is true" entail.

If you try to salvage free will, you need to salvage the uncaused cause bit, the 
supernatural bit that is, for most people to accept it. We will see. I think it is 
equivalent to trying to salvage "God" while saying he isn't a thinking being who 
lets people into heaven.

Now the term free will is not like "knowledge" which is widely misunderstood. 
Knowledge is used by people in an unthinking, usually erroneous way. But it is 
*not* tainted (yet) by so much error as to be useless as a term. Most people just 
don't think about it at all. Some philosophers and some scientists perhaps. That 
most people think, it would seem, that to know means to "be certain of" is just an 
error they can be cured of, with a bit of patient explanation. People don't care 
about knowledge much.

They care about free will because it means they have a soul. They think about 
that because they all think they are going to heaven and have eternal life. That's 
a huge part of their lives. Each day they see death around them and are terrified. 
This helps. It is a lever in their lives that moves so much of what they do. But 
because so much of it is false, it's bad. They can do better without it. So that's 
what difference it can make to life, as you ask at the beginning. It can help begin 
divesting people of supernatural stuff if they recognise we are indeed part of the 
causal chain. We don't have a soul that gives us free will. There isn't a god, or a 
heaven. All good stuff!



That free will means you are outside the causal chain, that you have a soul (or 
mind, or whatever) that can *transgress* physics is not as easy an error to tackle. 
At least this is what I have noticed. So I choose not to use that term and endorse 
souls and uncaused causes. I just talk about "choice" and "responsibility" and I 
don't have to be misunderstood as endorsing something supernatural.

When I use the word "knowledge" I might be misunderstood, but I find it much 
easier to correct the misconception that it might mean I am certain about 
something.

Morality is all but unchanged by my approach. It improves things by not assenting 
to supernatural stuff. People are, of course, still to be held responsible for their 
choices. I just don't want to call it free will. Which, again, seems to suggest they 
are the uncaused cause of their choices.

I find it easier to explain how people are morally responsible for their thoughts, 
behaviour and actions in the world by *not* saying it's due to free will, because 
then I tend to get misunderstood. Instead I talk about choice. People have choice. 
That way, I'm not generally tied up in a debate about whether people have souls 
*or* other philosophical debates about whether determinism is true or not.

Brett.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] anti-justificationist books (was: Determinism and Punishment)
Date: January 27, 2013 at 3:09 AM

On 27/01/2013, at 16:43, "Elliot Temple" <curi@curi.us> wrote:

On Jan 19, 2013, at 6:11 PM, Brett Hall <brhalluk@hotmail.com> wrote:

But I'm interested to see what you elicit from this person. The problem is that 
the justificationism versus critical rationalism debate is just as big as the free 
will debate. I expect this person will either give up (end the debate) or you will 
be taken way off track down long tangents that we explore here on BoI 
regularly. We'll see, but I imagine you might spend a very long time running 
that debate. We know that entire *books* that can be hard to read are devoted 
to curing people of justificationism. Even *they* aren't always successful.

Huh? I don't think there is any entire book devoted to that theme. Please give a 
list of titles/authors that qualify.

Well no book ever has a single theme, so yes, I was speaking too loosely to use 
the word "devoted". But Conjectures and Reutations by Popper is a pretty good 
attempt to "cure people of justificationism". Isn't it?

FoR and BoI, although not "devoted" to that aim, nonetheless try to help rid (cure) 
people of justificationism.

Also, the success rate of books with anti-justificationism that I know of is not 
"aren't always successful", it's more like well under 0.01%. Unless you know of 
some anti-justificationist community I've never managed to discover..?

Most people don't care about the debate. The "under 0.01%" refers to what 
exactly? Philosophers who are interested? People who have read the books and 
rejected the arguments? Or is it a percentage of all the people on the planet who 
would describe themselves as anti-justificationist?

Most people wouldn't even know what it means. And that even if they spoke 
english!



What I meant, on the other hand, by "aren't always successful" is people *who 
have read the books*. I think many, but not all, people who read BoI would come 
out the other end of that experience no longer as strongly endorsing the JTB 
version of knowledge. I reckon they'd be anti-justificationist. BoI wouldn't always 
be successful but I reckon far more than 0.01% of readers would be convinced. 
(Maybe David could provide sales figures but given typical popular 
science/philosophy book sales, 0.01% might actually represent less than 10 
people, hey? Do you think BoI convinced more or less than 0.01% of readers 
about the falsity of justificationism?)

Brett.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Zero-sum and justificationist thinking
Date: January 27, 2013 at 10:19 AM

On Jan 26, 2013 10:25 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 26, 2013, at 5:28 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Jan 25, 2013 at 12:34 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 25, 2013, at 6:07 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Jan 24, 2013 at 4:30 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 24, 2013, at 1:58 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Jan 24, 2013 1:21 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 20, 2013, at 8:48 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Jan 20, someone wrote:

Why are you ignoring my explanation. That indicates that you are 
closed-minded.

This remark is childish.

By "childish", I assume you mean 'not serious'. I disagree. I am 
serious.

Why assume what he means instead of using a dictionary? The 
dictionary would be more accurate.

I vaguely recall doing this exact equivocation of 'childish' to 'not



serious', of course it was a different context so maybe it was right
in your context but not this one.

(Also why assume instead of guess and then refine with criticism?)

He had been evading my clarifying questions, so in this case I chose
to guess instead of asking another clarifying question.

i meant guess and refine with criticism by yourself. not a group effort with 
him.

you said you "assumed" which is different.

Then I should have said this: "By 'childish', I think you mean 'not
serious'. I disagree. I am serious."

That's better setting aside that childish does not mean that and you should 
use a dictionary.

I'm confused by something. I was trying to say that he was implying
that my idea was not serious, because people often use the word
'childish' in reference to one's ideas in order to convey that they
idea is 'not serious'. What does the dictionary definition of childish
have to do with this?

You said basically "By childish I think you mean a definition I made up that isn't 
in the dictionary -- and I'm going to accuse you of having said what you did not 
actually say in English".

Childish does not mean "not serious". You should use a dictionary to discover 
what it means, and not accuse people of saying whatever their words mean in 
your own made-up terminology.

Right.

Why do you repeat the mistake of making up word meanings and 



ignoring the dictionaries despite multiple past criticisms of this? 
Whatever the reason you aren't learning from your mistakes and 
criticism, you should urgently focus on dealing with that!!

I don't understand. What did he mean?

what are you talking about? i wrote about you and you ask about him.

I think he means that my
response shares a quality with responses of children. What quality? I
guessed "not serious", since thats a common thing that adults think of
children.

i don't understand this reply. to reiterate: *you* made a mistake, which 
you've made repeatedly. you should figure out how to learn from your 
mistakes rather than repeat them.

I think I don't know how to use the word assume. I've seen you use it
before. Must be a different context.

ok but you're now ignoring your failure to look up a word in the dictionary that 
you didn't know what it means. that is an important mistake you've repeated 
and now when it's criticized again you don't follow up on dealing with it, you 
just apparently ignore it, which is exactly how it's going to happen again and 
again. it's crucial to learn from one's mistakes, not ignore them on the basis 
that one also made some other mistake.

I was confused about what you were criticizing. And, when you first
talked about looking at the dictionary, I did, but I didn't include
the text here because I didn't think that was the focus. This has
happened before, so going forward, I'm going to post the dictionary
definition when you say 'why not look up the definition?'

Childish (From Merriam Webster):

1: of, relating to, or befitting a child or childhood
2 a : marked by or suggestive of immaturity and lack of poise <a childish 
spiteful remark>
  b : lacking complexity : simple <it's a childish device, but it works>



  c : deteriorated with age especially in mind

I think that none of those can reasonably be equated with 'not serious'.

Indeed, so why are you *still* (above) defending your equating it with 'not 
serious', when you apparently know it doesn't mean that?

If you know the word X does not mean Y, why would you keep insisting -- even 
after looking it up -- that the guy who said X meant Y? (With no argument about 
reading between the lines or anything. Just asserting it's what he said.)

Ok, then what if I said this?

I'm not sure what you mean there. Its common for people to say that
someone else's idea is childish when they want to write off that
person's idea as not serious enough to be considered. Is that what you
mean?

That doesn't accuse him, it only asks. I'm also not making up a
definition of childish, and instead I'm talking about how people
commonly use the word childish to mean a certain thing.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: [BoI] Re: [TCS] What is the field of psychology?
Date: January 27, 2013 at 10:29 AM

On Jan 26, 2013 10:46 PM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 30, 2012, at 11:35 AM, Rami Rustom <rombomb@gmail.com> wrote:

Psychology is about thinking errors. And the thinking errors cause
psychological problems, e.g. negative emotions.

No.

http://www.merriam-webster.com/dictionary/psychology

1
: the science of mind and behavior
2
a : the mental or behavioral characteristics of an individual or group
b : the study of mind and behavior in relation to a particular field of knowledge or 
activity
3
: a theory or system of psychology <Freudian psychology><the psychology of 
Jung>

So to solve psychological problems, one must correct his thinking errors.

This is a tautology using your made up definition, not an insight.

What you're doing is redefining psychology so that by the new definition this is 
how psychological problems are solved, and then implying this is how regular-
definition-psychological-problems should be solved. This is a dirty trick not an 
argument.

Ok, so instead, I should:

http://www.merriam-webster.com/dictionary/psychology


- present the psychology field the way they understand it

- then, explain the flaw(s)

- then, explain the fix(es)

Right?

Getting back to the field of psychology, actually these discussions
are what might be called psychoanalysis. Everyone should do it on
themselves! Self-psychoanalysis.

How can you get back to the field of psychology when you never bothered to 
investigate what it is? Trying to comment on psychoanalysis from a position of 
total ignorance is even worse.

Ya my new version of that article doesn't mention psychoanalysis at
all (per your previous criticism).

-- Rami

-- 
-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Denying Free Will (was: Determinism and Punishment)
Date: January 27, 2013 at 10:57 AM

On 27 Jan 2013, at 07:57, Brett Hall <brhalluk@hotmail.com> wrote:

On 27/01/2013, at 16:36, "Elliot Temple" <curi@curi.us> wrote:

On Jan 19, 2013, at 6:11 PM, Brett Hall <brhalluk@hotmail.com> wrote:

I think one can state (honestly!) justificationism is false and *still* deny free 
will. I try to.

This is vague.

Could you say what you *mean* when you state "free will is false", explain how 
the world works in your perspective, reconcile this with all existing knowledge 
(e.g. morality), explain what difference this makes to life, etc?

Wikipedia begins its article on Free Will in this way:

"Free will is the ability of agents to make choices. In philosophy controversy 
exists as to what degree and under what circumstances free will is possible."

My position is that free will is a term like "God" and not like "knowledge". This I 
have explained in other posts to this list recently. Most notably to responses to 
Alan Forrester. I shall reiterate my position.

I think your average man on the street doesn't think much about otherwise 
esoteric philosophy. But if they do think much about anything they think about 
god and free will. They think they know what gives them free will. Their soul. Or 
perhaps their mind. In either case it means they can choose stuff freely, not 
determined by any prior state of the universe. That is, their choices are outside 
of the laws of physics. They can transgress physics. They really do believe this, 
they think about it. They aren't sure exactly how they transgress physics, they 
just "know" they do.

You might want to try asking more questions, like questions about specific moral 
controversies. Why do they think that transgressing physics is important?



When I say that free will is a term like "God" I mean that it is loaded with a lot of 
superstitious stuff. One *can* try to salvage the word "God", as some scientists 
seem to, of the Spinozistic type, when they try to assert that God is just another 
word for the whole universe. In other words, they are pantheists. But their God 
is nothing like the God most people believe in. For example, *crucially* a God 
which is just a synonym for "all of reality" does not live in heaven, where you go 
if you believe in him, or will judge you and send you to hell if you are not. So, 
using the same characters G-O-D to label the one thing (reality) when there is 
already another thing (a supernatural being who listens to prayers and judges 
people based on their thoughts) is misleading. At best.

So now to free will. Free will is like that. It is loaded with supernatural stuff. Most 
people think it is about people's choices being outside the causal chain. I 
believe in choice and the importance of choice. But not free will because I think 
the choice is part of the causal chain. I think we cannot transgress physics. Free 
will, as it is classically understood, does assert this. Like God. Indeed, in 
common with God, the idea of free will is a way for a person not to be bound at 
all by physics. Where would I get this idea? From most people who say we have 
free will. Let's look at a rather uncontroversial dictionary definition and then 
some others too:

From http://www.merriam-webster.com/dictionary/free%20will

1. : voluntary choice or decision <I do this of my own free will>
2
: freedom of humans to make choices that are not determined by prior causes 
or by divine intervention

The first definition is circular. What does voluntary mean? I think it means free, 
or unconstrained. Anyways, it doesn't help much. I think voluntary actually is 
going to mean, to a person who endorses that definition, just what the next 
definition means.

The first definition doesn't mean the same as the second. For example, if a 
woman sexually molests a young child, the vast bulk of people will regard the 
child's actions as not being voluntary. They will think that the child was scared 
because he thought violence or disapproval might be used against him. They 
may think he didn't know what he was getting into and so can't be said to have 
consented to it. They may think the child was scared to ask for advice about 

http://www.merriam-webster.com/dictionary/free%20will


whether he had a right to stop his molester because people might think he was 
dirty. I doubt that many people will be talking about his immortal soul or prior 
causes determining whether the child's actions were voluntary, nor should they.

If you think that the word voluntary should be discarded then you have an 
enormous unsolved and unaddressed moral problem. You have abolished the 
distinction between coercive and non-coercive actions.

The second definition says what we choose is not determined by prior causes. 
That's my difficulty. I think it is. I think stuff that happens in the past is exactly the 
reason we choose to do certain stuff in the present to affect the future.

This is an ambiguous statement. What do you mean by "stuff that happens in the 
past"? Does "stuff that happens in the past" mean physical events that a person 
happens to witness? In this case, what you are saying is false because what a 
person does after witnessing an event depends on his interpretation of those 
events.

By "stuff that happens in the past" do you mean every piece of knowledge that a 
person acquires up to the instant he makes a decision, including the knowledge 
with which he makes decisions? That might be true,  but I don't see that it solves 
any problems.

But there's a larger problem. Why care about this issue? I might say "I think I 
should eat ravioli" and then tell some long story about the Big Bang and 
chemicals, but that story is irrelevant. I should judge eating ravioli by considering 
possible criticisms of eating ravioli. I should not judge eating ravioli by looking at 
the events that led up to the eating ravioli idea except insofar as they are relevant 
to criticism of ravioli eating.

The specific instantiation of the thought in terms of chemicals, which is a result of 
what has happened in the past, isn't particularly important because of universality.

The fact that human thought is an emergent result of laws of physics that respect 
the Turing principle is important because it means human thought is 
comprehensible and can be simulated. So we may be able to make AI and 
immortal copies of current people, so some ideas and progress may be 
maintained that would otherwise be lost. However, that is not contingent on a 
particular thought being a result of a particular chain of events.



Your position has raised problems, such as your criticism of the use of the word 
voluntary. I don't see that it solves any problems.

Alan

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Are personal attacks metadiscussion?
Date: January 27, 2013 at 11:13 AM

On Jan 26, 2013 10:53 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 10, 2013, at 7:14 AM, Rami Rustom <rombomb@gmail.com> wrote:

A samharris.org poster made a personal attack on me and didn't discuss
anything substantive of my ideas. He wrote it on my blog, not on the
forum. I couldn't email him back because he didn't leave an email
address. Some questions for you:

Are personal attacks metadiscussion?

Yes. Why is this a question? Do you know what metadiscussion is?

(with help of http://www.nizkor.org/features/fallacies/personal-attack.html)

A personal attack is an assertion of the character of the source of an
idea, rather than a criticism of that idea.

From wikipedia:

The term meta-discussion means a discussion whose subject is a discussion. 
Meta-discussion explores such issues as the style of a discussion, its 
participants, the setting in which the discussion occurs, and the relationship of 
the discussion to other discussions on the same or different topics.

So ya personal attacks are metadiscussion.

Do personal attacks warrant doing metadiscussion? I think yes.

Why?

In my specific case, I did it to learn how to criticize it.

http://www.nizkor.org/features/fallacies/personal-attack.html


In other cases, it could help the discussion move forward, instead of
ending before agreement on the ideas.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Determinism and Punishment
Date: January 27, 2013 at 11:16 AM

On Jan 26, 2013 11:55 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 20, 2013, at 6:49 AM, Rami Rustom <rombomb@gmail.com> wrote:

I suggest that we first work on justificationism before addressing
free will, since your sticking point is the regress problem.

Isn't this condescending? E.g. it assumes that he has a sticking point and you're 
helped him past his problems, rather than treating him as an equal and discover 
who and what is mistaken.

Right. How about this?

We disagree on the existence (and even the meaning) of free will, and
part of that disagreement, I think, results from our disagreement on
justificationism and the regress problem. So, I suggest that we first
address our disagreement over justificationism and the regress problem
before we address our disagreement on the existence (and the meaning)
of free will.

-- Rami

-- 
-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: Re: [BoI] Determinism and Punishment
Date: January 27, 2013 at 11:23 AM

On Jan 26, 2013 11:28 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 17, 2013, at 9:29 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Jan 17, 2013 someone wrote:
On Thu, Jan 17, 2013 at 11:25 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Thu, Jan 17, 2013 someone wrote:
On Thu, Jan 17, 2013 at 11:21 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Thu, Jan 17, 2013 someone wrote:
From samharris forum, someone replied to me on my thread explaining 
my
criticism of a Harris article on free will.

http://www.samharris.org/forum/viewthread/16894/#223691

No. Lets say a guy hits his wife. Say he judges hitting to be bad, but
he did it while angry, and regretted it afterwards. The relevant
question is not whether or not he could have chosen better in the
past, but rather what he should do in the future. He should realize
that he has a problem. He should not fool himself into denying that he
has a problem. He should take big steps to solve this problem. This
might include seeking professional help, and/or reading books on
anger, psychology, etc. With this sort of real effort, he can solve
his problem. Part of the solution will involve having identified some
of his subconscious ideas that are causing his anger reactions, and
changing them, thus changing his emotional habit of anger.

We are not a thinker thinking thoughts, rather thoughts arise in
consciousness, of which we are a witness, leading to behaviors due to
a chain of cause and effect that in theory could be traced backward
through our life experiences, our birth, untold generations of our

http://www.samharris.org/forum/viewthread/16894/#223691


ancestors, formation of the solar system and the earth, back and back
and back, through all of evolutionary time and space to the big bang
itself. Where is the free will in that?

Consider my hypothetical above. If the guy puts in effort to solve his
problem (and solves it), he won’t hit his wife again. If he doesn’t
put in effort to solve his problem, then he won’t solve his problem,
and he’ll hit his wife again. Its his choice (to put in effort or
not). This is free will. Or do you disagree that he has a choice?

I don’t disagree that he has a choice. He does choose. But where does
that choice come from?

If a man’s choice to hit his wife is determined by a certain pattern
of neural activity, which is in turn the product of prior cause — say
perhaps he himself was beaten as a child —  Why was he beaten as a
child? Because he broke his mother’s mirror. Why or how did he break
his mother’s mirror? Because of Z. Why did Z occur? Because of Y. Why
did Y occur? Because of X. Why did X occur? And so on… back into the
opaque mists of time. What can it possibly mean to say that his will
is “free”?

If a man’s choice to NOT hit his wife again is determined by a certain
pattern of neural activity, which is in turn the product of prior
causes — perhaps because he realized he himself had been abused — 
Why
had he been abused or why did he realize this? Because of Z. Why did Z
occur? Because of Y. Why did Y occur? Because of X. Why did X occur?
And so on… back into the opaque mists of time. Again, what can it
possibly mean to say that his will is “free”?

The truth is the causal chain is not in reality that simplistic -
there are umpteen reasons or causes which branch out and encompass 
the
entire universe when it gets right down to it.

BTW, have you stopped beating your wife? Yes or No.

[note: i didn't notice the personalized question until later.]



What is the significance of your explanation?

Are you saying that the guy that hits his wife is not responsible for
his actions? That he’s not even responsible, going forward, for
solving his problems that are causing his actions?

If you answer ‘yes he is responsible’, then what is the point of your
explanation?

What problem does it solve? What does it say about responsibility?
What does it say about morality?

What does it say about how the law should be applied to criminal
situations? And what about non-criminal situations like someone having
suicidal and/or homicidal thoughts?

The significance of my explanation is this: If an infinite regress in which our 
actions are determined by character and our character determined by prior 
actions then determinism is true, and we are not free.

You’re mistaken.

What purpose does this assertion serve?

I should have said this:

I disagree that there is an infinite regress. I disagree that
determinism is true. And I disagree that we are not free.

I think your explanation hinges on the regress problem, so I suggest
that we focus our discussion on that disagreement first. What do you
think?

The punishment is just another cause.

Punishment is evil. Are you advocating punishment?



"Punishment is evil" is not an argument. What do you hope to accomplish by 
non-arguments like this?

I should have said:

Punishment is evil, because it is causes hurt, and because it doesn't
solve the problem that its intended to solve, which is to help someone
learn (i.e. change their behavior). Are you advocating punishment?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Denying Free Will (was: Determinism and Punishment)
Date: January 28, 2013 at 2:49 AM

On Jan 26, 2013, at 11:57 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 27/01/2013, at 16:36, "Elliot Temple" <curi@curi.us> wrote:

On Jan 19, 2013, at 6:11 PM, Brett Hall <brhalluk@hotmail.com> wrote:

I think one can state (honestly!) justificationism is false and *still* deny free 
will. I try to.

This is vague.

Could you say what you *mean* when you state "free will is false", explain how 
the world works in your perspective, reconcile this with all existing knowledge 
(e.g. morality), explain what difference this makes to life, etc?

Wikipedia begins its article on Free Will in this way:

"Free will is the ability of agents to make choices. In philosophy controversy 
exists as to what degree and under what circumstances free will is possible."

My position is that free will is a term like "God" and not like "knowledge". This I 
have explained in other posts to this list recently. Most notably to responses to 
Alan Forrester. I shall reiterate my position.

I think your average man on the street doesn't think much about otherwise 
esoteric philosophy. But if they do think much about anything they think about 
god and free will. They think they know what gives them free will. Their soul. Or 
perhaps their mind. In either case it means they can choose stuff freely, not 
determined by any prior state of the universe. That is, their choices are outside 
of the laws of physics. They can transgress physics. They really do believe this, 
they think about it. They aren't sure exactly how they transgress physics, they 
just "know" they do.

But as for philosophy more generally, they don't much think about it. So for 
example: what the word knowledge means. If asked, they'll get it wrong often. 



But not because they've really thought about it or even care. In fact I find that if 
you patiently explain how certainty is wrong, and justified true belief is wrong, 
they are pretty easily convinced, because they don't care much and don't seem 
to have a huge stake in the details of epistemology. In fact they realise that 
guessing and criticising is what they've been doing all along.

But free will is different. They know what they mean by that. Like they know 
what they mean by god. And both terms are loaded with too much baggage for 
me to find them defensible.

When I say that free will is a term like "God" I mean that it is loaded with a lot of 
superstitious stuff. One *can* try to salvage the word "God", as some scientists 
seem to, of the Spinozistic type, when they try to assert that God is just another 
word for the whole universe. In other words, they are pantheists. But their God 
is nothing like the God most people believe in. For example, *crucially* a God 
which is just a synonym for "all of reality" does not live in heaven, where you go 
if you believe in him, or will judge you and send you to hell if you are not. So, 
using the same characters G-O-D to label the one thing (reality) when there is 
already another thing (a supernatural being who listens to prayers and judges 
people based on their thoughts) is misleading. At best.

So now to free will. Free will is like that. It is loaded with supernatural stuff. Most 
people think it is about people's choices being outside the causal chain. I 
believe in choice and the importance of choice. But not free will because I think 
the choice is part of the causal chain. I think we cannot transgress physics. Free 
will, as it is classically understood, does assert this. Like God. Indeed, in 
common with God, the idea of free will is a way for a person not to be bound at 
all by physics. Where would I get this idea? From most people who say we have 
free will. Let's look at a rather uncontroversial dictionary definition and then 
some others too:

From http://www.merriam-webster.com/dictionary/free%20will

1. : voluntary choice or decision <I do this of my own free will>
2
: freedom of humans to make choices that are not determined by prior causes 
or by divine intervention

The first definition is circular. What does voluntary mean? I think it means free, 
or unconstrained. Anyways, it doesn't help much. I think voluntary actually is 
going to mean, to a person who endorses that definition, just what the next 

http://www.merriam-webster.com/dictionary/free%20will


definition means.

The second definition says what we choose is not determined by prior causes. 
That's my difficulty. I think it is. I think stuff that happens in the past is exactly the 
reason we choose to do certain stuff in the present to affect the future. Our 
choices, which are real and important, are part of the causal web. The stuff 
about divine intervention in that definition above alludes directly to the 
metaphysical superstitious baggage that comes with the most prevalent 
conceptions of free will.

Divine intervention and free will has to do with religious concerns that people 
like Leibniz first tried to address. In his time people began to realise determinism 
*was* true. The world was, they knew, governed by regular, physical law. We 
still think this. The multiverse unfolds according to the laws of quantum theory. 
Objects follow geodesics through space, etc. But Leibniz wanted a way for free 
will to exist in this deterministic universe. Indeed he also thought the problem 
was, and some people still worry about, how one can be free if a perfect, 
omniscient God knows exactly what you will do. In other words, whether it is 
God who knows what you will do or if *in principle*the future state of the 
universe is determined by the laws of physics and some set of prior conditions, 
you can still nave free will, says Leibniz.

Leibniz said it was because what happens, doesn't happen necessarily, it only 
happens contingently. You could have chosen otherwise. I think Leibniz is right 
about that, but wrong to call it free will. And that is because free will is a 
religious idea loaded with superstition that most people do not want to jettison, 
and will not. Free will was a way for theologians to get around the idea that a 
perfectly good, all powerful god would allow people to do evil. Their answer: he 
gave them free will. So it's an ad-hoc solution to a very real problem in their 
metaphysics. An inconsistent idea to solve another inconsistent idea. As if two 
errors can somehow self sustain their own comprehensibility. It doesn't work.

A perfectly benevolent God doesn't exist so you don't need free will to make 
sense of a world with evil.

But who thinks this? Well, just the Catholic Church. Who cares what they think? 
I think that certain kinds of atheist philosophers - perhaps you - perhaps 
Deutsch and others - want to salvage what is good and give up what is bad. But 
I cannot see salvaging the term given how very loaded it is. Catholic theology 
sometimes gets linguistically impenetrable, but let's proceed (this is from 



http://www.newadvent.org/cathen/06259a.htm - which is providing stuff from the 
Catholic Encyclopaedia):

Will is rational appetite. Man necessarily desires beatitude, but he can freely 
choose between different forms of it. Free will is simply this elective power. 
Infinite Good is not visible to the intellect in this life. There are always some 
drawbacks and deficiencies in everygood presented to us. None of them 
exhausts our intellectual capacity of conceiving the good. Consequently, in 
deliberate volition, not one of them completely satiates or irresistibly entices 
thewill. In this capability of the intellect for conceiving the universal lies the root 
of our freedom. ButGod possesses an infallible knowledge of man's future 
actions. How is this prevision possible, ifman's future acts are not necessary? 
God does not exist in time. The future and the past are alike ever present to 
the eternal mind as a man gazing down from a lofty mountain takes in at one 
momentary glance all the objects which can be apprehended only through a 
lengthy series of successive experiences by travellers along the winding road 
beneath, in somewhat similar fashion the intuitive vision of God apprehends 
simultaneously what is future to us with all it contains. Further, God's 
omnipotent providence exercises a complete and perfect control over all 
events that happen, or will happen, in the universe. How is this secured 
without infringement of man's freedom? Here is the problem which two 
distinguished schools in the Church--both claiming to represent the teaching, 
or at any rate the logical development of the teaching of St. Thomas--attempt 
to solve in different ways. The heresies of Luther and Calvin brought the issue 
to a finer point than it had reached in the time of Aquinas, consequently he had 
not formally dealt with it in its ultimate shape, and each of the two schools can 
cite texts from the works of the Angelic Doctor in which he appears to incline 
towards their particular view.

So at once they believe in a God which has "omnipotent providence exercises a 
complete and perfect control over all events that happen, or will happen, in the 
universe" and suggest free will is a way out. I do not their solutions as the 
details are not important and I have quoted enough for now. All purported 
solutions involve supernatural elements and this is because it is supposed to 
solve a supernatural problem.

So what do I think others mean when they say "free will"? I take them at their 
word. They think their actions are *uncaused*. They think it is a way for people 
to act in such a way that is not determined - by *anything*. But I believe in 
determinism. They think their actions are not determined in principle by laws of 

http://www.newadvent.org/cathen/06259a.htm


physics or the current state of the universe. They think free will is also how they 
can choose stuff even though the God they believe in knows what they are 
about to choose.

So when I say "free will is false" I am saying I do not believe in *that* conception 
of free will. And I think it's the only meaningful conception of free will. If you try 
to advance the compatibalist idea - Dan Dennet does this, David Deutsch does 
this, Alan Forrester does this - you want the universe to be determined and still 
say people have free will but take out the crucial thing about free will everyone 
else wants to keep. The *uncaused cause*. But if you remove *that* it ceases to 
*be* free will. As the Catholics define above, properly, *will* is rational appetite. 
That is, your preferences. Free will means your preferences are uncaused. But 
they are caused. By your genetics, your environment and your prior choices, all 
in accordance with the laws of physics.

I believe in choice, as *part of* the causal chain. And this is inconsistent with 
what most people think free will entails. I don't think anything - a soul, or 
something else, can take you out of the causal chain. It cannot let you 
transgress physics, which is what *most conceptions* of "free will is true" entail.

If you try to salvage free will, you need to salvage the uncaused cause bit, the 
supernatural bit that is, for most people to accept it. We will see. I think it is 
equivalent to trying to salvage "God" while saying he isn't a thinking being who 
lets people into heaven.

Now the term free will is not like "knowledge" which is widely misunderstood. 
Knowledge is used by people in an unthinking, usually erroneous way. But it is 
*not* tainted (yet) by so much error as to be useless as a term. Most people just 
don't think about it at all. Some philosophers and some scientists perhaps. That 
most people think, it would seem, that to know means to "be certain of" is just 
an error they can be cured of, with a bit of patient explanation. People don't care 
about knowledge much.

They care about free will because it means they have a soul. They think about 
that because they all think they are going to heaven and have eternal life. That's 
a huge part of their lives. Each day they see death around them and are 
terrified. This helps. It is a lever in their lives that moves so much of what they 
do. But because so much of it is false, it's bad. They can do better without it. So 
that's what difference it can make to life, as you ask at the beginning. It can help 
begin divesting people of supernatural stuff if they recognise we are indeed part 



of the causal chain. We don't have a soul that gives us free will. There isn't a 
god, or a heaven. All good stuff!

That free will means you are outside the causal chain, that you have a soul (or 
mind, or whatever) that can *transgress* physics is not as easy an error to 
tackle. At least this is what I have noticed. So I choose not to use that term and 
endorse souls and uncaused causes. I just talk about "choice" and 
"responsibility" and I don't have to be misunderstood as endorsing something 
supernatural.

When I use the word "knowledge" I might be misunderstood, but I find it much 
easier to correct the misconception that it might mean I am certain about 
something.

Morality is all but unchanged by my approach. It improves things by not 
assenting to supernatural stuff. People are, of course, still to be held responsible 
for their choices. I just don't want to call it free will. Which, again, seems to 
suggest they are the uncaused cause of their choices.

I find it easier to explain how people are morally responsible for their thoughts, 
behaviour and actions in the world by *not* saying it's due to free will, because 
then I tend to get misunderstood. Instead I talk about choice. People have 
choice. That way, I'm not generally tied up in a debate about whether people 
have souls *or* other philosophical debates about whether determinism is true 
or not.

Would you be willing to try direct, clear answers to my questions? I still have no 
idea what your position is, don't think you know what my position is, consequently 
don't think you have any criticisms of my position (yet you claim to think I'm 
wrong, for some reason), and don't know why you're talking about God and other 
tangents.

If your position is "the term free will is vague or useless and I don't see the point 
of it" then A) that could be expressed in one sentence  B) what could be going on 
is simply that you don't know what free will is.

Suppose for a moment that "free will" was the following position: that choices and 
human (moral) responsibility exist. Do you think that is true or false? I was trying 
to get some straight answers from you but despite all this text I still don't even 
know what side you're taking on key issues.



You do say "people have choice" but you also quote wikipedia saying "Free will is 
the ability of agents to make choices." and say you're anti free will, so that looks 
like a contradiction and leaves me unclear on what your position is.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] anti-justificationist books (was: Determinism and Punishment)
Date: January 28, 2013 at 2:59 AM

On Jan 27, 2013, at 12:09 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 27/01/2013, at 16:43, "Elliot Temple" <curi@curi.us> wrote:

On Jan 19, 2013, at 6:11 PM, Brett Hall <brhalluk@hotmail.com> wrote:

But I'm interested to see what you elicit from this person. The problem is that 
the justificationism versus critical rationalism debate is just as big as the free 
will debate. I expect this person will either give up (end the debate) or you will 
be taken way off track down long tangents that we explore here on BoI 
regularly. We'll see, but I imagine you might spend a very long time running 
that debate. We know that entire *books* that can be hard to read are 
devoted to curing people of justificationism. Even *they* aren't always 
successful.

Huh? I don't think there is any entire book devoted to that theme. Please give a 
list of titles/authors that qualify.

Well no book ever has a single theme, so yes, I was speaking too loosely to use 
the word "devoted". But Conjectures and Reutations by Popper is a pretty good 
attempt to "cure people of justificationism". Isn't it?

It has several chapters that help.

FoR and BoI, although not "devoted" to that aim, nonetheless try to help rid 
(cure) people of justificationism.

They both have several relevant chapters which refute part of justificationism, 
though (as has recently been discussed) they also both endorse justificationism 
and reject important anti-justificationist parts of Popper.

BTW the idea of "curing" bad ideas is confused. Ideas are not diseases, and not 
medical problems -- even ideas you disapprove of.



Also, the success rate of books with anti-justificationism that I know of is not 
"aren't always successful", it's more like well under 0.01%. Unless you know of 
some anti-justificationist community I've never managed to discover..?

Most people don't care about the debate. The "under 0.01%" refers to what 
exactly? Philosophers who are interested? People who have read the books 
and rejected the arguments? Or is it a percentage of all the people on the planet 
who would describe themselves as anti-justificationist?

All of the people who don't care about the debate are justificationists -- they think 
in a justificationist way and make justificationist mistakes. Justificationism is 
highly relevant to lots of life, so this does come up frequently for non-intellectuals.

The percentage refers to people who read the books. You implied these books 
are successful at this task. They aren't. The vast vast majority of people who read 
these books still have the wrong ideas about justificationism afterwards.

Most people wouldn't even know what it means. And that even if they spoke 
english!

What I meant, on the other hand, by "aren't always successful" is people *who 
have read the books*. I think many, but not all, people who read BoI would 
come out the other end of that experience no longer as strongly endorsing the 
JTB version of knowledge. I reckon they'd be anti-justificationist. BoI wouldn't 
always be successful but I reckon far more than 0.01% of readers would be 
convinced. (Maybe David could provide sales figures but given typical popular 
science/philosophy book sales, 0.01% might actually represent less than 10 
people, hey? Do you think BoI convinced more or less than 0.01% of readers 
about the falsity of justificationism?)

Do you have any evidence that more than tens of people understand this topic 
after reading BoI? Why do you think this happens and these people exist?

I'm extremely skeptical that there is a single person who has ever understood the 
issue of justificationism using primarily any single book.



And certainly if there was it wouldn't be a book by David who doesn't understand 
the topic and doesn't provide the necessary information or arguments in his 
books.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Justificationism; Assaulting Children (was: Questions and 
comments)
Date: January 28, 2013 at 3:48 AM

On Jan 8, 1999, at 9:42 AM, David Deutsch <david.deutsch@qubit.org> wrote to 
TCS list:

NEL <earthwind@EARTHWIND.NET> wrote:

Nonsense.  There is appropriate touching and inappropriate
touching.  The boundary line is the preference of the touch
recipient.  Once known, if touching persists, then harrassment
is occurring.

Soizic Lardez <soizic@EINT.COM> wrote:

Excuse me but I would never called my grandmother the ennemy harasser
because she gave me too many kisses. This would be NOnsense to me. And
it happened. I just would ran away, laughing and nobody would make a big
deal out of it. To me it has a fanatism connotation to immediatly think
that the other party is a monster because he didn't get the clues.  A
grand mother kiss is never inappropriate. It might be bothering but all
the child has to do is TALK.

Xio <xjm@GEOCITIES.COM> replied:

Excuse me for jumping in here but aren't we assuming that the child has
already expressed discomfort with the situation and is now being ignored
and thus, coerced?

Yes. The post that started this particular discussion said "her grandmother
needs to be stopped from physically pulling and holding Claire against her
will".

[SNIP]

You have wonderful memories of your childhood and a great relationship
with your parents and you encourage your kid(s) to have a strong
relationship with your parents. Great! Nobody is attacking your family,



your memories or your culture.
      Xio

I'm afraid I am.

I applaud David's willingness to openly publicly attack people's family, memories 
and/or culture.

Admittedly, Soizic Lardez' description of being given "too many" kisses in her 
childhood is too ambiguous to justify firm conclusions

But I do not applaud his way of judging ideas and evidence by whether they are 
able to "justify firm conclusions" or not.

 about her specific family and culture, though it is hard to interpret the statement 
"a grandmother kiss is never inappropriate" as being anything other than the 
cynical condoning of battery.

I agree that it's battery, but I think it could easily have some other mindset than 
cynicism. E.g. one other interpretation is that the person is totally clueless and 
blind to what's going on, thanks to big doses of willful ignorance and refusal to 
think.

In very broad strokes, people get cynical because they see flaws in society and 
don't know what to do about that. But many people don't get cynical because they 
evade that first step of recognizing those flaws.

But in any case, a family in
which children are kissed or held against their will by their grandmothers,
and which is insensitive to the children's wishes in this matter, has a
severe moral fault. A culture (such as ours) that considers such behaviour
normal and comical and denies that it has any moral significance, has a
severe moral fault too. And if one remembers unpleasant childhood
experiences with affection and without moral judgement, one is at fault
too, and is well on the way to passing those unpleasant experiences on to
the next generation.

Incidentally, contrary to what Soizic Lardez wrote elsewhere, the judgement
I am making here has nothing to do with regarding the events in question as
'sexual abuse'. The very idea that something has to be sexual abuse (or to



leave children vulnerable to sexual abuse, or whatever), for it to count as
being bad, is itself part of the very moral fault I am attacking here.

Agreed.

-- Elliot Temple
http://beginningofinfinity.com/

-- 
-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: punishing naughtiness
Date: January 28, 2013 at 4:14 AM

Begin forwarded message:

From: David Deutsch <david.deutsch@QUBIT.ORG>
Subject: Re: punishing naughtiness
Date: April 21, 2001 9:42:32 AM PDT
To: TCS@LISTSERV.AOL.COM

flo cloud <flowia@RAWFOODS.COM> wrote on 21/4/01 1:16 pm:

I have difficulty agreeing with the total lack of punishment in the tcs
concept (as I understand it).

If an adult punches someone, it makes sense to me he/she should be 
punished.

Why not punish a child, then, if they punch someone?

The two actions both happen to be called 'punishment', because they happen
to be deemed analogous by the prevailing culture which regards parents as a
sort of government (as well as a police force, judge, jury, defence and
prosecution lawyers, prison warder and executioner) and, as you point out,
naughtiness as a sort of crime. It is important to understand that these are
all metaphors. Metaphors cannot justify anything; on the contrary, they
*require* justification if they are to be of any use at all (their proper
use being illustrative only).

Note the explicit justificationism.

Note also that even the prevailing culture would no longer regard these
metaphors as accurate in every significant respect. For instance, if an
adult were to punch someone, and the adult's *father* were to punish him for
it (say, by assaulting or battering him, imprisoning him in his room,
depriving him of food or taking his property and so on), he would himself be
committing a crime and would be punished. Hence you could equally well



argue: "If an adult punches someone, it is illegal for their parent to
punish them for it. So why shouldn't it be illegal for a parent to punish a
child, if he punches someone?"

All this goes to show that such arguments by analogy, or by metaphor, or
from the fact that two different actions happen to have the same name in
English, are all invalid. To get at the truth, we need substantive
arguments. In this case, for instance, an argument from morality. We have to
ask questions like: under what circumstances is it morally right for one
person to use force against another? Under what circumstances is it morally
right to use force to prevent a person from using force? Under what
circumstances is it morally right to punish a person for using force? Does
an intention to benefit a person justify using force on that person? And so
on.

We do not "have to" ask such questions. The quest for good ideas can start 
anywhere. If one doesn't understand these questions -- as most people don't -- 
then they may not be great starting places. If one doesn't know how to give non-
vague answers to questions like these, or evaluate the quality of answers, then 
again one may wish to start somewhere else. Which is fine.

(And yes, we must also first decide that 'person' is an appropriate
category for moral reasoning, and what, in general, a person is.)

In general, and in this case, it's not true that we "must also first decide..."

The way we learn, the way progress happens, is we start with any existing 
knowledge that's relevant to some problem and we improve it and that 
improvement process involves criticism. This Popperian method is not compatible 
with musts and have-tos for where to start.

Once we
are on that sort of objective, universal ground, I would entirely agree with
you that we should seek answers that do not make special reference to
particular classes of people, including children.

So, for instance, I do believe that the law should make provision for
punishing children and adults who commit crimes. I do not believe that
Parents should punish their children, of whatever age, for committing crimes
or for any other acts, except in very extraordinary circumstances which, in



turn, I would want to see defined in terms of morally relevant criteria and
not in terms of age. I approve of the fact that the legal system takes
account of attributes of a perpetrator other than merely whether he
committed a given act or not -- for example, the degree to which the
perpetrator understood (or should reasonably have understood) what he was
doing, the likely effect of various possible punishments on the perpetrator
and so on. But not the age as such, nor, for instance, the parent-child
relationship as such (so I disapprove of laws conferring special rights on
parents).

Incidentally, as a good Godwinian, I look forward to a society in which
punishment is no longer part of the legal system either. But as a good
Popperian *and* Godwinian, I understand that one cannot set up a society
with given attributes by fiat, or just by wanting them. It requires
knowledge, and knowledge is hard to come by, and must be created piecemeal.
by conjecture and rational criticism. So though I regard the existence pf
punishment in society at large as an ugly, and ultimately temporary,
blemish, I acknowledge that no one yet knows how to do without it: merely
deciding that one would like to live in a society without punishment will
not hack it. Within a family, things are different. All civilised parents
already abjure violence against their children -- though many remnants of it
remain just below the surface; some have rejected coercion altogether, and
very many have rejected almost any particular type of coercion you could
think of. So quite a lot of that sort of knowledge exists, and is available
to those who *want* a family with that attribute.

Right: there are resources but a really big problem is people don't want them. In 
other words: people don't want a family in which they don't hurt their children. 
They want to hurt their children; they are attached to that.

That is kind of amazing and important. One consequence is if you are advocating 
"problems are soluble" (for example) then you might expect people to regard that 
as a good thing and want you to be right even if they think you're mistaken. But 
actually a lot of people do not have that attitude and want to continuing hurting 
their children. Many people don't want a world in which their past actions were 
mistakes, but they also don't want a world that won't let them continue doing it.

One of the other issues involved here is a lot of people typically will deny evil 
exists. If something sounds awful enough they will insist it must be false and 
refuse to give it much thought. It's nice to see someone calling out and 



recognizing evil.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Wasting Food; Justificationism; Coercive Social Control (was: 
Using food morally (Was: Wasting food))
Date: January 28, 2013 at 4:26 AM

Begin forwarded message:

From: David Deutsch <david.deutsch@QUBIT.ORG>
Subject: Using food morally (Was: Wasting food)
Date: September 5, 2002 10:34:16 AM PDT
To: TCS@LISTSERV.AOL.COM

On Thursday, September 5, 2002, at 02:46  pm, S Hill wrote:

The title of this thread sums up an issue for me. I have a problem with
putting food in the bin. Not left overs, as I am theoretically against
(see below) making anyone eat anything, but barely touched or totally
untouched food that a child has specifically requested.

I would like to get a new perspective on this. Sure I know what I
SHOULD do, just let it go, but I find this issue just comes up all the time. I
try to let it go, but say one in a few times I get gripped by this 'don't
waste food' thing and I get all heavy (eat this or no more food and other
rubbish) and there is a scene. The tyrant in me pops out most often on this,
and it feels like if I can't change my belief on the basics, then I can't get
out of the cycle. It is not a rational thing, not about making good use of
leftovers etc. Usually I eat or use leftover food some way. It's the
waste of requested food that gets me. I do come from a 'eat what you are
given', and 'eat it all because people are starving' background, but this
knowledge hasn't helped me any.

Any ideas please?

The thing you are struggling against is very nasty and very powerful,
and the state you are trying to get to ("let it go") is, IMO, the right
one. Or at least, it is a part of the right state. Another part is to
do this joyfully, and make sure the child does.

Maybe the perspective of the following story about a parallel universe
will help: in this parallel universe your children are averse to the



risk of house fires. They ask you to buy a set of fire extinguishers
for the house, including one for each child's room. The problem is
solved: they are reassured. Three years later, having had no fire, you
notice that the extinguishers have reached their "use by" date. So you
buy a fresh set and throw out the old ones. Or at least, you try to.

But you find yourself gripped by an overwhelming sense of reluctance
and shame. You wouldn't mind throwing out extinguishers that had been
mostly used up, but these ones are totally untouched -- and yet the
children had specifically requested them.

You know what you SHOULD do, but you find yourself unable to. You get
all heavy, become a tyrant, and make a scene. The children are
bewildered and hurt, because they have no idea what you are putting
pressure on them to do. Have more fires? Fear fires less? Not take
sufficient precautions to assuage these fears? And there is an
excellent reason for their bewilderment: you are talking gibberish to
them. You swing between one nonsensical position and another:

(1) The fact that we haven't had a fire proves that there was no need
for fire extinguishers.

(Um ... duh?)

(2) I had to pay for those extinguishers and they were bloody
expensive. Most children don't have extinguishers in their rooms --
most people consider them a luxury and not cost effective. My own
parents, for instance, would never have complied with such a request
from me. But I want to be better than that. I was glad, more than glad,
to buy the extinguishers because I love my children and want to make
them happy and content ... and then they *didn't even use them ONCE*. I
have to admit I feel exploited and resentful about this.

(3) Why don't you just set fire to your rooms right now and use the
extinguishers so they won't be wasted?

(4) Or at least, just discharge them in your rooms. Is that too much to
ask?

(5) OK, then, I'll just go and discharge the damned things in *my*



bedroom. But I won't enjoy it. It's not right, I tell you, but I just
can't being myself to let those precious chemicals go to waste.

(6) All over the world at this very moment there are house fires and
people are dying -- DYING, DO YOU HEAR ME? -- for lack of
extinguishers, and here you are casually throwing your own
extinguishers out UNUSED.

(Back away ... prepare to make a rush for the phone to call for the
large men in white uniforms...)

OK, are (1) - (6) justified positions? If so, exactly why? And if not,

A great post in some respects, but:

Why is whether they are justified or not the issue? Why analyze the arguments in 
terms of justification or lack of justification?

And why, after all the posts against the coercion of children, do we see a wholly 
different attitude towards the use of force by psychiatrists and their lackeys? Why 
no respect for Szasz?

Do you think I'm exaggerating? I am not. E.g. it even says specifically "large 
men". Why is the word "large" there? Because -- as everyone knows -- the issue 
of physical force is being raised. How is that a laughing matter? How can it be 
acceptable to call people insane and even directly connect that to using force 
against them? David would never stand for treating children that way.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] some sort of lie? (was: TCS as a meta-theory (Was: unhelpful 
communication techniques))
Date: January 28, 2013 at 4:45 AM

On Jan 9, 1997, at 8:42 PM, David Deutsch 
<d.deutsch1@PHYSICS.OXFORD.AC.UK> wrote to TCS list:

N.E. Langley wrote:

Sarah's description helped me to understand that TCS theory, is in fact,
a meta-theory.  A meta-theory, which I define as a theoretical position
which predicts universal outcomes, is, for all practical purposes, an
untestable theory.  I'll set up an equation to show why.

TCS meta-theory is:

       If TCS, then Creativity

where    X = Non-coercion of children

and

       Y = All Acts which are responses to Conscious or Unconscious,
           Explicit or Implicit, and Mathematical or non-Mathematical,
           Problems -- [All Acts are herein-after labeled 'Creativity'.]

Y = f(X)  [Y is a function of X = Creativity is a function of non-coercion.]

Viewed this way, Y is virtually a measurement nightmare.  Furthermore,
in any study where Y is otherwise defined, the theoretical proposition
under review is *not* TCS meta-theory.  A specific, narrow definition
of 'creativity in problem-solving', for example, as measured by a single
instrument, or compilation of instruments, is not the defined outcome
designated by TCS meta-theory.  Therefore, again, any such testing would
not be testing TCS meta-theory.

I very much agree with this, but I want to make a few comments.

The first is that I agree with Rane Sessions when she said recently that it



is rather misleading to characterise the TCS position as "if non-coercion
then creativity". Certainly I don't believe that that is true in general.
What is true in general is that, as Rane says, coercion damages creativity.

My second comment is about terminology. I don't think that, strictly
speaking, TCS is a meta-theory (a theory whose subject-matter is other
theories) because it refers directly to objects such as children, and
processes such as forcing children to do things. Like all foundational
theories, however, it does have a great deal of metatheoretical content
since, for example, it provides powerful arguments for ruling out entire
classes of explanatory theory of human behaviour.

Another example of a "meta-theory" in a similar category to TCS is the
theory of evolution in biology. Popper called the theory of evolution a
"philosophical framework" for the science of biology. That is, though it is
itself untestable, it provides a framework within which testable theories
can be formulated. I would add that even more importantly, it provides
arguments for ruling out entire classes of bad explanations of biological
systems. I would prefer to call TCS a philosophical framework.

Yet another example, which has been less discussed in the literature, is
that of the laws of physics known as "Principles", such as the Principle of
the Conservation of Energy. Such Principles are not experimentally
falsifiable since, for instance, any experiment in which the total energy
afterwards was measured and found not to equal the total energy before,
could also be interpreted as a case of energy being supplied or carried off
by entities that we are not yet able to measure. (And that would not
necessarily be an ad hoc hypothesis: the neutrino was discovered in this
way.)

My third comment (which Sarah has made many times and I have also made
before, but which always needs to be stressed when stating the untestable
status of TCS theory) is that the fact that these "philosophical
frameworks" or "Principles" are untestable does not mean that they are
matters of faith or axiom, or are inherently shielded from rational
criticism. On the contrary, all three of the examples I have mentioned
(evolution, energy, TCS) are overwhelmingly preferable to their rivals
precisely because they survive severe forms of rational criticism that none
of the rivals can withstand.



Which leads me to...

As to *why* one would choose a meta-theory is another question.  There
are probably many reasons involved.

Indeed. Let me give one random illustration.

The illustration was not chosen at random.

What is the purpose or benefit of writing literal falsehoods like this? I don't get it.

It's not like David ever thought he'd chosen this illustration at random. This isn't 
just a mundane mistake.

Many parents are worried when
they discover that the styles of interacting with their children that come
naturally to them, the styles which they learned from their parents and
which are so powerfully endorsed and enforced by society, blatantly violate
the canons of rationality, or elementary human rights, or common decency.
And if they so much as scratch the surface of conventional justifications
of these violations, they find nothing but crude errors, special pleading,
intimidation, and every sort of bad argument. This leaves them with a
problem. Most of them learn to stop thinking about it - and are diminished
both intellectually and morally as a result. But TCS is the solution.

Indeed it is. I hope you'll advocate TCS again.

-- Elliot Temple
http://elliottemple.com/

-- 
-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Lacking Justification (was: Learning in the face of adversity?)
Date: January 28, 2013 at 4:48 AM

On Apr 9, 1997, at 2:39 PM, David Deutsch 
<d.deutsch1@PHYSICS.OXFORD.AC.UK> wrote to TCS list:

SwiftRain wrote:

  Well, it seems to me that TCS is essentially a logical position, and
therefore relies on a set of assumptions (as you cannot grab logic out
of midair).  The main assumption of TCS appears to be:
  * Coercion is harmful.

  From that, the entire philosophy is reasoned.  You examine something
to determine if it matches the definition of "coercion," and then,
relying upon this assumption, you assume that it is harmful and should
be avoided.

I wouldn't characterise it like that. I'd rather say that TCS does not
involve any new fundamental assumption at all. At a fundamental level it is
simply a call for reason, or if you prefer, critical rationalism. We are
trying to take seriously in the case of children, general principles about
knowledge, creativity, reason and so on which most thinkers in the liberal
or Enlightenment tradition would enthusiastically endorse as being
applicable to all human beings -- except that they would then add (without
the slightest shred of justification) "whoops, we mean all adults".

And lacking justification is bad?

-- Elliot Temple
http://curi.us/

-- 
-- 

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] _Athene's Theory of Everything_ Part 1
Date: January 28, 2013 at 10:09 AM

On Sun, Jan 27, 2013 at 12:08 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 12, 2013, at 4:44 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Jan 11, 2013 at 7:09 PM, Rafe Champion <rchamp@bigpond.net.au> 
wrote:

On 12/01/2013 11:38 AM, Brett Hall wrote:

Dogmatism leads to schisms so it's better to talk about ideas than labels.
What I mean to say here is that calling oneself a Popperian while also
saying that some of those who also answer to the label don't actually
understand it, while you do, won't lead to progress. I'm not saying the
label has no use at all...but there are pitfalls.

Someone wrote that the original group of people who were actively using
Popper's ideas didn't actually call themelves Popperians. That was a  label
put on them by opponents, especially among philosophers, in the way that
Austrian economics got its name from German enemies who used it as a 
term of
abuse. When were Einstein, Medawar, Eccles and Monod called 
Popperians?

Maybe Critical Rationalism is a better generic term because it reduces the
"personality cult" overtones of Popperism.

We shouldn't use the term Popperian like we shouldn't use the term Randian.

How are those alike? The situations are different because Rand's comments on 
this issue are different than Popper's on it.

This is another unargued assertion you've made.

My guess is it's factually incorrect (rather than there being some quality 
argument you thought of but chose to leave out. why would you leave it out? 
expecting everyone to know what you mean when even i don't?) and you didn't 



know the facts. Making factually false unargued assertions is particularly bad.

e.g. I know of no Popper equivalent of this:

http://dotsub.com/view/a336cfd0-16f7-48c9-9c31-
d14677224458/viewTranscript/eng

What is Randism?
First of all, I do not call it Randism, and I don't like that name.

If its objectively bad to say Randism, then its objectively bad to say
Popperism. I don't see why what Rand doesn't like matters.

I think the terms Randism and Popperism are bad because they identify
the philosophy with the source of the ideas, rather than the content
of the ideas.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://dotsub.com/view/a336cfd0-16f7-48c9-9c31-d14677224458/viewTranscript/eng
http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Closed-minded
Date: January 28, 2013 at 10:22 AM

On Jan 24, 2013 1:00 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 20, 2013, at 4:56 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Jan 20, someone wrote:

I have not answered you because I believe that no matter what I say...
you will not be able to grasp my meaning.

That's a pessimistic view -- one that I don't agree with.

You can argue that all day
long. It is not based on anything empirical. However, my belief stems
from your thinking processes.

I believe the human mind is your God.

I don't believe in a God. So I don't know what you mean there.

That does not follow. It is a non sequitur.

Just because you don't believe in God doesn't mean all religious ideas are 
incomprehensible to you, or that you're ignorant of them.

I should have said:

I don't believe in a God. And people have different ideas about what
God is. So I don't know what you mean by that since I don't know what
you mean by God.

-- Rami

-- 
-- 



---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group, send email to beginning-of-
infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Inborn fear of heights
Date: January 28, 2013 at 10:33 AM

On Jan 24, 2013 6:02 PM, "Elliot Temple" <curi@curi.us> wrote:

On Jan 16, 2013, at 8:14 AM, Rami Rustom <rombomb@gmail.com> wrote:

Do people have an inborn fear of heights?

How could they? They are born without knowing what height is. Nor what
falling is. Nor what hurting from a fall is.

I recall learning about a study where babies were given the
opportunity to crawl to the edge of a steep cliff (bed or something)
and the experimenter is looking to see if the babies goes off the
cliff or not. They found that younger babies go off the cliff. Why
does that happen?

Is it because the baby doesn't understand depth perception yet? Or
because he doesn't know that he is far away from the floor? Or because
he doesn't know that being far away from the floor and falling down to
it would hurt?

I don't agree with the assumption here that there is *one* reason young children 
go off the cliff in the experiment.

People vary. People are individuals and do things for many different reasons. 
One guy will go off for one reason, and another will go off for a different reason.

Right, so I should have said:

In each case of a baby going off the cliff, is it because he doesn't
understand depth perception yet? Or because he doesn't know that he is
far away from the floor? Or because he doesn't know that being far
away from the floor and falling down to it would hurt?

And similarly for the babies that didn't go off the cliff, they might
have had various reasons for doing what they did.



And these sort of studies cannot rule out the idea that babies have
various reasons for what they do, meaning that its assumption to say
that babies have an instinctual fear of heights or anything else.

-- Rami

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group, send email to beginning-of-
infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Why the denial of what Hayek's positions were? (was: TCS and 
libertarian (vs. authoritarian) ideas)
Date: January 28, 2013 at 11:57 PM

On Jul 15, 2000, at 8:22 AM, Sarah Lawrence <sl@TCS.AC> wrote to TCS list:

[William Godwin] was above
all a rationalist and a fallibilist, and, like Hayek and other
right-wing liberal economists, and unlike socialists, he eschewed
both state coercion and the social coercion that almost all other
left-wing anarchists want to rely on, on those grounds.

But Hayek did not eschew state coercion. He advocated it. (E.g. guaranteed 
minimum income from the state.)

Why is denial that Hayek held his positions so common? Lots of pro-Hayek 
people simply forget or don't acknowledge Hayek's positions. (He also, btw, said 
socialism is moral. And mistakenly attacked Mises' anti-socialism economic 
calculation argument. I don't know how exactly that gets him descriptive text like 
"unlike socialists".)

It's almost like people pretend Hayek is Mises, and then say how great Hayek is, 
ignoring all of the positions he did not have in common with Mises. But if you 
want something like that, why not just praise Mises directly?

Hayek himself said in an interview late in life that he'd basically spent his whole 
career thinking Mises was wrong a lot (less wrong as time went on). Hayek didn't 
regard his persistent opposition to Mises/etc in various ways as some minor 
aberration or irrelevancy. But many of his fans seem to.

Even Sarah calling Hayek a non-socialist is itself opposition to Mises.

You can find some relevant info here:

http://www.curi.us/1532-hayek-and-socialism

http://www.curi.us/1532-hayek-and-socialism


And for example:

http://mises.org/daily/5747

My thesis is essentially the same one also advanced by my friend Ralph Raico: 
Hayek is not a classical liberal at all, or a "Radikalliberaler" as the NZZ, as usual 
clueless, has just recently referred to him. Hayek is actually a moderate social 
democrat, and since we live in the age of social democracy, this makes him a 
"respectable" and "responsible" scholar. Hayek, as you may recall, dedicated 
his Road to Serfdom to "the socialists in all parties." And the socialists in all 
parties now pay him back in using Hayek to present themselves as "liberals."

See also:

http://www.youtube.com/watch?v=tkQfK8hn0ds

I believe there is a Mises quote where he calls Hayek in particular a socialist but 
I'm not currently able to locate it. I think the meaning was something like "Hayek 
was the only socialist who I could stand" or "Hayek was the best socialist" or 
something, but I don't know the right phrasing. Does anyone else know the 
quote?

Ayn Rand, of course, said even worse of Hayek. Sarah has claimed to be some 
sort of Ayn Rand fan, but apparently evades Rand's strong criticisms of Hayek.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://mises.org/daily/5747
http://www.youtube.com/watch?v=tkQfK8hn0ds
http://fallibleideas.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Are personal attacks metadiscussion?
Date: January 29, 2013 at 3:49 AM

On Fri, Jan 11, 2013 at 4:50 AM, Brett Hall <brhalluk@hotmail.com> wrote:

No. You are correct in what you say. You criticise what they write but the text 
you reply to has not been owned by anyone. Normally we want our criticisms to 
lead to someone learning something and improving. This probably won't happen 
here because the anonymous person has relinquished all ownership to anything 
they have written. In short, they have given up one of the most valuable things 
about them as an individual: their "personhood". Why would they want to give 
up being a person?

I'm not a person? Explain yourself.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: RE: [BoI] Are personal attacks metadiscussion?
Date: January 29, 2013 at 4:08 AM

Date: Tue, 29 Jan 2013 00:49:43 -0800
Subject: Re: [BoI] Are personal attacks metadiscussion?
From: unattributedemail@gmail.com
To: beginning-of-infinity@googlegroups.com

On Fri, Jan 11, 2013 at 4:50 AM, Brett Hall <brhalluk@hotmail.com> wrote:

No. You are correct in what you say. You criticise what they write but the text 
you reply to has not been owned by anyone. Normally we want our criticisms 
to lead to someone learning something and improving. This probably won't 
happen here because the anonymous person has relinquished all ownership to 
anything they have written. In short, they have given up one of the most 
valuable things about them as an individual: their "personhood". Why would 
they want to give up being a person?

I'm not a person? Explain yourself.

Oh, I'm mistaken it seems. If it was *you* then *you* are a person. Right?
Was it *you* that Rami was talking about? I didn't know it was *you* - a person. 
Nice to meet *you*. Do you have an identity or do you wish to divest yourself of 
personhood? Do you always go by "anonymous" and is 
"unattributedemail@gmail.com" where we can reliably contact you?
If it was *you* Rami and I were talking about in those original posts, a person with 
an identity, then none of what I said applies, because *you* are a person. Right?
I *thought* (though it seems I am wrong) it was *just another troll* who actually 
divested themselves of personhood. You know, someone who might change their 
name regularly just to join a discussion, insult people, then leave and change 
their name. Someone who isn't being a person with an identity. But apparently 
that's not you. So none of what I wrote applies.
OTOH, if it *wasn't* you, and instead was a *genuinely* anonymous "person", 
sans identity, then as I said on the 11/1/13 in reply to Rami about that issue, 
where the context was key to the meaningfulness of that paragraph you seem to 
have quoted entirely without context (Rami's original email is probably important 
for context but as you left it out, I don't think anyone else will care much about the 
prior context, if you don't):



You're right. It's personal. And it's an attack. I other words, ad-hominem. I am 
attempting to reply on your forum. You deal with the issues well, in my view...so 
I'll focus instead on something else I think is important.I would say that the fact he 
is an *anonymous* poster is a problem in this instance.Anonymity is important, 
perhaps essential at times and we need to protect anonymity where it is important 
for progress to occur. In others places it can be a moral error. This is because it 
devalues the importance of personhood precisely where personhood should be 
valued. Such as, for example, expressing a contrary view and 'owning' original 
ideas. Because anonymous posters are fungible with respect to the labels they 
give themselves, there is no way to successfully criticise the idea(s) of an 
anonymous person such that they actually ever *learn* anything. In this way, 
anonymous posters can be mechanisms by which bad static memes survive.A 
genuinely (by which I mean consistently) anonymous person cannot be 
convinced they are wrong because there are so many people who answer to that 
same label. So if you do think you have a good criticism of their idea(s) then 
*even if they agree with you on that point* it becomes easier than it might 
otherwise be to ignore the criticism. The technique (tactic, more correctly) 
common on the internet but not *in person* is to be dogmatic about certain things 
and enter debates, *lose them* and then simply change your 
name/pseudonym/handle/nickname rather than your *idea* to something else and 
remain able to promote an idea which has already been successfully criticised in 
your very presence. That last point is important. If you, and your anonymous 
interlocutor are the only witnesses (or in some cases *among* the only 
witnesses) to the debate where you successfully criticise their view then the very 
person that needs to improve, can more easily avoid improving and *we all lose* 
then. Time is wasted, and the opportunity (and sometimes actuality) arises where 
the same debate is had *with the same person* pretending to be someone else. 
Again, anonymity can be used as a *mechanism which helps ensure static 
memes flourish*. In real life, people can notice their own irrational clinging to bad 
ideas because they become embarrassing and it becomes obvious to them, and 
others, why those views are embarrassing silliness - so (for example) we 
successfully marginalise people who are committed to homeopathy from holding 
important positions in the health services (say). On the net, the culture is what 
you have found in this instance on your blog. The very concept which is taken for 
granted these days is that you can post *insults* against an author such as 
yourself and never be accountable in such a way as "anonymous" never learns 
any lessons about what he has done wrong. If he feels bad at any point, he just 
changes his name, never his ideas. That is the modus operandi of such a person, 
often. The problem is that if you successfully criticise his post, he can just repost 
his insults under another name. Or pretend to get support under fake 



pseudonyms. This is a form of trolling. The result, sadly, can be wasted effort by 
good people like yourself in honestly trying to enter a discussion with “someone” 
for the purpose of making progress (learning), only to have the other person 
vanish into thin air. It means the person can avoid ever admitting to mistakes and, 
as we know, this is painful for some people. Of course *you* learn a lesson. You 
learn that sometimes your time can be wasted.Of course all this *can* happen 
with a named person, with an email address and other contact details and so 
forth. Don't misunderstand...I'm *not* arguing we need to provide lots of personal 
details for each post. But I am arguing for a culture of "ownership" when it comes 
to ideas - such as posts made on email/newsgroup/webpage discussion groups. 
To own, you should be a person, to have an idea, you must be a person. These 
things are linked. Anonymity undermines this. Sometimes for good 
reasons.Anonymity is really important in some situations as I said. I don't want to 
suggest it be done away with. Things like voting. Voting should be anonymous 
because there are violent people out there who can coerce you into voting a 
certain way.But discussions about opposing ideas held by *people* should 
generally not be. It's no good if *candidates* in an election are anonymous, for 
example. (Some exceptions also include when there is some risk to open 
discourse - freely expressing yourself on certain topics in North Korea at the 
moment is as sure a method of suicide as putting a loaded gun to your head and 
pulling the trigger.)Anyways, anonymous people rarely change their ideas and 
actually reduce their ability to do so. They give themselves an easy "out". If they 
don't like the fact they have been shown to be wrong, they just change their 
handle/nickname to some other anonymous label. In short, they don't change 
their ideas, if you win the argument, they change their *name*. So why debate 
with them if you know they will not admit when you have won the debate? This 
way you lose some opportunity of knowing if you are correct.In "real life" it is 
harder to convincingly maintain anonymity in a public discussion. In real life you 
have to own your ideas publicly. This isn’t to say we should say everything we 
think all the time to everyone who will listen. It just means we should *strive* for 
honest consistency. Anonymous people can most easily do the opposite. In fact 
they can do one or both of two things more easily than people who own, by 
name, their own ideas. They can:1. Promote ideas they do not actually believe or 
know much about for the purpose of trolling(Trolling is to be deliberately 
provocative in an ad-hominem way to try to draw *you* into ad-hominem retorts 
so then the competition becomes who can insult the best. This is something the 
troll is trying to perfect, rather than anything else. They *enjoy* insults and 
developing new, fun, funny (in their opinion) techniques. The comment on your 
website...is trolling).There is a cost in insulting someone publicly when you are 
*not* anonymous. They avoid this. The interesting thing for them is not about 



making progress in a discussion, it's about maintaining their position at all costs. 
If you are anonymous one cost you avoid is any cost to your character.2. They 
are trialing multiple, incompatible views at once on the *same* person they think 
is smart to see which one survives criticism. This isn’t honest. It’s better to simply 
admit one *does not know* which of those ideas is correct.So, was it *you* Rami 
was replying to on the Sam Harris forum?Brett.          

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Are personal attacks metadiscussion?
Date: January 29, 2013 at 4:49 AM

On Tue, Jan 29, 2013 at 1:08 AM, Brett Hall <brhalluk@hotmail.com> wrote:
Date: Tue, 29 Jan 2013 00:49:43 -0800
Subject: Re: [BoI] Are personal attacks metadiscussion?
From: unattributedemail@gmail.com
To: beginning-of-infinity@googlegroups.com

On Fri, Jan 11, 2013 at 4:50 AM, Brett Hall <brhalluk@hotmail.com> wrote:

No. You are correct in what you say. You criticise what they write but
the text you reply to has not been owned by anyone. Normally we want our
criticisms to lead to someone learning something and improving. This
probably won't happen here because the anonymous person has 
relinquished all
ownership to anything they have written. In short, they have given up one of
the most valuable things about them as an individual: their "personhood".
Why would they want to give up being a person?

I'm not a person? Explain yourself.

Oh, I'm mistaken it seems. If it was *you* then *you* are a person. Right?

Was it *you* that Rami was talking about? I didn't know it was *you* - a
person. Nice to meet *you*. Do you have an identity or do you wish to divest
yourself of personhood? Do you always go by "anonymous" and is
"unattributedemail@gmail.com" where we can reliably contact you?

If it was *you* Rami and I were talking about in those original posts, a
person with an identity, then none of what I said applies, because *you* are
a person. Right?

I *thought* (though it seems I am wrong) it was *just another troll* who
actually divested themselves of personhood. You know, someone who might
change their name regularly just to join a discussion, insult people, then
leave and change their name. Someone who isn't being a person with an



identity. But apparently that's not you. So none of what I wrote applies.

OTOH, if it *wasn't* you, and instead was a *genuinely* anonymous "person",
sans identity, then as I said on the 11/1/13 in reply to Rami about that
issue, where the context was key to the meaningfulness of that paragraph you
seem to have quoted entirely without context (Rami's original email is
probably important for context but as you left it out, I don't think anyone
else will care much about the prior context, if you don't):

You're right. It's personal. And it's an attack. I other words, ad-hominem.
I am attempting to reply on your forum. You deal with the issues well, in my
view...so I'll focus instead on something else I think is important.

I would say that the fact he is an *anonymous* poster is a problem in this
instance.

Anonymity is important, perhaps essential at times and we need to protect
anonymity where it is important for progress to occur. In others places it
can be a moral error. This is because it devalues the importance of
personhood precisely where personhood should be valued. Such as, for
example, expressing a contrary view and 'owning' original ideas. Because
anonymous posters are fungible with respect to the labels they give
themselves, there is no way to successfully criticise the idea(s) of an
anonymous person such that they actually ever *learn* anything. In this way,
anonymous posters can be mechanisms by which bad static memes survive.

A genuinely (by which I mean consistently) anonymous person cannot be
convinced they are wrong because there are so many people who answer to 
that
same label. So if you do think you have a good criticism of their idea(s)
then *even if they agree with you on that point* it becomes easier than it
might otherwise be to ignore the criticism. The technique (tactic, more
correctly) common on the internet but not *in person* is to be dogmatic
about certain things and enter debates, *lose them* and then simply change
your name/pseudonym/handle/nickname rather than your *idea* to something
else and remain able to promote an idea which has already been successfully
criticised in your very presence.

That last point is important. If you, and your anonymous interlocutor are
the only witnesses (or in some cases *among* the only witnesses) to the



debate where you successfully criticise their view then the very person that
needs to improve, can more easily avoid improving and *we all lose* then.
Time is wasted, and the opportunity (and sometimes actuality) arises where
the same debate is had *with the same person* pretending to be someone else.

Again, anonymity can be used as a *mechanism which helps ensure static 
memes
flourish*. In real life, people can notice their own irrational clinging to
bad ideas because they become embarrassing and it becomes obvious to them,
and others, why those views are embarrassing silliness - so (for example) we
successfully marginalise people who are committed to homeopathy from holding
important positions in the health services (say). On the net, the culture is
what you have found in this instance on your blog. The very concept which is
taken for granted these days is that you can post *insults* against an
author such as yourself and never be accountable in such a way as
"anonymous" never learns any lessons about what he has done wrong. If he
feels bad at any point, he just changes his name, never his ideas. That is
the modus operandi of such a person, often. The problem is that if you
successfully criticise his post, he can just repost his insults under
another name. Or pretend to get support under fake pseudonyms.

This is a form of trolling. The result, sadly, can be wasted effort by good
people like yourself in honestly trying to enter a discussion with “someone”
for the purpose of making progress (learning), only to have the other person
vanish into thin air. It means the person can avoid ever admitting to
mistakes and, as we know, this is painful for some people. Of course *you*
learn a lesson. You learn that sometimes your time can be wasted.

Of course all this *can* happen with a named person, with an email address
and other contact details and so forth. Don't misunderstand...I'm *not*
arguing we need to provide lots of personal details for each post. But I am
arguing for a culture of "ownership" when it comes to ideas - such as posts
made on email/newsgroup/webpage discussion groups. To own, you should be 
a
person, to have an idea, you must be a person. These things are linked.
Anonymity undermines this. Sometimes for good reasons.

Anonymity is really important in some situations as I said. I don't want to
suggest it be done away with. Things like voting. Voting should be anonymous
because there are violent people out there who can coerce you into voting a



certain way.

But discussions about opposing ideas held by *people* should generally not
be. It's no good if *candidates* in an election are anonymous, for example.
(Some exceptions also include when there is some risk to open discourse -
freely expressing yourself on certain topics in North Korea at the moment is
as sure a method of suicide as putting a loaded gun to your head and pulling
the trigger.)

Anyways, anonymous people rarely change their ideas and actually reduce
their ability to do so. They give themselves an easy "out". If they don't
like the fact they have been shown to be wrong, they just change their
handle/nickname to some other anonymous label. In short, they don't change
their ideas, if you win the argument, they change their *name*. So why
debate with them if you know they will not admit when you have won the
debate? This way you lose some opportunity of knowing if you are correct.

In "real life" it is harder to convincingly maintain anonymity in a public
discussion. In real life you have to own your ideas publicly. This isn’t to
say we should say everything we think all the time to everyone who will
listen. It just means we should *strive* for honest consistency.

Anonymous people can most easily do the opposite. In fact they can do one or
both of two things more easily than people who own, by name, their own
ideas. They can:

1. Promote ideas they do not actually believe or know much about for the
purpose of trolling

(Trolling is to be deliberately provocative in an ad-hominem way to try to
draw *you* into ad-hominem retorts so then the competition becomes who can
insult the best. This is something the troll is trying to perfect, rather
than anything else. They *enjoy* insults and developing new, fun, funny (in
their opinion) techniques. The comment on your website...is trolling).

There is a cost in insulting someone publicly when you are *not* anonymous.
They avoid this. The interesting thing for them is not about making progress
in a discussion, it's about maintaining their position at all costs. If you
are anonymous one cost you avoid is any cost to your character.



2. They are trialing multiple, incompatible views at once on the *same*
person they think is smart to see which one survives criticism. This isn’t
honest. It’s better to simply admit one *does not know* which of those ideas
is correct.

So, was it *you* Rami was replying to on the Sam Harris forum?

What? No I'm not the person quoted in Rami's posts. But you said one
needs a regular name to be a person, which is ridiculous. I am a
person. Names aren't personhood. And in any case I have a regular
name. You not knowing all of my names cannot change my personhood.

Again: what you know about me has absolutely no bearing on whether I
am a person, how my mind works, etc...

You claim anonymous people have no ownership of what they write. As
everyone knows this is false, e.g. authors who publish under pen names
can own their books and get paid.

Privacy is a value. Just because you do not value it is no reason to
attack people who do as non-people.

The fact is that people who disagree with your conception of ownership
are still people. To say otherwise is intolerant bigotry. You get mad
when some people dislike gays, but no one says they give up their
personhood!

Also, you seem to assume ownership must be public. People can take
responsibility for their ideas and writing, and any criticism and
replies, even if they use a different anonymous name for everything
they write. Whether *you* track their responsibility, learning,
ownership, etc, may not be something not be something they care about
and may not be something helpful.

The idea of "trolling" is a way of attacking people and/or their ideas
without actually criticizing the ideas. It's similar to ad hominem.
It's dismissing ideas without discussing the content of those ideas.

Anyways, anonymous people rarely change their ideas and actually reduce their 



ability to do so.

This, like much of what you said, is false. Privacy does not reduce
one's ability to learn. Irresponsibility does. Grouping together all
people who want to be anonymous for some reason as irresponsible bad
learners is offensive intolerant bigotry.

Since there is no purpose in having discussions with non-persons,
which cannot think, I trust you have no interest in having any
discussion with me until some time after you change your mind and
retract your position. In that case, you've conveniently set up a
situation where the person you persecute cannot defend themselves,
because you won't acknowledge their ability to do so.

More generally, all forms of bigotry that involve thinking ideas are
lower quality because of the group they come from are well suited to
being entrenched irrationalities because they help one ignore a major
source of criticism for his mistake.

Finally, I have no idea if "Brett Hall" is your real name or not. For
all I know, you are anonymous. Also, for all I know, your email
account is shared and no one person has ever written two posts with
it.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Lacking Justification (was: Learning in the face of adversity?)
Date: January 29, 2013 at 10:40 AM

On Jan 28, 2013 3:48 AM, "Elliot Temple" <curi@curi.us> wrote:

On Apr 9, 1997, at 2:39 PM, David Deutsch 
<d.deutsch1@PHYSICS.OXFORD.AC.UK> wrote to TCS list:

SwiftRain wrote:

  Well, it seems to me that TCS is essentially a logical position, and
therefore relies on a set of assumptions (as you cannot grab logic out
of midair).  The main assumption of TCS appears to be:
  * Coercion is harmful.

  From that, the entire philosophy is reasoned.  You examine something
to determine if it matches the definition of "coercion," and then,
relying upon this assumption, you assume that it is harmful and should
be avoided.

I wouldn't characterise it like that. I'd rather say that TCS does not
involve any new fundamental assumption at all. At a fundamental level it is
simply a call for reason, or if you prefer, critical rationalism. We are
trying to take seriously in the case of children, general principles about
knowledge, creativity, reason and so on which most thinkers in the liberal
or Enlightenment tradition would enthusiastically endorse as being
applicable to all human beings -- except that they would then add (without
the slightest shred of justification) "whoops, we mean all adults".

About the "whoops, we mean all adults", this seems like a rationalization.

These people believe in these liberal ideas. And these ideas
explicitly apply to all human beings. And then when they notice that
these liberal idea conflict with their parenting ideas, they make an
exception for children, but without any reasons for why children
should be excluded.

In other words, they criticized the idea that liberal ideas apply to



children, and then they didn't criticize the criticism. But why did
they stop criticizing?

Is it because their ability to reason is poor? Or are they fooling
themselves (i.e. are they rationalizing)? Or both?

And lacking justification is bad?

I think that in this context, "lacking justification" means lacking
reasons for why these liberal ideas don't apply to children.

-- Rami

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: skg <skudge@gmail.com>
Subject: [BoI] Re: some sort of lie? (was: TCS as a meta-theory (Was: unhelpful 
communication techniques))
Date: January 29, 2013 at 11:54 AM

On Monday, January 28, 2013 3:45:12 AM UTC-6, Elliot Temple wrote:

On Jan 9, 1997, at 8:42 PM, David Deutsch 
<d.deu...@PHYSICS.OXFORD.AC.UK<javascript:>>
wrote to TCS list:
...

Indeed. Let me give one random illustration.

The illustration was not chosen at random.

In this rhetorical situation, one does not (usually) expect that there was
an actual random choice.

What is the purpose or benefit of writing literal falsehoods like this? I
don't get it.

It is only a literal falsehood if you interpret it that way.

Popper encouraged making the best possible case for anything you are
arguing with. Otherwise, you are likely to be attacking a strawman.

Applying Popper's approach, one would ask -- what is the best
interpretation of the phrase "one random illustration" in this context?
What interpretation makes the most sense?

It's not like David ever thought he'd chosen this illustration at random.
This isn't just a mundane mistake.

I doubt he thought so and, no, it isn't a mistake. It's a figure of speech.



cheers,
skg

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: The Nature of Man TCS <taking-children-
seriously@googlegroups.com>
Date: January 31, 2013 at 4:17 PM

On Fri, Nov 16, 2012 at 8:42 AM, Rami Rustom <rombomb@gmail.com> wrote:
All evils are caused by insufficient knowledge. So all good is due to
sufficient knowledge. This is the principle of optimism. This means
that for every evil act, had the evildoer known that his act was evil,
and that there was a good option available to him, he would have done
good instead of evil. To explain this principle, I'll consider a few
hypothetical situations.

The first situation involves a parent giving her baby a bottle of
formula. The baby takes a sip and puts the bottle down on his tray.
Then the parent tried to coax the baby with cute eating methods
involving airplane sounds. The baby kept turning his head. Then the
parent got anxious and tried to force it in his mouth thinking that
she's doing it in the best interest of her baby. The baby responded by
hitting the bottle, knocking it to the floor. Then the parent used
more force and succeeded in getting her baby to drink the formula.
Hours later, the baby died. The autopsy showed that the baby was
poisoned. The police learned that the formula was tainted -- not just
the formula in the baby's bottle, but also the whole batch of formula
shipped by the manufacturer.

It’s important to consider who committed evil; the parent, the baby,
or both. The baby knew that the formula tasted really bad, so each
time that he rejected it, he was doing good. The parent knew that her
baby rejected the formula, so each time that she tried to coerce her
baby to drink it, she was committing evil.

Now consider a situation identical in all respects but one -- the
formula wasn’t tainted, so the baby didn't die. Who acted immorally?
Can the answer be different? Logically, the answer cannot be
different. Morality does not depend on the actual results, but rather
only the expected results. To illustrate this point, consider whether
or not it is moral for a father of five young children to choose to
spend all their wealth on lottery tickets. Does the moral choice
depend on whether or not he wins? No, the moral choice depends on
whether or not he’s expected to win.



As I’ve illustrated, every evil act is caused by insufficient
knowledge. In the case of the parent who forced her baby to drink the
bottle, had she known that coercing people is expected to lead to bad
results, and that persuasion doesn't have that fault, she would not
have resorted to coercion. In the case of the father who spent his
entire life savings on lottery tickets, had he known that his choice
is expected to lead to bad results, and that he had a better way to
spend the wealth, he would not have committed evil.

At some point in the future, when every human being understands this
principle of optimism well, and has sufficient knowledge, all evils
will be eradicated.

Criticisms? Questions?

A new guy commented on this blog post.

joe.liberty64 said:

Rami, in discussing the nature of man, are you forgetting that man is a being of 
volitional consciousness? Regarding knowledge, man is not omniscient -- he 
must focus his mind and mentally work to know. Not everything, but that which 
is reasonably needed to know for him to gain and keep his values. Using Rand's 
helpful metaphor, much blindness (ignorance) is brought about by the refusal to 
see (know).

Evasion. In your example of the baby not liking the taste of his formula, in a 
nation where food distributors have a reputation for low-quality products, it might 
well be an excellent principle for parents to always keep an unopened can of 
previously bought formula to double-check. But in the U.S.A, by and large, I 
believe we are acting rationally in trusting the integrity of major baby food 
formula makers. In such a context, since man is not omniscient, not knowing 
(and having no reason to suspect) that a particular batch of baby formula is toxic 
-- indeed, lethal -- is not normally a moral fault. Evading would be refusing to 
take normal precautions -- such as sterilizing a previously used nipple. I'd 
venture to say that the act of evasion (refusing to think) is responsible for most 
of the evil results in the world, since evasion is the surest way NOT to have 
sufficient knowledge for addressing any particular human challenge.



End quote.

Thoughts on how to reply?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
You received this message because you are subscribed to the Google Groups 
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From: Rami Rustom <rombomb@gmail.com>
Subject: [Objectivism Discussion] Quotes from _Liberalism: The Classical 
Tradition_, by Mises objectivism-discussion <objectivism-
discussion@googlegroups.com>
Date: January 31, 2013 at 10:35 PM

Quotes from _Liberalism: The Classical Tradition_, by Ludwig Von Mises

On happiness:

This goal, at which all men aim, is the best possible satisfaction of human 
wants; it is prosperity and abundance. Of course, this is not all that men aspire 
to, but it is all that they can expect to attain by resort to external means and by 
way of social cooperation. The inner blessings—happiness, peace of mind, 
exaltation—must be sought by each man within himself alone.

On happiness and coercion:

Men cannot be made happy against their will.

On the psycho-epistemology of socialists, with respect to status:

Time and again one hears socialists say that even material want will be easier to 
bear in a socialist society because people will realize that no one is better off 
than his neighbor.

Why does anyone care what somebody else has? How does that which
somebody else has affect you? I think its about status. If one has
less than somebody else, he has less status than the other person, so
he feels bad. Whats interesting is that by this logic, taken to the
limit, all but one person will feel bad, namely, the guy at the top of
the pyramid of having things. But, people only compare themselves to
their peers. This is similar to the idea of going out to the bars with
uglier people so that one looks less ugly, thus increasing their
relative status.



More on the psycho-epistemology of socialists, with respect to responsibility:

In the life of the neurotic the “saving lie” has a double function. It not only 
consoles him for past failure, but holds out the prospect of future success. In the 
case of social failure, which alone concerns us here, the consolation consists in 
the belief that one’s inability to attain the lofty goals to which one has aspired is 
not to be ascribed to one’s own inadequacy, but to the defectiveness of the 
social order. The malcontent expects from the overthrow of the latter the 
success that the existing system has withheld from him. Consequently, it is 
entirely futile to try to make clear to him that the utopia he dreams of is not 
feasible and that the only foundation possible for a society organized on the 
principle of the division of labor is private ownership of the means of production. 
The neurotic clings to his “saving lie,” and when he must make the choice of 
renouncing either it or logic, he prefers to sacrifice logic. For life would be 
unbearable for him without the consolation that he finds in the idea of socialism. 
It tells him that not he himself, but the world, is at fault for having caused his 
failure; and this conviction raises his depressed self-confidence and liberates 
him from a tormenting feeling of inferiority.

In a capitalist society, my failure is my fault. In a socialist
society, my failure is their fault. I think it would be accurate to
replace "capitalist" with "open" and "socialist" with "closed" and the
idea would still hold true. ... So people who fail a lot have a
psychological incentive to prefer socialism, and people who succeed a
lot don't. ... And, connecting this idea with parenting, kids who fail
a lot, have a psychological incentive to prefer parental coercion, and
kids who succeed a lot don't.

On psychology and psycho-epistemology:

One cannot send every person suffering from a Fourier complex to the doctor 
for psychoanalytic treatment; the number of those afflicted with it is far too great. 
No other remedy is possible in this case than the treatment of the illness by the 
patient himself. Through self-knowledge he must learn to endure his lot in life 
without looking for a scapegoat on which he can lay all the blame, and he must 
endeavor to grasp the fundamental laws of social cooperation.

People must solve their own psychological problems. That requires
psycho-epistemological knowledge of how not to fool oneself into the



belief that one is not responsible for his problems.

On liberalism and happiness:

It is not from a disdain of spiritual goods that liberalism concerns itself 
exclusively with man’s material well-being, but from a conviction that what is 
highest and deepest in man cannot be touched by any outward regulation. It 
seeks to produce only outer well-being because it knows that inner, spiritual 
riches cannot come to man from without, but only from within his own heart. It 
does not aim at creating anything but the outward preconditions for the 
development of the inner life. And there can be no doubt that the relatively 
prosperous individual of the twentieth century can more readily satisfy his 
spiritual needs than, say, the individual of the tenth century, who was given no 
respite from anxiety over the problem of eking out barely enough for survival or 
from the dangers that threatened him from his enemies.

Only you can make you happy. Society should stay out of your way as
you pursue your happiness.

On the idea of problems being blamed on capitalism:

It hardly occurs to anyone, when he forms his notion of a capitalist, that a social 
order organized on genuinely liberal principles is so constituted as to leave the 
entrepreneurs and the capitalists only one way to wealth, viz., by better 
providing their fellow men with what they themselves think they need. Instead of 
speaking of capitalism in connection with the prodigious improvement in the 
standard of living of the masses, antiliberal propaganda mentions capitalism 
only in referring to those phenomena whose emergence was made possible 
solely because of the restraints that were imposed upon liberalism. No 
reference is made to the fact that capitalism has placed a delectable luxury as 
well as a food, in the form of sugar, at the disposal of the great masses. 
Capitalism is mentioned in connection with sugar only when the price of sugar in 
a country is raised above the world market price by a cartel. As if such a 
development were even conceivable in a social order in which liberal principles 
were put into effect! In a country with a liberal regime, in which there are no 
tariffs, cartels capable of driving the price of a commodity above the world 
market price would be quite unthinkable.



Interventionist policies cause prices to rise from their equilibrium prices.

On the difference between man and the animals:

Human society is an association of persons for cooperative action. As against 
the isolated action of individuals, cooperative action on the basis of the principle 
of the division of labor has the advantage of greater productivity. If a number of 
men work in cooperation in accordance with the principle of the division of labor, 
they will produce (other things being equal) not only as much as the sum of 
what they would have produced by working as self-sufficient individuals, but 
considerably more. All human civilization is founded on this fact. It is by virtue of 
the division of labor that man is distinguished from the animals. It is the division 
of labor that has made feeble man, far inferior to most animals in physical 
strength, the lord of the earth and the creator of the marvels of technology. In 
the absence of the division of labor, we would not be in any respect further 
advanced today than our ancestors of a thousand or ten thousand years ago.

Of all functions of human social cooperation, the division of labor is
the most important.

On why liberals and humanitarians want peace:

The peace-loving humanitarian approaches the mighty potentate and addresses 
him thus: “Do not make war, even though you have the prospect of furthering 
your own welfare by a victory. Be noble and magnanimous and renounce the 
tempting victory even if it means a sacrifice for you and the loss of an 
advantage.” The liberal thinks otherwise. He is convinced that victorious war is 
an evil even for the victor, that peace is always better than war. He demands no 
sacrifice from the stronger, but only that he should come to realize where his 
true interests lie and should learn to understand that peace is for him, the 
stronger, just as advantageous as it is for the weaker.

The humanitarian wants peace and sees sacrificing others as beneficial
to him, which means he sacrifices his benefit in exchange for peace --
this is a non-zero-sum worldview. The liberal wants peace and sees
sacrificing others as beneficial to no one -- this is a zero-sum
worldview.



On morality:

...there is nothing good or bad in and of itself. Human actions become good or 
bad only through the end that they serve and the consequences they entail.

I think this is moral relativism. I think it says: The ends justify
the means. This is how parents justify coercion of their children. And
how psychiatrists justify coercion of the "suicidal".

On socialist understanding of "men are equal":

But, the socialists say, it is not enough to make men equal before the law. In 
order to make them really equal, one must also allot them the same income. It is 
not enough to abolish privileges of birth and of rank. One must finish the job and 
do away with the greatest and most important privilege of all, namely, that which 
is accorded by private property. Only then will the liberal program be completely 
realized, and a consistent liberalism thus leads ultimately to socialism, to the 
abolition of private ownership of the means of production.

On privileges granted to a group/class/person:

If, however, as in modern states, judges are always drawn from the circle of 
those with legal knowledge and experience, this does not constitute a privilege 
in favor of lawyers. Preference is given to lawyers, not for their sake, but for the 
sake of the public welfare, because people are generally of the opinion that a 
knowledge of jurisprudence is an indispensable prerequisite for holding a 
judgeship. The question whether a certain institutional arrangement is or is not 
to be regarded as a privilege granted to a certain group, class, or person is not 
to be decided by whether or not it is advantageous to that group, class, or 
person, but according to how beneficial to the general public it is considered to 
be. The fact that on a ship at sea one man is captain and the rest constitute his 
crew and are subject to his command is certainly an advantage for the captain. 
Nevertheless, it is not a privilege of the captain if he possesses the ability to 
steer the ship between reefs in a storm and thereby to be of service not only to 
himself, but to the whole crew.



On that capitalism increases absolute and relative production:

Any increase in total capital raises the income of capitalists and landowners 
absolutely and that of workers both absolutely and relatively. As regards their 
income, any shifts in the various interests of the different groups and strata of 
society—the entrepreneurs, capitalists, landowners, and workers—occur 
together and move in the same direction as they pass through different phases 
in their fluctuations; what varies is only the ratio of their shares of the social 
product.

On how luxury drives innovation:

The luxury of today is the necessity of tomorrow. Every advance first comes into 
being as the luxury of a few rich people, only to become, after a time, the 
indispensable necessity taken for granted by everyone. Luxury consumption 
provides industry with the stimulus to discover and introduce new things. It is 
one of the dynamic factors in our economy. To it we owe the progressive 
innovations by which the standard of living of all strata of the population has 
been gradually raised.

On morality of social institutions:

Everything that serves to preserve the social order is moral; everything that is 
detrimental to it is immoral. Accordingly, when we reach the conclusion that an 
institution is beneficial to society, one can no longer object that it is immoral. 
There may possibly be a difference of opinion about whether a particular 
institution is socially beneficial or harmful. But once it has been judged 
beneficial, one can no longer contend that, for some inexplicable reason, it must 
be condemned as immoral.

On tyranny and persuasion:

The tyranny of a minority can never endure unless it succeeds in convincing the 
majority of the necessity or, at any rate, of the utility, of its rule. But then the 
minority no longer needs force to maintain itself in power.



On the purpose of government:

As the liberal sees it, the task of the state consists solely and exclusively in 
guaranteeing the protection of life, health, liberty, and private property against 
violent attacks. Everything that goes beyond this is an evil.

On why peace

The liberals maintained that with the elimination of all the artificial distinctions of 
caste and status, the abolition of all privileges, and the establishment of equality 
before the law, nothing else stands in the way of the peaceful cooperation of all 
members of society, because then their rightly understood, long-run interests 
coincide.

On a criticism of capitalism:

Consequently, it is completely absurd to pose the question how much could be 
saved if the costs of advertising were abolished. One must rather ask how much 
could be produced if competition among producers were abolished.

On why private property:

Private property creates for the individual a sphere in which he is free of the 
state. It sets limits to the operation of the authoritarian will. It allows other forces 
to arise side by side with and in opposition to political power. It thus becomes 
the basis of all those activities that are free from violent interference on the part 
of the state. It is the soil in which the seeds of freedom are nurtured and in 
which the autonomy of the individual and ultimately all intellectual and material 
progress are rooted. In this sense, it has even been called the fundamental 
prerequisite for the development of the individual.

On liberalism and the idea of forcing people of a territory to
join/remain as part of a nation:

The liberals of an earlier age thought that the peoples of the world were 
peaceable by nature and that only monarchs desire war in order to increase 



their power and wealth by the conquest of provinces. They believed, therefore, 
that to assure lasting peace it was sufficient to replace the rule of dynastic 
princes by governments dependent on the people. If a democratic republic finds 
that its existing boundaries, as shaped by the course of history before the 
transition to liberalism, no longer correspond to the political wishes of the 
people, they must be peacefully changed to conform to the results of a 
plebiscite expressing the people’s will. It must always be possible to shift the 
boundaries of the state if the will of the inhabitants of an area to attach 
themselves to a state other than the one to which they presently belong has 
made itself clearly known. In the seventeenth and eighteenth centuries, the 
Russian Czars incorporated into their empire large areas whose population had 
never felt the desire to belong to the Russian state. Even if the Russian Empire 
had adopted a completely democratic constitution, the wishes of the inhabitants 
of these territories would not have been satisfied, because they simply did not 
desire to associate themselves in any bond of political union with the Russians. 
Their democratic demand was: freedom from the Russian Empire; the formation 
of an independent Poland, Finland, Latvia, Lithuania, etc. The fact that these 
demands and similar ones on the part of other peoples (e.g., the Italians, the 
Germans in Schleswig-Holstein, the Slavs in the Hapsburg Empire) could be 
satisfied only by recourse to arms was the most important cause of all the wars 
that have been fought in Europe since the Congress of Vienna.

On what Russia could have been:

Liberalism, which is based completely on science and whose policies represent 
nothing but the application of the results of science, must be on its guard not to 
make unscientific value judgments. Value judgments stand outside of science 
and are always purely subjective. One cannot, therefore, classify nations 
according to their worth and speak of them as worthy or as less worthy. 
Consequently, the question whether or not the Russians are inferior lies 
completely outside the scope of our consideration. We do not at all contend that 
they are so. What we maintain is only that they do not wish to enter into the 
scheme of human social cooperation. In relation to human society and the 
community of nations their position is that of a people intent on nothing but the 
consumption of what others have accumulated. People among whom the ideas 
of Dostoyevsky, Tolstoy, and Lenin are a living force cannot produce a lasting 
social organization. They must revert to a condition of complete barbarism. 
Russia is endowed far more richly by nature with fertility of soil and mineral 
resources of all kinds than is the United States. If the Russians had pursued the 



same capitalistic policy as the Americans, they would today be the richest 
people in the world. Despotism, imperialism, and Bolshevism have made them 
the poorest. Now they are seeking capital and credits from all over the world.

I think this part is moral relativism: "Value judgments stand outside
of science and are always purely subjective." Why shouldn't we say
that America is better than Russia? It is!

-- Rami Rustom
http://ramirustom.blogspot.com
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From: Rafe Champion <rchamp@bigpond.net.au>
Subject: [BoI] Popper's introductory lectures
Date: February 2, 2013 at 1:33 AM

I n 1945 Karl Popper left Christchurch and moved to the London School of 
Economics where he became the Professor ofLogic and Scientific Method.

His main course was Introduction to Scientific Method and he delivered a series 
of fifteen lectures on this topic for a decade or so through the 1950s. Mark 
Notturno became the editor of Popper's work and one of his tasks was to convert 
the transcripts of the lectures into a publishable form. The recordings included 
questions and answers, and the usual false starts and half sentences of the 
spokenword, so the idea was to create an "ideal type" of each lecture, drawing on 
the best parts of the ten copies that were available for each lecture.

As described in the Introduction, the publication stalled but it is now possible to 
read the first three lectures on line.

http://www.the-rathouse.com/Intro-Philos-Sci/Introduction.html

The first lecture on Values began with a welcome from Popper who warned the 
students."I am getting old...my English is deteriorating with age...I am getting 
more and more inclined to ramble...and I am not a good lecturer either".

In fact he was a captivating lecturer, speaking without notes, inviting and 
responding to interjections, inserting asides about his projects and references to 
significant developments events in science at the time. That was all edited out 
unless it related specifically to the content of the lecture.

On the function of lectures he said "Lectures are sometimes enjoyable, 
sometimes boring, but always, in a certain sense, unimportant. The important 
thing is the work that you are doing yourself."

On the real aim of a university education.  "I believe that someone is well-
educated only if he realizes in great detail how little he knows. And I think that this 
is really very important. I think that a man who has the feeling that he knows a lot 
is somehow badly educated. Yes, one can know a lot...but the main point, at least 
with regard to pure knowledge, isto recognize the many open problems that lurk 
in all the knowledge that we have achieved. Without that l would say that you are 
not really educated...And the more we know and the more our knowledge grows, 
the more modest we should become about all those things that we don't know."

http://www.the-rathouse.com/Intro-Philos-Sci/Introduction.html


Thanks to Mark Norrurno!

Rafe Champion

-- 
-- 

--- You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out
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Subject: [BoI] Mises on education BoI Infinity <beginning-of-
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Date: February 2, 2013 at 8:35 AM

From _Liberalism: The Classical Tradition_, Ludwig Von Mises:

In most countries today school attendance, or at least private instruction, is 
compulsory. Parents are obliged to send their children to school for a certain 
number of years or, in lieu of this public instruction at school, to have them given 
equivalent instruction at home. It is pointless to go into the reasons that were 
advanced for and against compulsory education when the matter was still a live 
issue. They do not have the slightest relevance to the problem as it exists today. 
There is only one argument that has any bearing at all on this question, viz., that 
continued adherence to a policy of compulsory education is utterly incompatible 
with efforts to establish lasting peace.

The inhabitants of London, Paris, and Berlin will no doubt find such a statement 
completely incredible. What in the world does compulsory education have to do 
with war and peace? One must not, however, judge this question, as one does 
so many others, exclusively from the point of view of the peoples of Western 
Europe. In London, Paris, and Berlin, the problem of compulsory education is, to 
be sure, easily solved. In these cities no doubt can arise as to which language is 
to be used in giving instruction. The population that lives in these cities and 
sends its children to school may be considered, by and large, of homogeneous 
nationality. But even the non-English-speaking people who live in London find it 
in the obvious interest of their children that instruction is given in English and in 
no other language, and things are not different in Paris and Berlin.

However, the problem of compulsory education has an entirely different 
significance in those extensive areas in which peoples speaking different 
languages live together side by side and intermingled in polyglot confusion. 
Here the question of which language is to be made the basis of instruction 
assumes crucial importance. A decision one way or the other can, over the 
years, determine the nationality of a whole area. The school can alienate 
children from the nationality to which their parents belong and can be used as a 
means of oppressing whole nationalities. Whoever controls the schools has the 
power to injure other nationalities and to benefit his own.

It is no solution of this problem to suggest that each child be sent to the school 
in which the language of his parents is spoken. First of all, even apart from the 



problem posed by children of mixed linguistic background, it is not always easy 
to decide what the language of the parents is. In polyglot areas many persons 
are required by their profession to make use of all the languages spoken in the 
country. Besides, it is often not possible for an individual—again out of regard 
for his means of livelihood—to declare himself openly for one or another 
nationality. Under a system of interventionism, it could cost him the patronage of 
customers belonging to other nationalities or a job with an entrepreneur of a 
different nationality. Then again, there are many parents who would even prefer 
to send their children to the schools of another nationality than their own 
because they value the advantages of bilingualism or assimilation to the other 
nationality more highly than loyalty to their own people. If one leaves to the 
parents the choice of the school to which they wish to send their children, then 
one exposes them to every conceivable form of political coercion. In all areas of 
mixed nationality, the school is a political prize of the highest importance. It 
cannot be deprived of its political character as long as it remains a public and 
compulsory institution. There is, in fact, only one solution: the state, the 
government, the laws must not in any way concern themselves with schooling or 
education. Public funds must not be used for such purposes. The rearing and 
instruction of youth must be left entirely to parents and to private associations 
and institutions.

It is better that a number of boys grow up without formal education than that 
they enjoy the benefit of schooling only to run the risk, once they have grown 
up, of being killed or maimed. A healthy illiterate is always better than a literate 
cripple.

I don't understand the last paragraph. Why is there a risk of being
"killed or maimed" if a boy grows up without a formal education? It
seems like he's solving a problem that I'm not aware of -- one that
was a common discussion topic in Mises's era.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
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From: Rami Rustom <rombomb@gmail.com>
Subject: [Objectivism Discussion] Sam Harris on: Science can answer moral 
questions objectivism-discussion <objectivism-discussion@googlegroups.com>
Date: February 2, 2013 at 9:57 AM

http://www.youtube.com/watch?v=Hj9oB4zpHww

No, science cannot answer moral questions. Scientific theories are
theories that can be ruled out with physical evidence, while moral
theories (and philosophical theories) cannot be ruled out with
physical evidence.

Sam Harris says that we do not have free will -- that we are not
responsible. This is a moral issue, not a scientific one. Yet Sam
Harris believes that science says we are not responsible and he cites
some neurology studies that indicate that the brain makes decisions
before the person is aware of those decisions. In other words, one's
subconscious does some thinking before it serves the result to the
conscious. And he says that this implies that we have no control over
our thoughts. This, together with his false scientific theory that the
Universe is deterministic, and with his false philosophical theory
that all knowledge must be justified, leads Sam Harris to the
conclusion that people are not responsible because the Big Bang made
it so. So, he basically endorses destiny, but he has replaced God with
the Universe.

Harris is wrong on determinism and he is wrong on justificationism
(the philosophical theory that all knowledge must be justified).

Consider that one's subconscious is a set of ideas that were
conditioned. And that people have the capacity to change their
conditioning (note that other animals do not have this capacity
because they do not have the capacity for reason). People are
responsible for their ideas and actions. They are responsible for
improving their ideas and actions. They are responsible for improving
their lives and the lives of the people they are responsible for
(their children). Nothing is stopping them from accepting their
responsibility and enacting change, except for the false belief that
one is not responsible for his problems.

I believe that this is one of the worst psychological problems in

http://www.youtube.com/watch?v=Hj9oB4zpHww


existence today because it works to prevent change of all of one's
problems. If one believes he does not have the capacity to change
himself, to solve his problems, then he will not work towards that
end. Its a self-fulfilling prophecy.

This is not to say that people who have this belief never solve their
problems. Sometimes randomness is on their side and they solve their
problems in spite of their false belief.

-- Rami Rustom
http://ramirustom.blogspot.com
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Mises on education
Date: February 2, 2013 at 1:50 PM

On Feb 2, 2013, at 5:35 AM, Rami Rustom <rombomb@gmail.com> wrote:

From _Liberalism: The Classical Tradition_, Ludwig Von Mises:

In most countries today school attendance, or at least private instruction, is 
compulsory. Parents are obliged to send their children to school for a certain 
number of years or, in lieu of this public instruction at school, to have them 
given equivalent instruction at home. It is pointless to go into the reasons that 
were advanced for and against compulsory education when the matter was still 
a live issue. They do not have the slightest relevance to the problem as it 
exists today. There is only one argument that has any bearing at all on this 
question, viz., that continued adherence to a policy of compulsory education is 
utterly incompatible with efforts to establish lasting peace.

The inhabitants of London, Paris, and Berlin will no doubt find such a 
statement completely incredible. What in the world does compulsory education 
have to do with war and peace? One must not, however, judge this question, 
as one does so many others, exclusively from the point of view of the peoples 
of Western Europe. In London, Paris, and Berlin, the problem of compulsory 
education is, to be sure, easily solved. In these cities no doubt can arise as to 
which language is to be used in giving instruction. The population that lives in 
these cities and sends its children to school may be considered, by and large, 
of homogeneous nationality. But even the non-English-speaking people who 
live in London find it in the obvious interest of their children that instruction is 
given in English and in no other language, and things are not different in Paris 
and Berlin.

However, the problem of compulsory education has an entirely different 
significance in those extensive areas in which peoples speaking different 
languages live together side by side and intermingled in polyglot confusion. 
Here the question of which language is to be made the basis of instruction 
assumes crucial importance. A decision one way or the other can, over the 
years, determine the nationality of a whole area. The school can alienate 
children from the nationality to which their parents belong and can be used as 
a means of oppressing whole nationalities. Whoever controls the schools has 
the power to injure other nationalities and to benefit his own.



It is no solution of this problem to suggest that each child be sent to the school 
in which the language of his parents is spoken. First of all, even apart from the 
problem posed by children of mixed linguistic background, it is not always easy 
to decide what the language of the parents is. In polyglot areas many persons 
are required by their profession to make use of all the languages spoken in the 
country. Besides, it is often not possible for an individual—again out of regard 
for his means of livelihood—to declare himself openly for one or another 
nationality. Under a system of interventionism, it could cost him the patronage 
of customers belonging to other nationalities or a job with an entrepreneur of a 
different nationality. Then again, there are many parents who would even 
prefer to send their children to the schools of another nationality than their own 
because they value the advantages of bilingualism or assimilation to the other 
nationality more highly than loyalty to their own people. If one leaves to the 
parents the choice of the school to which they wish to send their children, then 
one exposes them to every conceivable form of political coercion. In all areas 
of mixed nationality, the school is a political prize of the highest importance. It 
cannot be deprived of its political character as long as it remains a public and 
compulsory institution. There is, in fact, only one solution: the state, the 
government, the laws must not in any way concern themselves with schooling 
or education. Public funds must not be used for such purposes. The rearing 
and instruction of youth must be left entirely to parents and to private 
associations and institutions.

It is better that a number of boys grow up without formal education than that 
they enjoy the benefit of schooling only to run the risk, once they have grown 
up, of being killed or maimed. A healthy illiterate is always better than a literate 
cripple.

I don't understand the last paragraph. Why is there a risk of being
"killed or maimed" if a boy grows up without a formal education? It
seems like he's solving a problem that I'm not aware of -- one that
was a common discussion topic in Mises's era.

You have it backwards. In the last paragraph, Mises says that people will be killed 
or maimed if there is compulsory education. He basically says it's better to have 
some people uneducated than some dead. You somehow read that as lack of 
education kills people, which is the opposite of what he said.

Mises explains where this is coming from earlier on:



There is only one argument that has any bearing at all on this question, viz., 
that continued adherence to a policy of compulsory education is utterly 
incompatible with efforts to establish lasting peace.

Anything incompatible with peace implies death and injury.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Stanka Svecova <stanka.svecova@gmail.com>
Subject: Re: [BoI] Mises on education
Date: February 2, 2013 at 3:23 PM

Hi All,

In all the countries where I lived so far, was an option of home-schooling
available for parents. Does that count in your opinion? That means little
involvement of government apart from certain recommendations and i think
some final tests (once they want to go into a formal high school
institution etc). People who do not agree with mainstream culture (e.g. sex
education, or diets (junk served in schools), have the option to invest
their own time into home schooling.

S.

On Sat, Feb 2, 2013 at 6:50 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 2, 2013, at 5:35 AM, Rami Rustom <rombomb@gmail.com> wrote:

From _Liberalism: The Classical Tradition_, Ludwig Von Mises:

In most countries today school attendance, or at least private
instruction, is compulsory. Parents are obliged to send their children to
school for a certain number of years or, in lieu of this public instruction
at school, to have them given equivalent instruction at home. It is
pointless to go into the reasons that were advanced for and against
compulsory education when the matter was still a live issue. They do not
have the slightest relevance to the problem as it exists today. There is
only one argument that has any bearing at all on this question, viz., that
continued adherence to a policy of compulsory education is utterly
incompatible with efforts to establish lasting peace.

The inhabitants of London, Paris, and Berlin will no doubt find such a
statement completely incredible. What in the world does compulsory
education have to do with war and peace? One must not, however, judge this
question, as one does so many others, exclusively from the point of view of
the peoples of Western Europe. In London, Paris, and Berlin, the problem of
compulsory education is, to be sure, easily solved. In these cities no



doubt can arise as to which language is to be used in giving instruction.
The population that lives in these cities and sends its children to school
may be considered, by and large, of homogeneous nationality. But even the
non-English-speaking people who live in London find it in the obvious
interest of their children that instruction is given in English and in no
other language, and things are not different in Paris and Berlin.

However, the problem of compulsory education has an entirely different
significance in those extensive areas in which peoples speaking different
languages live together side by side and intermingled in polyglot
confusion. Here the question of which language is to be made the basis of
instruction assumes crucial importance. A decision one way or the other
can, over the years, determine the nationality of a whole area. The school
can alienate children from the nationality to which their parents belong
and can be used as a means of oppressing whole nationalities. Whoever
controls the schools has the power to injure other nationalities and to
benefit his own.

It is no solution of this problem to suggest that each child be sent to
the school in which the language of his parents is spoken. First of all,
even apart from the problem posed by children of mixed linguistic
background, it is not always easy to decide what the language of the
parents is. In polyglot areas many persons are required by their profession
to make use of all the languages spoken in the country. Besides, it is
often not possible for an individual—again out of regard for his means of
livelihood—to declare himself openly for one or another nationality. Under
a system of interventionism, it could cost him the patronage of customers
belonging to other nationalities or a job with an entrepreneur of a
different nationality. Then again, there are many parents who would even
prefer to send their children to the schools of another nationality than
their own because they value the advantages of bilingualism or assimilation
to the other nationality more highly than loyalty to their own people. If
one leaves to the parents the choice of the school to which they wish to
send their children, then one exposes them to every conceivable form of
political coercion. In all areas of mixed nationality, the school is a
political prize of the highest importance. It cannot be deprived of its
political character as long as it remains a public and compulsory
institution. There is, in fact, only one solution: the state, the
government, the laws must not in any way concern themselves with schooling
or education. Public funds must not be used for such purposes. The rearing



and instruction of youth must be left entirely to parents and to private
associations and institutions.

It is better that a number of boys grow up without formal education
than that they enjoy the benefit of schooling only to run the risk, once
they have grown up, of being killed or maimed. A healthy illiterate is
always better than a literate cripple.

I don't understand the last paragraph. Why is there a risk of being
"killed or maimed" if a boy grows up without a formal education? It
seems like he's solving a problem that I'm not aware of -- one that
was a common discussion topic in Mises's era.

You have it backwards. In the last paragraph, Mises says that people will
be killed or maimed if there is compulsory education. He basically says
it's better to have some people uneducated than some dead. You somehow 
read
that as lack of education kills people, which is the opposite of what he
said.

Mises explains where this is coming from earlier on:

There is only one argument that has any bearing at all on this
question, viz., that continued adherence to a policy of compulsory
education is utterly incompatible with efforts to establish lasting peace.

Anything incompatible with peace implies death and injury.

-- Elliot Temple
http://fallibleideas.com/

--
--

http://fallibleideas.com/


-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] what Popper says justificationism is
Date: February 3, 2013 at 7:03 PM

On 25 Jan 2013, at 04:06, Elliot Temple <curi@curi.us> wrote:

Popper in Conjectures and Refutations:

Highlight:

The members of the first group--the verificationists or justificationists-hold, 
roughly speaking, that whatever cannot be supported by positive reasons is 
unworthy of being believed, or even of being taken into serious consideration.

Justification is, as I have said, about supporting stuff (aka increasing its status) 
with positive arguments or reasons.

The status increase may be infinite or infallible, or it may be incremental and 
fallible. In all cases it's justificationism.

This is what Deutsch gets wrong. He only rejects the infallible sort of 
justificationism (and inductivist sorts), not the whole of justificationism. He 
advocates good hard-to-vary explanations as the new criterion of (fallible) 
justification (kind of like Popper was accused and misunderstood as advocating 
testability as the new criterion of justification, except Deutsch is actually doing it 
while Popper wasn't). He thinks that if you have a good explanation that is a 
positive reason to think your idea is better (more "solid" as he might say; high 
status as I might say), and as long as you don't stray into infallibility, the quest 
for certainty, the quest for feelings instead of truth, induction, etc, then Deutsch 
(contrary to Popper and myself) thinks you are OK.

Theory A could be harder to vary than theory B and we could interpret that as a 
criticism of theory B rather than as any kind of justification of theory A. So why do 
you think David's position is anything other than using hard to varyness as a 
means of criticism?

Alan

-- 



From: Roy Haggerty <haggertr@geo.oregonstate.edu>
Subject: [BoI] understanding == algorithm?
Date: February 3, 2013 at 10:43 PM

I am looking for a quote in, I believe, BOI.  The quote is something like
"if a person understands a phenomenon, that person can produce the
algorithm to simulate the phenomenon".

Does anyone know where that quote is?

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] understanding == algorithm?
Date: February 3, 2013 at 10:55 PM

On Feb 3, 2013, at 7:43 PM, Roy Haggerty <haggertr@geo.oregonstate.edu> 
wrote:

I am looking for a quote in, I believe, BOI.  The quote is something like
"if a person understands a phenomenon, that person can produce the
algorithm to simulate the phenomenon".

Does anyone know where that quote is?

BoI does not say that. It says in chapter 2:

The computers that nowadays catalogue galaxies may or may not do it better 
than the graduate students used to. But they certainly do not experience such 
reflections as a result. I mention this because I often hear scientific research 
described in rather a bleak way, suggesting that it is mostly mindless toil. The 
inventor Thomas Edison once said, ‘None of my inventions came by accident. I 
see a worthwhile need to be met and I make trial after trial until it comes. What it 
boils down to is one per cent inspiration and ninety-nine per cent perspiration.’ 
Some people say the same about theoretical research, where the ‘perspiration’ 
phase is supposedly uncreative intellectual work such as doing algebra or 
translating algorithms into computer programs. But the fact that a computer or a 
robot can perform a task mindlessly does not imply that it is mindless when 
scientists do it. After all, computers play chess mindlessly – by exhaustively 
searching the consequences of all possible moves – but humans achieve a 
similar-looking functionality in a completely different way, by creative and 
enjoyable thought. Perhaps those galaxy-cataloguing computer programs were 
written by those same graduate students, distilling what they had learned into 
reproducible algorithms. Which means that they must have learned something 
while performing a task that a computer performs without learning anything. But, 
more profoundly, I expect that Edison was misinterpreting his own experience. A 
trial that fails is still fun. A repetitive experiment is not repetitive if one is thinking 
about the ideas that it is testing and the reality that it is investigating. That 
galaxy project was intended to discover whether ‘dark matter’ (see the next 
chapter) really exists – and it succeeded. If Edison, or those graduate students, 
or any scientific researcher engaged upon the ‘perspiration’ phase of discovery, 
had really been doing it mindlessly, they would be missing most of the fun – 



which is also what largely powers that ‘one per cent inspiration’.

I searched the entire book on both "algorithm" and "simulate" and this was the 
closest thing.

Also, the quote you are looking for would be false because, e.g., it would imply 
that non-programmer non-mathematicians don't understand anything. It's not the 
sort of statement that would be in BoI.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] understanding == algorithm?
Date: February 4, 2013 at 1:05 AM

On Sun, Feb 3, 2013 at 10:43 PM, Roy Haggerty
<haggertr@geo.oregonstate.edu> wrote:

I am looking for a quote in, I believe, BOI.  The quote is something like
"if a person understands a phenomenon, that person can produce the algorithm
to simulate the phenomenon".

Does anyone know where that quote is?

You might be thinking of this, from page 154:

"... I have settled on a simple test for judging claims, including
Dennett’s, to have explained the nature of consciousness (or any other
computational task): if you can’t program it, you haven’t understood
it."

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] what Popper says justificationism is
Date: February 4, 2013 at 12:39 PM

On Feb 3, 2013, at 4:03 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 25 Jan 2013, at 04:06, Elliot Temple <curi@curi.us> wrote:

Popper in Conjectures and Refutations:

Highlight:

The members of the first group--the verificationists or justificationists-hold, 
roughly speaking, that whatever cannot be supported by positive reasons is 
unworthy of being believed, or even of being taken into serious consideration.

Justification is, as I have said, about supporting stuff (aka increasing its status) 
with positive arguments or reasons.

The status increase may be infinite or infallible, or it may be incremental and 
fallible. In all cases it's justificationism.

This is what Deutsch gets wrong. He only rejects the infallible sort of 
justificationism (and inductivist sorts), not the whole of justificationism. He 
advocates good hard-to-vary explanations as the new criterion of (fallible) 
justification (kind of like Popper was accused and misunderstood as 
advocating testability as the new criterion of justification, except Deutsch is 
actually doing it while Popper wasn't). He thinks that if you have a good 
explanation that is a positive reason to think your idea is better (more "solid" as 
he might say; high status as I might say), and as long as you don't stray into 
infallibility, the quest for certainty, the quest for feelings instead of truth, 
induction, etc, then Deutsch (contrary to Popper and myself) thinks you are 
OK.

Theory A could be harder to vary than theory B and we could interpret that as a 
criticism of theory B rather than as any kind of justification of theory A. So why 
do you think David's position is anything other than using hard to varyness as a 
means of criticism?



David has refused to say that I am right about criticism and epistemology. This is 
because he disagrees with me. Ask him. (Note that I did directly ask him on the 
list and he wouldn't answer. That's no accident. If he could have simply said that 
we have the same epistemology and there's no disagreement that could have 
been convenient for him. He could have given the answers he knows I like, but he 
didn't try to do that. He isn't claiming that. I don't think you should claim it for him. 
I think he knows that he disagrees with me about some of this stuff, and he does 
not want to discuss those disagreements to a conclusion.)

In that context, I think his long history of posting justificationist (sounding) 
statements, and including them in his books, and his confusion when I tried to 
explain justificationism to him -- as well as his disinterest in learning about the 
topic, and ignorance of what Popper said, and disinterest in reading more Popper, 
and his recent comments about e.g. "solidity" which he has chosen not to retract, 
as well as his poor attitude to criticism -- it is reasonable to conclude he is a 
justificationist.

Also, people should be considered justificationists by default because it's so 
extremely dominant and prevalent today. Are you perhaps giving David a different 
default presumption (the "benefit of the doubt") than everyone else would get 
because of his authority? That would be a mistake.

I have a theory/explanation of how this stuff all is. David has rejected several 
epistemological mistakes and he confused them for justificationism, but actually 
he failed to reject a lot of justificationism. In short, he rejected the J in JTB, but 
not all types of J. (And note his failure to criticize my prior posts about this theory. 
You, too, have failed to criticize them and here I am partially repeating myself.)

David wouldn't be the only person not to fully reject justificationism. Another 
example would be Karl Popper. But I think Popper rejected more of it and was 
trying to do his best to reject all of it.

One of the problems with your interpretive theory is that "hard to vary" is 
ambiguous as I've pointed out repeatedly and no one has refuted. So until you fix 
that flaw, it's hard for me to tell what it means. Also David hasn't even tried to 
claim that your interpretation is correct.

Also, "hard to vary" can be taken as a criterion of criticism or justification. It can 



go either way. It doesn't directly take a stance on justification. I therefore think we 
need to judge whether David is a justificationist by his other statements that 
comment on the issue more directly. For example, David's statement about 
"justify firm conclusions" [1] is something I consider justificationist.

[1] You can find that statement here:

From: Elliot Temple <curi@curi.us>
Subject: Justificationism; Assaulting Children (was: Questions and comments)
Date: January 28, 2013 12:48:01 AM PST

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Roy Haggerty <haggertr@geo.oregonstate.edu>
Cc: josh@joshjordan.name
Subject: Re: [BoI] understanding == algorithm?
Date: February 4, 2013 at 3:18 PM

On Sunday, February 3, 2013 10:05:42 PM UTC-8, Josh Jordan wrote:

On Sun, Feb 3, 2013 at 10:43 PM, Roy Haggerty
<hagg...@geo.oregonstate.edu <javascript:>> wrote:

I am looking for a quote in, I believe, BOI.  The quote is something
like

"if a person understands a phenomenon, that person can produce the
algorithm

to simulate the phenomenon".

Does anyone know where that quote is?

You might be thinking of this, from page 154:

"... I have settled on a simple test for judging claims, including
Dennett’s, to have explained the nature of consciousness (or any other
computational task): if you can’t program it, you haven’t understood
it."

Thank you.  That is exactly the quote I was looking for.  This BOI
statement suggests that  a necessary condition for understanding a
computational task is that it can be programmed.  That doesn't mean the
person is a programmer - it could be written down or explained in
pseudocode, for example.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] what Popper says justificationism is
Date: February 4, 2013 at 11:24 PM

On 05/02/2013, at 4:39, "Elliot Temple" <curi@curi.us> wrote:

On Feb 3, 2013, at 4:03 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 25 Jan 2013, at 04:06, Elliot Temple <curi@curi.us> wrote:

Popper in Conjectures and Refutations:

Highlight:

The members of the first group--the verificationists or justificationists-hold, 
roughly speaking, that whatever cannot be supported by positive reasons is 
unworthy of being believed, or even of being taken into serious 
consideration.

Justification is, as I have said, about supporting stuff (aka increasing its 
status) with positive arguments or reasons.

The status increase may be infinite or infallible, or it may be incremental and 
fallible. In all cases it's justificationism.

This is what Deutsch gets wrong. He only rejects the infallible sort of 
justificationism (and inductivist sorts), not the whole of justificationism. He 
advocates good hard-to-vary explanations as the new criterion of (fallible) 
justification (kind of like Popper was accused and misunderstood as 
advocating testability as the new criterion of justification, except Deutsch is 
actually doing it while Popper wasn't). He thinks that if you have a good 
explanation that is a positive reason to think your idea is better (more "solid" 
as he might say; high status as I might say), and as long as you don't stray 
into infallibility, the quest for certainty, the quest for feelings instead of truth, 
induction, etc, then Deutsch (contrary to Popper and myself) thinks you are 
OK.



Theory A could be harder to vary than theory B and we could interpret that as 
a criticism of theory B rather than as any kind of justification of theory A. So 
why do you think David's position is anything other than using hard to varyness 
as a means of criticism?

David has refused to say that I am right about criticism and epistemology. This 
is because he disagrees with me. Ask him. (Note that I did directly ask him on 
the list and he wouldn't answer. That's no accident. If he could have simply said 
that we have the same epistemology and there's no disagreement that could 
have been convenient for him. He could have given the answers he knows I like, 
but he didn't try to do that. He isn't claiming that. I don't think you should claim it 
for him. I think he knows that he disagrees with me about some of this stuff, and 
he does not want to discuss those disagreements to a conclusion.)

In that context, I think his long history of posting justificationist (sounding) 
statements,

You, Elliot Temple, have said things that sound justificationist. In this very post. I 
will come to that. But first:

I too thought that the "hard to vary" criterion was a way of criticising bad theories, 
rather than positive support in favour of/justifying good theories. It seems you 
have misunderstood other aspects of Deutsch's writings elsewhere (I pointed this 
out but you left my criticisms go unanswered) so I thought that these 
misunderstandings were all related. I still do. As you have mischaracterised DD 
as a justificationist, you now wrongly see much of what he writes through that 
distorted lens.

It is clear that "hard to vary" is a criticism of bad theories. But that clarity can 
never be "unambiguous". The desire for zero ambiguity seems to be a desire for 
certainty. By your criterion then, something only a *justificationist* would demand. 
For this reason, by your very own criterion YOU are a justificationist. Now, note 
that I don't think you are, but I think by Elliot Temple's incorrect criterion, you are.

As I explained to you once before, and I have reposted the post in question below 
this one, you do not seem to understand David's excellent techniques used to 
communicate. He communicates well. It is hard. I don't see it often. Perhaps the 
problem you have is you expect explanations to lack ambiguity. That is, 
explanations should have only one interpretation. But this is not possible. But 
because you insist, it seems, that this be so, you accuse David of justificationism 



and a lack of clarity. Two false charges. On the other hand, your own insistence 
that there be only one possible interpretation, paints you, seemingly, as a 
justificationist.

But David Deutsch does not make this error. He seems to accept that there is no 
perfect way to communicate and instead just strives for clarity rather than perfect 
unambiguity. To me, what he has written in those places where you accuse him of 
justificationism, is either an actual argument against justification or just a 
technique to communicate with people who believe in justification. For example, 
the purpose of communicating to a wide audience like David does, on the topic of 
justificationsim, and explaining its prevalence and what is wrong with it, and why 
Popperian Epistemology is correct, David is far more convincing than *anyone* 
else I have read.

One thing that David does well is to take seriously the long held erroneous 
positions people have on certain topics like epistemology. This then helps with 
the unravelling of their own position before their very own eyes. He does this 
patiently and clearly and can make use of the vocabulary that people insist on 
using. For example, he does not completely shy away from the word "justify" in a 
reductio argument against justificationism. Indeed assuming justificationsim to be 
true is an excellent way to show that it is not consistent. If you assume 
justificationism is true, that leads to absurdity and if you are willing to accept 
absurdity, then you are a relativist. Even justificationists do not seem to want to 
be relativists. So they reject the absurdity and just therefore might be convinced 
to give up justificationism. I explained all this, but you didn't reply.

Do you accept that I was correct about BoI never once endorsing foundationalism 
or justificationism and instead *assumes* such things to be true only as part of a 
reductio ad absurdum to argue that they are false epistemologies?

Do you accept that you are wrong about this?

You say that somewhere what David has written is "Justificationist sounding". But 
that is your epistemologically subjective opinion that seems not to be shared 
by...well...anyone else, so far. This does not mean you are wrong but you should 
consider that you are mistaken about your interpretation of what "sounds" 
justificationist (a very poor criterion for what actually *is* justificationist). The 
sound, to Elliot Temple alone, that something is justificationist, is not an argument 
that David Deutsch is a justificationist.



Given the books he has published and what he has written on these lists, one will 
of course encounter him using those words. If the man on the street knows 
nothing about justificationists or justification or what justified means then given 
the world we are in, where David Deutsch devotes some time to using these 
words over and again, that man on the street might think he *does* like those 
words and by extension he likes what those words mean and the content they try 
to express. But that would be wrong. That would be to completely miss the point 
about why he uses those words. It is to help *undermine* philosophies that 
attempt to build upon them. But you need to understand *that* to understand why 
he uses the words he does.

One can always (re)-interpret what an anti-justificationist says in order for it to 
appear he is endorsing justificationism. You seemed to do this when you actually 
suggested his brilliant arguments against justificationism actually endorsed it. So 
you were wrong about that. What else were you wrong about here? Again, for 
your convenience, my arguments explaining all that have been reposted below 
for you to consider.

It seems to me that a better interpretation of his use of "solidity" is to, at times, 
meet people where they are. This is a figure of speech. This does not mean to 
physically travel to some destination. When you "meet someone where they are" 
in an argument you take on some of their assumptions, vocabulary, etc in order to 
communicate with them that you understand their thinking, if only to highlight that 
you also understand the *error in* their thinking. Some techniques which expose 
errors in thinking work better than others. David Deutsch uses many techniques 
and from what I can tell he tailors the explanation to the reader. This to me is 
enough to explain his choice of vocabulary. Again, to a dyed-in-the-wool 
justificationist, using the word "justify" or even "solidity" is not a mistake. It takes 
some degree of linguistic gymnastics to reinterpret those words, in context, as 
actually endorsing justificationism when used by David Deutsch. This takes a 
huge amount of extra effort if the person doing the reinterpreting is actually highly 
familiar with the work of David Deutsch. It takes, for example, an Olympian effort 
to ignore much (I'm tempted to say *everything* else) of what he has written.

But David's use of vocabulary is one reason he can be said to communicate so 
well and indeed far better than most people and why he publishes books (most 
people do not, and won't be invited by publishers to) and writes popular articles 
for magazines (few people will ever be asked by a popular magazine, even if they 
want to be) and gives brilliant presentations at events like TED (a somewhat rare 
event, though with TED-x the brand seems to be devalued!).



David Deutsch knows how to communicate well, with people from diverse 
backgrounds. He is not only able to communicate to other scientists. Or other 
philosophers. Or other people who are self-described Popperians. It's hard to 
communicate with people who at first disagree with you. Sure, you can ignore the 
fact that most people most of the time prefer a mild approach or you can insist 
that you will just call it as you see it, regardless of how it is taken. That's fine, but 
David Deutsch sells books, so he has an approach that actually *works* (sells 
books, explains things properly, brings people with him, is convincing, makes a 
big impact). He does it (explaining) better, way better, than anyone else, when it 
comes to deep stuff about physics and philosophy.

He works to not turn his audience or his readers away. He brings them with him 
and even uses their language, in a way they accept, to make important points. 
That is a brilliant technique. It's hard. It's hard to do, especially if you don't 
understand why anyone would do it. Why use the word "justify" unless you are a 
justificationist? Well if you don't understand how reductio arguments work, or why 
they work on people, then you just won't get it. My point here is not to praise DD, 
he doesn't need it, it is to explain to you that effective communication to broad 
and diverse audiences requires more than just one technique. For example, it 
requires one to accept that: you cannot write in such a way as to not be 
misunderstood. This is another way of saying that: ambiguity is unavoidable

Is there anyone else out there today explaining the realist interpretation of 
quantum theory as well as David? Is there anyone else spreading Popperian 
Epistemology as widely *and* effectively? I don't know of anyone. Perhaps that is 
because DD has found the current, best way, of explaining those things. And that 
seems to include using certain kinds of vocabulary.

and including them in his books, and his confusion when I tried to explain 
justificationism to him -- as well as his disinterest in learning about the topic, and 
ignorance of what Popper said, and disinterest in reading more Popper,

Seems like an appeal to authority of Popper. You have also not been convincing 
in any argument, post or example that Deutsch is ignorant of Popper and that you 
are correct about any of this stuff about David actually being a justificationist. My 
interpretation of all this is simply that it is you who are mistaken and have made 
errors in understanding the techniques of communication David uses.

Is there *one* interpretation of Popper that you think is the *only* or *perfect* 



interpretation? If so, which is it and explain how David gets it wrong, and where. 
That seems interesting, if it is true. It also seems justificationist, which is even 
more interesting if Elliot Temple endorses more justificationist thinking. I don't 
think this is the case, but I do think there might be a perverse concern about what 
some person (Popper) said rather than what epistemology is or should be. David 
has *improved* Popper and so understands more about epistemology than 
Popper did. For example, he has added the significant improvement of "hard to 
vary". The example he uses of why we reject supernatural explanations for 
seasons as being "easy to vary" is a criticism of those explanations. That's 
important epistemology.

and his recent comments about e.g. "solidity" which he has chosen not to 
retract, as well as his poor attitude to criticism

"Solidity" doesn't imply justificationism. You misunderstood, as I explained. 
Further, you provide no explanation of this. I have never witnessed this poor 
attitude to criticism. If you have, you shouldn't mention it here publicly unless you 
can provide details otherwise it is just heresy and we can dismiss it.

-- it is reasonable to conclude he is a justificationist.

No. It's not.

Also, people should be considered justificationists by default because it's so 
extremely dominant and prevalent today.

You too? Should we just consider you a justificationist? It seems to me one 
interpretation of these  recent posts on this topic is that you, in fact, are a 
justificationist. For example, you *seem* to be demanding that David justify 
himself. At least you "sound" like that. It sounds justificationist. You do not seem 
satisfied with my explanations on this topic or anyone else's. Given your seeming 
aversion to explanations, are you seeking justifications?

Are you perhaps giving David a different default presumption (the "benefit of the 
doubt") than everyone else would get because of his authority? That would be a 
mistake.

I think two published books with themes about fallibility and the open ended quest 
for knowledge that are anti-justification are examples that run counter to any 



claim that David Deutsch is a justificationist. That and all the posts he had made 
about this. I don't think it has anything to do with authority...it has everything to do 
with what he is saying, and writing, over and again.

I have a theory/explanation of how this stuff all is. David has rejected several 
epistemological mistakes and he confused them for justificationism, but actually 
he failed to reject a lot of justificationism. In short, he rejected the J in JTB, but 
not all types of J.

You have not explained this at all well. Your examples are not convincing. Can 
you provide others?

(And note his failure to criticize my prior posts about this theory. You, too, have 
failed to criticize them and here I am partially repeating myself.)

Like I am (repeating myself) because you failed to engage with my take-down of 
your criticism of David's arguments against justificationism.

David wouldn't be the only person not to fully reject justificationism. Another 
example would be Karl Popper. But I think Popper rejected more of it and was 
trying to do his best to reject all of it.

Is this an appeal to the authority of Karl Popper? It is kind of like: look, David is in 
good company. We can't blame him. Even Karl Popper did not reject all 
justificationism?

One of the problems with your interpretive theory is that "hard to vary" is 
ambiguous as I've pointed out repeatedly and no one has refuted.

This shows that YOU too can be interpreted as saying things that make you 
SOUND justificationist. Right there. You say "hard to vary" is ambiguous. But of 
course it is. Everything expressed in language is an interpretation open to 
interpretation.

To me, it sounds like you desire "unambiguity". But that is impossible. That 
requires certainty. You, Elliot Temple, have right there, said something that can be 
interpreted as justificationist by your own criterion. I don't say this of necessity 
needs to be automatically considered a fault. I say this way of approaching 



debate is flawed.

The word "ambiguous" is ambiguous. And I'm not being cute. Like I have 
emphasised, and you have chosen not to respond, *we cannot write anything 
without ambiguity*. You cannot write in such a way as to not be misunderstood. I 
have repeated this idea of Popper's again and again and either you ignore it or 
just misunderstand both Popper and me.

For example, David Deutsch clearly explained in BoI how justicationism is false. 
He used a technique that convinced people. It was clear to many people. But not 
to Elliot Temple. In my opinion Elliot Temple just does not understand the 
technique used by David Deutsch.

So to the question of "hard to vary": it's clear to me. Not clear to you. That makes 
it *ambiguous*, by definition. But so too is *every* attempt to explain *anything* in 
language. The word "dog" is ambiguous. Unless this is not what you mean by 
ambiguous. In which case, like I said, even the word ambiguous is ambiguous.

As dictionary.com says, ambiguous is defined as

1.
open to or having several possible meanings or interpretations;equivocal: an 
ambiguous answer.
2.
Linguistics . (of an expression) exhibiting constructionalhomonymity; having two 
or more structural descriptions, as thesequence Flying planes can be dangerous.
3.
of doubtful or uncertain nature; difficult to comprehend,distinguish, or classify: a 
rock of ambiguous character.
4.
lacking clearness or definiteness; obscure; indistinct: anambiguous shape; an 
ambiguous future.

 Just look at 1. That is what I mean by ambiguous even if you mean 4. Indeed 4 
itself lacks the clarity of 1. Which is ironic. If you want to actually have the 
'clearness' mentioned in 4, you should endorse definition 1.

So until you fix that flaw, it's hard for me to tell what it means. Also David hasn't 
even tried to claim that your interpretation is correct.



Also, "hard to vary" can be taken as a criterion of criticism or justification. It can 
go either way. It doesn't directly take a stance on justification. I therefore think 
we need to judge whether David is a justificationist by his other statements that 
comment on the issue more directly.

Well, precisely. So, take note of what he says in his books and other places, and 
even recently on this list. For now, let me just highlight the definition he provides 
at the end of chapter 1 of BoI:

"Justificationism: The misconception that knowledge can be genuine or reliable 
only if it can be justified by some source or criterion."

The *misconception*. A misconception is, according to dictionary.com: "a false or 
mistaken view, opinion, or attitude".

So he actually writes that justificationism is false.

Would a justificationist do this? By your criterion, again, we need to "to judge 
whether David is a justificationist by his other statements that comment on the 
issue more directly."

How much more direct can you be than *that*?

For example, David's statement about "justify firm conclusions" [1] is something 
I consider justificationist.

That's not very direct. That's out of context (who was he responding 
to/communicating with, and why). To judge if he is really a justificationist you 
should judge his other statements that comment on *that issue* (of 
justificationism) more directly. For example, chapter 1 of BoI. Even more 
precisely, the definition he gives, and I provide above.

And here is the rest, where I explained how you were wrong earlier, about David 
endorsing justificationism. You should retract this charge against David unless 
you can successfully criticise what I have said below.



On 11/01/2013, at 14:27, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 11/01/2013, at 7:35, "Elliot Temple" <curi@curi.us> wrote:

On Jan 10, 2013, at 6:13 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 9 Jan 2013, at 18:49, Elliot Temple <curi@curi.us> wrote:

On Jan 9, 2013, at 5:52 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 7 Jan 2013, at 22:48, Elliot Temple <curi@curi.us> wrote:

On Jan 7, 2013, at 2:10 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

...

Next, one argues that this justification must always take the form of 
deriving one idea from another. This is non-trivial,

It's also not how many versions of justificationism work. Consider this 
typical example of justificationism:

"Idea X is supported by evidence Y."

This is not saying X is *derived* from Y. But it is saying Y increases the 
justification of X (possibly via a supporting argument Z).

Do you agree this is a typical example of justificationism?

Yes.

And it is refuted by the infinite-regress argument for the reason that I 
explained but which you have cut out of your quote, namely:

Fortunately the argument works regardless of what the justificationist 



means by 'derivation', so long as it links ideas with ideas.

Suppose someone believes that idea X is supported by evidence Y (via 
argument Z), and he also believes in arbitrary, justified, true, infallible, 
foundational ideas. For simplicity, let's even assume he considers Y (and Z 
too) to be infallible foundations directly.

The regress argument would not work on this person.

Reinterpreting issues of which ideas are true or false as issues of what 
certain kinds of people would or would not believe is a mistake.

Right.

But using different people as proxies for different ideas is unproblematic in 
general and a typical way of discussing.

However, if you are using 'what would work on this particular person' merely 
as a metaphor for 'what argument would refute this particular idea',

yes

So let's set aside the regress argument instead of focussing only on it.

Assuming arbitrary infallible foundations is a mistake that can be refuted. It 
has its own problems. Let's set that aside too.

Granting the arbitrary foundations Y and Z, "idea X is supported by evidence 
Y (via argument Z)" is *still* justificationism, and *still* wrong for *other* 
reasons than any foundationalism or regress.

Those other reasons it's still wrong are important. Non-Popperian 
epistemology is much more mistaken than just regress or foundationalism. 
There are other mistake(s) which are prevalent and come up often, e.g. in 
the idea of supporting evidence

Whatever you want to call them, do you know what those mistake(s) are?



Again, reinterpreting issues of which ideas are true or false as issues of what 
particular people do or do not know is a mistake

yes

Also, it wouldn't even be possible to answer your questions about 'what I 
know' about justificationism, foundationalism, evidence etc so long as we 
intend different meanings for those terms. I'd willingly use the terms with your 
meanings if I knew what they were. I would then use alternative terms for the 
things I want to refer to, and I might well endorse 'justificationism' in your 
sense and only abjure the position referred to by the alternative term. Or I 
might see the error of my ways, abjure both, and agree that it is more 
convenient to use the term in your sense. What we can't do is use the same 
term with two different meanings.

OK. Let's use Qificationism as referring to all epistemologies which advocate, 
use or endorse *positive arguments*. (E.g. they might say "Argument Z Qifies 
idea X". Z is a positive argument that supposedly makes X better.) A non-
Qificationist epistemology would allow only negative, critical arguments, which 
are asymmetric to positive arguments.

I have already provided more lengthy explanations (e.g. Popper's, which you 
chose not to discuss). This short, simple version may be close enough, but 
please regard it as tentative.

One idea common to Qists, but not universal, is that ideas have non-boolean 
status. Qification can increase the status of ideas. High status ideas are better.

Other Qists think the right kind of Qification renders ideas infallible. I'm not 
concerned with them right now.

So Qists might have an idea, X, and Qify it in various ways. They might decide 
X was pretty good, but after some Qification is very good, and later it's really 
great.

(The ways they Qify ideas might not even be things they regard as arguments. 
Maybe one guy uses positive prayer. That would still be Qificationism despite 
lacking arguments. But if you define "Qificationism = epistemologies with 
positive *stuff*" it doesn't get the point across, that's too broad. Fortunately, I 



don't think this complication is going to cause us problems, and we can focus 
on positive arguments in particular.)

This status of ideas can be used in different ways. E.g. they might think that 
really great ideas are more likely to be true than pretty good ideas. But that is 
not their only option. They might also think, for example, that we should 
choose really great ideas over pretty good ones to act on or use, and that this 
is tentative pending new information or arguments.

Questions:

Do you think any positive arguments are ever any good, setting aside all 
problems of regress, foundations, empiricism and infallibilism?

Do you think ideas have non-boolean status in epistemology? E.g. that an idea 
can go from "pretty good" to "good" to "great" (or, e.g., semi-solid to more 
solid).

It seems David doesn't and BoI is not advocating that. It is arguing against that 
very position. The  technique used to convince a justificationist (most people 
who first begin to read either FoR or BoI) that they are wrong is to take them 
seriously, *in their own terms*.

Taking a justificationist/inductivist/relativist seriously in their own terms allows a 
demonstration that holding that very position leads to absurdity *by their own 
lights* and so convinces the person they were wrong. Such a method of 
argument when successful, turns a person into someone who is no longer a 
justificationist and then, perhaps, they might be (a) able and (b) inclined to go 
back over the argument *they have been convinced by* and attempt an 
explanation of where it fails.

For example, they might say something like "But didn't you assume 
justificationism?" Or "During this step, are you not using a positive argument?" 
and "Isn't this a foundational claim?"

But of course if one wishes to communicate with a *justificationist*, for the 
purpose of convincing them they are wrong, one must first agree with them on 
some things. Many things. On the topic of justification alone they must first 
agree on terms and techniques of argument *to get the conversation going* not 
because one endorses some sort of ontology about the truth of "justificationism" 



or the validity or positive arguments.

Assuming, for the purpose of an argument by contradiction, that what a 
justificationist believes is true, does not mean that one endorses that very 
position. It is little more than an agreement on 'how the board should be set', an 
agreement on how to commence the debate, so the game can be played 
according to the rules the justificationist will agree upon, and won. Once the 
debate *is won*, both parties will be able to say:

"You see, the debate itself was actually silly because I have shown we were 
arguing over something *you* were assuming was true and look at all these 
misconceptions you have been cured of. I went with that assumption and it has 
led to absurdity! You can see that now, can't you?"

But before we can even get to any of that, I think it's necessary to get a more 
elementary issue out of the way. Namely:

Is the comment made by Hermes in BOI and example of 'justificationism' in 
terms of the meaning assigned to the term 'justificationism' in BOI? That is to 
say, albeit that that way of using the term 'justificationism' may be perverse, 
misleading, inadequate, non-standard, outdated because justificationism is a 
living tradition, or any combination of those, does the Hermes quote count as 
'justificationism' according to that meaning of the term?

Here are two BoI passages:

The misconception that knowledge needs authority to be genuine or reliable 
dates back to antiquity, and it still prevails. To this day, most courses in the 
philosophy of knowledge teach that knowledge is some form of justified, true 
belief, where ‘justified’ means designated as true (or at least ‘probable’) by 
reference to some authoritative source or touchstone of knowledge. Thus 
‘how do we know . . . ?’ is transformed into ‘by what authority do we claim . . . 
?’ The latter question is a chimera that may well have wasted more 
philosophers’ time and effort than any other idea. It converts the quest for 
truth into a quest for certainty (a feeling) or for endorsement (a social status). 
This misconception is called justificationism.



And from the terminology section:

*Justificationism*   The misconception that knowledge can be genuine or 
reliable only if it is justified by some source or criterion.

That passage, like all passages, cannot be written in such a way that it cannot 
be misunderstood.

You say it's elementary to figure out what these passages mean. But I do not 
think it is. E.g. I am unsure what you mean by "genuine or reliable".

It means exactly what a justificationist *would mean* by "genuine or reliable". 
Why would it be written this way? Because stating that knowledge is what a 
justificationist would label as "genuine or reliable" is itself part of the 
*misconception* the passages are exposing. I assume David means "what you, 
a justificationist, means by genuine or reliable." And this is going to be the case 
even if the justificationist doesn't label themselves as a justificationist.

I am not sure if that is fallibilist or infallibilist. There's also the complicating 
issue that we disagree about what the Hermes passage says. Since I do not 
think our disagreement is limited to that passage at all, I suggest we drop the 
matter of that particular passage.

In the first passage I quote, you talk about justificationism as the mistake in 
JTB. But in the terminology section you give a broader statement.

The terminology section version could be read something like this:

The misconception that knowledge can only be good (high status) if it is Qified 
by something, such as a positive argument.

But it could also be read more like this:

The misconception that knowledge is only genuine JTB if it is justified.



Or: The misconception that only JTB is knowledge.

Or we could read it more like this:

The misconception that knowledge can be made more genuine (higher status) 
by justifying it.

Or:

The misconception that there exists such a thing as knowledge which can be 
created by some process which goes by that name.

Or

The misconception that knowledge can be genuine or reliable only if it is justified 
by some source or criterion (including the criterion "survived all attempts to 
successfully criticise")

Or...

Ad infinitum

As one cannot provide any foundational, final definitions, the questions about 
what words or passages mean can go on like this:

A: Justificationism*   The misconception that knowledge can be genuine or 
reliable only if it is justified by some source or criterion.

B: But what do you mean by genuine, reliable, justified, source and criterion?

A: I mean whatever a justificationist means.

B: So you are a justificationist?

A: No. My argument is a refutation of that.



B: But you have specifically said that you believe that knowledge can be 
justified.

A: Yes, for the purpose of an argument by contradiction.

B: So you endorse some positive arguments. That there is a foundational 
assumption.

A: Yes, just as a justificationist would.

B: So you *are* a justificationist.

A: No. Taking seriously the foundational claim that a justificationist would 
endorse leads to an absurdity that *in the mind of the justificationist* will 
convince him that justificationism is wrong.

Wittgenstein's Ladder from the Tractatus comes to mind here:

"My propositions serve as elucidations in the following way: anyone who 
understands me eventually recognizes them as nonsensical, when he has used 
them - as steps - to climb beyond them. He must, so to speak, throw away the 
ladder after he has climbed up it."

Wittgenstein was right about that. Although much of what *he* says is 
meaningless, the idea of the ladder used to climb out of a hole of 
misconceptions is useful.

Having used David's arguments in BoI to cure oneself of justificationism, one 
recognises that the argument takes seriously terms like "justficationism" (these 
are rungs on the ladder so to speak) and, having climbed out of the hole, one 
can throw away the ladder (that is, recognise that justificationism is actually not 
a serious position *that can do useful work* in epistemology, but is rather a 
misconception).

Perhaps, to take the analogy further still, one might recognise they were never 
actually in the hole using the ladder at all, but rather were just under a 
misconception that they were.

Brett.



-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] what Popper says justificationism is
Date: February 5, 2013 at 1:09 AM

On Feb 4, 2013, at 8:24 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 05/02/2013, at 4:39, "Elliot Temple" <curi@curi.us> wrote:

On Feb 3, 2013, at 4:03 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 25 Jan 2013, at 04:06, Elliot Temple <curi@curi.us> wrote:

Popper in Conjectures and Refutations:

Highlight:

The members of the first group--the verificationists or justificationists-hold, 
roughly speaking, that whatever cannot be supported by positive reasons 
is unworthy of being believed, or even of being taken into serious 
consideration.

Justification is, as I have said, about supporting stuff (aka increasing its 
status) with positive arguments or reasons.

The status increase may be infinite or infallible, or it may be incremental and 
fallible. In all cases it's justificationism.

This is what Deutsch gets wrong. He only rejects the infallible sort of 
justificationism (and inductivist sorts), not the whole of justificationism. He 
advocates good hard-to-vary explanations as the new criterion of (fallible) 
justification (kind of like Popper was accused and misunderstood as 
advocating testability as the new criterion of justification, except Deutsch is 
actually doing it while Popper wasn't). He thinks that if you have a good 
explanation that is a positive reason to think your idea is better (more "solid" 
as he might say; high status as I might say), and as long as you don't stray 
into infallibility, the quest for certainty, the quest for feelings instead of truth, 
induction, etc, then Deutsch (contrary to Popper and myself) thinks you are 



OK.

Theory A could be harder to vary than theory B and we could interpret that as 
a criticism of theory B rather than as any kind of justification of theory A. So 
why do you think David's position is anything other than using hard to 
varyness as a means of criticism?

David has refused to say that I am right about criticism and epistemology. This 
is because he disagrees with me. Ask him. (Note that I did directly ask him on 
the list and he wouldn't answer. That's no accident. If he could have simply 
said that we have the same epistemology and there's no disagreement that 
could have been convenient for him. He could have given the answers he 
knows I like, but he didn't try to do that. He isn't claiming that. I don't think you 
should claim it for him. I think he knows that he disagrees with me about some 
of this stuff, and he does not want to discuss those disagreements to a 
conclusion.)

In that context, I think his long history of posting justificationist (sounding) 
statements,

You, Elliot Temple, have said things that sound justificationist. In this very post. I 
will come to that. But first:

I too thought that the "hard to vary" criterion was a way of criticising bad 
theories, rather than positive support in favour of/justifying good theories. It 
seems you have misunderstood other aspects of Deutsch's writings elsewhere (I 
pointed this out but you left my criticisms go unanswered)

[citation needed]

It's unclear if this is meant to be a reference to the particular post that was 
mentioned later and pasted at the bottom, or to something else.

so I thought that these misunderstandings were all related. I still do. As you 
have mischaracterised DD as a justificationist, you now wrongly see much of 
what he writes through that distorted lens.

It is clear that "hard to vary" is a criticism of bad theories. But that clarity can 
never be "unambiguous". The desire for zero ambiguity seems to be a desire for 
certainty.



I think you have not understood my point about ambiguity. I did not demand zero 
ambiguity. That is not what I was saying.

All theories are easy to vary to the text "A cow is green", and to many other 
things.

When people say "hard to vary" some constraints are intended (constraints on 
what variations are allowed or not) which are not specified in the phrase "hard to 
vary". It's ambiguous what constraints people intend but don't state.

This criticism is not a request for zero ambiguity. It's a request to stop leaving out 
a key part of an idea. Without the part that is left out -- without rules about what 
variations are allowed -- "hard to vary" doesn't actually make sense or work at all.

Because the constraints are unstated, it's ambiguous what constraints are meant. 
That is a large amount of ambiguity.

Do you accept that I was correct about BoI never once endorsing 
foundationalism or justificationism and instead *assumes* such things to be true 
only as part of a reductio ad absurdum to argue that they are false 
epistemologies?

Do you accept that you are wrong about this?

No.

You say that somewhere what David has written is "Justificationist sounding". 
But that is your epistemologically subjective opinion that seems not to be shared 
by...well...anyone else, so far.

This is a nasty fallacy (judging ideas by how many people agree with them). Don't 
expect further replies if you post any more material of this nature.

On a similar note, if you want to have a discussion with me, do not continue to 
post statements like "you were wrong about that" and how David is a brilliant anti-



justificationist. You are making declarations about the outcome of our discussion 
before it's over. If you want to have a truth-seeking discussion, it's important to 
stop using your conclusions -- which are in dispute -- in your attempts to argue for 
them.

This does not mean you are wrong but you should consider that you are 
mistaken about your interpretation of what "sounds" justificationist (a very poor 
criterion for what actually *is* justificationist). The sound, to Elliot Temple alone, 
that something is justificationist, is not an argument that David Deutsch is a 
justificationist.

If I say David's statements were justificationist, while discussing with Alan 
whether they were or not, that would be asserting the conclusion I'm trying to 
argue for. So I wanted a different way to refer to the statements in dispute -- as 
maybe justificationist pending the outcome of our discussion. This clarifies what 
"sounds" justificationist meant.

It seems to me that a better interpretation of his use of "solidity" is to, at times, 
meet people where they are. This is a figure of speech. This does not mean to 
physically travel to some destination. When you "meet someone where they 
are" in an argument you take on some of their assumptions, vocabulary, etc in 
order to communicate with them that you understand their thinking, if only to 
highlight that you also understand the *error in* their thinking. Some techniques 
which expose errors in thinking work better than others. David Deutsch uses 
many techniques and from what I can tell he tailors the explanation to the 
reader. This to me is enough to explain his choice of vocabulary. Again, to a 
dyed-in-the-wool justificationist, using the word "justify" or even "solidity" is not a 
mistake. It takes some degree of linguistic gymnastics to reinterpret those 
words, in context, as actually endorsing justificationism when used by David 
Deutsch. This takes a huge amount of extra effort if the person doing the 
reinterpreting is actually highly familiar with the work of David Deutsch. It takes, 
for example, an Olympian effort to ignore much (I'm tempted to say *everything* 
else) of what he has written.

David could have tried to say something like this when challenged about solidity. 
But instead of retracting his statements as an attempt to communicate with 
justificationists and not representative of his own thinking, he defended what he 



said as correct.

Whether David could have made a successful defense of the type you suggest, 
or not, is a moot point because he did not choose that option. It is a mistake to try 
to speak for him and present him as different than he is.

Is there anyone else out there today explaining the realist interpretation of 
quantum theory as well as David?

This is not relevant.

David has *improved* Popper and so understands more about epistemology 
than Popper did.

David made some improvements, but that does not imply he understands 
epistemology better than Popper did, or knows more about it.

A good argument David made is about the grass cure for the cold in The Fabric of 
Reality. Popper didn't make that argument. Adding that to the critical rationalist 
repertoire was an improvement of David's. That is good. However, making that 
improvement does not imply that, overall, David understands more about 
epistemology than Popper did.

Whoever knows more about epistemology, the argument here is incorrect.

and his recent comments about e.g. "solidity" which he has chosen not to 
retract, as well as his poor attitude to criticism

"Solidity" doesn't imply justificationism. You misunderstood, as I explained. 
Further, you provide no explanation of this. I have never witnessed this poor 
attitude to criticism. If you have, you shouldn't mention it here publicly unless 
you can provide details otherwise it is just heresy and we can dismiss it.

Is "heresy" the word you intended or a typo for "hearsay"?



Are you perhaps giving David a different default presumption (the "benefit of 
the doubt") than everyone else would get because of his authority? That would 
be a mistake.

I think two published books with themes about fallibility and the open ended 
quest for knowledge that are anti-justification are examples that run counter to 
any claim that David Deutsch is a justificationist. That and all the posts he had 
made about this. I don't think it has anything to do with authority...it has 
everything to do with what he is saying, and writing, over and again.

Here, notably, you've made the same sort of mistake that David has: mixing up 
fallibilism with a rejection of justificationism.

Fallibilism and the open-ended quest for knowledge are not the same thing as 
anti-justificationism. There is more to not being a justificationist than being a 
fallibilist on an open-ended quest for knowledge.

Why? Because fallibilism, etc, does not rule out fallible, tentative, open-to-revision 
justifications. But anti-justificationism does rule those out.

(And note his failure to criticize my prior posts about this theory. You, too, have 
failed to criticize them and here I am partially repeating myself.)

Like I am (repeating myself) because you failed to engage with my take-down of 
your criticism of David's arguments against justificationism.

I'm kind of amazed that you're complaining so much about my reply rate, which I 
believe is the highest of anyone.

David has chosen not to answer simple direct questions about his positions 
regarding epistemology. He's failed to engage with some of my criticisms. Why 
don't you conclude that, therefore, he's mistaken and all my unanswered points 
are victorious?

You, btw, did not follow up on the topic of capitalism, as just one example. I 
thought it was rather important. If you've forgotten:



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Capitalism
Date: April 10, 2012 6:19:15 PM PDT
roups.com>

You are right and that's a good point well made. You - and other things over the 
last 18 hours or so of reading, watching and listening have convinced me that 
many positions I held were wrong. I did not know enough. I am fixing 
this...especially about economics. I don't know much about economics so I am 
reading about capitalism.

end quote

So he [David] actually writes that justificationism is false.

Yes but that doesn't mean much when he doesn't know what justificationism is.

Would a justificationist do this? [write that justificationism is false]

Yes.

David thinks "justificationism" has a particular meaning. Call that X. When David 
writes "justificationism is false" he means X is false.

When I say David is a justificationist, I use the word to have a particular meaning, 
too. Call my meaning Y.

It could easily be that X is false, and David and I agree on that, and Y is false too, 
but David doesn't know that Y is a mistake.

For example, David's statement about "justify firm conclusions" [1] is 
something I consider justificationist.



That's not very direct. That's out of context (who was he responding 
to/communicating with, and why).

I provided the context and you deleted it. That [1] refers to a footnote where the 
context was provided, but you deleted the footnote then accused me of taking the 
statement out of context.

Please read the context and then see what you think. Here is that footnote again:

[1] You can find that statement here:

From: Elliot Temple <curi@curi.us>
Subject: Justificationism; Assaulting Children (was: Questions and comments)
Date: January 28, 2013 12:48:01 AM PST

As to your post from 3 weeks ago, I haven't read it yet and will read it on my own 
schedule. In fairness, please complain equally loudly to everyone (David, Alan, 
yourself and others) who do not answer some posts for months or ever.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] what Popper says justificationism is
Date: February 5, 2013 at 2:51 AM

On 05/02/2013, at 17:09, "Elliot Temple" <curi@curi.us> wrote:

On Feb 4, 2013, at 8:24 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 05/02/2013, at 4:39, "Elliot Temple" <curi@curi.us> wrote:

On Feb 3, 2013, at 4:03 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 25 Jan 2013, at 04:06, Elliot Temple <curi@curi.us> wrote:

Popper in Conjectures and Refutations:

Highlight:

The members of the first group--the verificationists or justificationists-
hold, roughly speaking, that whatever cannot be supported by positive 
reasons is unworthy of being believed, or even of being taken into 
serious consideration.

Justification is, as I have said, about supporting stuff (aka increasing its 
status) with positive arguments or reasons.

The status increase may be infinite or infallible, or it may be incremental 
and fallible. In all cases it's justificationism.

This is what Deutsch gets wrong. He only rejects the infallible sort of 
justificationism (and inductivist sorts), not the whole of justificationism. He 
advocates good hard-to-vary explanations as the new criterion of (fallible) 
justification (kind of like Popper was accused and misunderstood as 
advocating testability as the new criterion of justification, except Deutsch is 
actually doing it while Popper wasn't). He thinks that if you have a good 
explanation that is a positive reason to think your idea is better (more 



"solid" as he might say; high status as I might say), and as long as you 
don't stray into infallibility, the quest for certainty, the quest for feelings 
instead of truth, induction, etc, then Deutsch (contrary to Popper and 
myself) thinks you are OK.

Theory A could be harder to vary than theory B and we could interpret that 
as a criticism of theory B rather than as any kind of justification of theory A. 
So why do you think David's position is anything other than using hard to 
varyness as a means of criticism?

David has refused to say that I am right about criticism and epistemology. 
This is because he disagrees with me. Ask him. (Note that I did directly ask 
him on the list and he wouldn't answer. That's no accident. If he could have 
simply said that we have the same epistemology and there's no 
disagreement that could have been convenient for him. He could have given 
the answers he knows I like, but he didn't try to do that. He isn't claiming that. 
I don't think you should claim it for him. I think he knows that he disagrees 
with me about some of this stuff, and he does not want to discuss those 
disagreements to a conclusion.)

In that context, I think his long history of posting justificationist (sounding) 
statements,

You, Elliot Temple, have said things that sound justificationist. In this very post. 
I will come to that. But first:

I too thought that the "hard to vary" criterion was a way of criticising bad 
theories, rather than positive support in favour of/justifying good theories. It 
seems you have misunderstood other aspects of Deutsch's writings elsewhere 
(I pointed this out but you left my criticisms go unanswered)

[citation needed]

It's unclear if this is meant to be a reference to the particular post that was 
mentioned later and pasted at the bottom, or to something else.

Yes, everything is open to interpretation. I intended for it to be about the post at 
the bottom.



so I thought that these misunderstandings were all related. I still do. As you 
have mischaracterised DD as a justificationist, you now wrongly see much of 
what he writes through that distorted lens.

It is clear that "hard to vary" is a criticism of bad theories. But that clarity can 
never be "unambiguous". The desire for zero ambiguity seems to be a desire 
for certainty.

I think you have not understood my point about ambiguity. I did not demand zero 
ambiguity. That is not what I was saying.

Right. But what you said was, then, ambiguous (i.e: open to interpretation. Like all 
statements).

All theories are easy to vary to the text "A cow is green", and to many other 
things.

I think that is vacuous. It is just to say: all theories can be rendered meaningless if 
we simply refuse to mean anything a person typically means when they use the 
words they do.

When people say "hard to vary" some constraints are intended (constraints on 
what variations are allowed or not) which are not specified in the phrase "hard to 
vary". It's ambiguous what constraints people intend but don't state.

This criticism is not a request for zero ambiguity. It's a request to stop leaving 
out a key part of an idea. Without the part that is left out -- without rules about 
what variations are allowed -- "hard to vary" doesn't actually make sense or 
work at all.

Because the constraints are unstated, it's ambiguous what constraints are 
meant. That is a large amount of ambiguity.

The constraint surely depends on the theory, doesn't it? In the theory about 
seasons, the constraint is: which planetary bodies and properties do the job of 
explaining seasons. How many others can fit the bill, so to speak? None. That's 
hard to vary. That's the constraint.



On the other hand an infinite number of supernatural gods can do the job. Easy to 
vary the god.

What else can do the job of explaining the motion of Earth through space if not 
the curvature of spacetime? That's hard to vary. Isn't it? What constraints do you 
mean? Now what's easy? say: angels are pushing the earth. But then, any 
supernatural being could fit that bill, hey?

It seems clear to me. You want general rules? Why? It works well in all cases. 
Provide some specific cases where a general rule is required. I've just given you 
two where "hard to vary" seems a good criticism of two bad theories. How would 
some more "rules" help?

Do you accept that I was correct about BoI never once endorsing 
foundationalism or justificationism and instead *assumes* such things to be 
true only as part of a reductio ad absurdum to argue that they are false 
epistemologies?

Do you accept that you are wrong about this?

No.

You say that somewhere what David has written is "Justificationist sounding". 
But that is your epistemologically subjective opinion that seems not to be 
shared by...well...anyone else, so far.

This is a nasty fallacy (judging ideas by how many people agree with them). 
Don't expect further replies if you post any more material of this nature.

It is relevant. The whole point of something "sounding" a certain way is that it 
implies it is a personal *feeling* - a sensation, rather than something objective. 
That was my point. It seems to me that the very reason no one else seems to 
have agreed (yet) with you is that it came down to how something sounds. I know 
you say below that "sounds" is something to do with being tentative, but I have 
taken you literally. I now accept that you meant something else. Everything 



contains ambiguity, as I say.

On a similar note, if you want to have a discussion with me, do not continue to 
post statements like "you were wrong about that" and how David is a brilliant 
anti-justificationist. You are making declarations about the outcome of our 
discussion before it's over. If you want to have a truth-seeking discussion, it's 
important to stop using your conclusions -- which are in dispute -- in your 
attempts to argue for them.

So saying "David makes a brilliant anti-justificationist point here. For example his 
definition of justificationism...etc" is okay. But labelling him, therefore, a brilliant 
anti-justificationist is not?

.

Is there anyone else out there today explaining the realist interpretation of 
quantum theory as well as David?

This is not relevant.

It is. He uses vocabulary that does the job, suits the occasion, the audience, and 
so forth. In other words: he is a brilliant communicator. As a brilliant 
communicator he knows when to use, correctly, words like solidity, justify and so 
forth, in making his points in arguments against justificationism or otherwise.

.

and his recent comments about e.g. "solidity" which he has chosen not to 
retract, as well as his poor attitude to criticism

"Solidity" doesn't imply justificationism. You misunderstood, as I explained. 
Further, you provide no explanation of this. I have never witnessed this poor 
attitude to criticism. If you have, you shouldn't mention it here publicly unless 
you can provide details otherwise it is just heresy and we can dismiss it.



Is "heresy" the word you intended or a typo for "hearsay"?

It's a typo. It should read "hearsay".

Are you perhaps giving David a different default presumption (the "benefit of 
the doubt") than everyone else would get because of his authority? That 
would be a mistake.

I think two published books with themes about fallibility and the open ended 
quest for knowledge that are anti-justification are examples that run counter to 
any claim that David Deutsch is a justificationist. That and all the posts he had 
made about this. I don't think it has anything to do with authority...it has 
everything to do with what he is saying, and writing, over and again.

Here, notably, you've made the same sort of mistake that David has: mixing up 
fallibilism with a rejection of justificationism.

Fallibilism and the open-ended quest for knowledge are not the same thing as 
anti-justificationism. There is more to not being a justificationist than being a 
fallibilist on an open-ended quest for knowledge.

Why? Because fallibilism, etc, does not rule out fallible, tentative, open-to-
revision justifications. But anti-justificationism does rule those out.

Yes, fine. You are yet to provide good examples of David endorsing fallible, 
tentative, open-to-revision *justifications*.

(And note his failure to criticize my prior posts about this theory. You, too, 
have failed to criticize them and here I am partially repeating myself.)

Like I am (repeating myself) because you failed to engage with my take-down 
of your criticism of David's arguments against justificationism.



I'm kind of amazed that you're complaining so much about my reply rate, which I 
believe is the highest of anyone.

I don't. I specifically complained about one post, that I thought was key. And still 
do. Your misunderstanding of the purpose of assuming as true justificationism for 
the purposes of a reductio to show the absurdity of justificationism. It is effective 
as a take-down of justificationism. Not an endorsement. You seem to want to say 
that argument makes DD a justificationist. I argue in that post, that you didn't 
reply to, that it in fact shows you misunderstand a key part of David's argument 
against justificationism. It's not a demand for an instant reply, it was highlighting 
that your subsequent post further misunderstood David on that same topic and, in 
my opinion, has become a theme in your recent posts on this topic.

David has chosen not to answer simple direct questions about his positions 
regarding epistemology. He's failed to engage with some of my criticisms. Why 
don't you conclude that, therefore, he's mistaken and all my unanswered points 
are victorious?

I conclude nothing. But I look at what David writes and it seems to have clearly 
answered your questions. Your questions highlight your own misconceptions. 
Given they are about David being a justificationist, and he isn't, and has written 
stuff that plainly illustrates that, my conclusion is that you misunderstand his 
intended meaning. Even great communicators only have so much time and 
energy to devote to saying the same thing again and again many different ways.

You, btw, did not follow up on the topic of capitalism, as just one example. I 
thought it was rather important. If you've forgotten:

From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Capitalism
Date: April 10, 2012 6:19:15 PM PDT
To: "beginning-of-infinity@googlegroups.com" <beginning-of-
infinity@googlegroups.com>

You are right and that's a good point well made. You - and other things over 
the last 18 hours or so of reading, watching and listening have convinced me 
that many positions I held were wrong. I did not know enough. I am fixing 
this...especially about economics. I don't know much about economics so I am 



reading about capitalism.

end quote

I didn't forget. What more needs to be said? I too can only devote so much time 
to so much stuff. Ayn Rand's corpus is large and I'm making my way through it 
slowly with much other material. I don't know what else you expected. BTW, 
admissions of error or mistake, on this list, are like naked eye supernova 
explosions in my experience. I'm glad to have provided an example of a freely 
admitted error, and personal ignorance so openly. I think it's a nice example of 
personal fallibility in action. Again, what more should I do? If I have questions 
about capitalism or Rand, I'll be sure to ask.

So he [David] actually writes that justificationism is false.

Yes but that doesn't mean much when he doesn't know what justificationism is.

I think he does. He explains it well. I don't know what you have added, or 
corrected, in what he says in his books on the topic.

Would a justificationist do this? [write that justificationism is false]

Yes.

David thinks "justificationism" has a particular meaning. Call that X.

So you disagree with the meaning given in BoI? The one I explain that he labels a 
misconception? And that the word "misconception" specifically refers to "genuine" 
and "reliable"? This is what I think you misunderstand.

When David writes "justificationism is false" he means X is false.

Yeah, right. Because justification is not possible. So justificationism is false. 
Because you can't justify stuff. You can't make it more reliable or genuine. Like he 



explains.

When I say David is a justificationist, I use the word to have a particular 
meaning, too. Call my meaning Y.

What is your meaning? How does it differ? How is it better?

It could easily be that X is false, and David and I agree on that, and Y is false 
too, but David doesn't know that Y is a mistake.

What is it that Y adds? I am unclear on this.

For example, David's statement about "justify firm conclusions" [1] is 
something I consider justificationist.

That's not very direct. That's out of context (who was he responding 
to/communicating with, and why).

I provided the context and you deleted it. That [1] refers to a footnote where the 
context was provided, but you deleted the footnote then accused me of taking 
the statement out of context.

Please read the context and then see what you think. Here is that footnote 
again:

[1] You can find that statement here:

From: Elliot Temple <curi@curi.us>
Subject: Justificationism; Assaulting Children (was: Questions and comments)
Date: January 28, 2013 12:48:01 AM PST
To: BoI <beginning-of-infinity@googlegroups.com>

Yeah. Why didn't you just include the statement rather than the reference to it?



As to your post from 3 weeks ago, I haven't read it yet and will read it on my 
own schedule. In fairness, please complain equally loudly to everyone (David, 
Alan, yourself and others) who do not answer some posts for months or ever.

When subsequent posts just compound what I see as a misunderstanding I 
clarified in another post, it seems salient. It is also because you do reply so well 
and frequently that I found this anomaly unusual and worthy of highlighting.

Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] what Popper says justificationism is
Date: February 5, 2013 at 3:35 AM

On Feb 4, 2013, at 11:51 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 05/02/2013, at 17:09, "Elliot Temple" <curi@curi.us> wrote:

On Feb 4, 2013, at 8:24 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 05/02/2013, at 4:39, "Elliot Temple" <curi@curi.us> wrote:

On Feb 3, 2013, at 4:03 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 25 Jan 2013, at 04:06, Elliot Temple <curi@curi.us> wrote:

Popper in Conjectures and Refutations:

Highlight:

The members of the first group--the verificationists or justificationists-
hold, roughly speaking, that whatever cannot be supported by positive 
reasons is unworthy of being believed, or even of being taken into 
serious consideration.

Justification is, as I have said, about supporting stuff (aka increasing its 
status) with positive arguments or reasons.

The status increase may be infinite or infallible, or it may be incremental 
and fallible. In all cases it's justificationism.

This is what Deutsch gets wrong. He only rejects the infallible sort of 
justificationism (and inductivist sorts), not the whole of justificationism. He 
advocates good hard-to-vary explanations as the new criterion of (fallible) 
justification (kind of like Popper was accused and misunderstood as 
advocating testability as the new criterion of justification, except Deutsch 



is actually doing it while Popper wasn't). He thinks that if you have a good 
explanation that is a positive reason to think your idea is better (more 
"solid" as he might say; high status as I might say), and as long as you 
don't stray into infallibility, the quest for certainty, the quest for feelings 
instead of truth, induction, etc, then Deutsch (contrary to Popper and 
myself) thinks you are OK.

Theory A could be harder to vary than theory B and we could interpret that 
as a criticism of theory B rather than as any kind of justification of theory A. 
So why do you think David's position is anything other than using hard to 
varyness as a means of criticism?

David has refused to say that I am right about criticism and epistemology. 
This is because he disagrees with me. Ask him. (Note that I did directly ask 
him on the list and he wouldn't answer. That's no accident. If he could have 
simply said that we have the same epistemology and there's no 
disagreement that could have been convenient for him. He could have given 
the answers he knows I like, but he didn't try to do that. He isn't claiming 
that. I don't think you should claim it for him. I think he knows that he 
disagrees with me about some of this stuff, and he does not want to discuss 
those disagreements to a conclusion.)

In that context, I think his long history of posting justificationist (sounding) 
statements,

You, Elliot Temple, have said things that sound justificationist. In this very 
post. I will come to that. But first:

I too thought that the "hard to vary" criterion was a way of criticising bad 
theories, rather than positive support in favour of/justifying good theories. It 
seems you have misunderstood other aspects of Deutsch's writings 
elsewhere (I pointed this out but you left my criticisms go unanswered)

[citation needed]

It's unclear if this is meant to be a reference to the particular post that was 
mentioned later and pasted at the bottom, or to something else.

Yes, everything is open to interpretation. I intended for it to be about the post at 



the bottom.

so I thought that these misunderstandings were all related. I still do. As you 
have mischaracterised DD as a justificationist, you now wrongly see much of 
what he writes through that distorted lens.

It is clear that "hard to vary" is a criticism of bad theories. But that clarity can 
never be "unambiguous". The desire for zero ambiguity seems to be a desire 
for certainty.

I think you have not understood my point about ambiguity. I did not demand 
zero ambiguity. That is not what I was saying.

Right. But what you said was, then, ambiguous (i.e: open to interpretation. Like 
all statements).

When I criticize things for "ambiguity", please read it as criticizing "substantive 
ambiguity".

Everything is ambiguous in some way but some things are more ambiguous than 
others. Sometimes this is no problem, sometimes it's a flaw, something it's a large 
flaw.

All theories are easy to vary to the text "A cow is green", and to many other 
things.

I think that is vacuous. It is just to say: all theories can be rendered meaningless 
if we simply refuse to mean anything a person typically means when they use 
the words they do.

When people say "hard to vary" some constraints are intended (constraints on 
what variations are allowed or not) which are not specified in the phrase "hard 
to vary". It's ambiguous what constraints people intend but don't state.

This criticism is not a request for zero ambiguity. It's a request to stop leaving 
out a key part of an idea. Without the part that is left out -- without rules about 



what variations are allowed -- "hard to vary" doesn't actually make sense or 
work at all.

Because the constraints are unstated, it's ambiguous what constraints are 
meant. That is a large amount of ambiguity.

The constraint surely depends on the theory, doesn't it?

If so, then the "hard to vary" idea needs to also include a method of figuring out 
the correct constraints for any theory.

Otherwise you can't use it without filling in the (ambiguous) gaps yourself.

Without such a method being specified, two people could both think they are 
using "hard to vary" but could be judging constraints differently and thus actually 
be using substantively different methods.

In the theory about seasons, the constraint is: which planetary bodies and 
properties do the job of explaining seasons. How many others can fit the bill, so 
to speak? None. That's hard to vary. That's the constraint.

This is incorrect because it is trivial to vary the theory of seasons while still 
explaining seasons. For example, you can take it and add something irrelevant.

So there must be, in addition to what you said, another constraint not to add 
something irrelevant. (Or a more general purpose constraint that covers this 
case.)

So actually these constraints are a complex issue, which must be dealt with, but 
which the catch phrase "hard to vary" does not shed light on.

On the other hand an infinite number of supernatural gods can do the job. Easy 
to vary the god.

Actually, now that you bring this up, I don't think it's that simple.

It is easy to vary the God's hair color, for example. And many other details (his 
height, his weight, his name, his gender). Because all of those attributes are 
irrelevant to how a god explains seasons (even if someone says that his red hair 



represents the fiery sun and is the cause of summer, that's easy enough to vary 
to e.g. yellow hair representing the yellow sun).

But some godly attributes are harder to vary than hair color. For example, some 
God-based explanations of the seasons rely on God's omnipotence. If such an 
explanation is given, varying the omnipotence attribute of God to a non-
omnipotent God would ruin the explanation that relied on omnipotence. You could 
vary his hair color but not his omnipotence while keeping that explanation 
working.

But even this runs into the problem. Where I wrote, "while keeping that 
explanation working" that is me trying to fill in a gap that "hard to vary" leaves 
ambiguous.

What else can do the job of explaining the motion of Earth through space if not 
the curvature of spacetime? That's hard to vary. Isn't it? What constraints do you 
mean? Now what's easy? say: angels are pushing the earth. But then, any 
supernatural being could fit that bill, hey?

It seems clear to me. You want general rules? Why? It works well in all cases. 
Provide some specific cases where a general rule is required. I've just given you 
two where "hard to vary" seems a good criticism of two bad theories. How would 
some more "rules" help?

Is free market banking hard to vary or easy to vary?

But don't tell me the answer. Tell me how to figure out the answer myself. What is 
the method of deciding this? For example, should I figure out the constraints? If 
not, how does that work? If so, how are they to be decided?

Better yet, don't tell me the answer to this either. Quote it from BoI, if you can. If 
you can't, doesn't that mean BoI doesn't actually explain the issue well enough 
for using the idea?

David has chosen not to answer simple direct questions about his positions 
regarding epistemology. He's failed to engage with some of my criticisms. Why 



don't you conclude that, therefore, he's mistaken and all my unanswered 
points are victorious?

I conclude nothing. But I look at what David writes and it seems to have clearly 
answered your questions.

This is factually false. Here are some questions David did not reply to:

Suppose for a moment that only some versions of justificationism can be refuted 
by infinite regress argument. Could it be possible that you do not refute -- and 
even accept -- one of those positions?

Are you aware of any such positions? Do you believe you refuted any (or all?) 
positions like that in your books?

and

Do you think any positive arguments are ever any good, setting aside all 
problems of regress, foundations, empiricism and infallibilism?

Do you think ideas have non-boolean status in epistemology? E.g. that an idea 
can go from "pretty good" to "good" to "great" (or, e.g., semi-solid to more solid).

There are others.

You, btw, did not follow up on the topic of capitalism, as just one example. I 
thought it was rather important. If you've forgotten:

From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Capitalism
Date: April 10, 2012 6:19:15 PM PDT
To: "beginning-of-infinity@googlegroups.com" <beginning-of-
infinity@googlegroups.com>

You are right and that's a good point well made. You - and other things over 
the last 18 hours or so of reading, watching and listening have convinced me 
that many positions I held were wrong. I did not know enough. I am fixing 



this...especially about economics. I don't know much about economics so I 
am reading about capitalism.

end quote

I didn't forget. What more needs to be said?

What more needs to be said about capitalism beyond that maybe it has a point?

There are many details to work out, as well as big picture issues. There's many 
important issues to discuss there.

So for example one might say what he thinks capitalism is. Or he might talk about 
the public goods problem. Or he might talk about how to get from our mixed 
economy to capitalism. Or he might talk about whether printing more money 
makes people better off.

I too can only devote so much time to so much stuff. Ayn Rand's corpus is large 
and I'm making my way through it slowly with much other material. I don't know 
what else you expected.

Follow up discussion, exposing more of your ideas to criticism. Whenever you go 
through some new material, it's possible to make mistakes and there's issues 
worth talking about.

You don't even know if any of your new ideas from your study are things I would 
agree with or not. Maybe I have criticisms of them too, which could be as useful 
to you as my prior comments o the topic. You don't know one way or another.

One of the reasons to discuss is that most people who read Ayn Rand come 
away understanding very little of it, and typically with gross misconceptions. So if 
you read it while not exposing your understanding of it to quality criticism, I 
wouldn't really expect very good results. (The same applies to every other good 
philosopher, such as Popper.)

BTW, admissions of error or mistake, on this list, are like naked eye supernova 
explosions in my experience. I'm glad to have provided an example of a freely 



admitted error, and personal ignorance so openly. I think it's a nice example of 
personal fallibility in action. Again, what more should I do? If I have questions 
about capitalism or Rand, I'll be sure to ask.

If you've done nine months of reading, and have no questions, then you're 
reading it wrong.

Would a justificationist do this? [write that justificationism is false]

Yes.

David thinks "justificationism" has a particular meaning. Call that X.

So you disagree with the meaning given in BoI?

Yes.

When I say David is a justificationist, I use the word to have a particular 
meaning, too. Call my meaning Y.

What is your meaning? How does it differ? How is it better?

I've posted about this already. For example, I typed in a lengthy Popper quote [1] 
explaining the issue. I'm not sure what has gone wrong for you with my prior 
explanations and without some feedback I don't know what to change to satisfy 
you.

[1]

From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism in BoI Too
Date: January 7, 2013 9:38:41 AM PST



For example, David's statement about "justify firm conclusions" [1] is 
something I consider justificationist.

That's not very direct. That's out of context (who was he responding 
to/communicating with, and why).

I provided the context and you deleted it. That [1] refers to a footnote where 
the context was provided, but you deleted the footnote then accused me of 
taking the statement out of context.

Please read the context and then see what you think. Here is that footnote 
again:

[1] You can find that statement here:

From: Elliot Temple <curi@curi.us>
Subject: Justificationism; Assaulting Children (was: Questions and comments)
Date: January 28, 2013 12:48:01 AM PST
To: BoI <beginning-of-infinity@googlegroups.com>

Yeah. Why didn't you just include the statement rather than the reference to it?

In the post, David spoke of justifying firm conclusions. Your defense of this is 
what?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: [TCS] Re: The Last Word (was: kids aren't allowed to talk)
Date: February 5, 2013 at 10:17 PM

On Feb 5, 2013 6:43 PM, "Jason" <auvenj@gmail.com> wrote:

On Tue, Feb 5, 2013 at 1:51 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 3, 2013, at 11:45 AM, Stanka Svecova <stanka.svecova@gmail.com> 
wrote:

'Why have you come here' - Wow I do have an opinion but I am always open 
to
hear other sides - there are always more sides of the coin then just two
(metaphor). So 'why i came here' is that i am always interested in hearing
a piece of logical argumentation, regardless of the subjective opinion of
the person - as long as it is based on solid facts. So you saying that you
rejected lots of research is kind of mind-blowing to me. Though I have
personal opinions, I would not pick which research I want to listen to and
which one not - as this the same bad as building your opinions on no
research. Usually, even two researches that go against one another and are
quite different in their findings - good researchers are able to find the
way how to learn from the other one and find areas that are complementary
or compactible. To see it this black-and-white is just a your personal
preference, and not a good practice.

<SNIP>
I am sorry if different opinions upset you and not to worry, this is my
last contribution here. Please do not reply to this post as I am going to
unsubscribe from here afterwards. All the best to all,

So she makes a bunch of claims about being open minded and interested in 
differing views than her own ... and then promptly leaves and requests not to 
receive any further emails contradicting her?

This is common, and keeps people from learning.

Perhaps part of the problem is:

People see discussions as a game.



In this game, there are sides, like teams. There are also rules of the
game - some explicit and some inexplicit.

One of the inexplicit rules of the discussion game is, you shouldn't
say you're not willing to change your mind - you should always say
you're willing to change your mind.

However, being "open to hear other sides" means, you are willing to
play the game of discussion. It doesn't actually mean you're actually
willing to change your mind. It often means the opposite.

Another inexplicit rule is that the object of the game is you should
try to win, but more importantly you should not allow your side to
lose. And, changing your mind means your side lost, big time. So you
shouldn't change your mind in a discussion. Ever.

One way for your side not to lose is to get in the last word, then
make up some excuse to end the discussion. Kind of like running out
the clock on a game while you're ahead (or at least not behind). Maybe
that's what happened here.

One practical impact of this discussion game conjecture is that *if
you're interested in such things,* it usually takes at least two
discrete exposures to get someone to publicly change their mind. Most
people will only switch sides when the game *isn't* being played. So
short of convincing them it's not a game, which is much harder to do,
you've got to play multiple games rather than try to win one decisive
game.

In an online setting this may mean two or more different lists and two
or more different identities.

In person this means not trying to get someone to admit changing their
mind on anything on the first contact, just get them to hear your
ideas, sometimes with an explicit statement that you have no
expectation that they'll change their mind. That way they feel like
their side can't lose the game.

Then later, preferably a different person in a different setting just
asks them what they think - perhaps starting a new game. If they still



don't pick your "side", then person #2 should again just try to get
them to hear ideas without expecting to be convincing. Rinse and
repeat as long as it takes (or as long as you think it's worthwhile).

This approach was taught both in religious proselytizing, and also in
politics. I'm not endorsing it, just describing it.

Taught? How?

-- Rami

-- 
You received this message because you are subscribed to the Google Groups 
"Taking Children Seriously" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to taking-children-seriously+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Carter Pierce <carterpierce@nycmail.com>
Subject: [BoI] Habits and induction
Date: February 6, 2013 at 4:31 PM

How do people acquire the knowledge embodied in a habit? By a habit I mean 
something that one can do without conscious attention to low-level details of the 
process. I use the term in a broad sense to refer things like touch typing, 
speaking, throw a football, and eating. These are all things we can learn to do, 
but how is this knowledge aquired?

I used to think that if I simply did something over and over again, like playing 
paino or throwing a football, I would somehow get better at it, merely from all the 
repetitio, until eventually a part of me learned to do the action automatically. I've 
also heard that the area of the brain responsible for controlling the fingers actually 
grows new nerve cells when a violinist practices repeatedly so maybe that's part 
of it. But lately I've been wondering, isn't this idea just indictivism? The idea that 
the body somehow gets better at doing something, based solely on the repetition 
from the past can't be right - how would it know what to repeat?

There have to be some kind of conjectures and refutations involved. But how 
does it work? What kind of process goes on under the hood when we learn a new 
skill or habit? What is a good model for thinking about this in the context of 
deciding what skills/habits to learn and then actually learning them?

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Habits and induction
Date: February 6, 2013 at 5:35 PM

On 6 Feb 2013, at 21:31, "Carter Pierce" <carterpierce@nycmail.com> wrote:

How do people acquire the knowledge embodied in a habit? By a habit I mean 
something that one can do without conscious attention to low-level details of the 
process. I use the term in a broad sense to refer things like touch typing, 
speaking, throw a football, and eating. These are all things we can learn to do, 
but how is this knowledge aquired?

I used to think that if I simply did something over and over again, like playing 
paino or throwing a football, I would somehow get better at it, merely from all the 
repetitio, until eventually a part of me learned to do the action automatically. I've 
also heard that the area of the brain responsible for controlling the fingers 
actually grows new nerve cells when a violinist practices repeatedly so maybe 
that's part of it. But lately I've been wondering, isn't this idea just indictivism? 
The idea that the body somehow gets better at doing something, based solely 
on the repetition from the past can't be right - how would it know what to repeat?

There have to be some kind of conjectures and refutations involved. But how 
does it work? What kind of process goes on under the hood when we learn a 
new skill or habit? What is a good model for thinking about this in the context of 
deciding what skills/habits to learn and then actually learning them?

You start out with some standards of what constitutes good performance and 
criticise your performance using those standards. So if your performance of some 
task seems problematic in any way then some of your standards conflict with one 
another. You should try to work out what the problem is and solve it.

Suppose you want to learn violin and your violin teacher claims you're getting 
worse, or getting better too slowly. Then you might think about whether he is right 
in his assessment. If he isn't right then you should deal with that problem. You 
might enact his advice but use some other way of assessing your progress. If he 
is right, then you might consider doing something that helps you criticise your 
own playing better, like recording your violin playing and listening to it instead of 
relying on how it sounds to you while you're playing it. Or you might make more 
specific notes about your current flaws and think about specific ways to address 
them if you hadn't been doing that before. Or you might give up the violin 



because you decide that wanting to play the violin isn't a good preference.

As for what skills to learn. Try to avoid any "skill" that makes you dependent on 
others, like living on welfare or crime (a criminal relies on his victims for his 
living). Try to notice when you are enacting an idea of which you have a criticism 
since this is a sign that you have an anti-rational meme. Learn to follow up on 
stuff you find interesting. Learn how to explain failures rather than punish yourself 
for them. There isn't a closed list of stuff.

Alan

-- 



From: Carter Pierce <carterpierce@nycmail.com>
Subject: Re: [BoI] Habits and induction
Date: February 6, 2013 at 6:03 PM

On 6 Feb 2013, at 05:35 PM, Alan Forrester wrote:
On 6 Feb 2013, at 21:31, "Carter Pierce" <carterpierce@nycmail.com> wrote:

What kind of process goes on under the hood when we learn a new skill or 
habit? What is a good model for thinking about this in the context of deciding 
what skills/habits to learn and then actually learning them?

You start out with some standards of what constitutes good performance and 
criticise your performance using those standards. So if your performance of 
some task seems problematic in any way then some of your standards conflict 
with one another. You should try to work out what the problem is and solve it.

What is happening "under the hood" when a person learns? What is the 
explanation for the phenomenon of learning something?

Suppose you want to learn violin and your violin teacher claims you're getting 
worse, or getting better too slowly. Then you might think about whether he is 
right in his assessment. If he isn't right then you should deal with that problem. 
You might enact his advice but use some other way of assessing your progress. 
If he is right, then you might consider doing something that helps you criticise 
your own playing better, like recording your violin playing and listening to it 
instead of relying on how it sounds to you while you're playing it. Or you might 
make more specific notes about your current flaws and think about specific 
ways to address them if you hadn't been doing that before. Or you might give up 
the violin because you decide that wanting to play the violin isn't a good 
preference.

Great tips.

As for what skills to learn. Try to avoid any "skill" that makes you dependent on 
others, like living on welfare or crime (a criminal relies on his victims for his 
living). Try to notice when you are enacting an idea of which you have a criticism 
since this is a sign that you have an anti-rational meme. Learn to follow up on 
stuff you find interesting. Learn how to explain failures rather than punish 
yourself for them. There isn't a closed list of stuff.

I agree with these normative principles. What I was trying to ask was, what 



happens inside us when we learn? I mean to ask in this question in the same way 
as someone who didn't know that stars are incandescent gas clouds might ask, 
"What are those tiny points of light in the sky?"

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Habits and induction
Date: February 6, 2013 at 6:31 PM

On 6 Feb 2013, at 23:03, Carter Pierce <carterpierce@nycmail.com> wrote:

On 6 Feb 2013, at 05:35 PM, Alan Forrester wrote:
On 6 Feb 2013, at 21:31, "Carter Pierce" <carterpierce@nycmail.com> wrote:

What kind of process goes on under the hood when we learn a new skill or 
habit? What is a good model for thinking about this in the context of deciding 
what skills/habits to learn and then actually learning them?

You start out with some standards of what constitutes good performance and 
criticise your performance using those standards. So if your performance of 
some task seems problematic in any way then some of your standards conflict 
with one another. You should try to work out what the problem is and solve it.

What is happening "under the hood" when a person learns? What is the 
explanation for the phenomenon of learning something?

What sort of explanation are you looking for? There are various possible levels of 
explanation from what neurons do, to what computations they are implementing, 
to why sorts of knowledge lead to progress, and lots of stuff in between.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Habits and induction
Date: February 7, 2013 at 2:43 AM

On Feb 6, 2013, at 1:31 PM, Carter Pierce <carterpierce@nycmail.com> wrote:

How do people acquire the knowledge embodied in a habit? By a habit I mean 
something that one can do without conscious attention to low-level details of the 
process. I use the term in a broad sense to refer things like touch typing, 
speaking, throw a football, and eating. These are all things we can learn to do, 
but how is this knowledge aquired?

Conjecture and refutation.

I used to think that if I simply did something over and over again, like playing 
paino or throwing a football, I would somehow get better at it, merely from all the 
repetitio, until eventually a part of me learned to do the action automatically. I've 
also heard that the area of the brain responsible for controlling the fingers 
actually grows new nerve cells when a violinist practices repeatedly so maybe 
that's part of it. But lately I've been wondering, isn't this idea just indictivism? 
The idea that the body somehow gets better at doing something, based solely 
on the repetition from the past can't be right - how would it know what to repeat?

If there's new brain cells, the direct thing that matters to that process must be 
thinking, not fingers.

There have to be some kind of conjectures and refutations involved. But how 
does it work? What kind of process goes on under the hood when we learn a 
new skill or habit? What is a good model for thinking about this in the context of 
deciding what skills/habits to learn and then actually learning them?

Is the question: how does a large part of human thinking work, in full explicit 
detail, in English?

The answer to that question is not accessible and not needed to solve any 
problem in your life. Partial answers to it are primarily of philosophical interest.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [RP] Mises on Pan-Europe rational-politics-list@googlegroups.com
Date: February 7, 2013 at 10:55 AM

From _Liberalism: The Classical Tradition_:

Any reform in international relations must aim at abolishing a situation in which 
each country seeks in every way possible to enlarge its territory at the expense 
of other countries. The problem of international boundaries, which has assumed 
such overwhelming importance today, must lose all its significance. The nations 
must come to realize that the most important problem of foreign policy is the 
establishment of lasting peace, and they must understand that this can be 
assured throughout the world only if the field of activity permitted to the state is 
limited to the narrowest range. Only then will the size and extent of the territory 
subject to the sovereignty of the state no longer assume such overwhelming 
importance for the life of the individual as to make it seem natural, now as in the 
past, for rivers of blood to be shed in disputes over boundaries. The narrow-
mindedness which sees nothing beyond one’s own state and one’s own nation 
and which has no conception of the importance of international cooperation 
must be replaced by a cosmopolitan outlook. This, however, is possible only if 
the society of nations, the international superstate, is so constituted that no 
people and no individual is oppressed on account of nationality or national 
peculiarities.

Nationalist policies, which always begin by aiming at the ruination of one’s 
neighbor, must, in the final analysis, lead to the ruination of all. In order to 
overcome such provincialism and to replace it by a policy genuinely 
cosmopolitan in its orientation, it is first necessary for the nations of the world to 
realize that their interests do not stand in mutual opposition and that every 
nation best serves its own cause when it is intent on promoting the development 
of all nations and scrupulously abstains from every attempt to use violence 
against other nations or parts of other nations. Thus, what is needed is not the 
replacement of national chauvinism by a chauvinism that would have some 
larger, supranational entity for its object, but rather the recognition that every 
sort of chauvinism is mistaken. The old, militaristic methods of international 
politics must now give way to new, peaceful methods aiming at cooperative 
effort, and not at mutual warfare.

The champions of Pan-Europe and of the United States of Europe, however, 
have other ends in view. They do not plan on establishing a new kind of state 
different in its policies from the imperialistic and militaristic states that have 



existed up to now, but on a reconstitution of the old imperialistic and militaristic 
idea of the state. Pan-Europe is to be greater than the individual states that will 
comprise it; it is to be more powerful than they are and therefore more efficient 
militarily and better suited to oppose such great powers as England, the United 
States of America, and Russia. A European chauvinism is to take the place of 
the French, the German, or the Hungarian variety; a united front formed of all 
the European nations is to be directed against “foreigners”: Britons, Americans, 
Russians, Chinese, and Japanese.

End quote.

So Mises says that we shouldn't be thinking in terms of status.

And that we should be thinking in non-zero-sum terms rather than zero-sum.

It looks like the status mistake is connected with the zero-sum
mistake, e.g. if you do one then you're doing the other.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
You received this message because you are subscribed to the Google Groups 
"Rational Politics" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to rational-politics-list+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Re: [RP] Mises on Pan-Europe
Date: February 7, 2013 at 4:36 PM

On Feb 7, 2013, at 7:55 AM, Rami Rustom <rombomb@gmail.com> wrote:

From _Liberalism: The Classical Tradition_:

Any reform in international relations must aim at abolishing a situation in which 
each country seeks in every way possible to enlarge its territory at the expense 
of other countries. The problem of international boundaries, which has 
assumed such overwhelming importance today, must lose all its significance. 
The nations must come to realize that the most important problem of foreign 
policy is the establishment of lasting peace, and they must understand that this 
can be assured throughout the world only if the field of activity permitted to the 
state is limited to the narrowest range. Only then will the size and extent of the 
territory subject to the sovereignty of the state no longer assume such 
overwhelming importance for the life of the individual as to make it seem 
natural, now as in the past, for rivers of blood to be shed in disputes over 
boundaries. The narrow-mindedness which sees nothing beyond one’s own 
state and one’s own nation and which has no conception of the importance of 
international cooperation must be replaced by a cosmopolitan outlook. This, 
however, is possible only if the society of nations, the international superstate, 
is so constituted that no people and no individual is oppressed on account of 
nationality or national peculiarities.

Nationalist policies, which always begin by aiming at the ruination of one’s 
neighbor, must, in the final analysis, lead to the ruination of all. In order to 
overcome such provincialism and to replace it by a policy genuinely 
cosmopolitan in its orientation, it is first necessary for the nations of the world 
to realize that their interests do not stand in mutual opposition and that every 
nation best serves its own cause when it is intent on promoting the 
development of all nations and scrupulously abstains from every attempt to 
use violence against other nations or parts of other nations. Thus, what is 
needed is not the replacement of national chauvinism by a chauvinism that 
would have some larger, supranational entity for its object, but rather the 
recognition that every sort of chauvinism is mistaken. The old, militaristic 
methods of international politics must now give way to new, peaceful methods 
aiming at cooperative effort, and not at mutual warfare.



The champions of Pan-Europe and of the United States of Europe, however, 
have other ends in view. They do not plan on establishing a new kind of state 
different in its policies from the imperialistic and militaristic states that have 
existed up to now, but on a reconstitution of the old imperialistic and militaristic 
idea of the state. Pan-Europe is to be greater than the individual states that will 
comprise it; it is to be more powerful than they are and therefore more efficient 
militarily and better suited to oppose such great powers as England, the United 
States of America, and Russia. A European chauvinism is to take the place of 
the French, the German, or the Hungarian variety; a united front formed of all 
the European nations is to be directed against “foreigners”: Britons, 
Americans, Russians, Chinese, and Japanese.

End quote.

So Mises says that we shouldn't be thinking in terms of status.

And that we should be thinking in non-zero-sum terms rather than zero-sum.

It looks like the status mistake is connected with the zero-sum
mistake, e.g. if you do one then you're doing the other.

This is vague.

And false: some people want status but think about lots of things in non-zero-sum 
ways.

"If you do one then you're doing the other" is an ambitious universal statement 
applying to all people who think of status. But people aren't all the same, there's 
lot of diversity, so this claim is just as false as most claims in this category. This is 
a category of claim one shouldn't make carelessly; it needs some thought to 
avoid making a fool of oneself.

But you, Rami, continue to carelessly make such claims, while not persistently 
following up on criticism of having done so. This anti-critical attitude is persistently 
leading to a succession of mistakes.

Some thoughts on status and zero sum:



Status is inherently zero sum (or at least similar) because status is *relative*: if 
everyone gains 100 status, no one really gained anything.

It's not exactly the same as zero sum because, for example, you could have two 
low status people and one high status guy. But then one of the low status people 
gains status and that's a new situation. Total status of everyone went up from 1 to 
2. Then the other does and that's a new situation too with everyone equal now. 
You might think the total status is now 3. But what is the sum total of status when 
everyone is equal? It's best to call that zero.

Another way to put this: it's like zero sum because for one person to get a lead 
means someone else gets behind. But it's different because the total sum doesn't 
even matter.

Even going from [0,0,1] to [0,1,1] can be seen as two people who are 1/3 behind 
the average in the first state and one guy 2/3s behind the average in the second 
state. And people's deviation from the average (mean) sums to zero in both 
cases. Maybe that's a good perspective in which it is straightforwardly zero sum -
- deviation from the mean is zero sum (while total status isn't zero sum but 
doesn't matter).

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Carter Pierce <carterpierce@nycmail.com>
Subject: Re: [BoI] Habits and induction
Date: February 7, 2013 at 6:58 PM

On 6 Feb 2013, at 6:31 PM, Alan Forrester wrote:
On 6 Feb 2013, at 23:03, Carter Pierce <carterpierce@nycmail.com> wrote:

What is happening "under the hood" when a person learns? What is the 
explanation for the phenomenon of learning something?

What sort of explanation are you looking for? There are various possible levels 
of explanation from what neurons do, to what computations they are 
implementing, to why sorts of knowledge lead to progress, and lots of stuff in 
between.

I'm looking for a high-evel way to think about what happens when we learn, 
similar to how we think about boiling water increasing the pressure in a closed 
container without actually having to model the trajectory of every individual water 
molecule.  I want to understand *why* one's intention to learn and the actions one 
takes to do so actually result in knowledge.  What is happening within us when 
we get better at something?

I don't know of any part of the Beginning of Infinity that talks about how learning 
works, and Wikipedia (http://en.wikipedia.org/wiki/Learning) is not helpful. (Its 
second sentence says, "The ability to learn is possessed by humans, animals 
and some machines.", isn't it only people who can learn?)

Maybe this is too big or vague of an issue to explain in a mailing list message. If 
so, I would welcome pointers to other sources.

-- 

http://en.wikipedia.org/wiki/Learning


From: Carter Pierce <carterpierce@nycmail.com>
Subject: Re: [BoI] Habits and induction
Date: February 7, 2013 at 7:16 PM

On Feb 6, 2013, at 2:43 AM, Elliot Temple wrote:
[excellent answers to my other questions]
Is the question: how does a large part of human thinking work, in full explicit 
detail, in English?

That is indeed basically what I asked, but what you wrote above made me realize 
that it's not actually what I want to know. I can accept that knowledge is gained by 
conjecture and refutation. I want to know how that knowledge, once gained, is 
stored in people.  If this is too vague I can try to clarify it.

The answer to that question is not accessible and not needed to solve any 
problem in your life. Partial answers to it are primarily of philosophical interest.

Do you mean "not accessible at the present time"? Okay. At any rate, my interest 
in this issue is philosophical.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Habits and induction
Date: February 7, 2013 at 7:41 PM

On Feb 7, 2013, at 4:16 PM, "Carter Pierce" <carterpierce@nycmail.com> wrote:

On Feb 6, 2013, at 2:43 AM, Elliot Temple wrote:
[excellent answers to my other questions]
Is the question: how does a large part of human thinking work, in full explicit 
detail, in English?

That is indeed basically what I asked, but what you wrote above made me 
realize that it's not actually what I want to know. I can accept that knowledge is 
gained by conjecture and refutation. I want to know how that knowledge, once 
gained, is stored in people.  If this is too vague I can try to clarify it.

You mean physical storage? So you want an explanation similar to how a hard 
disk works, but for brains? Or similar to how a filesystem works, but for brains? 
Or what?

The answer to that question is not accessible and not needed to solve any 
problem in your life. Partial answers to it are primarily of philosophical interest.

Do you mean "not accessible at the present time"? Okay. At any rate, my 
interest in this issue is philosophical.

It's hard to access. It's not available. Knowledge of it can be created, though not 
straightforwardly.

Also the original question is too vague. Or maybe misconceived. Is it assuming as 
a premise that there is one answer to how a not-too-well-defined large part of 
human thinking works? That is a bad premise. Maybe different people deal with 
that same area of thought in different ways. Maybe there's a dozen common 
ways it works, and some people know several and switch around. The structure 
of the answer needn't be one way.

-- Elliot Temple



http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Habits and induction
Date: February 7, 2013 at 8:11 PM

On Feb 7, 2013, at 3:58 PM, Carter Pierce <carterpierce@nycmail.com> wrote:

On 6 Feb 2013, at 6:31 PM, Alan Forrester wrote:
On 6 Feb 2013, at 23:03, Carter Pierce <carterpierce@nycmail.com> wrote:

What is happening "under the hood" when a person learns? What is the 
explanation for the phenomenon of learning something?

What sort of explanation are you looking for? There are various possible levels 
of explanation from what neurons do, to what computations they are 
implementing, to why sorts of knowledge lead to progress, and lots of stuff in 
between.

I'm looking for a high-evel way to think about what happens when we learn, 
similar to how we think about boiling water increasing the pressure in a closed 
container without actually having to model the trajectory of every individual 
water molecule.  I want to understand *why* one's intention to learn and the 
actions one takes to do so actually result in knowledge.  What is happening 
within us when we get better at something?

I don't know of any part of the Beginning of Infinity that talks about how learning 
works,

BoI does discuss it, as does Popper. For example from BoI:

Then there are the limitations of epistemology: we cannot create knowledge 
other than by the fallible method of conjecture and criticism; errors are 
inevitable, and only errorcorrecting processes can succeed or continue for long. 
None of this contradicts the maxim, because none of those limitations need ever 
cause an unresolvable conflict of explanations.

Create knowledge means learn.

And, for example, the chapter that discusses voting talks about how to think.

-- Elliot Temple
http://curi.us/

http://curi.us/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Boredom
Date: February 7, 2013 at 8:40 PM

On Jan 3, 2013, at 11:26 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/01/2013, at 17:35, "Elliot Temple" <curi@curi.us> wrote:

What is boredom?

The part of the brain that is responsible for thoughts is not a muscle, so it 
probably does not fatigue, instead having the same thoughts - which might be 
the same experiences - produces a state, which is probably a fact-of-life *like* 
fatigue called boredom. Boredom is like sadness or happiness. It's an emotion, 
isn't it?

Whether there is an emotion or not, the *situation* of not having/finding enough 
stuff to do exists, is called boredom, and matters.

Actually that statement of it is a little misleading because one theory of a major 
cause of boredom is that one does have things to do but finds ways to reject 
them. He's bored because he's putting creativity towards *not* doing things, 
rather than towards doing things.

How should it be addressed?

*Should* it be? Is it a problem?

Yes, if you want worthwhile projects to do and don't have any, that is bad. If you 
don't want the, lack of them is not called "boredom".

How are new interests created?

You guess what you might want to do and if you are really out of ideas, 
randomise. By this I mean just pick an interest a friend has that you have never 
had and try it. Trying it with a friend can be more fun, not always, but it can be 
safer with a friend who might know more about known pitfalls or whatever. If it is 



something like skydiving or going to Paris to learn French or dropping acid or 
just fishing, it's hard to know "what it is like" by just thinking about it or trying to 
simulate a virtual reality of it in your head. You have to actually do it. Only then 
is it properly criticised. It can be accepted as a new interest, or refuted and the 
whole process can begin again. If you are bored by trying to create new 
interests in this way, that is another problem. There are many sports. Pick one. 
There are many academic subject. Try reading about a new one. There are 
many places. Visit one. If nothing works, after some time, it might not be 
boredom. It might be something else and you need to guess again.

People are typically good at creating interests during childhood but less good 
at it later. And don't remember how they did it as children.

Again, new things are interesting.

So can you quickly start liking chess, starcraft, PUA, dancing, singing, acting, 
accounting, programming? All of the above?

I doubt it.

Even if you can, most people don't know how to do that. "New things are 
interesting" is totally inadequate.

For adults trying new things, many things are not "sticky". The rate is of how 
many would work vs not work is far worse than it appears. Randomizing is a bad 
idea. The reason is people are able to guess which things they might like with 
some accuracy, and which they'd hate with some accuracy, so people trying new 
interests will try the more promising ones and still it often doesn't work out.

Further, it'd work out a lot less still if it wasn't basically conventional people trying 
conventional interests they are already primed for. Which is different than creating 
new interests from scratch.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Hostility
Date: February 7, 2013 at 9:26 PM

On Jan 4, 2013, at 12:16 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 04/01/2013, at 18:20, "Elliot Temple" <curi@curi.us> wrote:

There are basically two things I have not been allowing on my email lists. One 
is hostility.

How does one interpret hostility?

One can always be mistaken about whether hostility exists.

This is the same as with anything else. What is your point?

I could have said I don't allow discussion of cats and you could have asked how I 
interpret cats and said one can always be mistaken about whether cats are being 
discussed (true).

But that'd be a silly answer.

A threat of violence is hostile, but in real life, tone can carry hostility with great 
clarity.

Tone is often very hard to find in postings, though. So if hostility is largely carried 
by tone, itself hard to interpret, hostility can be misinterpreted.

Yes, there's often hostility that is hard to detect online so really it's online-
detectable hostility that isn't allowed.

I wish to be lenient, liberal and tolerant. But I do not want good posters 
harassed or to have a bad list atmosphere.

Public forums on the internet almost always have a bad atmosphere, it seems.



I don't think this is true (many public forums are nice enough) but I also don't think 
it's relevant. If some other places have low standards it doesn't mean BoI should.

Or they gain one eventually. It might be something to do with how it's a new way 
of communicating and the culture of how to communicate has not developed in 
a mature way. We know as a society how to communicate face to face for the 
most part without issues,

There are HUGE issues with face to face communication. For example, there is a 
lot of hostility that people hide and it's messing up the discussion but because it's 
hidden people have a harder time addressing it. And IRL conversations are 
hampered by tons of social rules. And there is the issue IRL of having to 
remember what people say without being able to reread, and having to remember 
your thoughts while the other person talks without being able to talk at the same 
time, and it only gets worse with more than two people chatting. And there's 
problems with lack of quoting and lack of seriousness and lack of following up on 
conversations once they stop once and lack of asynchronous conversations that 
allow better scheduling options to the participants. And people often will try so 
hard to aovid any hostilities that they avoid saying stuff of substance or saying 
any opinion anyone might not love. Lots of problems.

Many people are inconsistent and moody.

Many or most?

If it's most, that is also called "many". Many is a superset. It's not one or the other. 
"Or" makes more sense with mutually exclusive options. You would not say, "Is 
the toy green or small?"

Is it too much to ask that they don't post while hostile?

Possibly, because they might post something they honestly think is not and 
others think it is and then hostility begins not because the OP was hostile but 



over *whether* it is. If an accusation of hostility is made, and it's false, that 
accusation can be seen as hostile.

A person might repeatedly do everything they know in order to conjure the 
language in such a way to appear neutral and not hostile and yet be told over 
and again they are hostile. Asking them not to post is then tantamount to 
banning them. They might not know. And it can also be the case that the 
accusation can simply be wrong. Their words are not hostile, but the 
interpretation is mistaken.

Like any other field of knowledge understanding stuff is possible. People can ask 
questions, learn, solve problems. Like BoI says.

One way attempts at neutrality can appear hostile because moral relativism is 
hostile to the good guys.

Another way is if you're at an opinionated place, e.g. a Ruby on Rails list, and 
then you are carefully neutral between Rails and a rival like PHP then that comes 
off as disagreeing with the values of the list you're on. People will think you're 
avoiding saying Rails is awesome, like everyone else thinks, b/c you do not think 
it, you disagree, you have a problem with Rails. Your neutrality on a non-neutral 
list can communicate that.

One reason I hesitate is because: who cares what they say? Does it really 
matter if people post stupid, hostile, mean stuff?

Is it possible that labelling something as stupid is hostile? I can see that most 
people would think this. Even if a person is not labelled stupid, writing "this post 
is stupid" or "what you say there is stupid" can be seen as hostile. People 
disagree about what is, and is not, hostile.

It depends on whether the word "stupid" is used for clarity (e.g. to express 
something being majorly wrong which can be hard to communicate using only 
mild words. and one doesn't want to miscommunicate! some mistakes are stupid 
and saying so can help people fix it. some people are stupid but don't know they 
are stupid so they aren't working on the problem as well as they could be.) or 
whether the purpose (and effect) is to make someone feel bad or put them down 
in social status or something like that.



-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: rational-politics-list@googlegroups.com
Subject: Re: [BoI] Re: [RP] Mises on Pan-Europe
Date: February 7, 2013 at 9:48 PM

On Feb 7, 2013 3:36 PM, "Elliot Temple" <curi@curi.us> wrote:

On Feb 7, 2013, at 7:55 AM, Rami Rustom <rombomb@gmail.com> wrote:

From _Liberalism: The Classical Tradition_:

Any reform in international relations must aim at abolishing a situation in 
which each country seeks in every way possible to enlarge its territory at the 
expense of other countries. The problem of international boundaries, which 
has assumed such overwhelming importance today, must lose all its 
significance. The nations must come to realize that the most important 
problem of foreign policy is the establishment of lasting peace, and they must 
understand that this can be assured throughout the world only if the field of 
activity permitted to the state is limited to the narrowest range. Only then will 
the size and extent of the territory subject to the sovereignty of the state no 
longer assume such overwhelming importance for the life of the individual as 
to make it seem natural, now as in the past, for rivers of blood to be shed in 
disputes over boundaries. The narrow-mindedness which sees nothing 
beyond one’s own state and one’s own nation and which has no conception 
of the importance of international cooperation must be replaced by a 
cosmopolitan outlook. This, however, is possible only if the society of nations, 
the international superstate, is so constituted that no people and no individual 
is oppressed on account of nationality or national peculiarities.

Nationalist policies, which always begin by aiming at the ruination of one’s 
neighbor, must, in the final analysis, lead to the ruination of all. In order to 
overcome such provincialism and to replace it by a policy genuinely 
cosmopolitan in its orientation, it is first necessary for the nations of the world 
to realize that their interests do not stand in mutual opposition and that every 
nation best serves its own cause when it is intent on promoting the 
development of all nations and scrupulously abstains from every attempt to 
use violence against other nations or parts of other nations. Thus, what is 
needed is not the replacement of national chauvinism by a chauvinism that 
would have some larger, supranational entity for its object, but rather the 
recognition that every sort of chauvinism is mistaken. The old, militaristic 



methods of international politics must now give way to new, peaceful 
methods aiming at cooperative effort, and not at mutual warfare.

The champions of Pan-Europe and of the United States of Europe, however, 
have other ends in view. They do not plan on establishing a new kind of state 
different in its policies from the imperialistic and militaristic states that have 
existed up to now, but on a reconstitution of the old imperialistic and 
militaristic idea of the state. Pan-Europe is to be greater than the individual 
states that will comprise it; it is to be more powerful than they are and 
therefore more efficient militarily and better suited to oppose such great 
powers as England, the United States of America, and Russia. A European 
chauvinism is to take the place of the French, the German, or the Hungarian 
variety; a united front formed of all the European nations is to be directed 
against “foreigners”: Britons, Americans, Russians, Chinese, and Japanese.

End quote.

So Mises says that we shouldn't be thinking in terms of status.

And that we should be thinking in non-zero-sum terms rather than zero-sum.

It looks like the status mistake is connected with the zero-sum
mistake, e.g. if you do one then you're doing the other.

This is vague.

And false: some people want status but think about lots of things in non-zero-
sum ways.

I meant: "[In a given situation, ] if you're thinking one, then you're
thinking the other."

"If you do one then you're doing the other" is an ambitious universal statement 
applying to all people who think of status. But people aren't all the same, there's 
lot of diversity, so this claim is just as false as most claims in this category.

Is that a general criticism of all ideas of the type: ideas about
people's thinking that tries to apply to all people?



This is a category of claim one shouldn't make carelessly; it needs some 
thought to avoid making a fool of oneself.

Does that mean that that type of statement is one that people
shouldn't make at all (because of the general-purpose criticism I
mentioned above)? Or that, if someone makes such a statement, he
should look for counter examples (and other criticism)?

But you, Rami, continue to carelessly make such claims, while not persistently 
following up on criticism of having done so. This anti-critical attitude is 
persistently leading to a succession of mistakes.

Yes.

Some thoughts on status and zero sum:

Status is inherently zero sum (or at least similar) because status is *relative*: if 
everyone gains 100 status, no one really gained anything.

It's not exactly the same as zero sum because, for example, you could have two 
low status people and one high status guy. But then one of the low status 
people gains status and that's a new situation. Total status of everyone went up 
from 1 to 2. Then the other does and that's a new situation too with everyone 
equal now. You might think the total status is now 3. But what is the sum total of 
status when everyone is equal? It's best to call that zero.

Another way to put this: it's like zero sum because for one person to get a lead 
means someone else gets behind. But it's different because the total sum 
doesn't even matter.

Even going from [0,0,1] to [0,1,1] can be seen as two people who are 1/3 behind 
the average in the first state and one guy 2/3s behind the average in the second 
state. And people's deviation from the average (mean) sums to zero in both 
cases. Maybe that's a good perspective in which it is straightforwardly zero sum 



-- deviation from the mean is zero sum (while total status isn't zero sum but 
doesn't matter).

I see a disconnect between status-thinking and zero-sum-thinking.
Thinking in terms of status (of individuals or groups) is like adding
up the total value of that individual or group, and of others, and
then comparing the values. Thinking in terms of zero-sum is about
adding up the total value of a social transaction.

Some more thoughts on the relationship between status-thinking and
zero-sum-thinking:

Sometimes people buy things to increase their relative status. So, the
seller wins, but the buyer loses, since he gained nothing of objective
value. So this is a zero-sum situation.

Sometimes people think they are being "taken advantage of by the rich"
in a trade transaction because, for example, they think the price is
"too high" (meaning somebody is doing something immoral). Thinking in
terms of "the rich" and "the poor" is thinking in terms of status. Its
also zero-sum thinking because he believes that he's losing while the
seller is gaining, but actually the situation is non-zero-sum since
its a 100% voluntary transaction (on both parties).

-- Rami

-- 
You received this message because you are subscribed to the Google Groups 
"Rational Politics" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to rational-politics-list+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Cc: rational-politics-list@googlegroups.com
Subject: Re: [BoI] Re: [RP] Mises on Pan-Europe
Date: February 7, 2013 at 9:57 PM

On Feb 7, 2013, at 6:48 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Feb 7, 2013 3:36 PM, "Elliot Temple" <curi@curi.us> wrote:

On Feb 7, 2013, at 7:55 AM, Rami Rustom <rombomb@gmail.com> wrote:

From _Liberalism: The Classical Tradition_:

Any reform in international relations must aim at abolishing a situation in 
which each country seeks in every way possible to enlarge its territory at the 
expense of other countries. The problem of international boundaries, which 
has assumed such overwhelming importance today, must lose all its 
significance. The nations must come to realize that the most important 
problem of foreign policy is the establishment of lasting peace, and they 
must understand that this can be assured throughout the world only if the 
field of activity permitted to the state is limited to the narrowest range. Only 
then will the size and extent of the territory subject to the sovereignty of the 
state no longer assume such overwhelming importance for the life of the 
individual as to make it seem natural, now as in the past, for rivers of blood 
to be shed in disputes over boundaries. The narrow-mindedness which sees 
nothing beyond one’s own state and one’s own nation and which has no 
conception of the importance of international cooperation must be replaced 
by a cosmopolitan outlook. This, however, is possible only if the society of 
nations, the international superstate, is so constituted that no people and no 
individual is oppressed on account of nationality or national peculiarities.

Nationalist policies, which always begin by aiming at the ruination of one’s 
neighbor, must, in the final analysis, lead to the ruination of all. In order to 
overcome such provincialism and to replace it by a policy genuinely 
cosmopolitan in its orientation, it is first necessary for the nations of the 
world to realize that their interests do not stand in mutual opposition and 
that every nation best serves its own cause when it is intent on promoting 
the development of all nations and scrupulously abstains from every attempt 
to use violence against other nations or parts of other nations. Thus, what is 
needed is not the replacement of national chauvinism by a chauvinism that 



would have some larger, supranational entity for its object, but rather the 
recognition that every sort of chauvinism is mistaken. The old, militaristic 
methods of international politics must now give way to new, peaceful 
methods aiming at cooperative effort, and not at mutual warfare.

The champions of Pan-Europe and of the United States of Europe, however, 
have other ends in view. They do not plan on establishing a new kind of 
state different in its policies from the imperialistic and militaristic states that 
have existed up to now, but on a reconstitution of the old imperialistic and 
militaristic idea of the state. Pan-Europe is to be greater than the individual 
states that will comprise it; it is to be more powerful than they are and 
therefore more efficient militarily and better suited to oppose such great 
powers as England, the United States of America, and Russia. A European 
chauvinism is to take the place of the French, the German, or the Hungarian 
variety; a united front formed of all the European nations is to be directed 
against “foreigners”: Britons, Americans, Russians, Chinese, and Japanese.

End quote.

So Mises says that we shouldn't be thinking in terms of status.

And that we should be thinking in non-zero-sum terms rather than zero-sum.

It looks like the status mistake is connected with the zero-sum
mistake, e.g. if you do one then you're doing the other.

This is vague.

And false: some people want status but think about lots of things in non-zero-
sum ways.

I meant: "[In a given situation, ] if you're thinking one, then you're
thinking the other."

Still not true. E.g. some people plan to gain status while also pulling many people 
up with them and not making enemies or losers. Whether it will work or not, that 
is how they think.

And still not something Mises said or implied or argued or anything like that. Just 



something you made up that didn't really have much to do with the text, or at 
least you don't explain the connections to the text.

"If you do one then you're doing the other" is an ambitious universal statement 
applying to all people who think of status. But people aren't all the same, 
there's lot of diversity, so this claim is just as false as most claims in this 
category.

Is that a general criticism of all ideas of the type: ideas about
people's thinking that tries to apply to all people?

Yes this criticism has substantial reach.

This is a category of claim one shouldn't make carelessly; it needs some 
thought to avoid making a fool of oneself.

Does that mean that that type of statement is one that people
shouldn't make at all (because of the general-purpose criticism I
mentioned above)? Or that, if someone makes such a statement, he
should look for counter examples (and other criticism)?

But you, Rami, continue to carelessly make such claims, while not persistently 
following up on criticism of having done so. This anti-critical attitude is 
persistently leading to a succession of mistakes.

Yes.

Some thoughts on status and zero sum:

Status is inherently zero sum (or at least similar) because status is *relative*: if 
everyone gains 100 status, no one really gained anything.

It's not exactly the same as zero sum because, for example, you could have 



two low status people and one high status guy. But then one of the low status 
people gains status and that's a new situation. Total status of everyone went 
up from 1 to 2. Then the other does and that's a new situation too with 
everyone equal now. You might think the total status is now 3. But what is the 
sum total of status when everyone is equal? It's best to call that zero.

Another way to put this: it's like zero sum because for one person to get a lead 
means someone else gets behind. But it's different because the total sum 
doesn't even matter.

Even going from [0,0,1] to [0,1,1] can be seen as two people who are 1/3 
behind the average in the first state and one guy 2/3s behind the average in 
the second state. And people's deviation from the average (mean) sums to 
zero in both cases. Maybe that's a good perspective in which it is 
straightforwardly zero sum -- deviation from the mean is zero sum (while total 
status isn't zero sum but doesn't matter).

I see a disconnect between status-thinking and zero-sum-thinking.
Thinking in terms of status (of individuals or groups) is like adding
up the total value of that individual or group, and of others, and
then comparing the values. Thinking in terms of zero-sum is about
adding up the total value of a social transaction.

Some more thoughts on the relationship between status-thinking and
zero-sum-thinking:

this is still assuming there is a substantial relationship, after making mistakes, 
seeing a disconnect, and never providing actual arguments for a connection.

Sometimes people buy things to increase their relative status. So, the
seller wins, but the buyer loses, since he gained nothing of objective
value. So this is a zero-sum situation.

how is that a zero sum situation?

you should explain assertions like this. i can't tell if you know what zero sum 
means, or what you think this has to do with zero sum.



Sometimes people think they are being "taken advantage of by the rich"
in a trade transaction because, for example, they think the price is
"too high" (meaning somebody is doing something immoral). Thinking in
terms of "the rich" and "the poor" is thinking in terms of status. Its
also zero-sum thinking because he believes that he's losing while the
seller is gaining, but actually the situation is non-zero-sum since
its a 100% voluntary transaction (on both parties).

he does not really believe he's losing, he believes he's gaining something, e.g. 
food. he believes he should gain more or something.

or maybe not, it's hard to know the psychology of the irrationality. but at least 
sometimes it's how i said. your analysis is not good and uses "zero-sum" loosely 
even though it's supposedly about zero-sum.

-- Elliot Temple
http://elliottemple.com/

-- 
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For more options, visit https://groups.google.com/groups/opt_out.
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justification and induction
Date: February 7, 2013 at 10:10 PM

On Jan 12, 2013, at 5:57 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Wed, Dec 26, 2012 at 3:09 PM, Elliot Temple <curi@curi.us> wrote:
Induction has an old problem: whatever ideas people think they've induced 
may be false. So what good is induction?

It is a source of guesses. Thats it.

FYI you are advocating induction, contrary to me/DD/Popper.

The standard answer, stated or not, is that inducing ideas increases their 
epistemological status (justification). By a lot.

Thats wrong because ideas are boolean, i.e. they are either true or
false (aka 1 or 0).

It's wrong because it differs from a rival epistemology? No I don't think that is the 
reason it's wrong.

This is a bad answer because it makes the standard justificationist mistake: to 
think ideas have degrees of status.

Which is wrong because there are only two possible statuses, 1 and 0.
There are no degrees. So you can't have a +2 or +10 or +1000.

No that's not why.

One of the consequences is to treat criticism as lowering status, which allows 
ignoring some problems.



Right. It means that criticisms (because they are ideas themselves)
have degrees of status. In which case they would have degrees of
negative status acting against the guess that the criticism applies
to. So for example, lets say that a guess has been given a degree of
truth of 10, and lets say its criticism has been given a status of 8,
then the overall status of the guess is 10 - 8 = 2, which says its
true, since its the degree of truth value is more than 0.

But actually the guess is falsified by the criticism, so it is false
-- its truth value is 0. The math works like this: 1 - 1 = 0.

When there is a criticism, what is actually needed to rescue any knowledge is 
an explanation.

Specifically, an explanation of a flaw in the criticism that is acting
against the guess in question.

No, other types of explanation can rescue knowledge too. E.g. (as I intended 
above) an explanation of how to rescue some knowledge while leaving being the 
criticized mistake. This is doing it directly.

Another justificationist mistake is positive arguments that increase status.

Yes [...]

From how you present your comments, I think you think you agree with me, and 
know the same stuff I was talking about. Actually you were mostly disagreeing 
with me, and do not understand the arguments I was making well.

-- Elliot Temple
http://fallibleideas.com/

-- 
-- 
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From: Anonymous Email <anonymous@curi.us>
Subject: [BoI] Free Will
Date: February 7, 2013 at 10:34 PM

the whole free will debate is kinda weird

their problem with free will is "it doesn't exist"

but if it solves a problem, it does exist.

that is how existence works

so you would need to make some *other* criticism or your entire case is stupid

they would need to show either it doesn't solve the problem it's
supposed to, or something else solves it so free will is unnecessary

to do this, they would need to understand the problems in question.
which they don't. which is why they don't see the value of free will.
this is far more of a commentary on their ignorance of anything
related to morality, than it is anything else

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Definition of a constructor
Date: February 7, 2013 at 11:12 PM

On Jan 17, 2013, at 11:53 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On page 5 of

A new paper by David:

http://arxiv.org/abs/1210.7439

Constructor Theory

It says,

"The definition of a constructor for a task A requires it to be a constructor for A 
again after performing an instance of A . Its other attributes may change, but 
what the user must do in order to cause it to perform the task must remain the 
same. (The term 'user' here is not intended to have any anthropomorphic 
connotation; the user is whatever presents the constructor with its substrates, 
causing it to perform its task.) If a machine stops being capable of performing 
a task A after its N'th run because its battery has run down, then it is not a 
constructor for A after the ( N - 1)'th run either, because the N 'th run does not 
end with it being such a constructor - and so it follows by induction that it never 
was one. However, the same machine excluding the battery could still be a 
constructor for a related task whose substrates include a battery whose 
legitimate input states specify enough charge to perform A at least once."

So individual humans are not constructors, at least not in
environments that don't offer immortality services.

So "constructor" is defined to exclude, e.g., a construction worker.

No real life tools qualify as constructors in any real situations,
either, because they always get thrown out after finite maintenance
and repairs. (or are wholesale replacement deliveries for the
constructor itself allowed to be part of the substrate?)

This is a counter-intuitive definition. Perhaps that is one of the

http://arxiv.org/abs/1210.7439


factors contributing to Brett not understanding it.

I do not understand yet understand this (and am probably well out of my depth 
for the moment!). I am motivated by an attempt to notice any links between the 
idea of "constructors" and human beings as "universal explainers". My initial 
thought was that an explanation would be a type of construction which *would* 
make humans constructors but...do those final two sentences quoted above 
mean that a human being *cannot* be a constructor because a human being 
dies?

yeah that's what it says: humans are only constructors in substrates
offering immorality related services.

yes this is a weird, counter intuitive definition.

So...if at some point a 'machine' is no longer able to perform its
task...it never was a constructor...?

that is what it says.

But the last sentence quoted above seems to say that a machine which is 
unable to perform its task (because it has no battery, say) can still be a 
constructor "for a related task" (not the *same* task?) so long as the "substrates 
of that other task include a battery whose legitimate input states specify enough 
charge to perform A at least once." Which suggests a constructor is must exist 
forever. Once it has a power supply, it must always be able to specify that it can 
always find enough charge to continue to power its constructions.

substrate means the initial conditions, basically the resources it's
given as part of a construction. a task means you get a certain set of
resources and have to build a certain thing, and you can figure out if
a given constructor can do it or not.

something that relies on a battery isn't a constructor for lego
spaceships if the task only provides legos in the "substrate" but no
replacement batteries. but it can be in a different task which is to
build a lego spaceship using some lego pieces as well as some gas,
some wall outlets, some batteries, etc... This second task is a



"related task" but a different task that it's easier to be a
constructor for thanks to the refueling options.

a universal constructor can do any construction that any constructor
can do. so if there is any constructor that manages not to need
battery replacements (e.g. one powered by gas), then one that relies
on batteries isn't universal because it can't do a lego construction
given only legos and gas, but that is a possible construction with
another constructor. and similarly, the gas powered one cannot do the
task that provides legos and replacement batteries as "substrate", so
it's not universal either. a universal one would have to either use no
fuel or be able to refuel with any possible type of fuel that any
other constructor (even a specialized non-universal one) can use.

a typical semi-automated assembly line robotic tool type of thing is
only a constructor for tasks which specify a "substrate" including
things like human operators and maintenance crews (but i'm not sure if
that's even good enough, since sometimes they will throw it in the
trash and put in a new one). but in this case, the substrate is doing
a ton of the constructing work, rather than the "constructor" doing
it. so again using the definition we have something that looks kinda
misleading.

So *that* seems to suggest a human being *could* be a constructor if the 
human had a way of ensuring they lived forever (i.e: was capable of performing 
a task such that the task specified some way of continuing to do whatever it is a 
human does).

a human is a constructor in a substrate with knowledge and resources
for repairing all damage to his body and otherwise dealing with all
aging, wear and tear, etc... But because some other constructors can
do some other constructions in some other circumstances, a human is
not a universal constructor.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] why do people care about appearance?
Date: February 7, 2013 at 11:48 PM

On Jan 16, 2013, at 6:20 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jan 16, 2013 12:24 AM, "Elliot Temple" <curi@curi.us> wrote:

b/c social expectations surrounding appearance are easy to judge. you can 
evaluate (part of) someone's level of social conformity without even talking to 
them.

by having social requirements with visible results, they are more enforceable. 
it's easier to give credit where due, and scorn where due.

I don't see my appearance, not of myself nor of my car. Only other
people do. So why should I put so much effort into it? For my benefit
or theirs?

So what? What problem are you trying to solve? How is this a reply to me? What 
does it have to do with what I was talking about?

i was saying why (most) people do. you reply with some reasons you don't think 
people should. so what?

I don't get any benefit at all, unless I *care* what other people
think of me, in which case I benefit by having them think a certain
way about me.

or care how they treat you, what they invite you to, how much money they pay 
you, etc

Some people say that they do it for themselves. But that makes no
sense.

it makes some sense: they do it to get the life they are trying to get. and then they 
get to live that life, they -- not someone else -- get the benefits of having that life.



They say it makes them feel good. But how? It's gotta be
because they *care* what other's think of them, and so what they mean
by "it makes them feel good" is that they feel good that others are
thinking about them a certain way, aka social approval.

hmm, its status again. If I dress better, I have higher social status.
If I have a nice shinny car, I have higher social status. And if I
have higher social status, I feel better. Its a justificationist
mistake.

I want zero (or neutral) status. I don't want people to judge me (i.e.
my ideas) by my status.

Elliot mentioned that Richard Feynman thought that fame gave him
negative value. How? Maybe its because with fame comes higher social
status, and with that comes problems. But what sort of problems?

he said how. maybe you should read his books instead of making stuff up.

in short, he specifically said that fame brought non-physicists to his lectures who 
expected general interest lectures got in the way of his lecturing to colleagues.

-- Elliot Temple
http://beginningofinfinity.com/

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] why do people care about appearance?
Date: February 7, 2013 at 11:54 PM

On Jan 16, 2013, at 7:10 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/01/2013, at 1:21, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jan 16, 2013 12:24 AM, "Elliot Temple" <curi@curi.us> wrote:

b/c social expectations surrounding appearance are easy to judge. you can 
evaluate (part of) someone's level of social conformity without even talking to 
them.

by having social requirements with visible results, they are more enforceable. 
it's easier to give credit where due, and scorn where due.

I don't see my appearance, not of myself nor of my car. Only other
people do. So why should I put so much effort into it? For my benefit
or theirs?

I don't get any benefit at all, unless I *care* what other people
think of me, in which case I benefit by having them think a certain
way about me.

Isn't a consequence of Elliot's point that your appearance very much does affect 
you? What people think of you affects how they *behave* towards you. A couple 
of threads recently have touched on this. When Elliot mentions "credit" and 
"scorn" above...consider the reality of the society we live in.

In some cases simply the clothes you wear can be part of the causal chain 
which leads to violence towards youself. Choose to wear a KKK outfit in a black 
neighbourhood and see how long it is before you no longer 'care' what people 
think of your appearance. People's thoughts are the fuel in the engine of their 
behaviour.

Some people say that they do it for themselves. But that makes no
sense. They say it makes them feel good. But how? It's gotta be
because they *care* what other's think of them, and so what they mean
by "it makes them feel good" is that they feel good that others are



thinking about them a certain way, aka social approval.

I suppose social approval isn't bad. Or good. It's got no moral valence.

Working for social approval is bad and corrupting. It matters a lot morally.

It does things like restrict your options in life and prevent you from going down 
some good paths. That is not neutral.

Ayn Rand talks about being attuned to "social vibrations" and wrote at great 
length about how this destroys people (e.g. it's second handed and criticizing 
second handedness is the main theme of The Fountainhead).

If you work towards it...well it may depend on your motivation. Do you think 
gaining approval will gain you money and allow you to solve more problems and 
do more good stuff? Then it's just another way (like eating well) that helps you 
get more of what you want accomplished, faster. Just like eating *nothing* but 
deep fried hot dogs and washing them down with beer might slow down your 
productivity over time, so too might wearing nothing but a g-string to that next 
business meeting reduce your money-making opportunities. These are simply 
facts about the way the world is, even if we do not like it.

Even in the best societies we have - say, Sydney for example, a bastion of 
tolerance and acceptance for the most part...choosing certain outfits is as sure a 
way to ensure you get attacked as punching a Hells Angels gang member in the 
face. (Consider wearing a "The Hells Angels are Faggots!" T-shirt outside their 
clubhouse).

Heh. South Park actually did a show calling bikers faggots. No bikers went and 
beat up the show creators. Yay tolerance!

And yay for the non-conformist people who do South Park. If they were after 
social approval, they wouldn't be the awesome people they are. They would be 
worse. The non-conformity they do is not of neutral value, it's wonderful, it's high 
value.

-- Elliot Temple



http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Carter Pierce <carterpierce@nycmail.com>
Subject: Re: [BoI] Free Will
Date: February 7, 2013 at 11:57 PM

Anonymous Email wrote:
the whole free will debate is kinda weird
their problem with free will is "it doesn't exist"
but if it solves a problem, it does exist.

What problem does free will solve? And what is free will, roughly speaking? Here 
are a things people have said that might be relevant.

In https://groups.google.com/d/msg/beginning-of-
infinity/NfD2ADY5PGQ/83u6sh70CbgJ>, Elliot Temple wrote:
"Suppose for a moment that "free will" was the following position: that choices 
and human (moral) responsibility exist."

So that's one possible way to think about it. In a televised interview with Phil 
Donahue, Ayn Rand said: "Free will consists of your capacity to think or not. If 
you think, you made the right choice. If you evade, that's the mortal sin according 
to my philosophy."

Finally, and for this I couldn't find the exact quote, but I thought Beginning of 
Infinity said something like, "free will is the idea that we could have chosen 
otherwise". And we know from quantum physics that, for any choice we make, 
there do indeed exist universes in which we chose otherwise. But my intuition is 
that there should be a way to explain it without reference to quantum physics.

that is how existence works

Yes. Something exists if and only if we need it to explain the world.

-- 

https://groups.google.com/d/msg/beginning-of-infinity/NfD2ADY5PGQ/83u6sh70CbgJ


From: Carter Pierce <carterpierce@nycmail.com>
Subject: Re: [BoI] why do people care about appearance?
Date: February 8, 2013 at 12:11 AM

On Feb 7, 2013, Elliot Temple wrote:
Ayn Rand talks about being attuned to "social vibrations" and wrote at great 
length about how this destroys people (e.g. it's second handed and criticizing 
second handedness is the main theme of The Fountainhead).

Where did Ayn Rand used the phrase "social vibrations"? I searched the web for 
this term but couldn't find any specific references to her books, talks, or 
interviews.

-- 
-- 
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From: Carter Pierce <carterpierce@nycmail.com>
Subject: Re: [BoI] Habits and induction
Date: February 8, 2013 at 12:31 AM

On Feb 7, 2013, Elliot Temple wrote:
On Feb 7, 2013, at 4:16 PM, "Carter Pierce" <carterpierce@nycmail.com> 
wrote:

On Feb 6, 2013, at 2:43 AM, Elliot Temple wrote:
[excellent answers to my other questions]
Is the question: how does a large part of human thinking work, in full explicit 
detail, in English?

That is indeed basically what I asked, but what you wrote above made me 
realize that it's not actually what I want to know. I can accept that knowledge is 
gained by conjecture and refutation. I want to know how that knowledge, once 
gained, is stored in people. If this is too vague I can try to clarify it.

You mean physical storage? So you want an explanation similar to how a hard 
disk works, but for brains? Or similar to how a filesystem works, but for brains? 
Or what?

Yeah. Or even a way to think about how it works that might not be physically 
accurate, but is still a good metaphor for understanding it.

Also the original question is too vague. Or maybe misconceived. Is it assuming 
as a premise that there is one answer to how a not-too-well-defined large part of 
human thinking works?

I don't mean for there to be only one way... I'm just looking for *a* way. Right now 
I have no handle on it at all. Someone does conjectures and refutations, and then 
something I don't understand takes place, and then knowledge is there. I'm 
looking for a way to fill in some of the blanks. But perhaps such questions are 
don't make sense without the context of an actual problem. (Of which I have 
plenty, but none of them, as far as I can see, are related to not understanding this 
topic.)

That is a bad premise. Maybe different people deal with that same area of 
thought in different ways. Maybe there's a dozen common ways it works, and 
some people know several and switch around. The structure of the answer 



needn't be one way.

I hadn't conidered that possibility! Maybe it works differently for different people. 
In that case, even a pointer to a summary of the top dozen ways it works would 
be of great interest to me.

-- 



From: Carter Pierce <carterpierce@nycmail.com>
Subject: Re: [BoI] Habits and induction
Date: February 8, 2013 at 12:39 AM

On Feb 7, 2013 at 8:11 PM Elliot Temple wrote:
On Feb 7, 2013, at 3:58 PM, Carter Pierce <carterpierce@nycmail.com> wrote:

I don't know of any part of the Beginning of Infinity that talks about how 
learning works,

BoI does discuss it, as does Popper. For example from BoI:

Then there are the limitations of epistemology: we cannot create knowledge 
other than by the fallible method of conjecture and criticism; errors are 
inevitable, and only errorcorrecting processes can succeed or continue for 
long. [...]

OK, Popper and BoI discuss the idea that learning as arises from a process of 
conjecture and refutations. But I knew that. As I wrote in the first message in this 
thread, "There have to be some kind of conjectures and refutations involved. But 
how does it work?"

Create knowledge means learn.

And, for example, the chapter that discusses voting talks about how to think.

I think the main idea of that chapter is that weighing alternatives is an irrational 
approach to decision-making. This applies to thinking in general, because it 
implies that it is irrational to judge conflicting ideas by weighing them in any way, 
such as by how strongly one feels about them, or by how many other people 
have advocated them, or by some combination these and other things. A different 
approach is needed.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] why do people care about appearance?
Date: February 8, 2013 at 12:40 AM

On Feb 7, 2013, at 9:11 PM, "Carter Pierce" <carterpierce@nycmail.com> wrote:

On Feb 7, 2013, Elliot Temple wrote:
Ayn Rand talks about being attuned to "social vibrations" and wrote at great 
length about how this destroys people (e.g. it's second handed and criticizing 
second handedness is the main theme of The Fountainhead).

Where did Ayn Rand used the phrase "social vibrations"? I searched the web for 
this term but couldn't find any specific references to her books, talks, or 
interviews.

I guess it was "emotional vibrations". And some other phrases that mean social 
vibrations. From VoS:

... But a neurotic can “enjoy” a party for reasons unrelated to the real activities 
taking place; he may hate or despise or fear all the people present, he may act 
like a noisy fool and feel secretly ashamed of it—but he will feel that he is 
enjoying it all, because people are emitting the vibrations of approval, or 
because it is a social distinction to have been invited to this party, or because 
other people appear to be gay, or because the party has spared him, for the 
length of an evening, the terror of being alone.

 All this is accompanied by raised eyebrows, wide-eyed stares, shrugs, 
grunts, snickers and the entire arsenal of nonverbal signals communicating 
ominous innuendoes and emotional vibrations of a single kind: disapproval.

 If those vibrations fail, if such debaters are challenged, one finds that they 
have no arguments, no evidence, no proof, no reason, no ground to stand on—
that their noisy aggressiveness serves to hide a vacuum—that the Argument 
from Intimidation is a confession of intellectual impotence.



 Strictly speaking, a social metaphysician does not conceive of his 
Argument in conscious terms: he finds it “instinctively” by introspection—since it 
represents his psycho-epistemological way of life. We have all met the 
exasperating type of person who does not listen to what one says, but to the 
emotional vibrations of one’s voice, anxiously translating them into approval or 
disapproval, then answering accordingly. This is a kind of self-imposed 
Argument from Intimidation, to which a social metaphysician surrenders in most 
of his human encounters. And thus when he meets an adversary, when his 
premises are challenged, he resorts automatically to the weapon that terrifies 
him most: the withdrawal of a moral sanction.

And from AS:

 CHAPTER VIII >
THE EGOIST

 "It wasn't real, was it?" said Mr. Thompson.
 They stood in front of the radio, as the last sound of Galt's voice had left 
them. No one had moved through the span of silence; they had stood, looking at 
the radio, as if waiting. But the radio was now only a wooden box with some 
knobs and a circle of cloth stretched over an empty loud-speaker.
 "We seem to have heard it," said Tinky Holloway.
 "We couldn't help it," said Chick Morrison.
 Mr. Thompson was sitting on a crate. The pale, oblong smear at the level 
of his elbow was the face of Wesley Mouch, who was seated on the floor. Far 
behind them, like an island in the vast semi-darkness of the studio space, the 
drawing room prepared for their broadcast stood deserted and fully lighted, a 
semicircle of empty armchairs under a cobweb of dead microphones in the glare 
of the floodlights which no one had taken the initiative to turn off.
 Mr. Thompson's eyes were darting over the faces around him, as if in 
search of some special vibrations known only to him. The rest of them were 
trying to do it surreptitiously, each attempting to catch a glimpse of the others 
without letting them catch his own glance.
 "Let me out of here!" screamed a young third-rate assistant, suddenly and 
to no one in particular.
 "Stay put!" snapped Mr. Thompson.

-- Elliot Temple



http://curi.us/

-- 

http://curi.us/


From: Carter Pierce <carterpierce@nycmail.com>
Subject: Re: [BoI] Habits and induction
Date: February 8, 2013 at 12:43 AM

On Feb 8, 2013, Carter Pierce wrote:
On Feb 7, 2013, Elliot Temple wrote:

On Feb 7, 2013, at 4:16 PM, "Carter Pierce" <carterpierce@nycmail.com> 
wrote:

On Feb 6, 2013, at 2:43 AM, Elliot Temple wrote:
[excellent answers to my other questions]
Is the question: how does a large part of human thinking work, in full explicit 
detail, in English?

That is indeed basically what I asked, but what you wrote above made me 
realize that it's not actually what I want to know. I can accept that knowledge 
is gained by conjecture and refutation. I want to know how that knowledge, 
once gained, is stored in people. If this is too vague I can try to clarify it.

You mean physical storage? So you want an explanation similar to how a hard 
disk works, but for brains? Or similar to how a filesystem works, but for brains? 
Or what?

Yeah.

By this I mean, pointers to any of those explanations would be good.  Or, if not 
those, then maybe something like this:

Or even a way to think about how it works that might not be physically accurate, 
but is still a good metaphor for understanding it.

Because right now I draw a blank.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Habits and induction
Date: February 8, 2013 at 12:43 AM

On Feb 7, 2013, at 9:31 PM, "Carter Pierce" <carterpierce@nycmail.com> wrote:

On Feb 7, 2013, Elliot Temple wrote:

Also the original question is too vague. Or maybe misconceived. Is it assuming 
as a premise that there is one answer to how a not-too-well-defined large part 
of human thinking works?

I don't mean for there to be only one way... I'm just looking for *a* way. Right 
now I have no handle on it at all. Someone does conjectures and refutations, 
and then something I don't understand takes place, and then knowledge is 
there.

No, there's no extra step in the middle.

Try saying the same thing regarding evolution.

Animals replicate and are selected by death, and then something that I don't 
understand takes place, and then the knowledge is there (in genes).

-- Elliot Temple
http://curi.us/

-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Habits and induction
Date: February 8, 2013 at 12:58 AM

On Feb 7, 2013, at 9:39 PM, Carter Pierce <carterpierce@nycmail.com> wrote:

On Feb 7, 2013 at 8:11 PM Elliot Temple wrote:
On Feb 7, 2013, at 3:58 PM, Carter Pierce <carterpierce@nycmail.com> 
wrote:

I don't know of any part of the Beginning of Infinity that talks about how 
learning works,

BoI does discuss it, as does Popper. For example from BoI:

Then there are the limitations of epistemology: we cannot create knowledge 
other than by the fallible method of conjecture and criticism; errors are 
inevitable, and only errorcorrecting processes can succeed or continue for 
long. [...]

OK, Popper and BoI discuss the idea that learning as arises from a process of 
conjecture and refutations. But I knew that. As I wrote in the first message in this 
thread, "There have to be some kind of conjectures and refutations involved. But 
how does it work?"

Create knowledge means learn.

And, for example, the chapter that discusses voting talks about how to think.

I think the main idea of that chapter is that weighing alternatives is an irrational 
approach to decision-making. This applies to thinking in general, because it 
implies that it is irrational to judge conflicting ideas by weighing them in any way, 
such as by how strongly one feels about them, or by how many other people 
have advocated them, or by some combination these and other things. A 
different approach is needed.

The approach that's needed is to guess explanations, criticize them, and 
use/accept one you have no criticism of.

-- Elliot Temple



http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Definition of a constructor
Date: February 8, 2013 at 1:01 AM

On 08/02/2013, at 15:12, "Anonymous Email" <anonymous@curi.us> wrote:

On Jan 17, 2013, at 11:53 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On page 5 of

A new paper by David:

http://arxiv.org/abs/1210.7439

Constructor Theory

It says,

"The definition of a constructor for a task A requires it to be a constructor for 
A again after performing an instance of A . Its other attributes may change, 
but what the user must do in order to cause it to perform the task must 
remain the same. (The term 'user' here is not intended to have any 
anthropomorphic connotation; the user is whatever presents the constructor 
with its substrates, causing it to perform its task.) If a machine stops being 
capable of performing a task A after its N'th run because its battery has run 
down, then it is not a constructor for A after the ( N - 1)'th run either, because 
the N 'th run does not end with it being such a constructor - and so it follows 
by induction that it never was one. However, the same machine excluding the 
battery could still be a constructor for a related task whose substrates include 
a battery whose legitimate input states specify enough charge to perform A at 
least once."

So individual humans are not constructors, at least not in
environments that don't offer immortality services.

So "constructor" is defined to exclude, e.g., a construction worker.

No real life tools qualify as constructors in any real situations,
either, because they always get thrown out after finite maintenance
and repairs. (or are wholesale replacement deliveries for the

http://arxiv.org/abs/1210.7439


constructor itself allowed to be part of the substrate?)

This is a counter-intuitive definition. Perhaps that is one of the
factors contributing to Brett not understanding it.

Sure is. Thanks for clarifying. I did guess this was kinda the idea...but I failed to 
fully comprehend. Which means, I didn't understand.

So *that* seems to suggest a human being *could* be a constructor if the 
human had a way of ensuring they lived forever (i.e: was capable of 
performing a task such that the task specified some way of continuing to do 
whatever it is a human does).

a human is a constructor in a substrate with knowledge and resources
for repairing all damage to his body and otherwise dealing with all
aging, wear and tear, etc... But because some other constructors can
do some other constructions in some other circumstances, a human is
not a universal constructor.

I appreciate a little more of constructor theory now. Thanks.

Brett.

-- 



From: Carter Pierce <carterpierce@nycmail.com>
Subject: Re: [BoI] Habits and induction
Date: February 8, 2013 at 1:08 AM

On Feb 8, 2013, Elliot Temple wrote:
On Feb 7, 2013, at 9:31 PM, "Carter Pierce" <carterpierce@nycmail.com> 
wrote:

Someone does conjectures and refutations, and then something I don't 
understand takes place, and then knowledge is there.

No, there's no extra step in the middle.

Try saying the same thing regarding evolution.

Animals replicate and are selected by death, and then something that I don't 
understand takes place, and then the knowledge is there (in genes).

Actually, if I didn't know about genes I think I would ask that. Weren't genes and 
DNA the missing link in explaining how evolution actually works in nature today? 
(I say "today" because they don't help explain how life arose in the first place.)

As an aside, I find it easier to understand conjecture and refutation in nature than 
in the human mind. In a mind I'm not sure what counts as a refutation, whereas in 
nature, it's a refutation of a particular variation if its genes don't get passed on to 
the next generation.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Habits and induction
Date: February 8, 2013 at 1:19 AM

On Feb 7, 2013, at 10:08 PM, "Carter Pierce" <carterpierce@nycmail.com> 
wrote:

On Feb 8, 2013, Elliot Temple wrote:
On Feb 7, 2013, at 9:31 PM, "Carter Pierce" <carterpierce@nycmail.com> 
wrote:

Someone does conjectures and refutations, and then something I don't 
understand takes place, and then knowledge is there.

No, there's no extra step in the middle.

Try saying the same thing regarding evolution.

Animals replicate and are selected by death, and then something that I don't 
understand takes place, and then the knowledge is there (in genes).

Actually, if I didn't know about genes I think I would ask that. Weren't genes and 
DNA the missing link in explaining how evolution actually works in nature today? 
(I say "today" because they don't help explain how life arose in the first place.)

As an aside, I find it easier to understand conjecture and refutation in nature 
than in the human mind. In a mind I'm not sure what counts as a refutation, 
whereas in nature, it's a refutation of a particular variation if its genes don't get 
passed on to the next generation.

The parallel to genes is ideas. The guesses and criticisms modify one's set of 
ideas directly and then at the end the knowledge is there in the ideas, with no 
need for another middle step.

Like with evolution, the replication and selection stuff is itself changing genes 
around, getting knowledge into genes. Then, with no further step, there is 
knowledge in genes.

What counts as a refutation is whatever you accept as one.



-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] why do people care about appearance?
Date: February 8, 2013 at 2:52 AM

On 08/02/2013, at 15:54, "Elliot Temple" <curi@curi.us> wrote:

On Jan 16, 2013, at 7:10 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/01/2013, at 1:21, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jan 16, 2013 12:24 AM, "Elliot Temple" <curi@curi.us> wrote:

b/c social expectations surrounding appearance are easy to judge. you can 
evaluate (part of) someone's level of social conformity without even talking 
to them.

by having social requirements with visible results, they are more 
enforceable. it's easier to give credit where due, and scorn where due.

I don't see my appearance, not of myself nor of my car. Only other
people do. So why should I put so much effort into it? For my benefit
or theirs?

I don't get any benefit at all, unless I *care* what other people
think of me, in which case I benefit by having them think a certain
way about me.

Isn't a consequence of Elliot's point that your appearance very much does 
affect you? What people think of you affects how they *behave* towards you. A 
couple of threads recently have touched on this. When Elliot mentions "credit" 
and "scorn" above...consider the reality of the society we live in.

In some cases simply the clothes you wear can be part of the causal chain 
which leads to violence towards youself. Choose to wear a KKK outfit in a 
black neighbourhood and see how long it is before you no longer 'care' what 
people think of your appearance. People's thoughts are the fuel in the engine 
of their behaviour.

Some people say that they do it for themselves. But that makes no



sense. They say it makes them feel good. But how? It's gotta be
because they *care* what other's think of them, and so what they mean
by "it makes them feel good" is that they feel good that others are
thinking about them a certain way, aka social approval.

I suppose social approval isn't bad. Or good. It's got no moral valence.

Working for social approval is bad and corrupting. It matters a lot morally.

Right. *Working for* social approval is bad. Having social approval, despite your 
actions, or incidentally, has no moral valence. It just happens coincidentally 
sometimes. None of what I was saying above was about *working for*.

It does things like restrict your options in life and prevent you from going down 
some good paths. That is not neutral.

Ayn Rand talks about being attuned to "social vibrations" and wrote at great 
length about how this destroys people (e.g. it's second handed and criticizing 
second handedness is the main theme of The Fountainhead).

If you work towards it...well it may depend on your motivation. Do you think 
gaining approval will gain you money and allow you to solve more problems 
and do more good stuff? Then it's just another way (like eating well) that helps 
you get more of what you want accomplished, faster. Just like eating *nothing* 
but deep fried hot dogs and washing them down with beer might slow down 
your productivity over time, so too might wearing nothing but a g-string to that 
next business meeting reduce your money-making opportunities. These are 
simply facts about the way the world is, even if we do not like it.

Even in the best societies we have - say, Sydney for example, a bastion of 
tolerance and acceptance for the most part...choosing certain outfits is as sure 
a way to ensure you get attacked as punching a Hells Angels gang member in 
the face. (Consider wearing a "The Hells Angels are Faggots!" T-shirt outside 
their clubhouse).

Heh. South Park actually did a show calling bikers faggots. No bikers went and 
beat up the show creators. Yay tolerance!



And yay for the non-conformist people who do South Park. If they were after 
social approval, they wouldn't be the awesome people they are. They would be 
worse. The non-conformity they do is not of neutral value, it's wonderful, it's high 
value.

Right. This is also to say that courage is admirable. I still wouldn't recommend 
wearing certain t-shirts in certain places. Why? People are predictable 
sometimes.

Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] why do people care about appearance?
Date: February 8, 2013 at 2:56 AM

On Feb 7, 2013, at 11:52 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 08/02/2013, at 15:54, "Elliot Temple" <curi@curi.us> wrote:

On Jan 16, 2013, at 7:10 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/01/2013, at 1:21, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jan 16, 2013 12:24 AM, "Elliot Temple" <curi@curi.us> wrote:

b/c social expectations surrounding appearance are easy to judge. you 
can evaluate (part of) someone's level of social conformity without even 
talking to them.

by having social requirements with visible results, they are more 
enforceable. it's easier to give credit where due, and scorn where due.

I don't see my appearance, not of myself nor of my car. Only other
people do. So why should I put so much effort into it? For my benefit
or theirs?

I don't get any benefit at all, unless I *care* what other people
think of me, in which case I benefit by having them think a certain
way about me.

Isn't a consequence of Elliot's point that your appearance very much does 
affect you? What people think of you affects how they *behave* towards you. 
A couple of threads recently have touched on this. When Elliot mentions 
"credit" and "scorn" above...consider the reality of the society we live in.

In some cases simply the clothes you wear can be part of the causal chain 
which leads to violence towards youself. Choose to wear a KKK outfit in a 
black neighbourhood and see how long it is before you no longer 'care' what 
people think of your appearance. People's thoughts are the fuel in the engine 
of their behaviour.



Some people say that they do it for themselves. But that makes no
sense. They say it makes them feel good. But how? It's gotta be
because they *care* what other's think of them, and so what they mean
by "it makes them feel good" is that they feel good that others are
thinking about them a certain way, aka social approval.

I suppose social approval isn't bad. Or good. It's got no moral valence.

Working for social approval is bad and corrupting. It matters a lot morally.

Right. *Working for* social approval is bad. Having social approval, despite your 
actions, or incidentally, has no moral valence. It just happens coincidentally 
sometimes. None of what I was saying above was about *working for*.

I don't think it's ever happened that someone coincidentally had significant social 
approval. The rules are too extensive, complex, and sometimes bizarre.

Everyone does at least some mild steps to have some low level of social approval 
(enough to e.g. not get arrested). This is a bit dangerous, but also useful. No one 
gets a lot of social approval without doing rather more than this -- never just pure 
luck -- and that is much more dangerous.

If you think you have a counter example, let's hear it.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Definition of a constructor
Date: February 8, 2013 at 5:30 AM

On 8 Feb 2013, at 04:12, Anonymous Email <anonymous@curi.us> wrote:

On Jan 17, 2013, at 11:53 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On page 5 of

A new paper by David:

http://arxiv.org/abs/1210.7439

Constructor Theory

It says,

"The definition of a constructor for a task A requires it to be a constructor for 
A again after performing an instance of A . Its other attributes may change, 
but what the user must do in order to cause it to perform the task must 
remain the same. (The term 'user' here is not intended to have any 
anthropomorphic connotation; the user is whatever presents the constructor 
with its substrates, causing it to perform its task.) If a machine stops being 
capable of performing a task A after its N'th run because its battery has run 
down, then it is not a constructor for A after the ( N - 1)'th run either, because 
the N 'th run does not end with it being such a constructor - and so it follows 
by induction that it never was one. However, the same machine excluding the 
battery could still be a constructor for a related task whose substrates include 
a battery whose legitimate input states specify enough charge to perform A at 
least once."

So individual humans are not constructors, at least not in
environments that don't offer immortality services.

So "constructor" is defined to exclude, e.g., a construction worker.

No real life tools qualify as constructors in any real situations,
either, because they always get thrown out after finite maintenance
and repairs. (or are wholesale replacement deliveries for the

http://arxiv.org/abs/1210.7439


constructor itself allowed to be part of the substrate?)

This is a counter-intuitive definition. Perhaps that is one of the
factors contributing to Brett not understanding it.

I do not understand yet understand this (and am probably well out of my depth 
for the moment!). I am motivated by an attempt to notice any links between the 
idea of "constructors" and human beings as "universal explainers". My initial 
thought was that an explanation would be a type of construction which *would* 
make humans constructors but...do those final two sentences quoted above 
mean that a human being *cannot* be a constructor because a human being 
dies?

yeah that's what it says: humans are only constructors in substrates
offering immorality related services.

yes this is a weird, counter intuitive definition.

So...if at some point a 'machine' is no longer able to perform its
task...it never was a constructor...?

that is what it says.

But the last sentence quoted above seems to say that a machine which is 
unable to perform its task (because it has no battery, say) can still be a 
constructor "for a related task" (not the *same* task?) so long as the 
"substrates of that other task include a battery whose legitimate input states 
specify enough charge to perform A at least once." Which suggests a 
constructor is must exist forever. Once it has a power supply, it must always be 
able to specify that it can always find enough charge to continue to power its 
constructions.

substrate means the initial conditions, basically the resources it's
given as part of a construction. a task means you get a certain set of
resources and have to build a certain thing, and you can figure out if
a given constructor can do it or not.

something that relies on a battery isn't a constructor for lego



spaceships if the task only provides legos in the "substrate" but no
replacement batteries. but it can be in a different task which is to
build a lego spaceship using some lego pieces as well as some gas,
some wall outlets, some batteries, etc... This second task is a
"related task" but a different task that it's easier to be a
constructor for thanks to the refueling options.

a universal constructor can do any construction that any constructor
can do. so if there is any constructor that manages not to need
battery replacements (e.g. one powered by gas), then one that relies
on batteries isn't universal because it can't do a lego construction
given only legos and gas, but that is a possible construction with
another constructor. and similarly, the gas powered one cannot do the
task that provides legos and replacement batteries as "substrate", so
it's not universal either. a universal one would have to either use no
fuel or be able to refuel with any possible type of fuel that any
other constructor (even a specialized non-universal one) can use.

a typical semi-automated assembly line robotic tool type of thing is
only a constructor for tasks which specify a "substrate" including
things like human operators and maintenance crews (but i'm not sure if
that's even good enough, since sometimes they will throw it in the
trash and put in a new one). but in this case, the substrate is doing
a ton of the constructing work, rather than the "constructor" doing
it. so again using the definition we have something that looks kinda
misleading.

So *that* seems to suggest a human being *could* be a constructor if the 
human had a way of ensuring they lived forever (i.e: was capable of 
performing a task such that the task specified some way of continuing to do 
whatever it is a human does).

a human is a constructor in a substrate with knowledge and resources
for repairing all damage to his body and otherwise dealing with all
aging, wear and tear, etc... But because some other constructors can
do some other constructions in some other circumstances, a human is
not a universal constructor.



This is all true. The counter-intuitiveness, however, is not really in the definition 
(since any other definition that would allow laws of physics to be expressed in 
constructor-theoretic terms would be at least as counter-intuitive) but in the theory 
itself, which violates the prevailing conception of fundamental physics.

In particular, the remarks above about various objects that are approximate 
constructors (e.g. a factory, or a building worker) not *being* (perfect) 
constructors, are true of photons too, or any other object referred to in 
fundamental physics. Perfect examples of them cannot be prepared in nature. 
But all the properties of the approximate-photons that can be prepared in nature 
follow logically from the properties of the photons ('perfect photons') referred to in 
the theory of photons. We are accustomed to this when discussing sub-
microscopic objects, but constructor theory requires us to understand emergent 
laws of nature, and how they apply to real-life objects, in the same way. How the 
theory of (perfect) constructors describes real-life approximations to constructors 
is explained in Section 3.14 of the above-mentioned paper.

-- David Deutsch

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] why do people care about appearance?
Date: February 8, 2013 at 7:23 AM

On 08/02/2013, at 18:56, "Elliot Temple" <curi@curi.us> wrote:

On Feb 7, 2013, at 11:52 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 08/02/2013, at 15:54, "Elliot Temple" <curi@curi.us> wrote:

On Jan 16, 2013, at 7:10 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/01/2013, at 1:21, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jan 16, 2013 12:24 AM, "Elliot Temple" <curi@curi.us> wrote:

b/c social expectations surrounding appearance are easy to judge. you 
can evaluate (part of) someone's level of social conformity without even 
talking to them.

by having social requirements with visible results, they are more 
enforceable. it's easier to give credit where due, and scorn where due.

I don't see my appearance, not of myself nor of my car. Only other
people do. So why should I put so much effort into it? For my benefit
or theirs?

I don't get any benefit at all, unless I *care* what other people
think of me, in which case I benefit by having them think a certain
way about me.

Isn't a consequence of Elliot's point that your appearance very much does 
affect you? What people think of you affects how they *behave* towards 
you. A couple of threads recently have touched on this. When Elliot 
mentions "credit" and "scorn" above...consider the reality of the society we 
live in.

In some cases simply the clothes you wear can be part of the causal chain 



which leads to violence towards youself. Choose to wear a KKK outfit in a 
black neighbourhood and see how long it is before you no longer 'care' what 
people think of your appearance. People's thoughts are the fuel in the 
engine of their behaviour.

Some people say that they do it for themselves. But that makes no
sense. They say it makes them feel good. But how? It's gotta be
because they *care* what other's think of them, and so what they mean
by "it makes them feel good" is that they feel good that others are
thinking about them a certain way, aka social approval.

I suppose social approval isn't bad. Or good. It's got no moral valence.

Working for social approval is bad and corrupting. It matters a lot morally.

Right. *Working for* social approval is bad. Having social approval, despite 
your actions, or incidentally, has no moral valence. It just happens 
coincidentally sometimes. None of what I was saying above was about 
*working for*.

I don't think it's ever happened that someone coincidentally had significant 
social approval. The rules are too extensive, complex, and sometimes bizarre.

Everyone does at least some mild steps to have some low level of social 
approval (enough to e.g. not get arrested). This is a bit dangerous, but also 
useful. No one gets a lot of social approval without doing rather more than this -- 
never just pure luck -- and that is much more dangerous.

If you think you have a counter example, let's hear it.

I'm unsure about any of this. Do you think seeking social approval is something in 
the forefront of consciousness for many people? Is it subconscious? Thinking 
now about me personally, I actually cannot say. I think I just do what is 
convenient. An example with "fashion":

I walk into a store, pay little attention to what is on the rack. If it fits and I like it, I 
buy. I actually can't recall if I think: "will other people like this?" But then, I wonder 
now if the reason I would like, or not, what it is I purchase is some function of a 
broader cultural norm (i.e: others like what ai purchase. That must be the case in 



some trivial sense, because it is on the rack and selling. It's a simple 
consequence of an approximation to capitalism, right? What is available is what 
people like and so what is available for me to buy, regardless of whether I am 
thinking of whether "people" will like it.)

Are you suggesting I do, in some subconscious way seek approval with such 
purchases? The easiest way I find to clothe myself, cheaply and without much 
effort is to pay little attention to what's sold. Whatever is mass produced: hell, 
good enough. I know some people go from store to store. I hate that. I think I fit 
the stereotype of many males in this regard. Not all, but many. Freakin' 
conforming to social expectation of fashion, who cares? Just buy what's for sale 
in my size and is comfortable. I don't seek to rebel, I don't seek to fit it. I seek to 
minimise time in some store buying stuff. I got better things to do. Right?

As a side effect, I get social approval because I am constrained to purchase from 
a limited range, already socially approved. So be it. But I ain't working for it. Is 
this common? Actually going to the store to buy clothes which, incidentally, 
socially conform (even though this is not my objective) I guess are *not even* 
"mild steps to have some low level of social approval". That simply isn't an 
objective.

Or is it, in some way I have not identified? I need to keep warm, after all?

Brett.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Justification and induction
Date: February 9, 2013 at 9:00 AM

On Thu, Feb 7, 2013 at 9:10 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 12, 2013, at 5:57 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Wed, Dec 26, 2012 at 3:09 PM, Elliot Temple <curi@curi.us> wrote:
Induction has an old problem: whatever ideas people think they've induced 
may be false. So what good is induction?

It is a source of guesses. Thats it.

FYI you are advocating induction, contrary to me/DD/Popper.

Yes. Induction is wrong because its impossible for "it" to be a source
of guesses. Its our theories that are sources of guesses.

The standard answer, stated or not, is that inducing ideas increases their 
epistemological status (justification). By a lot.

Thats wrong because ideas are boolean, i.e. they are either true or
false (aka 1 or 0).

It's wrong because it differs from a rival epistemology? No I don't think that is the 
reason it's wrong.

Its wrong because its impossible. There is no explanation that
explains how induction works.

This is a bad answer because it makes the standard justificationist mistake: 
to think ideas have degrees of status.



Which is wrong because there are only two possible statuses, 1 and 0.
There are no degrees. So you can't have a +2 or +10 or +1000.

No that's not why.

One of the consequences is to treat criticism as lowering status, which allows 
ignoring some problems.

Right. It means that criticisms (because they are ideas themselves)
have degrees of status. In which case they would have degrees of
negative status acting against the guess that the criticism applies
to. So for example, lets say that a guess has been given a degree of
truth of 10, and lets say its criticism has been given a status of 8,
then the overall status of the guess is 10 - 8 = 2, which says its
true, since its the degree of truth value is more than 0.

But actually the guess is falsified by the criticism, so it is false
-- its truth value is 0. The math works like this: 1 - 1 = 0.

When there is a criticism, what is actually needed to rescue any knowledge is 
an explanation.

Specifically, an explanation of a flaw in the criticism that is acting
against the guess in question.

No, other types of explanation can rescue knowledge too. E.g. (as I intended 
above) an explanation of how to rescue some knowledge while leaving being 
the criticized mistake. This is doing it directly.

Another justificationist mistake is positive arguments that increase status.

Yes [...]



From how you present your comments, I think you think you agree with me, and 
know the same stuff I was talking about. Actually you were mostly disagreeing 
with me, and do not understand the arguments I was making well.

Yes.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Rami Rustom <rombomb@gmail.com>
Cc: TCS <taking-children-seriously@googlegroups.com>, Fabric-of-
Reality@yahoogroups.com
Subject: Re: [BoI] Re: [TCS] What is empathy (was: Why are you crying?)
Date: February 9, 2013 at 9:06 AM

On Dec 13, 2012 1:59 AM, "Elliot Temple" <curi@curi.us> wrote:

On Aug 23, 2012, at 8:58 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Aug 20, 2012 at 2:04 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Aug 20, 2012 3:07 AM, "a b" <asbbih@gmail.com> wrote:

On Sun, Aug 19, 2012 at 8:37 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

In these situations, the child might be very quiet about what the
problem is. So an approach that works is to guess why he might be sad
and form it into a question: "Are you sad about your mom not being
here?" If the guess was wrong, he'll tell you "no". If it was right,
he'll tell you "yes". And he may open up a lot more and tell you more
details. If he does, then use those details to form more accurate
guesses. Even if he doesn't say any more details, you can guess again:
"Are you sad because you won't be able to play with her anymore?" And
continue the cycle. And some point he'll give you a detail that is a
mistaken idea and you could help him by showing him that its a
mistaken idea. He might say, "I don't want to lose you." So at this
point you realize that the child is worried that he'll lose his only
remaining parent because he has already lost one parent. So here the
parent can say, "Oh.. well I'm very healthy, I'm probably not going to
die until I'm very old, like older than grandpa.. and by then you'll
be old like me. Did you know that most people die when they are very
old like older than grandpa?"

I'd agree this last part would be the right kind of response, but what
are you really doing...correcting a mistaken idea, or recognizing an



emotional need (with your emotions) and providing reassurance? If the
second, then does it make what is happening between you and the child
more or less clear by using this other vocabularly?

So about this empathy idea, I looked it up and there are many many
definitions of it. Here's my definition:

Empathy: The ability to understand that someone else is (mentally) hurting.

Empathy is actually a concept in the service of conformity. It has to do with 
respecting all emotions considered legitimate by social authority, but not others.

If you go find 20 examples of people actually using the concept, you may see 
what I mean. If not, post your counter examples.

You're right.

I noticed that TCS is big on empathy, even though the word empathy is
not used at all anywhere in TCS literature. TCS says that people
should not hurt each other. By hurt I mean mental/psychological hurt.
Mental hurt is an emotion.

TCS explains that hurt is caused by doing something to someone that
they don't want done to them. Also someone can hurt themselves by
acting on a want while having a conflicting want, so part of him wants
to do X and part of him wants to do Y but X and Y are conflicting, so
acting on X means doing something when part of you didn't want to do
it.

So if a parent makes his daughter do something she didn't want to do,
then he is hurting her. She has a negative emotion because she does
something she didn't want to do.

To my knowledge, TCS does not assert that is a matter of emotions. I think that 
is your idea, not TCS.

I don't see the need for you to attribute your statements to TCS. I think it'd work 
better if you just tried to say what you think is true and don't attribute it to TCS 



(or other sources) without using quotes from those sources.

Yes, I've made this mistake many times (attributing my ideas to others).

This emotion is called coercion.

TCS does not say coercion is an emotion. I think it isn't.

Right. Coercion is an epistemic state, not an emotion.

The child felt coerced. And the parent caused it.

In these situations, sometimes the parent feels a negative emotion
*because* the child felt a negative emotion. The parent doesn't want
the child to hurt, but the child is hurting. So part of the him
doesn't want to hurt his daughter, but part of him wants his daughter
do this thing. So the parent is coerced too, i.e. he feels coercion.
In these situations, the parent is empathetic. So empathy alone didn't
solve the problem.

Sometimes (or some parents?) doesn't feel a negative emotion about
coercing his child. In which case the parent isn't coerced, i.e. he
doesn't feel coercion. This is not empathetic.

So whats the solution? TCS explains that we should not coerce our
children (nor ourselves or anyone else either). But how do we get
things done? One alternative to coercion is persuasion, which works
well for children that can speak. Although the technique for
younger-than-speaking-age children is the same for older children and
even for adults, which is to be creative in providing alternate ideas
for things to do until one is found to be something that everyone
wants, so no one is coerced.

So here's an example. Your 4 year old is bored at home cause there
aren't any kids to play with

That is a bad explanation. No one is bored for that reason alone. There are 



things to do in life other than play with kids.

Right.

so he decides that he wants to go to
school with the other kids. Before school starts, we have to have a
dental checkup.

You don't have to. Part of being a good parent is questioning what one has to do 
to one's children.

Yes. People should have more of an infallibalist approach -- one of
doubting one's ideas more.

The night before the dental appointment, parent says
to child, "oh btw, tomorrow morning we have a dental appointment." Kid
says (with a frown), "no I don't want to go to the dentist." Parent
says, "oh if we don't do the dentist appointment then they won't let
you in school."

I am skeptical of this claim.

Kid says (with a smile), "oh" and then goes about his
business ending the discussion. The next day he wakes up mentally
ready to go to the dentist.

Why did kid accept doing something he didn't want to without any good 
arguments or explanations?

It sounds like he trusts his parent even to the point of sacrifice. That's not good. 
Parent should be emphasizing more that he's wrong a lot. Parent shouldn't have 
let the topic go at this. If child wasn't interested parent could research it on his 
own.

Right. Parent should doubt his ideas more (instead of irrationally
trusting his ideas), and he should help child doubt more too (instead
of irrationally trusting parent's ideas).



Why isn't parent saying something like this? "Because you don't want to go, i will 
try to find out if there's any other options. you can help if you want, or i can show 
you how i do it, but either way i'll try to get you out of it". Why is child satisfied 
even though parent didn't say anything like that?

Like you said, he's trusting the parent, i.e. the child is not
doubting the parent's ideas.

Now many people believe that kids aren't rational enough to be
persuaded. This is false.

I take it you intend the above as an example of rational persuasion of a child. 
But that's not a good argument because the parent just asserted something and 
the child never questioned it or learned about if/why it's true. And it's a poor 
argument because the above is just a hypothetical example (right?), so that 
doesn't prove it would happen in real life.

Right. They were explanationless assertions.

What is true is that sometimes parents are
not rational enough to create persuasive enough arguments. Sometimes
rational discussion is prevented when either of the two people are
using knowledge that they don't share.

No.

That claim implies rational discussion is always impossible, because no two 
people ever share exactly identical relevant knowledge. But rational discussion 
is possible, so the claim must be false.

So the parent should hone the
skill of refining his explanations using only the knowledge that they
both share. Another preventer of rational discussion is that parents
have bad habits of using facial expressions (e.g. frowns) that explain



to the child that the parent is angry or annoyed,

A frown is not an explanation.

It communicates, it does not explain.

Do you not know what an explanation is, even vaguely? Or did you not think 
about what one is before writing about them? I don't understand but I suspect 
there's an important misconception revealed here.

I've seen the word criticism used in this way: "Idea Y is a criticism
of idea X." But idea Y was not an explanation -- it was only an
assertion. Or X and Y are rival theories of each other, but they
aren't explanations of each other. So I thought that meant that the
word criticism is used loosely in this way. And since a criticism is
an explanation of a flaw in an idea, I thought that the word
explanation could be used loosely too, e.g. your frown explains that
my mistake is shameful.

So what do you think of my definition of empathy?

Which parts of my explanation do you disagree with?

It's an ivory tower philosopher-intellectual type of definition, rather than 
something connected to reality. It's important to pay some attention to the world 
we live in if one wishes to comment well on it.

Yes, my idea was disconnected from reality. And this is what
"ivory-tower-philosophy" means.

-- Rami

-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justification and induction
Date: February 9, 2013 at 1:30 PM

On Feb 9, 2013, at 6:00 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Feb 7, 2013 at 9:10 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 12, 2013, at 5:57 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Wed, Dec 26, 2012 at 3:09 PM, Elliot Temple <curi@curi.us> wrote:
Induction has an old problem: whatever ideas people think they've induced 
may be false. So what good is induction?

It is a source of guesses. Thats it.

FYI you are advocating induction, contrary to me/DD/Popper.

Yes. Induction is wrong because its impossible for "it" to be a source
of guesses. Its our theories that are sources of guesses.

That's not really why induction is wrong, that is more like a consequence of 
induction being wrong. (It can't be a source of guesses because it doesn't work 
because [other stuff]. Do you know what that stuff is?).

The standard answer, stated or not, is that inducing ideas increases their 
epistemological status (justification). By a lot.

Thats wrong because ideas are boolean, i.e. they are either true or
false (aka 1 or 0).

It's wrong because it differs from a rival epistemology? No I don't think that is 
the reason it's wrong.

Its wrong because its impossible. There is no explanation that
explains how induction works.



There are explanations of how it works, which are criticized. To understand the 
issue, one should understand several explanations of induction and refutations 
(not think there aren't any).

-- Elliot Temple
http://beginningofinfinity.com/

-- 
-- 
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From: Rami Rustom <rombomb@gmail.com>
Subject: [Objectivism Discussion] Re: Quotes from _Liberalism: The Classical 
Tradition_, by Mises objectivism-discussion <objectivism-
discussion@googlegroups.com>
Date: February 9, 2013 at 9:11 PM

On Thu, Jan 31, 2013 at 9:35 PM, Rami Rustom <rombomb@gmail.com> wrote:
Quotes from _Liberalism: The Classical Tradition_, by Ludwig Von Mises

On what Russia could have been:

Liberalism, which is based completely on science and whose policies 
represent nothing but the application of the results of science, must be on its 
guard not to make unscientific value judgments. Value judgments stand 
outside of science and are always purely subjective. One cannot, therefore, 
classify nations according to their worth and speak of them as worthy or as 
less worthy. Consequently, the question whether or not the Russians are 
inferior lies completely outside the scope of our consideration. We do not at all 
contend that they are so. What we maintain is only that they do not wish to 
enter into the scheme of human social cooperation. In relation to human 
society and the community of nations their position is that of a people intent on 
nothing but the consumption of what others have accumulated. People among 
whom the ideas of Dostoyevsky, Tolstoy, and Lenin are a living force cannot 
produce a lasting social organization. They must revert to a condition of 
complete barbarism. Russia is endowed far more richly by nature with fertility 
of soil and mineral resources of all kinds than is the United States. If the 
Russians had pursued the same capitalistic policy as the Americans, they 
would today be the richest people in the world. Despotism, imperialism, and 
Bolshevism have made them the poorest. Now they are seeking capital and 
credits from all over the world.

I think this part is moral relativism: "Value judgments stand outside
of science and are always purely subjective." Why shouldn't we say
that America is better than Russia? It is!

Looking at this again, I think Mises is saying that scientific
knowledge has higher status than compared to other knowledge. This is
a justificationist mistake.

-- Rami Rustom



http://ramirustom.blogspot.com
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From: Jon Oliver <jon_oliver@trendmicro.com.au>
Cc: josh@joshjordan.name
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: February 10, 2013 at 5:12 AM

On Wednesday, 23 January 2013 08:23:22 UTC+11, Josh Jordan wrote:

On Tue, Jan 15, 2013 at 5:20 AM, jon_o...@trendmicro.com <javascript:>
<jon_o...@trendmicro.com <javascript:>> wrote:

Rami, I would like to thank you for writing out these emails on BOI
group.

On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rom...@gmail.com<javascript:>>

wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
        "If this idea is true then it is false, else if this idea is

false then it is true."
Idea(1) is neither true nor false.

No, your idea(1) is simply false. To see this, formalize it in
propositional logic. For simplicity I will use the symbol X to refer
to your idea.
We then have:

   X = (X implies not-X AND not-X implies X)

No - the sentence that I have written cannot be written in propositional
logic.
The sentence "Idea (1)" is self referential - which cannot be adequately
described in propositional logic.



I deliberately constructed the sentence to be similar to the Curry Paradox
    http://en.wikipedia.org/wiki/Curry%27s_paradox
On that page it states:
    "Mathematical logic, on the other hand, generally does not countenance
explicit reference to its own sentences"

On Wednesday, 23 January 2013 08:23:22 UTC+11, Josh Jordan wrote:

 Therefore every mathematical statement is either true or false.

This statement was falsified.
In 1935, Kleene and Rosser demonstrated that the Lambda Calculus is
logically inconsistent.

Sincerely
Jon Oliver

-- 
-- 
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From: Josh Jordan <therealjoshjordan@gmail.com>
Cc: josh@joshjordan.name
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: February 10, 2013 at 12:01 PM

On Sun, Feb 10, 2013 at 5:12 AM, Jon Oliver
<jon_oliver@trendmicro.com.au> wrote:

On Wednesday, 23 January 2013 08:23:22 UTC+11, Josh Jordan wrote:
On Tue, Jan 15, 2013 at 5:20 AM, jon_o...@trendmicro.com

<jon_o...@trendmicro.com> wrote:
On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rom...@gmail.com>
wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
        "If this idea is true then it is false, else if this idea is
false then it is true."
Idea(1) is neither true nor false.

No, your idea(1) is simply false. To see this, formalize it in
propositional logic. For simplicity I will use the symbol X to refer
to your idea.
We then have:

   X = (X implies not-X AND not-X implies X)

No - the sentence that I have written cannot be written in propositional
logic.

The sentence "Idea (1)" is self referential - which cannot be adequately
described in propositional logic.

I deliberately constructed the sentence to be similar to the Curry Paradox
    http://en.wikipedia.org/wiki/Curry%27s_paradox
On that page it states:
    "Mathematical logic, on the other hand, generally does not

http://en.wikipedia.org/wiki/Curry%27s_paradox


countenance explicit reference to its own sentences"

That same page also states that "Curry's paradox also occurs in formal
logic.  In this context, it shows that if we assume there is a formal
sentence (X → Y), where X itself is equivalent to (X → Y), then we can
prove Y with a formal proof."

This is closely related to what I did above. But very well; if you don't
accept that formalization, then simply explain how you would formalize it
in http://en.wikipedia.org/wiki/ZFC, and I will try to explain again why no
paradox arises.

On Wednesday, 23 January 2013 08:23:22 UTC+11, Josh Jordan wrote:

 Therefore every mathematical statement is either true or false.

This statement was falsified. In 1935, Kleene and Rosser demonstrated
that the Lambda Calculus is logically inconsistent.

Thanks for the correction. In an inconsistent system, every statement is
indeed both true and false. (By the way, this was known before 1935.) Are
you suggesting that ZFC is inconsistent?

-- 

http://en.wikipedia.org/wiki/ZFC


From: Jon Oliver <jon_oliver@trendmicro.com.au>
Cc: josh@joshjordan.name
Subject: Re: [BoI] Re: Justificationism and Critical Rationalism
Date: February 10, 2013 at 6:08 PM

On Monday, 11 February 2013 04:01:07 UTC+11, Josh Jordan wrote:

On Sun, Feb 10, 2013 at 5:12 AM, Jon Oliver
<jon_o...@trendmicro.com.au <javascript:>> wrote:

On Wednesday, 23 January 2013 08:23:22 UTC+11, Josh Jordan wrote:
On Tue, Jan 15, 2013 at 5:20 AM, jon_o...@trendmicro.com <

jon_o...@trendmicro.com> wrote:
On  Saturday, 12 January 2013 11:15 AM, Rami Rustom 
<rom...@gmail.com

wrote:

Ideas are either true or false, i.e. 1 or 0.

This idea is not correct.
I will falsify it.

Let Idea(1) be the idea
        "If this idea is true then it is false, else if this idea is
false then it is true."
Idea(1) is neither true nor false.

No, your idea(1) is simply false. To see this, formalize it in
propositional logic. For simplicity I will use the symbol X to refer
to your idea.
We then have:

   X = (X implies not-X AND not-X implies X)

No - the sentence that I have written cannot be written in propositional
logic.

The sentence "Idea (1)" is self referential - which cannot be adequately
described in propositional logic.

I deliberately constructed the sentence to be similar to the Curry



Paradox
    http://en.wikipedia.org/wiki/Curry%27s_paradox
On that page it states:
    "Mathematical logic, on the other hand, generally does not

countenance explicit reference to its own sentences"

That same page also states that "Curry's paradox also occurs in formal
logic.  In this context, it shows that if we assume there is a formal
sentence (X → Y), where X itself is equivalent to (X → Y), then we can
prove Y with a formal proof."

This is closely related to what I did above. But very well; if you don't
accept that formalization, then simply explain how you would formalize it
in http://en.wikipedia.org/wiki/ZFC, and I will try to explain again why
no paradox arises.

Attempting to formalize it in a language where no paradox occurs is going
to very difficult.
If you wish to retain the semantics of the English sentence, then you need
to formalize it in a language that can represent the paradoxical meaning.

You attempted to resolve it in the propositional logic, resulting in the
claim "X = false."
But if the sentence is false, then by the second part of the sentence
    "else if this idea is false then it is true",
then the sentence is true, which contradicts the claim that "X = false."

So I will refrain from attempting to explain how to formalize it in ZFC.
You are welcome to attempt to refute me.
To refute me, you could for example formalize it in ZFC while retaining the
paradoxical semantics of the English sentence.
To do this would seem to be showing that ZFC was inconsistent - which I
think is very difficult to do (possibly impossible?)

http://en.wikipedia.org/wiki/Curry%27s_paradox
http://en.wikipedia.org/wiki/ZFC


On Wednesday, 23 January 2013 08:23:22 UTC+11, Josh Jordan wrote:

 Therefore every mathematical statement is either true or false.

This statement was falsified. In 1935, Kleene and Rosser demonstrated
that the Lambda Calculus is logically inconsistent.

Thanks for the correction. In an inconsistent system, every statement is
indeed both true and false. (By the way, this was known before 1935.) Are
you suggesting that ZFC is inconsistent?

No - I am suggesting that the statement "Therefore every mathematical
statement is either true or false" is incorrect.
In my previous post, I made no claims about ZFC.

Cheers
Jon

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Self-confidence and arrogance TCS <taking-children-
seriously@googlegroups.com>, Autonomy-Respecting-
Relationships@yahoogroups.com
Date: February 11, 2013 at 1:11 PM

On one of the forums I participate on...

Bob:

What do you consider the difference is between empowered self confidence and 
arrogance? The two can look remarkably similar and I am not sure there is a 
true difference, but more of an individual bias in interpretation in many cases. 
Yet I can think of some instances of arrogance that shows without self 
confidence and empowerment. What is your take on it?

Rami:

Self-confidence is good and arrogance is bad because...

Self-confidence is great as long as the person continues to be skeptical of his 
ideas/skills. If he crosses over to the point of no longer doubting his own ideas 
much, then this is arrogance.

Arrogance is bad because it leads to complacency, which is a sort of passivity. 
This sort of passivity causes one to make more mistakes.

End quote.

Adam:

Why do you feel a person should continue to remain skeptical of his ideas and 
skills? If you share your ideas and skills, do you live in a space of doubt yourself 
when you share....like remain open to other ideas and skills that might change 
your own.....to help you see a better idea or skill that might be better to the goal 
you are seeking? If not would you consider yourself arrogant when you are not 
being skeptical in yourself?



Dustin:

Nobody is infallible, so of course you need to always question yourself and what 
you know. Anything which is capable of being explained through logic, reason 
and evidence can always be challenged and upended in the face of new 
evidence or crisper reasoning.

If you're talking about what it is which is important to you, your values, then this 
is a different matter. You don't need to have any evidence to support your 
opinions, and you can speak quite confidently in what you think is good or 
motivates you.

End quote.

Rami:

Does a reason count as evidence (in the context of your sentence)? If so, then I 
disagree with you because...

Say a parent values hitting his children as a form of teaching them morals. He 
believes its moral/good. This is his opinion. Do you think he should not look for 
evidence/reasons for his view? Now consider that he knows that some people 
have the opposing view that hitting children is immoral/bad. So now this person 
knows that there is an idea out there that contradicts his own. Should he reject 
that rival idea without reason (aka irrationally)? Or should he go find out the 
reasons for the rival idea? By finding out the reasons for the rival idea, he'd 
have the opportunity to learn that the rival idea is wrong and his right, or that the 
rival idea is right and his wrong.

Dustin:

If we're going to play that game then you have to look at from the most 
fundamental level and consider whether or not the welfare of your child is good 
to begin with. Most parents will want the best for their children, but valuing the 
child's welfare is itself is subjective. If you turn outward for evidence or reason 
for such a moral axiom, you will find none — pure objectivity invariably leads to 
nihilism, as objects hold no opinions. The universe does not care if your son 



lives, dies, suffers or thrives.

Only once your values have been determined and a particular goal has been set 
can you begin to apply objectivity, for then you can discover what my be 
conducive toward such ends. You can merely calibrate an objective system to 
be conducive toward those ends. Science tells us how best to achieve certain 
effects, but we're the ones who decide whether or not such things are desirable.

Why should conscious beings not suffer? Why shouldn't they all suffer horribly? 
What does science have to say about ethics, really? It doesn't. It can't. Values 
are subjectively determined.

End quote.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Morality (was: Self-confidence and arrogance) TCS <taking-
children-seriously@googlegroups.com>, Autonomy-Respecting-
Relationships@yahoogroups.com
Date: February 11, 2013 at 1:22 PM

So Dustin opened up an old can of worms, a disagreement we had over
objective morality, and I was trying to avoid it because we don't need
it for talking about self-confidence and arrogance (see below).

On Mon, Feb 11, 2013 at 12:11 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On 2/11/2013 Dustin wrote:

If we're going to play that game then you have to look at from the most 
fundamental level and consider whether or not the welfare of your child is good 
to begin with. Most parents will want the best for their children, but valuing the 
child's welfare is itself is subjective.

I believe that parents treating their children well is beneficial to children AND to 
parents. And I believe this to be true for everyone. Do you?

If you turn outward for evidence or reason for such a moral axiom, you will find 
none — pure objectivity invariably leads to nihilism, as objects hold no 
opinions.

I don't know what you mean by "pure objectivity", so I don't know what "pure 
objectivity invariably leads to nihilism" means. In any case, I suggest that we 
don't use the words objectivity/subjectivity since we've disagreed on this and we 
have yet to reach agreement.

The universe does not care if your son lives, dies, suffers or thrives.

The universe does not care period. Its not a person. Only people can care.



Only once your values have been determined and a particular goal has been 
set can you begin to apply objectivity, for then you can discover what my be 
conducive toward such ends. You can merely calibrate an objective system to 
be conducive toward those ends. Science tells us how best to achieve certain 
effects, but we're the ones who decide whether or not such things are 
desirable.

Why should conscious beings not suffer? Why shouldn't they all suffer 
horribly?

Because its not conducive to happiness. And more importantly, someone else 
should not stop me from pursuing my own happiness.

Do you agree that its beneficial for me that other people refrain from infringing 
on my freedom to pursue my own happiness?

Do you agree that its beneficial for each individual that other people refrain from 
infringing on each other's freedom to pursue their own happiness?

What does science have to say about ethics, really? It doesn't. It can't. Values 
are subjectively determined.

Science cannot answer moral questions. Scientific knowledge can only be 
gained by ruling out scientific theories by physical evidence. If a theory cannot, 
in principle, be ruled out by physical evidence, then it is not a scientific theory. 
This is what is meant by Popper's Line of Demarcation. But, this does not imply 
that only scientific knowledge is attainable. Philosophical and moral knowledge 
(among others) is attainable too.

-- Rami Rustom
http://ramirustom.blogspot.com
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From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Morality (was: Self-confidence and arrogance) TCS <taking-
children-seriously@googlegroups.com>, Autonomy-Respecting-
Relationships@yahoogroups.com
Date: February 11, 2013 at 1:32 PM

On 2/11/2013 Dustin wrote:
On Mon, Feb 11, 2013 at 12:11 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On 2/11/2013 Dustin wrote:

If we're going to play that game then you have to look at from the most 
fundamental level and consider whether or not the welfare of your child is 
good to begin with. Most parents will want the best for their children, but 
valuing the child's welfare is itself is subjective.

I believe that parents treating their children well is beneficial to children AND to 
parents. And I believe this to be true for everyone. Do you?

If you turn outward for evidence or reason for such a moral axiom, you will 
find none — pure objectivity invariably leads to nihilism, as objects hold no 
opinions.

I don't know what you mean by "pure objectivity", so I don't know what "pure 
objectivity invariably leads to nihilism" means. In any case, I suggest that we 
don't use the words objectivity/subjectivity since we've disagreed on this and 
we have yet to reach agreement.

http://www.merriam-webster.com/dictionary/objective : b : of, relating to, or being 
an object, phenomenon, or condition in the realm of sensible experience 
independent of individual thought and perceptible by all observers : having 
reality independent of the mind

http://www.merriam-webster.com/dictionary/subjective : a : characteristic of or 
belonging to reality as perceived rather than as independent of mind

Value has no objective basis. It is subjective, ethereal, intangible.

http://www.merriam-webster.com/dictionary/objective
http://www.merriam-webster.com/dictionary/subjective


The universe does not care if your son lives, dies, suffers or thrives.

The universe does not care period. Its not a person. Only people can care.

Which is precisely why value and ethics will never, ever be objective.

Only once your values have been determined and a particular goal has been 
set can you begin to apply objectivity, for then you can discover what my be 
conducive toward such ends. You can merely calibrate an objective system to 
be conducive toward those ends. Science tells us how best to achieve certain 
effects, but we're the ones who decide whether or not such things are 
desirable.

Why should conscious beings not suffer? Why shouldn't they all suffer 
horribly?

Because its not conducive to happiness. And more importantly, someone else 
should not stop me from pursuing my own happiness.

Do you agree that its beneficial for me that other people refrain from infringing 
on my freedom to pursue my own happiness?

Do you agree that its beneficial for each individual that other people refrain 
from infringing on each other's freedom to pursue their own happiness?

Whether I do or don't is an opinion and besides the point.

Its not besides the point. The point was something you said earlier,
I'll quote it:

If you're talking about what it is which is important to you, your values, then this 
is a different matter. You don't need to have any evidence to support your 
opinions, and you can speak quite confidently in what you think is good or 
motivates you.



And I said, quoting again:

Say a parent values hitting his children as a form of teaching them morals. He 
believes its moral/good to do this. This is his opinion. Lets also say that this 
parent knows that some people have the opposing view that hitting children is 
immoral/bad. So now this person knows that there is an idea out there (in the 
marketplace of ideas) that contradicts his own. Should he reject that rival idea 
without reason (i.e. irrationally)? Or should he go find out the reasons for the 
rival idea? By finding out the reasons for the rival idea, he'd have the opportunity 
to learn that the rival idea is wrong and his right, or that the rival idea is right and 
his wrong.

You also said that "You don't need to have any evidence[/reasons] to
support your opinions[/value-judgments]", but this would lead this man
to never question his value judgment of hitting his children, even in
the face of rival ideas.

Do you agree that if someone applied your idea that he'd be
closed-minded about his opinions/value-judgments? Do you agree that
your idea has the same effect as being arrogant about one's
opinions/value-judgments?

What does science have to say about ethics, really? It doesn't. It can't. Values 
are subjectively determined.

Science cannot answer moral questions. Scientific knowledge can only be 
gained by ruling out scientific theories by physical evidence. If a theory cannot, 
in principle, be ruled out by physical evidence, then it is not a scientific theory. 
This is what is meant by Popper's Line of Demarcation. But, this does not 
imply that only scientific knowledge is attainable. Philosophical and moral 
knowledge (among others) is attainable too.

Morality is a collection of opinions, nothing more. If you consider opinions to be 
knowledge, that's an interesting definition. You can only have knowledge about 
objective matters which may pertain to morality.

-- Rami Rustom



http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Close-minded (was: Self-confidence and arrogance) TCS <taking-
children-seriously@googlegroups.com>, Autonomy-Respecting-
Relationships@yahoogroups.com
Date: February 11, 2013 at 3:40 PM

Bob replied again. I think he's trying to persuade me that I've been
arrogant in our discussions. Or that I'm being close-minded.

On 2/11/2013 Rami wrote:
On 2/11/2013 Bob wrote:

On 2/11/2013 Rami wrote:
On 2/11/2013 Bob wrote:

What do you consider the difference is between empowered self confidence 
and arrogance? The two can look remarkably similar and I am not sure 
there is a true difference, but more of an individual bias in interpretation in 
many cases. Yet I can think of some instances of arrogance that shows 
without self confidence and empowerment. What is your take on it?

Self-confidence is great as long as the person continues to be skeptical of his 
ideas/skills. If he crosses over to the point of no longer doubting his own 
ideas much, then this is arrogance.

This is a good point, it often shows in arrogance, in thinking your way of seeing 
things is the only correct one. It even shows in those willing to learn if they 
discard anything that is not in furtherance of a point of view and/or agenda.

I'm not sure how to read that. I think it reads like this:

- Some people, even those who are willing to learn, will discard anything that is 
not in furtherance of their point of view and/or agenda.

The problem I have with it is the "anything" part. It implies that an idea is being 
discarded arbitrarily/irrationally/without-reason.

Discarding ideas arbitrarily/irrationally/without-reason is bad.



-- Rami Rustom
http://ramirustom.blogspot.com
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From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Close-minded (was: Self-confidence and arrogance) TCS 
<taking-children-seriously@googlegroups.com>, Autonomy-Respecting-
Relationships@yahoogroups.com
Date: February 11, 2013 at 3:42 PM

Bob replied again...

On Mon, Feb 11, 2013 at 2:40 PM, Rami Rustom <rombomb@gmail.com> wrote:
On 2/11/2013 Rami wrote:

On 2/11/2013 Bob wrote:
On 2/11/2013 Rami wrote:

On 2/11/2013 Bob wrote:

What do you consider the difference is between empowered self 
confidence and arrogance? The two can look remarkably similar and I am 
not sure there is a true difference, but more of an individual bias in 
interpretation in many cases. Yet I can think of some instances of 
arrogance that shows without self confidence and empowerment. What is 
your take on it?

Self-confidence is great as long as the person continues to be skeptical of 
his ideas/skills. If he crosses over to the point of no longer doubting his own 
ideas much, then this is arrogance.

This is a good point, it often shows in arrogance, in thinking your way of 
seeing things is the only correct one. It even shows in those willing to learn if 
they discard anything that is not in furtherance of a point of view and/or 
agenda.

I'm not sure how to read that. I think it reads like this:

- Some people, even those who are willing to learn, will discard anything that is 
not in furtherance of their point of view and/or agenda.

The problem I have with it is the "anything" part. It implies that an idea is being 
discarded arbitrarily/irrationally/without-reason.



Discarding ideas arbitrarily/irrationally/without-reason is bad.

It is not without reason, rather it is a bias in perception in favor of a certain view. 
Any view can be logically justified simply by inclusion of some data while 
excluding other. Changing the meaning of data too can be used to support any 
view.

Side note: you've managed to refute every view in this thread which did not 
agree with your own and you've done so on every discussion thread since 
you've been on this board. A distinct pattern shows plainly.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: Close-minded (was: Self-confidence and arrogance) TCS 
<taking-children-seriously@googlegroups.com>, Autonomy-Respecting-
Relationships@yahoogroups.com
Date: February 11, 2013 at 3:53 PM

On Mon, Feb 11, 2013 at 2:42 PM, Rami Rustom <rombomb@gmail.com> wrote:
On 2/11/2013 Bob wrote:

On 2/11/2013 Rami wrote:
On 2/11/2013 Bob wrote:

On 2/11/2013 Rami wrote:
On 2/11/2013 Bob wrote:

What do you consider the difference is between empowered self 
confidence and arrogance? The two can look remarkably similar and I am 
not sure there is a true difference, but more of an individual bias in 
interpretation in many cases. Yet I can think of some instances of 
arrogance that shows without self confidence and empowerment. What is 
your take on it?

Self-confidence is great as long as the person continues to be skeptical of 
his ideas/skills. If he crosses over to the point of no longer doubting his 
own ideas much, then this is arrogance.

This is a good point, it often shows in arrogance, in thinking your way of 
seeing things is the only correct one. It even shows in those willing to learn 
if they discard anything that is not in furtherance of a point of view and/or 
agenda.

I'm not sure how to read that. I think it reads like this:

- Some people, even those who are willing to learn, will discard anything that 
is not in furtherance of their point of view and/or agenda.

The problem I have with it is the "anything" part. It implies that an idea is 
being discarded arbitrarily/irrationally/without-reason.

Discarding ideas arbitrarily/irrationally/without-reason is bad.

It is not without reason, rather it is a bias in perception in favor of a certain 



view. Any view can be logically justified simply by inclusion of some data while 
excluding other. Changing the meaning of data too can be used to support any 
view.

But all data must be interpreted. Data cannot be used in absence of an 
interpretation. Do you agree?

And its the reasons for certain interpretations of data that people can disagree 
on. Do you agree?

Side note: you've managed to refute every view in this thread which did not 
agree with your own

In other words, I've disagreed with some of the views in this thread (which is 
also true for every single person that read this thread) and then I went further 
and presented my views (which is also true for many of the other people who 
participated in this discussion).

and you've done so on every discussion thread since you've been on this 
board. A distinct pattern shows plainly.

What pattern? That I disagree with other people more than other people do? Or 
that I disagree and post my views more often than other people do?

What do you think this pattern means? What is the significance?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
You received this message because you are subscribed to the Google Groups 
"Taking Children Seriously" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to taking-children-seriously+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Morality (was: Self-confidence and arrogance) TCS <taking-
children-seriously@googlegroups.com>, Autonomy-Respecting-
Relationships@yahoogroups.com
Date: February 13, 2013 at 9:19 AM

Dustin replied again and he still hasn't answered my basic questions
on morality. It seems that he's stuck on objective subjective junk.

On 2/12/2013 Dustin wrote:
On Mon, Feb 11, 2013 at 12:32 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On 2/11/2013 Dustin wrote:
On Mon, Feb 11, 2013 at 12:11 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On 2/11/2013 Dustin wrote:

If we're going to play that game then you have to look at from the most 
fundamental level and consider whether or not the welfare of your child is 
good to begin with. Most parents will want the best for their children, but 
valuing the child's welfare is itself is subjective.

I believe that parents treating their children well is beneficial to children AND 
to parents. And I believe this to be true for everyone. Do you?

If you turn outward for evidence or reason for such a moral axiom, you will 
find none — pure objectivity invariably leads to nihilism, as objects hold no 
opinions.

I don't know what you mean by "pure objectivity", so I don't know what "pure 
objectivity invariably leads to nihilism" means. In any case, I suggest that we 
don't use the words objectivity/subjectivity since we've disagreed on this and 
we have yet to reach agreement.

http://www.merriam-webster.com/dictionary/objective : b : of, relating to, or 
being an object, phenomenon, or condition in the realm of sensible 
experience independent of individual thought and perceptible by all observers 

http://www.merriam-webster.com/dictionary/objective


: having reality independent of the mind

http://www.merriam-webster.com/dictionary/subjective : a : characteristic of or 
belonging to reality as perceived rather than as independent of mind

Value has no objective basis. It is subjective, ethereal, intangible.

The universe does not care if your son lives, dies, suffers or thrives.

The universe does not care period. Its not a person. Only people can care.

Which is precisely why value and ethics will never, ever be objective.

Only once your values have been determined and a particular goal has 
been set can you begin to apply objectivity, for then you can discover what 
my be conducive toward such ends. You can merely calibrate an objective 
system to be conducive toward those ends. Science tells us how best to 
achieve certain effects, but we're the ones who decide whether or not such 
things are desirable.

Why should conscious beings not suffer? Why shouldn't they all suffer 
horribly?

Because its not conducive to happiness. And more importantly, someone 
else should not stop me from pursuing my own happiness.

Do you agree that its beneficial for me that other people refrain from 
infringing on my freedom to pursue my own happiness?

Do you agree that its beneficial for each individual that other people refrain 
from infringing on each other's freedom to pursue their own happiness?

Whether I do or don't is an opinion and besides the point.

Its not besides the point. The point was something you said earlier,

http://www.merriam-webster.com/dictionary/subjective


I'll quote it:

If you're talking about what it is which is important to you, your values, then 
this is a different matter. You don't need to have any evidence to support your 
opinions, and you can speak quite confidently in what you think is good or 
motivates you.

And I said, quoting again:

Say a parent values hitting his children as a form of teaching them morals. 
He believes its moral/good to do this. This is his opinion. Lets also say that 
this parent knows that some people have the opposing view that hitting 
children is immoral/bad. So now this person knows that there is an idea out 
there (in the marketplace of ideas) that contradicts his own. Should he reject 
that rival idea without reason (i.e. irrationally)? Or should he go find out the 
reasons for the rival idea? By finding out the reasons for the rival idea, he'd 
have the opportunity to learn that the rival idea is wrong and his right, or that 
the rival idea is right and his wrong.

It depends on what your subjective goals are. You can learn that something is 
more effective at accomplishing a goal, such as ensuring the welfare and future 
success of your children and reform your parenting, but your values haven't truly 
changed at the fundamental level as you presumably wanted the best for your 
child before and after. Teaching your children to be 'moral', however, is teaching 
them a set of opinions. Morality is 100% subjective.

You also said that "You don't need to have any evidence[/reasons] to
support your opinions[/value-judgments]", but this would lead this man
to never question his value judgment of hitting his children, even in
the face of rival ideas.

Do you agree that if someone applied your idea that he'd be
closed-minded about his opinions/value-judgments? Do you agree that
your idea has the same effect as being arrogant about one's
opinions/value-judgments?

No matter how you parse it, your starting point is subjective. Should you ever be 
open to the idea that torturing your children and causing the most suffering 



possible is the better morality? If you tell me nobody should ever have the goal 
of causing the most harm and suffering possible and no evidence will persuade 
you on the matter, then you should never be open to changing your fundamental 
values.

If you decided not to hit your children any more because you decided you don't 
want your children to be happy and not cause harm to others. What has 
changed isn't your desire to do what's best for them rather than determine what 
is the best method to achieve these ends. The motivation has never changed. 
The core value has never changed.

I'm going to quote myself this time with added examples in brackets:

If you're talking about what it is which is important to you [e.g., the welfare of 
your children and happiness of other human beings], your values, then this is a 
different matter. You don't need to have any evidence to support your opinions 
[e.g., the valuation of happiness is axiomatic/self-evident; science can't tell you 
whether is it correct or incorrect to value this as it is objectively neither correct 
nor incorrect], and you can speak quite confidently in what you think is good or 
motivates you [protecting your children and their future].

Your values dictate what your ends (e.g., protecting your children and 
preventing them doing harmful things to others) are, not the means (e.g., hitting 
your children to discourage particular behaviors). I would never change my 
values/ends/opinions on such a matter. The means are different.

"I want to live [an opinion on motivation/ends/value]; in my opinion, shooting 
myself in the head with a gun is a good way to continue living [an opinion on 
means]."

Your values can only be opinions and there's no reason why you should really 
change those from an objective standpoint. However, having an opinion on 
means, which can be examined objectively, is ill-advised.

What does science have to say about ethics, really? It doesn't. It can't. 
Values are subjectively determined.

Science cannot answer moral questions. Scientific knowledge can only be 



gained by ruling out scientific theories by physical evidence. If a theory 
cannot, in principle, be ruled out by physical evidence, then it is not a 
scientific theory. This is what is meant by Popper's Line of Demarcation. 
But, this does not imply that only scientific knowledge is attainable. 
Philosophical and moral knowledge (among others) is attainable too.

Morality is a collection of opinions, nothing more. If you consider opinions to 
be knowledge, that's an interesting definition. You can only have knowledge 
about objective matters which may pertain to morality.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Morality (was: Self-confidence and arrogance) TCS <taking-
children-seriously@googlegroups.com>, Autonomy-Respecting-
Relationships@yahoogroups.com
Date: February 13, 2013 at 9:27 AM

I replied trying to get Dustin to agree on a moral idea while trying
to avoid the objective subjective problem he has.

On Wed, Feb 13, 2013 at 8:19 AM, Rami Rustom <rombomb@gmail.com> wrote:
On 2/12/2013 Dustin wrote:

On Mon, Feb 11, 2013 at 12:32 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On 2/11/2013 Dustin wrote:
On Mon, Feb 11, 2013 at 12:11 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On 2/11/2013 Dustin wrote:

If we're going to play that game then you have to look at from the most 
fundamental level and consider whether or not the welfare of your child is 
good to begin with. Most parents will want the best for their children, but 
valuing the child's welfare is itself is subjective.

I believe that parents treating their children well is beneficial to children 
AND to parents. And I believe this to be true for everyone. Do you?

If you turn outward for evidence or reason for such a moral axiom, you 
will find none — pure objectivity invariably leads to nihilism, as objects 
hold no opinions.

I don't know what you mean by "pure objectivity", so I don't know what 
"pure objectivity invariably leads to nihilism" means. In any case, I suggest 
that we don't use the words objectivity/subjectivity since we've disagreed 
on this and we have yet to reach agreement.

http://www.merriam-webster.com/dictionary/objective : b : of, relating to, or 
being an object, phenomenon, or condition in the realm of sensible 

http://www.merriam-webster.com/dictionary/objective


experience independent of individual thought and perceptible by all 
observers : having reality independent of the mind

http://www.merriam-webster.com/dictionary/subjective : a : characteristic of 
or belonging to reality as perceived rather than as independent of mind

Value has no objective basis. It is subjective, ethereal, intangible.

The universe does not care if your son lives, dies, suffers or thrives.

The universe does not care period. Its not a person. Only people can care.

Which is precisely why value and ethics will never, ever be objective.

Only once your values have been determined and a particular goal has 
been set can you begin to apply objectivity, for then you can discover 
what my be conducive toward such ends. You can merely calibrate an 
objective system to be conducive toward those ends. Science tells us 
how best to achieve certain effects, but we're the ones who decide 
whether or not such things are desirable.

Why should conscious beings not suffer? Why shouldn't they all suffer 
horribly?

Because its not conducive to happiness. And more importantly, someone 
else should not stop me from pursuing my own happiness.

Do you agree that its beneficial for me that other people refrain from 
infringing on my freedom to pursue my own happiness?

Do you agree that its beneficial for each individual that other people refrain 
from infringing on each other's freedom to pursue their own happiness?

Whether I do or don't is an opinion and besides the point.

http://www.merriam-webster.com/dictionary/subjective


Its not besides the point. The point was something you said earlier,
I'll quote it:

If you're talking about what it is which is important to you, your values, then 
this is a different matter. You don't need to have any evidence to support 
your opinions, and you can speak quite confidently in what you think is good 
or motivates you.

And I said, quoting again:

Say a parent values hitting his children as a form of teaching them morals. 
He believes its moral/good to do this. This is his opinion. Lets also say that 
this parent knows that some people have the opposing view that hitting 
children is immoral/bad. So now this person knows that there is an idea out 
there (in the marketplace of ideas) that contradicts his own. Should he reject 
that rival idea without reason (i.e. irrationally)? Or should he go find out the 
reasons for the rival idea? By finding out the reasons for the rival idea, he'd 
have the opportunity to learn that the rival idea is wrong and his right, or that 
the rival idea is right and his wrong.

It depends on what your subjective goals are.

Lets say a guy's goal is to live a better life, meaning happier, less suffering.

You can learn that something is more effective at accomplishing a goal, such 
as ensuring the welfare and future success of your children and reform your 
parenting, but your values haven't truly changed at the fundamental level as 
you presumably wanted the best for your child before and after.

Some parents don't want the best for their children. But lets say this hypothetical 
guy does want the best for his children. And he also wants whats good for 
himself too.

Teaching your children to be 'moral', however, is teaching them a set of 
opinions. Morality is 100% subjective.



You also said that "You don't need to have any evidence[/reasons] to
support your opinions[/value-judgments]", but this would lead this man
to never question his value judgment of hitting his children, even in
the face of rival ideas.

Do you agree that if someone applied your idea that he'd be
closed-minded about his opinions/value-judgments? Do you agree that
your idea has the same effect as being arrogant about one's
opinions/value-judgments?

No matter how you parse it, your starting point is subjective. Should you ever 
be open to the idea that torturing your children and causing the most suffering 
possible is the better morality? If you tell me nobody should ever have the goal 
of causing the most harm and suffering possible and no evidence will persuade 
you on the matter, then you should never be open to changing your 
fundamental values.

I don't understand how this answers my question. Could you rephrase your 
answer please?

If you decided not to hit your children any more because you decided you don't 
want your children to be happy and not cause harm to others. What has 
changed isn't your desire to do what's best for them rather than determine 
what is the best method to achieve these ends. The motivation has never 
changed. The core value has never changed.

You're saying that values can only be about "ends" and never "means". I 
disagree. Values can be about either. For example, I value the "end" of learning. 
And I value the "means" of reading books on my kindle app on my phone 
because I believe that doing this helps me meet my value of learning. If you 
don't agree with me, then lets create a new word to identify what I'm talking 
about. Lets call it means-value and lets call the thing you're talking about end-
value.

So I'll ask my original question again with a slight alteration:

You said that "You don't need to have any evidence[/reasons] to support your 
opinions[/means-value-judgments]", but this would lead this man to never 



question his [means-]value judgment of hitting his children even in the face of 
rival ideas.

Do you agree that if someone applied your idea that he'd be closed-minded 
about his opinions/means-value-judgments? Do you agree that your idea has 
the same effect as being arrogant about one's opinions/[means-]value-
judgments?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Trust (was: Self-confidence and arrogance) TCS <taking-children-
seriously@googlegroups.com>, Autonomy-Respecting-
Relationships@yahoogroups.com
Date: February 13, 2013 at 9:43 AM

On 2/11/2013 Hank wrote:
On 2/11/2013 Bob wrote:

What do you consider the difference is between empowered self confidence 
and arrogance? The two can look remarkably similar and I am not sure there is 
a true difference, but more of an individual bias in interpretation in many cases. 
Yet I can think of some instances of arrogance that shows without self 
confidence and empowerment. What is your take on it?

Self confidence, being confident in one's self, trusting yourself enough to just go 
with what you feel. I suppose Empowerment would be the same thing then?

I think Bob meant self-confidence and empowerment as one concept. I
think he meant that a person is empowered because of confidence in
himself.

BTW, I don't agree with the concept of trust:

Trusting X means not doubting X, or irrationally believing X. It means
believing that X is true without reasons.

Distrusting X means irrationally believing that X is false. It means
believing that X is false without reasons.

Arrogance however, arrogance is not listening to others if they tell you,

In other words, if someone presents you with an idea that contradicts
your idea, do you consider it? Or do you reject it without reason? If
you reject it without reason, this is an irrational way to determine
the truth, and often people do this because of their arrogance. This
is a bad approach because it arbitrarily chooses which idea is true.



you are wrong due to a fear or a simple pridefulness. That is one cause of 
arrogance, but there are others.

I don't understand how arrogance can be due to fear. Fear of what?
Fear of being wrong in front of a social group and of the resulting
social punishment? Or something else?

Self confidence you'd not be shaken when someone says 'hey your wrong' and 
instead listen to them, consider their thoughts, and use them.

Right. In other words, if someone presents you with an idea that
contradicts your own, and if you lack self-confidence, then you would
reject your idea without reason, thus accepting their idea without
reason. This is a bad approach because it arbitrarily chooses which
idea is true.

Arrogance, you would tend to ignore them, as they would be considered wrong 
to you.

Right. And its being considered wrong without reason. Its an arbitrary
method of determining the truth, which is why its a bad method.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Back to arrogance (was: Trust (was: Self-confidence and 
arrogance)) TCS <taking-children-seriously@googlegroups.com>, Autonomy-
Respecting-Relationships@yahoogroups.com
Date: February 13, 2013 at 9:47 AM

Hank replied, trying to convince me that I'm arrogant.

On 2/12/2013 Hank wrote:
On Wed, Feb 13, 2013 at 8:43 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On 2/11/2013 Hank wrote:
On 2/11/2013 Bob wrote:

What do you consider the difference is between empowered self confidence 
and arrogance? The two can look remarkably similar and I am not sure 
there is a true difference, but more of an individual bias in interpretation in 
many cases. Yet I can think of some instances of arrogance that shows 
without self confidence and empowerment. What is your take on it?

Self confidence, being confident in one's self, trusting yourself enough to just 
go with what you feel. I suppose Empowerment would be the same thing 
then?

I think Bob meant self-confidence and empowerment as one concept. I
think he meant that a person is empowered because of confidence in
himself.

BTW, I don't agree with the concept of trust:

Trusting X means not doubting X, or irrationally believing X. It means
believing that X is true without reasons.

Distrusting X means irrationally believing that X is false. It means
believing that X is false without reasons.

Or Bob could have read my post and said what I said was okay, before you 
decided I was wrong?



And I agree with nothing, at all you have said. There, we are even.

I suggest for arrogance you take a look in the mirror. Till you realize what it 
means you'll never be open minded enough to speak to people at their level. I'm 
not saying anyone is below you, I'm saying your own fear of being wrong does 
not allow you to consider other peoples opinions may be right, ie the example of 
arrogance presented here. You so far that you may be wrong you can't even let 
simple silly posts be; you need to analyze them to an inch of their lives to figure 
out if there may be some hidden meaning in them. Welcome to life dude, you 
may be wrong at points, take the chance, expect it to happen, and stop talking 
down to everyone.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Re: Back to arrogance (was: Trust (was: Self-confidence and 
arrogance)) TCS <taking-children-seriously@googlegroups.com>, Autonomy-
Respecting-Relationships@yahoogroups.com
Date: February 13, 2013 at 9:56 AM

I replied...

On 2/12/2013 Rami wrote:
On 2/12/2013 Hank wrote:

On 2/11/2013 Rami wrote:
On 2/11/2013 Hank wrote:

On 2/11/2013 Bob wrote:

What do you consider the difference is between empowered self 
confidence and arrogance? The two can look remarkably similar and I am 
not sure there is a true difference, but more of an individual bias in 
interpretation in many cases. Yet I can think of some instances of 
arrogance that shows without self confidence and empowerment. What is 
your take on it?

Self confidence, being confident in one's self, trusting yourself enough to 
just go with what you feel. I suppose Empowerment would be the same 
thing then?

I think Bob meant self-confidence and empowerment as one concept. I
think he meant that a person is empowered because of confidence in
himself.

BTW, I don't agree with the concept of trust:

Trusting X means not doubting X, or irrationally believing X. It means
believing that X is true without reasons.

Distrusting X means irrationally believing that X is false. It means
believing that X is false without reasons.

Or Bob could have read my post and said what I said was okay, before you 



decided I was wrong?

Yes. I don't see why it matters. Did what I did cause any harm?

If we were hanging out in person, and Bob went to the bathroom, and you said 
something about Bob's position that I thought was a misunderstanding of her 
position, I would say the same thing, that I think Bob meant X instead of Y. Do 
you think I shouldn't? Why?

And I agree with nothing, at all you have said.

Nothing in what you quoted? Or nothing in this thread?

There, we are even.

Whats the point of saying this?

I suggest for arrogance you take a look in the mirror. Till you realize what it 
means

"Look in the mirror" is a metaphor for the idea of questioning oneself. This is 
something I already know and already do. Do you have any suggestions of 
doing it better?

you'll never be open minded enough to speak to people at their level.

Open-minded enough for what? You said "enough to speak to people at their 
level". I don't understand what that means. Do you mean something like 
"enough to learn ideas from other people"?

I'm not saying anyone is below you, I'm saying your own fear of being wrong

AFAIK, I don't fear being wrong. Why do you think I have a fear of that?



Or do you mean "fear of being found to be wrong publicly"? If you mean this, I 
think that this would cause someone to hide his views from public scrutiny. And I 
think you'd agree that I don't mind my ideas being publicly scrutinized, 
considering the fact that I post my views publicly a lot.

does not allow you to consider other peoples opinions may be right, ie the 
example of arrogance presented here.

But I've agreed to some of the stuff said here about arrogance. So what do you 
mean? Do you mean that I'm not agreeing "enough" or something?

I've also asked clarifying questions about some of the stuff said here about 
arrogance because I'm not sure what it means. Don't you think this is necessary 
to learn ideas from other posters in this forum (or any venue)?

You so far that you may be wrong you can't even let simple silly posts be; you 
need to analyze them to an inch of their lives to figure out if there may be 
some hidden meaning in them. Welcome to life dude, you may be wrong at 
points,

Not "may be wrong", I'm often wrong. Which is why I post my ideas for external 
criticism. This allows me to let other people cover my blind spots and tell me the 
flaws they see. This is a very important way of improving oneself.

take the chance, expect it to happen,

I take a chance every time I publicly post an idea of mine. And I sure do expect 
it. I've been doing it for 14 months now. I've posted over 4,000 posts with a 
ridiculously high number of mistakes. Other people have criticized many of them 
and I've been able to fix lots of them.

and stop talking down to everyone.

First I'd have to understand how it is that I'm "talking down to everyone", then I'd 
be able to stop doing it. So what is it that you think I'm doing exactly? Do you 



mean disagreeing too much (how much is too much?)? Or what?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
You received this message because you are subscribed to the Google Groups 
"Taking Children Seriously" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to taking-children-seriously+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Cc: JAG <jaguarnight2012@yahoo.com>
Subject: [BoI] Re: Implications of Recent Developments in Network 
Science...really?
Date: February 13, 2013 at 4:38 PM

On Feb 13, 2013, at 11:58 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote to FoR list:

On 13 Feb 2013, at 16:48, JAG <jaguarnight2012@yahoo.com> wrote:

--- In Fabric-of-Reality@yahoogroups.com, Alan Forrester  wrote:

On 11 Feb 2013, at 11:41, JAG  wrote:

--- In Fabric-of-Reality@yahoogroups.com, "hibbsa"  wrote:
Here's the extra implication to the domain of 'philosphy of science'  as
I see it.

Greetings to all.....

not exactyly a respond to the topic discussed here but here is another real-
LEGIT implication to the domain of philosophy of science (that is, according 
to Hume's following idea):

"How is 'experimental reasoning' about causes and effects itself
justified? In terms of deduction? that is impossible since the
conclusion of inductive arguments are not deductively derivable from
their premises. In terms of experimental reasoning? that is arguing
in circle."
-Hume

It isn't justified. Justification is unnecessary and impossible. See "The 
Beginning of Infinity" by David Deutsch and "Realism and the Aim of Science" 
by Karl Popper.

Alan,



sorry but i have to disagree. It's not impossible; but yes, kinda difficult. That's 
why if we are really good in what we do 'here' we'll find a way to justify IT.

No. It's impossible. Knowledge can't be proven to be true since any argument 
that allegedly proves this has to start with premises and rules of inference that 
might be wrong. In addition, any alleged foundation for knowledge would be 
unexplained and arbitrary, so saying that an idea is a foundation is grossly 
irrational.

But "justified" does not mean "proven true".

I agree that knowledge cannot be proven true, but how is that a complete 
argument that justification is impossible?

Now, about 'legimization' and "justificatiohn":
if we can't justify a few things, then at bets, we are fooling ourselves or we are 
looking for LEGIT excuses to do so and get away with it! ;)

No. If you kid yourself that your ideas can be guaranteed true or probably true, 
rather than admitting that any idea you hold could be wrong, then you are 
fooling yourself and will spend at least some of your time engaged in an empty 
ritual of "justification" rather than looking for better ideas.

The basic theme here is a criticism of infallibilism. It criticizes guarantees and 
failure to admit one's ideas could be wrong.

I agree with this. But I do not agree that criticizing infallibilism is a good reply to 
someone advocating justificationism, not infallibilism. Because they are not the 
same thing. And he didn't say anything glaringly and specifically infallibilist (e.g. 
he never denied that any idea he has could turn out to be a mistake), but he did 
advocate justificationism, and the argument is about justification.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: JAG <jaguarnight2012@yahoo.com>
Subject: Re: [BoI] Implications of Recent Developments in Network 
Science...really?
Date: February 13, 2013 at 5:42 PM

On 13 Feb 2013, at 21:38, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 11:58 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote to FoR list:

On 13 Feb 2013, at 16:48, JAG <jaguarnight2012@yahoo.com> wrote:

--- In Fabric-of-Reality@yahoogroups.com, Alan Forrester  wrote:

On 11 Feb 2013, at 11:41, JAG  wrote:

--- In Fabric-of-Reality@yahoogroups.com, "hibbsa"  wrote:
Here's the extra implication to the domain of 'philosphy of science'  as
I see it.

Greetings to all.....

not exactyly a respond to the topic discussed here but here is another real-
LEGIT implication to the domain of philosophy of science (that is, 
according to Hume's following idea):

"How is 'experimental reasoning' about causes and effects itself
justified? In terms of deduction? that is impossible since the
conclusion of inductive arguments are not deductively derivable from
their premises. In terms of experimental reasoning? that is arguing
in circle."
-Hume

It isn't justified. Justification is unnecessary and impossible. See "The 
Beginning of Infinity" by David Deutsch and "Realism and the Aim of 
Science" by Karl Popper.



Alan,

sorry but i have to disagree. It's not impossible; but yes, kinda difficult. That's 
why if we are really good in what we do 'here' we'll find a way to justify IT.

No. It's impossible. Knowledge can't be proven to be true since any argument 
that allegedly proves this has to start with premises and rules of inference that 
might be wrong. In addition, any alleged foundation for knowledge would be 
unexplained and arbitrary, so saying that an idea is a foundation is grossly 
irrational.

But "justified" does not mean "proven true".

I agree that knowledge cannot be proven true, but how is that a complete 
argument that justification is impossible?

You're right, it's not a complete explanation.

Justified means shown to be true or probably true. I didn't cover the "probably 
true" part. The case in which something is claimed to be true is explicitly covered 
here. Showing that a statement X is probably true either means (1) showing that 
"statement X is probably true" is true, or it means that (2) X is conjectured to be 
probably true. (1) has exactly the same problem as the original theory.

In (2) X is admitted to be a conjecture and then the issue is that this conjecture is 
false, as argued by David in the chapter of BoI on choices. I don't label that as a 
justificationist position. It is mistaken but it is not exactly the same mistake as 
thinking that stuff can be proved true or probably true.

Now, about 'legimization' and "justificatiohn":
if we can't justify a few things, then at bets, we are fooling ourselves or we 
are looking for LEGIT excuses to do so and get away with it! ;)

No. If you kid yourself that your ideas can be guaranteed true or probably true, 
rather than admitting that any idea you hold could be wrong, then you are 
fooling yourself and will spend at least some of your time engaged in an empty 
ritual of "justification" rather than looking for better ideas.



The basic theme here is a criticism of infallibilism. It criticizes guarantees and 
failure to admit one's ideas could be wrong.

I agree with this. But I do not agree that criticizing infallibilism is a good reply to 
someone advocating justificationism, not infallibilism. Because they are not the 
same thing. And he didn't say anything glaringly and specifically infallibilist (e.g. 
he never denied that any idea he has could turn out to be a mistake), but he did 
advocate justificationism, and the argument is about justification.

Justificationism is inherently infallibilist.  If you can show that some idea is true or 
probably true, then when you do that you can't be mistaken about it being true or 
probably true, and so there's no point in looking for criticism of that idea.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Justificationism is not Infallibilism (was: Implications of Recent 
Developments in Network Science...really?)
Date: February 13, 2013 at 7:07 PM

On Feb 13, 2013, at 2:42 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 13 Feb 2013, at 21:38, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 11:58 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote to FoR list:

On 13 Feb 2013, at 16:48, JAG <jaguarnight2012@yahoo.com> wrote:

--- In Fabric-of-Reality@yahoogroups.com, Alan Forrester  wrote:

On 11 Feb 2013, at 11:41, JAG  wrote:

--- In Fabric-of-Reality@yahoogroups.com, "hibbsa"  wrote:
Here's the extra implication to the domain of 'philosphy of science'  as
I see it.

Greetings to all.....

not exactyly a respond to the topic discussed here but here is another 
real-LEGIT implication to the domain of philosophy of science (that is, 
according to Hume's following idea):

"How is 'experimental reasoning' about causes and effects itself
justified? In terms of deduction? that is impossible since the
conclusion of inductive arguments are not deductively derivable from
their premises. In terms of experimental reasoning? that is arguing
in circle."
-Hume



It isn't justified. Justification is unnecessary and impossible. See "The 
Beginning of Infinity" by David Deutsch and "Realism and the Aim of 
Science" by Karl Popper.

Alan,

sorry but i have to disagree. It's not impossible; but yes, kinda difficult. 
That's why if we are really good in what we do 'here' we'll find a way to 
justify IT.

No. It's impossible. Knowledge can't be proven to be true since any argument 
that allegedly proves this has to start with premises and rules of inference 
that might be wrong. In addition, any alleged foundation for knowledge would 
be unexplained and arbitrary, so saying that an idea is a foundation is grossly 
irrational.

But "justified" does not mean "proven true".

I agree that knowledge cannot be proven true, but how is that a complete 
argument that justification is impossible?

You're right, it's not a complete explanation.

Justified means shown to be true or probably true. I didn't cover the "probably 
true" part. The case in which something is claimed to be true is explicitly 
covered here. Showing that a statement X is probably true either means (1) 
showing that "statement X is probably true" is true, or it means that (2) X is 
conjectured to be probably true. (1) has exactly the same problem as the 
original theory.

In (2) X is admitted to be a conjecture and then the issue is that this conjecture 
is false, as argued by David in the chapter of BoI on choices. I don't label that as 
a justificationist position. It is mistaken but it is not exactly the same mistake as 
thinking that stuff can be proved true or probably true.

Now, about 'legimization' and "justificatiohn":
if we can't justify a few things, then at bets, we are fooling ourselves or we 
are looking for LEGIT excuses to do so and get away with it! ;)



No. If you kid yourself that your ideas can be guaranteed true or probably 
true, rather than admitting that any idea you hold could be wrong, then you 
are fooling yourself and will spend at least some of your time engaged in an 
empty ritual of "justification" rather than looking for better ideas.

The basic theme here is a criticism of infallibilism. It criticizes guarantees and 
failure to admit one's ideas could be wrong.

I agree with this. But I do not agree that criticizing infallibilism is a good reply to 
someone advocating justificationism, not infallibilism. Because they are not the 
same thing. And he didn't say anything glaringly and specifically infallibilist 
(e.g. he never denied that any idea he has could turn out to be a mistake), but 
he did advocate justificationism, and the argument is about justification.

Justificationism is inherently infallibilist.  If you can show that some idea is true 
or probably true, then when you do that you can't be mistaken about it being 
true or probably true, and so there's no point in looking for criticism of that idea.

Justificationism is not necessarily infallibilist. Justification does not mean 
guaranteeing ideas are true or probably true. The meaning is closer to: 
supporting some ideas as better than others with positive arguments.

This thing -- increasing the status of ideas in a positive way -- is what Popper 
calls justificationism and criticizes in Realism and the Aim of Science.

I write more after this quote.

On Jan 7, 2013, at 9:38 AM, Elliot Temple <curi@curi.us> wrote:

Realism and the Aim of Science, by Karl Popper, page 19:

The central problem of the philosophy of knowledge, at least since the 
Reformation, has been this. How can we adjudicate or evaluate the far-
reaching claims of competing theories and beliefs? I shall call this our *first* 
problem. This problem has led, historically, to a *second* problem: How can 
we *justify* our theories or beliefs? And this second problem is, in turn, bound 
up with a number of other questions: What does a justification consist of? and, 
more especially: Is it possible to justify our theories or beliefs *rationally*: that 
is to say, by giving reasons -- 'positive reasons' (as I shall call them), such as 



an appeal to observation; reasons, that is, for holding them to be true, or at 
least 'probable' (in the sense of the probability calculus)? Clearly there is an 
unstated, and apparently innocuous, assumption which sponsors the transition 
from the first to the second question: namely, that one adjudicates among 
competing claims by determining which of them can be *justified* by positive 
reasons, and which cannot.

Now Bartley suggests that my approach solves the first problem, yet in doing 
so changes its structure completely. For I reject the second problem as 
irrelevant, and the usual answers to it as incorrect. And I also reject as 
incorrect the assumption that leads from the first to the second problem. I 
assert (differing, Bartley contends, from all previous rationalists except perhaps 
those who were driven into scepticism) that we cannot give any positive 
justification or any positive reason for our theories and our beliefs. That is to 
say, we cannot give any positive reasons for holding our theories to be *true*. 
Moreover, I assert that the belief we can give such reasons, and should seek 
for them is itself neither a rational nor a true belief, but one that can be shown 
to be without merit.

(I was just about to write the word 'baseless' where I have written 'without 
merit'. This provides a good example of just how much our language is 
influenced by the unconscious assumptions that are attacked within my own 
approach. It is assumed, without criticism, that only a view that lacks merit 
must be baseless -- without basis, in the sense of being unfounded, or 
unjustified, or unsupported. Whereas, on my view, *all* views -- good *and* 
bad -- are in this important sense baseless, unfounded, unjustified, 
unsupported.)

In so far as my approach involves all this, my solution of the central problem of 
justification -- as it has always been understood -- is as *unambiguously 
negative* as that of any irrationalist or sceptic.

If you want to understand this well, I suggest reading the whole chapter in the 
book. Please don't think this quote tells all.

Some takeaways:

- Justificationism has to do with positive reasons.



- Positive reasons and justification are a mistake. Popper rejects them.

- The right approach to epistemology is negative, critical. With no compromises.

- Lots of language is justificationist. It's easy to make such mistakes. What's 
important is to look out for mistakes and try to correct them. ("Solid", as DD 
recently used, was a similar mistake.)

- Popper writes with too much fancy punctuation which makes it harder to read.

A key part of the issue is the problem situation:

How can we adjudicate or evaluate the far-reaching claims of competing 
theories and beliefs?

Justificationism is an answer to *this problem*. It answers: the theories and 
beliefs with more justification are better. Adjudicate in their favor.

This is not an inherently infallibilist answer. One could believe that his conception 
of which theories have how much justification is fallible, and still give this answer. 
One could believe that his adjudications are final, or one could believe that his 
adjudications could be overturned when new justifications are discovered. 
Infallibilism is not excluded nor required.

Looking at the big picture, there is the critical approach to evaluating ideas and 
the justificationist or "positive" approach.

In the Popperian critical approach, we use criticism to reject ideas. Criticism is the 
method of sorting out good and bad ideas. (Note that because this is the only 
approach that actually works, everyone does it whenever they think successfully, 
whether they realize it or not. It isn't optional.) The ideas which survive criticism 
are the winners.

In the justificationist approach, rather than refuting ideas with negative criticism, 
we build them up with positive arguments. Ideas are supported with supporting 
evidence and arguments. The ones we're able to support the most are the 
winners. (Note: this doesn't work, no successful thinking works this way.)



These two rival approaches are very different and very important. It's important to 
differentiate between them and to have words for them. This is why Popper 
named the justificationist approach, which had gone without a name because 
everyone took it for granted and didn't realize it had rivals.

Both approaches are compatible with both infallibilism and fallibilism. They are 
metaphorically orthogonal to the issue of fallibility. In other words, fallibilism and 
justificationism are separate issues.

Fallibilism is about whether or not our evaluations of ideas should be subjected to 
revision and re-checking, or whether anything can be established with finality 
such thing we no longer have to consider arguments on the topic, whether they 
be critical or justifying arguments.

All four combinations are possible:

Infallible critical approach: you believe that once socialist criticisms convince you 
capitalism is false, no new arguments could ever overturn that.

Infallible justificationist approach: you believe that once socialist arguments 
establish the greatness of socialism, then no new arguments could ever overturn 
that.

Fallible critical approach: you believe that although you currently consider 
socialist criticisms of capitalism compelling, new arguments could change your 
mind.

Fallible justificationist approach: you believe that although you currently consider 
socialist justifying arguments compelling (at establishing the greatness and high 
status of the socialism, and therefore its superiority to less justified rivals), you 
are open to the possibility that there is a better system which could be argued for 
even more strongly and justified even more and better than socialism.

BTW, there are some complicating factors.

Although there is an inherent asymmetry between positive and negative 
arguments (justifying and critical arguments), many arguments can be converted 
from one type to the other while retaining some of the knowledge.



For example, someone might argue that the single particle two slit experiment 
supports (justifies) the many-worlds interpretation of quantum physics. This can 
be converted into criticisms of rivals which are incompatible with the experiment. 
(You can convert the other way too, but the critical version is better.)

Another complicating factor is that justificationists typically do allow negative 
arguments. But they use them differently. They think negative arguments lower 
status. So you might have two strong positive arguments for an idea, but also one 
mild negative argument against it. This idea would then be evaluated as a little 
worse than a rival idea with two strong positive arguments but no negative 
arguments against it. But the idea with two strong positive arguments and one 
weak criticism would be evaluated above an idea with one weak positive 
argument and no criticism.

This is easier to express in numbers, but usually isn't. E.g. one argument might 
add 100 justification and another adds 50, and then a minor criticism subtracts 10 
and a more serious criticism subtracts 50, for a final score of 90. Instead, people 
say things like "strong argument" and "weak argument" and it's ambiguous how 
many weak arguments add up to the same positive value as a strong argument.

In justification, arguments need strengths. Why? Because simply counting up 
how many arguments each idea has for it (and possibly subtracting the number of 
criticisms) is too open to abuse by using lots of unimportant arguments to get a 
high count. So arguments must be weighted by their importance.

If you try to avoid this entirely, then justificationism stops functioning as a solution 
to the problem of evaluating competing ideas. You would have many competing 
ideas, each with one or more argument on their side, and no way to adjudicate. 
To use justificationism, you have to have a way of deciding which ideas have 
*more* justificationism.

The critical approach, properly conceived, works differently than that. Arguments 
do not have strengths or weights, and nor do we count them up. How can that 
be? How can we adjudicate between competing ideas with out that? Because 
one criticism is decisive. What we seek are ideas we don't have any criticisms of. 
Those receive a good evaluation. Ideas we do have criticisms of receive a bad 
evaluation. (These evaluations are open to revision as we learn new things.) 
(Also there's only two possible evaluations in this system. The ideas we do have 



criticisms of, and the ideas we don't. If you don't do it that way, and you follow the 
logic of your approach consistently, you end up with all the problems of 
justificationism. Unless perhaps you have a new third approach.)

PS This is all related to prior discussion about David Deutsch being a 
justificationism. He has made the mistake of conflating justificationism and 
infallibilism.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] "The Science of Love" (video) Autonomy-Respecting-
Relationships@yahoogroups.com, TCS <taking-children-
seriously@googlegroups.com>
Date: February 13, 2013 at 7:51 PM

http://www.youtube.com/watch?
v=eDMwpVUhxAo&feature=youtube_gdata_player

Notice that they admit that learning is one of the things that can
induce the "love chemicals".

So why do they insist that we are "driven to reproduce"? I think that
the claim that we are "driven to reproduce" implies that even people
who love learning, also need to love people (e.g. romantic
relationship and/or raising a child), but that doesn't make sense. If
you are already satisfied by learning, then you wouldn't "feel" that
there is a void that needs filling.

On a similar note, lots of exercisers say they do what they do because
it helps them feel happy, that exercise causes endorphins to be
secreted (which is said to cause happiness). So I stipulated (to my
neurologist friends) that doing philosophy causes me to secrete
endorphins too (and they didn't have any criticisms), so I don't need
exercise for extra endorphin secretion (to which they agreed since
they didn't have any criticisms).

-- Rami

-- 
You received this message because you are subscribed to the Google Groups 
"Taking Children Seriously" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to taking-children-seriously+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://www.youtube.com/watch?v=eDMwpVUhxAo&feature=youtube_gdata_player
https://groups.google.com/groups/opt_out


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism is not Infallibilism (was: Implications of Recent 
Developments in Network Science...really?)
Date: February 13, 2013 at 8:03 PM

On 14 Feb 2013, at 00:07, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 2:42 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 13 Feb 2013, at 21:38, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 11:58 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote to FoR list:

On 13 Feb 2013, at 16:48, JAG <jaguarnight2012@yahoo.com> wrote:

--- In Fabric-of-Reality@yahoogroups.com, Alan Forrester  wrote:

On 11 Feb 2013, at 11:41, JAG  wrote:

--- In Fabric-of-Reality@yahoogroups.com, "hibbsa"  wrote:
Here's the extra implication to the domain of 'philosphy of science'  as
I see it.

Greetings to all.....

not exactyly a respond to the topic discussed here but here is another 
real-LEGIT implication to the domain of philosophy of science (that is, 
according to Hume's following idea):

"How is 'experimental reasoning' about causes and effects itself
justified? In terms of deduction? that is impossible since the
conclusion of inductive arguments are not deductively derivable from
their premises. In terms of experimental reasoning? that is arguing



in circle."
-Hume

It isn't justified. Justification is unnecessary and impossible. See "The 
Beginning of Infinity" by David Deutsch and "Realism and the Aim of 
Science" by Karl Popper.

Alan,

sorry but i have to disagree. It's not impossible; but yes, kinda difficult. 
That's why if we are really good in what we do 'here' we'll find a way to 
justify IT.

No. It's impossible. Knowledge can't be proven to be true since any 
argument that allegedly proves this has to start with premises and rules of 
inference that might be wrong. In addition, any alleged foundation for 
knowledge would be unexplained and arbitrary, so saying that an idea is a 
foundation is grossly irrational.

But "justified" does not mean "proven true".

I agree that knowledge cannot be proven true, but how is that a complete 
argument that justification is impossible?

You're right, it's not a complete explanation.

Justified means shown to be true or probably true. I didn't cover the "probably 
true" part. The case in which something is claimed to be true is explicitly 
covered here. Showing that a statement X is probably true either means (1) 
showing that "statement X is probably true" is true, or it means that (2) X is 
conjectured to be probably true. (1) has exactly the same problem as the 
original theory.

In (2) X is admitted to be a conjecture and then the issue is that this conjecture 
is false, as argued by David in the chapter of BoI on choices. I don't label that 
as a justificationist position. It is mistaken but it is not exactly the same mistake 
as thinking that stuff can be proved true or probably true.

Now, about 'legimization' and "justificatiohn":



if we can't justify a few things, then at bets, we are fooling ourselves or we 
are looking for LEGIT excuses to do so and get away with it! ;)

No. If you kid yourself that your ideas can be guaranteed true or probably 
true, rather than admitting that any idea you hold could be wrong, then you 
are fooling yourself and will spend at least some of your time engaged in an 
empty ritual of "justification" rather than looking for better ideas.

The basic theme here is a criticism of infallibilism. It criticizes guarantees and 
failure to admit one's ideas could be wrong.

I agree with this. But I do not agree that criticizing infallibilism is a good reply 
to someone advocating justificationism, not infallibilism. Because they are not 
the same thing. And he didn't say anything glaringly and specifically 
infallibilist (e.g. he never denied that any idea he has could turn out to be a 
mistake), but he did advocate justificationism, and the argument is about 
justification.

Justificationism is inherently infallibilist.  If you can show that some idea is true 
or probably true, then when you do that you can't be mistaken about it being 
true or probably true, and so there's no point in looking for criticism of that 
idea.

Justificationism is not necessarily infallibilist. Justification does not mean 
guaranteeing ideas are true or probably true. The meaning is closer to: 
supporting some ideas as better than others with positive arguments.

Popper stipulates that justification means showing that some idea is "true, or at 
least 'probable'" in the material you quote:

Is it possible to justify our theories or beliefs *rationally*: that is to say, by 
giving reasons -- 'positive reasons' (as I shall call them), such as an appeal to 
observation; reasons, that is, for holding them to be true, or at least 'probable' 
(in the sense of the probability calculus)?

This thing -- increasing the status of ideas in a positive way -- is what Popper 
calls justificationism and criticizes in Realism and the Aim of Science.



I write more after this quote.

On Jan 7, 2013, at 9:38 AM, Elliot Temple <curi@curi.us> wrote:

Realism and the Aim of Science, by Karl Popper, page 19:

The central problem of the philosophy of knowledge, at least since the 
Reformation, has been this. How can we adjudicate or evaluate the far-
reaching claims of competing theories and beliefs? I shall call this our *first* 
problem. This problem has led, historically, to a *second* problem: How can 
we *justify* our theories or beliefs? And this second problem is, in turn, bound 
up with a number of other questions: What does a justification consist of? 
and, more especially: Is it possible to justify our theories or beliefs 
*rationally*: that is to say, by giving reasons -- 'positive reasons' (as I shall 
call them), such as an appeal to observation; reasons, that is, for holding 
them to be true, or at least 'probable' (in the sense of the probability 
calculus)? Clearly there is an unstated, and apparently innocuous, 
assumption which sponsors the transition from the first to the second 
question: namely, that one adjudicates among competing claims by 
determining which of them can be *justified* by positive reasons, and which 
cannot.

Now Bartley suggests that my approach solves the first problem, yet in doing 
so changes its structure completely. For I reject the second problem as 
irrelevant, and the usual answers to it as incorrect. And I also reject as 
incorrect the assumption that leads from the first to the second problem. I 
assert (differing, Bartley contends, from all previous rationalists except 
perhaps those who were driven into scepticism) that we cannot give any 
positive justification or any positive reason for our theories and our beliefs. 
That is to say, we cannot give any positive reasons for holding our theories to 
be *true*. Moreover, I assert that the belief we can give such reasons, and 
should seek for them is itself neither a rational nor a true belief, but one that 
can be shown to be without merit.

(I was just about to write the word 'baseless' where I have written 'without 
merit'. This provides a good example of just how much our language is 
influenced by the unconscious assumptions that are attacked within my own 
approach. It is assumed, without criticism, that only a view that lacks merit 
must be baseless -- without basis, in the sense of being unfounded, or 
unjustified, or unsupported. Whereas, on my view, *all* views -- good *and* 



bad -- are in this important sense baseless, unfounded, unjustified, 
unsupported.)

In so far as my approach involves all this, my solution of the central problem 
of justification -- as it has always been understood -- is as *unambiguously 
negative* as that of any irrationalist or sceptic.

If you want to understand this well, I suggest reading the whole chapter in the 
book. Please don't think this quote tells all.

Some takeaways:

- Justificationism has to do with positive reasons.

- Positive reasons and justification are a mistake. Popper rejects them.

- The right approach to epistemology is negative, critical. With no 
compromises.

- Lots of language is justificationist. It's easy to make such mistakes. What's 
important is to look out for mistakes and try to correct them. ("Solid", as DD 
recently used, was a similar mistake.)

- Popper writes with too much fancy punctuation which makes it harder to 
read.

A key part of the issue is the problem situation:

How can we adjudicate or evaluate the far-reaching claims of competing 
theories and beliefs?

Justificationism is an answer to *this problem*. It answers: the theories and 
beliefs with more justification are better. Adjudicate in their favour.

Yes.

This is not an inherently infallibilist answer. One could believe that his 
conception of which theories have how much justification is fallible, and still give 



this answer. One could believe that his adjudications are final, or one could 
believe that his adjudications could be overturned when new justifications are 
discovered. Infallibilism is not excluded nor required.

Saying that a position is not infallibilist does not make it fallibilist. If somebody 
claimed that the Pope is always right when he makes doctrinal statements, but 
not when he makes other statements that person is still an infallibilist. He does 
not become a falliblist because he says the Pope can make mistakes about some 
stuff. The justificationist is in a similar position.

Looking at the big picture, there is the critical approach to evaluating ideas and 
the justificationist or "positive" approach.

In the Popperian critical approach, we use criticism to reject ideas. Criticism is 
the method of sorting out good and bad ideas. (Note that because this is the 
only approach that actually works, everyone does it whenever they think 
successfully, whether they realize it or not. It isn't optional.) The ideas which 
survive criticism are the winners.

Yes.

In the justificationist approach, rather than refuting ideas with negative criticism, 
we build them up with positive arguments. Ideas are supported with supporting 
evidence and arguments. The ones we're able to support the most are the 
winners. (Note: this doesn't work, no successful thinking works this way.)

Yes.

These two rival approaches are very different and very important. It's important 
to differentiate between them and to have words for them. This is why Popper 
named the justificationist approach, which had gone without a name because 
everyone took it for granted and didn't realize it had rivals.

Yes.

Both approaches are compatible with both infallibilism and fallibilism. They are 
metaphorically orthogonal to the issue of fallibility. In other words, fallibilism and 
justificationism are separate issues.

Fallibilism is about whether or not our evaluations of ideas should be subjected 



to revision and re-checking, or whether anything can be established with finality 
such thing we no longer have to consider arguments on the topic, whether they 
be critical or justifying arguments.

It is an implication of justificationism that if you are going to take it seriously, then 
you must be infallibilist about some issues:

Is it possible to justify our theories or beliefs *rationally*: that is to say, by 
giving reasons -- 'positive reasons' (as I shall call them), such as an appeal to 
observation; reasons, that is, for holding them to be true, or at least 'probable' 
(in the sense of the probability calculus)?

The justificationist maintains that he can show his ideas are true or probable. If he 
maintains that then either the idea itself or the assessment that it is probable has 
been shown to be true and anybody criticising the thing that has been proven is 
wrong, so there's no point in criticising it.

All four combinations are possible:

Infallible critical approach: you believe that once socialist criticisms convince 
you capitalism is false, no new arguments could ever overturn that.

Infallible justificationist approach: you believe that once socialist arguments 
establish the greatness of socialism, then no new arguments could ever 
overturn that.

Fallible critical approach: you believe that although you currently consider 
socialist criticisms of capitalism compelling, new arguments could change your 
mind.

Fallible justificationist approach: you believe that although you currently 
consider socialist justifying arguments compelling (at establishing the greatness 
and high status of the socialism, and therefore its superiority to less justified 
rivals), you are open to the possibility that there is a better system which could 
be argued for even more strongly and justified even more and better than 
socialism.

You could try to maintain that position, but you can't do it consistently.



BTW, there are some complicating factors.

Although there is an inherent asymmetry between positive and negative 
arguments (justifying and critical arguments), many arguments can be 
converted from one type to the other while retaining some of the knowledge.

For example, someone might argue that the single particle two slit experiment 
supports (justifies) the many-worlds interpretation of quantum physics. This can 
be converted into criticisms of rivals which are incompatible with the experiment. 
(You can convert the other way too, but the critical version is better.)

A person could say that the double slit experiment supports MWI but they would 
be wrong. Quantum physics may have successors that will include a multiverse 
but that multiverse will have a different structure than the multiverse of quantum 
physics. If you claim that you can show a position is true or probably true that 
requires that you have shown it will have no successors or will probably have no 
successors. This argument doesn't fly at all. How can you exclude an idea you 
haven't had yet and whose implications you don't understand?

The critical argument isn't subject to this criticism because it claims that the MWI 
has not yet been refuted. It can't be converted into a positive argument: the two 
are completely different.

Another complicating factor is that justificationists typically do allow negative 
arguments. But they use them differently. They think negative arguments lower 
status. So you might have two strong positive arguments for an idea, but also 
one mild negative argument against it. This idea would then be evaluated as a 
little worse than a rival idea with two strong positive arguments but no negative 
arguments against it. But the idea with two strong positive arguments and one 
weak criticism would be evaluated above an idea with one weak positive 
argument and no criticism.

This is easier to express in numbers, but usually isn't. E.g. one argument might 
add 100 justification and another adds 50, and then a minor criticism subtracts 
10 and a more serious criticism subtracts 50, for a final score of 90. Instead, 
people say things like "strong argument" and "weak argument" and it's 
ambiguous how many weak arguments add up to the same positive value as a 
strong argument.

In justification, arguments need strengths. Why? Because simply counting up 



how many arguments each idea has for it (and possibly subtracting the number 
of criticisms) is too open to abuse by using lots of unimportant arguments to get 
a high count. So arguments must be weighted by their importance.

If you try to avoid this entirely, then justificationism stops functioning as a 
solution to the problem of evaluating competing ideas. You would have many 
competing ideas, each with one or more argument on their side, and no way to 
adjudicate. To use justificationism, you have to have a way of deciding which 
ideas have *more* justificationism.

Justificationism doesn't function at all. Nobody justifies anything at all under any 
circumstances. People who claim they do are wrong. Nobody can decide to back 
position X using a justification of X because there are no justifications. If a person 
claims he has done this he is either making excuses for an irrational preference, 
or he has made an argument that is critical and put the word "justification" in it. I 
agree that the strength idea is an attempt to patch up this sorry mess, but it does 
nothing to address the original problem and the "solution" has the same flaw as 
the original proposal.

The critical approach, properly conceived, works differently than that. 
Arguments do not have strengths or weights, and nor do we count them up. 
How can that be? How can we adjudicate between competing ideas with out 
that? Because one criticism is decisive. What we seek are ideas we don't have 
any criticisms of. Those receive a good evaluation. Ideas we do have criticisms 
of receive a bad evaluation. (These evaluations are open to revision as we learn 
new things.) (Also there's only two possible evaluations in this system. The 
ideas we do have criticisms of, and the ideas we don't. If you don't do it that 
way, and you follow the logic of your approach consistently, you end up with all 
the problems of justificationism. Unless perhaps you have a new third 
approach.)

Yes.

PS This is all related to prior discussion about David Deutsch being a 
justificationism. He has made the mistake of conflating justificationism and 
infallibilism.

If David did that he was not wrong. He was pointing out that their position is 
inconsistent, which is a criticism. If a person wants to deny a criticism of their 



position it is not appropriate to concede unless they actually refute the criticism, 
and no justificationist has done this, nor can they do it.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism is not Infallibilism
Date: February 13, 2013 at 8:42 PM

On Feb 13, 2013, at 5:03 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 Feb 2013, at 00:07, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 2:42 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Justificationism is inherently infallibilist.  If you can show that some idea is 
true or probably true, then when you do that you can't be mistaken about it 
being true or probably true, and so there's no point in looking for criticism of 
that idea.

Justificationism is not necessarily infallibilist. Justification does not mean 
guaranteeing ideas are true or probably true. The meaning is closer to: 
supporting some ideas as better than others with positive arguments.

Popper stipulates that justification means showing that some idea is "true, or at 
least 'probable'" in the material you quote:

Is it possible to justify our theories or beliefs *rationally*: that is to say, by 
giving reasons -- 'positive reasons' (as I shall call them), such as an appeal 
to observation; reasons, that is, for holding them to be true, or at least 
'probable' (in the sense of the probability calculus)?

No, Popper doesn't say that in the quoted text. Holding an idea true and showing 
the idea is true are different things.

Also, giving a method of justifying ideas is not the same thing as saying what 
justification means or is. Popper's statements here about giving positive reasons 
being the method of justification are not statements "that justification means" 
anything.



Further, holding ideas to be true, or at least truthlike, isn't a bad thing. Fallibilists 
can and should do that. We have knowledge about what is true or not, and we 
should say so, even if we may be mistaken and have to change our positions 
later.

Justificationism as a concept -- as a method of evaluating and adjudicating ideas 
-- is compatible with holding ideas to be truthlike (tentatively, as far as we know 
today), rather than infallibly true or probable.

A justificationist could hold that the current state of knowledge and argument 
justifies some ideas as truthlike, pending new arguments and knowledge. He 
could then be a fallibilist, but still make the distinctive mistakes of justificationism.

Or if you don't like "truthlike" you could write "good", "high status", "highly 
evaluated", "the tentative winner in an adjudication of ideas", or whatever else. 
Whichever of those is the end goal, you could try to achieve it with either method: 
justification or criticism. The problem with justification is that it's a bad method of 
achieving any of those goals, not that it is inherently coupled with the wrong goal.

This thing -- increasing the status of ideas in a positive way -- is what Popper 
calls justificationism and criticizes in Realism and the Aim of Science.

I write more after this quote.

On Jan 7, 2013, at 9:38 AM, Elliot Temple <curi@curi.us> wrote:

Realism and the Aim of Science, by Karl Popper, page 19:

The central problem of the philosophy of knowledge, at least since the 
Reformation, has been this. How can we adjudicate or evaluate the far-
reaching claims of competing theories and beliefs? I shall call this our *first* 
problem. This problem has led, historically, to a *second* problem: How can 
we *justify* our theories or beliefs? And this second problem is, in turn, 
bound up with a number of other questions: What does a justification consist 
of? and, more especially: Is it possible to justify our theories or beliefs 
*rationally*: that is to say, by giving reasons -- 'positive reasons' (as I shall 
call them), such as an appeal to observation; reasons, that is, for holding 
them to be true, or at least 'probable' (in the sense of the probability 



calculus)? Clearly there is an unstated, and apparently innocuous, 
assumption which sponsors the transition from the first to the second 
question: namely, that one adjudicates among competing claims by 
determining which of them can be *justified* by positive reasons, and which 
cannot.

Now Bartley suggests that my approach solves the first problem, yet in 
doing so changes its structure completely. For I reject the second problem 
as irrelevant, and the usual answers to it as incorrect. And I also reject as 
incorrect the assumption that leads from the first to the second problem. I 
assert (differing, Bartley contends, from all previous rationalists except 
perhaps those who were driven into scepticism) that we cannot give any 
positive justification or any positive reason for our theories and our beliefs. 
That is to say, we cannot give any positive reasons for holding our theories 
to be *true*. Moreover, I assert that the belief we can give such reasons, 
and should seek for them is itself neither a rational nor a true belief, but one 
that can be shown to be without merit.

(I was just about to write the word 'baseless' where I have written 'without 
merit'. This provides a good example of just how much our language is 
influenced by the unconscious assumptions that are attacked within my own 
approach. It is assumed, without criticism, that only a view that lacks merit 
must be baseless -- without basis, in the sense of being unfounded, or 
unjustified, or unsupported. Whereas, on my view, *all* views -- good *and* 
bad -- are in this important sense baseless, unfounded, unjustified, 
unsupported.)

In so far as my approach involves all this, my solution of the central problem 
of justification -- as it has always been understood -- is as *unambiguously 
negative* as that of any irrationalist or sceptic.

If you want to understand this well, I suggest reading the whole chapter in the 
book. Please don't think this quote tells all.

Some takeaways:

- Justificationism has to do with positive reasons.



- Positive reasons and justification are a mistake. Popper rejects them.

- The right approach to epistemology is negative, critical. With no 
compromises.

- Lots of language is justificationist. It's easy to make such mistakes. What's 
important is to look out for mistakes and try to correct them. ("Solid", as DD 
recently used, was a similar mistake.)

- Popper writes with too much fancy punctuation which makes it harder to 
read.

A key part of the issue is the problem situation:

How can we adjudicate or evaluate the far-reaching claims of competing 
theories and beliefs?

Justificationism is an answer to *this problem*. It answers: the theories and 
beliefs with more justification are better. Adjudicate in their favour.

Yes.

This is not an inherently infallibilist answer. One could believe that his 
conception of which theories have how much justification is fallible, and still 
give this answer. One could believe that his adjudications are final, or one 
could believe that his adjudications could be overturned when new 
justifications are discovered. Infallibilism is not excluded nor required.

Saying that a position is not infallibilist does not make it fallibilist. If somebody 
claimed that the Pope is always right when he makes doctrinal statements, but 
not when he makes other statements that person is still an infallibilist. He does 
not become a falliblist because he says the Pope can make mistakes about 
some stuff. The justificationist is in a similar position.

If I understand what you mean, you are making a variant of David's poltergeist 
argument:

On Oct 21, 2002, at 4:45 PM, David Deutsch <david.deutsch@qubit.org> wrote to 
TCS list:



On Friday, October 18, 2002, at 10:28  pm, Jake Freivald wrote:

Why does everyone seem to see this as an either/or question?

There are two kinds of people: those who believe in poltergeists and
those who do not. Why only two kinds? Why is that an either/or
question? Because those who believe that some things that go bump in
the night are entirely caused by poltergeist, some partly caused, and
some not caused by poltergeist at all ... are fully-fledged believers
in poltergeist.

I think your point is that everyone who believes some things are fallible, and 
some things are infallible, is an infallibilist. Just like people who believe some 
events are caused by ghosts, and some aren't, are superstitious. (Even if they 
believe only 0.0001% of events are caused by ghosts, and the rest aren't, they 
are still superstitious ghost-belivers.)

I will agree that, in practice, most justificationists are in this category. Most people 
are. Most people do not understand fallibilism well. But that doesn't mean 
justificationism-the-idea requires infallibilism inherently.

You try to argue elsewhere (e.g. the next section) that justificationism requires 
infallibilism, but this passage doesn't make that case.

(BTW, just because it's worth knowing: a person who hits his children only when 
he deems them really naughty, and doesn't hit them 360 days a year, is a fully-
fledged child abuser. And it's the same with beating your wife. Or committing 
crimes; if you commit one crime a year you are a criminal. And a person who 
believes 99.9% of people are mentally healthy, but 0.1% are mentally ill, is a fully-
fledged believer in mental illness. And various other ones are important too.)

Both approaches are compatible with both infallibilism and fallibilism. They are 
metaphorically orthogonal to the issue of fallibility. In other words, fallibilism 
and justificationism are separate issues.

Fallibilism is about whether or not our evaluations of ideas should be subjected 
to revision and re-checking, or whether anything can be established with 
finality such thing we no longer have to consider arguments on the topic, 



whether they be critical or justifying arguments.

It is an implication of justificationism that if you are going to take it seriously, 
then you must be infallibilist about some issues:

Is it possible to justify our theories or beliefs *rationally*: that is to say, by 
giving reasons -- 'positive reasons' (as I shall call them), such as an appeal 
to observation; reasons, that is, for holding them to be true, or at least 
'probable' (in the sense of the probability calculus)?

The justificationist maintains that he can show his ideas are true or probable.

As discussed above, the quote does not actually say that.

If he maintains that then either the idea itself or the assessment that it is 
probable has been shown to be true and anybody criticising the thing that has 
been proven is wrong, so there's no point in criticising it.

And what of the person who believes he can gain tentative, fallible knowledge by 
positive arguments? Who isn't seeking to prove he has found the final truth, but 
only to adjudicate between competing ideas using the knowledge he has today, 
knowing he may make mistakes but that if used well his mind can do better than 
random.

He is a fallibilist who is making all the distinctive mistakes of justification, as apart 
from the mistakes of infallibilism. E.g. he makes the mistake of thinking there is a 
rationally defensible or arguable connection between his positive supporting 
argument and the idea it is supposed to support. He doesn't realize the non 
sequitur. This typical justificationist error (a more general version of the inductivist 
error of their non sequitur jump from data to theory) is important, prevalent, and 
different than infallibilism.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Jon Oliver <jon_oliver@trendmicro.com.au>
Cc: JAG <jaguarnight2012@yahoo.com>
Subject: [BoI] Re: Implications of Recent Developments in Network 
Science...really?
Date: February 13, 2013 at 9:17 PM

On Jan 7, 2013, at 9:38 AM, Elliot Temple <curi@curi.us> wrote:

Realism and the Aim of Science, by Karl Popper, page 19:
The central problem of the philosophy of knowledge, at least since the

Reformation, has been this. How can we adjudicate or evaluate the
far-reaching claims of competing theories and beliefs? I shall call this
our *first* problem. This problem has led, historically, to a *second*
problem: How can we *justify* our theories or beliefs? And this second
problem is, in turn, bound up with a number of other questions: What does a
justification consist of? and, more especially: Is it possible to justify
our theories or beliefs *rationally*: that is to say, by giving reasons --
'positive reasons' (as I shall call them), such as an appeal to
observation; reasons, that is, for holding them to be true, or at least
'probable' (in the sense of the probability calculus)? Clearly there is an
unstated, and apparently innocuous, assumption which sponsors the
transition from the first to the second question: namely, that one
adjudicates among competing claims by determining which of them can be
*justified* by positive reasons, and which cannot.

Popper  questions whether it is appropriate science to
    "adjudicate among competing claims by determining which of them can be
*justified* by positive reasons, and which cannot."
While David Deutsch on page 31 of BoI defines
    "Good / bad explanations: An explanation that is hard/easy to vary
while still accounting for what it purports to account for"
I have not cherry picked an isolated theme in BoI.
The "hard-to-vary" criterion is a constant theme in BoI.

To me there is a large difference between the two authors.

Let us consider a comparison of Copernicus' explanation of planets going
round the Sun in circles
versus the explanation of Ptolemy that the Earth was the center of the



universe with the Sun, moon and planets
going round the Earth with epicycles and other devices.

BoI offers us a criterion to adjudicate between the two
Both explanations account for the visible motion of the planets, moon, Sun.
If you got more data, for example from a more powerful telescope or
discovered another planet or moon, then
    - the explanation of Ptolemy was easy to vary - add more epicycles or
other devices - any motion could be explained with enough of them.
    - Copernicus' explanation was more difficult to vary in a way that
still accounted for the motion - but could be done (for example Kepler).

On 11 Feb 2013, at 11:41, JAG  wrote:

It isn't justified. Justification is unnecessary and impossible. See
"The Beginning of Infinity" by David Deutsch and "Realism and the Aim of
Science" by Karl Popper.

So to me it appears to be mis-referencing to quote BoI and Popper as
criticisms of "Justificationism".
They appear to be discussing different variants of "Justificationism".

Cheers
Jon

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
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to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Rand on Kant
Date: February 14, 2013 at 9:51 AM

Someone replied to a thread I started on samharris forum about an
interview of Rand where she mentions that most of modern philosophy is
Kantian or derivatives of Kant. And that Kantian philosophy is the
reason that American Universities are bad.

I'm quoting his reply here because I know nothing about Kant.

http://www.samharris.org/forum/viewthread/17050/#224062

I think Rand is creative, I enjoy her iconoclasm, I don’t admire her 
scholarship/exegesis of other philosophers. Her bugaboo Kant doesn’t much 
resemble Kant. I’m familiar w/the Rand quote that Kant’s philosophy is ‘on every 
fundamental issue . . . the exact opposite of Objectivism.’ And, she believed her 
philosophy had logically refuted him.

What are the main Objectivist charges against Kant. There’s lots of ranting from 
Rand about Kant’s deleterious effect upon intellectual history, I’ll put that to one 
side. I suppose that we might consider metaphysics and ethics, let’s start with 
metaphysics. Rand’s generous comments on Kant’s metaphysics, are so 
useless as to be a moral issue, possibly, in any case. This is worth considering, 
if you want to get a handle on the relative lack of regard in which Rand is held 
by ‘the professionals’. On metaphysics, Piekoff offers Kant’s view as being that 
‘[r]eason is impotent to discover anything about reality’.

Rand: ‘His argument, in essence, ran as follows: man is limited to a 
consciousness of a specific nature, which perceives by specific means and no 
others, therefore, his consciousness is not valid; man is blind, because he has 
eyes—deaf, because he has ears—deluded, because he has a mind—and the 
things he perceives do not exist, because he perceives them.’

In essence, eh? Thanks for boiling it down, Kant can seem rather complex. In 
essence, I’ll boil it down further, man is limited..therefore, his consciousness is 
not ‘valid’.  I have a hard time taking offense, though, at the idea that man is 
‘limited’. I don’t know how one can seriously argue otherwise. Let’s see, man is 
limited to a consciousness of a specific nature, which perceives by specific 
means and no others. I still don’t know how one seriously can argue otherwise. 

http://www.samharris.org/forum/viewthread/17050/#224062


What does ‘the things he perceives do not exist’ mean? That Rand can seriously 
attribute this view to anyone, let alone to a putatively important philosopher, 
well, at the least, I’m thinking ‘strawman’. I’m amused, perhaps that’s her only 
goal, she’s provocative, which turns out to be very easy to do. I might allow that 
Rand is, shall we say, the smartest out of a typical batch of 3 million people, but 
that’s still nowhere near doing her justice, perhaps?

Here’s a longer Rand quote on Kant:

‘The “phenomenal” world, said Kant, is not real: reality, as perceived by man’s 
mind, is a distortion. The distorting mechanism is man’s conceptual faculty: 
man’s basic concepts (such as time, space, existence) are not derived from 
experience or reality, but come from an automatic system of filters in his 
consciousness (labeled “categories” and “forms of perception”) which impose 
their own design on his perception of the external world and make him 
incapable of perceiving it in any manner other than the one in which he does 
perceive it.’

I say that I don’t admire Rand’s scholarship/exegesis of other philosophers. I 
note the ‘said Kant’ in the first line. But that’s not a quote, you’re to trust her 
executive summary. What is this about the ‘phenomenal world’ not being real? I 
won’t quote Kant, contradicting this, I expect you to offer a quote from Kant 
contradicting this, if you want to prove to me that you can use Google. The 
notion that reality, as perceived by man’s mind, is a distortion, turns out to be a 
bit softer, but is still a rather contentious interpretation of Kant (one that might 
have supporters, the point being that I’m not one).  I note something a bit sloppy 
here, as well, in the way that Rand has Kant saying that man’s basic concepts 
(such as time, space, existence) are a not ‘derived’ from experience or reality. I 
think she means that according to Kant, they are, but they are derived 
imperfectly, and thus, reality as perceived, is a distortion, see? Sad day when 
Rand contradicts herself, a grave sin, she sees lots of flaws in others’ thinking, 
she is not impressed. Should I be? Also, ‘forms of perception’ is in quotes here, I 
wonder what translation of Kant she is using. Perhaps the ‘forms of perception’  
are space and time. One might w/more justice refer to space and time as pure 
intuitions of our faculty of sensibility, if one wants to do justice to Kant. I wouldn’t 
quibble at ‘pure intuitions’, or maybe even ‘pure forms of intuition’. I think Rand 
would reply that she gets it, but she gets Kant as being very uninterestingly 
wrong, she’s not putting much effort into this. They are pure intuitions because 
they represent single individuals rather than classes of things, if you’re more 
curious than Rand was, about Kant. They are pure forms of intuition because 



they must precede and structure all experience of individual outer objects and 
inner states. I note, as well, about space and time being pure forms of intuition, 
and pure intuitions, that Kant tries to prove this. There’s something (perhaps this 
is familiar? I don’t want to belabor the point) about how both our a priori 
knowledge about space and time in general and our synthetic a priori 
knowledge of geometrical propositions in particular need to be explained. Space 
and time are knowable independently of the experience of particular objects. 
This is how it comes to be, for Kant, that they are of subjective origin. I find this 
reasoning to be rock solid.

Anyways, I have grave difficulty, in the first place, with the notion that Kant was 
articulating precisely this notion of an ‘automatic system of filters’, but that might 
be a debate. They are not labeled “categories” and “forms of perception”. There 
is discussion of categories in Kant (the categories of the understanding)—he 
proceeds from the categories to the foundations of natural science.

The key to Kant’s argument is the claim that knowledge is always expressed in 
a judgment; he then argues that there are certain characteristic forms or ‘logical 
functions’ of judgment, and that in order for our judgments to be about objects, 
these logical functions of judgments must also provide the basic concepts for 
conceiving of objects. I could say more, but who is interested? And I should cite 
something.

My Rand quote can be quoted further:

‘This proves, said Kant, that man’s concepts are only a delusion, but a collective 
delusion which no one has the power to escape.’

Again, ‘Kant said’. I’ll let you guess how I feel about that. And further:

‘Thus reason and science are “limited,” said Kant; they are valid only so long as 
they deal with this world, with a permanent, pre-determined collective delusion . 
. . but they are impotent to deal with the fundamental metaphysical issues of 
existence, which belong to the “noumenal” world . . . [which] is unknowable; 
[but] it is the world of “real” reality, “superior” truth and “things in themselves” or 
“things as they are”—which means things as they are not perceived by man.’

Again, ‘Kant said’. But let’s see. Reason and science are ‘limited’. And I should 
hope so? When are they valid, in other words? Well, they are valid ‘only so long 
as they deal with this world’. Well, I can deal with that. Why is that 



objectionable? There is something of Kant’s comportment in this, at least, that 
reason and science are impotent to deal with the fundamental metaphysical 
issues of existence, but rather than ‘the fundamental metaphysical issues of 
existence’, I might say, in the case of science, that it can’t deal with 
‘scandalously irrelevant otherworldly speculations’. It can deal with issues of 
existence.  And in the case of reason, well, there are issues of existence that 
science can’t deal with, but, according to Kant, reason can. There are some 
traditional metaphysical issues that arouse Kant’s impatience, too (but none for 
Rand?)

My point being not so much to debate Objectivism, but to cry foul at Rand’s 
‘understanding’ of Kant, I think this is enough for a reply.

End quote.

-- Rami

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism is not Infallibilism
Date: February 14, 2013 at 6:21 PM

On 14 Feb 2013, at 01:42, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 5:03 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 Feb 2013, at 00:07, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 2:42 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Justificationism is inherently infallibilist.  If you can show that some idea is 
true or probably true, then when you do that you can't be mistaken about it 
being true or probably true, and so there's no point in looking for criticism of 
that idea.

Justificationism is not necessarily infallibilist. Justification does not mean 
guaranteeing ideas are true or probably true. The meaning is closer to: 
supporting some ideas as better than others with positive arguments.

Popper stipulates that justification means showing that some idea is "true, or at 
least 'probable'" in the material you quote:

Is it possible to justify our theories or beliefs *rationally*: that is to say, by 
giving reasons -- 'positive reasons' (as I shall call them), such as an appeal 
to observation; reasons, that is, for holding them to be true, or at least 
'probable' (in the sense of the probability calculus)?

No, Popper doesn't say that in the quoted text. Holding an idea true and 
showing the idea is true are different things.

What do positive reasons consist of if not proving an idea true or probably true?

Another Popper quote (Conjectures and Refutations, On the Sources of 



Knowledge and Ignorance, Section XVII):

The first, the false idea, is that we must justify our knowledge, or our theories, 
by positive reasons, that is, by reasons capable of establishing them, or at least 
of making them highly probable; at any rate, by better reasons than that they 
have so far withstood criticism. This idea implies, I suggest,  that we must 
appeal to some ultimate or authoritative source of true knowledge;

It seems that he thinks positive reasons show an idea is true or probable, and 
further that justification is better than criticism according to those who believe in it. 
And if you put some other method of deciding between ideas above criticism, 
then you must be willing to ignore criticism when you have a "justification." 
Thinking that there are some circumstances under which you don't have to 
consider criticism is an infalibilist position.

Also, giving a method of justifying ideas is not the same thing as saying what 
justification means or is. Popper's statements here about giving positive reasons 
being the method of justification are not statements "that justification means" 
anything.

Justification is a method. So if you have explained what the method is, then you 
have explained what counts as justification.

Further, holding ideas to be true, or at least truthlike, isn't a bad thing. Fallibilists 
can and should do that. We have knowledge about what is true or not, and we 
should say so, even if we may be mistaken and have to change our positions 
later.

Yes.

Justificationism as a concept -- as a method of evaluating and adjudicating 
ideas -- is compatible with holding ideas to be truthlike (tentatively, as far as we 
know today), rather than infallibly true or probable.

A justificationist could hold that the current state of knowledge and argument 
justifies some ideas as truthlike, pending new arguments and knowledge. He 
could then be a fallibilist, but still make the distinctive mistakes of 
justificationism.



Or if you don't like "truthlike" you could write "good", "high status", "highly 
evaluated", "the tentative winner in an adjudication of ideas", or whatever else. 
Whichever of those is the end goal, you could try to achieve it with either 
method: justification or criticism. The problem with justification is that it's a bad 
method of achieving any of those goals, not that it is inherently coupled with the 
wrong goal.

You can't completely cleanly separate goals and methods. Thinking that you 
should adopt a particular method shapes some of your goals. If the method is bad 
so are some of the goals.

This thing -- increasing the status of ideas in a positive way -- is what Popper 
calls justificationism and criticizes in Realism and the Aim of Science.

I write more after this quote.

On Jan 7, 2013, at 9:38 AM, Elliot Temple <curi@curi.us> wrote:

Realism and the Aim of Science, by Karl Popper, page 19:

The central problem of the philosophy of knowledge, at least since the 
Reformation, has been this. How can we adjudicate or evaluate the far-
reaching claims of competing theories and beliefs? I shall call this our 
*first* problem. This problem has led, historically, to a *second* problem: 
How can we *justify* our theories or beliefs? And this second problem is, in 
turn, bound up with a number of other questions: What does a justification 
consist of? and, more especially: Is it possible to justify our theories or 
beliefs *rationally*: that is to say, by giving reasons -- 'positive reasons' (as 
I shall call them), such as an appeal to observation; reasons, that is, for 
holding them to be true, or at least 'probable' (in the sense of the 
probability calculus)? Clearly there is an unstated, and apparently 
innocuous, assumption which sponsors the transition from the first to the 
second question: namely, that one adjudicates among competing claims 
by determining which of them can be *justified* by positive reasons, and 
which cannot.

Now Bartley suggests that my approach solves the first problem, yet in 
doing so changes its structure completely. For I reject the second problem 
as irrelevant, and the usual answers to it as incorrect. And I also reject as 
incorrect the assumption that leads from the first to the second problem. I 



assert (differing, Bartley contends, from all previous rationalists except 
perhaps those who were driven into scepticism) that we cannot give any 
positive justification or any positive reason for our theories and our beliefs. 
That is to say, we cannot give any positive reasons for holding our theories 
to be *true*. Moreover, I assert that the belief we can give such reasons, 
and should seek for them is itself neither a rational nor a true belief, but 
one that can be shown to be without merit.

(I was just about to write the word 'baseless' where I have written 'without 
merit'. This provides a good example of just how much our language is 
influenced by the unconscious assumptions that are attacked within my 
own approach. It is assumed, without criticism, that only a view that lacks 
merit must be baseless -- without basis, in the sense of being unfounded, 
or unjustified, or unsupported. Whereas, on my view, *all* views -- good 
*and* bad -- are in this important sense baseless, unfounded, unjustified, 
unsupported.)

In so far as my approach involves all this, my solution of the central 
problem of justification -- as it has always been understood -- is as 
*unambiguously negative* as that of any irrationalist or sceptic.

If you want to understand this well, I suggest reading the whole chapter in 
the book. Please don't think this quote tells all.

Some takeaways:

- Justificationism has to do with positive reasons.

- Positive reasons and justification are a mistake. Popper rejects them.

- The right approach to epistemology is negative, critical. With no 
compromises.

- Lots of language is justificationist. It's easy to make such mistakes. What's 
important is to look out for mistakes and try to correct them. ("Solid", as DD 
recently used, was a similar mistake.)

- Popper writes with too much fancy punctuation which makes it harder to 



read.

A key part of the issue is the problem situation:

How can we adjudicate or evaluate the far-reaching claims of competing 
theories and beliefs?

Justificationism is an answer to *this problem*. It answers: the theories and 
beliefs with more justification are better. Adjudicate in their favour.

Yes.

This is not an inherently infallibilist answer. One could believe that his 
conception of which theories have how much justification is fallible, and still 
give this answer. One could believe that his adjudications are final, or one 
could believe that his adjudications could be overturned when new 
justifications are discovered. Infallibilism is not excluded nor required.

Saying that a position is not infallibilist does not make it fallibilist. If somebody 
claimed that the Pope is always right when he makes doctrinal statements, but 
not when he makes other statements that person is still an infallibilist. He does 
not become a falliblist because he says the Pope can make mistakes about 
some stuff. The justificationist is in a similar position.

If I understand what you mean, you are making a variant of David's poltergeist 
argument:

On Oct 21, 2002, at 4:45 PM, David Deutsch <david.deutsch@qubit.org> wrote 
to TCS list:

On Friday, October 18, 2002, at 10:28  pm, Jake Freivald wrote:

Why does everyone seem to see this as an either/or question?

There are two kinds of people: those who believe in poltergeists and
those who do not. Why only two kinds? Why is that an either/or
question? Because those who believe that some things that go bump in
the night are entirely caused by poltergeist, some partly caused, and
some not caused by poltergeist at all ... are fully-fledged believers



in poltergeist.

I think your point is that everyone who believes some things are fallible, and 
some things are infallible, is an infallibilist. Just like people who believe some 
events are caused by ghosts, and some aren't, are superstitious. (Even if they 
believe only 0.0001% of events are caused by ghosts, and the rest aren't, they 
are still superstitious ghost-belivers.)

Yes.

I will agree that, in practice, most justificationists are in this category. Most 
people are. Most people do not understand fallibilism well. But that doesn't 
mean justificationism-the-idea requires infallibilism inherently.

You try to argue elsewhere (e.g. the next section) that justificationism requires 
infallibilism, but this passage doesn't make that case.

(BTW, just because it's worth knowing: a person who hits his children only when 
he deems them really naughty, and doesn't hit them 360 days a year, is a fully-
fledged child abuser. And it's the same with beating your wife. Or committing 
crimes; if you commit one crime a year you are a criminal. And a person who 
believes 99.9% of people are mentally healthy, but 0.1% are mentally ill, is a 
fully-fledged believer in mental illness. And various other ones are important 
too.)

Yes.

Both approaches are compatible with both infallibilism and fallibilism. They 
are metaphorically orthogonal to the issue of fallibility. In other words, 
fallibilism and justificationism are separate issues.

Fallibilism is about whether or not our evaluations of ideas should be 
subjected to revision and re-checking, or whether anything can be 
established with finality such thing we no longer have to consider arguments 
on the topic, whether they be critical or justifying arguments.

It is an implication of justificationism that if you are going to take it seriously, 
then you must be infallibilist about some issues:

Is it possible to justify our theories or beliefs *rationally*: that is to say, by 



giving reasons -- 'positive reasons' (as I shall call them), such as an appeal 
to observation; reasons, that is, for holding them to be true, or at least 
'probable' (in the sense of the probability calculus)?

The justificationist maintains that he can show his ideas are true or probable.

As discussed above, the quote does not actually say that.

If he maintains that then either the idea itself or the assessment that it is 
probable has been shown to be true and anybody criticising the thing that has 
been proven is wrong, so there's no point in criticising it.

And what of the person who believes he can gain tentative, fallible knowledge 
by positive arguments? Who isn't seeking to prove he has found the final truth, 
but only to adjudicate between competing ideas using the knowledge he has 
today, knowing he may make mistakes but that if used well his mind can do 
better than random.

He is a fallibilist who is making all the distinctive mistakes of justification, as 
apart from the mistakes of infallibilism. E.g. he makes the mistake of thinking 
there is a rationally defensible or arguable connection between his positive 
supporting argument and the idea it is supposed to support. He doesn't realize 
the non sequitur. This typical justificationist error (a more general version of the 
inductivist error of their non sequitur jump from data to theory) is important, 
prevalent, and different than infallibilism.

This is not a separate mistake from thinking that some ideas can be proven or 
made more probable, it is an instance of that mistake. He thinks that he has 
shown that the link between the positive idea and the idea it supports is true or 
probable. So either he can't be mistaken about it at all, or he can't be mistaken 
until he counts some number of criticisms or something like that - an infallibilist 
position.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism is not Infallibilism
Date: February 14, 2013 at 8:38 PM

On Feb 14, 2013, at 3:21 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 Feb 2013, at 01:42, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 5:03 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 Feb 2013, at 00:07, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 2:42 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Justificationism is inherently infallibilist.  If you can show that some idea is 
true or probably true, then when you do that you can't be mistaken about it 
being true or probably true, and so there's no point in looking for criticism 
of that idea.

Justificationism is not necessarily infallibilist. Justification does not mean 
guaranteeing ideas are true or probably true. The meaning is closer to: 
supporting some ideas as better than others with positive arguments.

Popper stipulates that justification means showing that some idea is "true, or 
at least 'probable'" in the material you quote:

Is it possible to justify our theories or beliefs *rationally*: that is to say, by 
giving reasons -- 'positive reasons' (as I shall call them), such as an 
appeal to observation; reasons, that is, for holding them to be true, or at 
least 'probable' (in the sense of the probability calculus)?

No, Popper doesn't say that in the quoted text. Holding an idea true and 
showing the idea is true are different things.



What do positive reasons consist of if not proving an idea true or probably true?

Reasons to give it a high evaluation (vs competing ideas).

When someone says the evidence supports some scientific idea (over some 
rival), he's not necessarily saying that scientific idea is proven true or anything. 
He may be well aware that science is a progressive field and it will one day be 
overturned. What he's maybe (often) trying to say is there is a particular relation 
between the evidence and the idea that is good for the idea, that raises its status 
or evaluation. Just because an idea is (deemed) supported doesn't necessarily 
mean it's the final word on the matter, nor do they necessarily look at it in terms of 
probability.

Another Popper quote (Conjectures and Refutations, On the Sources of 
Knowledge and Ignorance, Section XVII):

The first, the false idea, is that we must justify our knowledge, or our theories, 
by positive reasons, that is, by reasons capable of establishing them, or at 
least of making them highly probable; at any rate, by better reasons than that 
they have so far withstood criticism. This idea implies, I suggest,  that we must 
appeal to some ultimate or authoritative source of true knowledge;

It seems that he thinks positive reasons show an idea is true or probable,

That is not the only thing "establishing" means. Establish has meanings like "to 
make firm or stable", "to put on a firm basis", "to put into a favorable position", 
and "to gain full recognition or acceptance of".

He clarifies how established they need to be after the semi-colon: more than "
[has] so far withstood criticism" establishes ideas. I don't see any text indicating it 
meant infallibly established.

The "better reasons" after the semicolon are better *positive* reasons (not 
negative), which are justificationist but not necessarily infallibilist.

Even if Popper was wrong, it wouldn't make a huge difference. The truth is what 
matters most. But also we should try to interpret his ideas with the best 
compatible interpretation, not the worst one. So since "establish" doesn't have to 



mean infallibility, and the passage is better if it doesn't, then we should read it that 
way (unless there's some criticism of doing that, some specific reason not to).

and further that justification is better than criticism according to those who 
believe in it.

That's not what it says either. It doesn't say that justification is better than criticism 
out of context or generally, it says it (implicitly) only in a particular context. It's 
saying they think positive reasons are better at positively supporting ideas than 
criticizing rivals is. This is a reasonable and non-notable statement.

And if you put some other method of deciding between ideas above criticism, 
then you must be willing to ignore criticism when you have a "justification." 
Thinking that there are some circumstances under which you don't have to 
consider criticism is an infalibilist position.

It doesn't say that either. You are reading between the lines. It's a good criticism 
of a mistake some people make. But there's no argument that all justificationists 
must make this mistake.

Also, giving a method of justifying ideas is not the same thing as saying what 
justification means or is. Popper's statements here about giving positive 
reasons being the method of justification are not statements "that justification 
means" anything.

Justification is a method. So if you have explained what the method is, then you 
have explained what counts as justification.

Justificationism does not consist only of a method of justifying ideas. It is not only 
a method. It also has parts like the ideas about why to justify ideas, and the 
consequences of ideas being justified or not.

Further, holding ideas to be true, or at least truthlike, isn't a bad thing. 
Fallibilists can and should do that. We have knowledge about what is true or 
not, and we should say so, even if we may be mistaken and have to change 
our positions later.



Yes.

Justificationism as a concept -- as a method of evaluating and adjudicating 
ideas -- is compatible with holding ideas to be truthlike (tentatively, as far as we 
know today), rather than infallibly true or probable.

A justificationist could hold that the current state of knowledge and argument 
justifies some ideas as truthlike, pending new arguments and knowledge. He 
could then be a fallibilist, but still make the distinctive mistakes of 
justificationism.

Or if you don't like "truthlike" you could write "good", "high status", "highly 
evaluated", "the tentative winner in an adjudication of ideas", or whatever else. 
Whichever of those is the end goal, you could try to achieve it with either 
method: justification or criticism. The problem with justification is that it's a bad 
method of achieving any of those goals, not that it is inherently coupled with 
the wrong goal.

You can't completely cleanly separate goals and methods. Thinking that you 
should adopt a particular method shapes some of your goals. If the method is 
bad so are some of the goals.

Justification is well suited to the truthlikeness goal. The problem justificationism is 
aimed at is -- as we agreed -- about how to adjudicate or evaluating between 
competing ideas. Calling the ones with better evaluations more truthlike, and 
trying to figure out which those are, is very much in line with the basic concept 
justificationism, it's not a deviation.

In practice a lot of justificationists have infallibilists attitudes. But the goal here -- 
at least my goal -- is to understand philosophy, not just popular cultural errors 
today. Even if in practice I could consistently win debates against justificationists 
using fallibilists arguments, I'd still be interested in whether or not a better, 
fallibilist version of justificationism could work, whether it would be in line with the 
basic ideas of justificationism, whether it has other flaws that aren't about 
fallibilism, whether understanding those flaws has reach and importance and 
sheds light on important other arguments to do with infallibilist justificationism, 
and so on.

This thing -- increasing the status of ideas in a positive way -- is what 



Popper calls justificationism and criticizes in Realism and the Aim of 
Science.

I write more after this quote.

On Jan 7, 2013, at 9:38 AM, Elliot Temple <curi@curi.us> wrote:

Realism and the Aim of Science, by Karl Popper, page 19:

The central problem of the philosophy of knowledge, at least since the 
Reformation, has been this. How can we adjudicate or evaluate the far-
reaching claims of competing theories and beliefs? I shall call this our 
*first* problem. This problem has led, historically, to a *second* problem: 
How can we *justify* our theories or beliefs? And this second problem is, 
in turn, bound up with a number of other questions: What does a 
justification consist of? and, more especially: Is it possible to justify our 
theories or beliefs *rationally*: that is to say, by giving reasons -- 'positive 
reasons' (as I shall call them), such as an appeal to observation; reasons, 
that is, for holding them to be true, or at least 'probable' (in the sense of 
the probability calculus)? Clearly there is an unstated, and apparently 
innocuous, assumption which sponsors the transition from the first to the 
second question: namely, that one adjudicates among competing claims 
by determining which of them can be *justified* by positive reasons, and 
which cannot.

Now Bartley suggests that my approach solves the first problem, yet in 
doing so changes its structure completely. For I reject the second 
problem as irrelevant, and the usual answers to it as incorrect. And I also 
reject as incorrect the assumption that leads from the first to the second 
problem. I assert (differing, Bartley contends, from all previous 
rationalists except perhaps those who were driven into scepticism) that 
we cannot give any positive justification or any positive reason for our 
theories and our beliefs. That is to say, we cannot give any positive 
reasons for holding our theories to be *true*. Moreover, I assert that the 
belief we can give such reasons, and should seek for them is itself 
neither a rational nor a true belief, but one that can be shown to be 
without merit.

(I was just about to write the word 'baseless' where I have written 'without 
merit'. This provides a good example of just how much our language is 



influenced by the unconscious assumptions that are attacked within my 
own approach. It is assumed, without criticism, that only a view that lacks 
merit must be baseless -- without basis, in the sense of being unfounded, 
or unjustified, or unsupported. Whereas, on my view, *all* views -- good 
*and* bad -- are in this important sense baseless, unfounded, unjustified, 
unsupported.)

In so far as my approach involves all this, my solution of the central 
problem of justification -- as it has always been understood -- is as 
*unambiguously negative* as that of any irrationalist or sceptic.

If you want to understand this well, I suggest reading the whole chapter in 
the book. Please don't think this quote tells all.

Some takeaways:

- Justificationism has to do with positive reasons.

- Positive reasons and justification are a mistake. Popper rejects them.

- The right approach to epistemology is negative, critical. With no 
compromises.

- Lots of language is justificationist. It's easy to make such mistakes. 
What's important is to look out for mistakes and try to correct them. 
("Solid", as DD recently used, was a similar mistake.)

- Popper writes with too much fancy punctuation which makes it harder to 
read.

A key part of the issue is the problem situation:

How can we adjudicate or evaluate the far-reaching claims of competing 
theories and beliefs?

Justificationism is an answer to *this problem*. It answers: the theories and 
beliefs with more justification are better. Adjudicate in their favour.



Yes.

This is not an inherently infallibilist answer. One could believe that his 
conception of which theories have how much justification is fallible, and still 
give this answer. One could believe that his adjudications are final, or one 
could believe that his adjudications could be overturned when new 
justifications are discovered. Infallibilism is not excluded nor required.

Saying that a position is not infallibilist does not make it fallibilist. If somebody 
claimed that the Pope is always right when he makes doctrinal statements, 
but not when he makes other statements that person is still an infallibilist. He 
does not become a falliblist because he says the Pope can make mistakes 
about some stuff. The justificationist is in a similar position.

If I understand what you mean, you are making a variant of David's poltergeist 
argument:

On Oct 21, 2002, at 4:45 PM, David Deutsch <david.deutsch@qubit.org> 
wrote to TCS list:

On Friday, October 18, 2002, at 10:28  pm, Jake Freivald wrote:

Why does everyone seem to see this as an either/or question?

There are two kinds of people: those who believe in poltergeists and
those who do not. Why only two kinds? Why is that an either/or
question? Because those who believe that some things that go bump in
the night are entirely caused by poltergeist, some partly caused, and
some not caused by poltergeist at all ... are fully-fledged believers
in poltergeist.

I think your point is that everyone who believes some things are fallible, and 
some things are infallible, is an infallibilist. Just like people who believe some 
events are caused by ghosts, and some aren't, are superstitious. (Even if they 
believe only 0.0001% of events are caused by ghosts, and the rest aren't, they 
are still superstitious ghost-belivers.)

Yes.



I will agree that, in practice, most justificationists are in this category. Most 
people are. Most people do not understand fallibilism well. But that doesn't 
mean justificationism-the-idea requires infallibilism inherently.

You try to argue elsewhere (e.g. the next section) that justificationism requires 
infallibilism, but this passage doesn't make that case.

(BTW, just because it's worth knowing: a person who hits his children only 
when he deems them really naughty, and doesn't hit them 360 days a year, is 
a fully-fledged child abuser. And it's the same with beating your wife. Or 
committing crimes; if you commit one crime a year you are a criminal. And a 
person who believes 99.9% of people are mentally healthy, but 0.1% are 
mentally ill, is a fully-fledged believer in mental illness. And various other ones 
are important too.)

Yes.

Both approaches are compatible with both infallibilism and fallibilism. They 
are metaphorically orthogonal to the issue of fallibility. In other words, 
fallibilism and justificationism are separate issues.

Fallibilism is about whether or not our evaluations of ideas should be 
subjected to revision and re-checking, or whether anything can be 
established with finality such thing we no longer have to consider arguments 
on the topic, whether they be critical or justifying arguments.

It is an implication of justificationism that if you are going to take it seriously, 
then you must be infallibilist about some issues:

Is it possible to justify our theories or beliefs *rationally*: that is to say, by 
giving reasons -- 'positive reasons' (as I shall call them), such as an 
appeal to observation; reasons, that is, for holding them to be true, or at 
least 'probable' (in the sense of the probability calculus)?

The justificationist maintains that he can show his ideas are true or probable.

As discussed above, the quote does not actually say that.

If he maintains that then either the idea itself or the assessment that it is 



probable has been shown to be true and anybody criticising the thing that has 
been proven is wrong, so there's no point in criticising it.

And what of the person who believes he can gain tentative, fallible knowledge 
by positive arguments? Who isn't seeking to prove he has found the final truth, 
but only to adjudicate between competing ideas using the knowledge he has 
today, knowing he may make mistakes but that if used well his mind can do 
better than random.

He is a fallibilist who is making all the distinctive mistakes of justification, as 
apart from the mistakes of infallibilism. E.g. he makes the mistake of thinking 
there is a rationally defensible or arguable connection between his positive 
supporting argument and the idea it is supposed to support. He doesn't realize 
the non sequitur. This typical justificationist error (a more general version of the 
inductivist error of their non sequitur jump from data to theory) is important, 
prevalent, and different than infallibilism.

This is not a separate mistake from thinking that some ideas can be proven or 
made more probable, it is an instance of that mistake. He thinks that he has 
shown that the link between the positive idea and the idea it supports is true or 
probable. So either he can't be mistaken about it at all, or he can't be mistaken 
until he counts some number of criticisms or something like that - an infallibilist 
position.

Excuse me but this is my hypothetical person and you're putting words in his 
mouth and changing his positions (in similar ways to how you put those same 
words in Popper's mouth even though they are different than what the quote 
says, and you don't include -- here or there -- bridging explanations about how 
you get from the actual text to your altered restatement). That is not a reasonable 
way of arguing my hypothetical person can't exist.

He thinks he has arguments for the link. Fallible arguments. What is wrong with 
that? Apart from them being non sequitur mistakes. (And even if there is 
something else wrong with it, that doesn't lessen the importance of the 
characteristic mistakes of justificationism that aren't about fallibilism, e.g. the non 
sequitur problem that they never have any good answers to.)

Your analysis relies on criticizing a mistake the guy might not be making -- he 
simply doesn't have to think his justifying arguments are infallible to value them -- 
and doesn't criticize the huge important non sequitur mistake he is making.



-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Jon Oliver <jon_oliver@trendmicro.com.au>
Subject: [BoI] towards a better, fallibilist version of justificationism
Date: February 14, 2013 at 11:51 PM

Hi Elliot,

On Friday, 15 February 2013 12:38:15 UTC+11, Elliot Temple wrote:

In practice a lot of justificationists have infallibilists attitudes.

Please explain further.
Do you mean a majority of justificationists?
I am also unsure as to which group(s) constitutes a "justificationist".
Is it
     (i) people who are only will to use positive arguments to adjudicate
between competing ideas?
     (ii) people who use both positive and negative arguments to adjudicate
between competing ideas,
          but negative arguments trump positive arguments
     (iii) people who use both positive and negative arguments to
adjudicate between competing ideas,
          but positive arguments trump negative arguments
     (iv) people who use both positive and negative arguments to adjudicate
between competing ideas,
          and use probabilistic or information theoretic arguments to
weight them
     (v) people who use both positive and negative arguments to adjudicate
between competing ideas,
          and use probabilistic or information theoretic arguments to
weight them, but falsification wins outright
     (vi) people who use both positive and negative arguments to adjudicate
between competing ideas,
          and use probabilistic approaches to do belief revision, and their
current "truth" is just the most likely of their current beliefs
          (they might also have threshholds of probablility or other
criterion to prune down what they are willing to label a "truth")
     (vii) something else?



I am surprised - nearly of the people / researchers I know [ who I think
this mailing list would call justificationists ]
have very strong fallibilist attitudes.
In my opinion (and I believe in the opinion of these people) being an
infallibilist is simply illogical.

 On Friday, 15 February 2013 12:38:15 UTC+11, Elliot Temple wrote:

But the goal here -- at least my goal -- is to understand philosophy, not
just popular cultural errors today. Even if in practice I could
consistently win debates against justificationists using fallibilists
arguments, I'd still be interested in whether or not a better, fallibilist
version of justificationism could work, whether it would be in line with
the basic ideas of justificationism, whether it has other flaws that aren't
about fallibilism, whether understanding those flaws has reach and
importance and sheds light on important other arguments to do with
infallibilist justificationism, and so on.

Which existing approaches do you put into the category of "fallibilist
version of justificationism" ?

Cheers
Jon

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 15, 2013 at 1:29 AM

On Feb 14, 2013, at 8:51 PM, Jon Oliver <jon_oliver@trendmicro.com.au> wrote:

Hi Elliot,

On Friday, 15 February 2013 12:38:15 UTC+11, Elliot Temple wrote:

In practice a lot of justificationists have infallibilists attitudes.

Please explain further.
Do you mean a majority of justificationists?

I didn't specify more precisely because I haven't met millions of people. It's hard 
to count.

I am also unsure as to which group(s) constitutes a "justificationist".
Is it
    (i) people who are only will to use positive arguments to adjudicate
between competing ideas?
    (ii) people who use both positive and negative arguments to adjudicate
between competing ideas,
         but negative arguments trump positive arguments
    (iii) people who use both positive and negative arguments to
adjudicate between competing ideas,
         but positive arguments trump negative arguments
    (iv) people who use both positive and negative arguments to adjudicate
between competing ideas,
         and use probabilistic or information theoretic arguments to
weight them
    (v) people who use both positive and negative arguments to adjudicate
between competing ideas,
         and use probabilistic or information theoretic arguments to
weight them, but falsification wins outright
    (vi) people who use both positive and negative arguments to adjudicate
between competing ideas,



         and use probabilistic approaches to do belief revision, and their
current "truth" is just the most likely of their current beliefs
         (they might also have threshholds of probablility or other
criterion to prune down what they are willing to label a "truth")
    (vii) something else?

People who ever using any positive arguments in their adjudicating between 
ideas (be it blatantly infallibilist, probabilistic, fallibilist, whatever) are all 
justificationists.

I am surprised - nearly of the people / researchers I know [ who I think
this mailing list would call justificationists ]
have very strong fallibilist attitudes.
In my opinion (and I believe in the opinion of these people) being an
infallibilist is simply illogical.

I partly agree with you. I have been arguing that justificationism, although false, is 
a separate issue from fallibilism.

You didn't mention specific researchers. My guess would be most of them are 
fallibilists sometimes, and infallibilists other times. I think that's really common. I 
don't think there's a lot of consistent fallibilists out there who really understand 
fallibilism well.

I agree that infallibilism is illogical. But I think many people who consider it 
illogical still do it sometimes!

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 15, 2013 at 2:07 AM

On 15/02/2013 5:29 PM, Elliot Temple wrote:
I agree that infallibilism is illogical. But I think many people who consider it 
illogical still do it sometimes!

It is easy for people to say they are fallibilists.

The problem is to wean them off the ideas of verification, confirmation, 
probabilism etc which  are all manifestations of the justificationist mode of 
thought.

Mark Notturno coined a phrase to describe that stance, he called it "floating 
foundationalism". They still want foundations but they concede that they are not 
rock solid.

Critical rationalists do not look for any kind of foundations, we think more of  in 
terms of tests, truth and problem-solving power.

RC

-- 
-- 

--- You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism is not Infallibilism
Date: February 15, 2013 at 4:15 AM

On 15 Feb 2013, at 01:38, Elliot Temple <curi@curi.us> wrote:

On Feb 14, 2013, at 3:21 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 Feb 2013, at 01:42, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 5:03 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 Feb 2013, at 00:07, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 2:42 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Justificationism is inherently infallibilist.  If you can show that some idea 
is true or probably true, then when you do that you can't be mistaken 
about it being true or probably true, and so there's no point in looking for 
criticism of that idea.

Justificationism is not necessarily infallibilist. Justification does not mean 
guaranteeing ideas are true or probably true. The meaning is closer to: 
supporting some ideas as better than others with positive arguments.

Popper stipulates that justification means showing that some idea is "true, 
or at least 'probable'" in the material you quote:

Is it possible to justify our theories or beliefs *rationally*: that is to say, 
by giving reasons -- 'positive reasons' (as I shall call them), such as an 
appeal to observation; reasons, that is, for holding them to be true, or at 
least 'probable' (in the sense of the probability calculus)?



No, Popper doesn't say that in the quoted text. Holding an idea true and 
showing the idea is true are different things.

What do positive reasons consist of if not proving an idea true or probably 
true?

Reasons to give it a high evaluation (vs competing ideas).

When someone says the evidence supports some scientific idea (over some 
rival), he's not necessarily saying that scientific idea is proven true or anything. 
He may be well aware that science is a progressive field and it will one day be 
overturned. What he's maybe (often) trying to say is there is a particular relation 
between the evidence and the idea that is good for the idea, that raises its 
status or evaluation. Just because an idea is (deemed) supported doesn't 
necessarily mean it's the final word on the matter, nor do they necessarily look 
at it in terms of probability.

It is often the case that we decide critically between two ideas using a number. 
Let's say that I have two laser designs A and B and laser B has a narrower 
linewidth and I want a laser with a narrower linewidth. Then there is a measure by 
which laser B is better than laser A. I'm not saying it is probable that laser B has a 
narrower linewidth, or that I have proven it. It's just that I have considered every 
flaw in that idea that I can think of and it has survived critical testing. Is this a 
justificationist argument?

Another Popper quote (Conjectures and Refutations, On the Sources of 
Knowledge and Ignorance, Section XVII):

The first, the false idea, is that we must justify our knowledge, or our theories, 
by positive reasons, that is, by reasons capable of establishing them, or at 
least of making them highly probable; at any rate, by better reasons than that 
they have so far withstood criticism. This idea implies, I suggest,  that we 
must appeal to some ultimate or authoritative source of true knowledge;

It seems that he thinks positive reasons show an idea is true or probable,

That is not the only thing "establishing" means. Establish has meanings like "to 
make firm or stable", "to put on a firm basis", "to put into a favorable position", 



and "to gain full recognition or acceptance of".

All of these involve showing an idea is true or probable.

He clarifies how established they need to be after the semi-colon: more than "
[has] so far withstood criticism" establishes ideas. I don't see any text indicating 
it meant infallibly established.

The "better reasons" after the semicolon are better *positive* reasons (not 
negative), which are justificationist but not necessarily infallibilist.

If the idea is better than criticism, then the criticism can be ignored. This is an 
infallibilist idea.

Even if Popper was wrong, it wouldn't make a huge difference. The truth is what 
matters most. But also we should try to interpret his ideas with the best 
compatible interpretation, not the worst one. So since "establish" doesn't have to 
mean infallibility, and the passage is better if it doesn't, then we should read it 
that way (unless there's some criticism of doing that, some specific reason not 
to).

You are saying the passage is better if it doesn't. I disagree because if the 
passage doesn't say that it is failing to point out a false consequence of 
justificationism.

and further that justification is better than criticism according to those who 
believe in it.

That's not what it says either. It doesn't say that justification is better than 
criticism out of context or generally, it says it (implicitly) only in a particular 
context. It's saying they think positive reasons are better at positively supporting 
ideas than criticizing rivals is. This is a reasonable and non-notable statement.

The context does not matter. There is NO context in which making justificationist 
arguments is the right thing to do. Anybody who takes that position is a 
justificationist.

And if you put some other method of deciding between ideas above criticism, 
then you must be willing to ignore criticism when you have a "justification." 



Thinking that there are some circumstances under which you don't have to 
consider criticism is an infalibilist position.

It doesn't say that either. You are reading between the lines. It's a good criticism 
of a mistake some people make. But there's no argument that all justificationists 
must make this mistake.

It's a consequence of the position of that some arguments are better than 
criticisms. It doesn't matter whether the person openly advocates that 
consequence: what matters is what the idea actually implies.

Also, giving a method of justifying ideas is not the same thing as saying what 
justification means or is. Popper's statements here about giving positive 
reasons being the method of justification are not statements "that justification 
means" anything.

Justification is a method. So if you have explained what the method is, then 
you have explained what counts as justification.

Justificationism does not consist only of a method of justifying ideas. It is not 
only a method. It also has parts like the ideas about why to justify ideas, and the 
consequences of ideas being justified or not.

Yes, but if you're a justificationist, then you think you can do justification. If you 
think that justification is impossible, then you're not a justificationist.

Further, holding ideas to be true, or at least truthlike, isn't a bad thing. 
Fallibilists can and should do that. We have knowledge about what is true or 
not, and we should say so, even if we may be mistaken and have to change 
our positions later.

Yes.

Justificationism as a concept -- as a method of evaluating and adjudicating 
ideas -- is compatible with holding ideas to be truthlike (tentatively, as far as 
we know today), rather than infallibly true or probable.

A justificationist could hold that the current state of knowledge and argument 
justifies some ideas as truthlike, pending new arguments and knowledge. He 



could then be a fallibilist, but still make the distinctive mistakes of 
justificationism.

Or if you don't like "truthlike" you could write "good", "high status", "highly 
evaluated", "the tentative winner in an adjudication of ideas", or whatever 
else. Whichever of those is the end goal, you could try to achieve it with 
either method: justification or criticism. The problem with justification is that 
it's a bad method of achieving any of those goals, not that it is inherently 
coupled with the wrong goal.

You can't completely cleanly separate goals and methods. Thinking that you 
should adopt a particular method shapes some of your goals. If the method is 
bad so are some of the goals.

Justification is well suited to the truthlikeness goal. The problem justificationism 
is aimed at is -- as we agreed -- about how to adjudicate or evaluating between 
competing ideas. Calling the ones with better evaluations more truthlike, and 
trying to figure out which those are, is very much in line with the basic concept 
justificationism, it's not a deviation.

In practice a lot of justificationists have infallibilists attitudes. But the goal here -- 
at least my goal -- is to understand philosophy, not just popular cultural errors 
today. Even if in practice I could consistently win debates against justificationists 
using fallibilists arguments, I'd still be interested in whether or not a better, 
fallibilist version of justificationism could work, whether it would be in line with 
the basic ideas of justificationism, whether it has other flaws that aren't about 
fallibilism, whether understanding those flaws has reach and importance and 
sheds light on important other arguments to do with infallibilist justificationism, 
and so on.

My position is that saying you are both a justificationist and a falliblist is a 
contradiction.

This thing -- increasing the status of ideas in a positive way -- is what 
Popper calls justificationism and criticizes in Realism and the Aim of 
Science.

I write more after this quote.

On Jan 7, 2013, at 9:38 AM, Elliot Temple <curi@curi.us> wrote:



Realism and the Aim of Science, by Karl Popper, page 19:

The central problem of the philosophy of knowledge, at least since the 
Reformation, has been this. How can we adjudicate or evaluate the far-
reaching claims of competing theories and beliefs? I shall call this our 
*first* problem. This problem has led, historically, to a *second* problem: 
How can we *justify* our theories or beliefs? And this second problem 
is, in turn, bound up with a number of other questions: What does a 
justification consist of? and, more especially: Is it possible to justify our 
theories or beliefs *rationally*: that is to say, by giving reasons -- 
'positive reasons' (as I shall call them), such as an appeal to 
observation; reasons, that is, for holding them to be true, or at least 
'probable' (in the sense of the probability calculus)? Clearly there is an 
unstated, and apparently innocuous, assumption which sponsors the 
transition from the first to the second question: namely, that one 
adjudicates among competing claims by determining which of them can 
be *justified* by positive reasons, and which cannot.

Now Bartley suggests that my approach solves the first problem, yet in 
doing so changes its structure completely. For I reject the second 
problem as irrelevant, and the usual answers to it as incorrect. And I 
also reject as incorrect the assumption that leads from the first to the 
second problem. I assert (differing, Bartley contends, from all previous 
rationalists except perhaps those who were driven into scepticism) that 
we cannot give any positive justification or any positive reason for our 
theories and our beliefs. That is to say, we cannot give any positive 
reasons for holding our theories to be *true*. Moreover, I assert that the 
belief we can give such reasons, and should seek for them is itself 
neither a rational nor a true belief, but one that can be shown to be 
without merit.

(I was just about to write the word 'baseless' where I have written 
'without merit'. This provides a good example of just how much our 
language is influenced by the unconscious assumptions that are 
attacked within my own approach. It is assumed, without criticism, that 
only a view that lacks merit must be baseless -- without basis, in the 
sense of being unfounded, or unjustified, or unsupported. Whereas, on 
my view, *all* views -- good *and* bad -- are in this important sense 
baseless, unfounded, unjustified, unsupported.)



In so far as my approach involves all this, my solution of the central 
problem of justification -- as it has always been understood -- is as 
*unambiguously negative* as that of any irrationalist or sceptic.

If you want to understand this well, I suggest reading the whole chapter in 
the book. Please don't think this quote tells all.

Some takeaways:

- Justificationism has to do with positive reasons.

- Positive reasons and justification are a mistake. Popper rejects them.

- The right approach to epistemology is negative, critical. With no 
compromises.

- Lots of language is justificationist. It's easy to make such mistakes. 
What's important is to look out for mistakes and try to correct them. 
("Solid", as DD recently used, was a similar mistake.)

- Popper writes with too much fancy punctuation which makes it harder to 
read.

A key part of the issue is the problem situation:

How can we adjudicate or evaluate the far-reaching claims of competing 
theories and beliefs?

Justificationism is an answer to *this problem*. It answers: the theories and 
beliefs with more justification are better. Adjudicate in their favour.

Yes.

This is not an inherently infallibilist answer. One could believe that his 
conception of which theories have how much justification is fallible, and 
still give this answer. One could believe that his adjudications are final, or 
one could believe that his adjudications could be overturned when new 



justifications are discovered. Infallibilism is not excluded nor required.

Saying that a position is not infallibilist does not make it fallibilist. If 
somebody claimed that the Pope is always right when he makes doctrinal 
statements, but not when he makes other statements that person is still an 
infallibilist. He does not become a falliblist because he says the Pope can 
make mistakes about some stuff. The justificationist is in a similar position.

If I understand what you mean, you are making a variant of David's 
poltergeist argument:

On Oct 21, 2002, at 4:45 PM, David Deutsch <david.deutsch@qubit.org> 
wrote to TCS list:

On Friday, October 18, 2002, at 10:28  pm, Jake Freivald wrote:

Why does everyone seem to see this as an either/or question?

There are two kinds of people: those who believe in poltergeists and
those who do not. Why only two kinds? Why is that an either/or
question? Because those who believe that some things that go bump in
the night are entirely caused by poltergeist, some partly caused, and
some not caused by poltergeist at all ... are fully-fledged believers
in poltergeist.

I think your point is that everyone who believes some things are fallible, and 
some things are infallible, is an infallibilist. Just like people who believe some 
events are caused by ghosts, and some aren't, are superstitious. (Even if 
they believe only 0.0001% of events are caused by ghosts, and the rest 
aren't, they are still superstitious ghost-belivers.)

Yes.

I will agree that, in practice, most justificationists are in this category. Most 
people are. Most people do not understand fallibilism well. But that doesn't 
mean justificationism-the-idea requires infallibilism inherently.

You try to argue elsewhere (e.g. the next section) that justificationism 
requires infallibilism, but this passage doesn't make that case.



(BTW, just because it's worth knowing: a person who hits his children only 
when he deems them really naughty, and doesn't hit them 360 days a year, is 
a fully-fledged child abuser. And it's the same with beating your wife. Or 
committing crimes; if you commit one crime a year you are a criminal. And a 
person who believes 99.9% of people are mentally healthy, but 0.1% are 
mentally ill, is a fully-fledged believer in mental illness. And various other 
ones are important too.)

Yes.

Both approaches are compatible with both infallibilism and fallibilism. They 
are metaphorically orthogonal to the issue of fallibility. In other words, 
fallibilism and justificationism are separate issues.

Fallibilism is about whether or not our evaluations of ideas should be 
subjected to revision and re-checking, or whether anything can be 
established with finality such thing we no longer have to consider 
arguments on the topic, whether they be critical or justifying arguments.

It is an implication of justificationism that if you are going to take it seriously, 
then you must be infallibilist about some issues:

Is it possible to justify our theories or beliefs *rationally*: that is to say, 
by giving reasons -- 'positive reasons' (as I shall call them), such as an 
appeal to observation; reasons, that is, for holding them to be true, or at 
least 'probable' (in the sense of the probability calculus)?

The justificationist maintains that he can show his ideas are true or 
probable.

As discussed above, the quote does not actually say that.

If he maintains that then either the idea itself or the assessment that it is 
probable has been shown to be true and anybody criticising the thing that 
has been proven is wrong, so there's no point in criticising it.

And what of the person who believes he can gain tentative, fallible knowledge 



by positive arguments? Who isn't seeking to prove he has found the final 
truth, but only to adjudicate between competing ideas using the knowledge 
he has today, knowing he may make mistakes but that if used well his mind 
can do better than random.

He is a fallibilist who is making all the distinctive mistakes of justification, as 
apart from the mistakes of infallibilism. E.g. he makes the mistake of thinking 
there is a rationally defensible or arguable connection between his positive 
supporting argument and the idea it is supposed to support. He doesn't 
realize the non sequitur. This typical justificationist error (a more general 
version of the inductivist error of their non sequitur jump from data to theory) 
is important, prevalent, and different than infallibilism.

This is not a separate mistake from thinking that some ideas can be proven or 
made more probable, it is an instance of that mistake. He thinks that he has 
shown that the link between the positive idea and the idea it supports is true or 
probable. So either he can't be mistaken about it at all, or he can't be mistaken 
until he counts some number of criticisms or something like that - an infallibilist 
position.

Excuse me but this is my hypothetical person and you're putting words in his 
mouth and changing his positions (in similar ways to how you put those same 
words in Popper's mouth even though they are different than what the quote 
says, and you don't include -- here or there -- bridging explanations about how 
you get from the actual text to your altered restatement). That is not a 
reasonable way of arguing my hypothetical person can't exist.

A person is entitled to say stuff about his position, but once he has that stuff it has 
consequences. Pointing out that the consequences involve him saying something 
inconsistent isn't putting words in his mouth, it's pointing out the implications of 
his position. Mere disagreement is not a refutation of the fact that his ideas have 
that consequence. What's needed is criticism of the idea that his position has that 
consequence.

He thinks he has arguments for the link. Fallible arguments. What is wrong with 
that? Apart from them being non sequitur mistakes. (And even if there is 
something else wrong with it, that doesn't lessen the importance of the 
characteristic mistakes of justificationism that aren't about fallibilism, e.g. the 
non sequitur problem that they never have any good answers to.)



Your analysis relies on criticizing a mistake the guy might not be making -- he 
simply doesn't have to think his justifying arguments are infallible to value them -
- and doesn't criticize the huge important non sequitur mistake he is making.

Yes, he is making a huge and important non-sequitur mistake. He's making it 
because he's not looking for problems because he thinks he has a better way of 
deciding than criticism. If you think you have a better way of deciding than 
criticism you are adopting a position that implies you cannot be mistaken because 
there cannot be a criticism of your position.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism is not Infallibilism
Date: February 15, 2013 at 3:43 PM

On Feb 15, 2013, at 1:15 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 15 Feb 2013, at 01:38, Elliot Temple <curi@curi.us> wrote:

On Feb 14, 2013, at 3:21 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 Feb 2013, at 01:42, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 5:03 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 Feb 2013, at 00:07, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 2:42 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Justificationism is inherently infallibilist.  If you can show that some idea 
is true or probably true, then when you do that you can't be mistaken 
about it being true or probably true, and so there's no point in looking for 
criticism of that idea.

Justificationism is not necessarily infallibilist. Justification does not mean 
guaranteeing ideas are true or probably true. The meaning is closer to: 
supporting some ideas as better than others with positive arguments.

Popper stipulates that justification means showing that some idea is "true, 
or at least 'probable'" in the material you quote:



Is it possible to justify our theories or beliefs *rationally*: that is to say, 
by giving reasons -- 'positive reasons' (as I shall call them), such as an 
appeal to observation; reasons, that is, for holding them to be true, or 
at least 'probable' (in the sense of the probability calculus)?

No, Popper doesn't say that in the quoted text. Holding an idea true and 
showing the idea is true are different things.

What do positive reasons consist of if not proving an idea true or probably 
true?

Reasons to give it a high evaluation (vs competing ideas).

When someone says the evidence supports some scientific idea (over some 
rival), he's not necessarily saying that scientific idea is proven true or anything. 
He may be well aware that science is a progressive field and it will one day be 
overturned. What he's maybe (often) trying to say is there is a particular 
relation between the evidence and the idea that is good for the idea, that 
raises its status or evaluation. Just because an idea is (deemed) supported 
doesn't necessarily mean it's the final word on the matter, nor do they 
necessarily look at it in terms of probability.

It is often the case that we decide critically between two ideas using a number. 
Let's say that I have two laser designs A and B and laser B has a narrower 
linewidth and I want a laser with a narrower linewidth. Then there is a measure 
by which laser B is better than laser A. I'm not saying it is probable that laser B 
has a narrower linewidth, or that I have proven it. It's just that I have considered 
every flaw in that idea that I can think of and it has survived critical testing. Is 
this a justificationist argument?

It's not entirely clear.

"This one is better because it's narrower" is pretty equivalent to "that one is worse 
because it's thicker". There is a criticism here the person may have in mind and 
be using, which either phrase can communicate, even if the criticism is 
superficially phrased in a positive way.

Note that it's "better because narrower" not "better because narrow". It's a 
comparison, not an attempt to build up one laser in isolation without reference to 



other options. That's a good sign.

But I don't know what the person in the example is thinking, or how they think. I 
don't know why they want a narrower laser, or what's going through their mind. 
There's plenty of bad ways of thinking that could go along with the paragraph 
above.

Another Popper quote (Conjectures and Refutations, On the Sources of 
Knowledge and Ignorance, Section XVII):

The first, the false idea, is that we must justify our knowledge, or our 
theories, by positive reasons, that is, by reasons capable of establishing 
them, or at least of making them highly probable; at any rate, by better 
reasons than that they have so far withstood criticism. This idea implies, I 
suggest,  that we must appeal to some ultimate or authoritative source of 
true knowledge;

It seems that he thinks positive reasons show an idea is true or probable,

That is not the only thing "establishing" means. Establish has meanings like "to 
make firm or stable", "to put on a firm basis", "to put into a favorable position", 
and "to gain full recognition or acceptance of".

All of these involve showing an idea is true or probable.

No they don't. For example, a "favorable position" could be a "truthlike position" 
or a position in which it receives winning evaluation vs some other ideas for some 
problem.

He clarifies how established they need to be after the semi-colon: more than "
[has] so far withstood criticism" establishes ideas. I don't see any text 
indicating it meant infallibly established.

The "better reasons" after the semicolon are better *positive* reasons (not 
negative), which are justificationist but not necessarily infallibilist.

If the idea is better than criticism, then the criticism can be ignored. This is an 



infallibilist idea.

I don't know what this statement means. What is "the idea"? A specific idea? 
What is "criticism"? Criticism in general?

In justificationism in general, if there's two arguments and one is better than the 
other, that doesn't necessarily mean the lesser one is ignored. It still counts for 
something and several lesser arguments can add up.

Even if Popper was wrong, it wouldn't make a huge difference. The truth is 
what matters most. But also we should try to interpret his ideas with the best 
compatible interpretation, not the worst one. So since "establish" doesn't have 
to mean infallibility, and the passage is better if it doesn't, then we should read 
it that way (unless there's some criticism of doing that, some specific reason 
not to).

You are saying the passage is better if it doesn't. I disagree because if the 
passage doesn't say that it is failing to point out a false consequence of 
justificationism.

If the passage says infallibly, it's limiting its criticism to only infallible justification, 
which is a flaw.

You disagree. OK. So which way the passage is better depends on who is right 
about the argument in general. Therefore it's invalid for you to interpret the 
passage using your intended conclusion and then say that passage argues for 
your conclusion. So we can carry on with you dropping your claims about that 
passage from your arguments.

and further that justification is better than criticism according to those who 
believe in it.

That's not what it says either. It doesn't say that justification is better than 
criticism out of context or generally, it says it (implicitly) only in a particular 
context. It's saying they think positive reasons are better at positively 
supporting ideas than criticizing rivals is. This is a reasonable and non-notable 
statement.



The context does not matter. There is NO context in which making justificationist 
arguments is the right thing to do. Anybody who takes that position is a 
justificationist.

It doesn't say justificationism is the right thing. You've misread it. It was talking 
about how justificationists think about one thing, and you tried to read it as a 
universal statement about how justificationists always think. But it didn't make the 
broad statement you read into it (and if it had, it'd simply be wrong, there'd still be 
no reason to accept the broad position that all justificationists must, as a matter of 
the logic of justificationism, always consider all positive arguments better than all 
critical arguments in all contexts).

And if you put some other method of deciding between ideas above criticism, 
then you must be willing to ignore criticism when you have a "justification." 
Thinking that there are some circumstances under which you don't have to 
consider criticism is an infalibilist position.

It doesn't say that either. You are reading between the lines. It's a good 
criticism of a mistake some people make. But there's no argument that all 
justificationists must make this mistake.

It's a consequence of the position of that some arguments are better than 
criticisms. It doesn't matter whether the person openly advocates that 
consequence: what matters is what the idea actually implies.

what does "some arguments are better than criticism" mean? some arguments 
are so good they could never be criticized, or criticisms of the idea they support 
could never lessen in support? why would that be a consequence of 
justificationism? that is silly.

some justificationists think that way. they will be like "hell yeah, we got so much 
evidence, we DID IT. we GOT THE TRUTH. let's go home and drink some beers". 
but some other better justificationists will be like "we have really strong evidence 
but if you have a really really strong criticism then we'd still have to consider it".

Also, giving a method of justifying ideas is not the same thing as saying 
what justification means or is. Popper's statements here about giving 



positive reasons being the method of justification are not statements "that 
justification means" anything.

Justification is a method. So if you have explained what the method is, then 
you have explained what counts as justification.

Justificationism does not consist only of a method of justifying ideas. It is not 
only a method. It also has parts like the ideas about why to justify ideas, and 
the consequences of ideas being justified or not.

Yes, but if you're a justificationist, then you think you can do justification. If you 
think that justification is impossible, then you're not a justificationist.

that does not change the correctness of my criticism of your mistake. "giving a 
method of justifying ideas is not the same thing as saying what justification 
means or is"

Further, holding ideas to be true, or at least truthlike, isn't a bad thing. 
Fallibilists can and should do that. We have knowledge about what is true or 
not, and we should say so, even if we may be mistaken and have to change 
our positions later.

Yes.

Justificationism as a concept -- as a method of evaluating and adjudicating 
ideas -- is compatible with holding ideas to be truthlike (tentatively, as far as 
we know today), rather than infallibly true or probable.

A justificationist could hold that the current state of knowledge and argument 
justifies some ideas as truthlike, pending new arguments and knowledge. 
He could then be a fallibilist, but still make the distinctive mistakes of 
justificationism.

Or if you don't like "truthlike" you could write "good", "high status", "highly 
evaluated", "the tentative winner in an adjudication of ideas", or whatever 
else. Whichever of those is the end goal, you could try to achieve it with 
either method: justification or criticism. The problem with justification is that 
it's a bad method of achieving any of those goals, not that it is inherently 



coupled with the wrong goal.

You can't completely cleanly separate goals and methods. Thinking that you 
should adopt a particular method shapes some of your goals. If the method is 
bad so are some of the goals.

Justification is well suited to the truthlikeness goal. The problem 
justificationism is aimed at is -- as we agreed -- about how to adjudicate or 
evaluating between competing ideas. Calling the ones with better evaluations 
more truthlike, and trying to figure out which those are, is very much in line 
with the basic concept justificationism, it's not a deviation.

In practice a lot of justificationists have infallibilists attitudes. But the goal here 
-- at least my goal -- is to understand philosophy, not just popular cultural 
errors today. Even if in practice I could consistently win debates against 
justificationists using fallibilists arguments, I'd still be interested in whether or 
not a better, fallibilist version of justificationism could work, whether it would be 
in line with the basic ideas of justificationism, whether it has other flaws that 
aren't about fallibilism, whether understanding those flaws has reach and 
importance and sheds light on important other arguments to do with infallibilist 
justificationism, and so on.

My position is that saying you are both a justificationist and a falliblist is a 
contradiction.

i know that is your position. so argue it. i was making arguments here and you 
haven't said why they are wrong.

This thing -- increasing the status of ideas in a positive way -- is what 
Popper calls justificationism and criticizes in Realism and the Aim of 
Science.

I write more after this quote.

On Jan 7, 2013, at 9:38 AM, Elliot Temple <curi@curi.us> wrote:

Realism and the Aim of Science, by Karl Popper, page 19:



The central problem of the philosophy of knowledge, at least since the 
Reformation, has been this. How can we adjudicate or evaluate the 
far-reaching claims of competing theories and beliefs? I shall call this 
our *first* problem. This problem has led, historically, to a *second* 
problem: How can we *justify* our theories or beliefs? And this second 
problem is, in turn, bound up with a number of other questions: What 
does a justification consist of? and, more especially: Is it possible to 
justify our theories or beliefs *rationally*: that is to say, by giving 
reasons -- 'positive reasons' (as I shall call them), such as an appeal to 
observation; reasons, that is, for holding them to be true, or at least 
'probable' (in the sense of the probability calculus)? Clearly there is an 
unstated, and apparently innocuous, assumption which sponsors the 
transition from the first to the second question: namely, that one 
adjudicates among competing claims by determining which of them 
can be *justified* by positive reasons, and which cannot.

Now Bartley suggests that my approach solves the first problem, yet in 
doing so changes its structure completely. For I reject the second 
problem as irrelevant, and the usual answers to it as incorrect. And I 
also reject as incorrect the assumption that leads from the first to the 
second problem. I assert (differing, Bartley contends, from all previous 
rationalists except perhaps those who were driven into scepticism) that 
we cannot give any positive justification or any positive reason for our 
theories and our beliefs. That is to say, we cannot give any positive 
reasons for holding our theories to be *true*. Moreover, I assert that 
the belief we can give such reasons, and should seek for them is itself 
neither a rational nor a true belief, but one that can be shown to be 
without merit.

(I was just about to write the word 'baseless' where I have written 
'without merit'. This provides a good example of just how much our 
language is influenced by the unconscious assumptions that are 
attacked within my own approach. It is assumed, without criticism, that 
only a view that lacks merit must be baseless -- without basis, in the 
sense of being unfounded, or unjustified, or unsupported. Whereas, on 
my view, *all* views -- good *and* bad -- are in this important sense 
baseless, unfounded, unjustified, unsupported.)

In so far as my approach involves all this, my solution of the central 
problem of justification -- as it has always been understood -- is as 



*unambiguously negative* as that of any irrationalist or sceptic.

If you want to understand this well, I suggest reading the whole chapter 
in the book. Please don't think this quote tells all.

Some takeaways:

- Justificationism has to do with positive reasons.

- Positive reasons and justification are a mistake. Popper rejects them.

- The right approach to epistemology is negative, critical. With no 
compromises.

- Lots of language is justificationist. It's easy to make such mistakes. 
What's important is to look out for mistakes and try to correct them. 
("Solid", as DD recently used, was a similar mistake.)

- Popper writes with too much fancy punctuation which makes it harder 
to read.

A key part of the issue is the problem situation:

How can we adjudicate or evaluate the far-reaching claims of 
competing theories and beliefs?

Justificationism is an answer to *this problem*. It answers: the theories 
and beliefs with more justification are better. Adjudicate in their favour.

Yes.

This is not an inherently infallibilist answer. One could believe that his 
conception of which theories have how much justification is fallible, and 
still give this answer. One could believe that his adjudications are final, or 
one could believe that his adjudications could be overturned when new 
justifications are discovered. Infallibilism is not excluded nor required.



Saying that a position is not infallibilist does not make it fallibilist. If 
somebody claimed that the Pope is always right when he makes doctrinal 
statements, but not when he makes other statements that person is still an 
infallibilist. He does not become a falliblist because he says the Pope can 
make mistakes about some stuff. The justificationist is in a similar position.

If I understand what you mean, you are making a variant of David's 
poltergeist argument:

On Oct 21, 2002, at 4:45 PM, David Deutsch <david.deutsch@qubit.org> 
wrote to TCS list:

On Friday, October 18, 2002, at 10:28  pm, Jake Freivald wrote:

Why does everyone seem to see this as an either/or question?

There are two kinds of people: those who believe in poltergeists and
those who do not. Why only two kinds? Why is that an either/or
question? Because those who believe that some things that go bump in
the night are entirely caused by poltergeist, some partly caused, and
some not caused by poltergeist at all ... are fully-fledged believers
in poltergeist.

I think your point is that everyone who believes some things are fallible, and 
some things are infallible, is an infallibilist. Just like people who believe 
some events are caused by ghosts, and some aren't, are superstitious. 
(Even if they believe only 0.0001% of events are caused by ghosts, and the 
rest aren't, they are still superstitious ghost-belivers.)

Yes.

I will agree that, in practice, most justificationists are in this category. Most 
people are. Most people do not understand fallibilism well. But that doesn't 
mean justificationism-the-idea requires infallibilism inherently.

You try to argue elsewhere (e.g. the next section) that justificationism 
requires infallibilism, but this passage doesn't make that case.

(BTW, just because it's worth knowing: a person who hits his children only 
when he deems them really naughty, and doesn't hit them 360 days a year, 



is a fully-fledged child abuser. And it's the same with beating your wife. Or 
committing crimes; if you commit one crime a year you are a criminal. And a 
person who believes 99.9% of people are mentally healthy, but 0.1% are 
mentally ill, is a fully-fledged believer in mental illness. And various other 
ones are important too.)

Yes.

Both approaches are compatible with both infallibilism and fallibilism. 
They are metaphorically orthogonal to the issue of fallibility. In other 
words, fallibilism and justificationism are separate issues.

Fallibilism is about whether or not our evaluations of ideas should be 
subjected to revision and re-checking, or whether anything can be 
established with finality such thing we no longer have to consider 
arguments on the topic, whether they be critical or justifying arguments.

It is an implication of justificationism that if you are going to take it 
seriously, then you must be infallibilist about some issues:

Is it possible to justify our theories or beliefs *rationally*: that is to say, 
by giving reasons -- 'positive reasons' (as I shall call them), such as an 
appeal to observation; reasons, that is, for holding them to be true, or 
at least 'probable' (in the sense of the probability calculus)?

The justificationist maintains that he can show his ideas are true or 
probable.

As discussed above, the quote does not actually say that.

If he maintains that then either the idea itself or the assessment that it is 
probable has been shown to be true and anybody criticising the thing that 
has been proven is wrong, so there's no point in criticising it.

And what of the person who believes he can gain tentative, fallible 
knowledge by positive arguments? Who isn't seeking to prove he has found 
the final truth, but only to adjudicate between competing ideas using the 
knowledge he has today, knowing he may make mistakes but that if used 



well his mind can do better than random.

He is a fallibilist who is making all the distinctive mistakes of justification, as 
apart from the mistakes of infallibilism. E.g. he makes the mistake of 
thinking there is a rationally defensible or arguable connection between his 
positive supporting argument and the idea it is supposed to support. He 
doesn't realize the non sequitur. This typical justificationist error (a more 
general version of the inductivist error of their non sequitur jump from data 
to theory) is important, prevalent, and different than infallibilism.

This is not a separate mistake from thinking that some ideas can be proven 
or made more probable, it is an instance of that mistake. He thinks that he 
has shown that the link between the positive idea and the idea it supports is 
true or probable. So either he can't be mistaken about it at all, or he can't be 
mistaken until he counts some number of criticisms or something like that - 
an infallibilist position.

Excuse me but this is my hypothetical person and you're putting words in his 
mouth and changing his positions (in similar ways to how you put those same 
words in Popper's mouth even though they are different than what the quote 
says, and you don't include -- here or there -- bridging explanations about how 
you get from the actual text to your altered restatement). That is not a 
reasonable way of arguing my hypothetical person can't exist.

A person is entitled to say stuff about his position, but once he has that stuff it 
has consequences. Pointing out that the consequences involve him saying 
something inconsistent isn't putting words in his mouth,

you weren't pointing out a consequence, you just changed some words to other 
words that aren't equivalent, as you also did with popper. misreading -- or even 
correctly *asserting* implications -- isn't explaining implications.

it's pointing out the implications of his position.

you need to say *why* they are implications rather than just present things as if 
he said them to someone who doesn't agree they are implications.

Mere disagreement is not a refutation of the fact that his ideas have that 
consequence.



i was not disagreeing that ideas have consequences.

What's needed is criticism of the idea that his position has that consequence.

because there's no explanation given that it has that consequence. i don't even 
know why you think that or what you want me to argue with. it is a non sequitur. 
you just started asserting what he thinks in a way that wasn't recognizable to me 
as having anything to do with what i wrote about him, and you didn't explain how 
you were getting your stuff.

He thinks he has arguments for the link. Fallible arguments. What is wrong 
with that? Apart from them being non sequitur mistakes. (And even if there is 
something else wrong with it, that doesn't lessen the importance of the 
characteristic mistakes of justificationism that aren't about fallibilism, e.g. the 
non sequitur problem that they never have any good answers to.)

Your analysis relies on criticizing a mistake the guy might not be making -- he 
simply doesn't have to think his justifying arguments are infallible to value them 
-- and doesn't criticize the huge important non sequitur mistake he is making.

Yes, he is making a huge and important non-sequitur mistake. He's making it 
because he's not looking for problems because he thinks he has a better way of 
deciding than criticism. If you think you have a better way of deciding than 
criticism you are adopting a position that implies you cannot be mistaken 
because there cannot be a criticism of your position.

you again are asserting the implications of his ideas without explaining how 
your'e getting there. he never said he was going to ignore all criticism, you say 
that. you claim it's an implication of something he said. which thing, specifically, 
and what is the chain of argument by which it's implied?

also that is not the non sequitur i was referring to. i explained which one i meant. 
if you don't understand what i was talking about, please ask a question. if you do 
understand, please don't write as if we're talking about the same thing when we 
aren't. if you think you understand and i meant the one you are talking about, that 
doesn't make much sense because A) that would involve me conceding the 
overall argument  B) i specifically said the one i meant was similar to the one in 



induction, whereas you're talking about something else

-- Elliot Temple
http://elliottemple.com/

-- 
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From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism is not Infallibilism
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On 15 Feb 2013, at 20:43, Elliot Temple <curi@curi.us> wrote:

On Feb 15, 2013, at 1:15 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 15 Feb 2013, at 01:38, Elliot Temple <curi@curi.us> wrote:

On Feb 14, 2013, at 3:21 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 Feb 2013, at 01:42, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 5:03 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 Feb 2013, at 00:07, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 2:42 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Justificationism is inherently infallibilist.  If you can show that some 
idea is true or probably true, then when you do that you can't be 
mistaken about it being true or probably true, and so there's no point in 
looking for criticism of that idea.

Justificationism is not necessarily infallibilist. Justification does not 
mean guaranteeing ideas are true or probably true. The meaning is 
closer to: supporting some ideas as better than others with positive 
arguments.



Popper stipulates that justification means showing that some idea is 
"true, or at least 'probable'" in the material you quote:

Is it possible to justify our theories or beliefs *rationally*: that is to 
say, by giving reasons -- 'positive reasons' (as I shall call them), such 
as an appeal to observation; reasons, that is, for holding them to be 
true, or at least 'probable' (in the sense of the probability calculus)?

No, Popper doesn't say that in the quoted text. Holding an idea true and 
showing the idea is true are different things.

What do positive reasons consist of if not proving an idea true or probably 
true?

Reasons to give it a high evaluation (vs competing ideas).

When someone says the evidence supports some scientific idea (over some 
rival), he's not necessarily saying that scientific idea is proven true or 
anything. He may be well aware that science is a progressive field and it will 
one day be overturned. What he's maybe (often) trying to say is there is a 
particular relation between the evidence and the idea that is good for the 
idea, that raises its status or evaluation. Just because an idea is (deemed) 
supported doesn't necessarily mean it's the final word on the matter, nor do 
they necessarily look at it in terms of probability.

It is often the case that we decide critically between two ideas using a number. 
Let's say that I have two laser designs A and B and laser B has a narrower 
linewidth and I want a laser with a narrower linewidth. Then there is a measure 
by which laser B is better than laser A. I'm not saying it is probable that laser B 
has a narrower linewidth, or that I have proven it. It's just that I have 
considered every flaw in that idea that I can think of and it has survived critical 
testing. Is this a justificationist argument?

It's not entirely clear.

"This one is better because it's narrower" is pretty equivalent to "that one is 
worse because it's thicker". There is a criticism here the person may have in 
mind and be using, which either phrase can communicate, even if the criticism 



is superficially phrased in a positive way.

Note that it's "better because narrower" not "better because narrow". It's a 
comparison, not an attempt to build up one laser in isolation without reference to 
other options. That's a good sign.

But I don't know what the person in the example is thinking, or how they think. I 
don't know why they want a narrower laser, or what's going through their mind. 
There's plenty of bad ways of thinking that could go along with the paragraph 
above.

Okay. So some ways of making a decision that involve a number are 
justificationist and others are not.

Another Popper quote (Conjectures and Refutations, On the Sources of 
Knowledge and Ignorance, Section XVII):

The first, the false idea, is that we must justify our knowledge, or our 
theories, by positive reasons, that is, by reasons capable of establishing 
them, or at least of making them highly probable; at any rate, by better 
reasons than that they have so far withstood criticism. This idea implies, I 
suggest,  that we must appeal to some ultimate or authoritative source of 
true knowledge;

It seems that he thinks positive reasons show an idea is true or probable,

That is not the only thing "establishing" means. Establish has meanings like 
"to make firm or stable", "to put on a firm basis", "to put into a favorable 
position", and "to gain full recognition or acceptance of".

All of these involve showing an idea is true or probable.

No they don't. For example, a "favorable position" could be a "truthlike position" 
or a position in which it receives winning evaluation vs some other ideas for 
some problem.

Yes they do. A "favourable position" can't just be a "truthlike position" because a 
critical rationalist could think an idea is truthlike.  So there has to be something in 
addition to the truthlikeness like showing the idea is true or probable. Nor can it 



be the case that it just solves a problem that another idea doesn't solve since 
that, too, is something a critical rationalist could accept.

He clarifies how established they need to be after the semi-colon: more than "
[has] so far withstood criticism" establishes ideas. I don't see any text 
indicating it meant infallibly established.

The "better reasons" after the semicolon are better *positive* reasons (not 
negative), which are justificationist but not necessarily infallibilist.

If the idea is better than criticism, then the criticism can be ignored. This is an 
infallibilist idea.

I don't know what this statement means. What is "the idea"? A specific idea? 
What is "criticism"? Criticism in general?

In justificationism in general, if there's two arguments and one is better than the 
other, that doesn't necessarily mean the lesser one is ignored. It still counts for 
something and several lesser arguments can add up.

Let's suppose that you designate a particular criticism as lesser. If you never get 
enough "lesser" arguments to outweigh the greater argument, then you never 
address the lesser argument at all. So your position implies that it is possible that 
you can refrain from addressing some criticisms forever under some 
circumstances. And in addition, you don't have to come up with an answer for it 
when it is proposed, nor do you even have to make a note that you should 
answer it. So for any particular justification it may be the case that they never 
have to address any criticism of it.

Even if Popper was wrong, it wouldn't make a huge difference. The truth is 
what matters most. But also we should try to interpret his ideas with the best 
compatible interpretation, not the worst one. So since "establish" doesn't 
have to mean infallibility, and the passage is better if it doesn't, then we 
should read it that way (unless there's some criticism of doing that, some 
specific reason not to).

You are saying the passage is better if it doesn't. I disagree because if the 
passage doesn't say that it is failing to point out a false consequence of 
justificationism.



If the passage says infallibly, it's limiting its criticism to only infallible justification, 
which is a flaw.

You disagree. OK. So which way the passage is better depends on who is right 
about the argument in general. Therefore it's invalid for you to interpret the 
passage using your intended conclusion and then say that passage argues for 
your conclusion. So we can carry on with you dropping your claims about that 
passage from your arguments.

Okay.

and further that justification is better than criticism according to those who 
believe in it.

That's not what it says either. It doesn't say that justification is better than 
criticism out of context or generally, it says it (implicitly) only in a particular 
context. It's saying they think positive reasons are better at positively 
supporting ideas than criticizing rivals is. This is a reasonable and non-
notable statement.

The context does not matter. There is NO context in which making 
justificationist arguments is the right thing to do. Anybody who takes that 
position is a justificationist.

It doesn't say justificationism is the right thing. You've misread it.

Okay.

It was talking about how justificationists think about one thing, and you tried to 
read it as a universal statement about how justificationists always think. But it 
didn't make the broad statement you read into it (and if it had, it'd simply be 
wrong, there'd still be no reason to accept the broad position that all 
justificationists must, as a matter of the logic of justificationism, always consider 
all positive arguments better than all critical arguments in all contexts).

In every context one of two things is true according to the justificationist.

(1) There are no justifications and you have to make do with criticisms.



(2) There are some justifications, and those justifications legitimise not answering 
some criticisms. By contrast, you have to actively dethrone any justification with 
no exceptions. You have to either justify the criticisms so that they are 
justifications, or you have to pile up a load of criticisms.

This is not equal treatment of criticisms and justifications. It implies that 
justifications are better.

And if you put some other method of deciding between ideas above 
criticism, then you must be willing to ignore criticism when you have a 
"justification." Thinking that there are some circumstances under which you 
don't have to consider criticism is an infalibilist position.

It doesn't say that either. You are reading between the lines. It's a good 
criticism of a mistake some people make. But there's no argument that all 
justificationists must make this mistake.

It's a consequence of the position of that some arguments are better than 
criticisms. It doesn't matter whether the person openly advocates that 
consequence: what matters is what the idea actually implies.

what does "some arguments are better than criticism" mean? some arguments 
are so good they could never be criticized, or criticisms of the idea they support 
could never lessen in support? why would that be a consequence of 
justificationism? that is silly.

some justificationists think that way. they will be like "hell yeah, we got so much 
evidence, we DID IT. we GOT THE TRUTH. let's go home and drink some 
beers". but some other better justificationists will be like "we have really strong 
evidence but if you have a really really strong criticism then we'd still have to 
consider it".

Yes, so if you have a criticism justificationists consider weak they will not address 
it unless you have others too. It is possible for any particular argument they make 
that they will never address a particular criticism of it.

Also, giving a method of justifying ideas is not the same thing as saying 
what justification means or is. Popper's statements here about giving 
positive reasons being the method of justification are not statements "that 



justification means" anything.

Justification is a method. So if you have explained what the method is, then 
you have explained what counts as justification.

Justificationism does not consist only of a method of justifying ideas. It is not 
only a method. It also has parts like the ideas about why to justify ideas, and 
the consequences of ideas being justified or not.

Yes, but if you're a justificationist, then you think you can do justification. If you 
think that justification is impossible, then you're not a justificationist.

that does not change the correctness of my criticism of your mistake. "giving a 
method of justifying ideas is not the same thing as saying what justification 
means or is"

Believing that justification is possible is a necessary condition for being a 
justificationist. Some people add other stuff on top, i.e. - stuff that is not 
justification. So the fact that justificationists have ideas that are not about how to 
justify stuff doesn't address the issue of what counts as justification.

What addresses the issue of what counts as justification is saying how you do 
justification. You said that "giving a method of justifying ideas is not the same 
thing as saying what justification means or is" but it does. To explain what cycling 
is you say stuff about how you do cycling. Justification is the activity of justifying 
stuff, just as cycling is the activity of riding a bicycle. In both cases when you 
explain how to do it you've explained what it is.

Further, holding ideas to be true, or at least truthlike, isn't a bad thing. 
Fallibilists can and should do that. We have knowledge about what is true 
or not, and we should say so, even if we may be mistaken and have to 
change our positions later.

Yes.

Justificationism as a concept -- as a method of evaluating and adjudicating 
ideas -- is compatible with holding ideas to be truthlike (tentatively, as far 
as we know today), rather than infallibly true or probable.



A justificationist could hold that the current state of knowledge and 
argument justifies some ideas as truthlike, pending new arguments and 
knowledge. He could then be a fallibilist, but still make the distinctive 
mistakes of justificationism.

Or if you don't like "truthlike" you could write "good", "high status", "highly 
evaluated", "the tentative winner in an adjudication of ideas", or whatever 
else. Whichever of those is the end goal, you could try to achieve it with 
either method: justification or criticism. The problem with justification is that 
it's a bad method of achieving any of those goals, not that it is inherently 
coupled with the wrong goal.

You can't completely cleanly separate goals and methods. Thinking that you 
should adopt a particular method shapes some of your goals. If the method 
is bad so are some of the goals.

Justification is well suited to the truthlikeness goal. The problem 
justificationism is aimed at is -- as we agreed -- about how to adjudicate or 
evaluating between competing ideas. Calling the ones with better evaluations 
more truthlike, and trying to figure out which those are, is very much in line 
with the basic concept justificationism, it's not a deviation.

In practice a lot of justificationists have infallibilists attitudes. But the goal 
here -- at least my goal -- is to understand philosophy, not just popular 
cultural errors today. Even if in practice I could consistently win debates 
against justificationists using fallibilists arguments, I'd still be interested in 
whether or not a better, fallibilist version of justificationism could work, 
whether it would be in line with the basic ideas of justificationism, whether it 
has other flaws that aren't about fallibilism, whether understanding those 
flaws has reach and importance and sheds light on important other 
arguments to do with infallibilist justificationism, and so on.

My position is that saying you are both a justificationist and a falliblist is a 
contradiction.

i know that is your position. so argue it. i was making arguments here and you 
haven't said why they are wrong.

I have tried to explain, but apparently I have not succeeded.



This thing -- increasing the status of ideas in a positive way -- is what 
Popper calls justificationism and criticizes in Realism and the Aim of 
Science.

I write more after this quote.

On Jan 7, 2013, at 9:38 AM, Elliot Temple <curi@curi.us> wrote:

Realism and the Aim of Science, by Karl Popper, page 19:

The central problem of the philosophy of knowledge, at least since 
the Reformation, has been this. How can we adjudicate or evaluate 
the far-reaching claims of competing theories and beliefs? I shall call 
this our *first* problem. This problem has led, historically, to a 
*second* problem: How can we *justify* our theories or beliefs? And 
this second problem is, in turn, bound up with a number of other 
questions: What does a justification consist of? and, more especially: 
Is it possible to justify our theories or beliefs *rationally*: that is to 
say, by giving reasons -- 'positive reasons' (as I shall call them), such 
as an appeal to observation; reasons, that is, for holding them to be 
true, or at least 'probable' (in the sense of the probability calculus)? 
Clearly there is an unstated, and apparently innocuous, assumption 
which sponsors the transition from the first to the second question: 
namely, that one adjudicates among competing claims by 
determining which of them can be *justified* by positive reasons, and 
which cannot.

Now Bartley suggests that my approach solves the first problem, yet 
in doing so changes its structure completely. For I reject the second 
problem as irrelevant, and the usual answers to it as incorrect. And I 
also reject as incorrect the assumption that leads from the first to the 
second problem. I assert (differing, Bartley contends, from all 
previous rationalists except perhaps those who were driven into 
scepticism) that we cannot give any positive justification or any 
positive reason for our theories and our beliefs. That is to say, we 
cannot give any positive reasons for holding our theories to be *true*. 
Moreover, I assert that the belief we can give such reasons, and 
should seek for them is itself neither a rational nor a true belief, but 
one that can be shown to be without merit.



(I was just about to write the word 'baseless' where I have written 
'without merit'. This provides a good example of just how much our 
language is influenced by the unconscious assumptions that are 
attacked within my own approach. It is assumed, without criticism, 
that only a view that lacks merit must be baseless -- without basis, in 
the sense of being unfounded, or unjustified, or unsupported. 
Whereas, on my view, *all* views -- good *and* bad -- are in this 
important sense baseless, unfounded, unjustified, unsupported.)

In so far as my approach involves all this, my solution of the central 
problem of justification -- as it has always been understood -- is as 
*unambiguously negative* as that of any irrationalist or sceptic.

If you want to understand this well, I suggest reading the whole 
chapter in the book. Please don't think this quote tells all.

Some takeaways:

- Justificationism has to do with positive reasons.

- Positive reasons and justification are a mistake. Popper rejects them.

- The right approach to epistemology is negative, critical. With no 
compromises.

- Lots of language is justificationist. It's easy to make such mistakes. 
What's important is to look out for mistakes and try to correct them. 
("Solid", as DD recently used, was a similar mistake.)

- Popper writes with too much fancy punctuation which makes it harder 
to read.

A key part of the issue is the problem situation:

How can we adjudicate or evaluate the far-reaching claims of 
competing theories and beliefs?



Justificationism is an answer to *this problem*. It answers: the theories 
and beliefs with more justification are better. Adjudicate in their favour.

Yes.

This is not an inherently infallibilist answer. One could believe that his 
conception of which theories have how much justification is fallible, and 
still give this answer. One could believe that his adjudications are final, 
or one could believe that his adjudications could be overturned when 
new justifications are discovered. Infallibilism is not excluded nor 
required.

Saying that a position is not infallibilist does not make it fallibilist. If 
somebody claimed that the Pope is always right when he makes doctrinal 
statements, but not when he makes other statements that person is still 
an infallibilist. He does not become a falliblist because he says the Pope 
can make mistakes about some stuff. The justificationist is in a similar 
position.

If I understand what you mean, you are making a variant of David's 
poltergeist argument:

On Oct 21, 2002, at 4:45 PM, David Deutsch <david.deutsch@qubit.org> 
wrote to TCS list:

On Friday, October 18, 2002, at 10:28  pm, Jake Freivald wrote:

Why does everyone seem to see this as an either/or question?

There are two kinds of people: those who believe in poltergeists and
those who do not. Why only two kinds? Why is that an either/or
question? Because those who believe that some things that go bump in
the night are entirely caused by poltergeist, some partly caused, and
some not caused by poltergeist at all ... are fully-fledged believers
in poltergeist.

I think your point is that everyone who believes some things are fallible, 
and some things are infallible, is an infallibilist. Just like people who 
believe some events are caused by ghosts, and some aren't, are 



superstitious. (Even if they believe only 0.0001% of events are caused by 
ghosts, and the rest aren't, they are still superstitious ghost-belivers.)

Yes.

I will agree that, in practice, most justificationists are in this category. Most 
people are. Most people do not understand fallibilism well. But that doesn't 
mean justificationism-the-idea requires infallibilism inherently.

You try to argue elsewhere (e.g. the next section) that justificationism 
requires infallibilism, but this passage doesn't make that case.

(BTW, just because it's worth knowing: a person who hits his children only 
when he deems them really naughty, and doesn't hit them 360 days a year, 
is a fully-fledged child abuser. And it's the same with beating your wife. Or 
committing crimes; if you commit one crime a year you are a criminal. And 
a person who believes 99.9% of people are mentally healthy, but 0.1% are 
mentally ill, is a fully-fledged believer in mental illness. And various other 
ones are important too.)

Yes.

Both approaches are compatible with both infallibilism and fallibilism. 
They are metaphorically orthogonal to the issue of fallibility. In other 
words, fallibilism and justificationism are separate issues.

Fallibilism is about whether or not our evaluations of ideas should be 
subjected to revision and re-checking, or whether anything can be 
established with finality such thing we no longer have to consider 
arguments on the topic, whether they be critical or justifying arguments.

It is an implication of justificationism that if you are going to take it 
seriously, then you must be infallibilist about some issues:

Is it possible to justify our theories or beliefs *rationally*: that is to 
say, by giving reasons -- 'positive reasons' (as I shall call them), such 
as an appeal to observation; reasons, that is, for holding them to be 
true, or at least 'probable' (in the sense of the probability calculus)?



The justificationist maintains that he can show his ideas are true or 
probable.

As discussed above, the quote does not actually say that.

If he maintains that then either the idea itself or the assessment that it is 
probable has been shown to be true and anybody criticising the thing that 
has been proven is wrong, so there's no point in criticising it.

And what of the person who believes he can gain tentative, fallible 
knowledge by positive arguments? Who isn't seeking to prove he has 
found the final truth, but only to adjudicate between competing ideas using 
the knowledge he has today, knowing he may make mistakes but that if 
used well his mind can do better than random.

He is a fallibilist who is making all the distinctive mistakes of justification, 
as apart from the mistakes of infallibilism. E.g. he makes the mistake of 
thinking there is a rationally defensible or arguable connection between his 
positive supporting argument and the idea it is supposed to support. He 
doesn't realize the non sequitur. This typical justificationist error (a more 
general version of the inductivist error of their non sequitur jump from data 
to theory) is important, prevalent, and different than infallibilism.

This is not a separate mistake from thinking that some ideas can be proven 
or made more probable, it is an instance of that mistake. He thinks that he 
has shown that the link between the positive idea and the idea it supports is 
true or probable. So either he can't be mistaken about it at all, or he can't be 
mistaken until he counts some number of criticisms or something like that - 
an infallibilist position.

Excuse me but this is my hypothetical person and you're putting words in his 
mouth and changing his positions (in similar ways to how you put those same 
words in Popper's mouth even though they are different than what the quote 
says, and you don't include -- here or there -- bridging explanations about 
how you get from the actual text to your altered restatement). That is not a 
reasonable way of arguing my hypothetical person can't exist.

A person is entitled to say stuff about his position, but once he has that stuff it 
has consequences. Pointing out that the consequences involve him saying 



something inconsistent isn't putting words in his mouth,

you weren't pointing out a consequence, you just changed some words to other 
words that aren't equivalent, as you also did with popper. misreading -- or even 
correctly *asserting* implications -- isn't explaining implications.

it's pointing out the implications of his position.

you need to say *why* they are implications rather than just present things as if 
he said them to someone who doesn't agree they are implications.

Mere disagreement is not a refutation of the fact that his ideas have that 
consequence.

i was not disagreeing that ideas have consequences.

What's needed is criticism of the idea that his position has that consequence.

because there's no explanation given that it has that consequence. i don't even 
know why you think that or what you want me to argue with. it is a non sequitur. 
you just started asserting what he thinks in a way that wasn't recognizable to me 
as having anything to do with what i wrote about him, and you didn't explain how 
you were getting your stuff.

He thinks he has arguments for the link. Fallible arguments. What is wrong 
with that? Apart from them being non sequitur mistakes. (And even if there is 
something else wrong with it, that doesn't lessen the importance of the 
characteristic mistakes of justificationism that aren't about fallibilism, e.g. the 
non sequitur problem that they never have any good answers to.)

Your analysis relies on criticizing a mistake the guy might not be making -- he 
simply doesn't have to think his justifying arguments are infallible to value 
them -- and doesn't criticize the huge important non sequitur mistake he is 
making.

Yes, he is making a huge and important non-sequitur mistake. He's making it 
because he's not looking for problems because he thinks he has a better way 
of deciding than criticism. If you think you have a better way of deciding than 
criticism you are adopting a position that implies you cannot be mistaken 



because there cannot be a criticism of your position.

you again are asserting the implications of his ideas without explaining how 
your'e getting there. he never said he was going to ignore all criticism, you say 
that. you claim it's an implication of something he said. which thing, specifically, 
and what is the chain of argument by which it's implied?

also that is not the non sequitur i was referring to. i explained which one i meant. 
if you don't understand what i was talking about, please ask a question. if you do 
understand, please don't write as if we're talking about the same thing when we 
aren't. if you think you understand and i meant the one you are talking about, 
that doesn't make much sense because A) that would involve me conceding the 
overall argument  B) i specifically said the one i meant was similar to the one in 
induction, whereas you're talking about something else

You wrote "he makes the mistake of thinking there is a rationally defensible or 
arguable connection between his positive supporting argument and the idea it is 
supposed to support." I agree that this is a non-sequitur and that you might think 
that it's not infallibilist.

I think that is, in part, a consequence of a broader infallibilist mistake. I have 
stated this above several times but I will explain how it applies to this specific 
case in the interests of clarity.

The person in question thinks he has a positive supporting argument. One of the 
features of the idea that there are positive supporting arguments is that if there is 
a criticism of less weight than that argument you don't have to address it 
immediately unless there are other criticisms too. And in fact, you might never 
address it if no such arguments come along. So there are some potential 
mistakes that you don't have to address. I characterise this as an infallibilist 
position.

It is possible that I am wrong about what non-sequitur you are pointing out. If so, 
then I would be interested in hearing an explanation of what I have missed.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism is not Infallibilism
Date: February 15, 2013 at 6:55 PM

On Feb 15, 2013, at 3:16 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 15 Feb 2013, at 20:43, Elliot Temple <curi@curi.us> wrote:

On Feb 15, 2013, at 1:15 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 15 Feb 2013, at 01:38, Elliot Temple <curi@curi.us> wrote:

On Feb 14, 2013, at 3:21 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 Feb 2013, at 01:42, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 5:03 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 Feb 2013, at 00:07, Elliot Temple <curi@curi.us> wrote:

On Feb 13, 2013, at 2:42 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Justificationism is inherently infallibilist.  If you can show that some 
idea is true or probably true, then when you do that you can't be 
mistaken about it being true or probably true, and so there's no point 
in looking for criticism of that idea.



Justificationism is not necessarily infallibilist. Justification does not 
mean guaranteeing ideas are true or probably true. The meaning is 
closer to: supporting some ideas as better than others with positive 
arguments.

Popper stipulates that justification means showing that some idea is 
"true, or at least 'probable'" in the material you quote:

Is it possible to justify our theories or beliefs *rationally*: that is to 
say, by giving reasons -- 'positive reasons' (as I shall call them), 
such as an appeal to observation; reasons, that is, for holding them 
to be true, or at least 'probable' (in the sense of the probability 
calculus)?

No, Popper doesn't say that in the quoted text. Holding an idea true and 
showing the idea is true are different things.

What do positive reasons consist of if not proving an idea true or probably 
true?

Reasons to give it a high evaluation (vs competing ideas).

When someone says the evidence supports some scientific idea (over some 
rival), he's not necessarily saying that scientific idea is proven true or 
anything. He may be well aware that science is a progressive field and it will 
one day be overturned. What he's maybe (often) trying to say is there is a 
particular relation between the evidence and the idea that is good for the 
idea, that raises its status or evaluation. Just because an idea is (deemed) 
supported doesn't necessarily mean it's the final word on the matter, nor do 
they necessarily look at it in terms of probability.

It is often the case that we decide critically between two ideas using a 
number. Let's say that I have two laser designs A and B and laser B has a 
narrower linewidth and I want a laser with a narrower linewidth. Then there is 
a measure by which laser B is better than laser A. I'm not saying it is 
probable that laser B has a narrower linewidth, or that I have proven it. It's 
just that I have considered every flaw in that idea that I can think of and it has 
survived critical testing. Is this a justificationist argument?



It's not entirely clear.

"This one is better because it's narrower" is pretty equivalent to "that one is 
worse because it's thicker". There is a criticism here the person may have in 
mind and be using, which either phrase can communicate, even if the criticism 
is superficially phrased in a positive way.

Note that it's "better because narrower" not "better because narrow". It's a 
comparison, not an attempt to build up one laser in isolation without reference 
to other options. That's a good sign.

But I don't know what the person in the example is thinking, or how they think. I 
don't know why they want a narrower laser, or what's going through their mind. 
There's plenty of bad ways of thinking that could go along with the paragraph 
above.

Okay. So some ways of making a decision that involve a number are 
justificationist and others are not.

sure

Another Popper quote (Conjectures and Refutations, On the Sources of 
Knowledge and Ignorance, Section XVII):

The first, the false idea, is that we must justify our knowledge, or our 
theories, by positive reasons, that is, by reasons capable of establishing 
them, or at least of making them highly probable; at any rate, by better 
reasons than that they have so far withstood criticism. This idea implies, I 
suggest,  that we must appeal to some ultimate or authoritative source of 
true knowledge;

It seems that he thinks positive reasons show an idea is true or probable,

That is not the only thing "establishing" means. Establish has meanings like 
"to make firm or stable", "to put on a firm basis", "to put into a favorable 
position", and "to gain full recognition or acceptance of".

All of these involve showing an idea is true or probable.



No they don't. For example, a "favorable position" could be a "truthlike 
position" or a position in which it receives winning evaluation vs some other 
ideas for some problem.

Yes they do. A "favourable position" can't just be a "truthlike position" because a 
critical rationalist could think an idea is truthlike.

That a critical rationalist can think X is not an argument (for all X) that a 
justificationist cannot say, mean or think X.

 So there has to be something in addition to the truthlikeness like showing the 
idea is true or probable. Nor can it be the case that it just solves a problem that 
another idea doesn't solve since that, too, is something a critical rationalist could 
accept.

He clarifies how established they need to be after the semi-colon: more than 
"[has] so far withstood criticism" establishes ideas. I don't see any text 
indicating it meant infallibly established.

The "better reasons" after the semicolon are better *positive* reasons (not 
negative), which are justificationist but not necessarily infallibilist.

If the idea is better than criticism, then the criticism can be ignored. This is an 
infallibilist idea.

I don't know what this statement means. What is "the idea"? A specific idea? 
What is "criticism"? Criticism in general?

In justificationism in general, if there's two arguments and one is better than 
the other, that doesn't necessarily mean the lesser one is ignored. It still counts 
for something and several lesser arguments can add up.

Let's suppose that you designate a particular criticism as lesser. If you never get 
enough "lesser" arguments to outweigh the greater argument, then you never 
address the lesser argument at all.

Yes I agree there is a big problem there. But that problem is not infallibilism.



So your position implies that it is possible that you can refrain from addressing 
some criticisms forever under some circumstances.

First, it is not my position. I am not advocating justificationism, which doesn't 
work. I'm talking about a position that isn't my own.

Actually, a justificationist can address criticisms them by judging them lesser, or 
giving the a point score, or things like that. It's a bad way to address them, but 
they do look at it. If they felt the criticism was too important to ignore (without e.g. 
a build up of many small criticisms) they wouldn't judge it lesser.

basically their way of addressing criticism is no good, but they don't know that. 
they don't necessarily think they don't need to address criticism or that they are 
infallible, they just mistakenly think their way of addressing criticism works well 
(when it doesn't).

And in addition, you don't have to come up with an answer for it when it is 
proposed, nor do you even have to make a note that you should answer it. So 
for any particular justification it may be the case that they never have to address 
any criticism of it.

Even if Popper was wrong, it wouldn't make a huge difference. The truth is 
what matters most. But also we should try to interpret his ideas with the best 
compatible interpretation, not the worst one. So since "establish" doesn't 
have to mean infallibility, and the passage is better if it doesn't, then we 
should read it that way (unless there's some criticism of doing that, some 
specific reason not to).

You are saying the passage is better if it doesn't. I disagree because if the 
passage doesn't say that it is failing to point out a false consequence of 
justificationism.

If the passage says infallibly, it's limiting its criticism to only infallible 
justification, which is a flaw.

You disagree. OK. So which way the passage is better depends on who is right 
about the argument in general. Therefore it's invalid for you to interpret the 
passage using your intended conclusion and then say that passage argues for 
your conclusion. So we can carry on with you dropping your claims about that 
passage from your arguments.



Okay.

and further that justification is better than criticism according to those who 
believe in it.

That's not what it says either. It doesn't say that justification is better than 
criticism out of context or generally, it says it (implicitly) only in a particular 
context. It's saying they think positive reasons are better at positively 
supporting ideas than criticizing rivals is. This is a reasonable and non-
notable statement.

The context does not matter. There is NO context in which making 
justificationist arguments is the right thing to do. Anybody who takes that 
position is a justificationist.

It doesn't say justificationism is the right thing. You've misread it.

Okay.

It was talking about how justificationists think about one thing, and you tried to 
read it as a universal statement about how justificationists always think. But it 
didn't make the broad statement you read into it (and if it had, it'd simply be 
wrong, there'd still be no reason to accept the broad position that all 
justificationists must, as a matter of the logic of justificationism, always 
consider all positive arguments better than all critical arguments in all 
contexts).

In every context one of two things is true according to the justificationist.

(1) There are no justifications and you have to make do with criticisms.

(2) There are some justifications, and those justifications legitimise not 
answering some criticisms.

Some justificationists do answer criticisms. But in a different way, with different 
methods of standards, than critical rationalists do. There are big problems with 
this, but not necessarily infallibilism. It's important to understand all the big non-
infallibilist problems and what's going on. One of the reasons this is important is 



that fallibilists, like David Deutsch, can end up making justificationist mistakes 
when they only focus on fallibilist arguments against some types of 
justificationism.

By contrast, you have to actively dethrone any justification with no exceptions. 
You have to either justify the criticisms so that they are justifications, or you 
have to pile up a load of criticisms.

This is not equal treatment of criticisms and justifications. It implies that 
justifications are better.

Suppose the following: justificationists and criticism are treated equally (except 
justifications add evaluation points, and criticisms subtract them). And also, ideas 
aren't not considered very good unless they have at least 1000 points.

Then if you only have criticisms, none will reach the coveted 1000 point minimum. 
So they would see that as a problem. But that doesn't mean that when there's 
both criticisms and justifications the criticisms are second class citizens. A 
criticism of only 1 point could keep an idea under a 1000 score or make it lose by 
2500 to 2499 to another idea. So the criticisms can matter.

And if you put some other method of deciding between ideas above 
criticism, then you must be willing to ignore criticism when you have a 
"justification." Thinking that there are some circumstances under which 
you don't have to consider criticism is an infalibilist position.

It doesn't say that either. You are reading between the lines. It's a good 
criticism of a mistake some people make. But there's no argument that all 
justificationists must make this mistake.

It's a consequence of the position of that some arguments are better than 
criticisms. It doesn't matter whether the person openly advocates that 
consequence: what matters is what the idea actually implies.

what does "some arguments are better than criticism" mean? some arguments 
are so good they could never be criticized, or criticisms of the idea they 
support could never lessen in support? why would that be a consequence of 
justificationism? that is silly.



some justificationists think that way. they will be like "hell yeah, we got so 
much evidence, we DID IT. we GOT THE TRUTH. let's go home and drink 
some beers". but some other better justificationists will be like "we have really 
strong evidence but if you have a really really strong criticism then we'd still 
have to consider it".

Yes, so if you have a criticism justificationists consider weak they will not 
address it unless you have others too. It is possible for any particular argument 
they make that they will never address a particular criticism of it.

yes but this isn't infallibilism.

even if they think a criticism is weak, you could still tell them "well i think actually 
this particular criticism is really important and deserves a second look". and they 
might agree or disagree. you could try to persuade them. they don't necessarily 
think "when i said that criticism is too weak to currently matter, i meant that my 
judgment of this matter is infallible so i don't care if you disagree"

Also, giving a method of justifying ideas is not the same thing as saying 
what justification means or is. Popper's statements here about giving 
positive reasons being the method of justification are not statements "that 
justification means" anything.

Justification is a method. So if you have explained what the method is, 
then you have explained what counts as justification.

Justificationism does not consist only of a method of justifying ideas. It is not 
only a method. It also has parts like the ideas about why to justify ideas, and 
the consequences of ideas being justified or not.

Yes, but if you're a justificationist, then you think you can do justification. If 
you think that justification is impossible, then you're not a justificationist.

that does not change the correctness of my criticism of your mistake. "giving a 
method of justifying ideas is not the same thing as saying what justification 
means or is"

Believing that justification is possible is a necessary condition for being a 



justificationist. Some people add other stuff on top, i.e. - stuff that is not 
justification. So the fact that justificationists have ideas that are not about how to 
justify stuff doesn't address the issue of what counts as justification.

Let me rephrase: stating a method of accomplishing X does not state what X is. 
maybe you can figure out what X is from the method, there's some connections, 
but it's not the same thing.

For example, a method is "mix red and yellow paints". this doesn't say what 
orange is. this method gets more things than just orange, e.g. it gets a non-
primary colored paint. and it doesn't tell you all there is to know about what 
orange is.

What addresses the issue of what counts as justification is saying how you do 
justification.

one needs to understand the *concept* of justification to try to judge what 
methods might achieve it well or not. this concept matters and is what 
"justification" is.

You said that "giving a method of justifying ideas is not the same thing as saying 
what justification means or is" but it does. To explain what cycling is you say 
stuff about how you do cycling. Justification is the activity of justifying stuff, just 
as cycling is the activity of riding a bicycle. In both cases when you explain how 
to do it you've explained what it is.

justification is a thing an idea can have. not an activity. justifying is an activity that 
tries to get justification for ideas. they are different.

if you try to specify bicycling only by specifying methods, then when someone 
invents a new type of bicycle that's a little different but kinda similar, you won't 
know if it counts as bicycling or not. that's a bad way to explain what bicycling is. 
it's important to consider concepts and explanations.

Further, holding ideas to be true, or at least truthlike, isn't a bad thing. 
Fallibilists can and should do that. We have knowledge about what is true 
or not, and we should say so, even if we may be mistaken and have to 
change our positions later.



Yes.

Justificationism as a concept -- as a method of evaluating and 
adjudicating ideas -- is compatible with holding ideas to be truthlike 
(tentatively, as far as we know today), rather than infallibly true or 
probable.

A justificationist could hold that the current state of knowledge and 
argument justifies some ideas as truthlike, pending new arguments and 
knowledge. He could then be a fallibilist, but still make the distinctive 
mistakes of justificationism.

Or if you don't like "truthlike" you could write "good", "high status", "highly 
evaluated", "the tentative winner in an adjudication of ideas", or whatever 
else. Whichever of those is the end goal, you could try to achieve it with 
either method: justification or criticism. The problem with justification is 
that it's a bad method of achieving any of those goals, not that it is 
inherently coupled with the wrong goal.

You can't completely cleanly separate goals and methods. Thinking that 
you should adopt a particular method shapes some of your goals. If the 
method is bad so are some of the goals.

Justification is well suited to the truthlikeness goal. The problem 
justificationism is aimed at is -- as we agreed -- about how to adjudicate or 
evaluating between competing ideas. Calling the ones with better 
evaluations more truthlike, and trying to figure out which those are, is very 
much in line with the basic concept justificationism, it's not a deviation.

In practice a lot of justificationists have infallibilists attitudes. But the goal 
here -- at least my goal -- is to understand philosophy, not just popular 
cultural errors today. Even if in practice I could consistently win debates 
against justificationists using fallibilists arguments, I'd still be interested in 
whether or not a better, fallibilist version of justificationism could work, 
whether it would be in line with the basic ideas of justificationism, whether it 
has other flaws that aren't about fallibilism, whether understanding those 
flaws has reach and importance and sheds light on important other 
arguments to do with infallibilist justificationism, and so on.

My position is that saying you are both a justificationist and a falliblist is a 



contradiction.

i know that is your position. so argue it. i was making arguments here and you 
haven't said why they are wrong.

I have tried to explain, but apparently I have not succeeded.

you have not tried to explain a response to my 2 paragraphs quoted in this 
section (started at "justification is well suited", ending and "and so on.")

all you did is restate your position in general but not try to address what i said 
here. i was replying to specific arguments you made. e.g. you said "You can't 
completely cleanly separate goals and methods". i replied to that. then you did 
not reply continuing the discussion of this topic. you have not tried to explain your 
thinking on this topic further, despite replying twice, quoting this stuff, and writing 
your non-replies after this section. you didn't continue the discussion but did 
quoting and text placement as if you were continuing it.

you have tried to explain in general, but you stopped trying to continue this part of 
the discussion, but didn't delete it, so that's confusing and i don't know what 
you're trying to do.

This thing -- increasing the status of ideas in a positive way -- is what 
Popper calls justificationism and criticizes in Realism and the Aim of 
Science.

I write more after this quote.

On Jan 7, 2013, at 9:38 AM, Elliot Temple <curi@curi.us> wrote:

Realism and the Aim of Science, by Karl Popper, page 19:

The central problem of the philosophy of knowledge, at least since 
the Reformation, has been this. How can we adjudicate or evaluate 
the far-reaching claims of competing theories and beliefs? I shall 
call this our *first* problem. This problem has led, historically, to a 
*second* problem: How can we *justify* our theories or beliefs? And 
this second problem is, in turn, bound up with a number of other 
questions: What does a justification consist of? and, more 



especially: Is it possible to justify our theories or beliefs *rationally*: 
that is to say, by giving reasons -- 'positive reasons' (as I shall call 
them), such as an appeal to observation; reasons, that is, for 
holding them to be true, or at least 'probable' (in the sense of the 
probability calculus)? Clearly there is an unstated, and apparently 
innocuous, assumption which sponsors the transition from the first 
to the second question: namely, that one adjudicates among 
competing claims by determining which of them can be *justified* by 
positive reasons, and which cannot.

Now Bartley suggests that my approach solves the first problem, yet 
in doing so changes its structure completely. For I reject the second 
problem as irrelevant, and the usual answers to it as incorrect. And I 
also reject as incorrect the assumption that leads from the first to 
the second problem. I assert (differing, Bartley contends, from all 
previous rationalists except perhaps those who were driven into 
scepticism) that we cannot give any positive justification or any 
positive reason for our theories and our beliefs. That is to say, we 
cannot give any positive reasons for holding our theories to be 
*true*. Moreover, I assert that the belief we can give such reasons, 
and should seek for them is itself neither a rational nor a true belief, 
but one that can be shown to be without merit.

(I was just about to write the word 'baseless' where I have written 
'without merit'. This provides a good example of just how much our 
language is influenced by the unconscious assumptions that are 
attacked within my own approach. It is assumed, without criticism, 
that only a view that lacks merit must be baseless -- without basis, 
in the sense of being unfounded, or unjustified, or unsupported. 
Whereas, on my view, *all* views -- good *and* bad -- are in this 
important sense baseless, unfounded, unjustified, unsupported.)

In so far as my approach involves all this, my solution of the central 
problem of justification -- as it has always been understood -- is as 
*unambiguously negative* as that of any irrationalist or sceptic.

If you want to understand this well, I suggest reading the whole 
chapter in the book. Please don't think this quote tells all.



Some takeaways:

- Justificationism has to do with positive reasons.

- Positive reasons and justification are a mistake. Popper rejects 
them.

- The right approach to epistemology is negative, critical. With no 
compromises.

- Lots of language is justificationist. It's easy to make such mistakes. 
What's important is to look out for mistakes and try to correct them. 
("Solid", as DD recently used, was a similar mistake.)

- Popper writes with too much fancy punctuation which makes it 
harder to read.

A key part of the issue is the problem situation:

How can we adjudicate or evaluate the far-reaching claims of 
competing theories and beliefs?

Justificationism is an answer to *this problem*. It answers: the theories 
and beliefs with more justification are better. Adjudicate in their favour.

Yes.

This is not an inherently infallibilist answer. One could believe that his 
conception of which theories have how much justification is fallible, 
and still give this answer. One could believe that his adjudications are 
final, or one could believe that his adjudications could be overturned 
when new justifications are discovered. Infallibilism is not excluded nor 
required.

Saying that a position is not infallibilist does not make it fallibilist. If 
somebody claimed that the Pope is always right when he makes 
doctrinal statements, but not when he makes other statements that 
person is still an infallibilist. He does not become a falliblist because he 
says the Pope can make mistakes about some stuff. The justificationist 



is in a similar position.

If I understand what you mean, you are making a variant of David's 
poltergeist argument:

On Oct 21, 2002, at 4:45 PM, David Deutsch <david.deutsch@qubit.org> 
wrote to TCS list:

On Friday, October 18, 2002, at 10:28  pm, Jake Freivald wrote:

Why does everyone seem to see this as an either/or question?

There are two kinds of people: those who believe in poltergeists and
those who do not. Why only two kinds? Why is that an either/or
question? Because those who believe that some things that go bump in
the night are entirely caused by poltergeist, some partly caused, and
some not caused by poltergeist at all ... are fully-fledged believers
in poltergeist.

I think your point is that everyone who believes some things are fallible, 
and some things are infallible, is an infallibilist. Just like people who 
believe some events are caused by ghosts, and some aren't, are 
superstitious. (Even if they believe only 0.0001% of events are caused by 
ghosts, and the rest aren't, they are still superstitious ghost-belivers.)

Yes.

I will agree that, in practice, most justificationists are in this category. 
Most people are. Most people do not understand fallibilism well. But that 
doesn't mean justificationism-the-idea requires infallibilism inherently.

You try to argue elsewhere (e.g. the next section) that justificationism 
requires infallibilism, but this passage doesn't make that case.

(BTW, just because it's worth knowing: a person who hits his children 
only when he deems them really naughty, and doesn't hit them 360 days 
a year, is a fully-fledged child abuser. And it's the same with beating your 
wife. Or committing crimes; if you commit one crime a year you are a 
criminal. And a person who believes 99.9% of people are mentally 
healthy, but 0.1% are mentally ill, is a fully-fledged believer in mental 



illness. And various other ones are important too.)

Yes.

Both approaches are compatible with both infallibilism and fallibilism. 
They are metaphorically orthogonal to the issue of fallibility. In other 
words, fallibilism and justificationism are separate issues.

Fallibilism is about whether or not our evaluations of ideas should be 
subjected to revision and re-checking, or whether anything can be 
established with finality such thing we no longer have to consider 
arguments on the topic, whether they be critical or justifying 
arguments.

It is an implication of justificationism that if you are going to take it 
seriously, then you must be infallibilist about some issues:

Is it possible to justify our theories or beliefs *rationally*: that is to 
say, by giving reasons -- 'positive reasons' (as I shall call them), 
such as an appeal to observation; reasons, that is, for holding them 
to be true, or at least 'probable' (in the sense of the probability 
calculus)?

The justificationist maintains that he can show his ideas are true or 
probable.

As discussed above, the quote does not actually say that.

If he maintains that then either the idea itself or the assessment that it is 
probable has been shown to be true and anybody criticising the thing 
that has been proven is wrong, so there's no point in criticising it.

And what of the person who believes he can gain tentative, fallible 
knowledge by positive arguments? Who isn't seeking to prove he has 
found the final truth, but only to adjudicate between competing ideas 
using the knowledge he has today, knowing he may make mistakes but 
that if used well his mind can do better than random.



He is a fallibilist who is making all the distinctive mistakes of justification, 
as apart from the mistakes of infallibilism. E.g. he makes the mistake of 
thinking there is a rationally defensible or arguable connection between 
his positive supporting argument and the idea it is supposed to support. 
He doesn't realize the non sequitur. This typical justificationist error (a 
more general version of the inductivist error of their non sequitur jump 
from data to theory) is important, prevalent, and different than 
infallibilism.

This is not a separate mistake from thinking that some ideas can be 
proven or made more probable, it is an instance of that mistake. He thinks 
that he has shown that the link between the positive idea and the idea it 
supports is true or probable. So either he can't be mistaken about it at all, 
or he can't be mistaken until he counts some number of criticisms or 
something like that - an infallibilist position.

Excuse me but this is my hypothetical person and you're putting words in 
his mouth and changing his positions (in similar ways to how you put those 
same words in Popper's mouth even though they are different than what the 
quote says, and you don't include -- here or there -- bridging explanations 
about how you get from the actual text to your altered restatement). That is 
not a reasonable way of arguing my hypothetical person can't exist.

A person is entitled to say stuff about his position, but once he has that stuff it 
has consequences. Pointing out that the consequences involve him saying 
something inconsistent isn't putting words in his mouth,

you weren't pointing out a consequence, you just changed some words to 
other words that aren't equivalent, as you also did with popper. misreading -- or 
even correctly *asserting* implications -- isn't explaining implications.

it's pointing out the implications of his position.

you need to say *why* they are implications rather than just present things as if 
he said them to someone who doesn't agree they are implications.

Mere disagreement is not a refutation of the fact that his ideas have that 
consequence.



i was not disagreeing that ideas have consequences.

What's needed is criticism of the idea that his position has that consequence.

because there's no explanation given that it has that consequence. i don't even 
know why you think that or what you want me to argue with. it is a non 
sequitur. you just started asserting what he thinks in a way that wasn't 
recognizable to me as having anything to do with what i wrote about him, and 
you didn't explain how you were getting your stuff.

He thinks he has arguments for the link. Fallible arguments. What is wrong 
with that? Apart from them being non sequitur mistakes. (And even if there 
is something else wrong with it, that doesn't lessen the importance of the 
characteristic mistakes of justificationism that aren't about fallibilism, e.g. the 
non sequitur problem that they never have any good answers to.)

Your analysis relies on criticizing a mistake the guy might not be making -- 
he simply doesn't have to think his justifying arguments are infallible to 
value them -- and doesn't criticize the huge important non sequitur mistake 
he is making.

Yes, he is making a huge and important non-sequitur mistake. He's making it 
because he's not looking for problems because he thinks he has a better way 
of deciding than criticism. If you think you have a better way of deciding than 
criticism you are adopting a position that implies you cannot be mistaken 
because there cannot be a criticism of your position.

you again are asserting the implications of his ideas without explaining how 
your'e getting there. he never said he was going to ignore all criticism, you say 
that. you claim it's an implication of something he said. which thing, 
specifically, and what is the chain of argument by which it's implied?

also that is not the non sequitur i was referring to. i explained which one i 
meant. if you don't understand what i was talking about, please ask a question. 
if you do understand, please don't write as if we're talking about the same thing 
when we aren't. if you think you understand and i meant the one you are 
talking about, that doesn't make much sense because A) that would involve 
me conceding the overall argument  B) i specifically said the one i meant was 
similar to the one in induction, whereas you're talking about something else



You wrote "he makes the mistake of thinking there is a rationally defensible or 
arguable connection between his positive supporting argument and the idea it is 
supposed to support." I agree that this is a non-sequitur and that you might think 
that it's not infallibilist.

I think that is, in part, a consequence of a broader infallibilist mistake. I have 
stated this above several times but I will explain how it applies to this specific 
case in the interests of clarity.

The person in question thinks he has a positive supporting argument. One of the 
features of the idea that there are positive supporting arguments is that if there 
is a criticism of less weight than that argument you don't have to address it 
immediately unless there are other criticisms too. And in fact, you might never 
address it if no such arguments come along. So there are some potential 
mistakes that you don't have to address. I characterise this as an infallibilist 
position.

when they decide some criticism is small, and perhaps give it a score of 10 
points, they are not ignoring it or refusing to address it. they are addressing it in a 
dumb way, addressing it badly. this is a mistake but the mistake isn't "i think i 
can't be wrong". the mistake is that the way they try to address the criticism 
doesn't work well.

justificationism is an epistemology that does not work. because it does not work, 
it therefore does not correct errors (except to the extent people do something else 
-- no one ever actually thinks with pure justificationism). so you might think "look. 
they chose justificationism. justificationism doesn't correct errors. they must think 
they are infallible or they would have chosen an epistemology that can correct 
errors." that would be a mistake. they don't realize it doesn't correct errors.

it's the same with addressing criticisms. they (some of them) think they are 
addressing criticism. what they are doing doesn't work, but they don't know that. 
their reasoning is not "i am infallible so i won't use any methods of addressing 
criticism that work since i don't need to since i'm never wrong".

-- Elliot Temple
http://curi.us/

http://curi.us/


-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] How Does One Lead a Rational Life in an Irrational Society?
Date: February 16, 2013 at 12:01 AM

Quotes from _The Virtue of Selfishness_, by Ayn Rand, chapter 8: "How Does 
One Lead a Rational Life in an Irrational Society?"

*One must never fail to pronounce moral judgment.*

Nothing can corrupt and disintegrate a culture or a man’s character as 
thoroughly as does the precept of moral agnosticism, the idea that one must 
never pass moral judgment on others, that one must be morally tolerant of 
anything, that the good consists of never distinguishing good from evil.

It is obvious who profits and who loses by such a precept. It is not justice or 
equal treatment that you grant to men when you abstain equally from praising 
men’s virtues and from condemning men’s vices. When your impartial attitude 
declares, in effect, that neither the good nor the evil may expect anything from 
you—whom do you betray and whom do you encourage?

to pronounce moral judgment is an enormous responsibility

There is, however, a court of appeal from one’s judgments: objective reality. A 
judge puts himself on trial every time he pronounces a verdict.

It is their fear of this responsibility that prompts most people to adopt an attitude 
of indiscriminate moral neutrality. It is the fear best expressed in the precept: 
“Judge not, that ye be not judged.”

... no moral neutrality is possible. To abstain from condemning a torturer, is to 
become an accessory to the torture and murder of his victims.

The moral principle to adopt in this issue, is: “Judge, and be prepared to be 
judged. ”



When one pronounces moral judgment, whether in praise or in blame, one must 
be prepared to answer “Why?” and to prove one’s case—to oneself and to any 
rational inquirer.

The policy of always pronouncing moral judgment does not mean that one must 
regard oneself as a missionary charged with the responsibility of “saving 
everyone’s soul”—nor that one must give unsolicited moral appraisals to all 
those one meets. It means: (a) that one must know clearly, in full, verbally 
identified form, one’s own moral evaluation of every person, issue and event 
with which one deals, and act accordingly; (b) that one must make one’s moral 
evaluation known to others, when it is rationally appropriate to do so.

This last means that one need not launch into unprovoked moral denunciations 
or debates, but that one must speak up in situations where silence can 
objectively be taken to mean agreement with or sanction of evil. When one 
deals with irrational persons, where argument is futile, a mere “I don’t agree with 
you” is sufficient to negate any implication of moral sanction. When one deals 
with better people, a full statement of one’s views may be morally required. But 
in no case and in no situation may one permit one’s own values to be attacked 
or denounced, and keep silent.

Moral values are the motive power of a man’s actions. By pronouncing moral 
judgment, one protects the clarity of one’s own perception and the rationality of 
the course one chooses to pursue.

Observe also that moral neutrality necessitates a progressive sympathy for vice 
and a progressive antagonism to virtue. A man who struggles not to 
acknowledge that evil is evil, finds it increasingly dangerous to acknowledge that 
the good is the good. To him, a person of virtue is a threat that can topple all of 
his evasions—particularly when an issue of justice is involved, which demands 
that he take sides. It is then that such formulas as “Nobody is ever fully right or 
fully wrong” and “Who am I to judge?” take their lethal effect. The man who 
begins by saying: “There is some good in the worst of us,” goes on to say: 
“There is some bad in the best of us”—then: “There’s got to be some bad in the 



best of us”—and then: “It’s the best of us who make life difficult—why don’t they 
keep silent?—who are they to judge?”

And then, on some gray, middle-aged morning, such a man realizes suddenly 
that he has betrayed all the values he had loved in his distant spring, and 
wonders how it happened, and slams his mind shut to the answer, by telling 
himself hastily that the fear he had felt in his worst, most shameful moments 
was right and that values have no chance in this world.

An irrational society is a society of moral cowards

This essay explains important things about how to live morally and rationally, and 
how not to live.

Who here is living the right way -- and who isn't?

I will pronounce a moral judgment. David Deutsch is not living the right way.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] How Does One Lead a Rational Life in an Irrational Society?
Date: February 16, 2013 at 2:40 AM

On 16/02/2013, at 05:01, Elliot Temple <curi@curi.us> wrote:

Quotes from _The Virtue of Selfishness_, by Ayn Rand, chapter 8: "How Does 
One Lead a Rational Life in an Irrational Society?"

*One must never fail to pronounce moral judgment.*

Nothing can corrupt and disintegrate a culture or a man’s character as 
thoroughly as does the precept of moral agnosticism, the idea that one must 
never pass moral judgment on others, that one must be morally tolerant of 
anything, that the good consists of never distinguishing good from evil.

It is obvious who profits and who loses by such a precept. It is not justice or 
equal treatment that you grant to men when you abstain equally from praising 
men’s virtues and from condemning men’s vices. When your impartial attitude 
declares, in effect, that neither the good nor the evil may expect anything from 
you—whom do you betray and whom do you encourage?

to pronounce moral judgment is an enormous responsibility

There is, however, a court of appeal from one’s judgments: objective reality. A 
judge puts himself on trial every time he pronounces a verdict.

It is their fear of this responsibility that prompts most people to adopt an 
attitude of indiscriminate moral neutrality. It is the fear best expressed in the 
precept: “Judge not, that ye be not judged.”

... no moral neutrality is possible. To abstain from condemning a torturer, is to 
become an accessory to the torture and murder of his victims.

The moral principle to adopt in this issue, is: “Judge, and be prepared to be 
judged. ”



When one pronounces moral judgment, whether in praise or in blame, one 
must be prepared to answer “Why?” and to prove one’s case—to oneself and 
to any rational inquirer.

The policy of always pronouncing moral judgment does not mean that one 
must regard oneself as a missionary charged with the responsibility of “saving 
everyone’s soul”—nor that one must give unsolicited moral appraisals to all 
those one meets. It means: (a) that one must know clearly, in full, verbally 
identified form, one’s own moral evaluation of every person, issue and event 
with which one deals, and act accordingly; (b) that one must make one’s moral 
evaluation known to others, when it is rationally appropriate to do so.

This last means that one need not launch into unprovoked moral denunciations 
or debates, but that one must speak up in situations where silence can 
objectively be taken to mean agreement with or sanction of evil. When one 
deals with irrational persons, where argument is futile, a mere “I don’t agree 
with you” is sufficient to negate any implication of moral sanction. When one 
deals with better people, a full statement of one’s views may be morally 
required. But in no case and in no situation may one permit one’s own values 
to be attacked or denounced, and keep silent.

Moral values are the motive power of a man’s actions. By pronouncing moral 
judgment, one protects the clarity of one’s own perception and the rationality of 
the course one chooses to pursue.

Observe also that moral neutrality necessitates a progressive sympathy for 
vice and a progressive antagonism to virtue. A man who struggles not to 
acknowledge that evil is evil, finds it increasingly dangerous to acknowledge 
that the good is the good. To him, a person of virtue is a threat that can topple 
all of his evasions—particularly when an issue of justice is involved, which 
demands that he take sides. It is then that such formulas as “Nobody is ever 
fully right or fully wrong” and “Who am I to judge?” take their lethal effect. The 
man who begins by saying: “There is some good in the worst of us,” goes on to 
say: “There is some bad in the best of us”—then: “There’s got to be some bad 
in the best of us”—and then: “It’s the best of us who make life difficult—why 
don’t they keep silent?—who are they to judge?”



And then, on some gray, middle-aged morning, such a man realizes suddenly 
that he has betrayed all the values he had loved in his distant spring, and 
wonders how it happened, and slams his mind shut to the answer, by telling 
himself hastily that the fear he had felt in his worst, most shameful moments 
was right and that values have no chance in this world.

An irrational society is a society of moral cowards

This essay explains important things about how to live morally and rationally, 
and how not to live.

Who here is living the right way -- and who isn't?

I haven't found judging others openly to be in my self-interest because I always 
end silenced and blocked from further interactions.

I will pronounce a moral judgment. David Deutsch is not living the right way.

Why not?

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How Does One Lead a Rational Life in an Irrational Society?
Date: February 16, 2013 at 2:52 AM

On Feb 15, 2013, at 11:40 PM, Anon Too <anontoo@yahoo.com> wrote:

On 16/02/2013, at 05:01, Elliot Temple <curi@curi.us> wrote:

Quotes from _The Virtue of Selfishness_, by Ayn Rand, chapter 8: "How Does 
One Lead a Rational Life in an Irrational Society?"

*One must never fail to pronounce moral judgment.*

Nothing can corrupt and disintegrate a culture or a man’s character as 
thoroughly as does the precept of moral agnosticism, the idea that one must 
never pass moral judgment on others, that one must be morally tolerant of 
anything, that the good consists of never distinguishing good from evil.

It is obvious who profits and who loses by such a precept. It is not justice or 
equal treatment that you grant to men when you abstain equally from praising 
men’s virtues and from condemning men’s vices. When your impartial attitude 
declares, in effect, that neither the good nor the evil may expect anything 
from you—whom do you betray and whom do you encourage?

to pronounce moral judgment is an enormous responsibility

There is, however, a court of appeal from one’s judgments: objective reality. A 
judge puts himself on trial every time he pronounces a verdict.

It is their fear of this responsibility that prompts most people to adopt an 
attitude of indiscriminate moral neutrality. It is the fear best expressed in the 
precept: “Judge not, that ye be not judged.”

... no moral neutrality is possible. To abstain from condemning a torturer, is to 
become an accessory to the torture and murder of his victims.



The moral principle to adopt in this issue, is: “Judge, and be prepared to be 
judged. ”

When one pronounces moral judgment, whether in praise or in blame, one 
must be prepared to answer “Why?” and to prove one’s case—to oneself and 
to any rational inquirer.

The policy of always pronouncing moral judgment does not mean that one 
must regard oneself as a missionary charged with the responsibility of “saving 
everyone’s soul”—nor that one must give unsolicited moral appraisals to all 
those one meets. It means: (a) that one must know clearly, in full, verbally 
identified form, one’s own moral evaluation of every person, issue and event 
with which one deals, and act accordingly; (b) that one must make one’s 
moral evaluation known to others, when it is rationally appropriate to do so.

This last means that one need not launch into unprovoked moral 
denunciations or debates, but that one must speak up in situations where 
silence can objectively be taken to mean agreement with or sanction of evil. 
When one deals with irrational persons, where argument is futile, a mere “I 
don’t agree with you” is sufficient to negate any implication of moral sanction. 
When one deals with better people, a full statement of one’s views may be 
morally required. But in no case and in no situation may one permit one’s 
own values to be attacked or denounced, and keep silent.

Moral values are the motive power of a man’s actions. By pronouncing moral 
judgment, one protects the clarity of one’s own perception and the rationality 
of the course one chooses to pursue.

Observe also that moral neutrality necessitates a progressive sympathy for 
vice and a progressive antagonism to virtue. A man who struggles not to 
acknowledge that evil is evil, finds it increasingly dangerous to acknowledge 
that the good is the good. To him, a person of virtue is a threat that can topple 
all of his evasions—particularly when an issue of justice is involved, which 
demands that he take sides. It is then that such formulas as “Nobody is ever 
fully right or fully wrong” and “Who am I to judge?” take their lethal effect. The 
man who begins by saying: “There is some good in the worst of us,” goes on 



to say: “There is some bad in the best of us”—then: “There’s got to be some 
bad in the best of us”—and then: “It’s the best of us who make life difficult—
why don’t they keep silent?—who are they to judge?”

And then, on some gray, middle-aged morning, such a man realizes suddenly 
that he has betrayed all the values he had loved in his distant spring, and 
wonders how it happened, and slams his mind shut to the answer, by telling 
himself hastily that the fear he had felt in his worst, most shameful moments 
was right and that values have no chance in this world.

An irrational society is a society of moral cowards

This essay explains important things about how to live morally and rationally, 
and how not to live.

Who here is living the right way -- and who isn't?

I haven't found judging others openly to be in my self-interest because I always 
end silenced and blocked from further interactions.

So your response is that "values have no chance in this world"?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] How Does One Lead a Rational Life in an Irrational Society?
Date: February 16, 2013 at 5:27 AM

On 16/02/2013, at 07:52, Elliot Temple <curi@curi.us> wrote:

On Feb 15, 2013, at 11:40 PM, Anon Too <anontoo@yahoo.com> wrote:

On 16/02/2013, at 05:01, Elliot Temple <curi@curi.us> wrote:

Quotes from _The Virtue of Selfishness_, by Ayn Rand, chapter 8: "How 
Does One Lead a Rational Life in an Irrational Society?"

*One must never fail to pronounce moral judgment.*

Nothing can corrupt and disintegrate a culture or a man’s character as 
thoroughly as does the precept of moral agnosticism, the idea that one must 
never pass moral judgment on others, that one must be morally tolerant of 
anything, that the good consists of never distinguishing good from evil.

It is obvious who profits and who loses by such a precept. It is not justice or 
equal treatment that you grant to men when you abstain equally from 
praising men’s virtues and from condemning men’s vices. When your 
impartial attitude declares, in effect, that neither the good nor the evil may 
expect anything from you—whom do you betray and whom do you 
encourage?

to pronounce moral judgment is an enormous responsibility

There is, however, a court of appeal from one’s judgments: objective reality. 
A judge puts himself on trial every time he pronounces a verdict.

It is their fear of this responsibility that prompts most people to adopt an 
attitude of indiscriminate moral neutrality. It is the fear best expressed in the 
precept: “Judge not, that ye be not judged.”



... no moral neutrality is possible. To abstain from condemning a torturer, is 
to become an accessory to the torture and murder of his victims.

The moral principle to adopt in this issue, is: “Judge, and be prepared to be 
judged. ”

When one pronounces moral judgment, whether in praise or in blame, one 
must be prepared to answer “Why?” and to prove one’s case—to oneself 
and to any rational inquirer.

The policy of always pronouncing moral judgment does not mean that one 
must regard oneself as a missionary charged with the responsibility of 
“saving everyone’s soul”—nor that one must give unsolicited moral 
appraisals to all those one meets. It means: (a) that one must know clearly, 
in full, verbally identified form, one’s own moral evaluation of every person, 
issue and event with which one deals, and act accordingly; (b) that one 
must make one’s moral evaluation known to others, when it is rationally 
appropriate to do so.

This last means that one need not launch into unprovoked moral 
denunciations or debates, but that one must speak up in situations where 
silence can objectively be taken to mean agreement with or sanction of evil. 
When one deals with irrational persons, where argument is futile, a mere “I 
don’t agree with you” is sufficient to negate any implication of moral 
sanction. When one deals with better people, a full statement of one’s views 
may be morally required. But in no case and in no situation may one permit 
one’s own values to be attacked or denounced, and keep silent.

Moral values are the motive power of a man’s actions. By pronouncing 
moral judgment, one protects the clarity of one’s own perception and the 
rationality of the course one chooses to pursue.

Observe also that moral neutrality necessitates a progressive sympathy for 
vice and a progressive antagonism to virtue. A man who struggles not to 
acknowledge that evil is evil, finds it increasingly dangerous to acknowledge 



that the good is the good. To him, a person of virtue is a threat that can 
topple all of his evasions—particularly when an issue of justice is involved, 
which demands that he take sides. It is then that such formulas as “Nobody 
is ever fully right or fully wrong” and “Who am I to judge?” take their lethal 
effect. The man who begins by saying: “There is some good in the worst of 
us,” goes on to say: “There is some bad in the best of us”—then: “There’s 
got to be some bad in the best of us”—and then: “It’s the best of us who 
make life difficult—why don’t they keep silent?—who are they to judge?”

And then, on some gray, middle-aged morning, such a man realizes 
suddenly that he has betrayed all the values he had loved in his distant 
spring, and wonders how it happened, and slams his mind shut to the 
answer, by telling himself hastily that the fear he had felt in his worst, most 
shameful moments was right and that values have no chance in this world.

An irrational society is a society of moral cowards

This essay explains important things about how to live morally and rationally, 
and how not to live.

Who here is living the right way -- and who isn't?

I haven't found judging others openly to be in my self-interest because I always 
end silenced and blocked from further interactions.

So your response is that "values have no chance in this world"?

No, just that it's not safe for all individuals to speak up.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Student creates electromagnetic harvester that gathers free 
electricity from thin air
Date: February 16, 2013 at 9:41 AM

http://www.hangthebankers.com/german-student-creates-electromagnetic-
harvester-that-gathers-free-electricity-from-thin-air/

A German student has built an electromagnetic harvester that recharges an AA 
battery by soaking up ambient, environmental radiation. These harvesters can 
gather free electricity from just about anything, including overhead power lines, 
coffee machines, refrigerators, or even the emissions from your WiFi router or 
smartphone.

So cool!

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://www.hangthebankers.com/german-student-creates-electromagnetic-harvester-that-gathers-free-electricity-from-thin-air/
http://ramirustom.blogspot.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Student creates electromagnetic harvester that gathers free 
electricity from thin air
Date: February 16, 2013 at 10:12 AM

On 16 Feb 2013, at 14:41, Rami Rustom <rombomb@gmail.com> wrote:

http://www.hangthebankers.com/german-student-creates-electromagnetic-
harvester-that-gathers-free-electricity-from-thin-air/

A German student has built an electromagnetic harvester that recharges an AA 
battery by soaking up ambient, environmental radiation. These harvesters can 
gather free electricity from just about anything, including overhead power lines, 
coffee machines, refrigerators, or even the emissions from your WiFi router or 
smartphone.

So cool!

It doesn't say how long, in years, it takes him to charge an AA battery, nor even 
whether the rate of charging is more or less than the rate at which the battery 
loses charge spontaneously. Nor how big (or expensive) his device is.

http://dsc.discovery.com/tv-shows/mythbusters/videos/free-energy.htm

-- David Deutsch

-- 

http://www.hangthebankers.com/german-student-creates-electromagnetic-harvester-that-gathers-free-electricity-from-thin-air/
http://dsc.discovery.com/tv-shows/mythbusters/videos/free-energy.htm


From: Rami Rustom <rombomb@gmail.com>
Subject: [TCS] Your evil side? TCS <taking-children-
seriously@googlegroups.com>
Date: February 16, 2013 at 11:35 AM

http://intjforum.com/showpost.php?p=3250643&postcount=44

I've had mildly sadistic tendencies my entire life. In kindergarten, I would enjoy 
knocking over classmate's block buildings and seeing them cry. Regularly got 
into fights in school, until my parents redirected said aggression into athletics.

[...]

Wanting to hurt others is not a universal human trait. Its not genetic
or anything like that. Its memetic. You learned it.

Wanting to hurt other people is a sign of a zero-sum worldview. Its
rival is the non-zero-sum worldview. A zero-sum worldview sees the
world in terms of win/lose situations. A non-zero-sum worldview sees
the world in terms of win/win situations.

In a win/lose situation, one person wins (+1), another loses (-1), so
the sum is zero. In a win/win situation, one person wins (+1) and the
other wins too (+1), so the sum is non-zero.

This doesn't mean that a person can't have some of both, meaning that
in some situations he thinks in terms of win/win while in others he
thinks in terms of win/lose.

The reality is that its possible for any situation to be a win/win.
Because of this, I look for win/win's in every situation I get
involved in. This way I never sacrifice, and I never make other people
sacrifice. So I don't hurt others AND I don't hurt myself (and I don't
let others hurt me).

For more:

http://ramirustom.blogspot.com/2012/10/is-selfishness-immoral.html

-- Rami Rustom

http://intjforum.com/showpost.php?p=3250643&postcount=44
http://ramirustom.blogspot.com/2012/10/is-selfishness-immoral.html


http://ramirustom.blogspot.com

-- 
You received this message because you are subscribed to the Google Groups 
"Taking Children Seriously" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to taking-children-seriously+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How Does One Lead a Rational Life in an Irrational Society?
Date: February 16, 2013 at 1:12 PM

On Feb 16, 2013, at 2:27 AM, Anon Too <anontoo@yahoo.com> wrote:

On 16/02/2013, at 07:52, Elliot Temple <curi@curi.us> wrote:

On Feb 15, 2013, at 11:40 PM, Anon Too <anontoo@yahoo.com> wrote:

On 16/02/2013, at 05:01, Elliot Temple <curi@curi.us> wrote:

Quotes from _The Virtue of Selfishness_, by Ayn Rand, chapter 8: "How 
Does One Lead a Rational Life in an Irrational Society?"

*One must never fail to pronounce moral judgment.*

Nothing can corrupt and disintegrate a culture or a man’s character as 
thoroughly as does the precept of moral agnosticism, the idea that one 
must never pass moral judgment on others, that one must be morally 
tolerant of anything, that the good consists of never distinguishing good 
from evil.

It is obvious who profits and who loses by such a precept. It is not justice 
or equal treatment that you grant to men when you abstain equally from 
praising men’s virtues and from condemning men’s vices. When your 
impartial attitude declares, in effect, that neither the good nor the evil may 
expect anything from you—whom do you betray and whom do you 
encourage?

to pronounce moral judgment is an enormous responsibility

There is, however, a court of appeal from one’s judgments: objective 
reality. A judge puts himself on trial every time he pronounces a verdict.

It is their fear of this responsibility that prompts most people to adopt an 



attitude of indiscriminate moral neutrality. It is the fear best expressed in 
the precept: “Judge not, that ye be not judged.”

... no moral neutrality is possible. To abstain from condemning a torturer, is 
to become an accessory to the torture and murder of his victims.

The moral principle to adopt in this issue, is: “Judge, and be prepared to 
be judged. ”

When one pronounces moral judgment, whether in praise or in blame, one 
must be prepared to answer “Why?” and to prove one’s case—to oneself 
and to any rational inquirer.

The policy of always pronouncing moral judgment does not mean that one 
must regard oneself as a missionary charged with the responsibility of 
“saving everyone’s soul”—nor that one must give unsolicited moral 
appraisals to all those one meets. It means: (a) that one must know clearly, 
in full, verbally identified form, one’s own moral evaluation of every person, 
issue and event with which one deals, and act accordingly; (b) that one 
must make one’s moral evaluation known to others, when it is rationally 
appropriate to do so.

This last means that one need not launch into unprovoked moral 
denunciations or debates, but that one must speak up in situations where 
silence can objectively be taken to mean agreement with or sanction of 
evil. When one deals with irrational persons, where argument is futile, a 
mere “I don’t agree with you” is sufficient to negate any implication of 
moral sanction. When one deals with better people, a full statement of 
one’s views may be morally required. But in no case and in no situation 
may one permit one’s own values to be attacked or denounced, and keep 
silent.

Moral values are the motive power of a man’s actions. By pronouncing 
moral judgment, one protects the clarity of one’s own perception and the 
rationality of the course one chooses to pursue.



Observe also that moral neutrality necessitates a progressive sympathy for 
vice and a progressive antagonism to virtue. A man who struggles not to 
acknowledge that evil is evil, finds it increasingly dangerous to 
acknowledge that the good is the good. To him, a person of virtue is a 
threat that can topple all of his evasions—particularly when an issue of 
justice is involved, which demands that he take sides. It is then that such 
formulas as “Nobody is ever fully right or fully wrong” and “Who am I to 
judge?” take their lethal effect. The man who begins by saying: “There is 
some good in the worst of us,” goes on to say: “There is some bad in the 
best of us”—then: “There’s got to be some bad in the best of us”—and 
then: “It’s the best of us who make life difficult—why don’t they keep 
silent?—who are they to judge?”

And then, on some gray, middle-aged morning, such a man realizes 
suddenly that he has betrayed all the values he had loved in his distant 
spring, and wonders how it happened, and slams his mind shut to the 
answer, by telling himself hastily that the fear he had felt in his worst, most 
shameful moments was right and that values have no chance in this world.

An irrational society is a society of moral cowards

This essay explains important things about how to live morally and 
rationally, and how not to live.

Who here is living the right way -- and who isn't?

I haven't found judging others openly to be in my self-interest because I 
always end silenced and blocked from further interactions.

So your response is that "values have no chance in this world"?

No, just that it's not safe for all individuals to speak up.

"Values have you chance in this world, for some people"?

Explain what you're talking about. Who, when, why? What are the principles 
involved? How does this mesh with "problems are soluble" from BoI? How is what 



you're saying compatible with AR? If you are disagreeing with AR and DD, what 
mistakes did they make? What are your explanations of how all this stuff works?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Jim Morris <james.morris@gmail.com>
Subject: [BoI] Should we worry about China's eugenics program?
Date: February 16, 2013 at 10:26 AM

Edge.org has a blurb claiming China is correlating the entire population's
DNA with IQ with an eye to having parents implant embryos with good
correlations. This might raise the average IQ 5 points per generation.

This made me ask two questions:

1. Since BoI followers believe that the cutting edge of intelligence is
moving into silicon, those who control the intergalactic computer network
will triumph; so we shouldn't fear this particular Chinese program.

2. Eugenics has a very bad reputation in general, but is it inherently
evil? If we think so we would be against animal breeding and even machine
learning. I think the evil of Nazi eugenics was about who got to choose the
criteria to favor, not the practice. Ironically, their choice of
eliminating Jews backfired when Jews came to the US and drove the creation
of the Bomb. I claim you should be free to intervene in the evolution of
any herd one owns--cattle, your children, etc. Then the moral question
becomes, what should you be allowed to own. If the Chinese rumor it true,
it suggest the government feels it owns the population.

-- 
-- 

---



You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Should we worry about China's eugenics program?
Date: February 16, 2013 at 1:54 PM

On Feb 16, 2013, at 7:26 AM, Jim Morris <james.morris@gmail.com> wrote:

Should we worry about China's eugenics program?

Yes! It's such an awful thing. It's an attack on freedom.

And there's the (unsanitary) forced abortions, (unsanitary) forced sterilizations, 
the informers, the thugs, the exceptions for those with political pull, and other 
brutality. Lots of awful brutality.

Edge.org has a blurb claiming China is correlating the entire population's
DNA with IQ with an eye to having parents implant embryos with good
correlations. This might raise the average IQ 5 points per generation.

This made me ask two questions:

1. Since BoI followers believe that the cutting edge of intelligence is
moving into silicon, those who control the intergalactic computer network
will triumph; so we shouldn't fear this particular Chinese program.

It's not going to make them smarter and better than us. It's going to make them 
(more of) a barbaric hell hole. Which will disrupt trade, hurt a billion people who 
deserve full human rights and individual safety, and perhaps lead to war.

2. Eugenics has a very bad reputation in general, but is it inherently
evil?

Involuntary eugenics is inherently evil. Which is what eugenics always is and 
means.

It's not evil to go buy some genetic info and choose to have more or fewer kids, 
or adopt, based on the results, if you want to. That may or may not be wise, but it 
isn't evil. It's the massive involuntary part that is the real evil of eugenics.

If we think so we would be against animal breeding and even machine



learning. I think the evil of Nazi eugenics was about who got to choose the
criteria to favor, not the practice.

Any small group choosing the criterion would be evil. It must be up to individuals 
how to live their life. If you want to get some group not to breed much, write a 
book and see if you can convince them, give some speeches, and go no further.

Ironically, their choice of
eliminating Jews backfired when Jews came to the US and drove the creation
of the Bomb. I claim you should be free to intervene in the evolution of
any herd one owns--cattle, your children, etc.

I guess by "children" you mean your *unborn* fetuses who are not yet human 
beings. I hope so. One doesn't own his children once they are babies!

In any case, since no one owns me, no one gets to intervene with me. No one 
owns you, so no one should get to set a criterion for your to have kids. China's 
one child policy violates this self-ownership of human beings.

Then the moral question
becomes, what should you be allowed to own. If the Chinese rumor it true,
it suggest the government feels it owns the population.

What rumor? Chinese brutality is documented fact.

You might like to read about population control in general, what it's like, what it 
does, what its ideology is, how brutal it is, etc. Here's a book about it:

http://www.thenewatlantis.com/publications/merchants-of-despair

-- Elliot Temple
http://beginningofinfinity.com/

-- 
-- 

http://www.thenewatlantis.com/publications/merchants-of-despair
http://beginningofinfinity.com/


---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] Essences and Essentials
Date: February 16, 2013 at 3:52 PM

The problem with "essences" of things is that nothing has an essence out of 
context. There's no absolute, unchanging essence. The "essence" changes by 
context. For each context, something things are important and others aren't. An 
"essence" isn't supposed to change depending what you're interested in today.

For whatever problem you want to solve, some things will be important and 
others won't be. There's no one essence of what's important every time, for all 
problems, in all contexts.

There is something kinda similar which is a good concept. Some aspects of a 
thing are important for many problems, for many contexts. They have reach. They 
are non-parochail, non-accidental. They keep coming up.

This concept is *not* what essence means:

essence |ˈesəns|
noun
the intrinsic nature or indispensable quality of something, esp. something 
abstract, that determines its character: conflict is the essence of drama.
• Philosophy a property or group of properties of something without which it 
would not exist or be what it is.

So what should we call it? "Essentials" or "fundamentals" is not at all perfect but 
not too bad. Much better than essences. I'm not sure if any ideal word is going to 
exist -- with a lot of good epistemology you will find all the English words have 
some mistakes in them.

• (essentials) the fundamental elements or characteristics of something:he was 
quick to grasp the essentials of an opponent's argument.

It's OK to use words that aren't perfect as long as the main point of the word is 
the right concept and the mistake is more of a superficial taint than being integral 
to the word.

Essences don't pass this test. Essentials does acceptably well. People say 



"essentials" to mean "the important parts" or "the parts suitable to be principles" 
or whatever. That's the main idea and it's OK.

That essential can also mean "absolutely necessary" is a mistake but I don't think 
it ruins the word. I don't think everyone takes the word to be absolute or wouldn't 
know how the concept could work without absolutes.

1 absolutely necessary; extremely important: [ with infinitive ] : it is essential to 
keep up-to-date records | fiber is an essential ingredient.

With essences, though, the main idea is wrong, it's much harder to fix the word.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Owning genetic information (was Re: [BoI] Should we worry about 
China's eugenics program?)
Date: February 16, 2013 at 5:42 PM

On 17/02/2013, at 5:55, "Elliot Temple" <curi@curi.us> wrote:

On Feb 16, 2013, at 7:26 AM, Jim Morris <james.morris@gmail.com> wrote:

2. Eugenics has a very bad reputation in general, but is it inherently
evil?

Involuntary eugenics is inherently evil. Which is what eugenics always is and 
means.

It's not evil to go buy some genetic info and choose to have more or fewer kids, 
or adopt, based on the results, if you want to. That may or may not be wise, but 
it isn't evil. It's the massive involuntary part that is the real evil of eugenics.

Just on the point about buying genetic information. So, recently there was a story 
about a research company that identified a gene implicated in higher rates of 
breast cancer. This is good as it means researchers can now tailor attempted 
treatments to people with that gene and maybe identify them sooner, treat them 
sooner, reduce suffering. But, the company that discovered this genetic 
information "own the gene", having discovered it, says the court. Well, they own a 
patent on the gene.

This means *only they* can use this information to search for treatments. Seems 
fair. Except it will probably slow progress, won't it? People will suffer in the 
meantime. Some will die that might otherwise not have if the treatment was not 
slowed in coming by this additional law and extra commercial interests.

Because treatments - cures - won't be searched for by *other* researchers. 
Because they don't know which gene it is. And that's because they are not 
allowed to know (it seems). Because the law says there are some things about 
nature that you are not allowed to know if someone says so.



Now I just wonder about these laws. Would it mean that other researchers are 
prohibited from searching for, and finding, that gene independently? I hope not.

I just think: what if physical theories could be patented. Would that be okay? So, 
say Einstein decided not to publish General Relativity. And further imagine he did 
this because he could actually imagine GPS coming and wanted to make money 
out of that. Would that be good? I imagine we would still be waiting for GPS if the 
court delayed anyone else from researching relativity for so long as Einstein's 
patent lasted.

If this analogy I am drawing between genetics and physics isn't appropriate, why 
not?

How does an open society deal with patents on theories that should be subject to 
peer review?

It seems like the theory of how to make the latest ipad is something apple 
deserves to own. At that end of the spectrum, clearly we should not expect a 
technology company to reveal their commercial secrets. But apple never existed 
in a vacuum. It actually learned heaps of stuff from freely available theory - 
physical theory - discovered by scientists and published openly (for a small fee 
often, of course). But, and the key is, those scientists don't patent their theories. 
And they shouldn't. That would prevent peer review.

Are peer review and patenting just antithetical? Does peer review potentially limit 
(or totally destroy) the ability to make money off one's creative efforts and does 
patenting stunt progress?

Brett.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: Owning genetic information (was Re: [BoI] Should we worry about 
China's eugenics program?)
Date: February 16, 2013 at 5:43 PM

Addendum: this is a link to the story I mention:

http://www.smh.com.au/national/health/landmark-patent-ruling-over-breast-
cancer-gene-brca1-20130215-2egsq.html

On 17/02/2013, at 9:42, "Brett Hall" <brhalluk@hotmail.com> wrote:

On 17/02/2013, at 5:55, "Elliot Temple" <curi@curi.us> wrote:

On Feb 16, 2013, at 7:26 AM, Jim Morris <james.morris@gmail.com> wrote:

2. Eugenics has a very bad reputation in general, but is it inherently
evil?

Involuntary eugenics is inherently evil. Which is what eugenics always is and 
means.

It's not evil to go buy some genetic info and choose to have more or fewer 
kids, or adopt, based on the results, if you want to. That may or may not be 
wise, but it isn't evil. It's the massive involuntary part that is the real evil of 
eugenics.

Just on the point about buying genetic information. So, recently there was a 
story about a research company that identified a gene implicated in higher rates 
of breast cancer. This is good as it means researchers can now tailor attempted 
treatments to people with that gene and maybe identify them sooner, treat them 
sooner, reduce suffering. But, the company that discovered this genetic 
information "own the gene", having discovered it, says the court. Well, they own 
a patent on the gene.

http://www.smh.com.au/national/health/landmark-patent-ruling-over-breast-cancer-gene-brca1-20130215-2egsq.html


This means *only they* can use this information to search for treatments. 
Seems fair. Except it will probably slow progress, won't it? People will suffer in 
the meantime. Some will die that might otherwise not have if the treatment was 
not slowed in coming by this additional law and extra commercial interests.

Because treatments - cures - won't be searched for by *other* researchers. 
Because they don't know which gene it is. And that's because they are not 
allowed to know (it seems). Because the law says there are some things about 
nature that you are not allowed to know if someone says so.

Now I just wonder about these laws. Would it mean that other researchers are 
prohibited from searching for, and finding, that gene independently? I hope not.

I just think: what if physical theories could be patented. Would that be okay? So, 
say Einstein decided not to publish General Relativity. And further imagine he 
did this because he could actually imagine GPS coming and wanted to make 
money out of that. Would that be good? I imagine we would still be waiting for 
GPS if the court delayed anyone else from researching relativity for so long as 
Einstein's patent lasted.

If this analogy I am drawing between genetics and physics isn't appropriate, why 
not?

How does an open society deal with patents on theories that should be subject 
to peer review?

It seems like the theory of how to make the latest ipad is something apple 
deserves to own. At that end of the spectrum, clearly we should not expect a 
technology company to reveal their commercial secrets. But apple never existed 
in a vacuum. It actually learned heaps of stuff from freely available theory - 
physical theory - discovered by scientists and published openly (for a small fee 
often, of course). But, and the key is, those scientists don't patent their theories. 
And they shouldn't. That would prevent peer review.

Are peer review and patenting just antithetical? Does peer review potentially 
limit (or totally destroy) the ability to make money off one's creative efforts and 
does patenting stunt progress?

Brett.



-- 
-- 

-- 



From: Elliot Temple <curi@curi.us>
Cc: Objectivism Discussion <objectivism-discussion@googlegroups.com>
Subject: [Objectivism Discussion] antirational societies: an idea of Ayn Rand
Date: February 16, 2013 at 9:44 PM

Man cannot survive as anything but man. He can abandon his means of 
survival, his mind, he can turn himself into a subhuman creature and he can turn 
his life into a brief span of agony—just as his body can exist for a while in the 
process of disintegration by disease. But he cannot succeed, as a subhuman, in 
achieving anything but the subhuman—as the ugly horror of the antirational 
periods of mankind’s history can demonstrate. Man has to be man by choice—
and it is the task of ethics to teach him how to live like man. -- Ayn Rand, 1961 
[The Objectivist Ethics in VoS]

Note, "the antirational periods of mankind’s history".

David Deutsch has not credited Rand for applying the term "antirational" to 
societies that do not live in a way proper to man -- static, closed societies -- 
before he did.

Some possibilities, all bad:

David did not read The Virtue of Selfishness.

David read it but didn't pay much attention.

David read it, forgot what it said, and chose not to refresh his memory.

David got the idea from Rand but didn't think credit was due or didn't pay much 
attention to the matter. (I doubt it's this one intentionally, but how much better is it 
if it's unintentional-irresponsible?)

It's also vaguely conceivable that David thought of antirational societies in 1980 
(age 27) and only read VoS in 1985 or something like that, but I don't think that is 
the case. And if that had happened, it'd still be good to mention her valuable prior 
work even if one only read it after having the idea independently. (Unless one 
doesn't value it, which would be bad.)

-- Elliot Temple
http://curi.us/

http://curi.us/


-- 
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From: Jon Oliver <jon_oliver@trendmicro.com.au>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 16, 2013 at 11:29 PM

On Friday, 15 February 2013 17:29:34 UTC+11, Elliot Temple wrote:

On Feb 14, 2013, at 8:51 PM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>
wrote:

Hi Elliot,

On Friday, 15 February 2013 12:38:15 UTC+11, Elliot Temple wrote:

In practice a lot of justificationists have infallibilists attitudes.

Please explain further.
Do you mean a majority of justificationists?

I didn't specify more precisely because I haven't met millions of people.
It's hard to count.

I am also unsure as to which group(s) constitutes a "justificationist".
Is it
    (i) people who are only will to use positive arguments to adjudicate
between competing ideas?
    (ii) people who use both positive and negative arguments to

adjudicate
between competing ideas,
         but negative arguments trump positive arguments
    (iii) people who use both positive and negative arguments to
adjudicate between competing ideas,
         but positive arguments trump negative arguments
    (iv) people who use both positive and negative arguments to

adjudicate
between competing ideas,
         and use probabilistic or information theoretic arguments to



weight them
    (v) people who use both positive and negative arguments to

adjudicate
between competing ideas,
         and use probabilistic or information theoretic arguments to
weight them, but falsification wins outright
    (vi) people who use both positive and negative arguments to

adjudicate
between competing ideas,
         and use probabilistic approaches to do belief revision, and

their
current "truth" is just the most likely of their current beliefs
         (they might also have threshholds of probablility or other
criterion to prune down what they are willing to label a "truth")
    (vii) something else?

People who ever using any positive arguments in their adjudicating between
ideas (be it blatantly infallibilist, probabilistic, fallibilist, whatever)
are all justificationists.

So according to that definition, a person using BOI's hard-to-vary
criterion in their adjudicating between ideas
are justificationists.
I have seen many statements on this mailing list which are variations of
    "justificationism does not work".
But I have not see a proper falsification of using the hard-to-vary
criterion in adjudicating between ideas.
Could you point me to a site / discussion where such a falsification of the
approach advocated in BoI is?

I am surprised - nearly of the people / researchers I know [ who I think
this mailing list would call justificationists ]
have very strong fallibilist attitudes.
In my opinion (and I believe in the opinion of these people) being an



infallibilist is simply illogical.

I partly agree with you. I have been arguing that justificationism,
although false, is a separate issue from fallibilism.

You didn't mention specific researchers. My guess would be most of them
are fallibilists sometimes, and infallibilists other times. I think that's
really common. I don't think there's a lot of consistent fallibilists out
there who really understand fallibilism well.

I agree that infallibilism is illogical. But I think many people who
consider it illogical still do it sometimes!

I agree - everyone will do it sometimes.
However, I see the problem of infallibilism as a problem for everyone, not
just justificationists.

Example:
If a justificationist person is using the following process:
   - coming up with ideas X Y and Z from conjecture
   - ideas X Y and Z account for the data / experiences which they purport
to account for
   - adjudicating between these ideas using a hardness-to-vary criterion
and selecting idea Z
   - attempts to falsify Z and exposes it to criticism
and idea Z is still standing, then I do not see infallibilism being a
problem with this approach

Cheers
Jon

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
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From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 16, 2013 at 11:38 PM

On Sat, Feb 16, 2013 at 10:29 PM, Jon Oliver
<jon_oliver@trendmicro.com.au> wrote:

On Friday, 15 February 2013 17:29:34 UTC+11, Elliot Temple wrote:

On Feb 14, 2013, at 8:51 PM, Jon Oliver <jon_o...@trendmicro.com.au>
wrote:

Hi Elliot,

On Friday, 15 February 2013 12:38:15 UTC+11, Elliot Temple wrote:

In practice a lot of justificationists have infallibilists attitudes.

Please explain further.
Do you mean a majority of justificationists?

I didn't specify more precisely because I haven't met millions of people.
It's hard to count.

I am also unsure as to which group(s) constitutes a "justificationist".
Is it
    (i) people who are only will to use positive arguments to adjudicate
between competing ideas?
    (ii) people who use both positive and negative arguments to
adjudicate
between competing ideas,
         but negative arguments trump positive arguments
    (iii) people who use both positive and negative arguments to
adjudicate between competing ideas,
         but positive arguments trump negative arguments
    (iv) people who use both positive and negative arguments to



adjudicate
between competing ideas,
         and use probabilistic or information theoretic arguments to
weight them
    (v) people who use both positive and negative arguments to
adjudicate
between competing ideas,
         and use probabilistic or information theoretic arguments to
weight them, but falsification wins outright
    (vi) people who use both positive and negative arguments to
adjudicate
between competing ideas,
         and use probabilistic approaches to do belief revision, and
their
current "truth" is just the most likely of their current beliefs
         (they might also have threshholds of probablility or other
criterion to prune down what they are willing to label a "truth")
    (vii) something else?

People who ever using any positive arguments in their adjudicating between
ideas (be it blatantly infallibilist, probabilistic, fallibilist, whatever)
are all justificationists.

So according to that definition, a person using BOI's hard-to-vary criterion
in their adjudicating between ideas
are justificationists.
I have seen many statements on this mailing list which are variations of
    "justificationism does not work".
But I have not see a proper falsification of using the hard-to-vary
criterion in adjudicating between ideas.
Could you point me to a site / discussion where such a falsification of the
approach advocated in BoI is?

I am surprised - nearly of the people / researchers I know [ who I think
this mailing list would call justificationists ]



have very strong fallibilist attitudes.
In my opinion (and I believe in the opinion of these people) being an
infallibilist is simply illogical.

I partly agree with you. I have been arguing that justificationism,
although false, is a separate issue from fallibilism.

You didn't mention specific researchers. My guess would be most of them
are fallibilists sometimes, and infallibilists other times. I think that's
really common. I don't think there's a lot of consistent fallibilists out
there who really understand fallibilism well.

I agree that infallibilism is illogical. But I think many people who
consider it illogical still do it sometimes!

I agree - everyone will do it sometimes.
However, I see the problem of infallibilism as a problem for everyone, not
just justificationists.

Example:
If a justificationist person is using the following process:
   1- coming up with ideas X Y and Z from conjecture
   2- ideas X Y and Z account for the data / experiences which they purport
to account for
   3- adjudicating between these ideas using a hardness-to-vary criterion and
selecting idea Z
   4- attempts to falsify Z and exposes it to criticism
and idea Z is still standing, then I do not see infallibilism being a
problem with this approach

[I added numbers so that I could refer to them.]

Ideas X and Y were not criticized in step 4. So its an anti-critical method.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 

http://ramirustom.blogspot.com/
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 16, 2013 at 11:46 PM

On Feb 16, 2013, at 8:29 PM, Jon Oliver <jon_oliver@trendmicro.com.au> wrote:

On Friday, 15 February 2013 17:29:34 UTC+11, Elliot Temple wrote:

On Feb 14, 2013, at 8:51 PM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>
wrote:

Hi Elliot,

On Friday, 15 February 2013 12:38:15 UTC+11, Elliot Temple wrote:

In practice a lot of justificationists have infallibilists attitudes.

Please explain further.
Do you mean a majority of justificationists?

I didn't specify more precisely because I haven't met millions of people.
It's hard to count.

I am also unsure as to which group(s) constitutes a "justificationist".
Is it
   (i) people who are only will to use positive arguments to adjudicate
between competing ideas?
   (ii) people who use both positive and negative arguments to

adjudicate
between competing ideas,
        but negative arguments trump positive arguments
   (iii) people who use both positive and negative arguments to
adjudicate between competing ideas,
        but positive arguments trump negative arguments



   (iv) people who use both positive and negative arguments to
adjudicate

between competing ideas,
        and use probabilistic or information theoretic arguments to
weight them
   (v) people who use both positive and negative arguments to

adjudicate
between competing ideas,
        and use probabilistic or information theoretic arguments to
weight them, but falsification wins outright
   (vi) people who use both positive and negative arguments to

adjudicate
between competing ideas,
        and use probabilistic approaches to do belief revision, and

their
current "truth" is just the most likely of their current beliefs
        (they might also have threshholds of probablility or other
criterion to prune down what they are willing to label a "truth")
   (vii) something else?

People who ever using any positive arguments in their adjudicating between
ideas (be it blatantly infallibilist, probabilistic, fallibilist, whatever)
are all justificationists.

So according to that definition, a person using BOI's hard-to-vary
criterion in their adjudicating between ideas
are justificationists.

Not necessarily. You could use the hard-to-vary idea to criticize easy-to-vary 
ideas.

I have seen many statements on this mailing list which are variations of
   "justificationism does not work".

yes

But I have not see a proper falsification of using the hard-to-vary
criterion in adjudicating between ideas.



Could you point me to a site / discussion where such a falsification of the
approach advocated in BoI is?

Popper has extensive writing on the matter. If you want to discuss it here, I'd ask 
you to begin by saying how it does work (or criticizing some Popper quotes would 
be a great approach, too). There are many variations of justificationism and I 
don't want to refute them all; I'd rather begin with only the one you are interested 
in.

A basic problem with justificationism could be described as "it is a non sequitur": 
the justifying ideas simply *do not* justify their conclusions. That connection does 
not exist, it's a non sequitur (very much like the connection between data and 
theories in induction does not exist and is a non sequitur).

Non sequiturs are particularly hard to argue with. It helps if someone says why he 
thinks it isn't a non sequitur, and details how it works, which gives you something 
to try to criticize.

Another variant of the question is: which ideas justify which theories? How can 
one tell, for any ideas in general? Why does it work this way?

There's many ways to answer this question. None work. It's possible but difficult 
to criticize them all at once. It can be more helpful to criticize a particular person's 
attempted answer.

I am surprised - nearly of the people / researchers I know [ who I think
this mailing list would call justificationists ]
have very strong fallibilist attitudes.
In my opinion (and I believe in the opinion of these people) being an
infallibilist is simply illogical.

I partly agree with you. I have been arguing that justificationism,
although false, is a separate issue from fallibilism.

You didn't mention specific researchers. My guess would be most of them
are fallibilists sometimes, and infallibilists other times. I think that's
really common. I don't think there's a lot of consistent fallibilists out
there who really understand fallibilism well.



I agree that infallibilism is illogical. But I think many people who
consider it illogical still do it sometimes!

I agree - everyone will do it sometimes.
However, I see the problem of infallibilism as a problem for everyone, not
just justificationists.

yes, sure. infallibilism is a problem for everyone to watch out for.

Example:
If a justificationist person is using the following process:
  - coming up with ideas X Y and Z from conjecture
  - ideas X Y and Z account for the data / experiences which they purport
to account for
  - adjudicating between these ideas using a hardness-to-vary criterion
and selecting idea Z
  - attempts to falsify Z and exposes it to criticism
and idea Z is still standing, then I do not see infallibilism being a
problem with this approach

To be clear: I have been arguing that justificationism is compatible with both 
fallibilism and infallibilism. It is a separate issue. It is Alan who says otherwise. So 
I think we agree on this point.

I would note, also, that the "justified true belief" (JTB) theory of knowledge is a 
particular type of justificationism that *is* inherently infallibilist. But JTB is not the 
only justificationist approach.

It's not clear to me that you've described justificationism above. Doesn't that 
adjudication step consists of -- in substance if not form -- criticizing the easy to 
vary ideas and rejecting them?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 16, 2013 at 11:47 PM

On Feb 16, 2013, at 8:38 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sat, Feb 16, 2013 at 10:29 PM, Jon Oliver
<jon_oliver@trendmicro.com.au> wrote:

On Friday, 15 February 2013 17:29:34 UTC+11, Elliot Temple wrote:

On Feb 14, 2013, at 8:51 PM, Jon Oliver <jon_o...@trendmicro.com.au>
wrote:

Hi Elliot,

On Friday, 15 February 2013 12:38:15 UTC+11, Elliot Temple wrote:

In practice a lot of justificationists have infallibilists attitudes.

Please explain further.
Do you mean a majority of justificationists?

I didn't specify more precisely because I haven't met millions of people.
It's hard to count.

I am also unsure as to which group(s) constitutes a "justificationist".
Is it
   (i) people who are only will to use positive arguments to adjudicate
between competing ideas?
   (ii) people who use both positive and negative arguments to
adjudicate
between competing ideas,
        but negative arguments trump positive arguments
   (iii) people who use both positive and negative arguments to
adjudicate between competing ideas,



        but positive arguments trump negative arguments
   (iv) people who use both positive and negative arguments to
adjudicate
between competing ideas,
        and use probabilistic or information theoretic arguments to
weight them
   (v) people who use both positive and negative arguments to
adjudicate
between competing ideas,
        and use probabilistic or information theoretic arguments to
weight them, but falsification wins outright
   (vi) people who use both positive and negative arguments to
adjudicate
between competing ideas,
        and use probabilistic approaches to do belief revision, and
their
current "truth" is just the most likely of their current beliefs
        (they might also have threshholds of probablility or other
criterion to prune down what they are willing to label a "truth")
   (vii) something else?

People who ever using any positive arguments in their adjudicating between
ideas (be it blatantly infallibilist, probabilistic, fallibilist, whatever)
are all justificationists.

So according to that definition, a person using BOI's hard-to-vary criterion
in their adjudicating between ideas
are justificationists.
I have seen many statements on this mailing list which are variations of
   "justificationism does not work".
But I have not see a proper falsification of using the hard-to-vary
criterion in adjudicating between ideas.
Could you point me to a site / discussion where such a falsification of the
approach advocated in BoI is?



I am surprised - nearly of the people / researchers I know [ who I think
this mailing list would call justificationists ]
have very strong fallibilist attitudes.
In my opinion (and I believe in the opinion of these people) being an
infallibilist is simply illogical.

I partly agree with you. I have been arguing that justificationism,
although false, is a separate issue from fallibilism.

You didn't mention specific researchers. My guess would be most of them
are fallibilists sometimes, and infallibilists other times. I think that's
really common. I don't think there's a lot of consistent fallibilists out
there who really understand fallibilism well.

I agree that infallibilism is illogical. But I think many people who
consider it illogical still do it sometimes!

I agree - everyone will do it sometimes.
However, I see the problem of infallibilism as a problem for everyone, not
just justificationists.

Example:
If a justificationist person is using the following process:
  1- coming up with ideas X Y and Z from conjecture
  2- ideas X Y and Z account for the data / experiences which they purport
to account for
  3- adjudicating between these ideas using a hardness-to-vary criterion and
selecting idea Z
  4- attempts to falsify Z and exposes it to criticism
and idea Z is still standing, then I do not see infallibilism being a
problem with this approach

[I added numbers so that I could refer to them.]

Ideas X and Y were not criticized in step 4. So its an anti-critical method.

I think they weren't criticized in step 4 because they were already rejected in step 
3 because of the criticism "they do not meet the hard to vary criterion (they are 
easy to vary)". That isn't anti-critical.



-- Elliot Temple
http://curi.us/

-- 
-- 
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From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] How Does One Lead a Rational Life in an Irrational Society?
Date: February 17, 2013 at 3:03 AM

On 16/02/2013, at 18:12, Elliot Temple <curi@curi.us> wrote:

On Feb 16, 2013, at 2:27 AM, Anon Too <anontoo@yahoo.com> wrote:

On 16/02/2013, at 07:52, Elliot Temple <curi@curi.us> wrote:

On Feb 15, 2013, at 11:40 PM, Anon Too <anontoo@yahoo.com> wrote:

On 16/02/2013, at 05:01, Elliot Temple <curi@curi.us> wrote:

Quotes from _The Virtue of Selfishness_, by Ayn Rand, chapter 8: "How 
Does One Lead a Rational Life in an Irrational Society?"

*One must never fail to pronounce moral judgment.*

Nothing can corrupt and disintegrate a culture or a man’s character as 
thoroughly as does the precept of moral agnosticism, the idea that one 
must never pass moral judgment on others, that one must be morally 
tolerant of anything, that the good consists of never distinguishing good 
from evil.

It is obvious who profits and who loses by such a precept. It is not justice 
or equal treatment that you grant to men when you abstain equally from 
praising men’s virtues and from condemning men’s vices. When your 
impartial attitude declares, in effect, that neither the good nor the evil may 
expect anything from you—whom do you betray and whom do you 
encourage?

to pronounce moral judgment is an enormous responsibility

There is, however, a court of appeal from one’s judgments: objective 
reality. A judge puts himself on trial every time he pronounces a verdict.



It is their fear of this responsibility that prompts most people to adopt an 
attitude of indiscriminate moral neutrality. It is the fear best expressed in 
the precept: “Judge not, that ye be not judged.”

... no moral neutrality is possible. To abstain from condemning a torturer, 
is to become an accessory to the torture and murder of his victims.

The moral principle to adopt in this issue, is: “Judge, and be prepared to 
be judged. ”

When one pronounces moral judgment, whether in praise or in blame, 
one must be prepared to answer “Why?” and to prove one’s case—to 
oneself and to any rational inquirer.

The policy of always pronouncing moral judgment does not mean that 
one must regard oneself as a missionary charged with the responsibility 
of “saving everyone’s soul”—nor that one must give unsolicited moral 
appraisals to all those one meets. It means: (a) that one must know 
clearly, in full, verbally identified form, one’s own moral evaluation of 
every person, issue and event with which one deals, and act accordingly; 
(b) that one must make one’s moral evaluation known to others, when it 
is rationally appropriate to do so.

This last means that one need not launch into unprovoked moral 
denunciations or debates, but that one must speak up in situations where 
silence can objectively be taken to mean agreement with or sanction of 
evil. When one deals with irrational persons, where argument is futile, a 
mere “I don’t agree with you” is sufficient to negate any implication of 
moral sanction. When one deals with better people, a full statement of 
one’s views may be morally required. But in no case and in no situation 
may one permit one’s own values to be attacked or denounced, and keep 
silent.

Moral values are the motive power of a man’s actions. By pronouncing 
moral judgment, one protects the clarity of one’s own perception and the 



rationality of the course one chooses to pursue.

Observe also that moral neutrality necessitates a progressive sympathy 
for vice and a progressive antagonism to virtue. A man who struggles not 
to acknowledge that evil is evil, finds it increasingly dangerous to 
acknowledge that the good is the good. To him, a person of virtue is a 
threat that can topple all of his evasions—particularly when an issue of 
justice is involved, which demands that he take sides. It is then that such 
formulas as “Nobody is ever fully right or fully wrong” and “Who am I to 
judge?” take their lethal effect. The man who begins by saying: “There is 
some good in the worst of us,” goes on to say: “There is some bad in the 
best of us”—then: “There’s got to be some bad in the best of us”—and 
then: “It’s the best of us who make life difficult—why don’t they keep 
silent?—who are they to judge?”

And then, on some gray, middle-aged morning, such a man realizes 
suddenly that he has betrayed all the values he had loved in his distant 
spring, and wonders how it happened, and slams his mind shut to the 
answer, by telling himself hastily that the fear he had felt in his worst, 
most shameful moments was right and that values have no chance in this 
world.

An irrational society is a society of moral cowards

This essay explains important things about how to live morally and 
rationally, and how not to live.

Who here is living the right way -- and who isn't?

I haven't found judging others openly to be in my self-interest because I 
always end silenced and blocked from further interactions.

So your response is that "values have no chance in this world"?

No, just that it's not safe for all individuals to speak up.

"Values have you chance in this world, for some people"?



You have an example in AR's fiction: Kira died.

Explain what you're talking about. Who, when, why? What are the principles 
involved? How does this mesh with "problems are soluble" from BoI?

You commented on VoS and I got interested in that and on why DD is not living 
rationally. I haven't read BoI. I only know DD's work outside of TCS. I don't know 
how his "problems are soluble" conclusion was reached.

How is what you're saying compatible with AR? If you are disagreeing with AR 
and DD, what mistakes did they make? What are your explanations of how all 
this stuff works?

Her fiction points to being far more careful with making judgments in public than 
what she suggests here. Kira didn't leave the parade to tell the British the truth. 
John Galt protected himself before he delivered his speech.

If a person risks his life by judging in public, it's better not to do it. If something 
you are going to say interferes with something else you want to learn, it's better 
not to say it.

-- 



From: Jon Oliver <jon_oliver@trendmicro.com.au>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 17, 2013 at 4:19 AM

On Sunday, 17 February 2013 15:46:09 UTC+11, Elliot Temple wrote:

It's possible but difficult to criticize them all at once. It can be
more helpful to criticize a particular person's attempted answer.

The scheme I am interested in is

1. come up with ideas from conjecture

2. confirm that ideas from Step 1 account for the data / experiences which
they purport to account for

3. adjudicating between the ideas from Step 2 using a hardness-to-vary
criterion and selecting idea Z = the idea which is hardest to vary.

4 attempt to falsify Z and exposes it to criticism

If idea Z is still standing, then that is our idea

It's not clear to me that you've described justificationism above. Doesn't
that adjudication step consists of -- in substance if not form --
criticizing the easy to vary ideas and rejecting them?

I am perplexed that "dressing up" step 3 as criticism makes this approach
non-justificationist
   (since to me it is clear that step 3 is "adjudicating between ideas").

Also I have not yet seen a solid argument against the scheme above.
A solid argumentagainst this scheme would include things like:

    - a clear refutation or falsification of it.
          An example where the hard-ness to vary criterion is incorrect -



that in fact in some area the universe is such that complexity is preferred
over simplicity.
          Also feel free to find a refutation of any of the other steps -
or the interaction of the steps.

     - a infallibist argument for the scheme above
          If a person is using it because "David Deutsch wrote it in BoI -
and he is always right"
       then I would consider it a successful refutation for that person
using it

I do not advocate such a scheme  because of David Deutsch.
I advocate such a scheme because it works in practice and I have not seen a
refutation of it.

I also consider it weak to try to raise *positive* arguments as to why such
a scheme will not work.
If these positive arguments are true or compelling - then they will lead to
the counter example(s) that
will show us a proper refutation or falsification - actual examples where
the scheme does not work.

Cheers
Jon

p.s. I have slightly simplified this conversation.
I could also include the "has-reach" criterion from BoI
I don't think adding it helps the debate

-- 
-- 

---
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To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] antirational societies: an idea of Ayn Rand
Date: February 17, 2013 at 9:41 AM

On 17/02/2013, at 02:44, Elliot Temple <curi@curi.us> wrote:

Man cannot survive as anything but man. He can abandon his means of 
survival, his mind, he can turn himself into a subhuman creature and he can 
turn his life into a brief span of agony—just as his body can exist for a while in 
the process of disintegration by disease. But he cannot succeed, as a 
subhuman, in achieving anything but the subhuman—as the ugly horror of the 
antirational periods of mankind’s history can demonstrate. Man has to be man 
by choice—and it is the task of ethics to teach him how to live like man. -- Ayn 
Rand, 1961 [The Objectivist Ethics in VoS]

Note, "the antirational periods of mankind’s history".

David Deutsch has not credited Rand for applying the term "antirational" to 
societies that do not live in a way proper to man -- static, closed societies -- 
before he did.

Some possibilities, all bad:

David did not read The Virtue of Selfishness.

David read it but didn't pay much attention.

David read it, forgot what it said, and chose not to refresh his memory.

David got the idea from Rand but didn't think credit was due or didn't pay much 
attention to the matter. (I doubt it's this one intentionally, but how much better is 
it if it's unintentional-irresponsible?)

It's also vaguely conceivable that David thought of antirational societies in 1980 
(age 27) and only read VoS in 1985 or something like that, but I don't think that 
is the case. And if that had happened, it'd still be good to mention her valuable 
prior work even if one only read it after having the idea independently. (Unless 
one doesn't value it, which would be bad.)

Maybe DD read it but he doesn't want to be identified with the Objectivist 



movement, which supports induction?

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] antirational societies: an idea of Ayn Rand
Date: February 17, 2013 at 1:14 PM

On Feb 17, 2013, at 6:41 AM, Anon Too <anontoo@yahoo.com> wrote:

On 17/02/2013, at 02:44, Elliot Temple <curi@curi.us> wrote:

Man cannot survive as anything but man. He can abandon his means of 
survival, his mind, he can turn himself into a subhuman creature and he can 
turn his life into a brief span of agony—just as his body can exist for a while 
in the process of disintegration by disease. But he cannot succeed, as a 
subhuman, in achieving anything but the subhuman—as the ugly horror of 
the antirational periods of mankind’s history can demonstrate. Man has to be 
man by choice—and it is the task of ethics to teach him how to live like man. -
- Ayn Rand, 1961 [The Objectivist Ethics in VoS]

Note, "the antirational periods of mankind’s history".

David Deutsch has not credited Rand for applying the term "antirational" to 
societies that do not live in a way proper to man -- static, closed societies -- 
before he did.

Some possibilities, all bad:

David did not read The Virtue of Selfishness.

David read it but didn't pay much attention.

David read it, forgot what it said, and chose not to refresh his memory.

David got the idea from Rand but didn't think credit was due or didn't pay much 
attention to the matter. (I doubt it's this one intentionally, but how much better 
is it if it's unintentional-irresponsible?)

It's also vaguely conceivable that David thought of antirational societies in 
1980 (age 27) and only read VoS in 1985 or something like that, but I don't 
think that is the case. And if that had happened, it'd still be good to mention her 
valuable prior work even if one only read it after having the idea independently. 
(Unless one doesn't value it, which would be bad.)



Maybe DD read it but he doesn't want to be identified with the Objectivist 
movement, which supports induction?

That would be an immoral reason not to give a cite. Popper cites Plato, for 
example, despite his advocacy of tyranny. Citing isn't endorsement of everything 
someone said.

Also, Ayn Rand doesn't mention induction much. And she has a lot of points in 
common with Popper, including in epistemology.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 17, 2013 at 1:17 PM

On Feb 17, 2013, at 1:19 AM, Jon Oliver <jon_oliver@trendmicro.com.au> wrote:

On Sunday, 17 February 2013 15:46:09 UTC+11, Elliot Temple wrote:

It's possible but difficult to criticize them all at once. It can be
more helpful to criticize a particular person's attempted answer.

The scheme I am interested in is

1. come up with ideas from conjecture

2. confirm that ideas from Step 1 account for the data / experiences which
they purport to account for

How is that "confirmed"?

3. adjudicating between the ideas from Step 2 using a hardness-to-vary
criterion and selecting idea Z = the idea which is hardest to vary.

4 attempt to falsify Z and exposes it to criticism

If idea Z is still standing, then that is our idea

It's not clear to me that you've described justificationism above. Doesn't
that adjudication step consists of -- in substance if not form --
criticizing the easy to vary ideas and rejecting them?

I am perplexed that "dressing up" step 3 as criticism makes this approach
non-justificationist



  (since to me it is clear that step 3 is "adjudicating between ideas").

Criticism can and does adjudicate between ideas. That isn't a bad thing or 
justificationism.

Also I have not yet seen a solid argument against the scheme above.
A solid argumentagainst this scheme would include things like:

   - a clear refutation or falsification of it.
         An example where the hard-ness to vary criterion is incorrect -
that in fact in some area the universe is such that complexity is preferred
over simplicity.
         Also feel free to find a refutation of any of the other steps -
or the interaction of the steps.

    - a infallibist argument for the scheme above
         If a person is using it because "David Deutsch wrote it in BoI -
and he is always right"
      then I would consider it a successful refutation for that person
using it

I do not advocate such a scheme  because of David Deutsch.
I advocate such a scheme because it works in practice and I have not seen a
refutation of it.

It's very hard to tell what works in practice. The way people think, and the way 
they think they think, often differ. So that isn't a good argument, at least without a 
lot more detail and elaboration.

-- Elliot Temple
http://elliottemple.com/

-- 
-- 

http://elliottemple.com/
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From: Jon Oliver <jon_oliver@trendmicro.com.au>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 17, 2013 at 6:44 PM

On Monday, 18 February 2013 05:17:54 UTC+11, Elliot Temple wrote:

On Feb 17, 2013, at 1:19 AM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>
wrote:

On Sunday, 17 February 2013 15:46:09 UTC+11, Elliot Temple wrote:

It's possible but difficult to criticize them all at once. It can be
more helpful to criticize a particular person's attempted answer.

The scheme I am interested in is

1. come up with ideas from conjecture

2. confirm that ideas from Step 1 account for the data / experiences
which

they purport to account for

How is that "confirmed"?

I based this wording on the definition of "good/bad explanations" p31 of
BoI.
You would do this by collect data from the relevant observations.
It might be the observed position of planets in the nights sky.
It might be the mass / position / velocity / etc measurements of a car.
It might be data about the collision of particles in the Large Hadron
collider.
You use the idea to determine how accurately the idea explains the



observations / data collected.

3. adjudicating between the ideas from Step 2 using a hardness-to-vary
criterion and selecting idea Z = the idea which is hardest to vary.

4 attempt to falsify Z and exposes it to criticism

If idea Z is still standing, then that is our idea

It's not clear to me that you've described justificationism above.
Doesn't

that adjudication step consists of -- in substance if not form --
criticizing the easy to vary ideas and rejecting them?

I am perplexed that "dressing up" step 3 as criticism makes this
approach

non-justificationist
  (since to me it is clear that step 3 is "adjudicating between ideas").

Criticism can and does adjudicate between ideas. That isn't a bad thing
or justificationism.

OK

So we have confirmed that following is not justificationism:
    A. assigning a score to ideas based on hard-to-vary and rejecting ideas
that have a bad score

Is the following justificationism?
    B. assigning a score to ideas based on posterior probability and
rejecting ideas that have a bad score



Also I have not yet seen a solid argument against the scheme above.
A solid argumentagainst this scheme would include things like:

   - a clear refutation or falsification of it.
         An example where the hard-ness to vary criterion is incorrect -
that in fact in some area the universe is such that complexity is

preferred
over simplicity.
         Also feel free to find a refutation of any of the other steps -
or the interaction of the steps.

    - a infallibist argument for the scheme above
         If a person is using it because "David Deutsch wrote it in BoI

-
and he is always right"
      then I would consider it a successful refutation for that person
using it

I do not advocate such a scheme  because of David Deutsch.
I advocate such a scheme because it works in practice and I have not

seen a
refutation of it.

It's very hard to tell what works in practice. The way people think, and
the way they think they think, often differ.

So that isn't a good argument, at least without a lot more detail and
elaboration.

I have used the above scheme many times in my professional life.
And I believe many researchers use scheme very similar to the above.



My guess is that this mailing list would call the people using
this scheme justificationists because they
use an information theoretic criterion at step 3 to evaluate the "hardness"
to vary criterion.
     (if I am wrong here and the mailing list accepts this as a good
approach to science
      then I am happy ).

As yet I have seen no refutation or falsification of these approaches.
Until I see such a refutation or falsification, I will continue to maintain
that this scheme does work.

Cheers
Jon

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 17, 2013 at 6:49 PM

On Feb 17, 2013, at 3:44 PM, Jon Oliver <jon_oliver@trendmicro.com.au> wrote:

On Monday, 18 February 2013 05:17:54 UTC+11, Elliot Temple wrote:

On Feb 17, 2013, at 1:19 AM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>
wrote:

On Sunday, 17 February 2013 15:46:09 UTC+11, Elliot Temple wrote:

It's possible but difficult to criticize them all at once. It can be
more helpful to criticize a particular person's attempted answer.

The scheme I am interested in is

1. come up with ideas from conjecture

2. confirm that ideas from Step 1 account for the data / experiences
which

they purport to account for

How is that "confirmed"?

I based this wording on the definition of "good/bad explanations" p31 of
BoI.

It doesn't say "confirmed" in that terminology entry.



You would do this by collect data from the relevant observations.
It might be the observed position of planets in the nights sky.
It might be the mass / position / velocity / etc measurements of a car.
It might be data about the collision of particles in the Large Hadron
collider.
You use the idea to determine how accurately the idea explains the
observations / data collected.

How would any of this confirm anything?

You're advocating justificationism now FYI.

3. adjudicating between the ideas from Step 2 using a hardness-to-vary
criterion and selecting idea Z = the idea which is hardest to vary.

4 attempt to falsify Z and exposes it to criticism

If idea Z is still standing, then that is our idea

It's not clear to me that you've described justificationism above.
Doesn't

that adjudication step consists of -- in substance if not form --
criticizing the easy to vary ideas and rejecting them?

I am perplexed that "dressing up" step 3 as criticism makes this
approach

non-justificationist
 (since to me it is clear that step 3 is "adjudicating between ideas").

Criticism can and does adjudicate between ideas. That isn't a bad thing
or justificationism.



OK

So we have confirmed that following is not justificationism:
   A. assigning a score to ideas based on hard-to-vary and rejecting ideas
that have a bad score

no, i don't agree. easy to vary or not is a matter of explanation not score. if you're 
scoring i think that's a mistake.

Is the following justificationism?
   B. assigning a score to ideas based on posterior probability and
rejecting ideas that have a bad score

it's way too vague to say much (until it gives enough information to actually do the 
method, the vagueness makes it hard to comment), but i think yes.

Also I have not yet seen a solid argument against the scheme above.
A solid argumentagainst this scheme would include things like:

  - a clear refutation or falsification of it.
        An example where the hard-ness to vary criterion is incorrect -
that in fact in some area the universe is such that complexity is

preferred
over simplicity.
        Also feel free to find a refutation of any of the other steps -
or the interaction of the steps.

   - a infallibist argument for the scheme above
        If a person is using it because "David Deutsch wrote it in BoI

-
and he is always right"
     then I would consider it a successful refutation for that person
using it



I do not advocate such a scheme  because of David Deutsch.
I advocate such a scheme because it works in practice and I have not

seen a
refutation of it.

It's very hard to tell what works in practice. The way people think, and
the way they think they think, often differ.

So that isn't a good argument, at least without a lot more detail and
elaboration.

I have used the above scheme many times in my professional life.
And I believe many researchers use scheme very similar to the above.

you have ignored my point. what you think you used, and what you actually used, 
may differ. saying "i used it a lot" is not a reasonable answer to that.

My guess is that this mailing list would call the people using
this scheme justificationists because they
use an information theoretic criterion at step 3 to evaluate the "hardness"
to vary criterion.
    (if I am wrong here and the mailing list accepts this as a good
approach to science
     then I am happy ).

As yet I have seen no refutation or falsification of these approaches.
Until I see such a refutation or falsification, I will continue to maintain
that this scheme does work.

i asked you to detail how things are justified. i talked about how to continue the 
conversation if you want criticism of justificationism. you deleted that text 
unanswered.



-- Elliot Temple
http://elliottemple.com/

-- 
-- 
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From: Jon Oliver <jon_oliver@trendmicro.com.au>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 18, 2013 at 4:56 PM

On Monday, 18 February 2013 10:49:32 UTC+11, Elliot Temple wrote:

On Feb 17, 2013, at 3:44 PM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>
wrote:

On Monday, 18 February 2013 05:17:54 UTC+11, Elliot Temple wrote:

On Feb 17, 2013, at 1:19 AM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>

wrote:

On Sunday, 17 February 2013 15:46:09 UTC+11, Elliot Temple wrote:

It's possible but difficult to criticize them all at once. It can be
more helpful to criticize a particular person's attempted answer.

The scheme I am interested in is

1. come up with ideas from conjecture

2. confirm that ideas from Step 1 account for the data / experiences
which

they purport to account for

How is that "confirmed"?



I based this wording on the definition of "good/bad explanations" p31 of
BoI.

It doesn't say "confirmed" in that terminology entry.

You would do this by collect data from the relevant observations.
It might be the observed position of planets in the nights sky.
It might be the mass / position / velocity / etc measurements of a car.
It might be data about the collision of particles in the Large Hadron
collider.
You use the idea to determine how accurately the idea explains the
observations / data collected.

How would any of this confirm anything?

I think I have made a mistake with the word "confirm".
I am attempting to do exactly the same step that David does on page 31 of
BoI in determining "good explanations".

"Good/bad explanation: An explanation that is hard/easy to vary while still
accounting for what it purports to account for."

You're advocating justificationism now FYI.

I don't mind - since there appears to be many variants of justificationism
- and some of them may work.
This is not at all clear.



3. adjudicating between the ideas from Step 2 using a hardness-to-vary
criterion and selecting idea Z = the idea which is hardest to vary.

4 attempt to falsify Z and exposes it to criticism

If idea Z is still standing, then that is our idea

It's not clear to me that you've described justificationism above.
Doesn't

that adjudication step consists of -- in substance if not form --
criticizing the easy to vary ideas and rejecting them?

I am perplexed that "dressing up" step 3 as criticism makes this
approach

non-justificationist
 (since to me it is clear that step 3 is "adjudicating between

ideas").

Criticism can and does adjudicate between ideas. That isn't a bad
thing

or justificationism.

OK

So we have confirmed that following is not justificationism:
   A. assigning a score to ideas based on hard-to-vary and rejecting

ideas
that have a bad score

no, i don't agree. easy to vary or not is a matter of explanation not
score. if you're scoring i think that's a mistake.

Now we are getting to the crux of the matter.
A Yes/No assessment of easy-to-vary / hard-to-vary is exceptionally



difficult to make.
Some people will say "yes" and others "no".
I am not aware of a way to do this in a consistent / coherent way.
I may be wrong - if you are aware of a scheme, then please tell me.

A scoring method for easiness -to-vary / hardness-to-vary is far more
practical.
This can be taken as the length of the shortest string to encode a
universal Turing Machine to describe the explanation.
Thus you can compare two explanations and say that one is easier / harder
to vary than the other because it
is a shorter / longer program.

Is the following justificationism?
   B. assigning a score to ideas based on posterior probability and
rejecting ideas that have a bad score

it's way too vague to say much (until it gives enough information to
actually do the method, the vagueness makes it hard to comment), but i
think yes.

Also I have not yet seen a solid argument against the scheme above.
A solid argumentagainst this scheme would include things like:

  - a clear refutation or falsification of it.
        An example where the hard-ness to vary criterion is incorrect

-
that in fact in some area the universe is such that complexity is

preferred
over simplicity.
        Also feel free to find a refutation of any of the other steps

-



or the interaction of the steps.

   - a infallibist argument for the scheme above
        If a person is using it because "David Deutsch wrote it in BoI

-
and he is always right"
     then I would consider it a successful refutation for that person
using it

I do not advocate such a scheme  because of David Deutsch.
I advocate such a scheme because it works in practice and I have not

seen a
refutation of it.

It's very hard to tell what works in practice. The way people think,
and

the way they think they think, often differ.

So that isn't a good argument, at least without a lot more detail and
elaboration.

I have used the above scheme many times in my professional life.
And I believe many researchers use scheme very similar to the above.

you have ignored my point. what you think you used, and what you actually
used, may differ. saying "i used it a lot" is not a reasonable answer to
that.

My guess is that this mailing list would call the people using
this scheme justificationists because they
use an information theoretic criterion at step 3 to evaluate the

"hardness"
to vary criterion.
    (if I am wrong here and the mailing list accepts this as a good



approach to science
     then I am happy ).

As yet I have seen no refutation or falsification of these approaches.
Until I see such a refutation or falsification, I will continue to

maintain
that this scheme does work.

i asked you to detail how things are justified. i talked about how to
continue the conversation if you want criticism of justificationism. you
deleted that text unanswered.

Sorry - I shall attend to these questions.

Cheers
Jon

-- Elliot Temple
http://elliottemple.com/

-- 
-- 
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From: Jon Oliver <jon_oliver@trendmicro.com.au>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 18, 2013 at 5:22 PM

On Sunday, 17 February 2013 15:46:09 UTC+11, Elliot Temple wrote:

On Feb 16, 2013, at 8:29 PM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>
wrote:

On Friday, 15 February 2013 17:29:34 UTC+11, Elliot Temple wrote:

On Feb 14, 2013, at 8:51 PM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>

wrote:

Hi Elliot,

On Friday, 15 February 2013 12:38:15 UTC+11, Elliot Temple wrote:

In practice a lot of justificationists have infallibilists attitudes.

Please explain further.
Do you mean a majority of justificationists?

I didn't specify more precisely because I haven't met millions of
people.

It's hard to count.

I am also unsure as to which group(s) constitutes a
"justificationist".

Is it



   (i) people who are only will to use positive arguments to
adjudicate

between competing ideas?
   (ii) people who use both positive and negative arguments to

adjudicate
between competing ideas,
        but negative arguments trump positive arguments
   (iii) people who use both positive and negative arguments to
adjudicate between competing ideas,
        but positive arguments trump negative arguments
   (iv) people who use both positive and negative arguments to

adjudicate
between competing ideas,
        and use probabilistic or information theoretic arguments to
weight them
   (v) people who use both positive and negative arguments to

adjudicate
between competing ideas,
        and use probabilistic or information theoretic arguments to
weight them, but falsification wins outright
   (vi) people who use both positive and negative arguments to

adjudicate
between competing ideas,
        and use probabilistic approaches to do belief revision, and

their
current "truth" is just the most likely of their current beliefs
        (they might also have threshholds of probablility or other
criterion to prune down what they are willing to label a "truth")
   (vii) something else?

People who ever using any positive arguments in their adjudicating
between

ideas (be it blatantly infallibilist, probabilistic, fallibilist,
whatever)

are all justificationists.

So according to that definition, a person using BOI's hard-to-vary



criterion in their adjudicating between ideas
are justificationists.

Not necessarily. You could use the hard-to-vary idea to criticize
easy-to-vary ideas.

I have seen many statements on this mailing list which are variations of
   "justificationism does not work".

yes

But I have not see a proper falsification of using the hard-to-vary
criterion in adjudicating between ideas.
Could you point me to a site / discussion where such a falsification of

the
approach advocated in BoI is?

Popper has extensive writing on the matter. If you want to discuss it
here, I'd ask you to begin by saying how it does work (or criticizing some
Popper quotes would be a great approach, too). There are many variations of
justificationism and I don't want to refute them all; I'd rather begin with
only the one you are interested in.

A basic problem with justificationism could be described as "it is a non
sequitur": the justifying ideas simply *do not* justify their conclusions.
That connection does not exist, it's a non sequitur (very much like the
connection between data and theories in induction does not exist and is a
non sequitur).

Non sequiturs are particularly hard to argue with. It helps if someone
says why he thinks it isn't a non sequitur, and details how it works, which
gives you something to try to criticize.

Another variant of the question is: which ideas justify which theories?
How can one tell, for any ideas in general? Why does it work this way?

There's many ways to answer this question. None work. It's possible but
difficult to criticize them all at once. It can be more helpful to
criticize a particular person's attempted answer.



Here I am referring to the approach described in this email chain.
Summary of "Scheme":
[ 1. Conjecture. 2. account for what it purports to account for. 3.
hard-to-vary scoring 4. Try to falsify ]

With respect to your comments about the "scheme" being a non sequitur
the justifying ideas simply *do not* justify their conclusions. That

connection does not exist, it's a non sequitur

But the scheme doesn't have to make sense.
The scheme has been conjectured. (variations have been discussed by range
of authors )
It works.
It has not been falsified.

Step 3 is unexpected. It is surprising that the universe is so well
described by simple mathematics
which are hard-to-vary.
John Barrow wrote a paper on the issue
    "The Unreasonable Effectiveness of Mathematics in the Natural Sciences"
So it does not matter that it is a non sequitur .
What matters is that it has not been falsified

Perhaps a part of the issue is that we have very different takes on
criticism.
To me criticism should not consist of a long series of chain of reasoning.
This is very risky - errors can creep in that are hard to detect.
Criticism needs to do things like
       (i) establish a contradiction (ii) show an appeal to infallibility
(iii) evidence from the real world which
       is in violation of the explanation.

You also ask "Another variant of the question is: which ideas justify which
theories? How can one tell, for any ideas in general? Why does it work this
way? "
Again - the universe being explained by mathematical elegance is unexpected.
Just as the randomness of Quantum mechanics was unexpected.



I will also mention that if you use schemes similar to the 4 step procedure
without a hard-to-vary step, then
they do not work - it is straight forward to falsify that type of scheme.

I am surprised - nearly of the people / researchers I know [ who I
think

this mailing list would call justificationists ]
have very strong fallibilist attitudes.
In my opinion (and I believe in the opinion of these people) being an
infallibilist is simply illogical.

I partly agree with you. I have been arguing that justificationism,
although false, is a separate issue from fallibilism.

You didn't mention specific researchers. My guess would be most of them
are fallibilists sometimes, and infallibilists other times. I think

that's
really common. I don't think there's a lot of consistent fallibilists

out
there who really understand fallibilism well.

I agree that infallibilism is illogical. But I think many people who
consider it illogical still do it sometimes!

I agree - everyone will do it sometimes.
However, I see the problem of infallibilism as a problem for everyone,

not
just justificationists.

yes, sure. infallibilism is a problem for everyone to watch out for.

Example:
If a justificationist person is using the following process:



  - coming up with ideas X Y and Z from conjecture
  - ideas X Y and Z account for the data / experiences which they

purport
to account for
  - adjudicating between these ideas using a hardness-to-vary criterion
and selecting idea Z
  - attempts to falsify Z and exposes it to criticism
and idea Z is still standing, then I do not see infallibilism being a
problem with this approach

To be clear: I have been arguing that justificationism is compatible with
both fallibilism and infallibilism. It is a separate issue. It is Alan who
says otherwise. So I think we agree on this point.

I completely agree with you.

I would note, also, that the "justified true belief" (JTB) theory of
knowledge is a particular type of justificationism that *is* inherently
infallibilist. But JTB is not the only justificationist approach.

It's not clear to me that you've described justificationism above. Doesn't
that adjudication step consists of -- in substance if not form --
criticizing the easy to vary ideas and rejecting them?

I think I have moved to "justificationism" once I am scoring the
hardness-to-vary as a measure of mathematical elegance.
But that is how I interpret a hardness to vary criterion.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 18, 2013 at 5:36 PM

On Feb 18, 2013, at 1:56 PM, Jon Oliver <jon_oliver@trendmicro.com.au> wrote:

On Monday, 18 February 2013 10:49:32 UTC+11, Elliot Temple wrote:

On Feb 17, 2013, at 3:44 PM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>
wrote:

On Monday, 18 February 2013 05:17:54 UTC+11, Elliot Temple wrote:

On Feb 17, 2013, at 1:19 AM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>

wrote:

On Sunday, 17 February 2013 15:46:09 UTC+11, Elliot Temple wrote:

It's possible but difficult to criticize them all at once. It can be
more helpful to criticize a particular person's attempted answer.

The scheme I am interested in is

1. come up with ideas from conjecture

2. confirm that ideas from Step 1 account for the data / experiences
which



they purport to account for

How is that "confirmed"?

I based this wording on the definition of "good/bad explanations" p31 of
BoI.

It doesn't say "confirmed" in that terminology entry.

You would do this by collect data from the relevant observations.
It might be the observed position of planets in the nights sky.
It might be the mass / position / velocity / etc measurements of a car.
It might be data about the collision of particles in the Large Hadron
collider.
You use the idea to determine how accurately the idea explains the
observations / data collected.

How would any of this confirm anything?

I think I have made a mistake with the word "confirm".
I am attempting to do exactly the same step that David does on page 31 of
BoI in determining "good explanations".

"Good/bad explanation: An explanation that is hard/easy to vary while still
accounting for what it purports to account for."

That's a definition, not a step.

A step would be something like "figure out which explanations are good and 
which are bad (using the hard/easy to vary criterion).

You're advocating justificationism now FYI.

I don't mind - since there appears to be many variants of justificationism



- and some of them may work.
This is not at all clear.

To be clear:

This is not new territory. It's not like we recently learned there are different types 
of justificationism and don't yet know if any work or not. It's already been studied 
in depth, researched, etc... As you aren't familiar with this extensive body of 
knowledge, you can expect a lot of your thinking to duplicate existing work, rather 
than reach bold new conclusions.

While it's always possible to come up with something new even in an area that 
has gotten a lot of attention, it can be a bit hard, especially when you don't know 
what has already been done very well. Not knowing the existing knowledge in the 
field doesn't make the situation objectively unclear.

3. adjudicating between the ideas from Step 2 using a hardness-to-vary
criterion and selecting idea Z = the idea which is hardest to vary.

4 attempt to falsify Z and exposes it to criticism

If idea Z is still standing, then that is our idea

It's not clear to me that you've described justificationism above.
Doesn't

that adjudication step consists of -- in substance if not form --
criticizing the easy to vary ideas and rejecting them?

I am perplexed that "dressing up" step 3 as criticism makes this
approach

non-justificationist
(since to me it is clear that step 3 is "adjudicating between

ideas").

Criticism can and does adjudicate between ideas. That isn't a bad
thing



or justificationism.

OK

So we have confirmed that following is not justificationism:
  A. assigning a score to ideas based on hard-to-vary and rejecting

ideas
that have a bad score

no, i don't agree. easy to vary or not is a matter of explanation not
score. if you're scoring i think that's a mistake.

Now we are getting to the crux of the matter.
A Yes/No assessment of easy-to-vary / hard-to-vary is exceptionally
difficult to make.

If that is so, then "hard to vary" is not as good or useful a criterion as BoI claims.

It wouldn't mean we should lower our standards. It would mean we should get a 
better criterion that can give yes/no assessments.

Why? Because weighted assessments *do not work*. There is a lot of info 
relevant to this in the choices chapter of BoI, and there are other problems such 
as the issue of how weightings are assigned, what they mean, how they are 
combined, the danger that a high weighting due to arguments A, B and C could 
lead to someone ignoring criticism D, and so more.

This is not to say weightings *of some sort* can't be used for anything ever. You 
can weigh steaks and buy the biggest one. You can weigh packages to decide 
how much to charge to deliver them. What does not work is stuff like this:

- weighing explanations
- weighing criticisms (criticisms are, or at least should be, a type of explanation)
- weighing truth

But what is OK is having explanations that mention weights. E.g. "we should 
charge more for packages that weigh more because they require more fuel to 



transport". Here, a weight is used inside an explanation, but the explanation itself 
gets a yes/no evaluation.

Some people will say "yes" and others "no".
I am not aware of a way to do this in a consistent / coherent way.
I may be wrong - if you are aware of a scheme, then please tell me.

I agree with you that the "hard to vary" criterion is too vague to get yes/no 
answers consistently, or to consistently get the same answer from different 
people.

I think the "hard to vary" criterion raises some good points, but is not as good as 
BoI says it is. It's worth knowing, it's a good thing to have in your repertoire of 
ideas to think about, but it's not the solution to epistemology.

A scoring method for easiness -to-vary / hardness-to-vary is far more
practical.

I don't think that's practical either. For example, consider my idea just now that "I 
don't think that's practical either". What is the hard-to-vary score for this idea? 
And how does it compare to the hard to vary score for my idea earlier that "But 
what is OK is having explanations that mention weights"? And various other ideas 
from my email? I'm not sure how to come up with scores for all this (and make 
sure the same objective method is used for all scores that we wish to compare -- 
you can't score two things with two different methods then compare their scores), 
and I don't think it's easy or practical to do so.

This can be taken as the length of the shortest string to encode a
universal Turing Machine to describe the explanation.
Thus you can compare two explanations and say that one is easier / harder
to vary than the other because it
is a shorter / longer program.

That sounds a lot more like Occam's Razor than hard-to-vary. David Deutsch has 
actually criticized Occam's Razor and ideas like this. This is not what he was 
advocating in BoI.

One of the problems is that "God did it" gets a high score.



Another problem is that you aren't paying attention to what variant explanations 
are good or bad. There's no creativity in this evaluation, but we need a creative 
not mechanical criterion.

FYI scoring systems along the lines of what you suggest have been suggested 
and evaluated before. See, for example, Solomonoff induction. This stuff has 
already been refuted. I know you will say that *you* don't know the refutation, and 
that is fair enough, but on the other hand you have not studied the literature and 
it's harder to explain the refutation when you aren't very familiar with the position 
you're advocating.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 18, 2013 at 5:48 PM

On Feb 18, 2013, at 2:22 PM, Jon Oliver <jon_oliver@trendmicro.com.au> wrote:

On Sunday, 17 February 2013 15:46:09 UTC+11, Elliot Temple wrote:

On Feb 16, 2013, at 8:29 PM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>
wrote:

On Friday, 15 February 2013 17:29:34 UTC+11, Elliot Temple wrote:

On Feb 14, 2013, at 8:51 PM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>

wrote:

Hi Elliot,

On Friday, 15 February 2013 12:38:15 UTC+11, Elliot Temple wrote:

In practice a lot of justificationists have infallibilists attitudes.

Please explain further.
Do you mean a majority of justificationists?

I didn't specify more precisely because I haven't met millions of
people.

It's hard to count.



I am also unsure as to which group(s) constitutes a
"justificationist".

Is it
  (i) people who are only will to use positive arguments to

adjudicate
between competing ideas?
  (ii) people who use both positive and negative arguments to

adjudicate
between competing ideas,
       but negative arguments trump positive arguments
  (iii) people who use both positive and negative arguments to
adjudicate between competing ideas,
       but positive arguments trump negative arguments
  (iv) people who use both positive and negative arguments to

adjudicate
between competing ideas,
       and use probabilistic or information theoretic arguments to
weight them
  (v) people who use both positive and negative arguments to

adjudicate
between competing ideas,
       and use probabilistic or information theoretic arguments to
weight them, but falsification wins outright
  (vi) people who use both positive and negative arguments to

adjudicate
between competing ideas,
       and use probabilistic approaches to do belief revision, and

their
current "truth" is just the most likely of their current beliefs
       (they might also have threshholds of probablility or other
criterion to prune down what they are willing to label a "truth")
  (vii) something else?

People who ever using any positive arguments in their adjudicating
between

ideas (be it blatantly infallibilist, probabilistic, fallibilist,
whatever)

are all justificationists.



So according to that definition, a person using BOI's hard-to-vary
criterion in their adjudicating between ideas
are justificationists.

Not necessarily. You could use the hard-to-vary idea to criticize
easy-to-vary ideas.

I have seen many statements on this mailing list which are variations of
  "justificationism does not work".

yes

But I have not see a proper falsification of using the hard-to-vary
criterion in adjudicating between ideas.
Could you point me to a site / discussion where such a falsification of

the
approach advocated in BoI is?

Popper has extensive writing on the matter. If you want to discuss it
here, I'd ask you to begin by saying how it does work (or criticizing some
Popper quotes would be a great approach, too). There are many variations of
justificationism and I don't want to refute them all; I'd rather begin with
only the one you are interested in.

A basic problem with justificationism could be described as "it is a non
sequitur": the justifying ideas simply *do not* justify their conclusions.
That connection does not exist, it's a non sequitur (very much like the
connection between data and theories in induction does not exist and is a
non sequitur).

Non sequiturs are particularly hard to argue with. It helps if someone
says why he thinks it isn't a non sequitur, and details how it works, which
gives you something to try to criticize.

Another variant of the question is: which ideas justify which theories?
How can one tell, for any ideas in general? Why does it work this way?



There's many ways to answer this question. None work. It's possible but
difficult to criticize them all at once. It can be more helpful to
criticize a particular person's attempted answer.

Here I am referring to the approach described in this email chain.
Summary of "Scheme":
[ 1. Conjecture. 2. account for what it purports to account for. 3.
hard-to-vary scoring 4. Try to falsify ]

With respect to your comments about the "scheme" being a non sequitur
the justifying ideas simply *do not* justify their conclusions. That
connection does not exist, it's a non sequitur

But the scheme doesn't have to make sense.
The scheme has been conjectured. (variations have been discussed by range
of authors )
It works.
It has not been falsified.

One problem with your scheme is the hard-to-vary-scoring. I criticized this in my 
other email just now.

Also FYI you are not now providing a scheme in which anything is confirmed or 
supported. That is fine except it's a bit confusing when you don't seem quite sure 
what you're advocating and change it around. It's hard to refute something fully if 
it gets changed before one is finished.

Step 3 is unexpected. It is surprising that the universe is so well
described by simple mathematics
which are hard-to-vary.

BoI doesn't claim that, FYI. You are disagreeing with BoI, not agreeing.

That's OK. BoI might be wrong. However it means you have to explain why your 
ideas are any good. The arguments in BoI don't do it for you. You haven't 
explained why your approach to hard to vary is a good idea, why it would work 
well, what the point is, what problems it solves, etc



John Barrow wrote a paper on the issue
   "The Unreasonable Effectiveness of Mathematics in the Natural Sciences"
So it does not matter that it is a non sequitur .

I think maybe you've misunderstood what I did and didn't mean was a non 
sequitur.

In particular, when (it is claimed that) X supports (or justifies) Y, there is a non 
sequitur there. The connection between X and Y doesn't really exist, it is a non 
sequitur; it is arbitrary.

I wasn't saying something about math being a non sequitur.

What matters is that it has not been falsified

Perhaps a part of the issue is that we have very different takes on
criticism.
To me criticism should not consist of a long series of chain of reasoning.
This is very risky - errors can creep in that are hard to detect.
Criticism needs to do things like
      (i) establish a contradiction (ii) show an appeal to infallibility
(iii) evidence from the real world which
      is in violation of the explanation.

Criticism must be open ended.

That means whenever you have a concern -- e.g. that something is too long and 
hard to evaluate, and this is risky because it could have errors somewhere in it 
that are too hard to find -- you can raise this concern and it's a legitimate 
criticism.

We wouldn't want a system where criticisms we didn't think of and allow in 
advance -- including perhaps this perfectly reasonable (in some contexts) 
criticism you bring up -- are rejected automatically.

You also ask "Another variant of the question is: which ideas justify which
theories? How can one tell, for any ideas in general? Why does it work this
way? "



Again - the universe being explained by mathematical elegance is unexpected.
Just as the randomness of Quantum mechanics was unexpected.

That doesn't answer that question.

I will also mention that if you use schemes similar to the 4 step procedure
without a hard-to-vary step, then
they do not work - it is straight forward to falsify that type of scheme.

OK then please tell us the refutation.

The basic scheme of Popper and Deutsch is:

1) problem
2) guesses to solve it
3) criticism to improve the guesses
4) new situation with new knowledge and new problem(s)

There is no step specifically for hard-to-vary (it should be used within the criticism 
step as one type of criticism). Why are you trying to propose a new scheme? 
What is wrong with this one?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Genetic Basis for Intelligence?
Date: February 19, 2013 at 12:21 PM

On Thursday, August 11, 2011 9:57:05 PM UTC-7, Elliot Temple wrote:

On Aug 11, 2011, at 9:10 PM, Lee Kelly wrote:

Intelligence appears to run in families. Twin studies also reveal that
intelligence is highly heritable.

Can you:

- say what you mean by "heritable"

- say what you mean by "intelligence"

- say what you mean by "run in families"

- cite the particular twin studies which reveal something, or explain in
detail the methods by which they can reveal it

But people vary among almost every dimension, and their different
genetic inheritance appears to make some difference. It would be very
surprising to find out that intelligence was an exception. I mean,
intelligence evolved and genes had something to do with that. At some
point in the past, there must have been variation among our ancestors
with regard to intelligence, and genes were selected on that basis. It
seems unlikely to me that such variation would cease to exist.

This assumes that there can be many different types of
similar-but-different intelligence to vary between. It imagines a model

of
intelligence as being, say, a combination of 50 factors/traits, each of
which people can have in different amounts. And as long as one has a good
amount of most of them, one is intelligent, but with different

specialties.



Such a model is incompatible with the jump to universality explained in
BoI. Everyone has the same repertoire of explanations they can create,

ideas
they can think, and so on.

There are no repertoires with 99% functionality. There is a jump from
near

zero straight to 100%. Because of that jump, we know that all people who
function at all in life must be at 100%, since near zero is ruled out,

and
there is nothing in between.

What then accounts for the variance in human behaviors? Ideas.

What about down syndrome?
https://en.wikipedia.org/wiki/Down_syndrome

People with down syndrome are clearly not near zero functionality. However
it seems counterintuitive (not necessarily wrong) that they are 100%. And
there's a clear genetic correlation, though the causal explanation is less
clear at least to me.

Is it your contention that the mental traits associated with down syndrome
are solely ideas? If so, where do these different ideas come from, and why
do they only cause these changes in humans with an extra chromosome?

What is the practical difference between saying:
- Ideas determine behavior, but genetic differences have some influence on
the ideas that an individual has
versus
- Genetic differences have some influence on human behavior
?

--Jason

-- 
-- 

https://en.wikipedia.org/wiki/Down_syndrome


---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Genetic Basis for Intelligence?
Date: February 19, 2013 at 1:12 PM

On Feb 19, 2013, at 9:21 AM, Jason <auvenj@gmail.com> wrote:

On Thursday, August 11, 2011 9:57:05 PM UTC-7, Elliot Temple wrote:

On Aug 11, 2011, at 9:10 PM, Lee Kelly wrote:

Intelligence appears to run in families. Twin studies also reveal that
intelligence is highly heritable.

Can you:

- say what you mean by "heritable"

- say what you mean by "intelligence"

- say what you mean by "run in families"

- cite the particular twin studies which reveal something, or explain in
detail the methods by which they can reveal it

But people vary among almost every dimension, and their different
genetic inheritance appears to make some difference. It would be very
surprising to find out that intelligence was an exception. I mean,
intelligence evolved and genes had something to do with that. At some
point in the past, there must have been variation among our ancestors
with regard to intelligence, and genes were selected on that basis. It
seems unlikely to me that such variation would cease to exist.

This assumes that there can be many different types of
similar-but-different intelligence to vary between. It imagines a model

of
intelligence as being, say, a combination of 50 factors/traits, each of



which people can have in different amounts. And as long as one has a good
amount of most of them, one is intelligent, but with different

specialties.

Such a model is incompatible with the jump to universality explained in
BoI. Everyone has the same repertoire of explanations they can create,

ideas
they can think, and so on.

There are no repertoires with 99% functionality. There is a jump from
near

zero straight to 100%. Because of that jump, we know that all people who
function at all in life must be at 100%, since near zero is ruled out,

and
there is nothing in between.

What then accounts for the variance in human behaviors? Ideas.

What about down syndrome?
https://en.wikipedia.org/wiki/Down_syndrome

People with down syndrome are clearly not near zero functionality. However
it seems counterintuitive (not necessarily wrong) that they are 100%.

Why is that counterintuitive? What is the *argument*?

What percentage do you think they are? Why do you think that 95% is possible 
(within the laws of physics)? BoI explains that 95% intelligence is not possible.

Even if Down Syndrome people were typically "dumb", which I do not accept, it 
could be explained by mistreatment from their educators and peers over 
irrelevancies in their early years, leading to noticeable dumbness later (worse 
education and more cruelty can lead to having worse ideas. worse ideas makes 
one "dumb").

And
there's a clear genetic correlation, though the causal explanation is less
clear at least to me.

https://en.wikipedia.org/wiki/Down_syndrome


Is it your contention that the mental traits associated with down syndrome
are solely ideas?

yes the *mental* traits associated with down syndrome are ideas. is that really 
surprising or a weird claim?

If so, where do these different ideas come from, and why
do they only cause these changes in humans with an extra chromosome?

first you should comment on what you think the different ideas are.

and maybe discuss how this differs from the correlation between genes for being 
really tall and gaining basketball skill. (i think you better have some points other 
than "it's stronger")

What is the practical difference between saying:
- Ideas determine behavior, but genetic differences have some influence on
the ideas that an individual has
versus
- Genetic differences have some influence on human behavior

by "influence" do you mean "control" or something else (what?) ?

the word "influence" is (carefully) ambiguous when discussing topics like these. it 
obscures.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Justificationism is not Infallibilism
Date: February 20, 2013 at 5:49 PM

On 15 Feb 2013, at 23:55, Elliot Temple <curi@curi.us> wrote:

Another Popper quote (Conjectures and Refutations, On the Sources of 
Knowledge and Ignorance, Section XVII):

The first, the false idea, is that we must justify our knowledge, or our 
theories, by positive reasons, that is, by reasons capable of establishing 
them, or at least of making them highly probable; at any rate, by better 
reasons than that they have so far withstood criticism. This idea implies, 
I suggest,  that we must appeal to some ultimate or authoritative source 
of true knowledge;

It seems that he thinks positive reasons show an idea is true or probable,

That is not the only thing "establishing" means. Establish has meanings 
like "to make firm or stable", "to put on a firm basis", "to put into a 
favorable position", and "to gain full recognition or acceptance of".

All of these involve showing an idea is true or probable.

No they don't. For example, a "favorable position" could be a "truthlike 
position" or a position in which it receives winning evaluation vs some other 
ideas for some problem.

Yes they do. A "favourable position" can't just be a "truthlike position" because 
a critical rationalist could think an idea is truthlike.

That a critical rationalist can think X is not an argument (for all X) that a 
justificationist cannot say, mean or think X.

Yes, you're right. It's just that the justificationists want justification if they can get 
it.

So there has to be something in addition to the truthlikeness like showing the 
idea is true or probable. Nor can it be the case that it just solves a problem that 



another idea doesn't solve since that, too, is something a critical rationalist 
could accept.

He clarifies how established they need to be after the semi-colon: more 
than "[has] so far withstood criticism" establishes ideas. I don't see any text 
indicating it meant infallibly established.

The "better reasons" after the semicolon are better *positive* reasons (not 
negative), which are justificationist but not necessarily infallibilist.

If the idea is better than criticism, then the criticism can be ignored. This is 
an infallibilist idea.

I don't know what this statement means. What is "the idea"? A specific idea? 
What is "criticism"? Criticism in general?

In justificationism in general, if there's two arguments and one is better than 
the other, that doesn't necessarily mean the lesser one is ignored. It still 
counts for something and several lesser arguments can add up.

Let's suppose that you designate a particular criticism as lesser. If you never 
get enough "lesser" arguments to outweigh the greater argument, then you 
never address the lesser argument at all.

Yes I agree there is a big problem there. But that problem is not infallibilism.

So your position implies that it is possible that you can refrain from addressing 
some criticisms forever under some circumstances.

First, it is not my position. I am not advocating justificationism, which doesn't 
work. I'm talking about a position that isn't my own.

Bad pronoun use on my part.

Actually, a justificationist can address criticisms them by judging them lesser, or 
giving the a point score, or things like that. It's a bad way to address them, but 
they do look at it. If they felt the criticism was too important to ignore (without 
e.g. a build up of many small criticisms) they wouldn't judge it lesser.



basically their way of addressing criticism is no good, but they don't know that. 
they don't necessarily think they don't need to address criticism or that they are 
infallible, they just mistakenly think their way of addressing criticism works well 
(when it doesn't).

Okay.

By contrast, you have to actively dethrone any justification with no exceptions. 
You have to either justify the criticisms so that they are justifications, or you 
have to pile up a load of criticisms.

This is not equal treatment of criticisms and justifications. It implies that 
justifications are better.

Suppose the following: justificationists and criticism are treated equally (except 
justifications add evaluation points, and criticisms subtract them). And also, 
ideas aren't not considered very good unless they have at least 1000 points.

Then if you only have criticisms, none will reach the coveted 1000 point 
minimum. So they would see that as a problem. But that doesn't mean that 
when there's both criticisms and justifications the criticisms are second class 
citizens. A criticism of only 1 point could keep an idea under a 1000 score or 
make it lose by 2500 to 2499 to another idea. So the criticisms can matter.

Okay.

And if you put some other method of deciding between ideas above 
criticism, then you must be willing to ignore criticism when you have a 
"justification." Thinking that there are some circumstances under which 
you don't have to consider criticism is an infalibilist position.

It doesn't say that either. You are reading between the lines. It's a good 
criticism of a mistake some people make. But there's no argument that all 
justificationists must make this mistake.

It's a consequence of the position of that some arguments are better than 
criticisms. It doesn't matter whether the person openly advocates that 
consequence: what matters is what the idea actually implies.



what does "some arguments are better than criticism" mean? some 
arguments are so good they could never be criticized, or criticisms of the idea 
they support could never lessen in support? why would that be a 
consequence of justificationism? that is silly.

some justificationists think that way. they will be like "hell yeah, we got so 
much evidence, we DID IT. we GOT THE TRUTH. let's go home and drink 
some beers". but some other better justificationists will be like "we have really 
strong evidence but if you have a really really strong criticism then we'd still 
have to consider it".

Yes, so if you have a criticism justificationists consider weak they will not 
address it unless you have others too. It is possible for any particular argument 
they make that they will never address a particular criticism of it.

yes but this isn't infallibilism.

even if they think a criticism is weak, you could still tell them "well i think actually 
this particular criticism is really important and deserves a second look". and they 
might agree or disagree. you could try to persuade them. they don't necessarily 
think "when i said that criticism is too weak to currently matter, i meant that my 
judgment of this matter is infallible so i don't care if you disagree"

Okay.

Also, giving a method of justifying ideas is not the same thing as saying 
what justification means or is. Popper's statements here about giving 
positive reasons being the method of justification are not statements 
"that justification means" anything.

Justification is a method. So if you have explained what the method is, 
then you have explained what counts as justification.

Justificationism does not consist only of a method of justifying ideas. It is 
not only a method. It also has parts like the ideas about why to justify 
ideas, and the consequences of ideas being justified or not.

Yes, but if you're a justificationist, then you think you can do justification. If 
you think that justification is impossible, then you're not a justificationist.



that does not change the correctness of my criticism of your mistake. "giving 
a method of justifying ideas is not the same thing as saying what justification 
means or is"

Believing that justification is possible is a necessary condition for being a 
justificationist. Some people add other stuff on top, i.e. - stuff that is not 
justification. So the fact that justificationists have ideas that are not about how 
to justify stuff doesn't address the issue of what counts as justification.

Let me rephrase: stating a method of accomplishing X does not state what X is. 
maybe you can figure out what X is from the method, there's some connections, 
but it's not the same thing.

For example, a method is "mix red and yellow paints". this doesn't say what 
orange is. this method gets more things than just orange, e.g. it gets a non-
primary colored paint. and it doesn't tell you all there is to know about what 
orange is.

What addresses the issue of what counts as justification is saying how you do 
justification.

one needs to understand the *concept* of justification to try to judge what 
methods might achieve it well or not. this concept matters and is what 
"justification" is.

You said that "giving a method of justifying ideas is not the same thing as 
saying what justification means or is" but it does. To explain what cycling is you 
say stuff about how you do cycling. Justification is the activity of justifying stuff, 
just as cycling is the activity of riding a bicycle. In both cases when you explain 
how to do it you've explained what it is.

justification is a thing an idea can have. not an activity. justifying is an activity 
that tries to get justification for ideas. they are different.

if you try to specify bicycling only by specifying methods, then when someone 
invents a new type of bicycle that's a little different but kinda similar, you won't 
know if it counts as bicycling or not. that's a bad way to explain what bicycling is. 
it's important to consider concepts and explanations.



Okay. It doesn't make sense for them to think of justifying purely as being an 
activity because it doesn't make sense for them to do it unless they think ideas 
have properties that make justifying ideas possible.

The justificationist maintains that he can show his ideas are true or 
probable.

As discussed above, the quote does not actually say that.

If he maintains that then either the idea itself or the assessment that it 
is probable has been shown to be true and anybody criticising the 
thing that has been proven is wrong, so there's no point in criticising it.

And what of the person who believes he can gain tentative, fallible 
knowledge by positive arguments? Who isn't seeking to prove he has 
found the final truth, but only to adjudicate between competing ideas 
using the knowledge he has today, knowing he may make mistakes but 
that if used well his mind can do better than random.

He is a fallibilist who is making all the distinctive mistakes of 
justification, as apart from the mistakes of infallibilism. E.g. he makes 
the mistake of thinking there is a rationally defensible or arguable 
connection between his positive supporting argument and the idea it is 
supposed to support. He doesn't realize the non sequitur. This typical 
justificationist error (a more general version of the inductivist error of 
their non sequitur jump from data to theory) is important, prevalent, and 
different than infallibilism.

This is not a separate mistake from thinking that some ideas can be 
proven or made more probable, it is an instance of that mistake. He 
thinks that he has shown that the link between the positive idea and the 
idea it supports is true or probable. So either he can't be mistaken about 
it at all, or he can't be mistaken until he counts some number of criticisms 
or something like that - an infallibilist position.

Excuse me but this is my hypothetical person and you're putting words in 
his mouth and changing his positions (in similar ways to how you put those 
same words in Popper's mouth even though they are different than what 
the quote says, and you don't include -- here or there -- bridging 



explanations about how you get from the actual text to your altered 
restatement). That is not a reasonable way of arguing my hypothetical 
person can't exist.

A person is entitled to say stuff about his position, but once he has that stuff 
it has consequences. Pointing out that the consequences involve him saying 
something inconsistent isn't putting words in his mouth,

you weren't pointing out a consequence, you just changed some words to 
other words that aren't equivalent, as you also did with popper. misreading -- 
or even correctly *asserting* implications -- isn't explaining implications.

it's pointing out the implications of his position.

you need to say *why* they are implications rather than just present things as 
if he said them to someone who doesn't agree they are implications.

Mere disagreement is not a refutation of the fact that his ideas have that 
consequence.

i was not disagreeing that ideas have consequences.

What's needed is criticism of the idea that his position has that 
consequence.

because there's no explanation given that it has that consequence. i don't 
even know why you think that or what you want me to argue with. it is a non 
sequitur. you just started asserting what he thinks in a way that wasn't 
recognizable to me as having anything to do with what i wrote about him, and 
you didn't explain how you were getting your stuff.

He thinks he has arguments for the link. Fallible arguments. What is wrong 
with that? Apart from them being non sequitur mistakes. (And even if there 
is something else wrong with it, that doesn't lessen the importance of the 
characteristic mistakes of justificationism that aren't about fallibilism, e.g. 
the non sequitur problem that they never have any good answers to.)

Your analysis relies on criticizing a mistake the guy might not be making -- 
he simply doesn't have to think his justifying arguments are infallible to 



value them -- and doesn't criticize the huge important non sequitur mistake 
he is making.

Yes, he is making a huge and important non-sequitur mistake. He's making 
it because he's not looking for problems because he thinks he has a better 
way of deciding than criticism. If you think you have a better way of deciding 
than criticism you are adopting a position that implies you cannot be 
mistaken because there cannot be a criticism of your position.

you again are asserting the implications of his ideas without explaining how 
your'e getting there. he never said he was going to ignore all criticism, you 
say that. you claim it's an implication of something he said. which thing, 
specifically, and what is the chain of argument by which it's implied?

also that is not the non sequitur i was referring to. i explained which one i 
meant. if you don't understand what i was talking about, please ask a 
question. if you do understand, please don't write as if we're talking about the 
same thing when we aren't. if you think you understand and i meant the one 
you are talking about, that doesn't make much sense because A) that would 
involve me conceding the overall argument  B) i specifically said the one i 
meant was similar to the one in induction, whereas you're talking about 
something else

You wrote "he makes the mistake of thinking there is a rationally defensible or 
arguable connection between his positive supporting argument and the idea it 
is supposed to support." I agree that this is a non-sequitur and that you might 
think that it's not infallibilist.

I think that is, in part, a consequence of a broader infallibilist mistake. I have 
stated this above several times but I will explain how it applies to this specific 
case in the interests of clarity.

The person in question thinks he has a positive supporting argument. One of 
the features of the idea that there are positive supporting arguments is that if 
there is a criticism of less weight than that argument you don't have to address 
it immediately unless there are other criticisms too. And in fact, you might 
never address it if no such arguments come along. So there are some 
potential mistakes that you don't have to address. I characterise this as an 
infallibilist position.



when they decide some criticism is small, and perhaps give it a score of 10 
points, they are not ignoring it or refusing to address it. they are addressing it in 
a dumb way, addressing it badly. this is a mistake but the mistake isn't "i think i 
can't be wrong". the mistake is that the way they try to address the criticism 
doesn't work well.

justificationism is an epistemology that does not work. because it does not work, 
it therefore does not correct errors (except to the extent people do something 
else -- no one ever actually thinks with pure justificationism). so you might think 
"look. they chose justificationism. justificationism doesn't correct errors. they 
must think they are infallible or they would have chosen an epistemology that 
can correct errors." that would be a mistake. they don't realize it doesn't correct 
errors.

it's the same with addressing criticisms. they (some of them) think they are 
addressing criticism. what they are doing doesn't work, but they don't know that. 
their reasoning is not "i am infallible so i won't use any methods of addressing 
criticism that work since i don't need to since i'm never wrong".

Okay. I agree that I was wrong to say that justificationists must be infallbilists.

One mistake I made was thinking that justificationists developed and accepted 
knowledge of the implications of their position when in fact they haven't. They 
don't go out of their way to avoid criticism: they just do it badly. They also believe 
they can justify their ideas when they can't.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationism is not Infallibilism
Date: February 20, 2013 at 7:36 PM

On Feb 20, 2013, at 2:49 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Okay. I agree that I was wrong to say that justificationists must be infallbilists.

One mistake I made was thinking that justificationists developed and accepted 
knowledge of the implications of their position when in fact they haven't.

right. but that is a hard road to analyze. from a contradiction, anything follows...

They don't go out of their way to avoid criticism: they just do it badly. They also 
believe they can justify their ideas when they can't.

some do avoid criticism. maybe the majority! i just think it's not required by the 
concept of justification itself.

i think this is important because there are other mistakes in justificationism that 
aren't about fallibilism, so if one focuses all criticism on issues relating to 
fallibilism it won't cover every problem.

for example, there is an asymmetry between justification and criticism. all 
"positive arguments" are compatible with and "support" or "confirm" infinitely 
many positions, including ones contradicting whatever the person is trying to 
conclude. negative, critical arguments do not have this problem: they (if correct) 
refute some ideas (how many depending on how much reach they have), leaving 
infinitely many ideas unrefuted. but they weren't trying to support those infinitely 
many unrefuted ideas, they weren't trying to do anything at all to those.

if you have a positive argument W for conclusion X, it could be that X is false 
even if W is correct. if you have a negative argument Y against idea Z, it cannot 
be that Z is true even if Y is correct. (some idea similar to Z might still be true. but 
not Z.)

this is one of the (several) important issues.

-- Elliot Temple
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It's possible but difficult to criticize them all at once. It can
be

more helpful to criticize a particular person's attempted answer.



The scheme I am interested in is

1. come up with ideas from conjecture

2. confirm that ideas from Step 1 account for the data / experiences
which

they purport to account for

How is that "confirmed"?

I based this wording on the definition of "good/bad explanations" p31
of

BoI.

It doesn't say "confirmed" in that terminology entry.

You would do this by collect data from the relevant observations.
It might be the observed position of planets in the nights sky.
It might be the mass / position / velocity / etc measurements of a

car.
It might be data about the collision of particles in the Large Hadron
collider.
You use the idea to determine how accurately the idea explains the
observations / data collected.

How would any of this confirm anything?

I think I have made a mistake with the word "confirm".
I am attempting to do exactly the same step that David does on page 31

of
BoI in determining "good explanations".

"Good/bad explanation: An explanation that is hard/easy to vary while
still



accounting for what it purports to account for."

That's a definition, not a step.

A step would be something like "figure out which explanations are good and
which are bad (using the hard/easy to vary criterion).

I am interested in the wording "while still accounting for what it purports
to account for."

Reasonable scientific explanations provide details about what should happen.
For example given some initial conditions (based on observation)
Newtonian mechanics / special relativity / general relativity will specify
where a
planet will be after some time - though they will give slightly different
final positions.
It is then possible to determine how closely these account for the actual
final observations
(accounting for errors in measurement and in errors of initial conditions).
This is the "what it purports to account for".
[ To qualify as being a "good explanation" from BoI explanations have to be
able to do this,
   since they have to be able to "account (ing) for what it purports to
account for."
]

If the explanation under consideration is probabilistic such as Quantum
Mechanics, then
the explanation assigns a probability to the outcome that we are accounting
for.

Due to the QM case (very important) I will assume that the "accounting for"
is a probability.
For the easier cases of deterministic science (Newton or relativity) we can
use  0 (no match) or 1 (spot on match).
But the measurement errors also make this a probability if they are
significant.



You're advocating justificationism now FYI.

I don't mind - since there appears to be many variants of
justificationism

- and some of them may work.
This is not at all clear.

To be clear:

This is not new territory. It's not like we recently learned there are
different types of justificationism and don't yet know if any work or not.
It's already been studied in depth, researched, etc... As you aren't
familiar with this extensive body of knowledge, you can expect a lot of
your thinking to duplicate existing work, rather than reach bold new
conclusions.

It is funny that you say it has been researched in depth.
Because as I am aware it has been researched in depth and determined that
justificationism works.
And yet others have come to the conclusion that it has been researched in
depth and does not work.

These research communities do not appear to interact.

While it's always possible to come up with something new even in an area
that has gotten a lot of attention, it can be a bit hard, especially when
you don't know what has already been done very well. Not knowing the
existing knowledge in the field doesn't make the situation objectively
unclear.

3. adjudicating between the ideas from Step 2 using a



hardness-to-vary
criterion and selecting idea Z = the idea which is hardest to vary.

4 attempt to falsify Z and exposes it to criticism

If idea Z is still standing, then that is our idea

It's not clear to me that you've described justificationism above.
Doesn't

that adjudication step consists of -- in substance if not form --
criticizing the easy to vary ideas and rejecting them?

I am perplexed that "dressing up" step 3 as criticism makes this
approach

non-justificationist
(since to me it is clear that step 3 is "adjudicating between

ideas").

Criticism can and does adjudicate between ideas. That isn't a bad
thing

or justificationism.

OK

So we have confirmed that following is not justificationism:
  A. assigning a score to ideas based on hard-to-vary and rejecting

ideas
that have a bad score

no, i don't agree. easy to vary or not is a matter of explanation not
score. if you're scoring i think that's a mistake.

Now we are getting to the crux of the matter.
A Yes/No assessment of easy-to-vary / hard-to-vary is exceptionally



difficult to make.

If that is so, then "hard to vary" is not as good or useful a criterion as
BoI claims

As a yes/no answer the hard-to-vary criterion appears to be difficult to do.
I would love to hear how David would do this.
I am fairly confident that I could come up with counter examples.
A simple example is
Originally, You are comparing theory 1 with theory 2
    Theory 1 is easy to vary
    Theory 2 is hard to vary
    So you chose Theory 2
At a later time, You are comparing theory 2 with theory 3
    Theory 3 is hard to vary (harder than theory 2)
    Theory 2 is hard to vary
What do you do? You have already declared theory 2 hard to vary.

Put this in the progression from
 (i) God did it (ii) Ptolemaic epicycles (iii) Copernicus circular orbits
(iv) Kepler elliptical orbits.

As a comparative measure then it works - you take 2 explanations and say
which
is easier - or harder to vary than the other one.

.

It wouldn't mean we should lower our standards. It would mean we should
get a better criterion that can give yes/no assessments.

Why? Because weighted assessments *do not work*. There is a lot of info
relevant to this in the choices chapter of BoI, and there are other
problems such as the issue of how weightings are assigned, what they mean,
how they are combined, the danger that a high weighting due to arguments A,
B and C could lead to someone ignoring criticism D, and so more



I did not assign weights to criticisms - that would be very difficult.

I measured the "hardness-to-vary" as the length of the shortest universal
turing machine that represents the explanation.

.

This is not to say weightings *of some sort* can't be used for anything
ever. You can weigh steaks and buy the biggest one. You can weigh packages
to decide how much to charge to deliver them. What does not work is stuff
like this:

- weighing explanations

Nope - I disagree - this works - there is considerable literature on the
issue
Solomonoff / Chaitin / Wallace / Rissanen / Barron & Cover / etc / etc.

- weighing criticisms (criticisms are, or at least should be, a type of
explanation)
- weighing truth

yes - I agree.

But what is OK is having explanations that mention weights. E.g. "we
should charge more for packages that weigh more because they require more
fuel to transport". Here, a weight is used inside an explanation, but the
explanation itself gets a yes/no evaluation.



The explanation gets a yes / no answer in the final assessment as to
whether we are willing to accept it as
scientific truth - or as a tentative-scientific-truth.
But assigning a score to the hardness-to-vary or elegance of the
explanation in intermediate steps - there is no problem there.

Some people will say "yes" and others "no".
I am not aware of a way to do this in a consistent / coherent way.
I may be wrong - if you are aware of a scheme, then please tell me.

I agree with you that the "hard to vary" criterion is too vague to get
yes/no answers consistently, or to consistently get the same answer from
different people.

I think the "hard to vary" criterion raises some good points, but is not
as good as BoI says it is. It's worth knowing, it's a good thing to have in
your repertoire of ideas to think about, but it's not the solution to
epistemology.

agreed it is not a solution.
Just a very useful tool - that gets rid of a whole host of problems if it
is not included.

A scoring method for easiness -to-vary / hardness-to-vary is far more
practical.

I don't think that's practical either. For example, consider my idea just
now that "I don't think that's practical either". What is the hard-to-vary
score for this idea?

Not relevant - it is not attempting to be a scientific explanation.



And how does it compare to the hard to vary score for my idea earlier that
"But what is OK is having explanations that mention weights"? And various
other ideas from my email? I'm not sure how to come up with scores for all
this (and make sure the same objective method is used for all scores that
we wish to compare -- you can't score two things with two different methods
then compare their scores), and I don't think it's easy or practical to do
so.

You can only score explanations that are attempting to account for the same
or related observations.

This can be taken as the length of the shortest string to encode a
universal Turing Machine to describe the explanation.
Thus you can compare two explanations and say that one is easier /

harder
to vary than the other because it
is a shorter / longer program.

That sounds a lot more like Occam's Razor than hard-to-vary. David Deutsch
has actually criticized Occam's Razor and ideas like this. This is not what
he was advocating in BoI.

OK - well that was not clear in BoI.
He should have given examples of hardness-to-vary in use.

Still this does take away from that hard-ness to vary is very seful.

One of the problems is that "God did it" gets a high score.

An excellent question - that has been previously discussed and addressed.



I will discuss in another email.

Another problem is that you aren't paying attention to what variant
explanations are good or bad. There's no creativity in this evaluation, but
we need a creative not mechanical criterion.

FYI scoring systems along the lines of what you suggest have been
suggested and evaluated before. See, for example, Solomonoff induction.
This stuff has already been refuted. I know you will say that *you* don't
know the refutation, and that is fair enough, but on the other hand you
have not studied the literature and it's harder to explain the refutation
when you aren't very familiar with the position you're advocating.

-- Elliot Temple
http://curi.us/

-- 
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It's possible but difficult to criticize them all at once. It can
be

more helpful to criticize a particular person's attempted answer.

The scheme I am interested in is

1. come up with ideas from conjecture

2. confirm that ideas from Step 1 account for the data / experiences
which

they purport to account for

How is that "confirmed"?

I based this wording on the definition of "good/bad explanations" p31
of

BoI.

It doesn't say "confirmed" in that terminology entry.

You would do this by collect data from the relevant observations.
It might be the observed position of planets in the nights sky.
It might be the mass / position / velocity / etc measurements of a

car.
It might be data about the collision of particles in the Large Hadron
collider.
You use the idea to determine how accurately the idea explains the
observations / data collected.

How would any of this confirm anything?

I think I have made a mistake with the word "confirm".
I am attempting to do exactly the same step that David does on page 31

of



BoI in determining "good explanations".

"Good/bad explanation: An explanation that is hard/easy to vary while
still

accounting for what it purports to account for."

That's a definition, not a step.

A step would be something like "figure out which explanations are good and
which are bad (using the hard/easy to vary criterion).

I am interested in the wording "while still accounting for what it purports
to account for."

it's trying to exclude arbitrary variations. e.g. it prevents varying the idea of 
capitalism to the idea of a goat.

but (without elaboration) it doesn't prevent varying to stupid but relevant 
assertions.

Reasonable scientific explanations provide details about what should happen.
For example given some initial conditions (based on observation)
Newtonian mechanics / special relativity / general relativity will specify
where a
planet will be after some time - though they will give slightly different
final positions.
It is then possible to determine how closely these account for the actual
final observations
(accounting for errors in measurement and in errors of initial conditions).
This is the "what it purports to account for".
[ To qualify as being a "good explanation" from BoI explanations have to be
able to do this,
  since they have to be able to "account (ing) for what it purports to
account for."
]

If the explanation under consideration is probabilistic such as Quantum
Mechanics, then



the explanation assigns a probability to the outcome that we are accounting
for.

Due to the QM case (very important) I will assume that the "accounting for"
is a probability.

no. David hasn't brought up probability. "account for" here is more likes 
"explains".

he could have written something like "while still solving the problem it's supposed 
to solve" to have about the same meaning.

For the easier cases of deterministic science (Newton or relativity) we can
use  0 (no match) or 1 (spot on match).
But the measurement errors also make this a probability if they are
significant.

You're advocating justificationism now FYI.

I don't mind - since there appears to be many variants of
justificationism

- and some of them may work.
This is not at all clear.

To be clear:

This is not new territory. It's not like we recently learned there are
different types of justificationism and don't yet know if any work or not.
It's already been studied in depth, researched, etc... As you aren't
familiar with this extensive body of knowledge, you can expect a lot of
your thinking to duplicate existing work, rather than reach bold new
conclusions.



It is funny that you say it has been researched in depth.
Because as I am aware it has been researched in depth and determined that
justificationism works.
And yet others have come to the conclusion that it has been researched in
depth and does not work.

These research communities do not appear to interact.

Right: Popper published refutations of justificationism, and then the 
justificationists did not reply. (Except a few bad replies.)

While it's always possible to come up with something new even in an area
that has gotten a lot of attention, it can be a bit hard, especially when
you don't know what has already been done very well. Not knowing the
existing knowledge in the field doesn't make the situation objectively
unclear.

3. adjudicating between the ideas from Step 2 using a
hardness-to-vary

criterion and selecting idea Z = the idea which is hardest to vary.

4 attempt to falsify Z and exposes it to criticism

If idea Z is still standing, then that is our idea

It's not clear to me that you've described justificationism above.
Doesn't

that adjudication step consists of -- in substance if not form --
criticizing the easy to vary ideas and rejecting them?

I am perplexed that "dressing up" step 3 as criticism makes this
approach



non-justificationist
(since to me it is clear that step 3 is "adjudicating between

ideas").

Criticism can and does adjudicate between ideas. That isn't a bad
thing

or justificationism.

OK

So we have confirmed that following is not justificationism:
 A. assigning a score to ideas based on hard-to-vary and rejecting

ideas
that have a bad score

no, i don't agree. easy to vary or not is a matter of explanation not
score. if you're scoring i think that's a mistake.

Now we are getting to the crux of the matter.
A Yes/No assessment of easy-to-vary / hard-to-vary is exceptionally
difficult to make.

If that is so, then "hard to vary" is not as good or useful a criterion as
BoI claims

As a yes/no answer the hard-to-vary criterion appears to be difficult to do.
I would love to hear how David would do this.
I am fairly confident that I could come up with counter examples.
A simple example is
Originally, You are comparing theory 1 with theory 2
   Theory 1 is easy to vary
   Theory 2 is hard to vary
   So you chose Theory 2
At a later time, You are comparing theory 2 with theory 3
   Theory 3 is hard to vary (harder than theory 2)
   Theory 2 is hard to vary



What do you do? You have already declared theory 2 hard to vary.

You only need to make decisions for each comparison. The same theory can win 
one comparison and lose another. That isn't a problem. Judgments can be 
contextual.

Put this in the progression from
(i) God did it (ii) Ptolemaic epicycles (iii) Copernicus circular orbits
(iv) Kepler elliptical orbits.

As a comparative measure then it works - you take 2 explanations and say
which
is easier - or harder to vary than the other one.

.

It wouldn't mean we should lower our standards. It would mean we should
get a better criterion that can give yes/no assessments.

Why? Because weighted assessments *do not work*. There is a lot of info
relevant to this in the choices chapter of BoI, and there are other
problems such as the issue of how weightings are assigned, what they mean,
how they are combined, the danger that a high weighting due to arguments A,
B and C could lead to someone ignoring criticism D, and so more

I did not assign weights to criticisms - that would be very difficult.

I measured the "hardness-to-vary" as the length of the shortest universal
turing machine that represents the explanation.

anything but yes/no answers is talking about degrees or "weights" -- a continuum. 
so if you are criticizing things for being easy to vary, and you are evaluating the 
*amount* of easy-to-vary-ness, then that "amount" is also called a "weight" as a 
synonym.



.

This is not to say weightings *of some sort* can't be used for anything
ever. You can weigh steaks and buy the biggest one. You can weigh packages
to decide how much to charge to deliver them. What does not work is stuff
like this:

- weighing explanations

Nope - I disagree - this works - there is considerable literature on the
issue
Solomonoff / Chaitin / Wallace / Rissanen / Barron & Cover / etc / etc.

our position is that all that literature is wrong. (i've already looked into solomonoff 
in particular, and the topic in general, i take it the others are similar).

you disagree.

ok instead of referring to "considerable literature" please refer us to *one single 
specific piece of literature* which wins the argument for you and has no mistakes.

- weighing criticisms (criticisms are, or at least should be, a type of
explanation)
- weighing truth

yes - I agree.

But what is OK is having explanations that mention weights. E.g. "we
should charge more for packages that weigh more because they require more
fuel to transport". Here, a weight is used inside an explanation, but the
explanation itself gets a yes/no evaluation.



The explanation gets a yes / no answer in the final assessment as to
whether we are willing to accept it as
scientific truth - or as a tentative-scientific-truth.
But assigning a score to the hardness-to-vary or elegance of the
explanation in intermediate steps - there is no problem there.

Some people will say "yes" and others "no".
I am not aware of a way to do this in a consistent / coherent way.
I may be wrong - if you are aware of a scheme, then please tell me.

I agree with you that the "hard to vary" criterion is too vague to get
yes/no answers consistently, or to consistently get the same answer from
different people.

I think the "hard to vary" criterion raises some good points, but is not
as good as BoI says it is. It's worth knowing, it's a good thing to have in
your repertoire of ideas to think about, but it's not the solution to
epistemology.

agreed it is not a solution.
Just a very useful tool - that gets rid of a whole host of problems if it
is not included.

A scoring method for easiness -to-vary / hardness-to-vary is far more
practical.

I don't think that's practical either. For example, consider my idea just
now that "I don't think that's practical either". What is the hard-to-vary
score for this idea?



Not relevant - it is not attempting to be a scientific explanation.

so you aren't trying to talk about all of epistemology, only the stuff relevance to 
science?

that is completely different than what i was talking about, and what BoI was 
talking about.

we were talking about general purpose ideas and how epistemology works (full 
stop, in all cases). we were not talking about a limited subset of epistemology.

if your proposals can only handle a limit subset then they aren't even rivals. if you 
yourself acknowledge they don't solve epistemology, then what's the point? and 
why put them up against theories in a different (better) category -- theories which 
are trying to address all of epistemology instead of a subset?

if we were to accept any of your ideas, and they solved say *half* of 
epistemology, we'd still have to figure out what to do for the rest of epistemology. 
it's much better to have one solution -- like Popper does -- to *all* of 
epistemology.

this is a very important and common mistake that people simply ignore a large 
portion of epistemology and doesn't even try to address it. that's not a good way 
to approach epistemology. do you understand?

And how does it compare to the hard to vary score for my idea earlier that
"But what is OK is having explanations that mention weights"? And various
other ideas from my email? I'm not sure how to come up with scores for all
this (and make sure the same objective method is used for all scores that
we wish to compare -- you can't score two things with two different methods
then compare their scores), and I don't think it's easy or practical to do
so.

You can only score explanations that are attempting to account for the same
or related observations.



This can be taken as the length of the shortest string to encode a
universal Turing Machine to describe the explanation.
Thus you can compare two explanations and say that one is easier /

harder
to vary than the other because it
is a shorter / longer program.

That sounds a lot more like Occam's Razor than hard-to-vary. David Deutsch
has actually criticized Occam's Razor and ideas like this. This is not what
he was advocating in BoI.

OK - well that was not clear in BoI.
He should have given examples of hardness-to-vary in use.

he did give examples, e.g. there were some examples that had to do with the 
seasons.

Still this does take away from that hard-ness to vary is very seful.

One of the problems is that "God did it" gets a high score.

An excellent question - that has been previously discussed and addressed.
I will discuss in another email.

well, i can't very well just skip ahead and guess your defense of the issue and 
then refute that. maybe you have in mind an unusual defense, i don't know. so 
we've got to go one step at a time.

-- Elliot Temple
http://curi.us/

http://curi.us/


-- 



From: Jon Oliver <jon_oliver@trendmicro.com.au>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism
Date: February 21, 2013 at 1:47 AM

On Thursday, 21 February 2013 16:27:32 UTC+11, Elliot Temple wrote:

[ deleted text ]

A step would be something like "figure out which explanations are good
and

which are bad (using the hard/easy to vary criterion).

I am interested in the wording "while still accounting for what it
purports

to account for."

it's trying to exclude arbitrary variations. e.g. it prevents varying the
idea of capitalism to the idea of a goat.

but (without elaboration) it doesn't prevent varying to stupid but
relevant assertions.

This is not stated explicitly.
To seems to be essential that "accounting for what it accounts for" relates
to how well the explanation explains observations.
Otherwise the explanation "it was a series of quantum mechanical random
events" explains an awful lot.
The likelihood (according to the QM equations) might be vanishingly small.
So I will interpret this QM explanation (where inappropriate) as not
adequately accounting for the data - and therefore in most cases
is a "bad explanation" according to BoI.
Do you interpret this QM explanation as a good explanation?



Reasonable scientific explanations provide details about what should
happen.

For example given some initial conditions (based on observation)
Newtonian mechanics / special relativity / general relativity will

specify
where a
planet will be after some time - though they will give slightly

different
final positions.
It is then possible to determine how closely these account for the

actual
final observations
(accounting for errors in measurement and in errors of initial

conditions).
This is the "what it purports to account for".
[ To qualify as being a "good explanation" from BoI explanations have to

be
able to do this,
  since they have to be able to "account (ing) for what it purports to
account for."
]

If the explanation under consideration is probabilistic such as Quantum
Mechanics, then
the explanation assigns a probability to the outcome that we are

accounting
for.

Due to the QM case (very important) I will assume that the "accounting
for"

is a probability.

no. David hasn't brought up probability. "account for" here is more likes
"explains".



our methods of scientific progress have to deal with explanations that give
probabilistic explanations
so they can account for QM explanations.
If we cannot deal with QM explanations, then I don't consider a method of
scientific progress as being relevant to
the real world (unless of course we learn some new things and discard QM).

he could have written something like "while still solving the problem it's
supposed to solve" to have about the same meaning.

I don't think he could have for the QM reason listed above.

For the easier cases of deterministic science (Newton or relativity) we
can

use  0 (no match) or 1 (spot on match).
But the measurement errors also make this a probability if they are
significant.

You're advocating justificationism now FYI.

I don't mind - since there appears to be many variants of
justificationism

- and some of them may work.
This is not at all clear.

To be clear:



This is not new territory. It's not like we recently learned there are
different types of justificationism and don't yet know if any work or

not.
It's already been studied in depth, researched, etc... As you aren't
familiar with this extensive body of knowledge, you can expect a lot of
your thinking to duplicate existing work, rather than reach bold new
conclusions.

It is funny that you say it has been researched in depth.
Because as I am aware it has been researched in depth and determined

that
justificationism works.
And yet others have come to the conclusion that it has been researched

in
depth and does not work.

These research communities do not appear to interact.

Right: Popper published refutations of justificationism, and then the
justificationists did not reply. (Except a few bad replies.)

So far I have not seen a compelling refutation.
Most of the refutations involve lines of reasoning - where an assumption is
invalid or a step is invalid.
It is much better when peoples refutations take the form of
- that approach does not account for the "God did it" explanation. (which
was an excellent objection on your part)
- that approach does not have the ability to deal with QM
etc etc



While it's always possible to come up with something new even in an
area

that has gotten a lot of attention, it can be a bit hard, especially
when

you don't know what has already been done very well. Not knowing the
existing knowledge in the field doesn't make the situation objectively
unclear.

3. adjudicating between the ideas from Step 2 using a
hardness-to-vary

criterion and selecting idea Z = the idea which is hardest to
vary.

4 attempt to falsify Z and exposes it to criticism

If idea Z is still standing, then that is our idea

It's not clear to me that you've described justificationism above.
Doesn't

that adjudication step consists of -- in substance if not form --
criticizing the easy to vary ideas and rejecting them?

I am perplexed that "dressing up" step 3 as criticism makes this
approach

non-justificationist
(since to me it is clear that step 3 is "adjudicating between

ideas").

Criticism can and does adjudicate between ideas. That isn't a bad
thing

or justificationism.

OK



So we have confirmed that following is not justificationism:
 A. assigning a score to ideas based on hard-to-vary and rejecting

ideas
that have a bad score

no, i don't agree. easy to vary or not is a matter of explanation not
score. if you're scoring i think that's a mistake.

Now we are getting to the crux of the matter.
A Yes/No assessment of easy-to-vary / hard-to-vary is exceptionally
difficult to make.

If that is so, then "hard to vary" is not as good or useful a criterion
as

BoI claims

As a yes/no answer the hard-to-vary criterion appears to be difficult to
do.

I would love to hear how David would do this.
I am fairly confident that I could come up with counter examples.
A simple example is
Originally, You are comparing theory 1 with theory 2
   Theory 1 is easy to vary
   Theory 2 is hard to vary
   So you chose Theory 2
At a later time, You are comparing theory 2 with theory 3
   Theory 3 is hard to vary (harder than theory 2)
   Theory 2 is hard to vary
What do you do? You have already declared theory 2 hard to vary.

You only need to make decisions for each comparison. The same theory can
win one comparison and lose another. That isn't a problem. Judgments can be
contextual.



Here I have to disagree with you in the strongest term.
If people can randomly decide "that explanation is easy-to-vary" or "that
explanation is hard-to-vary"
depending on the day of the week - well that just isn't science.
This is hopelessly subjective - not an objective approach to science.

If I was the justificationist facing such random criticism - well I would
just ignore it - and probably
continue to ignore the person who was doing it.
[ Note: if a person had a good reason for changing a criticism - then that
is fine - but the change needs to be founded with some basis ].

Put this in the progression from
(i) God did it (ii) Ptolemaic epicycles (iii) Copernicus circular orbits
(iv) Kepler elliptical orbits.

As a comparative measure then it works - you take 2 explanations and say
which
is easier - or harder to vary than the other one.

.

It wouldn't mean we should lower our standards. It would mean we should
get a better criterion that can give yes/no assessments.

Why? Because weighted assessments *do not work*. There is a lot of info
relevant to this in the choices chapter of BoI, and there are other
problems such as the issue of how weightings are assigned, what they

mean,
how they are combined, the danger that a high weighting due to

arguments A,
B and C could lead to someone ignoring criticism D, and so more

I did not assign weights to criticisms - that would be very difficult.



I measured the "hardness-to-vary" as the length of the shortest
universal

turing machine that represents the explanation.

anything but yes/no answers is talking about degrees or "weights" -- a
continuum. so if you are criticizing things for being easy to vary, and you
are evaluating the *amount* of easy-to-vary-ness, then that "amount" is
also called a "weight" as a synonym.

yes -I am assigning weights to the hardness-to-vary criterion.

But hardness to vary is not a criticism in my view.
Every explanation has a hardness-to-vary score - so there is no criticism.

Criticism are other assessments like
 - that explanation implies contradiction X
 - that explanation appeals to the infallibility of Y
 - that explanation involves time travel (which used to be a compelling
criticism - but perhaps is no longer a compelling criticism)
 - that explanation means different observers will see a different view of
the universe

.

This is not to say weightings *of some sort* can't be used for anything
ever. You can weigh steaks and buy the biggest one. You can weigh

packages
to decide how much to charge to deliver them. What does not work is

stuff
like this:

- weighing explanations



Nope - I disagree - this works - there is considerable literature on the
issue
Solomonoff / Chaitin / Wallace / Rissanen / Barron & Cover / etc / etc.

our position is that all that literature is wrong. (i've already looked
into solomonoff in particular, and the topic in general, i take it the
others are similar).

you disagree.

ok instead of referring to "considerable literature" please refer us to
*one single specific piece of literature* which wins the argument for you
and has no mistakes

Ah -a trick question
I will assert that there is no non-trivial piece of literature that makes
no mistakes.
(perhaps excepting Pride and Prejudice - but that is not relevant to this
discussion)

- weighing criticisms (criticisms are, or at least should be, a type of
explanation)
- weighing truth

yes - I agree.

But what is OK is having explanations that mention weights. E.g. "we
should charge more for packages that weigh more because they require

more
fuel to transport". Here, a weight is used inside an explanation, but

the



explanation itself gets a yes/no evaluation.

The explanation gets a yes / no answer in the final assessment as to
whether we are willing to accept it as
scientific truth - or as a tentative-scientific-truth.
But assigning a score to the hardness-to-vary or elegance of the
explanation in intermediate steps - there is no problem there.

Some people will say "yes" and others "no".
I am not aware of a way to do this in a consistent / coherent way.
I may be wrong - if you are aware of a scheme, then please tell me.

I agree with you that the "hard to vary" criterion is too vague to get
yes/no answers consistently, or to consistently get the same answer

from
different people.

I think the "hard to vary" criterion raises some good points, but is
not

as good as BoI says it is. It's worth knowing, it's a good thing to
have in

your repertoire of ideas to think about, but it's not the solution to
epistemology.

agreed it is not a solution.
Just a very useful tool - that gets rid of a whole host of problems if

it
is not included.

A scoring method for easiness -to-vary / hardness-to-vary is far more
practical.



I don't think that's practical either. For example, consider my idea
just

now that "I don't think that's practical either". What is the
hard-to-vary

score for this idea?

Not relevant - it is not attempting to be a scientific explanation.

so you aren't trying to talk about all of epistemology, only the stuff
relevance to science?

that is completely different than what i was talking about, and what BoI
was talking about.

we were talking about general purpose ideas and how epistemology works
(full stop, in all cases). we were not talking about a limited subset of
epistemology.

if your proposals can only handle a limit subset then they aren't even
rivals. if you yourself acknowledge they don't solve epistemology, then
what's the point? and why put them up against theories in a different
(better) category -- theories which are trying to address all of
epistemology instead of a subset?

Perhaps I mis-spoke.
The approaches I am discussing discuss methods for acquiring knowledge -
and determining truth - or tentative truths.
So perhaps you can remove the word "science"?
Let me consider some more.

if we were to accept any of your ideas, and they solved say *half* of
epistemology, we'd still have to figure out what to do for the rest of
epistemology. it's much better to have one solution -- like Popper does --
to *all* of epistemology.



this is a very important and common mistake that people simply ignore a
large portion of epistemology and doesn't even try to address it. that's
not a good way to approach epistemology. do you understand?

And how does it compare to the hard to vary score for my idea earlier
that

"But what is OK is having explanations that mention weights"? And
various

other ideas from my email? I'm not sure how to come up with scores for
all

this (and make sure the same objective method is used for all scores
that

we wish to compare -- you can't score two things with two different
methods

then compare their scores), and I don't think it's easy or practical to
do

so.

You can only score explanations that are attempting to account for the
same

or related observations.

This can be taken as the length of the shortest string to encode a
universal Turing Machine to describe the explanation.
Thus you can compare two explanations and say that one is easier /

harder
to vary than the other because it
is a shorter / longer program.

That sounds a lot more like Occam's Razor than hard-to-vary. David
Deutsch

has actually criticized Occam's Razor and ideas like this. This is not
what



he was advocating in BoI.

OK - well that was not clear in BoI.
He should have given examples of hardness-to-vary in use.

he did give examples, e.g. there were some examples that had to do with
the seasons.

Still this does take away from that hard-ness to vary is very seful.

One of the problems is that "God did it" gets a high score.

An excellent question - that has been previously discussed and
addressed.

I will discuss in another email.

well, i can't very well just skip ahead and guess your defense of the
issue and then refute that. maybe you have in mind an unusual defense, i
don't know. so we've got to go one step at a time.

agreed.
I just wrote that to say I was not ignoring you - since that is a concern
you raised in the past.

-- Elliot Temple
http://curi.us/

http://curi.us/


-- 
-- 
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A step would be something like "figure out which explanations are good
and

which are bad (using the hard/easy to vary criterion).

I am interested in the wording "while still accounting for what it
purports

to account for."

it's trying to exclude arbitrary variations. e.g. it prevents varying the
idea of capitalism to the idea of a goat.

but (without elaboration) it doesn't prevent varying to stupid but
relevant assertions.

This is not stated explicitly.

the goal is not stated explicitly in that quote, so i told it to you. i thought it would 
be helpful. what's the problem?

To seems to be essential that "accounting for what it accounts for" relates
to how well the explanation explains observations.

no, it doesn't say that. not all explanations are about observations.



Otherwise the explanation "it was a series of quantum mechanical random
events" explains an awful lot.

that bad explanation can account for a lot of things, yes. therefore many 
explanations can be varied to it. that is an issue with the hard to vary criterion as 
you've quoted it here. ideas and text can be wrong (or at least incomplete). that is 
no reason to make up a new meaning it doesn't say.

The likelihood (according to the QM equations) might be vanishingly small.
So I will interpret this QM explanation (where inappropriate) as not
adequately accounting for the data - and therefore in most cases
is a "bad explanation" according to BoI.
Do you interpret this QM explanation as a good explanation?

the important thing is criticism. as long as we have open ended criticism we're 
safe from dumb stuff like varying most of our ideas about physics to blame 
quantum random events. we can criticize doing that in many contexts.

BoI does not understand the full importance of criticism.

Reasonable scientific explanations provide details about what should
happen.

For example given some initial conditions (based on observation)
Newtonian mechanics / special relativity / general relativity will

specify
where a
planet will be after some time - though they will give slightly

different
final positions.
It is then possible to determine how closely these account for the

actual
final observations



(accounting for errors in measurement and in errors of initial
conditions).

This is the "what it purports to account for".
[ To qualify as being a "good explanation" from BoI explanations have to

be
able to do this,
 since they have to be able to "account (ing) for what it purports to
account for."
]

If the explanation under consideration is probabilistic such as Quantum
Mechanics, then
the explanation assigns a probability to the outcome that we are

accounting
for.

Due to the QM case (very important) I will assume that the "accounting
for"

is a probability.

no. David hasn't brought up probability. "account for" here is more likes
"explains".

our methods of scientific progress have to deal with explanations that give
probabilistic explanations
so they can account for QM explanations.
If we cannot deal with QM explanations, then I don't consider a method of
scientific progress as being relevant to
the real world (unless of course we learn some new things and discard QM).

probability can be accounted for or explained, that doesn't make the accounting 
for a probability itself.

also FYI QM laws of physics are not probabilistic. it's fully deterministic with no 
randomness.

if you disagree, you are disagreeing with Deutsch, and it'd be up to you to explain 



where his view of physics went wrong or what your argument is or whatever.

he could have written something like "while still solving the problem it's
supposed to solve" to have about the same meaning.

I don't think he could have for the QM reason listed above.

actually since QM randomness doesn't solve many problems, this version is 
pretty much immune to that objection.

For the easier cases of deterministic science (Newton or relativity) we
can

use  0 (no match) or 1 (spot on match).
But the measurement errors also make this a probability if they are
significant.

You're advocating justificationism now FYI.

I don't mind - since there appears to be many variants of
justificationism

- and some of them may work.
This is not at all clear.

To be clear:

This is not new territory. It's not like we recently learned there are



different types of justificationism and don't yet know if any work or
not.

It's already been studied in depth, researched, etc... As you aren't
familiar with this extensive body of knowledge, you can expect a lot of
your thinking to duplicate existing work, rather than reach bold new
conclusions.

It is funny that you say it has been researched in depth.
Because as I am aware it has been researched in depth and determined

that
justificationism works.
And yet others have come to the conclusion that it has been researched

in
depth and does not work.

These research communities do not appear to interact.

Right: Popper published refutations of justificationism, and then the
justificationists did not reply. (Except a few bad replies.)

So far I have not seen a compelling refutation.

we've been over this. i asked you to explain a version of justificationism to be 
refuted. you haven't managed to do that yet. if you want a refutation, give the 
thing to be refuted.

Most of the refutations involve lines of reasoning - where an assumption is
invalid or a step is invalid.
It is much better when peoples refutations take the form of
- that approach does not account for the "God did it" explanation. (which
was an excellent objection on your part)
- that approach does not have the ability to deal with QM
etc etc



While it's always possible to come up with something new even in an
area

that has gotten a lot of attention, it can be a bit hard, especially
when

you don't know what has already been done very well. Not knowing the
existing knowledge in the field doesn't make the situation objectively
unclear.

3. adjudicating between the ideas from Step 2 using a
hardness-to-vary

criterion and selecting idea Z = the idea which is hardest to
vary.

4 attempt to falsify Z and exposes it to criticism

If idea Z is still standing, then that is our idea

It's not clear to me that you've described justificationism above.
Doesn't

that adjudication step consists of -- in substance if not form --
criticizing the easy to vary ideas and rejecting them?

I am perplexed that "dressing up" step 3 as criticism makes this
approach

non-justificationist
(since to me it is clear that step 3 is "adjudicating between

ideas").

Criticism can and does adjudicate between ideas. That isn't a bad



thing
or justificationism.

OK

So we have confirmed that following is not justificationism:
A. assigning a score to ideas based on hard-to-vary and rejecting

ideas
that have a bad score

no, i don't agree. easy to vary or not is a matter of explanation not
score. if you're scoring i think that's a mistake.

Now we are getting to the crux of the matter.
A Yes/No assessment of easy-to-vary / hard-to-vary is exceptionally
difficult to make.

If that is so, then "hard to vary" is not as good or useful a criterion
as

BoI claims

As a yes/no answer the hard-to-vary criterion appears to be difficult to
do.

I would love to hear how David would do this.
I am fairly confident that I could come up with counter examples.
A simple example is
Originally, You are comparing theory 1 with theory 2
  Theory 1 is easy to vary
  Theory 2 is hard to vary
  So you chose Theory 2
At a later time, You are comparing theory 2 with theory 3
  Theory 3 is hard to vary (harder than theory 2)
  Theory 2 is hard to vary
What do you do? You have already declared theory 2 hard to vary.



You only need to make decisions for each comparison. The same theory can
win one comparison and lose another. That isn't a problem. Judgments can be
contextual.

Here I have to disagree with you in the strongest term.
If people can randomly decide "that explanation is easy-to-vary" or "that
explanation is hard-to-vary"
depending on the day of the week - well that just isn't science.

you haven't understood how popperians think about things at all.

people solve problems. issues come up. we try to figure them out. at any given 
time, we are only thinking about a limited amount of stuff in context. something 
can be hard to vary in one context and not another.

Objectivism has the same concept of contexts. it's very important. if you don't 
understand this, you won't be able to get epistemology right. if you disagree in the 
"strongest term[s]" with one of the core concepts of epistemology, then you're 
going to be totally lost.

but you don't really disagree. you're just ignorant. the thing you're arguing against 
is not what we're talking about. it's not even close. you should focus more on 
educating yourself and less on trying to refute ideas you haven't understood.

This is hopelessly subjective - not an objective approach to science.

If I was the justificationist facing such random criticism - well I would
just ignore it - and probably
continue to ignore the person who was doing it.
[ Note: if a person had a good reason for changing a criticism - then that
is fine - but the change needs to be founded with some basis ].

as you ought to know, Popper, Deutsch, myself and also Objectivism are not 
subjectivist. when your argument involves accusing people of the opposite of their 
position, something is going badly wrong.



Put this in the progression from
(i) God did it (ii) Ptolemaic epicycles (iii) Copernicus circular orbits
(iv) Kepler elliptical orbits.

As a comparative measure then it works - you take 2 explanations and say
which
is easier - or harder to vary than the other one.

.

It wouldn't mean we should lower our standards. It would mean we should
get a better criterion that can give yes/no assessments.

Why? Because weighted assessments *do not work*. There is a lot of info
relevant to this in the choices chapter of BoI, and there are other
problems such as the issue of how weightings are assigned, what they

mean,
how they are combined, the danger that a high weighting due to

arguments A,
B and C could lead to someone ignoring criticism D, and so more

I did not assign weights to criticisms - that would be very difficult.

I measured the "hardness-to-vary" as the length of the shortest
universal

turing machine that represents the explanation.

anything but yes/no answers is talking about degrees or "weights" -- a
continuum. so if you are criticizing things for being easy to vary, and you
are evaluating the *amount* of easy-to-vary-ness, then that "amount" is
also called a "weight" as a synonym.

yes -I am assigning weights to the hardness-to-vary criterion.

But hardness to vary is not a criticism in my view.



being easy to vary is a flaw. flaws are criticisms. you don't seem to understand 
what the word "criticism" means now. again, you are trying to argue about a topic 
you haven't understood the first thing about and what's happening is just 
confusion and it's not getting anywhere because when you say things using 
words other people use, you aren't actually talking about the same concepts as 
anyone else.

in general, you have to understand what the concepts in BoI are first in order 
comment on them. when you don't know what things like "criticism" are, it's too 
early to try to say "i have a better epistemology that Popper and Elliot and will 
beat them in an argument".

Every explanation has a hardness-to-vary score - so there is no criticism.

so give some examples of ideas and their score.

Criticism are other assessments like
- that explanation implies contradiction X
- that explanation appeals to the infallibility of Y
- that explanation involves time travel (which used to be a compelling
criticism - but perhaps is no longer a compelling criticism)
- that explanation means different observers will see a different view of
the universe

that's not even close to a definition and does not explain how you're misusing the 
word.

This is not to say weightings *of some sort* can't be used for anything
ever. You can weigh steaks and buy the biggest one. You can weigh

packages
to decide how much to charge to deliver them. What does not work is

stuff
like this:

- weighing explanations



Nope - I disagree - this works - there is considerable literature on the
issue
Solomonoff / Chaitin / Wallace / Rissanen / Barron & Cover / etc / etc.

our position is that all that literature is wrong. (i've already looked
into solomonoff in particular, and the topic in general, i take it the
others are similar).

you disagree.

ok instead of referring to "considerable literature" please refer us to
*one single specific piece of literature* which wins the argument for you
and has no mistakes

Ah -a trick question
I will assert that there is no non-trivial piece of literature that makes
no mistakes.
(perhaps excepting Pride and Prejudice - but that is not relevant to this
discussion)

then you tell me which one thing i should read and refute, and why, and what i 
can expect from it. which is the best one? what standards does it live up to?

- weighing criticisms (criticisms are, or at least should be, a type of
explanation)
- weighing truth

yes - I agree.

But what is OK is having explanations that mention weights. E.g. "we
should charge more for packages that weigh more because they require

more



fuel to transport". Here, a weight is used inside an explanation, but
the

explanation itself gets a yes/no evaluation.

The explanation gets a yes / no answer in the final assessment as to
whether we are willing to accept it as
scientific truth - or as a tentative-scientific-truth.
But assigning a score to the hardness-to-vary or elegance of the
explanation in intermediate steps - there is no problem there.

Some people will say "yes" and others "no".
I am not aware of a way to do this in a consistent / coherent way.
I may be wrong - if you are aware of a scheme, then please tell me.

I agree with you that the "hard to vary" criterion is too vague to get
yes/no answers consistently, or to consistently get the same answer

from
different people.

I think the "hard to vary" criterion raises some good points, but is
not

as good as BoI says it is. It's worth knowing, it's a good thing to
have in

your repertoire of ideas to think about, but it's not the solution to
epistemology.

agreed it is not a solution.
Just a very useful tool - that gets rid of a whole host of problems if

it
is not included.

A scoring method for easiness -to-vary / hardness-to-vary is far more



practical.

I don't think that's practical either. For example, consider my idea
just

now that "I don't think that's practical either". What is the
hard-to-vary

score for this idea?

Not relevant - it is not attempting to be a scientific explanation.

so you aren't trying to talk about all of epistemology, only the stuff
relevance to science?

that is completely different than what i was talking about, and what BoI
was talking about.

we were talking about general purpose ideas and how epistemology works
(full stop, in all cases). we were not talking about a limited subset of
epistemology.

if your proposals can only handle a limit subset then they aren't even
rivals. if you yourself acknowledge they don't solve epistemology, then
what's the point? and why put them up against theories in a different
(better) category -- theories which are trying to address all of
epistemology instead of a subset?

Perhaps I mis-spoke.
The approaches I am discussing discuss methods for acquiring knowledge -
and determining truth - or tentative truths.
So perhaps you can remove the word "science"?
Let me consider some more.

then you will have to retract "not relevant" and reply to the points you'd incorrectly 
dismissed.

-- Elliot Temple



http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Your evil side?
Date: February 21, 2013 at 5:48 PM

On Feb 16, 2013, at 8:35 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://intjforum.com/showpost.php?p=3250643&postcount=44

I've had mildly sadistic tendencies my entire life. In kindergarten, I would enjoy 
knocking over classmate's block buildings and seeing them cry. Regularly got 
into fights in school, until my parents redirected said aggression into athletics.

[...]

Wanting to hurt others is not a universal human trait. Its not genetic
or anything like that. Its memetic. You learned it.

So you assert, but do not argue. You should argue and explain your assertions.

Wanting to hurt other people is a sign of a zero-sum worldview.

"is a sign of" is vague.

Its
rival is the non-zero-sum worldview. A zero-sum worldview sees the
world in terms of win/lose situations. A non-zero-sum worldview sees
the world in terms of win/win situations.

In a win/lose situation, one person wins (+1), another loses (-1), so
the sum is zero. In a win/win situation, one person wins (+1) and the
other wins too (+1), so the sum is non-zero.

This doesn't mean that a person can't have some of both, meaning that
in some situations he thinks in terms of win/win while in others he
thinks in terms of win/lose.

The reality is that its possible for any situation to be a win/win.

Another assertion without argument or explanation, and with the arrogant "the 

http://intjforum.com/showpost.php?p=3250643&postcount=44


reality is [what i say it is]" statement.

Because of this,

drawing conclusions from assertions is a bad approach.

I look for win/win's in every situation I get
involved in. This way I never sacrifice, and I never make other people
sacrifice. So I don't hurt others AND I don't hurt myself (and I don't
let others hurt me).

stop using yourself as an example. you aren't perfect so your claims aren't true 
about yourself. but that doesn't matter.

even if you were perfect that'd be no argument that what works for you will work 
for someone else, who is not perfect.

your personal life is irrelevant to which ideas are true. (except as counter 
examples, but in such cases it's better to use someone else for the example and 
if you can't find anyone else to use then maybe you misunderstood yourself so 
come up with another argument. for example, if someone claims "all people are 
infallible" you could point out a mistake you made to refute the claim, but better to 
point out a mistake someone else made)

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Problem with fallibilist justificationism
Date: February 22, 2013 at 3:43 AM

Recently it has been argued on this list that justificationism is compatible with 
fallibilism. I thought this position might be right, but I have reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to reconsider 
many of his positions. However, if his position is not compatible with falliblism, 
then he is not a fallibilist regardless of whether he says he is a fallibilist. All that is 
required to show he is a not a fallibilist is that his position implies that there is 
some part of his position that he should not reconsider, because then he is 
infallibilist about that part of his position.

Justificationism requires that there is a standard of justification. That standard 
can't be subjected to criticism because it is the standard by which everything else 
is judged. So justificationism is infallibiist.

Let's consider an example of a supposedly fallibilist justificationist position. If we 
imagine a justificationist who assigns each idea a score the rule used to assign 
the scores isn't a possible target for criticism because it is the standard by which 
everything else is judged. So this position is infalliblist about the scoring rule.

Alan

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 22, 2013 at 4:16 AM

On 22/02/2013, at 19:43, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is compatible with 
fallibilism. I thought this position might be right, but I have reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to 
reconsider many of his positions. However, if his position is not compatible with 
falliblism, then he is not a fallibilist regardless of whether he says he is a 
fallibilist. All that is required to show he is a not a fallibilist is that his position 
implies that there is some part of his position that he should not reconsider, 
because then he is infallibilist about that part of his position.

Justificationism requires that there is a standard of justification.

Could a justificationist chop and change his standards of justification? He would 
still be a justificationist but argue that he is fallible about what the best 
justifications might be.

That standard can't be subjected to criticism because it is the standard by which 
everything else is judged.

If he believed there was *only one* sure method of justification. But he might think 
there are multiple such methods. He is infallibly committed to none. Indeed, he 
could be argued out of one and then switch to some other. And then another.

This might not be sustainable, however.

So justificationism is infallibiist.

Let's consider an example of a supposedly fallibilist justificationist position. If we 
imagine a justificationist who assigns each idea a score the rule used to assign 
the scores isn't a possible target for criticism because it is the standard by which 
everything else is judged.



"*the* standard". Again, what if there was not a single standard, but many?

So this position is infalliblist about the scoring rule.

The rule used to assign scores, whatever that is, he might give up on. But then he 
might say "but of course I now see that *that* way of judging the best theory is 
flawed however what about this theory?"

However, the stance "theories are justified according to some rule - I'm not sure 
which" *that* position is surely an infallibalist one.

So, I think I understand, and agree with you, Alan.

Have I understood correctly - or is what I am saying subtly different? I do agree 
that justificationism is inherently an infallibalist position. Because the 
justificationist must be committed, infallibly, not to a particular rule: but the 
position that there must be some rule, even if he isn't sure what it is yet.

Brett.

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 22, 2013 at 4:36 AM

On 22 Feb 2013, at 09:16, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/02/2013, at 19:43, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is compatible with 
fallibilism. I thought this position might be right, but I have reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to 
reconsider many of his positions. However, if his position is not compatible with 
falliblism, then he is not a fallibilist regardless of whether he says he is a 
fallibilist. All that is required to show he is a not a fallibilist is that his position 
implies that there is some part of his position that he should not reconsider, 
because then he is infallibilist about that part of his position.

Justificationism requires that there is a standard of justification.

Could a justificationist chop and change his standards of justification? He would 
still be a justificationist but argue that he is fallible about what the best 
justifications might be.

That standard can't be subjected to criticism because it is the standard by 
which everything else is judged.

If he believed there was *only one* sure method of justification. But he might 
think there are multiple such methods. He is infallibly committed to none. 
Indeed, he could be argued out of one and then switch to some other. And then 
another.

This might not be sustainable, however.

So justificationism is infallibiist.

Let's consider an example of a supposedly fallibilist justificationist position. If 
we imagine a justificationist who assigns each idea a score the rule used to 



assign the scores isn't a possible target for criticism because it is the standard 
by which everything else is judged.

"*the* standard". Again, what if there was not a single standard, but many?

So this position is infalliblist about the scoring rule.

The rule used to assign scores, whatever that is, he might give up on. But then 
he might say "but of course I now see that *that* way of judging the best theory 
is flawed however what about this theory?"

However, the stance "theories are justified according to some rule - I'm not sure 
which" *that* position is surely an infallibalist one.

So, I think I understand, and agree with you, Alan.

Have I understood correctly - or is what I am saying subtly different? I do agree 
that justificationism is inherently an infallibalist position. Because the 
justificationist must be committed, infallibly, not to a particular rule: but the 
position that there must be some rule, even if he isn't sure what it is yet.

That is exactly right. But the very technique of expressing arguments in terms of 
what a particular person or type of person "might believe" or "might say" or "might 
be committed to" is inherently misleading. For it can be used to vitiate any 
criticism whatever (and hence is the epitome of bad argument).

To see this, note that *every* criticism of any false proposition X involves showing 
that X implies Y, where Y is either not-X (in which case one is arguing that X is 
inconsistent) or Y contradicts some background knowledge (in which case one is 
arguing, for instance, that the claim of X lacks an explanation for why that 
background knowledge is false). Therefore, if it were a valid defence of X to 
imagine a person who believes X but not Y, even though X implies Y, that would 
be an automatic method of evading all criticism.

In particular, in the case under discussion here, if the justificationist couldn't say 
*consistently* that he was a fallibilist (and Alan succinctly proves above that he 
couldn't), then pointing out anything at all that he "might believe" in addition is no 
argument against the proposition that justificationism implies infallibilism. 



Because pointing out what people could, inconsistently, say or believe, is no 
argument against anything.

-- David Deutsch

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 22, 2013 at 4:55 AM

On 22 Feb 2013, at 09:16, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/02/2013, at 19:43, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is compatible with 
fallibilism. I thought this position might be right, but I have reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to 
reconsider many of his positions. However, if his position is not compatible with 
falliblism, then he is not a fallibilist regardless of whether he says he is a 
fallibilist. All that is required to show he is a not a fallibilist is that his position 
implies that there is some part of his position that he should not reconsider, 
because then he is infallibilist about that part of his position.

Justificationism requires that there is a standard of justification.

Could a justificationist chop and change his standards of justification? He would 
still be a justificationist but argue that he is fallible about what the best 
justifications might be.

This is not a clear question. There are at least two different things you could 
mean by it:

(1) The justificationist changes to different standards for judging different issues.

(2) The justificationist changes his position on the right way to justify over time.

It is also a mistake

That standard can't be subjected to criticism because it is the standard by 
which everything else is judged.

If he believed there was *only one* sure method of justification. But he might 
think there are multiple such methods. He is infallibly committed to none. 
Indeed, he could be argued out of one and then switch to some other. And then 



another.

This might not be sustainable, however.

A person could hold multiple incompatible positions that he hasn't got around to 
examining. As such, it is a mistake to discuss a person rather than a position. So 
if we want to discuss what a person is doing we have to discuss a particular 
position that he is enacting.

If a particular person uses multiple rules the problem would arise for each 
particular justification rule.

So justificationism is infallibiist.

Let's consider an example of a supposedly fallibilist justificationist position. If 
we imagine a justificationist who assigns each idea a score the rule used to 
assign the scores isn't a possible target for criticism because it is the standard 
by which everything else is judged.

"*the* standard". Again, what if there was not a single standard, but many?

See above.

So this position is infalliblist about the scoring rule.

The rule used to assign scores, whatever that is, he might give up on. But then 
he might say "but of course I now see that *that* way of judging the best theory 
is flawed however what about this theory?"

However, the stance "theories are justified according to some rule - I'm not sure 
which" *that* position is surely an infallibalist one.

So, I think I understand, and agree with you, Alan.

Have I understood correctly - or is what I am saying subtly different? I do agree 
that justificationism is inherently an infallibalist position. Because the 
justificationist must be committed, infallibly, not to a particular rule: but the 
position that there must be some rule, even if he isn't sure what it is yet.



This is an example in which a person uses a justificationist decision rule. The rule 
by which the person is making a decision is that a particular way of making 
decisions is only justified if it is a rule for justifying stuff.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 22, 2013 at 12:42 PM

On Feb 22, 2013, at 12:43 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is compatible with 
fallibilism. I thought this position might be right, but I have reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to 
reconsider many of his positions. However, if his position is not compatible with 
falliblism, then he is not a fallibilist regardless of whether he says he is a 
fallibilist. All that is required to show he is a not a fallibilist is that his position 
implies that there is some part of his position that he should not reconsider, 
because then he is infallibilist about that part of his position.

Justificationism requires that there is a standard of justification. That standard 
can't be subjected to criticism because it is the standard by which everything 
else is judged. So justificationism is infallibiist.

Consider this argument:

Critical rationalism requires that there is a standard of criticism. That standard 
can't be subjected to criticism because it is the standard by which everything else 
is judged. So critical rationalism is infallibilist.

What do you think?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 22, 2013 at 12:43 PM

On Feb 22, 2013, at 1:16 AM, Brett Hall <brhalluk@hotmail.com> wrote:

However, the stance "theories are justified according to some rule - I'm not sure 
which" *that* position is surely an infallibalist one.

So, I think I understand, and agree with you, Alan.

Have I understood correctly - or is what I am saying subtly different? I do agree 
that justificationism is inherently an infallibalist position. Because the 
justificationist must be committed, infallibly, not to a particular rule: but the 
position that there must be some rule, even if he isn't sure what it is yet.

Consider this argument:

The stance, "theories are judged [or criticized] according to some rule [or 
standard of criticism] - I'm not sure which [but there must be one]". *That* position 
is surely an infallibilist one.

Is this argument correct?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] google copies apple's advertising *style*
Date: February 22, 2013 at 3:09 PM

http://www.macrumors.com/2013/02/21/google-introduces-the-chromebook-pixel-
to-compete-with-the-macbook-air/

http://www.macrumors.com/2013/02/22/google-glass-can-use-iphones-data-
connection-via-bluetooth/

(see the videos)

google isn't the only one.

i think it's interesting. apple's ads are *objectively better* than most companies 
were doing.

what sort of protection, if any, should apple get against such copying? apple 
innovates and if others quickly copy then arguably that innovation doesn't pay for 
itself very well. what do you think?

similar questions can be asked about android copying iOS and samsung in 
particular copying the iPhone and iPad. (and by copying so much, samsung has 
become the only company in the phone market besides apple that is making a lot 
of money. apple was the only company that figured out how to make good 
phones. do they therefore deserve *all* the profit, since the knowledge earning 
that profit is theirs? or not quite all, because they don't make low end cheap 
phones with no margins. but samsung's profit is mostly coming from their higher 
priced phones in the area where most copied apple.)

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://www.macrumors.com/2013/02/21/google-introduces-the-chromebook-pixel-to-compete-with-the-macbook-air/
http://www.macrumors.com/2013/02/22/google-glass-can-use-iphones-data-connection-via-bluetooth/
http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 22, 2013 at 5:26 PM

On 22 Feb 2013, at 17:42, Elliot Temple <curi@curi.us> wrote:

On Feb 22, 2013, at 12:43 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is compatible with 
fallibilism. I thought this position might be right, but I have reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to 
reconsider many of his positions. However, if his position is not compatible with 
falliblism, then he is not a fallibilist regardless of whether he says he is a 
fallibilist. All that is required to show he is a not a fallibilist is that his position 
implies that there is some part of his position that he should not reconsider, 
because then he is infallibilist about that part of his position.

Justificationism requires that there is a standard of justification. That standard 
can't be subjected to criticism because it is the standard by which everything 
else is judged. So justificationism is infallibiist.

Consider this argument:

Critical rationalism requires that there is a standard of criticism. That standard 
can't be subjected to criticism because it is the standard by which everything 
else is judged. So critical rationalism is infallibilist.

What do you think?

A CRist position could say that it's okay to engage in criticism of the practise of 
criticism. But a position according to which there is a successful criticism of 
engaging in criticism would not be CRist. So all that's going on there is that 
CRism says CRism is true, which is not infalliblist.

And I could redo the argument with some minor variations for justificationism. So 
the argument I gave doesn't imply that justificationism is infallibilist.



Alan

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 22, 2013 at 7:55 PM

On 23/02/2013, at 4:43, "Elliot Temple" <curi@curi.us> wrote:

On Feb 22, 2013, at 1:16 AM, Brett Hall <brhalluk@hotmail.com> wrote:

However, the stance "theories are justified according to some rule - I'm not 
sure which" *that* position is surely an infallibalist one.

So, I think I understand, and agree with you, Alan.

Have I understood correctly - or is what I am saying subtly different? I do agree 
that justificationism is inherently an infallibalist position. Because the 
justificationist must be committed, infallibly, not to a particular rule: but the 
position that there must be some rule, even if he isn't sure what it is yet.

Consider this argument:

The stance, "theories are judged [or criticized] according to some rule [or 
standard of criticism] - I'm not sure which [but there must be one]". *That* 
position is surely an infallibilist one.

A commitment to *that* position would be infallibalist, yes.

So that cannot be an explanation of what fallibalism is.

Any attempt to describe fallibalism, in an infallible way, cannot work. Consider 
why *that* position is infallibalist. What is it about it that makes it infallibalist, as it 
is expressed there, above?

Is this argument correct?

It is correct to say that attempting to capture fallibalism by using words such as 
"must" is going to lead to infallibalism.

Fallibalism, taken seriously, means we are not certain of anything. Including 
fallibalism. However one tries to express it.



Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 22, 2013 at 7:58 PM

On Feb 22, 2013, at 4:55 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 23/02/2013, at 4:43, "Elliot Temple" <curi@curi.us> wrote:

On Feb 22, 2013, at 1:16 AM, Brett Hall <brhalluk@hotmail.com> wrote:

However, the stance "theories are justified according to some rule - I'm not 
sure which" *that* position is surely an infallibalist one.

So, I think I understand, and agree with you, Alan.

Have I understood correctly - or is what I am saying subtly different? I do 
agree that justificationism is inherently an infallibalist position. Because the 
justificationist must be committed, infallibly, not to a particular rule: but the 
position that there must be some rule, even if he isn't sure what it is yet.

Consider this argument:

The stance, "theories are judged [or criticized] according to some rule [or 
standard of criticism] - I'm not sure which [but there must be one]". *That* 
position is surely an infallibilist one.

A commitment to *that* position would be infallibalist, yes.

So that cannot be an explanation of what fallibalism is.

Any attempt to describe fallibalism, in an infallible way, cannot work. Consider 
why *that* position is infallibalist. What is it about it that makes it infallibalist, as 
it is expressed there, above?

Is this argument correct?

It is correct to say that attempting to capture fallibalism by using words such as 
"must" is going to lead to infallibalism.



Fallibalism, taken seriously, means we are not certain of anything. Including 
fallibalism. However one tries to express it.

So both critical rationalism and justificationism *both* have the same problem of 
approaching fallibilism differently than the stance you brought up. Right?

What do you think is the solution for CR and why will it work or not work for Jism?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] google copies apple's advertising *style*
Date: February 22, 2013 at 8:14 PM

On 23/02/2013, at 7:10, "Elliot Temple" <curi@curi.us> wrote:

http://www.macrumors.com/2013/02/21/google-introduces-the-chromebook-
pixel-to-compete-with-the-macbook-air/

http://www.macrumors.com/2013/02/22/google-glass-can-use-iphones-data-
connection-via-bluetooth/

(see the videos)

google isn't the only one.

i think it's interesting. apple's ads are *objectively better* than most companies 
were doing.

what sort of protection, if any, should apple get against such copying? apple 
innovates and if others quickly copy then arguably that innovation doesn't pay 
for itself very well. what do you think?

similar questions can be asked about android copying iOS and samsung in 
particular copying the iPhone and iPad. (and by copying so much, samsung has 
become the only company in the phone market besides apple that is making a 
lot of money. apple was the only company that figured out how to make good 
phones. do they therefore deserve *all* the profit, since the knowledge earning 
that profit is theirs? or not quite all, because they don't make low end cheap 
phones with no margins. but samsung's profit is mostly coming from their higher 
priced phones in the area where most copied apple.)

When is technological or artistic convergence copying (stealing!) and when is it a 
consequence of the laws of physics because the best current design is simply 
that: everyone converges on the best thing. You see it all the time because the 
market wants something. Someone always gets to what the market wants most, 
first.

So...someone invents the automobile. Henry Ford mass produces them. People 
copy the internal combustion engine and then mass production. Is this stealing 

http://www.macrumors.com/2013/02/21/google-introduces-the-chromebook-pixel-to-compete-with-the-macbook-air/
http://www.macrumors.com/2013/02/22/google-glass-can-use-iphones-data-connection-via-bluetooth/


that idea? Perhaps. But in considering the ethical rightness or not of this, there 
must be something broader going on that looking at the copying in isolation.

Perhaps the deeper technology is just freely available as a consequence of 
certain scientific discoveries. For example, internal combustion might just be 
something free thinking scientists came up with and just because Ford puts it in 
mass produced cars first doesn't make it his.

Apple has a great touch screen - but they have been around for ages. The 
operating system where icons are touched to open some application - that seems 
to be what people want. So other people make stuff which touch screens and 
operating systems where you click on icons with your fingers to start programs. 
Wasn't clicking on icons something that Microsoft, and Bill Gates in particular 
came up with? According to 
http://en.wikipedia.org/wiki/History_of_the_graphical_user_interface
 Xerox preceded apple in GUI. Should apple really hand over stuff to xerox for 
copying?

It will all turn, surely, on the extent to which one can demonstrate that certain 
things really were copied. I didn't find those advertisements all that "apple". They 
look exactly the way car advertisements are shot...and have been for decades. 
Ever since cars have had "sleek lines" and the camera follows those lines around 
the automobile during a commercial...and some executive talks about the style 
and technology...that technique has been around. Apple didn't invent it that way 
of doing commercials.

Unless you mean something else about the ads that you think apple has come up 
with originally.

Brett.

-- 

http://en.wikipedia.org/wiki/History_of_the_graphical_user_interface


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] google copies apple's advertising *style*
Date: February 22, 2013 at 8:52 PM

On Feb 22, 2013, at 5:14 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 23/02/2013, at 7:10, "Elliot Temple" <curi@curi.us> wrote:

http://www.macrumors.com/2013/02/21/google-introduces-the-chromebook-
pixel-to-compete-with-the-macbook-air/

http://www.macrumors.com/2013/02/22/google-glass-can-use-iphones-data-
connection-via-bluetooth/

(see the videos)

google isn't the only one.

i think it's interesting. apple's ads are *objectively better* than most companies 
were doing.

what sort of protection, if any, should apple get against such copying? apple 
innovates and if others quickly copy then arguably that innovation doesn't pay 
for itself very well. what do you think?

similar questions can be asked about android copying iOS and samsung in 
particular copying the iPhone and iPad. (and by copying so much, samsung 
has become the only company in the phone market besides apple that is 
making a lot of money. apple was the only company that figured out how to 
make good phones. do they therefore deserve *all* the profit, since the 
knowledge earning that profit is theirs? or not quite all, because they don't 
make low end cheap phones with no margins. but samsung's profit is mostly 
coming from their higher priced phones in the area where most copied apple.)

When is technological or artistic convergence copying (stealing!) and when is it 
a consequence of the laws of physics because the best current design is simply 
that: everyone converges on the best thing. You see it all the time because the 
market wants something. Someone always gets to what the market wants most, 
first.

http://www.macrumors.com/2013/02/21/google-introduces-the-chromebook-pixel-to-compete-with-the-macbook-air/
http://www.macrumors.com/2013/02/22/google-glass-can-use-iphones-data-connection-via-bluetooth/


So...someone invents the automobile. Henry Ford mass produces them. People 
copy the internal combustion engine and then mass production. Is this stealing 
that idea? Perhaps. But in considering the ethical rightness or not of this, there 
must be something broader going on that looking at the copying in isolation.

Perhaps the deeper technology is just freely available as a consequence of 
certain scientific discoveries. For example, internal combustion might just be 
something free thinking scientists came up with and just because Ford puts it in 
mass produced cars first doesn't make it his.

Apple has a great touch screen - but they have been around for ages.

It is (mostly) not the hardware technology which was copied.

The operating system where icons are touched to open some application - that 
seems to be what people want.

That's not the issue either.

So other people make stuff which touch screens and operating systems where 
you click on icons with your fingers to start programs.

that's not the issue.

Wasn't clicking on icons something that Microsoft, and Bill Gates in particular 
came up with?

no. wtf are you talking about?

According to 
http://en.wikipedia.org/wiki/History_of_the_graphical_user_interface
Xerox preceded apple in GUI. Should apple really hand over stuff to xerox for 
copying?

You don't seem to be familiar with the case. Maybe you should look it up before 
trying to answer the question. Samsung copied UI in detail.

http://www.theverge.com/2012/8/8/3227289/samsung-apple-ux-ui-interface-

http://en.wikipedia.org/wiki/History_of_the_graphical_user_interface
http://www.theverge.com/2012/8/8/3227289/samsung-apple-ux-ui-interface-improvement


improvement

They went through the iPhone UI detail by detail and consistently changed theirs 
to be more like the iPhone.

Now, admittedly, the iPhone UI was objectively better. But Samsung was not 
inventing the same stuff a month later as the market wanted it or technology 
enabled it. they don't have designers good enough to do this stuff on their own. 
They were using the method of intentionally copying tons of small details off the 
iPhone.

They also, FYI, copied iPhone and iPad superficial physical appearance (e.g. you 
can hold up an iPad and a samsung device in court and the samsung lawyers 
can't tell which is which from a little ways off). they also copied packaging details 
to make their packaging look like Apple's. Trade dress violations like that I think 
should be illegal. i don't know a good counter argument there.

Regarding xerox, you shouldn't spread nasty myths you read on wikipedia. 
Educate yourself, or ask questions instead of trying to tell other people your 
ignorant answers. e.g.

http://obamapacman.com/2010/03/myth-copyright-theft-apple-stole-gui-from-
xerox-parc-alto/

Xerox Received Financial Compensation from Apple

http://latimesblogs.latimes.com/technology/2011/10/steve-jobs-xerox-parc.html

http://folklore.org/StoryView.py?story=On_Xerox,_Apple_and_Progress.txt

http://scholar.google.com/scholar_case?
case=3538913398421433687&hl=en&as_sdt=2&as_vis=1&oi=scholarr

All Xerox can complain of is that it has not been as successful with its Star 
copyright as Apple has been with its copyrights. Federal laws, of course, offer 
copyright holders no relief for commercial disappointment.

http://www.theverge.com/2012/8/8/3227289/samsung-apple-ux-ui-interface-improvement
http://obamapacman.com/2010/03/myth-copyright-theft-apple-stole-gui-from-xerox-parc-alto/
http://latimesblogs.latimes.com/technology/2011/10/steve-jobs-xerox-parc.html
http://folklore.org/StoryView.py?story=On_Xerox,_Apple_and_Progress.txt
http://scholar.google.com/scholar_case?case=3538913398421433687&hl=en&as_sdt=2&as_vis=1&oi=scholarr


Xerox does not even allege that Apple copied the Star work.

Xerox is putting the cart before the horse. The invalidity of Apple's copyrights 
needs to be proven before their use can be deemed false and misleading. What 
Xerox would like, to paraphrase the Red Queen, is its "Verdict first, proof 
afterward!"

(lol)

no apple didn't steal anything, no they don't owe xerox anything.

It will all turn, surely, on the extent to which one can demonstrate that certain 
things really were copied. I didn't find those advertisements all that "apple". 
They look exactly the way car advertisements are shot...and have been for 
decades. Ever since cars have had "sleek lines" and the camera follows those 
lines around the automobile during a commercial...and some executive talks 
about the style and technology...that technique has been around. Apple didn't 
invent it that way of doing commercials.

Unless you mean something else about the ads that you think apple has come 
up with originally.

you don't seem to be familiar with any of the issues or apple, so i don't see how 
you can judge whether the ads copy apple ads you aren't actually familiar with.

next i assume you'll claim HP never copies apple, while knowing nothing about 
HP or apple, and not having followed the relevant news in the last few years. why 
you will pronounce that opinion from ignorance i won't know. isn't that a bad way 
to discuss?

(or can you tell me the difference between what HP does and what samsung 
does? do you have an argument? or just no clue what i'm talking about?)

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 23, 2013 at 3:00 AM

On 23/02/2013, at 11:58, "Elliot Temple" <curi@curi.us> wrote:

On Feb 22, 2013, at 4:55 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 23/02/2013, at 4:43, "Elliot Temple" <curi@curi.us> wrote:

On Feb 22, 2013, at 1:16 AM, Brett Hall <brhalluk@hotmail.com> wrote:

However, the stance "theories are justified according to some rule - I'm not 
sure which" *that* position is surely an infallibalist one.

So, I think I understand, and agree with you, Alan.

Have I understood correctly - or is what I am saying subtly different? I do 
agree that justificationism is inherently an infallibalist position. Because the 
justificationist must be committed, infallibly, not to a particular rule: but the 
position that there must be some rule, even if he isn't sure what it is yet.

Consider this argument:

The stance, "theories are judged [or criticized] according to some rule [or 
standard of criticism] - I'm not sure which [but there must be one]". *That* 
position is surely an infallibilist one.

A commitment to *that* position would be infallibalist, yes.

So that cannot be an explanation of what fallibalism is.

Any attempt to describe fallibalism, in an infallible way, cannot work. Consider 
why *that* position is infallibalist. What is it about it that makes it infallibalist, as 
it is expressed there, above?

Is this argument correct?



It is correct to say that attempting to capture fallibalism by using words such as 
"must" is going to lead to infallibalism.

Fallibalism, taken seriously, means we are not certain of anything. Including 
fallibalism. However one tries to express it.

So both critical rationalism and justificationism *both* have the same problem of 
approaching fallibilism differently than the stance you brought up. Right?

No. What exactly is the problem with critical rationalism?

What do you think is the solution for CR and why will it work or not work for 
Jism?

I don't see a problem with critical rationalism. I don't see a problem with the way I 
understand fallibalism - it is an important part of CR. Justificationism is inherently 
infallibalist...and forms no part of CR.

I'm not sure I understand what you are getting at. Could you elaborate?

Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 23, 2013 at 3:20 AM

On Feb 23, 2013, at 12:00 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 23/02/2013, at 11:58, "Elliot Temple" <curi@curi.us> wrote:

On Feb 22, 2013, at 4:55 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 23/02/2013, at 4:43, "Elliot Temple" <curi@curi.us> wrote:

On Feb 22, 2013, at 1:16 AM, Brett Hall <brhalluk@hotmail.com> wrote:

However, the stance "theories are justified according to some rule - I'm not 
sure which" *that* position is surely an infallibalist one.

So, I think I understand, and agree with you, Alan.

Have I understood correctly - or is what I am saying subtly different? I do 
agree that justificationism is inherently an infallibalist position. Because the 
justificationist must be committed, infallibly, not to a particular rule: but the 
position that there must be some rule, even if he isn't sure what it is yet.

Consider this argument:

The stance, "theories are judged [or criticized] according to some rule [or 
standard of criticism] - I'm not sure which [but there must be one]". *That* 
position is surely an infallibilist one.

A commitment to *that* position would be infallibalist, yes.

So that cannot be an explanation of what fallibalism is.

Any attempt to describe fallibalism, in an infallible way, cannot work. Consider 
why *that* position is infallibalist. What is it about it that makes it infallibalist, 
as it is expressed there, above?



Is this argument correct?

It is correct to say that attempting to capture fallibalism by using words such 
as "must" is going to lead to infallibalism.

Fallibalism, taken seriously, means we are not certain of anything. Including 
fallibalism. However one tries to express it.

So both critical rationalism and justificationism *both* have the same problem 
of approaching fallibilism differently than the stance you brought up. Right?

No. What exactly is the problem with critical rationalism?

What do you think is the solution for CR and why will it work or not work for 
Jism?

I don't see a problem with critical rationalism. I don't see a problem with the way 
I understand fallibalism - it is an important part of CR. Justificationism is 
inherently infallibalist...and forms no part of CR.

I'm not sure I understand what you are getting at. Could you elaborate?

You are trying to refute Jism.

The argument you used, just like Alan's, works exactly as well against CR as 
against Jism. It's an equally big challenge to each of them.

Answering why it doesn't refute CR is a good way to explain why it doesn't refute 
Jism either. Take whatever your solution is for CR, alter it slightly, and you will 
have a defense of Jism.

So your refutation of Jism doesn't work.

This is exactly what happened with Alan. But he got the point. The discussion 
with him his clearer, check it out. His anti-Jism argument was clearer and he 
figured out what was going on, too.

-- Elliot Temple



http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Native Americans and US Government - Non-zero-sum? BoI 
Infinity <beginning-of-infinity@googlegroups.com>
Date: February 23, 2013 at 6:43 PM

http://intjforum.com/showpost.php?p=3264073&postcount=34

But there in lies the problem. Searching for non zero sum situations only makes 
sense if you already value the well being of the other party. Imagine the U.S. 
government in say 1870. Native Americans have land you want so you can 
negotiate a deal you can both live with, but wouldn't give you everything you 
want (U.S. +10, NAs +10), or just kill them and take their stuff (U.S. +50, NAs 
-1000). Option one would be more moral IMO, but there is nothing inconsistent 
about option two. If the well being of a particular group means nothing to you, 
then it makes sense to ignore it. Doing so probably makes you a horrible 
person, but there is nothing inconsistent about it.

How should the US Government have acted to create a non-zero-sum situation?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://intjforum.com/showpost.php?p=3264073&postcount=34
http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Re: [RP] Native Americans and US Government - Non-zero-sum?
Date: February 23, 2013 at 6:53 PM

On Feb 23, 2013, at 3:43 PM, Rami Rustom <rombomb@gmail.com> wrote:

http://intjforum.com/showpost.php?p=3264073&postcount=34

But there in lies the problem. Searching for non zero sum situations only 
makes sense if you already value the well being of the other party. Imagine the 
U.S. government in say 1870. Native Americans have land you want so you 
can negotiate a deal you can both live with, but wouldn't give you everything 
you want (U.S. +10, NAs +10), or just kill them and take their stuff (U.S. +50, 
NAs -1000). Option one would be more moral IMO, but there is nothing 
inconsistent about option two. If the well being of a particular group means 
nothing to you, then it makes sense to ignore it. Doing so probably makes you 
a horrible person, but there is nothing inconsistent about it.

How should the US Government have acted to create a non-zero-sum situation?

The real numbers are more like this:

peace: US +100, NAs + 1000
war: US +10, NAs -100

(these are relative to a hypothetical scenario where everyone sort of ignores each 
other but that would cause problems so it doesn't work very well. but that is why 
war is actually positive not negative for the US: b/c the implicit comparison is to 
something rather bad.)

He doesn't explain how he got his numbers. Peace is good for everyone (the NAs 
more, b/c they could benefit way more from learning our culture than vice versa).

For war, the US gains less, war sucks and is expensive. the NAs lose less in war 
than he said b/c now they have casinos and jeans which is way better than their 
shitty old cultures.

the other problem with this is the NAs didn't want peace. they were not civilized. 

http://intjforum.com/showpost.php?p=3264073&postcount=34


so even if the US was good enough to want only peace (and i'm not saying it 
was, i don't know, i haven't studied that history enough. well i think it wasn't but i 
don't know how close it was, maybe a few guys explaining things could have 
made the difference, or maybe peace is just implausible, i don't know).

but if everyone actually wanted peace, of course that'd be much better for 
everyone. getting land and other resources by trade is cheaper and better than 
war, by far.

what he's trying to say is that morality involves sacrifice. why is sacrificing moral? 
no answer. why is living morally going to work out worse? no answer. because 
he's a total idiot who thinks peace is bad for you but you should do it anyway. that 
is what passes for an advocate of peace today.

real liberals (e.g. Objectivists. or even Popperians. Popper was too lefty but i 
think he did value peace and thought it was actually good not a sacrifice) really 
do want peace, unlike violent altruist fools.

-- Elliot Temple
http://curi.us/

-- 
You received this message because you are subscribed to the Google Groups 
"Rational Politics" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to rational-politics-list+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://curi.us/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How does one know whether or not they are rationalizing?
Date: February 23, 2013 at 10:41 PM

On Jul 19, 2012, at 2:27 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 19/07/2012, at 12:55, "Elliot Temple" <curi@curi.us> wrote:

On Jul 18, 2012, at 7:04 PM, Brett Hall wrote:

Sam Harris wrote:

every belief requires many others to situate it in a person's overall 
representation of the world. How the loom of cognition first begins weaving is 
still a mys- tery, but there seems little doubt that we come hardwired with a 
variety of proto-linguistic, proto-doxastic (from the Greek doxa, "belief")

Popper reads "doxa" as fallible knowledge in some passages, not as "belief".

"Belief" is too ambiguous to be a good translation because it could mean "idea" 
(reasonably close to Popper) or "opinion" (or "arbitrary personal belief" or that 
kind of thing).

The "opinion" sort of meaning is how some scholars have translated doxa.

According to wikipedia, doxa means "common belief" or "popular opinion". 
Again Harris' definition is too ambiguous to know if that's what he means or 
not.

Seems clear to me. He wanted to differentiate between beliefs and "proto" 
beliefs. There is a common term among academic philosophers: doxastic. I 
didn't go to Stanford. Harris did. Maybe it's just common there. He did help the 
reader by defining what he meant. He didn't just leave it at doxastic. He actually 
put in brackets the Greek meaning. If he was trying to impress people, I reckon 
he would have left that out and made people look it up. I don't know.

You assert it's clear but still do not say which one it is of the two options I said it's 
important to differentiate between.



This is a stupid way to discuss. What is going on? I say it's unclear and say what 
it could mean. You claim it's clear and don't say which one and start talking about 
Stanford and keep using the word I said is unclear (so how is that supposed to 
communicate to me?).

Basically you totally ignored everything I said, and then pretended to reply to me. 
You aren't *engaging* in a discussion, you're just thinking about it your way and 
ignoring my way, my questions, my concerns, etc... If you want to do that, don't 
even post, just sit in a chair and think your way. You don't need me to ignore me.

Don't fake reality by pretending to have discussions that aren't discussions.

You should immediately admit your mistake and express interest in fixing it and 
try to do things about it. If you do not, the only conclusion anyone can draw is that 
you aren't going to have rational discussions (that you won't improve, since even 
in blatant cases of total failure to have a decent discussion you don't react in a 
way capable of fixing it.)

Meanwhile you should also do things like follow up about capitalism. You didn't 
follow up, denied any need to follow up, and then when pointed out why following 
up was a good idea you *didn't follow up on that either*. One starts to think you 
don't care at all about learning. Why are you here?

The wikipedia translation is insulting to some of the philosophers who spoke 
about doxa. If you put that meaning in their work, you get bad philosophy. It's 
calling them bad philosophers. But why do that when there are other 
translations in which they aren't terrible thinkers? And it's not plausible they 
were just random idiots -- their writing wouldn't still exist if it didn't seriously 
impress some of the prominent people at the time. You gotta translate this stuff 
so it's got some reasonable point to it that could have appealed to someone 
(even if it turns out to be false). It's different than modern translations of recent 
works (which, btw, are often very bad; beware trusting any translations of 
anything).

Related: official translations from japanese to English by professionals are 
routinely significantly worse than free translations by fans. One reason is the 
fans normally understand the context and problem situation of the material 
much better. Lesson: if a translation is by a paid professional, that's worth very 
very little for assuring you of its quality. (The professionals are rarely 



completely wrong. They know something. But they are often wrong by more 
than enough to distort the meaning.)

Anyway, again Harris writes low quality stuff in his book on a topic he doesn't 
know enough about. Here it looks like something of an accident but he should 
stop trying to show off and he'll have less accidents. You don't have to try to 
impress people with fancy words you've never studied, hoping they will 
assume you did study it, when actually all you did was look it up real quick.

And yes he really is trying to impress people. It's a habit for him and he does it 
all over.

Can you provide more examples?

for example, "proto-linguistic" and "situate it in a person's overall representation 
of the world" and "loom of cognition" and "there seems little doubt". in other 
words, most of the tiny quote above is examples. if you look at the rest of the 
article you'll find more. (you should have given the link when attributing that 
quote, btw)

You return to this theme again and again and I find it unconvincing. I find it 
strangely dismissive of his point and yet at the end I also find you equivocate 
when you seem to take it all back just incase Harris is getting this stuff from 
Pinker. If you want to assert Harris has some strange psychological flaw like 
wanting to impress people, that's a serious charge.

it is not a "strange psychological flaw" but one shared by the majority of 
academics, as well as some others.

"wanting to impress people" is more generic than using pretentious language. 
that flaw is shared by a majority of all people.

apparently you don't understand the nature of the charge.

The term proto-doxastic, even with the ambiguous translation, does not help 
the reader understand the topic better.



Really? I got the impression that he was making a point about beliefs versus 
stuff that we *might* be born with.

you "got the impression" rather than understood the text. that's kind of the 
problem.

for your impression you do not provide textual evidence or any arguments against 
rival impressions. you do nothing to differentiate your impression from arbitrary 
misunderstanding. so what's the point of it? again your way of discussion and 
thinking is not good enough to actually make progress.

this is a huge urgent problem you have. you should drop every and put all your 
energy into fixing it: into becoming a sufficiently rational person to have a halfway 
decent life, instead of being yet another fool.

but you're not going to. so why come here? why try to talk to one of the few 
people who notices the difference between good and bad people, good and bad 
discussion, if you're just going to persistently ignore criticism and discuss badly, 
as you've been doing?

Who knows.

Here's DD explaining how ideas are often mostly autonomous:

http://fallibleideas.com/ideas

(I have left aside, for the moment, whether there exist beliefs that do not rely 
upon any others to derive their meaning.

no you haven't. you just said there aren't! in literally the previous paragraph.

"a belief must..." means **all** beliefs. learn English, learn to think!

what an idiot.

Seems like you don't like him. Bit rough to call him an idiot when he's not here to 

http://fallibleideas.com/ideas


defend himself. Character assassination really. People can make mistakes, or 
require correction without being an idiot. Of course, you probably have your own 
definition of what an idiot *must* be. Anyone who disagrees? Idiot.

I said before what I thought an idiot was...someone who won't be moved no 
matter what the state of the world. A dogmatic person. A person who firewalls 
themselves against thinking.

Harris is an anti-dogma thinker.

Suppose he's badly wrong about most philosophy. And that someone knows this. 
By what mechanisms would Harris be able to find this out and change his mind?

No an idiot. He's actually your friend...not your enemy. You and I are friends 
though we've never met. Dawkins is your friend.

You don't get to tell me who my friends are. You are taking my enemies and 
calling them my friends.

You are shouting in my face that I don't exist, my ideas don't exist. You are 
ignoring who and what I am, denying I can exist the way I do.

This is pretty much the most disrespectful, hostile and evil thing you could post. 
Retract it immediately.

Your enemy? Dogma and those who espouse it. Especially those who would kill 
you for what u do. Does your ivory tower make u blind to jihadists? Other 
terrorists? Does it make u blind to Christians in your country who would, if only 
they had just a few more votes, democratically vote away their rights and yours 
and make the USA a theocracy? Harris is helping keep them from blowing you 
and your country up. He's your friend. Not an idiot.

You do have enemies and people who deserve to be called idiot. They're mainly 
religious.

But is Harris just an easy target? I suppose. Most of the dogmatists in the USA 
hate him. Why not you too? I better say that there, right then, I wasn't saying 
that you are a dogmatist. I'm saying that targeting Harris puts you on the same 
side as those who would take away his right, and yours, to say what you want. 



Or to be a public atheist.

Whether or not such atomic beliefs exist, it is clear that most of our beliefs are 
not of this sort.)

appeal to obviousness.

I find this presumptuous. His audience might not think its obvious. So you find it 
obvious.

Dude what is your problem. You don't know what "appeal to obviousness" means 
and then you start making nasty accusations against me?

if you don't know the basics, and have trouble with English, ask questions.

appeal to obviousness means he's arguing "X is true because X is obvious". It 
does not mean I find X obvious.

in particular he made an unargued assertion and the closest thing to an argument 
was a claim it was "clear" (obvious).

Well done. You're very smart. Are you trying to impress people by saying how 
obvious what other people say is? If you know it, it's obvious. If you 
disagree...they're idiots.

you are trying to insult me instead of learn. if you have quality criticism that's cool 
but if you just have "i know nothing but don't know i know nothing, so i will attack 
people who know more" that isn't helpful. you don't seem to have a clue what i 
said, yet you attack it instead of trying to learn.

You were caught up in wanting to say he was an idiot and you seem to want to 
read things into words I certainly would not.

this sort of unexplained, unargued and unhelpful psychological attack is 
unwelcome.

The only way to settle it would be to ask the author.



what a fallacy. authors have no authority on what they meant. you've made claims 
to be a popperian or something but then you say stuff like this and wonder why 
i'm skeptical. authority and appeal to authority to settle disagreements is not 
compatible with Popperianism.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] why do people care about appearance?
Date: February 24, 2013 at 2:28 AM

On Feb 8, 2013, at 4:23 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 08/02/2013, at 18:56, "Elliot Temple" <curi@curi.us> wrote:

On Feb 7, 2013, at 11:52 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 08/02/2013, at 15:54, "Elliot Temple" <curi@curi.us> wrote:

On Jan 16, 2013, at 7:10 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/01/2013, at 1:21, "Rami Rustom" <rombomb@gmail.com> wrote:

On Jan 16, 2013 12:24 AM, "Elliot Temple" <curi@curi.us> wrote:

b/c social expectations surrounding appearance are easy to judge. you 
can evaluate (part of) someone's level of social conformity without even 
talking to them.

by having social requirements with visible results, they are more 
enforceable. it's easier to give credit where due, and scorn where due.

I don't see my appearance, not of myself nor of my car. Only other
people do. So why should I put so much effort into it? For my benefit
or theirs?

I don't get any benefit at all, unless I *care* what other people
think of me, in which case I benefit by having them think a certain
way about me.

Isn't a consequence of Elliot's point that your appearance very much does 
affect you? What people think of you affects how they *behave* towards 
you. A couple of threads recently have touched on this. When Elliot 
mentions "credit" and "scorn" above...consider the reality of the society we 
live in.



In some cases simply the clothes you wear can be part of the causal chain 
which leads to violence towards youself. Choose to wear a KKK outfit in a 
black neighbourhood and see how long it is before you no longer 'care' 
what people think of your appearance. People's thoughts are the fuel in 
the engine of their behaviour.

Some people say that they do it for themselves. But that makes no
sense. They say it makes them feel good. But how? It's gotta be
because they *care* what other's think of them, and so what they mean
by "it makes them feel good" is that they feel good that others are
thinking about them a certain way, aka social approval.

I suppose social approval isn't bad. Or good. It's got no moral valence.

Working for social approval is bad and corrupting. It matters a lot morally.

Right. *Working for* social approval is bad. Having social approval, despite 
your actions, or incidentally, has no moral valence. It just happens 
coincidentally sometimes. None of what I was saying above was about 
*working for*.

I don't think it's ever happened that someone coincidentally had significant 
social approval. The rules are too extensive, complex, and sometimes bizarre.

Everyone does at least some mild steps to have some low level of social 
approval (enough to e.g. not get arrested). This is a bit dangerous, but also 
useful. No one gets a lot of social approval without doing rather more than this 
-- never just pure luck -- and that is much more dangerous.

If you think you have a counter example, let's hear it.

I'm unsure about any of this. Do you think seeking social approval is something 
in the forefront of consciousness for many people? Is it subconscious? Thinking 
now about me personally, I actually cannot say. I think I just do what is 
convenient. An example with "fashion":

I walk into a store, pay little attention to what is on the rack. If it fits and I like it, I 
buy. I actually can't recall if I think: "will other people like this?" But then, I 



wonder now if the reason I would like, or not, what it is I purchase is some 
function of a broader cultural norm (i.e: others like what ai purchase. That must 
be the case in some trivial sense, because it is on the rack and selling. It's a 
simple consequence of an approximation to capitalism, right? What is available 
is what people like and so what is available for me to buy, regardless of whether 
I am thinking of whether "people" will like it.)

Are you suggesting I do, in some subconscious way seek approval with such 
purchases? The easiest way I find to clothe myself, cheaply and without much 
effort is to pay little attention to what's sold. Whatever is mass produced: hell, 
good enough. I know some people go from store to store. I hate that. I think I fit 
the stereotype of many males in this regard. Not all, but many. Freakin' 
conforming to social expectation of fashion, who cares? Just buy what's for sale 
in my size and is comfortable. I don't seek to rebel, I don't seek to fit it. I seek to 
minimise time in some store buying stuff. I got better things to do. Right?

As just one example:

Consider the males who dislike going store to store putting an effort into clothes 
shopping. A lot of them buy/have/wear ties. Ties are worn for social reasons, not 
because of plain old utility.

As to your argument, it's unclear what you are arguing. Are you claiming to do 
very little work and get quite a large amount of social approval? That would be a 
counter example but doesn't sound like your claim. If you're claiming to do a 
minimal amount of work and get a minimal amount of approval, I already said that 
does happen. Then I asked for counter examples and you wrote this stuff, but 
didn't say why you wrote it.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: [RP] Getting banned for what? BoI Infinity <beginning-of-
infinity@googlegroups.com>, rational-politics-list@googlegroups.com
Date: February 24, 2013 at 9:24 AM

On 2/13 a poster on a forum I was on emailed me suggesting that I join
intjforum.com. She did this partly because she saw that I wasn't a
good fit for her forum -- apparently I analyzed and disagreed too
much.

So I started on the intj forum (username rombomb), specifically in the
Philosophy and Ethics section, and I started slow (relative to me on
other forums). I started posting on a few threads trying to get a feel
for the culture of the forum. I was pleased to see that there were
lots of people willing to analyze and disagree a lot.

Within 2 days I was posting 30-40 posts a day.

In some of the threads some major ideas became a bottleneck, e.g. how
to judge ideas. So in these cases what I did was one of two things:
(1) link to an essay from me or Elliot, or (2) I started a new thread
which was a repost of an essay from me or Elliot.

This went on for 10 days and then I was banned for spamming. No one
contacted me. I was just banned, for ever, according to the automated
message that pops up when I login.

So I looked up the rules under spamming and I didn't break any of the rules.

Had someone told me that they consider what I'm doing spamming, and
specifically explained to me what I shouldn't be doing, I'd stop. The
forum is private property and the moral choice is to follow the rules
of the owner, even if they created a new rule in light of my "new"
posting style. But no one contacted me to explain.

So I have been judged unfairly. I've been branded a bad person,
without opportunity for appeal (I can't contact them). This conflicts
with the tradition "innocent until proven guilty".

I checked my member page (without logging in) and noticed that 30 to



50 of my posts had been deleted. All of my OP's that had no replies
and that were reposts of essays were deleted. And some of my posts in
other threads were deleted (I think because I posted too many links in
them).

Something I found ironic is that one of the posts that was deleted was
in response to an OP where the poster said that he's a philosophy
student whose professor said that he's a (Platonic) idealist, and he
wanted to know what that means. So I explained, and then I went
further explaining that I expect that his professor is a
justificationist and that the rival epistemology is CR, and I linked
to my OP on Jism vs CRism (which was a repost from my blog). At the
end of the post I said that he should decide for himself which
epistemology he agrees with. Maybe he didn't read my post in time
(before it was deleted). That sucks!

Another thing I find interesting is that on this forum I had more
success than on any other non-Popperian forum. By "success" I mean
having discussions that reached conclusions (e.g. on abortion) instead
of dying as soon as I disagreed with a poster.

So why was I banned? Maybe a computer algorythm did it automatically.
Or maybe a person decided.

Should I have been banned? Was I spamming? I don't think so. Ever link
I posted was relevant to the topic. And each link I provided is an
opportunity to learn more. You'd think that a philosophy forum would
like that.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
You received this message because you are subscribed to the Google Groups 
"Rational Politics" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to rational-politics-list+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: [BoI] most important concept
Date: February 24, 2013 at 8:12 PM

What is the most important concept? And why?

Your answer should be short and clear, e.g. "love" or "curiosity". Then elaborate 
afterwards. But give a direct answer first.

-- Elliot Temple
http://curi.us/

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://curi.us/
https://groups.google.com/groups/opt_out


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] most important concept
Date: February 24, 2013 at 8:36 PM

On Sun, Feb 24, 2013 at 7:12 PM, Elliot Temple <curi@curi.us> wrote:
What is the most important concept? And why?

This is already been answered in BoI.

Criticism. Because with criticism, all else is possible. By "possible"
I mean *all problems are soluble*.

An anti-criticism approach halts progress.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] most important concept
Date: February 24, 2013 at 8:43 PM

On Feb 24, 2013, at 5:36 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Feb 24, 2013 at 7:12 PM, Elliot Temple <curi@curi.us> wrote:
What is the most important concept? And why?

This is already been answered in BoI.

Criticism. Because with criticism, all else is possible. By "possible"
I mean *all problems are soluble*.

An anti-criticism approach halts progress.

Where does BoI say that? Quote?

-- Elliot Temple
http://beginningofinfinity.com/

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://beginningofinfinity.com/
https://groups.google.com/groups/opt_out


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] most important concept
Date: February 24, 2013 at 8:59 PM

On Sun, Feb 24, 2013 at 7:43 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 24, 2013, at 5:36 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Feb 24, 2013 at 7:12 PM, Elliot Temple <curi@curi.us> wrote:
What is the most important concept? And why?

This is already been answered in BoI.

Criticism. Because with criticism, all else is possible. By "possible"
I mean *all problems are soluble*.

An anti-criticism approach halts progress.

Where does BoI say that? Quote?

It doesn't answer the specific question "What is the most important
concept". But it did say that criticism is the most important
tradition responsible for our open society since the Enlightenment
(and responsible for the open society of ancient greeks).

I did a quick search in BoI:

However, rebellion against authority cannot by itself be what made the 
difference. Authorities have been rejected many times in history, and only rarely 
has any lasting good come of it. The usual sequel has merely been that new 
authorities replaced the old. What was needed for the sustained, rapid growth of 
knowledge was a tradition of criticism. Before the Enlightenment, that was a 
very rare sort of tradition: usually the whole point of a tradition was to keep 
things the same.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] most important concept
Date: February 24, 2013 at 9:02 PM

On Feb 24, 2013, at 5:59 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Feb 24, 2013 at 7:43 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 24, 2013, at 5:36 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Feb 24, 2013 at 7:12 PM, Elliot Temple <curi@curi.us> wrote:
What is the most important concept? And why?

This is already been answered in BoI.

Criticism. Because with criticism, all else is possible. By "possible"
I mean *all problems are soluble*.

An anti-criticism approach halts progress.

Where does BoI say that? Quote?

It doesn't answer the specific question "What is the most important
concept". But it did say that criticism is the most important
tradition responsible for our open society since the Enlightenment
(and responsible for the open society of ancient greeks).

I did a quick search in BoI:

However, rebellion against authority cannot by itself be what made the 
difference. Authorities have been rejected many times in history, and only 
rarely has any lasting good come of it. The usual sequel has merely been that 
new authorities replaced the old. What was needed for the sustained, rapid 
growth of knowledge was a tradition of criticism. Before the Enlightenment, 
that was a very rare sort of tradition: usually the whole point of a tradition was 
to keep things the same.

There exists a lot of criticism that is not taken seriously, or otherwise not used in 
the right way. Therefore, something more than criticism is needed. There's 



something else, some moral issue. Right?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] most important concept
Date: February 24, 2013 at 9:11 PM

On Sun, Feb 24, 2013 at 8:02 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 24, 2013, at 5:59 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Feb 24, 2013 at 7:43 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 24, 2013, at 5:36 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Feb 24, 2013 at 7:12 PM, Elliot Temple <curi@curi.us> wrote:
What is the most important concept? And why?

This is already been answered in BoI.

Criticism. Because with criticism, all else is possible. By "possible"
I mean *all problems are soluble*.

An anti-criticism approach halts progress.

Where does BoI say that? Quote?

It doesn't answer the specific question "What is the most important
concept". But it did say that criticism is the most important
tradition responsible for our open society since the Enlightenment
(and responsible for the open society of ancient greeks).

I did a quick search in BoI:

However, rebellion against authority cannot by itself be what made the 
difference. Authorities have been rejected many times in history, and only 
rarely has any lasting good come of it. The usual sequel has merely been 
that new authorities replaced the old. What was needed for the sustained, 
rapid growth of knowledge was a tradition of criticism. Before the 
Enlightenment, that was a very rare sort of tradition: usually the whole point 
of a tradition was to keep things the same.



There exists a lot of criticism that is not taken seriously, or otherwise not used in 
the right way. Therefore, something more than criticism is needed. There's 
something else, some moral issue. Right?

Progress. A person won't do/address criticism without wanting progress.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] most important concept
Date: February 24, 2013 at 9:32 PM

On Feb 24, 2013, at 6:11 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Feb 24, 2013 at 8:02 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 24, 2013, at 5:59 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Feb 24, 2013 at 7:43 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 24, 2013, at 5:36 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Feb 24, 2013 at 7:12 PM, Elliot Temple <curi@curi.us> wrote:
What is the most important concept? And why?

This is already been answered in BoI.

Criticism. Because with criticism, all else is possible. By "possible"
I mean *all problems are soluble*.

An anti-criticism approach halts progress.

Where does BoI say that? Quote?

It doesn't answer the specific question "What is the most important
concept". But it did say that criticism is the most important
tradition responsible for our open society since the Enlightenment
(and responsible for the open society of ancient greeks).

I did a quick search in BoI:

However, rebellion against authority cannot by itself be what made the 
difference. Authorities have been rejected many times in history, and only 
rarely has any lasting good come of it. The usual sequel has merely been 
that new authorities replaced the old. What was needed for the sustained, 
rapid growth of knowledge was a tradition of criticism. Before the 



Enlightenment, that was a very rare sort of tradition: usually the whole point 
of a tradition was to keep things the same.

There exists a lot of criticism that is not taken seriously, or otherwise not used 
in the right way. Therefore, something more than criticism is needed. There's 
something else, some moral issue. Right?

Progress. A person won't do/address criticism without wanting progress.

So are you changing your answer?

You haven't made it clear.

Also, many people who do not use criticism in the best way say they want 
progress, and applaud when the laser, space shuttle or iPhone is invented. Or the 
skyscraper or cure for cancer. So you're claiming those people do not want 
progress, despite these statements and actions? Isn't that something that 
requires elaboration?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Babak S <babaks@gmail.com>
Cc: alanmichaelforrester@googlemail.com
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 25, 2013 at 2:08 AM

On Friday, February 22, 2013 5:26:30 PM UTC-5, Alan Forrester wrote:

Justificationism requires that there is a standard of justification.
That standard can't be subjected to criticism because it is the standard by
which everything else is judged. So justificationism is infallibiist.

Consider this argument:

Critical rationalism requires that there is a standard of criticism.
That standard can't be subjected to criticism because it is the standard by
which everything else is judged. So critical rationalism is infallibilist.

What do you think?

A CRist position could say that it's okay to engage in criticism of the
practise of criticism. But a position according to which there is a
successful criticism of engaging in criticism would not be CRist. So all
that's going on there is that CRism says CRism is true, which is not
infalliblist.

And I could redo the argument with some minor variations for
justificationism. So the argument I gave doesn't imply that
justificationism is infallibilist.

How would you redo this argument for justificationism?

Trying "A justificationist could say that it's okay to change the standard
of justification. The position according to which there is a successful
justification of this change would not be part of justificationism."
doesn't work, since then a justificationist would be free to justify X and
not-X by simply changing the standard of justification freely and without
justification. In other words, justificationism would be inherently
inconsistent.  Justificationism does indeed require an ultimate standard of



justification.

The same is not true of critical rationalism, which does not really require
an uncritical standard of criticism, as you explained.

- Babak.

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Jon Oliver <jon_oliver@trendmicro.com.au>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism - relevancy 
of my points
Date: February 24, 2013 at 11:23 PM

On Thursday, 21 February 2013 18:06:35 UTC+11, Elliot Temple wrote:

On Feb 20, 2013, at 10:47 PM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>
wrote:

we were talking about general purpose ideas and how epistemology works
(full stop, in all cases). we were not talking about a limited subset

of
epistemology.

if your proposals can only handle a limit subset then they aren't even
rivals. if you yourself acknowledge they don't solve epistemology, then
what's the point? and why put them up against theories in a different
(better) category -- theories which are trying to address all of
epistemology instead of a subset?

Perhaps I mis-spoke.
The approaches I am discussing discuss methods for acquiring knowledge -
and determining truth - or tentative truths.
So perhaps you can remove the word "science"?
Let me consider some more.

then you will have to retract "not relevant" and reply to the points you'd
incorrectly dismissed.



Hi Elliot

I have carefully checked BoI.
I am right on point.

Here is a summary of the first 17 pages.
My discussion is completely related to this topics.

p1    Discussing stars and dots in the night sky
    paragraph about transmutation of elements
p2    paragraph about Milky Way galaxy / supernovae
    paragraph about gamma ray burst
    paragraph about quasars
p3    paragraph about Black holes
    "How do we know? One of the most remarkable things about science ..."
    "Scientific theories are explanations: assertions about what is there
and how it behaves."
p4     Page about Empiricism and Popper
p5    Page about repitition and inductive inference
p6    inductivism continued
p7    inductivism continued
p8    page about stars in night sky
p9    Justificationism
    conjecture
p10    Popper and observations
p11    "I am not asking what authority scientific is derived from, or rests
on.
    I mean, literally, by what process do ever truer and more detailed
explanations
    about the world come to be represented physically in our brains?"
p12    pagaraph about discoveries
    "What made science effective at understanding the physical world when
    all previous ways had failed?"
    paragraph about the scientific revolution
p13    paragraph about rejecting authority
    paragraph about criticism and testability
p14    paragraph about Galileo
    further paragraphs about testability
p15    paragraphs about instrumentalism
p16    rules of thumb



p17    "The example of a conjuring trick illustrates how observations
provide problems for science - ..."

I will not bother continuing.

I am unaware of the exact generalizations that you are considering.
But the approach that I have been talking about are (i) completely on point
for all the topics discussed
and (ii) is a very general method for assessing explanations (as described
in BoI)
     explanations: assertions about what is there and how it behaves.

Cheers
Jon

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] towards a better, fallibilist version of justificationism - relevancy 
of my points
Date: February 25, 2013 at 3:15 AM

On Feb 24, 2013, at 8:23 PM, Jon Oliver <jon_oliver@trendmicro.com.au> wrote:

On Thursday, 21 February 2013 18:06:35 UTC+11, Elliot Temple wrote:

On Feb 20, 2013, at 10:47 PM, Jon Oliver 
<jon_o...@trendmicro.com.au<javascript:>>
wrote:

we were talking about general purpose ideas and how epistemology works
(full stop, in all cases). we were not talking about a limited subset

of
epistemology.

if your proposals can only handle a limit subset then they aren't even
rivals. if you yourself acknowledge they don't solve epistemology, then
what's the point? and why put them up against theories in a different
(better) category -- theories which are trying to address all of
epistemology instead of a subset?

Perhaps I mis-spoke.
The approaches I am discussing discuss methods for acquiring knowledge -
and determining truth - or tentative truths.
So perhaps you can remove the word "science"?
Let me consider some more.



then you will have to retract "not relevant" and reply to the points you'd
incorrectly dismissed.

Hi Elliot

I have carefully checked BoI.
I am right on point.

What is on point? Your original statement or your retraction?

Here is a summary of the first 17 pages.
My discussion is completely related to this topics.

p1    Discussing stars and dots in the night sky
   paragraph about transmutation of elements
p2    paragraph about Milky Way galaxy / supernovae
   paragraph about gamma ray burst
   paragraph about quasars
p3    paragraph about Black holes
   "How do we know? One of the most remarkable things about science ..."
   "Scientific theories are explanations: assertions about what is there
and how it behaves."
p4     Page about Empiricism and Popper

To clarify: BoI is *against* empiricism.

p5    Page about repitition and inductive inference
p6    inductivism continued
p7    inductivism continued
p8    page about stars in night sky
p9    Justificationism
   conjecture
p10    Popper and observations
p11    "I am not asking what authority scientific is derived from, or rests
on.
   I mean, literally, by what process do ever truer and more detailed
explanations
   about the world come to be represented physically in our brains?"



p12    pagaraph about discoveries
   "What made science effective at understanding the physical world when
   all previous ways had failed?"
   paragraph about the scientific revolution
p13    paragraph about rejecting authority
   paragraph about criticism and testability
p14    paragraph about Galileo
   further paragraphs about testability
p15    paragraphs about instrumentalism
p16    rules of thumb
p17    "The example of a conjuring trick illustrates how observations
provide problems for science - ..."

I will not bother continuing.

Will you bother explaining your interpretation of any of this and say which thing 
you think you were correct about and why? And what that has to do with any text 
from BoI?

-- Elliot Temple
http://fallibleideas.com/

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://fallibleideas.com/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 25, 2013 at 3:19 AM

On Feb 24, 2013, at 11:08 PM, Babak S <babaks@gmail.com> wrote:

On Friday, February 22, 2013 5:26:30 PM UTC-5, Alan Forrester wrote:

Justificationism requires that there is a standard of justification.
That standard can't be subjected to criticism because it is the standard by
which everything else is judged. So justificationism is infallibiist.

Consider this argument:

Critical rationalism requires that there is a standard of criticism.
That standard can't be subjected to criticism because it is the standard by
which everything else is judged. So critical rationalism is infallibilist.

What do you think?

A CRist position could say that it's okay to engage in criticism of the
practise of criticism. But a position according to which there is a
successful criticism of engaging in criticism would not be CRist. So all
that's going on there is that CRism says CRism is true, which is not
infalliblist.

And I could redo the argument with some minor variations for
justificationism. So the argument I gave doesn't imply that
justificationism is infallibilist.

How would you redo this argument for justificationism?

Trying "A justificationist could say that it's okay to change the standard
of justification. The position according to which there is a successful
justification of this change would not be part of justificationism."
doesn't work, since then a justificationist would be free to justify X and



not-X by simply changing the standard of justification freely and without
justification.

Could a critical rationalists criticize both X and not-X by changing the standard of 
criticism?

In other words, justificationism would be inherently inconsistent.

Would that make CR inherently inconsistent?

 Justificationism does indeed require an ultimate standard of
justification.

The same is not true of critical rationalism, which does not really require
an uncritical standard of criticism, as you explained.

What does that mean? How does it address the argument about X and not-X?

-- Elliot Temple
http://elliottemple.com/

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://elliottemple.com/
https://groups.google.com/groups/opt_out


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 25, 2013 at 3:30 AM

On 22 Feb 2013, at 22:26, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 17:42, Elliot Temple <curi@curi.us> wrote:

On Feb 22, 2013, at 12:43 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is compatible with 
fallibilism. I thought this position might be right, but I have reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to 
reconsider many of his positions. However, if his position is not compatible 
with falliblism, then he is not a fallibilist regardless of whether he says he is a 
fallibilist. All that is required to show he is a not a fallibilist is that his position 
implies that there is some part of his position that he should not reconsider, 
because then he is infallibilist about that part of his position.

Justificationism requires that there is a standard of justification. That standard 
can't be subjected to criticism because it is the standard by which everything 
else is judged. So justificationism is infallibiist.

Consider this argument:

Critical rationalism requires that there is a standard of criticism. That standard 
can't be subjected to criticism because it is the standard by which everything 
else is judged. So critical rationalism is infallibilist.

What do you think?

A CRist position could say that it's okay to engage in criticism of the practise of 
criticism. But a position according to which there is a successful criticism of 
engaging in criticism would not be CRist. So all that's going on there is that 
CRism says CRism is true, which is not infalliblist.



And I could redo the argument with some minor variations for justificationism. 
So the argument I gave doesn't imply that justificationism is infallibilist.

Ah, but wait a minute I may have gone too fast. If all criticism in a justificationist 
position was criticism of the form "this isn't justified", then criticism would just be 
another way of talking about justification. In that situation, no real criticism would 
be compatible with that justifcationist position.

So then the question to ask is the following. Is non-justificational criticism 
compatible with a justificationist position? Let's suppose that it is. Then any 
supposed justification (any argument intended to show a position is true, or more 
likely to be true than its rivals) would always be open to being knocked out by a 
non-justificational criticism. But then the justification wouldn't show that the 
"justified" position is true or more likely to be true than its rivals, so there can't be 
any non-justificational criticisms.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 25, 2013 at 3:49 AM

On Feb 25, 2013, at 12:30 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 22:26, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 17:42, Elliot Temple <curi@curi.us> wrote:

On Feb 22, 2013, at 12:43 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is compatible 
with fallibilism. I thought this position might be right, but I have reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to 
reconsider many of his positions. However, if his position is not compatible 
with falliblism, then he is not a fallibilist regardless of whether he says he is 
a fallibilist. All that is required to show he is a not a fallibilist is that his 
position implies that there is some part of his position that he should not 
reconsider, because then he is infallibilist about that part of his position.

Justificationism requires that there is a standard of justification. That 
standard can't be subjected to criticism because it is the standard by which 
everything else is judged. So justificationism is infallibiist.

Consider this argument:

Critical rationalism requires that there is a standard of criticism. That standard 
can't be subjected to criticism because it is the standard by which everything 
else is judged. So critical rationalism is infallibilist.

What do you think?

A CRist position could say that it's okay to engage in criticism of the practise of 



criticism. But a position according to which there is a successful criticism of 
engaging in criticism would not be CRist. So all that's going on there is that 
CRism says CRism is true, which is not infalliblist.

And I could redo the argument with some minor variations for justificationism. 
So the argument I gave doesn't imply that justificationism is infallibilist.

Ah, but wait a minute I may have gone too fast. If all criticism in a justificationist 
position was criticism of the form "this isn't justified", then criticism would just be 
another way of talking about justification. In that situation, no real criticism would 
be compatible with that justifcationist position.

So then the question to ask is the following. Is non-justificational criticism 
compatible with a justificationist position? Let's suppose that it is. Then any 
supposed justification (any argument intended to show a position is true, or 
more likely to be true than its rivals)

That is not what justification means.

To understand my position, you have to stop defining justification that way, which 
my position says is incorrect.

You are *defining* justification here as either infallibilist or an infallibilist evasion 
(the likely thing).

(I think. It's hard to tell what statements like "show a position is true" are 
supposed to mean.)

In my view, the definition you give does not correspond to the important concept 
that needs a name and is a dominant mistake in epistemology, which I (and 
Popper, but not Deutsch) try to call "justificationism". This concept has to do with 
things like positive arguments (justifying arguments) as opposed to negative 
arguments (critical arguments). Even if the positive arguments have the same 
goal as the negative arguments (a fallibilism-compatible goal, let's say), they are 
still a very large and important mistake.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] most important concept
Date: February 25, 2013 at 6:47 PM

On Feb 24, 2013 8:32 PM, "Elliot Temple" <curi@curi.us> wrote:

On Feb 24, 2013, at 6:11 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Feb 24, 2013 at 8:02 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 24, 2013, at 5:59 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Feb 24, 2013 at 7:43 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 24, 2013, at 5:36 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Feb 24, 2013 at 7:12 PM, Elliot Temple <curi@curi.us> wrote:
What is the most important concept? And why?

This is already been answered in BoI.

Criticism. Because with criticism, all else is possible. By "possible"
I mean *all problems are soluble*.

An anti-criticism approach halts progress.

Where does BoI say that? Quote?

It doesn't answer the specific question "What is the most important
concept". But it did say that criticism is the most important
tradition responsible for our open society since the Enlightenment
(and responsible for the open society of ancient greeks).

I did a quick search in BoI:

However, rebellion against authority cannot by itself be what made the 
difference. Authorities have been rejected many times in history, and only 



rarely has any lasting good come of it. The usual sequel has merely been 
that new authorities replaced the old. What was needed for the sustained, 
rapid growth of knowledge was a tradition of criticism. Before the 
Enlightenment, that was a very rare sort of tradition: usually the whole 
point of a tradition was to keep things the same.

There exists a lot of criticism that is not taken seriously, or otherwise not used 
in the right way. Therefore, something more than criticism is needed. There's 
something else, some moral issue. Right?

Progress. A person won't do/address criticism without wanting progress.

So are you changing your answer?

You haven't made it clear.

Also, many people who do not use criticism in the best way say they want 
progress, and applaud when the laser, space shuttle or iPhone is invented. Or 
the skyscraper or cure for cancer. So you're claiming those people do not want 
progress, despite these statements and actions? Isn't that something that 
requires elaboration?

Yes I'm changing my answer. I meant progress for oneself -- individual
progress. A person won't do/seek/address criticism without wanting
progress for himself.

But, wanting progress can't happen unless one believes that progress
is possible (unless one wants the impossible). So the belief that *all
problems are soluble* comes first.

Now I'm retracting my answer. I want to consider reframing the
problem. What criteria matter in answering the question "What is the
most important concept"?

-- Rami

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fwd: Problem with fallibilist justificationism
Date: February 26, 2013 at 4:15 AM

With permission, some discussion relating to justificationism:

Begin forwarded message:

From: Elliot Temple <curi@curi.us>
Date: February 26, 2013 12:34:56 AM PST

On Feb 26, 2013, at 12:11 AM, Dan Frank <danjfrank@gmail.com> wrote 
elsewhere:

On Mon, Feb 25, 2013 at 11:48 PM, Elliot Temple <curi@curi.us> wrote 
elsewhere:

justificationism is, in short and approximately, the mistake of thinking there are 
such thing as supporting arguments.

where do you stand on this? e.g. do you agree this is a mistake? do you not 
see what this mistake has to do with the word "justificationism"? or do you 
agree with my sentence but not know what the debate is about?

I'm not sure where I stand on this.  I think I haven't read enough
Popper (or you?) to fully understand it.  I think I understand the
idea that a single valid criticism refutes an argument.  But I don't
really get the next step.  I don't see how it follows that a positive
argument is impossible.

it doesn't follow. that's not how one gets there. separate points. (well no doubt 
there's some connections)

popper explains why positive arguments don't work at great length. he has many 
different crushing arguments.

an approach i like is this:

i challenge you to define the rules determining which ideas do or do not support 



which other ideas, and how much.

this is a challenge no one has met (or can meet). it doesn't directly explain 
impossibility (but if you make several attempts you can start to see themes and 
what the difficulties are and get a sense of why it won't work). but impossibility is 
maybe not so important as long as you realize that you have no working method. 
(that leaves open wasting your life trying to research a method. but most people 
don't do that. and the ones who do know a lot more about the subject which 
makes it easier to tell them other arguments relying on a lot of background 
knowledge)

another argument is this:

any supporting thing is compatible with infinitely many conclusions. whatever 
conclusion you claim it supports, it's also compatible with stuff that contradicts 
your conclusion.

note that "compatible" means "does not contradict".

the basic problem of supporting arguments can be put like this: find a meaning of 
"support" which is more restrictive than "compatible" but without going wrong. 
compatibility isn't enough of a sort of "support" to achieve their goals, but 
whenever they try to strengthen it their system immediately is full of big flaws.  
(again this isn't so much a proof as a challenge: you're welcome to try to fix the 
problem. i haven't proven it can't be fixed.)

Popper has an actual logical proof covering some of this but i don't think it's any 
more helpful than these arguments. also a lot of what popper says about 
induction, and the asymmetry between positive and negative arguments, is 
relevant.

One thing that's also confusing is that when I have tried to think of
valid positive arguments in the past they could always be rephrased
into a criticism (I think I remember you and Alan talking about this).
So... it was unclear if this meant that these weren't *real* positive



arguments, or if the idea that positive arguments are bullshit was
itself mistaken.

if they can be rephrased as criticism, with no change of content, then they were 
basically fine. often rephrasing changes them a little. the main point was fine but 
some details weren't ideal. usually when people rephrase they are keeping the 
main point but not keeping everything identical. this is basically fine enough, but 
usually the rephrasing does improve things a bit.

but some arguments cannot be rephrased at all. they are wrong.

it's kinda hard to give examples of this b/c they will all sound dumb.

e.g. "BoI is true b/c DD wrote it" doesn't rephrase well.

ok here's another way to put it.

someone claims "X supports Y". i ask, "Why?" (so i'm sort of stuck in the role of 
challenging their non sequitur)

but you are aware of rephrasing positive arguments as negative. ok great. so 
consider this. let's rephrase it. "X refutes non-Y". well is that true? no. X does not 
refute all non-Y. so that's why the argument is no good!

rather, X refutes some non-Y, and does not refute Y. but also X fails to refute 
many things incompatible with Y.

so as a critical argument, X works fine. it refutes a big set of things. but as a 
supporting argument, it can only be deemed to "support" the ENTIRE set of ideas 
it doesn't refute, not any particular one. (how much does it support them? the 
amount has no meaning because it must be equal for all of them).

so now we see that ideas end up only in two categories. the set refuted by X, and 
the set that is not refuted by X.

this is, suffice it to say, not the mainstream view of the matter, not what 



inductivists think, not what justificationists think. part of your issue might be not 
reading a lot of what they think and how dumb it is.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: railguage48 <hlogoma@gmail.com>
Subject: [BoI] Re: most important concept
Date: February 26, 2013 at 9:02 AM

I would have to acknowledge that from my reading of BOI, I fastened
onto Dialogue as an important concept.

Dialogue.

I think dialogue would be a likely candidate. If you have a culture
wherein you encourage dialogue one could suggest that out of this
might come the art of listening and even the art of criticicm.

So, if we are listening to each other with the intent to understand
each other and then once understanding we begin to criticize the ideas
which were exchanged in the dialogue we begin to realize a more
refined level of the ideas emerging so much so that we as a society
see benefit in encouraging more dialogue, listening and the eventual
'good explanation'.

Out of a  'good explanation' then, we might see the advance of many
fields that are integral to growth of a more inclusive democratic
society.

On Feb 24, 7:12 pm, Elliot Temple <c...@curi.us> wrote:
What is the most important concept? And why?

Your answer should be short and clear, e.g. "love" or "curiosity". Then elaborate 
afterwards. But give a direct answer first.

-- Elliot Templehttp://curi.us/

-- 

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] most important concept
Date: February 26, 2013 at 2:41 PM

On Mon, Feb 25, 2013 at 5:47 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Feb 24, 2013 8:32 PM, "Elliot Temple" <curi@curi.us> wrote:

On Feb 24, 2013, at 6:11 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Feb 24, 2013 at 8:02 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 24, 2013, at 5:59 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Feb 24, 2013 at 7:43 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 24, 2013, at 5:36 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Feb 24, 2013 at 7:12 PM, Elliot Temple <curi@curi.us> wrote:
What is the most important concept? And why?

This is already been answered in BoI.

Criticism. Because with criticism, all else is possible. By "possible"
I mean *all problems are soluble*.

An anti-criticism approach halts progress.

Where does BoI say that? Quote?

It doesn't answer the specific question "What is the most important
concept". But it did say that criticism is the most important
tradition responsible for our open society since the Enlightenment
(and responsible for the open society of ancient greeks).

I did a quick search in BoI:



However, rebellion against authority cannot by itself be what made the 
difference. Authorities have been rejected many times in history, and only 
rarely has any lasting good come of it. The usual sequel has merely been 
that new authorities replaced the old. What was needed for the 
sustained, rapid growth of knowledge was a tradition of criticism. Before 
the Enlightenment, that was a very rare sort of tradition: usually the whole 
point of a tradition was to keep things the same.

There exists a lot of criticism that is not taken seriously, or otherwise not 
used in the right way. Therefore, something more than criticism is needed. 
There's something else, some moral issue. Right?

Progress. A person won't do/address criticism without wanting progress.

So are you changing your answer?

You haven't made it clear.

Also, many people who do not use criticism in the best way say they want 
progress, and applaud when the laser, space shuttle or iPhone is invented. Or 
the skyscraper or cure for cancer. So you're claiming those people do not want 
progress, despite these statements and actions? Isn't that something that 
requires elaboration?

Yes I'm changing my answer. I meant progress for oneself -- individual
progress. A person won't do/seek/address criticism without wanting
progress for himself.

But, wanting progress can't happen unless one believes that progress
is possible (unless one wants the impossible). So the belief that *all
problems are soluble* comes first.

Now I'm retracting my answer. I want to consider reframing the
problem. What criteria matter in answering the question "What is the
most important concept"?



You already gave a hint about this. You suggested a moral idea. So try this out:

- One should make personal progress.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] most important concept
Date: February 26, 2013 at 2:44 PM

On Feb 26, 2013, at 11:41 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Feb 25, 2013 at 5:47 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Feb 24, 2013 8:32 PM, "Elliot Temple" <curi@curi.us> wrote:

On Feb 24, 2013, at 6:11 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Feb 24, 2013 at 8:02 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 24, 2013, at 5:59 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Feb 24, 2013 at 7:43 PM, Elliot Temple <curi@curi.us> wrote:

On Feb 24, 2013, at 5:36 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Feb 24, 2013 at 7:12 PM, Elliot Temple <curi@curi.us> wrote:
What is the most important concept? And why?

This is already been answered in BoI.

Criticism. Because with criticism, all else is possible. By "possible"
I mean *all problems are soluble*.

An anti-criticism approach halts progress.

Where does BoI say that? Quote?

It doesn't answer the specific question "What is the most important
concept". But it did say that criticism is the most important
tradition responsible for our open society since the Enlightenment
(and responsible for the open society of ancient greeks).



I did a quick search in BoI:

However, rebellion against authority cannot by itself be what made the 
difference. Authorities have been rejected many times in history, and 
only rarely has any lasting good come of it. The usual sequel has 
merely been that new authorities replaced the old. What was needed for 
the sustained, rapid growth of knowledge was a tradition of criticism. 
Before the Enlightenment, that was a very rare sort of tradition: usually 
the whole point of a tradition was to keep things the same.

There exists a lot of criticism that is not taken seriously, or otherwise not 
used in the right way. Therefore, something more than criticism is needed. 
There's something else, some moral issue. Right?

Progress. A person won't do/address criticism without wanting progress.

So are you changing your answer?

You haven't made it clear.

Also, many people who do not use criticism in the best way say they want 
progress, and applaud when the laser, space shuttle or iPhone is invented. 
Or the skyscraper or cure for cancer. So you're claiming those people do not 
want progress, despite these statements and actions? Isn't that something 
that requires elaboration?

Yes I'm changing my answer. I meant progress for oneself -- individual
progress. A person won't do/seek/address criticism without wanting
progress for himself.

But, wanting progress can't happen unless one believes that progress
is possible (unless one wants the impossible). So the belief that *all
problems are soluble* comes first.

Now I'm retracting my answer. I want to consider reframing the
problem. What criteria matter in answering the question "What is the



most important concept"?

You already gave a hint about this. You suggested a moral idea. So try this out:

- One should make personal progress.

This isn't a guessing game. Why would that be the answer?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: Problem with fallibilist justificationism
Date: February 26, 2013 at 3:38 PM

On Feb 26, 2013, at 1:15 AM, Elliot Temple <curi@curi.us> wrote:

ok here's another way to put it.

someone claims "X supports Y". i ask, "Why?" (so i'm sort of stuck in the role of 
challenging their non sequitur)

but you are aware of rephrasing positive arguments as negative. ok great. so 
consider this. let's rephrase it. "X refutes non-Y". well is that true? no. X does 
not refute all non-Y. so that's why the argument is no good!

rather, X refutes some non-Y, and does not refute Y. but also X fails to refute 
many things incompatible with Y.

so as a critical argument, X works fine. it refutes a big set of things. but as a 
supporting argument, it can only be deemed to "support" the ENTIRE set of 
ideas it doesn't refute, not any particular one. (how much does it support them? 
the amount has no meaning because it must be equal for all of them).

so now we see that ideas end up only in two categories. the set refuted by X, 
and the set that is not refuted by X.

To clarify what this means in the bigger picture:

Suppose there are 500 critical arguments, each refuting some set of ideas.

Then all ideas can be placed into the following two categories:

ideas refuted by NONE of the 500 criticisms

ideas refuted by 1 or more of the 500 criticisms

This is how things work no matter how many criticisms there are. Everything still 
goes into one of these two categories.



These two categories are not explained well with concepts like support and 
justification. Nor do they rephrase well into any kind of positive support stuff. The 
critical approach is better.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Saving the World
Date: February 26, 2013 at 10:07 PM

On Jan 4, 2013, at 7:51 PM, Michael Smithson 
<michael.r.smithson1@gmail.com> wrote:

On Friday, January 4, 2013 2:05:48 AM UTC-5, Elliot Temple wrote:

Many people want to "save the world" or "change the world".

Many people want to be influential and make lots of changes for the
better.

Why? What for? Why is it their problem?

I don't think this kind of goal has ever been the most effective route to
personal benefit. Are they all altruists? Are they all mistaken or do they
have some good point?

To take one example, lots of people's stupid ideas about economics, in
their town, country, or even in different countries, harm everyone,
including those with better ideas. You'd be better off, in your own life,
if these people were persuaded of better ideas. You'd also have more
interesting people to talk to!

There are many things that, if they worked out well, would make you better off by 
some amount. Many are not cost efficient.

That is why I said "most effective route to personal benefit". I'm not saying the 
benefit is zero, I'm saying it's typically much less (expectation value) than other 
options.

So in some sense it is "your problem," in that it affects your life and
everyone (including you) would be better off if people were persuaded



otherwise.

By the same logic: the small pothole in the street 3 miles away is my problem too, 
since I drive there on average once a year.

But that's no reason for me to try to do anything about it. The cost/benefit ratio of 
getting it fixed is extremely bad.

-- Elliot Temple
http://elliottemple.com/

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://elliottemple.com/
https://groups.google.com/groups/opt_out


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Your evil side?
Date: February 27, 2013 at 11:38 AM

On Feb 21, 2013 4:48 PM, "Elliot Temple" <curi@curi.us> wrote:

On Feb 16, 2013, at 8:35 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://intjforum.com/showpost.php?p=3250643&postcount=44

I've had mildly sadistic tendencies my entire life. In kindergarten, I would 
enjoy knocking over classmate's block buildings and seeing them cry. 
Regularly got into fights in school, until my parents redirected said aggression 
into athletics.

[...]

Wanting to hurt others is not a universal human trait. Its not genetic
or anything like that. Its memetic. You learned it.

So you assert, but do not argue. You should argue and explain your assertions.

How's this? Wanting to hurt others is not a universal human trait. Its
not genetic or anything like that. Human genes are not sophisticated
enough to encode knowledge about wanting to hurt other people. Its
memetic. You learned it.

Wanting to hurt other people is a sign of a zero-sum worldview.

"is a sign of" is vague.

How's this? Wanting to hurt other people means that you have a
zero-sum worldview.

Its

http://intjforum.com/showpost.php?p=3250643&postcount=44


rival is the non-zero-sum worldview. A zero-sum worldview sees the
world in terms of win/lose situations. A non-zero-sum worldview sees
the world in terms of win/win situations.

In a win/lose situation, one person wins (+1), another loses (-1), so
the sum is zero. In a win/win situation, one person wins (+1) and the
other wins too (+1), so the sum is non-zero.

This doesn't mean that a person can't have some of both, meaning that
in some situations he thinks in terms of win/win while in others he
thinks in terms of win/lose.

The reality is that its possible for any situation to be a win/win.

Another assertion without argument or explanation, and with the arrogant "the 
reality is [what i say it is]" statement.

How's this? Its possible for any situation to be a win/win situation
-- the only barrier is lack of the right knowledge.

Because of this,

drawing conclusions from assertions is a bad approach.

-- Rami

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 28, 2013 at 4:16 AM

On 25 Feb 2013, at 08:49, Elliot Temple <curi@curi.us> wrote:

On Feb 25, 2013, at 12:30 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 22:26, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 17:42, Elliot Temple <curi@curi.us> wrote:

On Feb 22, 2013, at 12:43 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is compatible 
with fallibilism. I thought this position might be right, but I have 
reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to 
reconsider many of his positions. However, if his position is not compatible 
with falliblism, then he is not a fallibilist regardless of whether he says he is 
a fallibilist. All that is required to show he is a not a fallibilist is that his 
position implies that there is some part of his position that he should not 
reconsider, because then he is infallibilist about that part of his position.

Justificationism requires that there is a standard of justification. That 
standard can't be subjected to criticism because it is the standard by which 
everything else is judged. So justificationism is infallibiist.

Consider this argument:

Critical rationalism requires that there is a standard of criticism. That 
standard can't be subjected to criticism because it is the standard by which 
everything else is judged. So critical rationalism is infallibilist.



What do you think?

A CRist position could say that it's okay to engage in criticism of the practise 
of criticism. But a position according to which there is a successful criticism of 
engaging in criticism would not be CRist. So all that's going on there is that 
CRism says CRism is true, which is not infalliblist.

And I could redo the argument with some minor variations for justificationism. 
So the argument I gave doesn't imply that justificationism is infallibilist.

Ah, but wait a minute I may have gone too fast. If all criticism in a 
justificationist position was criticism of the form "this isn't justified", then 
criticism would just be another way of talking about justification. In that 
situation, no real criticism would be compatible with that justifcationist position.

So then the question to ask is the following. Is non-justificational criticism 
compatible with a justificationist position? Let's suppose that it is. Then any 
supposed justification (any argument intended to show a position is true, or 
more likely to be true than its rivals)

That is not what justification means.

To understand my position, you have to stop defining justification that way, 
which my position says is incorrect.

You are *defining* justification here as either infallibilist or an infallibilist evasion 
(the likely thing).

(I think. It's hard to tell what statements like "show a position is true" are 
supposed to mean.)

A position is shown to be true if an argument uniquely picks out that position and 
that position alone as being true.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 28, 2013 at 5:02 AM

On Feb 28, 2013, at 1:16 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 25 Feb 2013, at 08:49, Elliot Temple <curi@curi.us> wrote:

On Feb 25, 2013, at 12:30 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 22:26, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 17:42, Elliot Temple <curi@curi.us> wrote:

On Feb 22, 2013, at 12:43 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is compatible 
with fallibilism. I thought this position might be right, but I have 
reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to 
reconsider many of his positions. However, if his position is not 
compatible with falliblism, then he is not a fallibilist regardless of whether 
he says he is a fallibilist. All that is required to show he is a not a fallibilist 
is that his position implies that there is some part of his position that he 
should not reconsider, because then he is infallibilist about that part of his 
position.

Justificationism requires that there is a standard of justification. That 
standard can't be subjected to criticism because it is the standard by 
which everything else is judged. So justificationism is infallibiist.

Consider this argument:



Critical rationalism requires that there is a standard of criticism. That 
standard can't be subjected to criticism because it is the standard by which 
everything else is judged. So critical rationalism is infallibilist.

What do you think?

A CRist position could say that it's okay to engage in criticism of the practise 
of criticism. But a position according to which there is a successful criticism 
of engaging in criticism would not be CRist. So all that's going on there is 
that CRism says CRism is true, which is not infalliblist.

And I could redo the argument with some minor variations for 
justificationism. So the argument I gave doesn't imply that justificationism is 
infallibilist.

Ah, but wait a minute I may have gone too fast. If all criticism in a 
justificationist position was criticism of the form "this isn't justified", then 
criticism would just be another way of talking about justification. In that 
situation, no real criticism would be compatible with that justifcationist 
position.

So then the question to ask is the following. Is non-justificational criticism 
compatible with a justificationist position? Let's suppose that it is. Then any 
supposed justification (any argument intended to show a position is true, or 
more likely to be true than its rivals)

That is not what justification means.

To understand my position, you have to stop defining justification that way, 
which my position says is incorrect.

You are *defining* justification here as either infallibilist or an infallibilist 
evasion (the likely thing).

(I think. It's hard to tell what statements like "show a position is true" are 
supposed to mean.)

A position is shown to be true if an argument uniquely picks out that position and 



that position alone as being true.

That's not infallibilist since the argument doing the picking could be refuted.

It is impossible to have such an argument. But they don't know that.

But I don't think justificationists think about it this way. I don't think this is a good 
statement of their position, as they see it.

I think it's more like they never thought of unique picking, rather than they claim to 
do it.

This is both a flaw and a virtue. The virtue is they aren't claiming to be able to do 
this thing they can't do. The flaw is they aren't aware of the problem(s) with their 
position and why this issue matters.

Note that uniquely picking out the truth like this isn't possible with CR either. It's a 
bad goal. I think one could do justificationism without this mistake. Basically 
whatever CR says is a good theory, Jism can copy that, it doesn't have to try to 
uniquely pick out the truth or be infallible or anything silly. It doesn't have to have 
more arrogant goals than CR has.

Jism could just aim for truthlikeness, for fallible knowledge. Then it'd only be 
wrong for other reasons. Jists vary on what they aim for, but the best version is to 
pick a reasonable, fallibilist goal. Then only a few criticisms of Jism work and a lot 
do not work.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 28, 2013 at 7:30 PM

On 28 Feb 2013, at 10:02, Elliot Temple <curi@curi.us> wrote:

On Feb 28, 2013, at 1:16 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 25 Feb 2013, at 08:49, Elliot Temple <curi@curi.us> wrote:

On Feb 25, 2013, at 12:30 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 22:26, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 17:42, Elliot Temple <curi@curi.us> wrote:

On Feb 22, 2013, at 12:43 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is 
compatible with fallibilism. I thought this position might be right, but I 
have reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to 
reconsider many of his positions. However, if his position is not 
compatible with falliblism, then he is not a fallibilist regardless of 
whether he says he is a fallibilist. All that is required to show he is a not 
a fallibilist is that his position implies that there is some part of his 
position that he should not reconsider, because then he is infallibilist 
about that part of his position.

Justificationism requires that there is a standard of justification. That 
standard can't be subjected to criticism because it is the standard by 
which everything else is judged. So justificationism is infallibiist.



Consider this argument:

Critical rationalism requires that there is a standard of criticism. That 
standard can't be subjected to criticism because it is the standard by 
which everything else is judged. So critical rationalism is infallibilist.

What do you think?

A CRist position could say that it's okay to engage in criticism of the 
practise of criticism. But a position according to which there is a successful 
criticism of engaging in criticism would not be CRist. So all that's going on 
there is that CRism says CRism is true, which is not infalliblist.

And I could redo the argument with some minor variations for 
justificationism. So the argument I gave doesn't imply that justificationism 
is infallibilist.

Ah, but wait a minute I may have gone too fast. If all criticism in a 
justificationist position was criticism of the form "this isn't justified", then 
criticism would just be another way of talking about justification. In that 
situation, no real criticism would be compatible with that justifcationist 
position.

So then the question to ask is the following. Is non-justificational criticism 
compatible with a justificationist position? Let's suppose that it is. Then any 
supposed justification (any argument intended to show a position is true, or 
more likely to be true than its rivals)

That is not what justification means.

To understand my position, you have to stop defining justification that way, 
which my position says is incorrect.

You are *defining* justification here as either infallibilist or an infallibilist 
evasion (the likely thing).

(I think. It's hard to tell what statements like "show a position is true" are 
supposed to mean.)



A position is shown to be true if an argument uniquely picks out that position 
and that position alone as being true.

That's not infallibilist since the argument doing the picking could be refuted.

No. It is infalliblist. The idea that such an argument exists is inherently infallibilist. 
An argument could not uniquely pick out a position as being true unless it totally 
excludes any possibility of criticism. Any criticism would have the implication that 
some other position could be true. So if there was any possible criticism, then the 
argument would not uniquely pick out its target position as being true.

It is impossible to have such an argument. But they don't know that.

But I don't think justificationists think about it this way. I don't think this is a good 
statement of their position, as they see it.

I think it's more like they never thought of unique picking, rather than they claim 
to do it.

This is both a flaw and a virtue. The virtue is they aren't claiming to be able to do 
this thing they can't do. The flaw is they aren't aware of the problem(s) with their 
position and why this issue matters.

This is all about what justificationists claim. It is not about justificationism.

(1) Criticism involves eliminating proposed ideas as contenders for truth.

(2) Justification involves picking out a position as true or probably true.

(3) Picking out a position as being the only contender to be true would involve 
excluding any criticism. So criticism and justificationism are inherently 
incompatible.

(4) The probably true idea is a fudge and can be refuted in many ways.

(5) Justificationists dimly sense that there is something wrong with justificationism 
and try in vain to patch it up. But what they have is a couple of floating 
abstractions: justification and the idea of assigning ideas a probability. They are 
both impossible to enact. What people actually do is a mixture of (a) Some 



growth of knowledge in some areas in which they practise conjecture and 
criticism without understanding it fully. (b) On other matters they uncritically 
accept rules of thumb that instantiate some truth, or they just make lots of 
mistakes and fail.

Note that uniquely picking out the truth like this isn't possible with CR either.

CR does not claim that it is possible.

It's a bad goal. I think one could do justificationism without this mistake. 
Basically whatever CR says is a good theory, Jism can copy that, it doesn't have 
to try to uniquely pick out the truth or be infallible or anything silly. It doesn't 
have to have more arrogant goals than CR has.

Jism could just aim for truthlikeness, for fallible knowledge. Then it'd only be 
wrong for other reasons. Jists vary on what they aim for, but the best version is 
to pick a reasonable, fallibilist goal. Then only a few criticisms of Jism work and 
a lot do not work.

In your position, what is the difference between a justificational argument and a 
critical argument?

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: February 28, 2013 at 8:18 PM

On Feb 28, 2013, at 4:30 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 28 Feb 2013, at 10:02, Elliot Temple <curi@curi.us> wrote:

On Feb 28, 2013, at 1:16 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 25 Feb 2013, at 08:49, Elliot Temple <curi@curi.us> wrote:

On Feb 25, 2013, at 12:30 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 22:26, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 17:42, Elliot Temple <curi@curi.us> wrote:

On Feb 22, 2013, at 12:43 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is 
compatible with fallibilism. I thought this position might be right, but I 
have reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to 
reconsider many of his positions. However, if his position is not 
compatible with falliblism, then he is not a fallibilist regardless of 
whether he says he is a fallibilist. All that is required to show he is a 
not a fallibilist is that his position implies that there is some part of his 
position that he should not reconsider, because then he is infallibilist 
about that part of his position.



Justificationism requires that there is a standard of justification. That 
standard can't be subjected to criticism because it is the standard by 
which everything else is judged. So justificationism is infallibiist.

Consider this argument:

Critical rationalism requires that there is a standard of criticism. That 
standard can't be subjected to criticism because it is the standard by 
which everything else is judged. So critical rationalism is infallibilist.

What do you think?

A CRist position could say that it's okay to engage in criticism of the 
practise of criticism. But a position according to which there is a 
successful criticism of engaging in criticism would not be CRist. So all 
that's going on there is that CRism says CRism is true, which is not 
infalliblist.

And I could redo the argument with some minor variations for 
justificationism. So the argument I gave doesn't imply that justificationism 
is infallibilist.

Ah, but wait a minute I may have gone too fast. If all criticism in a 
justificationist position was criticism of the form "this isn't justified", then 
criticism would just be another way of talking about justification. In that 
situation, no real criticism would be compatible with that justifcationist 
position.

So then the question to ask is the following. Is non-justificational criticism 
compatible with a justificationist position? Let's suppose that it is. Then any 
supposed justification (any argument intended to show a position is true, or 
more likely to be true than its rivals)

That is not what justification means.

To understand my position, you have to stop defining justification that way, 
which my position says is incorrect.



You are *defining* justification here as either infallibilist or an infallibilist 
evasion (the likely thing).

(I think. It's hard to tell what statements like "show a position is true" are 
supposed to mean.)

A position is shown to be true if an argument uniquely picks out that position 
and that position alone as being true.

That's not infallibilist since the argument doing the picking could be refuted.

No. It is infalliblist. The idea that such an argument exists is inherently 
infallibilist.

Well, this is why I said such phrases are hard to tell what they mean. Apparently 
even after you try to clarify, I still can't tell what you mean.

It doesn't really matter either, unless you're looking for some sort of reply to one 
of the meanings. But I don't see how it matters.

I do not think the idea of an argument that is selective to one on an infinite set is 
inherently infallibilist. Why couldn't you think your argument does that, but be 
open to being mistaken?

An argument could not uniquely pick out a position as being true unless it totally 
excludes any possibility of criticism.

That doesn't make sense. What it picks out (as best we know) today, and what it 
picks out after criticism changes things, can be different.

Any criticism would have the implication that some other position could be true. 
So if there was any possible criticism, then the argument would not uniquely 
pick out its target position as being true.

It is impossible to have such an argument. But they don't know that.

But I don't think justificationists think about it this way. I don't think this is a 
good statement of their position, as they see it.



I think it's more like they never thought of unique picking, rather than they 
claim to do it.

This is both a flaw and a virtue. The virtue is they aren't claiming to be able to 
do this thing they can't do. The flaw is they aren't aware of the problem(s) with 
their position and why this issue matters.

This is all about what justificationists claim. It is not about justificationism.

It's just comments on the topic. Did you have a point you wanted a reply to? I 
didn't think there were any important arguments left to address.

(1) Criticism involves eliminating proposed ideas as contenders for truth.

(2) Justification involves picking out a position as true or probably true.

Again: when you define justificationism differently than me, you make it hard to 
talk about any of my points.

If you like, we can call the concept I'm trying to talk about Qism. That word has no 
baggage. When you don't talk about Qism, I don't get what your point is 
supposed to be. My points are:

Qism is not inherently infallibilist, BoI does not refute Qism, Popper and I do, 
Qism is a dominant, prevalent super important mistake in epistemology, etc... And 
note all your Jists are Qists too, since Qism is a weaker form of your Jism. 
Refuting the weaker form is a good idea and important, if the weaker form is still 
wrong.

None of your attacks on your defined-as-extra-stupid Jism effect this point.

I realize Jism as you define it is popular, JTB is popular, many justificationists are 
idiots, etc... But Qism is a much better position, but still wrong, and the flaws 
matter a lot. Qism is more important to criticize because it fools people like DD 
while Alan's-Jism doesn't.

(3) Picking out a position as being the only contender to be true would involve 
excluding any criticism. So criticism and justificationism are inherently 



incompatible.

(4) The probably true idea is a fudge and can be refuted in many ways.

yes. i would call it an evasion. let's not talk about it. i think it's a side issue that 
isn't important to any of our arguments.

(5) Justificationists dimly sense that there is something wrong with 
justificationism and try in vain to patch it up. But what they have is a couple of 
floating abstractions: justification and the idea of assigning ideas a probability. 
They are both impossible to enact. What people actually do is a mixture of (a) 
Some growth of knowledge in some areas in which they practise conjecture and 
criticism without understanding it fully. (b) On other matters they uncritically 
accept rules of thumb that instantiate some truth, or they just make lots of 
mistakes and fail.

that's common, sure.

Note that uniquely picking out the truth like this isn't possible with CR either.

CR does not claim that it is possible.

yes but neither does Qism. yet Qism is still wrong, and worth knowing why it's 
wrong instead of being fooled by it!

It's a bad goal. I think one could do justificationism without this mistake. 
Basically whatever CR says is a good theory, Jism can copy that, it doesn't 
have to try to uniquely pick out the truth or be infallible or anything silly. It 
doesn't have to have more arrogant goals than CR has.

Jism could just aim for truthlikeness, for fallible knowledge. Then it'd only be 
wrong for other reasons. Jists vary on what they aim for, but the best version is 
to pick a reasonable, fallibilist goal. Then only a few criticisms of Jism work 
and a lot do not work.

In your position, what is the difference between a justificational argument and a 



critical argument?

Justificational/Qist arguments are the ones meant to justify (Qify) ideas: that is, 
improve their (epistemological) status, make them do better in the 
debate/evaluate/adjudication, increase how much we value them, like them, 
respect them, think they are truthlike, think they are good. In other words, they 
support ideas *positively*.

Critical arguments are negative instead of positive: they tell us some ideas are 
bad, rather than good.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] people actually agree with Plato's politics
Date: March 1, 2013 at 2:49 PM

http://daringfireball.net/2013/03/open_and_shut

Tim Wu, writing for The New Yorker “News Desk”

Which brings us to the aughts, and Apple’s great run. For about twelve years, 
Apple successfully beat the rule. But that’s because it had the best of all 
possible systems; namely, a dictator with absolute control who was also a 
genius. Steve Jobs was the corporate version of Plato’s ideal: the philosopher-
king more effective than any democracy.

Anti-Apple idiot advocates dictatorship, thinks tyranny is "effective".

-- Elliot Temple
http://fallibleideas.com/

-- 

http://daringfireball.net/2013/03/open_and_shut
http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] how dumb people are
Date: March 2, 2013 at 1:56 AM

http://news.ycombinator.com/item?id=5307029

TL;DR: writes a program that prints some fake output claiming to make your 
computer faster. actually it does nothing. some people run it daily and think it 
works great.

-- Elliot Temple
http://curi.us/

-- 
-- 
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"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://news.ycombinator.com/item?id=5307029
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] programmer jokes
Date: March 2, 2013 at 3:16 PM

http://news.ycombinator.com/item?id=5310266

hn has good taste. soooo many amazing jokes.

my favorite:

A programmer walks into a bar and orders 1.00000000001000000...897175 root 
beers. The bartender says, "I'll have to charge you extra; that's a root beer 
float". And the programmer says, "In that case, make it a double".

honorable mentions:

Three logicians walk into a bar...
Bartender: can I get you all a drink?
1st logician: maybe
2nd logician: maybe
3rd logician: yes

Q: How do you obtain a random string?
A: Put a freshman compsci student in front of a vim terminal and tell him to save 
and quit.

I don't know if you would get it. I know a joke about UDP, but it's ok,

Q: Why don't jokes work in octal?

A: Because 7 10 11.

http://news.ycombinator.com/item?id=5310266


I seem to like the really obscure ones.

Also I'm not sure if the logician one counts as a joke. Their answers are logically 
correct. Where's the joke? I like the logic involved.

-- Elliot Temple
http://curi.us/

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
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For more options, visit https://groups.google.com/groups/opt_out.
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From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] programmer jokes
Date: March 2, 2013 at 4:10 PM

On 3/2/2013 8:16 PM, Elliot Temple wrote:
http://news.ycombinator.com/item?id=5310266

The ones you've quoted are great. I also quite like:

There are two hard things in Computer Science: cache invalidation, naming 
things, and off-by-one errors

and

There are 10 types of people in the world. Those who understand ternary, those 
who don't, and those who though it was binary.

Regarding the logician joke:

Three logicians walk into a bar...
Bartender: can I get you all a drink?
1st logician: maybe
2nd logician: maybe
3rd logician: yes

I'm not sure if the logician one counts as a joke. Their answers are logically 
correct. Where's the joke? I like the logic involved.

The joke comes from realising that the three responses do answer the barman's 
question when taken together. Most people would either initially overlook the 'all' 
in the barman's question, or would treat the question as being a shorthand for 
asking each logician "can I get you a drink?" separately and so treating their 
answers as independent.

- Richard

-- 
-- 

http://news.ycombinator.com/item?id=5310266


--- You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] programmer jokes
Date: March 2, 2013 at 4:16 PM

On Mar 2, 2013, at 1:10 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 3/2/2013 8:16 PM, Elliot Temple wrote:
http://news.ycombinator.com/item?id=5310266

The ones you've quoted are great. I also quite like:

There are two hard things in Computer Science: cache invalidation, naming 
things, and off-by-one errors

This one loses a lot of points with me because it implies that dealing with macros 
isn't hard. It's not a very good list.

Also off-by-one errors are not common in better languages.

and

There are 10 types of people in the world. Those who understand ternary, 
those who don't, and those who though it was binary.

Yes!

Regarding the logician joke:

Three logicians walk into a bar...
Bartender: can I get you all a drink?
1st logician: maybe
2nd logician: maybe
3rd logician: yes

I'm not sure if the logician one counts as a joke. Their answers are logically 
correct. Where's the joke? I like the logic involved.

The joke comes from realising that the three responses do answer the barman's 
question when taken together.

http://news.ycombinator.com/item?id=5310266


That's I was saying. They answer correctly.

BTW the barman doesn't have to take the answers together. After the first guy 
says "maybe" he can serve that guy a drink. Each answer taken individually 
indicates whether to serve that person a drink.

Most people would either initially overlook the 'all' in the barman's question, or 
would treat the question as being a shorthand for asking each logician "can I get 
you a drink?" separately and so treating their answers as independent.

"Most people don't pay attention" or "most people are illogical" isn't much of a 
joke.

The main appeal to me is that I like the correct answers. It's getting something 
right which most people are bad at. But where's the joke?

-- Elliot Temple
http://elliottemple.com/

-- 
-- 
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From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] programmer jokes
Date: March 2, 2013 at 4:39 PM

On 3/2/2013 9:16 PM, Elliot Temple wrote:
On Mar 2, 2013, at 1:10 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 3/2/2013 8:16 PM, Elliot Temple wrote:
http://news.ycombinator.com/item?id=5310266

The ones you've quoted are great. I also quite like:

There are two hard things in Computer Science: cache invalidation, naming 
things, and off-by-one errors

This one loses a lot of points with me because it implies that dealing with 
macros isn't hard. It's not a very good list.

What do you mean by "dealing with macros" ?

The joke's based on a famous quote (it only adds the 'and off-by-one errors'). So 
the joke isn't just showing an example of off-by-one errors, but doing so when 
deliberately "trying" to "implement" a pre-existing line. It wouldn't be as good if it 
added more than just that one thing.

Also off-by-one errors are not common in better languages.

True. Looking at the list of jokes, most of the ones that refer to actual 
programming concepts are doing so only with reference to C or Java.

Regarding the logician joke:

Three logicians walk into a bar...
Bartender: can I get you all a drink?
1st logician: maybe
2nd logician: maybe
3rd logician: yes

I'm not sure if the logician one counts as a joke. Their answers are logically 
correct. Where's the joke? I like the logic involved.

The joke comes from realising that the three responses do answer the 
barman's question when taken together.

http://news.ycombinator.com/item?id=5310266


That's I was saying. They answer correctly.

Yes; it's not immediately obvious (to most people) that they've done so. So the 
humour for them is in expecting that they haven't, and then realising that actually 
they have.

BTW the barman doesn't have to take the answers together. After the first guy 
says "maybe" he can serve that guy a drink. Each answer taken individually 
indicates whether to serve that person a drink.

I understand the joke as being equivalent to:

Bartender: I should get drinks for all three of you.
Logician 1: I can neither confirm nor deny that.
Logician 2: I can neither confirm nor deny that.
Logician 3: I can confirm that.

Given just the first two lines there, I'm not sure how the bartender can conclude 
that he should get any drinks at all. Could you explain?

Most people would either initially overlook the 'all' in the barman's question, or 
would treat the question as being a shorthand for asking each logician "can I 
get you a drink?" separately and so treating their answers as independent.

"Most people don't pay attention" or "most people are illogical" isn't much of a 
joke.

The main appeal to me is that I like the correct answers. It's getting something 
right which most people are bad at. But where's the joke?

I don't understand what you're looking for exactly. Can you explain 'where the 
joke' is in some of the other ones you quoted?

- Richard

-- 
-- 

--- You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] programmer jokes
Date: March 2, 2013 at 5:04 PM

On Mar 2, 2013, at 1:39 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 3/2/2013 9:16 PM, Elliot Temple wrote:
On Mar 2, 2013, at 1:10 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 3/2/2013 8:16 PM, Elliot Temple wrote:
http://news.ycombinator.com/item?id=5310266

The ones you've quoted are great. I also quite like:

There are two hard things in Computer Science: cache invalidation, naming 
things, and off-by-one errors

This one loses a lot of points with me because it implies that dealing with 
macros isn't hard. It's not a very good list.

What do you mean by "dealing with macros" ?

The joke's based on a famous quote (it only adds the 'and off-by-one errors'). So 
the joke isn't just showing an example of off-by-one errors, but doing so when 
deliberately "trying" to "implement" a pre-existing line. It wouldn't be as good if it 
added more than just that one thing.

Also off-by-one errors are not common in better languages.

True. Looking at the list of jokes, most of the ones that refer to actual 
programming concepts are doing so only with reference to C or Java.

Regarding the logician joke:

Three logicians walk into a bar...
Bartender: can I get you all a drink?
1st logician: maybe
2nd logician: maybe
3rd logician: yes

I'm not sure if the logician one counts as a joke. Their answers are logically 
correct. Where's the joke? I like the logic involved.

http://news.ycombinator.com/item?id=5310266


The joke comes from realising that the three responses do answer the 
barman's question when taken together.

That's I was saying. They answer correctly.

Yes; it's not immediately obvious (to most people) that they've done so. So the 
humour for them is in expecting that they haven't, and then realising that 
actually they have.

BTW the barman doesn't have to take the answers together. After the first guy 
says "maybe" he can serve that guy a drink. Each answer taken individually 
indicates whether to serve that person a drink.

I understand the joke as being equivalent to:

Bartender: I should get drinks for all three of you.
Logician 1: I can neither confirm nor deny that.
Logician 2: I can neither confirm nor deny that.
Logician 3: I can confirm that.

Given just the first two lines there, I'm not sure how the bartender can conclude 
that he should get any drinks at all. Could you explain?

If the first guy didn't want a drink himself, he would say "no" instead of "maybe", 
since he already knows the final answer. it's only if he does want a drink that he 
says "maybe".

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Nicolas Marquis Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] programmer jokes
Date: March 2, 2013 at 8:42 PM

Envoyé de mon iPad

Le 2013-03-02 à 17:04, Elliot Temple <curi@curi.us> a écrit :

On Mar 2, 2013, at 1:39 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 3/2/2013 9:16 PM, Elliot Temple wrote:
On Mar 2, 2013, at 1:10 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 3/2/2013 8:16 PM, Elliot Temple wrote:
http://news.ycombinator.com/item?id=5310266

The ones you've quoted are great. I also quite like:

There are two hard things in Computer Science: cache invalidation, 
naming things, and off-by-one errors

This one loses a lot of points with me because it implies that dealing with 
macros isn't hard. It's not a very good list.

What do you mean by "dealing with macros" ?

The joke's based on a famous quote (it only adds the 'and off-by-one errors'). 
So the joke isn't just showing an example of off-by-one errors, but doing so 
when deliberately "trying" to "implement" a pre-existing line. It wouldn't be as 
good if it added more than just that one thing.

Also off-by-one errors are not common in better languages.

True. Looking at the list of jokes, most of the ones that refer to actual 
programming concepts are doing so only with reference to C or Java.

Regarding the logician joke:

Three logicians walk into a bar...
Bartender: can I get you all a drink?
1st logician: maybe

http://news.ycombinator.com/item?id=5310266


2nd logician: maybe
3rd logician: yes

I'm not sure if the logician one counts as a joke. Their answers are 
logically correct. Where's the joke? I like the logic involved.

The joke comes from realising that the three responses do answer the 
barman's question when taken together.

That's I was saying. They answer correctly.

Yes; it's not immediately obvious (to most people) that they've done so. So the 
humour for them is in expecting that they haven't, and then realising that 
actually they have.

BTW the barman doesn't have to take the answers together. After the first 
guy says "maybe" he can serve that guy a drink. Each answer taken 
individually indicates whether to serve that person a drink.

I understand the joke as being equivalent to:

Bartender: I should get drinks for all three of you.
Logician 1: I can neither confirm nor deny that.
Logician 2: I can neither confirm nor deny that.
Logician 3: I can confirm that.

Given just the first two lines there, I'm not sure how the bartender can 
conclude that he should get any drinks at all. Could you explain?

If the first guy didn't want a drink himself, he would say "no" instead of "maybe", 
since he already knows the final answer. it's only if he does want a drink that he 
says "maybe".

It's a logic joke, the bartender ask if the answer is true for logician 1AND logician 
2 AND logician 3.
Logician 1 and 2 says "True OR False" (which resolve to true) and logician 3 
confirm all three want a a beer by saying true :-)

Nick

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] programmer jokes
Date: March 2, 2013 at 9:22 PM

On Mar 2, 2013, at 5:42 PM, Nicolas Marquis Kirchberger 
<oberon.nmk@gmail.com> wrote:

Envoyé de mon iPad

Le 2013-03-02 à 17:04, Elliot Temple <curi@curi.us> a écrit :

On Mar 2, 2013, at 1:39 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 3/2/2013 9:16 PM, Elliot Temple wrote:
On Mar 2, 2013, at 1:10 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 3/2/2013 8:16 PM, Elliot Temple wrote:
http://news.ycombinator.com/item?id=5310266

The ones you've quoted are great. I also quite like:

There are two hard things in Computer Science: cache invalidation, 
naming things, and off-by-one errors

This one loses a lot of points with me because it implies that dealing with 
macros isn't hard. It's not a very good list.

What do you mean by "dealing with macros" ?

The joke's based on a famous quote (it only adds the 'and off-by-one errors'). 
So the joke isn't just showing an example of off-by-one errors, but doing so 
when deliberately "trying" to "implement" a pre-existing line. It wouldn't be as 
good if it added more than just that one thing.

Also off-by-one errors are not common in better languages.

True. Looking at the list of jokes, most of the ones that refer to actual 
programming concepts are doing so only with reference to C or Java.

http://news.ycombinator.com/item?id=5310266


Regarding the logician joke:

Three logicians walk into a bar...
Bartender: can I get you all a drink?
1st logician: maybe
2nd logician: maybe
3rd logician: yes

I'm not sure if the logician one counts as a joke. Their answers are 
logically correct. Where's the joke? I like the logic involved.

The joke comes from realising that the three responses do answer the 
barman's question when taken together.

That's I was saying. They answer correctly.

Yes; it's not immediately obvious (to most people) that they've done so. So 
the humour for them is in expecting that they haven't, and then realising that 
actually they have.

BTW the barman doesn't have to take the answers together. After the first 
guy says "maybe" he can serve that guy a drink. Each answer taken 
individually indicates whether to serve that person a drink.

I understand the joke as being equivalent to:

Bartender: I should get drinks for all three of you.
Logician 1: I can neither confirm nor deny that.
Logician 2: I can neither confirm nor deny that.
Logician 3: I can confirm that.

Given just the first two lines there, I'm not sure how the bartender can 
conclude that he should get any drinks at all. Could you explain?

If the first guy didn't want a drink himself, he would say "no" instead of 
"maybe", since he already knows the final answer. it's only if he does want a 
drink that he says "maybe".

It's a logic joke, the bartender ask if the answer is true for logician 1AND logician 
2 AND logician 3.
Logician 1 and 2 says "True OR False" (which resolve to true) and logician 3 



confirm all three want a a beer by saying true :-)

You are explaining the logic, which I already understood and even explained to 
Richard. My question is what the joke is.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: March 2, 2013 at 9:34 PM

On 1 Mar 2013, at 01:18, Elliot Temple <curi@curi.us> wrote:

On Feb 28, 2013, at 4:30 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 28 Feb 2013, at 10:02, Elliot Temple <curi@curi.us> wrote:

On Feb 28, 2013, at 1:16 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 25 Feb 2013, at 08:49, Elliot Temple <curi@curi.us> wrote:

On Feb 25, 2013, at 12:30 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 22:26, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 17:42, Elliot Temple <curi@curi.us> wrote:

On Feb 22, 2013, at 12:43 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is 
compatible with fallibilism. I thought this position might be right, but I 
have reconsidered.

A justificationist can say that he is a fallibilist and he might be willing 
to reconsider many of his positions. However, if his position is not 
compatible with falliblism, then he is not a fallibilist regardless of 
whether he says he is a fallibilist. All that is required to show he is a 



not a fallibilist is that his position implies that there is some part of his 
position that he should not reconsider, because then he is infallibilist 
about that part of his position.

Justificationism requires that there is a standard of justification. That 
standard can't be subjected to criticism because it is the standard by 
which everything else is judged. So justificationism is infallibiist.

Consider this argument:

Critical rationalism requires that there is a standard of criticism. That 
standard can't be subjected to criticism because it is the standard by 
which everything else is judged. So critical rationalism is infallibilist.

What do you think?

A CRist position could say that it's okay to engage in criticism of the 
practise of criticism. But a position according to which there is a 
successful criticism of engaging in criticism would not be CRist. So all 
that's going on there is that CRism says CRism is true, which is not 
infalliblist.

And I could redo the argument with some minor variations for 
justificationism. So the argument I gave doesn't imply that 
justificationism is infallibilist.

Ah, but wait a minute I may have gone too fast. If all criticism in a 
justificationist position was criticism of the form "this isn't justified", then 
criticism would just be another way of talking about justification. In that 
situation, no real criticism would be compatible with that justifcationist 
position.

So then the question to ask is the following. Is non-justificational criticism 
compatible with a justificationist position? Let's suppose that it is. Then 
any supposed justification (any argument intended to show a position is 
true, or more likely to be true than its rivals)

That is not what justification means.



To understand my position, you have to stop defining justification that way, 
which my position says is incorrect.

You are *defining* justification here as either infallibilist or an infallibilist 
evasion (the likely thing).

(I think. It's hard to tell what statements like "show a position is true" are 
supposed to mean.)

A position is shown to be true if an argument uniquely picks out that position 
and that position alone as being true.

That's not infallibilist since the argument doing the picking could be refuted.

No. It is infalliblist. The idea that such an argument exists is inherently 
infallibilist.

Well, this is why I said such phrases are hard to tell what they mean. Apparently 
even after you try to clarify, I still can't tell what you mean.

It doesn't really matter either, unless you're looking for some sort of reply to one 
of the meanings. But I don't see how it matters.

I do not think the idea of an argument that is selective to one on an infinite set is 
inherently infallibilist. Why couldn't you think your argument does that, but be 
open to being mistaken?

First, the problem is not just that it selects one position out of an infinite set. It 
picks out one position from the set of all possible positions, which is a specific 
infinite set.

If you have an argument that shows one position and only one position can be 
true, then that argument must have eliminated all possible criticisms.

An argument could not uniquely pick out a position as being true unless it 
totally excludes any possibility of criticism.

That doesn't make sense. What it picks out (as best we know) today, and what it 
picks out after criticism changes things, can be different.



Right, justificationism doesn't make sense.

Any criticism would have the implication that some other position could be true. 
So if there was any possible criticism, then the argument would not uniquely 
pick out its target position as being true.

It is impossible to have such an argument. But they don't know that.

But I don't think justificationists think about it this way. I don't think this is a 
good statement of their position, as they see it.

I think it's more like they never thought of unique picking, rather than they 
claim to do it.

This is both a flaw and a virtue. The virtue is they aren't claiming to be able to 
do this thing they can't do. The flaw is they aren't aware of the problem(s) 
with their position and why this issue matters.

This is all about what justificationists claim. It is not about justificationism.

It's just comments on the topic. Did you have a point you wanted a reply to? I 
didn't think there were any important arguments left to address.

(1) Criticism involves eliminating proposed ideas as contenders for truth.

(2) Justification involves picking out a position as true or probably true.

Again: when you define justificationism differently than me, you make it hard to 
talk about any of my points.

If you like, we can call the concept I'm trying to talk about Qism. That word has 
no baggage. When you don't talk about Qism, I don't get what your point is 
supposed to be. My points are:

Qism is not inherently infallibilist, BoI does not refute Qism, Popper and I do, 
Qism is a dominant, prevalent super important mistake in epistemology, etc... 
And note all your Jists are Qists too, since Qism is a weaker form of your Jism. 
Refuting the weaker form is a good idea and important, if the weaker form is still 



wrong.

None of your attacks on your defined-as-extra-stupid Jism effect this point.

I realize Jism as you define it is popular, JTB is popular, many justificationists 
are idiots, etc... But Qism is a much better position, but still wrong, and the flaws 
matter a lot. Qism is more important to criticize because it fools people like DD 
while Alan's-Jism doesn't.

(3) Picking out a position as being the only contender to be true would involve 
excluding any criticism. So criticism and justificationism are inherently 
incompatible.

(4) The probably true idea is a fudge and can be refuted in many ways.

yes. i would call it an evasion. let's not talk about it. i think it's a side issue that 
isn't important to any of our arguments.

(5) Justificationists dimly sense that there is something wrong with 
justificationism and try in vain to patch it up. But what they have is a couple of 
floating abstractions: justification and the idea of assigning ideas a probability. 
They are both impossible to enact. What people actually do is a mixture of (a) 
Some growth of knowledge in some areas in which they practise conjecture 
and criticism without understanding it fully. (b) On other matters they 
uncritically accept rules of thumb that instantiate some truth, or they just make 
lots of mistakes and fail.

that's common, sure.

Note that uniquely picking out the truth like this isn't possible with CR either.

CR does not claim that it is possible.

yes but neither does Qism. yet Qism is still wrong, and worth knowing why it's 
wrong instead of being fooled by it!



It's a bad goal. I think one could do justificationism without this mistake. 
Basically whatever CR says is a good theory, Jism can copy that, it doesn't 
have to try to uniquely pick out the truth or be infallible or anything silly. It 
doesn't have to have more arrogant goals than CR has.

Jism could just aim for truthlikeness, for fallible knowledge. Then it'd only be 
wrong for other reasons. Jists vary on what they aim for, but the best version 
is to pick a reasonable, fallibilist goal. Then only a few criticisms of Jism work 
and a lot do not work.

In your position, what is the difference between a justificational argument and a 
critical argument?

Justificational/Qist arguments are the ones meant to justify (Qify) ideas: that is, 
improve their (epistemological) status, make them do better in the 
debate/evaluate/adjudication, increase how much we value them, like them, 
respect them, think they are truthlike, think they are good. In other words, they 
support ideas *positively*.

Critical arguments are negative instead of positive: they tell us some ideas are 
bad, rather than good.

A critical argument undermines some positions and not others. For example, the 
EPR experiment undermines classical physics not not quantum physics. A Qist 
might claims that his position and yours are exactly the same except that he 
claims the EPR is a positive argument for quantum mechanics and you claim it is 
a negative one against classical physics. He might say that the only difference 
between you is that he uses the word positive and you use the word negative. 
How would you reply to this argument?

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: March 2, 2013 at 9:45 PM

On Mar 2, 2013, at 6:34 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 1 Mar 2013, at 01:18, Elliot Temple <curi@curi.us> wrote:

On Feb 28, 2013, at 4:30 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 28 Feb 2013, at 10:02, Elliot Temple <curi@curi.us> wrote:

On Feb 28, 2013, at 1:16 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 25 Feb 2013, at 08:49, Elliot Temple <curi@curi.us> wrote:

On Feb 25, 2013, at 12:30 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 22:26, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 22 Feb 2013, at 17:42, Elliot Temple <curi@curi.us> wrote:

On Feb 22, 2013, at 12:43 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is 
compatible with fallibilism. I thought this position might be right, but I 
have reconsidered.



A justificationist can say that he is a fallibilist and he might be willing 
to reconsider many of his positions. However, if his position is not 
compatible with falliblism, then he is not a fallibilist regardless of 
whether he says he is a fallibilist. All that is required to show he is a 
not a fallibilist is that his position implies that there is some part of 
his position that he should not reconsider, because then he is 
infallibilist about that part of his position.

Justificationism requires that there is a standard of justification. That 
standard can't be subjected to criticism because it is the standard 
by which everything else is judged. So justificationism is infallibiist.

Consider this argument:

Critical rationalism requires that there is a standard of criticism. That 
standard can't be subjected to criticism because it is the standard by 
which everything else is judged. So critical rationalism is infallibilist.

What do you think?

A CRist position could say that it's okay to engage in criticism of the 
practise of criticism. But a position according to which there is a 
successful criticism of engaging in criticism would not be CRist. So all 
that's going on there is that CRism says CRism is true, which is not 
infalliblist.

And I could redo the argument with some minor variations for 
justificationism. So the argument I gave doesn't imply that 
justificationism is infallibilist.

Ah, but wait a minute I may have gone too fast. If all criticism in a 
justificationist position was criticism of the form "this isn't justified", then 
criticism would just be another way of talking about justification. In that 
situation, no real criticism would be compatible with that justifcationist 
position.

So then the question to ask is the following. Is non-justificational 
criticism compatible with a justificationist position? Let's suppose that it 
is. Then any supposed justification (any argument intended to show a 



position is true, or more likely to be true than its rivals)

That is not what justification means.

To understand my position, you have to stop defining justification that 
way, which my position says is incorrect.

You are *defining* justification here as either infallibilist or an infallibilist 
evasion (the likely thing).

(I think. It's hard to tell what statements like "show a position is true" are 
supposed to mean.)

A position is shown to be true if an argument uniquely picks out that 
position and that position alone as being true.

That's not infallibilist since the argument doing the picking could be refuted.

No. It is infalliblist. The idea that such an argument exists is inherently 
infallibilist.

Well, this is why I said such phrases are hard to tell what they mean. 
Apparently even after you try to clarify, I still can't tell what you mean.

It doesn't really matter either, unless you're looking for some sort of reply to 
one of the meanings. But I don't see how it matters.

I do not think the idea of an argument that is selective to one on an infinite set 
is inherently infallibilist. Why couldn't you think your argument does that, but be 
open to being mistaken?

First, the problem is not just that it selects one position out of an infinite set. It 
picks out one position from the set of all possible positions, which is a specific 
infinite set.

If you have an argument that shows one position and only one position can be 
true, then that argument must have eliminated all possible criticisms.

This is all ambiguous about fallibility. If you fallibly show an idea is true, you don't 



have to have eliminated all possible criticisms; you can just address all known 
criticisms and then your position will be the best available one. If you want to 
show it's true in an infallible way, then you do have to eliminate all possible 
criticisms so it can never be overturned in the future.

An argument could not uniquely pick out a position as being true unless it 
totally excludes any possibility of criticism.

That doesn't make sense. What it picks out (as best we know) today, and what 
it picks out after criticism changes things, can be different.

Right, justificationism doesn't make sense.

That is not what I said.

Any criticism would have the implication that some other position could be 
true. So if there was any possible criticism, then the argument would not 
uniquely pick out its target position as being true.

It is impossible to have such an argument. But they don't know that.

But I don't think justificationists think about it this way. I don't think this is a 
good statement of their position, as they see it.

I think it's more like they never thought of unique picking, rather than they 
claim to do it.

This is both a flaw and a virtue. The virtue is they aren't claiming to be able 
to do this thing they can't do. The flaw is they aren't aware of the problem(s) 
with their position and why this issue matters.

This is all about what justificationists claim. It is not about justificationism.

It's just comments on the topic. Did you have a point you wanted a reply to? I 
didn't think there were any important arguments left to address.



(1) Criticism involves eliminating proposed ideas as contenders for truth.

(2) Justification involves picking out a position as true or probably true.

Again: when you define justificationism differently than me, you make it hard to 
talk about any of my points.

If you like, we can call the concept I'm trying to talk about Qism. That word has 
no baggage. When you don't talk about Qism, I don't get what your point is 
supposed to be. My points are:

Qism is not inherently infallibilist, BoI does not refute Qism, Popper and I do, 
Qism is a dominant, prevalent super important mistake in epistemology, etc... 
And note all your Jists are Qists too, since Qism is a weaker form of your Jism. 
Refuting the weaker form is a good idea and important, if the weaker form is 
still wrong.

None of your attacks on your defined-as-extra-stupid Jism effect this point.

I realize Jism as you define it is popular, JTB is popular, many justificationists 
are idiots, etc... But Qism is a much better position, but still wrong, and the 
flaws matter a lot. Qism is more important to criticize because it fools people 
like DD while Alan's-Jism doesn't.

(3) Picking out a position as being the only contender to be true would involve 
excluding any criticism. So criticism and justificationism are inherently 
incompatible.

(4) The probably true idea is a fudge and can be refuted in many ways.

yes. i would call it an evasion. let's not talk about it. i think it's a side issue that 
isn't important to any of our arguments.

(5) Justificationists dimly sense that there is something wrong with 
justificationism and try in vain to patch it up. But what they have is a couple of 
floating abstractions: justification and the idea of assigning ideas a probability. 
They are both impossible to enact. What people actually do is a mixture of (a) 
Some growth of knowledge in some areas in which they practise conjecture 



and criticism without understanding it fully. (b) On other matters they 
uncritically accept rules of thumb that instantiate some truth, or they just 
make lots of mistakes and fail.

that's common, sure.

Note that uniquely picking out the truth like this isn't possible with CR either.

CR does not claim that it is possible.

yes but neither does Qism. yet Qism is still wrong, and worth knowing why it's 
wrong instead of being fooled by it!

It's a bad goal. I think one could do justificationism without this mistake. 
Basically whatever CR says is a good theory, Jism can copy that, it doesn't 
have to try to uniquely pick out the truth or be infallible or anything silly. It 
doesn't have to have more arrogant goals than CR has.

Jism could just aim for truthlikeness, for fallible knowledge. Then it'd only be 
wrong for other reasons. Jists vary on what they aim for, but the best 
version is to pick a reasonable, fallibilist goal. Then only a few criticisms of 
Jism work and a lot do not work.

In your position, what is the difference between a justificational argument and 
a critical argument?

Justificational/Qist arguments are the ones meant to justify (Qify) ideas: that is, 
improve their (epistemological) status, make them do better in the 
debate/evaluate/adjudication, increase how much we value them, like them, 
respect them, think they are truthlike, think they are good. In other words, they 
support ideas *positively*.

Critical arguments are negative instead of positive: they tell us some ideas are 
bad, rather than good.

A critical argument undermines some positions and not others. For example, the 
EPR experiment undermines classical physics not not quantum physics. A Qist 



might claims that his position and yours are exactly the same except that he 
claims the EPR is a positive argument for quantum mechanics and you claim it 
is a negative one against classical physics. He might say that the only difference 
between you is that he uses the word positive and you use the word negative. 
How would you reply to this argument?

One good reply is to ask what he thinks the purpose of positive arguments is. 
What do they do, what are they for? (And btw what does he think of negative 
arguments?)

It's hard to offer criticism of someone's epistemology when they haven't explained 
how it works. If he'll explain the details, then I could comment better.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] programmer jokes
Date: March 2, 2013 at 10:00 PM

On 3 Mar 2013, at 02:22, Elliot Temple <curi@curi.us> wrote:

On Mar 2, 2013, at 5:42 PM, Nicolas Marquis Kirchberger 
<oberon.nmk@gmail.com> wrote:

Envoyé de mon iPad

Le 2013-03-02 à 17:04, Elliot Temple <curi@curi.us> a écrit :

On Mar 2, 2013, at 1:39 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 3/2/2013 9:16 PM, Elliot Temple wrote:
On Mar 2, 2013, at 1:10 PM, Richard Fine <richard.fine@gmail.com> 
wrote:

On 3/2/2013 8:16 PM, Elliot Temple wrote:
http://news.ycombinator.com/item?id=5310266

The ones you've quoted are great. I also quite like:

There are two hard things in Computer Science: cache invalidation, 
naming things, and off-by-one errors

This one loses a lot of points with me because it implies that dealing with 
macros isn't hard. It's not a very good list.

What do you mean by "dealing with macros" ?

The joke's based on a famous quote (it only adds the 'and off-by-one 
errors'). So the joke isn't just showing an example of off-by-one errors, but 
doing so when deliberately "trying" to "implement" a pre-existing line. It 
wouldn't be as good if it added more than just that one thing.

Also off-by-one errors are not common in better languages.

http://news.ycombinator.com/item?id=5310266


True. Looking at the list of jokes, most of the ones that refer to actual 
programming concepts are doing so only with reference to C or Java.

Regarding the logician joke:

Three logicians walk into a bar...
Bartender: can I get you all a drink?
1st logician: maybe
2nd logician: maybe
3rd logician: yes

I'm not sure if the logician one counts as a joke. Their answers are 
logically correct. Where's the joke? I like the logic involved.

The joke comes from realising that the three responses do answer the 
barman's question when taken together.

That's I was saying. They answer correctly.

Yes; it's not immediately obvious (to most people) that they've done so. So 
the humour for them is in expecting that they haven't, and then realising that 
actually they have.

BTW the barman doesn't have to take the answers together. After the first 
guy says "maybe" he can serve that guy a drink. Each answer taken 
individually indicates whether to serve that person a drink.

I understand the joke as being equivalent to:

Bartender: I should get drinks for all three of you.
Logician 1: I can neither confirm nor deny that.
Logician 2: I can neither confirm nor deny that.
Logician 3: I can confirm that.

Given just the first two lines there, I'm not sure how the bartender can 
conclude that he should get any drinks at all. Could you explain?

If the first guy didn't want a drink himself, he would say "no" instead of 
"maybe", since he already knows the final answer. it's only if he does want a 
drink that he says "maybe".



It's a logic joke, the bartender ask if the answer is true for logician 1AND 
logician 2 AND logician 3.
Logician 1 and 2 says "True OR False" (which resolve to true) and logician 3 
confirm all three want a a beer by saying true :-)

You are explaining the logic, which I already understood and even explained to 
Richard. My question is what the joke is.

People normally don't interpret questions that literally. It is commonly understood, 
though seldom stated explicitly, that a bar is a place where people go to avoid 
logic and responsibility. So by using logic in the bar, the logicians are disregarding 
conventional standards. People who like conventional standards find the logicians 
ridiculous. People who don't like conventional standards find the bar ideas 
ridiculous. Some people find them both ridiculous. The humour is supposed to 
come from mocking standards that are deemed silly by the person interpreting 
the joke.

Alan

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: March 2, 2013 at 10:07 PM

On 3 Mar 2013, at 02:45, Elliot Temple <curi@curi.us> wrote:

Justificational/Qist arguments are the ones meant to justify (Qify) ideas: that 
is, improve their (epistemological) status, make them do better in the 
debate/evaluate/adjudication, increase how much we value them, like them, 
respect them, think they are truthlike, think they are good. In other words, 
they support ideas *positively*.

Critical arguments are negative instead of positive: they tell us some ideas 
are bad, rather than good.

A critical argument undermines some positions and not others. For example, 
the EPR experiment undermines classical physics not not quantum physics. A 
Qist might claims that his position and yours are exactly the same except that 
he claims the EPR is a positive argument for quantum mechanics and you 
claim it is a negative one against classical physics. He might say that the only 
difference between you is that he uses the word positive and you use the word 
negative. How would you reply to this argument?

One good reply is to ask what he thinks the purpose of positive arguments is. 
What do they do, what are they for? (And btw what does he think of negative 
arguments?)

It's hard to offer criticism of someone's epistemology when they haven't 
explained how it works. If he'll explain the details, then I could comment better.

Can you provide an example of such an epistemology?

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: March 2, 2013 at 10:12 PM

On Mar 2, 2013, at 7:07 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 3 Mar 2013, at 02:45, Elliot Temple <curi@curi.us> wrote:

Justificational/Qist arguments are the ones meant to justify (Qify) ideas: that 
is, improve their (epistemological) status, make them do better in the 
debate/evaluate/adjudication, increase how much we value them, like them, 
respect them, think they are truthlike, think they are good. In other words, 
they support ideas *positively*.

Critical arguments are negative instead of positive: they tell us some ideas 
are bad, rather than good.

A critical argument undermines some positions and not others. For example, 
the EPR experiment undermines classical physics not not quantum physics. 
A Qist might claims that his position and yours are exactly the same except 
that he claims the EPR is a positive argument for quantum mechanics and 
you claim it is a negative one against classical physics. He might say that the 
only difference between you is that he uses the word positive and you use the 
word negative. How would you reply to this argument?

One good reply is to ask what he thinks the purpose of positive arguments is. 
What do they do, what are they for? (And btw what does he think of negative 
arguments?)

It's hard to offer criticism of someone's epistemology when they haven't 
explained how it works. If he'll explain the details, then I could comment better.

Can you provide an example of such an epistemology?

For example, they think that positive arguments can support ideas. The stronger 
the argument, the more support it gives. The supported ideas are better. The 
ones with the most support are best. When ideas conflict, we should tentatively, 
fallibly accept the ones that currently have the most support. If we learn more, 
which ones have the most support may change. Criticism reduces support.



(Note: support is a synonym for justification.)

(This is about as far as it goes. They don't have the rest of the details which is my 
main criticism.)

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] programmer jokes
Date: March 2, 2013 at 10:13 PM

On Mar 2, 2013, at 7:00 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 3 Mar 2013, at 02:22, Elliot Temple <curi@curi.us> wrote:

On Mar 2, 2013, at 5:42 PM, Nicolas Marquis Kirchberger 
<oberon.nmk@gmail.com> wrote:

Envoyé de mon iPad

Le 2013-03-02 à 17:04, Elliot Temple <curi@curi.us> a écrit :

On Mar 2, 2013, at 1:39 PM, Richard Fine <richard.fine@gmail.com> wrote:

On 3/2/2013 9:16 PM, Elliot Temple wrote:
On Mar 2, 2013, at 1:10 PM, Richard Fine <richard.fine@gmail.com> 
wrote:

On 3/2/2013 8:16 PM, Elliot Temple wrote:
http://news.ycombinator.com/item?id=5310266

The ones you've quoted are great. I also quite like:

There are two hard things in Computer Science: cache invalidation, 
naming things, and off-by-one errors

This one loses a lot of points with me because it implies that dealing with 
macros isn't hard. It's not a very good list.

What do you mean by "dealing with macros" ?

The joke's based on a famous quote (it only adds the 'and off-by-one 
errors'). So the joke isn't just showing an example of off-by-one errors, but 

http://news.ycombinator.com/item?id=5310266


doing so when deliberately "trying" to "implement" a pre-existing line. It 
wouldn't be as good if it added more than just that one thing.

Also off-by-one errors are not common in better languages.

True. Looking at the list of jokes, most of the ones that refer to actual 
programming concepts are doing so only with reference to C or Java.

Regarding the logician joke:

Three logicians walk into a bar...
Bartender: can I get you all a drink?
1st logician: maybe
2nd logician: maybe
3rd logician: yes

I'm not sure if the logician one counts as a joke. Their answers are 
logically correct. Where's the joke? I like the logic involved.

The joke comes from realising that the three responses do answer the 
barman's question when taken together.

That's I was saying. They answer correctly.

Yes; it's not immediately obvious (to most people) that they've done so. So 
the humour for them is in expecting that they haven't, and then realising 
that actually they have.

BTW the barman doesn't have to take the answers together. After the first 
guy says "maybe" he can serve that guy a drink. Each answer taken 
individually indicates whether to serve that person a drink.

I understand the joke as being equivalent to:

Bartender: I should get drinks for all three of you.
Logician 1: I can neither confirm nor deny that.
Logician 2: I can neither confirm nor deny that.
Logician 3: I can confirm that.

Given just the first two lines there, I'm not sure how the bartender can 
conclude that he should get any drinks at all. Could you explain?



If the first guy didn't want a drink himself, he would say "no" instead of 
"maybe", since he already knows the final answer. it's only if he does want a 
drink that he says "maybe".

It's a logic joke, the bartender ask if the answer is true for logician 1AND 
logician 2 AND logician 3.
Logician 1 and 2 says "True OR False" (which resolve to true) and logician 3 
confirm all three want a a beer by saying true :-)

You are explaining the logic, which I already understood and even explained to 
Richard. My question is what the joke is.

People normally don't interpret questions that literally. It is commonly 
understood, though seldom stated explicitly, that a bar is a place where people 
go to avoid logic and responsibility. So by using logic in the bar, the logicians are 
disregarding conventional standards. People who like conventional standards 
find the logicians ridiculous. People who don't like conventional standards find 
the bar ideas ridiculous. Some people find them both ridiculous. The humour is 
supposed to come from mocking standards that are deemed silly by the person 
interpreting the joke.

There are many other possible statements which interpret something literally and 
break a convention, but which are not considered funny jokes. What's the 
difference?

For example, two guys go into a bar. One says, "You gonna order some beer?" 
The other replies, "No, if I tried to order 'some beer' the bartender wouldn't know 
how much to give me. I will order one pint."

Or a guy walks into a bar. Bartender says, "Hey buddy, want a pint of beer?" He 
replies, "Yes, but don't worry, I know you won't give me a pint. I won't get my 
hopes up. I will be satisfied with a pint +/- 5%."

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] DD's Straw Man (was: Problem with fallibilist justificationism)
Date: March 3, 2013 at 4:58 PM

On Feb 22, 2013, at 1:36 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 22 Feb 2013, at 09:16, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/02/2013, at 19:43, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

Recently it has been argued on this list that justificationism is compatible with 
fallibilism. I thought this position might be right, but I have reconsidered.

A justificationist can say that he is a fallibilist and he might be willing to 
reconsider many of his positions. However, if his position is not compatible 
with falliblism, then he is not a fallibilist regardless of whether he says he is a 
fallibilist. All that is required to show he is a not a fallibilist is that his position 
implies that there is some part of his position that he should not reconsider, 
because then he is infallibilist about that part of his position.

Justificationism requires that there is a standard of justification.

Could a justificationist chop and change his standards of justification? He 
would still be a justificationist but argue that he is fallible about what the best 
justifications might be.

That standard can't be subjected to criticism because it is the standard by 
which everything else is judged.

If he believed there was *only one* sure method of justification. But he might 
think there are multiple such methods. He is infallibly committed to none. 
Indeed, he could be argued out of one and then switch to some other. And 
then another.

This might not be sustainable, however.

So justificationism is infallibiist.



Let's consider an example of a supposedly fallibilist justificationist position. If 
we imagine a justificationist who assigns each idea a score the rule used to 
assign the scores isn't a possible target for criticism because it is the 
standard by which everything else is judged.

"*the* standard". Again, what if there was not a single standard, but many?

So this position is infalliblist about the scoring rule.

The rule used to assign scores, whatever that is, he might give up on. But then 
he might say "but of course I now see that *that* way of judging the best theory 
is flawed however what about this theory?"

However, the stance "theories are justified according to some rule - I'm not 
sure which" *that* position is surely an infallibalist one.

So, I think I understand, and agree with you, Alan.

Have I understood correctly - or is what I am saying subtly different? I do agree 
that justificationism is inherently an infallibalist position. Because the 
justificationist must be committed, infallibly, not to a particular rule: but the 
position that there must be some rule, even if he isn't sure what it is yet.

That is exactly right. But the very technique of expressing arguments in terms of 
what a particular person or type of person "might believe" or "might say" or 
"might be committed to" is inherently misleading. For it can be used to vitiate 
any criticism whatever (and hence is the epitome of bad argument).

To see this, note that *every* criticism of any false proposition X involves 
showing that X implies Y, where Y is either not-X (in which case one is arguing 
that X is inconsistent) or Y contradicts some background knowledge (in which 
case one is arguing, for instance, that the claim of X lacks an explanation for 
why that background knowledge is false). Therefore, if it were a valid defence of 
X to imagine a person who believes X but not Y, even though X implies Y, that 
would be an automatic method of evading all criticism.

In particular, in the case under discussion here, if the justificationist couldn't say 
*consistently* that he was a fallibilist (and Alan succinctly proves above that he 



couldn't), then pointing out anything at all that he "might believe" in addition is 
no argument against the proposition that justificationism implies infallibilism. 
Because pointing out what people could, inconsistently, say or believe, is no 
argument against anything.

DD's (David Deutsch's) point is that talking about what a person "might say" can 
be misleading. People might say anything. Some people don't mind saying stuff 
that is false or contradicting themselves.

That is true as far as it goes, but irrelevant.

DD does not bother quoting anything relevant to what he talks about, such as 
someone making the argument he says is a bad argument. Despite the use of 
quotation marks, none of those phrases are actually quotes.

My position is that justificationism is compatible with both fallibilism and 
infallibilism. Justificationism and fallibilism do not contradict.

I had stated my position previously. For example, on Feb 13:

Justificationism is not necessarily infallibilist. Justification does not mean 
guaranteeing ideas are true or probably true. The meaning is closer to: 
supporting some ideas as better than others with positive arguments.

and

Justificationism as a concept -- as a method of evaluating and adjudicating 
ideas -- is compatible with holding ideas to be truthlike (tentatively, as far as we 
know today), rather than infallibly true or probable.

and

A key part of the issue is the problem situation:

[quoting Karl Popper] How can we adjudicate or evaluate the far-reaching 
claims of competing theories and beliefs?

Justificationism is an answer to *this problem*. It answers: the theories and 
beliefs with more justification are better. Adjudicate in their favor.



This is not an inherently infallibilist answer.

No one in the discussion took the position that, "justificationism and fallibilism do 
contradict, but that contradiction isn't important since people who don't mind 
false, contradictory statements can still say both are right".

That would be a dumb position.

Consider how dumb that position is. That position says there is a contradiction, 
but doesn't care for a silly reason (basically: it doesn't matter what's true because 
people can *say* falsehoods). It concedes the substantive point, then argues a 
pointless triviality.

I did not concede the substantive point that justificationism contradicts fallibilism, 
then argue a triviality. Instead I argued that justificationism does not contradict 
fallibilism.

Does anyone really think that I (or anyone else reading) did not know that talking 
about the statements of people who don't mind contradicting themselves would 
be problematic? Is DD being helpful when he corrects a misquoted mistake which 
no one made, and dresses up his simple point in fancy language?

When I say "Firemen don't have to be communists" no one replies like DD did. 
They do not reply, "A fireman 'might say' that he likes capitalism and Ayn Rand. 
But that is a misleading argument because considering only what people 'might 
say' ignores whether they are contradicting themselves."

Yet that's what DD's paragraph says if you manage to understand it clearly 
instead of being confused by the pretentious, unclear verbiage. It's a simple two-
sentence point -- not even worth making -- pretending to be a substantive three 
paragraph argument.

Even if someone thought being a fireman logically implied being a communist, 
they still would not reply this way. It's not a reasonable reply. They would 
recognize I disagreed with them about whether being a fireman actually logically 
implied being a communist or not. (Especially if I also had posted statements of 
my position earlier in the discussion that said things like, "Firefighting is not 
necessarily communism".)



So DD brings up the false position (that people can say dumb stuff and somehow 
this defends dumb ideas). And he implies this mistake had come up in the 
discussion. Who could have made it? Presumably me, but he doesn't say that. 
Clarity is not a virtue of this post.

Why do this? It's the classic fallacy of setting up a straw man argument to easily 
knock down, rather than engaging with someone's position.

Attacking straw men can seem like an appealing tactic for several reasons:

One reason is that it's pretty easy to make all your statements knocking down the 
straw man true, even if your position in the debate is actually false. So you get to 
say stuff that is hard to criticize regardless of whether your views are any good or 
not.

And you look powerful and awesome as you smash the straw man. Look how 
easily you win your arguments, it's not even close!

The straw man tactic also smears opponents by implying they are dumb enough 
to believe the straw man position.

Another appeal is distracting people from the actual arguments and points being 
debated. That can be useful, for example when you are losing a debate, or when 
an opponent makes an argument that you don't have an answer for. So you talk 
about something else.

Straw men can also confuse people about what your opponent's positions are. If 
people don't have a clear understanding of what his positions are, it will be hard 
for them to agree with his side, even if it's true.

All of these ways straw men arguments can be appealing are actually bad things 
to want. They lack rationality and integrity.

Let me be clearer than DD was: he intentionally attacked me with a dirty tactic. 
He lacks rationality and integrity. I am openly accusing him of this, and explaining 
my reasoning.

DD intentionally wrote an attack designed to have deniability about its nature, to 



muddy the waters, to mislead people about what the issues are and what the 
positions are, to distract from the actual discussion, and to vaguely imply nasty 
things about an unnamed person that was me.

DD's post does not have redeeming qualities. It makes no attempt at productive 
discussion. Apart from the straw man argument, it also gloats by claiming other 
people won the argument for him. But it doesn't add anything to what they said. 
He mistimed his gloating because he thought Alan had a succinct proof (he writes 
"Alan succinctly proves") that would win the debate, but DD was mistaken about 
that.

Previously DD chose not to answer simple direct questions about his positions. 
Then stopped discussing entirely. One might have expected him to be more 
interested in a discussion where there is a substantial criticism of his philosophy 
at issue. The epistemology DD advocates does value criticism highly, but DD 
himself shows less interest in practice.

DD rejoined the discussion not to add anything, but to gloat when he thought his 
side had won and to discredit me with a straw man attack. He is more interested 
in his side winning than finding the truth. Regardless of the truth, dishonest tactics 
may fool some of the audience. That means *you*.

Don't be fooled. Tactics like DD has used rely on things like confusion and an 
impressive facade. Demand clarity! If you don't understand it, don't accept it. Try 
to understand it more clearly, ask clarifying questions, and if all else fails withhold 
judgment. Never accept anything you do not understand clearly and therefore 
cannot do a good job of judging with your own mind.

One of DD's favored techniques is to say things which are true when read 
narrowly, but which imply falsehoods. Most readers will notice the point, but DD 
won't have actually said it. This is a technique for evading criticism. Watch out for 
this technique!

Demand clarity and truth-seeking. You are responsible for holding people 
accountable for what they write, and for not accepting the bad ideas you are 
offered.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] DD Knew It Was A Straw Man (was: Justificationism in BoI Too)
Date: March 3, 2013 at 11:19 PM

This email is following up on a previous one. In short, DD made a straw man 
attack against me regarding issues which we'd already discussed below.

Prior email:
http://groups.google.com/group/beginning-of-infinity/msg/3d71fb4b28375a49?

On Jan 10, 2013, at 12:35 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 10, 2013, at 6:13 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 9 Jan 2013, at 18:49, Elliot Temple <curi@curi.us> wrote:

The regress argument would not work on this person.

Reinterpreting issues of which ideas are true or false as issues of what certain 
kinds of people would or would not believe is a mistake.

Right.

I already knew about this issue, and had already told DD I did. So when he made 
them same sort of point again, as if this had never happened, that was dishonest.

But using different people as proxies for different ideas is unproblematic in 
general and a typical way of discussing.

I had already given a reason for my way of speaking. DD did not criticize it. Then 
later, instead of addressing my reasoning, he made a straw man attack.

However, if you are using 'what would work on this particular person' merely as 
a metaphor for 'what argument would refute this particular idea',

yes

http://groups.google.com/group/beginning-of-infinity/msg/3d71fb4b28375a49


So he already knew what I meant before I said anything. DD was able to figure 
that out by himself. Then I replied agreeing that he'd gotten my meaning right.

Despite this, he later pretended that he didn't know what I mean, that I had not 
already clarified what I mean, and that I was arguing in the way I'd already 
agreed is mistaken. And he did that without any quotes or any serious effort to 
get my position right. This is faking or evading reality.

The first time DD brought this stuff up (here above), he covered the mistake much 
more briefly and acknowledged knowing what I actually meant. He knew it was a 
simple mistake and that I hadn't made it.

The second time he brought this stuff up was an *intentional* straw man attack. 
There are no mitigating factors, no excuses.

The second time, DD covered it in a more pompous impressive way, pretending 
detailed explanations were needed. In this email, DD knew it was a simple 
mistake that could be covered in one sentence. Later, he pretended not to know 
that anymore. He changed his attitude to a worse one. He made no attempt to 
provide any textual evidence, quotes or reasons for why he chose a more hostile 
attitude. He didn't tell us what changed. But he changed his approach to attack 
me in an unfair, dishonest way, on the same issue where he'd previously not done 
that, where I'd already agreed with him, and where he'd already demonstrated 
knowledge of what I meant.

Note btw that DD did not follow up on this discussion from here. His straw man 
attack 1.5 months later was actually his next post on the matter, after this one 
above.

You do not get cases much more clear cut than this.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Babak S <babaks@gmail.com>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: March 5, 2013 at 12:00 AM

On Monday, February 25, 2013 3:19:20 AM UTC-5, Elliot Temple wrote:

A CRist position could say that it's okay to engage in criticism of the
practise of criticism. But a position according to which there is a
successful criticism of engaging in criticism would not be CRist. So

all
that's going on there is that CRism says CRism is true, which is not
infalliblist.

And I could redo the argument with some minor variations for
justificationism. So the argument I gave doesn't imply that
justificationism is infallibilist.

How would you redo this argument for justificationism?

Trying "A justificationist could say that it's okay to change the
standard

of justification. The position according to which there is a successful
justification of this change would not be part of justificationism."
doesn't work, since then a justificationist would be free to justify X

and
not-X by simply changing the standard of justification freely and

without
justification.

Could a critical rationalists criticize both X and not-X by changing the
standard of criticism?

She probably could. But that would make her theory of standards of
criticism inconsistent. This inconsistency would then be a powerful
criticism against her position. My guess is that there is no good response
to such a criticism and she would have to abandon such arbitrary changes.



She would then resolve the apparent inconsistency without stepping outside
critical rationalism.

In other words, justificationism would be inherently inconsistent.

Would that make CR inherently inconsistent?

No. See above.

 Justificationism does indeed require an ultimate standard of
justification.

The same is not true of critical rationalism, which does not really
require

an uncritical standard of criticism, as you explained.

What does that mean? How does it address the argument about X and not-X?

In brief, it means that the standard of criticism used by a critical
rationalist is subject to rational criticism. See above.

Coming back to justificationism, this means that the change of the standard
of justification must be a part of justificationism to avoid inconsistency.
But that creates an infinite regress problem, since the change to a new
standard itself must be justified using the old standard. So, Alan's
argument cannot be redone (in the form I quoted/constructed) for
justificationism. This in turn must lead the justificationist that her
standard of justification should be infallible.

-- Babak.

-- 
-- 
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From: Babak S <babaks@gmail.com>
Subject: [BoI] Re: DD's Straw Man (was: Problem with fallibilist justificationism)
Date: March 5, 2013 at 1:35 AM

On Sunday, March 3, 2013 4:58:00 PM UTC-5, Elliot Temple wrote:

On Feb 22, 2013, at 1:36 AM, David Deutsch <david....@qubit.org<javascript:>>
wrote:

On 22 Feb 2013, at 09:16, Brett Hall <brha...@hotmail.com <javascript:>>
wrote:

On 22/02/2013, at 19:43, "Alan Forrester" 
<alanmichae...@googlemail.com<javascript:>>

wrote:

The rule used to assign scores, whatever that is, he might give up on.
But then he might say "but of course I now see that *that* way of judging
the best theory is flawed however what about this theory?"

However, the stance "theories are justified according to some rule -
I'm not sure which" *that* position is surely an infallibalist one.

So, I think I understand, and agree with you, Alan.

Have I understood correctly - or is what I am saying subtly different?
I do agree that justificationism is inherently an infallibalist position.
Because the justificationist must be committed, infallibly, not to a
particular rule: but the position that there must be some rule, even if he
isn't sure what it is yet.

That is exactly right. But the very technique of expressing arguments in
terms of what a particular person or type of person "might believe" or
"might say" or "might be committed to" is inherently misleading. For it can
be used to vitiate any criticism whatever (and hence is the epitome of bad
argument).

To see this, note that *every* criticism of any false proposition X



involves showing that X implies Y, where Y is either not-X (in which case
one is arguing that X is inconsistent) or Y contradicts some background
knowledge (in which case one is arguing, for instance, that the claim of X
lacks an explanation for why that background knowledge is false).
Therefore, if it were a valid defence of X to imagine a person who believes
X but not Y, even though X implies Y, that would be an automatic method of
evading all criticism. [...]

DD's (David Deutsch's) point is that talking about what a person "might
say" can be misleading. People might say anything. Some people don't mind
saying stuff that is false or contradicting themselves.

That is true as far as it goes, but irrelevant.

DD does not bother quoting anything relevant to what he talks about, such
as someone making the argument he says is a bad argument. Despite the use
of quotation marks, none of those phrases are actually quotes.

My position is that justificationism is compatible with both fallibilism
and infallibilism. Justificationism and fallibilism do not contradict.

I had stated my position previously. For example, [...]

Does anyone really think that I (or anyone else reading) did not know that
talking about the statements of people who don't mind contradicting
themselves would be problematic? Is DD being helpful when he corrects a
misquoted mistake which no one made, and dresses up his simple point in
fancy language?

When I say "Firemen don't have to be communists" no one replies like DD
did. They do not reply, "A fireman 'might say' that he likes capitalism and
Ayn Rand. But that is a misleading argument because considering only what
people 'might say' ignores whether they are contradicting themselves."

Yet that's what DD's paragraph says if you manage to understand it clearly
instead of being confused by the pretentious, unclear verbiage. It's a
simple two-sentence point -- not even worth making -- pretending to be a
substantive three paragraph argument.

Even if someone thought being a fireman logically implied being a



communist, they still would not reply this way. It's not a reasonable
reply. They would recognize I disagreed with them about whether being a
fireman actually logically implied being a communist or not. (Especially if
I also had posted statements of my position earlier in the discussion that
said things like, "Firefighting is not necessarily communism".)

So DD brings up the false position (that people can say dumb stuff and
somehow this defends dumb ideas). And he implies this mistake had come up
in the discussion. Who could have made it? Presumably me, but he doesn't
say that. Clarity is not a virtue of this post.

Why do this? It's the classic fallacy of setting up a straw man argument
to easily knock down, rather than engaging with someone's position.

Attacking straw men can seem like an appealing tactic for several reasons:

One reason is that it's pretty easy to make all your statements knocking
down the straw man true, even if your position in the debate is actually
false. So you get to say stuff that is hard to criticize regardless of
whether your views are any good or not.

And you look powerful and awesome as you smash the straw man. Look how
easily you win your arguments, it's not even close!

The straw man tactic also smears opponents by implying they are dumb
enough to believe the straw man position.

Another appeal is distracting people from the actual arguments and points
being debated. That can be useful, for example when you are losing a
debate, or when an opponent makes an argument that you don't have an 
answer
for. So you talk about something else.

Straw men can also confuse people about what your opponent's positions
are. If people don't have a clear understanding of what his positions are,
it will be hard for them to agree with his side, even if it's true.

All of these ways straw men arguments can be appealing are actually bad
things to want. They lack rationality and integrity.



Let me be clearer than DD was: he intentionally attacked me with a dirty
tactic. He lacks rationality and integrity. I am openly accusing him of
this, and explaining my reasoning.

DD intentionally wrote an attack designed to have deniability about its
nature, to muddy the waters, to mislead people about what the issues are
and what the positions are, to distract from the actual discussion, and to
vaguely imply nasty things about an unnamed person that was me.

DD's post does not have redeeming qualities. It makes no attempt at
productive discussion. Apart from the straw man argument, it also gloats by
claiming other people won the argument for him. But it doesn't add anything
to what they said. He mistimed his gloating because he thought Alan had a
succinct proof (he writes "Alan succinctly proves") that would win the
debate, but DD was mistaken about that.

Previously DD chose not to answer simple direct questions about his
positions. Then stopped discussing entirely. One might have expected him to
be more interested in a discussion where there is a substantial criticism
of his philosophy at issue. The epistemology DD advocates does value
criticism highly, but DD himself shows less interest in practice.

DD rejoined the discussion not to add anything, but to gloat when he
thought his side had won and to discredit me with a straw man attack. He is
more interested in his side winning than finding the truth. Regardless of
the truth, dishonest tactics may fool some of the audience. That means
*you*.

Don't be fooled. Tactics like DD has used rely on things like confusion
and an impressive facade. Demand clarity! If you don't understand it, don't
accept it. Try to understand it more clearly, ask clarifying questions, and
if all else fails withhold judgment. Never accept anything you do not
understand clearly and therefore cannot do a good job of judging with your
own mind.

One of DD's favored techniques is to say things which are true when read
narrowly, but which imply falsehoods. Most readers will notice the point,
but DD won't have actually said it. This is a technique for evading



criticism. Watch out for this technique!

Demand clarity and truth-seeking. You are responsible for holding people
accountable for what they write, and for not accepting the bad ideas you
are offered.

Does it matter to your long examination of DD's motives and techniques that he
was responding to a post by Brett Hall (not one by you), in which arguments
were presented in terms of what people "believe" or "say" or "commit to"?

-- Babak.

-- 
-- 
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From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: March 5, 2013 at 4:44 PM

On 3 Mar 2013, at 03:12, Elliot Temple <curi@curi.us> wrote:

On Mar 2, 2013, at 7:07 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 3 Mar 2013, at 02:45, Elliot Temple <curi@curi.us> wrote:

Justificational/Qist arguments are the ones meant to justify (Qify) ideas: 
that is, improve their (epistemological) status, make them do better in the 
debate/evaluate/adjudication, increase how much we value them, like 
them, respect them, think they are truthlike, think they are good. In other 
words, they support ideas *positively*.

Critical arguments are negative instead of positive: they tell us some ideas 
are bad, rather than good.

A critical argument undermines some positions and not others. For example, 
the EPR experiment undermines classical physics not not quantum physics. 
A Qist might claims that his position and yours are exactly the same except 
that he claims the EPR is a positive argument for quantum mechanics and 
you claim it is a negative one against classical physics. He might say that 
the only difference between you is that he uses the word positive and you 
use the word negative. How would you reply to this argument?

One good reply is to ask what he thinks the purpose of positive arguments is. 
What do they do, what are they for? (And btw what does he think of negative 
arguments?)

It's hard to offer criticism of someone's epistemology when they haven't 
explained how it works. If he'll explain the details, then I could comment 
better.

Can you provide an example of such an epistemology?

For example, they think that positive arguments can support ideas. The stronger 



the argument, the more support it gives. The supported ideas are better. The 
ones with the most support are best. When ideas conflict, we should tentatively, 
fallibly accept the ones that currently have the most support. If we learn more, 
which ones have the most support may change. Criticism reduces support.

(Note: support is a synonym for justification.)

(This is about as far as it goes. They don't have the rest of the details which is 
my main criticism.)

In what sense are supported ideas better or is that vague?

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Problem with fallibilist justificationism
Date: March 5, 2013 at 4:58 PM

On Mar 5, 2013, at 1:44 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 3 Mar 2013, at 03:12, Elliot Temple <curi@curi.us> wrote:

On Mar 2, 2013, at 7:07 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 3 Mar 2013, at 02:45, Elliot Temple <curi@curi.us> wrote:

Justificational/Qist arguments are the ones meant to justify (Qify) ideas: 
that is, improve their (epistemological) status, make them do better in the 
debate/evaluate/adjudication, increase how much we value them, like 
them, respect them, think they are truthlike, think they are good. In other 
words, they support ideas *positively*.

Critical arguments are negative instead of positive: they tell us some 
ideas are bad, rather than good.

A critical argument undermines some positions and not others. For 
example, the EPR experiment undermines classical physics not not 
quantum physics. A Qist might claims that his position and yours are 
exactly the same except that he claims the EPR is a positive argument for 
quantum mechanics and you claim it is a negative one against classical 
physics. He might say that the only difference between you is that he uses 
the word positive and you use the word negative. How would you reply to 
this argument?

One good reply is to ask what he thinks the purpose of positive arguments 
is. What do they do, what are they for? (And btw what does he think of 
negative arguments?)

It's hard to offer criticism of someone's epistemology when they haven't 
explained how it works. If he'll explain the details, then I could comment 



better.

Can you provide an example of such an epistemology?

For example, they think that positive arguments can support ideas. The 
stronger the argument, the more support it gives. The supported ideas are 
better. The ones with the most support are best. When ideas conflict, we 
should tentatively, fallibly accept the ones that currently have the most support. 
If we learn more, which ones have the most support may change. Criticism 
reduces support.

(Note: support is a synonym for justification.)

(This is about as far as it goes. They don't have the rest of the details which is 
my main criticism.)

In what sense are supported ideas better or is that vague?

Justificationists give many answers to this. Many are bad answers or wrong. 
Some are vague answers.

Regardless of what they typically think, it's possible to have a position that 
supported ideas are more truthlike. Something like that.

This is parallel to the CR idea that as we learn more, as we improve our ideas, 
then they are better. Better in what sense? More truthlike, closer to the truth.

-- Elliot Temple
http://beginningofinfinity.com/

-- 
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From: DS89 <davidsteglet@gmail.com>
Subject: [BoI] The Emergent Multiverse by David Wallace
Date: March 7, 2013 at 2:55 AM

Has anyone here read it?
(http://www.oxfordscholarship.com/view/10.1093/acprof:oso/9780199546961.001.
0001/acprof-9780199546961)
It's basically a compiliation of all of David Wallace's work on the
Everettian interpretation.

He tries to convince the reader of what he calls "emergent worlds" in large
portions of the book.
He claims to solve the preferred basis problem, not with decoherence, but
with the fact that the world emerges.
Any thoughts on this?

-- 
-- 
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From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] The Emergent Multiverse by David Wallace
Date: March 7, 2013 at 3:29 AM

On 07/03/2013, at 19:01, "DS89" <davidsteglet@gmail.com> wrote:

Has anyone here read it?  
(http://www.oxfordscholarship.com/view/10.1093/acprof:oso/9780199546961.00
1.0001/acprof-9780199546961)
It's basically a compiliation of all of David Wallace's work on the Everettian 
interpretation.

He tries to convince the reader of what he calls "emergent worlds" in large 
portions of the book.
He claims to solve the preferred basis problem, not with decoherence, but with 
the fact that the world emerges.
Any thoughts on this?

I have not read it. But thank you for the recommendation-I may buy it (the only 
thing holding me back is the strangely high price!).

 I cannot see anything in the abstract (reproduced below) that seems in any way 
antithetical to David Deutsch's work on the very same stuff. There is a review of 
the book to be found here: http://alastairwilson.org/files/wrweb.pdf

Abstract:
This book defends the view that the Everett interpretation of quantum theory, 
often called the ‘many worlds theory’, is not some new physical theory or some 
metaphysical addition to quantum theory, but simply quantum theory itself 
understood in a straightforwardly literal way. As such ‐ despite its radical 
implications for the nature of our universe ‐ the Everett interpretation is actually 
the conservative way to approach quantum theory, requiring revisions neither to 
our best theories of physics, nor to conventional philosophy of science. The 
book is in three parts. Part I explains how quantum theory implies the existence 
of an emergent branching structure in physical reality, and explores the 
conceptual and technical details of decoherence theory, the theory which allows 
us to quantify that branching. Part II is concerned with the problem of probability, 
and makes the case that probability, far from being the key difficulty for the 

http://www.oxfordscholarship.com/view/10.1093/acprof:oso/9780199546961.001.0001/acprof-9780199546961
http://alastairwilson.org/files/wrweb.pdf


Everett interpretation, actually makes more sense from a many‐worlds 
viewpoint. Part III explores the implications of an Everettian perspective on a 
variety of topics in physics and philosophy.

Have you read it all?

- Brett

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] The Emergent Multiverse by David Wallace
Date: March 7, 2013 at 4:02 AM

On 7 Mar 2013, at 08:29, Brett Hall <brhalluk@hotmail.com> wrote:

On 07/03/2013, at 19:01, "DS89" <davidsteglet@gmail.com> wrote:

Has anyone here read it?  
(http://www.oxfordscholarship.com/view/10.1093/acprof:oso/9780199546961.0
01.0001/acprof-9780199546961)
It's basically a compiliation of all of David Wallace's work on the Everettian 
interpretation.

He tries to convince the reader of what he calls "emergent worlds" in large 
portions of the book.
He claims to solve the preferred basis problem, not with decoherence, but with 
the fact that the world emerges.
Any thoughts on this?

I have not read it. But thank you for the recommendation-I may buy it (the only 
thing holding me back is the strangely high price!).

 I cannot see anything in the abstract (reproduced below) that seems in any way 
antithetical to David Deutsch's work on the very same stuff. There is a review of 
the book to be found here: http://alastairwilson.org/files/wrweb.pdf

Abstract:
This book defends the view that the Everett interpretation of quantum theory, 
often called the ‘many worlds theory’, is not some new physical theory or some 
metaphysical addition to quantum theory, but simply quantum theory itself 
understood in a straightforwardly literal way. As such ‐ despite its radical 
implications for the nature of our universe ‐ the Everett interpretation is actually 
the conservative way to approach quantum theory, requiring revisions neither 
to our best theories of physics, nor to conventional philosophy of science. The 
book is in three parts. Part I explains how quantum theory implies the 
existence of an emergent branching structure in physical reality, and explores 

http://www.oxfordscholarship.com/view/10.1093/acprof:oso/9780199546961.001.0001/acprof-9780199546961
http://alastairwilson.org/files/wrweb.pdf


the conceptual and technical details of decoherence theory, the theory which 
allows us to quantify that branching. Part II is concerned with the problem of 
probability, and makes the case that probability, far from being the key difficulty 
for the Everett interpretation, actually makes more sense from a many‐worlds 
viewpoint. Part III explores the implications of an Everettian perspective on a 
variety of topics in physics and philosophy.

Have you read it all?

It has two flaws.

(1) Bad epistemology. Not CR.

(2) A bad criticism of David's stuff on QM in the Heisenberg picture. See

http://arxiv.org/abs/1109.6223

and papers cited therein.

Alan

-- 

http://arxiv.org/abs/1109.6223


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The Emergent Multiverse by David Wallace
Date: March 7, 2013 at 4:43 AM

On Mar 6, 2013, at 11:55 PM, DS89 <davidsteglet@gmail.com> wrote:

Has anyone here read it?
(http://www.oxfordscholarship.com/view/10.1093/acprof:oso/9780199546961.00
1.0001/acprof-9780199546961)
It's basically a compiliation of all of David Wallace's work on the
Everettian interpretation.

He tries to convince the reader of what he calls "emergent worlds" in large
portions of the book.
He claims to solve the preferred basis problem, not with decoherence, but
with the fact that the world emerges.
Any thoughts on this?

Why is avoiding decoherence good? What is his criticism of decoherence?

-- Elliot Temple
http://beginningofinfinity.com/

-- 
-- 
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From: Erin <erinfalk@aol.com>
Subject: [BoI] Inductivism and justificationism
Date: March 7, 2013 at 11:34 PM

I am trying to improve my limited understanding of these ideas and would 
appreciate any criticism on my thoughts below.

Induction says we form theories or explanations by deriving or generalizing them 
from sensory experiences.

David Hume argued that induction cannot lead to justified knowledge. His 
argument is what is known as the 'problem of induction'. Induction is based on an 
assumption that nature is uniform / the future will resemble the past / the unseen 
resembles the seen. The problem happens when attempting to justify this 
assumption.

First, you can't justify it deductively because inductive arguments cannot be 
deductively derived from their premises. Second, you also cannot justify it 
inductively as that would be circular. Because you cannot directly observe that 
nature is uniform, you would have to make an inductive inference that nature is 
uniform. But this is circular as you'd be trying to justify induction *using* induction. 
So Hume's conclusion is that induction cannot be justified.

Popper solved the problem of induction by saying it's a bad problem. With 
Popper's theory of knowledge, we don't need to justify ideas. And our theories 
don't come to us directly or inductively through our senses, but rather they start 
with ideas in our minds.

What I want to understand more is the link between induction and 
justificationism? If justify means *support*, then inductivists are using experience 
or data to support their theories. So it seems that inductivism is inherently 
justificationist. Is this correct?

Are there any inductivists whom think they can arrive at the final truth using 
inductivism? Or instead that we can gain knowledge that is probably true using 
varying amounts of probability?  Do some agree with fallibility and try to seek the 
truth but know that they could be mistaken, in which case they are not making an 
infallibist mistake just a justificationist mistake?

Some criticisms of induction:



- Repeated observations cannot be used to form theories. There are infinite 
numbers of theories that could be inferred from the exact same observations and 
data. So saying that you can take sensory data and it will lead you to a *specific* 
theory or explanation doesn't make sense because there is no explanation as to 
how you arrived at that specific theory solely using induction.

- Being tied to justificationism, induction runs into a regress problem. For 
example, in the case of using idea B to support idea A, you would also need idea 
C to support idea B and so on with each supporting idea itself needing support.

What I don't really understand is whether this regress problem only applies if you 
are seeking certain, infallible knowledge. Do fallible approaches to knowledge 
have this same regress problem if they are justificationist?

Erin

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Inductivism and justificationism
Date: March 8, 2013 at 2:19 AM

On Mar 7, 2013, at 8:34 PM, Erin <erinfalk@aol.com> wrote:

I am trying to improve my limited understanding of these ideas and would 
appreciate any criticism on my thoughts below.

Induction says we form theories or explanations by deriving or generalizing 
them from sensory experiences.

David Hume argued that induction cannot lead to justified knowledge. His 
argument is what is known as the 'problem of induction'. Induction is based on 
an assumption that nature is uniform / the future will resemble the past / the 
unseen resembles the seen. The problem happens when attempting to justify 
this assumption.

First, you can't justify it deductively because inductive arguments cannot be 
deductively derived from their premises. Second, you also cannot justify it 
inductively as that would be circular. Because you cannot directly observe that 
nature is uniform, you would have to make an inductive inference that nature is 
uniform. But this is circular as you'd be trying to justify induction *using* 
induction. So Hume's conclusion is that induction cannot be justified.

Popper solved the problem of induction by saying it's a bad problem. With 
Popper's theory of knowledge, we don't need to justify ideas. And our theories 
don't come to us directly or inductively through our senses, but rather they start 
with ideas in our minds.

What I want to understand more is the link between induction and 
justificationism? If justify means *support*, then inductivists are using 
experience or data to support their theories. So it seems that inductivism is 
inherently justificationist. Is this correct?

Induction is impossible. It is a myth. So what do inductivists really do, when they 
think they are doing induction?

Here is one thing they might do:



They could decide some of their ideas, which they call "evidence" or 
"observations" support some of their other ideas which they called "inductive 
conclusions". This would be a justificationist non sequitur.

Induction and justification have the same sort of non sequitur where there is this 
thing that is supposed to have a relationship to this other thing, but no one can 
ever say quite how or why, or give a reasonably unambiguous explanation of how 
to decide which things have the relationship or not.

And they have the same sort of goals where you're saying you have one thing 
and it makes another better, in a positive way.

I think a lot of the idea behind induction is that you should support your ideas with 
evidence. They think that evidence is important and this is the main way to use it. 
They're mistaken.

Are there any inductivists whom think they can arrive at the final truth using 
inductivism? Or instead that we can gain knowledge that is probably true using 
varying amounts of probability?

Note that those are compatible: you can believe 95% of your inductions arrive at 
the final truth, but you don't know which ones those are. So each of your 
inductions is probably the final truth.

Do some agree with fallibility and try to seek the truth but know that they could 
be mistaken, in which case they are not making an infallibist mistake just a 
justificationist mistake?

I think many of them do that *sometimes*. Finding one who does it all the time, 
consistently, would be harder. Few people are very good at *consistently* thinking 
in a fallibilist way.

Some criticisms of induction:

- Repeated observations cannot be used to form theories. There are infinite 
numbers of theories that could be inferred from the exact same observations 
and data. So saying that you can take sensory data and it will lead you to a 
*specific* theory or explanation doesn't make sense because there is no 
explanation as to how you arrived at that specific theory solely using induction.



yes

- Being tied to justificationism, induction runs into a regress problem. For 
example, in the case of using idea B to support idea A, you would also need 
idea C to support idea B and so on with each supporting idea itself needing 
support.

This is only a problem if you're a foundationalist.

Consider this argument applied to English. Definitions have a regress problem 
because the defintion of word A will use other words, B, C, and D. B, C and D will 
each need to be defined, and those definitions will contain yet more words. And 
so on.

Yet we can and do define words. English doesn't need foundations. It doesn't 
need or have self-defining words, or words that you're not allowed to question, or 
anything like that.

The bigger problem with support is not the regress issue but that even if you 
assume X is itself supported or justified, it *still* has no ability to in turn support or 
justify Y. In "X supports Y", the link between X and Y is a non sequitur. This is a 
more important problem than how to get started or where to start. Even if you 
assume some starting places and use them as premises, support doesn't work. 
Every single step doesn't work.

There is a misconception that if you could get started -- get a few dozen 
supported/justified propositions -- then support or justification would work fine. 
That you could work from those foundations to support/justify more ideas, and 
then more, and more, and build your way up to all sorts of important high level 
ideas.

So a lot of people think they should focus a lot of effort on figuring out foundations 
like that, or some way to get started. But this is wrong. Those foundations 
wouldn't do any good. Because the whole relationship of "X supports Y" is 
misconceived.

The problem they should pay more attention to, but have no answer to and kinda 
ignore, is the problem of: which X support which Y, and why?



What I don't really understand is whether this regress problem only applies if 
you are seeking certain, infallible knowledge. Do fallible approaches to 
knowledge have this same regress problem if they are justificationist?

Why would they?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Erin Minter <erinfalk@aol.com>
Subject: Re: [BoI] Inductivism and justificationism
Date: March 11, 2013 at 12:48 AM

On Mar 8, 2013, at 2:19 AM, Elliot Temple <curi@curi.us> wrote:

On Mar 7, 2013, at 8:34 PM, Erin <erinfalk@aol.com> wrote:

I am trying to improve my limited understanding of these ideas and would 
appreciate any criticism on my thoughts below.

Induction says we form theories or explanations by deriving or generalizing 
them from sensory experiences.

David Hume argued that induction cannot lead to justified knowledge. His 
argument is what is known as the 'problem of induction'. Induction is based on 
an assumption that nature is uniform / the future will resemble the past / the 
unseen resembles the seen. The problem happens when attempting to justify 
this assumption.

First, you can't justify it deductively because inductive arguments cannot be 
deductively derived from their premises. Second, you also cannot justify it 
inductively as that would be circular. Because you cannot directly observe that 
nature is uniform, you would have to make an inductive inference that nature is 
uniform. But this is circular as you'd be trying to justify induction *using* 
induction. So Hume's conclusion is that induction cannot be justified.

Popper solved the problem of induction by saying it's a bad problem. With 
Popper's theory of knowledge, we don't need to justify ideas. And our theories 
don't come to us directly or inductively through our senses, but rather they start 
with ideas in our minds.

What I want to understand more is the link between induction and 
justificationism? If justify means *support*, then inductivists are using 
experience or data to support their theories. So it seems that inductivism is 
inherently justificationist. Is this correct?

Induction is impossible. It is a myth. So what do inductivists really do, when they 
think they are doing induction?



Here is one thing they might do:

They could decide some of their ideas, which they call "evidence" or 
"observations" support some of their other ideas which they called "inductive 
conclusions". This would be a justificationist non sequitur.

Induction and justification have the same sort of non sequitur where there is this 
thing that is supposed to have a relationship to this other thing, but no one can 
ever say quite how or why, or give a reasonably unambiguous explanation of 
how to decide which things have the relationship or not.

And they have the same sort of goals where you're saying you have one thing 
and it makes another better, in a positive way.

I think a lot of the idea behind induction is that you should support your ideas 
with evidence. They think that evidence is important and this is the main way to 
use it. They're mistaken.

Are there any inductivists whom think they can arrive at the final truth using 
inductivism? Or instead that we can gain knowledge that is probably true using 
varying amounts of probability?

Note that those are compatible: you can believe 95% of your inductions arrive at 
the final truth, but you don't know which ones those are. So each of your 
inductions is probably the final truth.

Do some agree with fallibility and try to seek the truth but know that they could 
be mistaken, in which case they are not making an infallibist mistake just a 
justificationist mistake?

I think many of them do that *sometimes*. Finding one who does it all the time, 
consistently, would be harder. Few people are very good at *consistently* 
thinking in a fallibilist way.

Some criticisms of induction:

- Repeated observations cannot be used to form theories. There are infinite 
numbers of theories that could be inferred from the exact same observations 



and data. So saying that you can take sensory data and it will lead you to a 
*specific* theory or explanation doesn't make sense because there is no 
explanation as to how you arrived at that specific theory solely using induction.

yes

- Being tied to justificationism, induction runs into a regress problem. For 
example, in the case of using idea B to support idea A, you would also need 
idea C to support idea B and so on with each supporting idea itself needing 
support.

This is only a problem if you're a foundationalist.

Consider this argument applied to English. Definitions have a regress problem 
because the defintion of word A will use other words, B, C, and D. B, C and D 
will each need to be defined, and those definitions will contain yet more words. 
And so on.

Yet we can and do define words. English doesn't need foundations. It doesn't 
need or have self-defining words, or words that you're not allowed to question, 
or anything like that.

The bigger problem with support is not the regress issue but that even if you 
assume X is itself supported or justified, it *still* has no ability to in turn support 
or justify Y. In "X supports Y", the link between X and Y is a non sequitur. This is 
a more important problem than how to get started or where to start. Even if you 
assume some starting places and use them as premises, support doesn't work. 
Every single step doesn't work.

There is a misconception that if you could get started -- get a few dozen 
supported/justified propositions -- then support or justification would work fine. 
That you could work from those foundations to support/justify more ideas, and 
then more, and more, and build your way up to all sorts of important high level 
ideas.

So a lot of people think they should focus a lot of effort on figuring out 
foundations like that, or some way to get started. But this is wrong. Those 
foundations wouldn't do any good. Because the whole relationship of "X 
supports Y" is misconceived.



The problem they should pay more attention to, but have no answer to and 
kinda ignore, is the problem of: which X support which Y, and why?

What I don't really understand is whether this regress problem only applies if 
you are seeking certain, infallible knowledge. Do fallible approaches to 
knowledge have this same regress problem if they are justificationist?

Why would they?

I'm not sure, but the explanation below makes sense to me.  If idea B is giving 
support to idea A, would idea B need to have some sort of support or justification 
coming from somewhere (such as idea C) in order to have anything to give?

http://www.curi.us/1450-new-induction-disproof

The regress problem applies to any type of support or justification, even partial 
support.

If we just make up a proposition it starts with zero support, right? Not some 
fallible support, but absolutely none (unless you start asserting foundations or 
self-supporting statements or something like that). So then we use a second 
proposition to give some amount of support to the first. But the second 
proposition cannot give any support at all unless it, itself, has some amount of 
support or justification, which will have to come from a third propostion, which 
will itself need some support.

So I think fallible approaches have the same regress problem.

Erin

-- 

http://www.curi.us/1450-new-induction-disproof


From: Elliot Temple <curi@curi.us>
Subject: [BoI] stop pretending all atheists are god
Date: March 11, 2013 at 5:22 AM

http://www.samharris.org/blog/item/the-fireplace-delusion

It seems to me that many nonbelievers have forgotten—or never knew—what it 
is like to suffer an unhappy collision with scientific rationality. We are open to 
good evidence and sound argument as a matter of principle, and are generally 
willing to follow wherever they may lead. Certain of us have made careers out of 
bemoaning the failure of religious people to adopt this same attitude.

Note the extreme naivety. Whatever you think or Harris' own rationality, I think we 
can all agree his readers aren't all so rational they never get on the wrong side of 
science, facts, evidence, reason, etc... Whether they know it or not, they are not 
open to all "good evidence" or "sound arguments".

At least it looks like Harris is naive and doesn't understand how complicated life 
is, how flawed his readers are, perhaps how flawed he himself is, how much 
irrationality there is in the world that isn't religious, how hard it is to be rational, 
how being rational takes a lot more than proclaiming "I am an atheist and value 
reason!" (although "value" is a word some atheists don't like. so what do they say 
instead?)

An alternative interpretation is that he's pandering. Maybe he knows many of his 
readers are deeply flawed, but makes a career out of telling them they are 
awesome.

The "never knew" line does sound like it may be pandering. Everyone has made 
mistakes. Lots of mistakes. Serious mistakes. For regular people, they've made 
many mistakes they now wouldn't make and don't know how anyone could ever 
make. (For good philosophers, they made those mistakes too, they just don't 
have the arrogant attitude towards thinking they are above mistakes now or that 
it's weird when other people make mistakes that they wouldn't make.)

Or maybe Harris is so naive he really thinks lots of people go through life never 
facing any significant challenges at all in major, difficult areas of life such as 
science.

http://www.samharris.org/blog/item/the-fireplace-delusion


The article goes on to present dumb propaganda as scientific rationality and tell 
his lefty atheist followers they must not resist this or they aren't smart/rational. 
And there's a heavy dose of scientism.

This makes the beginning seem more like pandering than naivety since Harris 
claims many of his readers will initially reject his radical environmentalism.

Anyway Harris is now encouraging and pressuring people to be gullible in the 
way as the French revolutionary peasants were (if you don't have a readymade 
argument in defense of how you live, then you have to change or you're irrational 
and that's bad bad bad, [so do as you're told by people better at rhetoric than 
you]). He doesn't know this, but that's part of the problem. He should learn 
philosophy instead of going around saying he knows philosophy (and science! 
and reason!) and that it teaches us [really really bad things].

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Inductivism and justificationism
Date: March 11, 2013 at 5:23 AM

On Mar 10, 2013, at 9:48 PM, Erin Minter <erinfalk@aol.com> wrote:

On Mar 8, 2013, at 2:19 AM, Elliot Temple <curi@curi.us> wrote:

On Mar 7, 2013, at 8:34 PM, Erin <erinfalk@aol.com> wrote:

I am trying to improve my limited understanding of these ideas and would 
appreciate any criticism on my thoughts below.

Induction says we form theories or explanations by deriving or generalizing 
them from sensory experiences.

David Hume argued that induction cannot lead to justified knowledge. His 
argument is what is known as the 'problem of induction'. Induction is based 
on an assumption that nature is uniform / the future will resemble the past / 
the unseen resembles the seen. The problem happens when attempting to 
justify this assumption.

First, you can't justify it deductively because inductive arguments cannot be 
deductively derived from their premises. Second, you also cannot justify it 
inductively as that would be circular. Because you cannot directly observe 
that nature is uniform, you would have to make an inductive inference that 
nature is uniform. But this is circular as you'd be trying to justify induction 
*using* induction. So Hume's conclusion is that induction cannot be justified.

Popper solved the problem of induction by saying it's a bad problem. With 
Popper's theory of knowledge, we don't need to justify ideas. And our 
theories don't come to us directly or inductively through our senses, but 
rather they start with ideas in our minds.

What I want to understand more is the link between induction and 
justificationism? If justify means *support*, then inductivists are using 
experience or data to support their theories. So it seems that inductivism is 
inherently justificationist. Is this correct?



Induction is impossible. It is a myth. So what do inductivists really do, when 
they think they are doing induction?

Here is one thing they might do:

They could decide some of their ideas, which they call "evidence" or 
"observations" support some of their other ideas which they called "inductive 
conclusions". This would be a justificationist non sequitur.

Induction and justification have the same sort of non sequitur where there is 
this thing that is supposed to have a relationship to this other thing, but no one 
can ever say quite how or why, or give a reasonably unambiguous explanation 
of how to decide which things have the relationship or not.

And they have the same sort of goals where you're saying you have one thing 
and it makes another better, in a positive way.

I think a lot of the idea behind induction is that you should support your ideas 
with evidence. They think that evidence is important and this is the main way 
to use it. They're mistaken.

Are there any inductivists whom think they can arrive at the final truth using 
inductivism? Or instead that we can gain knowledge that is probably true 
using varying amounts of probability?

Note that those are compatible: you can believe 95% of your inductions arrive 
at the final truth, but you don't know which ones those are. So each of your 
inductions is probably the final truth.

Do some agree with fallibility and try to seek the truth but know that they 
could be mistaken, in which case they are not making an infallibist mistake 
just a justificationist mistake?

I think many of them do that *sometimes*. Finding one who does it all the time, 
consistently, would be harder. Few people are very good at *consistently* 
thinking in a fallibilist way.

Some criticisms of induction:



- Repeated observations cannot be used to form theories. There are infinite 
numbers of theories that could be inferred from the exact same observations 
and data. So saying that you can take sensory data and it will lead you to a 
*specific* theory or explanation doesn't make sense because there is no 
explanation as to how you arrived at that specific theory solely using 
induction.

yes

- Being tied to justificationism, induction runs into a regress problem. For 
example, in the case of using idea B to support idea A, you would also need 
idea C to support idea B and so on with each supporting idea itself needing 
support.

This is only a problem if you're a foundationalist.

Consider this argument applied to English. Definitions have a regress problem 
because the defintion of word A will use other words, B, C, and D. B, C and D 
will each need to be defined, and those definitions will contain yet more words. 
And so on.

Yet we can and do define words. English doesn't need foundations. It doesn't 
need or have self-defining words, or words that you're not allowed to question, 
or anything like that.

The bigger problem with support is not the regress issue but that even if you 
assume X is itself supported or justified, it *still* has no ability to in turn support 
or justify Y. In "X supports Y", the link between X and Y is a non sequitur. This 
is a more important problem than how to get started or where to start. Even if 
you assume some starting places and use them as premises, support doesn't 
work. Every single step doesn't work.

There is a misconception that if you could get started -- get a few dozen 
supported/justified propositions -- then support or justification would work fine. 
That you could work from those foundations to support/justify more ideas, and 
then more, and more, and build your way up to all sorts of important high level 
ideas.



So a lot of people think they should focus a lot of effort on figuring out 
foundations like that, or some way to get started. But this is wrong. Those 
foundations wouldn't do any good. Because the whole relationship of "X 
supports Y" is misconceived.

The problem they should pay more attention to, but have no answer to and 
kinda ignore, is the problem of: which X support which Y, and why?

What I don't really understand is whether this regress problem only applies if 
you are seeking certain, infallible knowledge. Do fallible approaches to 
knowledge have this same regress problem if they are justificationist?

Why would they?

I'm not sure, but the explanation below makes sense to me.  If idea B is giving 
support to idea A, would idea B need to have some sort of support or 
justification coming from somewhere (such as idea C) in order to have anything 
to give?

http://www.curi.us/1450-new-induction-disproof

The regress problem applies to any type of support or justification, even partial 
support.

If we just make up a proposition it starts with zero support, right? Not some 
fallible support, but absolutely none (unless you start asserting foundations or 
self-supporting statements or something like that). So then we use a second 
proposition to give some amount of support to the first. But the second 
proposition cannot give any support at all unless it, itself, has some amount of 
support or justification, which will have to come from a third propostion, which 
will itself need some support.

So I think fallible approaches have the same regress problem.

I now think my 2010 argument was incorrect. I think I understand the issues 
better now.

Note this doesn't mean the guy I was arguing with back then was right. I still think 

http://www.curi.us/1450-new-induction-disproof


he was mistaken.

I wrote:

But the second proposition cannot give any support at all unless it, itself, has 
some amount of support or justification

But that's incorrect. The real problem is that nothing supports anything, ever, 
period; there should be no "unless" qualifier. To put a qualifier implies that support 
isn't a mistake with full generality, only a mistake with partial generality. But that's 
wrong.

There are general purpose reasons support doesn't work, which have full 
generality. Even if the supporting ideas had some support of their own to start 
with (stipulated by premise, say), it would not make any difference to the main 
issue. Putting the qualifier denies this.

If the only problem was where to start, it could be solved in the same way as the 
dictionary (or a language). It might seem that a dictionary (or a language) is 
impossible because each word is defined in terms of other words, so there is 
regress or circularity. How can you get started? Yet dictionaries (and languages) 
are possible and meaningful. So this approach of trying to figure out starting 
points is a mistake. Actually you can start anywhere you want and make progress 
by correcting errors from there.

Starting places are not important. This is a significant insight which Popper 
pointed out in some contexts. It actually lessens the impact of the regress 
problem. And makes it all the more important to understand the real flaws of 
justificationism and their refutations. (The main flaw is, in short, that the claim "X 
supports Y" is nonsense for all meanings of "support" compatible with the 
justificationist philosophy. No matter what X and Y are. Even if X is an infallible 
foundation.)

If you'd like to discuss that further, I suggest replying to this post which has some 
more info about it:

https://groups.google.com/d/msg/beginning-of-infinity/TP0-
bgoTVx8/75YgipJbQ6sJ

https://groups.google.com/d/msg/beginning-of-infinity/TP0-bgoTVx8/75YgipJbQ6sJ


Anyway, avoiding all justificationist mistakes is hard! Me, Popper and Rand have 
made them, for example. Everyone should be willing to consider that they may 
make some justificationist errors and do not yet have all the answers. And 
everyone should expect it to take persistent and active effort and attention to 
eradicate justificationist mistakes from their thinking. Justificationism is a 
pervasive mistake which is integrated into standard ideas about many topics.

PS does anyone know how to fix the bad wording of "persistent and active effort 
and attention"? I wanted two adjectives both applying to both of two nouns.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Richard Fine <richard.fine@gmail.com>
Subject: [BoI] Only the ten hundred most used words
Date: March 11, 2013 at 3:49 PM

http://splasho.com/upgoer5/

This is a writing thing where you can only use the ten hundred most used words. 
You can use other words if you put them in 'quotes' to 'define' them; and you can 
use people's names if you put 'Mr' or 'Mrs' in front of them, like saying Mr Richard.

I decided to try writing some 'philosophy' in it (as well as these opening words). 
What do you think?

-----

When we have a problem that we need to work out, we often have more than one 
idea that might be the answer. Some of the ideas might be very different; other 
ideas might only be different in small ways. But it does not make sense for more 
than one idea to be the answer - using two ideas at once is actually a new idea 
that is different to both the ideas from before - so we have to pick one idea. How 
can we make sure we pick the right one?

The answer is: we can't make sure, not completely sure. Any way of doing it has 
problems:

* Maybe we think we can be sure because it says the idea in a book; but we can't 
make sure the book is right.

* Maybe we think we can be sure because we asked a hundred people and they 
all said the same idea; but we can't make sure the people are right too, even 
when we have asked lots of them. Maybe they all said it is right because they 
read the same book, and the book is wrong.

It has happened before: everyone has thought something that later we learned 
was not true, such as the world not being round. People were wrong, even 
though there were lots of them, and they had all looked at many parts of the world 
many times. Because they were looking at the world in the wrong way - from 
close to it, instead of from very far away - they got it wrong in the same way every 
time. (This is a problem called 'systemic' 'error').

* Maybe we think that even if we can't be completely sure, we can still be some 

http://splasho.com/upgoer5/


number sure - like we can be 99 out of 100 sure. But most of the time, even if we 
are 99 out of 100 sure, we can't use the idea in a '99 out of 100' way - we have to 
use it or not use it. So we have to pick whether the number is big enough or not 
to use the idea, and then we have the same problem: we have to decide if we 
have picked the right number or not.

Mr Popper said that because we can't make sure we have the right idea, we 
should stop trying to make sure, and instead, work out how to live without making 
sure. He said we could be wrong about anything, at any time. Even simple stuff 
like adding one and one. This is called 'fallibilism'.

Mr Popper saw that while 100 people saying something is the right answer does 
not mean we can be sure, having 1 person say it is the *wrong* answer can make 
us change our minds, if they can say how and why it is wrong well enough.

So instead of trying to find things and people that tell us our answers are right, we 
should try to find things and people that show us our answers are *wrong* well 
enough that we change our minds. Things that show us our ideas are wrong are 
called 'criticisms'.

(Many people do not like 'criticisms' because they do not like to find out that their 
ideas are wrong. But this is a bad idea: your idea will still be wrong even if you do 
not know that it is. If you find out, then you have a chance to fix it before it causes 
any problems. Many of these people are like this because when they were at 
school, they would get in trouble if their ideas were wrong a lot. This is one way in 
which almost all schools are very bad).

We usually need to decide what to do about our problem while we are still looking 
for 'criticisms'. Mr Popper said that we should use some idea we have got, but 
only 'tentatively', which means using it in a way that is easy to take back if we find 
out we were wrong about it. So when we are picking which idea to use for now, 
we should think about picking the ones that are easiest to use 'tentatively'.

It's also important to think about what *could* make us change our minds about 
the idea, even if we do not think that will happen or that it would be hard to do. If 
we can't think of anything, then using the idea even 'tentatively' is bad, because 
we would never agree that the idea is wrong even if it *is* wrong.

When we find out that an idea we have is wrong, we must decide what to do 
about that. If we have other ideas, we can use one of them instead; but 



sometimes we have to come up with a new idea. The new idea should not be 
wrong in the way that the 'criticism' of our old idea said it was wrong, but other 
than that, it is good to keep it the same as the old idea as much as possible; that 
way, most of the things we already worked out about the old idea will still work 
with the new idea. The idea that we should make lots of little changes to our 
ideas, instead of big changes, is called 'gradualism'.

-----

- Richard

-- 
-- 

--- You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Only the ten hundred most used words
Date: March 12, 2013 at 4:06 PM

On Mar 11, 2013, at 12:49 PM, Richard Fine <richard.fine@gmail.com> wrote:

http://splasho.com/upgoer5/

This is a writing thing where you can only use the ten hundred most used words. 
You can use other words if you put them in 'quotes' to 'define' them; and you can 
use people's names if you put 'Mr' or 'Mrs' in front of them, like saying Mr 
Richard.

I decided to try writing some 'philosophy' in it (as well as these opening words). 
What do you think?

Sounds hard:

UH OH! YOU HAVE USED NON-PERMITTED WORDS (FALSE, INCORRECT, 
MISTAKE, MISTAKEN, ERROR, CORRECT, ACCURATE)

You can say "not true" or "wrong" though.

UH OH! YOU HAVE USED NON-PERMITTED WORDS (IMPROVE, VALUE, 
MORAL, PRINCIPLE)

UH OH! YOU HAVE USED NON-PERMITTED WORDS (REFUTE, 
REFUTATION, CRITICIZE, CRITICISM)

hmm...

UH OH! YOU HAVE USED A NON-PERMITTED WORD (KNOWLEDGE)

umm :(

UH OH! YOU HAVE USED NON-PERMITTED WORDS (PREFER, 
PERFERENCE, CAPITALISM, WEALTH, INDIVIDUAL, FREEDOM)

http://splasho.com/upgoer5/


ok screw this lol.

Defining new words is (should be) cheating, in my opinion. I suspect it would let 
you rebuild the whole dictionary. The only way it wouldn't is if the top 1000 words 
are not a universal language, which I'd really really really really really doubt 
("really" is an approved word!! :D). Proper nouns seem OK I guess.

-----

When we have a problem that we need to work out, we often have more than 
one idea that might be the answer. Some of the ideas might be very different; 
other ideas might only be different in small ways. But it does not make sense for 
more than one idea to be the answer - using two ideas at once is actually a new 
idea that is different to both the ideas from before - so we have to pick one idea. 
How can we make sure we pick the right one?

The answer is: we can't make sure, not completely sure. Any way of doing it has 
problems:

* Maybe we think we can be sure because it says the idea in a book; but we 
can't make sure the book is right.

* Maybe we think we can be sure because we asked a hundred people and they 
all said the same idea; but we can't make sure the people are right too, even 
when we have asked lots of them. Maybe they all said it is right because they 
read the same book, and the book is wrong.

It has happened before: everyone has thought something that later we learned 
was not true, such as the world not being round.

UH OH! YOU HAVE USED A NON-PERMITTED WORD (FLAT)

The exercise has some merit but, for example, I think avoiding the word "flat" 
here makes writing worse.

People were wrong, even though there were lots of them, and they had all 
looked at many parts of the world many times. Because they were looking at the 
world in the wrong way - from close to it, instead of from very far away - they got 



it wrong in the same way every time. (This is a problem called 'systemic' 'error').

I think you can actually detect the earth's curve from close up if you go to a big 
flat area.

Certainly you don't have to look from far away (space, or even an airplane) to 
figure it out.

* Maybe we think that even if we can't be completely sure, we can still be some 
number sure - like we can be 99 out of 100 sure. But most of the time, even if 
we are 99 out of 100 sure, we can't use the idea in a '99 out of 100' way - we 
have to use it or not use it. So we have to pick whether the number is big 
enough or not to use the idea, and then we have the same problem: we have to 
decide if we have picked the right number or not.

Then we have the same problem: we have to decide if we're using the idea or 
not. For example if we use ideas with a number of 80 or more, then when we 
assign a number we're essentially saying if we will use the idea (by giving 85) or 
will not use it (by giving 65). So we're back to how to decide that and the numbers 
didn't help.

Mr Popper said that because we can't make sure we have the right idea, we 
should stop trying to make sure, and instead, work out how to live without 
making sure.

yes good, i agree. a lot of people don't get that last part. they know he said the 
first part, but they don't realize there's actually ways to deal with not being sure. 
they just assume not being sure is a situation that sucks.

He said we could be wrong about anything, at any time. Even simple stuff like 
adding one and one. This is called 'fallibilism'.

Mr Popper saw that while 100 people saying something is the right answer does 
not mean we can be sure, having 1 person say it is the *wrong* answer can 
make us change our minds, if they can say how and why it is wrong well 
enough.

you can't positively prove ideas are right. but you can, in context, persuade 
people of them. one guy can say an idea is good, vs 100 saying it's bad, and if 
his arguments are good he may be persuasive and change minds.



So instead of trying to find things and people that tell us our answers are right, 
we should try to find things and people that show us our answers are *wrong* 
well enough that we change our minds. Things that show us our ideas are 
wrong are called 'criticisms'.

both matter. sometimes people should stand up and say "i think this is a good 
idea". they can point out what problems it solves which all known rival ideas fail to 
solve or sometimes don't even try to solve (so even considering it a rival may be 
a misconception).

(Many people do not like 'criticisms' because they do not like to find out that 
their ideas are wrong. But this is a bad idea: your idea will still be wrong even if 
you do not know that it is. If you find out, then you have a chance to fix it before 
it causes any problems. Many of these people are like this because when they 
were at school, they would get in trouble if their ideas were wrong a lot. This is 
one way in which almost all schools are very bad).

school is important but not the fundamental issue. if the parents disapproved of 
what schools do enough they wouldn't make their kids go. parents pretty much 
always play the main role of responsibility in bad things happening to their young 
children.

schools have little ability to punish children without parental approval. and often 
rely on parents to help enforce things. typically parents punish kids for their own 
stuff and also for school stuff, and the school stuff is really the parent's own stuff, 
the parents are making it happen.

We usually need to decide what to do about our problem while we are still 
looking for 'criticisms'. Mr Popper said that we should use some idea we have 
got, but only 'tentatively', which means using it in a way that is easy to take back 
if we find out we were wrong about it.

that's good in general but there are situations where "keeping your options open" 
can be bad, sometimes you have to do stuff, live your life, even if it's hard to take 
back.

keep your options open when you can, do things you can take back when you 



can, but live, progress, go forward! keep an open *mind* but your actions need 
not all be easily reversible.

for example, reading a book is something you can't take back if you find out you 
were wrong about the book. maybe it turns out to be a bad book, but you can't 
take back having read it. you can stop reading part way if you notice it's bad, but 
you might only find out why it's bad after you're done so there's no taking it back. 
you can still change your mind about the ideas in the book though.

So when we are picking which idea to use for now, we should think about 
picking the ones that are easiest to use 'tentatively'.

It's also important to think about what *could* make us change our minds about 
the idea, even if we do not think that will happen or that it would be hard to do. If 
we can't think of anything, then using the idea even 'tentatively' is bad, because 
we would never agree that the idea is wrong even if it *is* wrong.

what *could* make your change your mind about your "murder is bad" idea, and 
think murder is good?

also btw things don't *make* people change their mind. it's more like good ideas 
provide people the *opportunity* to change their mind, and then they choose to 
change their own mind (or not).

When we find out that an idea we have is wrong, we must decide what to do 
about that. If we have other ideas, we can use one of them instead; but 
sometimes we have to come up with a new idea. The new idea should not be 
wrong in the way that the 'criticism' of our old idea said it was wrong, but other 
than that, it is good to keep it the same as the old idea as much as possible; that 
way, most of the things we already worked out about the old idea will still work 
with the new idea. The idea that we should make lots of little changes to our 
ideas, instead of big changes, is called 'gradualism'.

i think gradualism is more subtle than that.

to bring up one issue, how does one know what is a "little" change or a "big" 
change? by some sort interpretation. gradualism needs to tell us how to interpret 
that correctly.



-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: skg <skudge@gmail.com>
Subject: [BoI] Re: stop pretending all atheists are god
Date: March 13, 2013 at 11:35 AM

On Monday, March 11, 2013 4:22:05 AM UTC-5, Elliot Temple wrote:

http://www.samharris.org/blog/item/the-fireplace-delusion

It seems to me that many nonbelievers have forgotten—or never knew—what
it is like to suffer an unhappy collision with scientific rationality. We
are open to good evidence and sound argument as a matter of principle, and
are generally willing to follow wherever they may lead. Certain of us have
made careers out of bemoaning the failure of religious people to adopt this
same attitude.

Note the extreme naivety. ...

An alternative interpretation is that he's pandering. ...

Or maybe he was being ironic?

cheers,
skg

-- 

http://www.samharris.org/blog/item/the-fireplace-delusion


From: Elliot Temple <curi@curi.us>
Subject: [BoI] atheist lefty intolerance article
Date: March 14, 2013 at 2:30 PM

http://www.newrepublic.com/article/112481/darwinist-mob-goes-after-serious-
philosopher#

samples:

Here was a signal to the Darwinist dittoheads that a mob needed to be formed.

scientists are busily animadverting on Nagel’s account of science. They like to 
note condescendingly that he calls himself a “layman.” Yet too many of Nagel’s 
interlocutors have been scientists, because Mind and Cosmos is not a work of 
science. It is a work of philosophy; and it is entirely typical of the scientistic 
tyranny in American intellectual life that scientists have been invited to do the 
work of philosophers. The problem of the limits of science is not a scientific 
problem. It is also pertinent to note that the history of science is a history of 
mistakes, and so the dogmatism of scientists is especially rich.

-- Elliot Temple
http://curi.us/

-- 

http://www.newrepublic.com/article/112481/darwinist-mob-goes-after-serious-philosopher
http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] In Defense of Plastic Bags
Date: March 14, 2013 at 2:37 PM

http://industrialprogress.net/2013/03/14/in-defense-of-plastic-bags/

by me.

-- Elliot Temple
http://beginningofinfinity.com/

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://industrialprogress.net/2013/03/14/in-defense-of-plastic-bags/
http://beginningofinfinity.com/
https://groups.google.com/groups/opt_out


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] atheist lefty intolerance article
Date: March 15, 2013 at 12:01 AM

On Thu, Mar 14, 2013 at 11:30 AM, Elliot Temple <curi@curi.us> wrote:
http://www.newrepublic.com/article/112481/darwinist-mob-goes-after-serious-
philosopher#

samples:

Here was a signal to the Darwinist dittoheads that a mob needed to be formed.

scientists are busily animadverting on Nagel’s account of science. They like to 
note condescendingly that he calls himself a “layman.” Yet too many of Nagel’s 
interlocutors have been scientists, because Mind and Cosmos is not a work of 
science. It is a work of philosophy; and it is entirely typical of the scientistic 
tyranny in American intellectual life that scientists have been invited to do the 
work of philosophers. The problem of the limits of science is not a scientific 
problem. It is also pertinent to note that the history of science is a history of 
mistakes, and so the dogmatism of scientists is especially rich.

The attitude of atheists described in this article is unfortunately
all too common in my experience. Some of the atheists I know regard
acceptance of non-material concepts like consciousness and free will
as *requiring* a belief in the supernatural, and anyone who defends
them (like me) as a closet mystic regardless of assertions to the
contrary.

I think BoI's "Reality of Abstractions" chapter is particularly
persuasive in this regard, but no one I know who was not already
convinced of the reality of wholly natural yet non-material concepts
will read it, and they dismiss my explanations of it as merely
"renaming complexity".

One person I know in the atheist community could quite easily have
been one of the "Darwinist dittoheads" referenced - once telling me
that only mystics pay attention to "philosobabble" and if you're

http://www.newrepublic.com/article/112481/darwinist-mob-goes-after-serious-philosopher


concerned with reality then you must stick to material science.

Meanwhile the majority of these atheists who deny the reality of
abstractions maintain what can only be described as the most devout
form of faith in government. When put explicitly, I doubt most of them
would be so hypocritical as to defend the existence of society and
government while simultaneously denying the existence of the human
mind. But as a practical matter, it seems to me that's exactly what
they do. You, the individual, have no free will and are completely
powerless in the face of all external causes acting upon your life.
But we, the society, through the power and benevolence of government,
can accomplish many great and noble deeds.

That said, though the history of science is a history of mistakes, so
it seems to me is the history of philosophy and every other field of
inquiry. I think the line between science and philosophy is quite
blurry, perhaps due to ignorance on my part but perhaps not. Either
way, I fault dogmatists for being dogmatic, not for being a scientist
or a philosopher.

--Jason

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] atheist lefty intolerance article
Date: March 15, 2013 at 12:56 AM

On Mar 14, 2013, at 9:01 PM, Jason <auvenj@gmail.com> wrote:

On Thu, Mar 14, 2013 at 11:30 AM, Elliot Temple <curi@curi.us> wrote:
http://www.newrepublic.com/article/112481/darwinist-mob-goes-after-serious-
philosopher#

samples:

Here was a signal to the Darwinist dittoheads that a mob needed to be 
formed.

scientists are busily animadverting on Nagel’s account of science. They like 
to note condescendingly that he calls himself a “layman.” Yet too many of 
Nagel’s interlocutors have been scientists, because Mind and Cosmos is not 
a work of science. It is a work of philosophy; and it is entirely typical of the 
scientistic tyranny in American intellectual life that scientists have been 
invited to do the work of philosophers. The problem of the limits of science is 
not a scientific problem. It is also pertinent to note that the history of science 
is a history of mistakes, and so the dogmatism of scientists is especially rich.

The attitude of atheists described in this article is unfortunately
all too common in my experience. Some of the atheists I know regard
acceptance of non-material concepts like consciousness and free will
as *requiring* a belief in the supernatural, and anyone who defends
them (like me) as a closet mystic regardless of assertions to the
contrary.

I think BoI's "Reality of Abstractions" chapter is particularly
persuasive in this regard, but no one I know who was not already
convinced of the reality of wholly natural yet non-material concepts
will read it, and they dismiss my explanations of it as merely
"renaming complexity".

http://www.newrepublic.com/article/112481/darwinist-mob-goes-after-serious-philosopher


Well, you are renaming things relative to their (stupid) naming, aren't you? I think 
by "material" they mean everything, and "non-material" means only things that 
don't exist, by definition. You then take some things they name "material" and 
rename them "non-material" and they are confused as to why you would do that.

I don't know your acquaintances. There are some people who actually deny 
morality, mind, choice, etc, exist. But I think it's considerably more common to 
accept they exist and that there is complexity there, but to insist on calling it 
"material" (non-supernatural) and not to talk about any actual interesting issues.

When they accuse you of "renaming complexity" they are kinda admitting there is 
complexity there, not nothing. So they are apparently accepting all that 
complexity does exist, right? But they just want to call it "material" because they 
don't think the existence of that complexity implies religion or magical thinking is 
correct. And some other reasons, for example maybe they are reductionists.

One person I know in the atheist community could quite easily have
been one of the "Darwinist dittoheads" referenced - once telling me
that only mystics pay attention to "philosobabble" and if you're
concerned with reality then you must stick to material science.

And I suppose he doesn't accept the multiverse, despite it being part material 
science. Why not? Because he's listened to bad philosophy ("philosobabble") 
about physics.

Or maybe he doesn't know any physics but plenty of other people with similar 
attitudes will do this.

Meanwhile the majority of these atheists who deny the reality of
abstractions maintain what can only be described as the most devout
form of faith in government. When put explicitly, I doubt most of them
would be so hypocritical as to defend the existence of society and
government while simultaneously denying the existence of the human
mind. But as a practical matter, it seems to me that's exactly what
they do. You, the individual, have no free will and are completely
powerless in the face of all external causes acting upon your life.
But we, the society, through the power and benevolence of government,
can accomplish many great and noble deeds.



Bad philosophy and bad political philosophy and bad religious philosophy and 
bad moral philosophy all go together. There are connections.

That said, though the history of science is a history of mistakes, so
it seems to me is the history of philosophy and every other field of
inquiry. I think the line between science and philosophy is quite
blurry,

I agree.

perhaps due to ignorance on my part but perhaps not. Either
way, I fault dogmatists for being dogmatic, not for being a scientist
or a philosopher.

Yes. And I also fault non-scientists for pretending to be scientists in order to gain 
authority and prestige. This too is common and is what we call "scientism".

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] food stamps article
Date: March 17, 2013 at 4:05 PM

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-
monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-
f53fb9f2fcb4_print.html

For the past three years, the Ortizes’ lives had unfolded in a series of 
exhausting, fractional decisions. Was it better to eat the string cheese now or to 
save it? To buy milk for $3.80 nearby or for $3.10 across town? Was it better to 
pay down the $600 they owed the landlord, or the $110 they owed for their 
cellphones, or the $75 they owed the tattoo parlor, or the $840 they owed the 
electric company?

stop giving food stamp money to ppl who spend money on tattoos...........

<

it's like out of The Fountainhead where dominique is talking about the poor ppl 
who don't work and have a new radio

it's this long article about isn't poverty awful, blah blah blah, looking for sympathy, 
and then they just mention offhand that no sympathy is merited and don't even 
realize what they said.

She made $8 an hour, and he earned $9. She worked days in produce, and he 
worked nights as a stocker. Their combined monthly income of $1,700 was still 
near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints are more 
about type of food than actually having, say, rice and beans to boil and eat. or 
potatoes are the cheapest i think.

Rebecka had read once that nobody starved to death in America, and she 
believed that was true. But she had also read that the average monthly SNAP 
benefit lasted a family 17 days,

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


they are getting handed more than enough money for a full 31 days of potatoes. 
starving should not be an issue unless they squander money.

“Do you want a snack for work?” she asked Jourie, who was getting dressed for 
his midnight shift.

“Do we have enough?”

“I think so,” she said, handing him the cheese. “But I’m shopping tomorrow.”

stop buying cheese(!) and then talking about starvation. idiots.

Five pounds of deli cuts went for $12.99; 28 pounds of beef for $49.99; a 58-
pound variety pack with pork, pig’s feet, chicken wings and London broil for 
$99.99.

tons of them buy 30-60 lbs of meat per month?

buy what you want but don't talk about starvation when you can afford tons of 
meat.

Every store had a gimmick for the 1st, and Pichardo’s was the meat packs, 
which accounted for most of his sales.

meat is popular with people on the dole

She packed snacks and diaper bags and loaded the girls into the car, a 2004 
Mitsubishi Galant leased on 18 percent interest for $90 a week.

so they make bad financial decisions on topics besides food and work.

$360/month is not a cheap car, and 18% interest is awful.

The first tantrum came before they reached the front door.

and bad parenting decisions too.

“I can’t do this anymore,” she said, after almost an hour in Wal-Mart. She 
pushed the kids toward the checkout line. Another SNAP shopper was already 



in front of her with $230 worth of food on the conveyer belt, so they had to wait. 
Sariah grabbed a package of Play-Doh off the shelf and ripped it open, throwing 
green putty on the floor. “Are you serious?” Rebecka said. “That’s another $6.50 
you just cost me.”

and responsibility denial. she shifts blame to her daughter.

the theme of the article is everyone gets govt dole on the 1st and spends it 
immediately and then has no money for the rest of the month.

the article doesn't point out how stupid and needless this is. you don't have to 
spend all your money immediately, even if you're poor, even if you're behind on 
buying things. spend money on the 1st every month does not fix your situation. 
but it causes problems. it forces you to predict what you need for the month. you 
have to guess ratios of meat to oil to potatoes etc. if means if something goes 
wrong -- say a particular thing spoils -- then you have no money left to buy more 
of that, you can't adjust. it means lots of your food is sitting around for 3 weeks 
before being eaten so it's less fresh. it means you try to take more than 7 grocery 
bags home and aren't allowed on teh bus. etc

the whole main topic of the article (the boom on the 1st of the month) is a self-
caused, self-chosen problem, not an intrinsic part of their situation.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] food stamps article
Date: March 17, 2013 at 8:34 PM

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:
http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-
monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-
f53fb9f2fcb4_print.html

For the past three years, the Ortizes’ lives had unfolded in a series of 
exhausting, fractional decisions. Was it better to eat the string cheese now or 
to save it? To buy milk for $3.80 nearby or for $3.10 across town? Was it better 
to pay down the $600 they owed the landlord, or the $110 they owed for their 
cellphones, or the $75 they owed the tattoo parlor, or the $840 they owed the 
electric company?

stop giving food stamp money to ppl who spend money on tattoos...........

How would that work? Its practically impossible to know if someone
(currently) spends money on tattoos. The food stamp program would have
to be ended altogether. Right?

it's like out of The Fountainhead where dominique is talking about the poor ppl 
who don't work and have a new radio

it's this long article about isn't poverty awful, blah blah blah, looking for 
sympathy, and then they just mention offhand that no sympathy is merited and 
don't even realize what they said.

She made $8 an hour, and he earned $9. She worked days in produce, and he 
worked nights as a stocker. Their combined monthly income of $1,700 was still 
near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints are 
more about type of food than actually having, say, rice and beans to boil and 
eat. or potatoes are the cheapest i think.

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


Lots of 3rd world poors live on rice and beans and bread. With a
little extra money one can buy spices and cook some tasty dishes. Most
3rd world poor don't eat meat but a few times a year, on religious
holidays. Some of these poors are educated workers like engineers.

Rebecka had read once that nobody starved to death in America, and she 
believed that was true. But she had also read that the average monthly SNAP 
benefit lasted a family 17 days,

they are getting handed more than enough money for a full 31 days of potatoes. 
starving should not be an issue unless they squander money.

The article said that the women smashed her groceries in her fridge.
With a full fridge like that, some of the food would spoil.

Maybe the government should dish out the money weekly instead of monthly.

“Do you want a snack for work?” she asked Jourie, who was getting dressed 
for his midnight shift.

“Do we have enough?”

“I think so,” she said, handing him the cheese. “But I’m shopping tomorrow.”

stop buying cheese(!) and then talking about starvation. idiots.

Cheese is almost as expensive as meat. Rice/beans/bread is like 5 times 
cheaper.

Five pounds of deli cuts went for $12.99; 28 pounds of beef for $49.99; a 58-
pound variety pack with pork, pig’s feet, chicken wings and London broil for 
$99.99.

tons of them buy 30-60 lbs of meat per month?

buy what you want but don't talk about starvation when you can afford tons of 



meat.

They eat more meat than people who don't get food stamps because their
income is slightly over the threshold.

Every store had a gimmick for the 1st, and Pichardo’s was the meat packs, 
which accounted for most of his sales.

meat is popular with people on the dole

She packed snacks and diaper bags and loaded the girls into the car, a 2004 
Mitsubishi Galant leased on 18 percent interest for $90 a week.

so they make bad financial decisions on topics besides food and work.

$360/month is not a cheap car, and 18% interest is awful.

You can buy a 10 year old Toyota Camry for $3,000 from local people on
craigs list. Say it has 150,000 miles. These cars can last another
150,000 with regular maintenance.

So thats 8 month's worth of $360 payments she could have just saved up
under her bed while riding the bus. Or she could have asked a family
member or friend for an interest free loan and regular payment plan.

BTW, Mitsubishi's (I think including the 2004's) have reputation of
transmission going bad at 70k miles -- which is like at least a $2k
repair job.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] food stamps article
Date: March 17, 2013 at 9:00 PM

On Mar 17, 2013, at 5:34 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:
http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-
on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-
f53fb9f2fcb4_print.html

For the past three years, the Ortizes’ lives had unfolded in a series of 
exhausting, fractional decisions. Was it better to eat the string cheese now or 
to save it? To buy milk for $3.80 nearby or for $3.10 across town? Was it 
better to pay down the $600 they owed the landlord, or the $110 they owed 
for their cellphones, or the $75 they owed the tattoo parlor, or the $840 they 
owed the electric company?

stop giving food stamp money to ppl who spend money on tattoos...........

How would that work? Its practically impossible to know if someone
(currently) spends money on tattoos. The food stamp program would have
to be ended altogether. Right?

It's practically impossible for central planners to know that.

It's reasonably easy for a Church to know which of its members go into debt for 
tatoos. Local groups can reasonably have this kind of knowledge, big national 
ones won't.

it's like out of The Fountainhead where dominique is talking about the poor ppl 
who don't work and have a new radio

it's this long article about isn't poverty awful, blah blah blah, looking for 
sympathy, and then they just mention offhand that no sympathy is merited and 
don't even realize what they said.

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


She made $8 an hour, and he earned $9. She worked days in produce, and 
he worked nights as a stocker. Their combined monthly income of $1,700 
was still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints are 
more about type of food than actually having, say, rice and beans to boil and 
eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a
little extra money one can buy spices and cook some tasty dishes. Most
3rd world poor don't eat meat but a few times a year, on religious
holidays. Some of these poors are educated workers like engineers.

Rebecka had read once that nobody starved to death in America, and she 
believed that was true. But she had also read that the average monthly SNAP 
benefit lasted a family 17 days,

they are getting handed more than enough money for a full 31 days of 
potatoes. starving should not be an issue unless they squander money.

The article said that the women smashed her groceries in her fridge.
With a full fridge like that, some of the food would spoil.

Maybe the government should dish out the money weekly instead of monthly.

or people could just buy some things weekly? but others monthly b/c buying bulk 
is cheaper.

“Do you want a snack for work?” she asked Jourie, who was getting dressed 
for his midnight shift.

“Do we have enough?”

“I think so,” she said, handing him the cheese. “But I’m shopping tomorrow.”

stop buying cheese(!) and then talking about starvation. idiots.



Cheese is almost as expensive as meat. Rice/beans/bread is like 5 times 
cheaper.

potatoes are ten times cheaper than cheese at typical grocery store prices here i 
think.

Five pounds of deli cuts went for $12.99; 28 pounds of beef for $49.99; a 58-
pound variety pack with pork, pig’s feet, chicken wings and London broil for 
$99.99.

tons of them buy 30-60 lbs of meat per month?

buy what you want but don't talk about starvation when you can afford tons of 
meat.

They eat more meat than people who don't get food stamps because their
income is slightly over the threshold.

uhh, do you realize the amount of food stamps varies by your income? it's not like 
if ur income is $100 less then suddenly u get 1k/yr in foodstamps.

Every store had a gimmick for the 1st, and Pichardo’s was the meat packs, 
which accounted for most of his sales.

meat is popular with people on the dole

She packed snacks and diaper bags and loaded the girls into the car, a 2004 
Mitsubishi Galant leased on 18 percent interest for $90 a week.

so they make bad financial decisions on topics besides food and work.

$360/month is not a cheap car, and 18% interest is awful.

You can buy a 10 year old Toyota Camry for $3,000 from local people on



craigs list. Say it has 150,000 miles. These cars can last another
150,000 with regular maintenance.

So thats 8 month's worth of $360 payments she could have just saved up
under her bed while riding the bus. Or she could have asked a family
member or friend for an interest free loan and regular payment plan.

BTW, Mitsubishi's (I think including the 2004's) have reputation of
transmission going bad at 70k miles -- which is like at least a $2k
repair job.

yeah terrible choice of cars. i could tell and i don't even know cars.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] food stamps article
Date: March 18, 2013 at 10:49 AM

On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:
http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-
on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-
f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in produce, and 
he worked nights as a stocker. Their combined monthly income of $1,700 
was still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints are 
more about type of food than actually having, say, rice and beans to boil and 
eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a
little extra money one can buy spices and cook some tasty dishes. Most
3rd world poor don't eat meat but a few times a year, on religious
holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on rice, beans, 
bread and potatoes?

Won't American parents have problems with authorities if they only feed their kids 
rice, beans, bread and potatoes?

-- 
-- 
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For more options, visit https://groups.google.com/groups/opt_out.
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From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Psycho-epistemology
Date: March 18, 2013 at 11:01 AM

http://curi.us/1257-xvi

Knowing that being open to criticism, and treating rival theories evenhandedly 
without regard for which is *yours*, are the best, most rational, most effective, 
most knowledge creating, most problem solving, most truth seeking ways to live 
is one thing. Living that way is another. Deciding it is best does not automatically 
mean you will do it.

Probably you have irrational memes that are preventing you. They make you 
feel bad and ashamed to be wrong, they make you feel attacked by criticism, 
they make you feel attached to your ideas, and they make you blind to their 
existence, and sometimes blind to the fact that you are not in fact acting in the 
rational way described above.

Ideas "make" people feel, i.e. the idea causes the feeling.

Who/what is responsible for having caused the feeling? The person.

Who/what is responsible for changing the feeling (if they don't want
it anymore)? The person.

So the idea caused the feeling, but the idea is not responsible for it.

[...]

One place to start is by changing your sense of identity. Ideas which you no 
longer believe *are not part of you*. If you are proven wrong, but change your 
mind, then suddenly *you are not wrong anymore*. Criticism isn't about making 
you wrong, which you'd want to deny. It's about giving you the opportunity to not 
be wrong anymore; to abandon the wrong parts.

Even ideas that are still within you do not necessarily deserve any respect. If 
you don't like one, but it's hard to change, whatever: screw it. *It's not you*. It's 
just some nasty intruder who has taken up residence in your mind. Don't let it be 
part of your identity. Don't feel ashamed of it. Don't defend it. Don't act on it. Just 

http://curi.us/1257-xvi


attach your sense of identity and self-worth to only a smaller, better part of your 
mind over which you have control. (And really, who can fault you for refusing to 
feel bad about things over which you do not have control? If you don't control it, 
it isn't your fault. You may have made mistakes in the past, but the current 
version of you hasn't.)

The most obvious thing that will go wrong with this is your emotions. You'll feel 
bad anyway, or feel weird, or still feel defensive about parts of you which you 
don't respect intellectually, or feel guilty. Screw them. Emotions are largely bad. 
They are the tools of your memes. Just ignore them. They have no power over 
what actions you take in your life. They don't move your limbs around. They do 
not control what words you say. And they do not control what you think is true.

Don't repress emotions. You don't want to be in denial about having them. Just 
disrespect them. They aren't the boss of you. It's like if you are into sports and 
you feel some physical pain. If it's nothing medically dangerous, then you don't 
respect it. It's just your body being annoying. It is part of your environment, just 
like emotions. Not your fault. You just keep playing.

Acknowledge emotions. They exist. Take note of them. But don't act on them. 
They aren't reasons. And don't take them personally. You didn't choose to have 
this emotion (just now; maybe it's due to your choices long ago.)

"Don't live life through gritted teeth," is good advice. You don't want to settle into 
a permanent routine of having this sort of conflict in yourself. But nor do you 
want to surrender. What you need to do is win. And take pride in your struggle to 
do so. Don't grit your teeth. Shout your defiance.

Bad emotions won't stop occurring overnight. The easiest cases should take a 
few days at least. Most cases will take more like six months, and harder cases 
won't be complete for years. Times can vary tremendously, but I think ballpark 
estimates are more useful than nothing. One thing you can see is you shouldn't 
give up quickly. And after two months is giving up quickly.

But bad emotions can end in seconds, e.g. anger over another driver
cutting you off on the road.

Success and progress are different. Progress can come fairly soon. But usually 
after a few attempts there appears to be absolutely no progress. And this is 



disheartening.

Shouldn't that instead say: And this *can be* disheartening?

[...]

it is unfortunate that all this should be necessary. I sympathize. I really do. 
memes are nasty buggers. they hurt you. they are evolved to be good at hurting 
you, and to be hard to get rid of. but it's worth fighting them. it's the only way to 
live your own life. it's the only way to control your life and have free choice. and 
it's the only way not to pass the same memes on to your children (which is done 
in large part by hurting your children in certain ways).

I note that in 2007 you used "fighting" references (zero-sum) for
non-zero-sum situations.

remember: you are creative, and your memes are not. yeah they contain a lot of 
knowledge. but they don't have a creative mind like you. if you put them into an 
environment they don't already have knowledge about they won't be able to 
adapt. so there is plenty of reason for optimism.

I didn't realize that thinking about one's emotions (and the causes
for them) puts the meme in an environment it isn't adapted for.

*   *   *

Static memes are like a hostage situation. They hold your emotions hostage. 
The options are to meet their demands, or to storm the building and probably 
lose some of the hostages.

Yeah it sucks. But the damage was done when the memes took over the 
building and grabbed all the hostages.

The demands memes make include finer control over your emotions (ie, more 
hostages, more weapons, a larger zone around the building where the police 
can't come, a new building even with satellite TV, etc)



Don't negotiate with terrorists. Don't succumb to emotional blackmail.

Awesome metaphor!

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Being fat
Date: March 18, 2013 at 11:03 AM

http://curi.us/1257-xvi

[...]

Do you feel bad about being fat? You shouldn't identify with your body. It isn't 
your mind. It's not the real you. It's part of your environment. Don't take it so 
personally. The only good reason to feel bad about being fat (besides increased 
risk of death) is that it indicates you have made bad choices: you failed to 
choose ways of eating that would achieve your goals. That lack of skill is an 
aspect of your mind. (But still, don't feel bad. Acknowledge your defeat and 
brainstorm an improvement in how you approach eating.)

By the way: just don't eat when you aren't hungry. That's all there is to it. It 
sounds hard to believe, but hunger evolved to keep humans fit and our body 
has powerful mechanisms to keep us from being overweight. Getting fat takes a 
lot of effort. Stop putting in the effort -- stop working hard against yourself -- and 
you won't be fat for long.

This still sounds hard to believe. Most people think they don't eat except when 
they are hungry. But those same people eat an entire plate of food at dinner 
time. All at once. So how could they possibly know if they were full already when 
they ate the last few bites? You have to wait a while to find out.

People also compulsively finish their plate even if they feel full. All the time. 
(Just like their parents forced them to do when they were younger. And like they 
will force their own children to do.) If you always finish your plate you have no 
idea if you are eating the right amount. You need to try other amounts to 
compare.

There's another way that parents pass on the over-eating memes,
besides coercion. They encourage it by saying things like, 'You wanna
be a man? Eat all of your food. You wanna be strong? Eat all your
food." It falsely claims that growing up (and being strong) requires
eating more than his hunger tells him to. It also presupposes that
being strong is a good thing to want. It also assumes that being
strong is something that all boys should want because a weak man is

http://curi.us/1257-xvi


shameful, or something like that.

Many people fear "snacking". The real issue here is they aren't very aware of 
what they eat, so if they eat snacks and don't pay attention (common) they end 
up eating a lot while not hungry, and then they still eat meals (because people 
eat those without being aware of whether they are hungry. it's also just a habit.)

people also eat "comfort food". again that is eating when you aren't hungry. it 
might be worth doing to improve your mood, but don't claim you only eat when 
hungry if you do that.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] food stamps article
Date: March 18, 2013 at 11:05 AM

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too <anontoo@yahoo.com> wrote:
On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:
http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-
on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-
f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in produce, and 
he worked nights as a stocker. Their combined monthly income of $1,700 
was still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints are 
more about type of food than actually having, say, rice and beans to boil and 
eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a
little extra money one can buy spices and cook some tasty dishes. Most
3rd world poor don't eat meat but a few times a year, on religious
holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on rice, beans, 
bread and potatoes?

No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

Won't American parents have problems with authorities if they only feed their 
kids rice, beans, bread and potatoes?

Whats the problem?

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 
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From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] food stamps article
Date: March 18, 2013 at 11:45 AM

On 18/03/2013, at 15:05, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too <anontoo@yahoo.com> wrote:
On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:
http://www.washingtonpost.com/national/food-stamps-put-rhode-island-
town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-
b63f-f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in produce, 
and he worked nights as a stocker. Their combined monthly income of 
$1,700 was still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints are 
more about type of food than actually having, say, rice and beans to boil and 
eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a
little extra money one can buy spices and cook some tasty dishes. Most
3rd world poor don't eat meat but a few times a year, on religious
holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on rice, 
beans, bread and potatoes?

No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

All the necessary amino-acids and A to Z vitamin and minerals?

This is interesting:

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


http://abcnews.go.com/m/video?id=17571035

Won't American parents have problems with authorities if they only feed their 
kids rice, beans, bread and potatoes?

Whats the problem?

Authorities not judging it healthy.

-- 
-- 
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From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] food stamps article
Date: March 18, 2013 at 2:07 PM

On Mon, Mar 18, 2013 at 8:45 AM, Anon Too <anontoo@yahoo.com> wrote:
On 18/03/2013, at 15:05, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too <anontoo@yahoo.com> wrote:

On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-
monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-
f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in produce, and he
worked nights as a stocker. Their combined monthly income of $1,700 was
still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints are
more about type of food than actually having, say, rice and beans to boil
and eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a

little extra money one can buy spices and cook some tasty dishes. Most

3rd world poor don't eat meat but a few times a year, on religious

holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on
rice, beans, bread and potatoes?

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

All the necessary amino-acids and A to Z vitamin and minerals?

Potatoes have all (or maybe *almost* all?) necessary nutrients. They
have a low-nutrient reputation because their carb/calorie-to-nutrient
ratio is different than other veggies.  They have a lot of calories
for every bit of nutrients. Which actually makes them even *better*
for people talking about starvation, in many respects.

Somebody lived on just potatoes for 2 months and came out healthier:

http://www.bbc.co.uk/news/magazine-11864290

In the article a nutritionist says potatoes don't *quite* have
everything you need though.  She didn't specify what's missing. So I
guess maybe you could buy a piece of fruit every few months or
something.

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Psycho-epistemology
Date: March 18, 2013 at 2:41 PM

On Mar 18, 2013, at 8:01 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1257-xvi

Knowing that being open to criticism, and treating rival theories evenhandedly 
without regard for which is *yours*, are the best, most rational, most effective, 
most knowledge creating, most problem solving, most truth seeking ways to 
live is one thing. Living that way is another. Deciding it is best does not 
automatically mean you will do it.

Probably you have irrational memes that are preventing you. They make you 
feel bad and ashamed to be wrong, they make you feel attacked by criticism, 
they make you feel attached to your ideas, and they make you blind to their 
existence, and sometimes blind to the fact that you are not in fact acting in the 
rational way described above.

Ideas "make" people feel, i.e. the idea causes the feeling.

"Make" is giving the ideas responsibility.

But that's not always right?

Sometimes we *let* ideas "make" us feel things. We could have done something 
about it, could have taken responsibility, could have taken control but *let* some 
idea activate.

In that case, we're responsible for letting it happen, for choosing not to do 
anything about it, for acting hapless and passive.

Who/what is responsible for having caused the feeling? The person.

Who/what is responsible for changing the feeling (if they don't want
it anymore)? The person.

So the idea caused the feeling, but the idea is not responsible for it.

http://curi.us/1257-xvi


[...]

One place to start is by changing your sense of identity. Ideas which you no 
longer believe *are not part of you*. If you are proven wrong, but change your 
mind, then suddenly *you are not wrong anymore*. Criticism isn't about making 
you wrong, which you'd want to deny. It's about giving you the opportunity to 
not be wrong anymore; to abandon the wrong parts.

Even ideas that are still within you do not necessarily deserve any respect. If 
you don't like one, but it's hard to change, whatever: screw it. *It's not you*. It's 
just some nasty intruder who has taken up residence in your mind. Don't let it 
be part of your identity. Don't feel ashamed of it. Don't defend it. Don't act on it. 
Just attach your sense of identity and self-worth to only a smaller, better part of 
your mind over which you have control. (And really, who can fault you for 
refusing to feel bad about things over which you do not have control? If you 
don't control it, it isn't your fault. You may have made mistakes in the past, but 
the current version of you hasn't.)

The most obvious thing that will go wrong with this is your emotions. You'll feel 
bad anyway, or feel weird, or still feel defensive about parts of you which you 
don't respect intellectually, or feel guilty. Screw them. Emotions are largely bad. 
They are the tools of your memes. Just ignore them. They have no power over 
what actions you take in your life. They don't move your limbs around. They do 
not control what words you say. And they do not control what you think is true.

Don't repress emotions. You don't want to be in denial about having them. Just 
disrespect them. They aren't the boss of you. It's like if you are into sports and 
you feel some physical pain. If it's nothing medically dangerous, then you don't 
respect it. It's just your body being annoying. It is part of your environment, just 
like emotions. Not your fault. You just keep playing.

Acknowledge emotions. They exist. Take note of them. But don't act on them. 
They aren't reasons. And don't take them personally. You didn't choose to have 
this emotion (just now; maybe it's due to your choices long ago.)

"Don't live life through gritted teeth," is good advice. You don't want to settle 
into a permanent routine of having this sort of conflict in yourself. But nor do 
you want to surrender. What you need to do is win. And take pride in your 
struggle to do so. Don't grit your teeth. Shout your defiance.



Bad emotions won't stop occurring overnight. The easiest cases should take a 
few days at least. Most cases will take more like six months, and harder cases 
won't be complete for years. Times can vary tremendously, but I think ballpark 
estimates are more useful than nothing. One thing you can see is you 
shouldn't give up quickly. And after two months is giving up quickly.

But bad emotions can end in seconds, e.g. anger over another driver
cutting you off on the road.

It means "Incidents of having a bad emotion won't stop occurring overnight." It is 
not talking about how long a particular emotion lasts.

A case would be something like road rage. Fixing that could be expected to 
(pretty meaningless ballpark average) take years. You might forget about a 
particular driver in an hour but the road rage issue itself takes much longer to 
deal with.

Success and progress are different. Progress can come fairly soon. But usually 
after a few attempts there appears to be absolutely no progress. And this is 
disheartening.

Shouldn't that instead say: And this *can be* disheartening?

[...]

it is unfortunate that all this should be necessary. I sympathize. I really do. 
memes are nasty buggers. they hurt you. they are evolved to be good at 
hurting you, and to be hard to get rid of. but it's worth fighting them. it's the only 
way to live your own life. it's the only way to control your life and have free 
choice. and it's the only way not to pass the same memes on to your children 
(which is done in large part by hurting your children in certain ways).

I note that in 2007 you used "fighting" references (zero-sum) for
non-zero-sum situations.



There are no win/win solutions with memes because memes do not have 
preferences or creativity. They can't be persuaded to change to something better.

It's not the same sort of thing as fighting with people.

It's more like fighting with a volcano or hurricane (or shark). But it's different than 
those too because there are memes which are targeted at humans: they have 
evolved knowledge against us. Volcanos, by contrast, aren't designed to hurt 
anyone and don't have knowledge adapted to hurt people. And sharks have 
knowledge of hunting and attacking but it's not specific to humans and it doesn't 
attack the human *mind* like memes.

I think which words best communicate this (briefly) is an open, contextual 
question.

I think I was trying to say something similar to how people use "fight cancer!" 
People can and should see it as a "crusade" of that type (not an invade the holy 
land crusade!).

remember: you are creative, and your memes are not. yeah they contain a lot 
of knowledge. but they don't have a creative mind like you. if you put them into 
an environment they don't already have knowledge about they won't be able to 
adapt. so there is plenty of reason for optimism.

I didn't realize that thinking about one's emotions (and the causes
for them) puts the meme in an environment it isn't adapted for.

Consider anything people do in open societies, but not closed societies. Closed 
society memes aren't adapted for that.

*   *   *

Static memes are like a hostage situation. They hold your emotions hostage. 
The options are to meet their demands, or to storm the building and probably 
lose some of the hostages.

Yeah it sucks. But the damage was done when the memes took over the 
building and grabbed all the hostages.



The demands memes make include finer control over your emotions (ie, more 
hostages, more weapons, a larger zone around the building where the police 
can't come, a new building even with satellite TV, etc)

Don't negotiate with terrorists. Don't succumb to emotional blackmail.

Awesome metaphor!

You didn't like "fighting" but you like "terrorists" and "blackmail"? I don't 
understand lol.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] food stamps article
Date: March 18, 2013 at 3:01 PM

On 18/03/2013, at 18:07, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 8:45 AM, Anon Too <anontoo@yahoo.com> wrote:
On 18/03/2013, at 15:05, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too <anontoo@yahoo.com> wrote:

On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-
on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-
f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in produce, and he
worked nights as a stocker. Their combined monthly income of $1,700 was
still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints are
more about type of food than actually having, say, rice and beans to boil
and eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a

little extra money one can buy spices and cook some tasty dishes. Most

3rd world poor don't eat meat but a few times a year, on religious

holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


rice, beans, bread and potatoes?

No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

All the necessary amino-acids and A to Z vitamin and minerals?
Potatoes have all (or maybe *almost* all?) necessary nutrients. They
have a low-nutrient reputation because their carb/calorie-to-nutrient
ratio is different than other veggies.  They have a lot of calories
for every bit of nutrients. Which actually makes them even *better*
for people talking about starvation, in many respects.

Somebody lived on just potatoes for 2 months and came out healthier:

http://www.bbc.co.uk/news/magazine-11864290

In the article a nutritionist says potatoes don't *quite* have
everything you need though.  She didn't specify what's missing. So I
guess maybe you could buy a piece of fruit every few months or
something.

It's specified under the picture: "lack protein, calcium, essential fatty acids, and 
vitamins A, E and K".

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] food stamps article
Date: March 18, 2013 at 7:27 PM

On Mon, Mar 18, 2013 at 12:01 PM, Anon Too <anontoo@yahoo.com> wrote:
On 18/03/2013, at 18:07, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 8:45 AM, Anon Too <anontoo@yahoo.com> wrote:
On 18/03/2013, at 15:05, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too <anontoo@yahoo.com> wrote:

On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-
on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-
f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in produce, and 
he
worked nights as a stocker. Their combined monthly income of $1,700 was
still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints are
more about type of food than actually having, say, rice and beans to boil
and eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a

little extra money one can buy spices and cook some tasty dishes. Most

3rd world poor don't eat meat but a few times a year, on religious

holidays. Some of these poors are educated workers like engineers.

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


Won't people have nutritional deficiencies if they literally live just on
rice, beans, bread and potatoes?

No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

All the necessary amino-acids and A to Z vitamin and minerals?
Potatoes have all (or maybe *almost* all?) necessary nutrients. They
have a low-nutrient reputation because their carb/calorie-to-nutrient
ratio is different than other veggies.  They have a lot of calories
for every bit of nutrients. Which actually makes them even *better*
for people talking about starvation, in many respects.

Somebody lived on just potatoes for 2 months and came out healthier:

http://www.bbc.co.uk/news/magazine-11864290

In the article a nutritionist says potatoes don't *quite* have
everything you need though.  She didn't specify what's missing. So I
guess maybe you could buy a piece of fruit every few months or
something.

It's specified under the picture: "lack protein, calcium, essential fatty acids, and 
vitamins A, E and K".

 Ah good, I hadn't noticed.  Thanks!

So, all three of those vitamins occur regularly in cayenne, chili
powder, paprika,and similar spices.  Spices aren't cheap per se, at
least their initial cost. But after the initial $10 investment a
container of spices will certainly last a good while, so they're
probably pretty cost-efficient long-term.

So, if the poor person in question seasons their potatoes with

http://www.bbc.co.uk/news/magazine-11864290


paprika, they're almost there.  Just protein, calcium, and fatty acids
left, I guess.  Beef and milk cover those bases easily, and in small
quantities, too.

So they can eat paprika potatoes at almost every meal, and treat
themselves to a McDonald's burger and milkshake every couple weeks.
That sounds doable on even a ridiculously tight budget. Problem
solved.

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
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From: Erin Minter <erinfalk@aol.com>
Subject: Re: [BoI] food stamps article
Date: March 19, 2013 at 10:34 AM

On Mar 18, 2013, at 7:27 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 12:01 PM, Anon Too <anontoo@yahoo.com> wrote:
On 18/03/2013, at 18:07, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 8:45 AM, Anon Too <anontoo@yahoo.com> wrote:
On 18/03/2013, at 15:05, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-
town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-
b63f-f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in produce, and 
he
worked nights as a stocker. Their combined monthly income of $1,700 was
still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints are
more about type of food than actually having, say, rice and beans to boil
and eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a

little extra money one can buy spices and cook some tasty dishes. Most

3rd world poor don't eat meat but a few times a year, on religious

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on
rice, beans, bread and potatoes?

No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

All the necessary amino-acids and A to Z vitamin and minerals?
Potatoes have all (or maybe *almost* all?) necessary nutrients. They
have a low-nutrient reputation because their carb/calorie-to-nutrient
ratio is different than other veggies.  They have a lot of calories
for every bit of nutrients. Which actually makes them even *better*
for people talking about starvation, in many respects.

Somebody lived on just potatoes for 2 months and came out healthier:

http://www.bbc.co.uk/news/magazine-11864290

In the article a nutritionist says potatoes don't *quite* have
everything you need though.  She didn't specify what's missing. So I
guess maybe you could buy a piece of fruit every few months or
something.

It's specified under the picture: "lack protein, calcium, essential fatty acids, and 
vitamins A, E and K".

Ah good, I hadn't noticed.  Thanks!

So, all three of those vitamins occur regularly in cayenne, chili
powder, paprika,and similar spices.  Spices aren't cheap per se, at
least their initial cost. But after the initial $10 investment a
container of spices will certainly last a good while, so they're

http://www.bbc.co.uk/news/magazine-11864290


probably pretty cost-efficient long-term.

So, if the poor person in question seasons their potatoes with
paprika, they're almost there.  Just protein, calcium, and fatty acids
left, I guess.  Beef and milk cover those bases easily, and in small
quantities, too.

So they can eat paprika potatoes at almost every meal, and treat
themselves to a McDonald's burger and milkshake every couple weeks.
That sounds doable on even a ridiculously tight budget. Problem
solved.

Another idea for some of these nutrients is to take a regular store-brand 
multivitamin, which covers all vitamins and minerals including iron and calcium.  
I've seen bottles of 300 tabs for around $14 and then they were buy one, get one 
free.

So you could get 600 days worth of them for $14, which would be about 70 cents 
per month.

Erin

-- 
-- 

---
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From: Dan Frank <danjfrank@gmail.com>
Subject: Re: [BoI] food stamps article
Date: March 19, 2013 at 11:46 AM

On Tue, Mar 19, 2013 at 7:34 AM, Erin Minter <erinfalk@aol.com> wrote:

On Mar 18, 2013, at 7:27 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 12:01 PM, Anon Too <anontoo@yahoo.com> wrote:
On 18/03/2013, at 18:07, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 8:45 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 15:05, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-
town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-
b63f-f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in produce, 
and he
worked nights as a stocker. Their combined monthly income of $1,700 was
still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints are
more about type of food than actually having, say, rice and beans to boil
and eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


little extra money one can buy spices and cook some tasty dishes. Most

3rd world poor don't eat meat but a few times a year, on religious

holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on
rice, beans, bread and potatoes?

No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

All the necessary amino-acids and A to Z vitamin and minerals?
Potatoes have all (or maybe *almost* all?) necessary nutrients. They
have a low-nutrient reputation because their carb/calorie-to-nutrient
ratio is different than other veggies.  They have a lot of calories
for every bit of nutrients. Which actually makes them even *better*
for people talking about starvation, in many respects.

Somebody lived on just potatoes for 2 months and came out healthier:

http://www.bbc.co.uk/news/magazine-11864290

In the article a nutritionist says potatoes don't *quite* have
everything you need though.  She didn't specify what's missing. So I
guess maybe you could buy a piece of fruit every few months or
something.

It's specified under the picture: "lack protein, calcium, essential fatty acids, 
and vitamins A, E and K".

Ah good, I hadn't noticed.  Thanks!

http://www.bbc.co.uk/news/magazine-11864290


So, all three of those vitamins occur regularly in cayenne, chili
powder, paprika,and similar spices.  Spices aren't cheap per se, at
least their initial cost. But after the initial $10 investment a
container of spices will certainly last a good while, so they're
probably pretty cost-efficient long-term.

So, if the poor person in question seasons their potatoes with
paprika, they're almost there.  Just protein, calcium, and fatty acids
left, I guess.  Beef and milk cover those bases easily, and in small
quantities, too.

So they can eat paprika potatoes at almost every meal, and treat
themselves to a McDonald's burger and milkshake every couple weeks.
That sounds doable on even a ridiculously tight budget. Problem
solved.

Another idea for some of these nutrients is to take a regular store-brand 
multivitamin, which covers all vitamins and minerals including iron and calcium.  
I've seen bottles of 300 tabs for around $14 and then they were buy one, get 
one free.

So you could get 600 days worth of them for $14, which would be about 70 
cents per month.

Erin

Sure.

It's easy to get what you need from your food, though.  Even on a
tight budget.

It's so easy that I'd say, in the US, you basically have to being
*trying* in order to not get the vitamins you need.   Maybe not trying
explicitly, but e.g. only eating one thing for every single meal
because you're so irrational that nothing else appeals.  And you
picked a "one thing" that won't cover all the nutritional bases.  And
you don't change your diet even after you start developing scurvy or
whatever.



That basically counts as trying.

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] food stamps article
Date: March 19, 2013 at 2:03 PM

On Mar 19, 2013, at 7:34 AM, Erin Minter <erinfalk@aol.com> wrote:

On Mar 18, 2013, at 7:27 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 12:01 PM, Anon Too <anontoo@yahoo.com> wrote:
On 18/03/2013, at 18:07, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 8:45 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 15:05, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-
town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-
b63f-f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in produce, 
and he
worked nights as a stocker. Their combined monthly income of $1,700 was
still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints are
more about type of food than actually having, say, rice and beans to boil
and eat. or potatoes are the cheapest i think.

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


Lots of 3rd world poors live on rice and beans and bread. With a

little extra money one can buy spices and cook some tasty dishes. Most

3rd world poor don't eat meat but a few times a year, on religious

holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on
rice, beans, bread and potatoes?

No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

All the necessary amino-acids and A to Z vitamin and minerals?
Potatoes have all (or maybe *almost* all?) necessary nutrients. They
have a low-nutrient reputation because their carb/calorie-to-nutrient
ratio is different than other veggies.  They have a lot of calories
for every bit of nutrients. Which actually makes them even *better*
for people talking about starvation, in many respects.

Somebody lived on just potatoes for 2 months and came out healthier:

http://www.bbc.co.uk/news/magazine-11864290

In the article a nutritionist says potatoes don't *quite* have
everything you need though.  She didn't specify what's missing. So I
guess maybe you could buy a piece of fruit every few months or
something.

It's specified under the picture: "lack protein, calcium, essential fatty acids, 
and vitamins A, E and K".

Ah good, I hadn't noticed.  Thanks!

http://www.bbc.co.uk/news/magazine-11864290


So, all three of those vitamins occur regularly in cayenne, chili
powder, paprika,and similar spices.  Spices aren't cheap per se, at
least their initial cost. But after the initial $10 investment a
container of spices will certainly last a good while, so they're
probably pretty cost-efficient long-term.

So, if the poor person in question seasons their potatoes with
paprika, they're almost there.  Just protein, calcium, and fatty acids
left, I guess.  Beef and milk cover those bases easily, and in small
quantities, too.

So they can eat paprika potatoes at almost every meal, and treat
themselves to a McDonald's burger and milkshake every couple weeks.
That sounds doable on even a ridiculously tight budget. Problem
solved.

Another idea for some of these nutrients is to take a regular store-brand 
multivitamin, which covers all vitamins and minerals including iron and calcium.  
I've seen bottles of 300 tabs for around $14 and then they were buy one, get 
one free.

So you could get 600 days worth of them for $14, which would be about 70 
cents per month.

You don't need one of those pills per day though.

If you take one every 10 days, which I'd guess is more than enough, then it's 7 
cents per month.

Maybe you only need one every 1 or 2 months though? I'd be interested if 
anyone knows how to find that out.

-- Elliot Temple
http://elliottemple.com/

-- 
-- 

http://elliottemple.com/
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From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] food stamps article
Date: March 19, 2013 at 4:42 PM

On Mon, Mar 18, 2013 at 6:27 PM, Dan Frank <danjfrank@gmail.com> wrote:
On Mon, Mar 18, 2013 at 12:01 PM, Anon Too <anontoo@yahoo.com> wrote:

On 18/03/2013, at 18:07, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 8:45 AM, Anon Too <anontoo@yahoo.com> wrote:

Somebody lived on just potatoes for 2 months and came out healthier:

http://www.bbc.co.uk/news/magazine-11864290

In the article a nutritionist says potatoes don't *quite* have
everything you need though.  She didn't specify what's missing. So I
guess maybe you could buy a piece of fruit every few months or
something.

It's specified under the picture: "lack protein, calcium, essential fatty acids, and 
vitamins A, E and K".

 Ah good, I hadn't noticed.  Thanks!

So, all three of those vitamins occur regularly in cayenne, chili
powder, paprika,and similar spices.  Spices aren't cheap per se, at
least their initial cost. But after the initial $10 investment a
container of spices will certainly last a good while, so they're
probably pretty cost-efficient long-term.

So, if the poor person in question seasons their potatoes with
paprika, they're almost there.  Just protein, calcium, and fatty acids
left, I guess.  Beef and milk cover those bases easily, and in small
quantities, too.

So they can eat paprika potatoes at almost every meal, and treat
themselves to a McDonald's burger and milkshake every couple weeks.
That sounds doable on even a ridiculously tight budget. Problem
solved.

http://www.bbc.co.uk/news/magazine-11864290


Beans is enough for protein. Meat isn't necessary.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 
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http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] food stamps article
Date: March 19, 2013 at 4:56 PM

On Tue, Mar 19, 2013 at 1:03 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 19, 2013, at 7:34 AM, Erin Minter <erinfalk@aol.com> wrote:

On Mar 18, 2013, at 7:27 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 12:01 PM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 18:07, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 8:45 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 15:05, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-
town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-
b63f-f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in produce, 
and he
worked nights as a stocker. Their combined monthly income of $1,700 
was
still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints 

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


are
more about type of food than actually having, say, rice and beans to boil
and eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a

little extra money one can buy spices and cook some tasty dishes. Most

3rd world poor don't eat meat but a few times a year, on religious

holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on
rice, beans, bread and potatoes?

No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

All the necessary amino-acids and A to Z vitamin and minerals?
Potatoes have all (or maybe *almost* all?) necessary nutrients. They
have a low-nutrient reputation because their carb/calorie-to-nutrient
ratio is different than other veggies.  They have a lot of calories
for every bit of nutrients. Which actually makes them even *better*
for people talking about starvation, in many respects.

Somebody lived on just potatoes for 2 months and came out healthier:

http://www.bbc.co.uk/news/magazine-11864290

In the article a nutritionist says potatoes don't *quite* have
everything you need though.  She didn't specify what's missing. So I
guess maybe you could buy a piece of fruit every few months or
something.

http://www.bbc.co.uk/news/magazine-11864290


It's specified under the picture: "lack protein, calcium, essential fatty acids, 
and vitamins A, E and K".

Ah good, I hadn't noticed.  Thanks!

So, all three of those vitamins occur regularly in cayenne, chili
powder, paprika,and similar spices.  Spices aren't cheap per se, at
least their initial cost. But after the initial $10 investment a
container of spices will certainly last a good while, so they're
probably pretty cost-efficient long-term.

So, if the poor person in question seasons their potatoes with
paprika, they're almost there.  Just protein, calcium, and fatty acids
left, I guess.  Beef and milk cover those bases easily, and in small
quantities, too.

So they can eat paprika potatoes at almost every meal, and treat
themselves to a McDonald's burger and milkshake every couple weeks.
That sounds doable on even a ridiculously tight budget. Problem
solved.

Another idea for some of these nutrients is to take a regular store-brand 
multivitamin, which covers all vitamins and minerals including iron and calcium.  
I've seen bottles of 300 tabs for around $14 and then they were buy one, get 
one free.

So you could get 600 days worth of them for $14, which would be about 70 
cents per month.

You don't need one of those pills per day though.

If you take one every 10 days, which I'd guess is more than enough, then it's 7 
cents per month.

Maybe you only need one every 1 or 2 months though? I'd be interested if 
anyone knows how to find that out.

People's nutrient needs vary widely, so the only way that makes sense
is to figure this out per individual.



So one could find it out by picking a certain intake rate (trial) and
see if any nutrient deficiencies occur (error), over say a month's
time. If no deficiency, then do it at a lower intake rate (new trial)
and check for nutrient deficiencies (error). When a deficiency is
found, then increase the intake back to the last trial value that
didn't produce a deficiency.

Note that one's nutrient depletion rates depends on metabolic rate. So
being more physically active than usual will cause more nutrient
depletion than usual.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] food stamps article
Date: March 19, 2013 at 5:30 PM

On Mar 19, 2013, at 1:56 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Tue, Mar 19, 2013 at 1:03 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 19, 2013, at 7:34 AM, Erin Minter <erinfalk@aol.com> wrote:

On Mar 18, 2013, at 7:27 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 12:01 PM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 18:07, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 8:45 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 15:05, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-
town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-
11e2-b63f-f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in produce, 
and he
worked nights as a stocker. Their combined monthly income of $1,700 
was
still near the poverty line, and they still qualified for SNAP.

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


that is easily enough to buy enough food to not starve. their complaints 
are
more about type of food than actually having, say, rice and beans to boil
and eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a

little extra money one can buy spices and cook some tasty dishes. Most

3rd world poor don't eat meat but a few times a year, on religious

holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on
rice, beans, bread and potatoes?

No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

All the necessary amino-acids and A to Z vitamin and minerals?
Potatoes have all (or maybe *almost* all?) necessary nutrients. They
have a low-nutrient reputation because their carb/calorie-to-nutrient
ratio is different than other veggies.  They have a lot of calories
for every bit of nutrients. Which actually makes them even *better*
for people talking about starvation, in many respects.

Somebody lived on just potatoes for 2 months and came out healthier:

http://www.bbc.co.uk/news/magazine-11864290

In the article a nutritionist says potatoes don't *quite* have
everything you need though.  She didn't specify what's missing. So I

http://www.bbc.co.uk/news/magazine-11864290


guess maybe you could buy a piece of fruit every few months or
something.

It's specified under the picture: "lack protein, calcium, essential fatty acids, 
and vitamins A, E and K".

Ah good, I hadn't noticed.  Thanks!

So, all three of those vitamins occur regularly in cayenne, chili
powder, paprika,and similar spices.  Spices aren't cheap per se, at
least their initial cost. But after the initial $10 investment a
container of spices will certainly last a good while, so they're
probably pretty cost-efficient long-term.

So, if the poor person in question seasons their potatoes with
paprika, they're almost there.  Just protein, calcium, and fatty acids
left, I guess.  Beef and milk cover those bases easily, and in small
quantities, too.

So they can eat paprika potatoes at almost every meal, and treat
themselves to a McDonald's burger and milkshake every couple weeks.
That sounds doable on even a ridiculously tight budget. Problem
solved.

Another idea for some of these nutrients is to take a regular store-brand 
multivitamin, which covers all vitamins and minerals including iron and 
calcium.  I've seen bottles of 300 tabs for around $14 and then they were buy 
one, get one free.

So you could get 600 days worth of them for $14, which would be about 70 
cents per month.

You don't need one of those pills per day though.

If you take one every 10 days, which I'd guess is more than enough, then it's 7 
cents per month.

Maybe you only need one every 1 or 2 months though? I'd be interested if 
anyone knows how to find that out.



People's nutrient needs vary widely, so the only way that makes sense
is to figure this out per individual.

Doesn't matter. How much is enough for 99.9999% of people? I'd guess a pill 
every 10 days is more than enough for that. But if anyone knows any solid 
information about this I'd be interested, as I said.

So one could find it out by picking a certain intake rate (trial) and
see if any nutrient deficiencies occur (error), over say a month's
time. If no deficiency, then do it at a lower intake rate (new trial)
and check for nutrient deficiencies (error). When a deficiency is
found, then increase the intake back to the last trial value that
didn't produce a deficiency.

I think it's extremely hard to detect most of the possible problems before they are 
serious. So that won't work.

Whenever people try out a diet and then monitor if it works, what they actually do 
is make up whether or not it works by their mood. It's not science. They aren't 
objectively measuring all relevant things, which would be super expensive. 
They're just making up the answer. It's not even a little bit close to science. It's 
just common bad advice.

Also, even if it would work, I still couldn't answer my question about vitamin pills 
by trying it unless I stopped eating everything except potatoes and water. Which 
I'm not going to do. The unpleasantness of this proposed trial is another big 
problem with it.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Definitions
Date: March 19, 2013 at 6:15 PM

http://fallibleideas.com/definitions

We can never define all our terms. Some terms must be left undefined. 
Attempting to define all our terms leads to regress or circularity.

Which terms must be left undefined?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Definitions
Date: March 19, 2013 at 6:34 PM

On Mar 19, 2013, at 3:15 PM, Rami Rustom <rombomb@gmail.com> wrote:

http://fallibleideas.com/definitions

We can never define all our terms. Some terms must be left undefined. 
Attempting to define all our terms leads to regress or circularity.

Which terms must be left undefined?

It's up to you! But you can't go through and define all terms without circularity, 
infinite time used, or other problems.

-- Elliot Temple
http://curi.us/

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://fallibleideas.com/definitions
http://curi.us/
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From: Erin Minter <erinfalk@aol.com>
Subject: Re: [BoI] food stamps article
Date: March 20, 2013 at 12:48 AM

On Mar 19, 2013, at 2:03 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 19, 2013, at 7:34 AM, Erin Minter <erinfalk@aol.com> wrote:

On Mar 18, 2013, at 7:27 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 12:01 PM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 18:07, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 8:45 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 15:05, Rami Rustom <rombomb@gmail.com> wrote:

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-
town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-
b63f-f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in produce, 
and he
worked nights as a stocker. Their combined monthly income of $1,700 
was
still near the poverty line, and they still qualified for SNAP.

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


that is easily enough to buy enough food to not starve. their complaints 
are
more about type of food than actually having, say, rice and beans to boil
and eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a

little extra money one can buy spices and cook some tasty dishes. Most

3rd world poor don't eat meat but a few times a year, on religious

holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on
rice, beans, bread and potatoes?

No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

All the necessary amino-acids and A to Z vitamin and minerals?
Potatoes have all (or maybe *almost* all?) necessary nutrients. They
have a low-nutrient reputation because their carb/calorie-to-nutrient
ratio is different than other veggies.  They have a lot of calories
for every bit of nutrients. Which actually makes them even *better*
for people talking about starvation, in many respects.

Somebody lived on just potatoes for 2 months and came out healthier:

http://www.bbc.co.uk/news/magazine-11864290

In the article a nutritionist says potatoes don't *quite* have
everything you need though.  She didn't specify what's missing. So I
guess maybe you could buy a piece of fruit every few months or

http://www.bbc.co.uk/news/magazine-11864290


something.

It's specified under the picture: "lack protein, calcium, essential fatty acids, 
and vitamins A, E and K".

Ah good, I hadn't noticed.  Thanks!

So, all three of those vitamins occur regularly in cayenne, chili
powder, paprika,and similar spices.  Spices aren't cheap per se, at
least their initial cost. But after the initial $10 investment a
container of spices will certainly last a good while, so they're
probably pretty cost-efficient long-term.

So, if the poor person in question seasons their potatoes with
paprika, they're almost there.  Just protein, calcium, and fatty acids
left, I guess.  Beef and milk cover those bases easily, and in small
quantities, too.

So they can eat paprika potatoes at almost every meal, and treat
themselves to a McDonald's burger and milkshake every couple weeks.
That sounds doable on even a ridiculously tight budget. Problem
solved.

Another idea for some of these nutrients is to take a regular store-brand 
multivitamin, which covers all vitamins and minerals including iron and calcium.  
I've seen bottles of 300 tabs for around $14 and then they were buy one, get 
one free.

So you could get 600 days worth of them for $14, which would be about 70 
cents per month.

You don't need one of those pills per day though.

If you take one every 10 days, which I'd guess is more than enough, then it's 7 
cents per month.

Maybe you only need one every 1 or 2 months though? I'd be interested if 
anyone knows how to find that out.



You're right, you wouldn't need one every day.  Looking closer, the specific 
vitamins that potatoes are missing are fat-soluble.  This means they are stored in 
the liver and fatty tissue and our bodies do not need us to ingest them daily.  
They can be stored for up to several months and the body just takes out a little bit 
when it needs it.

Vitamin C and the B vitamins are water-soluble vitamins, on the other hand, 
which means they are excreted daily in our urine.  But as long as you were eating 
potatoes daily, you could replenish your supply every day without a problem.

You'd still need a source of protein, calcium, and essential fatty acids.  So you 
could eat inexpensive options like beans, rice, milk, maybe use oil to cook the 
potatoes, eggs are also cheap.

Erin

-- 



From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] food stamps article
Date: March 20, 2013 at 3:17 AM

On 19/03/2013, at 21:30, Elliot Temple <curi@curi.us> wrote:

On Mar 19, 2013, at 1:56 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Tue, Mar 19, 2013 at 1:03 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 19, 2013, at 7:34 AM, Erin Minter <erinfalk@aol.com> wrote:

On Mar 18, 2013, at 7:27 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 12:01 PM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 18:07, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 8:45 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 15:05, Rami Rustom <rombomb@gmail.com> 
wrote:

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> wrote:

http://www.washingtonpost.com/national/food-stamps-put-rhode-
island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-
8ce1-11e2-b63f-f53fb9f2fcb4_print.html

She made $8 an hour, and he earned $9. She worked days in 

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


produce, and he
worked nights as a stocker. Their combined monthly income of $1,700 
was
still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their complaints 
are
more about type of food than actually having, say, rice and beans to 
boil
and eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a

little extra money one can buy spices and cook some tasty dishes. 
Most

3rd world poor don't eat meat but a few times a year, on religious

holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on
rice, beans, bread and potatoes?

No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

All the necessary amino-acids and A to Z vitamin and minerals?
Potatoes have all (or maybe *almost* all?) necessary nutrients. They
have a low-nutrient reputation because their carb/calorie-to-nutrient
ratio is different than other veggies.  They have a lot of calories
for every bit of nutrients. Which actually makes them even *better*
for people talking about starvation, in many respects.



Somebody lived on just potatoes for 2 months and came out healthier:

http://www.bbc.co.uk/news/magazine-11864290

In the article a nutritionist says potatoes don't *quite* have
everything you need though.  She didn't specify what's missing. So I
guess maybe you could buy a piece of fruit every few months or
something.

It's specified under the picture: "lack protein, calcium, essential fatty 
acids, and vitamins A, E and K".

Ah good, I hadn't noticed.  Thanks!

So, all three of those vitamins occur regularly in cayenne, chili
powder, paprika,and similar spices.  Spices aren't cheap per se, at
least their initial cost. But after the initial $10 investment a
container of spices will certainly last a good while, so they're
probably pretty cost-efficient long-term.

So, if the poor person in question seasons their potatoes with
paprika, they're almost there.  Just protein, calcium, and fatty acids
left, I guess.  Beef and milk cover those bases easily, and in small
quantities, too.

So they can eat paprika potatoes at almost every meal, and treat
themselves to a McDonald's burger and milkshake every couple weeks.
That sounds doable on even a ridiculously tight budget. Problem
solved.

Another idea for some of these nutrients is to take a regular store-brand 
multivitamin, which covers all vitamins and minerals including iron and 
calcium.  I've seen bottles of 300 tabs for around $14 and then they were 
buy one, get one free.

So you could get 600 days worth of them for $14, which would be about 70 
cents per month.

You don't need one of those pills per day though.

http://www.bbc.co.uk/news/magazine-11864290


If you take one every 10 days, which I'd guess is more than enough, then it's 
7 cents per month.

Maybe you only need one every 1 or 2 months though? I'd be interested if 
anyone knows how to find that out.

People's nutrient needs vary widely, so the only way that makes sense
is to figure this out per individual.

Doesn't matter. How much is enough for 99.9999% of people? I'd guess a pill 
every 10 days is more than enough for that. But if anyone knows any solid 
information about this I'd be interested, as I said.

What's wrong with the daily recommended amount information in the vitamin 
bottles?

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] food stamps article
Date: March 20, 2013 at 4:00 AM

On Mar 20, 2013, at 12:17 AM, Anon Too <anontoo@yahoo.com> wrote:

On 19/03/2013, at 21:30, Elliot Temple <curi@curi.us> wrote:

On Mar 19, 2013, at 1:56 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Tue, Mar 19, 2013 at 1:03 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 19, 2013, at 7:34 AM, Erin Minter <erinfalk@aol.com> wrote:

On Mar 18, 2013, at 7:27 PM, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 12:01 PM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 18:07, Dan Frank <danjfrank@gmail.com> wrote:

On Mon, Mar 18, 2013 at 8:45 AM, Anon Too <anontoo@yahoo.com> 
wrote:

On 18/03/2013, at 15:05, Rami Rustom <rombomb@gmail.com> 
wrote:

On Mon, Mar 18, 2013 at 9:49 AM, Anon Too 
<anontoo@yahoo.com> wrote:

On 18/03/2013, at 00:34, Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, Mar 17, 2013 at 3:05 PM, Elliot Temple <curi@curi.us> 
wrote:

http://www.washingtonpost.com/national/food-stamps-put-rhode-
island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-
8ce1-11e2-b63f-f53fb9f2fcb4_print.html

http://www.washingtonpost.com/national/food-stamps-put-rhode-island-town-on-monthly-boom-and-bust-cycle/2013/03/16/08ace07c-8ce1-11e2-b63f-f53fb9f2fcb4_print.html


She made $8 an hour, and he earned $9. She worked days in 
produce, and he
worked nights as a stocker. Their combined monthly income of 
$1,700 was
still near the poverty line, and they still qualified for SNAP.

that is easily enough to buy enough food to not starve. their 
complaints are
more about type of food than actually having, say, rice and beans to 
boil
and eat. or potatoes are the cheapest i think.

Lots of 3rd world poors live on rice and beans and bread. With a

little extra money one can buy spices and cook some tasty dishes. 
Most

3rd world poor don't eat meat but a few times a year, on religious

holidays. Some of these poors are educated workers like engineers.

Won't people have nutritional deficiencies if they literally live just on
rice, beans, bread and potatoes?

No. Only eating rice could do that.

Note that bread in American is fortified with nutrients specifically
chosen to prevent nutritional deficiencies (the government did it in
the 50's).

All the necessary amino-acids and A to Z vitamin and minerals?
Potatoes have all (or maybe *almost* all?) necessary nutrients. They
have a low-nutrient reputation because their carb/calorie-to-nutrient



ratio is different than other veggies.  They have a lot of calories
for every bit of nutrients. Which actually makes them even *better*
for people talking about starvation, in many respects.

Somebody lived on just potatoes for 2 months and came out healthier:

http://www.bbc.co.uk/news/magazine-11864290

In the article a nutritionist says potatoes don't *quite* have
everything you need though.  She didn't specify what's missing. So I
guess maybe you could buy a piece of fruit every few months or
something.

It's specified under the picture: "lack protein, calcium, essential fatty 
acids, and vitamins A, E and K".

Ah good, I hadn't noticed.  Thanks!

So, all three of those vitamins occur regularly in cayenne, chili
powder, paprika,and similar spices.  Spices aren't cheap per se, at
least their initial cost. But after the initial $10 investment a
container of spices will certainly last a good while, so they're
probably pretty cost-efficient long-term.

So, if the poor person in question seasons their potatoes with
paprika, they're almost there.  Just protein, calcium, and fatty acids
left, I guess.  Beef and milk cover those bases easily, and in small
quantities, too.

So they can eat paprika potatoes at almost every meal, and treat
themselves to a McDonald's burger and milkshake every couple weeks.
That sounds doable on even a ridiculously tight budget. Problem
solved.

Another idea for some of these nutrients is to take a regular store-brand 
multivitamin, which covers all vitamins and minerals including iron and 
calcium.  I've seen bottles of 300 tabs for around $14 and then they were 
buy one, get one free.

So you could get 600 days worth of them for $14, which would be about 70 

http://www.bbc.co.uk/news/magazine-11864290


cents per month.

You don't need one of those pills per day though.

If you take one every 10 days, which I'd guess is more than enough, then 
it's 7 cents per month.

Maybe you only need one every 1 or 2 months though? I'd be interested if 
anyone knows how to find that out.

People's nutrient needs vary widely, so the only way that makes sense
is to figure this out per individual.

Doesn't matter. How much is enough for 99.9999% of people? I'd guess a pill 
every 10 days is more than enough for that. But if anyone knows any solid 
information about this I'd be interested, as I said.

What's wrong with the daily recommended amount information in the vitamin 
bottles?

What's right with it? How are those numbers figured out? Maybe it's good but I 
don't know that, and I won't assume it's good without understanding how it's 
done.

-- Elliot Temple
http://elliottemple.com/

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.

http://elliottemple.com/


For more options, visit https://groups.google.com/groups/opt_out.
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From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] TCS on living morally
Date: March 20, 2013 at 10:07 AM

http://curi.us/1243-iii

Ever heard of "constructive criticism"? Of course you have. People all the time 
say they only want constructive criticism. Partly they have a point. Some 
criticism is of the form, "that sucks" which is pretty useless. Though I must say I 
don't see how one can really mind "that sucks" from a stranger -- what on earth 
do you have to feel bad about? He hasn't bested you in any sort of argument. 
He hasn't given a reason your work sucks, and therefore hasn't given you any 
reason to think it sucks. You should just disregard his unsupported assertion. 
But anyway many people don't want to hear such insults. I'd rather have a truer 
sense of what sort of people exist and how they react to my work.

Note the "unsupported". Justificationists use that term to mean a
positive argument giving support to a theory (assertion). But a
positive argument doesn't do that. Instead it is an argument that is
consistent with that theory (assertion), and others (even one's that
no one has thought of yet).

My best interpretation is that you intended to say that the assertion
is missing its explanation (i.e. the conclusion is missing its
argument). An unexplained-assertion/unargued-conclusion is
uncriticizable, and therefore one can criticize it for that (being
uncriticizable).

If valid criticism comes then the idea is flawed.

Note the "valid". What is meant by it? My best interpretation is that
it means that the criticism is true, in that no one has any criticisms
of it.

This caught my interest because I don't recall you using the term
"valid" in this way (or at all). Have you stopped using it in that
way? If so, why? What problem do you see with it?

According to merriam-webster, valid means:

http://curi.us/1243-iii


1: having legal efficacy or force; especially : executed with the
proper legal authority and formalities <a valid contract>
2a : well-grounded or justifiable : being at once relevant and
meaningful <a valid theory>
b : logically correct <a valid argument> <valid inference>
3: appropriate to the end in view : effective <every craft has its own
valid methods>

Did you stop using it because justificationists might think you mean
definition 2a?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Only the ten hundred most used words
Date: March 21, 2013 at 7:42 AM

On Mar 11, 2013, at 12:49 PM, Richard Fine <richard.fine@gmail.com> wrote:

(Many people do not like 'criticisms' because they do not like to find out that 
their ideas are wrong. But this is a bad idea: your idea will still be wrong even if 
you do not know that it is. If you find out, then you have a chance to fix it before 
it causes any problems. Many of these people are like this because when they 
were at school, they would get in trouble if their ideas were wrong a lot. This is 
one way in which almost all schools are very bad).

Getting or trouble for having wrong ideas -- or for having right ideas which the 
adults in charge just think are wrong -- happens long before children are in 
school.

Parents regularly punish children, usually starting when they are toddlers. What 
else would punishment be besides getting children in trouble for having wrong (or 
thought to be wrong) ideas?

(And I am just talking about the punishments that parents purposely give their 
children, like "time outs" and "logical consequences". There are lots of other ways 
that children are punished besides these.)

Jordan

-- 



From: Erin Minter <erinfalk@aol.com>
Subject: Re: [BoI] Being fat
Date: March 21, 2013 at 12:58 PM

On Mar 18, 2013, at 11:03 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1257-xvi

[...]

Do you feel bad about being fat? You shouldn't identify with your body. It isn't 
your mind. It's not the real you. It's part of your environment. Don't take it so 
personally. The only good reason to feel bad about being fat (besides 
increased risk of death) is that it indicates you have made bad choices: you 
failed to choose ways of eating that would achieve your goals. That lack of skill 
is an aspect of your mind. (But still, don't feel bad. Acknowledge your defeat 
and brainstorm an improvement in how you approach eating.)

By the way: just don't eat when you aren't hungry. That's all there is to it. It 
sounds hard to believe, but hunger evolved to keep humans fit and our body 
has powerful mechanisms to keep us from being overweight. Getting fat takes 
a lot of effort. Stop putting in the effort -- stop working hard against yourself -- 
and you won't be fat for long.

This still sounds hard to believe. Most people think they don't eat except when 
they are hungry. But those same people eat an entire plate of food at dinner 
time. All at once. So how could they possibly know if they were full already 
when they ate the last few bites? You have to wait a while to find out.

People also compulsively finish their plate even if they feel full. All the time. 
(Just like their parents forced them to do when they were younger. And like 
they will force their own children to do.) If you always finish your plate you 
have no idea if you are eating the right amount. You need to try other amounts 
to compare.

There's another way that parents pass on the over-eating memes,
besides coercion. They encourage it by saying things like, 'You wanna
be a man? Eat all of your food. You wanna be strong? Eat all your
food." It falsely claims that growing up (and being strong) requires
eating more than his hunger tells him to. It also presupposes that

http://curi.us/1257-xvi


being strong is a good thing to want. It also assumes that being
strong is something that all boys should want because a weak man is
shameful, or something like that.

Many people fear "snacking". The real issue here is they aren't very aware of 
what they eat, so if they eat snacks and don't pay attention (common) they end 
up eating a lot while not hungry, and then they still eat meals (because people 
eat those without being aware of whether they are hungry. it's also just a 
habit.)

people also eat "comfort food". again that is eating when you aren't hungry. it 
might be worth doing to improve your mood, but don't claim you only eat when 
hungry if you do that.

Another reason for overeating is that for some people there are a lot of emotions 
involved with eating which can interfere. One may feel guilty or even a feeling of 
rebellion for eating certain 'bad' or junk foods. Another could be resentment if 
they are forcing down a salad because it's what they 'should' eat when they really 
want something else. This can make eating a twisted mess, which I think can 
affect listening to your body's signals.

Also, its a mistake to label foods broadly into categories such as junk food. Food 
is food. It all has nutrients. Some has more of the micronutrients such as vitamins 
or minerals, but it *all* has the macronutrients that we need, namely carbs, 
protein and fat.

Sometimes, people decide to limit certain foods because they are deemed 'bad' 
or maybe the restrictions come from a diet book or your parents if you're a kid.  
The restricted food could then become ultra-desirable and appealing if a part of 
the person still wants it.  This could lead to binging as a part of their mind is still 
focused on wanting the food, which may lessen how much they pay attention to 
hunger/satiety feelings when they are eating that food.

Or instead of paying attention to their own hunger/satiety feelings, some people 
are busy paying attention to diet books, the clock, food labels, or externally-
imposed nutrition rules.

Anyways, there are lots of ways that emotions and mistaken ideas about food can 
interfere with a person's ability to learn about their bodies' food preferences.



Erin

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Being fat
Date: March 21, 2013 at 3:01 PM

On Mar 21, 2013, at 9:58 AM, Erin Minter <erinfalk@aol.com> wrote:

On Mar 18, 2013, at 11:03 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1257-xvi

[...]

Do you feel bad about being fat? You shouldn't identify with your body. It isn't 
your mind. It's not the real you. It's part of your environment. Don't take it so 
personally. The only good reason to feel bad about being fat (besides 
increased risk of death) is that it indicates you have made bad choices: you 
failed to choose ways of eating that would achieve your goals. That lack of 
skill is an aspect of your mind. (But still, don't feel bad. Acknowledge your 
defeat and brainstorm an improvement in how you approach eating.)

By the way: just don't eat when you aren't hungry. That's all there is to it. It 
sounds hard to believe, but hunger evolved to keep humans fit and our body 
has powerful mechanisms to keep us from being overweight. Getting fat 
takes a lot of effort. Stop putting in the effort -- stop working hard against 
yourself -- and you won't be fat for long.

This still sounds hard to believe. Most people think they don't eat except 
when they are hungry. But those same people eat an entire plate of food at 
dinner time. All at once. So how could they possibly know if they were full 
already when they ate the last few bites? You have to wait a while to find out.

People also compulsively finish their plate even if they feel full. All the time. 
(Just like their parents forced them to do when they were younger. And like 
they will force their own children to do.) If you always finish your plate you 
have no idea if you are eating the right amount. You need to try other 
amounts to compare.

There's another way that parents pass on the over-eating memes,

http://curi.us/1257-xvi


besides coercion. They encourage it by saying things like, 'You wanna
be a man? Eat all of your food. You wanna be strong? Eat all your
food." It falsely claims that growing up (and being strong) requires
eating more than his hunger tells him to. It also presupposes that
being strong is a good thing to want. It also assumes that being
strong is something that all boys should want because a weak man is
shameful, or something like that.

Many people fear "snacking". The real issue here is they aren't very aware of 
what they eat, so if they eat snacks and don't pay attention (common) they 
end up eating a lot while not hungry, and then they still eat meals (because 
people eat those without being aware of whether they are hungry. it's also 
just a habit.)

people also eat "comfort food". again that is eating when you aren't hungry. it 
might be worth doing to improve your mood, but don't claim you only eat 
when hungry if you do that.

Another reason for overeating is that for some people there are a lot of emotions 
involved with eating which can interfere. One may feel guilty or even a feeling of 
rebellion for eating certain 'bad' or junk foods. Another could be resentment if 
they are forcing down a salad because it's what they 'should' eat when they 
really want something else. This can make eating a twisted mess, which I think 
can affect listening to your body's signals.

Also, its a mistake to label foods broadly into categories such as junk food. Food 
is food. It all has nutrients. Some has more of the micronutrients such as 
vitamins or minerals, but it *all* has the macronutrients that we need, namely 
carbs, protein and fat.

Sometimes, people decide to limit certain foods because they are deemed 'bad' 
or maybe the restrictions come from a diet book or your parents if you're a kid.  
The restricted food could then become ultra-desirable and appealing if a part of 
the person still wants it.  This could lead to binging as a part of their mind is still 
focused on wanting the food, which may lessen how much they pay attention to 
hunger/satiety feelings when they are eating that food.

Or instead of paying attention to their own hunger/satiety feelings, some people 
are busy paying attention to diet books, the clock, food labels, or externally-



imposed nutrition rules.

Anyways, there are lots of ways that emotions and mistaken ideas about food 
can interfere with a person's ability to learn about their bodies' food preferences.

Bodies do not have preferences. People have preferences. Bodies have 
operating requirements, which in general don't play much role in what people 
prefer and choose to eat. And that's good: we can choose how we want rather 
than study what our body needs. The body's requirements are easy to meet and 
leave a lot of scope for preferences.

People often pretend their eating preferences are strongly connected to bodily 
requirements, when actually there isn't much connection. That's a common 
mistake.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Being fat
Date: March 21, 2013 at 3:57 PM

On 22/03/2013, at 6:02, "Elliot Temple" <curi@curi.us> wrote:

On Mar 21, 2013, at 9:58 AM, Erin Minter <erinfalk@aol.com> wrote:

On Mar 18, 2013, at 11:03 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1257-xvi

[...]

Do you feel bad about being fat? You shouldn't identify with your body. It 
isn't your mind. It's not the real you. It's part of your environment. Don't take 
it so personally. The only good reason to feel bad about being fat (besides 
increased risk of death) is that it indicates you have made bad choices: you 
failed to choose ways of eating that would achieve your goals. That lack of 
skill is an aspect of your mind. (But still, don't feel bad. Acknowledge your 
defeat and brainstorm an improvement in how you approach eating.)

By the way: just don't eat when you aren't hungry. That's all there is to it. It 
sounds hard to believe, but hunger evolved to keep humans fit and our body 
has powerful mechanisms to keep us from being overweight. Getting fat 
takes a lot of effort. Stop putting in the effort -- stop working hard against 
yourself -- and you won't be fat for long.

This still sounds hard to believe. Most people think they don't eat except 
when they are hungry. But those same people eat an entire plate of food at 
dinner time. All at once. So how could they possibly know if they were full 
already when they ate the last few bites? You have to wait a while to find 
out.

People also compulsively finish their plate even if they feel full. All the time. 
(Just like their parents forced them to do when they were younger. And like 
they will force their own children to do.) If you always finish your plate you 
have no idea if you are eating the right amount. You need to try other 

http://curi.us/1257-xvi


amounts to compare.

There's another way that parents pass on the over-eating memes,
besides coercion. They encourage it by saying things like, 'You wanna
be a man? Eat all of your food. You wanna be strong? Eat all your
food." It falsely claims that growing up (and being strong) requires
eating more than his hunger tells him to. It also presupposes that
being strong is a good thing to want. It also assumes that being
strong is something that all boys should want because a weak man is
shameful, or something like that.

Many people fear "snacking". The real issue here is they aren't very aware 
of what they eat, so if they eat snacks and don't pay attention (common) 
they end up eating a lot while not hungry, and then they still eat meals 
(because people eat those without being aware of whether they are hungry. 
it's also just a habit.)

people also eat "comfort food". again that is eating when you aren't hungry. 
it might be worth doing to improve your mood, but don't claim you only eat 
when hungry if you do that.

Another reason for overeating is that for some people there are a lot of 
emotions involved with eating which can interfere. One may feel guilty or even 
a feeling of rebellion for eating certain 'bad' or junk foods. Another could be 
resentment if they are forcing down a salad because it's what they 'should' eat 
when they really want something else. This can make eating a twisted mess, 
which I think can affect listening to your body's signals.

Also, its a mistake to label foods broadly into categories such as junk food. 
Food is food. It all has nutrients. Some has more of the micronutrients such as 
vitamins or minerals, but it *all* has the macronutrients that we need, namely 
carbs, protein and fat.

Sometimes, people decide to limit certain foods because they are deemed 
'bad' or maybe the restrictions come from a diet book or your parents if you're 
a kid.  The restricted food could then become ultra-desirable and appealing if a 
part of the person still wants it.  This could lead to binging as a part of their 
mind is still focused on wanting the food, which may lessen how much they 
pay attention to hunger/satiety feelings when they are eating that food.



Or instead of paying attention to their own hunger/satiety feelings, some 
people are busy paying attention to diet books, the clock, food labels, or 
externally-imposed nutrition rules.

Anyways, there are lots of ways that emotions and mistaken ideas about food 
can interfere with a person's ability to learn about their bodies' food 
preferences.

Bodies do not have preferences. People have preferences. Bodies have 
operating requirements, which in general don't play much role in what people 
prefer and choose to eat. And that's good: we can choose how we want rather 
than study what our body needs. The body's requirements are easy to meet and 
leave a lot of scope for preferences.

People often pretend their eating preferences are strongly connected to bodily 
requirements, when actually there isn't much connection. That's a common 
mistake.

This last sentence is too broad to apply in all cases. One preference people can, 
and often do have, is to obtain a certain type of body - and fast. In this case they 
are not pretending their eating preferences are connected to body requirements: 
their *desired* body requires certain eating requirements!

For whatever reason some people may want to be fat (say a sumo or whatnot) in 
which case, to achieve this goal some foods are just going to be better than 
others. Hamburgers and pasta will beat celery and carrots when you are deciding 
what to eat each day. To say their eating preferences will not matter means they 
really could eat whatever. Say they happened to just eat when hungry - and say 
that's rarely - they might not get as big and fat as they want.

On the other hand, if you work as a thin clothing model, or by flexing your 
muscles as a body builder - or you are a weightlifter, there is beginning to be 
some research (of hugely varying quality) that avoiding certain foods and 
increasing others, is a faster way to meet some body goals.

For example, trying to be a world-class Olympic weightlifter by eating the same 
kind, and quantity, of food that a thin fashion model does, probably won't be the 
fastest dietary road to success.



On that note, someone (Rami) made the claim that

Some has more of the micronutrients such as vitamins or minerals, but it *all* 
has the macronutrients that we need, namely carbs, protein and fat.

This is false. For example, my tin of tuna contains the following ingredients:

Protein 24.6%
Fat 1.1%
Carbohydrate: 0.0%
Water makes up most of the rest.

There are similarly "foods" that contain 0% of the other two nutrients. Consider 
pure table sugar, which has 0% fat and protein.

Even allowing for errors in the chemical analysis, eating nothing but tuna, say, is 
going to lead to macronutrient problems.

The human body *does* have the capacity to turn protein into glucose...but there 
are easier and cheaper ways to get energy from food and if you look into it, the 
body can't convert protein into glucose indefinitely. Kidneys fail, the brain starts to 
suffer, there are many ways the body can go wrong when you eat *nothing but* 
foods high in protein (it's a problem, increasingly, among people like bodybuilders 
who severely restrict certain macronutrients).

People can have the preference to have a certain kind of body. They will then 
make careful choices based upon whatever their best understanding is of the 
science of nutrition and how food can affect things like muscles before and after 
exercise and the amount of body fat likely to be deposited after certain quantities 
and types of food.

Brett.

-- 



From: Erin Minter <erinfalk@aol.com>
Subject: Re: [BoI] Being fat
Date: March 21, 2013 at 4:06 PM

On Mar 21, 2013, at 3:57 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/03/2013, at 6:02, "Elliot Temple" <curi@curi.us> wrote:

On Mar 21, 2013, at 9:58 AM, Erin Minter <erinfalk@aol.com> wrote:

On Mar 18, 2013, at 11:03 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1257-xvi

[...]

Do you feel bad about being fat? You shouldn't identify with your body. It 
isn't your mind. It's not the real you. It's part of your environment. Don't 
take it so personally. The only good reason to feel bad about being fat 
(besides increased risk of death) is that it indicates you have made bad 
choices: you failed to choose ways of eating that would achieve your 
goals. That lack of skill is an aspect of your mind. (But still, don't feel bad. 
Acknowledge your defeat and brainstorm an improvement in how you 
approach eating.)

By the way: just don't eat when you aren't hungry. That's all there is to it. It 
sounds hard to believe, but hunger evolved to keep humans fit and our 
body has powerful mechanisms to keep us from being overweight. Getting 
fat takes a lot of effort. Stop putting in the effort -- stop working hard 
against yourself -- and you won't be fat for long.

This still sounds hard to believe. Most people think they don't eat except 
when they are hungry. But those same people eat an entire plate of food at 
dinner time. All at once. So how could they possibly know if they were full 
already when they ate the last few bites? You have to wait a while to find 
out.

People also compulsively finish their plate even if they feel full. All the time. 

http://curi.us/1257-xvi


(Just like their parents forced them to do when they were younger. And like 
they will force their own children to do.) If you always finish your plate you 
have no idea if you are eating the right amount. You need to try other 
amounts to compare.

There's another way that parents pass on the over-eating memes,
besides coercion. They encourage it by saying things like, 'You wanna
be a man? Eat all of your food. You wanna be strong? Eat all your
food." It falsely claims that growing up (and being strong) requires
eating more than his hunger tells him to. It also presupposes that
being strong is a good thing to want. It also assumes that being
strong is something that all boys should want because a weak man is
shameful, or something like that.

Many people fear "snacking". The real issue here is they aren't very aware 
of what they eat, so if they eat snacks and don't pay attention (common) 
they end up eating a lot while not hungry, and then they still eat meals 
(because people eat those without being aware of whether they are 
hungry. it's also just a habit.)

people also eat "comfort food". again that is eating when you aren't hungry. 
it might be worth doing to improve your mood, but don't claim you only eat 
when hungry if you do that.

Another reason for overeating is that for some people there are a lot of 
emotions involved with eating which can interfere. One may feel guilty or 
even a feeling of rebellion for eating certain 'bad' or junk foods. Another could 
be resentment if they are forcing down a salad because it's what they 'should' 
eat when they really want something else. This can make eating a twisted 
mess, which I think can affect listening to your body's signals.

Also, its a mistake to label foods broadly into categories such as junk food. 
Food is food. It all has nutrients. Some has more of the micronutrients such 
as vitamins or minerals, but it *all* has the macronutrients that we need, 
namely carbs, protein and fat.

Sometimes, people decide to limit certain foods because they are deemed 
'bad' or maybe the restrictions come from a diet book or your parents if you're 
a kid.  The restricted food could then become ultra-desirable and appealing if 



a part of the person still wants it.  This could lead to binging as a part of their 
mind is still focused on wanting the food, which may lessen how much they 
pay attention to hunger/satiety feelings when they are eating that food.

Or instead of paying attention to their own hunger/satiety feelings, some 
people are busy paying attention to diet books, the clock, food labels, or 
externally-imposed nutrition rules.

Anyways, there are lots of ways that emotions and mistaken ideas about food 
can interfere with a person's ability to learn about their bodies' food 
preferences.

Bodies do not have preferences. People have preferences. Bodies have 
operating requirements, which in general don't play much role in what people 
prefer and choose to eat. And that's good: we can choose how we want rather 
than study what our body needs. The body's requirements are easy to meet 
and leave a lot of scope for preferences.

People often pretend their eating preferences are strongly connected to bodily 
requirements, when actually there isn't much connection. That's a common 
mistake.

This last sentence is too broad to apply in all cases. One preference people can, 
and often do have, is to obtain a certain type of body - and fast. In this case they 
are not pretending their eating preferences are connected to body requirements: 
their *desired* body requires certain eating requirements!

For whatever reason some people may want to be fat (say a sumo or whatnot) 
in which case, to achieve this goal some foods are just going to be better than 
others. Hamburgers and pasta will beat celery and carrots when you are 
deciding what to eat each day. To say their eating preferences will not matter 
means they really could eat whatever. Say they happened to just eat when 
hungry - and say that's rarely - they might not get as big and fat as they want.

On the other hand, if you work as a thin clothing model, or by flexing your 
muscles as a body builder - or you are a weightlifter, there is beginning to be 
some research (of hugely varying quality) that avoiding certain foods and 
increasing others, is a faster way to meet some body goals.

For example, trying to be a world-class Olympic weightlifter by eating the same 



kind, and quantity, of food that a thin fashion model does, probably won't be the 
fastest dietary road to success.

On that note, someone (Rami) made the claim that

Some has more of the micronutrients such as vitamins or minerals, but it *all* 
has the macronutrients that we need, namely carbs, protein and fat.

This is false.  For example, my tin of tuna contains the following ingredients:

Protein 24.6%
Fat 1.1%
Carbohydrate: 0.0%
Water makes up most of the rest.

There are similarly "foods" that contain 0% of the other two nutrients. Consider 
pure table sugar, which has 0% fat and protein.

Definitely.  My mistake, I should have used the word "or".  Every food that has 
any calories has at least one of more of the following:  protein, carbs, *or* fat.

Thanks for clarifying.

Erin

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Being fat
Date: March 21, 2013 at 4:27 PM

On Mar 21, 2013, at 12:57 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 22/03/2013, at 6:02, "Elliot Temple" <curi@curi.us> wrote:

On Mar 21, 2013, at 9:58 AM, Erin Minter <erinfalk@aol.com> wrote:

On Mar 18, 2013, at 11:03 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1257-xvi

[...]

Do you feel bad about being fat? You shouldn't identify with your body. It 
isn't your mind. It's not the real you. It's part of your environment. Don't 
take it so personally. The only good reason to feel bad about being fat 
(besides increased risk of death) is that it indicates you have made bad 
choices: you failed to choose ways of eating that would achieve your 
goals. That lack of skill is an aspect of your mind. (But still, don't feel bad. 
Acknowledge your defeat and brainstorm an improvement in how you 
approach eating.)

By the way: just don't eat when you aren't hungry. That's all there is to it. It 
sounds hard to believe, but hunger evolved to keep humans fit and our 
body has powerful mechanisms to keep us from being overweight. Getting 
fat takes a lot of effort. Stop putting in the effort -- stop working hard 
against yourself -- and you won't be fat for long.

This still sounds hard to believe. Most people think they don't eat except 
when they are hungry. But those same people eat an entire plate of food at 
dinner time. All at once. So how could they possibly know if they were full 
already when they ate the last few bites? You have to wait a while to find 
out.

People also compulsively finish their plate even if they feel full. All the time. 

http://curi.us/1257-xvi


(Just like their parents forced them to do when they were younger. And like 
they will force their own children to do.) If you always finish your plate you 
have no idea if you are eating the right amount. You need to try other 
amounts to compare.

There's another way that parents pass on the over-eating memes,
besides coercion. They encourage it by saying things like, 'You wanna
be a man? Eat all of your food. You wanna be strong? Eat all your
food." It falsely claims that growing up (and being strong) requires
eating more than his hunger tells him to. It also presupposes that
being strong is a good thing to want. It also assumes that being
strong is something that all boys should want because a weak man is
shameful, or something like that.

Many people fear "snacking". The real issue here is they aren't very aware 
of what they eat, so if they eat snacks and don't pay attention (common) 
they end up eating a lot while not hungry, and then they still eat meals 
(because people eat those without being aware of whether they are 
hungry. it's also just a habit.)

people also eat "comfort food". again that is eating when you aren't hungry. 
it might be worth doing to improve your mood, but don't claim you only eat 
when hungry if you do that.

Another reason for overeating is that for some people there are a lot of 
emotions involved with eating which can interfere. One may feel guilty or 
even a feeling of rebellion for eating certain 'bad' or junk foods. Another could 
be resentment if they are forcing down a salad because it's what they 'should' 
eat when they really want something else. This can make eating a twisted 
mess, which I think can affect listening to your body's signals.

Also, its a mistake to label foods broadly into categories such as junk food. 
Food is food. It all has nutrients. Some has more of the micronutrients such 
as vitamins or minerals, but it *all* has the macronutrients that we need, 
namely carbs, protein and fat.

Sometimes, people decide to limit certain foods because they are deemed 
'bad' or maybe the restrictions come from a diet book or your parents if you're 
a kid.  The restricted food could then become ultra-desirable and appealing if 



a part of the person still wants it.  This could lead to binging as a part of their 
mind is still focused on wanting the food, which may lessen how much they 
pay attention to hunger/satiety feelings when they are eating that food.

Or instead of paying attention to their own hunger/satiety feelings, some 
people are busy paying attention to diet books, the clock, food labels, or 
externally-imposed nutrition rules.

Anyways, there are lots of ways that emotions and mistaken ideas about food 
can interfere with a person's ability to learn about their bodies' food 
preferences.

Bodies do not have preferences. People have preferences. Bodies have 
operating requirements, which in general don't play much role in what people 
prefer and choose to eat. And that's good: we can choose how we want rather 
than study what our body needs. The body's requirements are easy to meet 
and leave a lot of scope for preferences.

People often pretend their eating preferences are strongly connected to bodily 
requirements, when actually there isn't much connection. That's a common 
mistake.

This last sentence is too broad to apply in all cases. One preference people can, 
and often do have, is to obtain a certain type of body - and fast. In this case they 
are not pretending their eating preferences are connected to body requirements: 
their *desired* body requires certain eating requirements!

But the set of constraints imposed by their body building plans, and the set of 
rules by which they actually eat, are not similar.

Claiming any similarity is a misconception. That's the mistake I was talking about.

For whatever reason some people may want to be fat (say a sumo or whatnot) 
in which case, to achieve this goal some foods are just going to be better than 
others. Hamburgers and pasta will beat celery and carrots when you are 
deciding what to eat each day.

Why? Calories are calories. Yeah you'd have to eat a larger volume of carrots, so 
you might want to eat denser foods to save time. Which is kind of the point: 



physically either food works, but people have preferences about which to eat for 
other reasons. So as you can see the choices people actually make have to do 
with their lives and preferences, not so much with any physiological issues.

To say their eating preferences will not matter means they really could eat 
whatever.

You misunderstood the point, that isn't what was said. I said their eating 
preferences have little connection to the actual physical requirements involved, 
but they overestimate the connection.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Psycho-epistemology
Date: March 21, 2013 at 6:19 PM

On Mar 18, 2013 1:41 PM, "Elliot Temple" <curi@curi.us> wrote:

On Mar 18, 2013, at 8:01 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1257-xvi

Knowing that being open to criticism, and treating rival theories evenhandedly 
without regard for which is *yours*, are the best, most rational, most effective, 
most knowledge creating, most problem solving, most truth seeking ways to 
live is one thing. Living that way is another. Deciding it is best does not 
automatically mean you will do it.

Probably you have irrational memes that are preventing you. They make you 
feel bad and ashamed to be wrong, they make you feel attacked by criticism, 
they make you feel attached to your ideas, and they make you blind to their 
existence, and sometimes blind to the fact that you are not in fact acting in 
the rational way described above.

Ideas "make" people feel, i.e. the idea causes the feeling.

"Make" is giving the ideas responsibility.

But that's not always right?

That is a statement with a question mark. Does the question mark
indicate that you're not sure that the statement is true? If so, I
find it problematic (not in this situation, but in others). I've had
situations where employees use that technique, and I wasn't sure what
they intended to mean. For example, I couldn't tell if they actually
wanted me to answer, or if they just wanted to indicate that they
aren't sure, which wouldn't prompt me to answer.

Sometimes we *let* ideas "make" us feel things. We could have done something 
about it, could have taken responsibility, could have taken control but *let* some 
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idea activate.

In that case, we're responsible for letting it happen, for choosing not to do 
anything about it, for acting hapless and passive.

Who/what is responsible for having caused the feeling? The person.

Who/what is responsible for changing the feeling (if they don't want
it anymore)? The person.

So the idea caused the feeling, but the idea is not responsible for it.

Success and progress are different. Progress can come fairly soon. But 
usually after a few attempts there appears to be absolutely no progress. And 
this is disheartening.

Shouldn't that instead say: And this *can be* disheartening?

[...]

it is unfortunate that all this should be necessary. I sympathize. I really do. 
memes are nasty buggers. they hurt you. they are evolved to be good at 
hurting you, and to be hard to get rid of. but it's worth fighting them. it's the 
only way to live your own life. it's the only way to control your life and have 
free choice. and it's the only way not to pass the same memes on to your 
children (which is done in large part by hurting your children in certain ways).

I note that in 2007 you used "fighting" references (zero-sum) for
non-zero-sum situations.

There are no win/win solutions with memes because memes do not have 
preferences or creativity. They can't be persuaded to change to something 
better.

It's not the same sort of thing as fighting with people.

It's more like fighting with a volcano or hurricane (or shark). But it's different than 



those too because there are memes which are targeted at humans: they have 
evolved knowledge against us. Volcanos, by contrast, aren't designed to hurt 
anyone and don't have knowledge adapted to hurt people. And sharks have 
knowledge of hunting and attacking but it's not specific to humans and it doesn't 
attack the human *mind* like memes.

I think which words best communicate this (briefly) is an open, contextual 
question.

Does "open question" mean that we don't have a satisfactory answer yet?

What do you mean by "context question"? What is the context?
Situations where static memes resist change?

I think I was trying to say something similar to how people use "fight cancer!" 
People can and should see it as a "crusade" of that type (not an invade the holy 
land crusade!).

remember: you are creative, and your memes are not. yeah they contain a lot 
of knowledge. but they don't have a creative mind like you. if you put them 
into an environment they don't already have knowledge about they won't be 
able to adapt. so there is plenty of reason for optimism.

I didn't realize that thinking about one's emotions (and the causes
for them) puts the meme in an environment it isn't adapted for.

Consider anything people do in open societies, but not closed societies. Closed 
society memes aren't adapted for that.

That's kinda confusing. I'm in an open society. And in this society,
the politeness tradition exists.

I realize that this quality comes in degrees, but... do you think that
America is not very far on the scale towards *open*?

*   *   *



Static memes are like a hostage situation. They hold your emotions hostage. 
The options are to meet their demands, or to storm the building and probably 
lose some of the hostages.

Yeah it sucks. But the damage was done when the memes took over the 
building and grabbed all the hostages.

The demands memes make include finer control over your emotions (ie, more 
hostages, more weapons, a larger zone around the building where the police 
can't come, a new building even with satellite TV, etc)

Don't negotiate with terrorists. Don't succumb to emotional blackmail.

Awesome metaphor!

You didn't like "fighting" but you like "terrorists" and "blackmail"? I don't 
understand lol.

Maybe its because my knowledge was badly structured.

My old knowledge was that *all fight references are win/lose, so don't
use fight references for win/win situations*, which is wrong. The
corrected idea is *all fight references where the parties involved are
people, are win/lose, so don't use fight references for win/win
situations*.

Anyway, my old idea was badly structured, so it wasn't "triggered"
when I read your metaphor.

-- Rami

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] On social convention Autonomy-Respecting-
Relationships@yahoogroups.com
Date: March 21, 2013 at 6:44 PM

http://curi.us/1262-xxi

So you're pressured into acting politely to be safe, and reason never gets to play 
any role in the decision of how everyone should act.

I didn't realize that the politeness tradition resists error-correction.

Weddings are perhaps worse. You know that parts where everyone is asked if 
they know any reasons these people should not be wed? That's a lie. A dirty lie. 
It's a trap. They just want to pretend they are doing the right thing. But if you 
actually say any reasons (and it's easy to think of lots) then everyone will gasp 
in shock and turn to you angrily. You will have disrespected the whole wedding. 
You won't be invited to the next one (when they remarry other people after their 
divorce -- what? it's common.) Everyone will be really offended. Certainly they 
won't actually discuss your reasons. The only things you can say there are like, 
"he cheated on her" or "he's a Russian spy". You can't say, "marriage is a bad 
idea because...". And you can't say that any other time either. People don't want 
to hear it. Especially not the girl you're dating. She's the person in the world you 
have the most reason to want to discuss that with and come to agree, and you 
both have good reason to want to find the truth, yet she really won't want to hear 
it, she'll be angry you got this far and might not even want to marry her, and the 
sort of generic response people might give is "I want it, it feels right for me, it 
makes me happy" or something kind of like that, so if you question it people will 
say stuff like "fine, don't get married" but if your girlfriend is saying that she'll be 
pissed that you don't feel the same as her about marriage like she expected. 
and this whole thing misses the point: what feels right to you does not determine 
what is true or best.

This is interesting. I reminds me of something I don't understand
about other cultures. I recall telling a friend about one of the
differences between Americans and Arabs (at least Syrians). I said
that if a Syrian hates you, he'll act like he likes you at face value,
and he'll slip in subtle hints that indicate that he hates you. [To be
clear, *I* found it subtle, but apparently Syrians don't because they
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have lots of experience.] And I said that if an American hates you,
he'll tell you to your face out in the open and with no subtlety. I
love America!

I should point out also that the Syrian way causes lots of false
positives. What I mean is that if part of your way of interacting with
people is to pay attention to other people's subtle hints, then you
will make more mistakes (since you're doing more tries), meaning that
you'll think that someone was doing a hint when they weren't, hence a
false positive.

Now I realize that this is part of the dating tradition too -- people
are supposed to pay attention to each other's hints. I hate hints! Oh
and BTW, if you tell a girl that you are not good with noticing hints,
and if you get her to agree not to do hints and instead to speak
plainly, apparently that doesn't work, she'll still do hints. Hints
are so stupid. It must take sooo much effort to create hint-plans and
to discover the plans of other people hinting. Why not just speak
plainly?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] How to ask questions (part 1) TCS <taking-children-
seriously@googlegroups.com>
Date: March 22, 2013 at 9:29 AM

http://www.curi.us/1170-how-to-ask-questions

Elliot: It's important to try to improve, and to care about improving. It's also 
important not to beat yourself up over any mistakes you might make. That won't 
help anything. I like you now; you ask good questions.

Why did you say that last sentence? What are you trying to communicate
to your readers? Are you trying to say that:

- its important for people to know that another person likes them? If so, why?

- its good to like people *because* they ask good questions?

Caeli: Thanks, I feel better. Shall we get back to parenting?

Why did you say the 'thanks, I feel better'? What are you trying to
communicate to your readers? Are you trying to say that:

- people should feel better in response to *I like you because you ask
good questions*?

- Caeli felt bad before? If so, you didn't point out that she felt bad
in the dialogue. Are you including that as a premise because *most*
people would feel that way?

[...]

Caeli: So one thing a parent should do is help his child learn about life and 
philosophy and his interests. But you said not to force him to learn these things. 
Can you expand?

Note the "and his interests". That seems like it means that his
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interests are inborn and/or immutable, versus created by the child. I
know you don't mean this, as evidenced by the fact that you said early
on in this dialogue that parents are responsible for helping their
children create interests. So I'm wondering if I'm misunderstanding
the language used.

[...]

Elliot: Right. Now the most common thing will be that the parent persuades the 
child. The reason is that although both could be wrong about the subject itself, 
the child has less knowledge about how much knowledge he needs to venture 
an opinion. And he has less knowledge about what subjects might be related 
and important. There are a lot more ways the child is likely to go wrong.

Note the "likely". The truth-value of ideas cannot meaningfully be
predicted by probability. Do you mean something else?

[...]

Elliot: Well, remember we are only discussing the cases where first the parent's 
initial idea didn't win the child over, and then when they talked about it, the 
parent wasn't able to think of anything very persuasive. Or cases where the 
child has a really powerful idea of his own. So in these cases, either the parent 
hasn't been able to show that he knows what's best, or the child has an 
especially good idea. So this is the time it's least possible to say that children 
don't know what's best for themselves, because we are only discussing the few 
times when maybe they do.

Note the "least possible". Is that another probability reference?

[...]

Elliot: Because he's a person. A human being. One of the things we value in our 
culture is freedom. Everyone gets his own life, and his own property, and makes 
his own decisions what to do with them. That's a great, and we should apply it to 



everyone.

I think "decisions what to do" should be "decisions [about] what to
do". Also, "That's a great" should be "That's great".

[...]

Elliot: You asked about parenting. One of the issues parents face is helping their 
children learn important things about life, to prepare them for independence. 
Parents commonly make rules, and insist on their way by force, but they 
shouldn't. It's better to persuade children, and in the rare cases where the 
parent can't figure out how to do that, he has just demonstrated his own 
ignorance of either the subject or the child, and either way he's now in the one 
situation where he'd want to use force, but also the one situation where he has 
lost all justification to use it.

Note the "he'd want to use force". Doesn't that assume that he has a
preference for using coercion in disagreements? Is this a good
assumption since we're talking about people who are new to TCS?

Note the "the one situation where he has lost all justification to use
it". By "justification" I think you mean argument, or something like
that. But the only argument for force is self-defense, and you weren't
talking about a situation of self-defense. So I'm confused as to why
you said it.

[...]

Elliot: I don't mind taking a break. I'm glad you seem excited by this.

Note the "seem". You could have said "are". Why did you choose "seem"?

[...]

Elliot: The topic was parenting. But the Caeli character asked a question for 



most of her lines. So this conversation serves as a good example of how to ask 
questions.

You're talking to the character, and referencing the character in 3rd
person. weird

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
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From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Choice theory
Date: March 22, 2013 at 9:50 AM

http://curi.us/1252-xii

The arguments that he should not burn the book come from the laws of physics 
and epistemology (the study of knowledge) and logic.

Note the "come from". That sounds like induction or something. It says
that the active agent is not the person (the creative entity creating
knowledge). Or do you mean something else by "come from"?

[...]

There is one exception to these things: war. If an idea, or book, intends to 
spread violently, and does not listen to criticism, nor does it care to compete 
with rival theories on the battleground of reason, then no matter what we do the 
outcome isn't going to be determined by reason, it is going to be determined by 
force. In that case, any arguments about how it is best to have an outcome 
based on reason, and to act to allow one, are void. because that isn't going to 
happen.

Note the "battleground of reason". Is this a win/lose situation? I
think the situation involves people reasoning with each other, with is
a truth-seeking situation, which is win/win. So I think "battleground"
is the wrong use here.

[...]

With that established, can we perhaps expand the reach of these arguments 
without changing any of the logic we can see this line of argument applies to 
videos as well as books. And to pamphlets. And posters. And even computer 
files and web pages. Most generally: it applies to censoring or destroying any 
type of *knowledge* because we consider it profane. And not just profane. Any 
kind of dislike will do: the only valid reason to reject rival theories is because 
they are false. And each person should make up their own mind: if one person 
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makes up his mind and forces everyone else that is more prone to error. And 
force isn't using criticism: people who haven't changed their mind to the correct 
theory, aside from perhaps being right, must have some false idea, which you 
could criticize.

Note the "the only valid reason to reject rival theories is because
they are false". Should 'valid' be replaced with good, or rational?
AFAIK, you don't say the word 'valid' anymore, so I wonder if you
disagree with using it in this context.

[...]

We can summarize this as a principle: all people with creative goals should 
prefer an open society and prefer for rival theories and criticism to be freely 
expressed.

I just wanted to quote that because I like it (and because I want to
be able to search for it in my email in the future).

[...]

As an aside, what would justify the intentional destruction of knowledge? First: 
war. Second: we delete computer files frequently. But it isn't because we dislike 
them. It's because we want to free up space for new files we consider more 
important. We also sometimes knock down old buildings. Again not because we 
have anything against them. It's just they are in the way of things we think are 
even better. Censorship is not like that. You can write your own book which you 
think is better and people can make their own choice of which to buy. Existing 
books are never in the way of yours like a building or computer file physically 
occupies part of your property that you might wish to use for something else. 
And even if we imagine running out of space due to all the bad books 
everywhere, censorship remains bad: you could instead persuade people that 
they should make room for new things by deleting old ones. And you could offer 
advice about what is bad, which they would listen to if they considered the 
advice worth the space.

Note the "justify". War doesn't justify anything. Actually nothing



justifies anything. What is a good replacement for what you mean?

[...]

Ideas do not need justification. They only need to best their rivals. What are the 
arguments for a destructive way of life? What is claimed to be good about it? 
Nothing. Just because it is a logically permissible alternative does not make it 
an important rival theory. Until an strong argument or explanation is created in 
favor of destruction then we need not concern ourselves with it.

I like that first sentence. I'll be reusing that a lot!

What is a "strong" argument? I think that is a justificationist mistake.

The rest is grammar mistakes so ignore it unless you're Elliot.

Even if that means he discovers he holds mistaken ideas and should change is 
mind. In fact, such a discovery is a great thing: now he has the opportunity to 
improve him ideas,

"change is mind" should be "change his mind". And "improve him ideas"
should be "improve his ideas".

You can get rich without all of this, but there are other reasons they are good, 
and certainly if you wish to become rich you should making improving your skill 
at some of these a goal.

"making" should be "make".

That is another can of worms which I won't go into deal about.

"won't go into deal about" is wrong.



What is says is based on not personal taste

"is" should be "it".

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How to ask questions (part 1)
Date: March 22, 2013 at 2:17 PM

On Mar 22, 2013, at 6:29 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/1170-how-to-ask-questions

Elliot: It's important to try to improve, and to care about improving. It's also 
important not to beat yourself up over any mistakes you might make. That 
won't help anything. I like you now; you ask good questions.

Why did you say that last sentence? What are you trying to communicate
to your readers?

You didn't quote the context, e.g.:

Caeli: Am I a bad person?

Caeli: Is it bad to not improve really fast?

The last sentence makes the same type of point as the second sentence. There 
was a concern she was overly upset about current flaws and thought she was 
bad, which is the wrong attitude. Actually she was demonstrating virtue and merit 
in the discussion, which my last sentence talks about.

Are you trying to say that:

- its important for people to know that another person likes them? If so, why?

no.

But if someone thinks they are bad (or might be), and values your judgment, and 
you disagree, there's nothing wrong with telling them what you think.

- its good to like people *because* they ask good questions?
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that's true, but wasn't the topic i was talking about

Caeli: Thanks, I feel better. Shall we get back to parenting?

Why did you say the 'thanks, I feel better'? What are you trying to
communicate to your readers? Are you trying to say that:

- people should feel better in response to *I like you because you ask
good questions*?

not universally

- Caeli felt bad before? If so, you didn't point out that she felt bad
in the dialogue. Are you including that as a premise because *most*
people would feel that way?

She communicated concerns and they were addressed, so she was glad.

The dialog characters are meant to be written somewhat as real characters. They 
shouldn't be thought of as exactly what they literally say and never anything 
more.

[...]

Caeli: So one thing a parent should do is help his child learn about life and 
philosophy and his interests. But you said not to force him to learn these 
things. Can you expand?

Note the "and his interests". That seems like it means that his
interests are inborn and/or immutable, versus created by the child.

why?

I
know you don't mean this, as evidenced by the fact that you said early
on in this dialogue that parents are responsible for helping their
children create interests. So I'm wondering if I'm misunderstanding
the language used.



i don't know how you're understanding it because you have not provided an 
explanation of your interpretation. you say it "seems" a particular way, but you do 
not explain why.

that is how *not* to ask questions. (reference to the dialog title and subject line)

[...]

Elliot: Right. Now the most common thing will be that the parent persuades the 
child. The reason is that although both could be wrong about the subject itself, 
the child has less knowledge about how much knowledge he needs to venture 
an opinion. And he has less knowledge about what subjects might be related 
and important. There are a lot more ways the child is likely to go wrong.

Note the "likely". The truth-value of ideas cannot meaningfully be
predicted by probability. Do you mean something else?

I think this is one of the cases where English doesn't do a great job. I don't think 
this phrasing is ideal but what should it say instead? I don't think it's an easy fix.

Also you again don't explain your reading. The truth-value of what idea? The 
"likely" here is talking about possible events (ways of going wrong = actual things 
that could happen in life. the passage is saying there are more plausible events 
where child goes wrong that are likely to happen. the use of "likely" is to deal with 
incomplete information and imperfect foresight, it doesn't say some idea is likely 
to be true).

Bad question. When asking philosophy questions it's important to give some 
explanations of what you're thinking.

[...]

Elliot: Well, remember we are only discussing the cases where first the 
parent's initial idea didn't win the child over, and then when they talked about it, 
the parent wasn't able to think of anything very persuasive. Or cases where the 
child has a really powerful idea of his own. So in these cases, either the parent 
hasn't been able to show that he knows what's best, or the child has an 



especially good idea. So this is the time it's least possible to say that children 
don't know what's best for themselves, because we are only discussing the 
few times when maybe they do.

Note the "least possible". Is that another probability reference?

no.

why do you think it is? explain your reading of the passage. what do you think the 
passage says? what's it about? how does reading this as a probability reference 
fit into that?

this is a bad question because it doesn't have enough information or explanation.

[...]

Elliot: Because he's a person. A human being. One of the things we value in 
our culture is freedom. Everyone gets his own life, and his own property, and 
makes his own decisions what to do with them. That's a great, and we should 
apply it to everyone.

I think "decisions what to do" should be "decisions [about] what to do".

i guess. the writing isn't meant to be formal. i'm not sure the change is needed.

since the issue is clarity, not conforming to some standard of correctness, i'm 
interested in whether it confuses people. it didn't confuse you or me (since you 
understand what it meant). it's hard to guess if it would confuse others.

Also, "That's a great" should be "That's great".

yes

[...]



Elliot: You asked about parenting. One of the issues parents face is helping 
their children learn important things about life, to prepare them for 
independence. Parents commonly make rules, and insist on their way by force, 
but they shouldn't. It's better to persuade children, and in the rare cases where 
the parent can't figure out how to do that, he has just demonstrated his own 
ignorance of either the subject or the child, and either way he's now in the one 
situation where he'd want to use force, but also the one situation where he has 
lost all justification to use it.

Note the "he'd want to use force". Doesn't that assume that he has a
preference for using coercion in disagreements? Is this a good
assumption since we're talking about people who are new to TCS?

it's talking about typical parenting. note e.g. "Parents commonly make rules ... 
and ..."

so the context is what parents commonly do, not what new people attempting 
TCS do.

second, i think maybe you didn't understand the substantive point it was trying to 
make. but i can't really tell because you don't talk about what you think the 
passage is about. if you figure out what the passage says, what arguments it 
makes, etc, then you would be in a position to consider whether interpretations of 
individual phrases fit into the bigger picture or not.

Note the "the one situation where he has lost all justification to use
it". By "justification" I think you mean argument, or something like
that. But the only argument for force is self-defense, and you weren't
talking about a situation of self-defense. So I'm confused as to why
you said it.

you've inserted some of your thinking here (e.g. about what justifies force) but the 
passage wasn't about you.

[...]



Elliot: I don't mind taking a break. I'm glad you seem excited by this.

Note the "seem". You could have said "are". Why did you choose "seem"?

i forget. maybe because it's hard to tell what people are thinking. he was talking 
about his perspective but aware that might not correspond to the actual reality.

[...]

Elliot: The topic was parenting. But the Caeli character asked a question for 
most of her lines. So this conversation serves as a good example of how to 
ask questions.

You're talking to the character, and referencing the character in 3rd
person. weird

You didn't quote the context. Caeli brought up the title of the dialog she was in! 
This reply is natural enough in that context. She already started it.

It's called breaking the fourth wall:

http://en.wikipedia.org/wiki/Fourth_wall

It's done in Netflix's new series House of Cards, for example.

http://carrollspaper.com/main.asp?
SectionID=4&SubSectionID=4&ArticleID=15153

Spacey shows genius in breaking fourth wall

Using the same winning technique as the BBC series, Fincher and Willimon's 
"House of Cards" has Spacey break the fourth wall - speak directly at times, but 
sparingly, to the audience (through the imaginary "fourth wall" in front of the 
stage or TV set). Spacey thrives in these moments, reeling off laugh-out-loud 
gems about his motivations, intentions, his observations on the other players. At 
one point, speaking to a church congregation in South Carolina, Spacey cuts to 
us, and explains how he's going to use God and the Bible to effect his own 

http://en.wikipedia.org/wiki/Fourth_wall
http://carrollspaper.com/main.asp?SectionID=4&SubSectionID=4&ArticleID=15153


ends. He does the same thing before speaking to parents who just lost a child in 
a car accident. Richard III, meet Kevin's Spacey's Frank Underwood. Fair fight.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Corporate Power in America
Date: March 22, 2013 at 6:56 PM

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-
weight-health-info/

Above, I link to a story about a pharmacy company who are "ordering" workers to 
reveal their weight and "health" information so they can keep their jobs. It's a 
company in the USA. The story is ambiguous...I don't know if this company will 
just force people to *pay* more for their health insurance if they are deemed 
unhealthy people or if the people will be forced to leave employment if they are 
found to (for example) "be tobacco free" and have a certain body mass and sugar 
level. Anyways, companies "force" people to do heaps of stuff (like their jobs) to 
be paid...and that's fine. But should anything go? Should an employer be able to 
force an employee to do other stuff in addition to their job in order to get paid? 
Like, say, have a certain weight for a given height? Should they test to see if you 
smoke on your days off?

Maybe your employer should be able to determine what you can do in your free 
time by testing your sugar levels, whether your smoke or how fat you are. They're 
paying you, right? If you don't like it you can just leave that company. Maybe this 
idea will spread, maybe not. maybe it's just one isolated company and it will stop 
here, so who cares? But American culture seems obsessed with what doctors 
say...and if doctors say that certain lifestyles are "unhealthy" and companies are 
listening, then you have employers making up strange rules because they listen 
too much to bad science and philosophy. It can affect the whole culture.

If unemployment levels are relatively high, companies can set whatever 
restrictions they like. People then begin to accept the restrictions as a new "norm" 
for employment. Maybe that's okay. Maybe that's how Americans might like their 
culture to be. If you don't like it, you can work for yourself and be free. America 
allows that. But then most of your fellow citizens believe that if you want to work 
with other people in a company then you have to submit yourself to health checks 
and arbitrary standards and invasive medical tests. What a strange, brave new 
world, that might be.

Of course, in the USA, more than Australia and some other great, free countries, 
it's harder to get a job for lots of people right now because the unemployment 
rate is so (comparatively) high. (About 8% or just under for the USA and just 
under 5.5%  for Australia).

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-weight-health-info/


http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/

And the population of the USA is huge in comparison which means the sheer 
number of unemployed people is as much as the entire population of Australia. 
That's a lot of people competing with you for employment if you want to work for a 
company...and that means you might be willing to let the company invade your 
privacy so you can get paid by them.

Anyway, given the USA cultures' current obsession with (a) the authority of the 
medical professions and (b) deference to the power of corporations  - I wonder if 
there's a cultural "shift" going on where the society is just coming to accept a 
companies "right" to set any old arbitrary rules for employment? Soon, perhaps, if 
you decide to work for some company, they can just test your blood as soon as 
you walk in the door and if you don't meet some benchmarks maybe you don't get 
paid that day. You can always leave whenever you want. But that's annoying. You 
have to find another job. And maybe there are very few to pick from and they are 
all demanding similar tests. So you have to work for yourself. But meantime, 
you're struggling to pay for your food and your rent is due.

I don't know, I don't live in the USA. But I can imagine that Australian culture 
would reject this outright. My feeling is that there would be a huge backlash, 
people would stop buying from the pharmacy in question in this story and 
probably the workers would just resign. And there would be other jobs to go to. In 
fact lots of jobs if you want to go and work in the mines in the West where we are 
desperate for workers. We are starting to consider shipping them in from 
overseas we are so desperate for workers. Companies in Australia have to let 
their workers have lots and lots of freedoms because if they restrict them, they 
can't fill the positions.

In the USA I get the impression, maybe it's false, that there are just so many 
really really poor people that this company can set whatever strange rules it 
wants and people will still want to work there - because they are desperate for a 
job when the economy is in a bit of a downturn.

When the unemployment rate is high, companies can be really restrictive and 
because a poor person might be desperate, they are willing to give up their 
privacy in all sorts of terrible ways just to get employed.

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/


If lots of companies start to do this, it can affect culture. And only in a bad way.

Bosses can be terrible.

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-
weight-health-info/

-- 

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-weight-health-info/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Corporate Power in America
Date: March 22, 2013 at 9:40 PM

On Fri, Mar 22, 2013 at 3:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:
http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-
weight-health-info/

Above, I link to a story about a pharmacy company who are "ordering" workers
to reveal their weight and "health" information so they can keep their jobs.
It's a company in the USA. The story is ambiguous...I don't know if this
company will just force people to *pay* more for their health insurance if
they are deemed unhealthy people or if the people will be forced to leave
employment if they are found to (for example) "be tobacco free" and have a
certain body mass and sugar level. Anyways, companies "force" people to do
heaps of stuff (like their jobs) to be paid...and that's fine. But should
anything go? Should an employer be able to force an employee to do other
stuff in addition to their job in order to get paid? Like, say, have a
certain weight for a given height? Should they test to see if you smoke on
your days off?

My understanding is they are making the supposed "unhealthy" people
pay more for their health insurance. This is largely a product of bad
government policy, though it intersects with some poor public
relations strategies on the part of CVS management.

The US Government has highly incentivized employer provide health
insurance for years. Recently they've passed a law that incentivizes
it even further with penalties if an employer does not provide health
insurance. But the cost of health insurance is split between the
company and the individual, though the exact percentages are not
public. The percentage each pays is different for each company, and
may be different within the same company for people in different
situations or different health plans.

This brings with it all the downsides and moral hazards of third party
payers. Insurers who are largely paid by employers are also largely
cost minimizers rather than satisfaction maximizers with regard to the
employees. And the employees have very limited choice - only what is
offered by their employer which is usually 1 - 5 plan choices.

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-weight-health-info/


Perhaps the insurers are wrong that fat people or smokers or inactive
people cost more than other people to provide health care for. Perhaps
not. What matters is *they* are convinced of those things, and
convinced they can minimize their costs if they can get more people to
reduce weight, stop smoking, and exercise.

Lots of others do essentially the same thing as CVS. However they were
much smarter in terms of public relations. First they increase the
percentage of the insurance cost paid by the employee for everyone,
citing "budget" or other such reasons. Then they offer a completely
voluntary health care "rebate" if you participate in exercise and
wellness programs. I know one company that did this several years ago.
Nary a peep was heard outside the company about it.

My understanding is that CVS management took the opposite way, leaving
the percentage split alone but then saying they were going to charge
employees more who didn't participate in the wellness programs. Big
hullabaloo ensues in the media, but the net result is not any
different than lots of other companies are already doing.

Maybe your employer should be able to determine what you can do in your free
time by testing your sugar levels, whether your smoke or how fat you are.
They're paying you, right? If you don't like it you can just leave that
company. Maybe this idea will spread, maybe not. maybe it's just one
isolated company and it will stop here, so who cares? But American culture
seems obsessed with what doctors say...and if doctors say that certain
lifestyles are "unhealthy" and companies are listening, then you have
employers making up strange rules because they listen too much to bad
science and philosophy. It can affect the whole culture.

If unemployment levels are relatively high, companies can set whatever
restrictions they like. People then begin to accept the restrictions as a
new "norm" for employment. Maybe that's okay. Maybe that's how Americans
might like their culture to be. If you don't like it, you can work for
yourself and be free. America allows that. But then most of your fellow
citizens believe that if you want to work with other people in a company
then you have to submit yourself to health checks and arbitrary standards
and invasive medical tests. What a strange, brave new world, that might be.



Of course, in the USA, more than Australia and some other great, free
countries, it's harder to get a job for lots of people right now because the
unemployment rate is so (comparatively) high. (About 8% or just under for
the USA and just under 5.5%  for Australia).

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/

And the population of the USA is huge in comparison which means the sheer
number of unemployed people is as much as the entire population of
Australia. That's a lot of people competing with you for employment if you
want to work for a company...and that means you might be willing to let the
company invade your privacy so you can get paid by them.

Anyway, given the USA cultures' current obsession with (a) the authority of
the medical professions and (b) deference to the power of corporations  - I
wonder if there's a cultural "shift" going on where the society is just
coming to accept a companies "right" to set any old arbitrary rules for
employment? Soon, perhaps, if you decide to work for some company, they can
just test your blood as soon as you walk in the door and if you don't meet
some benchmarks maybe you don't get paid that day. You can always leave
whenever you want. But that's annoying. You have to find another job. And
maybe there are very few to pick from and they are all demanding similar
tests. So you have to work for yourself. But meantime, you're struggling to
pay for your food and your rent is due.

I don't know, I don't live in the USA. But I can imagine that Australian
culture would reject this outright. My feeling is that there would be a huge
backlash, people would stop buying from the pharmacy in question in this
story and probably the workers would just resign. And there would be other
jobs to go to. In fact lots of jobs if you want to go and work in the mines
in the West where we are desperate for workers. We are starting to consider
shipping them in from overseas we are so desperate for workers. Companies in
Australia have to let their workers have lots and lots of freedoms because
if they restrict them, they can't fill the positions.

In the USA I get the impression, maybe it's false, that there are just so
many really really poor people that this company can set whatever strange
rules it wants and people will still want to work there - because they are

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/


desperate for a job when the economy is in a bit of a downturn.

When the unemployment rate is high, companies can be really restrictive and
because a poor person might be desperate, they are willing to give up their
privacy in all sorts of terrible ways just to get employed.

If lots of companies start to do this, it can affect culture. And only in a
bad way.

Bosses can be terrible.

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-
weight-health-info/

I'm not a big fan of the employer-employee relationship in general.
Bosses are but one reason. But, like marriage, there are a lot of
societal and government incentives around perpetuating it.

--Jason

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-weight-health-info/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Corporate Power in America
Date: March 22, 2013 at 11:20 PM

On Mar 22, 2013, at 3:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-
weight-health-info/

Above, I link to a story about a pharmacy company who are "ordering" workers 
to reveal their weight and "health" information so they can keep their jobs. It's a 
company in the USA.

So what?

If you don't like the terms of employment, don't work there. If they are objectively 
bad, don't work there.

What's the problem?

Americans are free men. You can't "order" them around. We have no kings. We 
have no rulers. No one gives orders, unless you sign up for the military or 
otherwise voluntarily consent to taking orders.

When you choose employment, you agree to do the job required of you if you 
want to get paid. You can quit if the job description changes to include something 
bad. Your boss isn't really the boss of you, he has no real control over you. All 
your boss can do is try to offer you enough money and other benefits that you 
prefer doing the stuff he wants done.

The story is ambiguous...I don't know if this company will just force people to 
*pay* more for their health insurance if they are deemed unhealthy people

That would not be force. They don't have to. They aren't being made to do it at 
gunpoint. They are free not to do it.

As with all freedom, making choices may have consequences, which may not be 
desirable. Yet freedom is still a totally different -- and better -- thing than being 
forced. Mixing up force and freedom is a serious error.

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-weight-health-info/


So one of the things I can say is you either never bothered reading Ayn Rand or 
didn't understand it (and didn't ask questions about it). What this means is you 
are guilty for your serious error. It's your fault and your responsibility. You could 
have and should have known better. But you chose not to.

That's bad, and it means all the consequences (e.g. voting for immoral policies, 
mistreating friends, spreading bad ideas, "accidentally" promoting tyranny, etc) 
are all on you. That makes you a bad, immoral person.

You should change. Immediately. You should start learning and improving. This 
list could help, but not if you refuse to learn, as you have done so far.

or if the people will be forced to leave employment

that's not force

if they are found to (for example) "be tobacco free" and have a certain body 
mass and sugar level. Anyways, companies "force" people to do heaps of stuff 
(like their jobs) to be paid

that's not force

...and that's fine.

the way you put it, it's force and force is fine. that's a really bad way to put it, 
because you're advocating force.

But should anything go? Should an employer be able to force an employee to 
do other stuff in addition to their job in order to get paid?

but it's not in addition to their job. filling out all the forms corporate wants filled out 
is part of their job description.

and it's not force.

Like, say, have a certain weight for a given height? Should they test to see if you 
smoke on your days off?

having certain weights or heights, certain patterns of drug use or abstention, etc, 



is already part of the job description for many jobs.

in some cases, that is for good reason.

in other cases, it's for bad reason. if so ... so what? all sorts of jobs have all sorts 
of laws. find something better, create something better, or put up with it to get 
money. whatever. what did you want? all employers to be infallible? all employers 
to have ideas you agree with? that's silly. and there's tons of employers, go find 
one whose thinking is reasonably compatible with your own, no big deal.

Maybe your employer should be able to determine what you can do in your free 
time by testing your sugar levels, whether your smoke or how fat you are. 
They're paying you, right?

Many employers already have lots rules and restrictions about what you do with 
your free time. This is common place. Some of these things are reasonable, 
some unreasonable. Some are a large burden, some are a small burden.

All of it is voluntary. There's no force. There's no problem.

Companies with bad policies cannot recruit equivalent quality workers at equal 
wages, relative to better companies. The market already incentivizes doing a 
good job with these things, and most companies do try to do a good job. Some 
fail. Who cares?

If you don't like it you can just leave that company. Maybe this idea will spread, 
maybe not. maybe it's just one isolated company and it will stop here, so who 
cares? But American culture seems obsessed with what doctors say

I don't think that is just America. Why do you single out America for this?

I agree that the medicalization of everyday life is bad!

America, by the way, was the home of the best *opponent* of this trend (Thomas 
Szasz). Yay for diversity and freedom.

...and if doctors say that certain lifestyles are "unhealthy" and companies are 
listening, then you have employers making up strange rules because they listen 
too much to bad science and philosophy. It can affect the whole culture.



All sorts of prevalent mistakes can and do affect lots of jobs. What else would you 
expect to happen, or think should happen?

Do you want the government to make a law that companies cannot do that 90% 
of people and companies all think is best, effective, profitable, etc? That wouldn't 
really make any sense. A lot of the time 90% of people think something, it's true, 
banning all such things would be a disaster.

Or should the government simply make it illegal for companies to do things that 
you (Brett) disapprove of? Ridiculous.

Yet what else could you be proposing?

If you just wanted voluntary action and persuasion, on both sides -- like I want -- 
you wouldn't be calling freedom "force" and arguing the way you have.

If unemployment levels are relatively high, companies can set whatever 
restrictions they like.

That's a fallacy. Reminds me a lot of Marxist ideas about wages.

People then begin to accept the restrictions as a new "norm" for employment. 
Maybe that's okay. Maybe that's how Americans might like their culture to be. If 
you don't like it, you can work for yourself and be free. America allows that. But 
then most of your fellow citizens believe that if you want to work with other 
people in a company then you have to submit yourself to health checks and 
arbitrary standards and invasive medical tests. What a strange, brave new 
world, that might be.

Of course, in the USA, more than Australia and some other great, free 
countries, it's harder to get a job for lots of people right now because the 
unemployment rate is so (comparatively) high. (About 8% or just under for the 
USA and just under 5.5%  for Australia).

That is not really the unemployment rate in USA. For example, some people get 
monthly disability checks instead of welfare checks. They re-enter the workforce 
at a very low rate and don't count as unemployed. Others gave up on finding a 
job and haven't looked in the last 6 months, and they don't count either.



No doubt the rate for Australia is wrong too. I don't know what the real rates are, 
or which is higher (not that it matters).

Also one of the causes of unemployment is holding out for a better job which you 
believe you will be able to get in the future if you keep looking. So high standards 
and great opportunities can actually cause some unemployment. So what? 
Unemployment should not be thought of as strictly a bad thing.

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/

And the population of the USA is huge in comparison which means the sheer 
number of unemployed people is as much as the entire population of Australia. 
That's a lot of people competing with you for employment if you want to work for 
a company...and that means you might be willing to let the company invade your 
privacy so you can get paid by them.

Another fallacy quality argument. the absolute numbers don't matter. you've got to 
look at something better, say the candidates per job opening. usa has more 
people but also more new jobs opening up (because there's more companies, 
roughly in proportion to how many more total people there are).

Anyway, given the USA cultures' current obsession with (a) the authority of the 
medical professions and (b) deference to the power of corporations  - I wonder if 
there's a cultural "shift" going on where the society is just coming to accept a 
companies "right" to set any old arbitrary rules for employment? Soon, perhaps, 
if you decide to work for some company, they can just test your blood as soon 
as you walk in the door and if you don't meet some benchmarks maybe you 
don't get paid that day. You can always leave whenever you want. But that's 
annoying. You have to find another job. And maybe there are very few to pick 
from and they are all demanding similar tests. So you have to work for yourself. 
But meantime, you're struggling to pay for your food and your rent is due.

I don't know, I don't live in the USA. But I can imagine that Australian culture 
would reject this outright. My feeling is that there would be a huge backlash, 
people would stop buying from the pharmacy in question in this story and 
probably the workers would just resign. And there would be other jobs to go to. 
In fact lots of jobs if you want to go and work in the mines in the West where we 

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/


are desperate for workers. We are starting to consider shipping them in from 
overseas we are so desperate for workers. Companies in Australia have to let 
their workers have lots and lots of freedoms because if they restrict them, they 
can't fill the positions.

In the USA I get the impression, maybe it's false, that there are just so many 
really really poor people that this company can set whatever strange rules it 
wants and people will still want to work there - because they are desperate for a 
job when the economy is in a bit of a downturn.

This impression is primarily due to anti-American propaganda. Stop believing 
such nonsense uncritically without investigating.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Corporate Power in America
Date: March 23, 2013 at 12:53 AM

On 23/03/2013, at 14:21, "Elliot Temple" <curi@curi.us> wrote:

On Mar 22, 2013, at 3:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-
weight-health-info/

Above, I link to a story about a pharmacy company who are "ordering" workers 
to reveal their weight and "health" information so they can keep their jobs. It's a 
company in the USA.

So what?

If you don't like the terms of employment, don't work there. If they are objectively 
bad, don't work there.

What's the problem?

Americans are free men. You can't "order" them around. We have no kings. We 
have no rulers. No one gives orders, unless you sign up for the military or 
otherwise voluntarily consent to taking orders.

It is dishonest of you to remove the scare quotes when I intended them...that last 
"orders" should be "orders" not orders. I knew full well that companies cannot 
order their employees to do anything. Hence my use of "ordering". I was quoting 
the article. That you imply I think they really can order - and later you think I 
believe they can force them to do stuff is really bad reading on your part.

It's not the first time. It's a pattern.

Back on July 3, 2012 in a discussion about how the Australian doctor service 
treats patients, you read one of their standards procedures manuals which said:

Patients with inadequate ventilation due to drugs, fatigue, neurological 
conditions or other disorders of respiratory function, may also require 

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-weight-health-info/


intubation and assisted ventilation.

And you read this, incorrectly as meaning they (patients) were forced medication 
against their will.

You said:

Hold on a second. Fatigue is an official reason to intubate them? What the fuck. 
Also any "neurological conditions" (such as being labelled "depressed", 
"psychotic" or "suicidal" by a psychiatrist. Aren't they all suspected of 
neurological conditions and that's why they are being flown in in the first place?)

Which was all plain wrong. Reading the article you were criticising back then to 
be found at:

http://www.flyingdoctor.org.au/IgnitionSuite/uploads/docs/Transporting_Your_Pati
ent_Final%20Rangs%20Bmarks.pdf

It is plain to see it is about simply transporting very sick patients. But you read it 
to mean *psychiatric* patients. You were wrong. This was even
pointed out to you by a number of people on this list. You made a bad error in 
reading. You misunderstood.
It's a pattern. You misread things, are corrected on your reading, but do not 
concede your error.
You do not learn. You don't admit error. Which is antithetical to critical rationalism.

When you choose employment, you agree to do the job required of you if you 
want to get paid. You can quit if the job description changes to include 
something bad. Your boss isn't really the boss of you, he has no real control 
over you. All your boss can do is try to offer you enough money and other 
benefits that you prefer doing the stuff he wants done.

The story is ambiguous...I don't know if this company will just force people to 
*pay* more for their health insurance if they are deemed unhealthy people

That would not be force. They don't have to. They aren't being made to do it at 
gunpoint. They are free not to do it.

http://www.flyingdoctor.org.au/IgnitionSuite/uploads/docs/Transporting_Your_Patient_Final%20Rangs%20Bmarks.pdf


I know this.

As with all freedom, making choices may have consequences, which may not 
be desirable. Yet freedom is still a totally different -- and better -- thing than 
being forced. Mixing up force and freedom is a serious error.

So one of the things I can say is you either never bothered reading Ayn Rand or 
didn't understand it (and didn't ask questions about it). What this means is you 
are guilty for your serious error. It's your fault and your responsibility. You could 
have and should have known better. But you chose not to.

That's bad, and it means all the consequences (e.g. voting for immoral policies, 
mistreating friends, spreading bad ideas, "accidentally" promoting tyranny, etc) 
are all on you. That makes you a bad, immoral person.

I'm a bad person? That's really character assassination of the worst sort. And it's 
even worse because it's all based on your
really awful reading. You misunderstood just about every point I made.

All because you don't understand what quote marks are for.

That's a gross error. It prevents you from understanding stuff and engaging in a 
serious debate.
Instead you leap to ad-hominem like "That makes you a bad, immoral person."

You do not even say my *ideas* are bad or immoral.

You say me - a person - is bad and immoral.

*That* is a really bad immoral thing to do, Elliot Temple.

It's very, very hostile. Criticising *ideas* is great. But criticising *people* that way 
is bad. It suggests
people can't make progress. That if a person has one bad idea then they are a 
bad person.

It's doubly bad of you because the error you attribute to me, which in your view 



makes me bad and immoral
is not even an error I made. It was you who made the error. Not reading quote 
marks.
You made a huge reading mistake and leapt to a wrong conclusion. Then 
attacked me as a person.

That's all really bad. It's an immoral thing to do. It's an evil. You should correct it. 
You should apologise.

But my understanding is that you do not admit error. Let's see if I am wrong about 
that.

You should change. Immediately. You should start learning and improving. This 
list could help, but not if you refuse to learn, as you have done so far.

Start learning? Start?

I refuse to learn? Refuse?

This is all simply an error. Because you read so very poorly. You misunderstood 
almost all of what I wrote.
It's not the first time.

It's a pattern.

See that post on the flying doctors, and the subsequent corrections to see what 
I'm talking about.
You misunderstand stuff a lot. And when it's pointed out to you, you do not 
concede errors.
That's really bad and anti-rational thinking.

You've done it recently with Rami's excellent criticisms of your posts and articles. 
Clearly they demonstrate that you
say stuff that can easily be interpreted as justificationist.

Yet you refuse to admit that this is the case. You should admit you have said 
justificationist things
and that some of your articles - like the ones Rami has reposted on here - 



implicitly endorse
justificationism.

You attack DD for making justificationist sounding statements. But even when it 
was shown, clearly
that he was not justificationist, you did not admit it.

Yet you, Elliot Temple, make many, many justificationist sounding statements, you 
seem to have repeatedly
endorsed justificationism where Rami has pointed out this and you don't admit 
error.

You have said that ideas can be "likely" and that sometimes ideas might not be 
true or false but somewhere
in between. You have written unclearly. Rami pointed it out. You refuse to admit 
your mistakes there.

You have said things far more justificationist than DD ever has. You should retract 
them or it seems
you sometimes have endorsed justificationism. In those very places Rami has 
recently highlighted.

or if the people will be forced to leave employment

that's not force

Again, all of this stems from a misreading of my original quotation of "ordering". 
Although you might need
me to put "force" in quotes every time I use it, I don't think most readers would.
I think it's plain I am using the word like the original article did. I don't think 
companies can force
employees to do anything.
But you misunderstand this. I don't know why you make these sort of mistakes.

if they are found to (for example) "be tobacco free" and have a certain body 
mass and sugar level. Anyways, companies "force" people to do heaps of stuff 



(like their jobs) to be paid

that's not force

Again, this time I actually even *emphasise* with scare quotes: because I know 
that people cannot be
forced. You misunderstand badly. You misunderstand really basic stuff about 
writing.
Like what the point of scare quotes are.

You think I mean force. When what I mean is "force" (not force, but rather what 
the article means when it says
employees have been "ordered").

...and that's fine.

the way you put it, it's force and force is fine. that's a really bad way to put it, 
because you're advocating force.

No, I'm not. I'm saying that companies can make any kind of rules they want. 
They can restrict
their workforce however they like using whatever criteria they want. The article 
calls this "ordering" which is a
way of "forcing" people to do stuff. But we know that they can't order or force 
people at all.

English is great because it has this capacity to refer to what someone else is 
thinking while divesting
yourself in the same instant of endorsing that very position. When I say "force" I 
actually rather explicitly
say to the reader that I do *not* mean force because I know all that goes along 
with that and how force isn't
possible. So I am telling the reader: although the article implies that employees 
are being "ordered" and so "forced"
to do stuff "against their will" you and I know that's not possible.

But I ask, even given this, what are the consequences of companies doing this?



So, I'm quoting the tone of the article.

Again, you get me badly wrong.

Because you don't get what quote marks are. You misinterpret, leap to 
conclusions and insult me.

You call me a bad, immoral person because you do not get punctuation! Lol!

Because you don't understand how these "marks" work, you attribute errors to 
*me*.

But should anything go? Should an employer be able to force an employee to 
do other stuff in addition to their job in order to get paid?

but it's not in addition to their job. filling out all the forms corporate wants filled 
out is part of their job description.

and it's not force.

Like, say, have a certain weight for a given height? Should they test to see if 
you smoke on your days off?

having certain weights or heights, certain patterns of drug use or abstention, etc, 
is already part of the job description for many jobs.

in some cases, that is for good reason.

in other cases, it's for bad reason. if so ... so what? all sorts of jobs have all 
sorts of laws. find something better, create something better, or put up with it to 
get money. whatever. what did you want? all employers to be infallible? all 
employers to have ideas you agree with? that's silly. and there's tons of 
employers, go find one whose thinking is reasonably compatible with your own, 
no big deal.

Maybe your employer should be able to determine what you can do in your 
free time by testing your sugar levels, whether your smoke or how fat you are. 



They're paying you, right?

Many employers already have lots rules and restrictions about what you do with 
your free time. This is common place. Some of these things are reasonable, 
some unreasonable. Some are a large burden, some are a small burden.

All of it is voluntary. There's no force. There's no problem.

Companies with bad policies cannot recruit equivalent quality workers at equal 
wages, relative to better companies. The market already incentivizes doing a 
good job with these things, and most companies do try to do a good job. Some 
fail. Who cares?

If you don't like it you can just leave that company. Maybe this idea will spread, 
maybe not. maybe it's just one isolated company and it will stop here, so who 
cares? But American culture seems obsessed with what doctors say

I don't think that is just America. Why do you single out America for this?

Because America is way way worse. Your country is obsessed with celebrity way 
more than better countries
like Australia and way way more with *celebrity doctors* than Australia (we don't 
even *have* celebrity
medical doctors). Thankfully, doctor Oz or whoever that stupid american doctor is 
that wears his scrubs
on tv while talking about what people should eat is barely known here.

So, America is deserving of being singled out. It's way worse with its deference to 
the authority of doctors.

I agree that the medicalization of everyday life is bad!

America, by the way, was the home of the best *opponent* of this trend 
(Thomas Szasz). Yay for diversity and freedom.

Yeah fine. But overall the culture, with respect to that, sux way worse. That Szasz 
doesn't get more traction
is one reason to believe this.



Here we don't have the same sort of respect for psychology and psychiatry. I'm 
not saying there's
none of that...but it's not as bad. For example, people here don't much go in for 
"therapy". We don't
have a culture of that. It's rather foreign to us...letting people with psychology 
qualifications tell us
how to live our lives.

But in America so many people love that.

It's bad.

Australia is way better in that regard.

So is Britain. People don't give up their autonomy to psychologists and 
psychiatrists as much as
in America.

Our cultures are better in that regard.

...and if doctors say that certain lifestyles are "unhealthy" and companies are 
listening, then you have employers making up strange rules because they 
listen too much to bad science and philosophy. It can affect the whole culture.

All sorts of prevalent mistakes can and do affect lots of jobs. What else would 
you expect to happen, or think should happen?

Do you want the government to make a law that companies cannot do that 90% 
of people and companies all think is best, effective, profitable, etc?

No, that's not my point. You misunderstand. I am asking what the consequences 
might be if this thing
becomes a trend. I actually don't care if all the USA companies start to make 
such rules. Let them.
I wouldn't ask the government to get involved.

People can work for themselves. They can always leave their job and do 
something else.



That I say this, repeatedly, and you ignore it, and instead think I am endorsing 
some sort of government
intervention into company decisions means, again, you have misread, and 
misread badly.

You ignore really important stuff. I say, quite clearly below:

If you don't like it, you can work for yourself and be free

But you ignore that. You think I don't want people to be free.

But that's because you don't read carefully. At all. You make huge comprehension 
errors. You should slow
down and not post such hostile things, while angry. It's actually against your own 
guidelines.

That wouldn't really make any sense. A lot of the time 90% of people think 
something, it's true, banning all such things would be a disaster.

Or should the government simply make it illegal for companies to do things that 
you (Brett) disapprove of?

Of course not. You misunderstand and jump to incorrect conclusions. You badly 
misread.

Ridiculous.

Yet what else could you be proposing?

I propose nothing. This is the weird thing about your whole reading of this. I 
certainly think it's a bad business
move for this pharmacy to make these demands. But then it might not matter in 
the short term because
USA citizens will still work there and the consumers will still buy from this 
pharmacy because people
there won't care much if the workers have to go through medical tests for work.

It wouldn't happen in Australia. We'd be upset if some company tried this on. 



We'd just vote with our feet
and not buy stuff from that company. Similar stuff has happened before when 
there's been bad moral
decisions are made by companies.

At no point am I endorsing a restriction on freedoms. Or use of force. Or 
government intervention.

Yet maybe even saying all that might not be clear enough. I can still be 
misunderstood. Obviously.

If you just wanted voluntary action and persuasion, on both sides -- like I want -- 
you wouldn't be calling freedom "force" and arguing the way you have.

If unemployment levels are relatively high, companies can set whatever 
restrictions they like.

That's a fallacy. Reminds me a lot of Marxist ideas about wages.

Are you saying companies cannot set any restriction they like, within the law?
You're wrong. They can. And they can go out of business.

People then begin to accept the restrictions as a new "norm" for employment. 
Maybe that's okay. Maybe that's how Americans might like their culture to be. If 
you don't like it, you can work for yourself and be free. America allows that. But 
then most of your fellow citizens believe that if you want to work with other 
people in a company then you have to submit yourself to health checks and 
arbitrary standards and invasive medical tests. What a strange, brave new 
world, that might be.

Of course, in the USA, more than Australia and some other great, free 
countries, it's harder to get a job for lots of people right now because the 
unemployment rate is so (comparatively) high. (About 8% or just under for the 
USA and just under 5.5%  for Australia).

That is not really the unemployment rate in USA. For example, some people get 
monthly disability checks instead of welfare checks. They re-enter the workforce 
at a very low rate and don't count as unemployed. Others gave up on finding a 



job and haven't looked in the last 6 months, and they don't count either.

No doubt the rate for Australia is wrong too. I don't know what the real rates are, 
or which is higher (not that it matters).

So should we just make it up then, or feign ignorance?

I reckon it's better to at least quote some figures from people who actually study 
this stuff.

Or maybe just take a stab in the dark and say they are wrong?

Also one of the causes of unemployment is holding out for a better job which 
you believe you will be able to get in the future if you keep looking. So high 
standards and great opportunities can actually cause some unemployment. So 
what? Unemployment should not be thought of as strictly a bad thing.

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/

Yeah, who cares if the figures come from this place, right? Better to just say the 
figures, whatever they
are, are wrong.

Perhaps rather than saying the figures are wrong, and why...you tell us what the 
real figures are.
And why those figures are better.

And the population of the USA is huge in comparison which means the sheer 
number of unemployed people is as much as the entire population of Australia. 
That's a lot of people competing with you for employment if you want to work 
for a company...and that means you might be willing to let the company invade 
your privacy so you can get paid by them.

Another fallacy quality argument. the absolute numbers don't matter. you've got 
to look at something better, say the candidates per job opening. usa has more 
people but also more new jobs opening up (because there's more companies, 

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/


roughly in proportion to how many more total people there are).

Anyway, given the USA cultures' current obsession with (a) the authority of the 
medical professions and (b) deference to the power of corporations  - I wonder 
if there's a cultural "shift" going on where the society is just coming to accept a 
companies "right" to set any old arbitrary rules for employment? Soon, 
perhaps, if you decide to work for some company, they can just test your blood 
as soon as you walk in the door and if you don't meet some benchmarks 
maybe you don't get paid that day. You can always leave whenever you want. 
But that's annoying. You have to find another job. And maybe there are very 
few to pick from and they are all demanding similar tests. So you have to work 
for yourself. But meantime, you're struggling to pay for your food and your rent 
is due.

I don't know, I don't live in the USA. But I can imagine that Australian culture 
would reject this outright. My feeling is that there would be a huge backlash, 
people would stop buying from the pharmacy in question in this story and 
probably the workers would just resign. And there would be other jobs to go to. 
In fact lots of jobs if you want to go and work in the mines in the West where 
we are desperate for workers. We are starting to consider shipping them in 
from overseas we are so desperate for workers. Companies in Australia have 
to let their workers have lots and lots of freedoms because if they restrict them, 
they can't fill the positions.

In the USA I get the impression, maybe it's false, that there are just so many 
really really poor people that this company can set whatever strange rules it 
wants and people will still want to work there - because they are desperate for 
a job when the economy is in a bit of a downturn.

This impression is primarily due to anti-American propaganda. Stop believing 
such nonsense uncritically without investigating.

America seems to me to be on a bit of a downhill slide. It's a shame.

It doesn't seem to be making progress as fast as other places.
Like Australia.

 I know where I'd rather be.
I'd rather be in a place with an economic boom (here) where we export massive 



amounts of resources - mainly
minerals and coal - to Asia, mainly China. And there's little signs of slow down.
Not a place like America where companies seem to be shutting down all the time. 
The stuff you used to do well,
like make cars goes by the wayside. You can crow about silicon valley...but what 
else do you have that Australia
doesn't? Very little. And whatever you have, we can too, if we wanted.

And unemployment is higher, likeI said.

If I was raising a kid...I'd want them in Australia. They'd be safer, they'd have a 
greater opportunity to be wealthier,
healthier and by the time they wanted to do stuff for money their prospects would 
be way better here.

And there's way fewer natural disasters.

America is great. Way better than most places in the world.

But Australia is better than the USA.

Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Australia's Violent Psychiatric Abuses (was: Corporate Power in 
America)
Date: March 23, 2013 at 2:13 AM

On Mar 22, 2013, at 9:53 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 23/03/2013, at 14:21, "Elliot Temple" <curi@curi.us> wrote:

On Mar 22, 2013, at 3:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-
weight-health-info/

Above, I link to a story about a pharmacy company who are "ordering" 
workers to reveal their weight and "health" information so they can keep their 
jobs. It's a company in the USA.

So what?

If you don't like the terms of employment, don't work there. If they are 
objectively bad, don't work there.

What's the problem?

Americans are free men. You can't "order" them around. We have no kings. 
We have no rulers. No one gives orders, unless you sign up for the military or 
otherwise voluntarily consent to taking orders.

It is dishonest of you to remove the scare quotes when I intended them...that 
last "orders" should be "orders" not orders.

I did not remove any scare quotes in any quotation I posted. I did not edit any 
quotations.

I knew full well that companies cannot order their employees to do anything. 
Hence my use of "ordering". I was quoting the article. That you imply I think they 
really can order - and later you think I believe they can force them to do stuff is 
really bad reading on your part.

http://sanfrancisco.cbslocal.com/2013/03/21/cvs-ordering-workers-to-reveal-weight-health-info/


It's not the first time. It's a pattern.

Back on July 3, 2012 in a discussion about how the Australian doctor service 
treats patients, you read one of their standards procedures manuals which said:

Patients with inadequate ventilation due to drugs, fatigue, neurological 
conditions or other disorders of respiratory function, may also require 
intubation and assisted ventilation.

And you read this, incorrectly as meaning they (patients) were forced 
medication against their will.

People in Australia do have medication, intubation and other things forced on 
them against their will. This violent crime is not treated as violence or crime by 
the authorities.

You said:

Hold on a second. Fatigue is an official reason to intubate them? What the 
fuck. Also any "neurological conditions" (such as being labelled "depressed", 
"psychotic" or "suicidal" by a psychiatrist. Aren't they all suspected of 
neurological conditions and that's why they are being flown in in the first 
place?)

Which was all plain wrong. Reading the article you were criticising back then to 
be found at:

http://www.flyingdoctor.org.au/IgnitionSuite/uploads/docs/Transporting_Your_Pat
ient_Final%20Rangs%20Bmarks.pdf

It is plain to see it is about simply transporting very sick patients.

No. I think it's widespread abuse of the native populations by various authorities 
and psychiatrists. At the very least, this view (shared by Thomas Szasz and many 
others) is not plainly false.

Some people support this violence by the powerful against the weak, and some 
oppose it. Some consider it disturbing that the official documents teach doctors to 

http://www.flyingdoctor.org.au/IgnitionSuite/uploads/docs/Transporting_Your_Patient_Final%20Rangs%20Bmarks.pdf


use violence, and some don't see anything wrong with that. It is not plain to see 
who is right because the truth is never obvious (perhaps if you are a liberal or an 
anti-liberal, one or the other side may seem plainly right to you, I guess. it's not 
really a hard issue to judge if you have strong principles guiding you to one side 
or the other).

But you read it to mean *psychiatric* patients. You were wrong. This was even
pointed out to you by a number of people on this list. You made a bad error in 
reading. You misunderstood.
It's a pattern. You misread things, are corrected on your reading, but do not 
concede your error.
You do not learn. You don't admit error. Which is antithetical to critical 
rationalism.

They do intubate psychiatric "patients".

I don't know why you are denying this. It is common knowledge, available online, 
not a secret. Also an Australian doctor with firsthand knowledge told me about it. 
He works there and says in Queensland they forcibly fly in around 3 Aboriginals 
per week who are labelled (possibly) psychotic or suicidal. They are drugged and 
intubated (because they don't want to come) and flown long distances for 
psychiatric assessment. Now and then they die during the flight.

e.g.

http://www.flyingdoctor.org.au/IgnitionSuite/uploads/docs/RF_163_RFDS%20Ann
ual%20Report%202012_LOWRES[1].pdf

The National Office also produced an important discussion paper that 
systematically describes the actual elements of the RFDS comprehensive 
primary health care service to our remote locations.

The core characteristics include:

...

• an understanding and focus on psychosocial care;

http://www.flyingdoctor.org.au/IgnitionSuite/uploads/docs/RF_163_RFDS%20Annual%20Report%202012_LOWRES


not a secret.

They write papers on this stuff. e.g.

https://www.mja.com.au/system/files/issues/196_02_060212/hun10118_fm.pdf

Copy/paste from the pdf is buggy but you can read things like:

All information included in this study is routinely collected.

It's routine.

And it says they collected data from "all" adults in the region that they wanted to 
target. How can they get data from *all* of them? Only by involuntary methods.

And:

Conclusions: The burden of psychosis in the Indigenous population of Cape 
York and the Torres Strait is high. Further research is needed to understand the 
social determinants of these disorders and to design effective social and clinical 
measures to alleviate this burden.

and

Our finding is supported by hospitalisation data showing that psychotic disorders 
are common and increasing in the Indigenous population of Far North 
Queensland.

so no they aren't just there to provide helpful medical care.

Here's some lengthy documentation and accounts of the ongoing metaphorical 
rape of a minority group:

http://aboriginal.childhealthresearch.org.au/media/54904/chapter15.pdf

https://www.mja.com.au/system/files/issues/196_02_060212/hun10118_fm.pdf
http://aboriginal.childhealthresearch.org.au/media/54904/chapter15.pdf


This one sucks too:

http://www.mhfa.com.au/cms/wp-
content/uploads/2012/11/AMHFA_Psychosis_guidelines_email_2012.pdf

It is important to learn about the early warning signs and symptoms of psychosis 
(see box) so that you can recognise when someone may be developing the 
disorder. Although these symptoms may not be very dramatic on their own, 
when you consider them together, they may suggest that something is not quite 
right. It is important not to ignore or dismiss such symptoms, even if they appear 
gradually and are unclear.

So, people are psychotic even if there are only unclear, small "symptoms". What 
kinds of symptoms? If you read the box it's stuff that most Americans could be 
labelled with sometimes.

If you keep reading, it gets much worse.

It is also possible that a person may refuse to seek help because they lack 
insight that they are unwell. They might actively resist your attempts to 
encourage them to seek help. In this case you might find it helpful to contact a 
mental health professional for advice on how to assist the person.

and then it gets more worse:

what about hospitalisation?

You must remain aware that you may not be able to deescalate the situation and 
if this is the case, you should be prepared to call for assistance ... and only seek 
involuntary hospitalisation as a last resort.

If the person appears to be a danger to themselves or others, you should make 
sure they are evaluated by a medical or mental health professional immediately. 
If your concerns about the person are dismissed by the services you contact, 
you should persevere in trying to seek support for them.

If the person is taken to hospital, ask to speak with the professional conducting 
the person’s assessment and discuss the person’s symptoms. This will help the 
medical treatment team, as sometimes if people experiencing psychosis are 
resisting treatment, they will hide their behaviours or experiences from 

http://www.mhfa.com.au/cms/wp-content/uploads/2012/11/AMHFA_Psychosis_guidelines_email_2012.pdf


professionals.

and

Allow the person to vent their frustration in a way that does not threaten you or 
others, but take any threats or warnings seriously, particularly if the person 
believes they are being persecuted or threatened. If you are alone with the 
person, contact someone who can come and stay with you until professional 
help arrives [= "crisis team" = involuntary hospitalization team]. If you are 
frightened, seek outside help immediately.

and

Similarly, if the person’s aggression escalates out of control at any time, you 
should remove yourself from the situation and call the crisis team.

their suicide guidelines are disgusting:

http://www.mhfa.com.au/cms/wp-
content/uploads/2012/11/MHFA_suicide_guidelines_A4_2012.pdf

there is some weaseling around the issue and evasion but it's clear enough, e.g.:

Once you have established that the risk of suicide is present, you need to take 
action to keep the person safe.

Mental health professionals advocate always asking for professional help, 
especially if the person is psychotic. If the suicidal person has a weapon or is 
behaving aggressively towards you, you must seek assistance from the police in 
order to protect yourself.

https://www.mhfa.com.au/documents/suicidal_ideation_behaviour_article.pdf

Carers were more likely than consumers and professionals to endorse items 
which protect the life of the suicidal per- son at any cost. An item which read "If 
the first aider can't get the suicidal person to hand over the means of suicide, 
emergency services must be contacted" was endorsed by over 80% of carers, 

http://www.mhfa.com.au/cms/wp-content/uploads/2012/11/MHFA_suicide_guidelines_A4_2012.pdf
https://www.mhfa.com.au/documents/suicidal_ideation_behaviour_article.pdf


but less than half of the professionals and only a quarter of the consumers. Over 
80% of carers felt it was important to get professional help if the suicidal person 
was intoxicated, a reasonable action given the number of suicides which involve 
the use of drugs and alcohol. However, only a quarter of the consumers and half 
of the clinicians agreed.

http://www.mhfa.com.au/cms/wp-
content/uploads/2012/11/MHFA_depression_guidelines_A4_2012.pdf

Professional help is warranted when depression lasts for weeks and affects a 
person’s functioning in daily life.

and

What if the person doesn’t want help?

The person may not want to seek professional help. You should find out if there 
are specific reasons why this is the case. For example, the person might be 
concerned about finances, or about not having a doctor they like, or they might 
be worried they will be sent to hospital. These reasons may be based on 
mistaken beliefs, or you may be able to help the person overcome their worry 
about seeking help. If the person still doesn’t want help after you have explored 
their reasons with them, let them know that if they change their mind in the 
future about seeking help they can contact you. You must respect the person’s 
right not to seek help at all times unless you believe that they are at risk of 
harming themselves or others.

So it explicitly endorses using violence against stigmatized minorities, at the 
judgment and discretion of the "doctors". All you have to do is say the magic 
words "risk of harming themselves or others" and unlimited violence is legitimized 
and accepted by the authorities. This is documented official policy. Standard, 
routine procedure.

And so on and so forth. Lots more here, for example:

https://www.mhfa.com.au/cms/mental-health-first-aid-guidelines-project/

This stuff is not hard to find, if one chooses to look.

http://www.mhfa.com.au/cms/wp-content/uploads/2012/11/MHFA_depression_guidelines_A4_2012.pdf
https://www.mhfa.com.au/cms/mental-health-first-aid-guidelines-project/


This is the situation. To deny it is to defend, promote and legitimize violence, and 
to help the violent persecution continue. This is a crime against humanity, an 
atrocity, and you are both denying and defending it, rather than face the truth 
about what evils your countrymen do (and what evils you yourself evade rather 
than take any kind of stand against).

You've done it recently with Rami's excellent criticisms of your posts and 
articles. Clearly they demonstrate that you say stuff that can easily be 
interpreted as justificationist.

heh, you have no idea. i often reply to rami offlist. ask him if i take criticism and 
make changes or not.

Yet you refuse to admit that this is the case. You should admit you have said 
justificationist things
and that some of your articles - like the ones Rami has reposted on here - 
implicitly endorse
justificationism.

You attack DD for making justificationist sounding statements. But even when it 
was shown, clearly
that he was not justificationist, you did not admit it.

Popper made some justificationist sounding statements.

But he tried not to, and would rescind them if he found out.

DD, among other things, won't rescind anything or answer questions clarifying his 
position.

By contrast, if you check my stuff that Rami has commented on, some are 
already edited on my website. And if anyone is especially concerned about a 
particular statement -- enough to mention it multiple times -- then I'll happily 
address it (unlike DD).

Yet you, Elliot Temple, make many, many justificationist sounding statements, 



you seem to have repeatedly endorsed justificationism where Rami has pointed 
out this and you don't admit error.

Many of my blog posts contain errors, including some of the things Rami 
criticized. Rami already knows this is my position and I talk to him offlist regularly, 
so I wasn't terribly concerned about clarifying it.

You have said that ideas can be "likely"

No, it didn't say that. If you want to criticize my text you should provide quotes 
and actual analysis of how you're reading it.

and that sometimes ideas might not be true or false but somewhere
in between.

I'm not sure what you're referring to.

You have written unclearly.

No doubt about it!

Rami pointed it out.

Yes.

You refuse to admit your mistakes there.

Except that I already emailed him and told him I'd made some changes and 
discussed some stuff with him.

You have said things far more justificationist than DD ever has. You should 
retract them

I edited some posts already to remove mistakes. I haven't gotten to everything 
yet, but I don't even know what you're concerned about exactly.

If you don't like it you can just leave that company. Maybe this idea will 
spread, maybe not. maybe it's just one isolated company and it will stop here, 



so who cares? But American culture seems obsessed with what doctors say

I don't think that is just America. Why do you single out America for this?

Because America is way way worse. Your country is obsessed with celebrity 
way more than better countries
like Australia and way way more with *celebrity doctors* than Australia (we don't 
even *have* celebrity
medical doctors). Thankfully, doctor Oz or whoever that stupid american doctor 
is that wears his scrubs
on tv while talking about what people should eat is barely known here.

So, America is deserving of being singled out. It's way worse with its deference 
to the authority of doctors.

Evidence? Rational analysis?

This is just hearsay impressions. Maybe certain TV shows and channels and 
publications are like this more than some other different shows and publications 
in Australia that for whatever reason you decided to compare with. Or something. 
I don't even know how you come up with this.

I am American but I don't know who doctor Oz is or who else you might mean. I 
am not familiar with any doctor who wears scrubs on TV while talking about what 
people should eat. You are! But I'm not. Shrug.

I don't think this matters. No doubt I'm familiar with many bad things that you 
aren't, and vice versa. No big deal. And no reason to condemn America.

I agree that the medicalization of everyday life is bad!

America, by the way, was the home of the best *opponent* of this trend 
(Thomas Szasz). Yay for diversity and freedom.

Yeah fine. But overall the culture, with respect to that, sux way worse.

I don't know how to compare cultures accurately. You seem to think you do, but 



you aren't providing the details of your methodology.

That Szasz doesn't get more traction
is one reason to believe this.

Which countries does he get a lot of traction in?

I thought it is, sadly, none.

People then begin to accept the restrictions as a new "norm" for employment. 
Maybe that's okay. Maybe that's how Americans might like their culture to be. 
If you don't like it, you can work for yourself and be free. America allows that. 
But then most of your fellow citizens believe that if you want to work with 
other people in a company then you have to submit yourself to health checks 
and arbitrary standards and invasive medical tests. What a strange, brave 
new world, that might be.

Of course, in the USA, more than Australia and some other great, free 
countries, it's harder to get a job for lots of people right now because the 
unemployment rate is so (comparatively) high. (About 8% or just under for the 
USA and just under 5.5%  for Australia).

That is not really the unemployment rate in USA. For example, some people 
get monthly disability checks instead of welfare checks. They re-enter the 
workforce at a very low rate and don't count as unemployed. Others gave up 
on finding a job and haven't looked in the last 6 months, and they don't count 
either.

No doubt the rate for Australia is wrong too. I don't know what the real rates 
are, or which is higher (not that it matters).

So should we just make it up then, or feign ignorance?

We should accept our genuine ignorance.

I reckon it's better to at least quote some figures from people who actually study 
this stuff.



It's better to recognize ignorance than quote bad figures.

Or maybe just take a stab in the dark and say they are wrong?

Giving reasons the standard figures are wrong is not stabbing in the dark.

Also one of the causes of unemployment is holding out for a better job which 
you believe you will be able to get in the future if you keep looking. So high 
standards and great opportunities can actually cause some unemployment. So 
what? Unemployment should not be thought of as strictly a bad thing.

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/

Yeah, who cares if the figures come from this place, right? Better to just say the 
figures, whatever they
are, are wrong.

Perhaps rather than saying the figures are wrong, and why...you tell us what the 
real figures are.
And why those figures are better.

Unemployment figures have systematic errors for the reasons I said. You have 
not addressed these points.

Are you claiming to have a way to get accurate figures? What is the method?

Just saying "I gave a source" type of stuff is an appeal to authority which ignores 
the substance of my arguments.

And the population of the USA is huge in comparison which means the sheer 

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/


number of unemployed people is as much as the entire population of 
Australia. That's a lot of people competing with you for employment if you 
want to work for a company...and that means you might be willing to let the 
company invade your privacy so you can get paid by them.

Another fallacy quality argument. the absolute numbers don't matter. you've 
got to look at something better, say the candidates per job opening. usa has 
more people but also more new jobs opening up (because there's more 
companies, roughly in proportion to how many more total people there are).

Anyway, given the USA cultures' current obsession with (a) the authority of 
the medical professions and (b) deference to the power of corporations  - I 
wonder if there's a cultural "shift" going on where the society is just coming to 
accept a companies "right" to set any old arbitrary rules for employment? 
Soon, perhaps, if you decide to work for some company, they can just test 
your blood as soon as you walk in the door and if you don't meet some 
benchmarks maybe you don't get paid that day. You can always leave 
whenever you want. But that's annoying. You have to find another job. And 
maybe there are very few to pick from and they are all demanding similar 
tests. So you have to work for yourself. But meantime, you're struggling to 
pay for your food and your rent is due.

I don't know, I don't live in the USA. But I can imagine that Australian culture 
would reject this outright. My feeling is that there would be a huge backlash, 
people would stop buying from the pharmacy in question in this story and 
probably the workers would just resign. And there would be other jobs to go 
to. In fact lots of jobs if you want to go and work in the mines in the West 
where we are desperate for workers. We are starting to consider shipping 
them in from overseas we are so desperate for workers. Companies in 
Australia have to let their workers have lots and lots of freedoms because if 
they restrict them, they can't fill the positions.

In the USA I get the impression, maybe it's false, that there are just so many 
really really poor people that this company can set whatever strange rules it 
wants and people will still want to work there - because they are desperate 
for a job when the economy is in a bit of a downturn.

This impression is primarily due to anti-American propaganda. Stop believing 
such nonsense uncritically without investigating.



America seems to me to be on a bit of a downhill slide. It's a shame.

That's the uncritical believing impressions I was talking about.

You aren't giving rational arguments. This is just the sort of superstition-quality 
thinking you and Harris would yell at religious people for.

It doesn't seem to be making progress as fast as other places.
Like Australia.

I know where I'd rather be.
I'd rather be in a place with an economic boom (here) where we export massive 
amounts of resources - mainly
minerals and coal - to Asia, mainly China. And there's little signs of slow down.
Not a place like America where companies seem to be shutting down all the 
time. The stuff you used to do well,
like make cars goes by the wayside. You can crow about silicon valley...but what 
else do you have that Australia
doesn't? Very little. And whatever you have, we can too, if we wanted.

And unemployment is higher, likeI said.

If I was raising a kid...I'd want them in Australia. They'd be safer, they'd have a 
greater opportunity to be wealthier,
healthier and by the time they wanted to do stuff for money their prospects 
would be way better here.

And there's way fewer natural disasters.

America is great. Way better than most places in the world.

But Australia is better than the USA.

None of this is anything like a comprehensive or researched analysis.

Take safer. Safety in America varies a lot by location. Aggregate national 
statistics (which you don't even bother with) aren't important here.



If you looked at 1000 good places to live in USA and Australia and compared the 
safety in those places, that would maybe get you some kind of useful information. 
My guess would be that both countries do great on this test, neither wins, (but a 
lot of other countries besides the best ones would lose by comparison).

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: [BoI] Karl Popper on infinite regress
Date: March 23, 2013 at 7:32 AM

From "Realism and the Aim of Science", pp. 28-29:

I am prepared to admit that in our criticisms we often work with unjustifiable and 
non-demonstrable presuppositions. Thus our criticism is, indeed, never 
conclusive. But non-demonstrability of any kind never worries the critical 
rationalist. For his critical arguments - just like the theories which he is criticising 
in terms of them - are conjectural. The difference is very simple. Justificational 
argument, leading back to positive reasons, eventually reaches reasons that 
cannot themselves be justified (otherwise the argument would lead to an infinite 
regress). And the justificationist usually concludes that such 'ultimate 
presuppositions' must in some sense be beyond argument, and cannot be 
criticized. But the criticisms, the critical reasons, offered in my approach are in 
*no* sense ultimate; *they too are open to criticism*; they are conjectural. One 
can continue to examine them infinitely; they are infinitely open to reexamination 
and reconsideration.Yet no *infinite regress* is generated: for there is no 
question of proving or justifying or establishing anything; and there is no need 
for any *ultimate* presupposition. It is only the demand for proof or justification 
that generates an infinite regress, and creates the need for an ultimate *term* of 
the discussion. This is the heart of the difference between justification and 
criticism.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] How to ask questions (part 1)
Date: March 23, 2013 at 8:23 AM

On Fri, Mar 22, 2013 at 1:17 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 22, 2013, at 6:29 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/1170-how-to-ask-questions

Elliot: It's important to try to improve, and to care about improving. It's also 
important not to beat yourself up over any mistakes you might make. That 
won't help anything. I like you now; you ask good questions.

Why did you say that last sentence? What are you trying to communicate
to your readers?

You didn't quote the context, e.g.:

Caeli: Am I a bad person?

Caeli: Is it bad to not improve really fast?

The last sentence makes the same type of point as the second sentence. There 
was a concern she was overly upset about current flaws and thought she was 
bad, which is the wrong attitude. Actually she was demonstrating virtue and 
merit in the discussion, which my last sentence talks about.

"Overly upset". That's like saying there is a right amount of
upset-ness (per context, not universally), and any more than that is
wrong. Is this the right way to think about what "overly upset" means?

Are you trying to say that:

- its important for people to know that another person likes them? If so, why?

http://www.curi.us/1170-how-to-ask-questions


no.

But if someone thinks they are bad (or might be), and values your judgment, 
and you disagree, there's nothing wrong with telling them what you think.

- its good to like people *because* they ask good questions?

that's true, but wasn't the topic i was talking about

Caeli: Thanks, I feel better. Shall we get back to parenting?

Why did you say the 'thanks, I feel better'? What are you trying to
communicate to your readers? Are you trying to say that:

- people should feel better in response to *I like you because you ask
good questions*?

not universally

- Caeli felt bad before? If so, you didn't point out that she felt bad
in the dialogue. Are you including that as a premise because *most*
people would feel that way?

She communicated concerns and they were addressed, so she was glad.

I find it interesting that after having read Caeli say "Am I a bad
person?", I didn't take that to mean *that she felt bad*, and instead
I took it to mean that she's asking you whether or not *you* think
she's bad. I thought this because it seems to me that she would get
*mad* at you for saying she's a bad person.

Now I realize a mistake I made. Some people, because of their ideas,
will internalize, and other's, because of their ideas, will
externalize (and I'm guessing some people do both in different
situations). By "internalize" I mean that if you tell them they are
bad (or if they think you're telling them they are bad), then they
feel bad about themselves. By "externalize" I mean that if you tell
them they are bad, then they get mad at you for thinking that.



I wonder if one could feel sad about themselves AND get mad at the
person they think is telling them they are bad.

The dialog characters are meant to be written somewhat as real characters. 
They shouldn't be thought of as exactly what they literally say and never 
anything more.

[...]

Caeli: So one thing a parent should do is help his child learn about life and 
philosophy and his interests. But you said not to force him to learn these 
things. Can you expand?

Note the "and his interests". That seems like it means that his
interests are inborn and/or immutable, versus created by the child.

why?

I read it like this: "So one thing a parent should do is help his
child learn about [...] his interests." That means that the interests
were *his* interests before having learned about them.

[...]

Elliot: Right. Now the most common thing will be that the parent persuades 
the child. The reason is that although both could be wrong about the subject 
itself, the child has less knowledge about how much knowledge he needs to 
venture an opinion. And he has less knowledge about what subjects might be 
related and important. There are a lot more ways the child is likely to go 
wrong.

Note the "likely". The truth-value of ideas cannot meaningfully be
predicted by probability. Do you mean something else?

I think this is one of the cases where English doesn't do a great job. I don't think 
this phrasing is ideal but what should it say instead? I don't think it's an easy fix.



Also you again don't explain your reading. The truth-value of what idea? The 
"likely" here is talking about possible events (ways of going wrong = actual 
things that could happen in life. the passage is saying there are more plausible 
events where child goes wrong that are likely to happen. the use of "likely" is to 
deal with incomplete information and imperfect foresight, it doesn't say some 
idea is likely to be true).

But the possible events depend on his ideas, because he's acting on
his ideas. So if he made a mistake in an idea, and if he acted on
it...  wait...

"... likely to go wrong" is comparing the parent and the child in
possible ways each of them can be wrong. So ya child has more
opportunities for being wrong than the parent does.

Note the "the one situation where he has lost all justification to use
it". By "justification" I think you mean argument, or something like
that. But the only argument for force is self-defense, and you weren't
talking about a situation of self-defense. So I'm confused as to why
you said it.

you've inserted some of your thinking here (e.g. about what justifies force) but 
the passage wasn't about you.

So you're talking about conventional parenting and *their*
justification for using force, which is when the child disagrees and
parent failed to persuade. And you're pointing out the contradiction
in their reasoning. In the one situation where they think its good to
use force, its also the one situation where they've demonstrated that
they don't know the issue, or that they don't know their child, well
enough to persuade the child. This is a contradiction because the
parent is the one with the fault, not the child. The fault is a lack
of knowledge. So since the fault is on the parent, what's the
reasoning for using force? None.

-- Rami Rustom



http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] How to ask questions (part 1)
Date: March 23, 2013 at 9:33 AM

On 23 Mar 2013, at 08:23 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Mar 22, 2013 at 1:17 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 22, 2013, at 6:29 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/1170-how-to-ask-questions

Elliot: It's important to try to improve, and to care about improving. It's also 
important not to beat yourself up over any mistakes you might make. That 
won't help anything. I like you now; you ask good questions.

Why did you say that last sentence? What are you trying to communicate
to your readers?

You didn't quote the context, e.g.:

Caeli: Am I a bad person?

Caeli: Is it bad to not improve really fast?

The last sentence makes the same type of point as the second sentence. 
There was a concern she was overly upset about current flaws and thought 
she was bad, which is the wrong attitude. Actually she was demonstrating 
virtue and merit in the discussion, which my last sentence talks about.

"Overly upset". That's like saying there is a right amount of
upset-ness (per context, not universally), and any more than that is
wrong. Is this the right way to think about what "overly upset" means?

This is focusing on the form instead of the substance of what's being said.

It's being pedantic to the point it stops being about trying to solve problems. 

http://www.curi.us/1170-how-to-ask-questions


Needless, inappropriate precision.

You could argue that you wanted to learn about how words are used in general 
and the mistakes people make while using them. But that's problematic too: 
Words don't have a universal meaning. They rely on context, on the 
understanding between the two speakers, the intention, etc.

I guess you could argue that in most cases, someone would mean by 'overly' that 
it's good to be upset some. But you've read Elliot's stuff; he makes his position on 
that pretty clear.

You could also argue that you're trying to learn how to use words better. This 
might be okay IF you make an attempt to understand the meaning behind the 
words. What do you honestly think he meant by overly in that context? Do you 
actually think he made that mistake, or did he mean something more subtle?

But even trying to learn how to use words better is risky territory. Focusing on 
form instead of substance is less interesting and often not relevant. If someone 
wants help with their form because they want to be a public speaker, you could 
send them a private message about it, but I can't think of a way analysing form 
would be relevant in philosophy most of the time. There is also the risk of 
degenerating into essentialism, and/or needless precision, and/or the mistake 
where you try to categorise stuff (I think that mistake is a type of essentialism? 
IIRC there was a post on curi.us about it but not sure where I read it -- can look if 
you're not familiar with this idea).

Several times in the previous email, you made this mistake of focussing on form 
instead of substance, and because of that you didn't get what was being said 
(and arguably this caused you to not understand the form, either).

--
Lulie Tanett

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [RP] Article: _Hugo Chavez: “dictator” or savior?_ BoI Infinity 
<beginning-of-infinity@googlegroups.com>
Date: March 23, 2013 at 11:38 AM

I want to criticize this article for its fallacies (phase 1). Then
after that's done, I want to criticize it for its misinformation (if
it has any) (phase 2). Then after that I want to criticize it for its
anti-capitalism/pro-socialism (if it has any) (phase 3).

So this post is phase 1 (note that in phase 1, I'm didn't click on any
of the author's links to her sources).

http://chicagomonitor.com/2013/03/hugo-chavez-dictator-or-savior/

Moreover, the Associated Press recently published an article criticizing Chavez 
for spending his country’s oil wealth on “meager” social programs including free 
health clinics, education, and housing for the poor. The article suggests that 
instead, Chavez should have followed the example of other oil rich nations and 
built skyscrapers and lavish monuments for his people.

But (AFAIK) the American government didn't build skyscrapers -- its
the private sector that did that. So it doesn't make sense to compare.

In addition, it is also complete propaganda to define a democratic nation as a 
“dictatorship” considering the fact that Hugo Chavez was fairly elected by the 
majority of the Venezuelan people.

She doesn't mention anything about how often elections happened, and
what happened in them. Readers might think that she is intentionally
being vague in order to evade criticism. Note also that lots of
countries claim democratic elections but fake it, e.g. "President"
Assad of Syria. My mom told me about Assad's "fair" elections. She
went in the building to vote. The person asked for her ID, and she
gave it. Then the person went back into a closed room, was there for a
little while, and then came back out and said, "Ok, you're done, thank
you for voting."

http://chicagomonitor.com/2013/03/hugo-chavez-dictator-or-savior/


This leads us to question why the U.S. and the western corporate media 
upholds a blatant bias towards a revolutionary leader who apparently granted 
his people health care, education, improved literacy, increased minimum wage, 
and cut poverty by 50% using his country’s own natural resources.

Maybe it leads *her*. But even that isn't right. She created a
question -- she used her creativity to do it. Other people might not,
so they won't be "lead".

BTW, I think her claim about the media is a blanket claim, which means
that it lumps in leftist media too.

Maybe it’s because Chavez was an outspoken critic of U.S. imperialism. He 
rejected the Monroe Doctrine, spoke forcefully against globalization, dared to 
nationalize industries in which Americans were heavily vested, and attempted to 
build an alliance between Latin American governments. Most of the controversy 
surrounding Hugo Chavez may just be a smear campaign designed to distract 
from the real geopolitical stakes in that region.

That's a correlation argument (i.e. not an argument).

“One of the fundamental reasons that the developing world is so poor is that 
states have been unable to take a reasonable share of the economic benefit 
due to exploitation of their natural resources. This is because multinationals 
bribe corrupt politicians for the rights of the natural resources at little purchase 
cost and low taxation,” writes Craig Murray, a former Ambassador and human 
rights activist. “Chavez’ overwhelming achievement was that he successfully 
applied, in a developing country, the international law doctrine of a state’s 
inalienable right to its mineral resources, as declared by the UN General 
Assembly in 1968,”

States don't "benefit". That's like saying that states profit -- they
don't profit, they take revenue from profit, and they spend it on
state programs.

What does poordom in the developing world have to do with states not
taking enough money from the profit of the private sector doing



business in the natural resources? Is the author saying that a
"developing" state *must* do that in order to become a "developed"
state (like America)?

Hugo Chavez was antagonistic with U.S. oil companies and eventually kicked 
them all out, taking over the Venezuelan oil industry and winning the hearts and 
minds of the economically impoverished in his country.

Hmm, Prophet Mohamed also won the hearts and minds of the poor, by
instituting a program of charity to the poor by the non-poor. This is
partly how he got so many people on his side (initially at least --
later he used war).

Many of the arguments in this article are criticisms of
interventionism, not of capitalism. I note that the author doesn't
explicitly state that she is criticizing capitalism, but I think she
doing it implicitly.

Another thing to note is the picture in the article. It shows citizens
crying over Chavez's death, as though that means something. It reminds
me of how people reacted to the death of Assad of Syria (the first one
-- the father of today's "President" Assad of Syria). People cried (as
though they loved him). I didn't understand why. He was a murderer. He
murdered tens of thousands of people in Hama because of talk of an
uprising.

I checked out Chavez's wikipedia page and noticed this:

As the Arab Spring erupted across North Africa and the Middle East in 2010, 
Chávez openly criticised those leaders who had been backed by the U.S., such 
as Egypt's Hosni Mubarak, but at the same time championed those who had 
adhered to Arab socialist ideals, such as Syria's Bashar al-Assad, whom he 
called "a humanist and a brother" in spite of Assad's government's violent 
crackdown on protesters.[228]



and

Following the outbreak of the Libyan civil war, in which forces opposed to the 
socialist government rose up against the regime, Chávez, who had always had 
good international relations with Libya – describing its ceremonial leader 
Muammar Gaddafi as "a friend of mine"[228]

and

During the subsequent 2011 military intervention in Libya, in which western 
forces attacked the Libyan army in support of the NTC, Chávez criticised the 
"indiscriminate bombing" of the country, accusing the United States of simply 
trying to "lay its hands on Libya's oil".[230] Upon the killing of Muammar Gaddafi 
in October 2011, Chávez proclaimed that "We shall remember Gaddafi our 
whole lives as a great fighter, a revolutionary and a martyr. They assassinated 
him. It is another outrage."[231]

What the fuck? All 3 of those guys were dictators and murderers. They
had no interest in helping their people. They only had an interest in
preserving their seat in power. And they all got very very very rich
in doing so. Note that all 3 countries' economies are horribly bad.
Its hard to start a business when you have to jump through hoops
(government personnel who expect bribes). Sometimes its so bad that
the government guy wants 10% of your business or he won't give you a
licence to do business -- here I'm speaking specifically about Syria,
from first-hand accounts. So lots of people just give up and don't
even try to start businesses because they refuse to given to that
stuff. Of course that means that there's fewer jobs for other people
to work in. Its funny because government personnel make about $200 a
month (as a salary) but they make waaaaay more from stealing from
citizens. They have expensive homes and expensive cars and they eat at
expensive restaurants all while only making $200 a month plus some
(maybe 10 times more) on the side.

It seems like Chavez is way better than these 3 shitheads. I wonder if
Chavez knew how bad these guys are and how bad their governance caused
the economic shithole that their countries are currently in.



-- Rami Rustom
http://ramirustom.blogspot.com

-- 
You received this message because you are subscribed to the Google Groups 
"Rational Politics" group.
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to rational-politics-list+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Hurray for China BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: March 23, 2013 at 12:20 PM

On Mar 22, 2013 3:43 PM, "hibbsa" <hibbsa@yahoo.com> wrote:

While the West self destructs (with a little help from "friends") China
is fully intent their children will be going to the stars.

http://www.vice.com/read/chinas-taking-over-the-world-with-a-massive-genetic-
engineering-program

From the article:

At BGI Shenzhen, scientists have collected DNA samples from 2,000 of the 
world’s smartest people and are sequencing their entire genomes in an attempt 
to identify the alleles which determine human intelligence. Apparently they’re not 
far from finding them, and when they do, embryo screening will allow parents to 
pick their brightest zygote and potentially bump up every generation's 
intelligence by five to 15 IQ points. Within a couple of generations, competing 
with the Chinese on an intellectual level will be like challenging Lena Dunham to 
a getting-naked-on-TV contest.

So what's the argument that genes have a role in more human
intelligence? There isn't one in this article. He just says something
like apparently we're almost there in finding the genes that do play a
role in more human intelligence.

So it seems like what they are doing is getting DNA from smart people,
maybe also getting DNA from dumb people, and comparing the DNA,
looking for correlations -- looking for genes that the smart people
have that the dumb people don't have -- actually its more like looking
for genes that most smart people have that most dumb people don't
have. And then they will conclude that those genes are the one that
(partly) cause more intelligence. A classic correlation argument (i.e.
not an argument). [Also how will they choose how much is "most"?
Arbitrarily?]

http://www.vice.com/read/chinas-taking-over-the-world-with-a-massive-genetic-engineering-program


And their plan is to have parents to make 100 zygotes, and pick the
one that has the best intelligence genes, and let that one become
their child.

How are they going to test their theory? Are they just going to wait
to see if their national average IQ scores go up (they did mention
this in the article)? If so, how does that test the theory that
certain genes partly cause more intelligence? It doesn't. IQ scores
can go up because the government's education system get more effective
in getting kids to learn how to take IQ tests better. I'm pretty sure
national average IQ scores go up over time anyway. So how will they
refute the theory that IQ scores went up for the same reason they're
going up now? What are they going to do, come up with a measure of how
much IQ scores already go up, and then compare the new numbers of IQ
scores going up, and then claim that the extra IQ rise is due to the
gene selection? But this is another correlation argument (i.e. not an
argument). Any number of variables could be the cause of the extra IQ
rise, including the same reason for its rise in the past.

What a waste of wealth.

-- Rami

-- 



From: Jason <auvenj@gmail.com>
Subject: Comparing Countries (was: [BoI] Australia's Violent Psychiatric Abuses)
Date: March 23, 2013 at 12:24 PM

On Fri, Mar 22, 2013 at 11:13 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 22, 2013, at 9:53 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 23/03/2013, at 14:21, "Elliot Temple" <curi@curi.us> wrote:

On Mar 22, 2013, at 3:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:
Because America is way way worse. Your country is obsessed with celebrity 
way more than better countries
like Australia and way way more with *celebrity doctors* than Australia (we 
don't even *have* celebrity
medical doctors). Thankfully, doctor Oz or whoever that stupid american doctor 
is that wears his scrubs
on tv while talking about what people should eat is barely known here.

So, America is deserving of being singled out. It's way worse with its deference 
to the authority of doctors.

Evidence? Rational analysis?

This is just hearsay impressions. Maybe certain TV shows and channels and 
publications are like this more than some other different shows and publications 
in Australia that for whatever reason you decided to compare with. Or 
something. I don't even know how you come up with this.

I am American but I don't know who doctor Oz is or who else you might mean. I 
am not familiar with any doctor who wears scrubs on TV while talking about 
what people should eat. You are! But I'm not. Shrug.

I don't think this matters. No doubt I'm familiar with many bad things that you 
aren't, and vice versa. No big deal. And no reason to condemn America.

I agree that the medicalization of everyday life is bad!



America, by the way, was the home of the best *opponent* of this trend 
(Thomas Szasz). Yay for diversity and freedom.

Yeah fine. But overall the culture, with respect to that, sux way worse.

I don't know how to compare cultures accurately. You seem to think you do, but 
you aren't providing the details of your methodology.

I have been interested in comparing countries for years, as my
profession is internationally mobile and it's feasible for me to move
someplace better.

Some of the comparison is really easy.

Countries with little or no tradition and/or institution of individual
rights, including property, are pretty universally bad. Countries
where the government is heavily influenced or controlled by violent
religious fanatics are pretty universally bad.

After you eliminate those, to put it crassly, shithole countries from
the list, then deciding among the remainder is a multi-factor
comparison, which means among different people with different
priorities the determination of which country is better will be
different.

My methodology is to list the things that are important to me about a
country with regard to my life situation, and how important that
factor is, give each country a score for that factor then total up
each factor times each score.

My list of factors will not be exactly the same as someone else's
because these are at least somewhat determined by my life situation.
For example, freedom to homeschool is a factor for me because I have
children of school age. A childless person might not need to consider
that.
My importance rating of each factor will not be exactly the same as
someone else's, for the same reason that my list of factors is not the
same.
My score for each country on each factor should reflect the objective



reality of the situation and so should be similar to another person's,
but is always subject to error so in practice will not be the same
either.

That Szasz doesn't get more traction
is one reason to believe this.

Which countries does he get a lot of traction in?

I thought it is, sadly, none.

People then begin to accept the restrictions as a new "norm" for 
employment. Maybe that's okay. Maybe that's how Americans might like 
their culture to be. If you don't like it, you can work for yourself and be free. 
America allows that. But then most of your fellow citizens believe that if you 
want to work with other people in a company then you have to submit 
yourself to health checks and arbitrary standards and invasive medical 
tests. What a strange, brave new world, that might be.

Of course, in the USA, more than Australia and some other great, free 
countries, it's harder to get a job for lots of people right now because the 
unemployment rate is so (comparatively) high. (About 8% or just under for 
the USA and just under 5.5%  for Australia).

That is not really the unemployment rate in USA. For example, some people 
get monthly disability checks instead of welfare checks. They re-enter the 
workforce at a very low rate and don't count as unemployed. Others gave up 
on finding a job and haven't looked in the last 6 months, and they don't count 
either.

No doubt the rate for Australia is wrong too. I don't know what the real rates 
are, or which is higher (not that it matters).

So should we just make it up then, or feign ignorance?

We should accept our genuine ignorance.



I reckon it's better to at least quote some figures from people who actually 
study this stuff.

It's better to recognize ignorance than quote bad figures.

Or maybe just take a stab in the dark and say they are wrong?

Giving reasons the standard figures are wrong is not stabbing in the dark.

Also one of the causes of unemployment is holding out for a better job which 
you believe you will be able to get in the future if you keep looking. So high 
standards and great opportunities can actually cause some unemployment. 
So what? Unemployment should not be thought of as strictly a bad thing.

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/

Yeah, who cares if the figures come from this place, right? Better to just say 
the figures, whatever they
are, are wrong.

Perhaps rather than saying the figures are wrong, and why...you tell us what 
the real figures are.
And why those figures are better.

Unemployment figures have systematic errors for the reasons I said. You have 
not addressed these points.

Are you claiming to have a way to get accurate figures? What is the method?

Just saying "I gave a source" type of stuff is an appeal to authority which ignores 
the substance of my arguments.

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/


And the population of the USA is huge in comparison which means the 
sheer number of unemployed people is as much as the entire population of 
Australia. That's a lot of people competing with you for employment if you 
want to work for a company...and that means you might be willing to let the 
company invade your privacy so you can get paid by them.

Another fallacy quality argument. the absolute numbers don't matter. you've 
got to look at something better, say the candidates per job opening. usa has 
more people but also more new jobs opening up (because there's more 
companies, roughly in proportion to how many more total people there are).

Anyway, given the USA cultures' current obsession with (a) the authority of 
the medical professions and (b) deference to the power of corporations  - I 
wonder if there's a cultural "shift" going on where the society is just coming 
to accept a companies "right" to set any old arbitrary rules for employment? 
Soon, perhaps, if you decide to work for some company, they can just test 
your blood as soon as you walk in the door and if you don't meet some 
benchmarks maybe you don't get paid that day. You can always leave 
whenever you want. But that's annoying. You have to find another job. And 
maybe there are very few to pick from and they are all demanding similar 
tests. So you have to work for yourself. But meantime, you're struggling to 
pay for your food and your rent is due.

I don't know, I don't live in the USA. But I can imagine that Australian culture 
would reject this outright. My feeling is that there would be a huge backlash, 
people would stop buying from the pharmacy in question in this story and 
probably the workers would just resign. And there would be other jobs to go 
to. In fact lots of jobs if you want to go and work in the mines in the West 
where we are desperate for workers. We are starting to consider shipping 
them in from overseas we are so desperate for workers. Companies in 
Australia have to let their workers have lots and lots of freedoms because if 
they restrict them, they can't fill the positions.

In the USA I get the impression, maybe it's false, that there are just so many 
really really poor people that this company can set whatever strange rules it 
wants and people will still want to work there - because they are desperate 
for a job when the economy is in a bit of a downturn.



This impression is primarily due to anti-American propaganda. Stop believing 
such nonsense uncritically without investigating.

America seems to me to be on a bit of a downhill slide. It's a shame.

That's the uncritical believing impressions I was talking about.

You aren't giving rational arguments. This is just the sort of superstition-quality 
thinking you and Harris would yell at religious people for.

It doesn't seem to be making progress as fast as other places.
Like Australia.

I know where I'd rather be.
I'd rather be in a place with an economic boom (here) where we export 
massive amounts of resources - mainly
minerals and coal - to Asia, mainly China. And there's little signs of slow down.
Not a place like America where companies seem to be shutting down all the 
time. The stuff you used to do well,
like make cars goes by the wayside. You can crow about silicon valley...but 
what else do you have that Australia
doesn't? Very little. And whatever you have, we can too, if we wanted.

And unemployment is higher, likeI said.

If I was raising a kid...I'd want them in Australia. They'd be safer, they'd have a 
greater opportunity to be wealthier,
healthier and by the time they wanted to do stuff for money their prospects 
would be way better here.

Depends on the field. Some opportunities are better in America. Some
are better in Australia. The kind of opportunities I really like are
the ones that don't depend on where you live.

And there's way fewer natural disasters.



What? I hear about fires and floods and droughts and cyclones in
Australia quite frequently.

America is great. Way better than most places in the world.

But Australia is better than the USA.

Perhaps for your life situation it is. Or perhaps not, but as Elliot
said without a methodology you're just guessing.

None of this is anything like a comprehensive or researched analysis.

Take safer. Safety in America varies a lot by location. Aggregate national 
statistics (which you don't even bother with) aren't important here.

If you looked at 1000 good places to live in USA and Australia and compared 
the safety in those places, that would maybe get you some kind of useful 
information. My guess would be that both countries do great on this test, neither 
wins, (but a lot of other countries besides the best ones would lose by 
comparison).

This is a great example of why you have to do individual factor
analysis to compare non-shithole countries. To think intelligently
about safety you have to think about, for example, crime and guns.

If your idea of safety is that if a criminal comes at you, you have
the means available to defend yourself then America is way safer than
Australia. Australia has pretty draconian gun laws compared to
America; civilians are for most practical purposes disarmed.

On the other hand if your idea of safety is that the government takes
away more of the criminal's availability of guns so if a criminal
comes at you it's much more likely you'll just be beaten rather than
shot, then Australia is way safer than America.

My idea of safety is the American way. I want to be able to be armed
to defend myself from criminals. So for my life, America is better in
that regard.



--Jason

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How to ask questions (part 1)
Date: March 23, 2013 at 1:57 PM

On Mar 23, 2013, at 5:23 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Mar 22, 2013 at 1:17 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 22, 2013, at 6:29 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/1170-how-to-ask-questions

Elliot: It's important to try to improve, and to care about improving. It's also 
important not to beat yourself up over any mistakes you might make. That 
won't help anything. I like you now; you ask good questions.

Why did you say that last sentence? What are you trying to communicate
to your readers?

You didn't quote the context, e.g.:

Caeli: Am I a bad person?

Caeli: Is it bad to not improve really fast?

The last sentence makes the same type of point as the second sentence. 
There was a concern she was overly upset about current flaws and thought 
she was bad, which is the wrong attitude. Actually she was demonstrating 
virtue and merit in the discussion, which my last sentence talks about.

"Overly upset". That's like saying there is a right amount of
upset-ness (per context, not universally), and any more than that is
wrong. Is this the right way to think about what "overly upset" means?

Yes you're right.

You have to be careful with this concept because "upset" can refer to several 

http://www.curi.us/1170-how-to-ask-questions


things. Some you can have some of but not too much and it's ok. Others are 
always bad in any amount.

It's hard to explain what they are.

A lot of emotional stuff is bad but some can be more relaxed, casual and usefully 
descriptive. consider someone who says "X happened. That sucked. But then Y 
happened which was awesome." (X and Y are relatively minor events.)

that "sucked" is one of the meanings of "upset" or "sad". something bad 
happened. dang, upsetting, sad story bro, etc then something good happens, yay, 
happy news, etc

but these same concepts like "upset", "sad" and "happy" can also be used in way 
more serious situations with way more strong emotions. they can be life-ruining 
ways of thinking.

"the store was sold out of iPhones so i was upset because i thought i'd have to 
wait a day. but then they found another one in back and sold it to me so it was all 
good" is ambiguous. maybe the person was like really upset or pissed off or 
crying or mad as hell, who knows. those would not be good reactions. but maybe 
it was no big deal really and he's just trying to use a negative word to explain he 
thought that was bad not good, but it doesn't mean he was suffering.

Are you trying to say that:

- its important for people to know that another person likes them? If so, why?

no.

But if someone thinks they are bad (or might be), and values your judgment, 
and you disagree, there's nothing wrong with telling them what you think.

- its good to like people *because* they ask good questions?

that's true, but wasn't the topic i was talking about

Caeli: Thanks, I feel better. Shall we get back to parenting?



Why did you say the 'thanks, I feel better'? What are you trying to
communicate to your readers? Are you trying to say that:

- people should feel better in response to *I like you because you ask
good questions*?

not universally

- Caeli felt bad before? If so, you didn't point out that she felt bad
in the dialogue. Are you including that as a premise because *most*
people would feel that way?

She communicated concerns and they were addressed, so she was glad.

I find it interesting that after having read Caeli say "Am I a bad
person?", I didn't take that to mean *that she felt bad*, and instead
I took it to mean that she's asking you whether or not *you* think
she's bad. I thought this because it seems to me that she would get
*mad* at you for saying she's a bad person.

nah she's a better person than to get mad like that. writing dialogs with people 
who react by getting mad sounds annoying/restrictive. and anyway if i wanted 
that i could just join some web forum...

i think "am i a bad person?" (typically) communicates some concern that one 
might be one and some desire for more information about it (objectively), not just 
seeking a particular person's opinion.

if she just wanted to know what *I* think, she'd say "Do you think i'm a bad 
person?" not use "am i"

Now I realize a mistake I made. Some people, because of their ideas,
will internalize, and other's, because of their ideas, will
externalize (and I'm guessing some people do both in different
situations). By "internalize" I mean that if you tell them they are
bad (or if they think you're telling them they are bad), then they
feel bad about themselves. By "externalize" I mean that if you tell
them they are bad, then they get mad at you for thinking that.



I wonder if one could feel sad about themselves AND get mad at the
person they think is telling them they are bad.

sure they can. i think that's really common.

do you find it implausible because it sounds irrational? because it doesn't make 
sense? that doesn't really stop people.

The dialog characters are meant to be written somewhat as real characters. 
They shouldn't be thought of as exactly what they literally say and never 
anything more.

[...]

Caeli: So one thing a parent should do is help his child learn about life and 
philosophy and his interests. But you said not to force him to learn these 
things. Can you expand?

Note the "and his interests". That seems like it means that his
interests are inborn and/or immutable, versus created by the child.

why?

I read it like this: "So one thing a parent should do is help his
child learn about [...] his interests." That means that the interests
were *his* interests before having learned about them.

oh. i meant it like today he's interested in chess so you help him learn about that. 
maybe next year he's more interested in Ayn Rand so you help him with that. 
whatever his current interests are.

[...]

Elliot: Right. Now the most common thing will be that the parent persuades 



the child. The reason is that although both could be wrong about the subject 
itself, the child has less knowledge about how much knowledge he needs to 
venture an opinion. And he has less knowledge about what subjects might 
be related and important. There are a lot more ways the child is likely to go 
wrong.

Note the "likely". The truth-value of ideas cannot meaningfully be
predicted by probability. Do you mean something else?

I think this is one of the cases where English doesn't do a great job. I don't 
think this phrasing is ideal but what should it say instead? I don't think it's an 
easy fix.

Also you again don't explain your reading. The truth-value of what idea? The 
"likely" here is talking about possible events (ways of going wrong = actual 
things that could happen in life. the passage is saying there are more plausible 
events where child goes wrong that are likely to happen. the use of "likely" is to 
deal with incomplete information and imperfect foresight, it doesn't say some 
idea is likely to be true).

But the possible events depend on his ideas, because he's acting on
his ideas. So if he made a mistake in an idea, and if he acted on
it...  wait...

"... likely to go wrong" is comparing the parent and the child in
possible ways each of them can be wrong. So ya child has more
opportunities for being wrong than the parent does.

yeah the intended point was something like that.

if you figure out a really good phrasing, let me know.

Note the "the one situation where he has lost all justification to use
it". By "justification" I think you mean argument, or something like
that. But the only argument for force is self-defense, and you weren't
talking about a situation of self-defense. So I'm confused as to why
you said it.



you've inserted some of your thinking here (e.g. about what justifies force) but 
the passage wasn't about you.

So you're talking about conventional parenting and *their*
justification for using force, which is when the child disagrees and
parent failed to persuade. And you're pointing out the contradiction
in their reasoning. In the one situation where they think its good to
use force, its also the one situation where they've demonstrated that
they don't know the issue, or that they don't know their child, well
enough to persuade the child. This is a contradiction because the
parent is the one with the fault, not the child. The fault is a lack
of knowledge. So since the fault is on the parent, what's the
reasoning for using force? None.

yeah.

http://www.curi.us/main/godwin

it's like those two quotes.

-- Elliot Temple
http://elliottemple.com/

-- 

http://www.curi.us/main/godwin
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How to ask questions (part 1)
Date: March 23, 2013 at 3:07 PM

On Mar 23, 2013, at 6:33 AM, Lulie Tanett <luliet@gmail.com> wrote:

On 23 Mar 2013, at 08:23 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Fri, Mar 22, 2013 at 1:17 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 22, 2013, at 6:29 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/1170-how-to-ask-questions

Elliot: It's important to try to improve, and to care about improving. It's also 
important not to beat yourself up over any mistakes you might make. That 
won't help anything. I like you now; you ask good questions.

Why did you say that last sentence? What are you trying to communicate
to your readers?

You didn't quote the context, e.g.:

Caeli: Am I a bad person?

Caeli: Is it bad to not improve really fast?

The last sentence makes the same type of point as the second sentence. 
There was a concern she was overly upset about current flaws and thought 
she was bad, which is the wrong attitude. Actually she was demonstrating 
virtue and merit in the discussion, which my last sentence talks about.

"Overly upset". That's like saying there is a right amount of
upset-ness (per context, not universally), and any more than that is
wrong. Is this the right way to think about what "overly upset" means?

http://www.curi.us/1170-how-to-ask-questions


This is focusing on the form instead of the substance of what's being said.

It's being pedantic to the point it stops being about trying to solve problems. 
Needless, inappropriate precision.

Well, I liked Rami's reply. It was a worse phrase than I'd realized. It's still ok, no 
big deal, but it does have the implication Rami said, so that's good to know.

You could argue that you wanted to learn about how words are used in general 
and the mistakes people make while using them. But that's problematic too: 
Words don't have a universal meaning. They rely on context, on the 
understanding between the two speakers, the intention, etc.

I guess you could argue that in most cases, someone would mean by 'overly' 
that it's good to be upset some. But you've read Elliot's stuff; he makes his 
position on that pretty clear.

But talking about overly upset really does mean some amount is OK. I don't think 
there's any getting out of that. If you think no upsetness of any kind is ever ok 
then you shouldn't use that "overly".

I think "upset" like "sad" and various others has multiple meanings. Some you 
should never do any of. But some uses are ok. We do need negative words for 
bad stuff and can use them without necessarily referring to suffering or 
irrationality, or being a stupid emo person.

You could also argue that you're trying to learn how to use words better. This 
might be okay IF you make an attempt to understand the meaning behind the 
words. What do you honestly think he meant by overly in that context? Do you 
actually think he made that mistake, or did he mean something more subtle?

But even trying to learn how to use words better is risky territory. Focusing on 
form instead of substance is less interesting and often not relevant. If someone 
wants help with their form because they want to be a public speaker, you could 
send them a private message about it, but I can't think of a way analysing form 
would be relevant in philosophy most of the time. There is also the risk of 
degenerating into essentialism, and/or needless precision, and/or the mistake 
where you try to categorise stuff (I think that mistake is a type of essentialism? 



IIRC there was a post on curi.us about it but not sure where I read it -- can look 
if you're not familiar with this idea).

Several times in the previous email, you made this mistake of focussing on form 
instead of substance, and because of that you didn't get what was being said 
(and arguably this caused you to not understand the form, either).

I think it's interesting to look at things from lots of angles. What did the author 
mean? What does it say, literally? What would various "average" people mean if 
they said something similar? What does it mean in context? What are different 
things it could mean?

Then between all these there is a skill of figuring out the right interpretation. This 
is not trivial. For example, sometimes an interpretation is correct even though the 
author denies it and doesn't like it. Authors' opinions are relevant in some ways 
but they don't have authority or the final word.

It is important to understand what stuff means. Including being able to understand 
metaphorical writing, not just literal writing. And conceptual explanatory writing 
which isn't trying to be totally precise but just get some point across and the 
reader should try to figure out what the point is.

That's a good skill. Being able to read literally (with minimal interpreting) and 
notice lots of details is a good skill to have too. And knowing when to use which 
one is also good. And having some sense of cultural references, culturally normal 
phrases, and how most people would understand something is important too 
(because ultimately use whatever words will communicate well. and if someone 
else is communicating well to a mainstream audience, you want to be able to 
understand what he's saying too).

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Normalized Tests (was: Hurray for China)
Date: March 23, 2013 at 3:17 PM

On Mar 23, 2013, at 9:20 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mar 22, 2013 3:43 PM, "hibbsa" <hibbsa@yahoo.com> wrote:

While the West self destructs (with a little help from "friends") China
is fully intent their children will be going to the stars.

http://www.vice.com/read/chinas-taking-over-the-world-with-a-massive-genetic-
engineering-program

From the article:

At BGI Shenzhen, scientists have collected DNA samples from 2,000 of the 
world’s smartest people and are sequencing their entire genomes in an 
attempt to identify the alleles which determine human intelligence. Apparently 
they’re not far from finding them, and when they do, embryo screening will 
allow parents to pick their brightest zygote and potentially bump up every 
generation's intelligence by five to 15 IQ points. Within a couple of generations, 
competing with the Chinese on an intellectual level will be like challenging 
Lena Dunham to a getting-naked-on-TV contest.

So what's the argument that genes have a role in more human
intelligence? There isn't one in this article. He just says something
like apparently we're almost there in finding the genes that do play a
role in more human intelligence.

So it seems like what they are doing is getting DNA from smart people,
maybe also getting DNA from dumb people, and comparing the DNA,
looking for correlations -- looking for genes that the smart people
have that the dumb people don't have -- actually its more like looking
for genes that most smart people have that most dumb people don't
have. And then they will conclude that those genes are the one that
(partly) cause more intelligence. A classic correlation argument (i.e.
not an argument). [Also how will they choose how much is "most"?
Arbitrarily?]

http://www.vice.com/read/chinas-taking-over-the-world-with-a-massive-genetic-engineering-program


And their plan is to have parents to make 100 zygotes, and pick the
one that has the best intelligence genes, and let that one become
their child.

How are they going to test their theory? Are they just going to wait
to see if their national average IQ scores go up (they did mention
this in the article)?

That's impossible.

IQ scores are normalized so the average is always 100 and the score distribution 
is always a bell curve. If the average IQ is not 100, the only thing that indicates is 
that the testing isn't being done right.

The IQ score 145 means 3 standard deviations above the mean of people taking 
the test in the same time period. It's not an absolute number, it's not an amount of 
intelligence.

(All of this is best case scenario if you accept everything about IQ, which I don't. 
But this is all they even claim. Don't give them credit for more!!)

If you want to test if people this year are smarter than people 50 years ago, you 
need a different test, not an IQ test. IQ is completely unsuitable.

To be clear: there's also lots of other problems with this kind of proposal too. 
There's plenty of other objections besides this one. I'm not endorsing stuff just 
because I didn't criticize it here.

BTW this kind of misconception is common with other types of tests too. For 
example, SAT scores are normalized. That means if you got a 700 in 2000, and 
your dad got a 700 in 1980, you did not get the same score as your dad, you 
cannot compare it across different years test. What score you are given depends 
on how well other people do on the test that year, not just on how well you do. 
(College admissions people have been known to ignore this. Careless lazy 
idiots.)



If so, how does that test the theory that
certain genes partly cause more intelligence? It doesn't. IQ scores
can go up because the government's education system get more effective
in getting kids to learn how to take IQ tests better. I'm pretty sure
national average IQ scores go up over time anyway. So how will they
refute the theory that IQ scores went up for the same reason they're
going up now? What are they going to do, come up with a measure of how
much IQ scores already go up, and then compare the new numbers of IQ
scores going up, and then claim that the extra IQ rise is due to the
gene selection? But this is another correlation argument (i.e. not an
argument). Any number of variables could be the cause of the extra IQ
rise, including the same reason for its rise in the past.

What a waste of wealth.

Also, umm, see the history of eugenics and population control and stuff. This stuff 
is a dangerous evil.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] How do you think so that you come up with good ideas? What's the 
secret?
Date: March 23, 2013 at 3:38 PM

http://curi.us/1258-xvii

How do you think so that you come up with good ideas? What's the secret?

In general:

keep an open mind
examine all sides of an issue

My first interpretation was that the "all sides" part is
infallibilist. My second interpretation was "all (known) sides of an
issue", which is fallibilist. My third interpretation was that "known"
refers "known to the public and easily accessible by anyone on the
internet with the necessary skills to find the right info".

don't reject your ideas because they seem bad, try to improve them

In other words, rejecting an idea for being wrong can instead be
viewed as: rejecting an idea for being wrong and creating a new idea
from that rejected idea with one change to it that fixes the flaw of
the old idea.

speak up and ask friends for criticism, suggestions, etc, don't wait until you 
already have a good idea to have a helpful discussion
optimism helps
learn good ideas other people have had

Ya don't reinvent the wheel!

try to connect different ideas

For example, read Rand and Mises and look for conflicts between them.

http://curi.us/1258-xvii


I found that Mises has some anti-Objectivist ideas and I think Rand
was right -- namely Mises thinks morality is relative, and that ends
justify the means.

ask lots of questions. asking others is ok but asking yourself questions is the 
best.
seek the truth whatever it is, not what you want it to be

Don't be attached to your ideas -- any of them could be wrong. You
can't predict future criticisms.

don't let your emotions get in the way
don't let what seems best for you cloud your judgment of what is true
hold your ideas tentatively, not with certainty
don't be afraid to discover you are wrong about something, even something you 
feel strongly about
keep trying, you aren't going to have your best ideas in the first five minutes. not 
on the first day either. think about stuff every day.
apply ideas to areas they weren't intended for if they could logically apply and 
see how it works

Yes. All knowledge is connected. So don't assume that ideas from one
field won't work for another field.

sometimes a joke idea can work if you change it a bit. dumb ones too.
good ideas can come any time, even in the shower. be aware and alert.

I once thought that I should figure out how to take notes while in the
shower. It hasn't really been an issue though. I usually recall later
whatever new idea I thought about while in the shower.

Stuff like that. You've probably heard most these before (maybe separately). But 
doing all of them excellently in real time is harder than just remembering these 
bullet points.

Some of the knowledge one needs to do this well is subconscious



knowledge that can only be gained by practicing this stuff. So just
knowing this stuff in theory isn't as good as knowing it in theory and
then actually practicing the theory.

To really do them well in your life what you need is to create certain kinds of 
*attitudes* and *policies* that feel *natural* and you do "automatically". you 
need to form good habits so your first reaction is something from the list, not 
something irrational or emotional or anti-truth-seeking.

Ah that's the subconscious knowledge I was talking about.

one way to do this would be to take them a couple at a time (pick related ones) 
and pay close attention to how much you do them or not and watch for 
situations where you should do them. then make sure to do them, even if it 
doesn't feel normal. after a while you'll get more used to it, and see how well it 
works which will be encouraging (or you'll see it has a problem and have to 
reconsider if it's really a good idea -- but that's good to you'll learn something). 
after a while you will start to predict the situations where you should do these 
things in advance and you'll be mentally ready before it even happens. with 
practice/learning it gets faster to figure out what you were going to do, and 
check if it fits the new things you are trying to do, and if not figuring out what you 
should do instead. after a while it becomes second nature. that's good. now do it 
with more things.

to do this successfully you need to be pretty self-aware. and you need to take 
your time not act (or talk) without thinking. it helps if you can put everything 
aside, mentally, for a minute, and think about how to proceed. don't get caught 
in the moment -- then you'll revert to old habits.

it also helps not to question your new policy every time it comes up. if you think 
some of these things might be good to do, and want to try them, then do so 
wholeheartedly, even if you aren't sure. that's the only way to see if they really 
work. decide to try them for a while and if you need to reconsider at some point 
fine, but don't reconsider every time it comes up, do that separately if you notice 
some problem. if you're wondering if it's really a good idea every time you're 
gonna sabotage it (unconsciously) or just make the whole experience 
unpleasant. it's kinda like if you were trying to read more, but you often don't feel 



like reading, then every time you pick up a book if you struggle with your 
feelings about it that is not gonna be much fun or work out well. it'd be better to 
make a decision, and then try to just do the reading if you think that's best. if 
there's a problem then reconsider the overall policy, but don't reconsider the 
individual reading sessions every time. you decided it was best to do this, so 
just do it, you can always change the policy later if it was a mistake. dealing in 
terms of entire policies of behavior can be a lot easier than trying to decide 
everything from first principles every day.

That is similar advice to this: Look at the whole context, not just
the details. A common mistake people make is to focus on a specific
situation, and how bad it is. But if they stepped back and looked at
the big picture, they'd realize that its not bad.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] e book: guide to The Poverty of Historicism
Date: March 23, 2013 at 6:05 PM

On 24/03/2013 6:16 AM, Rami Rustom wrote:
On Wed, Mar 20, 2013 at 11:45 PM, Rafe Champion 
<rchamp@bigpond.net.au> wrote:

Heads up folks,  a new e book is on line at Amazon, actually the guide to
The Logic Of Scientific Discovery went up yesterday as well but there is a
glitch in the format.

The Poverty of Historicism is ok

http://www.amazon.com/dp/B00BX6IFRK

This guide, the second in the Popular Popper series, is an introduction to
"The Poverty of Historicism", which Popper wrote in New Zealand during World
War II. Popper wanted to improve the methods of the social sciences to
promote peace, freedom and prosperity, emulating the function of the natural
sciences and technology to increase the productive capacity of the earth.
The central theme of the book is Popper’s critique of the myth of historical
destiny and historical determinism; that is, the idea that history is beyond
human control. The book also contains the first development of his ideas on
situational and institutional analysis which support an alternative
“Austrian” research program for economics and the human sciences.
Show more
Show less

The Guide is quite short, less than 20 pages of typescript.

It travels with a set of Appendices to provide an overview of Popper's
career, the innovations that he introduced which isolated him from the
mainstream, and the top ten mistakes that people make when they misread his
work (or don't read it at all but repeat rumours).

Happy reading!
How do you suggest that the guides be used? Read Popper book then read
guide? Or reverse? Or depends on one's situation?

-- Rami Rustom

http://www.amazon.com/dp/B00BX6IFRK


http://ramirustom.blogspot.com

The Logic of Scientific Discovery is now sorted.

http://www.amazon.com/dp/B00BX3ATBS

One way to use the  guide is to check whether you have picked up all the "turns" 
that Popper introduced.

It is possible to read a lot of Popper and take a lot on board without picking up the 
patterns, like the tune that makes a piece of music more than a string of notes.

I think it would be good to read the guide before reading the books although the 
guide is no substitute for the books if you are really interested.

For people who are not seriously interested the appendices to the guide will 
enable them to identify bullshit when people are talking about Popper.

RC

-- 

http://ramirustom.blogspot.com/
http://www.amazon.com/dp/B00BX3ATBS


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How do you think so that you come up with good ideas? What's 
the secret?
Date: March 24, 2013 at 12:52 AM

On Mar 23, 2013, at 12:38 PM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1258-xvii

How do you think so that you come up with good ideas? What's the secret?

In general:

keep an open mind
examine all sides of an issue

My first interpretation was that the "all sides" part is infallibilist.

Why?

All possible sides wouldn't be infallibilist, it'd be impossible, since there'd be 
infinitely many.

My second interpretation was "all (known) sides of an
issue", which is fallibilist. My third interpretation was that "known"
refers "known to the public and easily accessible by anyone on the
internet with the necessary skills to find the right info".

What it actually means is you do your best to look at it from lots of sides, not just 
one side. You make a reasonable effort to look at it in different ways instead of 
just one or two.

try to connect different ideas

For example, read Rand and Mises and look for conflicts between them.
I found that Mises has some anti-Objectivist ideas and I think Rand
was right -- namely Mises thinks morality is relative, and that ends
justify the means.

http://curi.us/1258-xvii


That's a serious accusation. Where does Mises say that?

-- Elliot Temple
http://curi.us/

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://curi.us/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: Comparing Countries (was: [BoI] Australia's Violent Psychiatric 
Abuses)
Date: March 24, 2013 at 1:04 AM

On Mar 23, 2013, at 9:24 AM, Jason <auvenj@gmail.com> wrote:

On Fri, Mar 22, 2013 at 11:13 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 22, 2013, at 9:53 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 23/03/2013, at 14:21, "Elliot Temple" <curi@curi.us> wrote:

On Mar 22, 2013, at 3:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:
Because America is way way worse. Your country is obsessed with celebrity 
way more than better countries
like Australia and way way more with *celebrity doctors* than Australia (we 
don't even *have* celebrity
medical doctors). Thankfully, doctor Oz or whoever that stupid american 
doctor is that wears his scrubs
on tv while talking about what people should eat is barely known here.

So, America is deserving of being singled out. It's way worse with its 
deference to the authority of doctors.

Evidence? Rational analysis?

This is just hearsay impressions. Maybe certain TV shows and channels and 
publications are like this more than some other different shows and 
publications in Australia that for whatever reason you decided to compare with. 
Or something. I don't even know how you come up with this.

I am American but I don't know who doctor Oz is or who else you might mean. 
I am not familiar with any doctor who wears scrubs on TV while talking about 
what people should eat. You are! But I'm not. Shrug.

I don't think this matters. No doubt I'm familiar with many bad things that you 
aren't, and vice versa. No big deal. And no reason to condemn America.



I agree that the medicalization of everyday life is bad!

America, by the way, was the home of the best *opponent* of this trend 
(Thomas Szasz). Yay for diversity and freedom.

Yeah fine. But overall the culture, with respect to that, sux way worse.

I don't know how to compare cultures accurately. You seem to think you do, but 
you aren't providing the details of your methodology.

I have been interested in comparing countries for years, as my
profession is internationally mobile and it's feasible for me to move
someplace better.

Some of the comparison is really easy.

Countries with little or no tradition and/or institution of individual
rights, including property, are pretty universally bad. Countries
where the government is heavily influenced or controlled by violent
religious fanatics are pretty universally bad.

After you eliminate those, to put it crassly, shithole countries from
the list, then deciding among the remainder is a multi-factor
comparison, which means among different people with different
priorities the determination of which country is better will be
different.

My methodology is to list the things that are important to me about a
country with regard to my life situation, and how important that
factor is, give each country a score for that factor then total up
each factor times each score.

This is a bad methodology because it makes no mention of explanations or 
criticism.

But it could just be a bad (incomplete) *description* of your methodology, I don't 
know.



It's reasonably common that people do some explaining and criticizing but don't 
mention it as part of their methodology. This comes up a lot with inductivists who 
claim to do induction but actually are doing a lot of explaining and criticizing, 
which is the effective part of what they do, but then they claim their methodology 
is induction and that since they are somewhat effective then induction must work 
(since they incorrectly claim it's the only thing they're doing).

My list of factors will not be exactly the same as someone else's
because these are at least somewhat determined by my life situation.
For example, freedom to homeschool is a factor for me because I have
children of school age. A childless person might not need to consider
that.
My importance rating of each factor will not be exactly the same as
someone else's, for the same reason that my list of factors is not the
same.
My score for each country on each factor should reflect the objective
reality of the situation and so should be similar to another person's,
but is always subject to error so in practice will not be the same
either.

That Szasz doesn't get more traction
is one reason to believe this.

Which countries does he get a lot of traction in?

I thought it is, sadly, none.

People then begin to accept the restrictions as a new "norm" for 
employment. Maybe that's okay. Maybe that's how Americans might like 
their culture to be. If you don't like it, you can work for yourself and be free. 
America allows that. But then most of your fellow citizens believe that if 
you want to work with other people in a company then you have to submit 
yourself to health checks and arbitrary standards and invasive medical 
tests. What a strange, brave new world, that might be.

Of course, in the USA, more than Australia and some other great, free 



countries, it's harder to get a job for lots of people right now because the 
unemployment rate is so (comparatively) high. (About 8% or just under for 
the USA and just under 5.5%  for Australia).

That is not really the unemployment rate in USA. For example, some people 
get monthly disability checks instead of welfare checks. They re-enter the 
workforce at a very low rate and don't count as unemployed. Others gave 
up on finding a job and haven't looked in the last 6 months, and they don't 
count either.

No doubt the rate for Australia is wrong too. I don't know what the real rates 
are, or which is higher (not that it matters).

So should we just make it up then, or feign ignorance?

We should accept our genuine ignorance.

I reckon it's better to at least quote some figures from people who actually 
study this stuff.

It's better to recognize ignorance than quote bad figures.

Or maybe just take a stab in the dark and say they are wrong?

Giving reasons the standard figures are wrong is not stabbing in the dark.

Also one of the causes of unemployment is holding out for a better job 
which you believe you will be able to get in the future if you keep looking. So 
high standards and great opportunities can actually cause some 
unemployment. So what? Unemployment should not be thought of as strictly 
a bad thing.

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/


Yeah, who cares if the figures come from this place, right? Better to just say 
the figures, whatever they
are, are wrong.

Perhaps rather than saying the figures are wrong, and why...you tell us what 
the real figures are.
And why those figures are better.

Unemployment figures have systematic errors for the reasons I said. You have 
not addressed these points.

Are you claiming to have a way to get accurate figures? What is the method?

Just saying "I gave a source" type of stuff is an appeal to authority which 
ignores the substance of my arguments.

And the population of the USA is huge in comparison which means the 
sheer number of unemployed people is as much as the entire population of 
Australia. That's a lot of people competing with you for employment if you 
want to work for a company...and that means you might be willing to let the 
company invade your privacy so you can get paid by them.

Another fallacy quality argument. the absolute numbers don't matter. you've 
got to look at something better, say the candidates per job opening. usa has 
more people but also more new jobs opening up (because there's more 
companies, roughly in proportion to how many more total people there are).

Anyway, given the USA cultures' current obsession with (a) the authority of 
the medical professions and (b) deference to the power of corporations  - I 
wonder if there's a cultural "shift" going on where the society is just coming 
to accept a companies "right" to set any old arbitrary rules for 
employment? Soon, perhaps, if you decide to work for some company, 
they can just test your blood as soon as you walk in the door and if you 
don't meet some benchmarks maybe you don't get paid that day. You can 



always leave whenever you want. But that's annoying. You have to find 
another job. And maybe there are very few to pick from and they are all 
demanding similar tests. So you have to work for yourself. But meantime, 
you're struggling to pay for your food and your rent is due.

I don't know, I don't live in the USA. But I can imagine that Australian 
culture would reject this outright. My feeling is that there would be a huge 
backlash, people would stop buying from the pharmacy in question in this 
story and probably the workers would just resign. And there would be other 
jobs to go to. In fact lots of jobs if you want to go and work in the mines in 
the West where we are desperate for workers. We are starting to consider 
shipping them in from overseas we are so desperate for workers. 
Companies in Australia have to let their workers have lots and lots of 
freedoms because if they restrict them, they can't fill the positions.

In the USA I get the impression, maybe it's false, that there are just so 
many really really poor people that this company can set whatever strange 
rules it wants and people will still want to work there - because they are 
desperate for a job when the economy is in a bit of a downturn.

This impression is primarily due to anti-American propaganda. Stop 
believing such nonsense uncritically without investigating.

America seems to me to be on a bit of a downhill slide. It's a shame.

That's the uncritical believing impressions I was talking about.

You aren't giving rational arguments. This is just the sort of superstition-quality 
thinking you and Harris would yell at religious people for.

It doesn't seem to be making progress as fast as other places.
Like Australia.

I know where I'd rather be.
I'd rather be in a place with an economic boom (here) where we export 
massive amounts of resources - mainly
minerals and coal - to Asia, mainly China. And there's little signs of slow 
down.
Not a place like America where companies seem to be shutting down all the 



time. The stuff you used to do well,
like make cars goes by the wayside. You can crow about silicon valley...but 
what else do you have that Australia
doesn't? Very little. And whatever you have, we can too, if we wanted.

And unemployment is higher, likeI said.

If I was raising a kid...I'd want them in Australia. They'd be safer, they'd have 
a greater opportunity to be wealthier,
healthier and by the time they wanted to do stuff for money their prospects 
would be way better here.

Depends on the field. Some opportunities are better in America. Some
are better in Australia. The kind of opportunities I really like are
the ones that don't depend on where you live.

And there's way fewer natural disasters.

What? I hear about fires and floods and droughts and cyclones in
Australia quite frequently.

America is great. Way better than most places in the world.

But Australia is better than the USA.

Perhaps for your life situation it is. Or perhaps not, but as Elliot
said without a methodology you're just guessing.

None of this is anything like a comprehensive or researched analysis.

Take safer. Safety in America varies a lot by location. Aggregate national 
statistics (which you don't even bother with) aren't important here.

If you looked at 1000 good places to live in USA and Australia and compared 
the safety in those places, that would maybe get you some kind of useful 
information. My guess would be that both countries do great on this test, 



neither wins, (but a lot of other countries besides the best ones would lose by 
comparison).

This is a great example of why you have to do individual factor
analysis to compare non-shithole countries. To think intelligently
about safety you have to think about, for example, crime and guns.

If your idea of safety is that if a criminal comes at you, you have
the means available to defend yourself then America is way safer than
Australia. Australia has pretty draconian gun laws compared to
America; civilians are for most practical purposes disarmed.

You mean civilians who aren't criminals :/

Many criminals don't care to obey the gun laws, so they aren't disarmed as much.

On the other hand if your idea of safety is that the government takes
away more of the criminal's availability of guns so if a criminal
comes at you it's much more likely you'll just be beaten rather than
shot, then Australia is way safer than America.

I don't know about that. Say I'm a criminal. In Australia maybe it's harder for me to 
get a gun, but safer to use one. If I can get one, my main concern would be 
getting longer jail time if caught, but apart from that I want it. In America maybe I 
can a gun easier, but I might not want to use one for more reasons. Using a 
firearm in your crimes can get you longer jail time in America too, but it can also 
get you shot by other people with guns. Whereas if you just punch them or 
something then no one is likely to shoot you even if they have a gun.

My idea of safety is the American way. I want to be able to be armed
to defend myself from criminals. So for my life, America is better in
that regard.

Guns are also especially important for women, children and the elderly who are 
physically weaker. Guns are an equalizing force that let people who are no good 
at punching be just as powerful as anyone else in a fight. That's a really good 
thing.



-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] refutation of justificationism in 8 words
Date: March 24, 2013 at 3:30 AM

consistency isn't support. so what is? no answer.

-- Elliot Temple
http://beginningofinfinity.com/

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] How do you think so that you come up with good ideas? What's 
the secret?
Date: March 24, 2013 at 6:39 AM

On Sat, Mar 23, 2013 at 11:52 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 23, 2013, at 12:38 PM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1258-xvii

How do you think so that you come up with good ideas? What's the secret?

In general:

keep an open mind
examine all sides of an issue

My first interpretation was that the "all sides" part is infallibilist.

Why?

If someone look at a bunch of sides, and then decided that he had
found *all* of them, that means that he is absolutely sure that there
are no others. That is infallibilist.

Or are you asking why that was my first impression?

All possible sides wouldn't be infallibilist, it'd be impossible, since there'd be 
infinitely many.

My second interpretation was "all (known) sides of an
issue", which is fallibilist. My third interpretation was that "known"
refers "known to the public and easily accessible by anyone on the
internet with the necessary skills to find the right info".

What it actually means is you do your best to look at it from lots of sides, not just 
one side. You make a reasonable effort to look at it in different ways instead of 
just one or two.

http://curi.us/1258-xvii


try to connect different ideas

For example, read Rand and Mises and look for conflicts between them.
I found that Mises has some anti-Objectivist ideas and I think Rand
was right -- namely Mises thinks morality is relative, and that ends
justify the means.

That's a serious accusation. Where does Mises say that?

I posted this in my notes on _Liberalism: The Classical Tradition_
which I posted to BoI here:
https://groups.google.com/d/msg/beginning-of-
infinity/D2uZg_uP87g/gE6x9t99MpYJ

...there is nothing good or bad in and of itself. Human actions become good or 
bad only through the end that they serve and the consequences they entail.

I think this is moral relativism. I think it says: The ends justify
the means. This is how parents justify coercion of their children and
how psychiatrists justify coercion of the "suicidal".

Liberalism, which is based completely on science and whose policies represent 
nothing but the application of the results of science, must be on its guard not to 
make unscientific value judgments. Value judgments stand outside of science 
and are always purely subjective. One cannot, therefore, classify nations 
according to their worth and speak of them as worthy or as less worthy. 
Consequently, the question whether or not the Russians are inferior lies 
completely outside the scope of our consideration. We do not at all contend that 
they are so. What we maintain is only that they do not wish to enter into the 
scheme of human social cooperation. In relation to human society and the 
community of nations their position is that of a people intent on nothing but the 
consumption of what others have accumulated. People among whom the ideas 
of Dostoyevsky, Tolstoy, and Lenin are a living force cannot produce a lasting 
social organization. They must revert to a condition of complete barbarism. 
Russia is endowed far more richly by nature with fertility of soil and mineral 
resources of all kinds than is the United States. If the Russians had pursued the 

https://groups.google.com/d/msg/beginning-of-infinity/D2uZg_uP87g/gE6x9t99MpYJ


same capitalistic policy as the Americans, they would today be the richest 
people in the world. Despotism, imperialism, and Bolshevism have made them 
the poorest. Now they are seeking capital and credits from all over the world.

I think this part is moral relativism: "Value judgments stand outside
of science and are always purely subjective." Why shouldn't we say
that America is better than Russia? It is!

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Australia's Violent Psychiatric Abuses (was: Corporate Power 
in America)
Date: March 24, 2013 at 7:30 AM

On Sat, Mar 23, 2013 at 1:13 AM, Elliot Temple <curi@curi.us> wrote:

On Mar 22, 2013, at 9:53 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 23/03/2013, at 14:21, "Elliot Temple" <curi@curi.us> wrote:

On Mar 22, 2013, at 3:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:

You've done it recently with Rami's excellent criticisms of your posts and 
articles. Clearly they demonstrate that you say stuff that can easily be 
interpreted as justificationist.

heh, you have no idea. i often reply to rami offlist. ask him if i take criticism and 
make changes or not.

That's weird. I wasn't trying to be like "Hey you have
justificationist ideas", or "hey some of your writing could be
interpreted as justificationist". Of course both of these might be
true. A fallibilist knows this.

Also you (Elliot) never claimed to be perfect. You never claimed to
not have any justificationist ideas. You also never claimed that your
writing cannot be misinterpreted as justificationist (which requires
having complete knowledge of every single person who reads your
writing, or *could* read your writing, which is everyone on the
planet, today and in the future).

Yet you refuse to admit that this is the case. You should admit you have said 
justificationist things
and that some of your articles - like the ones Rami has reposted on here - 
implicitly endorse
justificationism.



Even if I was right, those were 6 year old articles. Even if
Elliot-2007 has a specific justificationist idea, that doesn't mean
that Elliot-2013 hasn't already changed that idea (I mean in his head,
not in all his previous writing which would be practically
impossible).

By contrast, if you check my stuff that Rami has commented on, some are 
already edited on my website. And if anyone is especially concerned about a 
particular statement -- enough to mention it multiple times -- then I'll happily 
address it (unlike DD).

Yet you, Elliot Temple, make many, many justificationist sounding statements, 
you seem to have repeatedly endorsed justificationism where Rami has 
pointed out this and you don't admit error.

I think that maybe Brett is confusing your replies to my questioning
of the justificationist-seeming statements as rejection of my
questioning. I disagree with this interpretation. I think that your
(Elliot) replies to me about those things are requests for
clarification of the problem that I'm saying is a problem.

Its impossible to solve a problem one doesn't understand. So if I
poorly word the problem, that could result in Elliot not understanding
the problem that I'm trying to communicate. And not understanding the
problem means not being able to solve it. So I think that one of the
purposes of Elliot's posts may be to get me to explain the problem in
more detail such that he understands the problem. I think his method
is also helping me make progress in explaining my problems better.

Many of my blog posts contain errors, including some of the things Rami 
criticized. Rami already knows this is my position and I talk to him offlist 
regularly, so I wasn't terribly concerned about clarifying it.

You have said that ideas can be "likely"



No, it didn't say that. If you want to criticize my text you should provide quotes 
and actual analysis of how you're reading it.

I've already replied to the 'likely' thing, and I think I've
understood it. And I think I was wrong.

and that sometimes ideas might not be true or false but somewhere
in between.

I'm not sure what you're referring to.

I don't recall you (Elliot) ever saying that there is an in between.

Brett, I'm interested to know what led you to think that. Do you
recall? Could you quote it?

You have written unclearly.

No doubt about it!

Rami pointed it out.

Yes.

You refuse to admit your mistakes there.

Except that I already emailed him and told him I'd made some changes and 
discussed some stuff with him.

Like Elliot said, he made many changes using my feedback and
criticism, both in the past and recently. I didn't think he was
ignoring my criticisms. I think its best not to speak for other people
with claims like that.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Objective Truth and Common Preferences
Date: March 24, 2013 at 9:11 AM

http://fallibleideas.com/objective-truth

There is an objective truth. It's one truth that's the same for all people. This is 
the common sense view. It means there is one answer per question.

In any conflict, a common preference is possible. But there are
multiple common preferences possible. How does this reconcile with the
idea that each question has only one answer? Is this another case of
having multiple questions (your essay talks about this sort of common
mistake among moral relativists)?

Lets say the question is: John and Bob want to eat lunch so where
should they eat?

John and Bob want to eat lunch so where should they eat [each wanting
to find a common preference, while not knowing the other's
preferences]? This question actually has no answer.

John and Bob want to eat lunch so where should they eat [each wanting
to find a common preference, knowing that John has preference A and
Bob has preference B, and that A and B conflict]? This question
doesn't have an answer either.

John and Bob want to eat lunch so where should they eat [each wanting
to find a common preference, knowing that John has preference A and
Bob has preference B, and that A and B conflict, and that the part of
A that conflicts with B was irrelevant to begin with]? So the answer
is C, which is to do the part of A that doesn't conflict with B.

Is that the right way to reconcile every-question-has-only-one-answer
with the fact that there are multiple possible common preferences for
any given conflict?

-- Rami Rustom
http://ramirustom.blogspot.com

http://fallibleideas.com/objective-truth
http://ramirustom.blogspot.com/


-- 
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You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Jason <auvenj@gmail.com>
Subject: Re: Comparing Countries (was: [BoI] Australia's Violent Psychiatric 
Abuses)
Date: March 24, 2013 at 9:35 AM

On Sat, Mar 23, 2013 at 10:04 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 23, 2013, at 9:24 AM, Jason <auvenj@gmail.com> wrote:

On Fri, Mar 22, 2013 at 11:13 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 22, 2013, at 9:53 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 23/03/2013, at 14:21, "Elliot Temple" <curi@curi.us> wrote:

On Mar 22, 2013, at 3:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:
Because America is way way worse. Your country is obsessed with celebrity 
way more than better countries
like Australia and way way more with *celebrity doctors* than Australia (we 
don't even *have* celebrity
medical doctors). Thankfully, doctor Oz or whoever that stupid american 
doctor is that wears his scrubs
on tv while talking about what people should eat is barely known here.

So, America is deserving of being singled out. It's way worse with its 
deference to the authority of doctors.

Evidence? Rational analysis?

This is just hearsay impressions. Maybe certain TV shows and channels and 
publications are like this more than some other different shows and 
publications in Australia that for whatever reason you decided to compare 
with. Or something. I don't even know how you come up with this.

I am American but I don't know who doctor Oz is or who else you might 
mean. I am not familiar with any doctor who wears scrubs on TV while talking 
about what people should eat. You are! But I'm not. Shrug.

I don't think this matters. No doubt I'm familiar with many bad things that you 



aren't, and vice versa. No big deal. And no reason to condemn America.

I agree that the medicalization of everyday life is bad!

America, by the way, was the home of the best *opponent* of this trend 
(Thomas Szasz). Yay for diversity and freedom.

Yeah fine. But overall the culture, with respect to that, sux way worse.

I don't know how to compare cultures accurately. You seem to think you do, 
but you aren't providing the details of your methodology.

I have been interested in comparing countries for years, as my
profession is internationally mobile and it's feasible for me to move
someplace better.

Some of the comparison is really easy.

Countries with little or no tradition and/or institution of individual
rights, including property, are pretty universally bad. Countries
where the government is heavily influenced or controlled by violent
religious fanatics are pretty universally bad.

After you eliminate those, to put it crassly, shithole countries from
the list, then deciding among the remainder is a multi-factor
comparison, which means among different people with different
priorities the determination of which country is better will be
different.

My methodology is to list the things that are important to me about a
country with regard to my life situation, and how important that
factor is, give each country a score for that factor then total up
each factor times each score.

This is a bad methodology because it makes no mention of explanations or 
criticism.

But it could just be a bad (incomplete) *description* of your methodology, I don't 



know.

I didn't state explanation as part of my method explicitly, but I gave
a high level example of it below (why freedom to homeschool is on my
list). If explaining my criteria were the main point I would have
provided much more detail. I do have explanations for what matters to
me and what doesn't, the importance of each factor and each country's
score.

Criticism is also something I didn't state explicitly, but is integral
to the method. I change my list of factors, and the importance of each
factor, and the scoring of countries on each factor based on
criticisms I am persuaded of.

Perhaps I should have stated these things explicitly, but my core
point is this: For each person, there is an objectively best country,
but the objectively best country for one person is not necessarily the
same as the objectively best country for another person.

Or stated another way: once you eliminate the shitholes (which aren't
best for pretty much anyone), every country is the best for some
people but also worse for others.

It's reasonably common that people do some explaining and criticizing but don't 
mention it as part of their methodology. This comes up a lot with inductivists who 
claim to do induction but actually are doing a lot of explaining and criticizing, 
which is the effective part of what they do, but then they claim their methodology 
is induction and that since they are somewhat effective then induction must 
work (since they incorrectly claim it's the only thing they're doing).

My list of factors will not be exactly the same as someone else's
because these are at least somewhat determined by my life situation.
For example, freedom to homeschool is a factor for me because I have
children of school age. A childless person might not need to consider
that.
My importance rating of each factor will not be exactly the same as
someone else's, for the same reason that my list of factors is not the
same.



My score for each country on each factor should reflect the objective
reality of the situation and so should be similar to another person's,
but is always subject to error so in practice will not be the same
either.

That Szasz doesn't get more traction
is one reason to believe this.

Which countries does he get a lot of traction in?

I thought it is, sadly, none.

People then begin to accept the restrictions as a new "norm" for 
employment. Maybe that's okay. Maybe that's how Americans might like 
their culture to be. If you don't like it, you can work for yourself and be 
free. America allows that. But then most of your fellow citizens believe 
that if you want to work with other people in a company then you have to 
submit yourself to health checks and arbitrary standards and invasive 
medical tests. What a strange, brave new world, that might be.

Of course, in the USA, more than Australia and some other great, free 
countries, it's harder to get a job for lots of people right now because the 
unemployment rate is so (comparatively) high. (About 8% or just under 
for the USA and just under 5.5%  for Australia).

That is not really the unemployment rate in USA. For example, some 
people get monthly disability checks instead of welfare checks. They re-
enter the workforce at a very low rate and don't count as unemployed. 
Others gave up on finding a job and haven't looked in the last 6 months, 
and they don't count either.

No doubt the rate for Australia is wrong too. I don't know what the real 
rates are, or which is higher (not that it matters).

So should we just make it up then, or feign ignorance?

We should accept our genuine ignorance.



I reckon it's better to at least quote some figures from people who actually 
study this stuff.

It's better to recognize ignorance than quote bad figures.

Or maybe just take a stab in the dark and say they are wrong?

Giving reasons the standard figures are wrong is not stabbing in the dark.

Also one of the causes of unemployment is holding out for a better job 
which you believe you will be able to get in the future if you keep looking. 
So high standards and great opportunities can actually cause some 
unemployment. So what? Unemployment should not be thought of as 
strictly a bad thing.

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/

Yeah, who cares if the figures come from this place, right? Better to just say 
the figures, whatever they
are, are wrong.

Perhaps rather than saying the figures are wrong, and why...you tell us what 
the real figures are.
And why those figures are better.

Unemployment figures have systematic errors for the reasons I said. You 
have not addressed these points.

Are you claiming to have a way to get accurate figures? What is the method?

Just saying "I gave a source" type of stuff is an appeal to authority which 
ignores the substance of my arguments.

http://www.abs.gov.au/ausstats/abs@.nsf/mf/6202.0
http://www.statista.com/statistics/17332/unemployment-in-the-us/


And the population of the USA is huge in comparison which means the 
sheer number of unemployed people is as much as the entire population 
of Australia. That's a lot of people competing with you for employment if 
you want to work for a company...and that means you might be willing to 
let the company invade your privacy so you can get paid by them.

Another fallacy quality argument. the absolute numbers don't matter. 
you've got to look at something better, say the candidates per job opening. 
usa has more people but also more new jobs opening up (because there's 
more companies, roughly in proportion to how many more total people 
there are).

Anyway, given the USA cultures' current obsession with (a) the authority 
of the medical professions and (b) deference to the power of corporations  
- I wonder if there's a cultural "shift" going on where the society is just 
coming to accept a companies "right" to set any old arbitrary rules for 
employment? Soon, perhaps, if you decide to work for some company, 
they can just test your blood as soon as you walk in the door and if you 
don't meet some benchmarks maybe you don't get paid that day. You can 
always leave whenever you want. But that's annoying. You have to find 
another job. And maybe there are very few to pick from and they are all 
demanding similar tests. So you have to work for yourself. But meantime, 
you're struggling to pay for your food and your rent is due.

I don't know, I don't live in the USA. But I can imagine that Australian 
culture would reject this outright. My feeling is that there would be a huge 
backlash, people would stop buying from the pharmacy in question in this 
story and probably the workers would just resign. And there would be 
other jobs to go to. In fact lots of jobs if you want to go and work in the 
mines in the West where we are desperate for workers. We are starting 
to consider shipping them in from overseas we are so desperate for 
workers. Companies in Australia have to let their workers have lots and 
lots of freedoms because if they restrict them, they can't fill the positions.

In the USA I get the impression, maybe it's false, that there are just so 



many really really poor people that this company can set whatever 
strange rules it wants and people will still want to work there - because 
they are desperate for a job when the economy is in a bit of a downturn.

This impression is primarily due to anti-American propaganda. Stop 
believing such nonsense uncritically without investigating.

America seems to me to be on a bit of a downhill slide. It's a shame.

That's the uncritical believing impressions I was talking about.

You aren't giving rational arguments. This is just the sort of superstition-
quality thinking you and Harris would yell at religious people for.

It doesn't seem to be making progress as fast as other places.
Like Australia.

I know where I'd rather be.
I'd rather be in a place with an economic boom (here) where we export 
massive amounts of resources - mainly
minerals and coal - to Asia, mainly China. And there's little signs of slow 
down.
Not a place like America where companies seem to be shutting down all the 
time. The stuff you used to do well,
like make cars goes by the wayside. You can crow about silicon valley...but 
what else do you have that Australia
doesn't? Very little. And whatever you have, we can too, if we wanted.

And unemployment is higher, likeI said.

If I was raising a kid...I'd want them in Australia. They'd be safer, they'd 
have a greater opportunity to be wealthier,
healthier and by the time they wanted to do stuff for money their prospects 
would be way better here.

Depends on the field. Some opportunities are better in America. Some
are better in Australia. The kind of opportunities I really like are
the ones that don't depend on where you live.



And there's way fewer natural disasters.

What? I hear about fires and floods and droughts and cyclones in
Australia quite frequently.

America is great. Way better than most places in the world.

But Australia is better than the USA.

Perhaps for your life situation it is. Or perhaps not, but as Elliot
said without a methodology you're just guessing.

None of this is anything like a comprehensive or researched analysis.

Take safer. Safety in America varies a lot by location. Aggregate national 
statistics (which you don't even bother with) aren't important here.

If you looked at 1000 good places to live in USA and Australia and compared 
the safety in those places, that would maybe get you some kind of useful 
information. My guess would be that both countries do great on this test, 
neither wins, (but a lot of other countries besides the best ones would lose by 
comparison).

This is a great example of why you have to do individual factor
analysis to compare non-shithole countries. To think intelligently
about safety you have to think about, for example, crime and guns.

If your idea of safety is that if a criminal comes at you, you have
the means available to defend yourself then America is way safer than
Australia. Australia has pretty draconian gun laws compared to
America; civilians are for most practical purposes disarmed.

You mean civilians who aren't criminals :/

Many criminals don't care to obey the gun laws, so they aren't disarmed as 
much.



Yes, this is particularly true today in American cities with
restrictive gun laws and other "gun free zones", because it is very
easy for anyone in America to get guns elsewhere and bring them in.

In countries with very restrictive gun laws throughout the entire
country it is still a factor, but less relevant because it is actually
significantly difficult there for anyone including criminals to get
guns in the first place. And most criminals are lazy and ineffective.
They might want a gun, but are too stupid to get one when a country
makes it difficult. If they were smart, they could also do other
things well and wouldn't be criminals.

I would emphasize that I think this situation is a phenomenon with a
fairly long and well established track record, *but* one with a
vanishingly short future.

Most people in the world are only dimly aware of 3D printing and what
it will mean for the efficacy of laws banning the importation,
manufacture, or sale of pretty much any manufactured good. That
includes, especially, guns. How effective will gun laws anywhere in
the world be when a criminal can print a fully functional gun in their
basement? Answer: not at all effective.

3D printed guns will have a relatively small impact on the USA,
because we've already got ready access to guns as a society. Lots of
good people in America own and know how to use guns, and our police
know how to deal with armed citizens and crminals much better than
other countries, and other things like that. 3D printed guns will be
less expensive and no background check compared to today's
manufactured guns, but that won't be a huge change in America because
expense and background checks are not currently a high barrier to
owning guns in the US for either good or bad civilians. Almost every
American who wants a gun (criminal or not) already has one.

3D printed guns will be a huge change for pretty much every other
non-shithole country in the world. The UK and most of Western Europe
and Australia especially will have an enormous adjustment to make and
a choice between draconian and ultimately ineffective technological
controls or a rapid and painful "Americanization" of their gun



culture. Criminals *will* all get guns in these countries at a very
rapid rate and the non-criminal civilian population and police force
will struggle to adapt. The transition in Switzerland, Israel, and New
Zealand, and some countries in the Americas will be somewhat easier as
those countries have somewhat greater availability of guns today than
the former list, but nowhere near what the USA is used to.

Almost everyone in the countries that will be hardest hit by this
transition to ready gun availability are totally clueless that it is
coming. They look at news reports from America of shootings and think,
"thank God it isn't like that here." I think it's about to get way
worse for them.

Ultimately, they will adapt and be better for it. But the transition
is going to be quite difficult and painful.

How far out is this transition? I don't know, maybe as short as a
couple of years away or maybe as long as 20 though that much time
would be surprising. Core technology has a way of lingering around in
hackerville (hackers are already 3D printing gun parts) for a while
until someone figures out how to make it really easy and then everyone
picks it up shockingly quickly. But sooner or later I'm quite
convinced it will happen.

On the other hand if your idea of safety is that the government takes
away more of the criminal's availability of guns so if a criminal
comes at you it's much more likely you'll just be beaten rather than
shot, then Australia is way safer than America.

I don't know about that. Say I'm a criminal. In Australia maybe it's harder for me 
to get a gun, but safer to use one. If I can get one, my main concern would be 
getting longer jail time if caught, but apart from that I want it. In America maybe I 
can a gun easier, but I might not want to use one for more reasons. Using a 
firearm in your crimes can get you longer jail time in America too, but it can also 
get you shot by other people with guns. Whereas if you just punch them or 
something then no one is likely to shoot you even if they have a gun.

This is true, but criminals almost by definition are not good
thinkers. They don't rationally evaluate their chance of getting shot
as much as they should. And in pretty much any non-shithole country,



if you use a gun in a crime once you're going to be hunted effectively
by the police and put in jail for a long time. So shot or not, repeat
firearm offenders are relatively rare as compared to, say, repeat
thieves.

My idea of safety is the American way. I want to be able to be armed
to defend myself from criminals. So for my life, America is better in
that regard.

Guns are also especially important for women, children and the elderly who are 
physically weaker. Guns are an equalizing force that let people who are no good 
at punching be just as powerful as anyone else in a fight. That's a really good 
thing.

Yes, and America stands pretty much alone in this regard among
non-shithole countries. A few countries are somewhat better than
others (the aforementioned Switzerland, Israel, and New Zealand) but
even they are not close to the US in making guns available to the
physically weak.

Also, its not just guns! I have been shocked at how many countries
will not allow even pepper spray within their borders. It's sad, but
as I say above I'm convinced that technology is going to render such
rules functionally obsolete in relatively short order.

--Jason

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Are emotions learned or inborn? BoI Infinity <beginning-of-
infinity@googlegroups.com>
Date: March 24, 2013 at 10:37 AM

http://curi.us/1258-xvii

Are emotions learned or inborn?

They are learned. They are ideas. They are thoughts. That we often don't 
recognize them as ways of thinking and just ideas is one of the things wrong 
with them. They aren't a very good way of thinking.

Babies and young children appear to have emotions. It seems a bit improbable 
they already learned them from people somehow. So what's going on?

Seeing a behavior we associate with an emotion does not mean the person is 
feeling that emotion. There is an assumption there that he thinks like us, and 
expresses ideas and emotions just as we would. But the whole idea here is this 
child does not yet think like us, and doesn't know about emotions. So if you see 
a behavior you do not know what the thought process behind it is. It isn't like 
yours. There is, prima facie, no evidence the child is being emotional.

Of course, parents then go and tell them they are being emotional and 
encourage it. "Oh, you seem angry." Or, "She looks so happy." And it's a classic 
situation that a parent says his child is upset/angry (and calls it a "tantrum") and 
the child says he isn't being emotional and he just wants the actual thing in 
dispute and the parent isn't listening. Notice how the parent interprets something 
in terms of his emotions, and the child denies he is thinking that way, and the 
parent then insists really it is emotions and tries to force that interpretation on 
the child.

Unfortunately teaching of emotions is largely inexplicit. Just avoiding statements 
like, "and how did you feel after susie did that?" or "i know you're upset about 
XXX, but..." is not enough. i expect emotions will be passed on pretty much 
completely normally even if you never say anything like that. we don't know their 
exact mechanisms and logic.

We can teach emotions by doing emotions in front of our kids. For
example, a kid gets sad about something, and his parent comes along

http://curi.us/1258-xvii


and coddles kid and makes sad faces in order to show that the parent
is "there" for the kid. I advise against this. Just talk. No need to
layer the discussion by mimicking the kid's facial expressions.

Another example. Kid falls and its clear to the parent that he might
have gotten hurt. Some parents freak out, run over to the kid, already
making scared faces and tones and saying things like "OMG ARE YOU
OK?!?!?"  (Note that this happens because the parent *is* scared,
which is stupid.) The kid looks to parent for advice and freaks out
too and starts crying. Instead, I advise not being scared because
chances are that he isn't majorly hurt -- and because making scared
faces and saying OMG will scare the shit out of your kid!

Also, just by being scared you might think irrationally which can
cause more harm to your kid because you might do the wrong thing. For
example, if you wake up and find out that your kid has a high temp,
you might get scared, and now you might be thinking irrationally, so
you might decide to rush to the hospital. This is a bad way to solve
this problem. What should be done first is to reduce the temperature
with a cold bath and a fever reduces like acetaminophen. Going to the
hospital instead could cause brain damage during the trip there. Also
doctors can't do anything better than a cold bath and a fever reducer.

if we can't suppress the idea of emotions, what should we do? well suppressing 
it isn't a good idea anyway! that's not truth seeking! if your kid picks up the idea 
of emotions who cares? just don't coerce him about them, don't hurt him, so he 
doesn't get irrational entrenchments. the truth seeking approach is freedom of 
thought and information. just convey the some rational ideas about emotions 
too, and give some advice, and criticize the emotional way of life, and let the 
truth win out.

Grammar error on "convey the some rational ideas".

what is a rational approach to emotions? at the least: they aren't necessarily 
right. emotional choices need to be backed by reasons to be any good. making 
decisions based at all on how you feel is not the way to find the truth, or to make 
good choices, or to have a life worth being happy about. and emotions aren't 
that important. at least if you don't think they are. people make such a big deal 



about them they create their importance. just don't think about it too much and 
it's not such a big deal.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] How to eat
Date: March 24, 2013 at 10:39 AM

http://curi.us/1258-xvii

When was the last time you weren't sure if you were hungry and thought about it 
for a while before you made a decision? Probably this is rare at best; you 
probably are thinking it's too obvious not to know.

Probability only makes sense for physical events. And I know Elliot
knows this. So my first interpretation is that... wait, I found
something that doesn't make sense...

What is the "this" in "Probably this is rare at best" referring to?
The previous sentence is a question asking "When was the last time
[X]?"  Is "this" == X? I think it is, so my first interpretation is...

Now I'm thinking that 'probably' is referring to the set of all people
reading your post. So the person reading your posting is probably an
irrational eater. This is true.

If you always seem to know if you are hungry the very likely reality is that you 
aren't listening to signals from your body much at all (because those aren't 
perfect and aren't always so obvious and sometimes take some attention and 
thought to figure out) and you are deciding without thinking. And the result of 
that would be: you don't eat only when hungry; you don't even know if you are 
actually hungry most of the time.

When was the last time you were hungry and ignored it for a while? You don't 
like to do that? That's very strange. Eating promptly isn't that important. You 
should reasonably often be in the middle of something you prefer to continue. 
Sometimes you should be so engrossed you completely forget to eat. Not eating 
for a while is no big deal. So why then is the "eat less" diet so hard? It's not 
because eating less is hard. Just do something else. Just don't pick up a fork. 
It's not because hunger prevents you from doing things you are really into and 
focussed on and enjoying. It's either because you are bored all the time and 
your hunger is more interesting than the crap you do. Or you are just wildly 

http://curi.us/1258-xvii


irrational about food.

Being wildly irrational about food would be no surprise. Our culture is obsessed 
with food, and with weight, and with appearance, and with sex, and there is 
huge pressure on people, and people try diets all the time, and think in concepts 
like whether a calories is "worth it" and attempt self denial all the time. Which all 
suggests that people's eating habits haven't got much to do with hunger, and 
have a lot to do with reactions to this huge cultural pressure (going along with it. 
or rebelling. either way the eating habit probably has more to do with that than 
hunger. the only way for your eating to really be hunger-based is if you don't 
much care about pop culture food/weight/sex/appearance attitudes.)

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Jordan Talcot <jordan.talcot@gmail.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: [TCS] Treating fevers (was: Are emotions learned or inborn?)
Date: March 24, 2013 at 12:26 PM

On Mar 24, 2013, at 7:37 AM, Rami Rustom <rombomb@gmail.com> wrote:

Also, just by being scared you might think irrationally which can
cause more harm to your kid because you might do the wrong thing. For
example, if you wake up and find out that your kid has a high temp,
you might get scared, and now you might be thinking irrationally, so
you might decide to rush to the hospital. This is a bad way to solve
this problem. What should be done first is to reduce the temperature
with a cold bath and a fever reduces like acetaminophen. Going to the
hospital instead could cause brain damage during the trip there. Also
doctors can't do anything better than a cold bath and a fever reducer.

You are not supposed to give cold baths to someone with a fever. If you give a 
bath, it should be lukewarm. (Source: 
http://www.nlm.nih.gov/medlineplus/ency/article/003090.htm )

Fevers are rarely high enough to cause brain damage (that usually doesn't 
happen below 107ºf). But if you do think that the fever might cause brain damage 
before you could even drive the child to the hospital, you should probably call an 
ambulance.

There are things that the hospital can do to help someone with a high fever that 
you can't do at home, like lower their body temperature in a controlled way while 
monitoring all their vital signs to make sure it is not being lowered too much. They 
can also administer an IV, and test for possible causes of the fever like 
meningitis.

Jordan

-- 

http://www.nlm.nih.gov/medlineplus/ency/article/003090.htm


You received this message because you are subscribed to the Google Groups 
"Taking Children Seriously" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to taking-children-seriously+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Objective Truth and Common Preferences
Date: March 24, 2013 at 1:22 PM

On Mar 24, 2013, at 6:11 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://fallibleideas.com/objective-truth

There is an objective truth. It's one truth that's the same for all people. This is 
the common sense view. It means there is one answer per question.

In any conflict, a common preference is possible. But there are
multiple common preferences possible. How does this reconcile with the
idea that each question has only one answer?

What *unambiguous* question has multiple direct, correct answers?

Is this another case of
having multiple questions (your essay talks about this sort of common
mistake among moral relativists)?

Lets say the question is: John and Bob want to eat lunch so where
should they eat?

This question is ambiguous in lots of ways. For example, maybe it wants the 
absolutely 100% ideal choice given some list of criteria and careful calculation. Or 
maybe it wants a list of all places above a certain standard. Or maybe it wants an 
answer more like, "At whichever place they think of first that is good enough, to 
keep restaurant finding costs low."

John and Bob want to eat lunch so where should they eat [each wanting
to find a common preference, while not knowing the other's
preferences]? This question actually has no answer.

John and Bob want to eat lunch so where should they eat [each wanting
to find a common preference, knowing that John has preference A and
Bob has preference B, and that A and B conflict]? This question
doesn't have an answer either.

http://fallibleideas.com/objective-truth


John and Bob want to eat lunch so where should they eat [each wanting
to find a common preference, knowing that John has preference A and
Bob has preference B, and that A and B conflict, and that the part of
A that conflicts with B was irrelevant to begin with]? So the answer
is C, which is to do the part of A that doesn't conflict with B.

Is that the right way to reconcile every-question-has-only-one-answer
with the fact that there are multiple possible common preferences for
any given conflict?

I don't follow.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How do you think so that you come up with good ideas? What's 
the secret?
Date: March 24, 2013 at 1:42 PM

On Mar 24, 2013, at 3:39 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sat, Mar 23, 2013 at 11:52 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 23, 2013, at 12:38 PM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1258-xvii

How do you think so that you come up with good ideas? What's the secret?

In general:

keep an open mind
examine all sides of an issue

My first interpretation was that the "all sides" part is infallibilist.

Why?

If someone look at a bunch of sides, and then decided that he had
found *all* of them, that means that he is absolutely sure that there
are no others. That is infallibilist.

Or are you asking why that was my first impression?

This argument doesn't make sense. He could conjecture he found all sides, not 
find any criticisms of it (e.g. a side he missed), and tentatively accept it. He could 
take that position without thinking he's absolutely sure.

All possible sides wouldn't be infallibilist, it'd be impossible, since there'd be 
infinitely many.

My second interpretation was "all (known) sides of an

http://curi.us/1258-xvii


issue", which is fallibilist. My third interpretation was that "known"
refers "known to the public and easily accessible by anyone on the
internet with the necessary skills to find the right info".

What it actually means is you do your best to look at it from lots of sides, not 
just one side. You make a reasonable effort to look at it in different ways 
instead of just one or two.

try to connect different ideas

For example, read Rand and Mises and look for conflicts between them.
I found that Mises has some anti-Objectivist ideas and I think Rand
was right -- namely Mises thinks morality is relative, and that ends
justify the means.

That's a serious accusation. Where does Mises say that?

I posted this in my notes on _Liberalism: The Classical Tradition_
which I posted to BoI here:
https://groups.google.com/d/msg/beginning-of-
infinity/D2uZg_uP87g/gE6x9t99MpYJ

...there is nothing good or bad in and of itself. Human actions become good or 
bad only through the end that they serve and the consequences they entail.

I think this is moral relativism. I think it says: The ends justify
the means. This is how parents justify coercion of their children and
how psychiatrists justify coercion of the "suicidal".

Sounds to me like he said actions have to be evaluated in context.

Objectivism and Critical Rationalism are both big on context too. (Critical 
Rationalism calls the full context the "problem situation" and the more immediate 
context may be the "problem".)

Also, the book is here:

https://groups.google.com/d/msg/beginning-of-infinity/D2uZg_uP87g/gE6x9t99MpYJ


http://oll.libertyfund.org/index.php?
option=com_staticxt&staticfile=show.php%3Ftitle=1463&layout=html

it's helpful to post the link so people can read the context easily.

note that i guessed mises meant context before reading the context of the quote. 
now that i look at it, i see the paragraph concludes:

Even Leonidas would not be worthy of the esteem in which we hold him if he 
had fallen, not as the defender of his homeland, but as the leader of an invading 
army intent on robbing a peaceful people of its freedom and possessions.

in other words, the context of the actions matters a lot. "killing people" isn't good 
or bad out of context, it depends on things like whether it's defense or offense.

the prior part of the paragraph also talks about the contextuality, rather than 
absoluteness, of whether various actions are virtues.

Liberalism, which is based completely on science and whose policies 
represent nothing but the application of the results of science, must be on its 
guard not to make unscientific value judgments. Value judgments stand 
outside of science and are always purely subjective. One cannot, therefore, 
classify nations according to their worth and speak of them as worthy or as 
less worthy. Consequently, the question whether or not the Russians are 
inferior lies completely outside the scope of our consideration. We do not at all 
contend that they are so. What we maintain is only that they do not wish to 
enter into the scheme of human social cooperation. In relation to human 
society and the community of nations their position is that of a people intent on 
nothing but the consumption of what others have accumulated. People among 
whom the ideas of Dostoyevsky, Tolstoy, and Lenin are a living force cannot 
produce a lasting social organization. They must revert to a condition of 
complete barbarism. Russia is endowed far more richly by nature with fertility 
of soil and mineral resources of all kinds than is the United States. If the 
Russians had pursued the same capitalistic policy as the Americans, they 
would today be the richest people in the world. Despotism, imperialism, and 
Bolshevism have made them the poorest. Now they are seeking capital and 
credits from all over the world.

http://oll.libertyfund.org/index.php?option=com_staticxt&staticfile=show.php%3Ftitle=1463&layout=html


I think this part is moral relativism: "Value judgments stand outside
of science and are always purely subjective." Why shouldn't we say
that America is better than Russia? It is!

Austrians use the word "subjective" in a different way than Objectivists. This is a 
mistake. The Objectivist way is better. But the mistake the Austrians are making 
is a terminology mistake, it doesn't make them relativists or subjectivists (in the 
proper Objectivist sense).

There are articles about this. I read one that was OK a while back but I forget 
which one it is. You can find some here:

https://www.google.com/search?
client=safari&rls=en&q=austrian+subjectivism+objectivism&ie=UTF-8&oe=UTF-8

Mises is also divorcing moral philosophy from political and economic philosophy. 
This is a mistake too, but it isn't moral relativism. When he says something is out 
of scope (off topic) he isn't denying it exists or matters. He's just having an 
insufficiently integrated-connected way of thinking, where stuff is overly divided 
up into separate topics, and he talks about one topic at a time.

This isn't all bad. Mises is methodical and organized. He keeps all kinds of 
irrelevant stuff out of his economic discourse and goes through issues from a 
valuable perspective. However, the best perspective is more integrated.

If you look at the *meaning* of the paragraph, it doesn't explain or advocate moral 
relativism. It's not about that and doesn't say that. It's important to consider what 
he's talking about and what points he is trying to make (e.g. that value judgments 
are off topic is a main point, and he wants to see what we can say without them).

-- Elliot Temple
http://elliottemple.com/

-- 

https://www.google.com/search?client=safari&rls=en&q=austrian+subjectivism+objectivism&ie=UTF-8&oe=UTF-8
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] How to eat
Date: March 24, 2013 at 1:52 PM

On Mar 24, 2013, at 7:39 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1258-xvii

When was the last time you weren't sure if you were hungry and thought about 
it for a while before you made a decision? Probably this is rare at best; you 
probably are thinking it's too obvious not to know.

Probability only makes sense for physical events. And I know Elliot
knows this. So my first interpretation is that... wait, I found
something that doesn't make sense...

"Probably this is rare at best" refers to how often an event happens (hungry and 
thought about it for a while before making a decision). it's not saying an idea has 
a probability of being true, which is the main thing you want to watch out for. it's 
just imprecise language to deal with uncertainty (for many readers that event is 
rare, but for some it's common, and i don't know which type is reading it currently, 
i can't tailor the text individually like that, i have to talk to them while having 
incomplete information. talking about probability can be a clumsy way to talk 
about incomplete information, but not so easy to fix.)

"you probably are thinking..." (more normally "you are probably thinking") is an 
inexact colloquialism. It's a common phrase with a well known meaning that isn't 
trying to make mathematical claims about probability, nor does it say some idea is 
probably true.

The meaning is not entirely exactly clear, but people understand it decently well.

The phrase isn't great, but it works ok and isn't so easy to replace.

It has to do with guessing what many readers might be thinking at this point in the 
presentation, and explicitly setting that up to be addressed. This is a reasonable 
thing, conceptually. It's good to think of common reactions and objections and 
address them, and doing it explicitly is OK.

http://curi.us/1258-xvii


One thing I'd suggest when criticizing wording is to suggest better wording. 
Imperfect wording is really common. But in a lot of cases, even if it's not perfect, 
I'm not going to go edit some old post unless I have a better idea. Sometimes you 
may find that better wording is hard to come by.

What is the "this" in "Probably this is rare at best" referring to?
The previous sentence is a question asking "When was the last time
[X]?"  Is "this" == X? I think it is, so my first interpretation is...

Now I'm thinking that 'probably' is referring to the set of all people
reading your post. So the person reading your posting is probably an
irrational eater. This is true.

addressed above, i think.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] reform
Date: March 24, 2013 at 5:42 PM

http://www.curi.us/1569-plastic-bag-bans-are-not-reforms

-- Elliot Temple
http://beginningofinfinity.com/

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [RP] milton friedman is bad
Date: March 24, 2013 at 8:00 PM

If you thought Milton Friedman was some sort of capitalist, or worthy of respect, 
you were wrong.

http://mises.org/daily/4174

The first day was highlighted by an opening evening banquet. In the late 
afternoon, Milton Friedman, who resides in Vermont, arrived at the South 
Royalton Inn, the site of the conference. Surrounded by a multitude of people, 
he declared that the optimum government policy would be one to insure zero 
inflation. When someone asked if it wouldn't be more optimal for the money 
supply to be kept constant and allow prices to gently fall with greater 
productivity, Friedman grudgingly conceded that it probably would be the more 
optimal choice.

Soon afterward, Friedman led the group out to the hotel porch where he 
proceeded to wax eloquent over the merits of "indexing." (For a critique of 
indexing, see "Uncle Miltie Rides Again,"Libertarian Forum, May, 1974). After 
listing economists from 1702 to the present who have supported an index 
program, someone asked if we could now see a pure application of the program 
in the military dictatorship of Brazil? To which Friedman conceded, yes. He was 
then asked if this verified what his son, David, said at a meeting of the 
Philadelphia Society, that he (Milton) had latent fascist tendencies. Friedman 
muttered that he felt that David had been unfair.

At the dinner that evening, Henry Hazlitt reminisced about how he first met 
Ludwig von Mises in the 1940s. W.H. Hutt talked about the contributions that 
Mises made to economics, and Murray Rothbard related some of the anecdotes 
Mises told during his graduate seminars at NYU. When Milton Friedman was 
asked to make a few comments, he admitted that Mises had made a few 
contributions, but that he was much too "extreme." And, besides which, 
Friedman added, there was no such thing as "Austrian economics," only good 
economics and bad economics. (A rather unusual statement, because just a few 
weeks before, he had been on public television and spent several minutes 
explaining the special characteristics of "Chicago Economics.")

http://mises.org/daily/4174


Ugh.

Why do such bad thinkers get such good reputations they don't deserve?

Is it because his mistakes and flaws are appealing to the lefty intellectuals who 
dominate a lot of intellectual culture and discourse?

But you don't hear libertarians (for example) disowning him (or Hayek) as an 
enemy.

-- Elliot Temple
http://beginningofinfinity.com/

-- 
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From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [Objectivism Discussion] Emotions
Date: March 24, 2013 at 8:19 PM

http://aynrandlexicon.com/lexicon/reason.html

There is no necessary clash, no dichotomy between man’s reason and his 
emotions—provided he observes their proper relationship. A rational man knows
—or makes it a point to discover—the source of his emotions, the basic 
premises from which they come; if his premises are wrong, he corrects them. 
He never acts on emotions for which he cannot account, the meaning of which 
he does not understand. In appraising a situation, he knows why he reacts as 
he does and whether he is right. He has no inner conflicts, his mind and his 
emotions are integrated, his consciousness is in perfect harmony. His emotions 
are not his enemies, they are his means of enjoying life. But they are not his 
guide; the guide is his mind. This relationship cannot be reversed, however. If a 
man takes his emotions as the cause and his mind as their passive effect, if he 
is guided by his emotions and uses his mind only to rationalize or justify them 
somehow—then he is acting immorally, he is condemning himself to misery, 
failure, defeat, and he will achieve nothing but destruction—his own and that of 
others.

Good stuff. So many people declare their emotions are "natural", refuse 
responsibility for them, do not make a serious effort to control/determine/fix/etc 
their emotions, and then live badly. And claim they are blameless!

Emotions are not a roadblock preventing progress and improvement. We aren't 
doomed to suffer them. And nor are they infallible. They can be wrong, and in 
such cases should be improved.

-- Elliot Temple
http://fallibleideas.com/

-- 
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to objectivism-discussion+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: [RP] milton friedman is bad
Date: March 24, 2013 at 11:31 PM

On Mar 24, 2013, at 7:04 PM, Jason <auvenj@gmail.com> wrote:

On Sun, Mar 24, 2013 at 5:00 PM, Elliot Temple <curi@curi.us> wrote:
If you thought Milton Friedman was some sort of capitalist, or worthy of 
respect, you were wrong.

http://mises.org/daily/4174

The first day was highlighted by an opening evening banquet. In the late 
afternoon, Milton Friedman, who resides in Vermont, arrived at the South 
Royalton Inn, the site of the conference. Surrounded by a multitude of 
people, he declared that the optimum government policy would be one to 
insure zero inflation. When someone asked if it wouldn't be more optimal for 
the money supply to be kept constant and allow prices to gently fall with 
greater productivity, Friedman grudgingly conceded that it probably would be 
the more optimal choice.

Soon afterward, Friedman led the group out to the hotel porch where he 
proceeded to wax eloquent over the merits of "indexing." (For a critique of 
indexing, see "Uncle Miltie Rides Again,"Libertarian Forum, May, 1974). After 
listing economists from 1702 to the present who have supported an index 
program, someone asked if we could now see a pure application of the 
program in the military dictatorship of Brazil? To which Friedman conceded, 
yes. He was then asked if this verified what his son, David, said at a meeting 
of the Philadelphia Society, that he (Milton) had latent fascist tendencies. 
Friedman muttered that he felt that David had been unfair.

At the dinner that evening, Henry Hazlitt reminisced about how he first met 
Ludwig von Mises in the 1940s. W.H. Hutt talked about the contributions that 
Mises made to economics, and Murray Rothbard related some of the 
anecdotes Mises told during his graduate seminars at NYU. When Milton 
Friedman was asked to make a few comments, he admitted that Mises had 
made a few contributions, but that he was much too "extreme." And, besides 
which, Friedman added, there was no such thing as "Austrian economics," 
only good economics and bad economics. (A rather unusual statement, 
because just a few weeks before, he had been on public television and spent 

http://mises.org/daily/4174


several minutes explaining the special characteristics of "Chicago 
Economics.")

Ugh.

Why do such bad thinkers get such good reputations they don't deserve?

Is it because his mistakes and flaws are appealing to the lefty intellectuals who 
dominate a lot of intellectual culture and discourse?

In my experience Milton Friedman is promoted by conservatives and
hated by lefties.

I know Milton Friedman for his extensive work in regard to school
choice. He is a proponent of school vouchers, and has an active
foundation promoting them: http://www.edchoice.org/
The foundation claims to support all forms of school choice, but in
practice what they spend the majority of their time and money pushing
is school vouchers.

I quite strongly oppose school vouchers, and have for over a decade. I
call vouchers, "Food stamps for education". Vouchers are not
empowering.

Vouchers are not a good system. However, aren't they a better system than 
public schools? Public schools are a really bad system!

They encourage a whole new class of government dependency,
and hide it behind names of "choice" and "free market". People who are
currently sending their kids to private school on their own, or
homeschooling, are encouraged by vouchers to take a government
handout.

Not exactly. They are currently paying for public schools they don't use. It's more 
of a restricted refund of part of what is being taken from them.

Schools that are operating independent of government today,
with vouchers find themselves on the indirect receiving end of tax
money and thereby become interested in protecting and expanding that
government cash stream. It's much better to allow people to keep their

http://www.edchoice.org/


own money in the first place, than to require them to send it to
government and then receive a voucher back.

Of course. But if it is taken, isn't it better to return it badly than to give it to public 
schools?

I've actively campaigned against school vouchers in my state, which
the Friedman foundation deceptively calls "Education Savings Accounts
(ESAs)". The Arizona ESAs are not savings accounts like 529 plans,
HSAs or IRAs. They're just vouchers by another name, because the
government makes the deposits into the account, not individuals. It's
tax money, not individual money. Opposing ESAs has put me directly at
odds with the Friedman foundation on several pieces of Arizona
legislation.

Well, I agree vouchers are not savings accounts...

I've also campaigned in favor of the alternative ideas around school
choice like universal tax credits, homeschooling, etc. I want there to
be more choice in education, just not more government dependency. In
regard to tax credits and homeschooling, I agree with the Friedman
foundation but that's not where most of their effort is so it's rare
I'm on the same side as them.

Why is a tax credit significantly different from, and better than, a tax-funded 
voucher?

Either way the govt is effectively giving out money to people who do certain 
things the govt chooses.

If you read the forms of school choice the Friedman foundation
supports you'll note that Arizona is cited twice. They are very
involved in education politics here, and every time I've seen them get
involved they're on the same side as the Center for Arizona Policy
(CAP - http://www.azpolicy.org/), a conservative Christian based
lobbying organization. And every time it's the lefties that oppose
them.

Conservatives generally like Milton Friedman's position on vouchers,
because they like the idea of using vouchers as a way to get more

http://www.azpolicy.org/


students into schools that can teach religion. I've had conservatives
tell me they wouldn't mind public schools if the courts would just
allow the teachers to teach Christianity and prayer in them. The main
reason they support "choice" is just to get more kids into an
environment where religion can be promoted!

I don't see it as a bad thing to want schools that teach what you think is important 
(though better if they teach what your child thinks is important. but that option is 
not even part of the debate).

It'd be better if they understood economics and political philosophy and so on. 
But most people don't. That doesn't mean wanting schools to teach values they 
approve of is bad.

Maybe you you don't like because of the violation of separation of Church and 
State. Well, indeed, and the government shouldn't be involved in education at all. 
But I don't think State involved in education implies the Church must be banned 
from education. I don't think if the State goes where it doesn't belong, Church 
must leave.

To me, religious parents wanting religious teachings is not really any different 
than atheist parents wanting secular teachings. Sure when it comes to evolution 
and God and some other things, I may agree with the atheists more. But to me it 
both looks like they want their own ideas taught to their kids. That's fine, good 
enough (better schools cater to kids not parents, but that's not even on the table). 
Better the parent's ideas taught to the kids than the State's! Even if I don't like a 
particular parent's ideas, I can still respect that parents setting the curriculum for 
their kids is way better than any of the current alternatives.

But you don't hear libertarians (for example) disowning him (or Hayek) as an 
enemy.

I think it's important not to think of oneself as "owning" anyone
other than oneself. The only person who speaks for me is me. Thereby,
there is no need for me to disown anyone, ever, because I never owned
them in the first place. I am quite clearly and publicly opposed to
Friedman on vouchers, and condemn his positions on them every relevant
chance I get, and that is quite enough. I'll debate the merits of
vouchers with anyone who supports them, but what good would it do for
me to spend time & energy condemning Friedman himself, rather than



just opposing the ideas that are bad?

If someone runs a libertarian organization, or is an active, vocal participant, or 
writes for a libertarian website, or something like that, they take on 
responsibilities.

If they just sit at home and read libertarian books, then whatever. But if they 
speak up they should do it well.

That means if they disagree in a major way with people they associate with, they 
should say so, They should have a disclaimer or something, not just let everyone 
think they agree with stuff they don't.

For example, if someone works at ARI but thinks Harry Binswanger or Leonard 
Peikoff is an irrational fool, they ought to say so. Publicly. The implicit 
endorsement from one's associations is too strong not to contradict it and just to 
pretend no one will get the wrong idea.

I have no particular opinion about your personal situation. But suppose you wrote 
at a group blog where other people endorsed all sorts of stupid Friedman and 
Hayek stuff. Just ignoring it wouldn't be good enough.

Your reply talks about two issues separate issues at once which makes this a bit 
hard to discuss.

There is first the issue of openly contradicting ideas people might reasonably 
think you liked. This is what I think is the important issue here.

Second there is the issue of people vs people's ideas. Of course the ideas are 
what matters. But what matters about people is their ideas. Talking about a 
person is a common and reasonably proxy for referring to all the person's ideas. 
There is no good name for the set of Milton Friedman's ideas (or just his relevant 
ones, as is usually meant) that doesn't mention him by name. So it's OK to use 
his name.

Talking about the whole set of ideas by a particular person makes sense because 
their ideas are not independent. There are lots of connections between the 
individual ideas, they fit together into a bigger picture.

Also, often the set of ideas someone has major themes. If those are bad, we can 



condemn something more general than just individual ideas.

When someone writes a bunch of books and is a public figure and stuff, and 
people know their name and endorse them by name, it matters to reject them by 
name too.

The stuff you quoted above sounds pretty bad too and, were it relevant
to an issue up for debate, I would oppose him in those areas too. But
when the Friedman foundation supports bills that favor tax credits and
homeschooling in my state I am on the same side as his foundation (and
the Christian CAP, too). So it would make no sense for me to rant and
rave about how bad *Friedman* is, to disown him, to kick him out of my
camp and call him an enemy or whatever. Friedman isn't on a piece of
legislation in my state legislature. Vouchers are, and tax credits
are.

When one collaborates with people in a limited way on a specific issue, that is not 
a blanket endorsement and no comment on their other positions is necessary (in 
general. sometimes it can be needed when certain things happen).

When one says things like "I am a libertarian", that's different, he is accepting and 
endorsing a package of lots of things. If he thinks some of those are bad, then he 
ought to say so! And the libertarian package, like many other packages, includes 
the sets of ideas of certain people (normally called less cumbersome things).

For example, it's irresponsible to endorse libertarianism without mentioning you 
think Rothbard is awful (if you do think that).

Also lots of people actually do endorse hayek, friedman and rothbard by name. 
For example, DD has often praised both Hayek and (milton) Friedman, by name.

He's mistaken. They are bad, not good. They have bad ideas. Lots and lots of 
bad ideas. He's wrong to consider them good thinkers with largely good ideas. He 
and others are wrong to have opinions like that Hayek improved the world more 
than Mises, when actually Mises was a major force for good and Hayek did a lot 
of evil.

It's easy to find many more people who praise Hayek and others by name, praise 
bad books by Hayek and others, deny Hayek and others had bad ideas, and so 



on.

That last one is interesting. There are people who say Hayek is great. THen you 
say "but he advocated a guaranteed minimum income". Then they say "no he 
didn't". Why do they think he's great if they don't know or like his positions? why 
do they name him if they don't care to learn what he advocated? what's going on?

you might think maybe they read some of his books and like his main ideas. but 
that's not true either. lots of his main ideas in his books are awful, and you can 
find people of libertarians who sing Hayek's praises anyway.

to deal with all this nonsense and confusion, i think there is value in pointing out 
major mistakes by hayek, friedman and others. one reason is so we can avoid the 
same mistakes. another is because all their supporters ought to learn to think 
critically, and maybe finding out hayek/etc weren't what they thought will get them 
to notice critical thinking would be useful. ("oh my god, i was so wrong! how could 
that happen? i better study up on stuff so i don't continue making a fool of 
myself!")

It's the same with the lefty groups I work with, only in reverse. I
ally with the lefty groups in opposing vouchers, but I oppose the same
lefty groups on tax credits and homeschooling. And I'm up front about
my reasons why. The leadership in the lefty groups knows why I'm on
their side when I am, and why I'm opposed when I am.

fine, but doesn't really have anything to do with what i was talking about.

the whole point is the people involved in your thing do know what you are and 
aren't endorsing. so in that case you're doing it right. large numbers of people, on 
the other hand, are doing it wrong.

I think the approach of having camps, and deciding who is in or out,
is a serious mistake. Having camps is a form of considering ideas
based on their source rather than their merit.

if people form a camp, there's nothing wrong with pointing out their camp sucks, 
people in their camp suck, etc

pointing this out by criticizing actual specific ideas and mistakes, of course.



like above. sure i called friedman out by name, but the actual main content of my 
email is about specific ideas that are bad. e.g. indexing and fascism and military 
dictatorship are bad. and accepting labels for groups of ideas like "chicago 
school" but rejecting "austrian economics" is bad, biased, unfair, stupid. (also 
rejecting such labels at all is bad. they are useful, much like the terms 
"Objectivism" and "Marxism" are useful. would you have liked my email better if i 
said "Friedmanism is bad"? but one doesn't normally call it that for more obscure 
sets of ideas. if people have never heard of "Friedmanism" it's better to say 
"Milton Friedman's ideas are bad" or something. or more normally the shorter 
"friedman sux" which means the same thing. what else would it refer to besides 
his ideas? his hair color? no one thinks i mean that. something else irrelevant? 
why would anyone think i was commenting on the irrelevant?)

The approach exemplified by you here is, I think, even worse than
that. Not only do you have your own camp,

do i?

you say camps are bad and now you're encouraging me to think i have one, 
when i didn't think that before.

i don't really get it.

normally if one is alone that isn't called a camp. or if only a handful of close 
friends could be admitted, it's still not a camp. that's just the normal situation of 
life when one doesn't join any actual camps or get really popular.

and decide that Milton
Friedman is out of your camp and worth condemning in his own right.

people are wrong about what friedman('s set of ideas) is good overall, what it's 
like, what themes it has, what characterizes it, etc. mistakes like this are good to 
criticize.

like if someone thought burke or rand was bad, or marx or chomsky was good, 
that matters. there's all sorts of bad ideas involved there, criticism is warranted 
and people can learn from it.



of course ideas are what matters, but ideas can and should be considered in 
groups. and individually. they should be looked at both ways. we have to 
(notionally, mentally) organize ideas, connect them, group them properly, etc, not 
just have an unsorted unconnected pile of individual ideas. each idea can be in 
multiple groups, of course. so we might have a group of ideas with a theme of 
freedom, our ideas about freedom. and one of those ideas might also be in our 
epistemology. no problem. and if we group them wrong, e.g. thinking an idea 
goes in the freedom group when it doesn't, that's a mistake. this is all just a way 
of understanding and organizing ideas, which is useful.

some people do it badly and criticism is warranted.

Then you presume that those who adopt a label describing a pretty
broad political category ("libertarians", not the political party
"Libertarians") also have a camp, and you presume that Milton Friedman
is *in* their camp simply because they don't "disown" him and call him
an enemy.

the word "libertarian" has meaning. trying to say it's so broad that we shouldn't 
criticize since there's no perfectly clear targets -- i don't really see the point. we 
need more criticism not less. if a criticism doesn't "hit" all the people in the group, 
who cares? it's still useful to lots of them.

and calling oneself by a vague label is bad anyway. so that is a criticism of all 
libertarians. except, you know, the ones who are libertarians less vaguely, in 
which case various other criticisms apply.

we should strive to present clearer targets for criticism, not to make it hard to 
criticize.

tons of libertarians actually do endorse friedman by name. there are tons of 
misconceptions about friedman's ideas in libertarian circles. these are concrete 
mistakes which are contradicted by things like the quotes above. i don't see why 
you object to spreading around the truth on matters like this.

You might want to consider whether there's some bias around your
apparent recurrent assumption that people you don't like are appealing
to lefties and libertarians rather than conservatives. Sometimes they
are, but sometimes not.



hayek and friedman are far more palatable to lefties than mises is. this may be 
the explanation of them winning more awards than mises.

i never said conservatives don't like hayek and friedman. you've made that up, i 
don't know why.

hayek and friedman are both particularly popular with libertarians. this is a fact. 
you can find tons of evidence of it with google. i've posted some such evidence 
before. i've also e.g. met many libertarians who say things like hayek is great, 
friedman is a capitalist, etc

these people are looking at a set of ideas (e.g. hayek's ideas or friedman's ideas) 
and evaluating it incorrectly. they misunderstand it, mischaracterize it, miss key 
themes, miss important things, etc... all this is an important mistake in their 
thinking worth criticizing.

if these criticisms don't apply to you, ok, i don't care. they are relevant to many 
other people.

-- Elliot Temple
http://curi.us/

-- 
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From: Rami Rustom <rombomb@gmail.com>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Re: [BoI] Treating fevers (was: Are emotions learned or inborn?)
Date: March 25, 2013 at 9:33 AM

On Sun, Mar 24, 2013 at 11:26 AM, Jordan Talcot <jordan.talcot@gmail.com> 
wrote:

On Mar 24, 2013, at 7:37 AM, Rami Rustom <rombomb@gmail.com> wrote:

Also, just by being scared you might think irrationally which can
cause more harm to your kid because you might do the wrong thing. For
example, if you wake up and find out that your kid has a high temp,
you might get scared, and now you might be thinking irrationally, so
you might decide to rush to the hospital. This is a bad way to solve
this problem. What should be done first is to reduce the temperature
with a cold bath and a fever reduces like acetaminophen. Going to the
hospital instead could cause brain damage during the trip there. Also
doctors can't do anything better than a cold bath and a fever reducer.

You are not supposed to give cold baths to someone with a fever. If you give a 
bath, it should be lukewarm. (Source: 
http://www.nlm.nih.gov/medlineplus/ency/article/003090.htm )

Fevers are rarely high enough to cause brain damage (that usually doesn't 
happen below 107ºf). But if you do think that the fever might cause brain 
damage before you could even drive the child to the hospital, you should 
probably call an ambulance.

and do a lukewarm bath while waiting for the ambulance.

There are things that the hospital can do to help someone with a high fever that 
you can't do at home, like lower their body temperature in a controlled way while 
monitoring all their vital signs to make sure it is not being lowered too much.

http://www.nlm.nih.gov/medlineplus/ency/article/003090.htm


uh, isn't shivering the indication that its too much?

They can also administer an IV, and test for possible causes of the fever like 
meningitis.

Right, but that is good *after* making sure the temp is not too high (e.g. 107).

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
You received this message because you are subscribed to the Google Groups 
"Taking Children Seriously" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to taking-children-seriously+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: [RP] milton friedman is bad
Date: March 27, 2013 at 8:58 PM

On Mar 25, 2013, at 11:01 PM, Jason <auvenj@gmail.com> wrote:

On Sun, Mar 24, 2013 at 8:31 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 24, 2013, at 7:04 PM, Jason <auvenj@gmail.com> wrote:

On Sun, Mar 24, 2013 at 5:00 PM, Elliot Temple <curi@curi.us> wrote:
But you don't hear libertarians (for example) disowning him (or Hayek) as an 
enemy.

I think it's important not to think of oneself as "owning" anyone
other than oneself. The only person who speaks for me is me. Thereby,
there is no need for me to disown anyone, ever, because I never owned
them in the first place. I am quite clearly and publicly opposed to
Friedman on vouchers, and condemn his positions on them every relevant
chance I get, and that is quite enough. I'll debate the merits of
vouchers with anyone who supports them, but what good would it do for
me to spend time & energy condemning Friedman himself, rather than
just opposing the ideas that are bad?

If someone runs a libertarian organization, or is an active, vocal participant, or 
writes for a libertarian website, or something like that, they take on 
responsibilities.

Responsibilities related to their organization? Sure. Responsibilities
to tell the world who is "bad" and who is "good" (as opposed to which
*ideas* are bad/good)? No.

If they just sit at home and read libertarian books, then whatever. But if they 
speak up they should do it well.

That means if they disagree in a major way with people they associate with, 
they should say so, They should have a disclaimer or something, not just let 
everyone think they agree with stuff they don't.



Depends on the association.

yes. if they associate in a general way, for example, as many people do (e.g. DD 
saying Hayek is good, or me saying Popper is good) then clarity requires pointing 
out flaws and disagreements too (e.g. I've criticized Popper's views on TV. Szasz 
did a book about his psychiatry related criticisms of prominent libertarians and 
Objectivists like rothbard, hayek, mises, rand, branden, etc).

If a person is in a leadership position in your organization, yes. If
the organization is a political party and the person is a candidate of
your party, yes. If they're just someone who attends meetings, or
registers with your party as their party preference, or (as in this
case) is someone that members merely have a propensity to *talk*
about, then no. People are responsible for their own thoughts about
things like that, and not jumping to ridiculous conclusions based on
ideas like guilt by association.

of course i don't care about random people who attend your meetings. when do i 
ever criticize them? this whole argument has to do with my criticism of well known 
public figures who have general purpose endorsement from lots of people who 
actually go so far as to deny the public figures' flaws once they are pointed out.

For example, if someone works at ARI but thinks Harry Binswanger or Leonard 
Peikoff is an irrational fool, they ought to say so. Publicly. The implicit 
endorsement from one's associations is too strong not to contradict it and just 
to pretend no one will get the wrong idea.

In the case of a paid staffer - yes. I don't see how that's relevant
to the Friedman situation. Is he a paid staffer for a libertarian
organization? Or are prominant libertarians paid staffers in his
organization? I don't think so.

thousands of people said things like "(Milton) Friedman is good" and 
"libertarianism is super awesome (including most of the libertarian literature 
including Friedman)". they are mistaken.

I have no particular opinion about your personal situation. But suppose you 



wrote at a group blog where other people endorsed all sorts of stupid 
Friedman and Hayek stuff. Just ignoring it wouldn't be good enough.

Your reply talks about two issues separate issues at once which makes this a 
bit hard to discuss.

There is first the issue of openly contradicting ideas people might reasonably 
think you liked. This is what I think is the important issue here.

Yes, I agree it's important to contradict ideas people reasonably
think you like. Key to this, what is "reasonable"? I don't think it's
reasonable to assume that if person X calls himself a libertarian, and
person Y calls himself a libertarian, then any political ideas that
person X likes and person Y doesn't specifically disclaim, person Y
likes too. There's just not enough information in a label like
"libertarian" (or liberal or conservative) to reasonably assume that.

i never advocated that. you're arguing with a straw man now -- an extreme and 
dumb version of my position.

Second there is the issue of people vs people's ideas. Of course the ideas are 
what matters. But what matters about people is their ideas. Talking about a 
person is a common and reasonably proxy for referring to all the person's 
ideas. There is no good name for the set of Milton Friedman's ideas (or just his 
relevant ones, as is usually meant) that doesn't mention him by name. So it's 
OK to use his name.

Yes but the subject line you chose is "Milton Friedman is bad". Which
to me means you think his ideas are overwhelmingly bad,

yes that's the point. his (relevant) ideas are not 95% good, they are bad. it's a bad 
set of ideas, not a valuable (but flawed -- everyone is fallible) set.

the great many people who endorse his set of ideas as 99% good are wrong.

or all of his
major/important ideas are bad, or something like that. Not just that
you think some of his ideas are bad (which is true of nearly everyone
I suspect).



that's the point! that is what i'm trying to say. (though you exaggerated a bit. how 
many people have "all" of their "major/important" ideas are bad? that's such a 
strict criterion i wouldn't be confident that Hegel and Marx qualify.)

I find it relevant that you started this thread calling Friedman
"bad", but then you choose to defend a rather important idea that
Friedman promotes and I oppose (school vouchers).

i wasn't talking about his vouchers. he is known as an economist with political 
views and i meant his main stuff is bad.

also from what you've said, i take it his stance on vouchers is bad. even if i win 
the argument about vouchers (which i am not confident about -- i do not have a 
strong opinion here), i am not expecting my position maybe being right to 
vindicate friedman anymore than you are.

Maybe you and I mean
very different things by calling someone "bad". To me, the subject
line "Milton Friedman is bad" has a very different meaning from
"Milton Friedman has some bad ideas, but also some important good
ideas worth defending".

but that's just what i don't think. my point is his main ideas are bad to the point 
he's a force for evil (e.g. anti-capitalism), contrary to his widespread reputation as 
a force for good (e.g. capitalism).

maybe the problem is you aren't realizing how bad i think these people are? 
hayek (hayek's ideas) is AWFUL. Rand calls him poison and super dangerous. i 
agree with that.

i'm saying harsh stuff because i intend harsh stuff. i'm saying broad negative stuff 
because i mean something broadly negative.

how should i communicate better that i do NOT mean "has some bad ideas but 
also good important stuff"? i'm trying to call him bad straight-up so people know i 
think "had bad ideas, has not done significant good, contrary to false reputation"?

Bad people do exist. I would say that people like Hitler, and Stalin,



and Pol Pot for example, were bad. But I think bad people are rare.
Most people are good, though they may have many bad ideas - some of
which I disagree with quite strongly.

e.g. hayek is bad too. this is a serious, considered and researched position of 
people like me and Rand.

he's not bad like hitler. there's difference. but he did a great deal of harm, and 
tried to do a great deal more. he wasn't fighting the good fight like his reputation, 
he was part of the problem not part of the solution.

"bad" is not the normal word for hitler. hitler is super bad. you use the word in 
such an extreme, unusual way that you exclude almost everyone. i don't care 
what terminology you use, but you have to read my posts in my terminology or at 
least more regular terminology. in standard terminology and my terminology both, 
lots of people are bad, not 1 in a million.

Talking about the whole set of ideas by a particular person makes sense 
because their ideas are not independent. There are lots of connections 
between the individual ideas, they fit together into a bigger picture.

There are lots of connections between an individual's ideas, some of
which are errors just like some of the ideas they connect are errors.
Like everything, we can guess at what these connections are and
criticize them. I think Friedman and others are wrong to connect
vouchers with freedom, when many of these same people rightly connect
food stamps with socialism. It's an important error. Part of
addressing the error in an idea is criticizing the erroneous
connections to it.

Talking about the whole set of ideas by a particular person largely
shelters the connections between their ideas from criticism. Rarely, a
person's ideas are so generally bad that the connections between their
ideas don't matter much in comparison. More commonly, as I'm arguing
is the case with Friedman, there are enough good and bad ideas that
the connections are actually some of the most important errors to
examine and criticize.

friedman has major bad themes in his set of ideas. saying this does nothing to 



prevent you talking specific small points.

this fact contradicts a widespread misconception, which makes it extra important 
to say strongly and clearly (if you say "friedman isn't perfect" the people with the 
misconception will not realize you disagree with them)

Also, often the set of ideas someone has major themes. If those are bad, we 
can condemn something more general than just individual ideas.

When someone writes a bunch of books and is a public figure and stuff, and 
people know their name and endorse them by name, it matters to reject them 
by name too.

I think it's just as stupid to make a general endorsement people by
name, without at least some kind of qualification, as I think it is to
reject them by name. Heck even when I was a campaign manager I thought
it necessary at times to qualify my endorsement because there were
some important things that the candidate and I disagreed about.

Endorsing someone's particular ideas by name is fine. I like what
Deutsch says about the reality of abstractions a lot, for example. I
endorse his ideas in that area.

the phrase "Bob has good ideas" does not mean all of Bob's ideas are good to 
anyone except you. you're reading my posts in your own terminology. you're 
complaining because i don't write it the way you think it should be written (e.g. 
with explicit qualifications) rather than about the substance of the views i'm 
talking about (which do actually involve qualifications, though not nearly so much 
as you seem to think, and none important enough to need announcing in general)

The stuff you quoted above sounds pretty bad too and, were it relevant
to an issue up for debate, I would oppose him in those areas too. But
when the Friedman foundation supports bills that favor tax credits and
homeschooling in my state I am on the same side as his foundation (and
the Christian CAP, too). So it would make no sense for me to rant and
rave about how bad *Friedman* is, to disown him, to kick him out of my
camp and call him an enemy or whatever. Friedman isn't on a piece of
legislation in my state legislature. Vouchers are, and tax credits



are.

When one collaborates with people in a limited way on a specific issue, that is 
not a blanket endorsement and no comment on their other positions is 
necessary (in general. sometimes it can be needed when certain things 
happen).

When one says things like "I am a libertarian", that's different, he is accepting 
and endorsing a package of lots of things. If he thinks some of those are bad, 
then he ought to say so! And the libertarian package, like many other 
packages, includes the sets of ideas of certain people (normally called less 
cumbersome things).

It is reasonable to say that libertarians hold ideas that are
generally fiscally conservative and socially liberal. That's all "I am
a libertarian" reasonably says.

and hayek and friedman are bad because they don't meet those criteria. e.g. 
hayek held anti-capitalist views, and (as quoted above) friedman held fascist 
views.

also you're wrong about what libertarianism is. it's a more distinct, meaningful and 
bad movement than that.

If one is a libertarian but thinks the currently illegal drugs ought
to remain illegal, then they should say so. Because being totally
against drug legalization is a socially conservative position.

i don't think this claim makes any sense. lots of radicals are against drug 
legalization. or against legalization of everything but marijuana. and the war on 
drugs has bipartisan support.

But a libertarian who thinks we should only legalize marijuana for now
doesn't need to say anything just because there are other libertarians
think we should legalize every drug including meth right now.

Similarly if one is a libertarian but thinks the rich should be taxed
more, they should say so because that's a fiscally liberal position.



here you use "liberal" to mean "leftist" or "anti-capitalist", which is a common 
usage today, esp in USA.

earlier you used the term "socially liberal" in which "liberal" meant classical 
liberalism, not leftism.

i think. it's hard to tell what you meant.

it's important to use words more carefully if one wishes to communicate 
effectively.

But if a libertarian only thinks taxes should be reduced a little
right now, they don't need to say anything just because there are
other libertarians who think taxes should be completely eliminated.

For example, it's irresponsible to endorse libertarianism without mentioning 
you think Rothbard is awful (if you do think that).

It's not irresponsible. I was a libertarian long before I'd ever heard
of Rothbard.

that is irresponsible to think or say you are a libertarian without knowing what 
libertarianism is...

I became a state party chairman without ever, as far as I
recall, mentioning his name.

it is irresponsible to try to be a leader in something when you don't yet know 
much about what that thing is or what the ideas in the field are or which are any 
good. first you should learn what the sides are and which side is right, second 
you can take action.

taking action when your action may well be counter productive and you have no 
objective understanding of whether it is or not is irresponsible.

Today I still haven't read enough of him
to have an idea what I think about him. And I don't much care to; I'd



rather consider what I think about ideas. If someone references
Rothbard on an idea I'm interested in, I might read him and make up my
mind on his position on that idea. Or maybe not. Maybe I'd just argue
the merits of the idea.

rothbard is part of the history of ideas and libertarianism. if one cares to 
understand what libertarianism is, one has to take an interest in rothbard.

if one doesn't care what libertarianism is, that is completely fine on the following 
simple conditions:

1) he doesn't say he's a libertarian
2) he doesn't say libertarianism is good
3) he doesn't try to say what libertarianism is, since he doesn't know

That's not irresponsible. I never endorsed Rothbard. I never suggested
anyone to read Rothbard. What about me being state chairman of the
Libertarian party made me responsible for having and stating a
position on Rothbard?

because rothbard is part of libertarianism, and state chairmen ought to learn what 
libertarianism is before taking the position.

Also lots of people actually do endorse hayek, friedman and rothbard by name. 
For example, DD has often praised both Hayek and (milton) Friedman, by 
name.

Also lots of libertarians actually do use marijuana, cocaine, and
heroin. People do all kinds of stupid things. So what? Doesn't mean I
have to either follow their lead or am responsible to make a public
statement that I don't.

it means there is plenty of target audience for me to criticize. plenty of people for 
which my comments are highly relevant.

He's mistaken. They are bad, not good. They have bad ideas. Lots and lots of 
bad ideas. He's wrong to consider them good thinkers with largely good ideas. 



He and others are wrong to have opinions like that Hayek improved the world 
more than Mises, when actually Mises was a major force for good and Hayek 
did a lot of evil.

It's easy to find many more people who praise Hayek and others by name, 
praise bad books by Hayek and others, deny Hayek and others had bad ideas, 
and so on.

That last one is interesting. There are people who say Hayek is great. THen 
you say "but he advocated a guaranteed minimum income". Then they say "no 
he didn't". Why do they think he's great if they don't know or like his positions? 
why do they name him if they don't care to learn what he advocated? what's 
going on?

They're acting stupidly to endorse people. Doubly so by endorsing
people they know little about.

But in terms of levels of badness, I think it's better for someone to
ignorantly say "I like Hayek" and yet oppose a guaranteed minimum
income level, than it is for them to support a guaranteed minimum
income level and therefore knowingly promote Hayek. It's the ideas
that matter: people that oppose guaranteed minimum income are better
than people who support guaranteed minimum income, regardless of their
position on Hayek.

hayek's mistake on minimum income is not an isolated incident. it's important if 
one recognizes this is a mistake, but likes hayek, to look into why he made that 
mistake and what other mistakes he made. it's really common that people like 
hayek, don't like guaranteed minimum income, but do make many related 
mistakes just like hayek did. and they don't take seriously that hayek got this 
major thing wrong, how could that happen, what is going on ... they ought to try to 
understand it better instead of assuming there's no danger with any reach.

you might think maybe they read some of his books and like his main ideas. 
but that's not true either. lots of his main ideas in his books are awful, and you 
can find people of libertarians who sing Hayek's praises anyway.

to deal with all this nonsense and confusion, i think there is value in pointing 
out major mistakes by hayek, friedman and others. one reason is so we can 



avoid the same mistakes. another is because all their supporters ought to learn 
to think critically, and maybe finding out hayek/etc weren't what they thought 
will get them to notice critical thinking would be useful. ("oh my god, i was so 
wrong! how could that happen? i better study up on stuff so i don't continue 
making a fool of myself!")

Yes, by all means point out their mistakes. Criticize mercilessly
their bad ideas and their bad actions. By all means, pronounce
judgement on people's ideas and actions.

Saying so-and-so "is bad" takes it to a whole different level, a level
I think is rightly reserved for tyrants and major criminals.

well that's your personal terminology. it has nothing to do with what i wrote. so 
why even talk about it?

If you defend Friedman's voucher as an improvement, which you have
done,

no i did not. please pay more attention to what i say. i was primarily asking what 
is wrong with vouchers. i defended vouchers in general a little but not Friedman's 
type (which i don't even know how it works much, so it'd be dumb of me to defend 
it in particular).

then I've little doubt that should I choose, I could read
Rothbard, or Hayek, and find many things that if someone criticized,
you'd defend - at least as an improvement over the status quo. Do you
disagree?

i agree you could cherry pick lots of isolated points that, if we then put into your or 
my context, then they'd sound better than the status quo.

but in their original context, as part of overarching bad themes, they would 
actually have a somewhat different meaning and purpose than how you might 
wish to read them.

more to the point, you allowed for them to repeat Mises or Rand or someone else 
and then give them credit for that. they did indeed sometimes repeat better 
thinkers and even if they messed it up some the result was often kinda ok. what 



they have much less of is any original contributions. most of their best stuff you 
can read a better version by reading someone else, so there's no real point or 
value to it.

hayek and rothbard both advocated a lot of really bad stuff and took important 
steps to destroy the world. they also took steps to compromise, worsen and harm 
good ideas from people like Mises. if you read them, you'll find much more of 
their own thinking (not repetition of others) is bad not good, and ditto the big 
picture themes.

at least that is my opinion and one of the things i'm saying.

you, despite not being familiar with their work, are still trying to defend them. isn't 
that sort of amazing and weird? why do you care to defend them rather than 
tentatively accept what i'm telling you? (and note i have provided some 
arguments, quotes and evidence. so that should beat the none on the other side 
that you know of)

yet despite not knowing their work and hearing bad thing after bad thing from me, 
you keep thinking for some reason there is a lot of good there.

that is exactly the false reputation that needs attacking in strong terms such as 
"hayek sucks ass. stop thinking he's any good you bastards."

Assuming not, then what is a person left to think about your
pronouncements of judgement at a whole-person level? Here's what I
think: that you call people "bad" much too casually.

in my terminology, "bad" is a casual word. how about you read my posts the way i 
meant them instead of complaining about things i didn't mean?

That when you say
someone is "bad", it really doesn't mean very much.

it's a negative word. rand is good, hayek is bad. rand made the world better, 
hayek made it worse. rand was a positive force in the world, hayek a negative 
force in the world. this is meaningful. what's the problem?



It conveys little
or no useful information.

hayek was a negative, not positive, force in the world is useful information.

as far as i can tell you're in denial that i meant what i said. which means i should 
have said it strong and harsher, more extremely, rather than added qualifications 
and exceptions.

You could call Hitler bad and Friedman bad.
You could call Hayek evil and Stalin evil. That's being far too kind
to Hitler and Stalin, and leaves too little room for distinction among
persons where there ought to be lots more.

hayek helped make stuff like Stalin more possible.

his reputation should be much more similar to Stalin's than it is.

you're still having a very rosy view of hayek going by vague reputation of his 
goodness (that you haven't researched). it's this reputation itself -- which is 
prejudicing you -- that i am directly contradicting when i say e.g. "hayek is bad". 
and you're complaining so much because you assume hayek is actually good and 
i'm just speaking stupidly, not considering that i mean it and i'm right.

It's the same with the lefty groups I work with, only in reverse. I
ally with the lefty groups in opposing vouchers, but I oppose the same
lefty groups on tax credits and homeschooling. And I'm up front about
my reasons why. The leadership in the lefty groups knows why I'm on
their side when I am, and why I'm opposed when I am.

fine, but doesn't really have anything to do with what i was talking about.

the whole point is the people involved in your thing do know what you are and 
aren't endorsing. so in that case you're doing it right. large numbers of people, 
on the other hand, are doing it wrong.

Yeah, they're doing it wrong by endorsing or opposing people, rather than ideas.

I think the approach of having camps, and deciding who is in or out,



is a serious mistake. Having camps is a form of considering ideas
based on their source rather than their merit.

if people form a camp, there's nothing wrong with pointing out their camp 
sucks, people in their camp suck, etc

pointing this out by criticizing actual specific ideas and mistakes, of course.

like above. sure i called friedman out by name, but the actual main content of 
my email is about specific ideas that are bad. e.g. indexing and fascism and 
military dictatorship are bad. and accepting labels for groups of ideas like 
"chicago school" but rejecting "austrian economics" is bad, biased, unfair, 
stupid. (also rejecting such labels at all is bad. they are useful, much like the 
terms "Objectivism" and "Marxism" are useful. would you have liked my email 
better if i said "Friedmanism is bad"? but one doesn't normally call it that for 
more obscure sets of ideas. if people have never heard of "Friedmanism" it's 
better to say "Milton Friedman's ideas are bad" or something. or more normally 
the shorter "friedman sux" which means the same thing. what else would it 
refer to besides his ideas? his hair color? no one thinks i mean that. something 
else irrelevant? why would anyone think i was commenting on the irrelevant?)

"Some of Milton Friedman's ideas are really bad" would have been better.

that is way too kind a statement, though. you're trying to get me to say much 
nicer things than are accurate. you're asking for compromise, for appeasement, 
for believing his false positive reputation.

here you are just assuming it's only "some" of his ideas that are really bad. why 
are you making such an assumption? you didn't research him. typically when 
someone has a significantly number of really bad on important stuff, there's reach 
involved, there's a lot more really bad ideas behind them. you should as your 
default assumption think people who are fascists are going to have more than 
"some" really bad ideas, you shouldn't be defending them like this if you took 
seriously how bad the specific ideas of his that have been criticized are and what 
they imply. there are lots of bad ideas that it's really hard for anyone to have 
much good about them at all and reconcile it with the bad ideas.

It's not that I think "Friedman is bad" refers to anything other than
ideas, but rather that I think it doesn't give proper place to the



fact that Friedman has a mix of good and bad ideas.

what mix?

suppose he had a mix of really bad and bad ideas, plus taking some good ideas 
and then spreading worse versions of them (which out of context could be seen 
as still good, but they were competing with the better versions, so to the extent 
they succeeded they did harm too by making their side worse not better).

if that was the case, then it'd be fair to call his thinking bad, right? and to be pretty 
harsh and unqualified in one's criticism.

and you'd be wrong to keep defending him and assuming he's better than he is, 
right?

and i might reasonably wonder if you (like most people with any involvement with 
libertarianism) had vague biases incorrectly favoring hayek and friedman, so 
that's why you keep assuming they're better than they are.

I'm saying this
even though I've been on the opposite side of political positions from
him more often than not, and his most influential ideas I'm aware of,
you defend and I don't.

The approach exemplified by you here is, I think, even worse than
that. Not only do you have your own camp,

do i?

you say camps are bad and now you're encouraging me to think i have one, 
when i didn't think that before.

i don't really get it.

normally if one is alone that isn't called a camp. or if only a handful of close 
friends could be admitted, it's still not a camp. that's just the normal situation of 
life when one doesn't join any actual camps or get really popular.



The reason I thought you have a camp is that when we were discussing
libertarians and objectivists, you said objectivists were better
because they understood not to let people with bad ideas into your
camp. I recall you defending the idea of having a camp, and deciding
who is in or out. Perhaps my recollection is in error.

it really depends on terminology. i don't advocate camps meaning the bad thing 
you were talking about in the last few days.

there are other things, sometimes called camps, kind of similar, and not bad. 
which we might more neutrally call "groups".

it's important that philosophies are clear on what they do and don't agree with, 
what is and isn't compatible. libertarianism sucks at this. Objectivism is good at it.

Also you have an internet list with a rule, "You must like the
philosophy of Elliot Temple". To me that sounds like a camp.

But if you really don't have a camp, and don't believe it's smart to
have a camp, then that's good. I'm glad if I was in error in thinking
that you did.

and decide that Milton
Friedman is out of your camp and worth condemning in his own right.

people are wrong about what friedman('s set of ideas) is good overall, what it's 
like, what themes it has, what characterizes it, etc. mistakes like this are good 
to criticize.

like if someone thought burke or rand was bad, or marx or chomsky was good, 
that matters. there's all sorts of bad ideas involved there, criticism is warranted 
and people can learn from it.

of course ideas are what matters, but ideas can and should be considered in 
groups. and individually. they should be looked at both ways. we have to 
(notionally, mentally) organize ideas, connect them, group them properly, etc, 
not just have an unsorted unconnected pile of individual ideas. each idea can 
be in multiple groups, of course. so we might have a group of ideas with a 
theme of freedom, our ideas about freedom. and one of those ideas might also 



be in our epistemology. no problem. and if we group them wrong, e.g. thinking 
an idea goes in the freedom group when it doesn't, that's a mistake. this is all 
just a way of understanding and organizing ideas, which is useful.

some people do it badly and criticism is warranted.

Yes, I agree we need to criticize all of that. I think that
criticising people as a whole with generic labels like "bad" doesn't
do that very well.

When you said Friedman is bad, was I right to assume you'd oppose
vouchers since I know that's a very important idea Friedman pushes?

vouchers are not part of friedmans' basic public figure reputation (which has to do 
with capitalism). if you read the quotes i gave and think about what sorts of things 
about friedman i was complaining about, none of it had to do with vouchers. 
rather it fit with a theme of caring about stuff relevant to friedman's primary 
capitalism reputation.

btw milton friedman is dead so his voucher-pushing organization must have had 
other leadership for some time now.

If so, then your statement was misleading (not deliberately so, just
ineffective) since you proceeded to defend vouchers.

no

Or if not, then what does "bad" actually mean? If "bad" people have
some important ideas you defend and some you oppose, and "good" people
do too, perhaps with a different ratio or importance or...? What
information does it convey?

Then you presume that those who adopt a label describing a pretty
broad political category ("libertarians", not the political party
"Libertarians") also have a camp, and you presume that Milton Friedman
is *in* their camp simply because they don't "disown" him and call him
an enemy.



the word "libertarian" has meaning.

Yes, a broad one.

by denying a part of its actual meaning as it exists in the world -- and in particular 
denying some of the badness either exists or matters -- you are appeasing and 
defending badness.

you are not doing this because of a genuine disagreement about factual matters 
or something like that. you know little about the topic factually. you're doing it on 
principle.

trying to say it's so broad that we shouldn't criticize since there's no perfectly 
clear targets -- i don't really see the point. we need more criticism not less. if a 
criticism doesn't "hit" all the people in the group, who cares? it's still useful to 
lots of them.

"libertarian" is not so broad that it can't be criticized. If you want
to criticize the general idea of being socially liberal and fiscally
conservative, then "libertarian" is the right target.

If you want to criticize people who want to smash the state, then
"radical anarchist" is the right target. "libertarian" is the wrong
one.

by denying the connection between smashing the state and libertarianism, you 
white wash libertarianism.

why are you making such a big effort to white wash something you agree is evil 
and deny its existence and keep criticism of it away from where it's needed?

If you want to criticize people who don't think any war is just,
"pacifist" is the right target. "libertarian" is the wrong one.

you are denying the connection between libertarianism, pacifism, isolationism, etc

you aren't doing this due to knowledge of the relevant history of ideas, people 



books, etc

you don't know what you're talking about, i do, Rand does, but you are opposing 
me and Rand anyway. something (presumably some ideas you have) is driving 
you to ignorantly oppose people who know way more about it on some matters of 
fact.

what is going on?

If you want to criticize people who favor government economic
intervention in favor of business, "crony capitalist" is the right
target. "libertarian" is the wrong one.

And so on. Not because these people arent *also* commonly
libertarians, but because most libertarians are not part of these
sub-groups.

i'm a bit confused here because crony capitalists aren't commonly libertarians.

Remember what started this. You said "Milton Friedman is bad",

as the subject, the topic.

followed by some legitimate examples of badness which I don't contest.
But then you made a suggestion that libertarians like Friedman because
his mistakes appeal to lefties. That's a bad miss.

no. you misunderstood. stop yelling at me for your reading mistakes.

i wondered if his *mainstream* or *overall* popularity (compared to e.g. Mises) 
had to do with his acceptability to to lefties (compared with e.g. Rand).

Libertarians are
friendlier with conservatives than they are with lefties. And in the
actual political contests I know of it's the lefties that hate
Friedman, and libertarians who oppose him more often than not. At the
very least, your targeting is badly miscalibrated. You're not
"hitting" many people in the group you think you are targeting. I know



a lot of libertarians, most of whom are more conservative than lefty,
and none of whom champion Friedman.

you just misunderstood the point.

this is btw one of the reasons for private groups. i could have written the same 
thing in my private group and not gotten any complaints on that point from people 
who totally misunderstood what i was saying. instead, i could reasonably expect 
replies to be relevant to discussing my point in interesting ways that might even 
advance knowledge about it, rather than just challenging the premises in 
confused ways.

and calling oneself by a vague label is bad anyway. so that is a criticism of all 
libertarians. except, you know, the ones who are libertarians less vaguely, in 
which case various other criticisms apply.

I'm not sure if you call yourself a conservative

i do not. i call myself a (classical) liberal, or something like pro-capitalism. or if 
people will know what it means, Objectivist can work.

as a liberal, who advocates exclusively liberal-compatible political ideas, calling 
myself conservative sounds like a rather odd proposal to me.

or just defend them,

sometimes i defend conservative stuff, it really depends. i do vote republican. 
because they are better than the democrats and it's best to vote for a competitive 
candidate instead of refuse to express a relevant opinion regarding the political 
questions at issue.

but conservative is just as broad as libertarian.

Libertarian is one thing I call myself. I also call myself an
American, which is even broader. But I don't have a problem with
taking specific positions (and criticism thereof).

Calling oneself *only* by a vague label is what's bad.



both conservative and libertarian are meaningful. in both cases, a substantial 
amount of that meaning is rather bad. libertarianism in particular is dangerous 
and destructive, and spreads a lot of extremely bad ideas (as well as some 
inferior versions of other people's good ideas. e.g. some libertarians spread some 
versions of Rand they made worse and then tell people not to read Rand. ugh.)

-- Elliot Temple
http://fallibleideas.com/

-- 
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] economic "sickness"
Date: March 28, 2013 at 3:20 PM

http://www.peikoff.com/2011/10/03/interview-with-yaron-brook-on-economic-
issues-in-todays-world-part-1/

Yaron Brook talks about "economic sickness" (approx 3:05) and "unhealthy 
situation" (regarding our economy). Is this medicalization of everyday life OK?

See also:

https://www.google.com/search?
client=safari&rls=en&q=%22economic+sickness%22&ie=UTF-8&oe=UTF-8

with articles like

Bank Profits a sign of economic sickness, not health | Steve Keen's ...

(Note explicit mention of "health" too.)

Is this medicalization of everyday life OK?

-- Elliot Temple
http://fallibleideas.com/

-- 
-- 
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From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] economic "sickness"
Date: March 28, 2013 at 5:22 PM

On Thu, Mar 28, 2013 at 2:20 PM, Elliot Temple <curi@curi.us> wrote:
http://www.peikoff.com/2011/10/03/interview-with-yaron-brook-on-economic-
issues-in-todays-world-part-1/

Yaron Brook talks about "economic sickness" (approx 3:05) and "unhealthy 
situation" (regarding our economy). Is this medicalization of everyday life OK?

See also:

https://www.google.com/search?
client=safari&rls=en&q=%22economic+sickness%22&ie=UTF-8&oe=UTF-8

with articles like

Bank Profits a sign of economic sickness, not health | Steve Keen's ...

(Note explicit mention of "health" too.)

Is this medicalization of everyday life OK?

Yes, and its for the same reason that psychiatry does it, which is to
give it more credibility (in an 'argument by association' way --
medical field is credible, psychiatric/economic fields are less
credible).

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] economic "sickness"
Date: March 28, 2013 at 5:30 PM

On Mar 28, 2013, at 2:22 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Mar 28, 2013 at 2:20 PM, Elliot Temple <curi@curi.us> wrote:
http://www.peikoff.com/2011/10/03/interview-with-yaron-brook-on-economic-
issues-in-todays-world-part-1/

Yaron Brook talks about "economic sickness" (approx 3:05) and "unhealthy 
situation" (regarding our economy). Is this medicalization of everyday life OK?

See also:

https://www.google.com/search?
client=safari&rls=en&q=%22economic+sickness%22&ie=UTF-8&oe=UTF-8

with articles like

Bank Profits a sign of economic sickness, not health | Steve Keen's ...

(Note explicit mention of "health" too.)

Is this medicalization of everyday life OK?

Yes, and its for the same reason that psychiatry does it, which is to
give it more credibility (in an 'argument by association' way --
medical field is credible, psychiatric/economic fields are less
credible).

Your post is unclear. E.g. what does "yes" mean, here? It's hard to tell which side 
you are advocating or why.

-- Elliot Temple
http://fallibleideas.com/

http://www.peikoff.com/2011/10/03/interview-with-yaron-brook-on-economic-issues-in-todays-world-part-1/
https://www.google.com/search?client=safari&rls=en&q=%22economic+sickness%22&ie=UTF-8&oe=UTF-8
http://fallibleideas.com/
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From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] economic "sickness"
Date: March 28, 2013 at 5:38 PM

On Thu, Mar 28, 2013 at 4:30 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 28, 2013, at 2:22 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Thu, Mar 28, 2013 at 2:20 PM, Elliot Temple <curi@curi.us> wrote:
http://www.peikoff.com/2011/10/03/interview-with-yaron-brook-on-economic-
issues-in-todays-world-part-1/

Yaron Brook talks about "economic sickness" (approx 3:05) and "unhealthy 
situation" (regarding our economy). Is this medicalization of everyday life 
OK?

See also:

https://www.google.com/search?
client=safari&rls=en&q=%22economic+sickness%22&ie=UTF-8&oe=UTF-8

with articles like

Bank Profits a sign of economic sickness, not health | Steve Keen's ...

(Note explicit mention of "health" too.)

Is this medicalization of everyday life OK?

Yes, and its for the same reason that psychiatry does it, which is to
give it more credibility (in an 'argument by association' way --
medical field is credible, psychiatric/economic fields are less
credible).

Your post is unclear. E.g. what does "yes" mean, here? It's hard to tell which 
side you are advocating or why.

I just noticed the 'OK' in your question.

http://www.peikoff.com/2011/10/03/interview-with-yaron-brook-on-economic-issues-in-todays-world-part-1/
https://www.google.com/search?client=safari&rls=en&q=%22economic+sickness%22&ie=UTF-8&oe=UTF-8


No its not OK.

Medicalization of mental problems is not OK because its goal is to
coerce people.

Medicalization of economic problems is not OK because its goal is to
do more interventionist policies (coercion) in government.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 
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From: Rami Rustom <rombomb@gmail.com>
Subject: [Objectivism Discussion] Bad attitude towards losing BoI Infinity 
<beginning-of-infinity@googlegroups.com>
Date: March 30, 2013 at 11:31 AM

I just watched the first episode of Suits.

The main character wanted to quit his new job after learning that he
lost his first case (or will lose his first case). At first he said
that his reason was that one of the attorneys told him they fire
people for losing (or something like that, I don't remember). But then
we find out that he wanted to quit for a different reason unrelated to
what that attorney told him. He explained it to his grandma -- he said
that he wanted to quit but he didn't give a reason.

It seems like he sad for losing. But that doesn't add up. He's a good
learner. Somebody like that did a lot of losing in his life. He made
lots of mistakes and learned from them. Right? What other way is there
to become a good learner?

So somebody like that would have a good attitude towards losing. He
wouldn't get sad for losing his first case. It doesn't add up.

I wonder if his attitude is related to his 'caring' problem (the
episode depicted a conflict between him, the altruist, and his boss,
the "selfist"). Maybe he 'cares' about what the other attorneys think
of him (i.e. he judges himself by their standards rather than by his
own standards), and since he believes that they'll think badly of him
because he lost his first case, he's sad about his expectation of
their judgment on him. Actually this is consistent with what I said
earlier: "he said that his reason was that one of the attorneys told
him they fire people for losing (or something like that, i don't
remember)."

So does he feel bad because he has a bad attitude towards
losing/mistakes or does he feel bad because he's an altruist (i.e. he
judges himself by the standards of others rather than by his own
standards)? Or does he feel bad for a different reason?

-- Rami Rustom
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From: Elliot Temple <curi@curi.us>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: Re: [Objectivism Discussion] Bad attitude towards losing
Date: March 30, 2013 at 2:55 PM

On Mar 30, 2013, at 8:31 AM, Rami Rustom <rombomb@gmail.com> wrote:

I just watched the first episode of Suits.

The main character wanted to quit his new job after learning that he
lost his first case (or will lose his first case). At first he said
that his reason was that one of the attorneys told him they fire
people for losing (or something like that, I don't remember). But then
we find out that he wanted to quit for a different reason unrelated to
what that attorney told him. He explained it to his grandma -- he said
that he wanted to quit but he didn't give a reason.

It seems like he sad for losing. But that doesn't add up. He's a good
learner. Somebody like that did a lot of losing in his life. He made
lots of mistakes and learned from them. Right? What other way is there
to become a good learner?

So somebody like that would have a good attitude towards losing. He
wouldn't get sad for losing his first case. It doesn't add up.

TV characters often contain contradictions. If the writers don't understand his 
history, they won't make him compatible with it. (Even if they do, they still might 
not, because it's not a top priority.)

I wonder if his attitude is related to his 'caring' problem (the
episode depicted a conflict between him, the altruist, and his boss,
the "selfist"). Maybe he 'cares' about what the other attorneys think
of him (i.e. he judges himself by their standards rather than by his
own standards), and since he believes that they'll think badly of him
because he lost his first case, he's sad about his expectation of
their judgment on him. Actually this is consistent with what I said
earlier: "he said that his reason was that one of the attorneys told
him they fire people for losing (or something like that, i don't
remember)."



So does he feel bad because he has a bad attitude towards
losing/mistakes or does he feel bad because he's an altruist (i.e. he
judges himself by the standards of others rather than by his own
standards)? Or does he feel bad for a different reason?

Maybe he feels bad because the writers don't like losing, most people don't, so it 
seems "realistic" to the writers and "sympathetic" and stuff.

-- Elliot Temple
http://beginningofinfinity.com/

-- 
You received this message because you are subscribed to the Google Groups 
"Objectivism Discussion" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to objectivism-discussion+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://beginningofinfinity.com/
https://groups.google.com/groups/opt_out


From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: [Objectivism Discussion] Why do curious children become scared 
adults? objectivism-discussion <objectivism-discussion@googlegroups.com>
Date: March 30, 2013 at 4:39 PM

Monte Floyd Hancock Jr. said on facebook:

https://www.facebook.com/Monte314

I like children; I find that I can be myself around them without having to worry 
about offending someone by "talking over their heads". Nothing is over a little 
kid's head! Heck, you can talk with little guys about Reimann surfaces, quotient 
topologies, simplicial homology, Stieltjes Integrals, Borel Fields, Banach 
spaces... and they will have something to say about every one of them. They 
aren't worried about what you think; they are telling you what they think, and you 
can do whatever you want with it... what's wrong with that?

Sometimes at church I go into the 18-24 month classroom and sit down on the 
floor with my research notebook. The little guys come running over because 
they want to write in my book. I carry ink pens that "click"... it's a miracle! It 
"clicks", and then it makes marks! Or, I'll spin blocks on their corners, or balance 
things in unusual ways; they are amazed by everything, because everything is 
NEW...

...not at all like my grad students. When I walk into my classroom on the first day 
of a new term, I can see and smell the fear. Why? Because the students have 
been beaten down by years of small-minded "formal education", and the 
amazement has been replaced with FEAR. It's a lousy trade... a trade that I will 
not make, nor will I allow them to make. If we can't enjoy each other, then what's 
the point?

You know what I'd really like to do? I'd like to walk into class and gather 
everyone together on the floor. Then I would show them my research notebook, 
and hand each one a pen...

End quote.

That raises the question: Why do curious children become scared adults?

https://www.facebook.com/Monte314


Tests are bad. Homework is bad. Forcing kids to learn things they
don't want to learn is bad. And most important of all, punishment is
bad. And all of these things play a role in causing the change some
people go through from curious child to scared adult. Without these
things, a person would go from curious child to curious adult.

Why are these things bad for children? How do these things cause
people to lose their curiosity? The answer requires an understanding
of how people reason.

Reason is how people think. Children reason too, its not just adults.
Children often notice contradictions in their parents arguments and
point them out, 'na'ah yesterday you said X but today you're saying
NOT X.' Being able to notice contradictions between ideas is the
second most fundamental feature of how people think, the first being
the ability to create ideas.

So what's the problem? What does this have to do with how people
change from curious to fearful? Well the answer has to do with how
parents react to their children when they disagree. If the parent uses
reason, then things go well. But if the parent switches to
anti-reason, e.g. punishing the child for not obeying, then things go
badly. Repeatedly treating children this way causes them to learn
anti-rational memes[1] -- these are the memes that cause people to
stop thinking, to switch from reason to anti-reason. And by the time
they are adults, they have lost their love of reason and its been
replaced with a fear of confrontation/disagreement/criticism. And its
these anti-rational memes that cause the fear emotion when they are
presented with criticism, or when they think they might be mistaken,
or when they know that learning something means that they might make
mistakes.

Note that by punishment, I'm talking about a lot more things than just
spanking. I'm talking about timeouts, facial expressions and tones
intended to communicate that the child should feel shame, social
outcasting at home and school, etc. All of these things share the same
quality, anti-reason. And they all cause people to learn anti-rational
memes because they all communicate that judgment should be evaluated
by authority, rather than by reason -- by the authority of parents,



teachers, principals, friends.

Thinking without reason means deferring to the authority of other
people's judgment. But because the thinking is done without reason,
its impossible for the person to know whether or not the other
person's reasoning is flawed, or whether or not its void of reasoning
altogether as in the case of people making unargued conclusions (i.e.
unexplained assertions).

I just realized that I just described a first-hander[2] and a
second-hander[2]. The first-hander is the curious child that became
the curious adult -- he judges ideas with reason. The second-hander is
the curious child (who started out as a first-hander) that became the
scared adult -- he now judges ideas by the authority of other people's
judgment.

So how should parents treat their children instead? Like
this:http://curi.us/1241-i

[1] Anti-rational memes, and meme theory in general, are explained in
_The Beginning of Infinity_, by David Deutsch.

[2] First-handed and second-handed thinking are explained in
_Introduction to Objectivist Epistemology_, by Ayn Rand. You can also
learn a lot about first-hand vs second-hand thinking from _The
Fountainhead_ and _Atlas Shrugged_, also by Ayn Rand.

-- Rami Rustom
http://ramirustom.blogspot.com
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] public performances
Date: March 30, 2013 at 8:23 PM

http://brianbailey.me/saying-goodbye-to-a-sister/

why is this on the internet?

he's displaying certain approved of conformist sentiment in public to be rewarded. 
he's using his sister's story to try to get fans and approval. and lying about what 
he's doing (to himself too)

she dies and all he has to say is what he's supposed to say. there's nothing 
personal or unique about it.

-- Elliot Temple
http://curi.us/
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] culture clash yay
Date: March 31, 2013 at 4:44 PM

anime is good b/c of something a little like comparative advantage

even if japanese culture is worse, its set of blindspots and evasions doesn't 
match ours

there are things they lie less about

like some aspects of romance are more explicit

also stuff is different. is good to see different lifestyles. ur cultures is not the only  
these things are not so easy to explain. many are subtle and those are important.

the stuff that our culture evades about enough it's hard to put in words!

-- Elliot Temple
http://fallibleideas.com/
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From: Captain Buckwheat <captainbuckwheat@gmail.com>
Subject: [BoI] practical morality
Date: April 1, 2013 at 1:27 AM

In http://curi.us/1345-practical-morality , Elliot Temple wrote:
marriage means promising to be together forever.

This is true. And more important, the emphasis in the promise is "for
better or for worse". This to me is more applicable to the moral
question "how should I live?" rather than the question of "what is
good?".

to reasonably make that promise you have to have a plan for how you will avoid 
drifting apart.

I agree. Since our #1 plan of how to live is to accumulate as much
knowledge as possible, to reasonably make a marriage promise you have
to plan how to choose the right person who will accept your thirst for
knowledge in order to avoid drifting apart.

if, after 10 years, you find that you have completely different interests than your 
spouse, and no interest in doing anything with them

Having completely different interests than your spouse does not mean
having no interest in doing anything with them. Example: if you think
of the most common line of admiration, enthusiasm and passion towards
another person, very often it is "he/she is so different. there are
endless new things to learn about and from him/her." accumulating new
interests and knowledge along with a desire to share and learn from
another I see as the only way to continue a long-term
commitment/promise.

then you will spend all your time apart and your marriage will be pointless and 
you've broken your promise.

If you planned accordingly, you know that by accumulating different
interests and in spite of any changes, you don't risk drifting apart
from your spouse.

so you gotta have a way to prevent drifting apart.

http://curi.us/1345-practical-morality


Right.

what causes or risks drifting? new interests.

Possibly a risk, but not a cause. I suggest to consider a different
view on cause or risk of drifting apart. New interests often reconnect
people and opens new perspectives, attitudes, feelings, and reactions.
It is often a cause of fresh notice, curiosity, and attraction, which
sounds exactly like what two people would need after ten years of
marriage.

when you learn new things you change, if you change you might end up 
different than your spouse.

Good. Different is good.

the growth of knowledge is unpredictable, so you can't guarantee your spouse 
will change in the same ways.

You can't guarantee it, neither should you try. For if you have chosen
according to your plan, you have recognized that your spouse will
remain open-minded and responsive to the large spectrum of new and
unpredictable knowledge one should always hope to conceive.

preventing drift means keeping change and learning under control.

If the cause of drift is a mistakenly chosen person, then keeping
learning under control will not guarantee the continuation of the
marriage.

so marriage is the opposite of open-ending knowledge creation.

No, it's not. Creation of new knowledge might just as well become
creation of a fresh start and renewed interest and enthusiasm in the
marriage. How fearful would all the marriages become if the growth of
knowledge would be the cause of separation? If only all the promises
and commitments could include the spark of the birth of new ideas and
surprises, people would gladly and fearlessly make them.



so you should not marry.

So one shouldn't, if one thinks that the person he/she is going to
marry might be the wrong choice.

In my modest opinion.

-- 
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: culture clash yay
Date: April 1, 2013 at 2:07 AM

On Mar 31, 2013, at 1:44 PM, Elliot Temple <curi@curi.us> wrote:

anime is good b/c of something a little like comparative advantage

even if japanese culture is worse, its set of blindspots and evasions doesn't 
match ours

there are things they lie less about

like some aspects of romance are more explicit

also stuff is different. is good to see different lifestyles. ur cultures is not the only  
these things are not so easy to explain. many are subtle and those are 
important.

the stuff that our culture evades about enough it's hard to put in words!

anime/japan has different common voice tones for saying things

it's hard to explain any but the use of tone in various types statements is different 
for a number of them

-- Elliot Temple
http://beginningofinfinity.com/
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From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Re: culture clash yay
Date: April 1, 2013 at 3:00 AM

On Sun, Mar 31, 2013 at 11:07 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 31, 2013, at 1:44 PM, Elliot Temple <curi@curi.us> wrote:

anime is good b/c of something a little like comparative advantage

even if japanese culture is worse, its set of blindspots and evasions doesn't 
match ours

there are things they lie less about

like some aspects of romance are more explicit

also stuff is different. is good to see different lifestyles. ur cultures is not the 
only     these things are not so easy to explain. many are subtle and those are 
important.

the stuff that our culture evades about enough it's hard to put in words!

anime/japan has different common voice tones for saying things

it's hard to explain any but the use of tone in various types statements is 
different for a number of them

Another benefit of interacting with other cultures is you will miss
many cultural references (at least if engage with regular stuff meant
for their own people, not tailored for foreigners).

Why is that a benefit? Because you can see it's not so bad. It's not a
disaster. It's fine.

So maybe you can reconsider keeping up with all the material that gets
referenced in your own culture. If you stop following all of it,
nothing bad is going to happen.

Another benefit is you may experience (harmless) confusion, and



overcome it. That's a good thing to practice.

-- 
-- 
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From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] practical morality
Date: April 1, 2013 at 12:08 PM

On Sun, Mar 31, 2013 at 10:27 PM, Captain Buckwheat
<captainbuckwheat@gmail.com> wrote:

In http://curi.us/1345-practical-morality , Elliot Temple wrote:
marriage means promising to be together forever.

This is true. And more important, the emphasis in the promise is "for
better or for worse". This to me is more applicable to the moral
question "how should I live?" rather than the question of "what is
good?".

to reasonably make that promise you have to have a plan for how you will 
avoid drifting apart.

How about: Don't drift! Chart a course. Correct it if necessary. But
do not drift. If you and your spouse decide to chart completely
different courses at some point, so be it.

I agree. Since our #1 plan of how to live is to accumulate as much
knowledge as possible, to reasonably make a marriage promise you have
to plan how to choose the right person who will accept your thirst for
knowledge in order to avoid drifting apart.

if, after 10 years, you find that you have completely different interests than your 
spouse, and no interest in doing anything with them

Having completely different interests than your spouse does not mean
having no interest in doing anything with them. Example: if you think
of the most common line of admiration, enthusiasm and passion towards
another person, very often it is "he/she is so different. there are
endless new things to learn about and from him/her." accumulating new
interests and knowledge along with a desire to share and learn from
another I see as the only way to continue a long-term
commitment/promise.

then you will spend all your time apart and your marriage will be pointless and 
you've broken your promise.

http://curi.us/1345-practical-morality


If you planned accordingly, you know that by accumulating different
interests and in spite of any changes, you don't risk drifting apart
from your spouse.

so you gotta have a way to prevent drifting apart.

Right.

what causes or risks drifting? new interests.

Possibly a risk, but not a cause. I suggest to consider a different
view on cause or risk of drifting apart. New interests often reconnect
people and opens new perspectives, attitudes, feelings, and reactions.
It is often a cause of fresh notice, curiosity, and attraction, which
sounds exactly like what two people would need after ten years of
marriage.

when you learn new things you change, if you change you might end up 
different than your spouse.

Good. Different is good.

the growth of knowledge is unpredictable, so you can't guarantee your spouse 
will change in the same ways.

You can't guarantee it, neither should you try. For if you have chosen
according to your plan, you have recognized that your spouse will
remain open-minded and responsive to the large spectrum of new and
unpredictable knowledge one should always hope to conceive.

The growth of knowledge is unpredictable but not the same as drift.

Drift is: I have no idea where I'm going and no control over it and no
input into it.

Growth of knowledge is: I don't know where I will eventually end up,
but I'm powering full steam ahead in the direction that seems best to
me right now.



--Jason
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From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Powerful criticism
Date: April 1, 2013 at 1:37 PM

http://www.curi.us/1164-how-to-ask-questions-3

Elliot: Using persuasion, good ideas will often spread, and they will spread fairly 
effectively. Bad ideas, on the other hand, will have an uphill battle. Every step of 
the way, people will challenge them and criticise them. And if someone comes 
up with a powerful criticism of a bad idea, that itself is a good idea, and a 
persuasive one that many people will be interested in, so it could spread and 
cause the elimination of error. Further, if I try to persuade someone of my idea, 
he may end up persuading me that I was wrong, or I may realise I'm wrong 
while examining my own idea. So there are multiple levels of error correction.

Note the word "powerful" that qualifies "criticism". That sounds like
justification. But judging from context, you said that the criticism
is persuasive enough to persuade the other person. So I'm guessing
that you mean that the "powerful" quality indicates that the criticism
is "persuasive enough" to persuade the person who said the idea being
targeted by the criticism. Is that right?

If I'm right: Does it matter that the word "powerful" seems
justificationist? Should it be changed just to try to ward off any
possible justificationist interpretations? I don't mean specifically
for this old essay that I know you're not wanting to make big changes
to. I mean for new essays that you might write. Would you not use the
phrase "powerful criticism" anymore to mean "criticism that is
persuasive enough to persuade people"?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
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From: Rami Rustom <rombomb@gmail.com>
Cc: BoI Infinity <beginning-of-infinity@googlegroups.com>
Subject: [TCS] Acting on an idea on faith
Date: April 1, 2013 at 2:05 PM

http://www.curi.us/1164-how-to-ask-questions-3

Elliot: As we've discussed earlier, the more critical the case, the easier 
persuasion is. If a parent can honestly say that something is very important, but 
for some reason, such as time pressure, he isn't able to explain things to the 
child now, then won't children voluntarily go along with it?

hmm, on faith?

Elliot: Yes, it would. And that can certainly happen. The parent could say, 
"Please stop. I think you're making a mistake, and I want to tell you why, but first 
it's very urgent that you lower your voice and stop throwing things." The child 
will get an explanation right away if he stops, so he doesn't have anything to 
lose. He doesn't have to take his parent's advice on faith for more than a few 
minutes. And once he does this, he'll have a better idea whether to do it again in 
the future. I think children who won't calm down for a little while to talk have 
almost always tried this many times in the past, and it didn't go well.

There's faith again.

I think faith is wrong here (like "trust" which I posted about a few
minutes ago about some text earlier in this essay). Its saying that
the child *trusts* his parent to do good by the child, to stick to
reason and not switch to anti-reason. But I think what actually
happens is that the child made a judgment call that his parent will
stick to reason and not switch to anti-reason. Right?

I tried coming up with a way of rephrasing your sentence without using
"on faith" but haven't figured it out.

I don't like the idea of advocating that children (or anybody) act on
ideas on faith, even if its just for a few minutes. Its too easy for
people to use as justification for other situations that they might

http://www.curi.us/1164-how-to-ask-questions-3


want their kids to take their ideas on faith. Its like the reasoning
about coercion. There's no reason to coerce one's child. Analogously,
there's no reason to act on an idea on faith.

That seems confused. I said that there is no reason to act on an idea
[without reason]. But you gave a situation where the child should do
that. The reason is, to give the parent an opportunity to explain why
he thinks the child is making a mistake. This is a case of *think
before you act*. The parent is saying that the child has acted (and is
still acting on an idea), and that the act is a mistake, and the
parent has requested that the child stop and think (i.e. truth-seek)
with him.

So from the child's point of view, he should be thinking, "hmm,
somebody is saying they have a criticism of my idea, one that I'm
currently acting on, so I want to know what this criticism is so that
I can evaluate if its right, so I'll stop what I'm doing in order to
evaluate this criticism."

So the parent has said that there is a problem. And the child should
be thinking, let *me* see he's right, so I'll stop what I'm doing to
evaluate this supposed problem. If I decide that he's wrong, I'm going
to go back to what I'm doing. If I decide that he's right, then I
won't go back to what I'm doing.

And in all of this there is no acting on an idea on faith.

What do you think?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
You received this message because you are subscribed to the Google Groups 
"Taking Children Seriously" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to taking-children-seriously+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] What parts do complex moral ideas have?
Date: April 1, 2013 at 2:23 PM

http://www.curi.us/1180-how-to-ask-questions-5

Elliot: Which moral ideas we believe affects our life. How nice it is, how 
successful it is. Complex moral ideas usually (always?) have parts about how to 
live, and other parts about what nice things will result from living this way. This 
can in fact work, or not. Further, moral ideas have to offer explanations involving 
real-world events and facts. Our moral ideas need to have something to say 
when someone commits a murder, or a war starts, or we get in a fight.

Always? I don't know but I'd like to explore that.

First, what is a "complex" moral idea? Do you mean like "fundamental" or what?

Whatever you mean, I'm guessing CPF is classified under your
classification. And CPF does have parts explaining *how* to do stuff,
and it also has parts explaining *why* the stuff is good.

I note that an explanation is an argument for a conclusion.

What follows is that a moral explanation is an argument for a moral
conclusion. A moral conclusion says what (and how?) to do something.
And its explanation says why its good to do. [Actually even the *how*
parts need explanation.]

So I wonder now if by "complex moral idea" you meant "moral explanation".

So if I'm right, then the answer to your question is yes, a moral
explanation always has parts that say how to do stuff, and parts that
say why that stuff is good.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
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From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Philosophical basis
Date: April 1, 2013 at 2:39 PM

http://www.curi.us/1172-how-to-ask-questions-6

Caeli: You said a lot of things. What's fallibilism?
Elliot: It's the belief that we can be wrong, even if we feel really sure. It means 
that we can't have certain, perfect, truth. It means we can make mistakes even 
when we think we haven't.
Caeli: That sounds pretty obvious.
Elliot: Indeed. But, alas, it is not.
Caeli: In what way are parents anti-fallibilist?
Elliot: They often insist that they are right. They say they know best. They don't 
admit that the child might possibly be right?
Caeli: Maybe they usually think it's too unlikely that the child is right to bother 
about.
Elliot: Perhaps. But that's not very different. And it's not on any better of a 
philosophical basis. What, exactly, is the procedure for determining the 
probability that a child might be right?

"Philosophical basis" sounds justificationist. I think you're trying
to say that both ways have the same flaw (they are equally wrong),
they ignore criticism.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://www.curi.us/1172-how-to-ask-questions-6
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From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Medicalization example
Date: April 1, 2013 at 2:46 PM

http://www.curi.us/1172-how-to-ask-questions-6

Elliot: It's possible that is a problem, but one can't blame having entirely the 
wrong approach on funding. Imagine a parent who spanked and said it's 
because he is poor. That's insane. Being poor may cause problems, but it 
certainly didn't force him to hit his child.

Note the word "insane". I'm guessing you hadn't yet read much Szasz
back in 2006.

Its not insane. Its evil.

Calling it insane shifts the responsibility from the parent to a
"mental illness". Shifting responsibility is bad. And that's actually
the aim of the psychiatric field, to shift responsibility.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://www.curi.us/1172-how-to-ask-questions-6
http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Medicalization example
Date: April 1, 2013 at 3:05 PM

On Apr 1, 2013, at 11:46 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/1172-how-to-ask-questions-6

Elliot: It's possible that is a problem, but one can't blame having entirely the 
wrong approach on funding. Imagine a parent who spanked and said it's 
because he is poor. That's insane. Being poor may cause problems, but it 
certainly didn't force him to hit his child.

Note the word "insane". I'm guessing you hadn't yet read much Szasz
back in 2006.

Its not insane. Its evil.

Saying it's evil doesn't communicate what the actual thing wrong with it is.

A word a lot closer to my intended meaning would be "ridiculous". This doesn't tell 
you exactly what the problem is, but gives you an idea of what to look for that a 
more generic word wouldn't.

Calling it insane shifts the responsibility from the parent to a
"mental illness".

Using words in a particular way doesn't actually move responsibility around.

It's also important to pay attention to the intent and meaning of the author. Using 
the word "insane" as a synonym for "super ridiculous" has problems but it's not 
the same as using it in the psychiatric way.

This post never meant it wasn't the parent's fault. If you look at the substance, 
actually the meaning of that part of the quote is to blame the parent.

Shifting responsibility is bad. And that's actually
the aim of the psychiatric field, to shift responsibility.

http://www.curi.us/1172-how-to-ask-questions-6


Some announcers for games like Starcraft 2 call strategies "insane". Whatever 
this is, it isn't shifting responsibility. They aren't saying the player is not 
responsible for his choice of strategy. And they aren't thinking about psychiatry.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Popperian approach to thinking about *problems*
Date: April 1, 2013 at 7:27 PM

quotes relating to the Popperian approach to thinking about *problems*:

Realism and the Aim of Science, by Karl Popper, page 19:

The central problem of the philosophy of knowledge, at least since the 
Reformation, has been this. How can we adjudicate or evaluate the far-reaching 
claims of competing theories and beliefs? I shall call this our *first* problem. 
This problem has led, historically, to a *second* problem: How can we *justify* 
our theories or beliefs? And this second problem is, in turn, bound up with a 
number of other questions: What does a justification consist of? and, more 
especially: Is it possible to justify our theories or beliefs *rationally*: that is to 
say, by giving reasons -- 'positive reasons' (as I shall call them), such as an 
appeal to observation; reasons, that is, for holding them to be true, or at least 
'probable' (in the sense of the probability calculus)?

C&R:

In other words every rational theory, no matter whether scientific or 
philosophical, is rational in so far as it tries to solve certain problems. A theory is 
comprehensible and reasonable only in its relation to a given problem-situation, 
and it can be rationally discussed only by discussing this relation. Now if we look 
upon a theory as a proposed solution to a set of problems, then the theory 
immediately lends itself to critical discussion--even if it is non-empirical and 
irrefutable.

I have discussed the two problems of demarcation and induction at some 
length.  ... a few words about some other problems on which I have been 
working, between 1934 and 1953. I Was led to most of these problems by trying 
to think out the consequences of the solutions to the two problems of 
demarcation and induction. But time does not allow me to continue my narrative, 
and to tell you how my new problems arose out of my old ones.

My main point is that I do not believe that one can speak about exactness, 
except in the relative sense of exactness sufficient for a particular given 



purpose--the purpose of solving a certain given problem. Accordingly, concepts 
cannot be 'explicated' as such, but only within the framework of a definite 
problem-situation. Or in other words, adequacy can only be judged if we are 
given a genuine problem (it must not in its turn be a problem of explication) for 
the solution of which the 'explication' or 'analysis' is undertaken.

I believe that the function of a scientist or of a philosopher is to solve scientific or 
philosophical problems

the theories which we construct to solve our problems [as opposed to other 
ways of constructing theories] have a tendency to grow into unified systems

We are not students of some subject matter but students of problems. And 
problems may cut right across the border of any subject matter or discipline.

But are there philosophical problems? The present position of English 
philosophy--my point of departure-originates, I believe, in the late Professor 
Ludwig Wittgenstein's doctrine that there are none;

My own view of the matter is that only as long as I have genuine philosophical 
problems to solve shall I continue to take an interest in philosophy. I fail to 
understand the attraction of a philosophy without problems.

[criticizing standard approaches to teaching philosophy] For the student's 
chance of discovering the extra-philosophical problems (mathematical, 
scientific, moral, and political problems) which inspired these great philosophers 
is very small indeed. As a rule, these problems can be discovered only by 
studying the history of, for example, scientific ideas, and especially the problem-
situation in mathematics and the sciences during the period in question; and this 
in turn presupposes a considerable acquaintance with mathematics and 
science. Only if he understands the contemporary problem-situation in the 
sciences can the student of the great philosophers understand that they tried to 
solve urgent and concrete problems; problems which they found could not be 



dismissed. And only after understanding this can the student attain a different 
picture of the great philosophies--one which makes sense of the apparent 
nonsense.

philosophy is deeply rooted in non-philosophical problems ... these roots [non-
philsophical problems] are easily forgotten by philosophers who 'study' 
philosophy, instead of being forced into philosophy by the pressure of non-
philosophical problems. ... the purer a philosophical problem becomes the more 
is lost of its original significance, and the more liable is its discussion to 
degenerate into empty verbalism. On the other hand there exist not only 
genuine scientific problems, but genuine philosophical problems.

Few of Kant's successors appear ever to have understood clearly the precise 
problem-situation which gave rise to his work. There were two such problems 
for him: Newton's dynamics of the heavens, and the absolute standards of 
human brotherhood and justice to which the French revolutionaries appealed; 
or, as Kant puts it, 'the starry heavens above me, and the moral law within me'. 
But Kant's 'starry heavens' are seldom recognized for what they were: an 
allusion to Newton. From Fichte onward, many have copied Kant's 'method' and 
the difficult style of parts of his Critique. But most of these imitators, unaware of 
Kant's original interests and problems, busily tried either to tighten, or else to 
explain away, the Gordian knot in which Kant, through no fault of his own, had 
tied himself up. We must beware of mistaking the well-nigh senseless and 
pointless subtleties of the imitators for the pressing and genuine problems of the 
pioneer. We should remember that his problem, although not an empirical one in 
the ordinary sense, nevertheless turned out, unexpectedly, to be in some sense 
factual ( Kant called such facts 'transcendental'), since it arose from an 
apparent, but non-existent, instance of scientia or epistēmē. And we should, I 
submit, seriously consider the suggestion that Kant's answer, in spite of its 
partial absurdity, contained the nucleus of a true philosophy of science.

I need hardly mention that a geologist's problem such as assessing the chances 
of finding deposits of oil or uranium in a certain district has to be solved with the 
help of theories and techniques usually classified as mathematical, physical and 
chemical. It is however less obvious that even a more 'basic' science such as 
atomic physics may have to make use of a geological survey, and of geological 
theories and techniques, to solve a problem in one of its most abstract and 



fundamental theories; for example the problem of testing predictions about the 
relative stability or instability of atoms of an even or odd atomic number. I am 
quite ready to admit that many problems, even if their solution involves the most 
diverse disciplines, nevertheless 'belong' in some sense to one or another of the 
traditional disciplines; the two problems just mentioned clearly 'belong' to 
geology and physics respectively. This is because each of them arises out of a 
discussion characteristic of the tradition of the discipline in question.

Thus we arrive at one of the problems of the theory of tradition: how do 
traditions arise--and, more important, how do they persist--as the (possibly 
unintended) consequences of people's actions? A second and more important 
problem is this: what is the function of tradition in social life?

And an extended example from C&R.:

WHEN I received the list of participants in this course and realized that I had 
been asked to speak to philosophical colleagues I thought, after some hesitation 
and consultation, that you would probably prefer me to speak about those 
problems which interest me most, and about those developments with which I 
am most intimately acquainted. I therefore decided to do what I have never 
done before: to give you a report on my own work in the philosophy of science, 
since the autumn of 1919 when I first began to grapple with the problem, 'When 
should a theory be ranked as scientific?' or 'Is there a criterion for the scientific 
character or status of a theory?'

The problem which troubled me at the time was neither, 'When is a theory true?' 
nor, 'When is a theory acceptable?' My problem was different. I wished to 
distinguish between science and pseudo-science; knowing very well that 
science often errs, and that pseudo-science may happen to stumble on the 
truth.

I knew, of course, the most widely accepted answer to my problem: that science 
is distinguished from pseudoscience--or from 'metaphysics'--by its empirical 
method, which is essentially inductive, proceeding from observation or 
experiment. But this did not satisfy me. On the contrary, I often formulated my 
problem as one of distinguishing between a genuinely empirical method and a 
non-empirical or even a pseudo-empirical method--that is to say, a method 



which, although it appeals to observation and experiment, nevertheless does 
not come up to scientific standards. The latter method may be exemplified by 
astrology, with its stupendous mass of empirical evidence based on 
observation--on horoscopes and on biographies.

But as it was not the example of astrology which led me to my problem I should 
perhaps briefly describe the atmosphere in which my problem arose and the 
examples by which it was stimulated. After the collapse of the Austrian Empire 
there had been a revolution in Austria: the air was full of revolutionary slogans 
and ideas, and new and often wild theories. Among the theories which 
interested me Einstein's theory of relativity was no doubt by far the most 
important. Three others were Marx's theory of history, Freud's psycho-analysis, 
and Alfred Adler's so-called 'individual psychology'.

There was a lot of popular nonsense talked about these theories, and especially 
about relativity (as still happens even today), but I was fortunate in those who 
introduced me to the study of this theory. We all--the small circle of students to 
which I belonged--were thrilled with the result of Eddington's eclipse 
observations which in 1919 brought the first important confirmation of Einstein's 
theory of gravitation. It was a great experience for us, and one which had a 
lasting influence on my intellectual development.

The three other theories I have mentioned were also widely discussed among 
students at that time. I myself happened to come into personal contact with 
Alfred Adler, and even to co-operate with him in his social work among the 
children and young people in the working-class districts of Vienna where he had 
established social guidance clinics.

It was during the summer of 1919 that I began to feel more and more 
dissatisfied with these three theories--the Marxist theory of history, 
psychoanalysis, and individual psychology; and I began to feel dubious about 
their claims to scientific status. My problem perhaps first took the simple form, 
'What is wrong with Marxism, psycho-analysis, and individual psychology? Why 
are they so different from physical theories, from Newton's theory, and 
especially from the theory of relativity?'

To make this contrast clear I should explain that few of us at the time would 
have said that we believed in the truth of Einstein's theory of gravitation. This 
shows that it was not my doubting the truth of those other three theories which 
bothered me, but something else. Yet neither was it that I merely felt 



mathematical physics to be more exact than the sociological or psychological 
type of theory. Thus what worried me was neither the problem of truth, at that 
stage at least, nor the problem of exactness or measurability. It was rather that I 
felt that these other three theories, though posing as sciences, had in fact more 
in common with primitive myths than with science; that they resembled astrology 
rather than astronomy.

...

I have discussed the problem of demarcation in some detail because I believe 
that its solution is the key to most of the fundamental problems of the philosophy 
of science. I am going to give you later a list of some of these other problems, 
but only one of them--the problem of induction--can be discussed here at any 
length. I had become interested in the problem of induction in 1923. Although 
this problem is very closely connected with the problem of demarcation, I did not 
fully appreciate the connection for about five years. I approached the problem of 
induction through Hume.

...

Hume, I felt, had never accepted the full force of his own logical analysis. 
Having refuted the logical idea of induction he was faced with the following 
problem: how do we actually obtain our knowledge, as a matter of psychological 
fact, if induction is a procedure which is logically invalid and rationally 
unjustifiable? There are two possible answers: (1) We obtain our knowledge by 
a non-inductive procedure. This answer would have allowed Hume to retain a 
form of rationalism. (2) We obtain our knowledge by repetition and induction, 
and therefore by a logically invalid and rationally unjustifiable procedure, so that 
all apparent knowledge is merely a kind of belief--belief based on habit. This 
answer would imply that even scientific knowledge is irrational, so that 
rationalism is absurd, and must be given up. (I shall not discuss here the age-
old attempts, now again fashionable, to get out of the difficulty by asserting that 
though induction is of course logically invalid if we mean by 'logic' the same as 
'deductive logic', it is not irrational by its own standards, as may be seen from 
the fact that every reasonable man applies it as a matter of fact: it was Hume's 
great achievement to break this uncritical identification of the question of fact--
quid facti--and the question of justification or validity--quid juris.

...



The belief that science proceeds from observation to theory is still so widely and 
so firmly held that my denial of it is often met with incredulity.

...

If, as I have suggested, the problem of induction is only an instance or facet of 
the problem of demarcation, then the solution to the problem of demarcation 
must provide us with a solution to the problem of induction.

...

But we must be cautious if we formulate our problem, with Hume, as one of the 
reasonableness of our beliefs. We should split this problem into three--our old 
problem of demarcation, or of how to distinguish between science and primitive 
magic; the problem of the rationality of the scientific or critical procedure, and of 
the role of observation within it; and lastly the problem of the rationality of our 
acceptance of theories for scientific and for practical purposes. To all these 
three problems solutions have been offered here. One should also be careful 
not to confuse the problem of the reasonableness of the scientific procedure 
and the (tentative) acceptance of the results of this procedure--i.e. the scientific 
theories--with the problem of the rationality or otherwise of the belief that this 
procedure will succeed.

In Popper's book on the presocratics, he is able to surpass expert translators of 
ancient Greek (Popper learned Greek but not to the top level) by considering the 
problem situation of the philosophers he translates, and what they would have 
said and considered worth saying (and what others would have considered worth 
quoting and preserving. this puts constraints, e.g. it can't have been saying 
something trivially boring that no one would have ever cared about). Popper tries 
to come up with explanations of what they were thinking and what problems they 
were trying to address, and how they could have thought their philosophy did 
solve the problem(s), and in that way he translates better. (Actually I think Open 
Society has some of this too.)

David Deutsch, *The Fabric of Reality*:



When we succeed in solving a problem, scientific or otherwise, we end up with a 
set of theories which, though they are not problem-free, we find preferable to the 
theories we started with. What new attributes the new theories will have 
therefore depends on what we saw as the deficiencies in our original theories — 
that is, on what the problem was. Science is characterized by its problems as 
well as by its method

If we cannot think of good candidate solutions we may return to stage 1 and try 
to reformulate the problem, or even choose a different problem. Indeed, 
apparent insolubility is only one of many reasons why we often find it desirable 
to modify problems we are solving. Some variants of a problem are inevitably 
more interesting, or more relevant to other problems; some are better 
formulated; some seem to be potentially more fruitful, or more urgent — or 
whatever. In many cases the issue of what precisely the problem is, and what 
the attributes of a ‘good’ explanation would be, receive as much criticism and 
conjecture as do trial solutions.

we are right to seek solutions to problems rather than sources of ultimate 
justification.

More generally, it is a principle of rationality that theories are postulated in order 
to solve problems. Therefore any postulate which solves no problem is to be 
rejected.

In the Popperian scheme of things, explanations always lead to new problems 
which in turn require further explanations.

This last one is indeed from Popper like it says, e.g. Popper wrote in C&R:

This is what I have called the 'searchlight theory of science'--the view that 
science itself throws new light on things; that it not only solves problems, but 
that, in doing so, it creates many more; and that it not only profits from 
observations, but leads to new ones.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] practical morality
Date: April 2, 2013 at 9:11 PM

On Mon, Apr 1, 2013 at 12:27 AM, Captain Buckwheat
<captainbuckwheat@gmail.com> wrote:

In http://curi.us/1345-practical-morality , Elliot Temple wrote:
marriage means promising to be together forever.

This is true. And more important, the emphasis in the promise is "for
better or for worse". This to me is more applicable to the moral
question "how should I live?" rather than the question of "what is
good?".

Those questions look equivalent to me.

to reasonably make that promise you have to have a plan for how you will 
avoid drifting apart.

I agree. Since our #1 plan of how to live is to accumulate as much
knowledge as possible, to reasonably make a marriage promise you have
to plan how to choose the right person who will accept your thirst for
knowledge in order to avoid drifting apart.

The method of choosing a partner is fallible. So what's your method
for addressing mistakes in that method?

if, after 10 years, you find that you have completely different interests than your 
spouse, and no interest in doing anything with them

Having completely different interests than your spouse does not mean
having no interest in doing anything with them. Example: if you think
of the most common line of admiration, enthusiasm and passion towards
another person, very often it is "he/she is so different. there are
endless new things to learn about and from him/her." accumulating new
interests and knowledge along with a desire to share and learn from

http://curi.us/1345-practical-morality


another I see as the only way to continue a long-term
commitment/promise.

then you will spend all your time apart and your marriage will be pointless and 
you've broken your promise.

If you planned accordingly, you know that by accumulating different
interests and in spite of any changes, you don't risk drifting apart
from your spouse.

You're saying that you've found a method of choosing a partner that is
infallible/perfect -- "you don't risk drifting apart from your
spouse".

so you gotta have a way to prevent drifting apart.

Right.

what causes or risks drifting? new interests.

Possibly a risk, but not a cause. I suggest to consider a different
view on cause or risk of drifting apart. New interests often reconnect
people and opens new perspectives, attitudes, feelings, and reactions.
It is often a cause of fresh notice, curiosity, and attraction, which
sounds exactly like what two people would need after ten years of
marriage.

when you learn new things you change, if you change you might end up 
different than your spouse.

Good. Different is good.

the growth of knowledge is unpredictable, so you can't guarantee your spouse 
will change in the same ways.

You can't guarantee it, neither should you try. For if you have chosen
according to your plan, you have recognized that your spouse will
remain open-minded and responsive to the large spectrum of new and



unpredictable knowledge one should always hope to conceive.

Using a fallible method of choosing means that some of your choices
might be mistaken. So what you really mean is "if you have chosen
correctly", or "if the method didn't produce a mistake this time".

[BTW, on a related topic, the best minds are converging, not diverging
(aka drifting).]

preventing drift means keeping change and learning under control.

If the cause of drift is a mistakenly chosen person, then keeping
learning under control will not guarantee the continuation of the
marriage.

Elliot was saying that we can't control the growth of knowledge, so
preventing drift, which requires preventing the growth of knowledge,
is impossible to do.

so marriage is the opposite of open-ending knowledge creation.

No, it's not. Creation of new knowledge might just as well become
creation of a fresh start and renewed interest and enthusiasm in the
marriage. How fearful would all the marriages become if the growth of
knowledge would be the cause of separation?

The growth of knowledge is a common cause of separation. Often, that
knowledge is the realization that you and the other person don't share
some specific core values, e.g. autonomy.

If only all the promises
and commitments could include the spark of the birth of new ideas and
surprises, people would gladly and fearlessly make them.



so you should not marry.

So one shouldn't, if one thinks that the person he/she is going to
marry might be the wrong choice.

But if you used your method, and you think it gave you a good result,
you could still be wrong -- so in every marriage, the person being
married "might be the wrong choice". So instead of marrying, why not
just *be*?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 
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From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] practical morality
Date: April 2, 2013 at 9:42 PM

On Mon, Apr 1, 2013 at 11:08 AM, Jason <auvenj@gmail.com> wrote:
On Sun, Mar 31, 2013 at 10:27 PM, Captain Buckwheat
<captainbuckwheat@gmail.com> wrote:

In http://curi.us/1345-practical-morality , Elliot Temple wrote:
marriage means promising to be together forever.

This is true. And more important, the emphasis in the promise is "for
better or for worse". This to me is more applicable to the moral
question "how should I live?" rather than the question of "what is
good?".

to reasonably make that promise you have to have a plan for how you will 
avoid drifting apart.

How about: Don't drift! Chart a course. Correct it if necessary. But
do not drift. If you and your spouse decide to chart completely
different courses at some point, so be it.

I don't understand. How is "don't drift" consistent with "correct it
if necessary"?

If you make a correction to the plan, doesn't that mean a change in
the plan? And if many changes occurred over a long period of time,
that means that a lot of change has occurred -- doesn't that mean
drift?

I wonder what Elliot meant by 'drift', merriam-webster:

c : a gradual shift in attitude, opinion, or position
d : an aimless course; especially : a foregoing of any attempt at
direction or control

I think Elliot means c, and Jason means d.

Note that d is a special case of c.

http://curi.us/1345-practical-morality


My interpretation is that Elliot is saying that trying to "control"
drift, is bad. So c and d are bad. And its bad because it means trying
to stop knowledge creation -- acquiring new interests is a type of
knowledge creation.

I agree. Since our #1 plan of how to live is to accumulate as much
knowledge as possible, to reasonably make a marriage promise you have
to plan how to choose the right person who will accept your thirst for
knowledge in order to avoid drifting apart.

if, after 10 years, you find that you have completely different interests than 
your spouse, and no interest in doing anything with them

Having completely different interests than your spouse does not mean
having no interest in doing anything with them. Example: if you think
of the most common line of admiration, enthusiasm and passion towards
another person, very often it is "he/she is so different. there are
endless new things to learn about and from him/her." accumulating new
interests and knowledge along with a desire to share and learn from
another I see as the only way to continue a long-term
commitment/promise.

then you will spend all your time apart and your marriage will be pointless 
and you've broken your promise.

If you planned accordingly, you know that by accumulating different
interests and in spite of any changes, you don't risk drifting apart
from your spouse.

so you gotta have a way to prevent drifting apart.

Right.

what causes or risks drifting? new interests.

Possibly a risk, but not a cause. I suggest to consider a different
view on cause or risk of drifting apart. New interests often reconnect
people and opens new perspectives, attitudes, feelings, and reactions.



It is often a cause of fresh notice, curiosity, and attraction, which
sounds exactly like what two people would need after ten years of
marriage.

when you learn new things you change, if you change you might end up 
different than your spouse.

Good. Different is good.

the growth of knowledge is unpredictable, so you can't guarantee your 
spouse will change in the same ways.

You can't guarantee it, neither should you try. For if you have chosen
according to your plan, you have recognized that your spouse will
remain open-minded and responsive to the large spectrum of new and
unpredictable knowledge one should always hope to conceive.

The growth of knowledge is unpredictable but not the same as drift.

Drift is: I have no idea where I'm going and no control over it and no
input into it.

That is a subset of drift.

Drift is the gradual change of one's worldview, including his
interests. An interest is an interesting problem, a human problem. Its
something a person wants to accomplish. As a person solves problems,
which means 'as he creates knowledge', he discovers new problems. Some
of the problems he discovers he'll find interesting -- interesting
enough to try to solve it, to brainstorm and criticize his way to a
(workable) solution to the problem.

So just by solving problems, just by living, one will inevitably
create new interests. And this is drift. So living is drifting.

So what does it mean to "chart a course" with the aim of preventing drift?

Growth of knowledge is: I don't know where I will eventually end up,
but I'm powering full steam ahead in the direction that seems best to



me right now.

That's drift.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 
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From: Captain Buckwheat <captainbuckwheat@gmail.com>
Subject: Re: [BoI] practical morality
Date: April 2, 2013 at 11:06 PM

On Tue, Apr 2, 2013 at 9:11 PM, Rami Rustom wrote:
On Mon, Apr 1, 2013 at 12:27 AM, Captain Buckwheat wrote:

In http://curi.us/1345-practical-morality , Elliot Temple wrote:
marriage means promising to be together forever.

This is true. And more important, the emphasis in the promise is "for
better or for worse". This to me is more applicable to the moral
question "how should I live?" rather than the question of "what is
good?".

Those questions look equivalent to me.

Elliot called "what is good" a bad starting question and "how should I
live" a good starting question.  I kept the separation.

to reasonably make that promise you have to have a plan for how you will 
avoid drifting apart.

I agree. Since our #1 plan of how to live is to accumulate as much
knowledge as possible, to reasonably make a marriage promise you have
to plan how to choose the right person who will accept your thirst for
knowledge in order to avoid drifting apart.

The method of choosing a partner is fallible. So what's your method
for addressing mistakes in that method?

The process of gaining new knowledge is fallible, yet we still make it
our #1 goal. A partner can turn out wrong, but making a choice based
on the more likely predictions/possibilities/outcomes is the best one
can do at a given time. The method of *avoiding* some possible
mistakes is the familiar method of critical thinking, conjectures and
refutations.  If later one's partner turns out to be the wrong person,
the only way to address it, as I see it, is to learn a good lesson and
move on. However, it is hard to say for sure, since there are not many
examples of people using the correct method of choosing the right

http://curi.us/1345-practical-morality


partner to marry via critical thinking, etc.

then you will spend all your time apart and your marriage will be pointless 
and you've broken your promise.

If you planned accordingly, you know that by accumulating different
interests and in spite of any changes, you don't risk drifting apart
from your spouse.

You're saying that you've found a method of choosing a partner that is
infallible/perfect -- "you don't risk drifting apart from your
spouse".

By using the method of conjectures and refutations one hopes to
minimize risks to the level best possible to us as we know it today.

the growth of knowledge is unpredictable, so you can't guarantee your 
spouse will change in the same ways.

You can't guarantee it, neither should you try. For if you have chosen
according to your plan, you have recognized that your spouse will
remain open-minded and responsive to the large spectrum of new and
unpredictable knowledge one should always hope to conceive.

Using a fallible method of choosing means that some of your choices
might be mistaken. So what you really mean is "if you have chosen
correctly", or "if the method didn't produce a mistake this time".

That is, "if you have chosen using the best known technique". The same
technique we use to approach new knowledge.

[BTW, on a related topic, the best minds are converging, not diverging
(aka drifting).]

Can you bring examples or explain more?

preventing drift means keeping change and learning under control.

If the cause of drift is a mistakenly chosen person, then keeping



learning under control will not guarantee the continuation of the
marriage.

Elliot was saying that we can't control the growth of knowledge, so
preventing drift, which requires preventing the growth of knowledge,
is impossible to do.

I don't agree with Elliot that uncontrolled growth of knowledge
necessarily leads to drift. I'm trying to say that what causes drift
is the choice of the wrong partner.

so marriage is the opposite of open-ending knowledge creation.

No, it's not. Creation of new knowledge might just as well become
creation of a fresh start and renewed interest and enthusiasm in the
marriage. How fearful would all the marriages become if the growth of
knowledge would be the cause of separation?

The growth of knowledge is a common cause of separation. Often, that
knowledge is the realization that you and the other person don't share
some specific core values, e.g. autonomy.

Even if at the stage of choosing a partner one believes that they
share a list of most important values, after a time, one person might
change either their values or their meaning. However, one of the main
criteria I mentioned earlier was being welcoming and open-minded, and
creative in the search for solutions to possible, unpredictable
changes/problems ("for better or for worse").  The most common cause
of separation I continue to connect to the wrong choice of partner.

so you should not marry.

So one shouldn't, if one thinks that the person he/she is going to
marry might be the wrong choice.

But if you used your method, and you think it gave you a good result,
you could still be wrong -- so in every marriage, the person being
married "might be the wrong choice". So instead of marrying, why not
just *be*?



Yes, I agree. My personal perspective on the institution of marriage
is addressed from a different angle, not mentioned above. Still, what
I tried to oppose was the nature of the cause of "drift", which to my
mind is the choice of partner gone wrong, rather than the uncontrolled
growth of knowledge.

In my modest opinion.

-- 
-- 
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From: Captain Buckwheat <captainbuckwheat@gmail.com>
Subject: Re: [BoI] practical morality
Date: April 2, 2013 at 11:12 PM

On Tue, Apr 2, 2013 at 9:42 PM, Rami Rustom <rombomb@gmail.com> wrote:
On Mon, Apr 1, 2013 at 11:08 AM, Jason <auvenj@gmail.com> wrote:

On Sun, Mar 31, 2013 at 10:27 PM, Captain Buckwheat
<captainbuckwheat@gmail.com> wrote:

In http://curi.us/1345-practical-morality , Elliot Temple wrote:
to reasonably make that promise you have to have a plan for how you will 
avoid drifting apart.

How about: Don't drift! Chart a course. Correct it if necessary. But
do not drift. If you and your spouse decide to chart completely
different courses at some point, so be it.

I don't understand. How is "don't drift" consistent with "correct it
if necessary"?

I believe Elliot meant "drifting apart" i.e. separating, every time he
mentioned a drift.

-- 
-- 
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From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Moore's Law
Date: April 3, 2013 at 6:24 AM

Moore's Law is the observation that roughly every two years the number of 
transistors on a computer chip has doubled. People tend to use this to make a 
prediction that the trend will continue. But that sounds like induction.

http://en.wikipedia.org/wiki/Moore's_law

This sometimes is also phrased as that roughly every two years processing 
power/speed doubles. Wiki claims the 18 month figure isn't correct.

Whatever the case, is there an *explanation* of Moore's law? Why should it be 
every 2 years? Why not every 2 months? Or 4 years? Why should it be linear at 
all? Why any kind of pattern?

If there's no explanation, how can there be a prediction?

Quantum computation will affect Moore's law apparently...but is there a reason for 
what we have seen so far?

Brett.

-- 
-- 
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From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] practical morality
Date: April 3, 2013 at 8:18 AM

On Apr 2, 2013 10:12 PM, "Captain Buckwheat" 
<captainbuckwheat@gmail.com> wrote:

On Tue, Apr 2, 2013 at 9:11 PM, Rami Rustom wrote:
On Mon, Apr 1, 2013 at 12:27 AM, Captain Buckwheat wrote:

In http://curi.us/1345-practical-morality , Elliot Temple wrote:
marriage means promising to be together forever.
to reasonably make that promise you have to have a plan for how you will 
avoid drifting apart.

I agree. Since our #1 plan of how to live is to accumulate as much
knowledge as possible, to reasonably make a marriage promise you have
to plan how to choose the right person who will accept your thirst for
knowledge in order to avoid drifting apart.

The method of choosing a partner is fallible. So what's your method
for addressing mistakes in that method?

The process of gaining new knowledge is fallible, yet we still make it
our #1 goal. A partner can turn out wrong, but making a choice based
on the more likely predictions/possibilities/outcomes is the best one
can do at a given time. The method of *avoiding* some possible
mistakes is the familiar method of critical thinking, conjectures and
refutations.  If later one's partner turns out to be the wrong person,
the only way to address it, as I see it, is to learn a good lesson and
move on. However, it is hard to say for sure, since there are not many
examples of people using the correct method of choosing the right
partner to marry via critical thinking, etc.

then you will spend all your time apart and your marriage will be pointless 
and you've broken your promise.

If you planned accordingly, you know that by accumulating different
interests and in spite of any changes, you don't risk drifting apart
from your spouse.

http://curi.us/1345-practical-morality


You're saying that you've found a method of choosing a partner that is
infallible/perfect -- "you don't risk drifting apart from your
spouse".

By using the method of conjectures and refutations one hopes to
minimize risks to the level best possible to us as we know it today.

I note that you're calling "drifting apart" as an inherently bad
thing. But *why* is it bad?

the growth of knowledge is unpredictable, so you can't guarantee your 
spouse will change in the same ways.

You can't guarantee it, neither should you try. For if you have chosen
according to your plan, you have recognized that your spouse will
remain open-minded and responsive to the large spectrum of new and
unpredictable knowledge one should always hope to conceive.

Using a fallible method of choosing means that some of your choices
might be mistaken. So what you really mean is "if you have chosen
correctly", or "if the method didn't produce a mistake this time".

That is, "if you have chosen using the best known technique". The same
technique we use to approach new knowledge.

[BTW, on a related topic, the best minds are converging, not diverging
(aka drifting).]

[To clarify, "drifting apart" is divergence and "drifting together" is
convergence.]

Can you bring examples or explain more?

Take any disagreement between 2 people. If they do rational
discussion, and then agree, they have converged (one step). With each
new agreement (from a disagreement) is a convergence.



preventing drift means keeping change and learning under control.

If the cause of drift is a mistakenly chosen person, then keeping
learning under control will not guarantee the continuation of the
marriage.

Elliot was saying that we can't control the growth of knowledge, so
preventing drift, which requires preventing the growth of knowledge,
is impossible to do.

I don't agree with Elliot that uncontrolled growth of knowledge
necessarily leads to drift. I'm trying to say that what causes drift
is the choice of the wrong partner.

Well, as I explained before, living is drifting. Maybe you're
specifically talking about "drifting apart".

so marriage is the opposite of open-ending knowledge creation.

No, it's not. Creation of new knowledge might just as well become
creation of a fresh start and renewed interest and enthusiasm in the
marriage. How fearful would all the marriages become if the growth of
knowledge would be the cause of separation?

The growth of knowledge is a common cause of separation. Often, that
knowledge is the realization that you and the other person don't share
some specific core values, e.g. autonomy.

Even if at the stage of choosing a partner one believes that they
share a list of most important values, after a time, one person might
change either their values or their meaning. However, one of the main
criteria I mentioned earlier was being welcoming and open-minded, and
creative in the search for solutions to possible, unpredictable
changes/problems ("for better or for worse"). The most common cause
of separation I continue to connect to the wrong choice of partner.



Maybe the wrong choice of partner is the partner whom you'll "drift
apart" from, and the "right" choice of partner is the partner whom
you'll "drift closer" to.

But the problem remains, your method of determining whether or not
your partner is the right choice, or wrong choice, is fallible. So
since you might be wrong, why get married? Why not just *be*? And if
you "drift apart" then stop seeing her. And if you "drift together",
that's nice, but its not a reason to get married.

so you should not marry.

So one shouldn't, if one thinks that the person he/she is going to
marry might be the wrong choice.

But if you used your method, and you think it gave you a good result,
you could still be wrong -- so in every marriage, the person being
married "might be the wrong choice". So instead of marrying, why not
just *be*?

Yes, I agree. My personal perspective on the institution of marriage
is addressed from a different angle, not mentioned above. Still, what
I tried to oppose was the nature of the cause of "drift", which to my
mind is the choice of partner gone wrong, rather than the uncontrolled
growth of knowledge.

Everybody drifts though. Its part of living.

Note that when I say drift, the target of the drift is a person, not a
relationship between two people. Every single person is evolving, and
this is what drifting is referring to.

Maybe you're trying to talk about "drifting apart" only. But the
target of "drifting apart" is not just *a* person. Its a relationship.
Its one person's drift as compared to another person's drift. If their
drift is in the same direction, then they are "drifting together", and
if their drift is in opposite directions, then they are "drifting
apart".



-- Rami

-- 
-- 
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From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Thought-terminating cliché
Date: April 3, 2013 at 8:32 AM

http://philosophy.thecastsite.com/readings/anonymous2.html

A thought-terminating cliché is a commonly used phrase, sometimes passing as 
folk wisdom, used to quell cognitive dissonance. Though the phrase in and of 
itself may be valid in certain contexts, its application as a means of dismissing 
dissent or justifying fallacious logic is what makes it thought-terminating.

The term was popularized by Robert Jay Lifton in his 1956 book Thought 
Reform and the Psychology of Totalism. Lifton said, "The language of the totalist 
environment is characterized by the thought-terminating cliché. The most far-
reaching and complex of human problems are compressed into brief, highly 
reductive, definitive-sounding phrases, easily memorized and easily expressed. 
These become the start and finish of any ideological analysis."

In George Orwell’s novel Nineteen Eighty-Four, the fictional constructed 
language Newspeak is designed to reduce language entirely to a set of thought-
terminating clichés. Aldous Huxley’s Brave New World society uses thought-
terminating clichés in a more conventional manner, most notably in regard to the 
drug soma as well as modified versions of real-life platitudes, such as, "A doctor 
a day keeps the jim-jams away."

[End quote.]

For example:

"You don’t always get what you want."

"You win some, you lose some."

"Everyone is entitled to their own opinion." (Appeal to ridicule if
said sarcastically)

"It works in theory, but not in practice." (Base rate fallacy)

"It makes sense to me, and that's all that matters."

http://philosophy.thecastsite.com/readings/anonymous2.html


"It is what it is."

"There you go again."

"Think about it."

Here's one I heard a locally-owned agent (kinda like a franchisee) of
a national company: "A sale's a sale."

The link has lots more.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Re: Thought-terminating cliché
Date: April 3, 2013 at 8:35 AM

On Wed, Apr 3, 2013 at 7:32 AM, Rami Rustom <rombomb@gmail.com> wrote:
http://philosophy.thecastsite.com/readings/anonymous2.html

A thought-terminating cliché is a commonly used phrase, sometimes passing 
as folk wisdom, used to quell cognitive dissonance. Though the phrase in and 
of itself may be valid in certain contexts, its application as a means of 
dismissing dissent or justifying fallacious logic is what makes it thought-
terminating.

The term was popularized by Robert Jay Lifton in his 1956 book Thought 
Reform and the Psychology of Totalism. Lifton said, "The language of the 
totalist environment is characterized by the thought-terminating cliché. The 
most far-reaching and complex of human problems are compressed into brief, 
highly reductive, definitive-sounding phrases, easily memorized and easily 
expressed. These become the start and finish of any ideological analysis."

In George Orwell’s novel Nineteen Eighty-Four, the fictional constructed 
language Newspeak is designed to reduce language entirely to a set of 
thought-terminating clichés. Aldous Huxley’s Brave New World society uses 
thought-terminating clichés in a more conventional manner, most notably in 
regard to the drug soma as well as modified versions of real-life platitudes, 
such as, "A doctor a day keeps the jim-jams away."

[End quote.]

Here's another one:

http://curi.us/1181-parents-as-rulers

Elliot: Parents primarily say things like "that is just how children are" and they 
say it's natural or genetic. That is a retreat from explanation. They are saying 
they don't know why, it just is. So they really don't understand their child's 
motivations very well.

-- Rami Rustom

http://philosophy.thecastsite.com/readings/anonymous2.html
http://curi.us/1181-parents-as-rulers


http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Captain <captainbuckwheat@gmail.com>
Subject: Re: [BoI] practical morality
Date: April 4, 2013 at 12:01 AM

On Apr 3, 2013, at 8:18 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Apr 2, 2013 10:12 PM, "Captain Buckwheat" 
<captainbuckwheat@gmail.com> wrote:

On Tue, Apr 2, 2013 at 9:11 PM, Rami Rustom wrote:
On Mon, Apr 1, 2013 at 12:27 AM, Captain Buckwheat wrote:

In http://curi.us/1345-practical-morality , Elliot Temple wrote:
marriage means promising to be together forever.
to reasonably make that promise you have to have a plan for how you will 
avoid drifting apart.

I agree. Since our #1 plan of how to live is to accumulate as much
knowledge as possible, to reasonably make a marriage promise you have
to plan how to choose the right person who will accept your thirst for
knowledge in order to avoid drifting apart.

The method of choosing a partner is fallible. So what's your method
for addressing mistakes in that method?

The process of gaining new knowledge is fallible, yet we still make it
our #1 goal. A partner can turn out wrong, but making a choice based
on the more likely predictions/possibilities/outcomes is the best one
can do at a given time. The method of *avoiding* some possible
mistakes is the familiar method of critical thinking, conjectures and
refutations.  If later one's partner turns out to be the wrong person,
the only way to address it, as I see it, is to learn a good lesson and
move on. However, it is hard to say for sure, since there are not many
examples of people using the correct method of choosing the right
partner to marry via critical thinking, etc.

then you will spend all your time apart and your marriage will be pointless 
and you've broken your promise.

If you planned accordingly, you know that by accumulating different
interests and in spite of any changes, you don't risk drifting apart

http://curi.us/1345-practical-morality


from your spouse.

You're saying that you've found a method of choosing a partner that is
infallible/perfect -- "you don't risk drifting apart from your
spouse".

By using the method of conjectures and refutations one hopes to
minimize risks to the level best possible to us as we know it today.

I note that you're calling "drifting apart" as an inherently bad
thing. But *why* is it bad?

Breaking a promise is bad.

Elliot was saying that we can't control the growth of knowledge, so
preventing drift, which requires preventing the growth of knowledge,
is impossible to do.

I don't agree with Elliot that uncontrolled growth of knowledge
necessarily leads to drift. I'm trying to say that what causes drift
is the choice of the wrong partner.

Well, as I explained before, living is drifting. Maybe you're
specifically talking about "drifting apart".

Yes.
"Drifting apart" is what I think is addressed in the original essay.

to connect to the wrong choice of partner.

Maybe the wrong choice of partner is the partner whom you'll "drift
apart" from, and the "right" choice of partner is the partner whom
you'll "drift closer" to.

Yes, that is what I mean by the right choice of partner.



But the problem remains, your method of determining whether or not
your partner is the right choice, or wrong choice, is fallible. So
since you might be wrong, why get married? Why not just *be*? And if
you "drift apart" then stop seeing her. And if you "drift together",
that's nice, but its not a reason to get married.

I am only saying that the reason not to get married should not be primarily the risk 
of uncontrolled growth of knowledge. Please see the answer I gave in my 
previous note 4 paragraphs below.

so you should not marry.

So one shouldn't, if one thinks that the person he/she is going to
marry might be the wrong choice.

But if you used your method, and you think it gave you a good result,
you could still be wrong -- so in every marriage, the person being
married "might be the wrong choice". So instead of marrying, why not
just *be*?

Yes, I agree. My personal perspective on the institution of marriage
is addressed from a different angle, not mentioned above. Still, what
I tried to oppose was the nature of the cause of "drift", which to my
mind is the choice of partner gone wrong, rather than the uncontrolled
growth of knowledge.

Everybody drifts though. Its part of living.

Note that when I say drift, the target of the drift is a person, not a
relationship between two people. Every single person is evolving, and
this is what drifting is referring to.

Maybe you're trying to talk about "drifting apart" only. But the
target of "drifting apart" is not just *a* person. Its a relationship.
Its one person's drift as compared to another person's drift. If their
drift is in the same direction, then they are "drifting together", and



if their drift is in opposite directions, then they are "drifting
apart".

We drifted together in this last section, marry me? x

-- Rami

-- 
-- 

-- 
-- 
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From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] practical morality
Date: April 4, 2013 at 6:26 AM

On 4/3/2013 4:06 AM, Captain Buckwheat wrote:
I don't agree with Elliot that uncontrolled growth of knowledge necessarily leads 
to drift. I'm trying to say that what causes drift is the choice of the wrong partner.  

What's the most substantive difference between potential partners?

There are differences in physical attributes, but those aren't the most substantive 
- people don't drift apart due to hair colour or boob size. (They might cite them as 
contributing factors, but they're really not the core reasons in the kind of 
relationships you're talking about).

The substantive difference is in knowledge, right? Not merely knowledge of triva 
or how-to-do-stuff, but philosophy (knowledge of how to live). The right partner is 
the one whose knowledge is compatible with yours in particular ways, and the 
wrong partner is the one whose isn't.

So can't the growth of knowledge turn the right partner into the wrong partner, 
and vice versa, during the relationship?

Even if at the stage of choosing a partner one believes that they
share a list of most important values, after a time, one person might
change either their values or their meaning. However, one of the main
criteria I mentioned earlier was being welcoming and open-minded, and
creative in the search for solutions to possible, unpredictable
changes/problems ("for better or for worse").  The most common cause
of separation I continue to connect to the wrong choice of partner.

If you've got the philosophy of being welcoming, open-minded, and creative in the 
search for solutions to possible, unpredictable changes/problems... then doesn't 
that actually make the choice of partner *less* significant? You'd be able to deal 
with the problems in the relationship no matter who it's with.

- Richard

-- 
-- 
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From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] practical morality
Date: April 4, 2013 at 7:12 AM

On Apr 3, 2013 11:12 PM, "Captain" <captainbuckwheat@gmail.com> wrote:

On Apr 3, 2013, at 8:18 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Apr 2, 2013 10:12 PM, "Captain Buckwheat" 
<captainbuckwheat@gmail.com> wrote:

On Tue, Apr 2, 2013 at 9:11 PM, Rami Rustom wrote:
On Mon, Apr 1, 2013 at 12:27 AM, Captain Buckwheat wrote:

In http://curi.us/1345-practical-morality , Elliot Temple wrote:
marriage means promising to be together forever.
to reasonably make that promise you have to have a plan for how you will 
avoid drifting apart.

I agree. Since our #1 plan of how to live is to accumulate as much
knowledge as possible, to reasonably make a marriage promise you have
to plan how to choose the right person who will accept your thirst for
knowledge in order to avoid drifting apart.

The method of choosing a partner is fallible. So what's your method
for addressing mistakes in that method?

The process of gaining new knowledge is fallible, yet we still make it
our #1 goal. A partner can turn out wrong, but making a choice based
on the more likely predictions/possibilities/outcomes is the best one
can do at a given time. The method of *avoiding* some possible
mistakes is the familiar method of critical thinking, conjectures and
refutations.  If later one's partner turns out to be the wrong person,
the only way to address it, as I see it, is to learn a good lesson and
move on. However, it is hard to say for sure, since there are not many
examples of people using the correct method of choosing the right
partner to marry via critical thinking, etc.

then you will spend all your time apart and your marriage will be pointless 

http://curi.us/1345-practical-morality


and you've broken your promise.

If you planned accordingly, you know that by accumulating different
interests and in spite of any changes, you don't risk drifting apart
from your spouse.

You're saying that you've found a method of choosing a partner that is
infallible/perfect -- "you don't risk drifting apart from your
spouse".

By using the method of conjectures and refutations one hopes to
minimize risks to the level best possible to us as we know it today.

I note that you're calling "drifting apart" as an inherently bad
thing. But *why* is it bad?

Breaking a promise is bad.

Wait. First two people meet. Then after multiple interactions they
might start thinking about making a promise to marry. At this point,
lets say they are "drifting together", and less say that they've spent
a couple of years interacting with each other. Maybe at this point
they live together. The question is, should we make a promise?

Why would the answer be yes? That would require being absolutely sure
that the person is the "right" choice, the person that you would
continue "drifting together" with, as opposed to "drifting apart". And
since you can't know this for sure, making a promise is irrational.

You could refrain from making a promise and then spend 40 years
together and die in the same deathbed on the same night.

Or you could make the promise, and then later find out that she is the
wrong choice. And if this happens, is it good or bad to break the
promise? I note that you said that its bad to break the promise. But
this doesn't make sense. How could it be bad to stop doing something
that is bad?



But the problem remains, your method of determining whether or not
your partner is the right choice, or wrong choice, is fallible. So
since you might be wrong, why get married? Why not just *be*? And if
you "drift apart" then stop seeing her. And if you "drift together",
that's nice, but its not a reason to get married.

I am only saying that the reason not to get married should not be primarily the 
risk of uncontrolled growth of knowledge. Please see the answer I gave in my 
previous note 4 paragraphs below.

so you should not marry.

So one shouldn't, if one thinks that the person he/she is going to
marry might be the wrong choice.

But if you used your method, and you think it gave you a good result,
you could still be wrong -- so in every marriage, the person being
married "might be the wrong choice". So instead of marrying, why not
just *be*?

Yes, I agree. My personal perspective on the institution of marriage
is addressed from a different angle, not mentioned above. Still, what
I tried to oppose was the nature of the cause of "drift", which to my
mind is the choice of partner gone wrong, rather than the uncontrolled
growth of knowledge.

Everybody drifts though. Its part of living.

Note that when I say drift, the target of the drift is a person, not a
relationship between two people. Every single person is evolving, and
this is what drifting is referring to.

Maybe you're trying to talk about "drifting apart" only. But the
target of "drifting apart" is not just *a* person. Its a relationship.
Its one person's drift as compared to another person's drift. If their
drift is in the same direction, then they are "drifting together", and



if their drift is in opposite directions, then they are "drifting
apart".

We drifted together in this last section, marry me? x

:)  One agreement shouldn't be enough (even with your ideas on marriage).

As for me, the threshold for *enough agreement to warrant a promise*
approaches infinite.

I cannot predict what disagreement we might have in the future (what
idea you or I might create) that could become a deal-breaker.

-- Rami

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] practical morality
Date: April 4, 2013 at 7:29 AM

On Apr 2, 2013, at 8:06 PM, Captain Buckwheat 
<captainbuckwheat@gmail.com> wrote:

On Tue, Apr 2, 2013 at 9:11 PM, Rami Rustom wrote:
On Mon, Apr 1, 2013 at 12:27 AM, Captain Buckwheat wrote:

In http://curi.us/1345-practical-morality , Elliot Temple wrote:
marriage means promising to be together forever.

This is true. And more important, the emphasis in the promise is "for
better or for worse". This to me is more applicable to the moral
question "how should I live?" rather than the question of "what is
good?".

Those questions look equivalent to me.

Elliot called "what is good" a bad starting question and "how should I
live" a good starting question.  I kept the separation.

I forget, but I may have meant that what is "good" (the word) is a bad starting 
question. That question is more clearly different.

Good vs how to live are not equivalent in any case. Connecting what is good with 
human life is a particular view on morality which some (bad) ways of thinking 
disagree with.

to reasonably make that promise you have to have a plan for how you will 
avoid drifting apart.

I agree. Since our #1 plan of how to live is to accumulate as much
knowledge as possible, to reasonably make a marriage promise you have
to plan how to choose the right person who will accept your thirst for
knowledge in order to avoid drifting apart.

The method of choosing a partner is fallible. So what's your method

http://curi.us/1345-practical-morality


for addressing mistakes in that method?

The process of gaining new knowledge is fallible, yet we still make it
our #1 goal. A partner can turn out wrong, but making a choice based
on the more likely predictions/possibilities/outcomes is the best one
can do at a given time. The method of *avoiding* some possible
mistakes is the familiar method of critical thinking, conjectures and
refutations.  If later one's partner turns out to be the wrong person,
the only way to address it, as I see it, is to learn a good lesson and
move on. However, it is hard to say for sure, since there are not many
examples of people using the correct method of choosing the right
partner to marry via critical thinking, etc.

Suppose a particular thing people do has a 20% success rate, or even an 80% 
success rate, but very high costs of failure. Then you shouldn't do it unless you 
have an idea about how to do it better than the other people. Otherwise it's too 
risky.

Your proposal for how to do it better is to use more criticism when selecting your 
partner. I believe this has already been tried by many people without much 
success.

Why wouldn't it work? One reason is that the reason "the wrong partner" is not 
the only reason marriages fail. There are dozens of common ways marriages go 
wrong. To reasonably expect one's own marriage to be successful, one would 
have to address many many common problems, not just a couple.

preventing drift means keeping change and learning under control.

If the cause of drift is a mistakenly chosen person, then keeping
learning under control will not guarantee the continuation of the
marriage.

Elliot was saying that we can't control the growth of knowledge, so
preventing drift, which requires preventing the growth of knowledge,
is impossible to do.

I don't agree with Elliot that uncontrolled growth of knowledge
necessarily leads to drift. I'm trying to say that what causes drift



is the choice of the wrong partner.

Uncontrolled growth of knowledge necessarily *risks* drifting apart. You cannot 
guarantee no drift. Drift could happen. (You might learn different things, come to 
have different interests, come to disagree, etc... Any of those could possibly 
happen in large amounts.)

Therefore, you cannot reasonably *promise* (guarantee) to stay together forever 
and also have uncontrolled growth of knowledge.

One should not promise things outside his control. And the only way to make it 
inside his control is to forsake reason.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Are parents a limiting factor for their children?
Date: April 4, 2013 at 7:47 AM

Somebody asked this, and I can see some truth to this, but its flawed,
and here's why:

Limiting factor is a math term commonly used for chemical reactions.
In chemical reactions, you can't create something from nothing -- this
is known as the Law of Conservation of Energy/Mass -- it is zero-sum.

The growth of knowledge is about the creation of ideas. Within the
world of ideas, you *can* create something from nothing -- this is
non-zero-sum.

If knowledge growth was zero-sum, we'd still be living as the hominids
did 2.3 million years ago (without stone tools).

If knowledge growth was zero-sum, then parents would be a limiting
factor for their children -- children could not surpass their parents
(in knowledge).

Another reason that parents are not a limiting factor is that parents
are not the only source for children to learn from. They can learn
from TV, other adults, other children, etc. Oh and their own
creativity is also a source of knowledge.

Now it is possible for a parent to act as a limiting factor for his
child's knowledge growth. He could force the child to sit in a closet
and never come out (parents have done this in real life).

-- Rami Rustom
http://ramirustom.blogspot.com
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From: Captain Buckwheat <captainbuckwheat@gmail.com>
Subject: Re: [BoI] practical morality
Date: April 4, 2013 at 10:45 PM

On Thu, Apr 4, 2013 at 7:29 AM, Elliot Temple <curi@curi.us> wrote:

On Apr 2, 2013, at 8:06 PM, Captain Buckwheat 
<captainbuckwheat@gmail.com> wrote:

On Tue, Apr 2, 2013 at 9:11 PM, Rami Rustom wrote:
On Mon, Apr 1, 2013 at 12:27 AM, Captain Buckwheat wrote:

In http://curi.us/1345-practical-morality , Elliot Temple wrote:

to reasonably make that promise you have to have a plan for how you will 
avoid drifting apart.

I agree. Since our #1 plan of how to live is to accumulate as much
knowledge as possible, to reasonably make a marriage promise you have
to plan how to choose the right person who will accept your thirst for
knowledge in order to avoid drifting apart.

The method of choosing a partner is fallible. So what's your method
for addressing mistakes in that method?

The process of gaining new knowledge is fallible, yet we still make it
our #1 goal. A partner can turn out wrong, but making a choice based
on the more likely predictions/possibilities/outcomes is the best one
can do at a given time. The method of *avoiding* some possible
mistakes is the familiar method of critical thinking, conjectures and
refutations.  If later one's partner turns out to be the wrong person,
the only way to address it, as I see it, is to learn a good lesson and
move on. However, it is hard to say for sure, since there are not many
examples of people using the correct method of choosing the right
partner to marry via critical thinking, etc.

Suppose a particular thing people do has a 20% success rate, or even an 80% 
success rate, but very high costs of failure. Then you shouldn't do it unless you 
have an idea about how to do it better than the other people. Otherwise it's too 
risky.

http://curi.us/1345-practical-morality


Your proposal for how to do it better is to use more criticism when selecting your 
partner. I believe this has already been tried by many people without much 
success.

I haven't ran into many examples yet of the usage of critical thinking
in the process of agreeing on marriage proposal. Unfortunately, more
frequently I see that the couples end up using it after they already
gave the promise and then come to realization of the initial mistake.
People subscribe to whoever is available with more or less nice legs
or status or with whoever they lasted longer, thinking that this is
the best they could get, mistakenly taking it for critical analysis.
It is not.

Men and women are rarely fully open with their significant other, they
think it might spoil the impression, they don't want  to be judged or
they try to predict the unwanted changes that might develop in
relationship after their revelation, as a result they can't really
apply the process of critical tests at the beginning stage. If your
loved one survives a range of refutations and conjectures which you
find important to address in the process of choosing, -- imagine the
increase in verisimilitude (in Popper's terminology) of your choice!
-- this loved one therefore comes as close to being "the right
partner" as it can get.

Why wouldn't it work? One reason is that the reason "the wrong partner" is not 
the only reason marriages fail. There are dozens of common ways marriages go 
wrong. To reasonably expect one's own marriage to be successful, one would 
have to address many many common problems, not just a couple.

I agree, that the wrong partner is not the only way marriage can go
wrong. Yet I maintain that with the right choice of partner, risk of
uncontrolled growth of knowledge should not be a reason not to get
married.

preventing drift means keeping change and learning under control.

If the cause of drift is a mistakenly chosen person, then keeping



learning under control will not guarantee the continuation of the
marriage.

Elliot was saying that we can't control the growth of knowledge, so
preventing drift, which requires preventing the growth of knowledge,
is impossible to do.

I don't agree with Elliot that uncontrolled growth of knowledge
necessarily leads to drift. I'm trying to say that what causes drift
is the choice of the wrong partner.

Uncontrolled growth of knowledge necessarily *risks* drifting apart. You cannot 
guarantee no drift. Drift could happen. (You might learn different things, come to 
have different interests, come to disagree, etc... Any of those could possibly 
happen in large amounts.)

Therefore, you cannot reasonably *promise* (guarantee) to stay together 
forever and also have uncontrolled growth of knowledge.

One should not promise things outside his control. And the only way to make it 
inside his control is to forsake reason.

I acknowledge the possibilities of all kinds of risks connected with
marriage and other undertakings through our life. I am not
contradicting this point of view. Neither am I  advocating marriage or
the making of promises -  I am only opposing the idea of knowledge
growth as a major reason of drifting apart.

In my modest opinion.
-cb

-- 



From: Captain Buckwheat <captainbuckwheat@gmail.com>
Subject: Re: [BoI] practical morality
Date: April 4, 2013 at 11:33 PM

On Thu, Apr 4, 2013 at 6:26 AM, Richard Fine <richard.fine@gmail.com> wrote:
On 4/3/2013 4:06 AM, Captain Buckwheat wrote:

I don't agree with Elliot that uncontrolled growth of knowledge
necessarily leads to drift. I'm trying to say that what causes drift is the
choice of the wrong partner.

What's the most substantive difference between potential partners?

There are differences in physical attributes, but those aren't the most
substantive - people don't drift apart due to hair colour or boob size.
(They might cite them as contributing factors, but they're really not the
core reasons in the kind of relationships you're talking about).

The substantive difference is in knowledge, right? Not merely knowledge of
triva or how-to-do-stuff, but philosophy (knowledge of how to live). The
right partner is the one whose knowledge is compatible with yours in
particular ways, and the wrong partner is the one whose isn't.

So can't the growth of knowledge turn the right partner into the wrong
partner, and vice versa, during the relationship?

No, I don't think so. The growth of knowledge is always an
improvement. If the partners start with the ideas of openness,
tolerance and encouragement, then we have no reason to expect new
discoveries to turn one of them into "the wrong partner".

Even if at the stage of choosing a partner one believes that they
share a list of most important values, after a time, one person might
change either their values or their meaning. However, one of the main
criteria I mentioned earlier was being welcoming and open-minded, and
creative in the search for solutions to possible, unpredictable
changes/problems ("for better or for worse").  The most common cause
of separation I continue to connect to the wrong choice of partner.



If you've got the philosophy of being welcoming, open-minded, and creative
in the search for solutions to possible, unpredictable changes/problems...
then doesn't that actually make the choice of partner *less* significant?
You'd be able to deal with the problems in the relationship no matter who
it's with.

Unfortunately, if one of the partners is not open-minded and
creatively searching for solutions then he or she will not recognize
or value the other person's responsiveness and cooperation. Moreover,
they can become angry and mistake for indifference their partner's
positive and encouraging attitude towards their change. So I still do
think that the choice of "the right partner" matters to a great
extent.
-cb

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Captain Buckwheat <captainbuckwheat@gmail.com>
Subject: Re: [BoI] practical morality
Date: April 5, 2013 at 1:03 AM

On Thu, Apr 4, 2013 at 7:12 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Apr 3, 2013 11:12 PM, "Captain" <captainbuckwheat@gmail.com> wrote:

On Apr 3, 2013, at 8:18 AM, Rami Rustom <rombomb@gmail.com> wrote:
On Apr 2, 2013 10:12 PM, "Captain Buckwheat" 
<captainbuckwheat@gmail.com> wrote:

By using the method of conjectures and refutations one hopes to
minimize risks to the level best possible to us as we know it today.

I note that you're calling "drifting apart" as an inherently bad
thing. But *why* is it bad?

Breaking a promise is bad.

I guess I should clarify this statement. "Drifting apart" due to the
wrong chosen partner is not bad in itself and I never said it was. I
should also explain what I mean by keeping/breaking promise, as it is
not self-explainable in my single sentence above. Keeping a promise as
an act by generality similar to improving is good, while breaking
promise by generality similar to regressing is bad. When we add the
subject to these acts their nature may change. For example: keeping a
promise about eating babies is bad, as well as improving at lying is
bad.

    eating------> GOOD <------keeping promise
not eating------> BAD <------breaking promise;

eating babies ------>  BAD <------keeping promise to eat babies
not eating babies---> GOOD <---breaking promise to eat babies.

sorry to get off the subject with these explanations of my modest
opinion,  but I had to make myself clear. I also would like to clarify
that by giving the above commentary I am not trying to answer the
question "what is good", I am outlining the difference between the
nature of ideas.



Wait. First two people meet. Then after multiple interactions they
might start thinking about making a promise to marry. At this point,
lets say they are "drifting together", and less say that they've spent
a couple of years interacting with each other. Maybe at this point
they live together. The question is, should we make a promise?

Why would the answer be yes? That would require being absolutely sure
that the person is the "right" choice, the person that you would
continue "drifting together" with, as opposed to "drifting apart". And
since you can't know this for sure, making a promise is irrational.

You could refrain from making a promise and then spend 40 years
together and die in the same deathbed on the same night.

Or you could make the promise, and then later find out that she is the
wrong choice. And if this happens, is it good or bad to break the
promise? I note that you said that its bad to break the promise. But
this doesn't make sense. How could it be bad to stop doing something
that is bad?

I hope I explained it above.

Maybe you're trying to talk about "drifting apart" only. But the
target of "drifting apart" is not just *a* person. Its a relationship.
Its one person's drift as compared to another person's drift. If their
drift is in the same direction, then they are "drifting together", and
if their drift is in opposite directions, then they are "drifting
apart".

We drifted together in this last section, marry me? x

:)  One agreement shouldn't be enough (even with your ideas on marriage).

As for me, the threshold for *enough agreement to warrant a promise*
approaches infinite.

I cannot predict what disagreement we might have in the future (what
idea you or I might create) that could become a deal-breaker.

Ouch. But more important I believe is the fact that you don't have



enough evidence, hypothesis, information and assertions about me as a
person to build the method of conjectures and refutations, to see what
I have to deliver.
-cb

-- 
-- 
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From: Ronald Snow <ronanow@gmail.com>
Subject: [BoI] The United States of Hypocricy
Date: April 5, 2013 at 2:25 AM

Over the past several weeks the debate for Gay Marriage has intensified in
Washington and around the country.  And as I sit feeling bombarded with
this topic from every which way I think to myself how hypocritical of the
US to deny Gay Marriage.  Let me start off by saying I am against Gay
Marriage and homosexuality.  As a matter of fact, I am not only against it,
but think it is an abomination!  That is my personal opinion and I give it
to whomever wants to hear it.  I do not try to force it on anyone and I
show respect to everyone regardless of his/her orientation.  Now the US has
set the stage from day one to be a secular, atheist government, using
religion as 'means to an end" and pacifier.  Since when did our congress
(and the rest of the country for that matter) become so religious?  Let's
be honest, in the US the following are all legal:  gambling, alcohol,
marijuana, adultery, prostitution, pornography, fighting (sport),
homosexuality, worshipping the sun, the moon, other people, satan, etc.,
the list goes on and on and on.  But when it comes to Gay Marriage all of
the sudden US government becomes a Bible Thumpper?  These people are
already living together, working together, adopting and raising families
together, so what is the big deal if they are given all the perks that come
along with marriage?

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 5, 2013 at 6:20 PM

On Apr 4, 2013, at 11:25 PM, Ronald Snow <ronanow@gmail.com> wrote:

Over the past several weeks the debate for Gay Marriage has intensified in
Washington and around the country.  And as I sit feeling bombarded with
this topic from every which way I think to myself how hypocritical of the
US to deny Gay Marriage.  Let me start off by saying I am against Gay
Marriage and homosexuality.  As a matter of fact, I am not only against it,
but think it is an abomination!  That is my personal opinion and I give it
to whomever wants to hear it.  I do not try to force it on anyone and I
show respect to everyone regardless of his/her orientation.  Now the US has
set the stage from day one to be a secular, atheist government, using
religion as 'means to an end" and pacifier.  Since when did our congress
(and the rest of the country for that matter) become so religious?  Let's
be honest, in the US the following are all legal:  gambling, alcohol,
marijuana, adultery, prostitution, pornography, fighting (sport),
homosexuality, worshipping the sun, the moon, other people, satan, etc.,
the list goes on and on and on.  But when it comes to Gay Marriage all of
the sudden US government becomes a Bible Thumpper?  These people are
already living together, working together, adopting and raising families
together, so what is the big deal if they are given all the perks that come
along with marriage?

Marijuana is illegal. Tons of people go to jail for it. The price is artificially very 
high.

Prostitution is illegal in lots of places.

Pornography has various rules and restrictions.

Adultery will get you in trouble in court in your divorce proceedings. E.g. it can 
cost you over half your money.

Alcohol was illegal for some time. The US government did try to ban alcohol.

Gambling is heavily restricted, lots of rules and limits.



Fighting has laws too, though it may depend on what type you meant.

So I don't agree the US government was always some secular paradise with gay 
marriage as its one exception.

Keep in mind the US was founded by religious men. Not by modern secular 
lefties or anything like that.

You are right about the ones about freedom to worship whatever you want. The 
US government does very little to restrict what opinions and personal beliefs 
people have. This is good :) Some beliefs are immoral, they make your life worse, 
but it's not the government's place to deal with them.

Regarding gay marriage, I don't believe the government should have any 
involvement in marriage. It's not the government's place to disapprove of gay 
marriage. But neither is its the government's place to approve, allow or legitimize 
gay marriage.

Also the big deal is that the gay marriage activists don't just want hospital 
visitation and married tax filing status. If that was all they were asking for, I think it 
would be good to grant it. But they want and lobby for social legitimacy.

I do not think the government should be in the business of granting social 
legitimacy.

You will note, for example, that they want their marriages to be called with the 
word "marriage". If you just gave them hospital visitation and tax status with the 
word "civil union" they'd still be lobbying for more.

They should stop lobbying the government and start trying to persuade their local 
community members.

Also, one more point about this issue. There are gay pride parades. And there 
are arguments that you can't discriminate against being gay because it's not a 
choice. These come from the same side. Why be proud of what you didn't 
choose? How is that any different than white skin pride parades, or natural blonde 
hair pride parades, or blue eyes pride parades? All things these same people 



would say are bad. So I see hypocrisy here.

-- Elliot Temple
http://curi.us/

-- 
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From: Ronald Snow <ronanow@gmail.com>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 6, 2013 at 3:04 AM

On Friday, April 5, 2013 5:20:17 PM UTC-5, Elliot Temple wrote:

On Apr 4, 2013, at 11:25 PM, Ronald Snow <ron...@gmail.com <javascript:>>
wrote:

Over the past several weeks the debate for Gay Marriage has intensified
in

Washington and around the country.  And as I sit feeling bombarded with
this topic from every which way I think to myself how hypocritical of

the
US to deny Gay Marriage.  Let me start off by saying I am against Gay
Marriage and homosexuality.  As a matter of fact, I am not only against

it,
but think it is an abomination!  That is my personal opinion and I give

it
to whomever wants to hear it.  I do not try to force it on anyone and I
show respect to everyone regardless of his/her orientation.  Now the US

has
set the stage from day one to be a secular, atheist government, using
religion as 'means to an end" and pacifier.  Since when did our congress
(and the rest of the country for that matter) become so religious?

 Let's
be honest, in the US the following are all legal:  gambling, alcohol,
marijuana, adultery, prostitution, pornography, fighting (sport),
homosexuality, worshipping the sun, the moon, other people, satan, etc.,
the list goes on and on and on.  But when it comes to Gay Marriage all

of
the sudden US government becomes a Bible Thumpper?  These people are
already living together, working together, adopting and raising families
together, so what is the big deal if they are given all the perks that

come
along with marriage?

Marijuana is illegal. Tons of people go to jail for it. The price is



artificially very high.

Notice I did not say the in the entire US.  I simply said in the US,
meaning in some parts.  Which makes that statement true.

Prostitution is illegal in lots of places.

Yes that is true; nevertheless it is legal in the US (some parts).

Pornography has various rules and restrictions.

True, but still legal nonetheless.

Adultery will get you in trouble in court in your divorce proceedings.
E.g. it can cost you over half your money.

This is true, but it is still legal.

Alcohol was illegal for some time. The US government did try to ban
alcohol.

Yes, but it is still legal now.

Gambling is heavily restricted, lots of rules and limits.

Yes but it is still legal, and has many forms.



Fighting has laws too, though it may depend on what type you meant.

I meant boxing, MMA, etc.  Still legal.  The point I wished to make is that
fighting is not exactly putting man's talents to his full potential.  Many
have argued this to be a regression in our evolution and that this stems
ultimately from mismanagement of our time.  Simply said in one
word: boredom.

So I don't agree the US government was always some secular paradise with
gay marriage as its one exception.

I think you misunderstood my statement.  That is not the point I was trying
to make.  The point I was trying to make is that the US was founded as a
secular country by men who happened to be Christians, who happened to
sprinkle some religious i(christian) jargon into the laws, constitutions,
and speeches.  We assume they were religious only because of the time they
lived in and perhaps when you compare them to leaders of today.

Keep in mind the US was founded by religious men. Not by modern secular
lefties or anything like that.

Why do you say that?  As I stated before, these men were not so different
than the politicians today.  Compared to our leaders today and people in
general, I concede that the previous generations look like popes compared
to this generation; however, I think it is a long stretch to call them
religious.  After all Jefferson (who many say was the most religious)
called christians ignorant and the bible fabricated, except the gospels.
 There are books that talk about the untold stories of our founding
fathers.

You are right about the ones about freedom to worship whatever you want.
The US government does very little to restrict what opinions and personal



beliefs people have. This is good :) Some beliefs are immoral, they make
your life worse, but it's not the government's place to deal with them.

And this is exactly why I said in my original post that the foundation for
the US is a secular atheist state.  Many do not like to believe
or acknowledge this.  They continue to believe that we were founded as a
"christian state" or on "christian values".  IMHO, if the people were
hindus, the founding fathers would have leaned towards hinduism, and if
they were muslims or jews, the same.  The majority of the people happened
to be christian and so the religious connotations where christian.  They
use it as a pacifier.  Give them enough to be happy, yet keep it distant
enough not to have any real power.  And as time goes on, when you believe
in every god, then you believe in no god.

Regarding gay marriage, I don't believe the government should have any
involvement in marriage. It's not the government's place to disapprove of
gay marriage. But neither is its the government's place to approve, allow
or legitimize gay marriage.

Im sorry sir, but you lost me on this statement.  Are you saying that they
should not get involved and leave the status quo as is (which they set)?
 Or are you saying they should just keep it up to the states (another
government)?  Or the people?

Also the big deal is that the gay marriage activists don't just want
hospital visitation and married tax filing status. If that was all they
were asking for, I think it would be good to grant it. But they want and
lobby for social legitimacy.

Agreed.  100%   But let's be honest...they have already won.  They have
taken the page directly from tsun tzu  where he states "victorious
generals/warriors win first then go to war."  They have won the people.
 And if you win the people, the laws will eventually reflect the will of



the people.  Another reason I believe the government is holding back is
because if they cave and change the definition of marriage from 1 man and 1
woman, to man/man woman/woman....who is next to come asking for his
definition of marriage to be accepted?  Will it be the muslims wanting to
be allowed to marry 4 women in the US.  OR the mormons?

I do not think the government should be in the business of granting social
legitimacy.

Agreed.  I think they should just give them there tax benefits and what
not, and try to have them on there way.  But that will not happen.  Obama
threw the door WIDE open when he became the first president to openly back
them.  He's a smart politician.  And the gays have organized themselves
into a powerhouse.  He saw the potential and grabbed that vote. The system
is being used against itself :)

You will note, for example, that they want their marriages to be called
with the word "marriage". If you just gave them hospital visitation and tax
status with the word "civil union" they'd still be lobbying for more.

I agree wholeheartedly.

They should stop lobbying the government and start trying to persuade
their local community members.

They want a decisive blow.

Also, one more point about this issue. There are gay pride parades. And
there are arguments that you can't discriminate against being gay because
it's not a choice. These come from the same side. Why be proud of what you
didn't choose? How is that any different than white skin pride parades, or
natural blonde hair pride parades, or blue eyes pride parades? All things



these same people would say are bad. So I see hypocrisy here.

hahaha...I have often wondered the same thing.  It really is a dangerous
concept because they are trying (successfully) directly or indirectly
to categorize themselves a race.  Gay Americans?  Homosexual Americans?

-- Elliot Temple
http://curi.us/

On Friday, April 5, 2013 5:20:17 PM UTC-5, Elliot Temple wrote:

On Apr 4, 2013, at 11:25 PM, Ronald Snow <ron...@gmail.com <javascript:>>
wrote:

Over the past several weeks the debate for Gay Marriage has intensified
in

Washington and around the country.  And as I sit feeling bombarded with
this topic from every which way I think to myself how hypocritical of

the
US to deny Gay Marriage.  Let me start off by saying I am against Gay
Marriage and homosexuality.  As a matter of fact, I am not only against

it,
but think it is an abomination!  That is my personal opinion and I give

it
to whomever wants to hear it.  I do not try to force it on anyone and I
show respect to everyone regardless of his/her orientation.  Now the US

has
set the stage from day one to be a secular, atheist government, using
religion as 'means to an end" and pacifier.  Since when did our congress
(and the rest of the country for that matter) become so religious?

 Let's
be honest, in the US the following are all legal:  gambling, alcohol,
marijuana, adultery, prostitution, pornography, fighting (sport),

http://curi.us/


homosexuality, worshipping the sun, the moon, other people, satan, etc.,
the list goes on and on and on.  But when it comes to Gay Marriage all

of
the sudden US government becomes a Bible Thumpper?  These people are
already living together, working together, adopting and raising families
together, so what is the big deal if they are given all the perks that

come
along with marriage?

Marijuana is illegal. Tons of people go to jail for it. The price is
artificially very high.

Prostitution is illegal in lots of places.

Pornography has various rules and restrictions.

Adultery will get you in trouble in court in your divorce proceedings.
E.g. it can cost you over half your money.

Alcohol was illegal for some time. The US government did try to ban
alcohol.

Gambling is heavily restricted, lots of rules and limits.

Fighting has laws too, though it may depend on what type you meant.

So I don't agree the US government was always some secular paradise with
gay marriage as its one exception.

Keep in mind the US was founded by religious men. Not by modern secular
lefties or anything like that.

You are right about the ones about freedom to worship whatever you want.
The US government does very little to restrict what opinions and personal
beliefs people have. This is good :) Some beliefs are immoral, they make
your life worse, but it's not the government's place to deal with them.

Regarding gay marriage, I don't believe the government should have any
involvement in marriage. It's not the government's place to disapprove of



gay marriage. But neither is its the government's place to approve, allow
or legitimize gay marriage.

Also the big deal is that the gay marriage activists don't just want
hospital visitation and married tax filing status. If that was all they
were asking for, I think it would be good to grant it. But they want and
lobby for social legitimacy.

I do not think the government should be in the business of granting social
legitimacy.

You will note, for example, that they want their marriages to be called
with the word "marriage". If you just gave them hospital visitation and tax
status with the word "civil union" they'd still be lobbying for more.

They should stop lobbying the government and start trying to persuade
their local community members.

Also, one more point about this issue. There are gay pride parades. And
there are arguments that you can't discriminate against being gay because
it's not a choice. These come from the same side. Why be proud of what you
didn't choose? How is that any different than white skin pride parades, or
natural blonde hair pride parades, or blue eyes pride parades? All things
these same people would say are bad. So I see hypocrisy here.

-- Elliot Temple
http://curi.us/

On Friday, April 5, 2013 5:20:17 PM UTC-5, Elliot Temple wrote:

On Apr 4, 2013, at 11:25 PM, Ronald Snow <ron...@gmail.com <javascript:>>
wrote:

Over the past several weeks the debate for Gay Marriage has intensified
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in
Washington and around the country.  And as I sit feeling bombarded with
this topic from every which way I think to myself how hypocritical of

the
US to deny Gay Marriage.  Let me start off by saying I am against Gay
Marriage and homosexuality.  As a matter of fact, I am not only against

it,
but think it is an abomination!  That is my personal opinion and I give

it
to whomever wants to hear it.  I do not try to force it on anyone and I
show respect to everyone regardless of his/her orientation.  Now the US

has
set the stage from day one to be a secular, atheist government, using
religion as 'means to an end" and pacifier.  Since when did our congress
(and the rest of the country for that matter) become so religious?

 Let's
be honest, in the US the following are all legal:  gambling, alcohol,
marijuana, adultery, prostitution, pornography, fighting (sport),
homosexuality, worshipping the sun, the moon, other people, satan, etc.,
the list goes on and on and on.  But when it comes to Gay Marriage all

of
the sudden US government becomes a Bible Thumpper?  These people are
already living together, working together, adopting and raising families
together, so what is the big deal if they are given all the perks that

come
along with marriage?

Marijuana is illegal. Tons of people go to jail for it. The price is
artificially very high.

Prostitution is illegal in lots of places.

Pornography has various rules and restrictions.

Adultery will get you in trouble in court in your divorce proceedings.
E.g. it can cost you over half your money.

Alcohol was illegal for some time. The US government did try to ban
alcohol.



Gambling is heavily restricted, lots of rules and limits.

Fighting has laws too, though it may depend on what type you meant.

So I don't agree the US government was always some secular paradise with
gay marriage as its one exception.

Keep in mind the US was founded by religious men. Not by modern secular
lefties or anything like that.

You are right about the ones about freedom to worship whatever you want.
The US government does very little to restrict what opinions and personal
beliefs people have. This is good :) Some beliefs are immoral, they make
your life worse, but it's not the government's place to deal with them.

Regarding gay marriage, I don't believe the government should have any
involvement in marriage. It's not the government's place to disapprove of
gay marriage. But neither is its the government's place to approve, allow
or legitimize gay marriage.

Also the big deal is that the gay marriage activists don't just want
hospital visitation and married tax filing status. If that was all they
were asking for, I think it would be good to grant it. But they want and
lobby for social legitimacy.

I do not think the government should be in the business of granting social
legitimacy.

You will note, for example, that they want their marriages to be called
with the word "marriage". If you just gave them hospital visitation and tax
status with the word "civil union" they'd still be lobbying for more.

They should stop lobbying the government and start trying to persuade
their local community members.

Also, one more point about this issue. There are gay pride parades. And



there are arguments that you can't discriminate against being gay because
it's not a choice. These come from the same side. Why be proud of what you
didn't choose? How is that any different than white skin pride parades, or
natural blonde hair pride parades, or blue eyes pride parades? All things
these same people would say are bad. So I see hypocrisy here.

-- Elliot Temple
http://curi.us/
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 6, 2013 at 4:03 AM

On Apr 6, 2013, at 12:04 AM, Ronald Snow <ronanow@gmail.com> wrote:

On Friday, April 5, 2013 5:20:17 PM UTC-5, Elliot Temple wrote:

On Apr 4, 2013, at 11:25 PM, Ronald Snow <ron...@gmail.com <javascript:>>
wrote:

Over the past several weeks the debate for Gay Marriage has intensified
in

Washington and around the country.  And as I sit feeling bombarded with
this topic from every which way I think to myself how hypocritical of

the
US to deny Gay Marriage.  Let me start off by saying I am against Gay
Marriage and homosexuality.  As a matter of fact, I am not only against

it,
but think it is an abomination!  That is my personal opinion and I give

it
to whomever wants to hear it.  I do not try to force it on anyone and I
show respect to everyone regardless of his/her orientation.  Now the US

has
set the stage from day one to be a secular, atheist government, using
religion as 'means to an end" and pacifier.  Since when did our congress
(and the rest of the country for that matter) become so religious?

Let's
be honest, in the US the following are all legal:  gambling, alcohol,
marijuana, adultery, prostitution, pornography, fighting (sport),
homosexuality, worshipping the sun, the moon, other people, satan, etc.,
the list goes on and on and on.  But when it comes to Gay Marriage all

of
the sudden US government becomes a Bible Thumpper?  These people are
already living together, working together, adopting and raising families
together, so what is the big deal if they are given all the perks that



come
along with marriage?

Marijuana is illegal. Tons of people go to jail for it. The price is
artificially very high.

Notice I did not say the in the entire US.  I simply said in the US,
meaning in some parts.  Which makes that statement true.

Prostitution is illegal in lots of places.

Yes that is true; nevertheless it is legal in the US (some parts).

I don't think marijuana is really legal anywhere in the US because there are 
federal laws against it. Some states legalized it for medical purposes but that 
doesn't change federal law.

[Disclaimer: I have not studied marijuana law. I believe the situation is kinda 
complicated.]

Pornography has various rules and restrictions.

True, but still legal nonetheless.

Adultery will get you in trouble in court in your divorce proceedings.
E.g. it can cost you over half your money.

This is true, but it is still legal.

Alcohol was illegal for some time. The US government did try to ban
alcohol.



Yes, but it is still legal now.

Gambling is heavily restricted, lots of rules and limits.

Yes but it is still legal, and has many forms.

Fighting has laws too, though it may depend on what type you meant.

I meant boxing, MMA, etc.  Still legal.  The point I wished to make is that
fighting is not exactly putting man's talents to his full potential.  Many
have argued this to be a regression in our evolution and that this stems
ultimately from mismanagement of our time.  Simply said in one
word: boredom.

OK you're right that lots of things are legal in some places and not others. I don't 
see how that makes for hypocrisy though. If many people in one area think one 
way, and many people in another area think another way, that is not hypocrisy 
just because they live in the same country.

So I don't agree the US government was always some secular paradise with
gay marriage as its one exception.

I think you misunderstood my statement.  That is not the point I was trying
to make.  The point I was trying to make is that the US was founded as a
secular country by men who happened to be Christians, who happened to
sprinkle some religious i(christian) jargon into the laws, constitutions,
and speeches.  We assume they were religious only because of the time they
lived in and perhaps when you compare them to leaders of today.

We don't assume they were religious because of the time period. We have lots of 



records of their writing which people have studied.

Keep in mind the US was founded by religious men. Not by modern secular
lefties or anything like that.

Why do you say that?  As I stated before, these men were not so different
than the politicians today.  Compared to our leaders today and people in
general, I concede that the previous generations look like popes compared
to this generation; however, I think it is a long stretch to call them
religious.  After all Jefferson (who many say was the most religious)
called christians ignorant and the bible fabricated, except the gospels.
There are books that talk about the untold stories of our founding
fathers.

Jefferson was religious. "Though he often expressed his opposition to clergy and 
to Christian doctrines, Jefferson repeatedly expressed his belief in a deistic god 
and his admiration for Jesus as a moral teacher."

Source and more info: 
http://en.wikipedia.org/wiki/Thomas_Jefferson_and_religion

Many of the other relevant people had more typical Christian views.

You are right about the ones about freedom to worship whatever you want.
The US government does very little to restrict what opinions and personal
beliefs people have. This is good :) Some beliefs are immoral, they make
your life worse, but it's not the government's place to deal with them.

And this is exactly why I said in my original post that the foundation for
the US is a secular atheist state.

it's secular in that sense, yes, i agree. it doesn't try to legislate religion or control 
people's personal lives. (very much, at least. there are some exceptions which 
are bad)

 Many do not like to believe

http://en.wikipedia.org/wiki/Thomas_Jefferson_and_religion


or acknowledge this.  They continue to believe that we were founded as a
"christian state" or on "christian values".

the country was founded with christian values, and has a lot of that today. but the 
government doesn't and shouldn't have much christianity in it. there is a 
difference between the country and the government. "we were founded" is a little 
ambiguous about what it's referring to.

by the way, the government does have and promote some values that could be 
called somewhat christian and were valued by early american christians. these 
include having a civil, peaceful society with law and order. not all groups value 
these things -- let alone understand how to live by them -- but christianity is one 
of the groups that figured it out pretty well.

it's broader than that. our laws have all sorts of ethical ideas involved in them, 
e.g. that it's bad to murder people, that lying under oath is very bad, that consent 
is important in various cases, etc... each of these ethical ideas does have some 
association with christianity.

so the lines are a little blurry, i think.

 IMHO, if the people were
hindus, the founding fathers would have leaned towards hinduism, and if
they were muslims or jews, the same.  The majority of the people happened
to be christian and so the religious connotations where christian.  They
use it as a pacifier.  Give them enough to be happy, yet keep it distant
enough not to have any real power.  And as time goes on, when you believe
in every god, then you believe in no god.

Regarding gay marriage, I don't believe the government should have any
involvement in marriage. It's not the government's place to disapprove of
gay marriage. But neither is its the government's place to approve, allow
or legitimize gay marriage.

Im sorry sir, but you lost me on this statement.  Are you saying that they
should not get involved and leave the status quo as is (which they set)?
Or are you saying they should just keep it up to the states (another



government)?  Or the people?

i'm saying the government should get itself uninvolved.

that includes the federal and state and local governments.

in my view, they should all remove all mention of marriage from all laws. they 
should say that as far as they are concerned, you can call yourself whatever you 
want ("married" or whatever else) and it has no legal significance. of course any 
given church or people in your local community may disagree with whether they 
think you are married, or whether they approve, or whatever else. that is their 
right. the government should not take sides or get involved at all.

so for example, in my view, there should be no special tax status for being 
married. once the government treats married and unmarried people identically, it 
no longer has to care who counts as "married" or not.

i think all the laws relating to divorce, alimony, child support, etc, could be 
improved a lot too (basically by the government leaving it up to individual people 
who they want to interact with each other, what they agree to do). in general i 
think people should either have a signed contract or not have major obligations.

Also the big deal is that the gay marriage activists don't just want
hospital visitation and married tax filing status. If that was all they
were asking for, I think it would be good to grant it. But they want and
lobby for social legitimacy.

Agreed.  100%   But let's be honest...they have already won.

I don't think so. As far as I can tell, most Americans remain (mildly) homophobic. 
Including left wing democrat voters. And tons of school kids use "fag" as an insult.

Tons of people say they don't have a problem with gays. But then they will correct 
anyone who thinks they are gay, pointing out they are actually not gay. And they 
sometimes become less OK with homosexuality when it's a friend or their own 
kid, rather than an abstract notion or a TV character.



It's still a live issue.

 They have
taken the page directly from tsun tzu  where he states "victorious
generals/warriors win first then go to war."  They have won the people.
And if you win the people, the laws will eventually reflect the will of
the people.  Another reason I believe the government is holding back is
because if they cave and change the definition of marriage from 1 man and 1
woman, to man/man woman/woman....who is next to come asking for his
definition of marriage to be accepted?  Will it be the muslims wanting to
be allowed to marry 4 women in the US.  OR the mormons?

I agree. Despite many bad arguments to the contrary, there is a slippery slope 
and no clear dividing line. Why should the social rules of marriage be changed to 
please one particular deviant group, but not to please various other deviant 
groups? One what principles will the lines by drawn? What principle makes being 
homosexual OK, but incest not OK?

(Incest without kids I mean, or with genetic screening precautions or adoption. 
Having deformed or disabled kids is bad! But not very hard to avoid. It's actually 
easier to get kids for an incestuous straight couple than a gay couple, they have a 
super set of the options available.)

I do not think the government should be in the business of granting social
legitimacy.

Agreed.  I think they should just give them there tax benefits and what
not, and try to have them on there way.  But that will not happen.  Obama
threw the door WIDE open when he became the first president to openly back
them.  He's a smart politician.  And the gays have organized themselves
into a powerhouse.  He saw the potential and grabbed that vote. The system
is being used against itself :)

I don't mind if they give them tax benefits for now. But, on principle, I don't think 
marriage should receive tax benefits for anyone.

I don't think the government should be deciding which lifestyles (e.g. married 



instead of single) are good or bad, and encouraging people to live the way the 
government sees fit using tax benefits.

You will note, for example, that they want their marriages to be called
with the word "marriage". If you just gave them hospital visitation and tax
status with the word "civil union" they'd still be lobbying for more.

I agree wholeheartedly.

They should stop lobbying the government and start trying to persuade
their local community members.

They want a decisive blow.

It's bad to try to change society significantly by lobbying the government and 
getting a majority. Instead, it's important to persuade the large majority with 
voluntary methods and try to leave government (and its use of force and gun-
backed laws) out of it.

Also, one more point about this issue. There are gay pride parades. And
there are arguments that you can't discriminate against being gay because
it's not a choice. These come from the same side. Why be proud of what you
didn't choose? How is that any different than white skin pride parades, or
natural blonde hair pride parades, or blue eyes pride parades? All things
these same people would say are bad. So I see hypocrisy here.

hahaha...I have often wondered the same thing.  It really is a dangerous
concept because they are trying (successfully) directly or indirectly
to categorize themselves a race.  Gay Americans?  Homosexual Americans?



Yeah.

To be clear, I think being gay is a choice.

And I think the rhetoric "it's not a choice" actually sounds a lot like "it would be 
bad if they were choosing it. why would anyone chose to be gay? we all know 
being gay is inconvenient at best. but it's not a choice, it's more like a mild, non-
contagious disease or disability."

why are they so intent on denying it's a choice -- denying responsibility for being 
gay -- if there's nothing wrong with it?

i don't actually think there is anything wrong with being gay or bi. i am not 
religious and i do not see why it is an abomination. i have tried reading some stuff 
on this topic but never found any good explanation of what's so bad about it.

but i think most people in the USA do think homosexuality is bad, including most 
so-called defenders of gay marriage. i think the "it's not a choice" rhetoric helps 
reveal that they see it as a bad thing, which is why they want to try to deny 
responsibility for it.

(I think many people outside the USA are homophobic too in similar ways. I don't 
think the USA is uniquely bad about this like many lefties claim)

it's sort of like they are saying "it's not my fault".

i think being gay is just about as much of a "choice" as being stupid is. if you wait 
until you're 20 and then decide you don't want to be gay or stupid, it's hard to 
change. but that doesn't mean you were born that way. you made all kinds of 
choices as a kid which may be hard to change now but you still did make them. 
and your parents and teachers and others made lots of choices too. that's life!

life is not always easy to just get whatever you want, instantly, no matter your 
past. so what? get over it. take responsibility for who you are and for improving, 
rather than saying "it's not my fault that i'm [stupid/gay/lazy/fat/envious/nerdy/etc]" 
and then not doing anything about it.

you should either like who you are or try to change it. either way you should take 
responsibility for it and spend time thinking about what sort of life is a good moral 
life.



-- Elliot Temple
http://fallibleideas.com/
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From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 6, 2013 at 6:01 AM

On 06/04/2013, at 19:03, "Elliot Temple" <curi@curi.us> wrote:

On Apr 6, 2013, at 12:04 AM, Ronald Snow <ronanow@gmail.com> wrote:

Why do you say that?  As I stated before, these men were not so different
than the politicians today.  Compared to our leaders today and people in
general, I concede that the previous generations look like popes compared
to this generation; however, I think it is a long stretch to call them
religious.  After all Jefferson (who many say was the most religious)
called christians ignorant and the bible fabricated, except the gospels.
There are books that talk about the untold stories of our founding
fathers.

Jefferson was religious. "Though he often expressed his opposition to clergy 
and to Christian doctrines, Jefferson repeatedly expressed his belief in a deistic 
god and his admiration for Jesus as a moral teacher."

Source and more info: 
http://en.wikipedia.org/wiki/Thomas_Jefferson_and_religion

Many of the other relevant people had more typical Christian views.

If that makes Jefferson religious, then so too are most atheists. A deistic god 
doesn't intervene and doesn't have power to do anything. Indeed at *that* time 
such people were considered atheists. Much like Spinoza who believed in a 
creator god but was then expelled from the Jewish community in 1656 for being 
insufficiently religious (he didn't believe in a theistic god).

As wiki points out in the article on Deism is a system consisting of this:

Rejection of all religions based on books that claim to contain the revealed word 
of God.
Rejection of all religious dogma and demagogy.
Rejection of reports of miracles, prophecies and religious "mysteries".
God exists, created and governs the universe.

http://en.wikipedia.org/wiki/Thomas_Jefferson_and_religion


God gave humans the ability to reason.

But one may as well just insert "nature" or "laws of physics" or "reality" or some 
such for "God" there and then it means Deism *is* atheism dressed up in a cheap 
tuxedo to get into the religious ball.

On Jefferson again

One can find all sorts of stuff written by him suggesting he was pretty scathing of 
religion. For his time, he seems the equal of Sam Harris...

I get this from http://www.nobeliefs.com/jefferson.htm

"I concur with you strictly in your opinion of the comparative merits of atheism 
and demonism, and really see nothing but the latter in the being worshipped by 
many who think themselves Christians."
-Thomas Jefferson, letter to Richard Price, Jan. 8, 1789 (Richard Price had 
written to TJ on Oct. 26. about the harm done by religion and wrote "Would not 
Society be better without Such religions? Is Atheism less pernicious than 
Demonism?")

So he absolutely hated the god of the christians, stating worship of such 
constituted demonism.

When people these days use the word "religious" to speak about Jefferson, they 
want to imply he was Christian and that he was a theist and so like them - like the 
modern christians in the usa. They are trying to misrepresent him. You are 
misrepresenting him here saying he was religious. That's what the right does with 
Jefferson. Like Glenn Beck who for years had "Question with boldness" one of 
the aphorisms plastered across his screen. It's a Jefferson quote. And Beck loved 
religion, of course. And was obsessed by the founding fathers. But how dishonest 
of him. The full quote is:

Question with boldness even the existence of a god; because if there be one he 
must approve of the homage of reason more than that of blindfolded fear.
-Thomas Jefferson, letter to Peter Carr, August 10, 1787

Why didn't he ever quote it in full? Because he wanted to pretend Jefferson was 
something he was not. Like you are doing too.

http://www.nobeliefs.com/jefferson.htm


As for admiration for Jesus as a moral teacher...well...that's a nice polite thing lots 
of people say who don't care to think much about it but don't want to offend most 
of the community. Lots of atheists say it. Sam Harris says some positives things 
about Jesus because some of what Jesus was reported to have said were okay. 
Jesus said some good stuff, stole lots of stuff from elsewhere (like the golden 
rule) and just got some stuff terribly wrong. So if Jefferson thought he was a good 
moral teacher, so what? That doesn't make him religious *either*. I mean...is this 
good?:

(I get all this from Christopher Hitchens)

Jesus tells us his mission is to make family members hate one another, so that 
they shall love him more than their kin (Matt. 10:35-37). He promises salvation 
to those who abandon their wives and children for him (Matt. 19:29, Mark 10:29-
30, Luke 18-29-30). Disciples must hate their parents, siblings, wives, and 
children (Luke 14:26). The rod is not enough for children who curse their 
parents; they must be killed (Matt. 15:4-7, Mark 7:9-10, following Lev. 20:9). 
These are Jesus's "family values."

So if you think Jesus is a great moral teacher you either have some screwed up 
morality, endorse stuff like child abuse, or you just ignore massive amounts of 
really evil crap he said.

American obsession with religious dogma and the primacy of stuff like "old texts" 
seems to seep into stuff about the constitution. Arguments about what the 
"founding fathers" intended. Who cares what *they* intended? They're just 
people...less enlightened than us. We're better than them - morally. We simply 
know more. If they were Christian or not, so what? We know heaps, heaps more 
than them.

I don't think I've ever had a decision to make and thought "Hmmmm...Now what 
would some guy from centuries ago think about this?"

But that seems to be exactly the thinking of Christians. And perhaps more 
perversely, that seems to be exactly the mindset of people obsessed by what the 
founding fathers intended with the US Constitution. If you run your political 
discourse based around what someone from centuries ago might have 
thought...that seems to be a terrible way organise society, make moral decisions 



and make progress.

Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 6, 2013 at 6:25 AM

On Apr 6, 2013, at 3:01 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 06/04/2013, at 19:03, "Elliot Temple" <curi@curi.us> wrote:

On Apr 6, 2013, at 12:04 AM, Ronald Snow <ronanow@gmail.com> wrote:

Why do you say that?  As I stated before, these men were not so different
than the politicians today.  Compared to our leaders today and people in
general, I concede that the previous generations look like popes compared
to this generation; however, I think it is a long stretch to call them
religious.  After all Jefferson (who many say was the most religious)
called christians ignorant and the bible fabricated, except the gospels.
There are books that talk about the untold stories of our founding
fathers.

Jefferson was religious. "Though he often expressed his opposition to clergy 
and to Christian doctrines, Jefferson repeatedly expressed his belief in a 
deistic god and his admiration for Jesus as a moral teacher."

Source and more info: 
http://en.wikipedia.org/wiki/Thomas_Jefferson_and_religion

Many of the other relevant people had more typical Christian views.

If that makes Jefferson religious, then so too are most atheists. A deistic god 
doesn't intervene and doesn't have power to do anything. Indeed at *that* time 
such people were considered atheists. Much like Spinoza who believed in a 
creator god but was then expelled from the Jewish community in 1656 for being 
insufficiently religious (he didn't believe in a theistic god).

As wiki points out in the article on Deism is a system consisting of this:

Rejection of all religions based on books that claim to contain the revealed 

http://en.wikipedia.org/wiki/Thomas_Jefferson_and_religion


word of God.
Rejection of all religious dogma and demagogy.
Rejection of reports of miracles, prophecies and religious "mysteries".
God exists, created and governs the universe.
God gave humans the ability to reason.

But one may as well just insert "nature" or "laws of physics" or "reality" or some 
such for "God" there and then it means Deism *is* atheism dressed up in a 
cheap tuxedo to get into the religious ball.

On Jefferson again

One can find all sorts of stuff written by him suggesting he was pretty scathing 
of religion. For his time, he seems the equal of Sam Harris...

I get this from http://www.nobeliefs.com/jefferson.htm

It says he accepted Jesus's moral teachings. What are those, if not religious 
teachings?

"I concur with you strictly in your opinion of the comparative merits of atheism 
and demonism, and really see nothing but the latter in the being worshipped by 
many who think themselves Christians."
-Thomas Jefferson, letter to Richard Price, Jan. 8, 1789 (Richard Price had 
written to TJ on Oct. 26. about the harm done by religion and wrote "Would not 
Society be better without Such religions? Is Atheism less pernicious than 
Demonism?")

So he absolutely hated the god of the christians, stating worship of such 
constituted demonism.

When people these days use the word "religious" to speak about Jefferson,

Not all people.

they want to imply he was Christian and that he was a theist and so like them - 
like the modern christians in the usa. They are trying to misrepresent him. You 
are misrepresenting him here saying he was religious. That's what the right 
does with Jefferson. Like Glenn Beck who for years had "Question with 

http://www.nobeliefs.com/jefferson.htm


boldness" one of the aphorisms plastered across his screen. It's a Jefferson 
quote. And Beck loved religion, of course. And was obsessed by the founding 
fathers. But how dishonest of him. The full quote is:

Question with boldness even the existence of a god; because if there be one 
he must approve of the homage of reason more than that of blindfolded fear.
-Thomas Jefferson, letter to Peter Carr, August 10, 1787

Why didn't he ever quote it in full? Because he wanted to pretend Jefferson was 
something he was not. Like you are doing too.

As for admiration for Jesus as a moral teacher...well...that's a nice polite thing 
lots of people say who don't care to think much about it but don't want to offend 
most of the community. Lots of atheists say it.

Lots of atheists accept Christianity morality, including tons of mistakes. 
Uncritically. Why do they even become atheists if they aren't going to think 
critically about religious teachings? It's dumb. Who cares what "lots of atheists" 
say?

Note I'm not saying Jefferson is like them.

I have not studied this but currently see no reason to disbelief that he actually did 
value Jesus as a moral teacher, and actually knew what that meant. I'm not going 
to dismiss that out of hand just because of some claims about modern atheists.

Sam Harris says some positives things about Jesus because some of what 
Jesus was reported to have said were okay. Jesus said some good stuff, stole 
lots of stuff from elsewhere (like the golden rule) and just got some stuff terribly 
wrong. So if Jefferson thought he was a good moral teacher, so what? That 
doesn't make him religious *either*. I mean...is this good?:

It certainly does make Harris something or other meaningful that he likes Jesus 
as a moral teacher. That's not nothing. It's important. What it means is open to 
discussion but I strongly disagree with just brushing it off and ignoring it.

One thing I would say, just as a general starting point, is that if someone accepts 



90% of the teachings of a religion, but rejects God, that is very different from an 
atheist who rejects 90% of the teachings including God. Calling them both the 
word "atheist" doesn't express the large differences.

(I get all this from Christopher Hitchens)

Jesus tells us his mission is to make family members hate one another, so that 
they shall love him more than their kin (Matt. 10:35-37). He promises salvation 
to those who abandon their wives and children for him (Matt. 19:29, Mark 
10:29-30, Luke 18-29-30). Disciples must hate their parents, siblings, wives, 
and children (Luke 14:26). The rod is not enough for children who curse their 
parents; they must be killed (Matt. 15:4-7, Mark 7:9-10, following Lev. 20:9). 
These are Jesus's "family values."

So if you think Jesus is a great moral teacher you either have some screwed up 
morality, endorse stuff like child abuse, or you just ignore massive amounts of 
really evil crap he said.

American obsession with religious dogma and the primacy of stuff like "old texts" 
seems to seep into stuff about the constitution.

I agree some old texts are overvalued, including the constitution (which, 
amusingly, is commonly overvalued by libertarians).

I do not agree this is an *American* flaw though. What makes you think the 
British are any different, for example?

Arguments about what the "founding fathers" intended. Who cares what *they* 
intended? They're just people...less enlightened than us. We're better than them 
- morally. We simply know more. If they were Christian or not, so what? We 
know heaps, heaps more than them.

I only talked about Jefferson because the other guy brought him up. I don't 
consider him particularly important. Aside from how some groups today like him a 
lot including some libertarians, and these people are wrong and don't seem to 
recognize his large flaws (by large flaws, i mean especially that he was pro french 
revolution and pro violence. that's really bad! and these were not random 
mistakes, but were implied but his philosophy and way of thinking. so one ought 



to be wary of his ideas, not saying how great he was). If everyone would just 
forget about Jefferson, that would be fine with me.

I don't think I've ever had a decision to make and thought "Hmmmm...Now what 
would some guy from centuries ago think about this?"

I think "What would Godwin think?" and "What would Burke think?" are both 
valuable ways to consider decisions.

The same goes for Roark, Rand, and others. Which people to consider depends 
on what the issue is. And it's no good unless you understand them well. But there 
are some people from centuries ago with ideas that are still valuable today. Both 
Godwin and Burke had ideas which are still way ahead most thinking today, so 
they are objectively worthwhile by modern standards.

I wonder if there are people in other fields besides philosophy who had really old 
ideas that are still important and the original writing about it is still valuable. With 
math we have the Pythagorean Theorem but there's no need to every study 
Pythagoras, you can learn it in modern books, so that's not the same as Godwin 
and Burke who are still worth reading.

It's kind of sad how little progress philosophy has made in 2500 years, and how 
few philosophers have made any substantial contribution. Can anyone think of 
other old fields that still matter but have hardly gotten very far and have old 
contributions that no one has improved on?

But that seems to be exactly the thinking of Christians. And perhaps more 
perversely, that seems to be exactly the mindset of people obsessed by what 
the founding fathers intended with the US Constitution. If you run your political 
discourse based around what someone from centuries ago might have 
thought...that seems to be a terrible way organise society, make moral decisions 
and make progress.

I don't think anyone here was doing that.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Ronald Snow <ronanow@gmail.com>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 6, 2013 at 11:47 PM

On Saturday, April 6, 2013 3:03:47 AM UTC-5, Elliot Temple wrote:

On Apr 6, 2013, at 12:04 AM, Ronald Snow <ron...@gmail.com <javascript:>>
wrote:

On Friday, April 5, 2013 5:20:17 PM UTC-5, Elliot Temple wrote:

On Apr 4, 2013, at 11:25 PM, Ronald Snow <ron...@gmail.com<javascript:>>
wrote:

Over the past several weeks the debate for Gay Marriage has
intensified

in
Washington and around the country.  And as I sit feeling bombarded

with
this topic from every which way I think to myself how hypocritical of

the
US to deny Gay Marriage.  Let me start off by saying I am against Gay
Marriage and homosexuality.  As a matter of fact, I am not only

against
it,

but think it is an abomination!  That is my personal opinion and I
give

it
to whomever wants to hear it.  I do not try to force it on anyone and

I
show respect to everyone regardless of his/her orientation.  Now the

US
has

set the stage from day one to be a secular, atheist government, using
religion as 'means to an end" and pacifier.  Since when did our



congress
(and the rest of the country for that matter) become so religious?

Let's
be honest, in the US the following are all legal:  gambling, alcohol,
marijuana, adultery, prostitution, pornography, fighting (sport),
homosexuality, worshipping the sun, the moon, other people, satan,

etc.,
the list goes on and on and on.  But when it comes to Gay Marriage all

of
the sudden US government becomes a Bible Thumpper?  These people are
already living together, working together, adopting and raising

families
together, so what is the big deal if they are given all the perks that

come
along with marriage?

Marijuana is illegal. Tons of people go to jail for it. The price is
artificially very high.

Notice I did not say the in the entire US.  I simply said in the US,
meaning in some parts.  Which makes that statement true.

Prostitution is illegal in lots of places.

Yes that is true; nevertheless it is legal in the US (some parts).

I don't think marijuana is really legal anywhere in the US because there
are federal laws against it. Some states legalized it for medical purposes
but that doesn't change federal law.

[Disclaimer: I have not studied marijuana law. I believe the situation is
kinda complicated.]

Pornography has various rules and restrictions.



True, but still legal nonetheless.

Adultery will get you in trouble in court in your divorce proceedings.
E.g. it can cost you over half your money.

This is true, but it is still legal.

Alcohol was illegal for some time. The US government did try to ban
alcohol.

Yes, but it is still legal now.

Gambling is heavily restricted, lots of rules and limits.

Yes but it is still legal, and has many forms.

Fighting has laws too, though it may depend on what type you meant.

I meant boxing, MMA, etc.  Still legal.  The point I wished to make is
that

fighting is not exactly putting man's talents to his full potential.
 Many

have argued this to be a regression in our evolution and that this stems
ultimately from mismanagement of our time.  Simply said in one
word: boredom.

OK you're right that lots of things are legal in some places and not
others. I don't see how that makes for hypocrisy though. If many people in
one area think one way, and many people in another area think another way,



that is not hypocrisy just because they live in the same country.

Forgive me if my format is wrong.  I received an email stating not use red
font (i thought it would make it easier than wading through this mess) and
that somehow i posted the same quote twice or something like that.  Anyway,
 what you just said above is not hypocrisy.  That is something great we
have in this country that based on the beliefs and/or attitudes of
different parts you will see differences in patterns and tolerances; the
government does not get involved.  Even when it is the most extreme of
issues as we stated earlier, prostitution, booze, satan, etc., the
government has given these areas or people the space and freedom to do
these actions as long as the majority of people are ok with it and it is
not causing harm (even though they often do).  Except when it comes to gay
marriage.  As long as the government holds fast to their decision to not
change the definition of marriage (which I am not for) OR at least give
these tax paying citizens the same benefits as a civil union or such, then
i have to call it what it is.... hypocrisy.

So I don't agree the US government was always some secular paradise
with

gay marriage as its one exception.

I think you misunderstood my statement.  That is not the point I was
trying

to make.  The point I was trying to make is that the US was founded as a
secular country by men who happened to be Christians, who happened to
sprinkle some religious i(christian) jargon into the laws,

constitutions,
and speeches.  We assume they were religious only because of the time

they
lived in and perhaps when you compare them to leaders of today.

We don't assume they were religious because of the time period. We have
lots of records of their writing which people have studied.



A lot of books have been written stating the opposite as well. Some of our
founding fathers were not the most of savory of characters.  Of course,
some of the judgment passed is based on today's standards.  What was
acceptable in yesteryear may not be acceptable today and vice verse.

Keep in mind the US was founded by religious men. Not by modern secular
lefties or anything like that.

Why do you say that?  As I stated before, these men were not so
different

than the politicians today.  Compared to our leaders today and people in
general, I concede that the previous generations look like popes

compared
to this generation; however, I think it is a long stretch to call them
religious.  After all Jefferson (who many say was the most religious)
called christians ignorant and the bible fabricated, except the gospels.
There are books that talk about the untold stories of our founding
fathers.

Jefferson was religious. "Though he often expressed his opposition to
clergy and to Christian doctrines, Jefferson repeatedly expressed his
belief in a deistic god and his admiration for Jesus as a moral teacher."

Source and more info:
http://en.wikipedia.org/wiki/Thomas_Jefferson_and_religion

Many of the other relevant people had more typical Christian views.

That is correct.  He was more rationalist than christian by yesteryears
definition and today.  Some christian ministers even went so far as to say
he was an atheist.  I guess if you want to define "religious" based on
whether he believed in God or not than I concede because according to all

http://en.wikipedia.org/wiki/Thomas_Jefferson_and_religion


the lit, he did in fact believe.  When I said he was not religious i merely
meant he was not a bible thumpper or someone like Glen Beck ;)

http://freethought.mbdojo.com/foundingfathers.html#Jefferson

You are right about the ones about freedom to worship whatever you
want.

The US government does very little to restrict what opinions and
personal

beliefs people have. This is good :) Some beliefs are immoral, they
make

your life worse, but it's not the government's place to deal with them.

And this is exactly why I said in my original post that the foundation
for

the US is a secular atheist state.

it's secular in that sense, yes, i agree. it doesn't try to legislate
religion or control people's personal lives. (very much, at least. there
are some exceptions which are bad)

 Many do not like to believe
or acknowledge this.  They continue to believe that we were founded as a
"christian state" or on "christian values".

the country was founded with christian values, and has a lot of that
today. but the government doesn't and shouldn't have much christianity in
it. there is a difference between the country and the government. "we were
founded" is a little ambiguous about what it's referring to.

by the way, the government does have and promote some values that could be
called somewhat christian and were valued by early american christians.
these include having a civil, peaceful society with law and order. not all
groups value these things -- let alone understand how to live by them --
but christianity is one of the groups that figured it out pretty well.

http://freethought.mbdojo.com/foundingfathers.html#Jefferson


Seriously?  You think they figured it out pretty well?  It took them almost
two millennium to figure it out after countless wars and countless sects .

it's broader than that. our laws have all sorts of ethical ideas involved
in them, e.g. that it's bad to murder people, that lying under oath is very
bad, that consent is important in various cases, etc... each of these
ethical ideas does have some association with christianity.

mmmm...yeah, I can see what you are saying but those ethical ideas can be
found in many of the religions.  And let's say, hypothetically, that the US
was founded by athiests...do you not think that these ethical ideas and
principles would have still be established?  Religion certainly helped
people though the years in promoting better morals (and unfortunately the
opposite is true as well) but they do not have the monopoly on them.

so the lines are a little blurry, i think.

 IMHO, if the people were
hindus, the founding fathers would have leaned towards hinduism, and if
they were muslims or jews, the same.  The majority of the people

happened
to be christian and so the religious connotations where christian.  They
use it as a pacifier.  Give them enough to be happy, yet keep it distant
enough not to have any real power.  And as time goes on, when you

believe
in every god, then you believe in no god.

Regarding gay marriage, I don't believe the government should have any
involvement in marriage. It's not the government's place to disapprove

of
gay marriage. But neither is its the government's place to approve,

allow



or legitimize gay marriage.

Im sorry sir, but you lost me on this statement.  Are you saying that
they

should not get involved and leave the status quo as is (which they set)?
Or are you saying they should just keep it up to the states (another
government)?  Or the people?

i'm saying the government should get itself uninvolved.

that includes the federal and state and local governments.

in my view, they should all remove all mention of marriage from all laws.
they should say that as far as they are concerned, you can call yourself
whatever you want ("married" or whatever else) and it has no legal
significance. of course any given church or people in your local community
may disagree with whether they think you are married, or whether they
approve, or whatever else. that is their right. the government should not
take sides or get involved at all.

so for example, in my view, there should be no special tax status for
being married. once the government treats married and unmarried people
identically, it no longer has to care who counts as "married" or not.

That makes a lot of sense from a secular point of view especially since
marriage, as best to my knowledge, has always been a religious event.  Just
like you said, call yourself whatever you want.  This brings up a question,
however.  So if the gov is not going to get involved in marriage at all,
and the definition will be based on your religion, affiliation, or group,
then what if one of these groups says, "hey our religion makes polygamy
permissible."  Then what?

i think all the laws relating to divorce, alimony, child support, etc,
could be improved a lot too (basically by the government leaving it up to
individual people who they want to interact with each other, what they
agree to do). in general i think people should either have a signed
contract or not have major obligations.



So you are saying, that the two people would enter into there own contract
prior to the marriage stipulating how much or what each party will get,
etc. ?

Also the big deal is that the gay marriage activists don't just want
hospital visitation and married tax filing status. If that was all they
were asking for, I think it would be good to grant it. But they want

and
lobby for social legitimacy.

Agreed.  100%   But let's be honest...they have already won.

I don't think so. As far as I can tell, most Americans remain (mildly)
homophobic. Including left wing democrat voters. And tons of school kids
use "fag" as an insult.

Yes but I have seen many commercials, shows, and movies trying to change
this status quo (brainwashing?).  They are trying to make "fag" become
totally unacceptable, just like "nigger."  I have even witnessed real
people starting to take offense when hearing "fag" in there presence and
have seen some brawls on facebook between people over all the propaganda
around this issue.

Tons of people say they don't have a problem with gays. But then they will
correct anyone who thinks they are gay, pointing out they are actually not
gay.

That is a weak point.  I know some italians that will not only correct
someone if they think and call them mexican, but also get mildly offended.
 There are some dark-complexioned individuals that are mistaken for black



and will correct, pointing out they are not black.  Does this mean they
have a problem with mexicans or blacks?

And they sometimes become less OK with homosexuality when it's a friend or
their own kid, rather than an abstract notion or a TV character.

Yes, this is true.  But everyday some famous person comes out and is ok
with his child being gay, such as Magic Johnson recently, or a youtube
video showing average joe's professing there love and acceptance for there
daughter or son.  Hell, if the likes of Republican Right Cheney can get
over his daughter being gay I think anyone can lol.

It's still a live issue.

 They have
taken the page directly from tsun tzu  where he states "victorious
generals/warriors win first then go to war."  They have won the people.
And if you win the people, the laws will eventually reflect the will of
the people.  Another reason I believe the government is holding back is
because if they cave and change the definition of marriage from 1 man

and 1
woman, to man/man woman/woman....who is next to come asking for his
definition of marriage to be accepted?  Will it be the muslims wanting

to
be allowed to marry 4 women in the US.  OR the mormons?

I agree. Despite many bad arguments to the contrary, there is a slippery
slope and no clear dividing line. Why should the social rules of marriage
be changed to please one particular deviant group, but not to please
various other deviant groups? One what principles will the lines by drawn?
What principle makes being homosexual OK, but incest not OK?

Nasty, I didn't even think of incest.



(Incest without kids I mean, or with genetic screening precautions or
adoption. Having deformed or disabled kids is bad! But not very hard to
avoid. It's actually easier to get kids for an incestuous straight couple
than a gay couple, they have a super set of the options available.)

I do not think the government should be in the business of granting
social

legitimacy.

Agreed.  I think they should just give them there tax benefits and what
not, and try to have them on there way.  But that will not happen.

 Obama
threw the door WIDE open when he became the first president to openly

back
them.  He's a smart politician.  And the gays have organized themselves
into a powerhouse.  He saw the potential and grabbed that vote. The

system
is being used against itself :)

I don't mind if they give them tax benefits for now. But, on principle, I
don't think marriage should receive tax benefits for anyone.

Or let's say it backwards, lets give the same tax benefits to everyone
regardless of marital status.  Let's not lose that bit of money Eliott ;)

I don't think the government should be deciding which lifestyles (e.g.
married instead of single) are good or bad, and encouraging people to live
the way the government sees fit using tax benefits.

You will note, for example, that they want their marriages to be called



with the word "marriage". If you just gave them hospital visitation and
tax

status with the word "civil union" they'd still be lobbying for more.

I agree wholeheartedly.

They should stop lobbying the government and start trying to persuade
their local community members.

They want a decisive blow.

It's bad to try to change society significantly by lobbying the government
and getting a majority. Instead, it's important to persuade the large
majority with voluntary methods and try to leave government (and its use of
force and gun-backed laws) out of it.

Oh dont get me started on my soap box.  You just said something great!
 That would eliminate so much of the corruption we have.  I believe
lobbyist should be illegal to operate in washington or to even approach a
gov official.  If they want to work, if they want to lobby, then convince
the people and the gov will fall into place.

Also, one more point about this issue. There are gay pride parades. And
there are arguments that you can't discriminate against being gay

because
it's not a choice. These come from the same side. Why be proud of what

you
didn't choose? How is that any different than white skin pride parades,

or
natural blonde hair pride parades, or blue eyes pride parades? All



things
these same people would say are bad. So I see hypocrisy here.

hahaha...I have often wondered the same thing.  It really is a dangerous
concept because they are trying (successfully) directly or indirectly
to categorize themselves a race.  Gay Americans?  Homosexual Americans?

Yeah.

To be clear, I think being gay is a choice.

As do I.  I don't think they are "born with it" as they say but that
certain triggers or life experiences have influenced them.  Also, I saw
straight men become bi, and then full gay.  Guys that I knew....gay became
"in" the "cool" thing to do/be these past years.  My sister just finished
HS a couple of years ago and I was shocked to some of the stories she told
me,  It basically corroborates what we agree on, that it is a choice.

And I think the rhetoric "it's not a choice" actually sounds a lot like
"it would be bad if they were choosing it. why would anyone chose to be
gay? we all know being gay is inconvenient at best. but it's not a choice,
it's more like a mild, non-contagious disease or disability."

Yes but this is changing quickly.  The newer generation is becoming bolder
and defiant and good lord if someone heard you call it a "mild,
non-contagious disease or disability."  Whether you are right or wrong,
with the trend and numbers that are showing you would be discredited by
sheer numbers.

why are they so intent on denying it's a choice -- denying responsibility
for being gay -- if there's nothing wrong with it?

Well im sure it is bcs 1st, they deny it bcs they say that is how they were



created, 2nd, by accepting responsibility they lose point 1 and they also
indirectly accept that there is something wrong with being gay.

i don't actually think there is anything wrong with being gay or bi. i am
not religious and i do not see why it is an abomination. i have tried
reading some stuff on this topic but never found any good explanation of
what's so bad about it.

I think it is unnatural, plain and simple.

but i think most people in the USA do think homosexuality is bad,
including most so-called defenders of gay marriage. i think the "it's not a
choice" rhetoric helps reveal that they see it as a bad thing, which is why
they want to try to deny responsibility for it.

duly noted above

(I think many people outside the USA are homophobic too in similar ways. I
don't think the USA is uniquely bad about this like many lefties claim)

I have traveled most of the world and i can tell you europe and the usa are
the two biggest entities for mainstream gayness.  Based on my observation
of course.   Germany is pretty bad.  There are some sectors of frankfort
that my cousin warned me not to enter at night because they were basically
gay blocks where most if not all inhabitants were homosex. and there had
been increased cases of rape in that area.

it's sort of like they are saying "it's not my fault".

i think being gay is just about as much of a "choice" as being stupid is.
if you wait until you're 20 and then decide you don't want to be gay or
stupid, it's hard to change. but that doesn't mean you were born that way.
you made all kinds of choices as a kid which may be hard to change now but



you still did make them. and your parents and teachers and others made lots
of choices too. that's life!

life is not always easy to just get whatever you want, instantly, no
matter your past. so what? get over it. take responsibility for who you are
and for improving, rather than saying "it's not my fault that i'm
[stupid/gay/lazy/fat/envious/nerdy/etc]" and then not doing anything about
it.

you should either like who you are or try to change it. either way you
should take responsibility for it and spend time thinking about what sort
of life is a good moral life.

-- Elliot Temple
http://fallibleideas.com/

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 7, 2013 at 12:53 AM

On Apr 6, 2013, at 8:47 PM, Ronald Snow <ronanow@gmail.com> wrote:

On Saturday, April 6, 2013 3:03:47 AM UTC-5, Elliot Temple wrote:

On Apr 6, 2013, at 12:04 AM, Ronald Snow <ron...@gmail.com <javascript:>>
wrote:

On Friday, April 5, 2013 5:20:17 PM UTC-5, Elliot Temple wrote:

On Apr 4, 2013, at 11:25 PM, Ronald Snow 
<ron...@gmail.com<javascript:>>
wrote:

Forgive me if my format is wrong.  I received an email stating not use red
font (i thought it would make it easier than wading through this mess) and
that somehow i posted the same quote twice or something like that.

You posted the same quote three times. You can look in your sent folder to see 
what you sent, or on the group website. This is a fact. For example, you posted 
the paragraph starting with "Also, one more point about this issue. There are gay 
pride parades." three times.

Rich text is not allowed here. It breaks things, especially quoting. Your current 
email is rich text. You have to disable it.

We have a way of writing emails here which is the standard for emails for many 
years, and works well. Also, because it is standardized, it can be and is 
supported by standards-compliant software. So it's not a mess for people with a 



good, standard setup.

For the list to be organized for everyone, not a mess, it's important to all use the 
same standard methods, rather than custom formatting.

 Anyway,
what you just said above is not hypocrisy.  That is something great we
have in this country that based on the beliefs and/or attitudes of
different parts you will see differences in patterns and tolerances; the
government does not get involved.  Even when it is the most extreme of
issues as we stated earlier, prostitution, booze, satan, etc., the
government has given these areas or people the space and freedom to do
these actions as long as the majority of people are ok with it and it is
not causing harm (even though they often do).

People's idea of what is harmful varies, so the government is right to be cautious 
about preventing what it sees as harm, but others do not. In general, if everyone 
involved in something is involved voluntarily, that implies they consider it good not 
bad, and not harmful. If no one involved thinks it's harmful then the government 
should, in general, leave them alone.

 Except when it comes to gay
marriage.  As long as the government holds fast to their decision to not
change the definition of marriage (which I am not for) OR at least give
these tax paying citizens the same benefits as a civil union or such, then
i have to call it what it is.... hypocrisy.

What is the hypocrisy exactly? Hypocrisy means "the practice of claiming to have 
moral standards or beliefs to which one's own behavior does not conform; 
pretense."

What is the claim, and what is the behavior that does not conform to the claim?

Many do not like to believe
or acknowledge this.  They continue to believe that we were founded as a
"christian state" or on "christian values".

the country was founded with christian values, and has a lot of that
today. but the government doesn't and shouldn't have much christianity in



it. there is a difference between the country and the government. "we were
founded" is a little ambiguous about what it's referring to.

by the way, the government does have and promote some values that could be
called somewhat christian and were valued by early american christians.
these include having a civil, peaceful society with law and order. not all
groups value these things -- let alone understand how to live by them --
but christianity is one of the groups that figured it out pretty well.

Seriously?  You think they figured it out pretty well?  It took them almost
two millennium to figure it out after countless wars and countless sects .

And which rivals are or were superior?

it's broader than that. our laws have all sorts of ethical ideas involved
in them, e.g. that it's bad to murder people, that lying under oath is very
bad, that consent is important in various cases, etc... each of these
ethical ideas does have some association with christianity.

mmmm...yeah, I can see what you are saying but those ethical ideas can be
found in many of the religions.  And let's say, hypothetically, that the US
was founded by athiests...do you not think that these ethical ideas and
principles would have still be established?  Religion certainly helped
people though the years in promoting better morals (and unfortunately the
opposite is true as well) but they do not have the monopoly on them.

It's hard to say what would happen if atheists were involved. For one thing, would 
they be Christian-influenced atheists who are familiar with Christian moral values, 
or would they have their own totally different thinking? If so, what would they think 
and value?

I do not think these moral values which Christianity knows something about are 
obvious. I do not think all other groups deal with them half as well as Christianity. 
It's easy to go wrong. If you look at atheist rhetoric today, many atheists cannot 
make a coherent, rational argument for why stealing is immoral (for example). So 



I think there is a big problem there, relating to moral values, which a lot of atheists 
have, but which many Christians are better at.

It's certainly possible for a non-Christian or non-religious group to understand 
morality well. Even to be the best in the world. But I don't think there are any 
major groups like that which exist today. The biggest ones like American lefty 
atheists get too much stuff wrong. While one of the best groups, Objectivists, can 
offer some improvements on Christian moral values, but only has a few people 
who understand it well.

so the lines are a little blurry, i think.

IMHO, if the people were
hindus, the founding fathers would have leaned towards hinduism, and if
they were muslims or jews, the same.  The majority of the people

happened
to be christian and so the religious connotations where christian.  They
use it as a pacifier.  Give them enough to be happy, yet keep it distant
enough not to have any real power.  And as time goes on, when you

believe
in every god, then you believe in no god.

Regarding gay marriage, I don't believe the government should have any
involvement in marriage. It's not the government's place to disapprove

of
gay marriage. But neither is its the government's place to approve,

allow
or legitimize gay marriage.

Im sorry sir, but you lost me on this statement.  Are you saying that
they

should not get involved and leave the status quo as is (which they set)?
Or are you saying they should just keep it up to the states (another
government)?  Or the people?



i'm saying the government should get itself uninvolved.

that includes the federal and state and local governments.

in my view, they should all remove all mention of marriage from all laws.
they should say that as far as they are concerned, you can call yourself
whatever you want ("married" or whatever else) and it has no legal
significance. of course any given church or people in your local community
may disagree with whether they think you are married, or whether they
approve, or whatever else. that is their right. the government should not
take sides or get involved at all.

so for example, in my view, there should be no special tax status for
being married. once the government treats married and unmarried people
identically, it no longer has to care who counts as "married" or not.

That makes a lot of sense from a secular point of view especially since
marriage, as best to my knowledge, has always been a religious event.  Just
like you said, call yourself whatever you want.  This brings up a question,
however.  So if the gov is not going to get involved in marriage at all,
and the definition will be based on your religion, affiliation, or group,
then what if one of these groups says, "hey our religion makes polygamy
permissible."  Then what?

some people already have multiple sexual partners. if you don't like it, don't have 
sex with them, or even don't talk to them. so what?

I'm not sure what the "then what?" means exactly. What's the problem? Who 
cares?

Of course if they violate the rights of any women, e.g. by beating them or not 
letting them leave, then the police can stop them.

i think all the laws relating to divorce, alimony, child support, etc,
could be improved a lot too (basically by the government leaving it up to
individual people who they want to interact with each other, what they
agree to do). in general i think people should either have a signed



contract or not have major obligations.

So you are saying, that the two people would enter into there own contract
prior to the marriage stipulating how much or what each party will get,
etc. ?

yes if they want to. i don't really see that as very appealing. but it's better to have 
a clear, explicit written contract of your own choosing than some vague, 
meddlesome, expensive one-size-fits-all laws that most people don't even give 
much thought to when binding themselves to those legal obligations.

Also the big deal is that the gay marriage activists don't just want
hospital visitation and married tax filing status. If that was all they
were asking for, I think it would be good to grant it. But they want

and
lobby for social legitimacy.

Agreed.  100%   But let's be honest...they have already won.

I don't think so. As far as I can tell, most Americans remain (mildly)
homophobic. Including left wing democrat voters. And tons of school kids
use "fag" as an insult.

Yes but I have seen many commercials, shows, and movies trying to change
this status quo (brainwashing?).  They are trying to make "fag" become
totally unacceptable, just like "nigger."  I have even witnessed real
people starting to take offense when hearing "fag" in there presence and
have seen some brawls on facebook between people over all the propaganda
around this issue.

Yeah hollywood and some other groups like to be trendy and Politically Correct. 
That doesn't mean the majority agree with them, though.



Thanks to the internet (e.g. blogs), hollywood and the main stream media are 
losing a lot of their special status and influence for spreading ideas.

I think I'd be more concerned about academia. It has an undeserved reputation 
for scholarship, intellectual seriousness, reason, rigor, etc... The media and 
hollywood do not have that.

Tons of people say they don't have a problem with gays. But then they will
correct anyone who thinks they are gay, pointing out they are actually not
gay.

That is a weak point.  I know some italians that will not only correct
someone if they think and call them mexican, but also get mildly offended.
There are some dark-complexioned individuals that are mistaken for black
and will correct, pointing out they are not black.  Does this mean they
have a problem with mexicans or blacks?

Could be.

But I think not necessarily. Maybe some are proud of their heritage. That's 
another possibility I guess. "I was born to Italian parents, that makes me 
awesome, and I want everyone to know it!" That'd be silly too.

And they sometimes become less OK with homosexuality when it's a friend or
their own kid, rather than an abstract notion or a TV character.

Yes, this is true.  But everyday some famous person comes out and is ok
with his child being gay, such as Magic Johnson recently, or a youtube
video showing average joe's professing there love and acceptance for there
daughter or son.  Hell, if the likes of Republican Right Cheney can get
over his daughter being gay I think anyone can lol.

I don't know anything about these specific cases. But just at a wild guess, I would 
wonder if what they say to the public (under pressure...) and what they think in 
the private of their own mind might not be identical.



It's still a live issue.

They have
taken the page directly from tsun tzu  where he states "victorious
generals/warriors win first then go to war."  They have won the people.
And if you win the people, the laws will eventually reflect the will of
the people.  Another reason I believe the government is holding back is
because if they cave and change the definition of marriage from 1 man

and 1
woman, to man/man woman/woman....who is next to come asking for his
definition of marriage to be accepted?  Will it be the muslims wanting

to
be allowed to marry 4 women in the US.  OR the mormons?

I agree. Despite many bad arguments to the contrary, there is a slippery
slope and no clear dividing line. Why should the social rules of marriage
be changed to please one particular deviant group, but not to please
various other deviant groups? One what principles will the lines by drawn?
What principle makes being homosexual OK, but incest not OK?

Nasty, I didn't even think of incest.

Is it nasty? Why?

(Incest without kids I mean, or with genetic screening precautions or
adoption. Having deformed or disabled kids is bad! But not very hard to
avoid. It's actually easier to get kids for an incestuous straight couple
than a gay couple, they have a super set of the options available.)

I do not think the government should be in the business of granting
social

legitimacy.



Agreed.  I think they should just give them there tax benefits and what
not, and try to have them on there way.  But that will not happen.

Obama
threw the door WIDE open when he became the first president to openly

back
them.  He's a smart politician.  And the gays have organized themselves
into a powerhouse.  He saw the potential and grabbed that vote. The

system
is being used against itself :)

I don't mind if they give them tax benefits for now. But, on principle, I
don't think marriage should receive tax benefits for anyone.

Or let's say it backwards, lets give the same tax benefits to everyone
regardless of marital status.  Let's not lose that bit of money Eliott ;)

I'd like lower taxes. But I would also like simpler taxes. In general, I want special 
tax rules to be reduced not increased. So I'm not so sure about this.

Though it's not much of a special tax rule if everyone gets it. That wouldn't make 
a lot of sense really.

I don't think the government should be deciding which lifestyles (e.g.
married instead of single) are good or bad, and encouraging people to live
the way the government sees fit using tax benefits.

You will note, for example, that they want their marriages to be called
with the word "marriage". If you just gave them hospital visitation and

tax
status with the word "civil union" they'd still be lobbying for more.



I agree wholeheartedly.

They should stop lobbying the government and start trying to persuade
their local community members.

They want a decisive blow.

It's bad to try to change society significantly by lobbying the government
and getting a majority. Instead, it's important to persuade the large
majority with voluntary methods and try to leave government (and its use of
force and gun-backed laws) out of it.

Oh dont get me started on my soap box.

No? But I think I want to hear it.

 You just said something great!
That would eliminate so much of the corruption we have.  I believe
lobbyist should be illegal to operate in washington or to even approach a
gov official.  If they want to work, if they want to lobby, then convince
the people and the gov will fall into place.

I don't think laws against lobbying are good. Lobbying is a peaceful activity. I don't 
like to see peaceful activities banned. ANd where will the line be drawn? It's really 
hard to say exactly what is lobbying or not.

For example, is my article defending plastic bags lobbying? Would this be 
banned?

http://industrialprogress.net/2013/03/14/in-defense-of-plastic-bags/

No? What if I said the same things to someone in political office? What if he only 
holds a minor political office, such as mayor of a small town, and he was an old 
friend of mine before he got it? What if he holds no political office today, but I 
expect him to run for congress next year? Where is the line?

http://industrialprogress.net/2013/03/14/in-defense-of-plastic-bags/


Also, one more point about this issue. There are gay pride parades. And
there are arguments that you can't discriminate against being gay

because
it's not a choice. These come from the same side. Why be proud of what

you
didn't choose? How is that any different than white skin pride parades,

or
natural blonde hair pride parades, or blue eyes pride parades? All

things
these same people would say are bad. So I see hypocrisy here.

hahaha...I have often wondered the same thing.  It really is a dangerous
concept because they are trying (successfully) directly or indirectly
to categorize themselves a race.  Gay Americans?  Homosexual Americans?

Yeah.

To be clear, I think being gay is a choice.

As do I.  I don't think they are "born with it" as they say but that
certain triggers or life experiences have influenced them.  Also, I saw
straight men become bi, and then full gay.  Guys that I knew....gay became
"in" the "cool" thing to do/be these past years.  My sister just finished
HS a couple of years ago and I was shocked to some of the stories she told
me,  It basically corroborates what we agree on, that it is a choice.

I agree lots of people have bi or gay experiences because it's trendy and 
culturally popular and encouraged in some groups.

However, I think in a lot of cases it's a "phase" or "fun" and they still want their 
marriage to be straight. It's easier to change preferences about recreational sex 
than to change preferences about long term lifestyle and identity.



And I think the rhetoric "it's not a choice" actually sounds a lot like
"it would be bad if they were choosing it. why would anyone chose to be
gay? we all know being gay is inconvenient at best. but it's not a choice,
it's more like a mild, non-contagious disease or disability."

Yes but this is changing quickly.  The newer generation is becoming bolder
and defiant and good lord if someone heard you call it a "mild,
non-contagious disease or disability."  Whether you are right or wrong,
with the trend and numbers that are showing you would be discredited by
sheer numbers.

Sheer numbers cannot discredit ideas.

I don't think being gay is a disease or disability. But if I did think it, I would not be 
scared to say so. As a rule, I do not care what people hear me say, if I think it's 
true.

In the past on this list I have argued for unpopular ideas, such as that animals 
cannot and do not suffer, and there is no such thing as animal rights. (There are, 
of course, the human rights of the owners of animals.)

why are they so intent on denying it's a choice -- denying responsibility
for being gay -- if there's nothing wrong with it?

Well im sure it is bcs 1st, they deny it bcs they say that is how they were
created, 2nd, by accepting responsibility they lose point 1 and they also
indirectly accept that there is something wrong with being gay.

i don't actually think there is anything wrong with being gay or bi. i am
not religious and i do not see why it is an abomination. i have tried
reading some stuff on this topic but never found any good explanation of
what's so bad about it.

I think it is unnatural, plain and simple.



So are skyscrapers and computers and spaceships and cars and iPhones, right? 
And a life expectancy over 50. Who cares what is "unnatural"?

What does "unnatural" even mean, precisely?

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Schools think criticism doesn't work..
Date: April 7, 2013 at 7:24 PM

 http://www.smh.com.au/nsw/at-knox-grammar-the-air-is-positively-charged-
20130405-2hbyp.html

Details are hard to come by, but the opening sentences struck me...

"If Knox Grammar's rugby team loses, coaches are not to criticise or chastise 
players. Negative language is shunned at the school..."

So it's explicitly anti-critical.

Schools suck badly. One main reason is that they are, essentially, child prisons. 
Only the children have not done anything wrong to lose their freedoms (so by that 
measure, they're *worse* than prisons). Now that terrible evil aside...how much 
worse can schools get? They are clearly better now that they don't beat 
kids...but...still really bad.

For all the evil mistakes that schools make, a purported "education system" one 
would think would at least be interested in how knowledge grows - although if 
they are making so many moral errors perhaps we should not be surprised that 
their epistemology is also truly, badly flawed. But it's interesting I find an example 
where they are so very proud of it...and quite explicitly state that *criticism* does 
not work.

Now to me, there's strange clash here. On the one hand, students are invariably 
abused at schools - psychologically, emotionally, whatever. Anything that *might* 
reduce that even a little is good. On the other, any claim that a lack of criticism is 
better than lots of criticism if you want to improve, is a really, really bad lesson if 
you're a kid.

I'm not sure if this kind of thinking is becoming more widespread in education or 
not...though a quick search suggests quite a few schools at least in Australia are 
using this buzzword "positive" which is repeated over and again in the article. I 
don't know what they mean when they say "positive education" - little about it 
seems to be "positive" except that it divests itself of criticism (which they seem to 
suggest is negative: even emotionally "negative").

But then I read the wiki article on "Positive Education" and again, details are 

http://www.smh.com.au/nsw/at-knox-grammar-the-air-is-positively-charged-20130405-2hbyp.html


scarce.

http://en.wikipedia.org/wiki/Positive_education

I really don't get the difference with whatever normal education is (I suppose, by 
corrollary, it must be "negative education". It's said that students get to 
concentrate on their strengths and become more creative. But again...does this 
mean a student who doesn't want to learn maths at school doesn't have to? Does 
it mean students don't actually have to go to school if they don't want? That would 
be positive. I doubt that's what they mean though.)

My impression is that whatever positive education is: it's the same coercive way 
of forcing kids into classrooms, only now they aren't told when they make 
mistakes, if they actually do try to make the best of a bad situation by learning.

Or something like that.

Brett.

-- 

http://en.wikipedia.org/wiki/Positive_education


From: Rami Rustom <rombomb@gmail.com>
Cc: Objectivism Discussion <objectivism-discussion@googlegroups.com>
Subject: Re: [BoI] Re: [Objectivism Discussion] Bad attitude towards losing
Date: April 8, 2013 at 6:01 PM

On Sat, Mar 30, 2013 at 1:55 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 30, 2013, at 8:31 AM, Rami Rustom <rombomb@gmail.com> wrote:

I just watched the first episode of Suits.

The main character wanted to quit his new job after learning that he
lost his first case (or will lose his first case). At first he said
that his reason was that one of the attorneys told him they fire
people for losing (or something like that, I don't remember). But then
we find out that he wanted to quit for a different reason unrelated to
what that attorney told him. He explained it to his grandma -- he said
that he wanted to quit but he didn't give a reason.

It seems like he sad for losing. But that doesn't add up. He's a good
learner. Somebody like that did a lot of losing in his life. He made
lots of mistakes and learned from them. Right? What other way is there
to become a good learner?

So somebody like that would have a good attitude towards losing. He
wouldn't get sad for losing his first case. It doesn't add up.

TV characters often contain contradictions. If the writers don't understand his 
history, they won't make him compatible with it. (Even if they do, they still might 
not, because it's not a top priority.)

I wonder if his attitude is related to his 'caring' problem (the
episode depicted a conflict between him, the altruist, and his boss,
the "selfist"). Maybe he 'cares' about what the other attorneys think
of him (i.e. he judges himself by their standards rather than by his
own standards), and since he believes that they'll think badly of him
because he lost his first case, he's sad about his expectation of
their judgment on him. Actually this is consistent with what I said
earlier: "he said that his reason was that one of the attorneys told



him they fire people for losing (or something like that, i don't
remember)."

So does he feel bad because he has a bad attitude towards
losing/mistakes or does he feel bad because he's an altruist (i.e. he
judges himself by the standards of others rather than by his own
standards)? Or does he feel bad for a different reason?

Maybe he feels bad because the writers don't like losing, most people don't, so 
it seems "realistic" to the writers and "sympathetic" and stuff.

I just watched a few more episodes. The creators of the show are sooo
wrong. At one point the main character was talking about how great his
grandma is/was to him -- he said that she always told him that
everything was going to be ok, even if it wasn't. WTF? How is that
good? Blind optimism? Lying? For what? Just to try to protect his
feelings? WOW!

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
You received this message because you are subscribed to the Google Groups 
"Objectivism Discussion" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to objectivism-discussion+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: [Objectivism Discussion] Bad attitude towards losing
Date: April 8, 2013 at 7:21 PM

On 09/04/2013, at 8:01, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Mar 30, 2013 at 1:55 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 30, 2013, at 8:31 AM, Rami Rustom <rombomb@gmail.com> wrote:

I just watched the first episode of Suits.

The main character wanted to quit his new job after learning that he
lost his first case (or will lose his first case). At first he said
that his reason was that one of the attorneys told him they fire
people for losing (or something like that, I don't remember). But then
we find out that he wanted to quit for a different reason unrelated to
what that attorney told him. He explained it to his grandma -- he said
that he wanted to quit but he didn't give a reason.

It seems like he sad for losing. But that doesn't add up. He's a good
learner. Somebody like that did a lot of losing in his life. He made
lots of mistakes and learned from them. Right? What other way is there
to become a good learner?

So somebody like that would have a good attitude towards losing. He
wouldn't get sad for losing his first case. It doesn't add up.

TV characters often contain contradictions. If the writers don't understand his 
history, they won't make him compatible with it. (Even if they do, they still might 
not, because it's not a top priority.)

I wonder if his attitude is related to his 'caring' problem (the
episode depicted a conflict between him, the altruist, and his boss,
the "selfist"). Maybe he 'cares' about what the other attorneys think
of him (i.e. he judges himself by their standards rather than by his
own standards), and since he believes that they'll think badly of him
because he lost his first case, he's sad about his expectation of
their judgment on him. Actually this is consistent with what I said



earlier: "he said that his reason was that one of the attorneys told
him they fire people for losing (or something like that, i don't
remember)."

So does he feel bad because he has a bad attitude towards
losing/mistakes or does he feel bad because he's an altruist (i.e. he
judges himself by the standards of others rather than by his own
standards)? Or does he feel bad for a different reason?

Maybe he feels bad because the writers don't like losing, most people don't, so 
it seems "realistic" to the writers and "sympathetic" and stuff.

I just watched a few more episodes. The creators of the show are sooo
wrong. At one point the main character was talking about how great his
grandma is/was to him -- he said that she always told him that
everything was going to be ok, even if it wasn't. WTF? How is that
good? Blind optimism? Lying? For what? Just to try to protect his
feelings? WOW!

Wow? Really? Sorry "WOW!" Really?

I'm surprised by your surprise.

The saying "Everything is going to be okay" or similar is often said, at least round 
here, especially on tv as well as real life, to placate people in times of distress. 
Some people do indeed use it a lot. It does do some work...it can give people 
brief relief. Some people love to trust others. If a trusted person says "everything 
will be okay" that must feel good. I imagine. I think I felt this as a kid when trusted 
adults said it and I suppose I believed they knew better. Of course, if everything is 
not okay, then it might cause bigger problems later.

You might not agree with the underlying epistemological stance - I don't either 
and avoid such things.

But I don't think it is something that's all that surprising. Not on tv.

And...I might just add...blind optimism, lying, "just" protecting feelings...yeah...all 
bad. Fine.

But unsurprising. It's around us a lot. Is this really the first time you have 



encountered this? I think not.

So why the "WOW!"

?

Brett.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: [Objectivism Discussion] Bad attitude towards losing
Date: April 8, 2013 at 9:34 PM

On Mon, Apr 8, 2013 at 6:21 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 09/04/2013, at 8:01, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Mar 30, 2013 at 1:55 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 30, 2013, at 8:31 AM, Rami Rustom <rombomb@gmail.com> wrote:

I just watched the first episode of Suits.

The main character wanted to quit his new job after learning that he
lost his first case (or will lose his first case). At first he said
that his reason was that one of the attorneys told him they fire
people for losing (or something like that, I don't remember). But then
we find out that he wanted to quit for a different reason unrelated to
what that attorney told him. He explained it to his grandma -- he said
that he wanted to quit but he didn't give a reason.

It seems like he sad for losing. But that doesn't add up. He's a good
learner. Somebody like that did a lot of losing in his life. He made
lots of mistakes and learned from them. Right? What other way is there
to become a good learner?

So somebody like that would have a good attitude towards losing. He
wouldn't get sad for losing his first case. It doesn't add up.

TV characters often contain contradictions. If the writers don't understand his 
history, they won't make him compatible with it. (Even if they do, they still 
might not, because it's not a top priority.)

I wonder if his attitude is related to his 'caring' problem (the
episode depicted a conflict between him, the altruist, and his boss,
the "selfist"). Maybe he 'cares' about what the other attorneys think
of him (i.e. he judges himself by their standards rather than by his
own standards), and since he believes that they'll think badly of him
because he lost his first case, he's sad about his expectation of



their judgment on him. Actually this is consistent with what I said
earlier: "he said that his reason was that one of the attorneys told
him they fire people for losing (or something like that, i don't
remember)."

So does he feel bad because he has a bad attitude towards
losing/mistakes or does he feel bad because he's an altruist (i.e. he
judges himself by the standards of others rather than by his own
standards)? Or does he feel bad for a different reason?

Maybe he feels bad because the writers don't like losing, most people don't, 
so it seems "realistic" to the writers and "sympathetic" and stuff.

I just watched a few more episodes. The creators of the show are sooo
wrong. At one point the main character was talking about how great his
grandma is/was to him -- he said that she always told him that
everything was going to be ok, even if it wasn't. WTF? How is that
good? Blind optimism? Lying? For what? Just to try to protect his
feelings? WOW!

Wow? Really? Sorry "WOW!" Really?

I'm surprised by your surprise.

The saying "Everything is going to be okay" or similar is often said, at least 
round here, especially on tv as well as real life, to placate people in times of 
distress. Some people do indeed use it a lot. It does do some work...it can give 
people brief relief. Some people love to trust others. If a trusted person says 
"everything will be okay" that must feel good. I imagine. I think I felt this as a kid 
when trusted adults said it and I suppose I believed they knew better. Of course, 
if everything is not okay, then it might cause bigger problems later.

You might not agree with the underlying epistemological stance - I don't either 
and avoid such things.

But I don't think it is something that's all that surprising. Not on tv.

And...I might just add...blind optimism, lying, "just" protecting feelings...yeah...all 
bad. Fine.



But unsurprising. It's around us a lot. Is this really the first time you have 
encountered this? I think not.

So why the "WOW!"

?

I'm not surprised that *some* people think like this. I'm surprised
that the creators of the show would think that their main character,
who is supposed to be a great learner, would:

- feel bad when making mistakes

- be an altruist

- want people to lie to him about that everything will be ok, which
really means that he wants people to hide the problems from him so
that he can feel better in his fake world where those problems don't
exist.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: [Objectivism Discussion] Bad attitude towards losing
Date: April 8, 2013 at 10:12 PM

On 09/04/2013, at 11:35, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Apr 8, 2013 at 6:21 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 09/04/2013, at 8:01, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sat, Mar 30, 2013 at 1:55 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 30, 2013, at 8:31 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

I just watched the first episode of Suits.

The main character wanted to quit his new job after learning that he
lost his first case (or will lose his first case). At first he said
that his reason was that one of the attorneys told him they fire
people for losing (or something like that, I don't remember). But then
we find out that he wanted to quit for a different reason unrelated to
what that attorney told him. He explained it to his grandma -- he said
that he wanted to quit but he didn't give a reason.

It seems like he sad for losing. But that doesn't add up. He's a good
learner. Somebody like that did a lot of losing in his life. He made
lots of mistakes and learned from them. Right? What other way is there
to become a good learner?

So somebody like that would have a good attitude towards losing. He
wouldn't get sad for losing his first case. It doesn't add up.

TV characters often contain contradictions. If the writers don't understand 
his history, they won't make him compatible with it. (Even if they do, they still 
might not, because it's not a top priority.)

I wonder if his attitude is related to his 'caring' problem (the
episode depicted a conflict between him, the altruist, and his boss,
the "selfist"). Maybe he 'cares' about what the other attorneys think



of him (i.e. he judges himself by their standards rather than by his
own standards), and since he believes that they'll think badly of him
because he lost his first case, he's sad about his expectation of
their judgment on him. Actually this is consistent with what I said
earlier: "he said that his reason was that one of the attorneys told
him they fire people for losing (or something like that, i don't
remember)."

So does he feel bad because he has a bad attitude towards
losing/mistakes or does he feel bad because he's an altruist (i.e. he
judges himself by the standards of others rather than by his own
standards)? Or does he feel bad for a different reason?

Maybe he feels bad because the writers don't like losing, most people don't, 
so it seems "realistic" to the writers and "sympathetic" and stuff.

I just watched a few more episodes. The creators of the show are sooo
wrong. At one point the main character was talking about how great his
grandma is/was to him -- he said that she always told him that
everything was going to be ok, even if it wasn't. WTF? How is that
good? Blind optimism? Lying? For what? Just to try to protect his
feelings? WOW!

Wow? Really? Sorry "WOW!" Really?

I'm surprised by your surprise.

The saying "Everything is going to be okay" or similar is often said, at least 
round here, especially on tv as well as real life, to placate people in times of 
distress. Some people do indeed use it a lot. It does do some work...it can give 
people brief relief. Some people love to trust others. If a trusted person says 
"everything will be okay" that must feel good. I imagine. I think I felt this as a 
kid when trusted adults said it and I suppose I believed they knew better. Of 
course, if everything is not okay, then it might cause bigger problems later.

You might not agree with the underlying epistemological stance - I don't either 
and avoid such things.

But I don't think it is something that's all that surprising. Not on tv.



And...I might just add...blind optimism, lying, "just" protecting 
feelings...yeah...all bad. Fine.

But unsurprising. It's around us a lot. Is this really the first time you have 
encountered this? I think not.

So why the "WOW!"

?

I'm not surprised that *some* people think like this. I'm surprised
that the creators of the show would think that their main character,
who is supposed to be a great learner, would:

- feel bad when making mistakes

- be an altruist

- want people to lie to him about that everything will be ok, which
really means that he wants people to hide the problems from him so
that he can feel better in his fake world where those problems don't
exist.

Okay. Might be my mistake, I don't know the show. Is that like a main 
characteristic of his personality? A great learner?

I know I used to watch "House" about a "genius" doctor (Dr. House). He was, 
clearly, a "great learner" (he had some encyclopaedic type memory of disease 
and anatomy and used brilliant deduction to make diagnosis) and the show 
portrayed him as a great thinker across many subjects. But, like many such 
characters, massively flawed and with a huge blindspot just where he probably 
needed it most at times (like doing stuff which actually made him happy rather 
than miserable. He was all too often miserable). He'd always be getting caught in 
stupid, petty situations that he was unhappy with. He made life harder for himself 
than it needed to be.

I suppose I did think, in passing, about how great his mind clearly was, but how 
bad his thinking could be at other moments. Was this inconsistent? Dunno. 
Maybe all people can be like this to a greater or lesser extent. Was Popper the 
happiest person on earth? Who has ever been the most content?



Reportedly, it *can* be people who go and spend their lives meditating in a cave 
(monks and so forth). Not something most people would want to do. And not 
something that takes much great thinking. Do they contribute anything to the 
world? Almost nada. Selfish. Ironically they speak about "meditating on 
compassion" and yet...they have no opportunity to show any while meditating! 
But they are happy (so they say).

So anyways...real people seem to suffer inconsistencies in their thinking. In 
fictional characters, it's actually a good dramatic device to amplify this even more 
- sometimes. Perhaps to make the audience feel superior. If Dr. House, for 
example *also* was a really cool, always happy, popular, well liked and content 
guy...we probably wouldn't actually like him as much. In fiction, it's often useful 
that your heroes actually have huge flaws. There are exceptions to this, of course 
(Superman seems to suffer no flaws. Though we need Clark Kent to be a 
bumbling ninny otherwise the character as a whole wouldn't be likeable as much. 
Why is that, I wonder?).

Brett.

-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: objectivism-discussion <objectivism-discussion@googlegroups.com>
Subject: Re: [BoI] Re: [Objectivism Discussion] Bad attitude towards losing
Date: April 9, 2013 at 9:16 AM

On Mon, Apr 8, 2013 at 9:12 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 09/04/2013, at 11:35, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, Apr 8, 2013 at 6:21 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 09/04/2013, at 8:01, "Rami Rustom" <rombomb@gmail.com> wrote:

I just watched a few more episodes. The creators of the show are sooo
wrong. At one point the main character was talking about how great his
grandma is/was to him -- he said that she always told him that
everything was going to be ok, even if it wasn't. WTF? How is that
good? Blind optimism? Lying? For what? Just to try to protect his
feelings? WOW!

Wow? Really? Sorry "WOW!" Really?

I'm surprised by your surprise.

The saying "Everything is going to be okay" or similar is often said, at least 
round here, especially on tv as well as real life, to placate people in times of 
distress. Some people do indeed use it a lot. It does do some work...it can 
give people brief relief. Some people love to trust others. If a trusted person 
says "everything will be okay" that must feel good. I imagine. I think I felt this 
as a kid when trusted adults said it and I suppose I believed they knew better. 
Of course, if everything is not okay, then it might cause bigger problems later.

You might not agree with the underlying epistemological stance - I don't either 
and avoid such things.

But I don't think it is something that's all that surprising. Not on tv.

And...I might just add...blind optimism, lying, "just" protecting 
feelings...yeah...all bad. Fine.

But unsurprising. It's around us a lot. Is this really the first time you have 
encountered this? I think not.



So why the "WOW!"

?

I'm not surprised that *some* people think like this. I'm surprised
that the creators of the show would think that their main character,
who is supposed to be a great learner, would:

- feel bad when making mistakes

- be an altruist

- want people to lie to him about that everything will be ok, which
really means that he wants people to hide the problems from him so
that he can feel better in his fake world where those problems don't
exist.

Okay. Might be my mistake, I don't know the show. Is that like a main 
characteristic of his personality? A great learner?

In the first episode, ya that is the big take away. But they also gave
him these two qualities:

- felt sad (a lot, like he borderline quit his job) about losing his
first case as an attorney (though he's not a licensed attorney, he
didn't go to lawschool)

- cares a lot about other people, like he feels sad if they feel sad,
even strangers.

And then in like the 4th or 5th episode he reveals that he very much
loves his grandmother and the one *and only* thing that he said about
her was that she always told him that everything was going to be ok,
even when it wasn't, and he was smiling when he said this part,
indicating that he *wanted* people to hide problems from him so that
he can feel better in his fake world where those problems don't exist.



I know I used to watch "House" about a "genius" doctor (Dr. House). He was, 
clearly, a "great learner" (he had some encyclopaedic type memory of disease 
and anatomy and used brilliant deduction to make diagnosis) and the show 
portrayed him as a great thinker across many subjects. But, like many such 
characters, massively flawed and with a huge blindspot just where he probably 
needed it most at times (like doing stuff which actually made him happy rather 
than miserable. He was all too often miserable). He'd always be getting caught 
in stupid, petty situations that he was unhappy with. He made life harder for 
himself than it needed to be.

This one is unrealistically good at remembering information, even
images of stuff. he'll enter a room for a few minutes, and afterwards
he recalls all kinds of information necessary to solve some problem
that he finds out about later in the episode, and somehow he knows to
pay attention to the exact things that he will soon need to solve the
problems he runs into.

Heh that's ironic. I'm talking about a character remembering like
everything and I don't even remember the name of the character (even
though I've watched 6 episodes).

I suppose I did think, in passing, about how great his mind clearly was, but how 
bad his thinking could be at other moments.

Well, this character made some huge blunders. He helped out his friend
who was in trouble with some drug dealers, and got himself into the
same kind of trouble just by being associated with this friend. Doing
that could have landed him jail time, or losing his job, or whatever.
He wanted to help someone that didn't want the help, so he was
sacrificing himself for someone to get something that they didn't even
want, so really its like he intended to *force* his friend to stop
drug dealing. Helping people that don't want your help is bad. But the
creators of the show decided to have him help anyways, so he did and
they triumphed and he didn't go to jail or lose his job and somehow
they pulled out of this huge mess and the friend has turned over a new
leaf and is no longer drug dealing. [BTW, he wasn't just dealing
drugs, he owed the drug dealers $50k because he spent the money faster
than he earned it.]



Was this inconsistent? Dunno. Maybe all people can be like this to a greater or 
lesser extent. Was Popper the happiest person on earth? Who has ever been 
the most content?

Being happy overall is a way bigger accomplishment than just being a
good learner and not have the 3 bad qualities I mentioned. There's
lots more mistakes people can make that can cause unhappiness.

Reportedly, it *can* be people who go and spend their lives meditating in a cave 
(monks and so forth). Not something most people would want to do. And not 
something that takes much great thinking. Do they contribute anything to the 
world? Almost nada. Selfish. Ironically they speak about "meditating on 
compassion" and yet...they have no opportunity to show any while meditating! 
But they are happy (so they say).

So anyways...real people seem to suffer inconsistencies in their thinking. In 
fictional characters, it's actually a good dramatic device to amplify this even 
more - sometimes. Perhaps to make the audience feel superior. If Dr. House, for 
example *also* was a really cool, always happy, popular, well liked and content 
guy...we probably wouldn't actually like him as much. In fiction, it's often useful 
that your heroes actually have huge flaws. There are exceptions to this, of 
course (Superman seems to suffer no flaws. Though we need Clark Kent to be 
a bumbling ninny otherwise the character as a whole wouldn't be likeable as 
much. Why is that, I wonder?).

I think the reason the creators made this character this way is to
contrast him with the other main character, his boss whose much later
in his career, who is also way smart, but he's not an altruist, he
doesn't feel bad for making mistakes, and he doesn't seem to have that
3rd quality of wanting to be lied to about existing problems. And I
think they are making this contrast to show that the younger guy is
better than the older guy. So they are teaching altruism.

Maybe I'm wrong about my interpretation though because they setup the
boss to be a very likeable guy even though he doesn't have the
altruist qualities that they gave the younger guy.



Oh, whats really cool is that the older guy isn't a zero-sum guy,
meaning that he seeks things he wants without infringing on the wants
of others (i.e. he doesn't take advantage of other people's
vulnerability).

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
You received this message because you are subscribed to the Google Groups 
"Objectivism Discussion" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to objectivism-discussion+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.
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From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] Ayn Rand on Religious Altruism and Capitalism
Date: April 12, 2013 at 9:32 PM

www.youtube.com/watch?v=u24LZEQ1Rug

I could not find a transcript, so typed it up myself.

"...I want to make something clear: I am not a conservative. I think that today's 
conservatives are worse than today's liberals. I think they are - if anyone destroys 
is country it will be the conservatives because they do not know how to preach 
capitalism, to explain it to the people and because they do nothing except 
apologise and because they are all altruists. They are all based on religious 
altrusim. And on that combination of ideas, you cannot save this country."

- Ayn Rand

As Christopher Hitchens wrote "religion poisons everything". Seems Rand would 
agree: religious altruism, a central tenant of modern Christianity, poisons 
capitalism.

Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Ayn Rand on Religious Altruism and Capitalism
Date: April 12, 2013 at 9:42 PM

On Apr 12, 2013, at 6:32 PM, Brett Hall <brhalluk@hotmail.com> wrote:

www.youtube.com/watch?v=u24LZEQ1Rug

I could not find a transcript, so typed it up myself.

"...I want to make something clear: I am not a conservative. I think that today's 
conservatives are worse than today's liberals. I think they are - if anyone 
destroys is country it will be the conservatives because they do not know how to 
preach capitalism, to explain it to the people and because they do nothing 
except apologise and because they are all altruists. They are all based on 
religious altrusim. And on that combination of ideas, you cannot save this 
country."

- Ayn Rand

As Christopher Hitchens wrote "religion poisons everything". Seems Rand 
would agree: religious altruism, a central tenant of modern Christianity, poisons 
capitalism.

What's your point?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Ayn Rand on Religious Altruism and Capitalism
Date: April 12, 2013 at 10:36 PM

On 13/04/2013, at 11:42, "Elliot Temple" <curi@curi.us> wrote:

On Apr 12, 2013, at 6:32 PM, Brett Hall <brhalluk@hotmail.com> wrote:

www.youtube.com/watch?v=u24LZEQ1Rug

I could not find a transcript, so typed it up myself.

"...I want to make something clear: I am not a conservative. I think that today's 
conservatives are worse than today's liberals. I think they are - if anyone 
destroys is country it will be the conservatives because they do not know how 
to preach capitalism, to explain it to the people and because they do nothing 
except apologise and because they are all altruists. They are all based on 
religious altrusim. And on that combination of ideas, you cannot save this 
country."

- Ayn Rand

As Christopher Hitchens wrote "religion poisons everything". Seems Rand 
would agree: religious altruism, a central tenant of modern Christianity, poisons 
capitalism.

What's your point?

Well, just that. One great impediment to having a truly capitalist society is 
Christianity. Because it is inherently anti-capitalist. And is it anti-capitalist because 
Jesus preached altruism. And sometimes, some powerful, influential Christians in 
government and business take him seriously. Namely, that the rich really do need 
to sacrifice stuff for the poor. That's what Jesus wants. He actually said to leave 
everything behind and follow him. And he didn't like rich people.

Modern conservatives, it would seem to me, don't "get" this inconsistency. It's 
something I've said before. I didn't realise Ayn Rand had already said just as 
much. Conservative Christians really shouldn't like capitalism. They have to pick 
to be consistent: either endorse the socialism of Jesus Christ, or give up Christ 



and go with capitalism. You can't have both, unless you want to ignore huge, 
important parts of at least one of them. In which case you're either not really a 
follower of Christ, or not really capitalist.

Brett.

-- 



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Ayn Rand on Religious Altruism and Capitalism
Date: April 12, 2013 at 11:06 PM

On Fri, Apr 12, 2013 at 7:36 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 13/04/2013, at 11:42, "Elliot Temple" <curi@curi.us> wrote:

On Apr 12, 2013, at 6:32 PM, Brett Hall <brhalluk@hotmail.com> wrote:

www.youtube.com/watch?v=u24LZEQ1Rug

I could not find a transcript, so typed it up myself.

"...I want to make something clear: I am not a conservative. I think that 
today's conservatives are worse than today's liberals. I think they are - if 
anyone destroys is country it will be the conservatives because they do not 
know how to preach capitalism, to explain it to the people and because they 
do nothing except apologise and because they are all altruists. They are all 
based on religious altrusim. And on that combination of ideas, you cannot 
save this country."

- Ayn Rand

As Christopher Hitchens wrote "religion poisons everything". Seems Rand 
would agree: religious altruism, a central tenant of modern Christianity, 
poisons capitalism.

What's your point?

Well, just that. One great impediment to having a truly capitalist society is 
Christianity. Because it is inherently anti-capitalist. And is it anti-capitalist 
because Jesus preached altruism. And sometimes, some powerful, influential 
Christians in government and business take him seriously. Namely, that the rich 
really do need to sacrifice stuff for the poor. That's what Jesus wants. He 
actually said to leave everything behind and follow him. And he didn't like rich 
people.

Modern conservatives, it would seem to me, don't "get" this inconsistency. It's 
something I've said before. I didn't realise Ayn Rand had already said just as 



much. Conservative Christians really shouldn't like capitalism. They have to pick 
to be consistent: either endorse the socialism of Jesus Christ, or give up Christ 
and go with capitalism. You can't have both, unless you want to ignore huge, 
important parts of at least one of them. In which case you're either not really a 
follower of Christ, or not really capitalist.

I agree the altruism in Christianity is inconsistent with capitalism
but I think there's more. As I said in one of the three posts I made
about Christianity a while back:

Christians may be seen as significantly better than secularists in
regard to respect for property versus organized plunder schemes.
Christians have an absolute prohibition on stealing whereas it seems
most secularists are willing to condone stealing in the form of
organized government plunder schemes for something they consider a
good cause. However in my experience this difference is illusory.

Firstly, because of the Christian doctrine of the tithe. This doctrine
explicitly states that all of what is produced does not belong to the
producer, and that keeping all of your own production is itself a form
of theft. Christians I grew up with preached that failing to deliver
one's tithe to the church was "stealing from God".

Secondly, because of the Christian doctrine of rendering unto Caesar
what is Caesar's. Nowhere is it stated in Christianity that the tithe
is the *only* instance where what is produced does not belong to the
producer, and keeping your own production constitutes theft.
Furthermore, money is the explicit biblical example of what is
"Caesar's", indicating that taxes are legitimate to whatever extent
that authorities in power choose to levy them.

Combine these two, and Christian doctrine no more limits organized
plunder schemes than secular belief systems.

In the current era, American Christians are in general more opposed to
plunder schemes than American secularists. However I think the
relative alliance in America of Christianity and capitalism is mostly
accidental rather than a stable product of Christian doctrine or
ideas. The fact that the defining conflict of the 2nd half of the last
century was communism vs. capitalism, and the fact that the communist



states were also explicitly atheist, resulted in a kind of "enemy of
my enemy is my friend" alliance between Christianity and capitalism.
In earlier times, socialism was far more animated by Christian
doctrine than capitalism, and Christian Socialists were prominent
(Francis Bellamy for example). Leftist Christians are rarer today, but
by no means extinct.

--Jason

-- 



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Ayn Rand on Religious Altruism and Capitalism
Date: April 12, 2013 at 11:35 PM

On Fri, Apr 12, 2013 at 7:36 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 13/04/2013, at 11:42, "Elliot Temple" <curi@curi.us> wrote:

On Apr 12, 2013, at 6:32 PM, Brett Hall <brhalluk@hotmail.com> wrote:

www.youtube.com/watch?v=u24LZEQ1Rug

I could not find a transcript, so typed it up myself.

"...I want to make something clear: I am not a conservative. I think that 
today's conservatives are worse than today's liberals. I think they are - if 
anyone destroys is country it will be the conservatives because they do not 
know how to preach capitalism, to explain it to the people and because they 
do nothing except apologise and because they are all altruists. They are all 
based on religious altrusim. And on that combination of ideas, you cannot 
save this country."

- Ayn Rand

As Christopher Hitchens wrote "religion poisons everything". Seems Rand 
would agree: religious altruism, a central tenant of modern Christianity, 
poisons capitalism.

What's your point?

Well, just that. One great impediment to having a truly capitalist society is 
Christianity. Because it is inherently anti-capitalist. And is it anti-capitalist 
because Jesus preached altruism. And sometimes, some powerful, influential 
Christians in government and business take him seriously. Namely, that the rich 
really do need to sacrifice stuff for the poor. That's what Jesus wants. He 
actually said to leave everything behind and follow him. And he didn't like rich 
people.

Modern conservatives, it would seem to me, don't "get" this inconsistency. It's 
something I've said before. I didn't realise Ayn Rand had already said just as 



much. Conservative Christians really shouldn't like capitalism. They have to pick 
to be consistent: either endorse the socialism of Jesus Christ, or give up Christ 
and go with capitalism. You can't have both, unless you want to ignore huge, 
important parts of at least one of them. In which case you're either not really a 
follower of Christ, or not really capitalist.

i don't think brett understood the rand quote at all

she basically said lefties are pro-evil, while conservatives try to be
for good but are doing it wrong

he concludes christianity must be destroyed

brett is also wrong that a person can't be both X and Y, where X and Y
contradict. people are commonly inconsistent. as an example, brett is
both a cruel person and a nice person. it really depends on the issue
and situation. these two attitudes contradict, yet both are still
important parts of him.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Ayn Rand on Religious Altruism and Capitalism
Date: April 13, 2013 at 1:29 AM

On 13/04/2013, at 13:35, "Anonymous Email" <anonymous@curi.us> wrote:

On Fri, Apr 12, 2013 at 7:36 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 13/04/2013, at 11:42, "Elliot Temple" <curi@curi.us> wrote:

On Apr 12, 2013, at 6:32 PM, Brett Hall <brhalluk@hotmail.com> wrote:

www.youtube.com/watch?v=u24LZEQ1Rug

I could not find a transcript, so typed it up myself.

"...I want to make something clear: I am not a conservative. I think that 
today's conservatives are worse than today's liberals. I think they are - if 
anyone destroys is country it will be the conservatives because they do not 
know how to preach capitalism, to explain it to the people and because they 
do nothing except apologise and because they are all altruists. They are all 
based on religious altrusim. And on that combination of ideas, you cannot 
save this country."

- Ayn Rand

As Christopher Hitchens wrote "religion poisons everything". Seems Rand 
would agree: religious altruism, a central tenant of modern Christianity, 
poisons capitalism.

What's your point?

Well, just that. One great impediment to having a truly capitalist society is 
Christianity. Because it is inherently anti-capitalist. And is it anti-capitalist 
because Jesus preached altruism. And sometimes, some powerful, influential 
Christians in government and business take him seriously. Namely, that the 
rich really do need to sacrifice stuff for the poor. That's what Jesus wants. He 
actually said to leave everything behind and follow him. And he didn't like rich 
people.



Modern conservatives, it would seem to me, don't "get" this inconsistency. It's 
something I've said before. I didn't realise Ayn Rand had already said just as 
much. Conservative Christians really shouldn't like capitalism. They have to 
pick to be consistent: either endorse the socialism of Jesus Christ, or give up 
Christ and go with capitalism. You can't have both, unless you want to ignore 
huge, important parts of at least one of them. In which case you're either not 
really a follower of Christ, or not really capitalist.

i don't think brett understood the rand quote at all

she basically said lefties are pro-evil, while conservatives try to be
for good but are doing it wrong

She may have said that at some point, somewhere. Perhaps multiple places. 
Perhaps it was at the core of her being. But not in the quote I provided can that 
be garnered.

he concludes christianity must be destroyed

No, actually I do not. And in this post in particular, I might no judgement about 
that at all. I am highlighting both the inconsistency and the agreement I have with 
Rand that there does exist inconsistency on this point (that one can aspire to be 
the ideal Christian and the ideal Capitalist at once).

brett is also wrong that a person can't be both X and Y, where X and Y
contradict.

I didn't say this either. Indeed I think it *is* true. But not desirable. If we find out 
that we somehow endorse both X and not-X then, to remain rational, we need to 
decide which to give up.

As for "*being* X and Y, where X and Y contradict" I think this whole line is 
confused...for reasons I will come to...



people are commonly inconsistent.

This *should* mean they hold beliefs in their heads that are strict contradictions. 
Again, this is possible but not desirable. It is also common. Indeed, I'm tempted to 
say it is ubiquitous. We all hold ideas in our head where, if only we made them 
explicit (knew what they were exactly) we would say "those two beliefs are strict 
contradictions). A rational person would jettison one of them and alter their world-
view accordingly. It is hard to be entirely consistent because humans are fallible.

as an example, brett is
both a cruel person and a nice person.

I don't believe in such labels because they are both useless and ridiculous. 
Useless because there are better ways to characterise people. Ridiculous 
because such "Yay!/Boo!" assessments of the character of a person is going to 
be simplistic to the point of silliness and based on the speakers arbitrary 
assessment of the depth of an individual. One might argue that a single cruel act 
makes a person cruel. Another might say it takes a far crueler act. Or 10. Or 
1000. Or continuous, daily cruel acts.

What is your criteria for cruel?

Nice? What's a nice person? One might think it's a good thing to be a nice 
person. Jesus seems to think that entails sacrificing yourself and being altruistic 
and so forth. I don't know if this is what Rand would mean by "nice". So what use 
is the word, except to speak imprecisely outside of a philosophical discussion 
about the taste of coffee? It's kinda useless to apply to people, unless you're just 
being "nice" to a friend, or something. So am I both nice and cruel? I think the 
question, when you take it seriously, is meaningless.

It's much deeper than all that though. I have said before on this list that a person 
is *not* just "a set of ideas". You are not your ideas. You are a first-person 
subjectivity. And that can be a state in which no ideas might arise. This 
subjectivity cannot be described as "nice" or "cruel" by other people. You might 
describe a person's individual beliefs as such, but that would be my point. A 
*person* isn't as simple as a single idea...which *could* be judged nice or cruel 
(under some criteria for both).

it really depends on the issue



and situation. these two attitudes contradict, yet both are still
important parts of him.

People can, and do hold inconsistent *beliefs*. This is important and bad. But it is 
also very hard to avoid because enumerating all your beliefs is going to be hard 
to impossible to do.

People tend to not recognise inconsistent beliefs they hold until the inconsistency 
poses a problem. But an inconsistent character? I think that's silly. What you 
really mean is "sometimes the person acts as though they believe X" and 
sometimes they act as though they believe Y". For example, you might believe "I 
believe everything Ayn Rand said about Capitalism". And later "I believe 
everything Jesus said in the Bible is a good way to live". Then you find Rand 
believed rich people were great. But Jesus thought they were terrible.

If that doesn't strike you as inconsistent, ok.

If it does, and you just don't see it as a problem, okay.

But it's inconsistent. And it's better to at least strive for consistency as that is at 
least a part of being rational.

Brett.

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Solution to climate change (from carbon output)
Date: April 13, 2013 at 6:14 PM

TED Talk, Allan Savory:

http://www.youtube.com/watch?v=vpTHi7O66pI

And its not technology. Its mimicking biology.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 
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From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 17, 2013 at 3:20 AM

On 06/04/2013, at 09:03, Elliot Temple <curi@curi.us> wrote:

i don't actually think there is anything wrong with being gay or bi. i am not 
religious and i do not see why it is an abomination. i have tried reading some 
stuff on this topic but never found any good explanation of what's so bad about 
it.

Aren't romantic and sexual relationships wrong in general?

-- 
-- 
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From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 17, 2013 at 5:22 AM

On 17/04/2013, at 17:20, "Anon Too" <anontoo@yahoo.com> wrote:

On 06/04/2013, at 09:03, Elliot Temple <curi@curi.us> wrote:

i don't actually think there is anything wrong with being gay or bi. i am not 
religious and i do not see why it is an abomination. i have tried reading some 
stuff on this topic but never found any good explanation of what's so bad about 
it.

Aren't romantic and sexual relationships wrong in general?

Um...*any* sexual relationship? What do you mean by "sexual relationship"? Do 
you mean any "consensual sexual encounter"? If you do, you rule out quite a lot 
so I'd like to hear the argument against all consensual sex.

If not, then what does Elliot's quote have to do with your question? Being gay or 
bi doesn't necessarily mean one is interested in a "relationship" as the term is 
typically used (monogamous, long term, romantic, etc...). Indeed one criticism of 
gay/bi people from more traditional quarters is that they, purportedly, are not 
interested in relationships enough.

 Brett.

-- 



From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 17, 2013 at 7:38 AM

On 17/04/2013, at 10:22, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 17:20, "Anon Too" <anontoo@yahoo.com> wrote:

On 06/04/2013, at 09:03, Elliot Temple <curi@curi.us> wrote:

i don't actually think there is anything wrong with being gay or bi. i am not 
religious and i do not see why it is an abomination. i have tried reading some 
stuff on this topic but never found any good explanation of what's so bad 
about it.

Aren't romantic and sexual relationships wrong in general?

Um...*any* sexual relationship? What do you mean by "sexual relationship"?

Having sex with others in general.

A better question: Isn't it wrong to care about having a sex life and a sexual 
identity?

Do you mean any "consensual sexual encounter"? If you do, you rule out quite a 
lot so I'd like to hear the argument against all consensual sex.

Sex is neither intellectual, productive or life maintaining.

If not, then what does Elliot's quote have to do with your question?

Elliot wrote criticisms of romance and sex in general, so why is he defending the 
gay and bi memes specifically?

Being gay or bi doesn't necessarily mean one is interested in a "relationship" as 
the term is typically used (monogamous, long term, romantic, etc...). Indeed one 
criticism of gay/bi people from more traditional quarters is that they, purportedly, 
are not interested in relationships enough.



OK. The term "sexual relationships" is not as general as I thought.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 17, 2013 at 7:53 AM

On 17/04/2013, at 9:38 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 17/04/2013, at 10:22, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 17:20, "Anon Too" <anontoo@yahoo.com> wrote:

On 06/04/2013, at 09:03, Elliot Temple <curi@curi.us> wrote:

i don't actually think there is anything wrong with being gay or bi. i am not 
religious and i do not see why it is an abomination. i have tried reading 
some stuff on this topic but never found any good explanation of what's so 
bad about it.

Aren't romantic and sexual relationships wrong in general?

Um...*any* sexual relationship? What do you mean by "sexual relationship"?

Having sex with others in general.

A better question: Isn't it wrong to care about having a sex life and a sexual 
identity?

Eh. All I can do is appeal to personal experience. It's *better* when you're not 
alone.

Brett.

-- 
-- 

---
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"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
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From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 17, 2013 at 8:10 AM

On 17/04/2013, at 12:53, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 9:38 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 17/04/2013, at 10:22, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 17:20, "Anon Too" <anontoo@yahoo.com> wrote:

On 06/04/2013, at 09:03, Elliot Temple <curi@curi.us> wrote:

i don't actually think there is anything wrong with being gay or bi. i am not 
religious and i do not see why it is an abomination. i have tried reading 
some stuff on this topic but never found any good explanation of what's so 
bad about it.

Aren't romantic and sexual relationships wrong in general?

Um...*any* sexual relationship? What do you mean by "sexual relationship"?

Having sex with others in general.

A better question: Isn't it wrong to care about having a sex life and a sexual 
identity?

Eh. All I can do is appeal to personal experience. It's *better* when you're not 
alone.

Why/ how is it better?

What's good about having a sexual identity?

-- 
-- 
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From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 17, 2013 at 10:49 AM

On 17/04/2013, at 22:11, "Anon Too" <anontoo@yahoo.com> wrote:

On 17/04/2013, at 12:53, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 9:38 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 17/04/2013, at 10:22, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 17:20, "Anon Too" <anontoo@yahoo.com> wrote:

On 06/04/2013, at 09:03, Elliot Temple <curi@curi.us> wrote:

i don't actually think there is anything wrong with being gay or bi. i am not 
religious and i do not see why it is an abomination. i have tried reading 
some stuff on this topic but never found any good explanation of what's 
so bad about it.

Aren't romantic and sexual relationships wrong in general?

Um...*any* sexual relationship? What do you mean by "sexual relationship"?

Having sex with others in general.

A better question: Isn't it wrong to care about having a sex life and a sexual 
identity?

Eh. All I can do is appeal to personal experience. It's *better* when you're not 
alone.

Why/ how is it better?

What's good about having a sexual identity?

Who mentioned "identity"?



So far you've introduced "romantic", "sexual" and "relationship" and now 
"identity". Any chance you want to stick to the topic you have interjected into?

Brett.

-- 
-- 
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From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 17, 2013 at 11:07 AM

On 17/04/2013, at 15:49, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 22:11, "Anon Too" <anontoo@yahoo.com> wrote:

On 17/04/2013, at 12:53, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 9:38 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 17/04/2013, at 10:22, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 17:20, "Anon Too" <anontoo@yahoo.com> wrote:

On 06/04/2013, at 09:03, Elliot Temple <curi@curi.us> wrote:

i don't actually think there is anything wrong with being gay or bi. i am 
not religious and i do not see why it is an abomination. i have tried 
reading some stuff on this topic but never found any good explanation of 
what's so bad about it.

Aren't romantic and sexual relationships wrong in general?

Um...*any* sexual relationship? What do you mean by "sexual 
relationship"?

Having sex with others in general.

A better question: Isn't it wrong to care about having a sex life and a sexual 
identity?

Eh. All I can do is appeal to personal experience. It's *better* when you're not 
alone.

Why/ how is it better?

What's good about having a sexual identity?



Who mentioned "identity"?

Gay, bi, etc are sexual identities.

So far you've introduced "romantic", "sexual" and "relationship" and now 
"identity". Any chance you want to stick to the topic you have interjected into?

What topic do you mean? I asked Elliot a question. Then I tried to clarify what I 
was thinking when I asked it.

-- 
-- 
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From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 17, 2013 at 12:30 PM

On 18/04/2013, at 1:07, "Anon Too" <anontoo@yahoo.com> wrote:

On 17/04/2013, at 15:49, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 22:11, "Anon Too" <anontoo@yahoo.com> wrote:

On 17/04/2013, at 12:53, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 9:38 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 17/04/2013, at 10:22, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 17:20, "Anon Too" <anontoo@yahoo.com> wrote:

On 06/04/2013, at 09:03, Elliot Temple <curi@curi.us> wrote:

i don't actually think there is anything wrong with being gay or bi. i am 
not religious and i do not see why it is an abomination. i have tried 
reading some stuff on this topic but never found any good explanation 
of what's so bad about it.

This seems to be about whether "there is anything wrong with being gay or bi." In 
other words, the ethics of gay/bi.

Is there disagreement here?

We don't yet know if it is about gay/bi *relationships* or something else. So to 
assume it is about gay/bi relatlionships, or "identity" or *anything else * is an 
assumption.

What gay/bi means in this context is for Elliot, or you, to define. Does it mean 
gay/bi *relationships* or something else?

Aren't romantic and sexual relationships wrong in general?



Um...*any* sexual relationship? What do you mean by "sexual 
relationship"?

Having sex with others in general.

A better question: Isn't it wrong to care about having a sex life and a 
sexual identity?

Eh. All I can do is appeal to personal experience. It's *better* when you're 
not alone.

Why/ how is it better?

What's good about having a sexual identity?

Who mentioned "identity"?

Gay, bi, etc are sexual identities.

Really? Ok, so there is your *assumption* and it is up to you define "identity". Is a 
married man who has sex, in secret, with men...gay, bi or straight? Can he be 
straight if he just labels *himself* as such? Who gives him his identity: himself 
or...something else?

Such men exist. Apparently in some numbers, though it is hard to do objective 
studies. My personal experience suggests it is not uncommon.

So far you've introduced "romantic", "sexual" and "relationship" and now 
"identity". Any chance you want to stick to the topic you have interjected into?

What topic do you mean?

See above. Elliot's post was substantively about the *ethics* of being gay or bi 
(whatever that might mean). So now...you might wish to consider: what does that 
mean? I suggest it is not so simple. A single sex act? Many? A relationship? An 
identity? Make an assumption...



I asked Elliot a question.

When you ask your question:

Aren't romantic and sexual relationships wrong in general?

You assume that when Elliot says "gay/bi" he means "relationships."

So I wonder why gay/bi means "relationships" when, as I hinted at: a gay person 
*might* rather reasonably be defined as someone who has one sex act with a 
member of the same sex.

Then I tried to clarify what I was thinking when I asked it.

You tried to clarify what you were thinking and yet you asked others?

Brett

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 17, 2013 at 4:09 PM

On Apr 17, 2013, at 12:20 AM, Anon Too <anontoo@yahoo.com> wrote:

On 06/04/2013, at 09:03, Elliot Temple <curi@curi.us> wrote:

i don't actually think there is anything wrong with being gay or bi. i am not 
religious and i do not see why it is an abomination. i have tried reading some 
stuff on this topic but never found any good explanation of what's so bad about 
it.

Aren't romantic and sexual relationships wrong in general?

Yes, but this is an unrelated issue. I could have said "more wrong than any other 
sexual preferences & relationships", but that point is a bit off topic IMO.

When someone thinks being gay is an abomination, I'm kinda skeptical of using 
qualifiers when disagreeing. If someone said "i hate jews" i would not reply with 
"being a jew is no worse than being a christian", i'd want to say "dude there's 
nothing wrong with being a jew" (even though, at higher precision, in another 
context, arguably there is).

[From the next email by Anon Too]:

Elliot wrote criticisms of romance and sex in general, so why is he defending the 
gay and bi memes specifically?

I have a higher opinion of being gay than that it is an "abomination". ugh! so i 
defended it in a limited way because i disagreed with the attack on it.

and i was genuinely curious *why* it's an abomination. but no answer was 
forthcoming :(

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 17, 2013 at 4:13 PM

On Apr 17, 2013, at 4:53 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 9:38 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 17/04/2013, at 10:22, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 17:20, "Anon Too" <anontoo@yahoo.com> wrote:

On 06/04/2013, at 09:03, Elliot Temple <curi@curi.us> wrote:

i don't actually think there is anything wrong with being gay or bi. i am not 
religious and i do not see why it is an abomination. i have tried reading 
some stuff on this topic but never found any good explanation of what's so 
bad about it.

Aren't romantic and sexual relationships wrong in general?

Um...*any* sexual relationship? What do you mean by "sexual relationship"?

Having sex with others in general.

A better question: Isn't it wrong to care about having a sex life and a sexual 
identity?

Eh. All I can do is appeal to personal experience. It's *better* when you're not 
alone.

Then you're in the wrong place. Here we advocate using reason. Approaching 
discussions with other types of analysis, evaluation and judgment is not welcome 
(unless perhaps you want to learn how to use reason instead or something like 
that. but there are no indications here of such an interest, no questions like "I 
know this is the wrong approach. i currently think X. how can i use reason to do 
better thinking?").

-- Elliot Temple



http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The United States of Hypocricy
Date: April 17, 2013 at 4:14 PM

On Apr 17, 2013, at 7:49 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 22:11, "Anon Too" <anontoo@yahoo.com> wrote:

On 17/04/2013, at 12:53, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 9:38 PM, "Anon Too" <anontoo@yahoo.com> wrote:

On 17/04/2013, at 10:22, Brett Hall <brhalluk@hotmail.com> wrote:

On 17/04/2013, at 17:20, "Anon Too" <anontoo@yahoo.com> wrote:

On 06/04/2013, at 09:03, Elliot Temple <curi@curi.us> wrote:

i don't actually think there is anything wrong with being gay or bi. i am 
not religious and i do not see why it is an abomination. i have tried 
reading some stuff on this topic but never found any good explanation of 
what's so bad about it.

Aren't romantic and sexual relationships wrong in general?

Um...*any* sexual relationship? What do you mean by "sexual 
relationship"?

Having sex with others in general.

A better question: Isn't it wrong to care about having a sex life and a sexual 
identity?

Eh. All I can do is appeal to personal experience. It's *better* when you're not 
alone.

Why/ how is it better?

What's good about having a sexual identity?



Who mentioned "identity"?

he did, in his prior post. you quoted that text, including "identity", and replied to it. 
so **you** mentioned it by quoting and replying to it, already, as well as anon too 
already mentioning it without any objection from you at the time.

pay attention or leave.

So far you've introduced "romantic", "sexual" and "relationship" and now 
"identity". Any chance you want to stick to the topic you have interjected into?

not "now", no. if you aren't going to read quotes, then don't quote them! if you 
aren't going to read people's posts, then don't reply.

this list expects a higher standard. start meeting it or stop posting.

WRT brett's follow up post, On Apr 17, 2013, at 9:30 AM (pacific time):

Brett criticizes Anon Too's question to me and asks for definitions and stuff. But I 
found his question easy to understand and a reasonable question. There wasn't 
any problem. Anon Too communicated fine to me, the person he was asking. all 
the sorts of precision brett demands were/are therefore unnecessary. and adding 
unnecessary precision is actually bad.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: [Objectivism Discussion] nobody builds sanctuaries for the best of the 
human species Objectivism Discussion <objectivism-
discussion@googlegroups.com>, "Rand-Discussion@yahoogroups.com" <Rand-
Discussion@yahoogroups.com>
Date: April 17, 2013 at 5:38 PM

return of the primitive by AR

... Where are America’s young fighters for ideas, the rebels against conformity 
to the gutter—the young men of “inexplicable personal alchemy,” the 
independent minds dedicated to the supremacy of truth?

 With very rare exceptions, they are perishing in silence, unknown and 
unnoticed. Consciously or subconsciously, philosophically and psychologically, it 
is against them that the cult of irrationality—i.e., our entire academic and cultural 
Establishment—is directed.

 They perish gradually, giving up, extinguishing their minds before they 
have a chance to grasp the nature of the evil they are facing. In lonely agony, 
they go from confident eagerness to bewilderment to indignation to resignation
—to obscurity. And while their elders putter about, conserving redwood forests 
and building sanctuaries for mallard ducks, nobody notices those youths as they 
drop out of sight one by one, like sparks vanishing in limitless black space; 
nobody builds sanctuaries for the best of the human species.

 So will the young Russian rebels perish spiritually—if they survive their jail 
terms physically. How long can a man preserve his sacred fire if he knows that 
jail is the reward for loyalty to reason? No longer than he can preserve it if he is 
taught that that loyalty is irrelevant—as he is taught both in the East and in the 
West. There are exceptions who will hold out, no matter what the 
circumstances. But these are exceptions that mankind has no right to expect.

nobody builds sanctuaries for the best of the human species.

But these are exceptions that mankind has no right to expect.

What a world. Ayn Rand did not fix it. What will?



-- Elliot Temple
http://fallibleideas.com/

-- 
You received this message because you are subscribed to the Google Groups 
"Objectivism Discussion" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to objectivism-discussion+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://fallibleideas.com/
https://groups.google.com/groups/opt_out


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] nobody builds sanctuaries for the best of the human species
Date: April 17, 2013 at 11:37 PM

On Wed, Apr 17, 2013 at 2:38 PM, Elliot Temple <curi@curi.us> wrote:
return of the primitive by AR

... Where are America’s young fighters for ideas, the rebels against conformity 
to the gutter—the young men of “inexplicable personal alchemy,” the 
independent minds dedicated to the supremacy of truth?

      With very rare exceptions, they are perishing in silence, unknown and 
unnoticed. Consciously or subconsciously, philosophically and psychologically, 
it is against them that the cult of irrationality—i.e., our entire academic and 
cultural Establishment—is directed.

      They perish gradually, giving up, extinguishing their minds before they 
have a chance to grasp the nature of the evil they are facing. In lonely agony, 
they go from confident eagerness to bewilderment to indignation to resignation
—to obscurity. And while their elders putter about, conserving redwood forests 
and building sanctuaries for mallard ducks, nobody notices those youths as 
they drop out of sight one by one, like sparks vanishing in limitless black 
space; nobody builds sanctuaries for the best of the human species.

      So will the young Russian rebels perish spiritually—if they survive their jail 
terms physically. How long can a man preserve his sacred fire if he knows that 
jail is the reward for loyalty to reason? No longer than he can preserve it if he 
is taught that that loyalty is irrelevant—as he is taught both in the East and in 
the West. There are exceptions who will hold out, no matter what the 
circumstances. But these are exceptions that mankind has no right to expect.

nobody builds sanctuaries for the best of the human species.

The best of the human species do not require anyone to build
sanctuaries for them. Such as they require, they build for themselves.

But these are exceptions that mankind has no right to expect.



What a world. Ayn Rand did not fix it. What will?

The world is not broken. It can and should be improved, but looking
for some one or some thing to "fix the world" is a futile quest.
Problems are inevitable.

Ayn Rand improved the world.

The tech industry is improving the world.

Homeschoolers are improving the world.

--Jason

-- 



From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] nobody builds sanctuaries for the best of the human species
Date: April 18, 2013 at 2:04 PM

On 18/04/2013, at 04:37, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 17, 2013 at 2:38 PM, Elliot Temple <curi@curi.us> wrote:
return of the primitive by AR

... Where are America’s young fighters for ideas, the rebels against 
conformity to the gutter—the young men of “inexplicable personal alchemy,” 
the independent minds dedicated to the supremacy of truth?

    With very rare exceptions, they are perishing in silence, unknown and 
unnoticed. Consciously or subconsciously, philosophically and 
psychologically, it is against them that the cult of irrationality—i.e., our entire 
academic and cultural Establishment—is directed.

    They perish gradually, giving up, extinguishing their minds before they 
have a chance to grasp the nature of the evil they are facing. In lonely agony, 
they go from confident eagerness to bewilderment to indignation to 
resignation—to obscurity. And while their elders putter about, conserving 
redwood forests and building sanctuaries for mallard ducks, nobody notices 
those youths as they drop out of sight one by one, like sparks vanishing in 
limitless black space; nobody builds sanctuaries for the best of the human 
species.

    So will the young Russian rebels perish spiritually—if they survive their jail 
terms physically. How long can a man preserve his sacred fire if he knows 
that jail is the reward for loyalty to reason? No longer than he can preserve it 
if he is taught that that loyalty is irrelevant—as he is taught both in the East 
and in the West. There are exceptions who will hold out, no matter what the 
circumstances. But these are exceptions that mankind has no right to expect.

nobody builds sanctuaries for the best of the human species.

The best of the human species do not require anyone to build
sanctuaries for them. Such as they require, they build for themselves.



Isn't Ayn Rand speaking of young people who are still learning and who are not 
yet independent? How can they build a sanctuary for themselves while their only 
choice is to please their elders or be hurt?

-- 



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] nobody builds sanctuaries for the best of the human species
Date: April 18, 2013 at 11:59 PM

On Thu, Apr 18, 2013 at 11:04 AM, Anon Too <anontoo@yahoo.com> wrote:
On 18/04/2013, at 04:37, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 17, 2013 at 2:38 PM, Elliot Temple <curi@curi.us> wrote:
return of the primitive by AR

... Where are America’s young fighters for ideas, the rebels against 
conformity to the gutter—the young men of “inexplicable personal alchemy,” 
the independent minds dedicated to the supremacy of truth?

    With very rare exceptions, they are perishing in silence, unknown and 
unnoticed. Consciously or subconsciously, philosophically and 
psychologically, it is against them that the cult of irrationality—i.e., our entire 
academic and cultural Establishment—is directed.

    They perish gradually, giving up, extinguishing their minds before they 
have a chance to grasp the nature of the evil they are facing. In lonely 
agony, they go from confident eagerness to bewilderment to indignation to 
resignation—to obscurity. And while their elders putter about, conserving 
redwood forests and building sanctuaries for mallard ducks, nobody notices 
those youths as they drop out of sight one by one, like sparks vanishing in 
limitless black space; nobody builds sanctuaries for the best of the human 
species.

    So will the young Russian rebels perish spiritually—if they survive their 
jail terms physically. How long can a man preserve his sacred fire if he 
knows that jail is the reward for loyalty to reason? No longer than he can 
preserve it if he is taught that that loyalty is irrelevant—as he is taught both 
in the East and in the West. There are exceptions who will hold out, no 
matter what the circumstances. But these are exceptions that mankind has 
no right to expect.

nobody builds sanctuaries for the best of the human species.

The best of the human species do not require anyone to build



sanctuaries for them. Such as they require, they build for themselves.

Isn't Ayn Rand speaking of young people who are still learning and who are not 
yet independent? How can they build a sanctuary for themselves while their only 
choice is to please their elders or be hurt?

I'm not sure exactly what age of young people Rand had in mind.
References to the "academic and cultural establishment" and "young
Russian rebels" would tend to cognate something like mid to late teens
through twenties.

Regardless of the precise age she had in mind, both dependent and
independent young people loyal to reason have been successfully
displeasing their elders for quite some time. Some pursue their
reasonable interests in secret. Some openly defy their elders, knowing
they will suffer but figuring the suffering from doing so is less than
the suffering of not doing so. Some run away to someplace where their
reason is better appreciated. Very often loyalty to reason prompts the
transition from dependence to independence.

And so on. Problems are soluble. I don't condone the elders who cause
young people to have to take these actions to preserve their loyalty
to reason, any more than I condone having to put locks and alarm
systems on a car to keep it from being stolen by thieves.
Nevertheless, "the best of the human species" does manage to solve
these problems. Rand is too pessimistic here.

--Jason

-- 



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] nobody builds sanctuaries for the best of the human species
Date: April 19, 2013 at 1:43 AM

On Thu, Apr 18, 2013 at 8:59 PM, Jason <auvenj@gmail.com> wrote:
On Thu, Apr 18, 2013 at 11:04 AM, Anon Too <anontoo@yahoo.com> wrote:

On 18/04/2013, at 04:37, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 17, 2013 at 2:38 PM, Elliot Temple <curi@curi.us> wrote:
return of the primitive by AR

... Where are America’s young fighters for ideas, the rebels against 
conformity to the gutter—the young men of “inexplicable personal 
alchemy,” the independent minds dedicated to the supremacy of truth?

    With very rare exceptions, they are perishing in silence, unknown and 
unnoticed. Consciously or subconsciously, philosophically and 
psychologically, it is against them that the cult of irrationality—i.e., our 
entire academic and cultural Establishment—is directed.

    They perish gradually, giving up, extinguishing their minds before they 
have a chance to grasp the nature of the evil they are facing. In lonely 
agony, they go from confident eagerness to bewilderment to indignation to 
resignation—to obscurity. And while their elders putter about, conserving 
redwood forests and building sanctuaries for mallard ducks, nobody 
notices those youths as they drop out of sight one by one, like sparks 
vanishing in limitless black space; nobody builds sanctuaries for the best 
of the human species.

    So will the young Russian rebels perish spiritually—if they survive their 
jail terms physically. How long can a man preserve his sacred fire if he 
knows that jail is the reward for loyalty to reason? No longer than he can 
preserve it if he is taught that that loyalty is irrelevant—as he is taught both 
in the East and in the West. There are exceptions who will hold out, no 
matter what the circumstances. But these are exceptions that mankind has 
no right to expect.

nobody builds sanctuaries for the best of the human species.



The best of the human species do not require anyone to build
sanctuaries for them. Such as they require, they build for themselves.

Isn't Ayn Rand speaking of young people who are still learning and who are 
not yet independent? How can they build a sanctuary for themselves while 
their only choice is to please their elders or be hurt?

I'm not sure exactly what age of young people Rand had in mind.
References to the "academic and cultural establishment" and "young
Russian rebels" would tend to cognate something like mid to late teens
through twenties.

Regardless of the precise age she had in mind, both dependent and
independent young people loyal to reason have been successfully
displeasing their elders for quite some time. Some pursue their
reasonable interests in secret. Some openly defy their elders, knowing
they will suffer but figuring the suffering from doing so is less than
the suffering of not doing so. Some run away to someplace where their
reason is better appreciated. Very often loyalty to reason prompts the
transition from dependence to independence.

And so on. Problems are soluble. I don't condone the elders who cause
young people to have to take these actions to preserve their loyalty
to reason, any more than I condone having to put locks and alarm
systems on a car to keep it from being stolen by thieves.
Nevertheless, "the best of the human species" does manage to solve
these problems. Rand is too pessimistic here.

How many people are the best at some point? How many of them survive as 
such?

Jason isn't very specific what the answer is, but he thinks it's a
much larger number than Rand thinks.

However, he does not point out a single example of such a person which
Ayn Rand missed.

Jason both dramatically downplays, denies and evades the evil in the
world (a lot of which has been pointed out in detail by TCS, for



example. And by Rand), and then dramatically downplays goodness,
comparing maintaining loyalty to reason with using an anti-theft
device on one's car.

I think I know the unexplained reasoning of Jason's position. He
regards himself as part of the best of humanity -- he might not like
that term, but in particular he considers himself loyal to reason --
and he recognizes there are many people as good as himself.

Jason's low standard for good explain both sides of his position.
First, when you count millions of people who didn't survive, you raise
the survivor count. Second, when you count people who aren't strongly
good, then those people don't get the same pressure and attacks
against them as the people Rand was talking about. The people who are
a little good but compromise their spirit to appease others don't get
attacked very much. So that's why Jason thinks the amount of attacks
going on against the good is low.

Since Jason denies how much evil there is, and how much good is
attacked, he doesn't see any need for sanctuaries. The compromisers he
confuses with the good don't need the sort of sanctuaries that Rand
meant. They create their own sanctuary of another sort -- by not being
much good, evil (particularly the "hatred of the good for being the
good" variety Rand was talking about) has little reason to target them
specifically.

Denying there are people better than himself -- and that Rand would
mean *them* only -- preserves Jason's self-esteem. Denying more
loyalty to reason is possible than the little bit Jason manages, is
another attempt at preserving Jason's self-esteem. But he's faking
reality to do it, and he is betraying the best of the human species.
He should admire and help them, rather than oppose the idea that
helping them is worthwhile.

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] deference to eminent men
Date: April 19, 2013 at 2:22 PM

_The Patton Papers_, vol 2, p 169

Patton in a letter to Eisenhower:

Let me start by assuring you that I do want your advice...

For years I have been accused of indulging in snap judgments. Honestly, this is 
not the case because, like yourself, I am a profound military student and the 
thoughts I express, perhaps too flippantly, are the result of years of thought and 
study.

Again, both you and I have been fortunate in long and intimate associations with 
many eminent men ... It may be that I am not sufficiently over-awed in the 
presence of high personages and therefore speak too freely, whereas others 
less used to associating with the great speak with more reticence and in 
consequence give the impression of considered thought, whereas their 
hesitation is really due to embarrassment...

:)

It's a good point. People shouldn't be considered more thoughtful because they 
are more fearful. Hesitance isn't thought or study.

Being in awe of eminent men is a mistake. Not doing that is a virtue which should 
be looked upon positively. Another example was at Los Alamos an eminent 
physicist (Bohr) liked Feynman because Feynman gave him criticism just like 
anyone else, rather than withholding criticism out of deference [1].

[1] http://www.aip.org/history/ohilist/5020_4.html

On a related note, p 260

One of our officiers the other day began copying the British and putting the 
initials of his decorations after his name, so today I wrote him a letter, adding the 
simple initials, S.O.B.

http://www.aip.org/history/ohilist/5020_4.html


Stupid pretentious SOBs.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: deference to eminent men
Date: April 19, 2013 at 2:27 PM

On Apr 19, 2013, at 11:22 AM, Elliot Temple <curi@curi.us> wrote:

_The Patton Papers_, vol 2, p 169

Patton in a letter to Eisenhower:

Let me start by assuring you that I do want your advice...

For years I have been accused of indulging in snap judgments. Honestly, this 
is not the case because, like yourself, I am a profound military student and the 
thoughts I express, perhaps too flippantly, are the result of years of thought 
and study.

Again, both you and I have been fortunate in long and intimate associations 
with many eminent men ... It may be that I am not sufficiently over-awed in the 
presence of high personages and therefore speak too freely, whereas others 
less used to associating with the great speak with more reticence and in 
consequence give the impression of considered thought, whereas their 
hesitation is really due to embarrassment...

:)

It's a good point. People shouldn't be considered more thoughtful because they 
are more fearful. Hesitance isn't thought or study.

Being in awe of eminent men is a mistake. Not doing that is a virtue which 
should be looked upon positively. Another example was at Los Alamos an 
eminent physicist (Bohr) liked Feynman because Feynman gave him criticism 
just like anyone else, rather than withholding criticism out of deference [1].

[1] http://www.aip.org/history/ohilist/5020_4.html

On a related note, p 260

One of our officiers the other day began copying the British and putting the 
initials of his decorations after his name, so today I wrote him a letter, adding 

http://www.aip.org/history/ohilist/5020_4.html


the simple initials, S.O.B.

Stupid pretentious SOBs.

page 456

.. [Patton's] famous speech [that he gave several times, not exactly identical, but 
with major themes about needing to fight, do their duty, and kill and win 
viciously] ... The officers were usually uncomfortable witht he profanity he used. 
The enlisted men loved it.

So he was giving inspiring speeches the enlisted men loved, and the officers 
weren't comfortable with that. What the fuck is wrong with those officers?

Refusing to use words like 'fuck' and 'cunt' does not make you more thoughtful or 
make your ideas any better. It's just (often fearful) deference to taboos and social 
customs (in this case, kind of elitist ones. though in another context it might be 
religious).

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] chief trouble of WWII
Date: April 19, 2013 at 2:57 PM

Irresponsibility, says Patton.

More responsibility -- a moral virtue -- would have made the war go much better.

_The Patton Papers_, vol 2, p 572, Patton writing in his diary:

The flooded condition of the river is very bad. It is said by the local inhabitants 
that this is the biggest flood in the history of the Moselle valley. Many trucks, 
airplanes, and one hospital platoon are in the water or marooned. I am sending 
the Inspector General down to find out why the officers concerned did not get 
their stuff on high ground. Our chief trouble in this war is the inefficiency and 
lack of sense of responsibility on the part of company officers.

I think Szasz would like this, if he were still alive.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] How subjectivists think
Date: April 20, 2013 at 7:44 AM

I'm learning more about how subjectivists think...

http://onlinephilosophyclub.com/forums/viewtopic.php?
f=3&t=8313&p=130133#p130133

Spiral Out wrote:

You respond [...] like a mechanistic robot. There's very little feeling of humanity 
in your responses. Where's your sense of humor or irony? [...] Sorry Rombomb, 
but I need to feel like I'm interacting with a Human being and you just don't 
seem like a real person to me. You just have too much cold logic and not 
enough Human understanding for me. [...] Take care, Rombomb.

I replied:

Human understanding? I think you mean "subjective thinking".

This is subjective thinking: You let your feelings tell you (i.e. give you your first 
interpretation), and then you don't even think about critically questioning the 
knowledge that your feelings communicated to you. By that I mean that you're 
supposed to consider other possible interpretations, and then try to rule out all 
but one. And the way to create interpretations is through brainstorming new 
ideas for solutions to problems -- and the way to rule out interpretations is 
through criticism, which are explanations of flaws in ideas.

Your first interpretation might end up as the one that was left unrefuted (i.e. not 
ruled out). Or it may be one of the one's that ends up ruled out.

But whatever you end up with, its always just a temporary status of refuted or 
unrefuted. Its temporary because we cannot predict future criticisms.

The point is this, thinking subjectively means judging ideas by your first 
interpretation of an event, the one that your feelings gave you -- and thinking 
objectively means judging ideas systematically, in a problem-solving way, by 
brainstorming new ideas for interpretations, and criticizing those ideas to rule 

http://onlinephilosophyclub.com/forums/viewtopic.php?f=3&t=8313&p=130133#p130133


out all but one. This requires also criticizing the criticisms. The unrefuted ideas 
are labeled true for now until a new criticism is created and the process of 
adjudicating between rival interpretations starts again.

This is not an all or nothing phenomenon. People do both. Some more than 
others. Some do it for certain things but not others. You apparently do the 
subjective thinking a lot. You've said that my behavior is not human enough, and 
by human I think you mean *subjective thinking*, so by your definition, yes I'm 
not human.

But I disagree with your definition of what it is to be human. I believe that 
thinking objectively is better than thinking subjectively. So while your way is 
human, mine is too, and mine is better than yours.

Why is mine better? Because mine is better at correcting errors than yours is. 
That's it. I make fewer mistakes than you do because I do my method and you 
do yours.

We are all fallible. That means everybody makes mistakes. And lots of mistakes 
cause hurt. So the people that learn how to reduce mistakes better are the one's 
that will have caused less hurt on themselves and others.

Your method of *subjective thinking* has the premise that one's first 
interpretation, the one provided to him by his emotion, is infallibly true. Why? 
Because if you thought it could possibly be false, you would stop and think 
about other possible interpretations and start to rule out some before jumping to 
conclusions based upon what your emotion told you.

Both our methods are fallible, but mine makes fewer mistakes than yours does -
- and less mistakes means less hurt.

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: [TCS] Popper's Stupid Ideas About TV BoI <beginning-of-
infinity@googlegroups.com>
Date: April 21, 2013 at 5:09 AM

_The Lesson of the Century_, Karl Popper interviewed by Giancarlo Bosetti:

p 58-60, from a 1993 interview:

Television corrupts mankind. It is like war.

Why? Because:

In Europe, until not so long ago, we lived in a society where crime was a 
sensational exception.

Except in books. Crime was common in books. But that was OK because they 
were fantasy stories, not reality. Like TV...

The second thing to consider is what is being presented in opposition to 
violence. Parents? But how many parents do that? Teachers? But teachers 
haven't a hope in the face of television.

Why haven't they? Because:

Television is always much more interesting, more electrifying, more involving, 
more capable of seducing innocent little ones, more capable too of playing on 
their better points, especially their interest in life. ... What can a teacher put up 
against that? Only the voice of reason. ... Teachers don't stand a chance of 
resisting it.

Reason is impotent compared to action scenes?

We need a license to drive, don't we? And if you drive dangerously they take it 
away from you, don't they? Well, let's do the same for television.

The concern with bad drivers is literal danger -- they might run someone over. 
Regulating metaphorical danger is a rather different proposal.



So I return to my argument that television has an enormous power over human 
minds, a power that has never existed before. It we do not restrict its influence, 
it will go on leading us down a slope away from civilization, making teachers 
powerless to do anything about it. And at the end of the tunnel there is nothing 
but violence.

Oh, Popper, why don't you read any history of your subject like you usually do? 
Such a thing has existed before. It's called books. Reactions and arguments 
against books were similar to the ones against TV. And they were wrong. William 
Godwin explained this at the time.

But that doesn't even matter since Popper and everyone else today now regard 
books as good. So if he knows why his arguments are wrong for books, why 
doesn't he apply those refutations when he thinks of TV?

The fact is that there is no other cause [of 'such a massive degradation' of 
society, than TV]. Wars introduce violence into society, but the last great war 
was fifty years ago.

All of this crap is so deeply unPopperian. It's not in the spirit of his good work. It's 
actually refuted by some of Popper's own ideas. I wonder, if I'd have the 
opportunity, if I could have quickly persuaded Popper of this -- or not.

Popper normally emphasizes imagination and the limitless interpretations 
available of events. And warns caution about interpreting history. Here he 
focusses on one single interpretation of history and thinks of no other possibilities 
to consider.

It's such a silly interpretation too, e.g. it hinges on declaring the ongoing violence 
in the world not to be a 'great war' and therefore TV is the only source of violence 
(and never mind that that is only a metaphor -- TVs do not punch or shoot 
anyone!).

The stuff about the impotence of reason and 'influence' of TV is worse. TVs do 
not control children. Popper knows this. He knows children are not buckets and 
TV cannot pour ideas into them. People, including children, think actively. They 
interpret or else they could not learn. Learning is a selective, active process, not a 
process of being influenced. The searchlight theory of epistemology is Popper's 
theory!



That's not quite the whole story but it's the basics and Popper doesn't bother to 
address it. He doesn't notice the relevance.

Popper is a pro-reason philosopher but here he despairs that reason and good 
ideas can compete with TV action scenes.

Popper thinks society is degrading massively but offers no evidence or 
arguments.

Isn't violence going down?

http://www.edge.org/3rd_culture/pinker07/pinker07_index.html

I think no active person here -- which is mostly Popperians -- agrees with him. 
You already know how badly wrong he is about this stuff so I needn't say much or 
argue every detail.

It's sad.

-- Elliot Temple
http://curi.us/

-- 
You received this message because you are subscribed to the Google Groups 
"Taking Children Seriously" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to taking-children-seriously+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://www.edge.org/3rd_culture/pinker07/pinker07_index.html
http://curi.us/
https://groups.google.com/groups/opt_out


From: Destructivist <deductivist@yahoo.com>
Cc: alanmichaelforrester@googlemail.com
Subject: Re: [BoI] Podcasts on 'Appearance and Reality', etc.
Date: April 21, 2013 at 11:24 PM

On Sunday, January 20, 2013 1:25:09 PM UTC-7, Alan Forrester wrote:

The existence of God is a bad explanation for anything. This is explained
in "The Beginning of Infinity" (BoI) and in many other places. The problem
was outlined by Plato in Euthyphro, but he only applied to argument to
justice when it can be applied to anything. One of the following must be
true. (1) The thing to be explained is the way it is because God said so
and for no other reason, which is a bad explanation. (2) The thing to be
explained is the way it is because God has some reason to like it that way,
in which case that reason works as an explanation without God's existence.
Anything that can only ever be used in bad explanations doesn't exist, so
God doesn't exist.

So, let's imagine an example of (2). Imagine that the thing to be explained
is that birds have feathers. The explanation offered by the theist is that
God likes birds to have feathers because he likes fluffy things.

How can that explanation work without believing in God?

In general, I don't see how God's reasoning for liking something a certain
way can be repurposed for use in an explanation that lacks any mention of
God. In such an explanation, who is doing the liking?

I think I've misunderstood the point.

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.



For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Podcasts on 'Appearance and Reality', etc.
Date: April 22, 2013 at 3:25 AM

On Apr 21, 2013, at 8:24 PM, Destructivist <deductivist@yahoo.com> wrote:

On Sunday, January 20, 2013 1:25:09 PM UTC-7, Alan Forrester wrote:

The existence of God is a bad explanation for anything. This is explained
in "The Beginning of Infinity" (BoI) and in many other places. The problem
was outlined by Plato in Euthyphro, but he only applied to argument to
justice when it can be applied to anything. One of the following must be
true. (1) The thing to be explained is the way it is because God said so
and for no other reason, which is a bad explanation. (2) The thing to be
explained is the way it is because God has some reason to like it that way,
in which case that reason works as an explanation without God's existence.
Anything that can only ever be used in bad explanations doesn't exist, so
God doesn't exist.

So, let's imagine an example of (2). Imagine that the thing to be explained
is that birds have feathers. The explanation offered by the theist is that
God likes birds to have feathers because he likes fluffy things.

How can that explanation work without believing in God?

In general, I don't see how God's reasoning for liking something a certain
way can be repurposed for use in an explanation that lacks any mention of
God. In such an explanation, who is doing the liking?

I think I've misunderstood the point.

You gave an example of (1) -- God likes it that way arbitrarily, rather than for a 
reason. If there was an actual reason then it'd be (2) and that reason could be 
used without mentioning God.

-- Elliot Temple



http://fallibleideas.com/

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: [curi] Re: [BoI] Intellectuals, Scientists, and Tradition
Date: April 22, 2013 at 3:39 PM

On Jun 14, 2012, at 11:57 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 15/06/2012, at 7:31, "Elliot Temple" <curi@curi.us> wrote:

Further, intellectual vs traditionalist is an approximation, and actually everyone 
on the traditionalist side is open to some progress and new ideas, just less and 
slower. So if you have to take sides, the traditionalist side is the one of slow 
progress, and the intellectual side is the ones of reckless attempts at progress 
that will destroy civilization. The sides aren't just different and both important, 
the traditionalist side is also *better*, and Thank God it has more members 
here in America.

Sadly, the American political left has approximately 50% support and is heavy 
on bad intellectual attitudes. And what's the result of such a dangerous 
situation? More entrenchment and caution by the traditionalists -- which is wise 
and good but is characterized as irrationalism by their opponents. The result of 
a dangerous situation is for the traditionalists to, quite correctly, *slow down* 
and go even more gradually.

I'm not sure, reading this now for the third time, exactly what kind of traditions 
you are writing about and what's good about going slowly - and what's better 
about going even more slowly. Concrete examples like:

Consider the traditions the French Revolution got rid of, but which America today 
has (say 1/3 of Americans minimum). Can you figure out what any of those are? 
Those would be important ones to identify and give consideration to, if we don't 
want to die, right?

An example of something we have now, but should not have got as fast as 
possible, is Women's Suffrage. (As Godwin pointed out.)

For some examples of bad changes currently proposed, see:

http://www.democrats.org/democratic-national-platform

http://www.democrats.org/democratic-national-platform


Some of these are terrible ideas. In each case, consider what traditions it conflicts 
with. Others are open attacks on important traditions ("We believe that the right to 
own firearms is subject to reasonable regulation.")

To understand substantial ideas you will have to make a substantial effort. You 
have to do things like try to think through these questions. You have to 
sometimes have the role and attitudes of a learning, not only a lecturer. I don't 
think you will. But maybe someone else can learn from them.

You do make certain kinds of effort. Writing such a lengthy email took some effort. 
But it also has to be effort directed in productive ways. For example, instead of 
complaining you don't understand what I'm talking about and following up with 
tons of wild guesses, maybe you could study the French Revolution a bit. Effort 
towards studying that important event would be productive; effort towards trying 
to win the argument without knowing anything about the French Revolution is 
rather less valuable.

Making scientific progress?

Too vague. Not a concrete example. There are more specific scientific traditions 
of varying merit. Such as doing reproducible experiments and recording 
information about how to reproduce it. Having a 'possible sources of error' in 
scientific papers. And deferring to senior scientists and not criticizing their ideas 
much.

For each of these, there are many concrete examples.

But the value of many traditions is not controversial. So I'm not sure what the 
point is for discussing some of them.

Note that the main group opposing scientific progress is left wing, not right wing 
or religious. (See e.g. The Return of the Primitive by Ayn Rand.)

The main group opposing 'sources of error' sections is bad, arrogant (so-called) 
scientists. I'm not sure what sort of discussion of this example you're hoping for.



Shouldn't we make progress there as fast as possible? Make mistakes as fast 
as possible? Replace our misconceptions as fast as possible? Problems are 
coming. We need to solve them as fast as possible. If we're too slow - we end 
up stagnating or - worse if the problem is serious enough - we go backwards or 
even get wiped out.

What ideas are you trying to argue with?

One of the issues is which attempts to make progress as fast as possible are 
actually counter-productive. Like the French Revolution. Can you think of other 
counter-productive approaches?

The basic point is just because you have some ideas about what some part of 
utopia will be like does not mean it's a good idea to try to do them. Reform needs 
to be approached in a better way than that.

Would you call [Dawkins] a villain to his face? Send him an email to that effect?

lol of course. does he have a public email address you can give me?

you don't fear to question my integrity to my face. why should i fear to speak 
openly with dawkins?

As to Dawkins, _The God Delusion_ attacks morality (and has some nasty 
psychiatry right there in the title, ugh). He's written plenty of other bad political 
stuff. But it's not just that. Here's something else:

http://www.youtube.com/watch?v=Xswt8B8-UTM

So that's an interview with Derren Brown. Okay-why does Dawkins seem bad to 
you after this?

I put a link immediately followed by explanation.

You quoted the link alone without the explanation, then asked for an explanation.

What's your problem?

http://www.youtube.com/watch?v=Xswt8B8-UTM


Another irony is that Dawkins is a creature of the right. Very much so. Terribly 
conservative. Only that he's an *atheist* would you place him on the left. He 
actually speaks about an affection for the Anglicans. And for things like Xmas. 
And that kind of tradition.

Liking Christmas is how you categorize people as "a creature of the right"?

Stop trying to speak for me. I place Dawkins on the left because of his political 
positions, not atheism. I am an atheist. I do not therefore place myself on the 
political left! Your accusation is absurd.

One example of Dawkins being lefty, of many (including see the comments): 
http://www.samizdata.net/2004/03/a-surprising-aside-by-richard/

One comment links this: http://www.settingtheworldtorights.com/node/248

Bush is right wing. Anti-Bush (and anti-war-on-terror) ranting of the sort Dawkins 
published is called left wing, not right wing.

-- Elliot Temple
http://curi.us/
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intellectuals, Scientists, and Tradition
Date: April 22, 2013 at 3:53 PM

On Jun 15, 2012, at 4:33 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 16/06/2012, at 9:06, "Elliot Temple" <curi@curi.us> wrote:

On Jun 15, 2012, at 3:08 PM, Brett Hall wrote:

On 16/06/2012, at 3:42, "Elliot Temple" <curi@curi.us> wrote:

On Jun 15, 2012, at 1:09 AM, Brett Hall wrote:

Catholic tacit support for Nazism was a very bad thing done largely for 
religious reasons.

Some Catholics standing up against some bad people sometimes like 
Sanger doesn't exonerate the evil they have done and continue to do. 
Catholicism doesn't need defending, it needs criticism.

Oh really? Catholicism has tons and tons of intellectual critics already. 
But how many intellectual defenders?

Those who attack Catholicism don't do so in isolation. Dawkins and Harris 
take broad strokes - they criticise catholicism as part of the package. Most 
of the conservatives support Catholics - especially in your country. Bill O-
Reilly comes to mind.

Bill O-Reilly is your idea of an intellectual? Same category as Dawkins and 
Harris?

No, I don't think so. But then i dont know what an intellectual is let alone what 
the caregories would be.

Then why did you offer him as an example of a member of a category 
(intellectual defenders of Catholicism) if you don't know how to evaluate what's 



in the category?

That's no way to have a discussion where you just gave thoughtless answers

So I'm thoughtless? Insulting.

and then retract them immediately,

And don't have a position?

while never even understanding the question.

In your opinion. Again, this suggests you think I'm ignorant. Which you think is 
an insult.

You're getting angry and trying to say I attacked you. But if you read what I was 
saying, it was a factually correct criticism of your posting errors. This is easier to 
see if you don't break individual sentences into different sections and complain bit 
by bit without treating even *sentences* as a whole.

Your reply does not address the content of what I was talking about.

I said, "But how many intellectual defenders?" (of Catholicism)

you said "Bill O-Reilly comes to mind." followed by denying Bill O-Reilly is your 
idea of an intellectual.

So first you offer him as an intellectual, then you deny he is one.

That's thoughtless shitty posting.

You also *literally* didn't understand the question: you said, "i dont know what an 
intellectual is" immediately after being ask a question about intellectuals and 
answering it rather than saying you don't know.

so i accused you of what you'd already admitted. then instead of objectively 
considering your serious intellectual mistakes and how to do better in the future 
and learn from your mistakes, you bitch at me and evade the responsibility of 
facing your errors



Considering my original post talked about intellectuals extensively and that 
was connected to the main points, you shouldn't actually be criticizing it at all, 
in any substantial way, if you have no clue what I was writing about.

No clue? Insulting.

you yourself said you didn't know what was being talked about.

after trying to talk about it.

that's messed up.

instead of face your large problem, you just complain about the supposed insult 
of referring to and discussing what you already said about yourself.

Yet you are.

Now I'm a liar too. I am telling you, over and again that I don't know what you 
mean by intellectual. I ask what you mean and instead of an answer I am 
insulted. And told I do know. You know what's in my mind.

That's no way to have a discussion.

No, it's not.

(To be clear: I don't think that's the case. My guess is you do know what it is.

Again! You are guessing that I am lying! You think I'm a liar. That's quite 
insulting. But I only point this out - though I do think it's true - because you are 
so quick to leap to the "I'm insulted" thing.

Well which is it?



Instead of yelling at me, why don't you clarify your position or otherwise try to 
advance the discussion or learn something?

But you're now explicitly claiming it is the case, which implies that all of your 
replies so far were completely inappropriate. So that's a problem for you.)

All? What do you mean "all"? Every bit of each one? They are all, all completely 
inappropriate? Again, that's insulting because I must be ignorant (an insult in 
your eyes) and quite possibly stupid too because I cannot learn.

I'm not sure why you want to change the topic to these side issues when, I'll try 
once more to return to my original questions: about Dawkins. And all that other 
stuff that was in the first response to your original post.

You seem determined to score the point that I am presuming you are ignorant. 
You can have that point. I concede.

Back to "Dawkins is a villain" now then?

No. Things like this shouldn't be dropped so lightly.

After you made no attempt to even discuss it. You act like now we've discussed 
this so we're done but you haven't even started. Everything you said above was 
bullshit that ignored and evaded the topic, so no we're not done with the topic.

Your level of discussion is so bad that we can't reasonably expect you to learn 
anything from trying to continue, without first addressing these major problem.

You need to use rational methods, be open to criticism, try to learn, try to 
understand the issues, pay attention to what people say and write replies that 
engage with it, etc, etc

You aren't doing these things. You need to either work on improving these kinds 
of things or leave. If you don't know how, ask. Go one step at a time, try to figure 
it out, try to get help, etc... That's the kind of thing this list is for. But if you don't 
want to improve your mind then just unsubscribe.

-- Elliot Temple



http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Hitler and Atheism (was: Government)
Date: April 22, 2013 at 4:09 PM

On Jun 30, 2012, at 6:44 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 01/07/2012, at 6:00, "Elliot Temple" <curi@curi.us> wrote:

On Jun 30, 2012, at 12:35 PM, steve whitt wrote:

On Jun 30, 3:06 pm, Elliot Temple <c...@curi.us> wrote:

That sounds interesting. I may take a look at his book then, but a couple 
questions first. So, it's called

The Better Angels of Our Nature

How much does he focus on false claims about how this is 'human nature', 
taking the nature side of nature/nurture debate, evolutionary psychology, 
etc? Does he have some good explanations or only the bad ones the title 
(and his other work) hints at? (Many people consider that sort of nonsense 
fascinating or even think it's true, so I don't know what to expect.)

Also does his style of explaining big historical stuff have much in common 
with Jared Diamond?

Thanks.

-- Elliot Templehttp://fallibleideas.com/

I'd love to have your take on the book. It is quite long, and I'm
confident that you'll find much to disagree with. Pinker shares with
Deutsch the conviction that The Enlightenment marked a major turning
point in human history. As far as human nature, Pinker's own words are
better than my own:

(from http://stevenpinker.com/pages/frequently-asked-questions-about-better-

http://fallibleideas.com/
http://stevenpinker.com/pages/frequently-asked-questions-about-better-angels-our-nature-why-violence-has-declined


angels-our-nature-why-violence-has-declined)

Does this book represent a change in your politics? After all, a
commitment to human nature has traditionally been associated with a
conservative fatalism about violence and skepticism about progressive
change. But Better Angels says many nice things about progressive
movements such as nonviolence, feminism, and gay rights.
No, the whole point of The Blank Slate was that the equation between a
belief in human nature and fatalism about the human condition was
spurious. Human nature is a complex system with many components.  It
comprises mental faculties that lead us to violence, but it also
faculties that pull us away from violence, such as empathy, self-
control, and a sense of fairness. It also comes equipped with open-
ended combinatorial faculties for language and reasoning, which allow
us to reflect on our condition and figure out better ways to live our
lives. This vision of psychology, together with a commitment to
secular humanism, has been a constant in my books, though it has
become clearer to me in recent years.

That sounds bad but I'll try the book anyway.

From that FAQ link:

you can’t write a coherent book on the topic of “bad things.”

This is silly. It's possible for broad books to be coherent and he doesn't explain 
otherwise.

The FAQ goes on to say -- between the lines -- that he denies morality exists 
because he's an atheist but still considers morality a religious concept. He 
denies this -- he doesn't actively want to explicitly reject morality -- but that 
doesn't change the situation.

The FAQ also basically says the book will deny religion ever did anything good 
in the realm of ideas with any relevance to peace, cooperation, non-violence, 
etc... This will make this book historically inaccurate.

When he discusses the topic of Atheism and Hitler/Stalin/Mao, he misses the 

http://stevenpinker.com/pages/frequently-asked-questions-about-better-angels-our-nature-why-violence-has-declined


point (so do his critics, perhaps). Hitler wasn't the same sort of atheist as 
Pinker, he's right there.

Hitler was not an atheist at all. He never renounced Christianity and indeed 
regularly invoked Jesus and other ideas from Christian theology explicitly.

If Hitler was an atheist of some sort...what sort?

http://en.wikipedia.org/wiki/Religious_views_of_Adolf_Hitler#Statements_against
_atheism

Hitler biographer Bullock concluded that Hitler did not believe in God.[118] The 
historian of Christianity Blainey wrote that Hitler was an "atheist".[6] Transcripts 
contained inHitler's Table Talk contain a great deal of discussion of Hitler's views 
on religion, including statements suggestive of an atheist outlook. Hitler 
describes it as "not opportune to hurl ourselves now into a struggle with the 
churches", and scorns Christianity as "founded on nonsense", while "science", 
he says "cannot lie".[119]

waiting for a refutation. if not that, some concessions and change of attitude.

note that this position is compatible with hitler saying some pro-religious stuff in 
public speeches. that is not a refutation. e.g. you wrote:

Here is one that is representative:
“I believe today that I am acting in the sense of the Almighty
Creator. By warding off the Jews I am fighting for the Lord’s work.”

[Adolph Hitler, Speech, Reichstag, 1936]

since this does not contradict the hitler was an atheist position, it needs further 
explanation. it doesn't speak for itself. but you didn't give further explanation or 
otherwise address the hitler is an atheist position.

btw note also stuff like

http://en.wikipedia.org/wiki/Religious_views_of_Adolf_Hitler

http://en.wikipedia.org/wiki/Religious_views_of_Adolf_Hitler#Statements_against_atheism
http://en.wikipedia.org/wiki/Religious_views_of_Adolf_Hitler


In Hitler's political relations dealing with religion he readily adopted a strategy 
"that suited his immediate political purposes."[125] According to Marshall Dill, 
one of the greatest challenges the Nazi state faced in its effort to "eradicate 
Christianity in Germany or at least subjugate it to their general world outlook" 
was that the Nazis could not justifiably connect German faith communities to the 
corruption of the old regime, Weimar having no close connection to the 
churches.[126] Because of the long history of Christianity in Germany, Hitler 
could not attack Christianity as openly as he did Judaism, Communism or other 
political opponents.[126] The list of Nazi affronts to and attacks on the Catholic 
Church is long.[127] The attacks tended not to be overt, but were still 
dangerous; believers were made to feel that they were not good Germans and 
their leaders were painted as treasonous and contemptible.[127] The state 
removed crucifixes from the walls of Catholic classrooms and replaced it with a 
photo of the Führer.[128]

and

In Hitler: A Study in Tyranny Alan Bullock, wrote that Hitler was a rationalist and 
a materialist with no feeling for the spiritual or emotional side of human 
existence: a "man who believed neither in God nor in conscience ('a Jewish 
invention, a blemish like circumcission')".[69] According to Bullock, Hitler had 
some regard for the organisational power of Catholicism, but utter contempt for 
its central teachings, which he said, if taken to their conclusion, "would mean the 
systematic cultivation of the human failure".[70] German conservative elements, 
such as the officer corps opposed Nazi efforts against the churches and, in 
office, Hitler restrained his anticlerical instincts out of political considerations.[70]
[71] Bullock wrote that "once the war was over, [Hitler] promised himself, he 
would root out and destroy the influence of the Christian churches, but until then 
he would be circumspect":[4]

It's also unclear to me what your complaints have to do with my original point(s).

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Ayn Rand on Religious Altruism and Capitalism
Date: April 22, 2013 at 4:24 PM

On Apr 12, 2013, at 10:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 13/04/2013, at 13:35, "Anonymous Email" <anonymous@curi.us> wrote:

On Fri, Apr 12, 2013 at 7:36 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 13/04/2013, at 11:42, "Elliot Temple" <curi@curi.us> wrote:

On Apr 12, 2013, at 6:32 PM, Brett Hall <brhalluk@hotmail.com> wrote:

They have to pick to be consistent: either endorse the socialism of Jesus 
Christ, or give up Christ and go with capitalism. You can't have both, 
unless you want to ignore huge, important parts of at least one of them. In 
which case you're either not really a follower of Christ, or not really 
capitalist.

brett is also wrong that a person can't be both X and Y, where X and Y 
contradict.

I didn't say this either.

yes you did. you were saying how people can't be both capitalists and Christ 
followers.

forgetting/ignoring/evading what you said that people are replying to -- and then 
accusing them of making stuff up -- is not a reasonable way to discuss.

you did not choose to clarify what you meant earlier or something reasonable like 
that. you just gave an unreasonable and unhelpful flat out denial.

if your posts don't improve, i will ban you. starting learning from your mistakes 
and having a better attitude, or you're gone. posts this bad are not making the list 
better.

-- Elliot Temple



http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Thought-terminating cliché
Date: April 22, 2013 at 4:47 PM

On Apr 3, 2013, at 5:32 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://philosophy.thecastsite.com/readings/anonymous2.html

A thought-terminating cliché is a commonly used phrase, sometimes passing 
as folk wisdom, used to quell cognitive dissonance. Though the phrase in and 
of itself may be valid in certain contexts, its application as a means of 
dismissing dissent or justifying fallacious logic is what makes it thought-
terminating.

The term was popularized by Robert Jay Lifton in his 1956 book Thought 
Reform and the Psychology of Totalism. Lifton said, "The language of the 
totalist environment is characterized by the thought-terminating cliché. The 
most far-reaching and complex of human problems are compressed into brief, 
highly reductive, definitive-sounding phrases, easily memorized and easily 
expressed. These become the start and finish of any ideological analysis."

In George Orwell’s novel Nineteen Eighty-Four, the fictional constructed 
language Newspeak is designed to reduce language entirely to a set of 
thought-terminating clichés. Aldous Huxley’s Brave New World society uses 
thought-terminating clichés in a more conventional manner, most notably in 
regard to the drug soma as well as modified versions of real-life platitudes, 
such as, "A doctor a day keeps the jim-jams away."

[End quote.]

For example:

"You don’t always get what you want."

"You win some, you lose some."

"Everyone is entitled to their own opinion." (Appeal to ridicule if
said sarcastically)

"It works in theory, but not in practice." (Base rate fallacy)

http://philosophy.thecastsite.com/readings/anonymous2.html


"It makes sense to me, and that's all that matters."

"It is what it is."

"There you go again."

"Think about it."

Here's one I heard a locally-owned agent (kinda like a franchisee) of
a national company: "A sale's a sale."

The link has lots more.

Including mistakes:

"That's a conspiracy theory."

This is a reasonable criticism of conspiracy theories, if one knows what those 
actually are.

My own example: people attribute stuff to 'human nature' and stop thinking about 
it or trying to improve it.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] What parts do complex moral ideas have?
Date: April 22, 2013 at 5:05 PM

On Apr 1, 2013, at 11:23 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/1180-how-to-ask-questions-5

Elliot: Which moral ideas we believe affects our life. How nice it is, how 
successful it is. Complex moral ideas usually (always?) have parts about how 
to live, and other parts about what nice things will result from living this way. 
This can in fact work, or not. Further, moral ideas have to offer explanations 
involving real-world events and facts. Our moral ideas need to have something 
to say when someone commits a murder, or a war starts, or we get in a fight.

Always? I don't know but I'd like to explore that.

First, what is a "complex" moral idea? Do you mean like "fundamental" or what?

no. if you look up "complex" and "fundamental" you will find they have very 
different meanings. by "complex" i actually meant "complex", not something else.

i don't understand what the question is. what's wrong with the standard meaning 
of "complex"? where are you getting stuck? what do you want help with?

note: fundamental stuff can be simple.

Whatever you mean, I'm guessing CPF is classified under your
classification.

if you don't know what i mean, how do you determine if Common Preference 
Finding qualifies or not?

And CPF does have parts explaining *how* to do stuff,
and it also has parts explaining *why* the stuff is good.

I note that an explanation is an argument for a conclusion.

http://www.curi.us/1180-how-to-ask-questions-5


why do you note that? is that true? have you looked up what "explanation", 
"argument" and "conclusion" mean?

if this was the definition of 'explanation', what would be the purpose of telling us?

if it's not, what's the purpose of "not[ing]" this way of understanding the concepts 
as if it were some kind of fact needing no further comment?

What follows is that a moral explanation is an argument for a moral
conclusion. A moral conclusion says what (and how?) to do something.
And its explanation says why its good to do. [Actually even the *how*
parts need explanation.]

So I wonder now if by "complex moral idea" you meant "moral explanation".

no, because moral explanations can be simple.

So if I'm right, then the answer to your question is yes, a moral
explanation always has parts that say how to do stuff, and parts that
say why that stuff is good.

an example of a moral explanation is: stealing is bad BECAUSE god doesn't like 
it.

it's not a very good explanation but anyway it doesn't say what good results will 
come to us from living this way.

note I did not say "why that stuff is good", i said "other parts about what nice 
things will result from living this way".

it's important to pay attention to what people write -- which you quote! if you're 
trying to discuss whether i'm right about X, you better not forget I said X and then 
start discussing Y.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Powerful criticism
Date: April 22, 2013 at 5:13 PM

On Apr 1, 2013, at 10:37 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/1164-how-to-ask-questions-3

Elliot: Using persuasion, good ideas will often spread, and they will spread 
fairly effectively. Bad ideas, on the other hand, will have an uphill battle. Every 
step of the way, people will challenge them and criticise them. And if someone 
comes up with a powerful criticism of a bad idea, that itself is a good idea, and 
a persuasive one that many people will be interested in, so it could spread and 
cause the elimination of error. Further, if I try to persuade someone of my idea, 
he may end up persuading me that I was wrong, or I may realise I'm wrong 
while examining my own idea. So there are multiple levels of error correction.

Note the word "powerful" that qualifies "criticism". That sounds like
justification. But judging from context, you said that the criticism
is persuasive enough to persuade the other person. So I'm guessing
that you mean that the "powerful" quality indicates that the criticism
is "persuasive enough" to persuade the person who said the idea being
targeted by the criticism. Is that right?

"Powerful criticism" is an example of a common sense concept which has a 
legitimate epistemological meaning.

One way to think of it is that a powerful criticism is one that criticizes more 
relevant ideas. E.g. ruling out a whole category of ideas is more powerful than 
ruling out one specific idea.

If I'm right: Does it matter that the word "powerful" seems
justificationist?

Why does it "seem" justificationist? What seems justificationist about it?

Some arguments are more powerful, useful, important, far-reaching, etc, than 
others. Everyone knows this. It's common knowledge. Acknowledging and 

http://www.curi.us/1164-how-to-ask-questions-3


discussing this does not imply allegiance to justificationism.

Should it be changed just to try to ward off any
possible justificationist interpretations?

Should we also avoid the word "argument" because some people's conception of 
an argument is something that justifies?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Jared Diamond: It's irrational to be religious
Date: April 22, 2013 at 5:17 PM

On Jan 13, 2013, at 11:44 AM, Jason <auvenj@gmail.com> wrote:

In my opinion, Jared Diamond often poses interesting questions but then
comes up with answers that are mostly or completely wrong.

In this article:
http://www.salon.com/2013/01/13/jared_diamond_its_irrational_to_be_religious/

I think he does somewhat better than usual for him, around the question:
why are religious supernatural beliefs highly pervasive, mutually
incompatible, yet sharing certain commonalities?

Diamond's conjecture seems to be that such beliefs are overtly absurd
enough and different enough that espousing them serves as a reliable group
cohesiveness function, but close enough to everyday experience to gratify
human emotions as well. I agree that could be part of it.

I think Diamond should have stated that group loyalty itself, in most
modern contexts, is itself a form of irrationality. This is true whether
the group to which one is loyal is a religion, a sports team, a school, etc.

However I think Diamond pretty much completely misses something important
as well: the moral aspect of religious supernatural beliefs. Religious
people believe in the supernatural to account for aspects of morality that
they can't explain otherwise. (At least sometimes) they know what the right
thing is, but can't explain why its the right thing other than by invoking
an authoritative deity who says so. And they know that doing the wrong
thing will eventually catch up to a person and make their life worse, but
they can't explain how other than by invoking some kind of deity who
punishes sinners and rewards saints.

Is there anything else people think Diamond missed in regards to this
question?

Another function of God is as a justification.

http://www.salon.com/2013/01/13/jared_diamond_its_irrational_to_be_religious/


Take murder or theft. Lots of people knew murder was a bad idea since a long 
time ago. And they had some understanding of why.

But many people seek more than understanding. They seek authority or 
justification for their ideas.

That can't be (legitimately, rationally, correctly) found, but it doesn't make ideas 
like "don't murder" any less true. So it makes some sense in a way to make up a 
bad justification rather than abandon the good idea.

-- Elliot Temple
http://beginningofinfinity.com/

-- 
-- 
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From: Destructivist <deductivist@yahoo.com>
Subject: Re: [BoI] Podcasts on 'Appearance and Reality', etc.
Date: April 23, 2013 at 2:46 PM

On Monday, April 22, 2013 1:25:50 AM UTC-6, Elliot Temple wrote:

You gave an example of (1) -- God likes it that way arbitrarily, rather
than for a reason. If there was an actual reason then it'd be (2) and that
reason could be used without mentioning God.

I....still don't understand. It seems to me that any reason someone could
give for liking something some way (and making it that way) will depend on
their preferences. Their preferences will play a pivotal role in the
explanation for why that thing ended up the way it is. But if you take that
person (in this case, God) out of the explanation, their preferences must
go with them. So it's not clear how you would be able to use their reason
for liking it that way without them. Disembodied preferences?

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Podcasts on 'Appearance and Reality', etc.
Date: April 23, 2013 at 3:14 PM

On Apr 23, 2013, at 11:46 AM, Destructivist <deductivist@yahoo.com> wrote:

On Monday, April 22, 2013 1:25:50 AM UTC-6, Elliot Temple wrote:
You gave an example of (1) -- God likes it that way arbitrarily, rather than for a 
reason. If there was an actual reason then it'd be (2) and that reason could be 
used without mentioning God.

I....still don't understand. It seems to me that any reason someone could give for 
liking something some way (and making it that way) will depend on their 
preferences. Their preferences will play a pivotal role in the explanation for why 
that thing ended up the way it is. But if you take that person (in this case, God) 
out of the explanation, their preferences must go with them. So it's not clear how 
you would be able to use their reason for liking it that way without them. 
Disembodied preferences?

Arbitrary preferences are not reasons

Objective preferences are not just about the person holding them

For example I prefer burgers made of cow not wood. Non-arbitrary. U could talk 
about the logic of this without mentioning me

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] iOS, epistemology
Date: April 24, 2013 at 6:46 PM

one thing ppl don't understand about ios devices is it can take a long time to 
integrate them into one's life more and more

they try too hard to think "what do i need an ipad for -- now?"  but they shouldn't 
expect to know all the ways they will use it in advance

also of note: ios devices have so much potential, so many options. but just one or 
two uses can easily pay for a multiple of their cost.

this connects with epistemology. often a fairly general purpose idea is worthwhile 
and "paid for" with just one or two uses; the rest is bonus

-- Elliot Temple
http://curi.us/

-- 
-- 
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From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] iOS, epistemology
Date: April 24, 2013 at 8:33 PM

On Wed, Apr 24, 2013 at 3:46 PM, Elliot Temple <curi@curi.us> wrote:
one thing ppl don't understand about ios devices is it can take a long time to 
integrate them into one's life more and more

they try too hard to think "what do i need an ipad for -- now?"  but they shouldn't 
expect to know all the ways they will use it in advance

also of note: ios devices have so much potential, so many options. but just one 
or two uses can easily pay for a multiple of their cost.

this connects with epistemology. often a fairly general purpose idea is 
worthwhile and "paid for" with just one or two uses; the rest is bonus

Do you think iOS is significantly better than other systems in this regard?

Do you think this is less the case with regard to Android tablets than
it is with iPads, for example? If so, why?

--Jason

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] iOS, epistemology
Date: April 24, 2013 at 8:47 PM

On Apr 24, 2013, at 5:33 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 3:46 PM, Elliot Temple <curi@curi.us> wrote:
one thing ppl don't understand about ios devices is it can take a long time to 
integrate them into one's life more and more

they try too hard to think "what do i need an ipad for -- now?"  but they 
shouldn't expect to know all the ways they will use it in advance

also of note: ios devices have so much potential, so many options. but just one 
or two uses can easily pay for a multiple of their cost.

this connects with epistemology. often a fairly general purpose idea is 
worthwhile and "paid for" with just one or two uses; the rest is bonus

Do you think iOS is significantly better than other systems in this regard?

I think iOS is far better than Android in general. But I don't think what I talked 
about is an iOS advantage. if you keep an Android devices around for 2 years, by 
the end of those 2 years you could find more things to do with it, more ways to 
use it.

One iOS advantage is better apps. That does give you more potential to find 
ways to use it as you go along I guess. But that's really just an instance of 
whatever is better will have more ways worth integrating it into your life.

I don't think iOS has some magic feature to make it integrate better over time, 
besides just being better in general.

Do you think this is less the case with regard to Android tablets than
it is with iPads, for example? If so, why?

I think Android tablets collect dust in drawers mostly because they suck in various 
ways (today, now, for immediate use).



Though I guess iOS does do a much better job of providing software updates to 
older devices. And keeping a consistent experience over time (e.g. Apple planned 
ahead better than Android about what hardware buttons should exist.)

-- Elliot Temple
http://curi.us/

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] multitasking not worse than pot
Date: April 24, 2013 at 11:44 PM

http://www.apa.org/pubs/journals/releases/xhp274763.pdf

they are studying low level stuff. people think their conclusions apply to high level 
stuff like programming, emailing, playing computer games, doing research.

it's really long covering multiple experiments, so i didn't carefully read it all, but i 
didn't see any sources of error sections.

they don't bother to define multitasking. this is a serious problem. for example, if i 
play the computer game World of Tanks, am i multitasking or single tasking? in 
the game i do different tasks such as move, shoot, decide whether to go defend 
or attack, watch the minimap, evaluate the information available to me to decide 
on a strategy, decide when to change strategy, prioritize targets, read chat 
messages from my team, and handle inbetween-match tasks. in some senses i'm 
doing a ton of task switching, but people would normally think of that as only 
doing one thing because from a certain high level conceptual perspective World 
of Tanks is one task. the things the "scientists" study and deem separate tasks 
could just as well be considered one task as playing World of Tanks is, if they 
were all included in one game. but i suspect the meaning of "multitasking" used in 
the research hasn't go much to do with the one regular people are familiar with 
*and they do not clarify the difference* -- they just research one thing and let 
people think they researched something else (just like is constantly done with 
"heritable". which is straight up dishonest).

they don't bother to explain what their conclusions and arguments are, clearly, in 
English.

the experiments they do are strikingly unlike people's real lives, and they do not 
explain why it's relevant. their idea of a task to test does not resemble real tasks 
anyone cares about.

the academic article doesn't back up the sort of conclusions they are telling the 
press and which people are getting from secondary sources (the primary source 
took some time to find at all!).

e.g.

http://www.apa.org/pubs/journals/releases/xhp274763.pdf


http://www.umich.edu/~bcalab/articles/CNNArticle2001.pdf

(CNN) -- Multitasking is a managerial buzz-concept these days, a post-layoff 
corporate assumption that the few can be made to do the work of many.

But newly released results of scientific studies in multitasking indicate that 
carrying on several duties at once may, in fact, reduce productivity, not increase 
it.

the implication here is that the study was about the sort of "multitasking" used in 
the work place. it was not. the things studied in the article are quite different than 
work place conditions and tasks.

"People in a work setting," says Meyer, "who are banging away on word 
processors at the same time they have to answer phones and talk to their co-
workers or bosses -- they're doing switches all the time. Not being able to 
concentrate for, say, tens of minutes at a time, may mean it's costing a company 
as much as 20 to 40 percent" in terms of potential efficiency lost, or the "time 
cost" of switching, as these researchers call it.

maybe, maybe not. the research has nothing to say about this. but they say it 
does. what bastards with no integrity! they are "extrapolating" from what they 
studied to other stuff, and failing to provide the necessary philosophical 
arguments for why such an extrapolation is correct (in all cases? within some 
constraints? what constraints? etc etc. they don't address basic stuff like this).

Driving while talking on a cell phone, maybe making business calls while trying 
to get to your next meeting, is being used by these researchers as an example 
of a potentially disastrous multitasking scenario.

but their experiments did not involve any phone calls or driving. they only 
metaphorically studied such things. and they don't seem to know the difference.

in other words, they studied proxies for what they cared about. are the proxies 
good proxies? well they should have put a lot of thought and explanation into that. 
but they didn't.

some of what they conclude has common sense appeal. but then what role is the 
irrelevant "scientific research" playing? to provide illegitimate, fallacious authority 
to their kinda common sense (but kinda debatable) claims.

http://www.umich.edu/~bcalab/articles/CNNArticle2001.pdf


The application to work scenarios is quite clear and, says Rubinstein, even 
quantifiable.

diaf

it goes on and on, and if you google the topic you find similar crap.

http://www.adaringadventure.com/controversial/cannabis-is-better-for-you-than-
multi-tasking/

originally i was trying to find the actual research for claims that multitasking is 
worse than smoking pot. but i haven't managed to find that from the lack of cites 
in the articles. however searching directly on google scholar works better:

http://www.mobar.org/uploadedFiles/Home/Publications/Precedent/2009/Summer
/Working%20Under%20the%20Influence%20Emails%20Make%20You%20Dumb
er%20Than%20Pot.pdf

Infomania is a strain of the mul- titasking epidemic that has become widespread 
in the last decade or so. “Multitasking” originally referred to the running of two or 
more programs in one computer at the same time.3

3 Actually, the CPU, like the human brain, is only doing one thing at a time, 
actively giving instructions for only one process before turning its attention to the 
next task in queue. That the technology so rapidly and efficiently switches tasks 
and recovers gives the appearance that the computer is doing many things at 
once. The first multitasking operating systems were developed in the 1960s, but 
the technology re- ally boomed in the 1990s with rapid increases in speed and 
power.

except no:

http://en.wikipedia.org/wiki/Multi-core_processor

http://en.wikipedia.org/wiki/Hyper-threading

[Hyper-threading] first appeared in February 2002

the article is from summer 2009. it's just wrong.

http://www.adaringadventure.com/controversial/cannabis-is-better-for-you-than-multi-tasking/
http://www.mobar.org/uploadedFiles/Home/Publications/Precedent/2009/Summer/Working%20Under%20the%20Influence%20Emails%20Make%20You%20Dumber%20Than%20Pot.pdf
http://en.wikipedia.org/wiki/Multi-core_processor
http://en.wikipedia.org/wiki/Hyper-threading


maybe they shouldn't publish about topics they don't know about. it's fine if they 
don't know anything about CPUs, but they should stop pretending they do.

btw as long as we're making computer analogies, it should be noted how 
extremely efficient and valuable rapid task switching (especially between 
independent tasks) is for CPUs. and how important it is to have extremely tiny 
tasks (from a cpu perspective) and then schedule those in an efficient order, not 
in the logical order the program will use them.

there's so many other things wrong with comparing CPU multitasking with 
humans. a CPU's idea of a task is so different than a human's. CPUs have 
pipelines and cycles and stuff, even older CPUs you wouldn't really think of it as 
doing one thing at a time, that's not a very good description. they do a bunch of 
things at once per cycle.

so it's the sloppy analogy and then she tries to give a mini lecture on it. i get that 
what she's saying is common knowledge but it's still wrong and she shouldn't be 
publishing common knowledge she doesn't know much about.

this particular mistake isn't super important to her article in general. but that kinda 
makes it worse. why did she include this if it doesn't matter to her point? it was a 
bid for undeserved, irrelevant authority *despite* her lack of expertise in the 
matter.

There are numerous studies and substantial literature on how the brain handles 
multitasking. And, basically it doesn’t. For all the wonders of the human brain, a 
core limitation is an inability to concentrate on two things at once, according to 
René Marois,
a neuroscientist and director of The Marois Laboratory on Human Infor- mation 
Processing at Vanderbilt.7

this is just false, for what it's worth. for example i can play World of Tanks and 
watch TV (at 2x speed). both of those tasks require "concentration" for any 
reasonable definition of concentration. one single counterexample refutes a "core 
limitation" for all brains.

anyway this article has no research just cites.



that last one, for example, has this cite:

7 Steve Lohr, Slow Down, Brave Multitasker, and Don’t Read This in Traffic, n.y. 
timeS, Mar. 25, 2007.

an NY times article?

where is the actual quality research?

here is the cite that looked most like it'd have actual research:

http://www.eurekalert.org/pub_releases/2006-07/uoc--maa072506.php

so i checked it. it doesn't. it's some uncited summary crap.

so, answer: there isn't any actual quality research. this is all bullshit and scientism 
(and a little common sense. the conclusions are not scientific but that doesn't 
prove they are false either. i think, at the least, some are exaggerated or more 
constrained than acknowledged).

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://www.eurekalert.org/pub_releases/2006-07/uoc--maa072506.php
http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] iOS, epistemology
Date: April 24, 2013 at 11:50 PM

On Wed, Apr 24, 2013 at 5:47 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 5:33 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 3:46 PM, Elliot Temple <curi@curi.us> wrote:
one thing ppl don't understand about ios devices is it can take a long time to 
integrate them into one's life more and more

they try too hard to think "what do i need an ipad for -- now?"  but they 
shouldn't expect to know all the ways they will use it in advance

also of note: ios devices have so much potential, so many options. but just 
one or two uses can easily pay for a multiple of their cost.

this connects with epistemology. often a fairly general purpose idea is 
worthwhile and "paid for" with just one or two uses; the rest is bonus

Do you think iOS is significantly better than other systems in this regard?

I think iOS is far better than Android in general. But I don't think what I talked 
about is an iOS advantage. if you keep an Android devices around for 2 years, 
by the end of those 2 years you could find more things to do with it, more ways 
to use it.

One iOS advantage is better apps. That does give you more potential to find 
ways to use it as you go along I guess. But that's really just an instance of 
whatever is better will have more ways worth integrating it into your life.

In what ways do you think iOS apps are better than Android apps?

I don't think iOS has some magic feature to make it integrate better over time, 
besides just being better in general.

Do you think this is less the case with regard to Android tablets than
it is with iPads, for example? If so, why?



I think Android tablets collect dust in drawers mostly because they suck in 
various ways (today, now, for immediate use).

Though I guess iOS does do a much better job of providing software updates to 
older devices. And keeping a consistent experience over time (e.g. Apple 
planned ahead better than Android about what hardware buttons should exist.)

All Android 1.x devices and many 2.x devices are not upgradable to
Android 4.x. That does suck. But you can't run iOS 6 on an iPad 1 or a
3rd gen iTouch either. Is there a substantial difference in legacy
hardware support between iOS and Android?

Android did change from hardware navigation buttons to software
buttons. On a device with hardware buttons that can be upgraded to the
latest Android, after the upgrade the hardware buttons are somewhat
redundant. That also sucks. iOS hasn't done anything like that, though
rumors are that iOS 7 will introduce some fairly major changes to the
UI. We'll see.

--Jason

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] iOS, epistemology
Date: April 25, 2013 at 12:01 AM

On Apr 24, 2013, at 8:50 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 5:47 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 5:33 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 3:46 PM, Elliot Temple <curi@curi.us> wrote:
one thing ppl don't understand about ios devices is it can take a long time to 
integrate them into one's life more and more

they try too hard to think "what do i need an ipad for -- now?"  but they 
shouldn't expect to know all the ways they will use it in advance

also of note: ios devices have so much potential, so many options. but just 
one or two uses can easily pay for a multiple of their cost.

this connects with epistemology. often a fairly general purpose idea is 
worthwhile and "paid for" with just one or two uses; the rest is bonus

Do you think iOS is significantly better than other systems in this regard?

I think iOS is far better than Android in general. But I don't think what I talked 
about is an iOS advantage. if you keep an Android devices around for 2 years, 
by the end of those 2 years you could find more things to do with it, more ways 
to use it.

One iOS advantage is better apps. That does give you more potential to find 
ways to use it as you go along I guess. But that's really just an instance of 
whatever is better will have more ways worth integrating it into your life.

In what ways do you think iOS apps are better than Android apps?

read Daring Fireball for a year. if you still don't know, ask again. (reading a year of 
archives is acceptable)



I don't think iOS has some magic feature to make it integrate better over time, 
besides just being better in general.

Do you think this is less the case with regard to Android tablets than
it is with iPads, for example? If so, why?

I think Android tablets collect dust in drawers mostly because they suck in 
various ways (today, now, for immediate use).

Though I guess iOS does do a much better job of providing software updates 
to older devices. And keeping a consistent experience over time (e.g. Apple 
planned ahead better than Android about what hardware buttons should exist.)

All Android 1.x devices and many 2.x devices are not upgradable to
Android 4.x. That does suck. But you can't run iOS 6 on an iPad 1 or a
3rd gen iTouch either. Is there a substantial difference in legacy
hardware support between iOS and Android?

yes.

have you made any effort to look at stats like what % of devices are updated or 
can be?

this is not controversial or complicated.

Android did change from hardware navigation buttons to software
buttons. On a device with hardware buttons that can be upgraded to the
latest Android, after the upgrade the hardware buttons are somewhat
redundant. That also sucks.

a bigger problem is that many apps designed for phones with hardware buttons 
work badly on newer devices.

iOS hasn't done anything like that, though
rumors are that iOS 7 will introduce some fairly major changes to the
UI. We'll see.



umm, the changes are basically unknown besides some solid rumors of some 
aesthetics changes. not fair to call that "major" -- or more relevantly, revolutionary 
-- before we see it what it actually is.

Ive has actually explained in public that he understands this stuff well (value 
backwards compatibility, avoiding revolutions, not changing what people are used 
to, making stuff better without unnecessary changes, etc) so it'd be unreasonable 
to expect him to do it wrong.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] 21 hour work week proposal
Date: April 25, 2013 at 12:46 AM

http://www.neweconomics.org/publications/21-hours

what's wrong with this?

fair warning: it's unpleasant.

-- Elliot Temple
http://fallibleideas.com/

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] don't "dress for success"
Date: April 25, 2013 at 3:04 AM

why do people dress for success?

to trick themselves. to trick others. or both.

wearing "smart" clothes does not make you smarter. wearing expensive clothes 
does not make you make better business decisions. looking successful does not 
make you better at making decisions and it doesn't substitute for being 
successful.

self-esteem should come from relevant things, not from clothes. clothes require 
little thinking (except about fashion trends if you want to particular impress others 
-- following changing social-cultural ideas like that can take a lot of attention). 
self-esteem should be connected with one's mind, one's choices, one's values, 
and other things about a person that actually matter, not with superficial stuff.

people use clothes, lipstick, etc, to try to look like some superficial image of what 
they want to be, hoping that will encourage them to somehow become it.

i'm not saying this never works. sometimes it does. but only because their 
psychology is messed up. it won't work if you're sufficiently rational. clothes don't 
cause success, and self-esteem and other stuff like that should come from actual 
merit not the superficial characteristics our culture associates with merit. merit 
has to do with mind not appearance.

there is a pretty strong anti-Feynman element in "dress for success" too. first, 
because feynman knew that if you put on a uniform you're still the same person. 
his father sold uniforms, he knew it was just some clothes. second, because 
"dress for success" means dress in a way associated with success which is like 
the cargo cult people who built stuff that superficially looked related to what they 
wanted. basically you see some successful people a copy a characteristic of 
them (their clothes) and hope you'll be successful, without understanding the real 
causes of success (the mind).

people also "dress for success" to impress others. this is second-handed 
appeasement.



it does sometimes work for some limited short-term meanings of "work". e.g. you 
might get a mediocre job you wouldn't otherwise have gotten. it's not a very good 
lifestyle. it's better to find better ways to succeed, interacting with stuff that has 
better standards than that.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Doug White <dwhite@northcountry.com>
Subject: [BoI] Re: Moore's Law
Date: April 25, 2013 at 11:14 AM

Moore's law isn't really a law, it is simply an observation that oddly has
proven to be pretty accurate to date. It is most likely the result of
several factors, among which are the limitation of what humans can
accomplish in a pretty complex research and development
environment, the cost of building or retrofitting factories to take
advantage of newly discovered technological advancements and finally the
public's ability to assimilate new technologies into their everyday life
(i.e. why build expensive new computers if no one can mentally/emotionally
handle using them or if the market appetite for them won't pay for the
R&D).

One could undoubtedly find a similar 'law' about the changes over time in
some athletic endeavors (i.e. the world record in the mile would be a good
candidate). Again, this wouldn't be a true 'law' per se, but I bet you
could come up with a pretty accurate function to describe the change in teh
data over time...

On Wednesday, April 3, 2013 5:24:14 AM UTC-5, Brett Hall wrote:

Moore's Law is the observation that roughly every two years the number of
transistors on a computer chip has doubled. People tend to use this to make
a prediction that the trend will continue. But that sounds like induction.

http://en.wikipedia.org/wiki/Moore's_law

This sometimes is also phrased as that roughly every two years processing
power/speed doubles. Wiki claims the 18 month figure isn't correct.

Whatever the case, is there an *explanation* of Moore's law? Why should it
be every 2 years? Why not every 2 months? Or 4 years? Why should it be
linear at all? Why any kind of pattern?

If there's no explanation, how can there be a prediction?

Quantum computation will affect Moore's law apparently...but is there a
reason for what we have seen so far?

http://en.wikipedia.org/wiki/Moore


Brett.

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Moore's Law
Date: April 25, 2013 at 2:11 PM

On Apr 25, 2013, at 8:14 AM, Doug White <dwhite@northcountry.com> wrote:

Moore's law isn't really a law, it is simply an observation that oddly has
proven to be pretty accurate to date. It is most likely the result of
several factors, among which are the limitation of what humans can
accomplish in a pretty complex research and development
environment,

Would you agree it's actually a limitation on what humans *know how to* 
accomplish in such environments?

It's hard. But there's no law of physics limiting this to current productivity levels or 
anything near them.

PS please don't top post

-- Elliot Temple
http://fallibleideas.com/

-- 
-- 
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From: Destructivist <deductivist@yahoo.com>
Subject: Re: [BoI] Podcasts on 'Appearance and Reality', etc.
Date: April 25, 2013 at 6:34 PM

Elliot Temple wrote:

Arbitrary preferences are not reasons

Objective preferences are not just about the person holding them

For example I prefer burgers made of cow not wood. Non-arbitrary. U could
talk about the logic of this without mentioning me

I don't know what an objective preference is.

Is the preference for burgers made of cow objective because that preference
is a consequence of your biological makeup?

How would I talk about the logic of having that preference without
mentioning you? By giving an evolutionary account of that preference?

-- 
-- 
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From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] 21 hour work week proposal
Date: April 25, 2013 at 7:00 PM

On Wed, Apr 24, 2013 at 9:46 PM, Elliot Temple <curi@curi.us> wrote:
http://www.neweconomics.org/publications/21-hours

what's wrong with this?

fair warning: it's unpleasant.

Last time I checked, 21 hour work weeks are perfectly legal pretty
much everywhere. Anyone who wants to work 21 hours a week is free to
work for anyone that wants to hire them for 21 hours a week. This is
not theoretical. Such jobs are called "part time," they're common, and
in fact it's more common for the left to criticize the relative
availability of such jobs as compared to a lack of available "full
time" jobs.

So there is no policy change needed to enable the 21 hour work week.
People just have to choose it.

Oh...but that's not their agenda. They buried their real agenda
amongst a flood of vague but high sounding lefty rhetoric about saving
the planet and valuing unpaid work and having time to do what you
want.

Their real substantive policy proposal is:
"Ensuring a fair living income. Options for dealing with the impact on
earnings of a much shorter working week include redistribution of
income and wealth through more progressive taxation; an increased
minimum wage; a radical restructuring of state benefits; carbon
trading designed to redistribute income to poor households; more and
better public services; and encouraging more uncommodified activity
and consumption."

This is just about redistribution. Same shit, different marketing.

--Jason

http://www.neweconomics.org/publications/21-hours


-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Podcasts on 'Appearance and Reality', etc.
Date: April 25, 2013 at 8:01 PM

On Apr 25, 2013, at 3:34 PM, Destructivist <deductivist@yahoo.com> wrote:

Elliot Temple wrote:

Arbitrary preferences are not reasons

Objective preferences are not just about the person holding them

For example I prefer burgers made of cow not wood. Non-arbitrary. U could
talk about the logic of this without mentioning me

I don't know what an objective preference is.

Is the preference for burgers made of cow objective because that preference
is a consequence of your biological makeup?

How would I talk about the logic of having that preference without
mentioning you? By giving an evolutionary account of that preference?

You could talk about people in general. It has nothing to do with me personally.

There are reasons for it: beef tastes better than wood, our bodies can extract 
energy from beef but not wood, beef is easier to chew, etc

None of these reasons have to do with me personally. You could make these 
arguments without mentioning me.

Now apply this to the God stuff.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


-- 
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From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] iOS, epistemology
Date: April 26, 2013 at 12:19 AM

On Wed, Apr 24, 2013 at 9:01 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 8:50 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 5:47 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 5:33 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 3:46 PM, Elliot Temple <curi@curi.us> wrote:
one thing ppl don't understand about ios devices is it can take a long time 
to integrate them into one's life more and more

they try too hard to think "what do i need an ipad for -- now?"  but they 
shouldn't expect to know all the ways they will use it in advance

also of note: ios devices have so much potential, so many options. but just 
one or two uses can easily pay for a multiple of their cost.

this connects with epistemology. often a fairly general purpose idea is 
worthwhile and "paid for" with just one or two uses; the rest is bonus

Do you think iOS is significantly better than other systems in this regard?

I think iOS is far better than Android in general. But I don't think what I talked 
about is an iOS advantage. if you keep an Android devices around for 2 
years, by the end of those 2 years you could find more things to do with it, 
more ways to use it.

One iOS advantage is better apps. That does give you more potential to find 
ways to use it as you go along I guess. But that's really just an instance of 
whatever is better will have more ways worth integrating it into your life.

In what ways do you think iOS apps are better than Android apps?

read Daring Fireball for a year. if you still don't know, ask again. (reading a year 
of archives is acceptable)



I didn't get far before I found what for me has long been the central
consideration in my assessment of Apple products:

From: http://daringfireball.net/2013/03/open_and_shut
Who is Apple to decide which apps are in the App Store? That no phone will 
have a hardware keyboard or removable battery? That modern devices are 
better off without Flash Player and Java?

Where others offer choices, Apple makes decisions. What some of us 
appreciate is what so rankles the others — that those decisions have so often 
and consistently been right.

This matter of choices and whether it's objectively good or bad to
want more choices in a tech product interests me.

I think that DF is correct when he writes that Apple makes decisions
where others offer choices. I think this is one of the key
differentiators between Apple and other consumer tech companies.

Apple's decisions like the ones DF mentions may indeed be what many or
even most consumers want. And the decisions Apple makes may indeed be
the right decisions for most people most of the time.

However, compared to Apple consumers I want more choices in my
technology products.

I want to make the kinds of decisions Apple makes, for myself. I want
to have a choice between a device with a keyboard or not. I want to
choose a device with a removable battery or not. I want to choose
which apps I want to load and which I don't. etc.

So who is right?

Is it the Apple consumer, who values choice less than buying from a
company that makes good decisions for most people most of the time?

Or am I (and people like me) right to value choice more highly and, in
wanting more choice, to stay away from Apple products?

http://daringfireball.net/2013/03/open_and_shut


I think choice is something to be valued highly because people are
different to start with, and also because individuals' needs change
over time.

For example, someone who texts a lot will benefit from a device with a
hardware keyboard, whereas it's just a space and weight wasting
redundancy for those who don't text much.

Today, I don't text much. So I have a phone that doesn't have a
hardware keyboard. Apple's decision in that regard is the same one
that I made. But I value the fact that if I choose to start texting a
lot, I could easily switch to a phone that has a hardware keyboard
without changing my OS or applications.

What is the argument that people should value choices less?

--Jason

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] iOS, epistemology
Date: April 26, 2013 at 12:50 AM

On Apr 25, 2013, at 9:19 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 9:01 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 8:50 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 5:47 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 5:33 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 3:46 PM, Elliot Temple <curi@curi.us> wrote:
one thing ppl don't understand about ios devices is it can take a long time 
to integrate them into one's life more and more

they try too hard to think "what do i need an ipad for -- now?"  but they 
shouldn't expect to know all the ways they will use it in advance

also of note: ios devices have so much potential, so many options. but 
just one or two uses can easily pay for a multiple of their cost.

this connects with epistemology. often a fairly general purpose idea is 
worthwhile and "paid for" with just one or two uses; the rest is bonus

Do you think iOS is significantly better than other systems in this regard?

I think iOS is far better than Android in general. But I don't think what I 
talked about is an iOS advantage. if you keep an Android devices around for 
2 years, by the end of those 2 years you could find more things to do with it, 
more ways to use it.

One iOS advantage is better apps. That does give you more potential to find 
ways to use it as you go along I guess. But that's really just an instance of 
whatever is better will have more ways worth integrating it into your life.

In what ways do you think iOS apps are better than Android apps?



read Daring Fireball for a year. if you still don't know, ask again. (reading a 
year of archives is acceptable)

I didn't get far before I found what for me has long been the central
consideration in my assessment of Apple products:

From: http://daringfireball.net/2013/03/open_and_shut
Who is Apple to decide which apps are in the App Store? That no phone will 
have a hardware keyboard or removable battery? That modern devices are 
better off without Flash Player and Java?

Where others offer choices, Apple makes decisions. What some of us 
appreciate is what so rankles the others — that those decisions have so often 
and consistently been right.

This matter of choices and whether it's objectively good or bad to
want more choices in a tech product interests me.

I think that DF is correct when he writes that Apple makes decisions
where others offer choices. I think this is one of the key
differentiators between Apple and other consumer tech companies.

Apple's decisions like the ones DF mentions may indeed be what many or
even most consumers want. And the decisions Apple makes may indeed be
the right decisions for most people most of the time.

However, compared to Apple consumers I want more choices in my
technology products.

I want to make the kinds of decisions Apple makes, for myself. I want
to have a choice between a device with a keyboard or not. I want to
choose a device with a removable battery or not. I want to choose
which apps I want to load and which I don't. etc.

So who is right?

Apple is right. Hence it being preferred even *by power users* such as 
programmers. (not *all* of them but it is Winning™, especially with the ones who 
Care™)

http://daringfireball.net/2013/03/open_and_shut


OS X is not lacking choices or customization, by the way. It's BSD... Sort of like 
Ubuntu but well done instead of totally sucking. (e.g. the debacle where their stuff 
wasn't working with Xen and they didn't care. and OS X has much better UI, or 
human interface design as Apple correctly calls it)

As to iOS, I think this sort of criticism should be concretized with actual specific 
examples. What are the top 5 useful common things you wanted to do on iOS 
that Apple doesn't want to let you, but Android did? (note: stuff that Apple would 
be happy to let you do, but simply has not implemented, doesn't count)

or maybe you should compare with a specific flavor of Android. few people use 
the pure stuff from Google (which pretty much everyone says is superior, but 
Google phone makers and carriers the choice to tweak their android to be worse. 
they started cracking down on this stuff -- reducing choice and customization -- 
but i haven't closely followed how far they've gotten. further, their crack down is 
not just benevolent helping the user, it's also about forcing Google services as 
defaults on people, whether they are best for the user or not. which brings up one 
of Google's big problems which is that its financial incentives are not aligned well 
with the interests of consumers. Apple's are).

Is it the Apple consumer, who values choice less than buying from a
company that makes good decisions for most people most of the time?

Or am I (and people like me) right to value choice more highly and, in
wanting more choice, to stay away from Apple products?

I think choice is something to be valued highly because people are
different to start with, and also because individuals' needs change
over time.

For example, someone who texts a lot will benefit from a device with a
hardware keyboard, whereas it's just a space and weight wasting
redundancy for those who don't text much.

First of all, I believe this is false. I think touch screen keyboard (plus mic) plus 
good software (perhaps like Swype, but there are various other approaches too. 
in short, IIRC, smart software only needs a little over one bit of input per letter of 
output, so keyboards are actually inefficient) is better than hardware keyboard (I 
mean a built in one. the option to plug one in is fine. but why have it permanently 
attached adding weight?).



Second, where are the major Android devices offering hardware keyboards? How 
exactly is Apple offering less choice?

http://daringfireball.net/linked/2013/04/24/blackberry-q10

Today, I don't text much. So I have a phone that doesn't have a
hardware keyboard. Apple's decision in that regard is the same one
that I made. But I value the fact that if I choose to start texting a
lot, I could easily switch to a phone that has a hardware keyboard
without changing my OS or applications.

could you? did you ever actually check? what phone would you switch to?

What is the argument that people should value choices less?

keeping your options open, as a rule, involves tradeoffs. it's often not worth the 
cost.

for example, having a ton of device fragmentation means you get fewer and 
worse apps. having a small number of canonical devices and being careful about 
changes to important aspects (such as screen resolution) means 
more/better/cheaper software.

it also makes the hardware cheaper too, for that matter. this is a tradeoff we 
happily accept with many other things. for example, no one expects them to print 
off a bunch of versions of books to let you choose features. one with the index left 
out to be light weight. one with a dictionary added at the end. with one a bigger 
font. one with color art added. every combination. you could have dozens of 
editions of every book but it's not worth the manufacturing costs to provide 
choices like that. and this kind of fragmentation causes other problems too like 
getting page numbers out of sync.

further, most possible choices are bad choices and aren't useful.

further, some choices are hard and require domain knowledge, and most people 
are right to prefer an expert choose for them instead of trying to figure it out 

http://daringfireball.net/linked/2013/04/24/blackberry-q10


themselves which would be a lot of work and their choice would be super error 
prone anyway. for some things you can set a default and allow optional changes 
but that complicates the interface, adds more settings for people to read through 
(most people don't want that), adds fragmentation of what people's devices are 
like (making it harder for app makers to provide a consistent experience), etc

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: anontoo <anontoo@yahoo.com>
Subject: [BoI] Re: Optimism
Date: April 26, 2013 at 9:33 AM

On Friday, January 4, 2013 7:14:33 AM UTC, Elliot Temple wrote:

How is optimism to be maintained when progress is slow for years? Many
people despair.

The first step is to learn that despair is not an automatic reaction to
slow progress. Despair is a wrong choice that people make.

The second step is to learn that slow progress is not a terrible thing.
One's age and progress history don't have to matter because they don't make
problems less soluble.

-- 
-- 
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From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] 21 hour work week proposal
Date: April 26, 2013 at 5:50 PM

On 25 Apr 2013, at 05:46, Elliot Temple <curi@curi.us> wrote:

http://www.neweconomics.org/publications/21-hours

what's wrong with this?

fair warning: it's unpleasant.

The New Economics Foundation (NEF) propose that people should only work 21 
hours a week.

This will make people poorer, so they won't spend as much money on consumer 
goods and so will consume less resources. The aim is explicitly that people 
should have less of the stuff they like. This is presented as being sustainable: it is 
a way of life that people could keep doing forever. As David pointed out in BoI, 
the sustainability idea doesn't make sense. There is no such thing as a problem 
free way of life and so any way of life that people don't change will lead to their 
destruction. And of course this isn't a great option for people who have currently 
unsolved problems. "You have an uncured form of cancer? Sorry, you're just 
going to have to die."

People will spend more time with their families and friends if they can only work 
21 hours a week. Some people don't like their families and this reform will make 
their lives worse.

Then there is the idea that people will be okay with being deprived of work if 
that's what they want to do. Some people might find it harder to become 
competent and start liking their jobs working only 21 hours a week. The 21 hour 
week idea also treats work (stuff people do for which they receive money) as if it 
has to be a chore, and it shouldn't be.

The idea that jobs can be shared if people only work 21 hours a week and that 
this will decrease unemployment is bad. First, if a job has to be split and less 
competent person the quality with which it is done may decrease. Second, it 
neglects the unseen consequences of that sharing. If the quality goes down that 
makes less other services possible and so may decrease employment 

http://www.neweconomics.org/publications/21-hours


opportunities. If iPads were more expensive there might be a smaller market for 
iPad apps and some people might not be able to sell their apps.

There's a lot of stuff in this document about unpaid stuff people do like cleaning 
their house and raising children. There are two relevant ways to ease the problem 
of house cleaning:
(1) Invent house cleaning robots.
(2) Don't be quite so bothered about having a clean house. Unless the mess 
makes it harder to find stuff or poses a health risk, it's difficult to see why you 
should care about it.
And as for raising children. If you don't want to look after children without being 
paid, don't have any. If you do have children, that's your responsibility and you 
shouldn't be expecting other people to deal with the consequences of your 
actions by subsidising them.

Also note that the NEF admits all these problems exist:

Problems likely to arise in the course of transition include the risk of increasing 
poverty by reducing the earning power of those on low rates of pay; too few new 
jobs because people already in work take on more overtime; resistance from 
employers because of rising costs and skills shortages; resistance from 
employees and trade unions because of the impact on earnings in all income 
brackets; and more general political resistance that might arise, for example, 
from moves to enforce shorter hours.

Their answer? Vague waffle about equality and the value of unpaid work. In other 
words they just repeat stuff they've already said as if that stuff answered the 
criticisms. In other words they have no idea how to do it and just want other 
people to do it for them.

Alan

-- 



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] iOS, epistemology
Date: April 26, 2013 at 7:21 PM

On Thu, Apr 25, 2013 at 9:50 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 25, 2013, at 9:19 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 9:01 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 8:50 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 5:47 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 5:33 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 3:46 PM, Elliot Temple <curi@curi.us> wrote:
one thing ppl don't understand about ios devices is it can take a long 
time to integrate them into one's life more and more

they try too hard to think "what do i need an ipad for -- now?"  but they 
shouldn't expect to know all the ways they will use it in advance

also of note: ios devices have so much potential, so many options. but 
just one or two uses can easily pay for a multiple of their cost.

this connects with epistemology. often a fairly general purpose idea is 
worthwhile and "paid for" with just one or two uses; the rest is bonus

Do you think iOS is significantly better than other systems in this regard?

I think iOS is far better than Android in general. But I don't think what I 
talked about is an iOS advantage. if you keep an Android devices around 
for 2 years, by the end of those 2 years you could find more things to do 
with it, more ways to use it.

One iOS advantage is better apps. That does give you more potential to 
find ways to use it as you go along I guess. But that's really just an 
instance of whatever is better will have more ways worth integrating it into 
your life.



In what ways do you think iOS apps are better than Android apps?

read Daring Fireball for a year. if you still don't know, ask again. (reading a 
year of archives is acceptable)

I didn't get far before I found what for me has long been the central
consideration in my assessment of Apple products:

From: http://daringfireball.net/2013/03/open_and_shut
Who is Apple to decide which apps are in the App Store? That no phone will 
have a hardware keyboard or removable battery? That modern devices are 
better off without Flash Player and Java?

Where others offer choices, Apple makes decisions. What some of us 
appreciate is what so rankles the others — that those decisions have so often 
and consistently been right.

This matter of choices and whether it's objectively good or bad to
want more choices in a tech product interests me.

I think that DF is correct when he writes that Apple makes decisions
where others offer choices. I think this is one of the key
differentiators between Apple and other consumer tech companies.

Apple's decisions like the ones DF mentions may indeed be what many or
even most consumers want. And the decisions Apple makes may indeed be
the right decisions for most people most of the time.

However, compared to Apple consumers I want more choices in my
technology products.

I want to make the kinds of decisions Apple makes, for myself. I want
to have a choice between a device with a keyboard or not. I want to
choose a device with a removable battery or not. I want to choose
which apps I want to load and which I don't. etc.

So who is right?

Apple is right. Hence it being preferred even *by power users* such as 

http://daringfireball.net/2013/03/open_and_shut


programmers. (not *all* of them but it is Winning™, especially with the ones who 
Care™)

OS X is not lacking choices or customization, by the way. It's BSD... Sort of like 
Ubuntu but well done instead of totally sucking. (e.g. the debacle where their 
stuff wasn't working with Xen and they didn't care. and OS X has much better 
UI, or human interface design as Apple correctly calls it)

So do you think DF is correct or not when he says, "Where others offer
choices, Apple makes decisions."?

I think DF is correct about that. You seem to be arguing that he's
wrong, but I'm not sure.

In the desktop environment here's what I mean by choice, so we can
discuss how OS X compares.

I agree that Ubuntu sucks - in a couple of very major ways. The first
way I've found to be true of all desktop Linux distros and regards the
hardware layer. Hardware that should work either flat-out doesn't
work, or requires way too much fiddling before it will do what it's
supposed to and if anything changes, you have to fiddle some more.
This is, ironically in light of Linux's reputation for choice,
profoundly anti-choice. There are lots of hardware devices that simply
can't be used or can't used well if Linux is your hardware desktop OS.

The second form of major suckage is unique to Ubuntu - the UI
("Unity") is absolutely horrible. I don't even know what they were
thinking there, but I haven't used Ubuntu since they switched to Unity
beyond "test" installations just to determine that it does, indeed,
still suck.

Linux on servers and server-like embedded devices, on the other hand,
is great. It doesn't suck on servers because the range of hardware
devices there is much narrower and usually static post-install, and
the UI is largely irrelevant.

Windows on the desktop is great in terms of hardware support - tons of
choice and stuff usually just works. Pretty much every device made for
a PC will work with Windows. And the UI on 7 is OK (Windows 8 sucks).



But Windows security sucks, automation sucks, and integration with a
Linux server environment from Windows requires loading a ton of extra
software that basically sucks too.

So here's my idea of choice: don't use Windows in the ways that it
sucks, and only use it in the way that it doesn't. Same goes for
Linux.

Run Windows 7 as the hardware OS, because its strongest feature is
hardware support. But do almost no actual work in it. Use Windows as a
hardware abstraction layer upon which to run virtual machines.

The VMs run Linux (Mint and RHEL - whose UIs at least don't suck) and
that's where the actual work gets done. You get broad and easy
hardware compatibility, great security, and decent UIs with this
combination.

Windows VMs can be used for Windows-only apps that need to be to
isolated from the network & the host for security reasons.

This has the added benefit that its possible to take one's working
environment (the VMs) to any hardware, load up a VM player if its not
already there, and go. The working system is also trivially easy to
keep backed up, or duplicate to try something new without risking the
existing install.

It also means switching to OS X as a hardware platform instead of
Windows would be trivial to do if it was actually better. All that
would be necessary is copy over the VMs and load the Mac version of
the VM software.

My perception - perhaps incorrect (and why I'm asking) is that Apple
avoids the Linux hardware problem by just explicitly limiting choice
in hardware devices. So you avoid fiddling with things endlessly
trying to get it to work in an OS X host like you would with a Linux
host, but a lot of stuff you could otherwise buy (or already own) and
plug in and just work with a Windows host isn't allowed under OS X.
That means moving to OS X would reduce the available choices in
hardware, and add no benefit.



Or if one says that the main benefit of OS X is in its UI and apps,
then why not just run OS X instead of Linux in the VM under Windows?
I'd gladly pay for a copy of OS X to run in a VM if it was really
significantly better. My understanding from online reading is that
it's technically possible to do this. However, Apple doesn't allow it
unless OS X on Apple hardware is the host, so you violate the EULA if
you do it the way I want - again limiting choice with no benefit.

The only way I can see getting a benefit from OS X over what I have
today is if I accept a monolithic OS that makes things easy as long as
you follow the rules. Meaning, I'd trade choice and flexibility for
convenience.

Yet you seem to be saying that's not the tradeoff. I don't understand
how it isn't.

As to iOS, I think this sort of criticism should be concretized with actual specific 
examples. What are the top 5 useful common things you wanted to do on iOS 
that Apple doesn't want to let you, but Android did? (note: stuff that Apple would 
be happy to let you do, but simply has not implemented, doesn't count)

or maybe you should compare with a specific flavor of Android. few people use 
the pure stuff from Google (which pretty much everyone says is superior, but 
Google phone makers and carriers the choice to tweak their android to be 
worse. they started cracking down on this stuff -- reducing choice and 
customization -- but i haven't closely followed how far they've gotten. further, 
their crack down is not just benevolent helping the user, it's also about forcing 
Google services as defaults on people, whether they are best for the user or 
not. which brings up one of Google's big problems which is that its financial 
incentives are not aligned well with the interests of consumers. Apple's are).

My experience is with the Google Nexus phones (the "pure stuff"),
unlocked and with prepaid service. I dislike carrier subsidized phones
and service contracts for the same reason I'm discussing in regard to
Apple: I prefer more choices rather than less. There are no Android
apps I've ever tried that don't run well on my phone.

When I last switched smartphone platforms (from Palm) there was not an
unlocked iPhone available like there is now. Articles like this one:
http://www.tuaw.com/2010/08/12/camera-pulled-from-app-store-for-volume-

http://www.tuaw.com/2010/08/12/camera-pulled-from-app-store-for-volume-button-as-camera-shutt/


button-as-camera-shutt/

...also influenced my decision to go with Android. I want the ability
to use apps even if the manufacturer thinks they're confusing. Whether
or not an app is confusing is something I'd prefer to decide for
myself.

Is it the Apple consumer, who values choice less than buying from a
company that makes good decisions for most people most of the time?

Or am I (and people like me) right to value choice more highly and, in
wanting more choice, to stay away from Apple products?

I think choice is something to be valued highly because people are
different to start with, and also because individuals' needs change
over time.

For example, someone who texts a lot will benefit from a device with a
hardware keyboard, whereas it's just a space and weight wasting
redundancy for those who don't text much.

First of all, I believe this is false. I think touch screen keyboard (plus mic) plus 
good software (perhaps like Swype, but there are various other approaches too. 
in short, IIRC, smart software only needs a little over one bit of input per letter of 
output, so keyboards are actually inefficient) is better than hardware keyboard (I 
mean a built in one. the option to plug one in is fine. but why have it 
permanently attached adding weight?).

You could be right for someone who texts a lot and learns how to use a
touch screen keyboard well - I don't know. All I can say is when I
have to type with the on-screen keyboard the experience still sucks a
lot compared to what it was on my old Palm Treo 600 with a physical
keyboard. I just don't type on my phone often enough to care very
much.

Second, where are the major Android devices offering hardware keyboards? 
How exactly is Apple offering less choice?

http://daringfireball.net/linked/2013/04/24/blackberry-q10

http://www.tuaw.com/2010/08/12/camera-pulled-from-app-store-for-volume-button-as-camera-shutt/
http://daringfireball.net/linked/2013/04/24/blackberry-q10


Today, I don't text much. So I have a phone that doesn't have a
hardware keyboard. Apple's decision in that regard is the same one
that I made. But I value the fact that if I choose to start texting a
lot, I could easily switch to a phone that has a hardware keyboard
without changing my OS or applications.

could you? did you ever actually check? what phone would you switch to?

Today, permanent hardware keyboards aren't a common choice. But they
were when I started with Android. It was a conscious choice to buy a
phone without one.

What is the argument that people should value choices less?

keeping your options open, as a rule, involves tradeoffs. it's often not worth the 
cost.

for example, having a ton of device fragmentation means you get fewer and 
worse apps. having a small number of canonical devices and being careful 
about changes to important aspects (such as screen resolution) means 
more/better/cheaper software.

I don't think there's a lack of software for Android. Most apps are
available for both iOS and Android, with a few available for one but
not the other. Is there an important app available for iOS with no
equivalent on Android?

I don't think Android software is more expensive than iOS software either.

But really it's the "better" aspect I am most interested in, and why I
originally asked about it. Quality generally trumps quantity and price
in terms of value.

So far the only DF article I've read that seems relevant to the
argument that iOS apps are better than Android apps is this one:
http://daringfireball.net/2012/12/google_maps_iphone

http://daringfireball.net/2012/12/google_maps_iphone


DF's review seems to boil down to, google maps on iPhone is better
than google maps on Android because (...drum roll...) the iPhone
version doesn't offer the user as many choices as the Android version.

But this seems to lead to circularity: Less choice is better...because
it leads to better apps. Better in what way? The iOS apps are
better...because they offer less choice.

it also makes the hardware cheaper too, for that matter. this is a tradeoff we 
happily accept with many other things. for example, no one expects them to 
print off a bunch of versions of books to let you choose features. one with the 
index left out to be light weight. one with a dictionary added at the end. with one 
a bigger font. one with color art added. every combination. you could have 
dozens of editions of every book but it's not worth the manufacturing costs to 
provide choices like that. and this kind of fragmentation causes other problems 
too like getting page numbers out of sync.

A similar-spec'd Windows laptop is definitely less expensive than an Apple.

I'm not so sure about the relative expense of similar-spec'd Android
phones vs. iPhones. Carrier pricing & subsidies make direct
comparisons more difficult in the phone space. My sense is the pricing
is about on par, though the range is larger on Android to match the
larger choices in device capability and quality. But I don't think the
iPhones are significantly *less* expensive for the same quality.

So while your example may be true for books it doesn't seem to be true
for computers and smartphones. My guess would be because most of the
economies of scale are reached relatively early in the worldwide
volume curve.

Something relevant that ought to be said here: when people talk of
value and expense they don't always mean the same thing. People can
and do use inexpensive / value to mean:
(1) Paying the least possible price to get a product that is passably
functional (minimizing expenditures or "Paying the least")
(2) Seeking the product with a price as close its cost of inputs as
possible (minimizing the producer's profit margins or "Getting the
most for the least")
(3) Seeking the product that makes you the most better off,



considering both what you get and what you pay (maximizing consumer
surplus or just "Getting the most")

Much criticism around Apple and their pricing seems to come from
people for whom value and expense are implicitly or explicitly defined
according to (1) or (2). (1) is the mentality of poverty and (2) is
built on the "profit is evil" premise, both of which I reject.

I'm not making those arguments against Apple's pricing and I don't
want to be confused with people who do.

I look for value in terms of (3). I'd willingly pay more, both in
absolute dollars and in terms of Apple's margin percentage, if I
thought that their products would genuinely be better *for me*.

further, most possible choices are bad choices and aren't useful.

Bad choices for everyone in all situations, or just bad choices for
many people in common situations?

further, some choices are hard and require domain knowledge, and most people 
are right to prefer an expert choose for them instead of trying to figure it out 
themselves which would be a lot of work and their choice would be super error 
prone anyway.

This is a true. I have more domain knowledge in tech than most people.
Most people I tell about my Windows host / Linux VM setup don't have
the first clue what I'm talking about, so for them such an environment
(and the choice it permits) isn't valuable unless they learned a lot
more.

My father-in-law is the same way about cars. He hates cars that he
"can't work on" (meaning, they have less options available for
aftermarket tinkering) because he knows a lot about cars and can
optimize them to his needs. Me - I don't care whether or not I can
"work on" a car because I don't know a lot about cars, I just want to
get where I'm going and when my car breaks, I take it to the mechanic.

for some things you can set a default and allow optional changes but that 
complicates the interface, adds more settings for people to read through (most 



people don't want that), adds fragmentation of what people's devices are like 
(making it harder for app makers to provide a consistent experience), etc

Why is consistency of experience to be valued, instead of usefulness?
Who cares if I have the same experience as my neighbor, if my
experience is useful to me and my neighbor's experience is useful to
him?

--Jason

-- 



From: Destructivist <deductivist@yahoo.com>
Subject: Re: [BoI] Podcasts on 'Appearance and Reality', etc.
Date: April 26, 2013 at 7:47 PM

Elliot Temple wrote:

You could talk about people in general. It has nothing to do with me
personally.

There are reasons for it: beef tastes better than wood, our bodies can
extract energy from beef but not wood, beef is easier to chew, etc

None of these reasons have to do with me personally. You could make these
arguments without mentioning me.

Now apply this to the God stuff.

I've tried repeatedly for several hours to make sense of your explanation
of Alan's point, but failed. Now I'm despairing that I'm just not going to
understand this new (to me) defense of atheism.

Maybe an example of how you can use God's own reason for wanting something
some way without God's existence would clarify things.

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] iOS, epistemology
Date: April 26, 2013 at 8:21 PM

On Apr 26, 2013, at 4:21 PM, Jason <auvenj@gmail.com> wrote:

On Thu, Apr 25, 2013 at 9:50 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 25, 2013, at 9:19 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 9:01 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 8:50 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 5:47 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 5:33 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 3:46 PM, Elliot Temple <curi@curi.us> wrote:
one thing ppl don't understand about ios devices is it can take a long 
time to integrate them into one's life more and more

they try too hard to think "what do i need an ipad for -- now?"  but they 
shouldn't expect to know all the ways they will use it in advance

also of note: ios devices have so much potential, so many options. but 
just one or two uses can easily pay for a multiple of their cost.

this connects with epistemology. often a fairly general purpose idea is 
worthwhile and "paid for" with just one or two uses; the rest is bonus

Do you think iOS is significantly better than other systems in this 
regard?

I think iOS is far better than Android in general. But I don't think what I 
talked about is an iOS advantage. if you keep an Android devices around 
for 2 years, by the end of those 2 years you could find more things to do 
with it, more ways to use it.

One iOS advantage is better apps. That does give you more potential to 



find ways to use it as you go along I guess. But that's really just an 
instance of whatever is better will have more ways worth integrating it 
into your life.

In what ways do you think iOS apps are better than Android apps?

read Daring Fireball for a year. if you still don't know, ask again. (reading a 
year of archives is acceptable)

I didn't get far before I found what for me has long been the central
consideration in my assessment of Apple products:

From: http://daringfireball.net/2013/03/open_and_shut
Who is Apple to decide which apps are in the App Store? That no phone will 
have a hardware keyboard or removable battery? That modern devices are 
better off without Flash Player and Java?

Where others offer choices, Apple makes decisions. What some of us 
appreciate is what so rankles the others — that those decisions have so 
often and consistently been right.

This matter of choices and whether it's objectively good or bad to
want more choices in a tech product interests me.

I think that DF is correct when he writes that Apple makes decisions
where others offer choices. I think this is one of the key
differentiators between Apple and other consumer tech companies.

Apple's decisions like the ones DF mentions may indeed be what many or
even most consumers want. And the decisions Apple makes may indeed be
the right decisions for most people most of the time.

However, compared to Apple consumers I want more choices in my
technology products.

I want to make the kinds of decisions Apple makes, for myself. I want
to have a choice between a device with a keyboard or not. I want to
choose a device with a removable battery or not. I want to choose
which apps I want to load and which I don't. etc.

http://daringfireball.net/2013/03/open_and_shut


So who is right?

Apple is right. Hence it being preferred even *by power users* such as 
programmers. (not *all* of them but it is Winning™, especially with the ones 
who Care™)

OS X is not lacking choices or customization, by the way. It's BSD... Sort of like 
Ubuntu but well done instead of totally sucking. (e.g. the debacle where their 
stuff wasn't working with Xen and they didn't care. and OS X has much better 
UI, or human interface design as Apple correctly calls it)

So do you think DF is correct or not when he says, "Where others offer
choices, Apple makes decisions."?

I think DF is correct about that. You seem to be arguing that he's
wrong, but I'm not sure.

he meant iOS. well also the ipod shuffle for example. but not os x.

it's true to some extent but it really depends what you mean. apple offers the 
choice of being part of a less fragmented ecosystem, for example. android, too, 
offers only one choice on this issue, and it's the worse one *in isolation*. but in 
context it's related to various other choices, you get a bundle of choices that fit 
together.

what will seem to you to offer more options has to do with what kinds of options 
you consider relevant and important. there isn't some absolute measure of what 
counts as "one choice" anymore than "one idea" -- one has to count them in 
terms of some context and problem situation.

In the desktop environment here's what I mean by choice, so we can
discuss how OS X compares.

I agree that Ubuntu sucks - in a couple of very major ways. The first
way I've found to be true of all desktop Linux distros and regards the
hardware layer. Hardware that should work either flat-out doesn't
work, or requires way too much fiddling before it will do what it's
supposed to and if anything changes, you have to fiddle some more.
This is, ironically in light of Linux's reputation for choice,



profoundly anti-choice. There are lots of hardware devices that simply
can't be used or can't used well if Linux is your hardware desktop OS.

The second form of major suckage is unique to Ubuntu - the UI
("Unity") is absolutely horrible. I don't even know what they were
thinking there, but I haven't used Ubuntu since they switched to Unity
beyond "test" installations just to determine that it does, indeed,
still suck.

Linux on servers and server-like embedded devices, on the other hand,
is great.

it's ok. it depends. ubuntu in particular has all sorts of problems such, as a 
mentioned, their Xen issues.

os x can do basically the same stuff. i think linux is popular because of price and 
approximately equivalent usefulness for a lot of common server tasks (e.g. 
running nginx, postgresql, and rails or php).

It doesn't suck on servers because the range of hardware
devices there is much narrower and usually static post-install, and
the UI is largely irrelevant.

Windows on the desktop is great in terms of hardware support - tons of
choice and stuff usually just works. Pretty much every device made for
a PC will work with Windows. And the UI on 7 is OK (Windows 8 sucks).

But who would want to use a computer with "OK" UI when Apple is offering 
"good"?

But Windows security sucks, automation sucks, and integration with a
Linux server environment from Windows requires loading a ton of extra
software that basically sucks too.

FWIW, i'm not sure that windows security is actually worse. i believe it was worse 
a long time ago but then MS did improve it significantly. at this point, windows is 
targeted more. so it's harder to say, i don't know.

android on the other hand, i'm pretty sure, is actually worse at security than iOS. 
however i'm not sure how much this applies to intelligent users like yourself. it 



might just be a problem for the majority of people who also click on phishing links 
or whatever.

So here's my idea of choice: don't use Windows in the ways that it
sucks, and only use it in the way that it doesn't. Same goes for
Linux.

Run Windows 7 as the hardware OS, because its strongest feature is
hardware support. But do almost no actual work in it. Use Windows as a
hardware abstraction layer upon which to run virtual machines.

The VMs run Linux (Mint and RHEL - whose UIs at least don't suck) and
that's where the actual work gets done. You get broad and easy
hardware compatibility, great security, and decent UIs with this
combination.

Windows VMs can be used for Windows-only apps that need to be to
isolated from the network & the host for security reasons.

This has the added benefit that its possible to take one's working
environment (the VMs) to any hardware, load up a VM player if its not
already there, and go. The working system is also trivially easy to
keep backed up, or duplicate to try something new without risking the
existing install.

It also means switching to OS X as a hardware platform instead of
Windows would be trivial to do if it was actually better. All that
would be necessary is copy over the VMs and load the Mac version of
the VM software.

My perception - perhaps incorrect (and why I'm asking) is that Apple
avoids the Linux hardware problem by just explicitly limiting choice
in hardware devices. So you avoid fiddling with things endlessly
trying to get it to work in an OS X host like you would with a Linux
host, but a lot of stuff you could otherwise buy (or already own) and
plug in and just work with a Windows host isn't allowed under OS X.
That means moving to OS X would reduce the available choices in
hardware, and add no benefit.



i meant OS X is good for offering the user plenty of choices (e.g. for what 
software to get and run, how to customize his OS, how to customize his UI, that 
kind of stuff). yes hardware choice is limited, e.g. the choices and upgrades 
available for graphics cards is limited. (but there is no easy fix for this. it's not like 
Apple could just offer more hardware choices. graphics cards aren't very useful 
without quality drivers)

Or if one says that the main benefit of OS X is in its UI and apps,
then why not just run OS X instead of Linux in the VM under Windows?
I'd gladly pay for a copy of OS X to run in a VM if it was really
significantly better. My understanding from online reading is that
it's technically possible to do this. However, Apple doesn't allow it
unless OS X on Apple hardware is the host, so you violate the EULA if
you do it the way I want - again limiting choice with no benefit.

why do you assume or assert no benefit?

in this case the benefit is to apple! they want to sell more hardware and they think 
the value of OS X -- exclusively offered on their hardware -- can help them do 
that.

in other words apple is saying: we have this great product. but you have to buy it 
on our terms. we aren't going to give you the "choice" to get it at a big discount 
from our normal pricing structures.

The only way I can see getting a benefit from OS X over what I have
today is if I accept a monolithic OS that makes things easy as long as
you follow the rules.

how is it a monolithic os? what rules?

it's bsd... it's *not* some locked down bsd. what's the problem?

Meaning, I'd trade choice and flexibility for convenience.

still waiting for any discussion of any lost choice or flexibility *within* OS X.



Yet you seem to be saying that's not the tradeoff. I don't understand
how it isn't.

As to iOS, I think this sort of criticism should be concretized with actual specific 
examples. What are the top 5 useful common things you wanted to do on iOS 
that Apple doesn't want to let you, but Android did? (note: stuff that Apple 
would be happy to let you do, but simply has not implemented, doesn't count)

or maybe you should compare with a specific flavor of Android. few people use 
the pure stuff from Google (which pretty much everyone says is superior, but 
Google phone makers and carriers the choice to tweak their android to be 
worse. they started cracking down on this stuff -- reducing choice and 
customization -- but i haven't closely followed how far they've gotten. further, 
their crack down is not just benevolent helping the user, it's also about forcing 
Google services as defaults on people, whether they are best for the user or 
not. which brings up one of Google's big problems which is that its financial 
incentives are not aligned well with the interests of consumers. Apple's are).

My experience is with the Google Nexus phones (the "pure stuff"),
unlocked and with prepaid service. I dislike carrier subsidized phones
and service contracts for the same reason I'm discussing in regard to
Apple: I prefer more choices rather than less. There are no Android
apps I've ever tried that don't run well on my phone.

When I last switched smartphone platforms (from Palm) there was not an
unlocked iPhone available like there is now. Articles like this one:
http://www.tuaw.com/2010/08/12/camera-pulled-from-app-store-for-volume-
button-as-camera-shutt/

...also influenced my decision to go with Android. I want the ability
to use apps even if the manufacturer thinks they're confusing. Whether
or not an app is confusing is something I'd prefer to decide for
myself.

yes but

A) whether that particular app gets pulled is, in the overall context of these 
decisions, not very important. it should not be anything close to a deciding factor. 

http://www.tuaw.com/2010/08/12/camera-pulled-from-app-store-for-volume-button-as-camera-shutt/


the iOS app store still offers plenty of choices for camera apps and stuff like that.

B) apple offers the choice to have a non-confusing (or whatever) ecosystem. 
that's a different choice. better or worse, i don't see why that is "less" choice.

in other words, apple offers the apple-type ecosystem and experience. only. one 
choice. and android offers the android-type ecosystem and experience. only. one 
choice.

to decide one side is offering 'more choice' would require some carefully thought 
out way of counting choices.

Is it the Apple consumer, who values choice less than buying from a
company that makes good decisions for most people most of the time?

Or am I (and people like me) right to value choice more highly and, in
wanting more choice, to stay away from Apple products?

I think choice is something to be valued highly because people are
different to start with, and also because individuals' needs change
over time.

For example, someone who texts a lot will benefit from a device with a
hardware keyboard, whereas it's just a space and weight wasting
redundancy for those who don't text much.

First of all, I believe this is false. I think touch screen keyboard (plus mic) plus 
good software (perhaps like Swype, but there are various other approaches 
too. in short, IIRC, smart software only needs a little over one bit of input per 
letter of output, so keyboards are actually inefficient) is better than hardware 
keyboard (I mean a built in one. the option to plug one in is fine. but why have 
it permanently attached adding weight?).

You could be right for someone who texts a lot and learns how to use a
touch screen keyboard well - I don't know. All I can say is when I
have to type with the on-screen keyboard the experience still sucks a
lot compared to what it was on my old Palm Treo 600 with a physical
keyboard. I just don't type on my phone often enough to care very
much.



Second, where are the major Android devices offering hardware keyboards? 
How exactly is Apple offering less choice?

http://daringfireball.net/linked/2013/04/24/blackberry-q10

Today, I don't text much. So I have a phone that doesn't have a
hardware keyboard. Apple's decision in that regard is the same one
that I made. But I value the fact that if I choose to start texting a
lot, I could easily switch to a phone that has a hardware keyboard
without changing my OS or applications.

could you? did you ever actually check? what phone would you switch to?

Today, permanent hardware keyboards aren't a common choice. But they
were when I started with Android. It was a conscious choice to buy a
phone without one.

sounds like you thought you had a choice, but actually you had a different choice 
(like: to switch to a certain thing within X years, but then get forced off it 
eventually anyway).

i don't see much value there. what apple is offering is more consistent, the 
choices are more predictable.

we could say apple gives more choice, b/c if you're with apple you can:

1) keep having a consistent experience in the long term

2) totally change things up whenever you want (by switching off apple)

vs with android you can only have an inconsistent long term experience.

that's a little unfair but you get the point? which side has more choice really 
depends on what choices you care about and how you frame things.

http://daringfireball.net/linked/2013/04/24/blackberry-q10


What is the argument that people should value choices less?

keeping your options open, as a rule, involves tradeoffs. it's often not worth the 
cost.

for example, having a ton of device fragmentation means you get fewer and 
worse apps. having a small number of canonical devices and being careful 
about changes to important aspects (such as screen resolution) means 
more/better/cheaper software.

I don't think there's a lack of software for Android.

right. just a lack of equal quality software.

Most apps are
available for both iOS and Android, with a few available for one but
not the other. Is there an important app available for iOS with no
equivalent on Android?

yes of course. there are many.

i don't think you read daring fireball very carefully, even for the last few weeks!

http://daringfireball.net/linked/2013/04/19/twitter-music-android

another example is Infinity Blade.

I don't think Android software is more expensive than iOS software either.

BBC, for example, says *developing* for android is way more expensive.

android prices are often low. as far as i know, this is dealt with options like:

1) ads
2) low margins
3) selling user data

http://daringfireball.net/linked/2013/04/19/twitter-music-android


But really it's the "better" aspect I am most interested in, and why I
originally asked about it. Quality generally trumps quantity and price
in terms of value.

So far the only DF article I've read that seems relevant to the
argument that iOS apps are better than Android apps is this one:
http://daringfireball.net/2012/12/google_maps_iphone

DF's review seems to boil down to, google maps on iPhone is better
than google maps on Android because (...drum roll...) the iPhone
version doesn't offer the user as many choices as the Android version.

But this seems to lead to circularity: Less choice is better...because
it leads to better apps. Better in what way? The iOS apps are
better...because they offer less choice.

it also makes the hardware cheaper too, for that matter. this is a tradeoff we 
happily accept with many other things. for example, no one expects them to 
print off a bunch of versions of books to let you choose features. one with the 
index left out to be light weight. one with a dictionary added at the end. with 
one a bigger font. one with color art added. every combination. you could have 
dozens of editions of every book but it's not worth the manufacturing costs to 
provide choices like that. and this kind of fragmentation causes other problems 
too like getting page numbers out of sync.

A similar-spec'd Windows laptop is definitely less expensive than an Apple.

it doesn't really matter to me (apple is worth the price, i don't want windows 
whether it's cheaper or not), but FYI other people have compared and not 
reached that conclusion. so "definitely" and no info about what you compared is 
pretty unfair.

I'm not so sure about the relative expense of similar-spec'd Android
phones vs. iPhones.

iphone costs a little more i believe. not a ton. also this doesn't actually matter 
because the price of service for these phones is so big, who cares if your iphone 
cost an extra $100 for the hardware? over a 2 year contract, looking at total 
costs, that's going to be less than 10%.

http://daringfireball.net/2012/12/google_maps_iphone


Carrier pricing & subsidies make direct
comparisons more difficult in the phone space. My sense is the pricing
is about on par, though the range is larger on Android to match the
larger choices in device capability and quality. But I don't think the
iPhones are significantly *less* expensive for the same quality.

hold on. similar specs and "same quality" are very different. there don't exist any 
android phones of the same quality as iphones, looking at the full package.

specs aren't quality.

So while your example may be true for books it doesn't seem to be true
for computers and smartphones. My guess would be because most of the
economies of scale are reached relatively early in the worldwide
volume curve.

oh but you forgot about margins. apple has like 50% gross margins on iphones. 
it's making way more profit than anyone else. (which kinda means samsung, 
because no one else is making much money off android). lower costs of 
production do contribute to this.

another way to see apple's economy of manufacturing advantage is to look at 
ipod touch prices which no one is even trying to compete with. or ipad mini, 
factoring in margins, is impressive in terms of what they manage to get 
manufactured at what cost.

Something relevant that ought to be said here: when people talk of
value and expense they don't always mean the same thing. People can
and do use inexpensive / value to mean:
(1) Paying the least possible price to get a product that is passably
functional (minimizing expenditures or "Paying the least")
(2) Seeking the product with a price as close its cost of inputs as
possible (minimizing the producer's profit margins or "Getting the
most for the least")
(3) Seeking the product that makes you the most better off,
considering both what you get and what you pay (maximizing consumer
surplus or just "Getting the most")



well (3) is the one of interest here.

apple is not targeting (1) or (2).

(2) is pretty dumb -- you should care about how useful some components are to 
you, not what they cost to make. (1) is just not the target audience of high quality 
phones -- not the iphone and also not the galaxy S4 or or whatever.

Much criticism around Apple and their pricing seems to come from
people for whom value and expense are implicitly or explicitly defined
according to (1) or (2). (1) is the mentality of poverty and (2) is
built on the "profit is evil" premise, both of which I reject.

right. so they're wrong.

I'm not making those arguments against Apple's pricing and I don't
want to be confused with people who do.

agreed

I look for value in terms of (3). I'd willingly pay more, both in
absolute dollars and in terms of Apple's margin percentage, if I
thought that their products would genuinely be better *for me*.

further, most possible choices are bad choices and aren't useful.

Bad choices for everyone in all situations, or just bad choices for
many people in common situations?

most POSSIBLE choices are bad choices for everyone in all currently existing 
situations, and all situations that might reasonably be predicted to exist in the 
foreseeable future.

the set of possible choices, much like possible ideas, is very very big, and has a 
very very bad signal to noise ratio.



once you start narrowing down to any more relevant set, you have to face issues 
like: how do you narrow it down? what are the methods and rules? why are some 
choices excluded as irrelevant and not others? what are the criteria for more 
(relevant) choices?

without addressing issues like this, i don't think it means much of anything to 
claim one side or the other has "more choice".

further, some choices are hard and require domain knowledge, and most 
people are right to prefer an expert choose for them instead of trying to figure it 
out themselves which would be a lot of work and their choice would be super 
error prone anyway.

This is a true. I have more domain knowledge in tech than most people.

i do too, but i still use apple. what concrete problems is this causing me?

Most people I tell about my Windows host / Linux VM setup don't have
the first clue what I'm talking about, so for them such an environment
(and the choice it permits) isn't valuable unless they learned a lot
more.

i know what you're talking about. i use vmware (for windows not linux, just 
because of some windows only software), bootcamp and wine.

i just don't want to use linux at home. i see some downsides (e.g. apple offers 
good apps and interfaces) but not upsides (apple offers full fledged BSD, what's 
the problem?)

is the downside that i can't customize the hardware much? well ok, fair enough. 
though IME graphics performance in virtualization sucks anyway -- so gpu 
upgrade not too relevant to this comparison -- and i can upgrade ram and hard 
drive, and i didn't want to upgrade my cpu.

but so what? apple offers one choice including limited hardware upgrading. your 
setup is a different choice. i don't see why yours is "more choice" and therefore 
automatically better.

if you were arguing that you wanted a particular thing, such as to be able to 



upgrade your CPU, so it was better for you, i'd be like "ok. doesn't apply to most 
people but that's reasonable". but to me it just looks like you made different 
choices, which you prefer for reasons i don't find super compelling, but then on 
top of that you say it's better because what i see as a different set of choices you 
call more choices.

My father-in-law is the same way about cars. He hates cars that he
"can't work on" (meaning, they have less options available for
aftermarket tinkering) because he knows a lot about cars and can
optimize them to his needs. Me - I don't care whether or not I can
"work on" a car because I don't know a lot about cars, I just want to
get where I'm going and when my car breaks, I take it to the mechanic.

for some things you can set a default and allow optional changes but that 
complicates the interface, adds more settings for people to read through (most 
people don't want that), adds fragmentation of what people's devices are like 
(making it harder for app makers to provide a consistent experience), etc

Why is consistency of experience to be valued, instead of usefulness?

it is useful. e.g. you open up an app and in intuitively works if it's consistent with 
other apps.

Who cares if I have the same experience as my neighbor, if my
experience is useful to me and my neighbor's experience is useful to
him?

if two people have different experiences, then an app is going to have a hard time 
being consistent with both (in theory maybe it can read some settings and -- at 
significant development expense -- automatically match your experience).

it also streamlines tech support. this doesn't just save money for apple (which can 
be passed on to customers. whether it is or not depends on market conditions but 
the point is it's not just apple's benefit). it also means that when you do a forum 
search about your problems, you will find more posts from people with similar 
setups. so that's good. and when you watch a How To video on youtube, there 
will be fewer differences to worry about when doing it yourself.

-- Elliot Temple
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Podcasts on 'Appearance and Reality', etc.
Date: April 26, 2013 at 8:23 PM

On Apr 26, 2013, at 4:47 PM, Destructivist <deductivist@yahoo.com> wrote:

Elliot Temple wrote:

You could talk about people in general. It has nothing to do with me personally.

There are reasons for it: beef tastes better than wood, our bodies can extract 
energy from beef but not wood, beef is easier to chew, etc

None of these reasons have to do with me personally. You could make these 
arguments without mentioning me.

Now apply this to the God stuff.

I've tried repeatedly for several hours to make sense of your explanation of 
Alan's point, but failed. Now I'm despairing that I'm just not going to understand 
this new (to me) defense of atheism.

Maybe an example of how you can use God's own reason for wanting 
something some way without God's existence would clarify things.

if God doesn't want you to kill people because of his arbitrary personal whim, 
then there's no way to argue this without mentioning God.

but if God doesn't want you to kill people because that destroys value and 
win/win interactions are possible, you can make this argument without mentioning 
God.

PS stop sending HTML to the list. it breaks stuff. click "plain text mode" or 
whatever your email software has.

-- Elliot Temple
http://curi.us/

http://curi.us/


-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Podcasts on 'Appearance and Reality', etc.
Date: April 26, 2013 at 9:02 PM

On Fri, Apr 26, 2013 at 4:47 PM, Destructivist <deductivist@yahoo.com> wrote:
Elliot Temple wrote:

You could talk about people in general. It has nothing to do with me
personally.

There are reasons for it: beef tastes better than wood, our bodies can
extract energy from beef but not wood, beef is easier to chew, etc

None of these reasons have to do with me personally. You could make these
arguments without mentioning me.

Now apply this to the God stuff.

I've tried repeatedly for several hours to make sense of your explanation of
Alan's point, but failed. Now I'm despairing that I'm just not going to
understand this new (to me) defense of atheism.

FYI it's very old. It's from Socrates.

http://classics.mit.edu/Plato/euthyfro.html

Maybe if you read that dialog and google some commentary/explanations
for the dialog (there are plenty), it would clear things up. No need
to despair.

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://classics.mit.edu/Plato/euthyfro.html
https://groups.google.com/groups/opt_out


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] iOS, epistemology
Date: April 27, 2013 at 1:36 AM

On Fri, Apr 26, 2013 at 5:21 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 26, 2013, at 4:21 PM, Jason <auvenj@gmail.com> wrote:

On Thu, Apr 25, 2013 at 9:50 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 25, 2013, at 9:19 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 9:01 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 8:50 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 5:47 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 5:33 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 3:46 PM, Elliot Temple <curi@curi.us> wrote:
one thing ppl don't understand about ios devices is it can take a long 
time to integrate them into one's life more and more

they try too hard to think "what do i need an ipad for -- now?"  but 
they shouldn't expect to know all the ways they will use it in advance

also of note: ios devices have so much potential, so many options. 
but just one or two uses can easily pay for a multiple of their cost.

this connects with epistemology. often a fairly general purpose idea is 
worthwhile and "paid for" with just one or two uses; the rest is bonus

Do you think iOS is significantly better than other systems in this 
regard?

I think iOS is far better than Android in general. But I don't think what I 
talked about is an iOS advantage. if you keep an Android devices 
around for 2 years, by the end of those 2 years you could find more 
things to do with it, more ways to use it.



One iOS advantage is better apps. That does give you more potential to 
find ways to use it as you go along I guess. But that's really just an 
instance of whatever is better will have more ways worth integrating it 
into your life.

In what ways do you think iOS apps are better than Android apps?

read Daring Fireball for a year. if you still don't know, ask again. (reading a 
year of archives is acceptable)

I didn't get far before I found what for me has long been the central
consideration in my assessment of Apple products:

From: http://daringfireball.net/2013/03/open_and_shut
Who is Apple to decide which apps are in the App Store? That no phone 
will have a hardware keyboard or removable battery? That modern devices 
are better off without Flash Player and Java?

Where others offer choices, Apple makes decisions. What some of us 
appreciate is what so rankles the others — that those decisions have so 
often and consistently been right.

This matter of choices and whether it's objectively good or bad to
want more choices in a tech product interests me.

I think that DF is correct when he writes that Apple makes decisions
where others offer choices. I think this is one of the key
differentiators between Apple and other consumer tech companies.

Apple's decisions like the ones DF mentions may indeed be what many or
even most consumers want. And the decisions Apple makes may indeed be
the right decisions for most people most of the time.

However, compared to Apple consumers I want more choices in my
technology products.

I want to make the kinds of decisions Apple makes, for myself. I want
to have a choice between a device with a keyboard or not. I want to
choose a device with a removable battery or not. I want to choose

http://daringfireball.net/2013/03/open_and_shut


which apps I want to load and which I don't. etc.

So who is right?

Apple is right. Hence it being preferred even *by power users* such as 
programmers. (not *all* of them but it is Winning™, especially with the ones 
who Care™)

OS X is not lacking choices or customization, by the way. It's BSD... Sort of 
like Ubuntu but well done instead of totally sucking. (e.g. the debacle where 
their stuff wasn't working with Xen and they didn't care. and OS X has much 
better UI, or human interface design as Apple correctly calls it)

So do you think DF is correct or not when he says, "Where others offer
choices, Apple makes decisions."?

I think DF is correct about that. You seem to be arguing that he's
wrong, but I'm not sure.

he meant iOS. well also the ipod shuffle for example. but not os x.

it's true to some extent but it really depends what you mean. apple offers the 
choice of being part of a less fragmented ecosystem, for example. android, too, 
offers only one choice on this issue, and it's the worse one *in isolation*. but in 
context it's related to various other choices, you get a bundle of choices that fit 
together.

what will seem to you to offer more options has to do with what kinds of options 
you consider relevant and important. there isn't some absolute measure of what 
counts as "one choice" anymore than "one idea" -- one has to count them in 
terms of some context and problem situation.

In the desktop environment here's what I mean by choice, so we can
discuss how OS X compares.

I agree that Ubuntu sucks - in a couple of very major ways. The first
way I've found to be true of all desktop Linux distros and regards the
hardware layer. Hardware that should work either flat-out doesn't
work, or requires way too much fiddling before it will do what it's



supposed to and if anything changes, you have to fiddle some more.
This is, ironically in light of Linux's reputation for choice,
profoundly anti-choice. There are lots of hardware devices that simply
can't be used or can't used well if Linux is your hardware desktop OS.

The second form of major suckage is unique to Ubuntu - the UI
("Unity") is absolutely horrible. I don't even know what they were
thinking there, but I haven't used Ubuntu since they switched to Unity
beyond "test" installations just to determine that it does, indeed,
still suck.

Linux on servers and server-like embedded devices, on the other hand,
is great.

it's ok. it depends. ubuntu in particular has all sorts of problems such, as a 
mentioned, their Xen issues.

I wasn't aware that anyone ever took the idea of Ubuntu on servers
seriously. :-)

I've only used SUSE and RHEL and a company's internal Linux
distribution on servers. Currently most my work is with RHEL.

os x can do basically the same stuff. i think linux is popular because of price and 
approximately equivalent usefulness for a lot of common server tasks (e.g. 
running nginx, postgresql, and rails or php).

OS X can't run on Z-series hardware. At one time it ran on Power
hardware (since Macs used Power chips too) but I'm not sure if the
later versions still do. Linux does both of those as well as Intel and
ARM and a bunch of others.

Even in the x86 space, consider something like a Scale-Out Network
Attached Storage appliance with embedded multi-socket rack mount x86
server nodes - would Apple even *allow* such a use of OS X?

Some Linux distros may be popular due to being free, but RHEL isn't
free and its popularity is probably not related to price. It is
related to flexibility, at least in my applications.



It doesn't suck on servers because the range of hardware
devices there is much narrower and usually static post-install, and
the UI is largely irrelevant.

Windows on the desktop is great in terms of hardware support - tons of
choice and stuff usually just works. Pretty much every device made for
a PC will work with Windows. And the UI on 7 is OK (Windows 8 sucks).

But who would want to use a computer with "OK" UI when Apple is offering 
"good"?

It's been a decade since any UI impressed me in anything other than a
bad way (i.e. Unity and Windows 8). I'm not saying there haven't been
incremental improvements but I've not seen or heard of anything that
made me go, "wow, I really need that". There hasn't been a desktop UI
change I've tried and decided is must-have since Windows XP.

But I haven't tried the OS X UI. I'll go to an Apple store and try it
out - what makes it significantly better?

But Windows security sucks, automation sucks, and integration with a
Linux server environment from Windows requires loading a ton of extra
software that basically sucks too.

FWIW, i'm not sure that windows security is actually worse. i believe it was 
worse a long time ago but then MS did improve it significantly. at this point, 
windows is targeted more. so it's harder to say, i don't know.

I think you're right, but for practical purposes it doesn't matter. I
don't want to do my web surfing and email and document collaboration
in Windows because it's too easy to get drive-by infected or you've
got to run a load of intrusive gorp to protect yourself.

android on the other hand, i'm pretty sure, is actually worse at security than iOS. 
however i'm not sure how much this applies to intelligent users like yourself. it 
might just be a problem for the majority of people who also click on phishing 
links or whatever.

Android is worse security for precisely the reason we've been



discussing. Infected apps can make it into the Android app store
easier than they can make it into the iOS app store.

So here's my idea of choice: don't use Windows in the ways that it
sucks, and only use it in the way that it doesn't. Same goes for
Linux.

Run Windows 7 as the hardware OS, because its strongest feature is
hardware support. But do almost no actual work in it. Use Windows as a
hardware abstraction layer upon which to run virtual machines.

The VMs run Linux (Mint and RHEL - whose UIs at least don't suck) and
that's where the actual work gets done. You get broad and easy
hardware compatibility, great security, and decent UIs with this
combination.

Windows VMs can be used for Windows-only apps that need to be to
isolated from the network & the host for security reasons.

This has the added benefit that its possible to take one's working
environment (the VMs) to any hardware, load up a VM player if its not
already there, and go. The working system is also trivially easy to
keep backed up, or duplicate to try something new without risking the
existing install.

It also means switching to OS X as a hardware platform instead of
Windows would be trivial to do if it was actually better. All that
would be necessary is copy over the VMs and load the Mac version of
the VM software.

My perception - perhaps incorrect (and why I'm asking) is that Apple
avoids the Linux hardware problem by just explicitly limiting choice
in hardware devices. So you avoid fiddling with things endlessly
trying to get it to work in an OS X host like you would with a Linux
host, but a lot of stuff you could otherwise buy (or already own) and
plug in and just work with a Windows host isn't allowed under OS X.
That means moving to OS X would reduce the available choices in
hardware, and add no benefit.

i meant OS X is good for offering the user plenty of choices (e.g. for what 



software to get and run, how to customize his OS, how to customize his UI, that 
kind of stuff). yes hardware choice is limited, e.g. the choices and upgrades 
available for graphics cards is limited. (but there is no easy fix for this. it's not 
like Apple could just offer more hardware choices. graphics cards aren't very 
useful without quality drivers)

Graphics is one of my concerns.

One of my laptops is a Lenovo W520. It has both integrated & discrete
graphics on board & can drive 3 monitors. But when on battery (which
is also when not likely to be connected to external monitors) it shuts
down the discrete card to save power. This is handled beautifully in
Windows. I haven't found a Linux distro that will even drive the 3
monitors in docked mode without a lot of tweaking, and none that
handle the card even close to as well as windows.

Graphics *performance* doesn't matter to me in any modern sense, just
the number of monitors & pixel count. I'm displaying text, 2-D
graphics, sometimes video or static 3-D CAD models. If it'll play HD
video at 30 fps that's all I ever care about and the VMs do that
easily. I don't play video games.

Or if one says that the main benefit of OS X is in its UI and apps,
then why not just run OS X instead of Linux in the VM under Windows?
I'd gladly pay for a copy of OS X to run in a VM if it was really
significantly better. My understanding from online reading is that
it's technically possible to do this. However, Apple doesn't allow it
unless OS X on Apple hardware is the host, so you violate the EULA if
you do it the way I want - again limiting choice with no benefit.

why do you assume or assert no benefit?

in this case the benefit is to apple! they want to sell more hardware and they 
think the value of OS X -- exclusively offered on their hardware -- can help them 
do that.

in other words apple is saying: we have this great product. but you have to buy it 
on our terms. we aren't going to give you the "choice" to get it at a big discount 
from our normal pricing structures.



Per the discussion of value previously I'm not interested in screwing
Apple. But neither am I interested (nor should I be) in what benefits
Apple derives it constrains me in the process. Apple's benefit is not
my benefit.

What is your position on DRM? I see DRM the same way - DRM might
arguably benefit the producer but as a consumer it is zero benefit
(actually negative benefit) to me and I actively avoid it where
practical and relevant.

The only way I can see getting a benefit from OS X over what I have
today is if I accept a monolithic OS that makes things easy as long as
you follow the rules.

how is it a monolithic os? what rules?

The rules that say I can't run OS X in a VM on non-Apple hardware.

it's bsd... it's *not* some locked down bsd. what's the problem?

It lacks support for as broad a hardware selection as Windows, so it's
worse as a hardware abstraction layer. And it's not allowed to be run
in a VM on non-Apple hardware, which limits its value as a work
environment.

Meaning, I'd trade choice and flexibility for convenience.

still waiting for any discussion of any lost choice or flexibility *within* OS X.

Yet you seem to be saying that's not the tradeoff. I don't understand
how it isn't.

As to iOS, I think this sort of criticism should be concretized with actual 
specific examples. What are the top 5 useful common things you wanted to 
do on iOS that Apple doesn't want to let you, but Android did? (note: stuff that 
Apple would be happy to let you do, but simply has not implemented, doesn't 
count)

or maybe you should compare with a specific flavor of Android. few people 



use the pure stuff from Google (which pretty much everyone says is superior, 
but Google phone makers and carriers the choice to tweak their android to be 
worse. they started cracking down on this stuff -- reducing choice and 
customization -- but i haven't closely followed how far they've gotten. further, 
their crack down is not just benevolent helping the user, it's also about forcing 
Google services as defaults on people, whether they are best for the user or 
not. which brings up one of Google's big problems which is that its financial 
incentives are not aligned well with the interests of consumers. Apple's are).

My experience is with the Google Nexus phones (the "pure stuff"),
unlocked and with prepaid service. I dislike carrier subsidized phones
and service contracts for the same reason I'm discussing in regard to
Apple: I prefer more choices rather than less. There are no Android
apps I've ever tried that don't run well on my phone.

When I last switched smartphone platforms (from Palm) there was not an
unlocked iPhone available like there is now. Articles like this one:
http://www.tuaw.com/2010/08/12/camera-pulled-from-app-store-for-volume-
button-as-camera-shutt/

...also influenced my decision to go with Android. I want the ability
to use apps even if the manufacturer thinks they're confusing. Whether
or not an app is confusing is something I'd prefer to decide for
myself.

yes but

A) whether that particular app gets pulled is, in the overall context of these 
decisions, not very important. it should not be anything close to a deciding 
factor. the iOS app store still offers plenty of choices for camera apps and stuff 
like that.

It's not the fate of this particular app that's important. What's
important is the philosophy of Apple exercising that degree of control
over the apps that are allowed to run on its platform. Whether you
agree or disagree with that philosophy - it's important!

B) apple offers the choice to have a non-confusing (or whatever) ecosystem. 
that's a different choice. better or worse, i don't see why that is "less" choice.

http://www.tuaw.com/2010/08/12/camera-pulled-from-app-store-for-volume-button-as-camera-shutt/


in other words, apple offers the apple-type ecosystem and experience. only. one 
choice. and android offers the android-type ecosystem and experience. only. 
one choice.

to decide one side is offering 'more choice' would require some carefully thought 
out way of counting choices.

This seems like equivocation / doublespeak - at any rate I don't understand it.

I'll return to DF's statement, which was quite clear on this matter:
"Where others offer choices, Apple makes decisions."

Do you agree or disagree that DF's statement is accurate about iOS devices?

Is it the Apple consumer, who values choice less than buying from a
company that makes good decisions for most people most of the time?

Or am I (and people like me) right to value choice more highly and, in
wanting more choice, to stay away from Apple products?

I think choice is something to be valued highly because people are
different to start with, and also because individuals' needs change
over time.

For example, someone who texts a lot will benefit from a device with a
hardware keyboard, whereas it's just a space and weight wasting
redundancy for those who don't text much.

First of all, I believe this is false. I think touch screen keyboard (plus mic) plus 
good software (perhaps like Swype, but there are various other approaches 
too. in short, IIRC, smart software only needs a little over one bit of input per 
letter of output, so keyboards are actually inefficient) is better than hardware 
keyboard (I mean a built in one. the option to plug one in is fine. but why have 
it permanently attached adding weight?).

You could be right for someone who texts a lot and learns how to use a
touch screen keyboard well - I don't know. All I can say is when I
have to type with the on-screen keyboard the experience still sucks a
lot compared to what it was on my old Palm Treo 600 with a physical
keyboard. I just don't type on my phone often enough to care very



much.

Second, where are the major Android devices offering hardware keyboards? 
How exactly is Apple offering less choice?

http://daringfireball.net/linked/2013/04/24/blackberry-q10

Today, I don't text much. So I have a phone that doesn't have a
hardware keyboard. Apple's decision in that regard is the same one
that I made. But I value the fact that if I choose to start texting a
lot, I could easily switch to a phone that has a hardware keyboard
without changing my OS or applications.

could you? did you ever actually check? what phone would you switch to?

Today, permanent hardware keyboards aren't a common choice. But they
were when I started with Android. It was a conscious choice to buy a
phone without one.

sounds like you thought you had a choice, but actually you had a different 
choice (like: to switch to a certain thing within X years, but then get forced off it 
eventually anyway).

i don't see much value there. what apple is offering is more consistent, the 
choices are more predictable.

we could say apple gives more choice, b/c if you're with apple you can:

1) keep having a consistent experience in the long term

2) totally change things up whenever you want (by switching off apple)

vs with android you can only have an inconsistent long term experience.

that's a little unfair but you get the point? which side has more choice really 
depends on what choices you care about and how you frame things.

No, I don't get the point. It seems to me that Apple has a conscious,
considered policy of constraining choice as compared to other vendors.

http://daringfireball.net/linked/2013/04/24/blackberry-q10


I think Daring Fireball recognizes this too, and he thinks its a good
thing. I think it's important discuss whether it's good or bad, and
for whom, but I don't understand the apparent convoluted effort to
deny that it is what Apple does.

What is the argument that people should value choices less?

keeping your options open, as a rule, involves tradeoffs. it's often not worth 
the cost.

for example, having a ton of device fragmentation means you get fewer and 
worse apps. having a small number of canonical devices and being careful 
about changes to important aspects (such as screen resolution) means 
more/better/cheaper software.

I don't think there's a lack of software for Android.

right. just a lack of equal quality software.

Most apps are
available for both iOS and Android, with a few available for one but
not the other. Is there an important app available for iOS with no
equivalent on Android?

yes of course. there are many.

i don't think you read daring fireball very carefully, even for the last few weeks!

http://daringfireball.net/linked/2013/04/19/twitter-music-android

another example is Infinity Blade.

I don't think Android software is more expensive than iOS software either.

BBC, for example, says *developing* for android is way more expensive.

android prices are often low. as far as i know, this is dealt with options like:

http://daringfireball.net/linked/2013/04/19/twitter-music-android


1) ads
2) low margins
3) selling user data

But really it's the "better" aspect I am most interested in, and why I
originally asked about it. Quality generally trumps quantity and price
in terms of value.

So far the only DF article I've read that seems relevant to the
argument that iOS apps are better than Android apps is this one:
http://daringfireball.net/2012/12/google_maps_iphone

DF's review seems to boil down to, google maps on iPhone is better
than google maps on Android because (...drum roll...) the iPhone
version doesn't offer the user as many choices as the Android version.

But this seems to lead to circularity: Less choice is better...because
it leads to better apps. Better in what way? The iOS apps are
better...because they offer less choice.

it also makes the hardware cheaper too, for that matter. this is a tradeoff we 
happily accept with many other things. for example, no one expects them to 
print off a bunch of versions of books to let you choose features. one with the 
index left out to be light weight. one with a dictionary added at the end. with 
one a bigger font. one with color art added. every combination. you could 
have dozens of editions of every book but it's not worth the manufacturing 
costs to provide choices like that. and this kind of fragmentation causes other 
problems too like getting page numbers out of sync.

A similar-spec'd Windows laptop is definitely less expensive than an Apple.

it doesn't really matter to me (apple is worth the price, i don't want windows 
whether it's cheaper or not), but FYI other people have compared and not 
reached that conclusion. so "definitely" and no info about what you compared is 
pretty unfair.

I'm not so sure about the relative expense of similar-spec'd Android

http://daringfireball.net/2012/12/google_maps_iphone


phones vs. iPhones.

iphone costs a little more i believe. not a ton. also this doesn't actually matter 
because the price of service for these phones is so big, who cares if your iphone 
cost an extra $100 for the hardware? over a 2 year contract, looking at total 
costs, that's going to be less than 10%.

Carrier pricing & subsidies make direct
comparisons more difficult in the phone space. My sense is the pricing
is about on par, though the range is larger on Android to match the
larger choices in device capability and quality. But I don't think the
iPhones are significantly *less* expensive for the same quality.

hold on. similar specs and "same quality" are very different. there don't exist any 
android phones of the same quality as iphones, looking at the full package.

specs aren't quality.

So while your example may be true for books it doesn't seem to be true
for computers and smartphones. My guess would be because most of the
economies of scale are reached relatively early in the worldwide
volume curve.

oh but you forgot about margins. apple has like 50% gross margins on iphones. 
it's making way more profit than anyone else. (which kinda means samsung, 
because no one else is making much money off android). lower costs of 
production do contribute to this.

another way to see apple's economy of manufacturing advantage is to look at 
ipod touch prices which no one is even trying to compete with. or ipad mini, 
factoring in margins, is impressive in terms of what they manage to get 
manufactured at what cost.

Something relevant that ought to be said here: when people talk of
value and expense they don't always mean the same thing. People can
and do use inexpensive / value to mean:
(1) Paying the least possible price to get a product that is passably
functional (minimizing expenditures or "Paying the least")



(2) Seeking the product with a price as close its cost of inputs as
possible (minimizing the producer's profit margins or "Getting the
most for the least")
(3) Seeking the product that makes you the most better off,
considering both what you get and what you pay (maximizing consumer
surplus or just "Getting the most")

well (3) is the one of interest here.

apple is not targeting (1) or (2).

(2) is pretty dumb -- you should care about how useful some components are to 
you, not what they cost to make. (1) is just not the target audience of high 
quality phones -- not the iphone and also not the galaxy S4 or or whatever.

Much criticism around Apple and their pricing seems to come from
people for whom value and expense are implicitly or explicitly defined
according to (1) or (2). (1) is the mentality of poverty and (2) is
built on the "profit is evil" premise, both of which I reject.

right. so they're wrong.

I'm not making those arguments against Apple's pricing and I don't
want to be confused with people who do.

agreed

I look for value in terms of (3). I'd willingly pay more, both in
absolute dollars and in terms of Apple's margin percentage, if I
thought that their products would genuinely be better *for me*.

further, most possible choices are bad choices and aren't useful.

Bad choices for everyone in all situations, or just bad choices for
many people in common situations?



most POSSIBLE choices are bad choices for everyone in all currently existing 
situations, and all situations that might reasonably be predicted to exist in the 
foreseeable future.

the set of possible choices, much like possible ideas, is very very big, and has a 
very very bad signal to noise ratio.

once you start narrowing down to any more relevant set, you have to face 
issues like: how do you narrow it down? what are the methods and rules? why 
are some choices excluded as irrelevant and not others? what are the criteria 
for more (relevant) choices?

without addressing issues like this, i don't think it means much of anything to 
claim one side or the other has "more choice".

further, some choices are hard and require domain knowledge, and most 
people are right to prefer an expert choose for them instead of trying to figure 
it out themselves which would be a lot of work and their choice would be 
super error prone anyway.

This is a true. I have more domain knowledge in tech than most people.

i do too, but i still use apple. what concrete problems is this causing me?

I don't know. Maybe none. Maybe a lot, if there are hardware devices
you could benefit from but don't because they don't work with Apple.

What concrete problems is not using Apple causing me?

Most people I tell about my Windows host / Linux VM setup don't have
the first clue what I'm talking about, so for them such an environment
(and the choice it permits) isn't valuable unless they learned a lot
more.

i know what you're talking about. i use vmware (for windows not linux, just 
because of some windows only software), bootcamp and wine.

i just don't want to use linux at home. i see some downsides (e.g. apple offers 



good apps and interfaces) but not upsides (apple offers full fledged BSD, what's 
the problem?)

is the downside that i can't customize the hardware much? well ok, fair enough. 
though IME graphics performance in virtualization sucks anyway -- so gpu 
upgrade not too relevant to this comparison -- and i can upgrade ram and hard 
drive, and i didn't want to upgrade my cpu.

but so what? apple offers one choice including limited hardware upgrading. your 
setup is a different choice. i don't see why yours is "more choice" and therefore 
automatically better.

if you were arguing that you wanted a particular thing, such as to be able to 
upgrade your CPU, so it was better for you, i'd be like "ok. doesn't apply to most 
people but that's reasonable". but to me it just looks like you made different 
choices, which you prefer for reasons i don't find super compelling, but then on 
top of that you say it's better because what i see as a different set of choices 
you call more choices.

I want an approximate 15 inch form factor laptop (fits the plethora of
cases, backpacks, lapdesks, and stands I already have) with 1080p or
higher display, 4 memory DIMMs, an SSD, an HDD and a hot swappable
optical drive or second HDD, all internal, and a GPU complement that
drives 3 monitors at 1080p or higher. I want to use the monitors and
USB scanners, external drives, keyboards, mice, sound cards, X-10
controller, HDTV stick, fax stick, eSATA interface and LFF SATA / IDE
HDD dock I already have. Downloading new drivers / apps for the
hardware not included with the OS is perfectly OK. Coding my own
drivers is not. :-) I'll let use of the docking station I already have
slide, since that changes nearly every generation with Windows laptops
anyway.

Some of that is undoubtedly possible with OS X. I'd be shocked in a
good way if it all is.

On the flip side, what hardware devices do you (or the average Mac
owner) have that would plug in (USB or other standard interface) to a
Windows system but wouldn't work in Windows? What can you buy in a Mac
hardware configuration that you can't get in a Windows configuration?
Oh wait, I think I know that the answer to the second question is



"none" because you can run Windows on any of Apple's hardware you
want. Just not vice-versa.

It seems Windows has lots of hardware options that Mac doesn't, but
Mac has few if any hardware options that Windows doesn't. That is what
I mean by Windows has "more choice". I thought you'd agree, and just
argue that more choice is bad or not worth the complexity or offset by
Apple's spectacular UI or something. I don't get the idea that Windows
having more choice is some kind of an illusion.

By the way I'm not arguing that more choice is automatically better.
I'm arguing that it is better ceteris paribus, and that it is worth
some tradeoff in convenience or aesthetics or intuitiveness for those
that are knowledgeable in the field.

I'm not sure how much. I'm not loyal to the Windows or Linux platform.
Windows 8 UI does suck at least until you get past the stupid start
screen, to the point of driving me to at least consider some other
host OS as Windows 7 ages. It occurs to me that I haven't looked at
Apple in a long time which is why I'm interested. If I was still sure
Apple wasn't for me I wouldn't bother discussing it.

My father-in-law is the same way about cars. He hates cars that he
"can't work on" (meaning, they have less options available for
aftermarket tinkering) because he knows a lot about cars and can
optimize them to his needs. Me - I don't care whether or not I can
"work on" a car because I don't know a lot about cars, I just want to
get where I'm going and when my car breaks, I take it to the mechanic.

for some things you can set a default and allow optional changes but that 
complicates the interface, adds more settings for people to read through 
(most people don't want that), adds fragmentation of what people's devices 
are like (making it harder for app makers to provide a consistent experience), 
etc

Why is consistency of experience to be valued, instead of usefulness?

it is useful. e.g. you open up an app and in intuitively works if it's consistent with 
other apps.



The flip side to not having been impressed by a UI enhancement
recently is that I haven't been confused by an app since...I don't
remember when. They all work intuitively. Maybe because I don't try
that many apps - I don't generally go hunting for apps unless I've
already got some idea what I want it for.

Who cares if I have the same experience as my neighbor, if my
experience is useful to me and my neighbor's experience is useful to
him?

if two people have different experiences, then an app is going to have a hard 
time being consistent with both (in theory maybe it can read some settings and -
- at significant development expense -- automatically match your experience).

it also streamlines tech support. this doesn't just save money for apple (which 
can be passed on to customers. whether it is or not depends on market 
conditions but the point is it's not just apple's benefit). it also means that when 
you do a forum search about your problems, you will find more posts from 
people with similar setups. so that's good. and when you watch a How To video 
on youtube, there will be fewer differences to worry about when doing it 
yourself.

I don't know about OS X forum searches, but I can say that Linux forum
searches are way more helpful than Windows forum searches despite the
vastly larger Windows user population and vastly greater Linux
fragmentation. I think it's just because Linux users are way more
capable and likely to try to write useful stuff in forums.

--Jason

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] iOS, epistemology
Date: April 27, 2013 at 3:36 AM

On Apr 26, 2013, at 10:36 PM, Jason <auvenj@gmail.com> wrote:

On Fri, Apr 26, 2013 at 5:21 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 26, 2013, at 4:21 PM, Jason <auvenj@gmail.com> wrote:

On Thu, Apr 25, 2013 at 9:50 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 25, 2013, at 9:19 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 9:01 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 8:50 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 5:47 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 5:33 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 3:46 PM, Elliot Temple <curi@curi.us> 
wrote:

one thing ppl don't understand about ios devices is it can take a 
long time to integrate them into one's life more and more

they try too hard to think "what do i need an ipad for -- now?"  but 
they shouldn't expect to know all the ways they will use it in 
advance

also of note: ios devices have so much potential, so many options. 
but just one or two uses can easily pay for a multiple of their cost.

this connects with epistemology. often a fairly general purpose idea 
is worthwhile and "paid for" with just one or two uses; the rest is 
bonus

Do you think iOS is significantly better than other systems in this 
regard?



I think iOS is far better than Android in general. But I don't think what I 
talked about is an iOS advantage. if you keep an Android devices 
around for 2 years, by the end of those 2 years you could find more 
things to do with it, more ways to use it.

One iOS advantage is better apps. That does give you more potential 
to find ways to use it as you go along I guess. But that's really just an 
instance of whatever is better will have more ways worth integrating it 
into your life.

In what ways do you think iOS apps are better than Android apps?

read Daring Fireball for a year. if you still don't know, ask again. (reading 
a year of archives is acceptable)

I didn't get far before I found what for me has long been the central
consideration in my assessment of Apple products:

From: http://daringfireball.net/2013/03/open_and_shut
Who is Apple to decide which apps are in the App Store? That no phone 
will have a hardware keyboard or removable battery? That modern 
devices are better off without Flash Player and Java?

Where others offer choices, Apple makes decisions. What some of us 
appreciate is what so rankles the others — that those decisions have so 
often and consistently been right.

This matter of choices and whether it's objectively good or bad to
want more choices in a tech product interests me.

I think that DF is correct when he writes that Apple makes decisions
where others offer choices. I think this is one of the key
differentiators between Apple and other consumer tech companies.

Apple's decisions like the ones DF mentions may indeed be what many or
even most consumers want. And the decisions Apple makes may indeed 
be
the right decisions for most people most of the time.

http://daringfireball.net/2013/03/open_and_shut


However, compared to Apple consumers I want more choices in my
technology products.

I want to make the kinds of decisions Apple makes, for myself. I want
to have a choice between a device with a keyboard or not. I want to
choose a device with a removable battery or not. I want to choose
which apps I want to load and which I don't. etc.

So who is right?

Apple is right. Hence it being preferred even *by power users* such as 
programmers. (not *all* of them but it is Winning™, especially with the ones 
who Care™)

OS X is not lacking choices or customization, by the way. It's BSD... Sort of 
like Ubuntu but well done instead of totally sucking. (e.g. the debacle where 
their stuff wasn't working with Xen and they didn't care. and OS X has much 
better UI, or human interface design as Apple correctly calls it)

So do you think DF is correct or not when he says, "Where others offer
choices, Apple makes decisions."?

I think DF is correct about that. You seem to be arguing that he's
wrong, but I'm not sure.

he meant iOS. well also the ipod shuffle for example. but not os x.

it's true to some extent but it really depends what you mean. apple offers the 
choice of being part of a less fragmented ecosystem, for example. android, 
too, offers only one choice on this issue, and it's the worse one *in isolation*. 
but in context it's related to various other choices, you get a bundle of choices 
that fit together.

what will seem to you to offer more options has to do with what kinds of 
options you consider relevant and important. there isn't some absolute 
measure of what counts as "one choice" anymore than "one idea" -- one has to 
count them in terms of some context and problem situation.

In the desktop environment here's what I mean by choice, so we can



discuss how OS X compares.

I agree that Ubuntu sucks - in a couple of very major ways. The first
way I've found to be true of all desktop Linux distros and regards the
hardware layer. Hardware that should work either flat-out doesn't
work, or requires way too much fiddling before it will do what it's
supposed to and if anything changes, you have to fiddle some more.
This is, ironically in light of Linux's reputation for choice,
profoundly anti-choice. There are lots of hardware devices that simply
can't be used or can't used well if Linux is your hardware desktop OS.

The second form of major suckage is unique to Ubuntu - the UI
("Unity") is absolutely horrible. I don't even know what they were
thinking there, but I haven't used Ubuntu since they switched to Unity
beyond "test" installations just to determine that it does, indeed,
still suck.

Linux on servers and server-like embedded devices, on the other hand,
is great.

it's ok. it depends. ubuntu in particular has all sorts of problems such, as a 
mentioned, their Xen issues.

I wasn't aware that anyone ever took the idea of Ubuntu on servers
seriously. :-)

I've only used SUSE and RHEL and a company's internal Linux
distribution on servers. Currently most my work is with RHEL.

os x can do basically the same stuff. i think linux is popular because of price 
and approximately equivalent usefulness for a lot of common server tasks (e.g. 
running nginx, postgresql, and rails or php).

OS X can't run on Z-series hardware. At one time it ran on Power
hardware (since Macs used Power chips too) but I'm not sure if the
later versions still do. Linux does both of those as well as Intel and
ARM and a bunch of others.

Even in the x86 space, consider something like a Scale-Out Network
Attached Storage appliance with embedded multi-socket rack mount x86



server nodes - would Apple even *allow* such a use of OS X?

i don't know what that is.

Some Linux distros may be popular due to being free, but RHEL isn't
free and its popularity is probably not related to price. It is
related to flexibility, at least in my applications.

sounds like linux offers a certain set of obscure choices which are valuable to 
certain people.

ok. great.

i don't get why that is "more choice" (it's clearly different choices, but by what 
standard is it more? all design decisions have tradeoffs. more of something, less 
of something else. sometimes the something else isn't valuable or is less 
valuable, but one has to argue such things), or makes apple worse (in general) or 
anything though.

It doesn't suck on servers because the range of hardware
devices there is much narrower and usually static post-install, and
the UI is largely irrelevant.

Windows on the desktop is great in terms of hardware support - tons of
choice and stuff usually just works. Pretty much every device made for
a PC will work with Windows. And the UI on 7 is OK (Windows 8 sucks).

But who would want to use a computer with "OK" UI when Apple is offering 
"good"?

It's been a decade since any UI impressed me in anything other than a
bad way (i.e. Unity and Windows 8). I'm not saying there haven't been
incremental improvements but I've not seen or heard of anything that
made me go, "wow, I really need that". There hasn't been a desktop UI
change I've tried and decided is must-have since Windows XP.

But I haven't tried the OS X UI. I'll go to an Apple store and try it
out - what makes it significantly better?



comparing safari, chrome and firefox on OS X might be a decent thing to look 
over. but i am not a UI professional and don't really know how to explain it 
though.

but don't worry, samsung has professionals who do. for iOS at least. here is their 
document of detailed ways to copy the iphone. it also serves as a list of many 
ways android design was stupid and apple's was better (or at least samsung's 
version of android. i'm not sure how many of these are universal. samsung's is 
the only android making money though. not counting forks like kindle and china 
android stuff):

http://www.scribd.com/doc/102317767/Samsung-Relative-Evaluation-Report-on-
S1-iPhone

as one example, android's "end call" button was placed badly right next to other 
buttons making it too easy to press by accident (41). and apple did a better job 
having unique distinguishable icons (p 122).

OS X has the same superior thinking going into how stuff works throughout.

you could also read apple's human interface design guidelines if you want more 
details about how apple does these things. then compare with documents from 
others.

apple also btw often gets power user details right compared with other 
companies. for example it has a lot of global emacs text editing hotkeys enabled 
for all cocoa text input fields. and this stuff is customizable and can do multiple 
commands per hotkey. as another example, apple's email programs actually work 
right from a techie perspective. as another, os x programs have many hidden 
preferences you can configure (with terminal commands) if you want, such as 
setting Mail to default to plain text view on all email, or making the Dock 2D, or 
making hidden apps be 50% transparent on the Dock.

But Windows security sucks, automation sucks, and integration with a
Linux server environment from Windows requires loading a ton of extra
software that basically sucks too.

http://www.scribd.com/doc/102317767/Samsung-Relative-Evaluation-Report-on-S1-iPhone


FWIW, i'm not sure that windows security is actually worse. i believe it was 
worse a long time ago but then MS did improve it significantly. at this point, 
windows is targeted more. so it's harder to say, i don't know.

I think you're right, but for practical purposes it doesn't matter. I
don't want to do my web surfing and email and document collaboration
in Windows because it's too easy to get drive-by infected or you've
got to run a load of intrusive gorp to protect yourself.

i don't think the anti-virus programs actually help much.

android on the other hand, i'm pretty sure, is actually worse at security than 
iOS. however i'm not sure how much this applies to intelligent users like 
yourself. it might just be a problem for the majority of people who also click on 
phishing links or whatever.

Android is worse security for precisely the reason we've been
discussing. Infected apps can make it into the Android app store
easier than they can make it into the iOS app store.

i doubt that is the only difference.

So here's my idea of choice: don't use Windows in the ways that it
sucks, and only use it in the way that it doesn't. Same goes for
Linux.

Run Windows 7 as the hardware OS, because its strongest feature is
hardware support. But do almost no actual work in it. Use Windows as a
hardware abstraction layer upon which to run virtual machines.

The VMs run Linux (Mint and RHEL - whose UIs at least don't suck) and
that's where the actual work gets done. You get broad and easy
hardware compatibility, great security, and decent UIs with this
combination.

Windows VMs can be used for Windows-only apps that need to be to
isolated from the network & the host for security reasons.



This has the added benefit that its possible to take one's working
environment (the VMs) to any hardware, load up a VM player if its not
already there, and go. The working system is also trivially easy to
keep backed up, or duplicate to try something new without risking the
existing install.

It also means switching to OS X as a hardware platform instead of
Windows would be trivial to do if it was actually better. All that
would be necessary is copy over the VMs and load the Mac version of
the VM software.

My perception - perhaps incorrect (and why I'm asking) is that Apple
avoids the Linux hardware problem by just explicitly limiting choice
in hardware devices. So you avoid fiddling with things endlessly
trying to get it to work in an OS X host like you would with a Linux
host, but a lot of stuff you could otherwise buy (or already own) and
plug in and just work with a Windows host isn't allowed under OS X.
That means moving to OS X would reduce the available choices in
hardware, and add no benefit.

i meant OS X is good for offering the user plenty of choices (e.g. for what 
software to get and run, how to customize his OS, how to customize his UI, 
that kind of stuff). yes hardware choice is limited, e.g. the choices and 
upgrades available for graphics cards is limited. (but there is no easy fix for 
this. it's not like Apple could just offer more hardware choices. graphics cards 
aren't very useful without quality drivers)

Graphics is one of my concerns.

One of my laptops is a Lenovo W520. It has both integrated & discrete
graphics on board & can drive 3 monitors. But when on battery (which
is also when not likely to be connected to external monitors) it shuts
down the discrete card to save power. This is handled beautifully in
Windows. I haven't found a Linux distro that will even drive the 3
monitors in docked mode without a lot of tweaking, and none that
handle the card even close to as well as windows.

Graphics *performance* doesn't matter to me in any modern sense, just
the number of monitors & pixel count. I'm displaying text, 2-D
graphics, sometimes video or static 3-D CAD models. If it'll play HD



video at 30 fps that's all I ever care about and the VMs do that
easily. I don't play video games.

apple of course offers macbooks with integrated and discrete graphics cards. 
never looked into how many monitors you can connect. it's modern stuff though. i 
don't find more than 2 monitors useful for the same computer (i run 3 full size 
monitors on my desk but i'd rather have a second computer for the third monitor).

i'm not sure there is any issue here for non-gamers. ports might have been an 
issue in the past with apple laptops but with thunderbolt you can chain like 5 
devices. should work with monitors i'd think.

Or if one says that the main benefit of OS X is in its UI and apps,
then why not just run OS X instead of Linux in the VM under Windows?
I'd gladly pay for a copy of OS X to run in a VM if it was really
significantly better. My understanding from online reading is that
it's technically possible to do this. However, Apple doesn't allow it
unless OS X on Apple hardware is the host, so you violate the EULA if
you do it the way I want - again limiting choice with no benefit.

why do you assume or assert no benefit?

in this case the benefit is to apple! they want to sell more hardware and they 
think the value of OS X -- exclusively offered on their hardware -- can help 
them do that.

in other words apple is saying: we have this great product. but you have to buy 
it on our terms. we aren't going to give you the "choice" to get it at a big 
discount from our normal pricing structures.

Per the discussion of value previously I'm not interested in screwing
Apple. But neither am I interested (nor should I be) in what benefits
Apple derives it constrains me in the process. Apple's benefit is not
my benefit.

What is your position on DRM? I see DRM the same way - DRM might
arguably benefit the producer but as a consumer it is zero benefit
(actually negative benefit) to me and I actively avoid it where
practical and relevant.



in general i don't think DRM benefits producers.

btw note Apple's anti-DRM stance.

i'm not sure what you're trying to argue. i thought you meant it was a bad choice 
because it benefits no one. but you actually meant it was a choice you didn't like 
for yourself. apple doesn't offer a particular option you might like to use. well 
that's true enough. all companies sell various bundles they design they think they 
can make money off, and don't sell some others ones some people might rather 
buy instead. so what?

The only way I can see getting a benefit from OS X over what I have
today is if I accept a monolithic OS that makes things easy as long as
you follow the rules.

how is it a monolithic os? what rules?

The rules that say I can't run OS X in a VM on non-Apple hardware.

ok. still no criticism of the experience *within* OS X which is what i meant to 
defend originally.

it's bsd... it's *not* some locked down bsd. what's the problem?

It lacks support for as broad a hardware selection as Windows, so it's
worse as a hardware abstraction layer.

that doesn't really follow.

you're assuming more options = better. but maybe you should weight the options 
by how good they are. or consider: what are the values of options you don't want 
to use?

it takes a more sophisticated analysis to take sides in this kind of issue.

this is kind of my point. "more choice" has little meaning. more relevant, useful 



choices is closer, but even that can be misleading. if one company offers 2 great 
choices, and another offers 1 choice that is 10% better, in most cases i'll want the 
better one. that the other company had 2 choices isn't useful anymore after i've 
bought one. it's only useful in special cases where i want to replace components 
during the lifetime of the device or something (which is absolutely valuable to a 
small minority of people, but not plainly better in general).

And it's not allowed to be run
in a VM on non-Apple hardware, which limits its value as a work
environment.

Meaning, I'd trade choice and flexibility for convenience.

still waiting for any discussion of any lost choice or flexibility *within* OS X.

Yet you seem to be saying that's not the tradeoff. I don't understand
how it isn't.

As to iOS, I think this sort of criticism should be concretized with actual 
specific examples. What are the top 5 useful common things you wanted to 
do on iOS that Apple doesn't want to let you, but Android did? (note: stuff 
that Apple would be happy to let you do, but simply has not implemented, 
doesn't count)

or maybe you should compare with a specific flavor of Android. few people 
use the pure stuff from Google (which pretty much everyone says is 
superior, but Google phone makers and carriers the choice to tweak their 
android to be worse. they started cracking down on this stuff -- reducing 
choice and customization -- but i haven't closely followed how far they've 
gotten. further, their crack down is not just benevolent helping the user, it's 
also about forcing Google services as defaults on people, whether they are 
best for the user or not. which brings up one of Google's big problems which 
is that its financial incentives are not aligned well with the interests of 
consumers. Apple's are).

My experience is with the Google Nexus phones (the "pure stuff"),
unlocked and with prepaid service. I dislike carrier subsidized phones
and service contracts for the same reason I'm discussing in regard to
Apple: I prefer more choices rather than less. There are no Android



apps I've ever tried that don't run well on my phone.

When I last switched smartphone platforms (from Palm) there was not an
unlocked iPhone available like there is now. Articles like this one:
http://www.tuaw.com/2010/08/12/camera-pulled-from-app-store-for-volume-
button-as-camera-shutt/

...also influenced my decision to go with Android. I want the ability
to use apps even if the manufacturer thinks they're confusing. Whether
or not an app is confusing is something I'd prefer to decide for
myself.

yes but

A) whether that particular app gets pulled is, in the overall context of these 
decisions, not very important. it should not be anything close to a deciding 
factor. the iOS app store still offers plenty of choices for camera apps and stuff 
like that.

It's not the fate of this particular app that's important. What's
important is the philosophy of Apple exercising that degree of control
over the apps that are allowed to run on its platform. Whether you
agree or disagree with that philosophy - it's important!

apple's false positive rate of banning apps is higher than i'd like certainly. but 
google's false negative rate is way too high.

i'm not aware of any problems apple's policy has caused me personally. on the 
other hand, i have gotten some apps that were too low quality. if the ratio of those 
was worse, i'd expect it to happen more, so i think google's policies would effect 
me.

B) apple offers the choice to have a non-confusing (or whatever) ecosystem. 
that's a different choice. better or worse, i don't see why that is "less" choice.

in other words, apple offers the apple-type ecosystem and experience. only. 
one choice. and android offers the android-type ecosystem and experience. 
only. one choice.

http://www.tuaw.com/2010/08/12/camera-pulled-from-app-store-for-volume-button-as-camera-shutt/


to decide one side is offering 'more choice' would require some carefully 
thought out way of counting choices.

This seems like equivocation / doublespeak - at any rate I don't understand it.

I'll return to DF's statement, which was quite clear on this matter:
"Where others offer choices, Apple makes decisions."

Do you agree or disagree that DF's statement is accurate about iOS devices?

it's totally ambiguous.

i have a sense of what he meant from reading hundreds of other posts.

i have no idea what you think it means.

"more choice" has no meaning out of context. it is only meaningful and useful in a 
context of some values about what choices are valued, which are irrelevant, and 
similar issues.

the set of all POSSIBLE choices is not interesting, and i don't think anyone has a 
clue which products do better regarding *that* set (this cannot be evaluated with 
common sense or intuition, and doesn't matter anyway). so we don't care about 
that set. what set are you talking about?

Is it the Apple consumer, who values choice less than buying from a
company that makes good decisions for most people most of the time?

Or am I (and people like me) right to value choice more highly and, in
wanting more choice, to stay away from Apple products?

I think choice is something to be valued highly because people are
different to start with, and also because individuals' needs change
over time.

For example, someone who texts a lot will benefit from a device with a
hardware keyboard, whereas it's just a space and weight wasting
redundancy for those who don't text much.



First of all, I believe this is false. I think touch screen keyboard (plus mic) 
plus good software (perhaps like Swype, but there are various other 
approaches too. in short, IIRC, smart software only needs a little over one 
bit of input per letter of output, so keyboards are actually inefficient) is better 
than hardware keyboard (I mean a built in one. the option to plug one in is 
fine. but why have it permanently attached adding weight?).

You could be right for someone who texts a lot and learns how to use a
touch screen keyboard well - I don't know. All I can say is when I
have to type with the on-screen keyboard the experience still sucks a
lot compared to what it was on my old Palm Treo 600 with a physical
keyboard. I just don't type on my phone often enough to care very
much.

Second, where are the major Android devices offering hardware keyboards? 
How exactly is Apple offering less choice?

http://daringfireball.net/linked/2013/04/24/blackberry-q10

Today, I don't text much. So I have a phone that doesn't have a
hardware keyboard. Apple's decision in that regard is the same one
that I made. But I value the fact that if I choose to start texting a
lot, I could easily switch to a phone that has a hardware keyboard
without changing my OS or applications.

could you? did you ever actually check? what phone would you switch to?

Today, permanent hardware keyboards aren't a common choice. But they
were when I started with Android. It was a conscious choice to buy a
phone without one.

sounds like you thought you had a choice, but actually you had a different 
choice (like: to switch to a certain thing within X years, but then get forced off it 
eventually anyway).

i don't see much value there. what apple is offering is more consistent, the 
choices are more predictable.

we could say apple gives more choice, b/c if you're with apple you can:

http://daringfireball.net/linked/2013/04/24/blackberry-q10


1) keep having a consistent experience in the long term

2) totally change things up whenever you want (by switching off apple)

vs with android you can only have an inconsistent long term experience.

that's a little unfair but you get the point? which side has more choice really 
depends on what choices you care about and how you frame things.

No, I don't get the point. It seems to me that Apple has a conscious,
considered policy of constraining choice as compared to other vendors.
I think Daring Fireball recognizes this too, and he thinks its a good
thing. I think it's important discuss whether it's good or bad, and
for whom, but I don't understand the apparent convoluted effort to
deny that it is what Apple does.

all vendors constrain some types of choices.

for what definition of counting choices does apple constrain more?

i'm not necessarily saying you're wrong. but your claims are undefined.

What is the argument that people should value choices less?

keeping your options open, as a rule, involves tradeoffs. it's often not worth 
the cost.

for example, having a ton of device fragmentation means you get fewer and 
worse apps. having a small number of canonical devices and being careful 
about changes to important aspects (such as screen resolution) means 
more/better/cheaper software.

I don't think there's a lack of software for Android.

right. just a lack of equal quality software.



Most apps are
available for both iOS and Android, with a few available for one but
not the other. Is there an important app available for iOS with no
equivalent on Android?

yes of course. there are many.

i don't think you read daring fireball very carefully, even for the last few weeks!

http://daringfireball.net/linked/2013/04/19/twitter-music-android

another example is Infinity Blade.

I don't think Android software is more expensive than iOS software either.

BBC, for example, says *developing* for android is way more expensive.

android prices are often low. as far as i know, this is dealt with options like:

1) ads
2) low margins
3) selling user data

But really it's the "better" aspect I am most interested in, and why I
originally asked about it. Quality generally trumps quantity and price
in terms of value.

So far the only DF article I've read that seems relevant to the
argument that iOS apps are better than Android apps is this one:
http://daringfireball.net/2012/12/google_maps_iphone

DF's review seems to boil down to, google maps on iPhone is better
than google maps on Android because (...drum roll...) the iPhone
version doesn't offer the user as many choices as the Android version.

But this seems to lead to circularity: Less choice is better...because
it leads to better apps. Better in what way? The iOS apps are
better...because they offer less choice.

http://daringfireball.net/linked/2013/04/19/twitter-music-android
http://daringfireball.net/2012/12/google_maps_iphone


it also makes the hardware cheaper too, for that matter. this is a tradeoff we 
happily accept with many other things. for example, no one expects them to 
print off a bunch of versions of books to let you choose features. one with 
the index left out to be light weight. one with a dictionary added at the end. 
with one a bigger font. one with color art added. every combination. you 
could have dozens of editions of every book but it's not worth the 
manufacturing costs to provide choices like that. and this kind of 
fragmentation causes other problems too like getting page numbers out of 
sync.

A similar-spec'd Windows laptop is definitely less expensive than an Apple.

it doesn't really matter to me (apple is worth the price, i don't want windows 
whether it's cheaper or not), but FYI other people have compared and not 
reached that conclusion. so "definitely" and no info about what you compared 
is pretty unfair.

I'm not so sure about the relative expense of similar-spec'd Android
phones vs. iPhones.

iphone costs a little more i believe. not a ton. also this doesn't actually matter 
because the price of service for these phones is so big, who cares if your 
iphone cost an extra $100 for the hardware? over a 2 year contract, looking at 
total costs, that's going to be less than 10%.

Carrier pricing & subsidies make direct
comparisons more difficult in the phone space. My sense is the pricing
is about on par, though the range is larger on Android to match the
larger choices in device capability and quality. But I don't think the
iPhones are significantly *less* expensive for the same quality.

hold on. similar specs and "same quality" are very different. there don't exist 
any android phones of the same quality as iphones, looking at the full 
package.

specs aren't quality.



So while your example may be true for books it doesn't seem to be true
for computers and smartphones. My guess would be because most of the
economies of scale are reached relatively early in the worldwide
volume curve.

oh but you forgot about margins. apple has like 50% gross margins on 
iphones. it's making way more profit than anyone else. (which kinda means 
samsung, because no one else is making much money off android). lower 
costs of production do contribute to this.

another way to see apple's economy of manufacturing advantage is to look at 
ipod touch prices which no one is even trying to compete with. or ipad mini, 
factoring in margins, is impressive in terms of what they manage to get 
manufactured at what cost.

Something relevant that ought to be said here: when people talk of
value and expense they don't always mean the same thing. People can
and do use inexpensive / value to mean:
(1) Paying the least possible price to get a product that is passably
functional (minimizing expenditures or "Paying the least")
(2) Seeking the product with a price as close its cost of inputs as
possible (minimizing the producer's profit margins or "Getting the
most for the least")
(3) Seeking the product that makes you the most better off,
considering both what you get and what you pay (maximizing consumer
surplus or just "Getting the most")

well (3) is the one of interest here.

apple is not targeting (1) or (2).

(2) is pretty dumb -- you should care about how useful some components are 
to you, not what they cost to make. (1) is just not the target audience of high 
quality phones -- not the iphone and also not the galaxy S4 or or whatever.

Much criticism around Apple and their pricing seems to come from
people for whom value and expense are implicitly or explicitly defined
according to (1) or (2). (1) is the mentality of poverty and (2) is



built on the "profit is evil" premise, both of which I reject.

right. so they're wrong.

I'm not making those arguments against Apple's pricing and I don't
want to be confused with people who do.

agreed

I look for value in terms of (3). I'd willingly pay more, both in
absolute dollars and in terms of Apple's margin percentage, if I
thought that their products would genuinely be better *for me*.

further, most possible choices are bad choices and aren't useful.

Bad choices for everyone in all situations, or just bad choices for
many people in common situations?

most POSSIBLE choices are bad choices for everyone in all currently existing 
situations, and all situations that might reasonably be predicted to exist in the 
foreseeable future.

the set of possible choices, much like possible ideas, is very very big, and has 
a very very bad signal to noise ratio.

once you start narrowing down to any more relevant set, you have to face 
issues like: how do you narrow it down? what are the methods and rules? why 
are some choices excluded as irrelevant and not others? what are the criteria 
for more (relevant) choices?

without addressing issues like this, i don't think it means much of anything to 
claim one side or the other has "more choice".

further, some choices are hard and require domain knowledge, and most 
people are right to prefer an expert choose for them instead of trying to 
figure it out themselves which would be a lot of work and their choice would 
be super error prone anyway.



This is a true. I have more domain knowledge in tech than most people.

i do too, but i still use apple. what concrete problems is this causing me?

I don't know. Maybe none. Maybe a lot, if there are hardware devices
you could benefit from but don't because they don't work with Apple.

What concrete problems is not using Apple causing me?

worse UI, worse software, worse tech support, worse integration of devices.

Most people I tell about my Windows host / Linux VM setup don't have
the first clue what I'm talking about, so for them such an environment
(and the choice it permits) isn't valuable unless they learned a lot
more.

i know what you're talking about. i use vmware (for windows not linux, just 
because of some windows only software), bootcamp and wine.

i just don't want to use linux at home. i see some downsides (e.g. apple offers 
good apps and interfaces) but not upsides (apple offers full fledged BSD, 
what's the problem?)

is the downside that i can't customize the hardware much? well ok, fair 
enough. though IME graphics performance in virtualization sucks anyway -- so 
gpu upgrade not too relevant to this comparison -- and i can upgrade ram and 
hard drive, and i didn't want to upgrade my cpu.

but so what? apple offers one choice including limited hardware upgrading. 
your setup is a different choice. i don't see why yours is "more choice" and 
therefore automatically better.

if you were arguing that you wanted a particular thing, such as to be able to 
upgrade your CPU, so it was better for you, i'd be like "ok. doesn't apply to 
most people but that's reasonable". but to me it just looks like you made 
different choices, which you prefer for reasons i don't find super compelling, 
but then on top of that you say it's better because what i see as a different set 



of choices you call more choices.

I want an approximate 15 inch form factor laptop (fits the plethora of
cases, backpacks, lapdesks, and stands I already have) with 1080p or
higher display, 4 memory DIMMs, an SSD, an HDD and a hot swappable
optical drive or second HDD, all internal, and a GPU complement that
drives 3 monitors at 1080p or higher. I want to use the monitors and
USB scanners, external drives, keyboards, mice, sound cards, X-10
controller, HDTV stick, fax stick, eSATA interface and LFF SATA / IDE
HDD dock I already have. Downloading new drivers / apps for the
hardware not included with the OS is perfectly OK. Coding my own
drivers is not. :-) I'll let use of the docking station I already have
slide, since that changes nearly every generation with Windows laptops
anyway.

Some of that is undoubtedly possible with OS X. I'd be shocked in a
good way if it all is.

no clue about "fax stick" for example.

but you can easily check most of them here:

http://store.apple.com/us/browse/home/shop_mac/family/macbook_pro

the 15 inch retina model. click tech specs tab down a ways, which i can't link.

plenty of people use mac hardware for windows or linux because of reasons like 
better build quality.

i do too. i have a mac mini running bootcamp with win7 right now for windows 
only software i don't want to run in VM (aka games).

On the flip side, what hardware devices do you (or the average Mac
owner) have that would plug in (USB or other standard interface) to a
Windows system but wouldn't work in Windows? What can you buy in a Mac
hardware configuration that you can't get in a Windows configuration?
Oh wait, I think I know that the answer to the second question is
"none" because you can run Windows on any of Apple's hardware you
want. Just not vice-versa.

http://store.apple.com/us/browse/home/shop_mac/family/macbook_pro


It seems Windows has lots of hardware options that Mac doesn't, but
Mac has few if any hardware options that Windows doesn't. That is what
I mean by Windows has "more choice". I thought you'd agree, and just
argue that more choice is bad or not worth the complexity or offset by
Apple's spectacular UI or something. I don't get the idea that Windows
having more choice is some kind of an illusion.

if you choose more windows hardware choice, you give up the choice to run os x. 
gain some choices, lose all the choices within os x. your way, you lose the 
choices to run mac safari, mail, pages, numbers, keynote, messages, textmate, 
xcode, etc i consider that a bunch of useful choices.

so again, i do not agree your claims are meaningful without defining them better.

there is simply no such thing as how to count "more" choices without defining a 
particular method of counting, a standard of what is "one [unit of] choice", and 
other details like that.

further, whatever method you define of figuring out what is "more choice" may not 
correspond at all to which thing is better. "more choices" is something that sounds 
like it would be good, but for many definitions it would not be.

this is something Daring Fireball knows about. he did not intend to say apple 
offers less choice and therefore apple is worse. he meant more like: apple offers 
less bad choices in order to make the useful stuff even better. (this is still 
ambiguous but if you read a year of posts you can get an understanding of what 
he actually means)

By the way I'm not arguing that more choice is automatically better.
I'm arguing that it is better ceteris paribus, and that it is worth
some tradeoff in convenience or aesthetics or intuitiveness for those
that are knowledgeable in the field.

I'm not sure how much. I'm not loyal to the Windows or Linux platform.
Windows 8 UI does suck at least until you get past the stupid start
screen, to the point of driving me to at least consider some other
host OS as Windows 7 ages. It occurs to me that I haven't looked at
Apple in a long time which is why I'm interested. If I was still sure



Apple wasn't for me I wouldn't bother discussing it.

FWIW, i use windows lightly and consider windows 7 a downgrade from windows 
XP. i only use it because of some driver support. modern mac hardware claims it 
doesn't offer bootcamp support for windows XP anymore and i didn't want to 
mess around with testing this out.

windows XP i consider significantly worse than OS X 10.2. every OS X upgrade 
since then has actually made things better.

to take one example, despite flaws ( http://arstechnica.com/apple/2003/04/finder/ 
), the Finder is better for OS X than windows explorer and has been for a decade 
(which is good since it basically hasn't been upgraded for a decade :/).

spotlight is better than windows' search.

activity monitor is better than task manager.

disk utility is better than the shit windows comes with.

system preferences is better than control panels. e.g. easier to find what you 
want. and has better features such as controlling some hotkeys or rebinding caps 
locks to control.

preview is way better than the pdf and image viewer crap windows comes with. 
and way better than acrobat reader for regular use (if you want advanced 
features, maybe not. similar story with Pages and Numbers which are better for 
most use but don't have all the features of Word and Excel).

apple's terminal is way better than the built in windows one. both the app itself 
(which maybe you can fix by downloading some windows program, but those are 
pretty universally ugly so i don't know) and what sort of commands exist (since it's 
BSD. this is very hard to fix except by your method of not actually using windows 
much).

My father-in-law is the same way about cars. He hates cars that he
"can't work on" (meaning, they have less options available for
aftermarket tinkering) because he knows a lot about cars and can
optimize them to his needs. Me - I don't care whether or not I can

http://arstechnica.com/apple/2003/04/finder/


"work on" a car because I don't know a lot about cars, I just want to
get where I'm going and when my car breaks, I take it to the mechanic.

for some things you can set a default and allow optional changes but that 
complicates the interface, adds more settings for people to read through 
(most people don't want that), adds fragmentation of what people's devices 
are like (making it harder for app makers to provide a consistent 
experience), etc

Why is consistency of experience to be valued, instead of usefulness?

it is useful. e.g. you open up an app and in intuitively works if it's consistent 
with other apps.

The flip side to not having been impressed by a UI enhancement
recently is that I haven't been confused by an app since...I don't
remember when. They all work intuitively. Maybe because I don't try
that many apps - I don't generally go hunting for apps unless I've
already got some idea what I want it for.

Who cares if I have the same experience as my neighbor, if my
experience is useful to me and my neighbor's experience is useful to
him?

if two people have different experiences, then an app is going to have a hard 
time being consistent with both (in theory maybe it can read some settings and 
-- at significant development expense -- automatically match your experience).

it also streamlines tech support. this doesn't just save money for apple (which 
can be passed on to customers. whether it is or not depends on market 
conditions but the point is it's not just apple's benefit). it also means that when 
you do a forum search about your problems, you will find more posts from 
people with similar setups. so that's good. and when you watch a How To 
video on youtube, there will be fewer differences to worry about when doing it 
yourself.

I don't know about OS X forum searches, but I can say that Linux forum
searches are way more helpful than Windows forum searches despite the
vastly larger Windows user population and vastly greater Linux



fragmentation. I think it's just because Linux users are way more
capable and likely to try to write useful stuff in forums.

my guess is you know where to look, which may well eliminate the issue. in my 
experience with google searching some linux problems, i have way more trouble 
than finding stuff for OS X, and some of this is from fragmentation.

as to quality, of course it varies widely, but i think OS X results would be 
categorized more on the level with linux, not windows.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] America: #1 In Fear, Stress, Anger, Divorce, Obesity, Anti-
Depressants, Etc.
Date: April 27, 2013 at 11:56 AM

http://theeconomiccollapseblog.com/archives/america-1-in-fear-stress-anger-
divorce-obesity-anti-depressants-etc

I skimmed this article looking for mistakes. I spotted this little gem
and stopped.

Jobs are modern-day slavery. We are paid just enough to live and not more. 
You are punished if you ask for more.

Its wrong because lots of people get paid way more than "just enough
to live", easily 50% of workers.

That was something that the article quoted from another article, and
no explanation is given for what constitutes punishment. So does that
mean being fired, or yelled at, or rejected for promotion, just for
asking for more money? Doesn't make sense [though I've never been in
that situation, so maybe there's something I'm missing].

-- Rami Rustom
http://ramirustom.blogspot.com

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://theeconomiccollapseblog.com/archives/america-1-in-fear-stress-anger-divorce-obesity-anti-depressants-etc
http://ramirustom.blogspot.com/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] 21 hour work week proposal
Date: April 27, 2013 at 2:01 PM

On Apr 26, 2013, at 2:50 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

There's a lot of stuff in this document about unpaid stuff people do like cleaning 
their house and raising children. There are two relevant ways to ease the 
problem of house cleaning:
(1) Invent house cleaning robots.

yes!

also inventing better non-robot products, such as bagless, cordless vacuum 
cleaners.

(2) Don't be quite so bothered about having a clean house. Unless the mess 
makes it harder to find stuff or poses a health risk, it's difficult to see why you 
should care about it.

messes can also hinder travel.

messes can also take up space which you might have wanted to use for a new 
mess.

(3) specialization. hiring cleaning experts to do cleaning helps increase efficiency. 
due to transaction costs this doesn't work well if you just want one table or path 
cleaned, for example. but it works great on bigger jobs.

some people also use expert cleaners for small jobs on a repeating schedule, 
e.g. every 2 weeks. i think this usually means getting a ton of stuff cleaned that 
didn't need it. maybe a factory could use professional cleaners every 2 weeks or 
less. for a house, 2 years often would be fine. (unless you want to impress stupid 
friends. in which case the real solution is to read Ayn Rand and Richard 
Feynman, and become more moral).

-- Elliot Temple
http://curi.us/

http://curi.us/


-- 



From: Elliot Temple <curi@curi.us>
Subject: [curi] Re: [BoI] Repetition
Date: April 27, 2013 at 2:27 PM

On Jan 16, 2013, at 7:30 AM, Brett Hall <brhalluk@hotmail.com> wrote:

It has been said that theories can fall into the following categories: untestable, 
not yet tested (no truth value yet assigned?), tested and falsified (truth value = 
0) or tested and not yet falsified (truth value = 1).

Passing a test doesn't make something true.

The real categories are:

- refuted by criticism

- not refuted by criticism

your 1, 2, and 4 are all examples of "not refuted by criticism". putting them into a 
bunch of separate categories obscures what's going on.

testing is one type of criticism. untestable is not some special thing. all ideas can 
be criticized. differentiating testable ideas is important in some limited contexts, 
but not in philosophy in general.

passing one test is not a special occasion that transforms an idea from undecided 
to true. that's completely wrong.

what we have to do is consider ideas tentatively undecided if we have some 
pending criticism we haven't resolved yet. such as we have an idea for a test, or 
an argument, that we think it's important to address, but we haven't done it yet.

a more important milestone is when people run out of criticisms (including tests) 
they want to attempt. this may not last very long, but surviving the initial criticisms 
is a good start. once an idea gets that far, for the first time it can say it's dealt with 
all the criticism anyone has thought of, rather than there are outstanding criticism 
attempts pending resolution.

So then why *repeat* experiments? Presumably it's because the results 
themselves are theories that might not be true (they might contain crucial 



errors).

yes the main purpose of repeating experiments is the experimental results could 
be mistaken.

If experiment X decides between theory A and theory B by falsifying A, why 
should we demand that this experiment is repeated, and other researchers try to 
get similar results? It seems to me that it is simply because the results of 
experiments are also theories, and they might be false. Repeating offers the 
chance to find an error in the experiment.

But if experiment X is performed just once, how confident can we be about 
theory B?

wrong question. tests don't grant confidence. epistemology isn't about 
confidence.

Theory A *was* falsified by experiment X...but we have only done it once. Once 
*is* enough, logically. But in practice scientists do statistics to convey the 
confidence they have in their results. In practise scientists do not report results 
as having a 0 or 1 truth valence. Consider the discovery of the Higgs recently 
and the mess of stats we were all subjected to...

Say now that my experiment, X, is repeated, and we get the same 
results...should we be *more* confident about B? Are we apt to *say* that we 
are more confident than before that B is true and A is false?

as always, you need to come up with an explanation of what to think the current 
best ideas are, (or something more relevant to some specific problem(s) you're 
interested in dealing with, such as what action to take in some situation), and 
expose that explanation to criticism.

What if other scientists repeat our experiment? What if experiment X is 
undertaken 100 times with much the same result? Is this a better situation to be 
in, with respect to understanding how the world really is, than if the experiment 
was done only once? Why? If the experiment was crucial, then once is enough 
to assign a truth valence of 0 or 1 as necessary, right?



explanations are needed.

-- Elliot Temple
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From: Lulie Tanett <luliet@gmail.com>
Subject: Re: [BoI] Re: Optimism
Date: April 27, 2013 at 5:20 PM

On 26 Apr 2013, at 09:33 AM, anontoo <anontoo@yahoo.com> wrote:

On Friday, January 4, 2013 7:14:33 AM UTC, Elliot Temple wrote:
How is optimism to be maintained when progress is slow for years? Many 
people despair.

Why must progress be slow? Slow in what way, compared to what?

Maybe the answer is to consider smaller things to be bigger steps. To actively 
look out for mini epiphanies and be happy when you get them. To consider things 
as small as noticing mistakes you never noticed before as an occasion for 
celebration.

Or to have smaller problems, or break up problems into smaller parts. Then you 
can be optimistic because you see subproblems getting solved quickly.

Or to consider going through a lot of mistaken answers to still be progress. So 
long as you're thinking and learning, you're making progress. Now you know that 
the thing you thought was true isn't true!  That's a better idea than the thought it 
was true or may be true.

Some people think skills like drawing or ventriloquism or music has to be a slow 
grind of the fundamentals before tackling the more complicated stuff. I think this is 
a bad approach. If you're not noticing any progress, that's suspicious.

A better approach is to have problems, and to do things in the field that address 
those problems. Then it becomes fun and fast -- solutions are noticeable. One 
should avoid grinding because it's too slow and boring, and instead focus on 
theory first, practice second. Because of this, whenever I pick up the pencil, I 
make noticeable improvement.

If you're not noticing your progress, maybe you need better/smarter practicing 
techniques or theories about the field.



The first step is to learn that despair is not an automatic reaction to slow 
progress. Despair is a wrong choice that people make.

Most people think that it is automatic, and it's not a choice. Learning this is 
hard/counter-intuitive -- AFAIK there's not much literature on it (if I'm wrong, 
please link!). So what is the argument that it is a choice? What are the other 
options?

Or let's go the other way: Why do most people think it's automatic? What do they 
think people who don't despair are doing?

I guess the realisation that one can take responsibility for stuff is a powerful step. 
Like, this is actually in my power to change. That's pretty awesome. Even if you 
can't work out how to change this particular thing, you can take responsibility for 
smaller things and make choices that affect that stuff, and build up to the harder 
stuff.

The second step is to learn that slow progress is not a terrible thing.

Slow progress >>>> no progress, yes. Fast progress > slow progress, but it may 
take a while to build speed.

(Hm, I wonder if slow progress would feel like fast progress to someone who 
hasn't experienced fast progress? Kind of like how the singularity would not mean 
we can't keep up to date with iPhone updates, because we'd think faster.)

One's age and progress history don't have to matter because they don't make 
problems less soluble.

Right. One must start from where they are. I've seen people well into their 40s 
completely change their life. It's very possible for older people, too. Age/history 
matter less the more one takes an attitude of taking charge of their own life.

Make no mistake, age and history do commonly make people stop progressing. 
I'd guess the main reason old people find it hard to change is because they stop 
trying or thinking it's possible. In other words, a lack of optimism. And hangups, 
but they're much less important than having optimism and trying to take 
responsibility for stuff.

Being older has some advantages too: after a certain age, you stop getting as 



much pressure to conform, and also you typically have a lot more world 
knowledge than when you were younger.

--
Lulie Tanett

-- 



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] iOS, epistemology
Date: April 28, 2013 at 3:27 AM

On Sat, Apr 27, 2013 at 12:36 AM, Elliot Temple <curi@curi.us> wrote:

On Apr 26, 2013, at 10:36 PM, Jason <auvenj@gmail.com> wrote:

On Fri, Apr 26, 2013 at 5:21 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 26, 2013, at 4:21 PM, Jason <auvenj@gmail.com> wrote:

On Thu, Apr 25, 2013 at 9:50 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 25, 2013, at 9:19 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 9:01 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 8:50 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 5:47 PM, Elliot Temple <curi@curi.us> wrote:

On Apr 24, 2013, at 5:33 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 3:46 PM, Elliot Temple <curi@curi.us> 
wrote:

one thing ppl don't understand about ios devices is it can take a 
long time to integrate them into one's life more and more

they try too hard to think "what do i need an ipad for -- now?"  but 
they shouldn't expect to know all the ways they will use it in 
advance

also of note: ios devices have so much potential, so many options. 
but just one or two uses can easily pay for a multiple of their cost.

this connects with epistemology. often a fairly general purpose 
idea is worthwhile and "paid for" with just one or two uses; the rest 
is bonus



Do you think iOS is significantly better than other systems in this 
regard?

I think iOS is far better than Android in general. But I don't think what 
I talked about is an iOS advantage. if you keep an Android devices 
around for 2 years, by the end of those 2 years you could find more 
things to do with it, more ways to use it.

One iOS advantage is better apps. That does give you more potential 
to find ways to use it as you go along I guess. But that's really just an 
instance of whatever is better will have more ways worth integrating it 
into your life.

In what ways do you think iOS apps are better than Android apps?

read Daring Fireball for a year. if you still don't know, ask again. (reading 
a year of archives is acceptable)

I didn't get far before I found what for me has long been the central
consideration in my assessment of Apple products:

From: http://daringfireball.net/2013/03/open_and_shut
Who is Apple to decide which apps are in the App Store? That no 
phone will have a hardware keyboard or removable battery? That 
modern devices are better off without Flash Player and Java?

Where others offer choices, Apple makes decisions. What some of us 
appreciate is what so rankles the others — that those decisions have so 
often and consistently been right.

This matter of choices and whether it's objectively good or bad to
want more choices in a tech product interests me.

I think that DF is correct when he writes that Apple makes decisions
where others offer choices. I think this is one of the key
differentiators between Apple and other consumer tech companies.

Apple's decisions like the ones DF mentions may indeed be what many 
or

http://daringfireball.net/2013/03/open_and_shut


even most consumers want. And the decisions Apple makes may indeed 
be
the right decisions for most people most of the time.

However, compared to Apple consumers I want more choices in my
technology products.

I want to make the kinds of decisions Apple makes, for myself. I want
to have a choice between a device with a keyboard or not. I want to
choose a device with a removable battery or not. I want to choose
which apps I want to load and which I don't. etc.

So who is right?

Apple is right. Hence it being preferred even *by power users* such as 
programmers. (not *all* of them but it is Winning™, especially with the 
ones who Care™)

OS X is not lacking choices or customization, by the way. It's BSD... Sort of 
like Ubuntu but well done instead of totally sucking. (e.g. the debacle 
where their stuff wasn't working with Xen and they didn't care. and OS X 
has much better UI, or human interface design as Apple correctly calls it)

So do you think DF is correct or not when he says, "Where others offer
choices, Apple makes decisions."?

I think DF is correct about that. You seem to be arguing that he's
wrong, but I'm not sure.

he meant iOS. well also the ipod shuffle for example. but not os x.

it's true to some extent but it really depends what you mean. apple offers the 
choice of being part of a less fragmented ecosystem, for example. android, 
too, offers only one choice on this issue, and it's the worse one *in isolation*. 
but in context it's related to various other choices, you get a bundle of choices 
that fit together.

what will seem to you to offer more options has to do with what kinds of 
options you consider relevant and important. there isn't some absolute 
measure of what counts as "one choice" anymore than "one idea" -- one has 



to count them in terms of some context and problem situation.

In the desktop environment here's what I mean by choice, so we can
discuss how OS X compares.

I agree that Ubuntu sucks - in a couple of very major ways. The first
way I've found to be true of all desktop Linux distros and regards the
hardware layer. Hardware that should work either flat-out doesn't
work, or requires way too much fiddling before it will do what it's
supposed to and if anything changes, you have to fiddle some more.
This is, ironically in light of Linux's reputation for choice,
profoundly anti-choice. There are lots of hardware devices that simply
can't be used or can't used well if Linux is your hardware desktop OS.

The second form of major suckage is unique to Ubuntu - the UI
("Unity") is absolutely horrible. I don't even know what they were
thinking there, but I haven't used Ubuntu since they switched to Unity
beyond "test" installations just to determine that it does, indeed,
still suck.

Linux on servers and server-like embedded devices, on the other hand,
is great.

it's ok. it depends. ubuntu in particular has all sorts of problems such, as a 
mentioned, their Xen issues.

I wasn't aware that anyone ever took the idea of Ubuntu on servers
seriously. :-)

I've only used SUSE and RHEL and a company's internal Linux
distribution on servers. Currently most my work is with RHEL.

os x can do basically the same stuff. i think linux is popular because of price 
and approximately equivalent usefulness for a lot of common server tasks 
(e.g. running nginx, postgresql, and rails or php).

OS X can't run on Z-series hardware. At one time it ran on Power
hardware (since Macs used Power chips too) but I'm not sure if the
later versions still do. Linux does both of those as well as Intel and



ARM and a bunch of others.

Even in the x86 space, consider something like a Scale-Out Network
Attached Storage appliance with embedded multi-socket rack mount x86
server nodes - would Apple even *allow* such a use of OS X?

i don't know what that is.

It's an example of the way large enterprises use servers. Think of a
shared drive (Windows) or NFS mount (Unix/Linux), but petabytes in
size and capable of being used simultaneously by thousands of people.

At risk of invoking an overused buzzword, you might think of it as a
"Private Cloud" appliance for really large businesses that need to
store a lot of data.

It's built out of servers that go in industry standard racks, each one
of which has multiple 10 Gig Ethernet ports, two or four x86 CPU
sockets housing a 6 or 8 core processor in each socket, and over 100
GB of RAM. On the back end they're connected via Fibre Channel or SAS
Host Bus Adapters to arrays of disk drives - typically 60 Large Form
Factor (3.5", between 2 and 4 TB per drive) per enclosure with 1 - 6
enclosures behind a pair of servers. You can put up to 20 nodes in a
rack, and up to 10 enclosures (600 drives) in another rack. You put
these building blocks together to build as large a system as you need,
a cluster manager gives it all a common name space and mount point.

Setting aside for the moment whether OS X would be up to such a task,
would Apple even allow OS X to be used in that way?

Some Linux distros may be popular due to being free, but RHEL isn't
free and its popularity is probably not related to price. It is
related to flexibility, at least in my applications.

sounds like linux offers a certain set of obscure choices which are valuable to 
certain people.

ok. great.



i don't get why that is "more choice" (it's clearly different choices, but by what 
standard is it more? all design decisions have tradeoffs. more of something, less 
of something else. sometimes the something else isn't valuable or is less 
valuable, but one has to argue such things), or makes apple worse (in general) 
or anything though.

It doesn't suck on servers because the range of hardware
devices there is much narrower and usually static post-install, and
the UI is largely irrelevant.

Windows on the desktop is great in terms of hardware support - tons of
choice and stuff usually just works. Pretty much every device made for
a PC will work with Windows. And the UI on 7 is OK (Windows 8 sucks).

But who would want to use a computer with "OK" UI when Apple is offering 
"good"?

It's been a decade since any UI impressed me in anything other than a
bad way (i.e. Unity and Windows 8). I'm not saying there haven't been
incremental improvements but I've not seen or heard of anything that
made me go, "wow, I really need that". There hasn't been a desktop UI
change I've tried and decided is must-have since Windows XP.

But I haven't tried the OS X UI. I'll go to an Apple store and try it
out - what makes it significantly better?

comparing safari, chrome and firefox on OS X might be a decent thing to look 
over. but i am not a UI professional and don't really know how to explain it 
though.

but don't worry, samsung has professionals who do. for iOS at least. here is 
their document of detailed ways to copy the iphone. it also serves as a list of 
many ways android design was stupid and apple's was better (or at least 
samsung's version of android. i'm not sure how many of these are universal. 
samsung's is the only android making money though. not counting forks like 
kindle and china android stuff):

http://www.scribd.com/doc/102317767/Samsung-Relative-Evaluation-Report-on-
S1-iPhone

http://www.scribd.com/doc/102317767/Samsung-Relative-Evaluation-Report-on-S1-iPhone


as one example, android's "end call" button was placed badly right next to other 
buttons making it too easy to press by accident (41). and apple did a better job 
having unique distinguishable icons (p 122).

OS X has the same superior thinking going into how stuff works throughout.

you could also read apple's human interface design guidelines if you want more 
details about how apple does these things. then compare with documents from 
others.

apple also btw often gets power user details right compared with other 
companies. for example it has a lot of global emacs text editing hotkeys enabled 
for all cocoa text input fields. and this stuff is customizable and can do multiple 
commands per hotkey. as another example, apple's email programs actually 
work right from a techie perspective. as another, os x programs have many 
hidden preferences you can configure (with terminal commands) if you want, 
such as setting Mail to default to plain text view on all email, or making the Dock 
2D, or making hidden apps be 50% transparent on the Dock.

But Windows security sucks, automation sucks, and integration with a
Linux server environment from Windows requires loading a ton of extra
software that basically sucks too.

FWIW, i'm not sure that windows security is actually worse. i believe it was 
worse a long time ago but then MS did improve it significantly. at this point, 
windows is targeted more. so it's harder to say, i don't know.

I think you're right, but for practical purposes it doesn't matter. I
don't want to do my web surfing and email and document collaboration
in Windows because it's too easy to get drive-by infected or you've
got to run a load of intrusive gorp to protect yourself.

i don't think the anti-virus programs actually help much.

android on the other hand, i'm pretty sure, is actually worse at security than 
iOS. however i'm not sure how much this applies to intelligent users like 



yourself. it might just be a problem for the majority of people who also click on 
phishing links or whatever.

Android is worse security for precisely the reason we've been
discussing. Infected apps can make it into the Android app store
easier than they can make it into the iOS app store.

i doubt that is the only difference.

So here's my idea of choice: don't use Windows in the ways that it
sucks, and only use it in the way that it doesn't. Same goes for
Linux.

Run Windows 7 as the hardware OS, because its strongest feature is
hardware support. But do almost no actual work in it. Use Windows as a
hardware abstraction layer upon which to run virtual machines.

The VMs run Linux (Mint and RHEL - whose UIs at least don't suck) and
that's where the actual work gets done. You get broad and easy
hardware compatibility, great security, and decent UIs with this
combination.

Windows VMs can be used for Windows-only apps that need to be to
isolated from the network & the host for security reasons.

This has the added benefit that its possible to take one's working
environment (the VMs) to any hardware, load up a VM player if its not
already there, and go. The working system is also trivially easy to
keep backed up, or duplicate to try something new without risking the
existing install.

It also means switching to OS X as a hardware platform instead of
Windows would be trivial to do if it was actually better. All that
would be necessary is copy over the VMs and load the Mac version of
the VM software.

My perception - perhaps incorrect (and why I'm asking) is that Apple
avoids the Linux hardware problem by just explicitly limiting choice
in hardware devices. So you avoid fiddling with things endlessly



trying to get it to work in an OS X host like you would with a Linux
host, but a lot of stuff you could otherwise buy (or already own) and
plug in and just work with a Windows host isn't allowed under OS X.
That means moving to OS X would reduce the available choices in
hardware, and add no benefit.

i meant OS X is good for offering the user plenty of choices (e.g. for what 
software to get and run, how to customize his OS, how to customize his UI, 
that kind of stuff). yes hardware choice is limited, e.g. the choices and 
upgrades available for graphics cards is limited. (but there is no easy fix for 
this. it's not like Apple could just offer more hardware choices. graphics cards 
aren't very useful without quality drivers)

Graphics is one of my concerns.

One of my laptops is a Lenovo W520. It has both integrated & discrete
graphics on board & can drive 3 monitors. But when on battery (which
is also when not likely to be connected to external monitors) it shuts
down the discrete card to save power. This is handled beautifully in
Windows. I haven't found a Linux distro that will even drive the 3
monitors in docked mode without a lot of tweaking, and none that
handle the card even close to as well as windows.

Graphics *performance* doesn't matter to me in any modern sense, just
the number of monitors & pixel count. I'm displaying text, 2-D
graphics, sometimes video or static 3-D CAD models. If it'll play HD
video at 30 fps that's all I ever care about and the VMs do that
easily. I don't play video games.

apple of course offers macbooks with integrated and discrete graphics cards. 
never looked into how many monitors you can connect. it's modern stuff though. 
i don't find more than 2 monitors useful for the same computer (i run 3 full size 
monitors on my desk but i'd rather have a second computer for the third 
monitor).

i'm not sure there is any issue here for non-gamers. ports might have been an 
issue in the past with apple laptops but with thunderbolt you can chain like 5 
devices. should work with monitors i'd think.



Or if one says that the main benefit of OS X is in its UI and apps,
then why not just run OS X instead of Linux in the VM under Windows?
I'd gladly pay for a copy of OS X to run in a VM if it was really
significantly better. My understanding from online reading is that
it's technically possible to do this. However, Apple doesn't allow it
unless OS X on Apple hardware is the host, so you violate the EULA if
you do it the way I want - again limiting choice with no benefit.

why do you assume or assert no benefit?

in this case the benefit is to apple! they want to sell more hardware and they 
think the value of OS X -- exclusively offered on their hardware -- can help 
them do that.

in other words apple is saying: we have this great product. but you have to 
buy it on our terms. we aren't going to give you the "choice" to get it at a big 
discount from our normal pricing structures.

Per the discussion of value previously I'm not interested in screwing
Apple. But neither am I interested (nor should I be) in what benefits
Apple derives it constrains me in the process. Apple's benefit is not
my benefit.

What is your position on DRM? I see DRM the same way - DRM might
arguably benefit the producer but as a consumer it is zero benefit
(actually negative benefit) to me and I actively avoid it where
practical and relevant.

in general i don't think DRM benefits producers.

btw note Apple's anti-DRM stance.

i'm not sure what you're trying to argue. i thought you meant it was a bad choice 
because it benefits no one. but you actually meant it was a choice you didn't like 
for yourself. apple doesn't offer a particular option you might like to use. well 
that's true enough. all companies sell various bundles they design they think 
they can make money off, and don't sell some others ones some people might 
rather buy instead. so what?



The only way I can see getting a benefit from OS X over what I have
today is if I accept a monolithic OS that makes things easy as long as
you follow the rules.

how is it a monolithic os? what rules?

The rules that say I can't run OS X in a VM on non-Apple hardware.

ok. still no criticism of the experience *within* OS X which is what i meant to 
defend originally.

it's bsd... it's *not* some locked down bsd. what's the problem?

It lacks support for as broad a hardware selection as Windows, so it's
worse as a hardware abstraction layer.

that doesn't really follow.

you're assuming more options = better. but maybe you should weight the 
options by how good they are. or consider: what are the values of options you 
don't want to use?

it takes a more sophisticated analysis to take sides in this kind of issue.

this is kind of my point. "more choice" has little meaning. more relevant, useful 
choices is closer, but even that can be misleading. if one company offers 2 great 
choices, and another offers 1 choice that is 10% better, in most cases i'll want 
the better one. that the other company had 2 choices isn't useful anymore after 
i've bought one. it's only useful in special cases where i want to replace 
components during the lifetime of the device or something (which is absolutely 
valuable to a small minority of people, but not plainly better in general).

And it's not allowed to be run
in a VM on non-Apple hardware, which limits its value as a work
environment.

Meaning, I'd trade choice and flexibility for convenience.



still waiting for any discussion of any lost choice or flexibility *within* OS X.

Yet you seem to be saying that's not the tradeoff. I don't understand
how it isn't.

As to iOS, I think this sort of criticism should be concretized with actual 
specific examples. What are the top 5 useful common things you wanted 
to do on iOS that Apple doesn't want to let you, but Android did? (note: 
stuff that Apple would be happy to let you do, but simply has not 
implemented, doesn't count)

or maybe you should compare with a specific flavor of Android. few people 
use the pure stuff from Google (which pretty much everyone says is 
superior, but Google phone makers and carriers the choice to tweak their 
android to be worse. they started cracking down on this stuff -- reducing 
choice and customization -- but i haven't closely followed how far they've 
gotten. further, their crack down is not just benevolent helping the user, it's 
also about forcing Google services as defaults on people, whether they are 
best for the user or not. which brings up one of Google's big problems 
which is that its financial incentives are not aligned well with the interests 
of consumers. Apple's are).

My experience is with the Google Nexus phones (the "pure stuff"),
unlocked and with prepaid service. I dislike carrier subsidized phones
and service contracts for the same reason I'm discussing in regard to
Apple: I prefer more choices rather than less. There are no Android
apps I've ever tried that don't run well on my phone.

When I last switched smartphone platforms (from Palm) there was not an
unlocked iPhone available like there is now. Articles like this one:
http://www.tuaw.com/2010/08/12/camera-pulled-from-app-store-for-volume-
button-as-camera-shutt/

...also influenced my decision to go with Android. I want the ability
to use apps even if the manufacturer thinks they're confusing. Whether
or not an app is confusing is something I'd prefer to decide for
myself.

yes but

http://www.tuaw.com/2010/08/12/camera-pulled-from-app-store-for-volume-button-as-camera-shutt/


A) whether that particular app gets pulled is, in the overall context of these 
decisions, not very important. it should not be anything close to a deciding 
factor. the iOS app store still offers plenty of choices for camera apps and 
stuff like that.

It's not the fate of this particular app that's important. What's
important is the philosophy of Apple exercising that degree of control
over the apps that are allowed to run on its platform. Whether you
agree or disagree with that philosophy - it's important!

apple's false positive rate of banning apps is higher than i'd like certainly. but 
google's false negative rate is way too high.

i'm not aware of any problems apple's policy has caused me personally. on the 
other hand, i have gotten some apps that were too low quality. if the ratio of 
those was worse, i'd expect it to happen more, so i think google's policies would 
effect me.

B) apple offers the choice to have a non-confusing (or whatever) ecosystem. 
that's a different choice. better or worse, i don't see why that is "less" choice.

in other words, apple offers the apple-type ecosystem and experience. only. 
one choice. and android offers the android-type ecosystem and experience. 
only. one choice.

to decide one side is offering 'more choice' would require some carefully 
thought out way of counting choices.

This seems like equivocation / doublespeak - at any rate I don't understand it.

I'll return to DF's statement, which was quite clear on this matter:
"Where others offer choices, Apple makes decisions."

Do you agree or disagree that DF's statement is accurate about iOS devices?

it's totally ambiguous.

i have a sense of what he meant from reading hundreds of other posts.



i have no idea what you think it means.

"more choice" has no meaning out of context. it is only meaningful and useful in 
a context of some values about what choices are valued, which are irrelevant, 
and similar issues.

the set of all POSSIBLE choices is not interesting, and i don't think anyone has 
a clue which products do better regarding *that* set (this cannot be evaluated 
with common sense or intuition, and doesn't matter anyway). so we don't care 
about that set. what set are you talking about?

Is it the Apple consumer, who values choice less than buying from a
company that makes good decisions for most people most of the time?

Or am I (and people like me) right to value choice more highly and, in
wanting more choice, to stay away from Apple products?

I think choice is something to be valued highly because people are
different to start with, and also because individuals' needs change
over time.

For example, someone who texts a lot will benefit from a device with a
hardware keyboard, whereas it's just a space and weight wasting
redundancy for those who don't text much.

First of all, I believe this is false. I think touch screen keyboard (plus mic) 
plus good software (perhaps like Swype, but there are various other 
approaches too. in short, IIRC, smart software only needs a little over one 
bit of input per letter of output, so keyboards are actually inefficient) is 
better than hardware keyboard (I mean a built in one. the option to plug 
one in is fine. but why have it permanently attached adding weight?).

You could be right for someone who texts a lot and learns how to use a
touch screen keyboard well - I don't know. All I can say is when I
have to type with the on-screen keyboard the experience still sucks a
lot compared to what it was on my old Palm Treo 600 with a physical
keyboard. I just don't type on my phone often enough to care very
much.



Second, where are the major Android devices offering hardware 
keyboards? How exactly is Apple offering less choice?

http://daringfireball.net/linked/2013/04/24/blackberry-q10

Today, I don't text much. So I have a phone that doesn't have a
hardware keyboard. Apple's decision in that regard is the same one
that I made. But I value the fact that if I choose to start texting a
lot, I could easily switch to a phone that has a hardware keyboard
without changing my OS or applications.

could you? did you ever actually check? what phone would you switch to?

Today, permanent hardware keyboards aren't a common choice. But they
were when I started with Android. It was a conscious choice to buy a
phone without one.

sounds like you thought you had a choice, but actually you had a different 
choice (like: to switch to a certain thing within X years, but then get forced off 
it eventually anyway).

i don't see much value there. what apple is offering is more consistent, the 
choices are more predictable.

we could say apple gives more choice, b/c if you're with apple you can:

1) keep having a consistent experience in the long term

2) totally change things up whenever you want (by switching off apple)

vs with android you can only have an inconsistent long term experience.

that's a little unfair but you get the point? which side has more choice really 
depends on what choices you care about and how you frame things.

No, I don't get the point. It seems to me that Apple has a conscious,
considered policy of constraining choice as compared to other vendors.
I think Daring Fireball recognizes this too, and he thinks its a good

http://daringfireball.net/linked/2013/04/24/blackberry-q10


thing. I think it's important discuss whether it's good or bad, and
for whom, but I don't understand the apparent convoluted effort to
deny that it is what Apple does.

all vendors constrain some types of choices.

for what definition of counting choices does apple constrain more?

i'm not necessarily saying you're wrong. but your claims are undefined.

What is the argument that people should value choices less?

keeping your options open, as a rule, involves tradeoffs. it's often not worth 
the cost.

for example, having a ton of device fragmentation means you get fewer 
and worse apps. having a small number of canonical devices and being 
careful about changes to important aspects (such as screen resolution) 
means more/better/cheaper software.

I don't think there's a lack of software for Android.

right. just a lack of equal quality software.

Most apps are
available for both iOS and Android, with a few available for one but
not the other. Is there an important app available for iOS with no
equivalent on Android?

yes of course. there are many.

i don't think you read daring fireball very carefully, even for the last few 
weeks!

http://daringfireball.net/linked/2013/04/19/twitter-music-android

another example is Infinity Blade.

http://daringfireball.net/linked/2013/04/19/twitter-music-android


I don't think Android software is more expensive than iOS software either.

BBC, for example, says *developing* for android is way more expensive.

android prices are often low. as far as i know, this is dealt with options like:

1) ads
2) low margins
3) selling user data

But really it's the "better" aspect I am most interested in, and why I
originally asked about it. Quality generally trumps quantity and price
in terms of value.

So far the only DF article I've read that seems relevant to the
argument that iOS apps are better than Android apps is this one:
http://daringfireball.net/2012/12/google_maps_iphone

DF's review seems to boil down to, google maps on iPhone is better
than google maps on Android because (...drum roll...) the iPhone
version doesn't offer the user as many choices as the Android version.

But this seems to lead to circularity: Less choice is better...because
it leads to better apps. Better in what way? The iOS apps are
better...because they offer less choice.

it also makes the hardware cheaper too, for that matter. this is a tradeoff 
we happily accept with many other things. for example, no one expects 
them to print off a bunch of versions of books to let you choose features. 
one with the index left out to be light weight. one with a dictionary added at 
the end. with one a bigger font. one with color art added. every 
combination. you could have dozens of editions of every book but it's not 
worth the manufacturing costs to provide choices like that. and this kind of 
fragmentation causes other problems too like getting page numbers out of 
sync.

A similar-spec'd Windows laptop is definitely less expensive than an Apple.

http://daringfireball.net/2012/12/google_maps_iphone


it doesn't really matter to me (apple is worth the price, i don't want windows 
whether it's cheaper or not), but FYI other people have compared and not 
reached that conclusion. so "definitely" and no info about what you compared 
is pretty unfair.

I'm not so sure about the relative expense of similar-spec'd Android
phones vs. iPhones.

iphone costs a little more i believe. not a ton. also this doesn't actually matter 
because the price of service for these phones is so big, who cares if your 
iphone cost an extra $100 for the hardware? over a 2 year contract, looking 
at total costs, that's going to be less than 10%.

Carrier pricing & subsidies make direct
comparisons more difficult in the phone space. My sense is the pricing
is about on par, though the range is larger on Android to match the
larger choices in device capability and quality. But I don't think the
iPhones are significantly *less* expensive for the same quality.

hold on. similar specs and "same quality" are very different. there don't exist 
any android phones of the same quality as iphones, looking at the full 
package.

specs aren't quality.

So while your example may be true for books it doesn't seem to be true
for computers and smartphones. My guess would be because most of the
economies of scale are reached relatively early in the worldwide
volume curve.

oh but you forgot about margins. apple has like 50% gross margins on 
iphones. it's making way more profit than anyone else. (which kinda means 
samsung, because no one else is making much money off android). lower 
costs of production do contribute to this.

another way to see apple's economy of manufacturing advantage is to look at 
ipod touch prices which no one is even trying to compete with. or ipad mini, 



factoring in margins, is impressive in terms of what they manage to get 
manufactured at what cost.

Something relevant that ought to be said here: when people talk of
value and expense they don't always mean the same thing. People can
and do use inexpensive / value to mean:
(1) Paying the least possible price to get a product that is passably
functional (minimizing expenditures or "Paying the least")
(2) Seeking the product with a price as close its cost of inputs as
possible (minimizing the producer's profit margins or "Getting the
most for the least")
(3) Seeking the product that makes you the most better off,
considering both what you get and what you pay (maximizing consumer
surplus or just "Getting the most")

well (3) is the one of interest here.

apple is not targeting (1) or (2).

(2) is pretty dumb -- you should care about how useful some components are 
to you, not what they cost to make. (1) is just not the target audience of high 
quality phones -- not the iphone and also not the galaxy S4 or or whatever.

Much criticism around Apple and their pricing seems to come from
people for whom value and expense are implicitly or explicitly defined
according to (1) or (2). (1) is the mentality of poverty and (2) is
built on the "profit is evil" premise, both of which I reject.

right. so they're wrong.

I'm not making those arguments against Apple's pricing and I don't
want to be confused with people who do.

agreed

I look for value in terms of (3). I'd willingly pay more, both in



absolute dollars and in terms of Apple's margin percentage, if I
thought that their products would genuinely be better *for me*.

further, most possible choices are bad choices and aren't useful.

Bad choices for everyone in all situations, or just bad choices for
many people in common situations?

most POSSIBLE choices are bad choices for everyone in all currently existing 
situations, and all situations that might reasonably be predicted to exist in the 
foreseeable future.

the set of possible choices, much like possible ideas, is very very big, and 
has a very very bad signal to noise ratio.

once you start narrowing down to any more relevant set, you have to face 
issues like: how do you narrow it down? what are the methods and rules? 
why are some choices excluded as irrelevant and not others? what are the 
criteria for more (relevant) choices?

without addressing issues like this, i don't think it means much of anything to 
claim one side or the other has "more choice".

further, some choices are hard and require domain knowledge, and most 
people are right to prefer an expert choose for them instead of trying to 
figure it out themselves which would be a lot of work and their choice 
would be super error prone anyway.

This is a true. I have more domain knowledge in tech than most people.

i do too, but i still use apple. what concrete problems is this causing me?

I don't know. Maybe none. Maybe a lot, if there are hardware devices
you could benefit from but don't because they don't work with Apple.

What concrete problems is not using Apple causing me?

worse UI, worse software, worse tech support, worse integration of devices.



Most people I tell about my Windows host / Linux VM setup don't have
the first clue what I'm talking about, so for them such an environment
(and the choice it permits) isn't valuable unless they learned a lot
more.

i know what you're talking about. i use vmware (for windows not linux, just 
because of some windows only software), bootcamp and wine.

i just don't want to use linux at home. i see some downsides (e.g. apple offers 
good apps and interfaces) but not upsides (apple offers full fledged BSD, 
what's the problem?)

is the downside that i can't customize the hardware much? well ok, fair 
enough. though IME graphics performance in virtualization sucks anyway -- 
so gpu upgrade not too relevant to this comparison -- and i can upgrade ram 
and hard drive, and i didn't want to upgrade my cpu.

but so what? apple offers one choice including limited hardware upgrading. 
your setup is a different choice. i don't see why yours is "more choice" and 
therefore automatically better.

if you were arguing that you wanted a particular thing, such as to be able to 
upgrade your CPU, so it was better for you, i'd be like "ok. doesn't apply to 
most people but that's reasonable". but to me it just looks like you made 
different choices, which you prefer for reasons i don't find super compelling, 
but then on top of that you say it's better because what i see as a different set 
of choices you call more choices.

I want an approximate 15 inch form factor laptop (fits the plethora of
cases, backpacks, lapdesks, and stands I already have) with 1080p or
higher display, 4 memory DIMMs, an SSD, an HDD and a hot swappable
optical drive or second HDD, all internal, and a GPU complement that
drives 3 monitors at 1080p or higher. I want to use the monitors and
USB scanners, external drives, keyboards, mice, sound cards, X-10
controller, HDTV stick, fax stick, eSATA interface and LFF SATA / IDE
HDD dock I already have. Downloading new drivers / apps for the
hardware not included with the OS is perfectly OK. Coding my own



drivers is not. :-) I'll let use of the docking station I already have
slide, since that changes nearly every generation with Windows laptops
anyway.

Some of that is undoubtedly possible with OS X. I'd be shocked in a
good way if it all is.

no clue about "fax stick" for example.

but you can easily check most of them here:

http://store.apple.com/us/browse/home/shop_mac/family/macbook_pro

the 15 inch retina model. click tech specs tab down a ways, which i can't link.

plenty of people use mac hardware for windows or linux because of reasons like 
better build quality.

i do too. i have a mac mini running bootcamp with win7 right now for windows 
only software i don't want to run in VM (aka games).

On the flip side, what hardware devices do you (or the average Mac
owner) have that would plug in (USB or other standard interface) to a
Windows system but wouldn't work in Windows? What can you buy in a Mac
hardware configuration that you can't get in a Windows configuration?
Oh wait, I think I know that the answer to the second question is
"none" because you can run Windows on any of Apple's hardware you
want. Just not vice-versa.

It seems Windows has lots of hardware options that Mac doesn't, but
Mac has few if any hardware options that Windows doesn't. That is what
I mean by Windows has "more choice". I thought you'd agree, and just
argue that more choice is bad or not worth the complexity or offset by
Apple's spectacular UI or something. I don't get the idea that Windows
having more choice is some kind of an illusion.

if you choose more windows hardware choice, you give up the choice to run os 
x. gain some choices, lose all the choices within os x. your way, you lose the 
choices to run mac safari, mail, pages, numbers, keynote, messages, textmate, 

http://store.apple.com/us/browse/home/shop_mac/family/macbook_pro


xcode, etc i consider that a bunch of useful choices.

so again, i do not agree your claims are meaningful without defining them better.

there is simply no such thing as how to count "more" choices without defining a 
particular method of counting, a standard of what is "one [unit of] choice", and 
other details like that.

further, whatever method you define of figuring out what is "more choice" may 
not correspond at all to which thing is better. "more choices" is something that 
sounds like it would be good, but for many definitions it would not be.

this is something Daring Fireball knows about. he did not intend to say apple 
offers less choice and therefore apple is worse. he meant more like: apple offers 
less bad choices in order to make the useful stuff even better. (this is still 
ambiguous but if you read a year of posts you can get an understanding of what 
he actually means)

By the way I'm not arguing that more choice is automatically better.
I'm arguing that it is better ceteris paribus, and that it is worth
some tradeoff in convenience or aesthetics or intuitiveness for those
that are knowledgeable in the field.

I'm not sure how much. I'm not loyal to the Windows or Linux platform.
Windows 8 UI does suck at least until you get past the stupid start
screen, to the point of driving me to at least consider some other
host OS as Windows 7 ages. It occurs to me that I haven't looked at
Apple in a long time which is why I'm interested. If I was still sure
Apple wasn't for me I wouldn't bother discussing it.

FWIW, i use windows lightly and consider windows 7 a downgrade from 
windows XP. i only use it because of some driver support. modern mac 
hardware claims it doesn't offer bootcamp support for windows XP anymore and 
i didn't want to mess around with testing this out.

windows XP i consider significantly worse than OS X 10.2. every OS X upgrade 
since then has actually made things better.

to take one example, despite flaws ( 



http://arstechnica.com/apple/2003/04/finder/ ), the Finder is better for OS X than 
windows explorer and has been for a decade (which is good since it basically 
hasn't been upgraded for a decade :/).

spotlight is better than windows' search.

activity monitor is better than task manager.

disk utility is better than the shit windows comes with.

system preferences is better than control panels. e.g. easier to find what you 
want. and has better features such as controlling some hotkeys or rebinding 
caps locks to control.

preview is way better than the pdf and image viewer crap windows comes with. 
and way better than acrobat reader for regular use (if you want advanced 
features, maybe not. similar story with Pages and Numbers which are better for 
most use but don't have all the features of Word and Excel).

apple's terminal is way better than the built in windows one. both the app itself 
(which maybe you can fix by downloading some windows program, but those 
are pretty universally ugly so i don't know) and what sort of commands exist 
(since it's BSD. this is very hard to fix except by your method of not actually 
using windows much).

My father-in-law is the same way about cars. He hates cars that he
"can't work on" (meaning, they have less options available for
aftermarket tinkering) because he knows a lot about cars and can
optimize them to his needs. Me - I don't care whether or not I can
"work on" a car because I don't know a lot about cars, I just want to
get where I'm going and when my car breaks, I take it to the mechanic.

for some things you can set a default and allow optional changes but that 
complicates the interface, adds more settings for people to read through 
(most people don't want that), adds fragmentation of what people's devices 
are like (making it harder for app makers to provide a consistent 
experience), etc

Why is consistency of experience to be valued, instead of usefulness?

http://arstechnica.com/apple/2003/04/finder/


it is useful. e.g. you open up an app and in intuitively works if it's consistent 
with other apps.

The flip side to not having been impressed by a UI enhancement
recently is that I haven't been confused by an app since...I don't
remember when. They all work intuitively. Maybe because I don't try
that many apps - I don't generally go hunting for apps unless I've
already got some idea what I want it for.

Who cares if I have the same experience as my neighbor, if my
experience is useful to me and my neighbor's experience is useful to
him?

if two people have different experiences, then an app is going to have a hard 
time being consistent with both (in theory maybe it can read some settings 
and -- at significant development expense -- automatically match your 
experience).

it also streamlines tech support. this doesn't just save money for apple (which 
can be passed on to customers. whether it is or not depends on market 
conditions but the point is it's not just apple's benefit). it also means that when 
you do a forum search about your problems, you will find more posts from 
people with similar setups. so that's good. and when you watch a How To 
video on youtube, there will be fewer differences to worry about when doing it 
yourself.

I don't know about OS X forum searches, but I can say that Linux forum
searches are way more helpful than Windows forum searches despite the
vastly larger Windows user population and vastly greater Linux
fragmentation. I think it's just because Linux users are way more
capable and likely to try to write useful stuff in forums.

my guess is you know where to look, which may well eliminate the issue. in my 
experience with google searching some linux problems, i have way more trouble 
than finding stuff for OS X, and some of this is from fragmentation.

as to quality, of course it varies widely, but i think OS X results would be 
categorized more on the level with linux, not windows.



This is why I so much enjoy the tech industry.

You & I could go back and forth with email after email about the
relative merits of Apple products.

Or I can just go to an Apple store and spend a few hours trying stuff
out and asking questions, which I did today.

I tried the iPhone 5, for which my comparison is my 2 year old Android
Nexus S phone.
I tried the iPad, for which I really have no comparison (I don't
currently own a tablet).
I tried the Macbook Pro 15 Retina released in February, for which my
comparison is my Lenovo W520 laptop from about a year ago running
Windows 7.

iPhone vs. Andriod UI - meh. Pretty much the same thing at least for
everything I do. Perhaps its because I'm not really a phone power
user. I spend so much time either at home or travelling in front of my
laptop that my smartphone just isn't all that relevant.

iPhone vs. Android hardware - In terms of devices themselves, Android
has more options. No surprise. iPhone build quality is better. No
surprise. But something we never really discussed (it never occurred
to me) is the amount of hardware choice available in phones *after*
you own the device. In that category I think iPhone is the clear
winner. iPhone has a ton more choice in terms of accessories -
probably because the standard form factor makes it economic to produce
many different types of cases, etc. Anyway, pleasant surprise in that
department, enough to get me to consider switching on my next phone.

OS X vs. Windows 8 UI - OS X is definitely better. No doubt. No
surprise either - the only current UI that can give Windows 8 a run
for it's money for the title of worst ever is Ubuntu Unity.

OS X vs. Windows 7 UI - OS X is different, seems a little better once



one gets a little skilled with it but nothing I found to be an earth
shattering or must have improvement. The main benefit to OS X over
Windows 7 would be that it's a current version OS and not a UI tied to
a downlevel OS. Available or not, I'd really hate to start off running
a nearly half-decade old OS as the host on day 1 of my next laptop.
Which kinda re-inforces the pickle Microsoft's put people in.

Macbook vs. Windows hardware -

First the good: The built in graphics exceeded my expectations. The
Macbook Pro 15 Retina will actually drive 4 monitors vs. my current
machine's 3, with the same kind of discrete + integrated card setup I
have now. A "thunderbolt" adapter (not familiar with that port but
specs look good) is required for driving monitors #3 and #4, but
that's no problem because the external monitors don't travel so
neither would the adapters. The built in retina display was also
excellent, better than my current laptop (which is pretty darn good)
so I have nothing but praise in the graphics hardware department.

Then the really bad: In terms of built-in options, the highest-end,
most expensive latest and greatest Macbook Pro 15 Retina has no
standard or optional built in optical drive, no standard or optional
built in ethernet port, not just CPU (which I expected and is
basically the same as in Windows laptops) but RAM and Flash all
*soldered in place* (no adding upgrade chips after purchase - from
Apple or anyone else), and no internal HDD nor option for one let
alone the two HDDs I'm used to having. For a workstation replacement
class laptop (which is what I need) those are seriously major
failures. I'd have to carry around an ethernet adapter and an external
HDD at minimum, then perhaps an external optical drive and another
external HDD and a USB hub to connect it all depending on where I was
going and what I was doing there / how long I was staying. Try setting
up that amount of gorp in a hotel room! And I either have to shell out
for maximum RAM at today's prices, or live with a hobbled box for its
entire useful life. And Apple charges $200 to go from 8 GB to the 16
GB maximum RAM, when an 8GB stick of the same speed for any Windows
laptop goes for $50. My approach to RAM is usually to buy only half of
the maximum number of the biggest available DIMM size at purchase
time, but then double that later in the empty DIMM slot(s) when the
prices come down. Regardless, the 16 GB maximum RAM in the top end



Macbook Pro today is half of my year old machine's 32 GB RAM maximum.
Pretty pathetic.

The rest is a mixed bag.

The Macbook Pro seems to have been designed to minimize device
thickness and weight, which it certainly achieves. It's half or less
the thickness and weight of my current machine. Which would be nice,
but not even close to worth the tradeoff in functionality. I can
understand prioritizing the size/weight goal in smaller form factors
but it makes no sense in the workstation category. This makes me
wonder what kind of "power user" you and they had in mind -- not me!

Build quality on the Macbook is good, maybe a little better than my
current machine but I couldn't drop either one off a desk without
damage so the difference isn't major.

As to my external devices I'd definitely have to replace at least my
USB HDTV tuner and USB fax modem (yeah, fax is horribly antiquated but
some business transactions still require it). Not sure on some of the
other devices, but at worst I could probably get by plugging them into
Windows virtual machines when I need them. I could live with that if
it wasn't for the lack of built-in options cited above.

Which brings me to iPad, for which I have no real comparison. I could
maybe see using a tablet from a more comfortable chair to read books,
web surf, or watch videos instead of on my laptop. Even though it's
pretty thin & light, the weight worries me on it. My laptop sits on a
desk or in a backpack or wheeled bag, whereas the whole point of the
iPad would be that I'd hold it up while using it. It would never be
propped up at a table - if I'm going to sit at a table it'd be with my
laptop. And I can't see anything the tablet would do that my laptop
doesn't. Nevertheless I'm seriously considering it for the reason you
mentioned - I might find more things to use it for once I had it.

Anyway, playing with some new/different tech is a fun way to spend a
Saturday. :-)



--Jason

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] iOS, epistemology
Date: April 28, 2013 at 4:36 AM

On Apr 28, 2013, at 12:27 AM, Jason <auvenj@gmail.com> wrote:

This is why I so much enjoy the tech industry.

You & I could go back and forth with email after email about the
relative merits of Apple products.

Or I can just go to an Apple store and spend a few hours trying stuff
out and asking questions, which I did today.

I tried the iPhone 5, for which my comparison is my 2 year old Android
Nexus S phone.
I tried the iPad, for which I really have no comparison (I don't
currently own a tablet).
I tried the Macbook Pro 15 Retina released in February, for which my
comparison is my Lenovo W520 laptop from about a year ago running
Windows 7.

iPhone vs. Andriod UI - meh. Pretty much the same thing at least for
everything I do. Perhaps its because I'm not really a phone power
user. I spend so much time either at home or travelling in front of my
laptop that my smartphone just isn't all that relevant.

iPhone vs. Android hardware - In terms of devices themselves, Android
has more options. No surprise. iPhone build quality is better. No
surprise. But something we never really discussed (it never occurred
to me) is the amount of hardware choice available in phones *after*
you own the device. In that category I think iPhone is the clear
winner. iPhone has a ton more choice in terms of accessories -
probably because the standard form factor makes it economic to produce
many different types of cases, etc. Anyway, pleasant surprise in that
department, enough to get me to consider switching on my next phone.

oh. yes. so less choice in one regard (form factors) means more choice in 
another regard (cases).



i don't actually like cases. but the important things, IMO, are  1) apple makes 
choices that are good in objective ways. that doesn't mean good for everyone but 
there's good reasons for the choices and they have broad value  2) what you 
regard as better or 'more choice' depends on which choices you care about  3) 
apple has better people than dell or samsung or MS in a lot of important areas, 
and it makes a difference (really it's better people in terms of what they can do in 
the context of working at their company. company culture makes a huge 
difference here. apple is organized differently -- better.)

OS X vs. Windows 8 UI - OS X is definitely better. No doubt. No
surprise either - the only current UI that can give Windows 8 a run
for it's money for the title of worst ever is Ubuntu Unity.

OS X vs. Windows 7 UI - OS X is different, seems a little better once
one gets a little skilled with it but nothing I found to be an earth
shattering or must have improvement. The main benefit to OS X over
Windows 7 would be that it's a current version OS and not a UI tied to
a downlevel OS. Available or not, I'd really hate to start off running
a nearly half-decade old OS as the host on day 1 of my next laptop.
Which kinda re-inforces the pickle Microsoft's put people in.

i think the difference is more noticeable if you use them each for a year.

for example, on OS X the alt tab equivalent is two different hotkeys. one changes 
programs and one changes windows within a program. i believe this is better and 
kinda subtle at first.

windows in general encourages maximizing windows way too much. mac has 
more of a non-maximized windows ethos. this is good. for most people this would 
be hard to explain but you're used to having more than one monitor so maybe 
you'll understand.

mac has smarter hotkey choices. e.g. cmd-q vs alt-f4. or sometimes on windows 
Find is a function key not cmd/ctrl-f. but anyway mac has a LOT of hotkeys, many 
of which are guessable due to consistent patterns. two notable areas of good 
hotkeys are in finder to go places like home folder or applications folder, and for 
text fields (not the emacs hotkeys. just standard ones).

mac puts the menu bar at the top, not attached to every window. this is better too. 



i think this is hard to understand without getting used to it. one thing it does is get 
it out of the way, and also in a consistent place, and also you can see what app 
has focus by reading the name up there.

on mac, closing all windows of a program does not quit it in general. this is a 
better design. like say you have a text editor with one document. you close it then 
open a new document then type more. makes sense. but clashes with windows 
approach.

windows is ugly. maybe you don't think you care, but once you get used to better 
aesthetics you might not want to go back. i'm not an artsy person, but i notice the 
difference.

the dock works way better than the taskbar. i haven't put a lot of effort into 
configuring windows. wiht a mac i don't have to. i'm sure some of my windows 
complaints are fixable but the taskbar in my experience fills up easily and then 
stops being as usable once it starts grouping stuff.

or here's another example. on windows there is a hotkey to hide all windows so 
you can see your desktop. on mac there is too. the difference is on mac you can 
hit it a second time to restore all your windows...

i don't use expose or spaces much (or whatever they call them or did to them in 
mountain lion) but i think they are good for some people. they are a good 
example of apple making OS X more of a "batteries included" type of deal. i'm 
sure there is some software for windows that's kinda similar, though i bet it's 
uglier. dashboard is another example which i use a little. time machine is another 
which i use -- it Just Works. but also Preview is a good example -- nice app and 
comes built in. and TextEdit is way nicer than notepad or wordpad. sure you can 
download text editors for windows. for example i've used TextPad. but mac has 
way nicer ones than that. i never found anything competitive.

and it's not just the OS and included apps, but also the third party apps. there is 
an OS X look and feel which many third party apps adhere to which makes them 
nicer than what random developers would have done on their own, and do do for 
windows.

btw would you like to make any guesses about the OS preferences of people with 
10 or more BoI posts?



Macbook vs. Windows hardware -

First the good: The built in graphics exceeded my expectations. The
Macbook Pro 15 Retina will actually drive 4 monitors vs. my current
machine's 3, with the same kind of discrete + integrated card setup I
have now. A "thunderbolt" adapter (not familiar with that port but
specs look good)

http://en.wikipedia.org/wiki/Thunderbolt_(interface)

Intel introduced Light Peak at the 2009 Intel Developer Forum (IDF)

Originally conceived as an optical technology, Intel switched to electrical 
connections to reduce costs and to supply up to 10W of power to connected 
devices.[19]

it's not used only by apple:

in July 2011 Sony released its Vaio Z21 line of laptop with a “Power Media 
Dock” that uses the optical iteration of Thunderbolt to connect to an external 
graphics card using a combination port that behaves like USB electrically but 
also includes the optical interconnect required for Thunderbolt. Other 
implementations of the technology have begun in 2012, with desktop boards 
offering the interconnect now available.[31]

i think apple is the main user though. not too sure.

is required for driving monitors #3 and #4, but
that's no problem because the external monitors don't travel so
neither would the adapters. The built in retina display was also
excellent, better than my current laptop (which is pretty darn good)
so I have nothing but praise in the graphics hardware department.

Then the really bad: In terms of built-in options, the highest-end,
most expensive latest and greatest Macbook Pro 15 Retina has no
standard or optional built in optical drive, no standard or optional
built in ethernet port, not just CPU (which I expected and is

http://en.wikipedia.org/wiki/Thunderbolt_(interface


basically the same as in Windows laptops) but RAM and Flash all
*soldered in place* (no adding upgrade chips after purchase - from
Apple or anyone else), and no internal HDD nor option for one let
alone the two HDDs I'm used to having. For a workstation replacement
class laptop (which is what I need) those are seriously major
failures.

yes. apple prioritized some things like thinner and lighter, which are preferred by 
most people but not a few power users.

I'd have to carry around an ethernet adapter and an external
HDD at minimum, then perhaps an external optical drive and another
external HDD and a USB hub to connect it all depending on where I was
going and what I was doing there / how long I was staying. Try setting
up that amount of gorp in a hotel room! And I either have to shell out
for maximum RAM at today's prices, or live with a hobbled box for its
entire useful life. And Apple charges $200 to go from 8 GB to the 16
GB maximum RAM, when an 8GB stick of the same speed for any Windows
laptop goes for $50.

heh, check out apple's current RAM prices for power macs.

if you want components at near cost, don't buy from apple!

My approach to RAM is usually to buy only half of
the maximum number of the biggest available DIMM size at purchase
time, but then double that later in the empty DIMM slot(s) when the
prices come down. Regardless, the 16 GB maximum RAM in the top end
Macbook Pro today is half of my year old machine's 32 GB RAM maximum.
Pretty pathetic.

i don't think it's pathetic. it's a choice. they prioritize some things over others. 
there are good reasons for this and it's better for most people. it's a tradeoff, not a 
flaw.

The rest is a mixed bag.

The Macbook Pro seems to have been designed to minimize device



thickness and weight, which it certainly achieves.

yes

It's half or less
the thickness and weight of my current machine. Which would be nice,
but not even close to worth the tradeoff in functionality.

i'm not surprised that's your opinion.

I can
understand prioritizing the size/weight goal in smaller form factors
but it makes no sense in the workstation category. This makes me
wonder what kind of "power user" you and they had in mind -- not me!

you mean when i was talking about OS X? not hardware.

though if you really want power, why not get a light weight laptop and leave a 
desktop on at home and control it remotely?

Build quality on the Macbook is good, maybe a little better than my
current machine but I couldn't drop either one off a desk without
damage so the difference isn't major.

As to my external devices I'd definitely have to replace at least my
USB HDTV tuner and USB fax modem (yeah, fax is horribly antiquated but
some business transactions still require it). Not sure on some of the
other devices, but at worst I could probably get by plugging them into
Windows virtual machines when I need them. I could live with that if
it wasn't for the lack of built-in options cited above.

Which brings me to iPad, for which I have no real comparison. I could
maybe see using a tablet from a more comfortable chair to read books,
web surf, or watch videos instead of on my laptop. Even though it's
pretty thin & light, the weight worries me on it. My laptop sits on a
desk or in a backpack or wheeled bag, whereas the whole point of the
iPad would be that I'd hold it up while using it. It would never be



propped up at a table - if I'm going to sit at a table it'd be with my
laptop. And I can't see anything the tablet would do that my laptop
doesn't. Nevertheless I'm seriously considering it for the reason you
mentioned - I might find more things to use it for once I had it.

Anyway, playing with some new/different tech is a fun way to spend a
Saturday. :-)

in general, i think iPad is the best way to read books. with books you don't 
typically want to sit at a table. and if you read on a laptop, you still have to input 
page turns. holding the ipad, similar to holding a book, fits well with page turning. 
the exception is speed reading (http://www.spreeder.com) which requires little 
user input, so a laptop in your lap that holds up it's own screen works well with no 
table (e.g. at bed or chair).

once there is an ipad mini with retina display that might be nice. currently you 
have to pick lighter weight or retina display, can't have both. i have and like retina. 
the weight is alright IME. IIRC daring fireball switched to an iPad mini.

i think iPad works well for certain types of web surfing. but not all. for example, i 
usually get to websites by typing a few letters from the url and use autocomplete. 
but the ipad isn't optimized for quickly navigating by keyboard. the screen size is 
an issue for web browsing sometimes too.

IMO, the ipad is good for light weight activities. e.g. reading IMs and emails while 
watching a movie on main computer. i could do that on a laptop but prefer the 
ipad. i don't usually type much on it though.

i don't think my way of using computers & devices is very representative of what 
it's like for other people anyway though. for example i don't use facebook and 
twitter. and i think a lot of people will browse the internet without any specific idea 
of where they are going, and do things like go to reddit, click a link, hit back, click 
another link, clink a "related blog post", click through to some news story it cites, 
click to another news story on that news site, etc... iPad would handle that well i 
guess. whereas i either browse targeted stuff (either known cites or googling 
specific things), or i go to hacker news, open everything i want in tabs (clicking 
quickly while holding command for new tab) and then go through them rarely 
clicking any links.

http://www.spreeder.com/


there's also good software for iOS, such as Voice Dream Reader. when i search 
for something similar on android, the first thing i find is:

https://play.google.com/store/apps/details?id=com.noinnion.android.voicereading

i can't tell if this is any good or not from the webpage (does it read epubs? how 
fast can it read well? how good are the voices?). and it's free. that worries me. i 
can see from the screenshot that the UI is way less nice than Voice Dream 
Reader, as is typical when you compare iOS apps to android apps.

i don't like searching through a bunch of possibly-shitty apps hoping to find a 
quality one. in the Apple world, the hassles that waste my time are minimized. i 
think that's valuable.

the second android voice reader i find is:

https://play.google.com/store/apps/details?id=com.svox.classic&hl=en

again i find it quite hard to tell if it's any good from the web page. and there are 
setup instructions!

== INSTRUCTIONS ==
After installing Svox Classic TTS, enable it as follows: >
1. Go to Android Settings -> Voice Input & Output -> Text-to-Speech settings. >
2. Activate SvoxClassic at the bottom of the screen, then select SvoxClassic as 
the Default Engine. >
3. Open Svox Classic TTS app to browse the voice catalog and download a 
trial/full voice for your language.

so that's an added hassle. that sucks. and it sounds like they are just 
piggybacking on something built into android. whereas Voice Dream Reader put 
effort into providing top quality voices that you'd actually want to listen to a whole 
book with.

still have no idea how fast it will read and the UI looks ugly and shitty based on 
the unhelpful screenshots they give. where is the screenshot of the main screen 
for when it's reading text to you? i don't see that...

now compare with:

https://play.google.com/store/apps/details?id=com.noinnion.android.voicereading
https://play.google.com/store/apps/details?id=com.svox.classic&hl=en


https://itunes.apple.com/us/app/voice-dream-reader-text-to/id496177674?mt=8

such a better experience. it tells me the maximum and minimum speed. the 
screenshots show me what i'm getting way better. it has nice features like 
highlighting both the line (white) and word (yellow) currently being read. it has 
gestures to control stuff. it has dropbox integration. it has a screenshot with the UI 
and status bar hidden, just text showing, which is important. and not only does it 
get this stuff right, you can easily tell it does. and it looks way more professional 
than the android things i found -- and i want that, i don't want to waste my time 
with some amateur apps, i just want an awesome one and don't think about it 
anymore.

this comparison is typical. lots of iOS apps adhere to all sorts of good standards 
of presentation, ui, features, quality, etc... certainly not all but it's basically no 
problem to find good ones.

-- Elliot Temple
http://elliottemple.com/

-- 

https://itunes.apple.com/us/app/voice-dream-reader-text-to/id496177674?mt=8
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Optimism
Date: April 28, 2013 at 5:45 AM

On Apr 27, 2013, at 2:20 PM, Lulie Tanett <luliet@gmail.com> wrote:

On 26 Apr 2013, at 09:33 AM, anontoo <anontoo@yahoo.com> wrote:

On Friday, January 4, 2013 7:14:33 AM UTC, Elliot Temple wrote:
How is optimism to be maintained when progress is slow for years? Many 
people despair.

Why must progress be slow?

I didn't say it must be.

Slow in what way, compared to what?

Well, for example, sometimes people have progress at one rate for 5 years. Then 
at another rate for the next five years. And the second rate is half as much. So 
that's one way to get a comparison.

Maybe the answer is to consider smaller things to be bigger steps. To actively 
look out for mini epiphanies and be happy when you get them. To consider 
things as small as noticing mistakes you never noticed before as an occasion 
for celebration.

Well, yes, if you think progress is slow because you don't notice when you're 
making progress, then paying attention would help. But that doesn't address the 
case of when progress is actually slow.

Or to have smaller problems, or break up problems into smaller parts. Then you 
can be optimistic because you see subproblems getting solved quickly.

But again you're assuming there is a bunch of progress going on quickly, and not 
addressing the case where there isn't.



Or to consider going through a lot of mistaken answers to still be progress. So 
long as you're thinking and learning, you're making progress. Now you know 
that the thing you thought was true isn't true!  That's a better idea than the 
thought it was true or may be true.

Again you're assuming there actually is a bunch of progress, and not addressing 
the question.

Some people think skills like drawing or ventriloquism or music has to be a slow 
grind of the fundamentals before tackling the more complicated stuff. I think this 
is a bad approach. If you're not noticing any progress, that's suspicious.

A better approach is to have problems, and to do things in the field that address 
those problems. Then it becomes fun and fast -- solutions are noticeable. One 
should avoid grinding because it's too slow and boring, and instead focus on 
theory first, practice second. Because of this, whenever I pick up the pencil, I 
make noticeable improvement.

If you're not noticing your progress, maybe you need better/smarter practicing 
techniques or theories about the field.

Progress is not automatic. The issue isn't just to notice it.

The first step is to learn that despair is not an automatic reaction to slow 
progress. Despair is a wrong choice that people make.

Most people think that it is automatic, and it's not a choice. Learning this is 
hard/counter-intuitive -- AFAIK there's not much literature on it (if I'm wrong, 
please link!). So what is the argument that it is a choice? What are the other 
options?

Or let's go the other way: Why do most people think it's automatic? What do 
they think people who don't despair are doing?

I guess the realisation that one can take responsibility for stuff is a powerful 
step. Like, this is actually in my power to change. That's pretty awesome. Even 
if you can't work out how to change this particular thing, you can take 



responsibility for smaller things and make choices that affect that stuff, and build 
up to the harder stuff.

This is largely irrelevant too since the question was about despairing for a reason, 
not automatically.

The second step is to learn that slow progress is not a terrible thing.

Slow progress >>>> no progress, yes. Fast progress > slow progress, but it may 
take a while to build speed.

(Hm, I wonder if slow progress would feel like fast progress to someone who 
hasn't experienced fast progress? Kind of like how the singularity would not 
mean we can't keep up to date with iPhone updates, because we'd think faster.)

One's age and progress history don't have to matter because they don't make 
problems less soluble.

Right. One must start from where they are. I've seen people well into their 40s 
completely change their life.

no you haven't.

personal anecdotes are a terrible way to try to argue philosophical points. as 
usual, there are issues of privacy and (mis)interpretation. and philosophy issues, 
such as knowing what 'completely' means.

It's very possible for older people, too. Age/history matter less the more one 
takes an attitude of taking charge of their own life.

Make no mistake, age and history do commonly make people stop progressing. 
I'd guess the main reason old people find it hard to change is because they stop 
trying or thinking it's possible. In other words, a lack of optimism. And hangups, 
but they're much less important than having optimism and trying to take 
responsibility for stuff.

Being older has some advantages too: after a certain age, you stop getting as 
much pressure to conform, and also you typically have a lot more world 
knowledge than when you were younger.



the question was not about the possibility of progress, nor about age.

most human beings have made little if any philosophical progress over the last 5 
years. that is what has happened. so for any of these billions of people, that's a 
tough situation, right? there's some difficulties there.

some people have the advantage of reading Ayn Rand and BoI and more. and 
not being old, if you want to specify that, though I don't think it matters. they know 
stuff like you said above. yet still most of those people have made little 
philosophical progress over the last 5 years. that's a tough situation, right? there's 
some difficulties there that one could try to address, rather than not 
acknowledging this (even though it's super common).

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] iOS, epistemology
Date: April 28, 2013 at 2:32 PM

On Sun, Apr 28, 2013 at 1:36 AM, Elliot Temple <curi@curi.us> wrote:

On Apr 28, 2013, at 12:27 AM, Jason <auvenj@gmail.com> wrote:

This is why I so much enjoy the tech industry.

You & I could go back and forth with email after email about the
relative merits of Apple products.

Or I can just go to an Apple store and spend a few hours trying stuff
out and asking questions, which I did today.

I tried the iPhone 5, for which my comparison is my 2 year old Android
Nexus S phone.
I tried the iPad, for which I really have no comparison (I don't
currently own a tablet).
I tried the Macbook Pro 15 Retina released in February, for which my
comparison is my Lenovo W520 laptop from about a year ago running
Windows 7.

iPhone vs. Andriod UI - meh. Pretty much the same thing at least for
everything I do. Perhaps its because I'm not really a phone power
user. I spend so much time either at home or travelling in front of my
laptop that my smartphone just isn't all that relevant.

iPhone vs. Android hardware - In terms of devices themselves, Android
has more options. No surprise. iPhone build quality is better. No
surprise. But something we never really discussed (it never occurred
to me) is the amount of hardware choice available in phones *after*
you own the device. In that category I think iPhone is the clear
winner. iPhone has a ton more choice in terms of accessories -
probably because the standard form factor makes it economic to produce
many different types of cases, etc. Anyway, pleasant surprise in that
department, enough to get me to consider switching on my next phone.



oh. yes. so less choice in one regard (form factors) means more choice in 
another regard (cases).

i don't actually like cases. but the important things, IMO, are  1) apple makes 
choices that are good in objective ways. that doesn't mean good for everyone 
but there's good reasons for the choices and they have broad value  2) what you 
regard as better or 'more choice' depends on which choices you care about  3) 
apple has better people than dell or samsung or MS in a lot of important areas, 
and it makes a difference (really it's better people in terms of what they can do 
in the context of working at their company. company culture makes a huge 
difference here. apple is organized differently -- better.)

OS X vs. Windows 8 UI - OS X is definitely better. No doubt. No
surprise either - the only current UI that can give Windows 8 a run
for it's money for the title of worst ever is Ubuntu Unity.

OS X vs. Windows 7 UI - OS X is different, seems a little better once
one gets a little skilled with it but nothing I found to be an earth
shattering or must have improvement. The main benefit to OS X over
Windows 7 would be that it's a current version OS and not a UI tied to
a downlevel OS. Available or not, I'd really hate to start off running
a nearly half-decade old OS as the host on day 1 of my next laptop.
Which kinda re-inforces the pickle Microsoft's put people in.

i think the difference is more noticeable if you use them each for a year.

for example, on OS X the alt tab equivalent is two different hotkeys. one 
changes programs and one changes windows within a program. i believe this is 
better and kinda subtle at first.

windows in general encourages maximizing windows way too much. mac has 
more of a non-maximized windows ethos. this is good. for most people this 
would be hard to explain but you're used to having more than one monitor so 
maybe you'll understand.

mac has smarter hotkey choices. e.g. cmd-q vs alt-f4. or sometimes on windows 
Find is a function key not cmd/ctrl-f. but anyway mac has a LOT of hotkeys, 
many of which are guessable due to consistent patterns. two notable areas of 
good hotkeys are in finder to go places like home folder or applications folder, 
and for text fields (not the emacs hotkeys. just standard ones).



mac puts the menu bar at the top, not attached to every window. this is better 
too. i think this is hard to understand without getting used to it. one thing it does 
is get it out of the way, and also in a consistent place, and also you can see 
what app has focus by reading the name up there.

on mac, closing all windows of a program does not quit it in general. this is a 
better design. like say you have a text editor with one document. you close it 
then open a new document then type more. makes sense. but clashes with 
windows approach.

windows is ugly. maybe you don't think you care, but once you get used to 
better aesthetics you might not want to go back. i'm not an artsy person, but i 
notice the difference.

the dock works way better than the taskbar. i haven't put a lot of effort into 
configuring windows. wiht a mac i don't have to. i'm sure some of my windows 
complaints are fixable but the taskbar in my experience fills up easily and then 
stops being as usable once it starts grouping stuff.

or here's another example. on windows there is a hotkey to hide all windows so 
you can see your desktop. on mac there is too. the difference is on mac you can 
hit it a second time to restore all your windows...

i don't use expose or spaces much (or whatever they call them or did to them in 
mountain lion) but i think they are good for some people. they are a good 
example of apple making OS X more of a "batteries included" type of deal. i'm 
sure there is some software for windows that's kinda similar, though i bet it's 
uglier. dashboard is another example which i use a little. time machine is 
another which i use -- it Just Works. but also Preview is a good example -- nice 
app and comes built in. and TextEdit is way nicer than notepad or wordpad. sure 
you can download text editors for windows. for example i've used TextPad. but 
mac has way nicer ones than that. i never found anything competitive.

and it's not just the OS and included apps, but also the third party apps. there is 
an OS X look and feel which many third party apps adhere to which makes them 
nicer than what random developers would have done on their own, and do do 
for windows.

btw would you like to make any guesses about the OS preferences of people 



with 10 or more BoI posts?

Nope. Technical superiority or suitability to one's needs isn't a
matter of democracy, either in the whole market or in any subset.

I would be interested if anyone else had technical opinions that added
to or were different from yours, either way.

BTW what's my OS preference? Nuanced is the only singular word I'd use for it.

Macbook vs. Windows hardware -

First the good: The built in graphics exceeded my expectations. The
Macbook Pro 15 Retina will actually drive 4 monitors vs. my current
machine's 3, with the same kind of discrete + integrated card setup I
have now. A "thunderbolt" adapter (not familiar with that port but
specs look good)

http://en.wikipedia.org/wiki/Thunderbolt_(interface)

Intel introduced Light Peak at the 2009 Intel Developer Forum (IDF)

Originally conceived as an optical technology, Intel switched to electrical 
connections to reduce costs and to supply up to 10W of power to connected 
devices.[19]

it's not used only by apple:

in July 2011 Sony released its Vaio Z21 line of laptop with a “Power Media 
Dock” that uses the optical iteration of Thunderbolt to connect to an external 
graphics card using a combination port that behaves like USB electrically but 
also includes the optical interconnect required for Thunderbolt. Other 
implementations of the technology have begun in 2012, with desktop boards 
offering the interconnect now available.[31]

i think apple is the main user though. not too sure.

http://en.wikipedia.org/wiki/Thunderbolt_(interface


is required for driving monitors #3 and #4, but
that's no problem because the external monitors don't travel so
neither would the adapters. The built in retina display was also
excellent, better than my current laptop (which is pretty darn good)
so I have nothing but praise in the graphics hardware department.

Then the really bad: In terms of built-in options, the highest-end,
most expensive latest and greatest Macbook Pro 15 Retina has no
standard or optional built in optical drive, no standard or optional
built in ethernet port, not just CPU (which I expected and is
basically the same as in Windows laptops) but RAM and Flash all
*soldered in place* (no adding upgrade chips after purchase - from
Apple or anyone else), and no internal HDD nor option for one let
alone the two HDDs I'm used to having. For a workstation replacement
class laptop (which is what I need) those are seriously major
failures.

yes. apple prioritized some things like thinner and lighter, which are preferred by 
most people but not a few power users.

I'd have to carry around an ethernet adapter and an external
HDD at minimum, then perhaps an external optical drive and another
external HDD and a USB hub to connect it all depending on where I was
going and what I was doing there / how long I was staying. Try setting
up that amount of gorp in a hotel room! And I either have to shell out
for maximum RAM at today's prices, or live with a hobbled box for its
entire useful life. And Apple charges $200 to go from 8 GB to the 16
GB maximum RAM, when an 8GB stick of the same speed for any Windows
laptop goes for $50.

heh, check out apple's current RAM prices for power macs.

if you want components at near cost, don't buy from apple!

My approach to RAM is usually to buy only half of
the maximum number of the biggest available DIMM size at purchase
time, but then double that later in the empty DIMM slot(s) when the



prices come down. Regardless, the 16 GB maximum RAM in the top end
Macbook Pro today is half of my year old machine's 32 GB RAM maximum.
Pretty pathetic.

i don't think it's pathetic. it's a choice. they prioritize some things over others. 
there are good reasons for this and it's better for most people. it's a tradeoff, not 
a flaw.

The rest is a mixed bag.

The Macbook Pro seems to have been designed to minimize device
thickness and weight, which it certainly achieves.

yes

It's half or less
the thickness and weight of my current machine. Which would be nice,
but not even close to worth the tradeoff in functionality.

i'm not surprised that's your opinion.

I can
understand prioritizing the size/weight goal in smaller form factors
but it makes no sense in the workstation category. This makes me
wonder what kind of "power user" you and they had in mind -- not me!

you mean when i was talking about OS X? not hardware.

though if you really want power, why not get a light weight laptop and leave a 
desktop on at home and control it remotely?

I have considered this, tried it different ways over several years,
and repeatedly rejected it mostly because it relies more heavily on
network connections than current network technology effectively
supports. I've tried remote screen control, as well as using my home
system or the cloud for remote primary data storage while doing all
processing locally.



Cellular data is high latency, expensive and/or severely traffic
limited path. I go months at a time almost entirely at home, and
paying for a large recurring cellular data plan those months would be
a total waste. Then I travel and even a 5 GB data cap is ridiculously
small. If the trip is overseas the quality of the network is highly
dependant on the destination, but always involves buying a local SIM
since international data roaming rates are ridiculous. Cellular data
just doesn't work that well for me - certainly not well enough to rely
on for interactively getting work done.

Hotel or other wi-fi is even worse - spotty, unreliable even when it's
"available", and terribly insecure. But at least when it's there the
traffic quantity isn't capped. VPN helps with the security though its
no panacea.

I've concluded at least until there's a big jump in network capacity
and reliability I need my desktop processing to be local. If I could
find a well-implemented WAN caching algorithm for the desktop I might
be able to live with remote desktop data storage. Really though I'd
just prefer to have one or two 1 TB HDDs internal and use remote/cloud
for backup rather than primary storage of desktop artifacts.

--Jason

-- 



From: Jason <auvenj@gmail.com>
Subject: Why should I be frugal when I'm so rich? (was: [BoI] 21 hour work week 
proposal)
Date: April 29, 2013 at 1:37 AM

On Wed, Apr 24, 2013 at 9:46 PM, Elliot Temple <curi@curi.us> wrote:
http://www.neweconomics.org/publications/21-hours

what's wrong with this?

fair warning: it's unpleasant.

Kind of a straw man, really. I know some hard core lefties take that
kind of thing seriously, but few other people at least in the USA do.

Perhaps more mixed content like this one would be more interesting:
http://www.mrmoneymustache.com/2013/04/25/why-should-i-be-frugal-when-im-
so-rich/

Not so uniformly unpleasant in my opinion, though there are some
doozies including a favorable link to Peter Singer.

What does this guy get right that few others do?
What are the mistakes that he is promoting?

--Jason

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: Why should I be frugal when I'm so rich? (was: [BoI] 21 hour work 
week proposal)
Date: April 29, 2013 at 4:55 AM

On Apr 28, 2013, at 10:37 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 9:46 PM, Elliot Temple <curi@curi.us> wrote:
http://www.neweconomics.org/publications/21-hours

what's wrong with this?

fair warning: it's unpleasant.

Kind of a straw man, really.

A straw man is when you intentionally put forward a bad version of an argument 
so you can easily knock it down.

But this argument is being put forward by True Believers. They are not 
intentionally putting forward a bad argument in order to lose the debate and 
sabotage their side. They mean it.

It could still be a straw man if I said like "this is the best arg for short work weeks" 
and then link this one. They mean it but there are better args for short work 
weeks. But I didn't say that. It's just a thing, which people believe, which one can 
analyze.

FWIW i only saw it b/c a *fan* linked it. it's not a straw man mindset or approach 
to investigate arguments other ppl claim are good to see what's up.

There's no straw man here.

-- Elliot Temple
http://curi.us/

-- 

http://www.neweconomics.org/publications/21-hours
http://curi.us/


From: Jason <auvenj@gmail.com>
Subject: Re: Why should I be frugal when I'm so rich? (was: [BoI] 21 hour work 
week proposal)
Date: April 29, 2013 at 1:52 PM

On Mon, Apr 29, 2013 at 1:55 AM, Elliot Temple <curi@curi.us> wrote:

On Apr 28, 2013, at 10:37 PM, Jason <auvenj@gmail.com> wrote:

On Wed, Apr 24, 2013 at 9:46 PM, Elliot Temple <curi@curi.us> wrote:
http://www.neweconomics.org/publications/21-hours

what's wrong with this?

fair warning: it's unpleasant.

Kind of a straw man, really.

A straw man is when you intentionally put forward a bad version of an argument 
so you can easily knock it down.

But this argument is being put forward by True Believers. They are not 
intentionally putting forward a bad argument in order to lose the debate and 
sabotage their side. They mean it.

It could still be a straw man if I said like "this is the best arg for short work 
weeks" and then link this one. They mean it but there are better args for short 
work weeks. But I didn't say that. It's just a thing, which people believe, which 
one can analyze.

FWIW i only saw it b/c a *fan* linked it. it's not a straw man mindset or approach 
to investigate arguments other ppl claim are good to see what's up.

There's no straw man here.

OK, I didn't use the term straw man correctly.

I should have said: A more interesting and difficult question about

http://www.neweconomics.org/publications/21-hours


the article you linked would have been "what's good about this?"

I can't think of anything consequential that's good about it. Not one
thing. It's all wrong. So it's not so much "unpleasant" as it is
basically useless. I don't find much use in reading things that are
all bad. Do you? Or am I missing some hidden goodness there?

When one finds things that are, near as one can tell, all good - then
those are of course great materials to post and either enlighten
others or find out what flaws you've missed. Such content also seems
really really rare.

Short of finding something that one can fully endorse, I also think
its useful to analyze things that are clearly a mixture of good and
bad but concern the same kind of important questions. What can be
learned from the good parts and how can the good parts be adopted
while leaving the bad parts behind?

The MMM article is such an example.

--Jason

-- 



From: Balázs Fehér <feher.balazs.feher@gmail.com>
Subject: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: April 30, 2013 at 6:30 PM

My philosophical viewpoint

by Kurt Friedrich Gödel, c. 1960.

1. The world is rational.
2. Human reason can, in principle, be developed more highly (through
certain techniques).
3. There are systematic methods for the solution of all problems (also art,
etc.).
4. There are other worlds and rational beings of a different and higher
kind.
5. The world in which we live is not the only one in which we shall live or
have lived.
6. There is incomparably more knowable a priori than is currently known.
7. The development of human thought since the Renaissance is thoroughly
intelligible (durchaus einsichtige).
8. Reason in mankind will be developed in every direction.
9. Formal rights comprise a real science.
10. Materialism is false.
11. The higher beings are connected to the others by analogy, not by
composition.
12. Concepts have an objective existence.
13. There is a scientific (exact) philosophy and theology, which deals with
concepts of the highest abstractness; and this is also most highly fruitful
for science.
14. Religions are, for the most part, bad - but religion is not.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: April 30, 2013 at 6:44 PM

On Apr 30, 2013, at 3:30 PM, Balázs Fehér <feher.balazs.feher@gmail.com> 
wrote:

My philosophical viewpoint

by Kurt Friedrich Gödel, c. 1960.

1. The world is rational.
2. Human reason can, in principle, be developed more highly (through
certain techniques).
3. There are systematic methods for the solution of all problems (also art,
etc.).

What are the methods?

This is not what Popper/BoI/etc thinks. Conjectures and refutations is not a 
systematic method. It's a creative, imaginative method with lots of freedom to try 
different things according to individual judgment.

4. There are other worlds and rational beings of a different and higher
kind.
5. The world in which we live is not the only one in which we shall live or
have lived.
6. There is incomparably more knowable a priori than is currently known.
7. The development of human thought since the Renaissance is thoroughly
intelligible (durchaus einsichtige).
8. Reason in mankind will be developed in every direction.
9. Formal rights comprise a real science.
10. Materialism is false.

What?

11. The higher beings are connected to the others by analogy, not by
composition.

What?



12. Concepts have an objective existence.

Meaning what?

13. There is a scientific (exact) philosophy and theology, which deals with
concepts of the highest abstractness; and this is also most highly fruitful
for science.
14. Religions are, for the most part, bad - but religion is not.

What is good about religion itself? What is religion itself?

I'm seeing various claims but very little philosophical reasoning. Why is this stuff 
true? Where are the arguments? Where's the persuasion?

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Time Crystals
Date: April 30, 2013 at 9:31 PM

http://www.wired.com/wiredscience/2013/04/time-crystals/all/

Kinda vague without reading other sources. I'm guessing it's dumb, but any 
comments?

-- Elliot Temple
http://fallibleideas.com/

-- 
-- 
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From: Balázs Fehér <feher.balazs.feher@gmail.com>
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: May 1, 2013 at 4:23 AM

I'm seeing various claims but very little philosophical reasoning. Why is
this stuff true? Where are the arguments? Where's the persuasion?

This is the outcome of a lifetime of reasoning. Those with great learning
should come to see these points for themselves. Have fun with filling in
the gaps! ;)

-- 
-- 
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From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: May 1, 2013 at 8:39 AM

On 5/1/2013 9:23 AM, Balázs Fehér wrote:
  > I'm seeing various claims but very little philosophical reasoning. Why is
this stuff true? Where are the arguments? Where's the persuasion?

This is the outcome of a lifetime of reasoning. Those with great learning should
come to see these points for themselves. Have fun with filling in the gaps! ;)

So what`s happening here is:

1) You`re asserting some vague ideas
2) You`re backing it up with an argument from authority (you have spent `a 
lifetime` reasoning about them therefore they must be right)
3) You`re implying that if we don`t agree, we must be stupid (or not have `great 
learning`)
4) You`re refusing to discuss or explain them further

This is, respectively:

1) Evading criticism - because your ideas are vague, if we try to dispute them, 
you can just keep saying `that`s not what it means` forever
2) Authoritarian - your `lifetime of reasoning` may contain systemic errors, or 
even if it doesn`t you may simply have missed something.
3) Coercive - trying to insult people who don`t agree with you == trying to bully 
them into agreeing with you
4) Anti-rational - an attempt to shut down discussion.

Have I missed something?

- Richard

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Time Crystals
Date: May 1, 2013 at 7:24 PM

On 1 May 2013, at 02:31, Elliot Temple <curi@curi.us> wrote:

http://www.wired.com/wiredscience/2013/04/time-crystals/all/

Kinda vague without reading other sources. I'm guessing it's dumb, but any 
comments?

The people doing the experiment are kinda dumb in some ways. First, they derive 
some complicated thing entirely in accordance with quantum mechanics and then 
they say:

The hope is that time crystals will push physics beyond the precise but 
seemingly imperfect laws of quantum mechanics and lead the way to a grander 
theory.

“I’m very interested in seeing if I can make a new contribution following 
Einstein,” Li said. “He said that quantum mechanics is not complete.”

If they are going to refute quantum mechanics, then they need an alternative 
explanation that makes some other set of predictions, but they don't have that. Or 
at least it's not in their paper.

An almost complete list of the relevant papers is here (Wilczek's reply to Bruno is 
missing):

http://arxiv.org/abs/1202.2539
http://arxiv.org/abs/1206.4772
http://arxiv.org/abs/1210.4128
http://arxiv.org/abs/1211.4792
http://arxiv.org/abs/1212.6959

In the paper and their reply to Bruno they give another set of motivations: 
exploring many body interactions and that sort of thing, which is okay. They might 
still be wrong, but that motivation isn't silly.

http://www.wired.com/wiredscience/2013/04/time-crystals/all/
http://arxiv.org/abs/1202.2539
http://arxiv.org/abs/1206.4772
http://arxiv.org/abs/1210.4128
http://arxiv.org/abs/1211.4792
http://arxiv.org/abs/1212.6959


Wilczek's ideas seem unclear in similar ways.

Alan

-- 



From: Balázs Fehér <feher.balazs.feher@gmail.com>
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: May 2, 2013 at 4:16 AM

"Have I missed something?" No Richard, you are quite right, now I see.

Let me clarify:

1) "You`re asserting some vague ideas" I do not assert them. They are
indeed vague ideas. "if we try to dispute them, you can just keep saying
`that`s not what it means` forever" I did not want to assert that they are
true nor that they are false. "Those with great learning should come to see
these points for themselves." I should have written "might come to see"
instead of "should come to see" here. I wanted to provoke discussion with
this statement but I see that it was not an appropriate way to do it, to
say the least. I should have written in answer to: "Why is this stuff true?
Where are the arguments? Where's the persuasion?" That I think they are
interesting points to discuss in light of BOI, but I cannot pinpoint the
arguments for or against these, so you could help to clarify.
2) "You`re backing it up with an argument from authority (you have spent `a
lifetime` reasoning about them therefore they must be right) " Indeed I
asserted that Gödel held these ideas. And it does not back it up. Many
logicians went crazy by the end of their lives. "Authoritarian - your
`lifetime of reasoning` may contain systemic errors, or even if
it doesn't you may simply have missed something." I agree.
3) "You`re implying that if we don`t agree, we must be stupid (or not have
`great learning`) " "Coercive - trying to insult people who don`t agree
with you == trying to bully them into agreeing with you " Sorry, I did not
want to imply that. I should not have written that. I should not mind
whether people agree with these points or not.
4) "You`re refusing to discuss or explain them further " "Anti-rational -
an attempt to shut down discussion."  I wanted to provoke discussion, but I
put it wrong, you are right.

So, lets start anew. If any of you have some ideas and would like to
elaborate on these 14 points I am interested to hear your arguments.

Thanks,
Balázs

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: May 2, 2013 at 5:15 AM

On 2 May 2013 09:16, Balázs Fehér <feher.balazs.feher@gmail.com> wrote:

"Have I missed something?" No Richard, you are quite right, now I see.

Let me clarify:

1)
"You`re asserting some vague ideas"

I do not assert them. They are indeed vague ideas.

"if we try to dispute them, you can just keep saying `that`s not what it means` 
forever"

I did not want to assert that they are true nor that they are false.

Why not? What harm would asserting do even if you were wrong?

If you're going to hedge about whether what you say is true or false
then you won't learn anything because you're not exposing your ideas
to criticism.

"Those with great learning should come to see these points for themselves."

I should have written "might come to see" instead of "should come to see" here. 
I wanted to provoke discussion with this statement but I see that it was not an 
appropriate way to do it, to say the least. I should have written in answer to:

"Why is this stuff true? Where are the arguments? Where's the persuasion?"

That I think they are interesting points to discuss in light of BOI, but I cannot 
pinpoint the arguments for or against these, so you could help to clarify.

What do your points have to do with BOI?



2)
"You`re backing it up with an argument from authority (you have spent `a 
lifetime` reasoning about them therefore they must be right) "

Indeed I asserted that Gödel held these ideas. And it does not back it up.

Let's suppose that Godel did hold those ideas. Why did he hold them?

Many logicians went crazy by the end of their lives.

First, this is ad hominem. Second it's dehumanising the people who you
say are crazy. You might want to try reading some Thomas Szasz.

"Authoritarian - your `lifetime of reasoning` may contain systemic errors, or 
even if it doesn't you may simply have missed something."

I agree.

In the previous sentence you made yet another ad hominem attack. This
is an authoritarian argument with everybody other than the person
you're smearing as the authority. Your agreement is not much good
unless you're willing to follow through.

3)
"You`re implying that if we don`t agree, we must be stupid (or not have `great 
learning`) "

"Coercive - trying to insult people who don`t agree with you == trying to bully 
them into agreeing with you "

Sorry, I did not want to imply that. I should not have written that. I should not 
mind whether people agree with these points or not.
4)

"You`re refusing to discuss or explain them further " "Anti-rational - an attempt 
to shut down discussion."

I wanted to provoke discussion, but I put it wrong, you are right.

You want discussion of a vague unexplained series of statements? Your



statements are vague and unexplained so I can't do much with them. If
you explain them maybe we can get somewhere.

So, lets start anew. If any of you have some ideas and would like to elaborate 
on these 14 points I am interested to hear your arguments.

If you would like to elaborate then do so.

Alan

-- 



From: Payer <mason@email.unc.edu>
Subject: [BoI] Re: Solution to climate change (from carbon output)
Date: May 2, 2013 at 1:39 PM

On Saturday, April 13, 2013 6:14:00 PM UTC-4, Rami Rustom wrote:

TED Talk, Allan Savory:

http://www.youtube.com/watch?v=vpTHi7O66pI

And its not technology. Its mimicking biology.

-- Rami Rustom
http://ramirustom.blogspot.com

Slight correction: it is technology which uses (mimics) biological
processes.

-- 
-- 
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From: Payer <mason@email.unc.edu>
Subject: [BoI] Re: Schools think criticism doesn't work..
Date: May 2, 2013 at 1:47 PM

On Sunday, April 7, 2013 7:24:52 PM UTC-4, Brett Hall wrote:

http://www.smh.com.au/nsw/at-knox-grammar-the-air-is-positively-charged-
20130405-2hbyp.html

Details are hard to come by, but the opening sentences struck me...

"If Knox Grammar's rugby team loses, coaches are not to criticise or
chastise players. Negative language is shunned at the school..."

So it's explicitly anti-critical.

Schools suck badly. One main reason is that they are, essentially, child
prisons. Only the children have not done anything wrong to lose their
freedoms (so by that measure, they're *worse* than prisons). Now that
terrible evil aside...how much worse can schools get? They are clearly
better now that they don't beat kids...but...still really bad.

For all the evil mistakes that schools make, a purported "education
system" one would think would at least be interested in how knowledge grows
- although if they are making so many moral errors perhaps we should not be
surprised that their epistemology is also truly, badly flawed. But it's
interesting I find an example where they are so very proud of it...and
quite explicitly state that *criticism* does not work.

Now to me, there's strange clash here. On the one hand, students are
invariably abused at schools - psychologically, emotionally, whatever.
Anything that *might* reduce that even a little is good. On the other, any
claim that a lack of criticism is better than lots of criticism if you want
to improve, is a really, really bad lesson if you're a kid.

I'm not sure if this kind of thinking is becoming more widespread in
education or not...though a quick search suggests quite a few schools at
least in Australia are using this buzzword "positive" which is repeated
over and again in the article. I don't know what they mean when they say
"positive education" - little about it seems to be "positive" except that

http://www.smh.com.au/nsw/at-knox-grammar-the-air-is-positively-charged-20130405-2hbyp.html


it divests itself of criticism (which they seem to suggest is negative:
even emotionally "negative").

But then I read the wiki article on "Positive Education" and again,
details are scarce.

http://en.wikipedia.org/wiki/Positive_education

I really don't get the difference with whatever normal education is (I
suppose, by corrollary, it must be "negative education". It's said that
students get to concentrate on their strengths and become more creative.
But again...does this mean a student who doesn't want to learn maths at
school doesn't have to? Does it mean students don't actually have to go to
school if they don't want? That would be positive. I doubt that's what they
mean though.)

My impression is that whatever positive education is: it's the same
coercive way of forcing kids into classrooms, only now they aren't told
when they make mistakes, if they actually do try to make the best of a bad
situation by learning.

Or something like that.

Brett.

Most education systems in the U.S. including all the public schools of
which I am aware use the prison / factory model of education in which every
child of age X is expected to learn exactly the same thing  at exactly the
same time in exactly the same fashion.  The school situation is high in
stress and high in boredom both of which conditions tend to destroy the
brain / mind (in rat studies at least).  We can trace the linage of the
prison / factor model of education to the requirements of capitalist
factory, mill, and mine owners who wanted obedient, docile, literate
employees who would show up on time and do what they were told and not
think any more than necessary, which is exactly what the prison / factory
model of education produces.

Home schooling students in the U.S. tend to learn about twice as much per
hour and have better socialization (being able to get along with other

http://en.wikipedia.org/wiki/Positive_education


people) than formal school educated students.

-- 
-- 
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Schools think criticism doesn't work..
Date: May 2, 2013 at 2:41 PM

On May 2, 2013, at 10:47 AM, Payer <mason@email.unc.edu> wrote:

On Sunday, April 7, 2013 7:24:52 PM UTC-4, Brett Hall wrote:

http://www.smh.com.au/nsw/at-knox-grammar-the-air-is-positively-charged-
20130405-2hbyp.html

Details are hard to come by, but the opening sentences struck me...

"If Knox Grammar's rugby team loses, coaches are not to criticise or
chastise players. Negative language is shunned at the school..."

So it's explicitly anti-critical.

Schools suck badly. One main reason is that they are, essentially, child
prisons. Only the children have not done anything wrong to lose their
freedoms (so by that measure, they're *worse* than prisons). Now that
terrible evil aside...how much worse can schools get? They are clearly
better now that they don't beat kids...but...still really bad.

For all the evil mistakes that schools make, a purported "education
system" one would think would at least be interested in how knowledge grows
- although if they are making so many moral errors perhaps we should not be
surprised that their epistemology is also truly, badly flawed. But it's
interesting I find an example where they are so very proud of it...and
quite explicitly state that *criticism* does not work.

Now to me, there's strange clash here. On the one hand, students are
invariably abused at schools - psychologically, emotionally, whatever.
Anything that *might* reduce that even a little is good. On the other, any
claim that a lack of criticism is better than lots of criticism if you want
to improve, is a really, really bad lesson if you're a kid.

I'm not sure if this kind of thinking is becoming more widespread in

http://www.smh.com.au/nsw/at-knox-grammar-the-air-is-positively-charged-20130405-2hbyp.html


education or not...though a quick search suggests quite a few schools at
least in Australia are using this buzzword "positive" which is repeated
over and again in the article. I don't know what they mean when they say
"positive education" - little about it seems to be "positive" except that
it divests itself of criticism (which they seem to suggest is negative:
even emotionally "negative").

But then I read the wiki article on "Positive Education" and again,
details are scarce.

http://en.wikipedia.org/wiki/Positive_education

I really don't get the difference with whatever normal education is (I
suppose, by corrollary, it must be "negative education". It's said that
students get to concentrate on their strengths and become more creative.
But again...does this mean a student who doesn't want to learn maths at
school doesn't have to? Does it mean students don't actually have to go to
school if they don't want? That would be positive. I doubt that's what they
mean though.)

My impression is that whatever positive education is: it's the same
coercive way of forcing kids into classrooms, only now they aren't told
when they make mistakes, if they actually do try to make the best of a bad
situation by learning.

Or something like that.

Brett.

Most education systems in the U.S. including all the public schools of
which I am aware use the prison / factory model of education in which every
child of age X is expected to learn exactly the same thing  at exactly the
same time in exactly the same fashion.  The school situation is high in
stress and high in boredom both of which conditions tend to destroy the
brain / mind (in rat studies at least).  We can trace the linage of the
prison / factor model of education to the requirements of capitalist
factory, mill, and mine owners who wanted obedient, docile, literate
employees who would show up on time and do what they were told and not
think any more than necessary, which is exactly what the prison / factory
model of education produces.

http://en.wikipedia.org/wiki/Positive_education


Home schooling students in the U.S. tend to learn about twice as much per
hour and have better socialization (being able to get along with other
people) than formal school educated students.

This treats learning more things on the curriculum, and being more "socialized", 
as values.

But are they values? If the kid gaining them wants them, OK. But he might not. 
One should consider his preferences if one respects him as a human being.

-- Elliot Temple
http://fallibleideas.com/

-- 
-- 
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From: Payer <mason@email.unc.edu>
Subject: Re: [BoI] Schools think criticism doesn't work..
Date: May 2, 2013 at 2:50 PM

On Thursday, May 2, 2013 2:41:17 PM UTC-4, Elliot Temple wrote:

On May 2, 2013, at 10:47 AM, Payer <ma...@email.unc.edu <javascript:>>
wrote:

On Sunday, April 7, 2013 7:24:52 PM UTC-4, Brett Hall wrote:

http://www.smh.com.au/nsw/at-knox-grammar-the-air-is-positively-charged-
20130405-2hbyp.html

Details are hard to come by, but the opening sentences struck me...

"If Knox Grammar's rugby team loses, coaches are not to criticise or
chastise players. Negative language is shunned at the school..."

So it's explicitly anti-critical.

Schools suck badly. One main reason is that they are, essentially,
child

prisons. Only the children have not done anything wrong to lose their
freedoms (so by that measure, they're *worse* than prisons). Now that
terrible evil aside...how much worse can schools get? They are clearly
better now that they don't beat kids...but...still really bad.

For all the evil mistakes that schools make, a purported "education
system" one would think would at least be interested in how knowledge

grows
- although if they are making so many moral errors perhaps we should

not be
surprised that their epistemology is also truly, badly flawed. But it's
interesting I find an example where they are so very proud of it...and

http://www.smh.com.au/nsw/at-knox-grammar-the-air-is-positively-charged-20130405-2hbyp.html


quite explicitly state that *criticism* does not work.

Now to me, there's strange clash here. On the one hand, students are
invariably abused at schools - psychologically, emotionally, whatever.
Anything that *might* reduce that even a little is good. On the other,

any
claim that a lack of criticism is better than lots of criticism if you

want
to improve, is a really, really bad lesson if you're a kid.

I'm not sure if this kind of thinking is becoming more widespread in
education or not...though a quick search suggests quite a few schools

at
least in Australia are using this buzzword "positive" which is repeated
over and again in the article. I don't know what they mean when they

say
"positive education" - little about it seems to be "positive" except

that
it divests itself of criticism (which they seem to suggest is negative:
even emotionally "negative").

But then I read the wiki article on "Positive Education" and again,
details are scarce.

http://en.wikipedia.org/wiki/Positive_education

I really don't get the difference with whatever normal education is (I
suppose, by corrollary, it must be "negative education". It's said that
students get to concentrate on their strengths and become more

creative.
But again...does this mean a student who doesn't want to learn maths at
school doesn't have to? Does it mean students don't actually have to go

to
school if they don't want? That would be positive. I doubt that's what

they
mean though.)

My impression is that whatever positive education is: it's the same
coercive way of forcing kids into classrooms, only now they aren't told

http://en.wikipedia.org/wiki/Positive_education


when they make mistakes, if they actually do try to make the best of a
bad

situation by learning.

Or something like that.

Brett.

Most education systems in the U.S. including all the public schools of
which I am aware use the prison / factory model of education in which

every
child of age X is expected to learn exactly the same thing  at exactly

the
same time in exactly the same fashion.  The school situation is high in
stress and high in boredom both of which conditions tend to destroy the
brain / mind (in rat studies at least).  We can trace the linage of the
prison / factor model of education to the requirements of capitalist
factory, mill, and mine owners who wanted obedient, docile, literate
employees who would show up on time and do what they were told and not
think any more than necessary, which is exactly what the prison /

factory
model of education produces.

Home schooling students in the U.S. tend to learn about twice as much
per

hour and have better socialization (being able to get along with other
people) than formal school educated students.

This treats learning more things on the curriculum, and being more
"socialized", as values.

But are they values? If the kid gaining them wants them, OK. But he might
not. One should consider his preferences if one respects him as a human
being.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


Obviously determining what is to be on the curriculum is based on values.
But the path the student follows to reach the goals the teacher / parent
has for the child should definitely be based on the student's preferences.
One learns much more quickly those things in which one has strong
interests.  Almost any interest a human being has can be used to teach
math, reading / writing, art, music, "social studies", or other subjects
found in the typical curriculum.  Prison / factory schools completely
ignore these facts.

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Schools think criticism doesn't work..
Date: May 2, 2013 at 3:26 PM

On May 2, 2013, at 11:50 AM, Payer <mason@email.unc.edu> wrote:

On Thursday, May 2, 2013 2:41:17 PM UTC-4, Elliot Temple wrote:

On May 2, 2013, at 10:47 AM, Payer <ma...@email.unc.edu <javascript:>>
wrote:

On Sunday, April 7, 2013 7:24:52 PM UTC-4, Brett Hall wrote:

http://www.smh.com.au/nsw/at-knox-grammar-the-air-is-positively-charged-
20130405-2hbyp.html

Details are hard to come by, but the opening sentences struck me...

"If Knox Grammar's rugby team loses, coaches are not to criticise or
chastise players. Negative language is shunned at the school..."

So it's explicitly anti-critical.

Schools suck badly. One main reason is that they are, essentially,
child

prisons. Only the children have not done anything wrong to lose their
freedoms (so by that measure, they're *worse* than prisons). Now that
terrible evil aside...how much worse can schools get? They are clearly
better now that they don't beat kids...but...still really bad.

For all the evil mistakes that schools make, a purported "education
system" one would think would at least be interested in how knowledge

grows

http://www.smh.com.au/nsw/at-knox-grammar-the-air-is-positively-charged-20130405-2hbyp.html


- although if they are making so many moral errors perhaps we should
not be

surprised that their epistemology is also truly, badly flawed. But it's
interesting I find an example where they are so very proud of it...and
quite explicitly state that *criticism* does not work.

Now to me, there's strange clash here. On the one hand, students are
invariably abused at schools - psychologically, emotionally, whatever.
Anything that *might* reduce that even a little is good. On the other,

any
claim that a lack of criticism is better than lots of criticism if you

want
to improve, is a really, really bad lesson if you're a kid.

I'm not sure if this kind of thinking is becoming more widespread in
education or not...though a quick search suggests quite a few schools

at
least in Australia are using this buzzword "positive" which is repeated
over and again in the article. I don't know what they mean when they

say
"positive education" - little about it seems to be "positive" except

that
it divests itself of criticism (which they seem to suggest is negative:
even emotionally "negative").

But then I read the wiki article on "Positive Education" and again,
details are scarce.

http://en.wikipedia.org/wiki/Positive_education

I really don't get the difference with whatever normal education is (I
suppose, by corrollary, it must be "negative education". It's said that
students get to concentrate on their strengths and become more

creative.
But again...does this mean a student who doesn't want to learn maths at
school doesn't have to? Does it mean students don't actually have to go

to
school if they don't want? That would be positive. I doubt that's what

http://en.wikipedia.org/wiki/Positive_education


they
mean though.)

My impression is that whatever positive education is: it's the same
coercive way of forcing kids into classrooms, only now they aren't told
when they make mistakes, if they actually do try to make the best of a

bad
situation by learning.

Or something like that.

Brett.

Most education systems in the U.S. including all the public schools of
which I am aware use the prison / factory model of education in which

every
child of age X is expected to learn exactly the same thing  at exactly

the
same time in exactly the same fashion.  The school situation is high in
stress and high in boredom both of which conditions tend to destroy the
brain / mind (in rat studies at least).  We can trace the linage of the
prison / factor model of education to the requirements of capitalist
factory, mill, and mine owners who wanted obedient, docile, literate
employees who would show up on time and do what they were told and not
think any more than necessary, which is exactly what the prison /

factory
model of education produces.

Home schooling students in the U.S. tend to learn about twice as much
per

hour and have better socialization (being able to get along with other
people) than formal school educated students.

This treats learning more things on the curriculum, and being more
"socialized", as values.

But are they values? If the kid gaining them wants them, OK. But he might
not. One should consider his preferences if one respects him as a human



being.

-- Elliot Temple
http://fallibleideas.com/

Obviously determining what is to be on the curriculum is based on values.

Nothing is obvious.

But the path the student follows to reach the goals the teacher / parent
has for the child

Human beings should reach their own goals, not the goals of an authority.

should definitely be based on the student's preferences. One learns much more 
quickly those things in which one has strong  interests.  Almost any interest a 
human being has can be used to teach  math, reading / writing, art, music, 
"social studies", or other subjects found in the typical curriculum.  Prison / 
factory schools completely
ignore these facts.

so you're saying to use a person's values against them as a method of control to 
get them to learn what you want them to learn. you are confirming you do not 
respect children as human beings.

PS check out the posting guidelines (below). future HTML posts will be deleted. 
click "plain text mode" or similar. (notice how the quoting is broken above).

-- Elliot Temple
http://elliottemple.com/

-- 

http://fallibleideas.com/
http://elliottemple.com/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Schools think criticism doesn't work..
Date: May 2, 2013 at 6:19 PM

On May 2, 2013, at 3:27 PM, Elliot Temple wrote:

On May 2, 2013, at 11:50 AM, Payer <mason@email.unc.edu> wrote:

On Thursday, May 2, 2013 2:41:17 PM UTC-4, Elliot Temple wrote:

On May 2, 2013, at 10:47 AM, Payer <ma...@email.unc.edu
<javascript:>>
wrote:

On Sunday, April 7, 2013 7:24:52 PM UTC-4, Brett Hall wrote:

http://www.smh.com.au/nsw/at-knox-grammar-the-air-is-positively-charg
ed-20130405-2hbyp.html

Details are hard to come by, but the opening sentences struck me...

"If Knox Grammar's rugby team loses, coaches are not to criticise
or chastise players. Negative language is shunned at the school..."

So it's explicitly anti-critical.

Schools suck badly. One main reason is that they are, essentially,
child
prisons. Only the children have not done anything wrong to lose

http://www.smh.com.au/nsw/at-knox-grammar-the-air-is-positively-charg


their freedoms (so by that measure, they're *worse* than prisons).
Now that terrible evil aside...how much worse can schools get? They
are clearly better now that they don't beat kids...but...still really bad.

For all the evil mistakes that schools make, a purported "education
system" one would think would at least be interested in how
knowledge grows
- although if they are making so many moral errors perhaps we
should not be
surprised that their epistemology is also truly, badly flawed. But
it's interesting I find an example where they are so very proud of
it...and quite explicitly state that *criticism* does not work.

Now to me, there's strange clash here. On the one hand, students
are invariably abused at schools - psychologically, emotionally, whatever.
Anything that *might* reduce that even a little is good. On the
other, any
claim that a lack of criticism is better than lots of criticism if
you want
to improve, is a really, really bad lesson if you're a kid.

I'm not sure if this kind of thinking is becoming more widespread
in education or not...though a quick search suggests quite a few
schools at
least in Australia are using this buzzword "positive" which is
repeated over and again in the article. I don't know what they mean
when they say
"positive education" - little about it seems to be "positive"
except that
it divests itself of criticism (which they seem to suggest is negative:
even emotionally "negative").

But then I read the wiki article on "Positive Education" and again,
details are scarce.

http://en.wikipedia.org/wiki/Positive_education

I really don't get the difference with whatever normal education is
(I suppose, by corrollary, it must be "negative education". It's
said that students get to concentrate on their strengths and become

http://en.wikipedia.org/wiki/Positive_education


more creative.
But again...does this mean a student who doesn't want to learn
maths at school doesn't have to? Does it mean students don't
actually have to go to
school if they don't want? That would be positive. I doubt that's
what they
mean though.)

My impression is that whatever positive education is: it's the same
coercive way of forcing kids into classrooms, only now they aren't
told when they make mistakes, if they actually do try to make the
best of a bad
situation by learning.

Or something like that.

Brett.

Most education systems in the U.S. including all the public schools
of which I am aware use the prison / factory model of education in
which every
child of age X is expected to learn exactly the same thing  at
exactly the
same time in exactly the same fashion.  The school situation is
high in stress and high in boredom both of which conditions tend to
destroy the brain / mind (in rat studies at least).  We can trace
the linage of the prison / factor model of education to the
requirements of capitalist factory, mill, and mine owners who
wanted obedient, docile, literate employees who would show up on
time and do what they were told and not think any more than
necessary, which is exactly what the prison / factory
model of education produces.

Home schooling students in the U.S. tend to learn about twice as
much per
hour and have better socialization (being able to get along with
other people) than formal school educated students.

This treats learning more things on the curriculum, and being more



"socialized", as values.

But are they values? If the kid gaining them wants them, OK. But he
might not. One should consider his preferences if one respects him as
a human being.

-- Elliot Temple
http://fallibleideas.com/

Obviously determining what is to be on the curriculum is based on values.

Nothing is obvious.

But the path the student follows to reach the goals the teacher /
parent has for the child

Human beings should reach their own goals, not the goals of an authority.

Parents can have goals with respect to their children.  For example parents can 
have as a goal helping their children to learn to read.

should definitely be based on the student's preferences. One learns
much more quickly those things in which one has strong  interests.  Almost any 
interest a human being has can be used to teach  math, reading / writing, art, 
music, "social studies", or other subjects found in the typical curriculum.  
Prison / factory schools completely ignore these facts.

so you're saying to use a person's values against them as a method of control to 
get them to learn what you want them to learn. you are >confirming you do not 
respect children as human beings.

-- Elliot Temple
http://elliottemple.com/

I do not consider helping someone else to attain a better life (more and better 
options from which to choose) is using that person's values against them.  I see it 
as using those values to support them.  To allow a child to needlessly reach 
adulthood in the modern world without being able to read is neglect.

http://fallibleideas.com/
http://elliottemple.com/


PS: Adding a ">" to each line by hand is a drag.  Is there some way to automate 
that process?

--
--

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

-- 

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: Re: [BoI] Schools think criticism doesn't work..
Date: May 2, 2013 at 6:32 PM

On May 2, 2013, at 3:19 PM, "Mason, Larry K" <mason@email.unc.edu> wrote:

On May 2, 2013, at 3:27 PM, Elliot Temple wrote:

On May 2, 2013, at 11:50 AM, Payer <mason@email.unc.edu> wrote:

Obviously determining what is to be on the curriculum is based on values.

Nothing is obvious.

But the path the student follows to reach the goals the teacher /
parent has for the child

Human beings should reach their own goals, not the goals of an authority.

Parents can have goals with respect to their children.  For example parents can 
have as a goal helping their children to learn to read.

They can, but it's immoral for the parent to try to control his child's life and impose 
the parent's goals/values/ideas on the child by force.

should definitely be based on the student's preferences. One learns
much more quickly those things in which one has strong  interests.  Almost 
any interest a human being has can be used to teach  math, reading / writing, 
art, music, "social studies", or other subjects found in the typical curriculum.  
Prison / factory schools completely ignore these facts.

so you're saying to use a person's values against them as a method of control 
to get them to learn what you want them to learn. you are >confirming you do 
not respect children as human beings.



I do not consider helping someone else to attain a better life (more and better 
options from which to choose) is using that person's values against them.  I see 
it as using those values to support them.  To allow a child to needlessly reach 
adulthood in the modern world without being able to read is neglect.

So you're saying: if child disagrees with parent, parent should use force.

That is an *irrational* (and violent) approach. It doesn't address the reasons for 
the disagreement. It doesn't consider which ideas are right, what the arguments 
are, etc... It just assumes certain ideas of the parent are right, based on the 
source of those ideas, then uses violence in their favor, against weak children.

PS: Adding a ">" to each line by hand is a drag.  Is there some way to automate 
that process?

It's the long-established standard. Any quality email software or text editor will 
handle quoting.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Schools think criticism doesn't work..
Date: May 2, 2013 at 9:56 PM

On Thu, May 2, 2013 at 3:32 PM, Elliot Temple <curi@curi.us> wrote:

On May 2, 2013, at 3:19 PM, "Mason, Larry K" <mason@email.unc.edu> wrote:

On May 2, 2013, at 3:27 PM, Elliot Temple wrote:

On May 2, 2013, at 11:50 AM, Payer <mason@email.unc.edu> wrote:

Obviously determining what is to be on the curriculum is based on values.

Nothing is obvious.

But the path the student follows to reach the goals the teacher /
parent has for the child

Human beings should reach their own goals, not the goals of an authority.

Parents can have goals with respect to their children.  For example parents 
can have as a goal helping their children to learn to read.

They can, but it's immoral for the parent to try to control his child's life and 
impose the parent's goals/values/ideas on the child by force.

should definitely be based on the student's preferences. One learns
much more quickly those things in which one has strong  interests.  Almost 
any interest a human being has can be used to teach  math, reading / 
writing, art, music, "social studies", or other subjects found in the typical 
curriculum.  Prison / factory schools completely ignore these facts.

so you're saying to use a person's values against them as a method of 
control to get them to learn what you want them to learn. you are >confirming 
you do not respect children as human beings.



I do not consider helping someone else to attain a better life (more and better 
options from which to choose) is using that person's values against them.  I 
see it as using those values to support them.  To allow a child to needlessly 
reach adulthood in the modern world without being able to read is neglect.

So you're saying: if child disagrees with parent, parent should use force.

That is an *irrational* (and violent) approach. It doesn't address the reasons for 
the disagreement. It doesn't consider which ideas are right, what the arguments 
are, etc... It just assumes certain ideas of the parent are right, based on the 
source of those ideas, then uses violence in their favor, against weak children.

PS: Adding a ">" to each line by hand is a drag.  Is there some way to 
automate that process?

It's the long-established standard. Any quality email software or text editor will 
handle quoting.

Some preliminaries that might be helpful here, or at least would have
been to me had I known them earlier in my posting:

(1) On this list, "force" in context of parents includes things like
dirty looks, raised voices, withholding privileges, and nagging. The
word more clearly defined and applied is "coercion". When used around
here "coercion" has a very specific (and in my opinion both unusual
and unhelpful) definition. You should make up your own mind about it,
but either way you'll understand more if you learn about "coercion"
first.
From: http://www.curi.us/509
"Coercion is a state of enacting one theory while another active
theory conflicts with it."
My position: disagree that "coercion" as it is defined here is a
useful or morally relevant standard.

(2) Criticism is vigorous, and can obscure some unstated but important
agreements. I suspect that most people on the list would agree with
you that government schools are bad and home schools can and often are

http://www.curi.us/509


much better than government or "factory" schools, even where the
parents practice coercion.
My position: agree with the vigorous criticism, just think areas of
agreement should be acknowledged too especially with new people.

(3) The format of messages is a big deal to the list owner. The rules
are all standard from the days of text-only emails, but the importance
placed upon following them is unusual. Take it as an opportunity to
learn the standard, or else you'll eventually have to leave.
My position: the rules are helpful, but overemphasized relative to
their actual importance.

(4) The purpose of parenting is a key component in the thinking:
On Monday, October 29, 2012 2:05:36 PM UTC-7, Elliot Temple wrote:

The entire philosophical goal of parenting should be the following:

the parent has some bad ideas. don't pass all of them on. if you pass them
all on, then they get repeated next generation. and it keeps going. each
parent passes on all his bad ideas and then when the kid who has them
becomes a parent, he does it too, and so on. the only way to break this
cycle is error correction. that's what it comes down to. error correction is
a beginning of infinity, and non-error-correction (irrationality)
perpetuates mistakes forever.

My position: undecided. Correcting errors is good, and I think it is
*one of* the goals of parenting, but I'm not convinced it should be
*The entire* goal.

--Jason

-- 



From: Elliot Temple <curi@curi.us>
Cc: TCS <taking-children-seriously@googlegroups.com>
Subject: [TCS] Re: [BoI] Schools think criticism doesn't work..
Date: May 2, 2013 at 10:14 PM

On May 2, 2013, at 6:56 PM, Jason <auvenj@gmail.com> wrote:

On Thu, May 2, 2013 at 3:32 PM, Elliot Temple <curi@curi.us> wrote:

On May 2, 2013, at 3:19 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On May 2, 2013, at 3:27 PM, Elliot Temple wrote:

On May 2, 2013, at 11:50 AM, Payer <mason@email.unc.edu> wrote:

Obviously determining what is to be on the curriculum is based on values.

Nothing is obvious.

But the path the student follows to reach the goals the teacher /
parent has for the child

Human beings should reach their own goals, not the goals of an authority.

Parents can have goals with respect to their children.  For example parents 
can have as a goal helping their children to learn to read.

They can, but it's immoral for the parent to try to control his child's life and 
impose the parent's goals/values/ideas on the child by force.

should definitely be based on the student's preferences. One learns
much more quickly those things in which one has strong  interests.  Almost 
any interest a human being has can be used to teach  math, reading / 
writing, art, music, "social studies", or other subjects found in the typical 
curriculum.  Prison / factory schools completely ignore these facts.



so you're saying to use a person's values against them as a method of 
control to get them to learn what you want them to learn. you are 
>confirming you do not respect children as human beings.

I do not consider helping someone else to attain a better life (more and better 
options from which to choose) is using that person's values against them.  I 
see it as using those values to support them.  To allow a child to needlessly 
reach adulthood in the modern world without being able to read is neglect.

So you're saying: if child disagrees with parent, parent should use force.

That is an *irrational* (and violent) approach. It doesn't address the reasons for 
the disagreement. It doesn't consider which ideas are right, what the 
arguments are, etc... It just assumes certain ideas of the parent are right, 
based on the source of those ideas, then uses violence in their favor, against 
weak children.

PS: Adding a ">" to each line by hand is a drag.  Is there some way to 
automate that process?

It's the long-established standard. Any quality email software or text editor will 
handle quoting.

Some preliminaries that might be helpful here, or at least would have
been to me had I known them earlier in my posting:

(1) On this list, "force" in context of parents includes things like
dirty looks, raised voices, withholding privileges, and nagging.

Whether he will admit it or not, the implication of what he was saying was nothing 
less than *overt* physical violence.

Your reply could be taken to imply otherwise. Can you clarify what you're saying?

I do not call dirty looks "force" and I don't believe anyone else here does either. 
They may be coercive but are not force or violence. (Unless they are used to 



communicate e.g. threat of violence, which is a common way they are used.)

Other ones you list are also ambiguous. For example, how are privileges to be 
withheld? For example, if a child is grounded, what keeps him in his room? Hint: 
it's not persuasion.

The
word more clearly defined and applied is "coercion". When used around
here "coercion" has a very specific (and in my opinion both unusual
and unhelpful) definition.

You have not solved the problem of better terminology. If you can't think of a 
single better approach, why complain about the use of the best known 
terminology?

You should make up your own mind about it,
but either way you'll understand more if you learn about "coercion"
first.
From: http://www.curi.us/509
"Coercion is a state of enacting one theory while another active
theory conflicts with it."
My position: disagree that "coercion" as it is defined here is a
useful or morally relevant standard.

(2) Criticism is vigorous, and can obscure some unstated but important
agreements. I suspect that most people on the list would agree with
you that government schools are bad and home schools can and often are
much better than government or "factory" schools, even where the
parents practice coercion.
My position: agree with the vigorous criticism, just think areas of
agreement should be acknowledged too especially with new people.

What agreement? He never posted that homeschooling is better than public 
schools (which is a bit unclear. voluntary public school attendance is morally 
better than involuntary homeschooling. what about is the average homeschooling 
situation better than the average public school one? i don't know. because i don't 
know, for example, what percentage of homeschoolers are really strongly 
religious or highly negligent).

http://www.curi.us/509


He said other stuff than that, which i argued with because i think it's bad. i didn't 
agree with it.

What did he actually write that you agree with, or think i agree with?

(3) The format of messages is a big deal to the list owner.

No, it's a big deal to most active posters who prefer legible posts.

When people post wrong, I quickly receive complaints from other people who are 
unsure whether to delete the stuff unread or suffer through it, and want me to 
make everyone post correctly.

The rules
are all standard from the days of text-only emails, but the importance
placed upon following them is unusual. Take it as an opportunity to
learn the standard, or else you'll eventually have to leave.
My position: the rules are helpful, but overemphasized relative to
their actual importance.

If people don't like the formatting, or find it helpful, they could write simple posts. 
E.g. if you don't want to quote correctly, don't quote at all. Then you can easily 
have your posts approved. Or instead of top posting, simply delete everything 
below your post.

I value quoting but you're certainly allowed to send posts that don't quote 
anything. (Just don't refer to other posts *as if* you'd quoted them, when you 
haven't.)

But when people do things like post quotes of other people as non-quoted and 
non-attributed text, that's a serious problem. Or if they send HTML emails, then 
*any regular poster hitting reply will be sending a broken email* which isn't cool.

(4) The purpose of parenting is a key component in the thinking:
On Monday, October 29, 2012 2:05:36 PM UTC-7, Elliot Temple wrote:

The entire philosophical goal of parenting should be the following:



the parent has some bad ideas. don't pass all of them on. if you pass them
all on, then they get repeated next generation. and it keeps going. each
parent passes on all his bad ideas and then when the kid who has them
becomes a parent, he does it too, and so on. the only way to break this
cycle is error correction. that's what it comes down to. error correction is
a beginning of infinity, and non-error-correction (irrationality)
perpetuates mistakes forever.

My position: undecided. Correcting errors is good, and I think it is
*one of* the goals of parenting, but I'm not convinced it should be
*The entire* goal.

So, the rest of the goal should be what? In what scenarios should error correction 
be sacrificed? How can that be compatible with reason or even non-violence?

-- Elliot Temple
http://beginningofinfinity.com/

-- 
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From: Jason <auvenj@gmail.com> <beginning-of-infinity@googlegroups.com>
Subject: Re: [TCS] Re: [BoI] Schools think criticism doesn't work..
Date: May 3, 2013 at 12:05 PM

On Thu, May 2, 2013 at 7:14 PM, Elliot Temple <curi@curi.us> wrote:

On May 2, 2013, at 6:56 PM, Jason <auvenj@gmail.com> wrote:

On Thu, May 2, 2013 at 3:32 PM, Elliot Temple <curi@curi.us> wrote:

On May 2, 2013, at 3:19 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On May 2, 2013, at 3:27 PM, Elliot Temple wrote:

On May 2, 2013, at 11:50 AM, Payer <mason@email.unc.edu> wrote:

Obviously determining what is to be on the curriculum is based on 
values.

Nothing is obvious.

But the path the student follows to reach the goals the teacher /
parent has for the child

Human beings should reach their own goals, not the goals of an authority.

Parents can have goals with respect to their children.  For example parents 
can have as a goal helping their children to learn to read.

They can, but it's immoral for the parent to try to control his child's life and 
impose the parent's goals/values/ideas on the child by force.

should definitely be based on the student's preferences. One learns
much more quickly those things in which one has strong  interests.  
Almost any interest a human being has can be used to teach  math, 



reading / writing, art, music, "social studies", or other subjects found in 
the typical curriculum.  Prison / factory schools completely ignore these 
facts.

so you're saying to use a person's values against them as a method of 
control to get them to learn what you want them to learn. you are 
>confirming you do not respect children as human beings.

I do not consider helping someone else to attain a better life (more and 
better options from which to choose) is using that person's values against 
them.  I see it as using those values to support them.  To allow a child to 
needlessly reach adulthood in the modern world without being able to read 
is neglect.

So you're saying: if child disagrees with parent, parent should use force.

That is an *irrational* (and violent) approach. It doesn't address the reasons 
for the disagreement. It doesn't consider which ideas are right, what the 
arguments are, etc... It just assumes certain ideas of the parent are right, 
based on the source of those ideas, then uses violence in their favor, against 
weak children.

PS: Adding a ">" to each line by hand is a drag.  Is there some way to 
automate that process?

It's the long-established standard. Any quality email software or text editor will 
handle quoting.

Some preliminaries that might be helpful here, or at least would have
been to me had I known them earlier in my posting:

(1) On this list, "force" in context of parents includes things like
dirty looks, raised voices, withholding privileges, and nagging.

Whether he will admit it or not, the implication of what he was saying was 
nothing less than *overt* physical violence.



I don't see it. Can you tell me the part of his text that advocated
overt physical violence?

Your reply could be taken to imply otherwise. Can you clarify what you're 
saying?

I'm saying that I think discussions of coercion on your lists are
sometimes equated with force where they shouldn't be.

I do not call dirty looks "force" and I don't believe anyone else here does either. 
They may be coercive but are not force or violence. (Unless they are used to 
communicate e.g. threat of violence, which is a common way they are used.)

I'll start another thread on "coercion" and address this there.

Other ones you list are also ambiguous. For example, how are privileges to be 
withheld? For example, if a child is grounded, what keeps him in his room? Hint: 
it's not persuasion.

Grounding isn't what I had in mind when I listed "dirty looks, raised
voices, withholding privileges, and nagging." The closest thing to
grounding would be if the parent says they won't take the child to the
park tomorrow if he doesn't do his reading.

The
word more clearly defined and applied is "coercion". When used around
here "coercion" has a very specific (and in my opinion both unusual
and unhelpful) definition.

You have not solved the problem of better terminology. If you can't think of a 
single better approach, why complain about the use of the best known 
terminology?

To be covered in "coercion" thread.



You should make up your own mind about it,
but either way you'll understand more if you learn about "coercion"
first.
From: http://www.curi.us/509
"Coercion is a state of enacting one theory while another active
theory conflicts with it."
My position: disagree that "coercion" as it is defined here is a
useful or morally relevant standard.

(2) Criticism is vigorous, and can obscure some unstated but important
agreements. I suspect that most people on the list would agree with
you that government schools are bad and home schools can and often are
much better than government or "factory" schools, even where the
parents practice coercion.
My position: agree with the vigorous criticism, just think areas of
agreement should be acknowledged too especially with new people.

What agreement? He never posted that homeschooling is better than public 
schools (which is a bit unclear. voluntary public school attendance is morally 
better than involuntary homeschooling. what about is the average 
homeschooling situation better than the average public school one? i don't 
know. because i don't know, for example, what percentage of homeschoolers 
are really strongly religious or highly negligent).

He said other stuff than that, which i argued with because i think it's bad. i didn't 
agree with it.

What did he actually write that you agree with, or think i agree with?

When he uses derogatory terms for government schools ("Prison /
factory schools") and says things like "Home schooling students in the
U.S. tend to learn about twice as much per hour and have better
socialization (being able to get along with other people) than formal
school educated students. " I think it's pretty clear he is posting
that homeschooling is better than public schools.

Another example:
On May 2, 2013, at 10:47 AM, Payer <ma...@email.unc.edu <javascript:>>

http://www.curi.us/509


wrote:
should definitely be based on the student's preferences. One learns much 
more quickly those things in which one has strong  interests.  Almost any 
interest a human being has can be used to teach  math, reading / writing, art, 
music, "social studies", or other subjects found in the typical curriculum.  
Prison / factory schools completely
ignore these facts.

Even if you don't agree with parents or schools setting the goals of
what should be learned, I would agree with (and think you at least
might):
- One learns much more quickly (or, I would say "readily" as speed is
not always the important factor to focus on) those things in which one
has strong interests.
- A broad variety of interests can be used to facilitate learning the
subjects listed (math, reading/writing, art, music, social studies,
etc.)
- Government schools tend to ignore this and insist on teaching the
subjects in a way that is less related to a child's interests

(3) The format of messages is a big deal to the list owner.

No, it's a big deal to most active posters who prefer legible posts.

When people post wrong, I quickly receive complaints from other people who 
are unsure whether to delete the stuff unread or suffer through it, and want me 
to make everyone post correctly.

This seems to be other-people-oriented. It seems that either:
(a) You don't think it's a big deal, and you think the complainers are
making a big deal about something that isn't, but nevertheless you
accede to their pressure and make a big deal of it yourself in order
to appease them, or
(b) You do think it's a big deal, but rather than own that position
you deny it and misdirect the cause of it to others.

The rules
are all standard from the days of text-only emails, but the importance
placed upon following them is unusual. Take it as an opportunity to



learn the standard, or else you'll eventually have to leave.
My position: the rules are helpful, but overemphasized relative to
their actual importance.

If people don't like the formatting, or find it helpful, they could write simple posts. 
E.g. if you don't want to quote correctly, don't quote at all. Then you can easily 
have your posts approved. Or instead of top posting, simply delete everything 
below your post.

I value quoting but you're certainly allowed to send posts that don't quote 
anything. (Just don't refer to other posts *as if* you'd quoted them, when you 
haven't.)

But when people do things like post quotes of other people as non-quoted and 
non-attributed text, that's a serious problem. Or if they send HTML emails, then 
*any regular poster hitting reply will be sending a broken email* which isn't cool.

(4) The purpose of parenting is a key component in the thinking:
On Monday, October 29, 2012 2:05:36 PM UTC-7, Elliot Temple wrote:

The entire philosophical goal of parenting should be the following:

the parent has some bad ideas. don't pass all of them on. if you pass them
all on, then they get repeated next generation. and it keeps going. each
parent passes on all his bad ideas and then when the kid who has them
becomes a parent, he does it too, and so on. the only way to break this
cycle is error correction. that's what it comes down to. error correction is
a beginning of infinity, and non-error-correction (irrationality)
perpetuates mistakes forever.

My position: undecided. Correcting errors is good, and I think it is
*one of* the goals of parenting, but I'm not convinced it should be
*The entire* goal.

So, the rest of the goal should be what? In what scenarios should error 
correction be sacrificed? How can that be compatible with reason or even non-
violence?



Other goals of parenting that I think are relevant are:
- Passing on things that one values highly (be it genetics,
money/property, or ideas)
- Benevolence towards a specific person, with the hope that they may
reciprocate with benevolence at some point in the future should you
need it
- Developing productive capability and self sufficiency in the child

I don't think that error correction must be sacrificed. Sacrifice,
which is trading something of higher value for something of lesser
value, is neither good nor necessary.

I think the things I listed are sometimes the higher values, and
trading them for some error correction of lower value would be the
sacrifice.

I haven't worked out the circumstances when this is and is not the
case. That is why I characterized my position as "undecided" rather
than "disagree". I don't have a well thought out alternative, but I'm
not convinced the proposition as you stated it is correct. I'm
undecided.

But regardless of agreement or disagreement, I think yours is an
important assertion for new people to hear. It makes a lot of what you
& TCS say about parenting way more understandable.

--Jason

-- 
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From: Balázs Fehér <feher.balazs.feher@gmail.com>
Cc: alanmichaelforrester@googlemail.com
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: May 3, 2013 at 11:52 AM

Thank you for your comments Alan!

Let me examine these two points:

10. Materialism is false.
12. Concepts have an objective existence.

Materialism as I understand is the idea that whatever exists can be reduced
to physical phenomena such as atoms. It assumes that mental phenomena and 
abstract
entities have no objective reality and that they cannot cause changes in
physical phenomena. In my view whatever exists is efficacious. That is I
define real as which is causally efficient. In my view reality comprises
three categories: the physical, the mental and the abstract. That abstract
entities are real and can affect physical phenomena have been demonstrated
in Chapter 5 of BOI: The Reality of Abstractions. What I consider mental is
the knowledge creating entity which creates our experience of reality in
the form of a waking dream as it was demonstrated in Chapter 10 of BOI: The
Dream of Socrates. In my view physical phenomena cannot give rise to
knowledge creating entities for it has distinct characteristics. Therefore
the continuity of knowledge creation in the form of the stream of being
that I consider to be the "I" is established. Therefore the question
arises: what is this knowledge creating entity is and what is its
"knowledge" that gives rise to the notion of "I".

What do you think?

2013. május 2., csütörtök 11:15:26 UTC+2 időpontban Alan Forrester a
következőt írta:

On 2 May 2013 09:16, Balázs Fehér <feher.bal...@gmail.com <javascript:>>
wrote:

"Have I missed something?" No Richard, you are quite right, now I see.



Let me clarify:

1)
"You`re asserting some vague ideas"

I do not assert them. They are indeed vague ideas.

"if we try to dispute them, you can just keep saying `that`s not what
it means` forever"

I did not want to assert that they are true nor that they are false.

Why not? What harm would asserting do even if you were wrong?

If you're going to hedge about whether what you say is true or false
then you won't learn anything because you're not exposing your ideas
to criticism.

"Those with great learning should come to see these points for
themselves."

I should have written "might come to see" instead of "should come to
see" here. I wanted to provoke discussion with this statement but I see
that it was not an appropriate way to do it, to say the least. I should
have written in answer to:

"Why is this stuff true? Where are the arguments? Where's the
persuasion?"

That I think they are interesting points to discuss in light of BOI, but
I cannot pinpoint the arguments for or against these, so you could help to
clarify.

What do your points have to do with BOI?

2)
"You`re backing it up with an argument from authority (you have spent

`a lifetime` reasoning about them therefore they must be right) "



Indeed I asserted that Gödel held these ideas. And it does not back it
up.

Let's suppose that Godel did hold those ideas. Why did he hold them?

Many logicians went crazy by the end of their lives.

First, this is ad hominem. Second it's dehumanising the people who you
say are crazy. You might want to try reading some Thomas Szasz.

"Authoritarian - your `lifetime of reasoning` may contain systemic
errors, or even if it doesn't you may simply have missed something."

I agree.

In the previous sentence you made yet another ad hominem attack. This
is an authoritarian argument with everybody other than the person
you're smearing as the authority. Your agreement is not much good
unless you're willing to follow through.

3)
"You`re implying that if we don`t agree, we must be stupid (or not have

`great learning`) "

"Coercive - trying to insult people who don`t agree with you == trying
to bully them into agreeing with you "

Sorry, I did not want to imply that. I should not have written that. I
should not mind whether people agree with these points or not.

4)
"You`re refusing to discuss or explain them further " "Anti-rational -

an attempt to shut down discussion."

I wanted to provoke discussion, but I put it wrong, you are right.

You want discussion of a vague unexplained series of statements? Your
statements are vague and unexplained so I can't do much with them. If
you explain them maybe we can get somewhere.



So, lets start anew. If any of you have some ideas and would like to
elaborate on these 14 points I am interested to hear your arguments.

If you would like to elaborate then do so.

Alan

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Schools think criticism doesn't work..
Date: May 3, 2013 at 8:50 AM

On May 2, 2013, at 10:15 PM Elliot Temple <curi@curi.us wrote:

On May 2, 2013, at 6:56 PM, Jason <auvenj@gmail.com> wrote:

On Thu, May 2, 2013 at 3:32 PM, Elliot Temple <curi@curi.us> wrote:

On May 2, 2013, at 3:19 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On May 2, 2013, at 3:27 PM, Elliot Temple wrote:

On May 2, 2013, at 11:50 AM, Payer <mason@email.unc.edu> wrote:

Obviously determining what is to be on the curriculum is based on 
values.

Nothing is obvious.

But the path the student follows to reach the goals the teacher /
parent has for the child

Human beings should reach their own goals, not the goals of an authority.

Parents can have goals with respect to their children.  For example parents 
can have as a goal helping their children to learn to read.

They can, but it's immoral for the parent to try to control his child's life and 
impose the parent's goals/values/ideas on the child by force.



should definitely be based on the student's preferences. One
learns much more quickly those things in which one has strong  interests.  
Almost any interest a human being has can be used to teach  math, 
reading / writing, art, music, "social studies", or other subjects found in 
the typical curriculum.  Prison / factory schools completely ignore these 
facts.

so you're saying to use a person's values against them as a method of 
control to get them to learn what you want them to learn. you are 
>>confirming you do not respect children as human beings.

I do not consider helping someone else to attain a better life (more and 
better options from which to choose) is using that person's values against 
them.  I see it as using those values to support them.  To allow a child to 
needlessly reach adulthood in the modern world without being able to read 
is neglect.

So you're saying: if child disagrees with parent, parent should use force.

That is an *irrational* (and violent) approach. It doesn't address the reasons 
for the disagreement. It doesn't consider which ideas are right, what the 
arguments are, etc... It just assumes certain ideas of the parent are right, 
based on the source of those ideas, then uses violence in their favor, against 
weak children.

PS: Adding a ">" to each line by hand is a drag.  Is there some way to 
automate that process?

It's the long-established standard. Any quality email software or text editor will 
handle quoting.

My position: agree with the vigorous criticism, just think areas of
agreement should be acknowledged too especially with new people.

What agreement? He never posted that homeschooling is better than public 
schools (which is a bit unclear. voluntary public school attendance is morally 
better than involuntary homeschooling. what about is the average 



homeschooling situation better than the average public school one? i don't 
know. because i don't know, for example, what percentage of homeschoolers 
are really strongly religious or highly negligent).

He said other stuff than that, which i argued with because i think it's bad. i didn't 
agree with it.

What did he actually write that you agree with, or think i agree with?

It's clear to me that this discussion group is not for me.  I don't like being told what 
I think / approve by mind readers.  I don't like my simple declarative English 
sentences being interpreted to mean something entirely different from what I 
wrote.  I don't need to waste my time trying to find some email software other 
than Microsoft Outlook (which I thought was a quality email software) to use for 
this group.

What I wanted and expected to find was rational people politely discussing (with 
both agreement and disagreement) aspects of issues raised by The Beginning of 
Infinity which is one of the best books I ever read.  (Having read a library copy I 
went to the expense and trouble of buying my own copy so I could reread 
whenever I felt like it and use it as a reference work.)  I even have a libertarian 
(lower case "L") model society which I was hoping to get evaluated in terms of the 
"optimistic / pessimistic" dimension and whether it's the kind of meme which 
Deutsch would find appropriate to and enlightened society.  Clearly, however, 
such is not to be found here.

Thus I wish you all well in you pursuit of goals not involving force.

Larry Mason

-- 



From: Jason <auvenj@gmail.com> <beginning-of-infinity@googlegroups.com>
Subject: Coercion (was: [TCS] Re: [BoI] Schools think criticism doesn't work..)
Date: May 3, 2013 at 1:59 PM

On Thu, May 2, 2013 at 7:14 PM, Elliot Temple <curi@curi.us> wrote:

I do not call dirty looks "force" and I don't believe anyone else here does either.
They may be coercive but are not force or violence. (Unless they are used to
communicate e.g. threat of violence, which is a common way they are used.)

This is a good example of why the terminology used around here is problematic.

You appear to be saying that you don't call dirty looks "force"...

...except when you think they are force...

...which you think that they commonly are (at least in parents?) WTF?

The
word more clearly defined and applied is "coercion". When used around
here "coercion" has a very specific (and in my opinion both unusual
and unhelpful) definition.

You have not solved the problem of better terminology. If you can't think of a 
single
better approach, why complain about the use of the best known terminology?

Fair enough - I never did propose in detail what I think is better
than TCS/ARR "coercion".

Here's what I think is a better approach:

Force is an act of physical violence or physical restraint against
someone else's person or property.

Threat of force is an act which either directly states that an act of
force is imminent or signals it such that a reasonable person in the
situation would conclude that force is imminent.

Fraud is an overt lie or a statement or act designed to mislead another.



Force, threat of force, and fraud are not always immoral. They are
immoral when they are used in contravention of an individual's rights.
The way to explicitly denote an act of force, threat, or fraud in
contravention of rights is to add "initiation" to it, i.e. "initiation
of force", "initiated threat". "Initiated fraud" is technically
correct but rarely used.

The word "aggression" refers collectively to initiated acts of force,
threat of force, and fraud - meaning, those acts of force, threat of
force, and fraud which are in contravention of someone else's rights.
"Coercion" is a synonym for "aggression" in common usage, but due to
the history of that word's usage on these lists I propose avoiding it
altogether. Just use "aggression" when you mean initiated force,
threat of force, fraud, or some combination thereof.

Any interaction that isn't force or threat of force or fraud is a form
of persuasion. That doesn't mean they're all good/rational. Words to
describe forms of persuasion should not be comingled with words to
describe force, threat of force, and fraud. Examples on the rational
side include creativity and criticism, logical argument, and
presentation of evidence. Examples on the irrational side include
manipulation, social pressure, and some exercises of economic power.

---

This approach is better than "coercion" as used by TCS/ARR for the
following reasons.

One reason: This approach is not entwined with the flawed assertion
that enacting one theory while another active theory conflicts with it
is always suffering / bad.

Another reason: This approach doesn't require us to metaphorically
reach into someone's head and divine what their theories are, whether
or not those theories "conflict", and whether or not they are "active"
in order to make, and criticize, moral judgments.

Another reason: This approach much more readily exposes concepts like
"self-coercion" and coercion in absence of force, threat of force, or



fraud, to criticism. One cannot commit aggression against oneself,
because one can't violate one's own rights. You can, for example, lie
to yourself but that doesn't violate anyone's rights. A nagging spouse
may violate one's preference not to be nagged, but that's clearly
different from them violating a *right* not to be nagged.

Another reason: This approach does not lend itself to confusing a
discussion about things like nagging with a discussion about things
like punching. Yelling, dirty looks, withholding privileges, and
nagging don't count as threat of force unless a reasonable person in
the situation would conclude that they are a prelude to force. When
they are (and I agree that sometimes they are) it needs to be stated
explicitly rather than assumed.
"Coercion" as used by TCS/ARR glosses over this very important and
necessary distinction as irrelevant, because whether force is imminent
or not, the yelling etc. is designed to cause enacting one theory
while a conflicting theory is active. So TCS/ARR "coercion"
effectively says, "who cares whether or not force is imminent"? That's
a really big problem!

Another reason: This approach allows discussion of different forms of
persuasion to take place on their own merits and using their own
terminology, without resort to distracting and vague allusions to
force, threat, and fraud. All forms of persuasion may not be created
equal, some may be better (more rational, more error correcting) than
others, but they should never be lumped in with force or threat or
fraud. Acts which are force, threat, or fraud as defined above are
qualitatively different from acts which are not.

Another reason: This approach makes discussion of rights more explicit
and easier to criticize. Take confining a child to the house
("grounding"). Grounding is clearly force under my definition and
coercion under TCS/ARR. But whether grounding is aggression or not
(the *morality* of the situation) requires a discussion of whether or
not the child has a right to leave the house. That's a very important
discussion to have! That is, really, the *CORE* of the issue. TCS/ARR
"coercion" says that such a discussion doesn't matter because the only
thing that matters is the child's theories and which ones are "active"
and whether or not the active ones "conflict".



In summary, this approach makes distinctions explicit that TCS/ARR
"coercion" serves to obscure, particularly the important distinctions
between violence and non-violence, as well as between rights and
preferences. TCS/ARR "coercion" obscures morality behind definition
and assertions about people's mental states, in what appears to me to
be an attempt to broadly classify a wide variety of behaviors as
immoral that are commonly regarded as moral. That is a very
problematic over-reach / short cut which my proposal avoids.

--Jason

-- 
-- 

---
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From: Elliot Temple <curi@curi.us>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: Re: [BoI] Schools think criticism doesn't work..
Date: May 3, 2013 at 2:06 PM

On May 3, 2013, at 5:50 AM, "Mason, Larry K" <mason@email.unc.edu> wrote:

It's clear to me that this discussion group is not for me.  I don't like being told 
what I think / approve by mind readers.  I don't like my simple declarative 
English sentences being interpreted to mean something entirely different from 
what I wrote.

Simple declarative English sentences have implications. You don't get to 
arbitrarily decide what their reach and implications are.

 I don't need to waste my time trying to find some email software other than 
Microsoft Outlook (which I thought was a quality email software) to use for this 
group.

What I wanted and expected to find was rational people politely discussing (with 
both agreement and disagreement) aspects of issues raised by The Beginning 
of Infinity which is one of the best books I ever read.  (Having read a library copy 
I went to the expense and trouble of buying my own copy so I could reread 
whenever I felt like it and use it as a reference work.)  I even have a libertarian 
(lower case "L") model society which I was hoping to get evaluated in terms of 
the "optimistic / pessimistic" dimension and whether it's the kind of meme which 
Deutsch would find appropriate to and enlightened society.  Clearly, however, 
such is not to be found here.

Thus I wish you all well in you pursuit of goals not involving force.

FYI, all the views about parenting and education, which you are so offended by, 
are shared by David Deutsch, who is a founder of Taking Children Seriously.

It's ironic you are leaving the list because you don't like ideas which we learned 
from David Deutsch. And those are not what you expected from this list...

You read one of his books and did not understand his full worldview (which is not 
all included in one book). That's fine. But when exposed to more of his 
philosophy, you immediately left. Maybe you didn't like and agree with Deutsch's 



thinking in BoI as much as you think. For example, it implies our views on 
parenting -- or at least Deutsch thinks it does.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: May 3, 2013 at 2:08 PM

On May 3, 2013, at 8:52 AM, Balázs Fehér <feher.balazs.feher@gmail.com> 
wrote:

Thank you for your comments Alan!

Let me examine these two points:

10. Materialism is false.
12. Concepts have an objective existence.

Materialism as I understand is the idea that whatever exists can be reduced
to physical phenomena such as atoms. It assumes that mental phenomena and 
abstract
entities have no objective reality and that they cannot cause changes in
physical phenomena. In my view whatever exists is efficacious. That is I
define real as which is causally efficient. In my view reality comprises
three categories: the physical, the mental and the abstract. That abstract
entities are real and can affect physical phenomena have been demonstrated
in Chapter 5 of BOI: The Reality of Abstractions. What I consider mental is
the knowledge creating entity which creates our experience of reality in
the form of a waking dream as it was demonstrated in Chapter 10 of BOI: The
Dream of Socrates. In my view physical phenomena cannot give rise to
knowledge creating entities for it has distinct characteristics. Therefore
the continuity of knowledge creation in the form of the stream of being
that I consider to be the "I" is established. Therefore the question
arises: what is this knowledge creating entity is and what is its
"knowledge" that gives rise to the notion of "I".

What do you think?

This sounds a bit like Karl Popper's 3 Worlds. Are you familiar with Popper? Is 
this meant to be related to his position?

If you don't know his books, you might like to read and compare his version and 
yours.



-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [TCS] [BoI] Schools think criticism doesn't work..
Date: May 3, 2013 at 3:01 PM

On May 3, 2013, at 9:05 AM, Jason <auvenj@gmail.com> wrote:

On Thu, May 2, 2013 at 7:14 PM, Elliot Temple <curi@curi.us> wrote:

On May 2, 2013, at 6:56 PM, Jason <auvenj@gmail.com> wrote:

On Thu, May 2, 2013 at 3:32 PM, Elliot Temple <curi@curi.us> wrote:

On May 2, 2013, at 3:19 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On May 2, 2013, at 3:27 PM, Elliot Temple wrote:

On May 2, 2013, at 11:50 AM, Payer <mason@email.unc.edu> wrote:

Obviously determining what is to be on the curriculum is based on 
values.

Nothing is obvious.

But the path the student follows to reach the goals the teacher /
parent has for the child

Human beings should reach their own goals, not the goals of an 
authority.

Parents can have goals with respect to their children.  For example 
parents can have as a goal helping their children to learn to read.

They can, but it's immoral for the parent to try to control his child's life and 
impose the parent's goals/values/ideas on the child by force.



should definitely be based on the student's preferences. One learns
much more quickly those things in which one has strong  interests.  
Almost any interest a human being has can be used to teach  math, 
reading / writing, art, music, "social studies", or other subjects found in 
the typical curriculum.  Prison / factory schools completely ignore these 
facts.

so you're saying to use a person's values against them as a method of 
control to get them to learn what you want them to learn. you are 
>confirming you do not respect children as human beings.

I do not consider helping someone else to attain a better life (more and 
better options from which to choose) is using that person's values against 
them.  I see it as using those values to support them.  To allow a child to 
needlessly reach adulthood in the modern world without being able to read 
is neglect.

So you're saying: if child disagrees with parent, parent should use force.

That is an *irrational* (and violent) approach. It doesn't address the reasons 
for the disagreement. It doesn't consider which ideas are right, what the 
arguments are, etc... It just assumes certain ideas of the parent are right, 
based on the source of those ideas, then uses violence in their favor, 
against weak children.

PS: Adding a ">" to each line by hand is a drag.  Is there some way to 
automate that process?

It's the long-established standard. Any quality email software or text editor 
will handle quoting.

Some preliminaries that might be helpful here, or at least would have
been to me had I known them earlier in my posting:

(1) On this list, "force" in context of parents includes things like
dirty looks, raised voices, withholding privileges, and nagging.



Whether he will admit it or not, the implication of what he was saying was 
nothing less than *overt* physical violence.

I don't see it. Can you tell me the part of his text that advocated
overt physical violence?

Your reply could be taken to imply otherwise. Can you clarify what you're 
saying?

I'm saying that I think discussions of coercion on your lists are
sometimes equated with force where they shouldn't be.

I do not call dirty looks "force" and I don't believe anyone else here does either. 
They may be coercive but are not force or violence. (Unless they are used to 
communicate e.g. threat of violence, which is a common way they are used.)

I'll start another thread on "coercion" and address this there.

Other ones you list are also ambiguous. For example, how are privileges to be 
withheld? For example, if a child is grounded, what keeps him in his room? 
Hint: it's not persuasion.

Grounding isn't what I had in mind when I listed "dirty looks, raised
voices, withholding privileges, and nagging." The closest thing to
grounding would be if the parent says they won't take the child to the
park tomorrow if he doesn't do his reading.

grounding is a typical example withholding a "privilege".

The
word more clearly defined and applied is "coercion". When used around
here "coercion" has a very specific (and in my opinion both unusual
and unhelpful) definition.



You have not solved the problem of better terminology. If you can't think of a 
single better approach, why complain about the use of the best known 
terminology?

To be covered in "coercion" thread.

You should make up your own mind about it,
but either way you'll understand more if you learn about "coercion"
first.
From: http://www.curi.us/509
"Coercion is a state of enacting one theory while another active
theory conflicts with it."
My position: disagree that "coercion" as it is defined here is a
useful or morally relevant standard.

(2) Criticism is vigorous, and can obscure some unstated but important
agreements. I suspect that most people on the list would agree with
you that government schools are bad and home schools can and often are
much better than government or "factory" schools, even where the
parents practice coercion.
My position: agree with the vigorous criticism, just think areas of
agreement should be acknowledged too especially with new people.

What agreement? He never posted that homeschooling is better than public 
schools (which is a bit unclear. voluntary public school attendance is morally 
better than involuntary homeschooling. what about is the average 
homeschooling situation better than the average public school one? i don't 
know. because i don't know, for example, what percentage of homeschoolers 
are really strongly religious or highly negligent).

He said other stuff than that, which i argued with because i think it's bad. i 
didn't agree with it.

What did he actually write that you agree with, or think i agree with?

When he uses derogatory terms for government schools ("Prison /
factory schools") and says things like "Home schooling students in the
U.S. tend to learn about twice as much per hour and have better
socialization (being able to get along with other people) than formal

http://www.curi.us/509


school educated students. " I think it's pretty clear he is posting
that homeschooling is better than public schools.

if he said, "homeschooling is better than public schools" i might say "i agree ... but 
what's your reasoning?"

but he didn't. he said more like, "homeschooling is better than public schools 
because X". that's totally different and deserves a different reply. you have a 
"because X", and X is wrong, that isn't a point of agreement.

it's like if i vote republican because i think the democrats are awful, and Bob 
votes republican because he thinks republicans will destroy the country the 
quickest to get the anarchy he wants (thus making his BTC worth a fortune or 
something), then me and Bob don't have any substantial agreement, despite both 
thinking we should vote republican. same conclusion in some sense, different 
incompatible reasoning, is basically disagreement.

Another example:
On May 2, 2013, at 10:47 AM, Payer <ma...@email.unc.edu <javascript:>>
wrote:
should definitely be based on the student's preferences. One learns much 
more quickly those things in which one has strong  interests.  Almost any 
interest a human being has can be used to teach  math, reading / writing, art, 
music, "social studies", or other subjects found in the typical curriculum.  
Prison / factory schools completely
ignore these facts.

Even if you don't agree with parents or schools setting the goals of
what should be learned, I would agree with (and think you at least
might):
- One learns much more quickly (or, I would say "readily" as speed is
not always the important factor to focus on) those things in which one
has strong interests.

i would (roughly) agree with that in isolation, but in this context i'd say i disagree 
with what he's talking about. he's not thinking about this stuff anything like how i 
think about it.



- A broad variety of interests can be used to facilitate learning the
subjects listed (math, reading/writing, art, music, social studies,
etc.)

he said "teach". you say "facilitate". i say you're trying to whitewash evil. again we 
aren't agreeing.

- Government schools tend to ignore this and insist on teaching the
subjects in a way that is less related to a child's interests

or one could see it as a blessing that govt schools leave people's interests alone 
some, instead of destroying them in attempts to manipulate students more.

i don't think we're thinking about this the same way.

(3) The format of messages is a big deal to the list owner.

No, it's a big deal to most active posters who prefer legible posts.

When people post wrong, I quickly receive complaints from other people who 
are unsure whether to delete the stuff unread or suffer through it, and want me 
to make everyone post correctly.

This seems to be other-people-oriented. It seems that either:
(a) You don't think it's a big deal, and you think the complainers are
making a big deal about something that isn't, but nevertheless you
accede to their pressure and make a big deal of it yourself in order
to appease them, or
(b) You do think it's a big deal, but rather than own that position
you deny it and misdirect the cause of it to others.

i thought you were implying it was *only* me. me *and many active posters* feel 
similarly. if someone posts wrong, many people will have problems with it (so if 
one wanted an audience...)

The rules



are all standard from the days of text-only emails, but the importance
placed upon following them is unusual. Take it as an opportunity to
learn the standard, or else you'll eventually have to leave.
My position: the rules are helpful, but overemphasized relative to
their actual importance.

If people don't like the formatting, or find it helpful, they could write simple 
posts. E.g. if you don't want to quote correctly, don't quote at all. Then you can 
easily have your posts approved. Or instead of top posting, simply delete 
everything below your post.

I value quoting but you're certainly allowed to send posts that don't quote 
anything. (Just don't refer to other posts *as if* you'd quoted them, when you 
haven't.)

But when people do things like post quotes of other people as non-quoted and 
non-attributed text, that's a serious problem. Or if they send HTML emails, then 
*any regular poster hitting reply will be sending a broken email* which isn't 
cool.

(4) The purpose of parenting is a key component in the thinking:
On Monday, October 29, 2012 2:05:36 PM UTC-7, Elliot Temple wrote:

The entire philosophical goal of parenting should be the following:

the parent has some bad ideas. don't pass all of them on. if you pass them
all on, then they get repeated next generation. and it keeps going. each
parent passes on all his bad ideas and then when the kid who has them
becomes a parent, he does it too, and so on. the only way to break this
cycle is error correction. that's what it comes down to. error correction is
a beginning of infinity, and non-error-correction (irrationality)
perpetuates mistakes forever.

My position: undecided. Correcting errors is good, and I think it is
*one of* the goals of parenting, but I'm not convinced it should be
*The entire* goal.

So, the rest of the goal should be what? In what scenarios should error 



correction be sacrificed? How can that be compatible with reason or even non-
violence?

Other goals of parenting that I think are relevant are:
- Passing on things that one values highly (be it genetics,
money/property, or ideas)

ok. with the proviso "if kid wants them", that's kinda orthogonal.

- Benevolence towards a specific person, with the hope that they may
reciprocate with benevolence at some point in the future should you
need it

sounds irrational

- Developing productive capability and self sufficiency in the child

this means: deciding how child should be and trying to force it on him.

a better goal would be to *offer* such things. not to *cause* them.

I don't think that error correction must be sacrificed. Sacrifice,
which is trading something of higher value for something of lesser
value, is neither good nor necessary.

I think the things I listed are sometimes the higher values, and
trading them for some error correction of lower value would be the
sacrifice.

by sacrifice error correction i meant: give up even one tiny little bit of error 
correction, ever, for any reason.

so you're agreeing that you're intentionally doing that.

so that's explicitly, intentionally irrationalist.

there is no higher value than reason *that conflicts with reason* (and if there is no 
conflict, if they are compatible and one should get both, then calling one 'higher' 



doesn't make sense without some clarification of what that actually means). 
unless you are an irrationalist.

I haven't worked out the circumstances when this is and is not the
case. That is why I characterized my position as "undecided" rather
than "disagree". I don't have a well thought out alternative, but I'm
not convinced the proposition as you stated it is correct. I'm
undecided.

But regardless of agreement or disagreement, I think yours is an
important assertion for new people to hear. It makes a lot of what you
& TCS say about parenting way more understandable.

you mean: people don't realize that all that stuff in epistemology (fallibilism, error 
correction, reason, fallibilism, persuasion vs force, truth seeking, rejecting 
authority, fallibilism and fallibilism) have any implications or anything to do with 
parenting or education? and explicitly telling them is helpful?

well, maybe. i suspect a bigger issue is not that people miss the connection (after 
the issue comes up) but that they don't understand fallibilism at all in the first 
place. in which case i'm not sure how much good it does to point out the 
connection.

-- Elliot Temple
http://elliottemple.com/

-- 
You received this message because you are subscribed to the Google Groups 
"Taking Children Seriously" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to taking-children-seriously+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://elliottemple.com/
https://groups.google.com/groups/opt_out


From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Closer To Truth interview
Date: May 3, 2013 at 5:39 PM

No one told me that my Closer To Truth video interview has been out there for 
several months already: http://www.closertotruth.com/participant/David-
Deutsch/157

-- David Deutsch

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://www.closertotruth.com/participant/David-Deutsch/157
https://groups.google.com/groups/opt_out


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Closer To Truth interview
Date: May 3, 2013 at 8:35 PM

On 4/05/2013 7:39 AM, David Deutsch wrote:
No one told me that my Closer To Truth video interview has been out there for 
several months already: http://www.closertotruth.com/participant/David-
Deutsch/157

-- David Deutsch

Sorry David, you didn't ask!

You didn't ask about the Popular Popper series either, but you should know about 
it so you can recommend the Guides to people who don't have time to read 
Popper in the original!

http://www.amazon.com/s/ref=nb_sb_noss_1?url=search-alias%3Daps&field-
keywords=rafe+champion

all the best

Rafe

-- 
-- 

--- You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://www.closertotruth.com/participant/David-Deutsch/157
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From: anontoo <anontoo@yahoo.com>
Subject: [BoI] Re: Anonymity and Trolling (was: Autism and Murder)
Date: May 4, 2013 at 8:52 AM

On Friday, May 4, 2012 9:32:28 AM UTC+1, Anonymous Person wrote:

On Fri, May 4, 2012 at 12:04 AM, Brett Hall <brha...@hotmail.com<javascript:>>
wrote:

What are the consequences when people speak anonymously?

Freedom.

Freedom from having one's ideas dismissed because he's gay, because
he's black, because he's brown, because he's poor, because he doesn't
have credentials to legitimize-justify his authority, because he's
short and ugly, because he's female, because he's age 10, because he's
age 80, because he's foreign, because he has an accent, because he
dresses badly, because he's different than you.

Anonymity is a great defense against all sorts of bigotry, and the
concept of "trolling" is a way to bring the bigotry back when there
isn't enough personal information available to choose the appropriate
slur.

Isn't this other people oriented, though?  Isn't it also appeasement of
prejudice? Why hide because of the bad ideas other people online have? If
people dismiss your ideas because of their prejudice, isn't it their loss?  Why
would a person care to be in an environment where people would be this
prejudiced? If anything, shouldn't you call them out on their mistake of
being prejudiced?

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.



To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Anonymity and Trolling
Date: May 4, 2013 at 12:05 PM

On May 4, 2013, at 5:52 AM, anontoo <anontoo@yahoo.com> wrote:

On Friday, May 4, 2012 9:32:28 AM UTC+1, Anonymous Person wrote:

On Fri, May 4, 2012 at 12:04 AM, Brett Hall 
<brha...@hotmail.com<javascript:>>
wrote:

What are the consequences when people speak anonymously?

Freedom.

Freedom from having one's ideas dismissed because he's gay, because
he's black, because he's brown, because he's poor, because he doesn't
have credentials to legitimize-justify his authority, because he's
short and ugly, because he's female, because he's age 10, because he's
age 80, because he's foreign, because he has an accent, because he
dresses badly, because he's different than you.

Anonymity is a great defense against all sorts of bigotry, and the
concept of "trolling" is a way to bring the bigotry back when there
isn't enough personal information available to choose the appropriate
slur.

Isn't this other people oriented, though?  Isn't it also appeasement of
prejudice? Why hide because of the bad ideas other people online have? If
people dismiss your ideas because of their prejudice, isn't it their loss?  Why
would a person care to be in an environment where people would be this
prejudiced? If anything, shouldn't you call them out on their mistake of
being prejudiced?

Appeasement is when you go out of your way to do what they want and meet 
their unreasonable demands.



Being anonymous online kinda takes less work than sharing info. For example, 
many people post their picture online. Taking and posting a picture is more work 
than not doing so.

But I agree with the question, "Why would a person care to be in an environment 
where people would be this prejudiced?"

This question has answers. For example, "because I want to build spaceships 
and NASA and SpaceX are both full of prejudiced people and there's a lack of 
good alternatives and dealing with their prejudice is worth it for me in order to 
build spaceships".

But I think in most typical situations, the answer is more like: "They are making a 
mistake. There are better things to do than deal with a bunch of bad people. For 
example, one could read Ayn Rand and BoI list."

I think a lot of people would claim prejudices are pretty universal, so they have to 
put up with them. But you do not have to put up with them if you spend your time 
reading Ayn Rand, for example. She isn't going to present you an inferior version 
of Atlas Shrugged if you're black. You being black will have exactly zero impact 
on the story.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Balázs Fehér <feher.balazs.feher@gmail.com>
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: May 5, 2013 at 10:10 AM

*

I am somewhat familiar with Popper’s Three Worlds. When I first started to
take interest in philosophy it was mainly for the quest of understanding
what kind of life is worth living. At that time I did not find clues in
western philosophies at hand but turned to Buddhist philosophy and studied
that to some extent. This will be related with these two points which
somewhat resonate with my own views:

13. There is a scientific (exact) philosophy and theology, which deals with
concepts of the highest abstractness; and this is also most highly fruitful
for science.

14. Religions are, for the most part, bad - but religion is not.

But with regards to Popper I have first heard about his scheme from a book
by the Dalai Lama, The universe in a single atom. Here are some extracts
from the book:

“During my first visit to Europe, in 1973, I had the honor to encounter
another of the twentieth century’s great minds, the philosopher Sir Karl
Popper. Like myself, Popper was once an exile - from his native Vienna
during the period of Nazi rule - and he became one of the most articulate
critics of totalitarianism. So we found much in common. Popper was an old
man when I met him, over seventy, with bright eyes and great intellectual
sharpness. I could guess how forceful he must have been in his youth from
the passion he showed when we discussed the question of authoritarian
regimes. In this meeting Popper was more worried about the growing threat
of communism, the perils of totalitarian political systems, the challenges
of safeguarding individual liberty, and the sustenance of an open society
than he was interested in exploring questions pertaining the relations of
science and religion. But we did discuss problems concerning method in
science. My english was not as good then as it is now, and my translators
not so skilled. Unlike empirical science, philosophy and methods are much
more demanding to discuss. As a result, I benefited less perhaps from my
opportunity to meet Popper that I did from meetings with figures like David
Bohm and Carl von Weizsäcker. But we struck up a friendship, and I saw him



again whenever I came to England, including a memorable visit in 1987 for
tea at his house at Kenley in Surrey.”

”Buddhism suggests that there are three fundamentally distinct aspects or
features of the world of conditioned things, the world in which we live:

1. Matter - physical objects

2. Mind - subjective experiences

3. Abstract composites - mental formations

As to what constitutes the world of matter, there is not much difference
between Buddhist thought and modern science. Again, in defining the key
characteristics of material phenomena, there would seem to be broad
consensus between the two investigative traditions. We see properties -
such as extension, spatiotemporal locality, and so on - as defining
features of the material world. In addition to these manifestly material
objects, from the Buddhist point of view, phenomena like subtle particles,
the various fields (electromagnetic), and the forces of nature (gravity)
belong to this first realm of reality. However, for Buddhist philosophers,
reality is not exhausted by the contents of this realm.

There is also the realm of subjective experiences, such as our thought
processes, sensory perceptions, sensations, and the rich tapestry of
emotions. From the Buddhist perspective, much of this world can be found
also in other sentient beings. Though heavily contingent upon a physical
base - including neural networks, brain cells, and sensory faculties - the
mental realm enjoys a status separate from the material world. From the
Buddhist perspective, the mental realm cannot be reduced to the world of
matter, though it may depend on that world to function. With the exception
of one materialist school in India, most ancient Indian and Tibetan
philosophical schools agree on the impossibility of reducing the mental to
the subset of the physical.

There is moreover, a third realm of reality, the abstract composites, which
can be characterized neither as physical in the sense of being composed of
material constituents nor as mental in the sense of inner subjective
experiences. By this I am referring to many features of reality that are
integral to our understanding of the world. Phenomena such as time,



concepts, and logical principles, which are essentially constructs of our
mind, are distinct from the first two realms. Admittedly, all the phenomena
that belong to this world are contingent upon either the first or the
second - that is physical or mental - domain of phenomena, yet they have
characteristics distinct from the other two.

I gather that this taxonomy of reality, which goes back to the earliest
phases of Buddhism’s philosophical tradition, is almost identical to that
proposed by Karl Popper. Popper called them “the first world,” “the second
world,” and “the third world”. By these he meant (1) the world of things or
physical objects; (2) the world of subjective experiences, including
thought processes; and (3) the world of statements in themselves - the
content of thoughts as opposed to the mental process. It is striking that
Popper, whom I know had no background in Buddhist thought, arrived at an
almost identical classification of the categories of reality. Had I known
this curious convergence between his thought and Buddhism in the times I
met with Popper, I would certainly have pursued it with him.

Western philosophy and science have, on the whole, attempted to understand
consciousness solely in terms of the functions of the brain. This approach
effectively grounds the nature and existence of the mind in matter, in an
ontologically reductionist manner. Some view the brain in terms of a
computational model, comparing it to artificial intelligence; others
attempt an evolutionary model for the emergence of the various aspects of
consciousness. In modern neuroscience, there is a deep question about
whether the mind and consciousness are any more than simply operations of
the brain, whether sensations and emotions, are more that chemical
reactions. To what extent does the world of subjective experience depend on
the hardware and working of the brain? It must to some significant extent,
but does it do so entirely? What are the necessary and sufficient causes
for the emergence of subjective mental experiences?

Many scientists, especially those in the discipline of neurobiology, assume
that consciousness is a special kind of physical processes that arises
through the structure and dynamics of the brain. I vividly remember a
discussion I had with some eminent neuroscientists at American medical
school. After they kindly showed me the latest scientific instruments to
probe ever deeper into the human brain, such as MRI and EEG, and let me
view a brain operation in progress, we sat down to have a conversation on
the current scientific understanding of consciousness. I said to one of the



scientists: “It seems very evident that due to changes in the chemical
processes of the brain, many of our subjective experiences like perception
and sensation occur. Can one envision the reversal of this process? Can one
postulate that pure thought itself could effect a change in the chemical
processes of the brain?” I was asking whether, conceptually at least, we
could allow the possibility of both upward and downward causation.”

But the categorization of reality into the same Three Worlds also became
apparent to me in Roger Penrose’s books The Emperors New Mind, the Shadows
of the Mind and the Road to Reality, and I hold that what he considers to
be the essence of the realm of mentality (“understanding” or “awareness”)
shares the same characteristics as the “knowledge creating entity” in the
Beginning of Infinity.

I have been constantly puzzled of how to explain such principles in
Buddhism as the continuity of the “mind” or “awareness” or the “knowledge
creating entity”. This is related with the fifth point of Gödel:

5. The world in which we live is not the only one in which we shall live or
have lived.

I feel like as Penrose put it at the end of the Emperor’s New Mind:

“Children sometimes see things clearly that are indeed obscured in later
life. We often forget the wonder that we felt as children when the cares of
the activities of the 'real world' have begun to settle upon our shoulders.
Children are not afraid to pose basic questions that may embarrass us, as
adults, to ask. What happens to each of our streams of consciousness after
we die; where was it before each was born; might we become, or have been,
someone else; why do we perceive at all; why are we here; why is there a
universe here at all in which we can actually be? These are puzzles that
tend to come with the awakenings of awareness in any one of us and, no
doubt, with the awakening of genuine self-awareness, within whichever
creature or other entity it first came.”

Here is another quote from Gödel:

“Of course this supposes that there are many relationships which today's
science and received wisdom haven't any inkling of. But I am convinced of
this [the afterlife], independently of any theology." It is "possible today



to perceive, by pure reasoning" that it "is entirely consistent with known
facts." "If the world is rationally constructed and has meaning, then there
must be such a thing [as an afterlife].”

If we accept the existence of a “knowledge creating entity” we can ask:
where does it come from? We can see that it’s substantial cause cannot lie
in the physical world in the form of the DNA or the neurons of the brain -
they are only cooperative causes. It’s substantial cause must be an entity
of a similar type therefore as I understand Gödel‘s fifth point is
established.

Now take these quotes from the Beginning of Infinity:

“I think we have to face the fact, both with artificial evolution and with
AI, that these are hard problems. There are serious unknowns in how those
phenomena were achieved in nature. Trying to achieve them artificially
without ever discovering those unknowns was perhaps worth trying. But it
should be no surprise that it has failed. Specifically, we do not know why
the DNA code, which evolved to describe bacteria, has enough reach to
describe dinosaurs and humans. And, although it seems obvious that an AI
will have qualia and consciousness, we cannot explain those things. So long
as we cannot explain them, how can we expect to simulate them in a computer
program? Or why should they emerge effortlessly from projects designed to
achieve something else?”

“The field of artificial (general) intelligence has made no progress
because there is an unsolved philosophical problem at its heart: we do not
understand how creativity works. Once that has been solved, programming it
will not be difficult. Even artificial evolution may not have been achieved
yet, despite appearances. There the problem is that we do not understand
the nature of the universality of the DNA replication system.”

I do not see why the ideas from the chapter of The Dream of Socrates does
not bear on the issues of life and creativity. I envision that whatever is
the nature of the “knowledge creating entity” or “mind” or “awareness” is
part of reality and therefore is capable of initiating transformations in
the physical world through hitherto unknown laws of nature, such as those
proposed by Penrose.

Now consider this a part from the Beginning of Infinity (end of Chapter



Eleven):

“In science fiction, we have a mandate to speculate, even to the levels of
implausibility that would make for quite bad explanations in real science.
But the best explanations of ourselves in real science is that we -
sentient beings in this gigantic, unfamiliar structure in which material
 things have no continuity, in which even something as basic as motion or
change is different from anything in our experience - are embedded in
multiversal objects. Whenever we observe anything - a scientific instrument
or a galaxy or a human being - what we are actually seeing is a
single-universe perspective on a larger object that extends some way into
other universes. In some of those universes, the object looks exactly as it
does to us, in others it looks different, or is absent altogether. What an
observer sees as a married couple is actually just a sliver of a vast
entity that includes many fungible instances of such a couple, together
with other instances of them who are divorced, and others who have never
married.

We are channels of information flow. So are histories, and so are all
relatively autonomous objects within histories; but we sentient beings are
extremely unusual channels, along which (sometimes) knowledge grows. This
can have dramatic effects, not only within a history (where it can, for
instance, have effects that do not diminish with distance), but also across
the multiverse. Since the growth of knowledge is a process of
error-correction, and since there are many more ways of being wrong than
right, knowledge-creating entities rapidly become more alike in different
histories than other entities. As far as is known, knowledge creating
processes are unique in both these respects: all other effects diminish
with distance in space, and become increasingly different across the
multiverse, in the long run.

But that is only as far as is known. Here is an opportunity for some wild
speculations that could inform a science-fiction story. What if there is
something other than information flow that can cause coherent emergent
phenomena in the multiverse? What if knowledge, or something other than
knowledge, could emerge from that, and begin to have purposes of its own,
and to conform the multiverse to those purposes, as we do? Could we
communicate with it? Presumably not in the usual sense of the term, because
that would be information flow; but perhaps the story could propose some
novel analogue of communication which, like quantum inference did not



involve sending messages.”

That is actually how I envision the “mind” or “awareness” or the
“knowledge-creating entity”. We are not merely information flow. We are
sentient beings with pleasures and pains, have purposes of our own and can
conform the multiverse to our purposes.

And if we enter the realm of science-fiction here is how Gödel’s fourth and
eleventh point relate to the BOI:

4. There are other worlds and rational beings of a different and higher
kind.

11. The higher beings are connected to the others by analogy, not by
composition.

According to our science fiction plot there are entities which are purely
immaterial which nevertheless can communicate with beings like us that are
entangled with a material form because we are analogue in being
knowledge-creating entities. Thus our fictional higher beings are connected
to others by analogy, not by composition.

“Would we be trapped in a war of mutual extermination with such an entity?
Or is it possible that we could nevertheless have something in common with
it? Let us shun parochial resolutions of the issues - such as a discovery
that what bridges the barrier is love, or trust. But let us remember that,
just as we are at the top rank of significance in the great scheme of
things, anything else that could create explanations would be too. And
there is always room at the top.”

Now lets examine these two points:

2. Human reason can, in principle, be developed more highly (through
certain techniques).

8. Reason in mankind will be developed in every direction.

David mentioned in the recent interview in Closer to Truth: Science has
limitations. Reason however does not. This is also the standpoint of the
7th century buddhist logician Dharmakirti. Let me quote again from the



Universe in a single atom:

“The seventh-century philosopher-monk Dharmakirti presents a sophisticated
argument in support of the proposition that, through disciplined meditative
training, substantive changes can be effected in human consciousness,
including the emotions.” “Dharmakirti goes on further and suggests that,
unlike physical abilities, the qualities of the mind have the potential for
limitless development. Contrasting mental training with the physical
training of athletes, especially long jumpers, he argues that in athletic
prowess, although there might be a wide range of levels to which individual
athletes can aspire, there is a fundamental limit imposed by the nature and
condition of the human body, no matter how much training one may undergo or
how outstanding a natural athlete one may be. Even the illegal use of drugs
in modern athletics, which may extend the body’s limits marginally, cannot
in fact push the human body beyond the fundamental limitations of its own
nature. By contrast, Dharmakirti argues that the natural constraints on
consciousness are far fewer and are removable, so that in principle it is
possible for a mental quality like compassion to be developed to a
limitless degree. In fact, for Dharmakirti, the greatness of the Buddha as
a spiritual teacher lies not so much in his mastery of various fields of
knowledge as in his having attained the perfection of boundless compassion
for all beings.”

Here let me turn to the Beginning of Infinity: Chapter 10 - The Dream of
Socrates:

“HERMES: Do you have an alternative explanation?

SOCRATES: No! And the more I contemplate this one, the more delighted I
become. (A sensation of which I should beware! Yet I am also persuaded.)
Everyone knows that man is the paragon of animals. But if this epistemology
you tell me is true, then we are infinitely more marvellous creatures than
that. Here we sit, for ever imprisoned in the dark, almost-sealed cave of
our skull, guessing. We weave stories of an outside world - worlds,
actually: a physical world, a moral world, a world of abstract geometrical
shapes, and so on but we are not satisfied with merely weaving, nor with
mere stories. We want true explanations. So we seek explanations that
remain robust when we test them against those flickers and shadows, and
against each other, and against criteria of logic and reasonableness and
everything else we can think of. And when we can change them no more, we



have understood some objective truth. And, as if that were not enough, what
we understand we then control. It is like magic, only real. We are like
gods!

HERMES: Well, sometimes you discover some objective truth, and exert some 
control
as a result. But often, when you think you have achieved any of that, you
haven’t.

SOCRATES: Yes, yes. But having discovered some truths, can we not make
better guesses and further criticisms and tests, and so understand more and
control more, as Xenophanes says?

HERMES: Yes.

SOCRATES: So we are like gods!

HERMES: Somewhat. And yes, to answer your next question, you can indeed
become ever more like gods in ever more ways, if you choose to. (Though you
will always remain fallible.)

SOCRATES: Why on earth would we not choose to? Oh, I see: Sparta and
suchlike . . .

HERMES: Yes. But also because some may argue that fallible gods are not a
good thing-

SOCRATES: All right. But, if we choose to, are you saying that there is no
upper bound to how much we can eventually understand, and control, and
achieve?

HERMES: Funny you should ask that. Generations from now, a book will be
written which will provide a compelling...”

As far as I see it the buddhist practice is the method of seeking good
explanations applied to internal phenomena - the perfection of the “mind”
or “awareness” or the “knowledge-creating entity”. Or in other words the
purification of it from errors.

Let me quote some passages from Fyodor Stcherbatsky’s Buddhist Logic which



investigates Dharmakirti’s views. These will be related with Gödel’s last
two points -

3. There are systematic methods for the solution of all problems (also art,
etc.).

13. There is a scientific (exact) philosophy and theology, which deals with
concepts of the highest abstractness; and this is also most highly fruitful
for science.

14. Religions are, for the most part, bad - but religion is not.

and also many ideas from the BOI such that values (moral or aesthetic) can
be defined objectively whether they are good or bad. This depends on the
aim of sentient beings that have the two basic motivating principle of
seeking pleasure and avoiding pain. This quest must be based on reality
therefore there must be an exact philosophy and theology which seeks to
reach these goals and this should also inform our scientific endeavours. In
my view problems are related with sentient beings struggle to achieve
happiness and avoid suffering. For this there are indeed systematic methods
primarily through criticism, although as ignorance can have limitless forms
it is ultimately a creative process. A system that is based on reality and
which aim is to uproot the misconceptions of sentient beings that are the
causes of suffering through that method I call religion. For many do not
understand this process religions might become corrupted. In this sense
religions are, for the most part, bad - but religion is not.

Now let me quote from Stcherbatsky’s Buddhist Logic:

“All successful human action is (necessarily) preceded by right knowledge,
therefore we are going to investigate it.” By these words Dharmakirti
defines the scope and the aim of the science to which his work is devoted.
Human aims are either positive or negative, either something desirable or
undesirable. Purposive action consists in attaining the desirable and
avoiding the undesirable. Right cognition is successful cognition, that is
to say, it is cognition followed by a resolve or judgment which is, in its
turn, followed by a successful action. Cognition which leads astray, which
deceives the sentient beings in their expectations and desires, is error or
wrong cognition. Error and doubt are the opposite of right knowledge. Doubt
again of a double kind. It either is complete doubt which is no knowledge



at all, because it includes no resolve and no judgment. Such doubt is not
followed by any purposive action. But when it contains an expectation of
some success or an apprehension of some failure, it then is followed by a
judgement and an action just as right knowledge is. p. 59.

“Buddhist Logic appeared as a reaction against a system of wholesale
skepticism which condemned all human knowledge in general as involved in
hopeless contradictions. The fundamental question with which it is
concerned is, therefore, the reliability of our knowledge, that is to say,
of that mental phenomenon which precedes all successful purposive action.
It investigates the sources of our knowledge, sensations, reflexes,
conceptions, judgments, inferences and contains also a detailed doctrine of
syllogism and logical fallacies. It then hits upon the problem of the
reality of the cognized objects and the efficacy of conceptual thought. A
series of questions arise. What is reality and what is thought? How are
they related? What is bare reality and what is mere thought? What is causal
efficacy?” p. 61

“The definition of a source of right knowledge is but a natural consequence
of the definition of the scope and aim of the science devoted to its
investigation. A source of right knowledge is uncontradicted experience. In
common life we can call a man a source of knowledge if he speaks truth and
his words are not subsequently falsified by experience. Just so in science,
we can call a source of right knowledge, or right knowledge simply, every
cognition which is not contradicted by experience, because right knowledge
is nothing but a cause of successful purposive action. Influenced by right
knowledge, we take action and reach an aim. That is to say, we reach a
point which is the point of application of our action. This point is a
point of efficient reality and the action which reaches it is successful
purposive action. Thus a connection is established between the logic of our
knowledge and its practical efficacy. Right knowledge is efficacious
knowledge.

To be a source of knowledge means literally to be a cause of knowledge.

[...]

Right knowledge is everyday right knowledge. It is not the cognition of an
Absolute, the cognition of the things as they really are, or the knowledge
of the reality or unreality of the external world. Ordinary men in their



daily pursuits perceive external objects by their senses, they are
convinced of a necessary connection between these objects and their senses.
Or they perceive the mark of something desirable which is hidden in a
remote place, they are convinced of the necessary connection between the
perceived mark and the concealed aim, they take action and are successful.
The knowledge which these simple men are after, is characterized by logical
necessity, it is just the knowledge which is investigated in science, says
Dharmottara.” p. 63

“According to them [buddhists] knowledge is not reliable by itself. It is
intrinsically unreliable and erroneous. It becomes reliable only when
tested by a subsequent operation of the mind. The test of right knowledge
is its efficacy. Right knowledge is efficient knowledge. Through consistent
experience truth becomes established. Therefore the rule is laid down that
the reliability of knowledge is produced by an additional cause, since
experience by itself is unreliable.” p. 66.

“The sense alone could never arrive at a judgment. This judgment of
perception is the fundamental act of the understanding.” p. 211. “The
sanskrit term which we thus translate as judgment means in its common
application, a decision.” p. 212.

One of the basic principles of buddhism is that there is a disparity of how
things appear to us sentient beings and how things actually are. As it is
summarized in the end of Chapter 1 of BOI:

“Appearances are deceptive. Yet we have a great deal of knowledge about the
vast and unfamiliar reality that causes them, and of the elegant universal
laws that govern that reality. This knowledge consists of explanations,
assertions about what is out there beyond the appearances, and how it
behaves. For most of the history of our species we had almost no success in
creating such knowledge. Where does it come from? Empiricism said that we
derive it from sensory experience. This is false. The real source of our
theories is conjecture. And the real source of knowledge is conjecture
alternating with criticism. We create theories by rearranging, combining,
altering and adding to existing ideas with the intention of improving upon
them. The role of experiment in observation is to choose between existing
theories not to be the source of new ones. We interpret experiences through
explanatory theories but true explanations are not obvious. Fallibilism
entails not looking to authorities but instead acknowledging that we may



always be mistaken and trying to correct errors. We do so by seeking good
explanations. Explanations that are hard to vary in the sense that changing
the details would ruin the explanation.”

Buddhism suggests that through criticism we can uproot all the
misconceptions which cover over reality, and we can eventually see reality.
How do we achieve it? As a sutra says:

“Sages do not wash away sins with water,

They do not clear away beings' suffering with their hands,

They do not transfer their own knowledge to others;

They liberate by teaching the truth of reality.“

Also:

“Thus, ultimately, we must discriminate with impeccable reasoning. Should
we accept theories violating reason, their teacher could not become the
personification of valid cognition. For, even the ultimate reality of
things includes means of proof through logically established reasoning.
Seeing the ramifications of this, the Lord (declared):

O Monks, just as a goldsmith gets his gold,

First testing by melting, cutting, and rubbing,

Sages accept my teachings after full examination

And not just out of devotion (to me).”

Also:

“Monks, a person should not place authority in a person, and should not
uphold it in a person. Monks, the person who places authority in a person
loses.” Mahavyutpatti (cf. Millenium of Buddhist Logic, p. 90.)

But for now I do not write more as I am afraid I have already been too long
witted. I have written of these things for I see some shared notions



between Gödel’s philosophy, buddhist philosophy and epistemology and the
ideas in the BOI. But this is only how I understand them at the moment. As
I am quite certain that I must be mistaken with respect to many of these
issues, if you have time I would appreciate if you could enlighten me.

Thank you,
Balázs*

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Corporate attire - what color says about people
Date: May 6, 2013 at 10:08 AM

http://www.mysaleshero.net/Pages/whatyouwear.aspx

What’s your customer’s favorite color?  What’s yours?  By the end of this article 
you will be paying closer attention and gain insight into how your wardrobe 
influences your ability to quickly close more business.

[...]

Black is the color of authority and power.  If black is your favorite color you might 
be telling the world you see things as “black or white”, “right or wrong”, “your 
way or no way”.

White symbolizes innocence and purity reflecting light.  It is light, neutral, and 
goes with everything.  The right amount of white says you’re open to 
suggestion.  Too much… well, would you ask someone wearing a white suit to 
help you change a flat tire or lend a hand digging a hole?

Red is the most emotional color.  It makes your heart beat and breathing faster.  
It is the color of passion.  Red clothing gets noticed.  It is an extreme color and 
is a risk to wear in presentations, negotiations or confrontations unless what 
you’re wearing is the only thing you want them to remember- accept as an 
accent.

[and there's other colors explained too]

So this article says that people make judgements about other people
based on what colors they wear. And its saying that these judgements
are subconsciously created.

Its interesting to me because I usually cannot recall what people wear
after having seen them in a meeting for example. Nor whether or not
they wear glasses, or a hat, or whatever. I guess the only time I do
notice is when something is extremely out of the ordinary, like on the
Daily Show a few days ago one of the fake newsmen wore all purple
(suit/shirt/tie/everything).

http://www.mysaleshero.net/Pages/whatyouwear.aspx


But.. whether or not I notice colors doesn't matter because the theory
is that I made judgements subconsciously. This kinda sounds like the
theory that judging the truth of an idea is partly based on what font
the sentence was presented in.

Coincidentally, Steve Jobs wore black, and what the article says about
people that wear black is true about Steve Jobs, which is that "If
black is your favorite color you might be telling the world you see
things as “black or white”, “right or wrong”, “your way or no way”."

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Louis C. K. on evil
Date: May 6, 2013 at 11:03 AM

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I drive 
an Infiniti. That's really evil. There are people who would just starve to death. 
That's all they ever did. There's people who are like born, and they go, "Oh, I'm 
hungry," and then they just die. And that's all they ever got to do. And 
meanwhile, I'm in my car, "boom, boom, pow," like having a great time and I 
sleep like a baby. It's totally my fault, 'cause I could trade my Infiniti for like a 
really good car, like a nice Ford Focus with no miles on it, and I'd get back like 
$20,000. And I could save hundreds of people from dying of starvation with that 
money, and every day I don't do it. Every day I make them die with my car.'

What the fuck? How about their parents stop having kids when they
shouldn't have kids? Why don't you say that they are the evil ones? Do
you realize that even if you took all the "extra" wealth from wealthy
people and distributed it to all the poor people, that even this
wouldn't solve the hunger problem because its still not enough wealth?
So if that doesn't solve the problem, then this should tell you that
you don't understand the problem. So what is the problem? The problem
is insufficient knowledge on the part of the parents and governments.

Poor people should not *have 10 kids and then blame the world for not
giving them enough opportunities to generate wealth*. They should
instead *not have kids until they've generated enough wealth (money
and knowledge), wealth that is necessary to raise a child to become an
independent adult*.

Governments should not restrict trade with other countries. America
keeps Africa poor by having tariffs.

Its interesting how leftists complain that we don't do enough to help
poor Africans, yet they support tariffs which prevents poor Africans
from trading with Americans, which is the only way that one can
possibly lift himself out of poordom.

-- Rami Rustom



http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Money as explanation part 0: Money as a meme
Date: May 6, 2013 at 11:15 AM

This post will be included as a prefix to several posts to follow (if these posts are 
accepted).  Therefore comments upon the contents of this part of those future 
posts should be addressed to this thread rather than cluttering those future posts.

For all nations at all periods of their histories we can easily find what one might 
call "dysfunctional" aspects of their economy and government.  Some of the most 
common are things like unemployment when much work needs to be done, waste 
of resources, war, poverty, and political oppression.  In economics we have the 
"tragedy of the commons," the business cycle (boom and bust), inflation / 
deflation, and suppression of any free markets.  These and a host of other 
problems which at best hinder and at worst bring about the total collapse and 
destruction of nations and societies, can all be attributed to and explained by a 
single root cause.

I suggest that the root cause of these problems is the nature of the meme called 
"money" as we know it.  It seems clear to me that the concept of money is a 
meme as defined by Richard Dawkins in "The Selfish Gene."  I quote from David 
Deutsch in "The Beginning of Infinity" early in chapter 15 "The world's major 
cultures - including nations, languages, philosophical and artistic movements, 
social traditions and religions - have been created incrementally over hundreds or 
even thousands of years.  Most of the ideas that define them, including the 
inexplicit ones, have a long history of being passed from one person to another.  
That makes these ideas memes - ideas that are replicators."  Money as a 
medium of exchange, a standard unit of account, and a store of value is a 
concept which developed in many cultures and has shown a great ability to 
replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems mentioned above is that money is conceptualized as a physical object 
and treated as such.  Whether the physical form money takes is a consumable 
commodity (like salt, blankets, iron rods, spear points, or pigs), specie (metal 
coins), currency (bills and coins), or bank accounts,  money is always dealt with 
as if it were a physical object.  All the problems associated with money can be 
traced to that fact.



-- 



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 6, 2013 at 3:57 PM

On Mon, May 6, 2013 at 8:03 AM, Rami Rustom <rombomb@gmail.com> wrote:
Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I drive 
an Infiniti. That's really evil. There are people who would just starve to death. 
That's all they ever did. There's people who are like born, and they go, "Oh, I'm 
hungry," and then they just die. And that's all they ever got to do. And 
meanwhile, I'm in my car, "boom, boom, pow," like having a great time and I 
sleep like a baby. It's totally my fault, 'cause I could trade my Infiniti for like a 
really good car, like a nice Ford Focus with no miles on it, and I'd get back like 
$20,000. And I could save hundreds of people from dying of starvation with 
that money, and every day I don't do it. Every day I make them die with my 
car.'

This is just a regurgitation of Peter Singer's philosophy. It is
fallacious but very popular in leftist circles.

What the fuck? How about their parents stop having kids when they
shouldn't have kids? Why don't you say that they are the evil ones? Do
you realize that even if you took all the "extra" wealth from wealthy
people and distributed it to all the poor people, that even this
wouldn't solve the hunger problem because its still not enough wealth?
So if that doesn't solve the problem, then this should tell you that
you don't understand the problem. So what is the problem? The problem
is insufficient knowledge on the part of the parents and governments.

Poor people should not *have 10 kids and then blame the world for not
giving them enough opportunities to generate wealth*. They should
instead *not have kids until they've generated enough wealth (money
and knowledge), wealth that is necessary to raise a child to become an
independent adult*.

True, and also in poor societies kids themselves are sometimes
regarded as wealth, and because survival is risky it's better to have
more rather than less of them.



Governments should not restrict trade with other countries. America
keeps Africa poor by having tariffs.

Its interesting how leftists complain that we don't do enough to help
poor Africans, yet they support tariffs which prevents poor Africans
from trading with Americans, which is the only way that one can
possibly lift himself out of poordom.

Because to them the virtue in "doing enough" is sacrifice. To them,
evil is getting richer while someone else remains poor, or getting
richer faster while someone poor gets richer slower or some such. The
only thing good is if we get poorer by making others richer.

--Jason

-- 



From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] Re: Optimism
Date: May 6, 2013 at 5:01 PM

On 27/04/2013, at 22:20, Lulie Tanett <luliet@gmail.com> wrote:

Some people think skills like drawing or ventriloquism or music has to be a slow 
grind of the fundamentals before tackling the more complicated stuff. I think this 
is a bad approach. If you're not noticing any progress, that's suspicious.

Why do professionals advise this if it's wrong and how did they become 
professionals?

A better approach is to have problems, and to do things in the field that address 
those problems.

Isn't learning the fundamentals doing the things that address the common 
problems that beginners have?

Most people think that [despair] is automatic, and it's not a choice. Learning this 
is hard/counter-intuitive -- AFAIK there's not much literature on it (if I'm wrong, 
please link!).

There's fallibleideas.com.

There's the end of Atlas Shrugged.

So what is the argument that it is a choice?

If a person can act as if something was a choice, then it was a choice. A person 
might resist making this choice because of their sense of identity.

What are the other options?

Thinking "I don't have to despair" and remaining calm and interested.

Or let's go the other way: Why do most people think it's automatic?

It's the prevalent theory. Other theories are not well known. People don't put 



much effort in creating different theories.

What do they think people who don't despair are doing?

They think that people who don't despair have no reason to, that life is going 
smoothly to them. Or that they have inborn resilience.

Being older has some advantages too: after a certain age, you stop getting as 
much pressure to conform, and also you typically have a lot more world 
knowledge than when you were younger.

Aren't adults pressured to conform in many ways, such as dressing one's age, 
etc?

-- 
-- 
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From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 6, 2013 at 7:46 PM

On 07/05/2013, at 1:03, "Rami Rustom" <rombomb@gmail.com> wrote:

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I drive 
an Infiniti. That's really evil. There are people who would just starve to death. 
That's all they ever did. There's people who are like born, and they go, "Oh, I'm 
hungry," and then they just die. And that's all they ever got to do. And 
meanwhile, I'm in my car, "boom, boom, pow," like having a great time and I 
sleep like a baby. It's totally my fault, 'cause I could trade my Infiniti for like a 
really good car, like a nice Ford Focus with no miles on it, and I'd get back like 
$20,000. And I could save hundreds of people from dying of starvation with 
that money, and every day I don't do it. Every day I make them die with my 
car.'

What the fuck? How about their parents stop having kids when they
shouldn't have kids?

He's not doing philosophy. It's comedy. Separate them.

Why don't you say that they are the evil ones?

Because *that* would not be funny...especially if you watch Louis CK. He is not 
afraid of saying that sort of thing...if he thought it would be funny.

Do
you realize that even if you took all the "extra" wealth from wealthy
people and distributed it to all the poor people, that even this
wouldn't solve the hunger problem because its still not enough wealth?

Wow. You've completely missed the point and are attributing to Louis a position 
he is not arguing for. Nothing in his routine there even hints at this. He is giving a 
personal perspective about the fact he is uncomfortable with his choices and that 
he could save one child. Just one - that he feels responsible for.

No, his actions, or the actions of all the wealthy, won't cure starvation...but one 



kid is important. One child.

This reminds me of that little religious "feel good" anecdote I've seen around 
about the kid walking along a beach where all these starfish have been washed 
up and are now dying in the sun. The kid sees a man throwing them back one at 
a time back into the ocean and the kid says to the man "What's the point? There's 
too many. You can't possibly get anywhere near throwing them all back in - it 
makes no difference."

And the man just says, "Well it does to this one".

So scale that up to people. It makes a lot of difference to the individual kid you 
choose to help. Like Louis is hinting at. He's not saying redistribute the wealth 
or...anything like that!! He's talking about doing a tiny thing to help save a life. A 
tiny, tiny thing. That he could do. Yes, he is speaking to us all and the humour is 
that he chooses not to.

Actually, listening to many interviews with Louis over the years (check out his 2 
hour long interview with Marc Maron on the WTF podcast to get an insight) I think 
he probably *does* make little (to him) contributions - like give money to people 
who can't help themselves. He, like Ricky Gervais, a similar comedian, is 
extremely wealthy and probably, infact does *exactly* what he jokes about above. 
Namely, he *does* forego this or that (bit of money, new car, whatever) and gives 
the money to starving people.

And that would be good. It's something. Starving people are a terrible evil. So is 
having more children in that circumstance - who suggests otherwise? Not Louis. 
He is commenting on what he can probably do. And my guess is -he actually 
does do what he jokes he does not. I know Ricky Gervais does a lot of 
humanitarian stuff but at the same time jokes about how ridiculously wealthy he is 
and how selfish he is.

Why would he joke about it? Because he's a fucking comedian...and it's funny - 
and being funny *is what makes him huge amounts of money in the first place*. 
And he, like Louis CK is clearly *very funny* because he's become an uber-multi-
millionaire writing stuff like that above that you criticise for being poor 
*philosophy*! The irony! And to top it all off, the stuff you are, basically, saying is 
rubbish, is the very sort of stuff that he makes money with that he uses to help 
others flourish. Because that's a great way for progress to occur.



So if that doesn't solve the problem, then this should tell you that
you don't understand the problem. So what is the problem? The problem
is insufficient knowledge on the part of the parents and governments.

Sure, and again, who disagrees? Louis? I doubt it. At least nothing in what you 
quote hints at that. Louis C.K is a smart man who is not arguing for some sort of 
socialist redistribution of wealth. His comedy there hinges on the way *he* is 
using his personal wealth given what he might do it and how he squares this in 
his mind. Do you disagree with the facts of the matter?

Do you disagree that $20,000 is a small amount to Louis...that he wouldn't miss 
it?

Do you disagree that this could save one child's life?

Louis says, basically: I could save a life or buy a slightly better car. He buys the 
car. We laugh...but we (should) get the point. A tiny, tiny little action on our part - 
simply because we have the wealth we do, can make a huge difference in the life 
of an individual child. $20,000 is small to him, but maybe $100 is small to you.

We laugh uncomfortably at Louis apparent callous disregard for the life of a child 
that he could save because it seems so ridiculously obscene.  We could all do 
more to save starving children. There is not just one solution like "eliminate 
tarrifs" or "spread democracy". We are all culpable. It's really not much for any of 
us to help a starving child. Why don't we? Shouldn't we do something, now? 
Right now? Many children will die today because of our collective inaction and 
apathy.

Is he wrong that selling his really expensive car and merely getting an expensive 
car and using the $20,000 profit to save a life would be bad?

I think it would be good. And I bet he does help those who cannot help 
themselves. Like starving children.

It's not his fault alone, he isn't obligated - most good people do not think they are 
- but they do good anyways. Helping more people survive starvation is important 
for the beginning of infinity.

Poor people should not *have 10 kids and then blame the world for not



giving them enough opportunities to generate wealth*. They should
instead *not have kids until they've generated enough wealth (money
and knowledge), wealth that is necessary to raise a child to become an
independent adult*.

No disagreement. That's all common sense. But none of it will feed a starving 
child right now. It might help to provide guidance on what people should or 
shouldn't do in the future...but it doesn't feed some kid today.

Governments should not restrict trade with other countries. America
keeps Africa poor by having tariffs.

Right. But you're on a tangent that seems to be at odds with Louis CK. He was 
talking about his personal, individual hypocrisy: at once he actually cares for 
starving children in a genuine way - but he wants his expensive car and his 
money. We *all* have this thought. Or maybe not. If you honestly couldn't care 
less about starving children, fine - none of what I say here will reach you and you 
probably don't find Louis funny. America could drop tariffs right now and kids 
would still starve. Some issues need direct, urgent solutions like getting money 
and food on the ground right now to some people who will die today, tomorrow, 
this week. The gears of global trade move far more slowly than this. We cannot 
save everyone...but we can save more than 0. Yes, reduce tarrifs. Yes, improve 
technology, spread more reasonable governments who don't tax high and spend 
all the money on guns to fight civil wars, yes do big stuff. But also...save kids right 
nowby giving them *food*. Yes, explain to people that having more kids, in those 
places, makes things worse not better. But all that stuff about the future doesn't 
save starving kids now. Give them food. Now.

Is this really a revelation?!

Its interesting how leftists complain that we don't do enough to help
poor Africans, yet they support tariffs which prevents poor Africans
from trading with Americans, which is the only way that one can
possibly lift himself out of poordom.

Some do. I don't support tarrifs, but I also think individuals should be more 
benevolent towards starving children whose own families, societies, cultures and 



countries won't save them from painful, short lives. These kids *can* be saved. 
It's a soluble problem. And for urgent cases...global policy changes, if they come 
at all in time for some, will come too slowly.

Give money. Send food. Adopt a child. Sponsor a child. Be compassionate.

Brett.

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 6, 2013 at 7:59 PM

On 07/05/2013, at 5:57, "Jason" <auvenj@gmail.com> wrote:

On Mon, May 6, 2013 at 8:03 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I 
drive an Infiniti. That's really evil. There are people who would just starve to 
death. That's all they ever did. There's people who are like born, and they go, 
"Oh, I'm hungry," and then they just die. And that's all they ever got to do. 
And meanwhile, I'm in my car, "boom, boom, pow," like having a great time 
and I sleep like a baby. It's totally my fault, 'cause I could trade my Infiniti for 
like a really good car, like a nice Ford Focus with no miles on it, and I'd get 
back like $20,000. And I could save hundreds of people from dying of 
starvation with that money, and every day I don't do it. Every day I make them 
die with my car.'

This is just a regurgitation of Peter Singer's philosophy. It is
fallacious but very popular in leftist circles.

It's not a philosophy. It's comedy. That's a category error similar to scientism. 
There should be a word. Philosophism.

In so far as Louis makes a philosophical point, it is about his own personal 
subjective experience of having great wealth and squaring his decision to throw 
money at what, by his own lights, is a frivolous thing, when that same money, 
could, genuinely, save the life of a person (I prefer to say "child" henceforth as 
starving children have less capacity to get out of certain hell holes than others).

What the fuck? How about their parents stop having kids when they
shouldn't have kids? Why don't you say that they are the evil ones? Do
you realize that even if you took all the "extra" wealth from wealthy
people and distributed it to all the poor people, that even this
wouldn't solve the hunger problem because its still not enough wealth?
So if that doesn't solve the problem, then this should tell you that



you don't understand the problem. So what is the problem? The problem
is insufficient knowledge on the part of the parents and governments.

Poor people should not *have 10 kids and then blame the world for not
giving them enough opportunities to generate wealth*. They should
instead *not have kids until they've generated enough wealth (money
and knowledge), wealth that is necessary to raise a child to become an
independent adult*.

True, and also in poor societies kids themselves are sometimes
regarded as wealth, and because survival is risky it's better to have
more rather than less of them.

Right. Orthogonal to Louis point, but right.

Governments should not restrict trade with other countries. America
keeps Africa poor by having tariffs.

Its interesting how leftists complain that we don't do enough to help
poor Africans, yet they support tariffs which prevents poor Africans
from trading with Americans, which is the only way that one can
possibly lift himself out of poordom.

Because to them the virtue in "doing enough" is sacrifice. To them,
evil is getting richer while someone else remains poor, or getting
richer faster while someone poor gets richer slower or some such. The
only thing good is if we get poorer by making others richer.

Right. But Louis did not argue for that. You have to read much into his comedy to 
extrapolate that kind of stuff.

All boats can rise with the same tide and global policy changes are necessary to 
cure the global problem of starvation. But on the level of the individual, the 
starving child there and now, the multitudinous global shifts that need to occur in 
trade, nation building, security, agriculture, etc, etc will come far too slowly. Many 
innocent children will die because of these terrible national, socialist policies and 
global fuck-ups, but also (and this is Louis CK's main point) those innocent, 
starving children will *also* die because we choose to let them.



And we won't really care.

Sam Harris points out that this is because we are incapable of feeling what we 
need to. If you see a kid in the road crying one night, alone and with a bloody 
nose as you walk by - what monster would not stop to help? And if the child says 
they are lost and hungry and thirsty...who would argue "not my problem kid"?

So how much more of a monster are we then if millions of such children are 
suffering way worse right now, on the verge of death, and our individual response 
amounts to "not my problem, kid!".?

In both cases, these are our problems in a real sense. Those kids are problem 
solvers and we need all the universal knowledge creators we can get if we are 
going to solve our problems as fast as we can. Their problems are our problems. 
That's what compassion is.

Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 6, 2013 at 8:45 PM

On May 6, 2013, at 8:03 AM, Rami Rustom <rombomb@gmail.com> wrote:

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I drive 
an Infiniti. That's really evil. There are people who would just starve to death. 
That's all they ever did. There's people who are like born, and they go, "Oh, I'm 
hungry," and then they just die. And that's all they ever got to do. And 
meanwhile, I'm in my car, "boom, boom, pow," like having a great time and I 
sleep like a baby. It's totally my fault, 'cause I could trade my Infiniti for like a 
really good car, like a nice Ford Focus with no miles on it, and I'd get back like 
$20,000. And I could save hundreds of people from dying of starvation with 
that money, and every day I don't do it. Every day I make them die with my 
car.'

What the fuck? How about their parents stop having kids when they
shouldn't have kids?

Yeah, good question. If you don't have enough money to feed a kid, and you have 
a kid, that is not Louis' fault.

On the other hand, if Louis was responsible for such things, then people could 
keep having more and more kids at Louis' expense. Like the people who had 
more kids at the 20th Century Motor Company in Atlas Shrugged, at the 
company's expense.

Why don't you say that they are the evil ones? Do
you realize that even if you took all the "extra" wealth from wealthy
people and distributed it to all the poor people, that even this
wouldn't solve the hunger problem because its still not enough wealth?

What would actually solve the hunger problems of the world are:

1) global free trade

2) genetically modified crops



(also tractors, powerful fertilizers and pesticides, and some other modern things. 
but those are already in widespread use. so just don't get rid of them.)

So if that doesn't solve the problem, then this should tell you that
you don't understand the problem. So what is the problem? The problem
is insufficient knowledge on the part of the parents and governments.

Poor people should not *have 10 kids and then blame the world for not
giving them enough opportunities to generate wealth*. They should
instead *not have kids until they've generated enough wealth (money
and knowledge), wealth that is necessary to raise a child to become an
independent adult*.

Right. To be fair, some people do not have good opportunities due to violence 
and corruption in their countries. That sucks. But having a bunch of kids they 
can't feed doesn't improve the situation.

Governments should not restrict trade with other countries. America
keeps Africa poor by having tariffs.

Its interesting how leftists complain that we don't do enough to help
poor Africans, yet they support tariffs which prevents poor Africans
from trading with Americans, which is the only way that one can
possibly lift himself out of poordom.

when the left sets up charities to help poor Africans, they don't just hand out cash 
which would be the most effective thing to do. instead they like to hand out goods 
such as food. this keeps the africans better controlled (takes away options from 
them), makes theft and corruption a larger problem, and is less economically 
efficient (helps less).

it's sort of like how if you buy me a gift card for my birthday, that is worse for me 
than cash. it gives me fewer choices of what to buy with it. this is so significant 
that many people sell gift cards for 90 cents on the dollar or some other discount 
(and btw they do the same with food stamps).

-- Elliot Temple



http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 6, 2013 at 8:55 PM

On May 6, 2013, at 4:46 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 07/05/2013, at 1:03, "Rami Rustom" <rombomb@gmail.com> wrote:

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I 
drive an Infiniti. That's really evil. There are people who would just starve to 
death. That's all they ever did. There's people who are like born, and they go, 
"Oh, I'm hungry," and then they just die. And that's all they ever got to do. 
And meanwhile, I'm in my car, "boom, boom, pow," like having a great time 
and I sleep like a baby. It's totally my fault, 'cause I could trade my Infiniti for 
like a really good car, like a nice Ford Focus with no miles on it, and I'd get 
back like $20,000. And I could save hundreds of people from dying of 
starvation with that money, and every day I don't do it. Every day I make them 
die with my car.'

What the fuck? How about their parents stop having kids when they
shouldn't have kids?

He's not doing philosophy. It's comedy. Separate them.

He made philosophical claims and statements. He presented ideas with 
philosophical meanings and implications.

Brett goes on to advocate (in his reply to Jason as well) the same *evil* 
philosophy which Rami criticized (btw Brett also makes false factual claims). But 
rather than address Rami's position, Brett focusses more on denying it is a 
philosophy and otherwise evading criticism. Further, Brett makes over-the-top 
emotive attempts to emotionally pressure people -- which are something quite 
different than the sort of rational arguments which this list is for.

He also, for example, blatantly and strongly contradicts Ayn Rand. This is notable 
because he claimed to have read and understood Ayn Rand, and to have no 
questions about any of it. If that was true, he wouldn't be contradicting her so 
much without offering any criticisms of her positions.



Brett does not understand the position he's attacking. But he attacks (not 
criticizes, but attacks) rather than ask questions and try to understand it. That's a 
bad approach to discussion because it's not truth-seeking.

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Optimism
Date: May 6, 2013 at 9:17 PM

On May 6, 2013, at 2:01 PM, Anon Too <anontoo@yahoo.com> wrote:

On 27/04/2013, at 22:20, Lulie Tanett <luliet@gmail.com> wrote:

Some people think skills like drawing or ventriloquism or music has to be a 
slow grind of the fundamentals before tackling the more complicated stuff. I 
think this is a bad approach. If you're not noticing any progress, that's 
suspicious.

Why do professionals advise this if it's wrong and how did they become 
professionals?

why do you expect much from professionals?

most people in the world aren't that good at their profession. well it depends what 
standards you judge them by. but like the quality of thinking of most professionals 
about their profession is several orders of magnitude below what you can find in 
Atlas Shrugged about any topic (not just about Rand's specialties). or it's a lot 
worse than most discussion on this list.

A better approach is to have problems, and to do things in the field that 
address those problems.

Isn't learning the fundamentals doing the things that address the common 
problems that beginners have?

that's not what "fundamentals" means. most fundamental and most useful are not 
synonyms. fundamental and ideal starting place are also not synonyms.

Most people think that [despair] is automatic, and it's not a choice. Learning 
this is hard/counter-intuitive -- AFAIK there's not much literature on it (if I'm 
wrong, please link!).

There's fallibleideas.com.



There's the end of Atlas Shrugged.

Isn't there the whole book?

For example, this is early in the book, "Not to be taken seriously—an immovable 
certainty within her kept repeating—pain and ugliness are never to be taken 
seriously."

There are many other similar lines in the book, including early and in the middle.

also early, "She had forgotten her brother and his National Alliance. She had 
forgotten every problem, person and event behind her; they had always been 
clouded in her sight, to be hurried past, to be brushed aside, never final, never 
quite real. This was reality, she thought, this sense of clear outlines, of purpose, 
of lightness, of hope. This was the way she had expected to live—she had 
wanted to spend no hour and take no action that would mean less than this."

So what is the argument that it is a choice?

If a person can act as if something was a choice, then it was a choice. A person 
might resist making this choice because of their sense of identity.

What are the other options?

Thinking "I don't have to despair" and remaining calm and interested.

Or let's go the other way: Why do most people think it's automatic?

It's the prevalent theory. Other theories are not well known. People don't put 
much effort in creating different theories.

People commonly think stuff like this is automatic because they never 
consciously decided to do it on purpose. They think through their memory and 
correctly determine they never like brainstormed what to do and chose that 
option.



And yeah, on top of that, this introspection seems to confirm what they already 
expected. If it contradicted what most people think, they might look more closely.

What do they think people who don't despair are doing?

They think that people who don't despair have no reason to, that life is going 
smoothly to them.

yeah that's common. and they commonly attribute life going smoothly to luck. and 
expect whose life is going well to change around randomly in the future.

Or that they have inborn resilience.

Being older has some advantages too: after a certain age, you stop getting as 
much pressure to conform, and also you typically have a lot more world 
knowledge than when you were younger.

Aren't adults pressured to conform in many ways, such as dressing one's age, 
etc?

i think maybe she meant like people over 85 who are deemed "senile". some 
social expectations get relaxed at that point.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: May 6, 2013 at 9:40 PM

On May 5, 2013, at 7:10 AM, Balázs Fehér <feher.balazs.feher@gmail.com> 
wrote:

*

I am somewhat familiar with Popper’s Three Worlds. When I first started to
take interest in philosophy it was mainly for the quest of understanding
what kind of life is worth living. At that time I did not find clues in
western philosophies at hand but turned to Buddhist philosophy and studied
that to some extent.

Oh. Note that David Deutsch is a Western philosopher. Buddhist philosophy isn't 
very good IMO. What do you like about it?

Many popular/famous Western philosophers are bad, so it's possible to be 
discouraged by reading a bunch of people who suck. Here is a list of the good 
philosophers to consider:

Ayn Rand, Karl Popper, William Godwin, Edmund Burke, Thomas Szasz, Richard 
Feynman, Ludwig von Mises. I'm leaving out the Greeks which aren't as 
important today, some are kinda good but Plato and Aristotle aren't.

This will be related with these two points which
somewhat resonate with my own views:

13. There is a scientific (exact) philosophy and theology, which deals with
concepts of the highest abstractness; and this is also most highly fruitful
for science.

14. Religions are, for the most part, bad - but religion is not.

But with regards to Popper I have first heard about his scheme from a book
by the Dalai Lama, The universe in a single atom. Here are some extracts
from the book:



“During my first visit to Europe, in 1973, I had the honor to encounter
another of the twentieth century’s great minds, the philosopher Sir Karl
Popper. Like myself, Popper was once an exile - from his native Vienna
during the period of Nazi rule - and he became one of the most articulate
critics of totalitarianism. So we found much in common. Popper was an old
man when I met him, over seventy, with bright eyes and great intellectual
sharpness. I could guess how forceful he must have been in his youth from
the passion he showed when we discussed the question of authoritarian
regimes. In this meeting Popper was more worried about the growing threat
of communism, the perils of totalitarian political systems, the challenges
of safeguarding individual liberty, and the sustenance of an open society
than he was interested in exploring questions pertaining the relations of
science and religion. But we did discuss problems concerning method in
science. My english was not as good then as it is now, and my translators
not so skilled. Unlike empirical science, philosophy and methods are much
more demanding to discuss. As a result, I benefited less perhaps from my
opportunity to meet Popper that I did from meetings with figures like David
Bohm and Carl von Weizsäcker. But we struck up a friendship, and I saw him
again whenever I came to England, including a memorable visit in 1987 for
tea at his house at Kenley in Surrey.”

Doing philosophy using translators (or poor English) sounds really hard!

”Buddhism suggests that there are three fundamentally distinct aspects or
features of the world of conditioned things, the world in which we live:

1. Matter - physical objects

2. Mind - subjective experiences

3. Abstract composites - mental formations

What is this theory for?

Like, what sort of decision might a person make in his life that he will make 
differently if he understands this theory? When will he use it in a decision?

As to what constitutes the world of matter, there is not much difference



between Buddhist thought and modern science. Again, in defining the key
characteristics of material phenomena, there would seem to be broad
consensus between the two investigative traditions. We see properties -
such as extension, spatiotemporal locality, and so on - as defining
features of the material world. In addition to these manifestly material
objects, from the Buddhist point of view, phenomena like subtle particles,
the various fields (electromagnetic), and the forces of nature (gravity)
belong to this first realm of reality. However, for Buddhist philosophers,
reality is not exhausted by the contents of this realm.

I think there is a big difference between a philosophical approach which can 
make scientific breakthroughs, compared with one which is merely able to say 
how it is compatible with them after they are made.

There is also the realm of subjective experiences, such as our thought
processes, sensory perceptions, sensations, and the rich tapestry of
emotions. From the Buddhist perspective, much of this world can be found
also in other sentient beings. Though heavily contingent upon a physical
base - including neural networks, brain cells, and sensory faculties - the
mental realm enjoys a status separate from the material world.

You can categorize things however you want. You can make any two things be in 
the same category, or different categories, depending on the categorization 
scheme you choose. But the issue is: which categorizations are useful and why? 
E.g. which ones help clarify some aspects of reality?

From the Buddhist perspective, the mental realm cannot be reduced to the 
world of matter,

How does this claim differ from advocating magic? That brains are animated by a 
magical spirit or something, not just atoms.

though it may depend on that world to function. With the exception
of one materialist school in India, most ancient Indian and Tibetan
philosophical schools agree on the impossibility of reducing the mental to
the subset of the physical.

Our position is that minds are entirely made out of physical materials like atoms. 
There's nothing else there. However, from an explanatory perspective, the best 
explanations about minds do not discuss atoms much.



There is moreover, a third realm of reality, the abstract composites, which
can be characterized neither as physical in the sense of being composed of
material constituents nor as mental in the sense of inner subjective
experiences. By this I am referring to many features of reality that are
integral to our understanding of the world. Phenomena such as time,
concepts, and logical principles, which are essentially constructs of our
mind, are distinct from the first two realms. Admittedly, all the phenomena
that belong to this world are contingent upon either the first or the
second - that is physical or mental - domain of phenomena, yet they have
characteristics distinct from the other two.

I gather that this taxonomy of reality, which goes back to the earliest
phases of Buddhism’s philosophical tradition, is almost identical to that
proposed by Karl Popper. Popper called them “the first world,” “the second
world,” and “the third world”. By these he meant (1) the world of things or
physical objects; (2) the world of subjective experiences, including
thought processes; and (3) the world of statements in themselves - the
content of thoughts as opposed to the mental process. It is striking that
Popper, whom I know had no background in Buddhist thought, arrived at an
almost identical classification of the categories of reality. Had I known
this curious convergence between his thought and Buddhism in the times I
met with Popper, I would certainly have pursued it with him.

The quoting in this email is not clear. For those who are confused, note that this is 
a quote. The book author, not Balázs Fehér, met Popper.

http://www.lorenwebster.net/In_a_Dark_Time/2011/01/26/a-buddhist-view-of-
consciousness/

In the future it would be helpful to mark quotations more clearly.

Regarding Popper's three worlds, I am a bit unclear on what it's very useful for 
other than for refuting some bad ideas. Like suppose Ayn Rand studied it. What 
would she gain from it?

I do not see why the ideas from the chapter of The Dream of Socrates does

http://www.lorenwebster.net/In_a_Dark_Time/2011/01/26/a-buddhist-view-of-consciousness/


not bear on the issues of life and creativity. I envision that whatever is
the nature of the “knowledge creating entity” or “mind” or “awareness” is
part of reality and therefore is capable of initiating transformations in
the physical world through hitherto unknown laws of nature, such as those
proposed by Penrose.

Some ideas from "The Dream of Socrates" chapter do apply to the issues of life 
and creativity.

Could you be more specific about the issue you're seeing? Which idea should 
apply to what specific problem to get what answer? But DD disagrees and is 
mistaken? Or what?

As far as I see it the buddhist practice is the method of seeking good
explanations applied to internal phenomena - the perfection of the “mind”
or “awareness” or the “knowledge-creating entity”. Or in other words the
purification of it from errors.

I think Buddhist thought may be kind of vague in such a way that you can 
interpret it to mean whatever you think is good. This can make it seem similar to 
whatever other ideas you like. But another Buddhist would see it differently.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Jason <auvenj@gmail.com>
Subject: Attacks vs. Criticisms (was: [BoI] Louis C. K. on evil)
Date: May 6, 2013 at 9:44 PM

On Mon, May 6, 2013 at 5:55 PM, Elliot Temple <curi@curi.us> wrote:
Brett does not understand the position he's attacking. But he attacks (not 
criticizes, but attacks) rather than ask questions and try to understand it. That's 
a bad approach to discussion because it's not truth-seeking.

What is the difference between an "attack" and a "criticism"?

I would have thought that an "attack" was something like ad hominem,
or putting forth an argument you know is false but sounds good, or
something of that sort.

I don't think Brett did the things I would classify as an "attack". I
don't agree with him, but I wouldn't have characterized his message as
an attack.

--Jason

-- 
-- 
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From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 6, 2013 at 9:56 PM

On Mon, May 6, 2013 at 6:46 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 07/05/2013, at 1:03, "Rami Rustom" <rombomb@gmail.com> wrote:

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I 
drive an Infiniti. That's really evil. There are people who would just starve to 
death. That's all they ever did. There's people who are like born, and they go, 
"Oh, I'm hungry," and then they just die. And that's all they ever got to do. 
And meanwhile, I'm in my car, "boom, boom, pow," like having a great time 
and I sleep like a baby. It's totally my fault, 'cause I could trade my Infiniti for 
like a really good car, like a nice Ford Focus with no miles on it, and I'd get 
back like $20,000. And I could save hundreds of people from dying of 
starvation with that money, and every day I don't do it. Every day I make them 
die with my car.'

What the fuck? How about their parents stop having kids when they
shouldn't have kids?

He's not doing philosophy. It's comedy. Separate them.

Why don't you say that they are the evil ones?

Because *that* would not be funny...especially if you watch Louis CK. He is not 
afraid of saying that sort of thing...if he thought it would be funny.

Do
you realize that even if you took all the "extra" wealth from wealthy
people and distributed it to all the poor people, that even this
wouldn't solve the hunger problem because its still not enough wealth?

Wow. You've completely missed the point and are attributing to Louis a position 
he is not arguing for. Nothing in his routine there even hints at this. He is giving 
a personal perspective about the fact he is uncomfortable with his choices and 
that he could save one child. Just one - that he feels responsible for.



No. He said more than that. He said:

My life is really evil. [...] Every day I make them [starving children] die with my 
car.

The position (that he's either advocating or mocking) is that not
spending one's "extra" wealth to help the poor is evil. And *that's*
why he feels responsible. And that position is wrong. It isn't evil.
The evil ones are the one having kids when they shouldn't be having
kids.

No, his actions, or the actions of all the wealthy, won't cure starvation...but one 
kid is important. One child.

This reminds me of that little religious "feel good" anecdote I've seen around 
about the kid walking along a beach where all these starfish have been washed 
up and are now dying in the sun. The kid sees a man throwing them back one at 
a time back into the ocean and the kid says to the man "What's the point? 
There's too many. You can't possibly get anywhere near throwing them all back 
in - it makes no difference."

And the man just says, "Well it does to this one".

So scale that up to people. It makes a lot of difference to the individual kid you 
choose to help. Like Louis is hinting at. He's not saying redistribute the wealth 
or...anything like that!! He's talking about doing a tiny thing to help save a life. A 
tiny, tiny thing. That he could do. Yes, he is speaking to us all and the humour is 
that he chooses not to.

Save a life? How *long* would his life be saved? How long before the
wealth runs out? Would that wealth be enough for the poor child to
learn to become independent (to generate his own wealth)? Or no? If
no, then he's going to grow up and repeat the same mistake his parent
did, which is to bring more people into the world without wealth
(money and knowledge). Then what? Should Lious help these people too
because he *caused* them to be born?



Actually, listening to many interviews with Louis over the years (check out his 2 
hour long interview with Marc Maron on the WTF podcast to get an insight) I 
think he probably *does* make little (to him) contributions - like give money to 
people who can't help themselves. He, like Ricky Gervais, a similar comedian, is 
extremely wealthy and probably, infact does *exactly* what he jokes about 
above. Namely, he *does* forego this or that (bit of money, new car, whatever) 
and gives the money to starving people.

And that would be good. It's something. Starving people are a terrible evil. So is 
having more children in that circumstance - who suggests otherwise? Not Louis. 
He is commenting on what he can probably do. And my guess is -he actually 
does do what he jokes he does not. I know Ricky Gervais does a lot of 
humanitarian stuff but at the same time jokes about how ridiculously wealthy he 
is and how selfish he is.

Why would he joke about it? Because he's a fucking comedian...and it's funny - 
and being funny *is what makes him huge amounts of money in the first place*. 
And he, like Louis CK is clearly *very funny* because he's become an uber-
multi-millionaire writing stuff like that above that you criticise for being poor 
*philosophy*! The irony! And to top it all off, the stuff you are, basically, saying is 
rubbish, is the very sort of stuff that he makes money with that he uses to help 
others flourish. Because that's a great way for progress to occur.

How does he help other people flourish?

So if that doesn't solve the problem, then this should tell you that
you don't understand the problem. So what is the problem? The problem
is insufficient knowledge on the part of the parents and governments.

Sure, and again, who disagrees? Louis? I doubt it. At least nothing in what you 
quote hints at that.

No. He said:

My life is really evil. [...] Every day I make them [starving children] die with my 
car.

This position doesn't understand *why* people are poor. It doesn't
understand that poordom must be overcome by an evolution of knowledge



first, then money. Having money without sufficient knowledge leads to
the money to be squandered.

Louis C.K is a smart man who is not arguing for some sort of socialist 
redistribution of wealth. His comedy there hinges on the way *he* is using his 
personal wealth given what he might do it and how he squares this in his mind. 
Do you disagree with the facts of the matter?

One of the facts that he presented was that he thinks buying an
infinity instead of a $20k cheaper car is evil because it causes poor
people to die. He's wrong. He is not the cause of their deaths.

Do you disagree that $20,000 is a small amount to Louis...that he wouldn't miss 
it?

Do you disagree that this could save one child's life?

Could yes. But if its done wrong, it could not. And its easy to do it
wrong (there are more ways to do it wrong than right). For example,
bringing the child to America and raising him himself could do the
trick (though that would cost more than $20k).

Louis says, basically: I could save a life or buy a slightly better car. He buys the 
car. We laugh...but we (should) get the point. A tiny, tiny little action on our part - 
simply because we have the wealth we do, can make a huge difference in the 
life of an individual child. $20,000 is small to him, but maybe $100 is small to 
you.

We laugh uncomfortably at Louis apparent callous disregard for the life of a 
child that he could save because it seems so ridiculously obscene.  We could all 
do more to save starving children. There is not just one solution like "eliminate 
tarrifs" or "spread democracy". We are all culpable.

I'm not. Its not my fault there are stupid people in the world doing
stupid things.



It's really not much for any of us to help a starving child. Why don't we? 
Shouldn't we do something, now? Right now? Many children will die today 
because of our collective inaction and apathy.

Even if we *all* acted, its not enough. We can't all raise all the
poor people. There isn't enough of us to go around.

It seems like you think we could do it if we put in enough money, but
that's wrong. Its needs knowledge too. And the parents (most) of those
poor children don't have it. And there isn't enough sufficiently
knowledgeable people to raise all the poor children.

Is he wrong that selling his really expensive car and merely getting an 
expensive car and using the $20,000 profit to save a life would be bad?

He didn't say it would be bad to do that. He said that not doing it is bad/evil.

I think it would be good. And I bet he does help those who cannot help 
themselves. Like starving children.

I gave you an example above of how its actually bad. The only way it
could be good is if the poor child was able to pull himself out of
poverty by having sufficient knowledge to do so. And you and Lious
aren't talking about knowledge, so it seems to me that you think
knowledge isn't a factor.

It's not his fault alone, he isn't obligated

But you said "we are all culpable", so by your assertion, he is obligated.

- most good people do not think they are - but they do good anyways. Helping 
more people survive starvation is important for the beginning of infinity.

How? What does surviving starvation achieve without also achieving



sufficient knowledge to not be poor?

Poor people should not *have 10 kids and then blame the world for not
giving them enough opportunities to generate wealth*. They should
instead *not have kids until they've generated enough wealth (money
and knowledge), wealth that is necessary to raise a child to become an
independent adult*.

No disagreement. That's all common sense. But none of it will feed a starving 
child right now. It might help to provide guidance on what people should or 
shouldn't do in the future...but it doesn't feed some kid today.

Feeding one kid today, without also ensuring that he'll lift himself
out of poordom, means causing 10 more kids tomorrow. So its not
actually helping. Its making the problem worse.

Governments should not restrict trade with other countries. America
keeps Africa poor by having tariffs.

Right. But you're on a tangent that seems to be at odds with Louis CK. He was 
talking about his personal, individual hypocrisy: at once he actually cares for 
starving children in a genuine way - but he wants his expensive car and his 
money. We *all* have this thought. Or maybe not. If you honestly couldn't care 
less about starving children, fine - none of what I say here will reach you and 
you probably don't find Louis funny.

Caring about starving children is one thing.

Believing that the solution to this problem is to give food without
ensuring that the person has an opportunity to lift himself out of
poverty, is another thing.

America could drop tariffs right now and kids would still starve. Some issues 
need direct, urgent solutions like getting money and food on the ground right 
now to some people who will die today, tomorrow, this week. The gears of global 



trade move far more slowly than this. We cannot save everyone...but we can 
save more than 0. Yes, reduce tarrifs. Yes, improve technology, spread more 
reasonable governments who don't tax high and spend all the money on guns to 
fight civil wars, yes do big stuff. But also...save kids right nowby giving them 
*food*. Yes, explain to people that having more kids, in those places, makes 
things worse not better. But all that stuff about the future doesn't save starving 
kids now. Give them food. Now.

Is this really a revelation?!

Its interesting how leftists complain that we don't do enough to help
poor Africans, yet they support tariffs which prevents poor Africans
from trading with Americans, which is the only way that one can
possibly lift himself out of poordom.

Some do. I don't support tarrifs, but I also think individuals should be more 
benevolent towards starving children whose own families, societies, cultures 
and countries won't save them from painful, short lives. These kids *can* be 
saved. It's a soluble problem. And for urgent cases...global policy changes, if 
they come at all in time for some, will come too slowly.

Give money.

To people without sufficient knowledge to use that money to generate
their own wealth? What's the point?

Send food.

To starving people. K. Tomorrow they will be hungry. And later they
will produce 10 more kids. So now that's 10 starving kids when before
there was only 1. That's counter-productive to your intended goal.

Adopt a child.

That can work.



Sponsor a child.

With sponsorships there is an infrastructure of food, medicine, and
education. That could work.

Be compassionate.

Does being compassionate mean blindly throwing food and money at problems?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 6, 2013 at 10:17 PM

On 07/05/2013, at 10:45 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 6, 2013, at 8:03 AM, Rami Rustom <rombomb@gmail.com> wrote:

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I 
drive an Infiniti. That's really evil. There are people who would just starve to 
death. That's all they ever did. There's people who are like born, and they go, 
"Oh, I'm hungry," and then they just die. And that's all they ever got to do. 
And meanwhile, I'm in my car, "boom, boom, pow," like having a great time 
and I sleep like a baby. It's totally my fault, 'cause I could trade my Infiniti for 
like a really good car, like a nice Ford Focus with no miles on it, and I'd get 
back like $20,000. And I could save hundreds of people from dying of 
starvation with that money, and every day I don't do it. Every day I make them 
die with my car.'

What the fuck? How about their parents stop having kids when they
shouldn't have kids?

Yeah, good question. If you don't have enough money to feed a kid, and you 
have a kid, that is not Louis' fault.

Right but what about that kid? The parents won't (can't) look after them. Kid might 
starve. The kid doesn't have the knowledge required to survive. This isn't an 
isolated, one off thing. Individual starving kids matter. And there are heaps of 
them right now that we could help if we wanted. Note...they need help now...some 
in the next day, or week. Or they'll die. Some kid that could be saved with food 
today won't be saved if there's a successful campaign for GM crops and global 
free trade next decade. How do we help that kid, those kids, now?

To ignore this individual kid under the blanket of it being only able to be viewed 
through the lens of global economics - is an evil.



On the other hand, if Louis was responsible for such things, then people could 
keep having more and more kids at Louis' expense.

Straw man. No one here is arguing that. I am specifically taking about individuals 
who can be saved now...by Louis or whoever else cares to help.

Like the people who had more kids at the 20th Century Motor Company in Atlas 
Shrugged, at the company's expense.

Why don't you say that they are the evil ones? Do
you realize that even if you took all the "extra" wealth from wealthy
people and distributed it to all the poor people, that even this
wouldn't solve the hunger problem because its still not enough wealth?

What would actually solve the hunger problems of the world are:

1) global free trade

2) genetically modified crops

Both of which I advocated in my posts. That you didn't read carefully. I implied 
both global economic changes and technology (I.e: advanced in agriculture 
including GM crops) will help. But there is a significant lead in time to growing 
crops and policies to ensure open free markets globally are too slow to come. All 
that's good, I agree. But it doesn't feed the next kid about to survive. What would? 
Food - given to them - by rich people who have the resources. Again this won't 
solve starvation...but it will save lives. Which is what Louis is getting at.

(also tractors, powerful fertilizers and pesticides, and some other modern things. 
but those are already in widespread use. so just don't get rid of them.)

Yeah. Again...who *here* is arguing otherwise?

So if that doesn't solve the problem, then this should tell you that
you don't understand the problem. So what is the problem? The problem
is insufficient knowledge on the part of the parents and governments.



Poor people should not *have 10 kids and then blame the world for not
giving them enough opportunities to generate wealth*. They should
instead *not have kids until they've generated enough wealth (money
and knowledge), wealth that is necessary to raise a child to become an
independent adult*.

Right. To be fair, some people do not have good opportunities due to violence 
and corruption in their countries.

Including the kids. You forgot the kids. They didn't choose to be born in those shit 
holes and starve slowly or get shot or whatever or have their parents die of aids 
or lack of food. Pushing for free trade and GM crops is all fine and it'll help *their* 
kids (maybe) but it won't help them *in time*.

Why do you think charity towards innocent starving children isn't one possible, 
effective, solution?

That sucks. But having a bunch of kids they can't feed doesn't improve the 
situation.

Agreed. Who said otherwise?

Governments should not restrict trade with other countries. America
keeps Africa poor by having tariffs.

Its interesting how leftists complain that we don't do enough to help
poor Africans, yet they support tariffs which prevents poor Africans
from trading with Americans, which is the only way that one can
possibly lift himself out of poordom.

when the left sets up charities to help poor Africans, they don't just hand out 
cash which would be the most effective thing to do.

So, you agree, such charity would be effective?

instead they like to hand out goods such as food.



Because some kids are hungry and at risk of starvation. Food fixes hunger. For 
innocent children.

this keeps the africans better controlled (takes away options from them), makes 
theft and corruption a larger problem, and is less economically efficient (helps 
less).

You just ignore poor children who lack opportunity. You condone abuse of 
children. You condone their starvation as u want to deny food to starving Africans 
even in the case of starvation of children.

it's sort of like how if you buy me a gift card for my birthday, that is worse for me 
than cash. it gives me fewer choices of what to buy with it. this is so significant 
that many people sell gift cards for 90 cents on the dollar or some other discount 
(and btw they do the same with food stamps).

Unless u were starving...on your birthday. And there was nowhere to buy food. 
Food might give you energy to be able to make the choices to get out of your 
shitty African country.

-- 



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 6, 2013 at 10:31 PM

On Mon, May 6, 2013 at 4:59 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 07/05/2013, at 5:57, "Jason" <auvenj@gmail.com> wrote:

On Mon, May 6, 2013 at 8:03 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I 
drive an Infiniti. That's really evil. There are people who would just starve to 
death. That's all they ever did. There's people who are like born, and they 
go, "Oh, I'm hungry," and then they just die. And that's all they ever got to 
do. And meanwhile, I'm in my car, "boom, boom, pow," like having a great 
time and I sleep like a baby. It's totally my fault, 'cause I could trade my 
Infiniti for like a really good car, like a nice Ford Focus with no miles on it, 
and I'd get back like $20,000. And I could save hundreds of people from 
dying of starvation with that money, and every day I don't do it. Every day I 
make them die with my car.'

This is just a regurgitation of Peter Singer's philosophy. It is
fallacious but very popular in leftist circles.

It's not a philosophy. It's comedy. That's a category error similar to scientism. 
There should be a word. Philosophism.

Comedy is a style, not a category.

I could do a pretty good job on an essay criticizing the christian
religion. Such an essay would clearly be about "religion".

George Carlin can do much the same thing, but in a style that is
designed to make people laugh:
https://www.youtube.com/watch?v=tjVLJKR6g7U

Yes, Carlin is a comedian, his style is comedy, but his *subject* in
the bit I linked is no less "religion" than would be my essay. I am
not a comedian. My essay would not be as funny as Carlin. But it would

https://www.youtube.com/watch?v=tjVLJKR6g7U


be about the same subject.

Louis C.K.'s topic in the particular bit we're discussing is
philosophy; his style is comedy. You could say that the TV ads with
the pictures of starving children are the same philosophy, in a
dramatic or tragic style. Peter Singer's essays are the same
philosophy, in an intellectual style. Have you read Singer on this?
Parts of it are as close to Louis C.K.'s bit as my religion essay
would be to Carlin's - see the discussion about Bob's Bugatti here:
http://www.cbc.ca/news/canada/story/2010/01/05/f-vp-handler.html

In so far as Louis makes a philosophical point, it is about his own personal 
subjective experience of having great wealth and squaring his decision to throw 
money at what, by his own lights, is a frivolous thing, when that same money, 
could, genuinely, save the life of a person (I prefer to say "child" henceforth as 
starving children have less capacity to get out of certain hell holes than others).

Which means: he is talking about philosophy (in a comedic style).
And: he spends his money in ways he thinks are bad.
And: spending money on an expensive car is frivolous.
And: he thinks sending money to a large organization can effectively
save a child.
And: he thinks he ought to do so.
And: he doesn't, even though he could.
And: not doing something you think you ought to do is evil.
And: choosing not to save someone is the moral equivalent of killing them.
And...probably lots of other philosophical statements.

What the fuck? How about their parents stop having kids when they
shouldn't have kids? Why don't you say that they are the evil ones? Do
you realize that even if you took all the "extra" wealth from wealthy
people and distributed it to all the poor people, that even this
wouldn't solve the hunger problem because its still not enough wealth?
So if that doesn't solve the problem, then this should tell you that
you don't understand the problem. So what is the problem? The problem
is insufficient knowledge on the part of the parents and governments.

Poor people should not *have 10 kids and then blame the world for not
giving them enough opportunities to generate wealth*. They should

http://www.cbc.ca/news/canada/story/2010/01/05/f-vp-handler.html


instead *not have kids until they've generated enough wealth (money
and knowledge), wealth that is necessary to raise a child to become an
independent adult*.

True, and also in poor societies kids themselves are sometimes
regarded as wealth, and because survival is risky it's better to have
more rather than less of them.

Right. Orthogonal to Louis point, but right.

Governments should not restrict trade with other countries. America
keeps Africa poor by having tariffs.

Its interesting how leftists complain that we don't do enough to help
poor Africans, yet they support tariffs which prevents poor Africans
from trading with Americans, which is the only way that one can
possibly lift himself out of poordom.

Because to them the virtue in "doing enough" is sacrifice. To them,
evil is getting richer while someone else remains poor, or getting
richer faster while someone poor gets richer slower or some such. The
only thing good is if we get poorer by making others richer.

Right. But Louis did not argue for that. You have to read much into his comedy 
to extrapolate that kind of stuff.

No, I don't. The difference is only in degree, not in kind.

Having a worse car makes you poorer. Louis is saying that he is evil
because he doesn't have a worse car (make himself poorer) in order to
make others richer.

Now you and Louis may argue that the less expensive car is only
slightly worse (arriving at your destination, at worst, a few seconds
later), and the others who will be helped will be a very major amount
richer (a lifespan measured in decades instead of days). I acknowledge
that point, but where does acceptance of this principle lead? If Louis
morally *ought* to give up a few seconds of his life in order to



extend someone else's by a few decades, then shouldn't he also *ought*
to give up a few minutes of his life in order to extend someone else's
by a few years? It's still a really good "trade" if you look at it
that way. And then, shouldn't he still give up a few days in order to
extend someone else's life by a few months?

The principle here is the same one behind wealth redistribution. In
for a penny, in for a pound. Need I point out the historical instances
when people who accepted this argument for a penny, soon found
themselves in for a pound? Singer makes it very clear: if you're
consuming more than some minimal subsistence amount of money each
year, then you're morally responsible for killing people.

All boats can rise with the same tide and global policy changes are necessary to 
cure the global problem of starvation. But on the level of the individual, the 
starving child there and now, the multitudinous global shifts that need to occur in 
trade, nation building, security, agriculture, etc, etc will come far too slowly. 
Many innocent children will die because of these terrible national, socialist 
policies and global fuck-ups, but also (and this is Louis CK's main point) those 
innocent, starving children will *also* die because we choose to let them.

And we won't really care.

Sam Harris points out that this is because we are incapable of feeling what we 
need to.

So Sam Harris is saying we *need to* feel things in order to make good
decisions. Meaning, Harris thinks that emotion is a reliable tool of
cognition.

If you see a kid in the road crying one night, alone and with a bloody nose as 
you walk by - what monster would not stop to help? And if the child says they 
are lost and hungry and thirsty...who would argue "not my problem kid"?

So how much more of a monster are we then if millions of such children are 
suffering way worse right now, on the verge of death, and our individual 
response amounts to "not my problem, kid!".?

In both cases, these are our problems in a real sense. Those kids are problem 
solvers and we need all the universal knowledge creators we can get if we are 



going to solve our problems as fast as we can.

And *that* is precisely the argument that Louis is *not* making. He's
not saying anything like "Hey, I'd personally be so much better off if
I'd save some kids instead of paying so much for that stupid car. One
of them would probably grow up to cure the disease that will end up
killing me." That would be an argument from a very different
philosophy than the one he is espousing.

Their problems are our problems. That's what compassion is.

Compassion means, from latin, "to suffer with." Contrary to Christian
dogma, suffering is *not* a virtue, and neither is "suffering with"
(compassion).

--Jason

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 6, 2013 at 10:47 PM

On 07/05/2013, at 10:55 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 6, 2013, at 4:46 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 07/05/2013, at 1:03, "Rami Rustom" <rombomb@gmail.com> wrote:

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I 
drive an Infiniti. That's really evil. There are people who would just starve to 
death. That's all they ever did. There's people who are like born, and they 
go, "Oh, I'm hungry," and then they just die. And that's all they ever got to 
do. And meanwhile, I'm in my car, "boom, boom, pow," like having a great 
time and I sleep like a baby. It's totally my fault, 'cause I could trade my 
Infiniti for like a really good car, like a nice Ford Focus with no miles on it, 
and I'd get back like $20,000. And I could save hundreds of people from 
dying of starvation with that money, and every day I don't do it. Every day I 
make them die with my car.'

What the fuck? How about their parents stop having kids when they
shouldn't have kids?

He's not doing philosophy. It's comedy. Separate them.

He made philosophical claims and statements. He presented ideas with 
philosophical meanings and implications.

Haha. That's like me defending all of Sam Harris' arguments that morality is 
reducible to science by saying "He has made scientific claims and statements. He 
presented ideas with scientific meanings and implications" when he goes on 
about scanning brains in MRIs to find greater well being.

So you * wouldn't * be correct, by your own argument, to criticise this as 
scientism?



So...Louis CK was, primarily, doing philosophy, not comedy. And that's the proper 
way to analyse what he says?

Brett goes on to advocate (in his reply to Jason as well) the same *evil* 
philosophy which Rami criticized (btw Brett also makes false factual claims).

False. I just agreed with all the "solutions" you suggested in your reply to Rami. 
Indeed I advocated them in my reply before you did. So if I advocate evil...I 
advocate your own ideas.

But rather than address Rami's position, Brett focusses more on denying it is a 
philosophy and otherwise evading criticism.

False, again. At no point do I disagree with the philosophy, of free markets or 
using tech to improve the third world. I instead say that Louis CK makes a funny 
point that people starving today, this moment, could in fact be saved by us now if 
we made minor changes in our choices. Like buying a slightly less expensive car 
and giving some money to a starving child or whatever. Enacting policies 
tomorrow or next year, while good, will not save lives lost in the interim. That 
takes food and money now.

Further, Brett makes over-the-top emotive attempts to emotionally pressure 
people -- which are something quite different than the sort of rational arguments 
which this list is for.

Why you think there is necessarily something anti-rational about emotions 
generally, escapes me. It is rational to desire love and happiness, for example. It 
is rational to feel compassion, and be moved to act on the basis of that emotion, if 
you see the suffering of a child. That makes sense. I defined compassion 
previously. It's entirely rational. It's rational to fear the venomous snake at your 
feet. Emotions can be rational.

He also, for example, blatantly and strongly contradicts Ayn Rand.

So, who cares if I did (though I don't think I did)? Tell me *where* then we can 
argue *that*. Making that kind of bald assertion is useless on a list that is 
supposed to be about rational discussion. I don't think I have "Strongly" 



contradicted Rand. Moreover, why do you think there are degrees of 
contradiction? What's a weak contradiction ?

This is notable because he claimed to have read and understood Ayn Rand, 
and to have no questions about any of it.

There are many things I have no questions about that I believe I have 
understood. All understanding is imperfect, but I cannot find problems with Rand 
from what I have read. I'll be sure to ask, as I think I have said before, if stuff 
crops up. I generally prefer to study Deutsch in more detail than Rand and so 
that's where my questions are usually directed.

If that was true, he wouldn't be contradicting her so much without offering any 
criticisms of her positions.

Brett does not understand the position he's attacking. But he attacks (not 
criticizes, but attacks) rather than ask questions and try to understand it. That's 
a bad approach to discussion because it's not truth-seeking.

I disagree my approach is not truth seeking. But all that is so much about me and 
what you see as my conduct on this list. I see nothing about anything I wrote in 
my posts...just some general vibe you get about me.

And that, I would have thought, was not what this list is about. I thought it was 
about engaging with arguments. And yet in this post you have contributed little to 
this discussion beyond commentary of me and the depth of my knowledge of 
Rand. And that all sounds terribly evasive like you don't want to discuss an 
individual starving child in Africa and what to do today to help, or what a good 
policy of urgent intervention might entail from individuals with power like me or 
Louis CK.

You seem to imply that in a discussion about starvation in the world, I dare not 
defer to the authority of Rand. I barely mentioned Rand and *that* was my sin. 
Instead, in reply to a post about Louis CK I talked about Louis CK and possible 
solutions for the people (kids) starving right now that Louis mentions and what to 
do about that evil.

Brett.



-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 6, 2013 at 11:25 PM

On Mon, May 6, 2013 at 9:47 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 07/05/2013, at 10:55 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 6, 2013, at 4:46 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 07/05/2013, at 1:03, "Rami Rustom" <rombomb@gmail.com> wrote:

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I 
drive an Infiniti. That's really evil. There are people who would just starve 
to death. That's all they ever did. There's people who are like born, and 
they go, "Oh, I'm hungry," and then they just die. And that's all they ever 
got to do. And meanwhile, I'm in my car, "boom, boom, pow," like having a 
great time and I sleep like a baby. It's totally my fault, 'cause I could trade 
my Infiniti for like a really good car, like a nice Ford Focus with no miles on 
it, and I'd get back like $20,000. And I could save hundreds of people from 
dying of starvation with that money, and every day I don't do it. Every day I 
make them die with my car.'

What the fuck? How about their parents stop having kids when they
shouldn't have kids?

He's not doing philosophy. It's comedy. Separate them.

He made philosophical claims and statements. He presented ideas with 
philosophical meanings and implications.

Brett goes on to advocate (in his reply to Jason as well) the same *evil* 
philosophy which Rami criticized (btw Brett also makes false factual claims).

False. I just agreed with all the "solutions" you suggested in your reply to Rami. 
Indeed I advocated them in my reply before you did. So if I advocate evil...I 
advocate your own ideas.



No. He was referring to the idea that *not giving one's wealth to the
poor is evil*. You advocate it -- and its evil philosophy.

But rather than address Rami's position, Brett focusses more on denying it is a 
philosophy and otherwise evading criticism.

False, again. At no point do I disagree with the philosophy, of free markets or 
using tech to improve the third world.

No. He's referring to what you said in your first post:

He's not doing philosophy. It's comedy. Separate them.

Here, you are telling me that I shouldn't criticize Lious' ideas (i.e.
I shouldn't treat his ideas as philosophy, and instead I should treat
it as comedy).

He also, for example, blatantly and strongly contradicts Ayn Rand.

So, who cares if I did (though I don't think I did)? Tell me *where* then we can 
argue *that*. Making that kind of bald assertion is useless on a list that is 
supposed to be about rational discussion. I don't think I have "Strongly" 
contradicted Rand. Moreover, why do you think there are degrees of 
contradiction? What's a weak contradiction ?

Maybe he means that a strong contradiction is one that contradicts
(i.e. reach to) a large portion of the ideas of Objectivism.

Or maybe he means something more like: a strong contradiction is one
that contradicts the most fundamental ideas of Objectivism.

This is notable because he claimed to have read and understood Ayn Rand, 
and to have no questions about any of it.



There are many things I have no questions about that I believe I have 
understood. All understanding is imperfect, but I cannot find problems with Rand 
from what I have read. I'll be sure to ask, as I think I have said before, if stuff 
crops up. I generally prefer to study Deutsch in more detail than Rand and so 
that's where my questions are usually directed.

Another way that would be faster for you is to explain Objectivism
yourself (by say quoting parts of VoS and explaining them in your own
words), and then posters will criticize the flaws they notice. That'll
find more flaws faster than waiting for these types of discussions to
reveal the flaws.

If that was true, he wouldn't be contradicting her so much without offering any 
criticisms of her positions.

Brett does not understand the position he's attacking. But he attacks (not 
criticizes, but attacks) rather than ask questions and try to understand it. That's 
a bad approach to discussion because it's not truth-seeking.

I disagree my approach is not truth seeking. But all that is so much about me 
and what you see as my conduct on this list. I see nothing about anything I 
wrote in my posts...just some general vibe you get about me.

Well, what he wrote led to you writing that you don't see the
contradiction with your reply and Objectivism. So now he knows which
part of Objectivism you don't understand. So now he can explain it to
you. Before this discussion, he didn't know which specific parts of
Objectivism you don't understand.

And that, I would have thought, was not what this list is about. I thought it was 
about engaging with arguments. And yet in this post you have contributed little 
to this discussion beyond commentary of me and the depth of my knowledge of 
Rand. And that all sounds terribly evasive like you don't want to discuss an 
individual starving child in Africa and what to do today to help, or what a good 
policy of urgent intervention might entail from individuals with power like me or 
Louis CK.



Urgent intervention is a tool, a solution to a problem, and that
problem is just one part of a huge complex problem. What is the plan
for rest of the problem? Or should that be discussed later after we've
already started doing the urgent intervention?

You seem to imply that in a discussion about starvation in the world, I dare not 
defer to the authority of Rand. I barely mentioned Rand and *that* was my sin. 
Instead, in reply to a post about Louis CK I talked about Louis CK and possible 
solutions for the people (kids) starving right now that Louis mentions and what 
to do about that evil.

What do you mean by evil? You mean morality right? Responsibility? Actions?

Who's responsible? Who caused the problem? Who's responsible for
solving the problems? [What are some (workable) solutions? What is
your test that would test the efficacy of possible solutions?]

(1) If the answer is that the responsible person is the one who has
some wealth and doesn't give a portion of it to the poor, then you're
saying that his non-action is evil.

(2) If the answer is that the responsible person is the one who caused
the child to be born (had sex) without opportunity to become an
independent adult, then you're saying that his action is evil.

How do you answer this question? So far as I can tell, you say (1),
which strongly contradicts Objectivism. Objectivism says (2).

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: Attacks vs. Criticisms (was: [BoI] Louis C. K. on evil)
Date: May 7, 2013 at 6:13 AM

On 7 May 2013 02:44, Jason <auvenj@gmail.com> wrote:
On Mon, May 6, 2013 at 5:55 PM, Elliot Temple <curi@curi.us> wrote:

Brett does not understand the position he's attacking. But he attacks (not 
criticizes, but attacks) rather than ask questions and try to understand it. That's 
a bad approach to discussion because it's not truth-seeking.

What is the difference between an "attack" and a "criticism"?

I would have thought that an "attack" was something like ad hominem,
or putting forth an argument you know is false but sounds good, or
something of that sort.

I don't think Brett did the things I would classify as an "attack". I
don't agree with him, but I wouldn't have characterized his message as
an attack.

Let's take a particular Elliot-Brett exchange (the oldest quote is
from Rami, the next from Elliot, the last from Brett):

What the fuck? How about their parents stop having kids when they
shouldn't have kids?

Yeah, good question. If you don't have enough money to feed a kid, and you 
have a kid, that is not Louis' fault.

Right but what about that kid? The parents won't (can't) look after them. Kid 
might starve. The kid doesn't have the knowledge required to survive. This isn't 
an isolated, one off thing. Individual starving kids matter. And there are heaps of 
them right now that we could help if we wanted. Note...they need help 
now...some in the next day, or week. Or they'll die. Some kid that could be 
saved with food today won't be saved if there's a successful campaign for GM 
crops and global free trade next decade. How do we help that kid, those kids, 
now?

To ignore this individual kid under the blanket of it being only able to be viewed 
through the lens of global economics - is an evil.



First, Brett doesn't say anything like "Gosh, that seems a bit harsh
to me but maybe there's something going on that I don't understand.
What would you say to somebody who said that these children need help
now or they will die?" He has no curiosity about a position that is
different from his own.

Second, he makes assumptions about Elliot's position but doesn't state
clearly that this is his assumption about Elliot's position. Nor does
he ask any questions. He describes Elliot's position as being
something about global economics, which doesn't follow from what
Elliot said. He could have said: "It sounds to me like you're putting
some global economic abstract thing over the life of an individual.
This seems inconsistent with your individualist moral position. Could
you explain what's going on here?" But instead he just made stuff up
and attributed it to Elliot.

And finally he states that Elliot's position is evil.

Alan

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: Attacks vs. Criticisms (was: [BoI] Louis C. K. on evil)
Date: May 7, 2013 at 6:38 AM

On 07/05/2013, at 20:13, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 7 May 2013 02:44, Jason <auvenj@gmail.com> wrote:
On Mon, May 6, 2013 at 5:55 PM, Elliot Temple <curi@curi.us> wrote:

Brett does not understand the position he's attacking. But he attacks (not 
criticizes, but attacks) rather than ask questions and try to understand it. 
That's a bad approach to discussion because it's not truth-seeking.

What is the difference between an "attack" and a "criticism"?

I would have thought that an "attack" was something like ad hominem,
or putting forth an argument you know is false but sounds good, or
something of that sort.

I don't think Brett did the things I would classify as an "attack". I
don't agree with him, but I wouldn't have characterized his message as
an attack.

Let's take a particular Elliot-Brett exchange (the oldest quote is
from Rami, the next from Elliot, the last from Brett):

What the fuck? How about their parents stop having kids when they
shouldn't have kids?

Yeah, good question. If you don't have enough money to feed a kid, and you 
have a kid, that is not Louis' fault.

Right but what about that kid? The parents won't (can't) look after them. Kid 
might starve. The kid doesn't have the knowledge required to survive. This isn't 
an isolated, one off thing. Individual starving kids matter. And there are heaps 
of them right now that we could help if we wanted. Note...they need help 
now...some in the next day, or week. Or they'll die. Some kid that could be 
saved with food today won't be saved if there's a successful campaign for GM 
crops and global free trade next decade. How do we help that kid, those kids, 
now?



To ignore this individual kid under the blanket of it being only able to be viewed 
through the lens of global economics - is an evil.

First, Brett doesn't say anything like "Gosh, that seems a bit harsh
to me but maybe there's something going on that I don't understand.
What would you say to somebody who said that these children need help
now or they will die?" He has no curiosity about a position that is
different from his own.

Such curiosity should surely work both ways. Given I initiated the replies to Rami. 
It is a strange double-standard at work here, where the burden upon me is to 
demonstrate "curiosity about a position that is different from his own" whilst Elliot 
is not charged with this.

Second, he makes assumptions about Elliot's position but doesn't state
clearly that this is his assumption about Elliot's position. Nor does
he ask any questions. He describes Elliot's position as being
something about global economics, which doesn't follow from what
Elliot said.
He could have said: "It sounds to me like you're putting
some global economic abstract thing over the life of an individual.
This seems inconsistent with your individualist moral position. Could
you explain what's going on here?" But instead he just made stuff up
and attributed it to Elliot.

And finally he states that Elliot's position is evil.

I was most careful to ensure that when I was interpreting Elliot's apparent position 
on some of these issues, that I said so.

When I say:

To ignore this individual kid under the blanket of it being only able to be viewed 
through the lens of global economics - is an evil

I am saying *that position* is evil. Namely, to ignore individual kids (who are 
starving). Like all couching of the arguments of someone else, they are 
interpretations. If I am wrong about the interpretation, then something needs 



explaining to me. So far...no explanation is forthcoming from Rami, Elliot nor, 
now, yourself. I have made some error of philosophy in invoking this starving 
individual and wondering what to do about him as a matter of moral concern 
between individuals...and yet the normative response here seems to range 
between suggesting I don't understand enough Rand or that my posts are 
"attacks".

On the scant content provided by Elliot which actually intersected what I was 
saying (most of it was commentary on style rather than the substance of my 
response to Rami's OP) I could do little more than try to interpret what his 
conclusions might be. It is up to Elliot to point out the mistake I have made.

Suggesting a certain position is evil (I think the "position" I re-quote there would 
be) is not an attack. It is indeed an evil for innocents to die...when their deaths 
are preventable, doubly so. Suggesting a *person* is evil would be. That has 
occurred here before. From Elliot, towards me and just recently.

My purpose in making this argument about what to do with a child starving right 
now by the way (should we send food, money and/or enact changes in policy) - 
was reductio. I do not think Elliot Temple wants to ignore starving children. And 
so, I wonder: what is the error in thinking here that might have gotten me to this 
point? If it is mine, so be it. But I cannot see it. And, again, no argument is 
presented by my detractors.

If it's his...what should he change about his thinking?

None of this constitutes an "attack" and to suggest it does dilutes the word into 
almost meaninglessness.

Brett.

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] bullying prevention analogy for africa aid
Date: May 7, 2013 at 8:27 AM

so suppose a middle school kid gets bullied. the bully often takes his (lunch) 
money and takes or destroys food he has.

and suppose you're running a charity to help with this problem. you want to help 
kids like this.

would you give him an extra dollar a day? would that make any sense?

or would you give him a bag of broccoli every tuesday and friday?

i think approaches like these misuse resources. this does not mean i condone 
bullying, do not sympathize with bullied kids, or want them not to be helped. 
advocating approaches that actually do a good job of helping actually helps get 
the kids helped more, not less.

to help kids in situations like this, you have to deal with some of the actual 
problems. for example:

- lack of freedom to avoid the bully (forced to go to the school where he is)

- being disarmed by the authorities who then fail to defend him (no weapons at 
school, but the teachers don't protect you well)

- the regular criminal justice system (police, courts) do not care about these 
assaults and won't protect the victims

- when someone doesn't have enough property, and the reason is due to lack of 
property rights and lack of defense of property, just giving them more property 
doesn't help. it's like pouring water into a leaky bucket.

- the bullied children do not have a clear understanding of the morality of the 
situation and relevant rights, because no one tells them (and some adults lie or 
get it wrong). they also lack good advice about handling it.

Another aspect of this situation is when you have authorities perpetuating a bad 
situation, giving a little bit of resources to people who lack power isn't going to 



change things much.

there is no easy fix. just throwing money at it without a reasonable plan will not fix 
it. if that shows "good intentions" -- so what? "good intentions" of that sort do not 
meaningfully help the bullied kids.

it would be best if resources went towards coming up with plans that could 
actually work first, and then towards implementing those plans second. when 
resources are diverted to ineffective approaches, "good intentions" or no, it 
means more bullying for longer.

it's actually really bad to have anti-bullying groups intercept most money intended 
to help the children, waste it, and then tell parents and teachers stuff like "we're 
addressing the issue. be complacent".

another example would be anti-suicide stuff. some of the money spent on that is 
so misdirected it helps cause suicides. (there are various mechanisms. one is: 
some people commit suicide early in order to make sure not to be stopped. if they 
weren't in danger of having the option taken away from them, they would delay it 
and possibly not do it later).

(some anti-suicide stuff even murders people. e.g. in Australia some Aborigines 
are declared suicidal and murdered by people with higher social status. the 
murderers are powerful and popular, and do not get in any trouble for murdering 
the weak, unpopular, unwanted. so they can continue doing it.)

it's important to look at this stuff rationally and figure out what will actually work 
and help, rather than approach it in an emotional short-sighted way.

further, the goal of most anti-suicide stuff is to promote the values of the local 
community, not the potential suiciders. it's not actually even trying to be good for 
the people it pretends to be helping.

this is an especially big problem with anti-suicide people, but it also comes up for 
other issues. the agenda of anti-bullying people typically doesn't match with the 
agendas of bullied kids very well. and the agenda of africa charity stuff typically 
doesn't match the agendas of africans very well.



-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Money as explanation part 1: taking against you will
Date: May 7, 2013 at 8:30 AM

Prefix (See "Money as explanation part 0" for comments on this prefix.)

In every nation at all periods of their histories we can easily find what one might 
call "dysfunctional" aspects of their economy and government.  Some of the most 
common are things like unemployment when much work needs to be done, waste 
of resources, war, poverty, and political oppression.  In economics we have the 
"tragedy of the commons," the business cycle (boom and bust), inflation / 
deflation, and suppression of any free markets.  These and a host of other 
problems which at best hinder and at worst bring about the total collapse and 
destruction of nations and societies, can all be attributed to and explained by a 
single root cause.

I suggest that the root cause of these problems is the nature of the meme called 
"money" as we know it.  It seems clear to me that the concept of money is a 
meme as defined by Richard Dawkins in "The Selfish Gene" or by David Deutsch 
in "The Beginning of Infinity."  Money as a medium of exchange, a standard unit 
of account, and a store of value is a concept which developed in many cultures 
and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity (like 
salt, blankets, iron rods, spear points, or pigs), specie (metal coins), currency 
(bills and coins), or bank accounts, the money is always dealt with as if it were a 
physical object.  All the problems associated with money can be traced to that 
fact.

End of Prefix

If one possesses a physical object that object can be taken from one against 
one's will.  The taking can be accomplished by force, the threat of force, or fraud / 
deception.  If a kind of money is or represents a physical object, then that kind of 
money can be taken from one against one's will by force (taxes, robbery, theft), 
the threat of force (extortion), or fraud (scams, swindles).  Therefore the 
existence of taxes, robbery or theft of money, extortion for money or financial 



fraud is possible because the form of money used is a physical object money.  
The fact that a physical object money is transferrable from party to party makes 
the transfer of money against the will of its owner possible.

If we combine the fact that money can only function as a medium of exchange if 
its possession is desired by a substantial majority of persons involved in trade 
with the fact that it can be taken against the will of its owner we can explain why 
money is taken by force, the threat of force, and fraud in all nations in which a 
physical object money is in use.

If there existed a form of money which came into existence when earned and 
ceased to exist when used to buy some item (good or service) then there could 
be no taking of money against the will of the owner because that money would 
not be transferrable.  That money could cease to exist in the owner's account (the 
number there could change to a smaller number) but that change would not result 
in nor require that some other person's account get larger by a corresponding 
change.  Thus there would be no money motive for attempting to take some other 
person's money by force or fraud since there would be no means of doing so.

This explanation can be refuted by finding any historical example of a state 
(people with a formal government) using a physical object money of whatever 
form which did not tax, which had no theft of money, which had no fraud to gain 
money.

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 7, 2013 at 8:49 AM

On 7 May 2013 03:47, Brett Hall <brhalluk@hotmail.com> wrote:
On 07/05/2013, at 10:55 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 6, 2013, at 4:46 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 07/05/2013, at 1:03, "Rami Rustom" <rombomb@gmail.com> wrote:

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I 
drive an Infiniti. That's really evil. There are people who would just starve 
to death. That's all they ever did. There's people who are like born, and 
they go, "Oh, I'm hungry," and then they just die. And that's all they ever 
got to do. And meanwhile, I'm in my car, "boom, boom, pow," like having a 
great time and I sleep like a baby. It's totally my fault, 'cause I could trade 
my Infiniti for like a really good car, like a nice Ford Focus with no miles on 
it, and I'd get back like $20,000. And I could save hundreds of people from 
dying of starvation with that money, and every day I don't do it. Every day I 
make them die with my car.'

What the fuck? How about their parents stop having kids when they
shouldn't have kids?

He's not doing philosophy. It's comedy. Separate them.

He made philosophical claims and statements. He presented ideas with 
philosophical meanings and implications.

Haha. That's like me defending all of Sam Harris' arguments that morality is 
reducible to science by saying "He has made scientific claims and statements. 
He presented ideas with scientific meanings and implications" when he goes on 
about scanning brains in MRIs to find greater well being.

So you * wouldn't * be correct, by your own argument, to criticise this as 
scientism?



So...Louis CK was, primarily, doing philosophy, not comedy. And that's the 
proper way to analyse what he says?

Sometimes when a comedian makes a statement he intends that nothing
about its content should be take seriously. For example, in the film
Borat Sacha Baron-Cohen leads a sing along of a song called "Throw the
Jew down the well". I don't think he wants to throw Jews down wells.
He just wants to see how far he can push the politeness of the people
he is leading in the sing along.

But sometimes comedians do intend the content of what they say to be
taken seriously to some extent. It is common for people to think they
should seel their stuff to feed starving children in Africa but few
people do it. It seems reasonable to suggest that Louis CK did not
intend this to be like Cohen singing "Throw the Jew down the well".
And indeed you seem to take the content of the claims of this comedian
seriously.

Brett goes on to advocate (in his reply to Jason as well) the same *evil* 
philosophy which Rami criticized (btw Brett also makes false factual claims).

False. I just agreed with all the "solutions" you suggested in your reply to Rami. 
Indeed I advocated them in my reply before you did. So if I advocate evil...I 
advocate your own ideas.

But rather than address Rami's position, Brett focusses more on denying it is a 
philosophy and otherwise evading criticism.

False, again. At no point do I disagree with the philosophy, of free markets or 
using tech to improve the third world.

That's not the position that is at issue. The issue is not about
whether we should lower trade barriers and let them buy seed for GM
crops. Rather, the issue has to do with
(1) the explanation for that position
(2) what that explanation implies about whether we should do what Louis 
suggests
(3) whether Louis' moral explanations are bad.



I instead say that Louis CK makes a funny point that people starving today, this 
moment, could in fact be saved by us now if we made minor changes in our 
choices. Like buying a slightly less expensive car and giving some money to a 
starving child or whatever. Enacting policies tomorrow or next year, while good, 
will not save lives lost in the interim. That takes food and money now.

So let's suppose that Louis spends 1% of his income on feeding
starving orphans in Africa. And let's suppose that he doesn't buy
coffee from Starbucks to do this.

The following question then arises. Why just 1%? Why does he only
sacrifice buying coffee from Starbucks? Why not pay 2% or 3% or...?
How should we draw the line?

Also, this position seems to suggest that Louis should give up stuff
he wants. This is a criticism of that action, so it sounds like your
advocating ignoring a criticism of this action.

Louis should only give money for the starving child if he will not
have to sacrifice.

If he does have to sacrifice then this is bad not only for him but
also for the child and others involved. Since he expects to get
nothing back he has no indication of whether what he is doing actually
works and he may be subsidising evil. If the child's parents think it
is a good idea to have so many children that their children starve
because that's what god says then by giving money to them he is
enabling them to torture more children.

What's needed for him not to have to sacrifice? What's needed is that
the child or his parents should have good enough ideas to do
worthwhile stuff and be able to enact them. If that is so Louis might
be able to get his money paid back or cooperate with the child or his
parents on an interesting project or get some other benefit.

Alan

-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: Re: [BoI] Money as explanation part 0: Money as a meme
Date: May 7, 2013 at 8:55 AM

On Mon, May 6, 2013 at 10:15 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

This post will be included as a prefix to several posts to follow (if these posts are 
accepted).  Therefore comments upon the contents of this part of those future 
posts should be addressed to this thread rather than cluttering those future 
posts.

For all nations at all periods of their histories we can easily find what one might 
call "dysfunctional" aspects of their economy and government.  Some of the 
most common are things like unemployment when much work needs to be 
done, waste of resources, war, poverty, and political oppression.  In economics 
we have the "tragedy of the commons," the business cycle (boom and bust), 
inflation / deflation, and suppression of any free markets.  These and a host of 
other problems which at best hinder and at worst bring about the total collapse 
and destruction of nations and societies, can all be attributed to and explained 
by a single root cause.

I suggest that the root cause of these problems is the nature of the meme called 
"money" as we know it.  It seems clear to me that the concept of money is a 
meme as defined by Richard Dawkins in "The Selfish Gene."  I quote from 
David Deutsch in "The Beginning of Infinity" early in chapter 15 "The world's 
major cultures - including nations, languages, philosophical and artistic 
movements, social traditions and religions - have been created incrementally 
over hundreds or even thousands of years.  Most of the ideas that define them, 
including the inexplicit ones, have a long history of being passed from one 
person to another.  That makes these ideas memes - ideas that are replicators."  
Money as a medium of exchange, a standard unit of account, and a store of 
value is a concept which developed in many cultures and has shown a great 
ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems mentioned above is that money is conceptualized as a physical object 
and treated as such.  Whether the physical form money takes is a consumable 
commodity (like salt, blankets, iron rods, spear points, or pigs), specie (metal 
coins), currency (bills and coins), or bank accounts,  money is always dealt with 
as if it were a physical object.  All the problems associated with money can be 



traced to that fact.

I don't understand. You're saying the problem is money. But that's
vague. What specifically about the money is problematic? Are you
saying we should switch back to bartering? Or that we should change
something about money to solve whatever problem you're saying it has?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Money as explanation part 1: taking against you will
Date: May 7, 2013 at 9:02 AM

On 7 May 2013 13:30, Mason, Larry K <mason@email.unc.edu> wrote:
Prefix (See "Money as explanation part 0" for comments on this prefix.)

In every nation at all periods of their histories we can easily find what one might 
call "dysfunctional" aspects of their economy and government.  Some of the 
most common are things like unemployment when much work needs to be 
done, waste of resources, war, poverty, and political oppression.  In economics 
we have the "tragedy of the commons," the business cycle (boom and bust), 
inflation / deflation, and suppression of any free markets.  These and a host of 
other problems which at best hinder and at worst bring about the total collapse 
and destruction of nations and societies, can all be attributed to and explained 
by a single root cause.

I suggest that the root cause of these problems is the nature of the meme called 
"money" as we know it.  It seems clear to me that the concept of money is a 
meme as defined by Richard Dawkins in "The Selfish Gene" or by David 
Deutsch in "The Beginning of Infinity."  Money as a medium of exchange, a 
standard unit of account, and a store of value is a concept which developed in 
many cultures and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity (like 
salt, blankets, iron rods, spear points, or pigs), specie (metal coins), currency 
(bills and coins), or bank accounts, the money is always dealt with as if it were a 
physical object.  All the problems associated with money can be traced to that 
fact.

End of Prefix

If one possesses a physical object that object can be taken from one against 
one's will.  The taking can be accomplished by force, the threat of force, or fraud 
/ deception.  If a kind of money is or represents a physical object, then that kind 
of money can be taken from one against one's will by force (taxes, robbery, 
theft), the threat of force (extortion), or fraud (scams, swindles).  Therefore the 
existence of taxes, robbery or theft of money, extortion for money or financial 
fraud is possible because the form of money used is a physical object money.  



The fact that a physical object money is transferrable from party to party makes 
the transfer of money against the will of its owner possible.

If we combine the fact that money can only function as a medium of exchange if 
its possession is desired by a substantial majority of persons involved in trade 
with the fact that it can be taken against the will of its owner we can explain why 
money is taken by force, the threat of force, and fraud in all nations in which a 
physical object money is in use.

Lots of money is dealt with electronically now and there is still
fraud and theft. How does your theory explain that?

If there existed a form of money which came into existence when earned and 
ceased to exist when used to buy some item (good or service) then there could 
be no taking of money against the will of the owner because that money would 
not be transferrable. That money could cease to exist in the owner's account 
(the number there could change to a smaller number) but that change would not 
result in nor require that some other person's account get larger by a 
corresponding change.  Thus there would be no money motive for attempting to 
take some other person's money by force or fraud since there would be no 
means of doing so.

If money disappears after it has been accepted as payment, why would
anybody accept it as payment?

This explanation can be refuted by finding any historical example of a state 
(people with a formal government) using a physical object money of whatever 
form which did not tax, which had no theft of money, which had no fraud to gain 
money.

Or by the criticisms above.

Alan

-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: Re: [BoI] Money as explanation part 1: taking against you will
Date: May 7, 2013 at 9:12 AM

On Tue, May 7, 2013 at 7:30 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

Prefix (See "Money as explanation part 0" for comments on this prefix.)

If one possesses a physical object that object can be taken from one against 
one's will.  The taking can be accomplished by force, the threat of force, or fraud 
/ deception.  If a kind of money is or represents a physical object, then that kind 
of money can be taken from one against one's will by force (taxes, robbery, 
theft), the threat of force (extortion), or fraud (scams, swindles).  Therefore the 
existence of taxes, robbery or theft of money, extortion for money or financial 
fraud is possible because the form of money used is a physical object money.  
The fact that a physical object money is transferrable from party to party makes 
the transfer of money against the will of its owner possible.

If we combine the fact that money can only function as a medium of exchange if 
its possession is desired by a substantial majority of persons involved in trade 
with the fact that it can be taken against the will of its owner we can explain why 
money is taken by force, the threat of force, and fraud in all nations in which a 
physical object money is in use.

If there existed a form of money which came into existence when earned and 
ceased to exist when used to buy some item (good or service) then there could 
be no taking of money against the will of the owner because that money would 
not be transferrable.  That money could cease to exist in the owner's account 
(the number there could change to a smaller number) but that change would not 
result in nor require that some other person's account get larger by a 
corresponding change.

The math doesn't add up. Money must be done in a double-accounting
way. With each transaction, one account gets a credit while another
account gets a debit in the same (but opposite) amount. That way,
every transaction leaves the total sum of money in all accounts
(worldwide) unchanged. And it must be unchanged.



Why? Because doing otherwise is meaningless. If you and I want to do a
trade, say you have an used ipad for sale, and I want a used ipad, and
we both like the money value we've negotiated, then I give you $X
dollars while you give me the used ipad. My account is debited in the
amount of $X while your account is credited in the amount of $X. But
you're saying that your account "would not result in nor require that
[your] account get larger by [X]". So then where did the money go? And
why would you give me your used ipad without getting some money in
return?

Thus there would be no money motive for attempting to take some other 
person's money by force or fraud since there would be no means of doing so.

This explanation can be refuted by finding any historical example of a state 
(people with a formal government) using a physical object money of whatever 
form which did not tax, which had no theft of money, which had no fraud to gain 
money.

Does such an example exist?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 1: taking against your will
Date: May 7, 2013 at 10:34 AM

On Tuesday, May 07, 2013 9:03 AM Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 7 May 2013 13:30, Mason, Larry K <mason@email.unc.edu> wrote:
The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity 
(like salt, blankets, iron rods, spear points, or pigs), specie (metal coins), 
currency (bills and coins), or bank accounts, the money is always dealt with as 
if it were a physical object.  All the problems associated with money can be 
traced to that fact.

If one possesses a physical object that object can be taken from one against 
one's will.  The taking can be accomplished by force, the threat of force, or 
fraud / deception.  If a kind of money is or represents a physical object, then 
that kind of money can be taken from one against one's will by force (taxes, 
robbery, theft), the threat of force (extortion), or fraud (scams, swindles).  
Therefore the existence of taxes, robbery or theft of money, extortion for 
money or financial fraud is possible because the form of money used is a 
physical object money.  The fact that a physical object money is transferrable 
from party to party makes the transfer of money against the will of its owner 
possible.

If we combine the fact that money can only function as a medium of exchange 
if its possession is desired by a substantial majority of persons involved in 
trade with the fact that it can be taken against the will of its owner we can 
explain why money is taken by force, the threat of force, and fraud in all 
nations in which a physical object money is in use.

Lots of money is dealt with electronically now and there is still fraud and theft. 
How does your theory explain that?

Money in accounts is dealt with as if it were a physical object.  Money in accounts 
must come from somewhere (currency or account) and when it leaves the 



account it goes somewhere (currency or account).  Please see the first paragraph 
at the top of this post.

If there existed a form of money which came into existence when earned and 
ceased to exist when used to buy some item (good or service) then there could 
be no taking of money against the will of the owner because that money would 
not be transferrable. That money could cease to exist in the owner's account 
(the number there could change to a smaller number) but that change would 
not result in nor require that some other person's account get larger by a 
corresponding change.  Thus there would be no money motive for attempting 
to take some other person's money by force or fraud since there would be no 
means of doing so.

If money disappears after it has been accepted as payment, why would anybody 
accept it as payment?

Your question denies the premise of the paragraph.  The premise is that the 
money from one's account does not go to anyone else when it is used to buy 
something.  Therefore at the point of purchase, the money being spent has 
nothing at all to do with whether the seller is doing something which earns money.  
The action of buying by some person is separated from the earning of money by 
some other person.  (Today, the clerk in a store may be paid by the hour 
regardless of the sales that take place with that clerk's help.)

Larry

-- 



From: Balázs Fehér <feher.balazs.feher@gmail.com>
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: May 7, 2013 at 2:19 PM

*I forgot to answer this:*

*

I think Buddhist thought may be kind of vague in such a way that you can
interpret it to mean whatever you think is good. This can make it seem
similar to whatever other ideas you like. But another Buddhist would see it
differently.

No. I made a comment on the convergence in the method of seeking good
explanations. But as far as reality is concerned one can make a distinction
between two kinds of explanations in Buddhism: provisional and definitive.
Provisional explanations cannot be accepted literally for they can be
interpreted. Definitive explanations are different in that they cannot be
interpreted any further.
If there were multiple realities we try to seek there would be place for
multiple explanations. But as reality is one, there is only one explanation.
*
*
*

**

*“Behind it all is surely an idea so simple, so beautiful, that when we
grasp it - in a decade, a century, or a millennium - we will all say to
each other, how could it have been otherwise? How could we have been so
stupid?”  John Archibald Wheeler*
*

What if it had been grasped already two and a half millennia before? Would
you like to know what had been grasped? Would you like to understand it?
Would you like to subject it to criticism to see whether it is true for
yourself? I do not know yet whether what has been taught is true but
certainly would like to know. Therefore I seek good explanations and your
criticism helps a lot to clarify misconceptions. But that may be the topic
of another thread in this forum perhaps some would like to discuss such



issues. We still have to come to terms with the 'three worlds'.

Thank you in advance for your comments and have a nice day!

Balázs
*

-- 



From: Balázs Fehér <feher.balazs.feher@gmail.com>
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: May 7, 2013 at 11:10 AM

*

Thanks for your thoughtful comments Elliot!

Oh. Note that David Deutsch is a Western philosopher.

I know and I really like him.

Buddhist philosophy isn't very good IMO.

Can you be more specific?

What do you like about it?

My answer is similar to yours: Many popular/famous Buddhist philosophers
are bad, so it's possible to be discouraged by reading a bunch of people
who don’t understand it properly. Here is a list of good philosophers to
consider:

The Buddha himself, Nagarjuna, Aryadeva, Buddhapalita, Bhavaviveka,
Candrakirti, Dignaga, Dharmakirti, Shantideva, Kamalshila, Atisha,
Tsongkhapa

Ayn Rand, Karl Popper, William Godwin, Edmund Burke, Thomas Szasz,
Richard Feynman, Ludwig von Mises. I'm leaving out the Greeks which aren't
as important today, some are kinda good but Plato and Aristotle aren't.

Thank you for your suggestions, I may look into them.

What is this theory for?

Like, what sort of decision might a person make in his life that he will
make differently if he understands this theory? When will he use it in a
decision?



This is part of the theory which explains that the mental continuum does
not cease at death. It has profound implications which will inform the
individual in all his decisions if he understands the theory.

I think there is a big difference between a philosophical approach which
can make scientific breakthroughs, compared with one which is merely able
to say how it is compatible with them after they are made.

"Parochial issues", such as the rapid technological breakthroughs of the
last century, are not directly related with the goal of the cessation of
suffering. For that one needs knowledge about the mind and good philosophy.
Nevertheless scientific advances are very much desired for they make it
easier to disseminate knowledge and to help individuals to realize their
aims.

You can categorize things however you want. You can make any two things be
in the same category, or different categories, depending on the
categorization scheme you choose. But the issue is: which categorizations
are useful and why? E.g. which ones help clarify some aspects of reality?

I described above the categorization of reality into three categories as
Popper. I think this categorization is useful for this is the one which
describes reality best. Based on the understanding of this we can deal with
problems.

From the Buddhist perspective, the mental realm cannot be reduced to the
world of matter,

How does this claim differ from advocating magic? That brains are animated
by a magical spirit or something,

It is based on reason. I do not assume any “magical spirit or something”

not just atoms.

How does this claim differ from advocating magic?

Our position is that minds are entirely made out of physical materials
like atoms. There's nothing else there.



How does this claim differ from advocating magic?

However, from an explanatory perspective, the best explanations about
minds do not discuss atoms much.

What is the best explanation about minds that do not discuss atoms?

“The quoting in this email is not clear. For those who are confused, note
that this is a quote. The book >author, not Balázs Fehér, met Popper.

http://www.lorenwebster.net/In_a_Dark_Time/2011/01/26/a-buddhist-view-of-
consciousness/

In the future it would be helpful to mark quotations more clearly.”

Indeed, I was 7 years old when Popper died, it would have been hard to
discuss these issues. Sorry, I, thought the quotation is clear, as it was
between quotation marks (but the text was too long I guess).

Regarding Popper's three worlds, I am a bit unclear on what it's very
useful for other than for refuting some bad ideas. Like suppose Ayn Rand
studied it. What would she gain from it?

I think I have explained above.

Could you be more specific about the issue you're seeing? Which idea
should apply to what specific problem to get what answer?

Yes the issue is exactly related with the three worlds. Life and creativity
is related with the “mental world” or “guessing”. We are simulators. But
not merely that - we are knowledge creators.

Consider again this part from the dialogue between Hermes and Socrates:

“Here we sit, for ever imprisoned in the dark, almost-sealed cave of our
skull, guessing. We weave stories of an outside world - worlds, actually: a
physical world, a moral world, a world of abstract geometrical shapes...”

http://www.lorenwebster.net/In_a_Dark_Time/2011/01/26/a-buddhist-view-of-consciousness/


If you still don’t understand it you might want to read it in context, so
preferably you may go through the whole chapter. Then it should dawn on
you. A fundamental aspect of our reality besides material entities and
abstract entities is this guessing. The whole of our experience is this. I
call this the “mental world”. Then the reasonings about the continuum of
this world follow. So do afterlife.

But DD disagrees and is mistaken? Or what?

No, he is right, but he does not make the above idea explicit. And does not
elaborate any further. Blame on Chaerephon.

Thus the ‘three worlds’ is the best explanation. And so it is reality. If I
understood it right.

I would be grateful if you could point out the weaknesses of my argument.

Thank you,

Balázs

*

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: May 7, 2013 at 3:42 PM

On May 7, 2013, at 8:10 AM, Balázs Fehér <feher.balazs.feher@gmail.com> 
wrote:

*

Thanks for your thoughtful comments Elliot!

Oh. Note that David Deutsch is a Western philosopher.

I know and I really like him.

Buddhist philosophy isn't very good IMO.

Can you be more specific?

http://plato.stanford.edu/entries/nagarjuna/

I looked through this article and found nothing of value. It's vague and confusing. 
Good philosophers are clearer about things like what their point is, why think think 
it's true, and what the implications are.

What is this theory for?

Like, what sort of decision might a person make in his life that he will
make differently if he understands this theory? When will he use it in a
decision?

This is part of the theory which explains that the mental continuum does
not cease at death. It has profound implications which will inform the
individual in all his decisions if he understands the theory.

For example?

http://plato.stanford.edu/entries/nagarjuna/


I described above the categorization of reality into three categories as
Popper. I think this categorization is useful for this is the one which
describes reality best. Based on the understanding of this we can deal with
problems.

Which problems does it help us deal with? In what way? Specific example?

From the Buddhist perspective, the mental realm cannot be reduced to the
world of matter,

How does this claim differ from advocating magic? That brains are animated
by a magical spirit or something,

It is based on reason. I do not assume any “magical spirit or something”

not just atoms.

How does this claim differ from advocating magic?

Our position is that minds are entirely made out of physical materials
like atoms. There's nothing else there.

How does this claim differ from advocating magic?

Atoms aren't magical. They follow the laws of physics.

You are proposing something else. What is it, and how is it compatible with 
physics?

The alternatives are that things either follow the laws of physics or work by magic. 
Atoms fit into the current best theory of quantum physics. An unspecified 
something non-material does not.



However, from an explanatory perspective, the best explanations about
minds do not discuss atoms much.

What is the best explanation about minds that do not discuss atoms?

For example, if you ask "How do minds create knowledge?" then the answer has 
to do with conjectures and refutations, not atoms.

Could you be more specific about the issue you're seeing? Which idea
should apply to what specific problem to get what answer?

Yes the issue is exactly related with the three worlds. Life and creativity
is related with the “mental world” or “guessing”. We are simulators. But
not merely that - we are knowledge creators.

Consider again this part from the dialogue between Hermes and Socrates:

“Here we sit, for ever imprisoned in the dark, almost-sealed cave of our
skull, guessing. We weave stories of an outside world - worlds, actually: a
physical world, a moral world, a world of abstract geometrical shapes...”

If you still don’t understand it you might want to read it in context, so
preferably you may go through the whole chapter. Then it should dawn on
you.

You're telling me that if only I read BoI more closely, then it would dawn on me 
what you're saying?

Really?

That's not a valid or rational argument. You should say what your point is, not 
demand other people figure out your point themselves.

It's also comical due to irony:

• (also dramatic or tragic irony )a literary technique, originally used in Greek 
tragedy, by which the full significance of a character's words or actions are clear 
to the audience or reader although unknown to the character. [from the 
dictionary]



But it'd be an irrational approach no matter who you said it to. Maybe if you 
studied BoI and other things more, you'd agree with me, rather than vice versa. 
Why assume the problem is my ignorance? And wouldn't it be better to focus on 
making substantive arguments and giving clarifying explanations?

PS please click "plain text" in gmail. Sending rich text (HTML) makes your 
quotations get mangled.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Money as explanation part 1: taking against your will
Date: May 7, 2013 at 4:44 PM

On 7 May 2013, at 15:34, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Tuesday, May 07, 2013 9:03 AM Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 7 May 2013 13:30, Mason, Larry K <mason@email.unc.edu> wrote:
The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity 
(like salt, blankets, iron rods, spear points, or pigs), specie (metal coins), 
currency (bills and coins), or bank accounts, the money is always dealt with 
as if it were a physical object.  All the problems associated with money can 
be traced to that fact.

If one possesses a physical object that object can be taken from one against 
one's will.  The taking can be accomplished by force, the threat of force, or 
fraud / deception.  If a kind of money is or represents a physical object, then 
that kind of money can be taken from one against one's will by force (taxes, 
robbery, theft), the threat of force (extortion), or fraud (scams, swindles).  
Therefore the existence of taxes, robbery or theft of money, extortion for 
money or financial fraud is possible because the form of money used is a 
physical object money.  The fact that a physical object money is transferrable 
from party to party makes the transfer of money against the will of its owner 
possible.

If we combine the fact that money can only function as a medium of 
exchange if its possession is desired by a substantial majority of persons 
involved in trade with the fact that it can be taken against the will of its owner 
we can explain why money is taken by force, the threat of force, and fraud in 
all nations in which a physical object money is in use.

Lots of money is dealt with electronically now and there is still fraud and theft. 
How does your theory explain that?

Money in accounts is dealt with as if it were a physical object.  Money in 



accounts must come from somewhere (currency or account) and when it leaves 
the account it goes somewhere (currency or account).  Please see the first 
paragraph at the top of this post.

That's not true. Governments can and do print money any time they like. That 
money doesn't come from anywhere.

If there existed a form of money which came into existence when earned and 
ceased to exist when used to buy some item (good or service) then there 
could be no taking of money against the will of the owner because that 
money would not be transferrable. That money could cease to exist in the 
owner's account (the number there could change to a smaller number) but 
that change would not result in nor require that some other person's account 
get larger by a corresponding change.  Thus there would be no money 
motive for attempting to take some other person's money by force or fraud 
since there would be no means of doing so.

If money disappears after it has been accepted as payment, why would 
anybody accept it as payment?

Your question denies the premise of the paragraph.  The premise is that the 
money from one's account does not go to anyone else when it is used to buy 
something.  Therefore at the point of purchase, the money being spent has 
nothing at all to do with whether the seller is doing something which earns 
money.  The action of buying by some person is separated from the earning of 
money by some other person.  (Today, the clerk in a store may be paid by the 
hour regardless of the sales that take place with that clerk's help.)

Right, so if i wanted to buy some breakfast cereal for £1 then some sort of 
balance associated with me would decrease by £1 and I would get breakfast 
cereal. Why does it matter what happens to my balance?

Does the store get anything in return for selling me the cereal? If not, why would 
they bother?

And how is the store going to decide between different options for what they 
could sell, how it should be made, how it should be displayed and so on? Under 
the current system they try to make decisions in such a way as to increase the 
amount of money they get, but that can't happen under your system.



Alan

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 1: taking against your will
Date: May 7, 2013 at 5:07 PM

On Tuesday, May 7, 2013 4:45 PM Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 7 May 2013, at 15:34, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Tuesday, May 07, 2013 9:03 AM Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 7 May 2013 13:30, Mason, Larry K <mason@email.unc.edu> wrote:
If we combine the fact that money can only function as a medium of 
exchange if its possession is desired by a substantial majority of persons 
involved in trade with the fact that it can be taken against the will of its 
owner we can explain why money is taken by force, the threat of force, and 
fraud in all nations in which a physical object money is in use.

Lots of money is dealt with electronically now and there is still fraud and theft. 
How does your theory explain that?

Money in accounts is dealt with as if it were a physical object.  Money in 
accounts must come from somewhere (currency or account) and when it 
leaves the account it goes somewhere (currency or account).  Please see the 
first paragraph at the top of this post.

That's not true. Governments can and do print money any time they like. That 
money doesn't come from anywhere.

Please read that sentence again.  "Money in accounts is dealt with as if it were a 
physical object."  Please note the "in accounts."  Printed money is not in an 
account.  Printed money is currency, a physical object.  Money created by the 
Fed is created by placing it in accounts where it is dealt with as if it were a 
physical object.  That money came from the Fed.  That money has the properties 
of physical objects in how we deal with it  once it is created.

If there existed a form of money which came into existence when earned 



and ceased to exist when used to buy some item (good or service) then 
there could be no taking of money against the will of the owner because that 
money would not be transferrable. That money could cease to exist in the 
owner's account (the number there could change to a smaller number) but 
that change would not result in nor require that some other person's account 
get larger by a corresponding change.  Thus there would be no money 
motive for attempting to take some other person's money by force or fraud 
since there would be no means of doing so.

If money disappears after it has been accepted as payment, why would 
anybody accept it as payment?

Your question denies the premise of the paragraph.  The premise is that the 
money from one's account does not go to anyone else when it is used to buy 
something.  Therefore at the point of purchase, the money being spent has 
nothing at all to do with whether the seller is doing something which earns 
money.  The action of buying by some person is separated from the earning of 
money by some other person.  (Today, the clerk in a store may be paid by the 
hour regardless of the sales that take place with that clerk's help.)

Right, so if i wanted to buy some breakfast cereal for £1 then some sort of 
balance associated with me would decrease by £1 and I would get breakfast 
cereal. Why does it matter what happens to my balance?

Does the store get anything in return for selling me the cereal? If not, why would 
they bother?

And how is the store going to decide between different options for what they 
could sell, how it should be made, how it should be displayed and so on? Under 
the current system they try to make decisions in such a way as to increase the 
amount of money they get, but that can't happen under your system.

Alan

None of your questions address the point / issue of the paragraph above 
beginning " If there existed a form of money which came into existence when 
earned and ceased to exist when used..."   Given such a money (the premise) it 
would be impossible to take money by force or fraud and there would thus be no 
motive to try to get your money.  That's the point.  That's the issue.  If you want to 



deal with how that could be reasonably brought about you will need to wait until 
the series gets to that point.  At this point I am trying to explain how the physical 
object nature of our money causes / enables all these problems associated with 
or involving money.

Larry
-- 
-- 

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 1: taking against your will
Date: May 7, 2013 at 5:22 PM

On May 7, 2013, at 2:07 PM, "Mason, Larry K" <mason@email.unc.edu> wrote:

If there existed a form of money which came into existence when earned and 
ceased to exist when used...

What would determine when money comes into existence and how much money? 
What would determine when money is used up and how much is used up? How 
would prices be set or what's the alternative?

-- Elliot Temple
http://curi.us/

-- 
-- 

---
You received this message because you are subscribed to the Google Groups 
"Beginning of Infinity" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to beginning-of-infinity+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://curi.us/
https://groups.google.com/groups/opt_out


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 1: taking against your will
Date: May 7, 2013 at 6:29 PM

On Tuesday, May 07, 2013 5:23 PM Elliot Temple <curi@curi.us> wrote:

On May 7, 2013, at 2:07 PM, "Mason, Larry K" <mason@email.unc.edu> wrote:

If there existed a form of money which came into existence when earned and 
ceased to exist when used...

What would determine when money comes into existence and how much 
money? What would determine when money is used up and how much is used 
up? How would prices be set or what's the alternative?

These questions do not address the issue of whether taking against the will of the 
owner would be possible with this different kind of money.
However, I will give short answers which I fear will only bring to mind other 
questions.   I beg your tolerance.

Money comes into existence when earned, that is, when the consequences of the 
actions of the account owner constitute a net benefit to others.  The amount of 
money is solely dependent on the goods and services for sale.

So long as money is earned it comes into existence.  Thus, it cannot be "used up" 
because more goods and services for sale can be produced.

The prices of items for sale are based on the cost to the economy of those item's 
production when they are first produced.  Once the price is set there is no need 
for the price to change since the prices paid are not an aspect of the free markets 
involved.

None of these answers are adequate to give you understanding of this new kind 
of money.  Please be patient with my presentation.  I provide these too brief 
answers merely to show that those issues are to be thoroughly explored and I 
have hopes that you will come to grasp the concepts on which this presentation is 
based.

Larry



-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 1: taking against your will
Date: May 7, 2013 at 6:37 PM

On May 7, 2013, at 3:29 PM, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Tuesday, May 07, 2013 5:23 PM Elliot Temple <curi@curi.us> wrote:

On May 7, 2013, at 2:07 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

If there existed a form of money which came into existence when earned and 
ceased to exist when used...

What would determine when money comes into existence and how much 
money? What would determine when money is used up and how much is used 
up? How would prices be set or what's the alternative?

These questions do not address the issue of whether taking against the will of 
the owner would be possible with this different kind of money.
However, I will give short answers which I fear will only bring to mind other 
questions.   I beg your tolerance.

Money comes into existence when earned, that is, when the consequences of 
the actions of the account owner constitute a net benefit to others.  The amount 
of money is solely dependent on the goods and services for sale.

So long as money is earned it comes into existence.  Thus, it cannot be "used 
up" because more goods and services for sale can be produced.

The prices of items for sale are based on the cost to the economy of those 
item's production when they are first produced.  Once the price is set there is no 
need for the price to change since the prices paid are not an aspect of the free 
markets involved.

None of these answers are adequate to give you understanding of this new kind 
of money.  Please be patient with my presentation.  I provide these too brief 
answers merely to show that those issues are to be thoroughly explored and I 
have hopes that you will come to grasp the concepts on which this presentation 
is based.



So you seem to be proposing to replace various existing ideas about economics 
with your new ones, which you think are better.

You wish people to take an interest in this.

I'd like a demonstration of the value of your ideas that you want us to study. For 
example, your views differ from Mises. Can you point out a mistake Mises made?

Did you learn existing knowledge about economics and then improve on it? Or 
did you ignore it and then try to reinvent the wheel?

If you don't have criticisms of the economics you're rejecting, then I'd suggesting 
studying it in the hopes of coming to grasp its concepts before trying to invent 
your own stuff that surpasses prior economists.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 1: taking against your will
Date: May 7, 2013 at 8:38 PM

On Tuesday, May 07, 2013 6:38 PM Elliot Temple <curi@curi.us> wrote:

So you seem to be proposing to replace various existing ideas about economics 
with your new ones, which you think are better.

No.  This is a new perspective which has almost nothing to do with economics as 
we have known it.

You wish people to take an interest in this.

Others have found it to be quite interesting, my libertarian friends (I have several) 
are most interested and like it very much.

I'd like a demonstration of the value of your ideas that you want us to study. For 
example, your views differ from Mises. Can you point out a mistake Mises 
made?

Either you value explanations or you don't.   If you value explanations you may 
find this exercise of value.

This topic has nothing whatever to do with Mises.  To the best of my knowledge 
Mises never even considered the possibility of a non-transferrable medium of 
exchange, standard unit of account, and store of value.  If you can find any 
economist who has considered that possibility I will be happy to read up on their 
findings in that regard.  Please cite when you find one.

Did Mises ever explain why money is stolen in every nation of the world or why 
money can be taken against the will of the owner?  What was his explanation?  I 
don't recall his ever having addressed the issue.

Did you learn existing knowledge about economics and then improve on it? Or 
did you ignore it and then try to reinvent the wheel?

I am not the subject of this post.  If you want to know more about me I would 
suggest your sending me a private email letting me know why it's any of your 



business.

If you don't have criticisms of the economics you're rejecting, then I'd suggesting 
studying it in the hopes of coming to grasp its concepts before trying to invent 
your own stuff that surpasses prior economists.

If you think economics is a necessary study to solving the economic and political 
problems we face perhaps you can cite an instance of economics preventing any 
of these common problems with people taking money against the will of the 
owner in any nation of the world.  So far the success of economics in the "real 
world" is minimal and it's failures epic.

Larry Mason

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Money as explanation part 2: it's amoral
Date: May 8, 2013 at 7:38 AM

Prefix

In every nation at all periods of their histories we can easily find what one might 
call "dysfunctional" aspects of their economy and government.  Some of the most 
common are things like unemployment when much work needs to be done, waste 
of resources, war, poverty, and political oppression.  In economics we have the 
"tragedy of the commons," the business cycle (boom and bust), inflation / 
deflation, and suppression of any free markets.  These and a host of other 
problems which at best hinder and at worst bring about the total collapse and 
destruction of nations and societies, can all be attributed to and explained by a 
single root cause.

I suggest that the root cause of these problems is the nature of the meme called 
"money" as we know it.  It seems clear to me that the concept of money is a 
meme as defined by Richard Dawkins in "The Selfish Gene" and David Deutsch 
in "The Beginning of Infinity."  Money as a medium of exchange, a standard unit 
of account, and a store of value is a concept which developed in many cultures 
and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity (like 
salt, blankets, iron rods, spear points, or pigs), specie (metal coins), currency 
(bills and coins), or bank accounts, the money is always dealt with as if it were a 
physical object.  All the problems associated with money can be traced to that 
fact.

End of Prefix

Physical objects are amoral.  Physical objects may be symbols about which 
people have strong emotions thinking them symbols of goodness or evil but the 
objects themselves, in and of themselves are neither moral nor immoral, neither 
good nor bad.  Money, as a physical object or the representation of a physical 
object, is neither good nor bad.  Physical object money can be used for any 
purpose to motivate any human behavior whether good or bad.  Thus, physical 



object money is amoral.

We see money being used for evil purposes quite often.  With a moment's 
thought we can come up with many cases in which money has been used to 
motivate evil or cases in which people commit immoral acts in order to gain 
money.  When we ask why so many evil actions are carried out using money, why 
so many people harm others in order to gain money, why evil in human affairs on 
a huge scale is so often involves money, the most obvious and direct explanation 
is the physical object nature of our money is amoral.  Money can be used for evil 
purposes because it is amoral.  A kind of money which could be used only for 
moral purposes, which motivated only actions whose consequences were 
beneficial to others, that money would be a moral money.

This explanation can be refuted by finding any historical example of a state 
(people with a formal government) organizing a great amount of harm to a high 
proportion of the people in its vicinity without the use of money.  (Wars, for 
example, depend on the use of money.  "Ethnic cleansing" requires great 
expenditure of money.  Selling food with harmful ingredients (corn syrup, sugar, 
alcohol, nicotine, caffeine, saturated fats) to millions of people requires spending 
lots of money.  Massive fraud such as the housing bubble of recent memory was 
motivated by money and carried out by the manipulation of money.  Even the 
Spanish Inquisition (unexpected as it was) required lots of money expenditure to 
put it into effect.)

-- 



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 8, 2013 at 1:51 PM

On Wed, May 8, 2013 at 4:38 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

Prefix

In every nation at all periods of their histories we can easily find what one might 
call "dysfunctional" aspects of their economy and government.  Some of the 
most common are things like unemployment when much work needs to be 
done, waste of resources, war, poverty, and political oppression.  In economics 
we have the "tragedy of the commons," the business cycle (boom and bust), 
inflation / deflation, and suppression of any free markets.  These and a host of 
other problems which at best hinder and at worst bring about the total collapse 
and destruction of nations and societies, can all be attributed to and explained 
by a single root cause.

I suggest that the root cause of these problems is the nature of the meme called 
"money" as we know it.  It seems clear to me that the concept of money is a 
meme as defined by Richard Dawkins in "The Selfish Gene" and David Deutsch 
in "The Beginning of Infinity."  Money as a medium of exchange, a standard unit 
of account, and a store of value is a concept which developed in many cultures 
and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity (like 
salt, blankets, iron rods, spear points, or pigs), specie (metal coins), currency 
(bills and coins), or bank accounts, the money is always dealt with as if it were a 
physical object.  All the problems associated with money can be traced to that 
fact.

End of Prefix

Physical objects are amoral.  Physical objects may be symbols about which 
people have strong emotions thinking them symbols of goodness or evil but the 
objects themselves, in and of themselves are neither moral nor immoral, neither 
good nor bad.  Money, as a physical object or the representation of a physical 
object, is neither good nor bad.  Physical object money can be used for any 
purpose to motivate any human behavior whether good or bad.  Thus, physical 



object money is amoral.

We see money being used for evil purposes quite often.  With a moment's 
thought we can come up with many cases in which money has been used to 
motivate evil or cases in which people commit immoral acts in order to gain 
money.  When we ask why so many evil actions are carried out using money, 
why so many people harm others in order to gain money, why evil in human 
affairs on a huge scale is so often involves money, the most obvious and direct 
explanation is the physical object nature of our money is amoral.  Money can be 
used for evil purposes because it is amoral.  A kind of money which could be 
used only for moral purposes, which motivated only actions whose 
consequences were beneficial to others, that money would be a moral money.

This explanation can be refuted by finding any historical example of a state 
(people with a formal government) organizing a great amount of harm to a high 
proportion of the people in its vicinity without the use of money.  (Wars, for 
example, depend on the use of money.  "Ethnic cleansing" requires great 
expenditure of money.  Selling food with harmful ingredients (corn syrup, sugar, 
alcohol, nicotine, caffeine, saturated fats) to millions of people requires spending 
lots of money.  Massive fraud such as the housing bubble of recent memory was 
motivated by money and carried out by the manipulation of money.  Even the 
Spanish Inquisition (unexpected as it was) required lots of money expenditure to 
put it into effect.)

It would be helpful if you'd get to your point. What do you propose as
a replacement for "physical object money"?

Your delivery is reminiscent of a scammy sales pitch, wherein you drag
the audience through endless examples of supposed problems that a
dream "mystery product" will solve, and keep them guessing as to your
actual product until a "big reveal" at the end wherein you position
your product as the dream come true.

Been there...done that...not helpful.

Saving the description of the solution to the end hurts rather than
helps efforts to analyze whether or not the proposed solution actually
solves the stated problems.



That may not be your intention. I don't know in your case. I only know
that where I have seen this technique used elsewhere it has most often
been used to evade rational criticism or make such criticism more
difficult.

Just tell us what you are actually proposing and then offer your
arguments for it.

--Jason

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 8, 2013 at 2:05 PM

On Wednesday, May 08, 2013 1:51 PM Jason <auvenj@gmail.com> wrote:

On Wed, May 8, 2013 at 4:38 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:
Prefix

In every nation at all periods of their histories we can easily find what one 
might call "dysfunctional" aspects of their economy and government.  Some of 
the most common are things like unemployment when much work needs to be 
done, waste of resources, war, poverty, and political oppression.  In economics 
we have the "tragedy of the commons," the business cycle (boom and bust), 
inflation / deflation, and suppression of any free markets.  These and a host of 
other problems which at best hinder and at worst bring about the total collapse 
and destruction of nations and societies, can all be attributed to and explained 
by a single root cause.

I suggest that the root cause of these problems is the nature of the meme 
called "money" as we know it.  It seems clear to me that the concept of money 
is a meme as defined by Richard Dawkins in "The Selfish Gene" and David 
Deutsch in "The Beginning of Infinity."  Money as a medium of exchange, a 
standard unit of account, and a store of value is a concept which developed in 
many cultures and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity 
(like salt, blankets, iron rods, spear points, or pigs), specie (metal coins), 
currency (bills and coins), or bank accounts, the money is always dealt with as 
if it were a physical object.  All the problems associated with money can be 
traced to that fact.

End of Prefix



Physical objects are amoral.  Physical objects may be symbols about which 
people have strong emotions thinking them symbols of goodness or evil but 
the objects themselves, in and of themselves are neither moral nor immoral, 
neither good nor bad.  Money, as a physical object or the representation of a 
physical object, is neither good nor bad.  Physical object money can be used 
for any purpose to motivate any human behavior whether good or bad.  Thus, 
physical object money is amoral.

We see money being used for evil purposes quite often.  With a moment's 
thought we can come up with many cases in which money has been used to 
motivate evil or cases in which people commit immoral acts in order to gain 
money.  When we ask why so many evil actions are carried out using money, 
why so many people harm others in order to gain money, why evil in human 
affairs on a huge scale is so often involves money, the most obvious and direct 
explanation is the physical object nature of our money is amoral.  Money can 
be used for evil purposes because it is amoral.  A kind of money which could 
be used only for moral purposes, which motivated only actions whose 
consequences were beneficial to others, that money would be a moral money.

This explanation can be refuted by finding any historical example of a
state (people with a formal government) organizing a great amount of
harm to a high proportion of the people in its vicinity without the
use of money.  (Wars, for example, depend on the use of money.
"Ethnic cleansing" requires great expenditure of money.  Selling food
with harmful ingredients (corn syrup, sugar, alcohol, nicotine,
caffeine, saturated fats) to millions of people requires spending lots
of money.  Massive fraud such as the housing bubble of recent memory
was motivated by money and carried out by the manipulation of money.
Even the Spanish Inquisition (unexpected as it was) required lots of
money expenditure to put it into effect.)

It would be helpful if you'd get to your point. What do you propose as a 
replacement for "physical object money"?

Your delivery is reminiscent of a scammy sales pitch, wherein you drag the 
audience through endless examples of supposed problems that a >dream 
"mystery product" will solve, and keep them guessing as to your actual product 



until a "big reveal" at the end wherein you position your >product as the dream 
come true.

Been there...done that...not helpful.

Saving the description of the solution to the end hurts rather than helps efforts to 
analyze whether or not the proposed solution actually solves >the stated 
problems.

That may not be your intention. I don't know in your case. I only know that where 
I have seen this technique used elsewhere it has most often >been used to 
evade rational criticism or make such criticism more difficult.

Just tell us what you are actually proposing and then offer your arguments for it.

I am not the subject of this post.

As it says in the prefix " The feature / aspect of the money meme which explains / 
accounts for these problems is that money is conceptualized as a physical object 
and treated as such."   I am showing how physical object money brings about 
problems.  Do you have anything to say about this part of the explanation?

By the way, do you find it easier to solve problems when you understand how 
they are caused?  If so that might explain my approach.

-- 



From: Balázs Fehér <feher.balazs.feher@gmail.com>
Subject: Re: [BoI] Gödel's Philosophy and the Beginning of Infinity
Date: May 8, 2013 at 5:25 AM

013. május 7., kedd 21:42:01 UTC+2 időpontban Elliot Temple a következőt
írta:

On May 7, 2013, at 8:10 AM, Balázs Fehér 
<feher.bal...@gmail.com<javascript:>>
wrote:

Thanks for your thoughtful comments Elliot!

Oh. Note that David Deutsch is a Western philosopher.

I know and I really like him.

Buddhist philosophy isn't very good IMO.

Can you be more specific?

http://plato.stanford.edu/entries/nagarjuna/

I looked through this article and found nothing of value. It's vague and
confusing. Good philosophers are clearer about things like what their point
is, why think think it's true, and what the implications are.

Don't conflate the views of the one who wrote the above article and that
of Nagarjuna. For that you have to read the originals. But in order to
understand it you first have to understand epistemology as it is presented
in BOI. So lets talk only about that now. For when you understand that
epistemology as I do it will open for you the gateway to reap the abundant
harvest of knowledge about reality as it is presented in those original
texts. If you choose to. Then you will also find the ultimate value for
which all beings should aspire: to disseminate right knowledge by refuting
erroneous conceptions. For only correct knowledge can uproot suffering. All
problems are tied to ignorance.

http://plato.stanford.edu/entries/nagarjuna/


What is this theory for?

Like, what sort of decision might a person make in his life that he
will

make differently if he understands this theory? When will he use it in
a

decision?

This is part of the theory which explains that the mental continuum
does

not cease at death. It has profound implications which will inform the
individual in all his decisions if he understands the theory.

For example?

First focus on epistemology.

I described above the categorization of reality into three categories as
Popper. I think this categorization is useful for this is the one which
describes reality best. Based on the understanding of this we can deal

with
problems.

Which problems does it help us deal with? In what way? Specific example?
I will explain later if you like, but first we have to come to a shared
understanding of epistemology. The answer will follow from that
understanding.

From the Buddhist perspective, the mental realm cannot be reduced to
the

world of matter,

How does this claim differ from advocating magic? That brains are



animated
by a magical spirit or something,

It is based on reason. I do not assume any "magical spirit or
something"

not just atoms.

How does this claim differ from advocating magic?

Our position is that minds are entirely made out of physical materials
like atoms. There's nothing else there.

How does this claim differ from advocating magic?

Atoms aren't magical. They follow the laws of physics.

You are proposing something else. What is it, and how is it compatible
with physics?
Apparently the word "mental" and "mind" cause confusion. I am proposing
"knowledge". It is different from particles and the laws of physics. It is
connected with the ongoing creation of knowledge as subjectively
experienced by an individual. It comes from within. It does not come from
atoms. Neither from the laws per se.

The alternatives are that things either follow the laws of physics or work
by magic. Atoms fit into the current best theory of quantum physics. An
unspecified something non-material does not.
I agree that things follow the laws of physics. I am proposing knowledge
to be a fundamental aspect of reality. It is our best theory. In fact it is
the only thing we have. Our conceptions of atoms and the laws stem from
knowledge. It comes from within. Not without.

However, from an explanatory perspective, the best explanations about
minds do not discuss atoms much.

What is the best explanation about minds that do not discuss atoms?



For example, if you ask "How do minds create knowledge?" then the answer
has to do with conjectures and refutations, not atoms.
I am not proposing knowledge in the limited sense of scientific theories
which stem from conjectures and refutations as generally understood. But as
David presented in the Chapter on the Dream of Socrates our sensory
experiences are the same kind of knowledge. This knowledge stems from our
theories about what things are out there and how they behave. It does not
come to us through our senses as a naive empiricist would tell. I am
telling that you should really take this epistemology seriously. All
knowledge comes from within. It is a stream. It is not created by atoms in
our body, nor by abstractions, yet they are mutually dependent, but
fundamentally different. These are the "three worlds". Do you have an
alternative explanation?

Could you be more specific about the issue you're seeing? Which idea
should apply to what specific problem to get what answer?

Yes the issue is exactly related with the three worlds. Life and
creativity

is related with the "mental world" or "guessing". We are simulators.
But

not merely that - we are knowledge creators.

Consider again this part from the dialogue between Hermes and Socrates:

"Here we sit, for ever imprisoned in the dark, almost-sealed cave of
our

skull, guessing. We weave stories of an outside world - worlds,
actually: a

physical world, a moral world, a world of abstract geometrical
shapes..."

If you still don't understand it you might want to read it in context,
so

preferably you may go through the whole chapter. Then it should dawn on
you.



You're telling me that if only I read BoI more closely, then it would
dawn on me what you're saying?
You are right that we have to tease them apart here by giving our
arguments and retain good explanations.

Really?
Sorry, I thought, but I was wrong. Until we got to know where our views
differ we cannot settle on a common ground. My mistake. There is much to
learn for me about arguing.

That's not a valid or rational argument. You should say what your point
is, not demand other people figure out your point themselves.
Yes. I did not want to copy the whole chapter, it would have taken a long
time for me, I thought it is easier to tell you that you should take a more
careful look into the arguments there. Next time I will be more careful.
Sorry. I still have to learn what is a valid or rational argument and what
is not.

It's also comical due to irony:

(also dramatic or tragic irony )a literary technique, originally used in
Greek tragedy, by which the full significance of a character's words or
actions are clear to the audience or reader although unknown to the
character. [from the dictionary]
Thank you for teaching me that. Indeed I often fall into that mistake.
Henceforth I try not to.

But it'd be an irrational approach no matter who you said it to. Maybe if
you studied BoI and other things more, you'd agree with me, rather than
vice versa.

 I agree it was a fallacy from my side.

Why assume the problem is my ignorance?

I have to assume it as long as you don't prove me wrong. I think you have
erroneous views. And you think likewise that I am at fault. Is it not the
basis of our discussion? I am not sure about this assertion. Is it right?

And wouldn't it be better to focus on making substantive arguments and
giving clarifying explanations?



I agree and I will make substantive arguments and clarifications based on
my own understanding until we overcome our misconceptions. If you think I
am wrong please set forth your arguments against the ones I have presented
above. If something is still not clear I would be most happy to clarify.

PS please click "plain text" in gmail. Sending rich text (HTML) makes
your quotations get mangled.

I hope this time it will be better, although I have to get used to using
these > signs:)

-- Elliot Temple
http://curi.us/

Thank you and have a nice day,

Balázs

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Africa, Charity (was: [BoI] Louis C. K. on evil)
Date: May 8, 2013 at 3:16 PM

On May 6, 2013, at 7:17 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 07/05/2013, at 10:45 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 6, 2013, at 8:03 AM, Rami Rustom <rombomb@gmail.com> wrote:

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I 
drive an Infiniti. That's really evil. There are people who would just starve to 
death. That's all they ever did. There's people who are like born, and they 
go, "Oh, I'm hungry," and then they just die. And that's all they ever got to 
do. And meanwhile, I'm in my car, "boom, boom, pow," like having a great 
time and I sleep like a baby. It's totally my fault, 'cause I could trade my 
Infiniti for like a really good car, like a nice Ford Focus with no miles on it, 
and I'd get back like $20,000. And I could save hundreds of people from 
dying of starvation with that money, and every day I don't do it. Every day I 
make them die with my car.'

What the fuck? How about their parents stop having kids when they
shouldn't have kids?

Yeah, good question. If you don't have enough money to feed a kid, and you 
have a kid, that is not Louis' fault.

Right but what about that kid? The parents won't (can't) look after them. Kid 
might starve. The kid doesn't have the knowledge required to survive. This isn't 
an isolated, one off thing.

Right. It's a systematic problem. So one should be looking primarily at systematic 
solutions.

If you help one kid in a one off way, for one week, there were ten other kids you 
didn't help (actually way more). And what about next week, and the week after?



Individual starving kids matter. And there are heaps of them right now that we 
could help if we wanted. Note...they need help now...some in the next day, or 
week. Or they'll die. Some kid that could be saved with food today won't be 
saved if there's a successful campaign for GM crops and global free trade next 
decade. How do we help that kid, those kids, now?

Solving the systematic problems ASAP will save more of them. I'm not saying 
saving the most kids is the best criterion. But money towards systematic fixes 
saves more kids per dollar. Delaying systematic solutions even a little bit will kill 
way more people than you can save in the short term by diverting money.

There are also principles involved. Such as first make sure people are protected 
from violence, second give them money. Or their money will be stolen. Now it's 
true they might manage to spend some of it before it's stolen. And might manage 
to eat some of what they buy (otherwise it could be stolen if it's not consumed 
yet). But that's still a bad approach.

For example, it sucks to give money to people who have an abusive husband 
who will take it and let the kid starve. Giving them money, when their problem is 
the husband takes the money (and food), doesn't work well. It'd make way more 
sense to give them protection against their husband -- that is, to protect their 
rights. A systematic political solution is needed more than handing over some 
money.

When people are this poor, there are reasons for it. You've got to address the 
reasons, not just give them some money and hope the reasons won't mess up 
the benefit of the money. You've got to solve the actual problems making them 
poor, not just give them a little money and hope the problems just happen to not 
do anything this week.

As another point, the action Louis was considering was not to give these people 
any money. If that was what the relevant charities actually did, I'd like them 
somewhat more. Typically the charities want to control how the money is spent, 
rather than letting the beneficiaries control their own lives.

So if that doesn't solve the problem, then this should tell you that



you don't understand the problem. So what is the problem? The problem
is insufficient knowledge on the part of the parents and governments.

Poor people should not *have 10 kids and then blame the world for not
giving them enough opportunities to generate wealth*. They should
instead *not have kids until they've generated enough wealth (money
and knowledge), wealth that is necessary to raise a child to become an
independent adult*.

Right. To be fair, some people do not have good opportunities due to violence 
and corruption in their countries.

Including the kids. You forgot the kids.

Huh? Are you assuming only parents pursue opportunities, not kids? Or that 
violence and corruption don't mess up the opportunities of some children (who 
are people) via messing with their parents?

Why do you think charity towards innocent starving children isn't one possible, 
effective, solution?

Because it's not effective to do one-off measures when there is a systematic 
problem.

If you can solve the systematic problem next week, one-off measures for a week 
can be effective. If the systematic problem isn't expected to be solved in the next 
5 years, doing one-off measures every week for 5+ years is a huge waste of 
resources that should have been going towards dealing with the big picture.

Governments should not restrict trade with other countries. America
keeps Africa poor by having tariffs.

Its interesting how leftists complain that we don't do enough to help
poor Africans, yet they support tariffs which prevents poor Africans
from trading with Americans, which is the only way that one can



possibly lift himself out of poordom.

when the left sets up charities to help poor Africans, they don't just hand out 
cash which would be the most effective thing to do.

So, you agree, such charity would be effective?

no. i meant it'd be the most effective way for that sort of charity to give out their 
money. it's still not particularly effective because of the systematic constantly-
reoccuring problems that must be addressed before anything is going to be very 
effective.

if some people are poor because some thugs keep stealing their money (and 
food), giving them a little more money (or food) is a bad approach. it's important 
to consider the causes of the problems and what would address those.

this keeps the africans better controlled (takes away options from them), 
makes theft and corruption a larger problem, and is less economically efficient 
(helps less).

You just ignore poor children who lack opportunity. You condone abuse of 
children. You condone their starvation as u want to deny food to starving 
Africans even in the case of starvation of children.

never mind.

-- Elliot Temple
http://elliottemple.com/

-- 

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 8, 2013 at 3:28 PM

On May 7, 2013, at 5:49 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 7 May 2013 03:47, Brett Hall <brhalluk@hotmail.com> wrote:
On 07/05/2013, at 10:55 AM, "Elliot Temple" <curi@curi.us> wrote:

On May 6, 2013, at 4:46 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 07/05/2013, at 1:03, "Rami Rustom" <rombomb@gmail.com> wrote:

Louis C.K. - Louie S01E01

'My life is really evil. There are people who are starving in the world, and I 
drive an Infiniti. That's really evil. There are people who would just starve 
to death. That's all they ever did. There's people who are like born, and 
they go, "Oh, I'm hungry," and then they just die. And that's all they ever 
got to do. And meanwhile, I'm in my car, "boom, boom, pow," like having 
a great time and I sleep like a baby. It's totally my fault, 'cause I could 
trade my Infiniti for like a really good car, like a nice Ford Focus with no 
miles on it, and I'd get back like $20,000. And I could save hundreds of 
people from dying of starvation with that money, and every day I don't do 
it. Every day I make them die with my car.'

What the fuck? How about their parents stop having kids when they
shouldn't have kids?

He's not doing philosophy. It's comedy. Separate them.

He made philosophical claims and statements. He presented ideas with 
philosophical meanings and implications.

Haha. That's like me defending all of Sam Harris' arguments that morality is 
reducible to science by saying "He has made scientific claims and statements. 
He presented ideas with scientific meanings and implications" when he goes 
on about scanning brains in MRIs to find greater well being.



So you * wouldn't * be correct, by your own argument, to criticise this as 
scientism?

So...Louis CK was, primarily, doing philosophy, not comedy. And that's the 
proper way to analyse what he says?

Sometimes when a comedian makes a statement he intends that nothing
about its content should be take seriously. For example, in the film
Borat Sacha Baron-Cohen leads a sing along of a song called "Throw the
Jew down the well". I don't think he wants to throw Jews down wells.
He just wants to see how far he can push the politeness of the people
he is leading in the sing along.

FYI that song is meant to make a serious point and comes originally from Da Ali 
G Show.

http://www.youtube.com/watch?v=6RsH7uQxbp8

http://en.wikipedia.org/wiki/In_My_Country_There_Is_Problem

He did it in the US, to applause. It was a way of revealing anti-semitism.

But sometimes comedians do intend the content of what they say to be
taken seriously to some extent. It is common for people to think they
should seel their stuff to feed starving children in Africa but few
people do it. It seems reasonable to suggest that Louis CK did not
intend this to be like Cohen singing "Throw the Jew down the well".
And indeed you seem to take the content of the claims of this comedian
seriously.

Brett goes on to advocate (in his reply to Jason as well) the same *evil* 
philosophy which Rami criticized (btw Brett also makes false factual claims).

False. I just agreed with all the "solutions" you suggested in your reply to Rami. 
Indeed I advocated them in my reply before you did. So if I advocate evil...I 
advocate your own ideas.

But rather than address Rami's position, Brett focusses more on denying it is 

http://www.youtube.com/watch?v=6RsH7uQxbp8
http://en.wikipedia.org/wiki/In_My_Country_There_Is_Problem


a philosophy and otherwise evading criticism.

False, again. At no point do I disagree with the philosophy, of free markets or 
using tech to improve the third world.

That's not the position that is at issue. The issue is not about
whether we should lower trade barriers and let them buy seed for GM
crops. Rather, the issue has to do with
(1) the explanation for that position
(2) what that explanation implies about whether we should do what Louis 
suggests
(3) whether Louis' moral explanations are bad.

I instead say that Louis CK makes a funny point that people starving today, this 
moment, could in fact be saved by us now if we made minor changes in our 
choices. Like buying a slightly less expensive car and giving some money to a 
starving child or whatever. Enacting policies tomorrow or next year, while good, 
will not save lives lost in the interim. That takes food and money now.

So let's suppose that Louis spends 1% of his income on feeding
starving orphans in Africa. And let's suppose that he doesn't buy
coffee from Starbucks to do this.

The following question then arises. Why just 1%? Why does he only
sacrifice buying coffee from Starbucks? Why not pay 2% or 3% or...?
How should we draw the line?

Also, this position seems to suggest that Louis should give up stuff
he wants. This is a criticism of that action, so it sounds like your
advocating ignoring a criticism of this action.

Louis should only give money for the starving child if he will not
have to sacrifice.

If he does have to sacrifice then this is bad not only for him but
also for the child and others involved. Since he expects to get
nothing back he has no indication of whether what he is doing actually
works and he may be subsidising evil. If the child's parents think it
is a good idea to have so many children that their children starve
because that's what god says then by giving money to them he is



enabling them to torture more children.

Reminds me of this from Atlas Shrugged:

 "If you kill Colorado, what is there going to be left for your damn looters to 
survive on?"
 "You have always been opposed to every progressive social measure. I 
seem to remember that you predicted disaster when we passed the Anti-dog-
eat-dog Rule—but the disaster has not come."
 "Because I saved you, you rotten fools! I won't be able to save you this 
time!" He had shrugged, not looking at her. "And if I don't, who will?" He had not 
answered.

There is a danger of dealing with reality in a way that doesn't work, but thinking it 
does work, because others keep controlling reality to save you.

The issue of Dagny subsidizing the looters, in a way, is a theme of the book.

People commonly complain TCS gets this wrong. Kids want stuff and TCS 
parents save them from their greed by buying them the stuff they want. But this is 
different because wanting stuff -- and trading for it -- is a way of dealing with 
reality that does work. It can be maintained indefinitely without disaster.

If parents don't buy something they can easily afford, in order to teach some kind 
of moral lesson, then they are the ones faking reality.

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 8, 2013 at 3:57 PM

On 08/05/2013, at 20:28, Elliot Temple <curi@curi.us> wrote:

People commonly complain TCS gets this wrong. Kids want stuff and TCS 
parents save them from their greed by buying them the stuff they want. But this 
is different because wanting stuff -- and trading for it -- is a way of dealing with 
reality that does work. It can be maintained indefinitely without disaster.

How are kids trading for the stuff they want?

If parents don't buy something they can easily afford, in order to teach some 
kind of moral lesson, then they are the ones faking reality.

Is this because they chose to be parents and are evading their responsibility?

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Louis C. K. on evil
Date: May 8, 2013 at 4:07 PM

On May 8, 2013, at 12:57 PM, Anon Too <anontoo@yahoo.com> wrote:

On 08/05/2013, at 20:28, Elliot Temple <curi@curi.us> wrote:

People commonly complain TCS gets this wrong. Kids want stuff and TCS 
parents save them from their greed by buying them the stuff they want. But this 
is different because wanting stuff -- and trading for it -- is a way of dealing with 
reality that does work. It can be maintained indefinitely without disaster.

How are kids trading for the stuff they want?

e.g. trading $5 for a hamburger.

if a parent does the transaction for the kid, as the kid's agent, it's still the kid 
trading. similarly, some people would think of it as the parent's money but the kid 
is owed some money, it is his by rights, so again he is involved in the trade.

If parents don't buy something they can easily afford, in order to teach some 
kind of moral lesson, then they are the ones faking reality.

Is this because they chose to be parents and are evading their responsibility?

i meant they are faking reality for the kid about what is affordable, how buying 
stuff works, how much privation is required in life at current technology levels, 
that kind of stuff.

btw lots of people have very unrealistic ideas about money when they turn 18. 
this is well known.

some parents try to evade the reality of being parents by pretending they don't 
have to provide for their kid. but the ones who don't buy stuff as a *moral lesson* 
are a bit different. they aren't trying to evade the responsibility of being a parent. 
they think this is good parenting. they do it on purpose as a parenting strategy.

-- Elliot Temple



http://curi.us/

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: RP <rational-politics-list@googlegroups.com>, Objectivism Discussion 
<objectivism-discussion@googlegroups.com>
Subject: [Objectivism Discussion] New Discussion Group: Fallible Ideas
Date: May 8, 2013 at 4:46 PM

I decided to consolidate my public email lists into one general purpose philosophy 
list:

http://groups.yahoo.com/group/fallible-ideas/

Guidelines (suggestions welcome):

http://fallibleideas.com/discussion/guidelines

Please join the new list and have interesting discussions there!

I won't do anything to existing lists. They will still exist. Use them how you want. 
But my preference and intent is to have most new discussions on the Fallible 
Ideas list. I hope people will join me there.

I think it's confusing to people to use a list named after a particular book as a 
general purpose discussion place, especially after the author turned his back on 
the community. And it's also confusing/burdensome to have to join a bunch of 
different lists to not miss discussion.

I also think that cross posting emails is confusing for people.

I intend the new list will be more future proof. One list with a generic name to last 
indefinitely.

By the way, I don't own Rational Politics List. But I spoke with the owner who 
approves of this plan.

Also, if anyone would make this announcement on the Fabric of Reality list for 
me, that'd be good. Sarah took over that list from Alan without consent and 
banned me and destroyed most of the discussion that used to happen there 
(much like she destroyed her version of the TCS list). But some of the people still 

http://groups.yahoo.com/group/fallible-ideas/
http://fallibleideas.com/discussion/guidelines


subscribed there might be interested.

An advantage of yahoo groups over google groups is that you can write posts on 
the website with correct quoting. I believe it even works right by default. You can 
also have a welcome message sent to new subscribers, and some other good 
features.

-- Elliot Temple
http://beginningofinfinity.com/

-- 
You received this message because you are subscribed to the Google Groups 
"Objectivism Discussion" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to objectivism-discussion+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

http://beginningofinfinity.com/
https://groups.google.com/groups/opt_out


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 8, 2013 at 10:53 PM

On Wed, May 8, 2013 at 11:05 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Wednesday, May 08, 2013 1:51 PM Jason <auvenj@gmail.com> wrote:

On Wed, May 8, 2013 at 4:38 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:
Prefix

In every nation at all periods of their histories we can easily find what one 
might call "dysfunctional" aspects of their economy and government.  Some 
of the most common are things like unemployment when much work needs to 
be done, waste of resources, war, poverty, and political oppression.  In 
economics we have the "tragedy of the commons," the business cycle (boom 
and bust), inflation / deflation, and suppression of any free markets.  These 
and a host of other problems which at best hinder and at worst bring about 
the total collapse and destruction of nations and societies, can all be 
attributed to and explained by a single root cause.

I suggest that the root cause of these problems is the nature of the meme 
called "money" as we know it.  It seems clear to me that the concept of 
money is a meme as defined by Richard Dawkins in "The Selfish Gene" and 
David Deutsch in "The Beginning of Infinity."  Money as a medium of 
exchange, a standard unit of account, and a store of value is a concept which 
developed in many cultures and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity 
(like salt, blankets, iron rods, spear points, or pigs), specie (metal coins), 
currency (bills and coins), or bank accounts, the money is always dealt with 
as if it were a physical object.  All the problems associated with money can 
be traced to that fact.



End of Prefix

Physical objects are amoral.  Physical objects may be symbols about which 
people have strong emotions thinking them symbols of goodness or evil but 
the objects themselves, in and of themselves are neither moral nor immoral, 
neither good nor bad.  Money, as a physical object or the representation of a 
physical object, is neither good nor bad.  Physical object money can be used 
for any purpose to motivate any human behavior whether good or bad.  Thus, 
physical object money is amoral.

We see money being used for evil purposes quite often.  With a moment's 
thought we can come up with many cases in which money has been used to 
motivate evil or cases in which people commit immoral acts in order to gain 
money.  When we ask why so many evil actions are carried out using money, 
why so many people harm others in order to gain money, why evil in human 
affairs on a huge scale is so often involves money, the most obvious and 
direct explanation is the physical object nature of our money is amoral.  
Money can be used for evil purposes because it is amoral.  A kind of money 
which could be used only for moral purposes, which motivated only actions 
whose consequences were beneficial to others, that money would be a moral 
money.

This explanation can be refuted by finding any historical example of a
state (people with a formal government) organizing a great amount of
harm to a high proportion of the people in its vicinity without the
use of money.  (Wars, for example, depend on the use of money.
"Ethnic cleansing" requires great expenditure of money.  Selling food
with harmful ingredients (corn syrup, sugar, alcohol, nicotine,
caffeine, saturated fats) to millions of people requires spending lots
of money.  Massive fraud such as the housing bubble of recent memory
was motivated by money and carried out by the manipulation of money.
Even the Spanish Inquisition (unexpected as it was) required lots of
money expenditure to put it into effect.)

It would be helpful if you'd get to your point. What do you propose as a 
replacement for "physical object money"?

Your delivery is reminiscent of a scammy sales pitch, wherein you drag the 



audience through endless examples of supposed problems that a >dream 
"mystery product" will solve, and keep them guessing as to your actual product 
until a "big reveal" at the end wherein you position your >product as the dream 
come true.

Been there...done that...not helpful.

Saving the description of the solution to the end hurts rather than helps efforts 
to analyze whether or not the proposed solution actually solves >the stated 
problems.

That may not be your intention. I don't know in your case. I only know that 
where I have seen this technique used elsewhere it has most often >been 
used to evade rational criticism or make such criticism more difficult.

Just tell us what you are actually proposing and then offer your arguments for 
it.

I am not the subject of this post.

I didn't say you were.

What I said is, you seem to have a point - something you think is
better than our current conception of money - but you're deliberately
not stating what it is.

If that isn't true, you can easily correct me by simply stating that
you don't think you have a solution to these problems, and you're just
looking for ideas / help to create one.

My guess is you won't say that though. Because my guess is you *do*
think you have a solution to these problems.

As it says in the prefix " The feature / aspect of the money meme which explains 
/ accounts for these problems is that money is conceptualized as a physical 
object and treated as such."   I am showing how physical object money brings 
about problems.  Do you have anything to say about this part of the 
explanation?



If that is your intent, you are making a serious mistake in how you
are thinking about it.

Maybe someone else can put a recognized name to the particular fallacy
your approach to these problems exhibits. I've seen this kind of
mistake enough times before to recognize it, but don't have a specific
name for it so instead I'll describe it.

There are all kinds of prerequisites to evil. Things that, if they
weren't there, the specified evil couldn't happen. Money is quite
often one of them. So is, for example, language. A lot of what you say
about our conception of money could also be said about our language.

A prerequisite for evil is not the same as its cause and is not,
itself, evil. It is merely the environment in which evil can occur.

That you can cite many evil things which could not be done if money
was not conceived as a physical object, does not make such a
conception of money bad.

Quite a number of evil things could not be accomplished if our
language was incapable of communicating evil ideas. That doesn't mean
that having a language capable of communicating evil ideas is, itself,
evil or problematic.

By the way, do you find it easier to solve problems when you understand how 
they are caused?  If so that might explain my approach.

You have not described a cause of problems. You have described a prerequisite.

--Jason

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 9, 2013 at 8:28 AM

On Wednesday, May 08, 2013 10:53 PM Jason <auvenj@gmail.com> wrote:

On Wed, May 8, 2013 at 11:05 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Wednesday, May 08, 2013 1:51 PM Jason <auvenj@gmail.com> wrote:

On Wed, May 8, 2013 at 4:38 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:
Prefix
The feature / aspect of the money meme which explains / accounts for 
these problems is that money is conceptualized as a physical object and 
treated as such.  Whether the physical form money takes is a consumable 
commodity (like salt, blankets, iron rods, spear points, or pigs), specie 
(metal coins), currency (bills and coins), or bank accounts, the money is 
always dealt with as if it were a physical object.  All the problems associated 
with money can be traced to that fact.

End of Prefix

It would be helpful if you'd get to your point. What do you propose as a 
replacement for "physical object money"?

Your delivery is reminiscent of a scammy sales pitch, wherein you drag the 
audience through endless examples of supposed problems that a >dream 
"mystery product" will solve, and keep them guessing as to your actual 
product until a "big reveal" at the end wherein you position your >product as 
the dream come true.

Been there...done that...not helpful.

Saving the description of the solution to the end hurts rather than helps 



efforts to analyze whether or not the proposed solution actually solves >the 
stated problems.

That may not be your intention. I don't know in your case. I only know that 
where I have seen this technique used elsewhere it has most often >been 
used to evade rational criticism or make such criticism more difficult.

Just tell us what you are actually proposing and then offer your arguments for 
it.

I am not the subject of this post.

I didn't say you were.

Rather than talking about the ideas / issues I present your comment concerned 
"your delivery".

What I said is, you seem to have a point - something you think is better than our 
current conception of money - but you're deliberately not stating what it is.

Perhaps I have a reason(s) for presenting my ideas in this fashion.  Perhaps I am 
attempting to explain / present my ideas in this fashion to make them more easily 
understood.  But none of this is on the topic of this post.

If that isn't true, you can easily correct me by simply stating that you don't think 
you have a solution to these problems, and you're just looking for ideas / help to 
create one.

I do have such an idea.  But if you understand the nature of the problem perhaps 
you can come up with a better idea.

My guess is you won't say that though. Because my guess is you *do* think you 
have a solution to these problems.

But that's for future posts.  Or am I not allowed to present my ideas in the fashion 
which seems to me the means most easy to understand?

As it says in the prefix " The feature / aspect of the money meme which 
explains / accounts for these problems is that money is conceptualized as a 



physical object and treated as such."   I am showing how physical object 
money brings about problems.  Do you have anything to say about this part of 
the explanation?

If that is your intent, you are making a serious mistake in how you are thinking 
about it.

Maybe someone else can put a recognized name to the particular fallacy your 
approach to these problems exhibits. I've seen this kind of mistake enough 
times before to recognize it, but don't have a specific name for it so instead I'll 
describe it.

I think what you are referring to is that a necessary condition is not necessarily a 
sufficient condition to produce the effect to be explained.  In the case of the 
amorality of money as we know it, it is neither necessary nor sufficient.  Many 
amoral physical objects are employed to produce far more benefits than harm, for 
example.  The point of this particular post is that money can be used to do harm.

There are all kinds of prerequisites to evil. Things that, if they weren't there, the 
specified evil couldn't happen. Money is quite often one of them. So is, for 
example, language. A lot of what you say about our conception of money could 
also be said about our language.

In the case of the amorality of money that is quite true.

A prerequisite for evil is not the same as its cause and is not, itself, evil. It is 
merely the environment in which evil can occur.

Almost true.  I think you meant "one environment in which evil can occur" rather 
than "the only environment..."

That you can cite many evil things which could not be done if money was not 
conceived as a physical object, does not make such a conception of money 
bad.

The use of money for both good and evil merely makes it amoral, not bad.  Many 
good things are done with money as well.

Quite a number of evil things could not be accomplished if our language was 



incapable of communicating evil ideas. That doesn't mean that having a 
language capable of communicating evil ideas is, itself, evil or problematic.

It merely means that language is amoral.  It is neither good nor evil in and of 
itself.

By the way, do you find it easier to solve problems when you understand how 
they are caused?  If so that might explain my approach.

You have not described a cause of problems. You have described a 
prerequisite.

I have attempted in this post to show that money can be used to produce serious 
problems.  I have not maintained that money is required to produce those 
problems.

Please note that as the premise states, this series of posts, taken together, will 
provide an explanation for problems which would not exist or would be less 
harmful if the nature of our money were not that of physical objects.  You may find 
the explanation inadequate.  You may find a better explanation.  But this is only 
one part of the explanation, not the complete explanation.

Larry Mason

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Money as explanation part 3: the supply of money
Date: May 9, 2013 at 8:37 AM

Prefix (See "Money as explanation part 0" for comments on this prefix.)

In every nation at all periods of their histories we can easily find what one might 
call "dysfunctional" aspects of their economy and government.  Some of the most 
common are things like unemployment when much work needs to be done, waste 
of resources, war, poverty, and political oppression.  In economics we have the 
"tragedy of the commons," the business cycle (boom and bust), inflation / 
deflation, and suppression of any free markets.  These and a host of other 
problems which at best hinder and at worst bring about the total collapse and 
destruction of nations and societies, can all be attributed to and explained by a 
single root cause.

I suggest that the root cause of these problems is the nature of the meme called 
"money" as we know it.  It seems clear to me that the concept of money is a 
meme as defined by Richard Dawkins in "The Selfish Gene" or by David Deutsch 
in "The Beginning of Infinity."  Money as a medium of exchange, a standard unit 
of account, and a store of value is a concept which developed in many cultures 
and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity (like 
salt, blankets, iron rods, spear points, or pigs), specie (metal coins), currency 
(bills and coins), or bank accounts, the money is always dealt with as if it were a 
physical object.  All the problems associated with money can be traced to that 
fact.

End of Prefix

The supply of one physical object does not determine the supply of other physical 
objects.  We can have an increase or decrease in the number of cat's eye 
marbles with no corresponding increase or decrease in the supply of raisins, for 
example.  Therefore, the supply of a physical object money is likewise 
independent of the supply of goods and services for sale.  Even when the 
physical object money is in the form of gold coins, the supply of such coins varies 



independently of the supply of things for sale.  Inflation has been brought about 
by debasement of the currency, by counterfeiting, by the discovery of new 
sources of the metal (gold or silver, perhaps) of which the coins are made, by 
conquest, and by shortages (as in the price of food going up when famine 
strikes).  Even the flow of money from one nation to another has been known to 
cause inflation and deflation.  We can explain why both inflation and deflation are 
possible because of the physical object nature of the money in use.

Note, that if the form of money was one in which money came into existence 
when earned and ceased to exist when used to buy something, the prices need 
not change since the supply of that kind of money could be kept in balance with 
the supply of things available for sale.  In fact, the supply of things for sale could 
determine the supply of money.  It is only when the supply of money is 
independent of the supply of goods and services for sale that inflation or deflation 
is possible or needed.

This explanation can be refuted by finding any historical example of a state 
(people with a formal government) experiencing inflation or deflation when using 
a money which is neither a physical object nor represents a physical object.  
Since all forms of money to date have been physical object monies this refutation 
would appear to be impossible.  On the other hand, though there have been 
periods in the history of some states in which inflation or deflation was slow but 
none in which there was no inflation nor deflation.

-- 



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 9, 2013 at 2:47 PM

On Thu, May 9, 2013 at 5:28 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Wednesday, May 08, 2013 10:53 PM Jason <auvenj@gmail.com> wrote:

On Wed, May 8, 2013 at 11:05 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Wednesday, May 08, 2013 1:51 PM Jason <auvenj@gmail.com> wrote:

On Wed, May 8, 2013 at 4:38 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:
Prefix
The feature / aspect of the money meme which explains / accounts for 
these problems is that money is conceptualized as a physical object and 
treated as such.  Whether the physical form money takes is a consumable 
commodity (like salt, blankets, iron rods, spear points, or pigs), specie 
(metal coins), currency (bills and coins), or bank accounts, the money is 
always dealt with as if it were a physical object.  All the problems 
associated with money can be traced to that fact.

End of Prefix

It would be helpful if you'd get to your point. What do you propose as a 
replacement for "physical object money"?

Your delivery is reminiscent of a scammy sales pitch, wherein you drag the 
audience through endless examples of supposed problems that a >dream 
"mystery product" will solve, and keep them guessing as to your actual 
product until a "big reveal" at the end wherein you position your >product as 
the dream come true.

Been there...done that...not helpful.

Saving the description of the solution to the end hurts rather than helps 



efforts to analyze whether or not the proposed solution actually solves >the 
stated problems.

That may not be your intention. I don't know in your case. I only know that 
where I have seen this technique used elsewhere it has most often >been 
used to evade rational criticism or make such criticism more difficult.

Just tell us what you are actually proposing and then offer your arguments 
for it.

I am not the subject of this post.

I didn't say you were.

Rather than talking about the ideas / issues I present your comment concerned 
"your delivery".

What I said is, you seem to have a point - something you think is better than 
our current conception of money - but you're deliberately not stating what it is.

Perhaps I have a reason(s) for presenting my ideas in this fashion.  Perhaps I 
am attempting to explain / present my ideas in this fashion to make them more 
easily understood.  But none of this is on the topic of this post.

If that isn't true, you can easily correct me by simply stating that you don't think 
you have a solution to these problems, and you're just looking for ideas / help 
to create one.

I do have such an idea.  But if you understand the nature of the problem 
perhaps you can come up with a better idea.

My guess is you won't say that though. Because my guess is you *do* think 
you have a solution to these problems.

But that's for future posts.

Why? Why not tell us your idea up front? Why not say something like,
"let's presume for sake of argument that the physical conception of



money enables many problems to occur...here's what I propose to
replace a physical conception of money and why it's better..."?

 Or am I not allowed to present my ideas in the fashion which seems to me the 
means most easy to understand?

I never said you're not "allowed" to present in this way. I don't
control what's allowed on this list, nor do I seek to.

I said that your approach strikes me as ineffective at promoting
rational criticism. It sounds like a set-up for a scam pitch. It sets
off my internet bullshit alarm. If it isn't bullshit, I suggest you
get to the point. You are free to ignore that suggestion; people
around here are smart enough to draw their own conclusions as will I.

As it says in the prefix " The feature / aspect of the money meme which 
explains / accounts for these problems is that money is conceptualized as a 
physical object and treated as such."   I am showing how physical object 
money brings about problems.  Do you have anything to say about this part 
of the explanation?

If that is your intent, you are making a serious mistake in how you are thinking 
about it.

Maybe someone else can put a recognized name to the particular fallacy your 
approach to these problems exhibits. I've seen this kind of mistake enough 
times before to recognize it, but don't have a specific name for it so instead I'll 
describe it.

I think what you are referring to is that a necessary condition is not necessarily a 
sufficient condition to produce the effect to be explained.  In the case of the 
amorality of money as we know it, it is neither necessary nor sufficient.  Many 
amoral physical objects are employed to produce far more benefits than harm, 
for example.  The point of this particular post is that money can be used to do 
harm.

There are all kinds of prerequisites to evil. Things that, if they weren't there, the 
specified evil couldn't happen. Money is quite often one of them. So is, for 
example, language. A lot of what you say about our conception of money could 



also be said about our language.

In the case of the amorality of money that is quite true.

A prerequisite for evil is not the same as its cause and is not, itself, evil. It is 
merely the environment in which evil can occur.

Almost true.  I think you meant "one environment in which evil can occur" rather 
than "the only environment..."

That you can cite many evil things which could not be done if money was not 
conceived as a physical object, does not make such a conception of money 
bad.

The use of money for both good and evil merely makes it amoral, not bad.  
Many good things are done with money as well.

Quite a number of evil things could not be accomplished if our language was 
incapable of communicating evil ideas. That doesn't mean that having a 
language capable of communicating evil ideas is, itself, evil or problematic.

It merely means that language is amoral.  It is neither good nor evil in and of 
itself.

By the way, do you find it easier to solve problems when you understand how 
they are caused?  If so that might explain my approach.

You have not described a cause of problems. You have described a 
prerequisite.

I have attempted in this post to show that money can be used to produce 
serious problems.  I have not maintained that money is required to produce 
those problems.

Please note that as the premise states, this series of posts, taken together, will 
provide an explanation for problems which would not exist or would be less 
harmful if the nature of our money were not that of physical objects.  You may 
find the explanation inadequate.  You may find a better explanation.  But this is 



only one part of the explanation, not the complete explanation.

You're contrasting current reality with some vague and inarticulated
world in which money is not conceived as a physical object. That's not
a good explanation.

Explanations should be useful. They must solve some problem. What is
the problem that you think the explanation you have presented solves?
If the answer is none, then you should have presented more.

Explanations should be hard to vary. Much of what you say about money
as a prerequisite for evil could be said about, for example, language.
Just by changing the words around a little. It's easy to vary.

For example, you say:
"A kind of money which could be used only for moral purposes, which
motivated only actions whose consequences were beneficial to others,
that money would be a moral money."

I could just as well say:
"A kind of language which could be used only for moral purposes, which
motivated only actions whose consequences were beneficial to others,
that language would be a moral language."

Language is not a physical object, and lots of language does not
represent physical objects. Yet your explanation is easily varied to
include it.

Furthermore, because you have not offered any alternative to physical
object money, there is no capability to judge whether the problems
which would not exist or would be less harmful are more or less than
the problems that would be created by changing the nature of money.

--Jason

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 9, 2013 at 3:59 PM

On Thursday, May 09, 2013 2:47 PM Jason <auvenj@gmail.com> wrote:

On Thu, May 9, 2013 at 5:28 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Wednesday, May 08, 2013 10:53 PM Jason <auvenj@gmail.com> wrote:

On Wed, May 8, 2013 at 11:05 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Wednesday, May 08, 2013 1:51 PM Jason <auvenj@gmail.com> 
wrote:

On Wed, May 8, 2013 at 4:38 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:
Prefix
The feature / aspect of the money meme which explains / accounts for 
these problems is that money is conceptualized as a physical object and 
treated as such.  Whether the physical form money takes is a 
consumable commodity (like salt, blankets, iron rods, spear points, or 
pigs), specie (metal coins), currency (bills and coins), or bank accounts, 
the money is always dealt with as if it were a physical object.  All the 
problems associated with money can be traced to that fact.

End of Prefix

What I said is, you seem to have a point - something you think is better than 
our current conception of money - but you're deliberately not stating what it is.

Perhaps I have a reason(s) for presenting my ideas in this fashion.  Perhaps I 
am attempting to explain / present my ideas in this fashion to make them more 
easily understood.  But none of this is on the topic of this post.

If that isn't true, you can easily correct me by simply stating that you don't 



think you have a solution to these problems, and you're just looking for ideas 
/ help to create one.

I do have such an idea.  But if you understand the nature of the problem 
perhaps you can come up with a better idea.

My guess is you won't say that though. Because my guess is you *do* think 
you have a solution to these problems.

But that's for future posts.

Why? Why not tell us your idea up front? Why not say something like, "let's 
presume for sake of argument that the physical conception of money enables 
many problems to occur...here's what I propose to replace a physical conception 
of money and why it's better..."?

Because you need to understand how and why physical object money brings 
about or encourages these problems.  Otherwise you will not easily understand 
why each part of the solution is necessary and sufficient to correct the problem.

 Or am I not allowed to present my ideas in the fashion which seems to me the 
means most easy to understand?

I said that your approach strikes me as ineffective at promoting rational criticism. 
It sounds like a set-up for a scam pitch. It sets off my internet bullshit alarm. If it 
isn't bullshit, I suggest you get to the point. You are free to ignore that 
suggestion; people around here are smart enough to draw their own 
conclusions as will I.

I suggest your emotional response is premature.  Please be patient with me.   (I 
hope the people around here are very smart indeed.  That was one of the factors 
that made me want to join the group.)

As it says in the prefix " The feature / aspect of the money meme which 
explains / accounts for these problems is that money is conceptualized as a 
physical object and treated as such."   I am showing how physical object 
money brings about problems.  Do you have anything to say about this part 
of the explanation?



If that is your intent, you are making a serious mistake in how you are 
thinking about it.

Maybe someone else can put a recognized name to the particular fallacy 
your approach to these problems exhibits. I've seen this kind of mistake 
enough times before to recognize it, but don't have a specific name for it so 
instead I'll describe it.

I think what you are referring to is that a necessary condition is not necessarily 
a sufficient condition to produce the effect to be explained.  In the case of the 
amorality of money as we know it, it is neither necessary nor sufficient.  Many 
amoral physical objects are employed to produce far more benefits than harm, 
for example.  The point of this particular post is that money can be used to do 
harm.

I have attempted in this post to show that money can be used to produce 
serious problems.  I have not maintained that money is required to produce 
those problems.

Please note that as the premise states, this series of posts, taken together, will 
provide an explanation for problems which would not exist or would be less 
harmful if the nature of our money were not that of physical objects.  You may 
find the explanation inadequate.  You may find a better explanation.  But this is 
only one part of the explanation, not the complete explanation.

You're contrasting current reality with some vague and inarticulated world in 
which money is not conceived as a physical object. That's not a good 
explanation.

Explanations should be useful. They must solve some problem. What is the 
problem that you think the explanation you have presented solves?

If the answer is none, then you should have presented more.

Explanations do not solve problems.  But explanations provide the information 
needed to solve problems.

Explanations should be hard to vary. Much of what you say about money as a 



prerequisite for evil could be said about, for example, language.
Just by changing the words around a little. It's easy to vary.

With respect to the amorality aspect, you are quite correct.  But that is only a part 
of the explanation.  You will note that you could not make the same substitution in 
the part 1 (can be taken from you against your will) aspect of the explanation.  
Language is something one can lose due to brain damage but no other person 
can take possession of your language away from you and use it for themselves.

For example, you say:
"A kind of money which could be used only for moral purposes, which motivated 
only actions whose consequences were beneficial to others, that money would 
be a moral money."

I could just as well say:
"A kind of language which could be used only for moral purposes, which 
motivated only actions whose consequences were beneficial to others, that 
language would be a moral language."

And you would be correct.  That's a true statement it seems to me.

Language is not a physical object, and lots of language does not represent 
physical objects. Yet your explanation is easily varied to include it.

Please do not confuse the part with the whole.

Furthermore, because you have not offered any alternative to physical object 
money, there is no capability to judge whether the problems which would not 
exist or would be less harmful are more or less than the problems that would be 
created by changing the nature of money.

This statement is true, also.  I ask you to wait and allow me to present the matter 
in the way which seems to me to provide the best chance of your complete 
understanding.  I suggest that a person who understands an idea is better 
prepared to know how it may be most effectively presented than does a person 
who has lacks knowledge of that idea.

Larry Mason



-- 



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 9, 2013 at 6:01 PM

On 5/9/2013 8:59 PM, Mason, Larry K wrote:
Because you need to understand how and why physical object money brings 
about or encourages these problems.  Otherwise you will not easily understand 
why each part of the solution is necessary and sufficient to correct the problem.

I don't think this is consistent with:

  (I hope the people around here are very smart indeed. That was one of the 
factors that made me want to join the group.)

If you think/hope the people around here are very smart indeed, then why are you 
so convinced that they won't understand why your solution is necessary unless 
you explain a load of stuff first?

Your initial post contains a bad mistake:

When we ask why so many evil actions are carried out using money, why so 
many people harm others in order to gain money, why evil in human affairs on a 
huge scale is so often involves money, the most obvious and direct explanation 
is the physical object nature of our money is amoral.

That's false. The most obvious and direct explanation is that money is a very 
useful tool when trying to bring about a bunch of evil actions. (Just like language).

It's possible that this mistake doesn't actually affect the idea you're trying to build 
up to here, but because I don't know what that idea is, I have no way to tell.

I suggest that a person who understands an idea is better prepared to know 
how it may be most effectively presented than does a person who has lacks 
knowledge of that idea. 

A man might have a deep understanding of the mysterious of the universe, but 
another can still point out when he needs to stand closer to the microphone.

- Richard



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 9, 2013 at 8:07 PM

On Thursday, May 09, 2013 6:02 PM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/9/2013 8:59 PM, Mason, Larry K wrote:
Because you need to understand how and why physical object money brings 
about or encourages these problems.  Otherwise you will not easily 
understand why each part of the solution is necessary and sufficient to correct 
the problem.

I don't think this is consistent with:

  (I hope the people around here are very smart indeed. That was one
of the factors that made me want to join the group.)

If you think/hope the people around here are very smart indeed, then why are 
you so convinced that they won't understand why your solution >is necessary 
unless you explain a load of stuff first?

Because I have attempted to take short cuts in explaining these ideas before 
thinking that my audience was very intelligent and the short cuts never work.  
When explaining something to a person who has never heard of anything like the 
concepts you are presenting it takes some background and preparation.  
Remember in "The Beginning of Infinity" when David talked about the Star Trek 
parallel universes as an introduction to the quantum physics sections?

Your initial post contains a bad mistake:

When we ask why so many evil actions are carried out using money, why so 
many people harm others in order to gain money, why evil in human affairs on 
a huge scale is so often involves money, the most obvious and direct 
explanation is the physical object nature of our money is amoral.

That's false. The most obvious and direct explanation is that money is a very 



useful tool when trying to bring about a bunch of evil actions.
(Just like language).

You are correct.  That was an error on my part.  It should have been something 
along the lines of "why is it possible for money to be used for such evil 
purposes?"

It's possible that this mistake doesn't actually affect the idea you're trying to 
build up to here, but because I don't know what that idea is, I have no way to 
tell.

I suggest that a person who understands an idea is better prepared to
know how it may be most effectively presented than does a person who
has lacks knowledge of that idea.

A man might have a deep understanding of the mysterious of the universe, but 
another can still point out when he needs to stand closer to the microphone.

True.  But I don't think volume is the problem here.  :-)

Larry Mason



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 10, 2013 at 12:11 AM

On Thu, May 9, 2013 at 5:07 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Thursday, May 09, 2013 6:02 PM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/9/2013 8:59 PM, Mason, Larry K wrote:
Because you need to understand how and why physical object money brings 
about or encourages these problems.  Otherwise you will not easily 
understand why each part of the solution is necessary and sufficient to 
correct the problem.

I don't think this is consistent with:

  (I hope the people around here are very smart indeed. That was one
of the factors that made me want to join the group.)

If you think/hope the people around here are very smart indeed, then why are 
you so convinced that they won't understand why your solution >is necessary 
unless you explain a load of stuff first?

Because I have attempted to take short cuts in explaining these ideas before 
thinking that my audience was very intelligent and the short cuts never work.  
When explaining something to a person who has never heard of anything like 
the concepts you are presenting it takes some background and preparation.  
Remember in "The Beginning of Infinity" when David talked about the Star Trek 
parallel universes as an introduction to the quantum physics sections?

David provides the reader with the whole book at one time. You can
flip to the end chapter summary of any chapter if you're wondering,
"What's his point here?" then go back and read the chapter if you
decide it's worthy. If you only read the summary and don't understand
and ask David a question, he'd be quite right to ignore you or tell
you to read the whole thing then come back if you still have a
question.



I'd have had no objection to your delivery if you posted 20 messages
on the same day, and refused to take questions from anyone who hadn't
read all 20 messages. That's fine - not every argument can be summed
up in a paragraph.

What sucks is posting stuff that doesn't stand on its own, dribbling
it out a little at a time with an approach that amounts to
"Patience...all shall be revealed in due time, child." That approach
is characteristic of scammy sales pitches and religious cults, not
productive critical discussion.

Nevermind...your unique terminology and web site solves this problem.
Googling parts of your posts easily lands here:
http://nopom.info/index.html

You could have saved us all the trouble by simply posting that link
yourself in the prefix to each message. Carry on...

--Jason

http://nopom.info/index.html


From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 10, 2013 at 8:27 AM

I have read the link below, about this alternate form of money of Larry K.
Mason. Since this is, at present at least, my specialization, I decided to
comment on it.

What I understand of the explanation of this new form of money, is that it
is rooted in altruism. It goes right against one statement of Adam Smith,
who said something like: 'it is not the altruism of the baker I am counting
on to get my bread from him, but the far more secure circumstance that he
bakes bread for others, because he wants to benefit himself. In other words,
I count on his selfishness.' The explanation is rooted in 'payers', who have
a pivotal role, and who must be altruists in the extreme.

Moreover, the whole explanation reminds me of a joke I once heard of Monty
Python. They showed in a sketch somebody who had found a cure against all
diseases. It ran somewhat like the following:

"The solution to all diseases is simple. First you set up an institute that
investigates all diseases. You put the most talented people in that
institute, and let them work the problem out. And when they have found a
solution that helps to eliminate all diseases, you set up factories etc. You
do that everywhere. These factories sell the cure for all diseases. They pay
for these factories from the profit of selling the cure. And, because it is
such a good cure, you can sell it for any price, so that you can always find
enough people prepared to produce it, so that supply is always greater than
demand.

To show that this story is realistic can be done by looking at the details,
and showing that each step is realistic. So you show that many great
inventions have been made by many smart people, and that think tanks solve
all kinds of problems.Then you show that factories can produce all kinds of
goods. The sales of something that is in high demand can be done for any
price etc etc. So each step can be made realistic, by showing many examples.
Nevertheless, the whole explanation is one huge joke.

The problem of this money solution, as well as its introduction, the
explanation of why a market when it introduces money is no longer free, is
that it is completely ad hominem. The part that describes the problem just



appears to be a logical explanation because it substitutes people with
certain behaviors for real underlying concepts. It replaces pictures of that
what might be as if it is already done, or at least possible. As such it
'slurs over huge difficulties', indeed, shows not even an awareness of them.

Other mistakes it contains are, for example, speaking about 'the public'.
There is no such thing as 'the public' other than the individuals it
consists of. There can be no such thing as: 'benefits  derived by the
public', because this very term implies AN INDIVIDUAL who makes the judgment
that something indeed IS benficial to 'the public'. And such an individual,
in practice, if his decision has any meaning at all, must have COERCIVE
MEANS to impose his judgment to others. In other words, the term 'the
public' implies government, with all of the force or threat to force behind
it. In fact, what the writer of this peace calls 'the payers', are exactly
nothing else than an alternative of government officials. (I want to remind,
that in a democracy the members of the government are indeed judged on the
basis of how altruistic they are, or at least pretend to be.)

So it is one huge hoax, and pseudo-explanation. Or, to be more precise, this
description of the 'really free market' is one that is based on altruism of
payers. That is, of government officials that determine who is the most
ethical, that is, the most altruistic. It is a form of socialism that has
taken over the language of capitalism and the free market, leading to a
practical situation that is the exact reverse of that what it pretends to
be.

I think  that the writer of this piece will disagree with me, and dismiss my
statement as one of somebody 'who is not smart', or 'who is not smart enough
to see the revolutionary nature of this particular solution'. To this I
respond, that I have a (maybe small) reputation of somebody, who is able to
put things on his head, and still to make sense. To give just a simple
example, consider ordinary money. Both Adam Smith and Ayn Rand asserted 
that
capitalism is connected to selfishness. Both Adam Smith and Ayn Rand were
unable to see how revolutionary money itself is. Money FUSES selfishness
with altruism in the following manner: 'if you work for money, then all of
the time you need, and all of the effort you put in the production of some
good and/or the creation of some service is FOR THE BENEFIT OF SOMEBODY
ELSE. So EVERYBODY who works for money, works to help in the fulfillment of



a need and/or the satisfaction of a desire of somebody else. EVERY MINUTE,
EVERY SECOND spent in the earning of money goes to benefiting somebody 
else.
It is MOTIVATED BY selfishness, but the ACTIONS are fully for the benefit
for others. Therefore money represents a 100% synthesis of selfishness and
altruism.

Indeed, if all people work for money, and see this as the only ethical way
to take care of themselves, we all take care of each other THROUGH taking
care of ourselves BY WAY OF causing money to have buying power FOR ALL 
OF
US. So all who work for money contribute to money having buying power. And
that is exactly how not only 'society' benefits, but how society even
emerges AS a term designating the totality of all individuals, each taking
individual decisions. So using 'the public' in this sense does not contain
the contradiction of this 'solution'.

With money,  the amazing thing is, that no one has to think for somebody
else, or judge the productivity of somebody else, or has to make decisions
of the contribution of somebody else. Each one of us just concentrates on
how HE as AN INDIVIDUAL can benefit others. And the way each one of us 
makes
such decisions is simply by looking where he (I) can make the largest amount
of money from our own capacity to produce. The Ricardian principle of
Comparative Cost then will make certain that EVERYBODY is able to find SOME
niche wherein he can earn enough money to take care of himself.

(By the way, this Larry K. Mason also thinks that it is possible to have a
society wherein nobody has to work for daily sustenance, because he writes:
"Since no one has to work to live (remember one does not have to pay for
necessities), no one would have to do any work unless they were willing."
This is naïve to the extreme.

Just for the record, I have just completed a book about economic value,
money, and the connection between the two. My whole explanation is rooted in
a reformulation of Ricardo's principle of comparative cost. I have succeeded
in solving what I think is the greatest problem of economics: what, exactly,
do we mean by the term: 'economic value', and how, exactly, is it connected
to money? And with this solution I have succeeded in solving the second
greatest problem; the problem of interest. I have written three books about



value and money, the first of which I am about to publish.  It has the
title: 'The Cost and Value of Money'.

Therefore money is truly revolutionary, because it causes people to do
things for others BECAUSE they want to benefit themselves. THIS is the
'invisible hand' made visible. Adam Smith came very close to this
understanding, but did not quite reach it.

I also have an alternative to money, which, by the way, is totally virtual.
But, contrary to my form of money, it is based on a solid foundation. One
that clarifies why gold and silver have functioned so well as money. So it
is not in contradiction with the idea of commodity money, but is even an
extension of it, a next step.

I hope to make my book on money and value available soon. It will be made
available as a (free) downloadable pdf file. In that book a far more
thorough explanation of the issues I have raised here can be found.

Greetings,

Konrad.

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Jason
Sent: Friday, May 10, 2013 6:12 AM
Subject: Re: [BoI] Money as explanation part 2: it's amoral

On Thu, May 9, 2013 at 5:07 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Thursday, May 09, 2013 6:02 PM Richard Fine <richard.fine@gmail.com>
wrote:

On 5/9/2013 8:59 PM, Mason, Larry K wrote:
Because you need to understand how and why physical object money brings

about or encourages these problems.  Otherwise you will not easily

mailto:beginning-of-infinity@googlegroups.com


understand why each part of the solution is necessary and sufficient to
correct the problem.

I don't think this is consistent with:

  (I hope the people around here are very smart indeed. That was one
of the factors that made me want to join the group.)

If you think/hope the people around here are very smart indeed, then why
are you so convinced that they won't understand why your solution >is
necessary unless you explain a load of stuff first?

Because I have attempted to take short cuts in explaining these ideas
before thinking that my audience was very intelligent and the short cuts
never work.  When explaining something to a person who has never heard of
anything like the concepts you are presenting it takes some background and
preparation.  Remember in "The Beginning of Infinity" when David talked
about the Star Trek parallel universes as an introduction to the quantum
physics sections?

David provides the reader with the whole book at one time. You can flip to
the end chapter summary of any chapter if you're wondering, "What's his
point here?" then go back and read the chapter if you decide it's worthy. If
you only read the summary and don't understand and ask David a question,
he'd be quite right to ignore you or tell you to read the whole thing then
come back if you still have a question.

I'd have had no objection to your delivery if you posted 20 messages on the
same day, and refused to take questions from anyone who hadn't read all 20
messages. That's fine - not every argument can be summed up in a paragraph.

What sucks is posting stuff that doesn't stand on its own, dribbling it out
a little at a time with an approach that amounts to "Patience...all shall be
revealed in due time, child." That approach is characteristic of scammy
sales pitches and religious cults, not productive critical discussion.

Nevermind...your unique terminology and web site solves this problem.
Googling parts of your posts easily lands here:
http://nopom.info/index.html

http://nopom.info/index.html


You could have saved us all the trouble by simply posting that link yourself
in the prefix to each message. Carry on...

--Jason

--



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 10, 2013 at 9:37 AM

On Friday, May 10, 2013 8:27 AM Konrad Swart <dimens5@xs4all.nl> wrote:

I have read the link below, about this alternate form of money of Larry K.

The link below is http://www.nopom.info/ an ad free site.

Mason. Since this is, at present at least, my specialization, I decided to 
comment on it.

What I understand of the explanation of this new form of money, is that it is 
rooted in altruism. It goes right against one statement of Adam >Smith, who said 
something like: 'it is not the altruism of the baker I am counting on to get my 
bread from him, but the far more secure >circumstance that he bakes bread for 
others, because he wants to benefit himself. In other words, I count on his 
selfishness.' The explanation >is rooted in 'payers', who have a pivotal role, and 
who must be altruists in the extreme.

Moreover, the whole explanation reminds me of a joke I once heard of Monty 
Python. They showed in a sketch somebody who had found a >cure against all 
diseases. It ran somewhat like the following:

"The solution to all diseases is simple. First you set up an institute that 
investigates all diseases. You put the most talented people in that >institute, and 
let them work the problem out. And when they have found a solution that helps 
to eliminate all diseases, you set up factories >etc. You do that everywhere. 
These factories sell the cure for all diseases. They pay for these factories from 
the profit of selling the cure. And, >because it is such a good cure, you can sell 
it for any price, so that you can always find enough people prepared to produce 
it, so that supply is >always greater than demand.

To show that this story is realistic can be done by looking at the details, and 
showing that each step is realistic. So you show that many great >inventions 
have been made by many smart people, and that think tanks solve all kinds of 
problems.Then you show that factories can produce >all kinds of goods. The 

http://www.nopom.info/


sales of something that is in high demand can be done for any price etc etc. So 
each step can be made realistic, by >showing many examples.
Nevertheless, the whole explanation is one huge joke.

The problem of this money solution, as well as its introduction, the explanation 
of why a market when it introduces money is no longer free, is >that it is 
completely ad hominem. The part that describes the problem just appears to be 
a logical explanation because it substitutes people >with certain behaviors for 
real underlying concepts. It replaces pictures of that what might be as if it is 
already done, or at least possible. As >such it 'slurs over huge difficulties', 
indeed, shows not even an awareness of them.

Other mistakes it contains are, for example, speaking about 'the public'.
There is no such thing as 'the public' other than the individuals it consists of. 
There can be no such thing as: 'benefits  derived by the public', >because this 
very term implies AN INDIVIDUAL who makes the judgment that something 
indeed IS benficial to 'the public'. And such an >individual, in practice, if his 
decision has any meaning at all, must have COERCIVE MEANS to impose his 
judgment to others. In other words, >the term 'the public' implies government, 
with all of the force or threat to force behind it. In fact, what the writer of this 
peace calls 'the >payers', are exactly nothing else than an alternative of 
government officials. (I want to remind, that in a democracy the members of the 
>government are indeed judged on the basis of how altruistic they are, or at 
least pretend to be.)

So it is one huge hoax, and pseudo-explanation. Or, to be more precise, this 
description of the 'really free market' is one that is based on >altruism of payers. 
That is, of government officials that determine who is the most ethical, that is, 
the most altruistic. It is a form of socialism >that has taken over the language of 
capitalism and the free market, leading to a practical situation that is the exact 
reverse of that what it >pretends to be.

I think  that the writer of this piece will disagree with me, and dismiss my 
statement as one of somebody 'who is not smart', or 'who is not >smart enough 
to see the revolutionary nature of this particular solution'. To this I respond, that I 
have a (maybe small) reputation of >somebody, who is able to put things on his 
head, and still to make sense. To give just a simple example, consider ordinary 
money. Both Adam >Smith and Ayn Rand asserted that capitalism is connected 
to selfishness. Both Adam Smith and Ayn Rand were unable to see how 



revolutionary >money itself is. Money FUSES selfishness with altruism in the 
following manner: 'if you work for money, then all of the time you need, and all 
>of the effort you put in the production of some good and/or the creation of 
some service is FOR THE BENEFIT OF SOMEBODY ELSE. So >EVERYBODY 
who works for money, works to help in the fulfillment of a need and/or the 
satisfaction of a desire of somebody else. EVERY >MINUTE, EVERY SECOND 
spent in the earning of money goes to benefiting somebody else.
It is MOTIVATED BY selfishness, but the ACTIONS are fully for the benefit for 
others. Therefore money represents a 100% synthesis of >selfishness and 
altruism.

Indeed, if all people work for money, and see this as the only ethical way to take 
care of themselves, we all take care of each other THROUGH >taking care of 
ourselves BY WAY OF causing money to have buying power FOR ALL OF US. 
So all who work for money contribute to money ?>having buying power. And 
that is exactly how not only 'society' benefits, but how society even emerges AS 
a term designating the totality of all >individuals, each taking individual 
decisions. So using 'the public' in this sense does not contain the contradiction 
of this 'solution'.

With money,  the amazing thing is, that no one has to think for somebody else, 
or judge the productivity of somebody else, or has to make >decisions of the 
contribution of somebody else. Each one of us just concentrates on how HE as 
AN INDIVIDUAL can benefit others. And the >way each one of us makes such 
decisions is simply by looking where he (I) can make the largest amount of 
money from our own capacity to >produce. The Ricardian principle of 
Comparative Cost then will make certain that EVERYBODY is able to find 
SOME niche wherein he can earn >enough money to take care of himself.

(By the way, this Larry K. Mason also thinks that it is possible to have a society 
wherein nobody has to work for daily sustenance, because he >writes:
"Since no one has to work to live (remember one does not have to pay for 
necessities), no one would have to do any work unless they were >willing."
This is naïve to the extreme.

Just for the record, I have just completed a book about economic value, money, 
and the connection between the two. My whole explanation >is rooted in a 
reformulation of Ricardo's principle of comparative cost. I have succeeded in 
solving what I think is the greatest problem of >economics: what, exactly, do we 
mean by the term: 'economic value', and how, exactly, is it connected to money? 



And with this solution I >have succeeded in solving the second greatest 
problem; the problem of interest. I have written three books about value and 
money, the first >of which I am about to publish.  It has the
title: 'The Cost and Value of Money'.

Therefore money is truly revolutionary, because it causes people to do things for 
others BECAUSE they want to benefit themselves. THIS is the >'invisible hand' 
made visible. Adam Smith came very close to this understanding, but did not 
quite reach it.

I also have an alternative to money, which, by the way, is totally virtual.
But, contrary to my form of money, it is based on a solid foundation. One that 
clarifies why gold and silver have functioned so well as money. >So it is not in 
contradiction with the idea of commodity money, but is even an extension of it, a 
next step.

I hope to make my book on money and value available soon. It will be made 
available as a (free) downloadable pdf file. In that book a far more >thorough 
explanation of the issues I have raised here can be found.

Greetings,

Konrad.

I am the Larry K. Mason to whom you refer.

I regret to say that you understand almost nothing at all about the system I 
propose.  You read the single link about "Free Market Money" without reading (or 
listening to) the novel "Invisible Hand."  You believe you understand I am sure.  
You are clearly well read in economics and quite literate.  You have every valid 
reason for believing that your conclusions expressed above are quite reasonable.

I would be happy to read your book especially if you plan a kindle copy because 
that would be very convenient.

To address a couple of your points from your comments above.

1) My new form of money is not based on or rooted in altruism.  In fact it provides 
a selfish motive for people to do good things for each other.



2) When I use the word "public" I am referring to the individuals of which "the 
public" is composed.  Nothing more and nothing less.  I am not implying 
(regardless of what you may infer) an individual who makes judgments.

3) The payers have no ability to coerce, only the ability to reward.  You don't 
seem to have understood that at all.  You cannot believe it to be true.  So I ask 
you, given that you have become a payer and can, as an individual, pay up to 
$50 (in today's prices) to other individuals of your choice, how would you coerce 
anyone else?   (If you really understand my system you should be able to give a 
rational answer to that question.)

4)  If it costs you nothing at all to give someone else something, something which 
doesn't belong to you or to anyone else, is such giving "altruistic"?  "A regard for 
or a devotion to the interests of others" is how my dictionary defines "altruism."  
So it seems to me that most successful small businesses would have to use 
altruism to succeed.  If the business does not pay attention to and seek to 
promote THE BENEFIT OF SOMEONE ELSE it probably will not be in business 
for long.  So isn't capitalism and the free market based on altruism?  But perhaps 
you have some other definition of "altruism" in which the persons who show it are 
sacrificing themselves for others.  Well, the payers are not sacrificing when they 
pay since it isn't their money.  The payers give up luxuries to be payers but that is 
a free choice in which they exchange those luxuries for other rewards, so that, 
too, is a selfish action as in barter.

5) You use the quote "'if you work for money, then all of the time you need, and all 
of the effort you put in the production of some good and/or the creation of some 
service is FOR THE BENEFIT OF SOMEBODY ELSE.'"   Does this include 
pimps, loan sharks, fraud, armed robbery, and taxes?  Somehow I don't see 
those activities, which are cases of people "working for money," as being FOR 
THE BENEFIT OF SOMEONE ELSE.  Perhaps you have a different point of view.  
Money can be acquired in all sorts of ways that are NOT for the benefit of anyone 
else.  Or are you restricting the use of the word "work" to only those actions which 
actually do benefit others?

 6) You write: " With money,  the amazing thing is, that no one has to think for 
somebody else, or judge the productivity of somebody else, or has to make 
decisions of the contribution of somebody else."  Have you never been 
employed?  If you were didn't your boss tell you what to do and probably how to 
do it?  That's thinking for you as I see it.  Didn't your boss judge your productivity?  
Didn't your boss make decisions of the contribution of somebody else?   Now in 



my system that statement is true but it is definitely NOT true of any physical 
object money system.

7) You give the impression that people will only work if they are coerced to work.  
I find that naïve in the extreme.  Despite the fact that people almost have to have 
money to survive in today's world, most people would rather do work of some sort 
than to sit idle day after day.  Most people do want the rewards that can be 
gained by working.  Also, psychologists have found that rewards are a stronger 
motivation than punishments.  You may have noticed that slaves don't work as 
hard as small business owners.

Larry K. Mason



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Money as explanation part 4: two party interaction
Date: May 10, 2013 at 9:44 AM

Prefix (See "Money as explanation part 0" for comments on this prefix.)

In every nation at all periods of their histories we can easily find what one might 
call "dysfunctional" aspects of their economy and government.  Some of the most 
common are things like unemployment when much work needs to be done, waste 
of resources, war, poverty, and political oppression.  In economics we have the 
"tragedy of the commons," the business cycle (boom and bust), inflation / 
deflation, and suppression of any free markets.  These and a host of other 
problems which at best hinder and at worst bring about the total collapse and 
destruction of nations and societies, can all be attributed to and explained by a 
single root cause.

I suggest that the root cause of these problems is the nature of the meme called 
"money" as we know it.  It seems clear to me that the concept of money is a 
meme as defined by Richard Dawkins in "The Selfish Gene" or by David Deutsch 
in "The Beginning of Infinity."  Money as a medium of exchange, a standard unit 
of account, and a store of value is a concept which developed in many cultures 
and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity (like 
salt, blankets, iron rods, spear points, or pigs), specie (metal coins), currency 
(bills and coins), or bank accounts, the money is always dealt with as if it were a 
physical object.  All the problems associated with money can be traced to that 
fact.

End of Prefix

Possession of a physical object passes from one party to another party.  Each 
party in question may be an individual, a group, an association, a corporation, a 
government, a club, or a host of other combinations of human beings and 
organizations.  In each case the transaction will be a two party transaction, a two 
party interaction.  Two party interactions are unstable.  It seems that in every 
interaction the various parties to that interaction have power to one degree or 



another.  When only two parties are involved, if one party has greater power that 
power can be used to gain still more power relative to the other party.  The 
exploitation of that power advantage can make the interaction quite unrewarding 
to the weaker power.  Under those conditions, the weaker party may attempt to 
end the interaction.  Thus we find that two party interaction is inherently unstable.  
Even marriages which would appear to have everything in their favor as stable 
interaction have a high divorce rate.  This is contrasted with the low divorce rate 
observed when extended families were the rule and in which the interaction of 
adults involved far more parties.

If money transactions were inherently three party interaction in which each party 
had power over one of the other two parties but was dominated by the other party 
as in the game of rock, paper, and scissors, then the interaction could be stable.  
If any party exploited the party over which it had power the party which had power 
over it would be able to require that the harmful actions cease.  Note that this 
stability is dynamic.  That is, the stability is maintained by adjustments and 
adaptations to changes in order to maintain the balance of power.  (See, 
legislative, executive, and judicial balance of powers in government.)

This explanation can be refuted by finding any historical example of a state 
(people with a formal government) in which there is no business cycle, no 
economic instability, no exploitation of the weaker by the stronger, no use of force 
to prevent the weaker from gaining power.



From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 10, 2013 at 8:35 PM

Dear Larry.

I must admit, that I have read your article only superficially. There a lot
of people who assert all kinds of things about money. One I have had a
conversation with was Paul Grignon. He had developed an alternative money
system, which was based on the belief that money is debt. And, instead of
remedying this, he proposed a system whereby the only kind of money that
could exist was one wherein we all would be personally in debt with
everybody else.

Maybe I responded too fast. After having written my response, I realized
that there is at least one positive thing about you. And that is, that you
make an attempt to think about money in an independent way. And I should
have had more respect for that.

In any case, let me try to remedy it, and give a more adequate response.

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Mason, Larry K
Sent: Friday, May 10, 2013 3:37 PM
Cc: Mason, Larry K
Subject: RE: [BoI] Money as explanation part 2: it's amoral

On Friday, May 10, 2013 8:27 AM Konrad Swart <dimens5@xs4all.nl> wrote:

I have read the link below, about this alternate form of money of Larry K.

The link below is http://www.nopom.info/ an ad free site.

Mason. Since this is, at present at least, my specialization, I decided to
comment on it.

What I understand of the explanation of this new form of money, is that it
is rooted in altruism. It goes right against one statement of Adam >Smith,
who said something like: 'it is not the altruism of the baker I am counting

mailto:beginning-of-infinity@googlegroups.com
http://www.nopom.info/


on to get my bread from him, but the far more secure >circumstance that he
bakes bread for others, because he wants to benefit himself. In other words,
I count on his selfishness.' The explanation >is rooted in 'payers', who
have a pivotal role, and who must be altruists in the extreme.

Moreover, the whole explanation reminds me of a joke I once heard of Monty
Python. They showed in a sketch somebody who had found a >cure against all
diseases. It ran somewhat like the following:

"The solution to all diseases is simple. First you set up an institute that
investigates all diseases. You put the most talented people in that

institute, and let them work the problem out. And when they have found a
solution that helps to eliminate all diseases, you set up factories >etc.
You do that everywhere. These factories sell the cure for all diseases. They
pay for these factories from the profit of selling the cure. And, >because
it is such a good cure, you can sell it for any price, so that you can
always find enough people prepared to produce it, so that supply is >always
greater than demand.

To show that this story is realistic can be done by looking at the details,
and showing that each step is realistic. So you show that many great

inventions have been made by many smart people, and that think tanks solve
all kinds of problems.Then you show that factories can produce >all kinds of
goods. The sales of something that is in high demand can be done for any
price etc etc. So each step can be made realistic, by >showing many
examples.

Nevertheless, the whole explanation is one huge joke.

The problem of this money solution, as well as its introduction, the
explanation of why a market when it introduces money is no longer free, is

that it is completely ad hominem. The part that describes the problem just
appears to be a logical explanation because it substitutes people >with
certain behaviors for real underlying concepts. It replaces pictures of that
what might be as if it is already done, or at least possible. As >such it
'slurs over huge difficulties', indeed, shows not even an awareness of them.

Other mistakes it contains are, for example, speaking about 'the public'.
There is no such thing as 'the public' other than the individuals it



consists of. There can be no such thing as: 'benefits  derived by the
public', >because this very term implies AN INDIVIDUAL who makes the
judgment that something indeed IS benficial to 'the public'. And such an

individual, in practice, if his decision has any meaning at all, must have
COERCIVE MEANS to impose his judgment to others. In other words, >the term
'the public' implies government, with all of the force or threat to force
behind it. In fact, what the writer of this peace calls 'the >payers', are
exactly nothing else than an alternative of government officials. (I want to
remind, that in a democracy the members of the >government are indeed judged
on the basis of how altruistic they are, or at least pretend to be.)

So it is one huge hoax, and pseudo-explanation. Or, to be more precise,
this description of the 'really free market' is one that is based on

altruism of payers. That is, of government officials that determine who is
the most ethical, that is, the most altruistic. It is a form of socialism

that has taken over the language of capitalism and the free market, leading
to a practical situation that is the exact reverse of that what it >pretends
to be.

I think  that the writer of this piece will disagree with me, and dismiss
my statement as one of somebody 'who is not smart', or 'who is not >smart
enough to see the revolutionary nature of this particular solution'. To this
I respond, that I have a (maybe small) reputation of >somebody, who is able
to put things on his head, and still to make sense. To give just a simple
example, consider ordinary money. Both Adam >Smith and Ayn Rand asserted
that capitalism is connected to selfishness. Both Adam Smith and Ayn Rand
were unable to see how revolutionary >money itself is. Money FUSES
selfishness with altruism in the following manner: 'if you work for money,
then all of the time you need, and all >of the effort you put in the
production of some good and/or the creation of some service is FOR THE
BENEFIT OF SOMEBODY ELSE. So >EVERYBODY who works for money, 
works to help
in the fulfillment of a need and/or the satisfaction of a desire of somebody
else. EVERY >MINUTE, EVERY SECOND spent in the earning of money goes to
benefiting somebody else.

It is MOTIVATED BY selfishness, but the ACTIONS are fully for the benefit
for others. Therefore money represents a 100% synthesis of >selfishness and
altruism.



Indeed, if all people work for money, and see this as the only ethical way
to take care of themselves, we all take care of each other THROUGH >taking
care of ourselves BY WAY OF causing money to have buying power FOR ALL 
OF
US. So all who work for money contribute to money ?>having buying power. And
that is exactly how not only 'society' benefits, but how society even
emerges AS a term designating the totality of all >individuals, each taking
individual decisions. So using 'the public' in this sense does not contain
the contradiction of this 'solution'.

With money,  the amazing thing is, that no one has to think for somebody
else, or judge the productivity of somebody else, or has to make >decisions
of the contribution of somebody else. Each one of us just concentrates on
how HE as AN INDIVIDUAL can benefit others. And the >way each one of us
makes such decisions is simply by looking where he (I) can make the largest
amount of money from our own capacity to >produce. The Ricardian principle
of Comparative Cost then will make certain that EVERYBODY is able to find
SOME niche wherein he can earn >enough money to take care of himself.

(By the way, this Larry K. Mason also thinks that it is possible to have a
society wherein nobody has to work for daily sustenance, because he >writes:

"Since no one has to work to live (remember one does not have to pay for
necessities), no one would have to do any work unless they were >willing."

This is naïve to the extreme.

Just for the record, I have just completed a book about economic value,
money, and the connection between the two. My whole explanation >is rooted
in a reformulation of Ricardo's principle of comparative cost. I have
succeeded in solving what I think is the greatest problem of >economics:
what, exactly, do we mean by the term: 'economic value', and how, exactly,
is it connected to money? And with this solution I >have succeeded in
solving the second greatest problem; the problem of interest. I have written
three books about value and money, the first >of which I am about to
publish.  It has the

title: 'The Cost and Value of Money'.

Therefore money is truly revolutionary, because it causes people to do
things for others BECAUSE they want to benefit themselves. THIS is the

'invisible hand' made visible. Adam Smith came very close to this



understanding, but did not quite reach it.

I also have an alternative to money, which, by the way, is totally virtual.
But, contrary to my form of money, it is based on a solid foundation. One

that clarifies why gold and silver have functioned so well as money. >So it
is not in contradiction with the idea of commodity money, but is even an
extension of it, a next step.

I hope to make my book on money and value available soon. It will be made
available as a (free) downloadable pdf file. In that book a far more

thorough explanation of the issues I have raised here can be found.

Greetings,

Konrad.

I am the Larry K. Mason to whom you refer.

I regret to say that you understand almost nothing at all about the system I
propose.  You read the single link about "Free Market Money" without reading
(or listening to) the novel "Invisible Hand."  You believe you understand I
am sure.  You are clearly well read in economics and quite literate.  You
have every valid reason for believing that your conclusions expressed above
are quite reasonable.

I would be happy to read your book especially if you plan a kindle copy
because that would be very convenient.

To address a couple of your points from your comments above.

1) My new form of money is not based on or rooted in altruism.  In fact it
provides a selfish motive for people to do good things for each other.

2) When I use the word "public" I am referring to the individuals of which
"the public" is composed.  Nothing more and nothing less.  I am not implying
(regardless of what you may infer) an individual who makes judgments.

3) The payers have no ability to coerce, only the ability to reward.

**Okay. Let me give a response here. In the past it used to be possible for



humans to exist without any division of labor. The result, however, was that
we could only live in a small region in Africa. One of the points of BoI is,
that without a life support system nobody is able to live. So, if we try to
rely on nature alone, we cannot live in most places on earth.

**The way we succeed in survival, and in living, is by subjecting the
environment to ourselves. This is the very converse of what animals do, and
what evolution does, which depends on a capacity to adapt themselves to the
environment. This, by the way, is what causes a fundamental distinction
between animals and human beings. We subject the environment to ourselves
THROUGH our social systems, on whose existence our own existence depends.

**Let me cut to the chase. What I am getting at, is that we are so utterly
dependent on division of labor, and therefore on the phenomenon of VALUE,
that without this division of labor there is NO WAY that so many people are
able to survive. In fact, this has developed at a point now, that without
the PRIMARY TOOL for division of labor, that is, MONEY, it will not be
possible to implement division of labor in an effective enough way so that
it allows the billions of people who are now living to survive, let alone to
live or to thrive.

**Therefore, if some people, or some group of people have control over how
much other people earn, or how well they are rewarded, then this is
tantamount to having control over their very lives.

**Therefore, in this sense, the very control these payers have over money is
itself THE ULTIMATE TOOL for coercion. So your 'ability to reward' is not
something else than an ability to coerce, but is the most powerful means of
coercion there can be.

You don't seem to have understood that at all.  You cannot believe it to be
true.  So I ask you, given that you have become a payer and can, as an
individual, pay up to $50 (in today's prices) to other individuals of your
choice, how would you coerce anyone else?   (If you really understand my
system you should be able to give a rational answer to that question.)

**I just did.

4)  If it costs you nothing at all to give someone else something, something
which doesn't belong to you or to anyone else, is such giving "altruistic"?



**This is a mistake. If I belong to a group of people who are the only who
can create money by paying, then I am, in fact, giving something that
belongs to others. I see a huge confusion here about money and value. A
confusion, by the way, I see in almost everybody.

**The altruism is implied, because we must TRUST those payers to make the
right decisions. Therefore they must qualify to become payers. And the only
way I can see this happen, is that they are judged not on their ability to
enrich themselves, but to enrich others.

"A regard for or a devotion to the interests of others" is how my dictionary
defines "altruism."  So it seems to me that most successful small businesses
would have to use altruism to succeed.

**Right!

 If the business does not pay attention to and seek to promote THE BENEFIT
OF SOMEONE ELSE it probably will not be in business for long.

**Right!

So isn't capitalism and the free market based on altruism?

**My point is that selfishness does not exclude altruism, as many seem to
believe. They can go together. So capitalism is based on both altruism and
selfishness, because the businessmen pay attention to and seek to benefit of
somebody else, as you say. But they do that BECAUSE they want to benefit
themselves. So their ACTIONS are altruistic, but their MOTIVES are selfish.
So, the production of goods and the creation of services are not the direct
result of motives (that is, my motive is not enough to bake a bread), but
are the direct result of actions. (Baking a bread requires action. It can
even result from action, if the motive is not there.) Without the motive,
however, and in most cases, the action will not be there in an individual
who is free. Therefore the correct way to say it, is that production of
goods and the creation of services are the direct result of actions, but the
indirect result of motives. As far as actions are concerned, they are
altruistic. But seen from the perspective of motives, they are selfish.



But perhaps you have some other definition of "altruism" in which the
persons who show it are sacrificing themselves for others.  Well, the payers
are not sacrificing when they pay since it isn't their money.  The payers
give up luxuries to be payers but that is a free choice in which they
exchange those luxuries for other rewards, so that, too, is a selfish action
as in barter.

**My point was, that the altruism is definitely there. But it is the result
of selfishness, and therefore is not the primary motive. The primary motive
is selfishness. Or at least, economy can function based on selfishness as
the primary motive, and the altruism as the action resulting from this
motive.

5) You use the quote "'if you work for money, then all of the time you need,
and all of the effort you put in the production of some good and/or the
creation of some service is FOR THE BENEFIT OF SOMEBODY ELSE.'"

...Does this include pimps,

**sometimes. It might be, that some girls have not a clue how to offer their
sexual services, or know how to protect themselves in such a world, even if
they do, and therefore some might require a pimp.

..loan sharks,

**sometimes. It is possible, that people can receive more value than the
cost they make, despite paying an amount of interest that is 100%, 200% or
even more, as I demonstrate in my book.

..fraud,

**the problem with fraud is, that as long as you do not have a clear
definition of value, of money, and how they are connected, you cannot
identify it, and therefore cannot always determine whether some action is
fraudulent or not.

..armed robbery,

**your system does not make armed robbery impossible, because even at the
times that there was no money, robbery definitely took place, despite your



assertion of the contrary. Labor can always be avoided just by robbing
people from the result of their labor, whether money exists or not. So your
moneyless free society is, in principle, just as susceptible to armed
robbery as one wherein money exists.

**In other words, it is not the existence of money that is the ultimate
source of robbery, but it is something else. And what is that?

** Frédéric Bastiat has made this clear to me. He explained that there are
three things involved. You have need, effort, and satisfaction. Both need
and effort are sources of pain. From these three, need, effort and
satisfaction, only effort can be lifted from your own shoulders and put onto
the shoulders of somebody else. Whatever system you invent, this will always
be the case. Therefore armed robbery cannot be excluded as a matter of
principle. The only thing you might try to do to counteract armed robbery,
is by convincing that if you try to base a social order on robbery, armed or
not, you destroy the motive, which is the very drive for any production of
goods and/or creation of services. Therefore, in such a society, the robber
will contribute to a society whereby he himself will also be worse off. This
is what my books are trying to make clear.

..and taxes?

**Taxes are, in my eyes, a more subtle successor of slavery. Instead of
owning the person, you own the result of the labor of persons. It is one of
the means that some people use to lift the pain of labor from their own
shoulders, and put them on others.

Somehow I don't see those activities, which are cases of people "working for
money," as being FOR THE BENEFIT OF SOMEONE ELSE.

**It is a matter of definition. In my book I have given a very precise
definition of economic value, which makes the distinction between pimps,
loan sharks, fraudeurs, armed robbers, tax collectors, and people who
actually work for their existence very clear. (You should also add bankers
who rob others through the fraudulent means of fractional reserve banking to
this list.) Both the tea party and the occupy groups are right, but are
wrong by making a unique identification. They mistake part of the problem
for the whole problem. The tea party is protesting against the violent and



coercive nature of government, while the occupy group is protesting against
the fraudulent nature of banks. The target of the tea party should be taxes
and taxation. And the target of the occupy movement should be fractional
reserve banking, and the institutes of central banking that are the result
of this. Both governments and banking are schemes of some people trying to
avoid the pain of labor by trying to place it on the shoulders of others.
Only their methods are different. Governments do it through threat of
violence, and banks do it through fraudulent money schemes.

Perhaps you have a different point of view.  Money can be acquired in all
sorts of ways that are NOT for the benefit of anyone else.  Or are you
restricting the use of the word "work" to only those actions which actually
do benefit others?

**Yes, I am. I restrict the use of the word 'work' to apply only to the
creation of value, of which I have a very precise definition. It might
surprise you to hear, that I make a sharp distinction between utility and
value in my book, up to the point that they can exclude each other
completely. In my book I show that it is possible to have something very
useful, which has no value whatsoever. (The example in my book is the air we
breathe.) But you can also have something of tremendous value, which has no
utility at all. (The example in my book is electronic money.)

**The recognition of the complete difference and logical independence of
utility and value was, to me, quite a breakthrough. It was inspired by
Fréderic Bastiat, who made clear to me, in his book: 'Economic Harmonies',
that economic value only arises when there is some problem to solve, or some
difficulty to overcome. This opened my mind for the possibility that
economic value might be a negative thing. It isn't, but understanding his
point made it possible to formulate my definition of economic value as
precise as I have done in my book.

 6) You write: " With money,  the amazing thing is, that no one has to think
for somebody else, or judge the productivity of somebody else, or has to
make decisions of the contribution of somebody else."  Have you never been
employed?

**In my life, I have been employed only for 2 months. I am 58 now, and I
have, under various circumstances, have had the very good fortune to be able
to devote my entire life to studying, and still am doing this. As such my



life is much like that of Fréderic Bastiat, who lived in similar
circumstances.

If you were didn't your boss tell you what to do and probably how to do it?
That's thinking for you as I see it.  Didn't your boss judge your
productivity?  Didn't your boss make decisions of the contribution of
somebody else?

**Maybe bosses do that. But their decisions do not happen in a vacuum, and
are not as free as you suggest. They are directed by the primary drive to
earn as much as possible for themselves. And that requires that they look at
the market, and at the prices they must pay for the resources they need to
make their employees work for them. This includes the wages they have to pay
their own personnel. This makes their personnel to become a part of the very
market they try to get a profit from. So they are not just the commanders of
their personnel, but, indirectly, they are also employed by them, in their
capacity of consumers. So your statement is an oversimplification.

Now in my system that statement is true but it is definitely NOT true of any
physical object money system.

**As I just have explained, this is a too simple statement.

7) You give the impression that people will only work if they are coerced to
work.  I find that naïve in the extreme.

**Oh, really? I quote Bastiat again. There are three things: needs, effort,
and satisfaction. From those three, only effort can be put on the shoulders
of somebody else. Moreover, the pain center resides in the right hemisphere
of the brain, which is not for nothing the largest half of the brain. The
pleasure center resides in the left hemisphere of the brain.

**Our language even reflects this. With 'fulfilling a need', we ultimately
are saying: 'eliminating or reducing some pain'. And with 'satisfying a
desire', we ultimately are saying: 'bringing pleasure in our lives'. We all
have both needs and desires. But from those two, the needs have the highest
priority. In general, people can be without the satisfaction of their
desires. But there is nothing people are not prepared to do to eliminate or
reduce pain. Or, to say it differently, in individuals who most people
respect, needs dominate over desires.



**Most of our needs or our desires cannot be fulfilled without requiring
some form of effort. Effort is pain. There must be a very compelling reason
to accept pain. And the only thing I can think of, is that abstaining from
work leads either in the short run or in the long run to even more pain, and
this is realized. That is what most people drive to go to work.

Despite the fact that people almost have to have money to survive in today's
world, most people would rather do work of some sort than to sit idle day
after day.  Most people do want the rewards that can be gained by working.
Also, psychologists have found that rewards are a stronger motivation than
punishments.  You may have noticed that slaves don't work as hard as small
business owners.

**The situation is far more complex than you think. HABIT can transform a
desire into a need, as, again, Fréderic Bastiat has made clear to me. This
is also something I discuss in my book at length. My test always is the
following: 'if you have all of the money in the world you will ever need or
desire, would you continue to work?' Looking at very successful people I see
the answer to be clear. In most cases they just stop working.

**Let me be more specific in this, and correct your (in my eyes very, very
simple) conclusion. What successful people lack is PASSION. And the reason
for this is, that  passion arises when there is ONE aim in your life that is
able to address BOTH emotional centers in the brain. You see, the pain
center resides in the right hemisphere of the brain, and the pleasure center
resides in the left hemisphere of the brain. As a result, the left
hemisphere of the brain does not understand pain, while the right hemisphere
of the brain does not understand pleasure.

**So the right hemisphere of the brain only wants one thing: reaching a
situation wherein it is guaranteed that any form of pain that can emerge can
be eliminated by one way or another. Reaching that situation is another word
for: 'accomplishing security'.

**The left hemisphere on the other hand, also wants only one thing: having a
guaranteed access to enough sources of pleasure. Reaching that situation is
another word for: 'being happy'.

**The problem is, that both situations are, for most people, incompatible.



Since the right hemisphere is larger than the left hemisphere, emotionally
speaking, and in almost all people, striving for security has a higher
priority than striving for happiness. In most practical cases, whenever
people only strive for security (and most people are doing just that), and
they reach the highest state of security there can be, only then they become
aware that that their lives are incomplete. It is a specific emotion that
emerges from the left hemisphere, that tells them that. And that emotion is
called: BOREDOM. And the reason that this emotion emerges is that they have
neglected almost half of their brains, the left hemisphere, and with it,
half of their potential of their lives. They have neglected happiness. So
the end result is that they are secure, but bored. And that is a form of
pain the right hemisphere of our brains is not equipped to deal with.

**Most people deal with this by adopting some hobby. That is, they strive
for more free time, and then choose some activity that is not related to the
actions needed to uphold security. They spend some money, become collectors,
or do some other activity that does not require any service to others, and
therefore avoid the pain of real work. So they eliminate some of the
boredom, but what they still lack is passion.

**As an aside, and for completeness' sake,  I want to remark, that if people
ignore the right hemisphere, and only strive for happiness, the inevitable
result is a life of momentary happiness and a total lack of security. In
other words, this is the world of the addicted person. So every drug addict
is out of balance, and is rightly seen as a misfit, exactly because he does
not give a hoot about security. It is an improper functioning, or lack of
functioning of the right hemisphere of the brains. Moreover, because of his
extreme left hemisphere dominance, he does not understand pain, either that
of himself or that of other people. That is why these people do not hesitate
to inflict much pain on other people. They lack the empathy to really
understand what they are doing. And that is exactly why addicted people are
considered to be misfits.

**Passion is the answer to this. Passion ONLY arises, when there is ONE goal
in your life, that is able to become both a source of security (that is, a
source of eliminating pain) AND a source of happiness (guaranteed access to
pleasure). If you find, or rather succeed in creating one goal in your life
that is able to accomplish both, the result is that both the right
hemisphere and the left hemisphere become in harmony with each other 
THROUGH



a single goal that connects them both. And that is, because both the right
hemisphere and the left hemisphere of the brains have DIFFERENT reasons to
support that ONE goal. The result of this is that both emotional centers
work together to create ONE emotion, composed of TWO emotions that combine
in that one emotion. And THAT emotion is PASSION.

**So, indeed, if somebody does not need to work, and does no work, he is
neither busy eliminating the pains he has, for example because he does not
NEED to do that. (He has enough money, for example.) Nor is he busy to reach
higher levels of happiness. The first leads to boredom, and the second leads
to addiction.  And, indeed, there are cases of people reaching security
through their success, that become addicts. I think, for example about Elvis
Presley and Whitney Houston, both being people who killed themselves in
their hunt for pleasure.

**But the situation is much more complex than you assert.

**My final point is, that as far as I understand your 'system', it does not
take the full complexity of what we, human beings, are, and what our
situation is on this planet, sufficiently into account. That is why,
frankly, I do not bother to give it much of my time and attention. Because
it does not justice to the complexity of the human situation (especially the
part David Deutsch explains, namely that in most places on our planet we
cannot survive, let alone live without adapting the environment to
ourselves, which implies WORK as a NECESSARY condition for our survival), it
is  a theory that has far too little power to address the problems of the
modern world we live in, and which we have created.

**Nice, that you think about such matters. It holds promise. But first study
at least Fréderic Bastiat's books, which you can find on the following
webpage.

http://mises.org/Literature/Author/123/Frederic-Bastiat

Greetings,

Konrad.

http://mises.org/Literature/Author/123/Frederic-Bastiat


Larry K. Mason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 10, 2013 at 10:00 PM

On May 9, 2013, at 5:28 AM, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Wednesday, May 08, 2013 10:53 PM Jason <auvenj@gmail.com> wrote:

My guess is you won't say that though. Because my guess is you *do* think 
you have a solution to these problems.

But that's for future posts.  Or am I not allowed to present my ideas in the 
fashion which seems to me the means most easy to understand?

You are allowed to. And others are allowed to say it's hard to understand and 
criticize, and suggest other methods of approaching the topic. And if they do that, 
it isn't commentary on you as a person; it's about the ideas (including ideas about 
what fashion of presentation is easy to understand, which is a type of idea, and 
which you may be mistaken about).

As it says in the prefix " The feature / aspect of the money meme which 
explains / accounts for these problems is that money is conceptualized as a 
physical object and treated as such."   I am showing how physical object 
money brings about problems.  Do you have anything to say about this part 
of the explanation?

If that is your intent, you are making a serious mistake in how you are thinking 
about it.

Maybe someone else can put a recognized name to the particular fallacy your 
approach to these problems exhibits. I've seen this kind of mistake enough 
times before to recognize it, but don't have a specific name for it so instead I'll 
describe it.



I think what you are referring to is that a necessary condition is not necessarily a 
sufficient condition to produce the effect to be explained.  In the case of the 
amorality of money as we know it, it is neither necessary nor sufficient.  Many 
amoral physical objects are employed to produce far more benefits than harm, 
for example.  The point of this particular post is that money can be used to do 
harm.

There are all kinds of prerequisites to evil. Things that, if they weren't there, the 
specified evil couldn't happen. Money is quite often one of them. So is, for 
example, language. A lot of what you say about our conception of money could 
also be said about our language.

In the case of the amorality of money that is quite true.

A prerequisite for evil is not the same as its cause and is not, itself, evil. It is 
merely the environment in which evil can occur.

Almost true.  I think you meant "one environment in which evil can occur" rather 
than "the only environment..."

That you can cite many evil things which could not be done if money was not 
conceived as a physical object, does not make such a conception of money 
bad.

The use of money for both good and evil merely makes it amoral, not bad.  
Many good things are done with money as well.

Quite a number of evil things could not be accomplished if our language was 
incapable of communicating evil ideas. That doesn't mean that having a 
language capable of communicating evil ideas is, itself, evil or problematic.

It merely means that language is amoral.  It is neither good nor evil in and of 
itself.

No, language and money are both good because they help us have a modern 
civilization.

Next you will say hammers are amoral. Wrong. Hammers help us build, so they 
are good.



Getting rid of hammers, money or language would not be morally neutral, it'd be 
extremely destructive and evil.

Anyway I liked Jason's point about language. It's a good comparison. I think the 
basic issue is money gets involved in all kinds of things (including some bad 
ones) because it's so extremely good, useful, powerful, prevalent, etc... If 
something is used millions of times a day, then even if a very tiny fraction are 
bad, you will easily come up with lots of bad examples. But the vast vast majority 
of uses were really good and important. Just like with language too.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 3: the supply of money
Date: May 10, 2013 at 11:16 PM

On May 9, 2013, at 5:37 AM, "Mason, Larry K" <mason@email.unc.edu> wrote:

Prefix (See "Money as explanation part 0" for comments on this prefix.)

In every nation at all periods of their histories we can easily find what one might 
call "dysfunctional" aspects of their economy and government.  Some of the 
most common are things like unemployment when much work needs to be 
done, waste of resources, war, poverty, and political oppression.  In economics 
we have the "tragedy of the commons," the business cycle (boom and bust), 
inflation / deflation, and suppression of any free markets.  These and a host of 
other problems which at best hinder and at worst bring about the total collapse 
and destruction of nations and societies, can all be attributed to and explained 
by a single root cause.

I suggest that the root cause of these problems is the nature of the meme called 
"money" as we know it.  It seems clear to me that the concept of money is a 
meme as defined by Richard Dawkins in "The Selfish Gene" or by David 
Deutsch in "The Beginning of Infinity."  Money as a medium of exchange, a 
standard unit of account, and a store of value is a concept which developed in 
many cultures and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity (like 
salt, blankets, iron rods, spear points, or pigs), specie (metal coins), currency 
(bills and coins), or bank accounts, the money is always dealt with as if it were a 
physical object.  All the problems associated with money can be traced to that 
fact.

End of Prefix

The supply of one physical object does not determine the supply of other 
physical objects.  We can have an increase or decrease in the number of cat's 
eye marbles with no corresponding increase or decrease in the supply of 
raisins, for example.



You're just wrong. The supply of drills helps determine the supply of barrels of oil.

Giving an example where something is true is no argument that it's true 
universally. That is an invalid argument.

One counter-example (like I gave) is a decisive refutation of a universal claim, but 
one example where you're right about a universal claim does nothing to make the 
claim correct.

 Therefore, the supply of a physical object money is likewise independent of the 
supply of goods and services for sale.

No. Government decisions about how much money to print are not independent 
of economic conditions like the supply of goods and services.

 Even when the physical object money is in the form of gold coins, the supply of 
such coins varies independently of the supply of things for sale.

No. If better things are for sale, people will be more eager to dig up more gold 
and make more coins. The supply of coins varies dependently related to how 
much people value coins, which is related to what is available to buy with coins.

You could have learned things like this if you had read Mises.

 Inflation has been brought about by debasement of the currency, by 
counterfeiting, by the discovery of new sources of the metal (gold or silver, 
perhaps) of which the coins are made, by conquest, and by shortages (as in the 
price of food going up when famine strikes).  Even the flow of money from one 
nation to another has been known to cause inflation and deflation.  We can 
explain why both inflation and deflation are possible because of the physical 
object nature of the money in use.

No. Inflation and deflation are both possible with non-physical currency like 
bitcoin. It's false that inflation and deflation are because of physicality.

Note, that if the form of money was one in which money came into existence 
when earned and ceased to exist when used to buy something,



You still don't address how it's determined which actions earn how much money, 
and what the prices of things are.

Also does selling stuff earn money? I'm thinking it does or why sell anything.

the prices need not change since the supply of that kind of money could be kept 
in balance with the supply of things available for sale.  In fact, the supply of 
things for sale could determine the supply of money.  It is only when the supply 
of money is independent of the supply of goods and services for sale that 
inflation or deflation is possible or needed.

This explanation can be refuted by finding any historical example of a state 
(people with a formal government) experiencing inflation or deflation when using 
a money which is neither a physical object nor represents a physical object.  
Since all forms of money to date have been physical object monies this 
refutation would appear to be impossible.  On the other hand, though there have 
been periods in the history of some states in which inflation or deflation was 
slow but none in which there was no inflation nor deflation.

Maybe you should research bitcoin a little bit before ignorantly declaring it has 
never existed.

It's important to learn what's already known and then try to improve on it. That's 
how progress is made. When you instead try to reinvent the wheel, better, without 
reading about how the cars we already have work, that method produces bad 
ideas.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 10, 2013 at 11:22 PM

On May 9, 2013, at 5:07 PM, "Mason, Larry K" <mason@email.unc.edu> wrote:

You are correct.  That was an error on my part.  It should have been something 
along the lines of "why is it possible for money to be used for such evil 
purposes?"

So you want to set up a money that is **impossible** to be used for evil 
purposes?

That is a bad, misconceived goal. It's a mistake. As BoI explains, problems are 
inevitable. Making problems impossible is itself impossible.

It's also a misconceived approach for other reasons. For example, because it's 
authoritarian. If you limit how things are used, your limits could contain mistakes. 
It's better to let individuals judge for themselves what are good and bad uses, 
instead of trying to control everything.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 10, 2013 at 11:30 PM

On May 9, 2013, at 9:11 PM, Jason <auvenj@gmail.com> wrote:

Nevermind...your unique terminology and web site solves this problem.
Googling parts of your posts easily lands here:
http://nopom.info/index.html

You could have saved us all the trouble by simply posting that link
yourself in the prefix to each message. Carry on...

Oh.

So for example:

http://nopom.info/FAQ/socialism.html

Probably the first hint of socialism comes from the sixth principle of the new 
money which states: "Goods and services designated 'necessities' are free to 
all, as needed."

As Ayn Rand would ask:

Free to all ... and provided by whom?

Also if you have transactions where more money is created ("earned") than used 
up, doesn't that create inflation? Aren't you paying for this "free lunch" by inflation 
(in other words, by devaluing the currency. you get the wealth to give out the 
freebies by taking a little from everyone who has wealth).

http://nopom.info/FAQ/who_pays.html

This page says timber is free, too (not just food, housing, clothes (only cheap ugly 
ones?), medicine(?), etc). So that would make it even more inflationary.

http://nopom.info/index.html
http://nopom.info/FAQ/socialism.html
http://nopom.info/FAQ/who_pays.html


Basically what's going on here is economic illiteracy. It's not refuting or improving 
on Mises, it's just ignoring Mises and the rest. (Note, btw, how earlier Larry said 
Mises is irrelevant and refused to comment on his ideas. But when you are 
contradicting established ideas in a field, you should comment on them. And 
when they seem to already include refutations of what you are saying, then you 
should be addressing those apparent pre-existing refutations of what you say. If 
you ignore them, what are people to think besides that your ideas are refuted?)

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 10, 2013 at 11:33 PM

On May 10, 2013, at 6:44 AM, "Mason, Larry K" <mason@email.unc.edu> wrote:

Prefix (See "Money as explanation part 0" for comments on this prefix.)

In every nation at all periods of their histories we can easily find what one might 
call "dysfunctional" aspects of their economy and government.  Some of the 
most common are things like unemployment when much work needs to be 
done, waste of resources, war, poverty, and political oppression.  In economics 
we have the "tragedy of the commons," the business cycle (boom and bust), 
inflation / deflation, and suppression of any free markets.  These and a host of 
other problems which at best hinder and at worst bring about the total collapse 
and destruction of nations and societies, can all be attributed to and explained 
by a single root cause.

I suggest that the root cause of these problems is the nature of the meme called 
"money" as we know it.  It seems clear to me that the concept of money is a 
meme as defined by Richard Dawkins in "The Selfish Gene" or by David 
Deutsch in "The Beginning of Infinity."  Money as a medium of exchange, a 
standard unit of account, and a store of value is a concept which developed in 
many cultures and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity (like 
salt, blankets, iron rods, spear points, or pigs), specie (metal coins), currency 
(bills and coins), or bank accounts, the money is always dealt with as if it were a 
physical object.  All the problems associated with money can be traced to that 
fact.

End of Prefix

Possession of a physical object passes from one party to another party.

First of all: No. Physical objects can be abandoned or lost, for example.

Second: Non-physical stuff can do this too (e.g. bitcoins or the right to publish 



stories about Harry Potter). So what does this have to do with physical objects?

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 11, 2013 at 8:07 AM

On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> wrote:

On May 10, 2013, at 6:44 AM, "Mason, Larry K" <ma...@email.unc.edu> wrote:

Prefix (See "Money as explanation part 0" for comments on this prefix.)

In every nation at all periods of their histories we can easily find what one 
might call "dysfunctional" aspects of their economy and government.  Some of 
the most common are things like unemployment when much work needs to be 
done, waste of resources, war, poverty, and political oppression.  In economics 
we have the "tragedy of the commons," the business cycle (boom and bust), 
inflation / deflation, and suppression of any free markets.  These and a host of 
other problems which at best hinder and at worst bring about the total collapse 
and destruction of nations and societies, can all be attributed to and explained 
by a single root cause.

I suggest that the root cause of these problems is the nature of the meme 
called "money" as we know it.  It seems clear to me that the concept of money 
is a meme as defined by Richard Dawkins in "The Selfish Gene" or by David 
Deutsch in "The Beginning of Infinity."  Money as a medium of exchange, a 
standard unit of account, and a store of value is a concept which developed in 
many cultures and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity 
(like salt, blankets, iron rods, spear points, or pigs), specie (metal coins), 
currency (bills and coins), or bank accounts, the money is always dealt with as 
if it were a physical object.  All the problems associated with money can be 
traced to that fact.

End of Prefix



Possession of a physical object passes from one party to another party.

First of all: No. Physical objects can be abandoned or lost, for example.

In which case there is no possession.  A change in the party possessing a 
physical object is always one to one in parties. I am referring to interaction here 
as mediated by physical object money.  (I thought that was obvious.  :-) )

Second: Non-physical stuff can do this too (e.g. bitcoins or the right to publish 
stories about Harry Potter). So what does this have to do with physical objects?

Yes, physical object money in the form of computer accounts is treated as if it 
were a physical object and thus it also goes from one party to another party.  And 
yes, other objects which are not physical can also pass from one party to another 
party.  What does that have to do with my point?  If those other objects can be 
used to gain power in the two party interaction, they also help to make that 
interaction unstable.  That isn't unique to physical object money.  You may have 
noted that these posts are showing how physical objects in general have these 
influences and whenever we treat some intangible thing as if it were a physical 
object that intangible will also have those influences.

Larry Mason



From: Rami Rustom <rombomb@gmail.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 11, 2013 at 8:15 AM

On Sat, May 11, 2013 at 7:07 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> wrote:

On May 10, 2013, at 6:44 AM, "Mason, Larry K" <ma...@email.unc.edu> 
wrote:

Possession of a physical object passes from one party to another party.

First of all: No. Physical objects can be abandoned or lost, for example.

In which case there is no possession.  A change in the party possessing a 
physical object is always one to one in parties. I am referring to interaction here 
as mediated by physical object money.  (I thought that was obvious.  :-) )

Second: Non-physical stuff can do this too (e.g. bitcoins or the right to publish 
stories about Harry Potter). So what does this have to do with physical 
objects?

Yes, physical object money in the form of computer accounts is treated as if it 
were a physical object and thus it also goes from one party to another party.  
And yes, other objects which are not physical can also pass from one party to 
another party.  What does that have to do with my point?  If those other objects 
can be used to gain power in the two party interaction, they also help to make 
that interaction unstable.  That isn't unique to physical object money.  You may 
have noted that these posts are showing how physical objects in general have 
these influences and whenever we treat some intangible thing as if it were a 
physical object that intangible will also have those influences.

Money influences us? How does that work exactly?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 11, 2013 at 9:09 AM

On 5/11/2013 1:07 PM, Mason, Larry K wrote:
On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> wrote:

On May 10, 2013, at 6:44 AM, "Mason, Larry K" <ma...@email.unc.edu> 
wrote:

Prefix (See "Money as explanation part 0" for comments on this prefix.)
In every nation at all periods of their histories we can easily find what one 
might call "dysfunctional" aspects of their economy and government.  Some 
of the most common are things like unemployment when much work needs to 
be done, waste of resources, war, poverty, and political oppression.  In 
economics we have the "tragedy of the commons," the business cycle (boom 
and bust), inflation / deflation, and suppression of any free markets.  These 
and a host of other problems which at best hinder and at worst bring about 
the total collapse and destruction of nations and societies, can all be 
attributed to and explained by a single root cause.
I suggest that the root cause of these problems is the nature of the meme 
called "money" as we know it.  It seems clear to me that the concept of 
money is a meme as defined by Richard Dawkins in "The Selfish Gene" or by 
David Deutsch in "The Beginning of Infinity."  Money as a medium of 
exchange, a standard unit of account, and a store of value is a concept which 
developed in many cultures and has shown a great ability to replicate itself.
The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity 
(like salt, blankets, iron rods, spear points, or pigs), specie (metal coins), 
currency (bills and coins), or bank accounts, the money is always dealt with 
as if it were a physical object.  All the problems associated with money can 
be traced to that fact.
End of Prefix
Possession of a physical object passes from one party to another party.

First of all: No. Physical objects can be abandoned or lost, for example.

In which case there is no possession.  A change in the party possessing a 
physical object is always one to one in parties. I am referring to interaction here 
as mediated by physical object money.  (I thought that was obvious.  :-) )



Is the claim that 'passing from one party to another party' is the *only* way that 
possession changes, or just that it is *one* way that possession changes?

The idea that physical objects can be abandoned or lost is a refutation of the 
former, but not the latter.

- Richard



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 11, 2013 at 9:53 AM

On Friday, May 10, 2013 8:36 PM Konrad Swart <dimens5@xs4all.nl> wrote:

Dear Larry.

I must admit, that I have read your article only superficially. There a lot of people 
who assert all kinds of things about money. One I have had a >conversation 
with was Paul Grignon. He had developed an alternative money system, which 
was based on the belief that money is debt. And, >instead of remedying this, he 
proposed a system whereby the only kind of money that could exist was one 
wherein we all would be personally >in debt with everybody else.

Maybe I responded too fast. After having written my response, I realized that 
there is at least one positive thing about you. And that is, that >you make an 
attempt to think about money in an independent way. And I should have had 
more respect for that.

In any case, let me try to remedy it, and give a more adequate response.

Thank you, Konrad, for your kindness in giving my statements more thought.  
Your attitude speaks well of your mind.

Further comments below with your "second pass."

On Friday, May 10, 2013 8:27 AM Konrad Swart <dimens5@xs4all.nl> wrote:

I have read the link below, about this alternate form of money of Larry K.

The link below is http://www.nopom.info/ an ad free site.

Since this is, at present at least, my specialization, I decided to comment on 
it.

The problem of this money solution, as well as its introduction, the
explanation of why a market when it introduces money is no longer free, is

http://www.nopom.info/


that it is completely ad hominem. The part that describes the problem just
appears to be a logical explanation because it substitutes people >with certain 
behaviors for real underlying concepts. It replaces pictures of that what might be 
as if it is already done, or at least possible. As >such it 'slurs over huge 
difficulties', indeed, shows not even an awareness of them.

I think  that the writer of this piece will disagree with me, and dismiss
my statement as one of somebody 'who is not smart', or 'who is not >smart 
enough to see the revolutionary nature of this particular solution'. To this I 
respond, that I have a (maybe small) reputation of >somebody, who is able to 
put things on his head, and still to make sense. To give just a simple example, 
consider ordinary money. Both Adam >Smith and Ayn Rand asserted that 
capitalism is connected to selfishness. Both Adam Smith and Ayn Rand were 
unable to see how revolutionary >money itself is. Money FUSES selfishness 
with altruism in the following manner: 'if you work for money, then all of the time 
you need, and all >of the effort you put in the production of some good and/or 
the creation of some service is FOR THE BENEFIT OF SOMEBODY ELSE. So 
>EVERYBODY who works for money, works to help in the fulfillment of a need 
and/or the satisfaction of a desire of somebody else. EVERY >MINUTE, EVERY 
SECOND spent in the earning of money goes to benefiting somebody else.

It is MOTIVATED BY selfishness, but the ACTIONS are fully for the benefit
for others. Therefore money represents a 100% synthesis of >selfishness 
and altruism.

Indeed, if all people work for money, and see this as the only ethical way
to take care of themselves, we all take care of each other THROUGH >taking 
care of ourselves BY WAY OF causing money to have buying power FOR 
ALL OF US. So all who work for money contribute to money ?>having buying 
power. And that is exactly how not only 'society' benefits, but how society 
even emerges AS a term designating the totality of all >individuals, each 
taking individual decisions. So using 'the public' in this sense does not 
contain the contradiction of this 'solution'.

With money,  the amazing thing is, that no one has to think for somebody
else, or judge the productivity of somebody else, or has to make >decisions of the 
contribution of somebody else. Each one of us just concentrates on how HE as 
AN INDIVIDUAL can benefit others. And the >way each one of us makes such 
decisions is simply by looking where he (I) can make the largest amount of 
money from our own capacity to >produce. The Ricardian principle of 



Comparative Cost then will make certain that EVERYBODY is able to find SOME 
niche wherein he can earn >enough money to take care of himself.

(By the way, this Larry K. Mason also thinks that it is possible to have a
society wherein nobody has to work for daily sustenance, because he 
>writes:
"Since no one has to work to live (remember one does not have to pay for
necessities), no one would have to do any work unless they were >willing."
This is naïve to the extreme.

I also have an alternative to money, which, by the way, is totally virtual.
But, contrary to my form of money, it is based on a solid foundation. One
that clarifies why gold and silver have functioned so well as money. >So it is 
not in contradiction with the idea of commodity money, but is even an 
extension of it, a next step.

I hope to make my book on money and value available soon. It will be made
available as a (free) downloadable pdf file. In that book a far more
thorough explanation of the issues I have raised here can be found.

I am the Larry K. Mason to whom you refer.

I regret to say that you understand almost nothing at all about the system I 
propose.  You read the single link about "Free Market Money" without reading 
(or listening to) the novel "Invisible Hand."  You believe you understand I am 
sure.  You are clearly well read in economics and quite literate.  You have 
every valid reason for believing that your conclusions expressed above are 
quite reasonable.

I would be happy to read your book especially if you plan a kindle copy 
because that would be very convenient.

To address a couple of your points from your comments above.

1) My new form of money is not based on or rooted in altruism.  In fact it 
provides a selfish motive for people to do good things for each other.



2) When I use the word "public" I am referring to the individuals of which "the 
public" is composed.  Nothing more and nothing less.  I am not implying 
(regardless of what you may infer) an individual who makes judgments.

3) The payers have no ability to coerce, only the ability to reward.

**Okay. Let me give a response here. In the past it used to be possible for 
humans to exist without any division of labor. The result, however, was that we 
could only live in a small region in Africa. One of the points of BoI is, that without 
a life support system nobody is able to live. So, if we try to rely on nature alone, 
we cannot live in most places on earth.

Yes.

**The way we succeed in survival, and in living, is by subjecting the environment 
to ourselves. This is the very converse of what animals do, and what evolution 
does, which depends on a capacity to adapt themselves to the environment. 
This, by the way, is what causes a fundamental distinction between animals and 
human beings. We subject the environment to ourselves THROUGH our social 
systems, on whose existence our own existence depends.

Yes.

**Let me cut to the chase. What I am getting at, is that we are so utterly 
dependent on division of labor, and therefore on the phenomenon of VALUE, 
that without this division of labor there is NO WAY that so many people are able 
to survive. In fact, this has developed at a point now, that without the PRIMARY 
TOOL for division of labor, that is, MONEY, it will not be possible to implement 
division of labor in an effective enough way so that it allows the billions of 
people who are now living to survive, let alone to live or to thrive.

Yes.  We are quite dependent on having a very good money, an effective money, 
a dependable medium of exchange, a consistent standard unit of account, and a 
reliable store of value.  None of which are being provided by our present physical 
object money.  We need a much improved money.

**Therefore, if some people, or some group of people have control over how 
much other people earn, or how well they are rewarded, then this is tantamount 



to having control over their very lives.

Yes.  That's one of the major problems with our physical object money.  That's the 
main source of oppression.

**Therefore, in this sense, the very control these payers have over money is 
itself THE ULTIMATE TOOL for coercion. So your 'ability to reward' is not 
something else than an ability to coerce, but is the most powerful means of 
coercion there can be.

Please explain how the payers' limited ability to reward (their only power) gives 
them individually or as a group a means of coercion.  If you understand my 
system you will find that question very easy to answer.

You don't seem to have understood that at all.  You cannot believe it to be true.  
So I ask you, given that you have become a payer and can, as an individual, 
pay up to $50 (in today's prices) to other individuals of your

choice, how would you coerce anyone else?   (If you really understand my
system you should be able to give a rational answer to that question.)

**I just did.

Sorry.  You did not.  You gave a good answer for a physical object money but not 
a rational answer for the money I suggest.

4)  If it costs you nothing at all to give someone else something, something 
which doesn't belong to you or to anyone else, is such giving "altruistic"?

**This is a mistake. If I belong to a group of people who are the only who can 
create money by paying, then I am, in fact, giving something that belongs to 
others. I see a huge confusion here about money and value. A confusion, by the 
way, I see in almost everybody.

**The altruism is implied, because we must TRUST those payers to make the 
right decisions. Therefore they must qualify to become payers. And the only way 
I can see this happen, is that they are judged not on their ability to enrich 
themselves, but to enrich others.

But we don't have to TRUST those payers to make the right decisions.  No one 



has to qualify (other than by being a living adult) in order to become a payer.  You 
lack information about what I propose.  Your conclusions are quite rational given 
your current knowledge base.

"A regard for or a devotion to the interests of others" is how my dictionary 
defines "altruism."  So it seems to me that most successful small businesses 
would have to use altruism to succeed.

**Right!

If the business does not pay attention to and seek to promote THE BENEFIT 
OF SOMEONE ELSE it probably will not be in business for long.

**Right!

So isn't capitalism and the free market based on altruism?

**My point is that selfishness does not exclude altruism, as many seem to 
believe. They can go together. So capitalism is based on both altruism and 
selfishness, because the businessmen pay attention to and seek to benefit of 
somebody else, as you say. But they do that BECAUSE they want to benefit 
themselves. So their ACTIONS are altruistic, but their MOTIVES are selfish.

Yes.

**So, the production of goods and the creation of services are not the direct 
result of motives (that is, my motive is not enough to bake a bread), but are the 
direct result of actions. (Baking a bread requires action. It can even result from 
action, if the motive is not there.) Without the motive, however, and in most 
cases, the action will not be there in an individual who is free. Therefore the 
correct way to say it, is that production of goods and the creation of services are 
the direct result of actions, but the indirect result of motives. As far as actions 
are concerned, they are altruistic. But seen from the perspective of motives, 
they are selfish.

Yes.  I quite agree.  My system uses that as a basic principle.

But perhaps you have some other definition of "altruism" in which the persons 
who show it are sacrificing themselves for others.  Well, the payers are not 



sacrificing when they pay since it isn't their money.  The payers give up 
luxuries to be payers but that is a free choice in which they exchange those 
luxuries for other rewards, so that, too, is a selfish action as in barter.

**My point was, that the altruism is definitely there. But it is the result of 
selfishness, and therefore is not the primary motive. The primary motive is 
selfishness. Or at least, economy can function based on selfishness as the 
primary motive, and the altruism as the action resulting from this motive.

The system of money I propose is based on selfishness as the primary motive 
and the altruism as the actions that result from that motive.

5) You use the quote "'if you work for money, then all of the time you need, and 
all of the effort you put in the production of some good and/or the creation of 
some service is FOR THE BENEFIT OF SOMEBODY ELSE.'"

...Does this include pimps,

**sometimes. It might be, that some girls have not a clue how to offer their 
sexual services, or know how to protect themselves in such a world, even if they 
do, and therefore some might require a pimp.

..loan sharks,

**sometimes. It is possible, that people can receive more value than the cost 
they make, despite paying an amount of interest that is 100%, 200% or even 
more, as I demonstrate in my book.

..fraud,

**the problem with fraud is, that as long as you do not have a clear definition of 
value, of money, and how they are connected, you cannot identify it, and 
therefore cannot always determine whether some action is fraudulent or not.

..armed robbery,

**your system does not make armed robbery impossible, because even at the 
times that there was no money, robbery definitely took place, despite your 



assertion of the contrary. Labor can always be avoided just by robbing people 
from the result of their labor, whether money exists or not. So your moneyless 
free society is, in principle, just as susceptible to armed robbery as one wherein 
money exists.

My system makes the taking of money by force or fraud impossible.  The money I 
propose is not transferrable.  The robbery of physical objects is always possible 
but, of course, in my system, those stolen objects cannot be sold for money, only 
bartered.  Thus the motive for robbery is greatly reduced.

**In other words, it is not the existence of money that is the ultimate source of 
robbery, but it is something else. And what is that?

I am only proposing to fix the money part of culture, not create a utopia.

** Frédéric Bastiat has made this clear to me. He explained that there are three 
things involved. You have need, effort, and satisfaction. Both need and effort are 
sources of pain. From these three, need, effort and satisfaction, only effort can be 
lifted from your own shoulders and put onto the shoulders of somebody else. 
Whatever system you invent, this will always be the case. Therefore armed 
robbery cannot be excluded as a matter of principle. The only thing you might try 
to do to counteract armed robbery, is by convincing that if you try to base a social 
order on robbery, armed or not, you destroy the motive, which is the very drive for 
any production of goods and/or creation of services. Therefore, in such a society, 
the robber will contribute to a society whereby he himself will also be worse off. 
This is what my books are trying to make clear.

In my system the potential robber will find many ways that require far less effort to 
gain satisfactions.

..and taxes?

**Taxes are, in my eyes, a more subtle successor of slavery. Instead of owning 
the person, you own the result of the labor of persons. It is one of the means 
that some people use to lift the pain of labor from their own shoulders, and put 
them on others.

Somehow I don't see those activities, which are cases of people "working for 
money," as being FOR THE BENEFIT OF SOMEONE ELSE.



**It is a matter of definition. In my book I have given a very precise definition of 
economic value, which makes the distinction between pimps, loan sharks, 
fraudeurs, armed robbers, tax collectors, and people who actually work for their 
existence very clear. (You should also add bankers who rob others through the 
fraudulent means of fractional reserve banking to this list.) Both the tea party 
and the occupy groups are right, but are wrong by making a unique 
identification. They mistake part of the problem for the whole problem. The tea 
party is protesting against the violent and coercive nature of government, while 
the occupy group is protesting against the fraudulent nature of banks. The target 
of the tea party should be taxes and taxation. And the target of the occupy 
movement should be fractional reserve banking, and the institutes of central 
banking that are the result of this. Both governments and banking are schemes 
of some people trying to avoid the pain of labor by trying to place it on the 
shoulders of others.

Only their methods are different. Governments do it through threat of violence, 
and banks do it through fraudulent money schemes.

In my subjective point of view, none of these actions are intended to be for the 
benefit of someone else.  It's just an opinion.

Perhaps you have a different point of view.  Money can be acquired in all sorts 
of ways that are NOT for the benefit of anyone else.  Or are you restricting the 
use of the word "work" to only those actions which actually do benefit others?

**Yes, I am. I restrict the use of the word 'work' to apply only to the creation of 
value, of which I have a very precise definition. It might surprise you to hear, that 
I make a sharp distinction between utility and value in my book, up to the point 
that they can exclude each other completely. In my book I show that it is 
possible to have something very useful, which has no value whatsoever. (The 
example in my book is the air we

breathe.) But you can also have something of tremendous value, which has no 
utility at all. (The example in my book is electronic money.)

Given your definition of "work" there are many people who have jobs that are not 
working.  :-)

**The recognition of the complete difference and logical independence of utility 
and value was, to me, quite a breakthrough. It was inspired by Fréderic Bastiat, 
who made clear to me, in his book: 'Economic Harmonies', that economic value 



only arises when there is some problem to solve, or some difficulty to overcome. 
This opened my mind for the possibility that economic value might be a negative 
thing. It isn't, but understanding his point made it possible to formulate my 
definition of economic value as precise as I have done in my book.

Yes.

6) You write: " With money,  the amazing thing is, that no one has to think for 
somebody else, or judge the productivity of somebody else, or has to make 
decisions of the contribution of somebody else."  Have you never been 
employed?

**In my life, I have been employed only for 2 months. I am 58 now, and I have, 
under various circumstances, have had the very good fortune to be able to 
devote my entire life to studying, and still am doing this. As such my life is much 
like that of Fréderic Bastiat, who lived in similar circumstances.

Though I have had a number of jobs I have continued to study quite a variety of 
things (I am 71 now) including quantum physics (how I happened across David's 
wonderful book).  I recommend studying as long as you live.

If you were didn't your boss tell you what to do and probably how to do it?
That's thinking for you as I see it.  Didn't your boss judge your productivity?  
Didn't your boss make decisions of the contribution of
somebody else?

**Maybe bosses do that. But their decisions do not happen in a vacuum, and 
are not as free as you suggest. They are directed by the primary drive to earn 
as much as possible for themselves. And that requires that they look at the 
market, and at the prices they must pay for the resources they need to make 
their employees work for them. This includes the wages they have to pay their 
own personnel. This makes their personnel to become a part of the very market 
they try to get a profit from. So they are not just the commanders of their 
personnel, but, indirectly, they are also employed by them, in their capacity of 
consumers. So your statement is an oversimplification.

I do not in any way suggest that the boss's decisions are free.  Most bosses also 
have a boss and so on up to boards of directors or whatever.  But they are NOT 
required to look at the market.  They only have to keep their boss happy, not the 
market in general.  Also, most bosses do have some control over pay but it isn't 



their own money that they use to pay.  That money belongs to the company or the 
stockholders or whatever.  Again, the employee only has to keep his individual 
boss happy.  The top  boss is trying to gain money, power, prestige, and so forth 
and is only partially dependent on any market for those things.  This is also a 
product of the physical object nature of our money.  Your description just above is 
of the ideal, theoretical case, not the "dog eat dog" "rat race" of the real world.

Now in my system that statement is true but it is definitely NOT true of any 
physical object money system.

**As I just have explained, this is a too simple statement.

7) You give the impression that people will only work if they are coerced to 
work.  I find that naïve in the extreme.

**Oh, really? I quote Bastiat again. There are three things: needs, effort, and 
satisfaction. From those three, only effort can be put on the shoulders of 
somebody else. Moreover, the pain center resides in the right hemisphere of the 
brain, which is not for nothing the largest half of the brain. The pleasure center 
resides in the left hemisphere of the brain.

I work for pleasure.  I coach youth sports for pleasure (and there's lots of physical 
effort and thinking time devoted to that).  I enjoyed my careers (both of them) and 
was disappointed to have to stop working for pay.  I wrote the book I am hoping 
you will read.  Most authors consider that work.  I enjoyed it.  I did not and do not 
work to make pain stop (either physical or mental).  Now I agree that I need these 
activities.  Coaching, for example, gets me needed exercise.  But the effort gains 
me real satisfaction.  I think that's true of almost everyone.  It's a rare person who 
can sit around staring at the TV (or whatever) when they are physically and 
psychologically capable of effort and action.  (See preschool age children.)

**Our language even reflects this. With 'fulfilling a need', we ultimately are 
saying: 'eliminating or reducing some pain'. And with 'satisfying a desire', we 
ultimately are saying: 'bringing pleasure in our lives'. We all have both needs 
and desires. But from those two, the needs have the highest priority. In general, 
people can be without the satisfaction of their desires. But there is nothing 
people are not prepared to do to eliminate or reduce pain. Or, to say it 
differently, in individuals who most people respect, needs dominate over 
desires.



Needs are satisfied via access to necessities (food, clothing, shelter, medical 
care, and education).  Desires go far beyond those necessities.  Our economy is 
more than capable of providing these basics to everyone.  There's no shortage of 
these basics.  So we don't have to force people to work by imposing pain upon 
them.  We can entice them to work with pleasures.  The carrot works better than 
the stick.

**Most of our needs or our desires cannot be fulfilled without requiring some 
form of effort. Effort is pain. There must be a very compelling reason to accept 
pain. And the only thing I can think of, is that abstaining from work leads either 
in the short run or in the long run to even more pain, and this is realized. That is 
what most people drive to go to work.

Effort is absolutely not pain at all.  I again refer you to young children.  I refer you 
to people playing golf.  I refer you to Einstein working on his science on his death 
bed.  Effort as a response to the threat of punishment is pain.   Most people don't 
like their jobs.  That, too, is a consequence of the nature of our money.

Despite the fact that people almost have to have money to survive in today's 
world, most people would rather do work of some sort than to sit idle day after 
day.  Most people do want the rewards that can be gained by working.

Also, psychologists have found that rewards are a stronger motivation than 
punishments.  You may have noticed that slaves don't work as hard as small 
business owners.

**The situation is far more complex than you think. HABIT can transform a 
desire into a need, as, again, Fréderic Bastiat has made clear to me. This is 
also something I discuss in my book at length. My test always is the

following: 'if you have all of the money in the world you will ever need or desire, 
would you continue to work?' Looking at very successful people I see the answer 
to be clear. In most cases they just stop working.

I have all the money that I can envision needing for the rest of my life.  Yes, I like 
to work.  How about those rich old movie stars?  :-)
People do retire because they don't like the work environment which is 
"poisoned" by the nature of our money.  But it isn't the effort of work, it's the 
coercion of the job.

**Let me be more specific in this, and correct your (in my eyes very, very



simple) conclusion. What successful people lack is PASSION. And the reason for 
this is, that  passion arises when there is ONE aim in your life that is able to 
address BOTH emotional centers in the brain. You see, the pain center resides in 
the right hemisphere of the brain, and the pleasure center resides in the left 
hemisphere of the brain. As a result, the left hemisphere of the brain does not 
understand pain, while the right hemisphere of the brain does not understand 
pleasure.

I find that hard to believe.  Those who are most successful at skilled work are 
quite passionate about their job.  (Being from North Carolina I have to reference 
Michael Jordan at this point.  :-) )  Musicians put in thousands of hours of practice 
and they don't stop practicing in most cases until they physically can do no more.

**So the right hemisphere of the brain only wants one thing: reaching a situation 
wherein it is guaranteed that any form of pain that can emerge can be 
eliminated by one way or another. Reaching that situation is another word

for: 'accomplishing security'.

I really don't think that matches reality at all.

**The left hemisphere on the other hand, also wants only one thing: having a 
guaranteed access to enough sources of pleasure. Reaching that situation is 
another word for: 'being happy'.

**The problem is, that both situations are, for most people, incompatible.
Since the right hemisphere is larger than the left hemisphere, emotionally 
speaking, and in almost all people, striving for security has a higher priority than 
striving for happiness. In most practical cases, whenever people only strive for 
security (and most people are doing just that), and they reach the highest state of 
security there can be, only then they become aware that that their lives are 
incomplete. It is a specific emotion that emerges from the left hemisphere, that 
tells them that. And that emotion is
called: BOREDOM. And the reason that this emotion emerges is that they have 
neglected almost half of their brains, the left hemisphere, and with it, half of their 
potential of their lives. They have neglected happiness. So the end result is that 
they are secure, but bored. And that is a form of pain the right hemisphere of our 
brains is not equipped to deal with.

**Most people deal with this by adopting some hobby. That is, they strive for 
more free time, and then choose some activity that is not related to the actions 



needed to uphold security. They spend some money, become collectors, or do 
some other activity that does not require any service to others, and therefore 
avoid the pain of real work. So they eliminate some of the boredom, but what 
they still lack is passion.

Being of service to others can be pleasurable.  There are lots of retired people 
doing volunteer work which is of real service to others.

**As an aside, and for completeness' sake,  I want to remark, that if people 
ignore the right hemisphere, and only strive for happiness, the inevitable result 
is a life of momentary happiness and a total lack of security. In other words, this 
is the world of the addicted person. So every drug addict is out of balance, and 
is rightly seen as a misfit, exactly because he does not give a hoot about 
security. It is an improper functioning, or lack of functioning of the right 
hemisphere of the brains. Moreover, because of his extreme left hemisphere 
dominance, he does not understand pain, either that of himself or that of other 
people. That is why these people do not hesitate to inflict much pain on other 
people. They lack the empathy to really understand what they are doing. And 
that is exactly why addicted people are considered to be misfits.

**Passion is the answer to this. Passion ONLY arises, when there is ONE goal 
in your life, that is able to become both a source of security (that is, a source of 
eliminating pain) AND a source of happiness (guaranteed access to pleasure). If 
you find, or rather succeed in creating one goal in your life that is able to 
accomplish both, the result is that both the right hemisphere and the left 
hemisphere become in harmony with each other THROUGH a single goal that 
connects them both. And that is, because both the right hemisphere and the left 
hemisphere of the brains have DIFFERENT reasons to support that ONE goal. 
The result of this is that both emotional centers work together to create ONE 
emotion, composed of TWO emotions that combine in that one emotion. And 
THAT emotion is PASSION.

**So, indeed, if somebody does not need to work, and does no work, he is 
neither busy eliminating the pains he has, for example because he does not 
NEED to do that. (He has enough money, for example.) Nor is he busy to reach 
higher levels of happiness. The first leads to boredom, and the second leads to 
addiction.  And, indeed, there are cases of people reaching security through 
their success, that become addicts. I think, for example about Elvis Presley and 
Whitney Houston, both being people who killed themselves in their hunt for 
pleasure.



There are many others who have fallen prey to addictions of various sorts.  You 
will notice the role that physical object money has played in those cases as well.

**But the situation is much more complex than you assert.

**My final point is, that as far as I understand your 'system', it does not take the 
full complexity of what we, human beings, are, and what our situation is on this 
planet, sufficiently into account. That is why, frankly, I do not bother to give it 
much of my time and attention. Because it does not justice to the complexity of 
the human situation (especially the part David Deutsch explains, namely that in 
most places on our planet we cannot survive, let alone live without adapting the 
environment to ourselves, which implies WORK as a NECESSARY condition for 
our survival), it is  a theory that has far too little power to address the problems 
of the modern world we live in, and which we have created.

You don't understand my "system" at all.  I think you would change your mind if 
you read or listened to the novel.  You are a rational person and the concepts are 
not difficult when approached in the proper context.  The novel provides that 
context.

**Nice, that you think about such matters. It holds promise. But first study at 
least Fréderic Bastiat's books, which you can find on the following webpage.

http://mises.org/Literature/Author/123/Frederic-Bastiat

I have read (translations) of Bastiat already (and Mises) and they are astute, 
critical thinkers but they are solely and strictly in the context of a physical object 
money.  That " box" colors and constrains their ideas.

Larry Mason

Larry K. Mason

--

http://mises.org/Literature/Author/123/Frederic-Bastiat


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 3: the supply of money
Date: May 11, 2013 at 12:51 PM

On Friday, May 10, 2013 11:17 PM Elliot Temple <curi@curi.us> wrote:

On May 9, 2013, at 5:37 AM, "Mason, Larry K" <mason@email.unc.edu> wrote:

The supply of one physical object does not determine the supply of other 
physical objects.  We can have an increase or decrease in the number of cat's 
eye marbles with no corresponding increase or decrease in the supply of 
raisins, for example.

You're just wrong. The supply of drills helps determine the supply of barrels of 
oil.

Giving an example where something is true is no argument that it's true 
universally. That is an invalid argument.

One counter-example (like I gave) is a decisive refutation of a universal claim, 
but one example where you're right about a universal claim does nothing to 
make the claim correct.

I am right.  The supply of oil is independent of the supply of drills.  In the trivial 
case, there are many kinds of drills that are not used in producing oil.  But even 
when we refer only to drills used to search for oil, the factories that produce such 
drills can produce far more than would ever be needed.

But still more to the point there are many sources of oil that do not use drills.  The 
Nazis during WWII produced oil from coal I believe.  The oil companies can 
generate additional oil from old wells by techniques such as "fracking."  There are 
a number of processes which convert hydrocarbons to oil.  There are the tar 
sands sources of oil.  None of these alternate sources of oil require drills.

But even more to the point, if the claim about the independence of supply of 



physical objects is false for some (as yet unspecified) physical object, we know 
for sure it is true for money as we know it.  Therefore my thesis is not 
contradicted by your finding some two physical object items which are not 
independent.

 Therefore, the supply of a physical object money is likewise independent of 
the supply of goods and services for sale.

No. Government decisions about how much money to print are not independent 
of economic conditions like the supply of goods and services.

Really?  Perhaps you have some evidence to support that assertion?  I am not 
aware of any such evidence.

 Even when the physical object money is in the form of gold coins, the supply 
of such coins varies independently of the supply of things for sale.

No. If better things are for sale, people will be more eager to dig up more gold 
and make more coins. The supply of coins varies dependently related to how 
much people value coins, which is related to what is available to buy with coins.

So how is it that Spain experienced inflation in the 16th century?  How is it that 
Rome experienced inflation during several periods upon conquest of other nation 
/ states?  How is it that Greece experienced inflation upon Alexander's conquests 
of Persia?  How is it that in the middle ages there was inflation and deflation?  In 
all those cases they used metal coins and yet had inflation and deflation.  We 
even had inflation in the U.S. due to gold discoveries.  When have people not 
highly valued gold coins?  Can you cite a time and nation which used gold coins 
as money in which the people did not highly value them?  I find your assertion 
that people wanting gold coins more will generate more gold coins.  I do believe 
that the government will debase the currency to produce more coins but that is 
just another illustration of the independence of the supply of money and the 
supply of goods and services for sale.

You could have learned things like this if you had read Mises.

I have read Mises.

 Inflation has been brought about by debasement of the currency, by 



counterfeiting, by the discovery of new sources of the metal (gold or silver, 
perhaps) of which the coins are made, by conquest, and by shortages (as in 
the price of food going up when famine strikes).  Even the flow of money from 
one nation to another has been known to cause inflation and deflation.  We 
can explain why both inflation and deflation are possible because of the 
physical object nature of the money in use.

No. Inflation and deflation are both possible with non-physical currency like 
bitcoin. It's false that inflation and deflation are because of physicality.

Bitcoin and other currencies are being treated as if they were physical objects.  
You do understand that I don't limit the concept of money as a physical object to 
just currency, specie, and commodity money.  If the money in a computer account 
is moved from one account to another, that is treating that money as if it were a 
physical object.  Inflation and deflation are inevitable consequences of the 
physical object nature of our money.  It has always been so since the earliest 
development of nations / states.  (See the ancient history of any civilization.)

Note, that if the form of money was one in which money came into existence 
when earned and ceased to exist when used to buy something,

You still don't address how it's determined which actions earn how much money, 
and what the prices of things are.

Also does selling stuff earn money? I'm thinking it does or why sell anything.

I will address those issues later.

the prices need not change since the supply of that kind of money could be 
kept in balance with the supply of things available for sale.  In fact, the supply 
of things for sale could determine the supply of money.  It is only when the 
supply of money is independent of the supply of goods and services for sale 
that inflation or deflation is possible or needed.

This explanation can be refuted by finding any historical example of a state 
(people with a formal government) experiencing inflation or deflation when 
using a money which is neither a physical object nor represents a physical 
object.  Since all forms of money to date have been physical object monies this 
refutation would appear to be impossible.  On the other hand, though there 



have been periods in the history of some states in which inflation or deflation 
was slow but none in which there was no inflation nor deflation.

Maybe you should research bitcoin a little bit before ignorantly declaring it has 
never existed.

Maybe you should read more carefully what I write before you conclude that you 
know what I am saying.

It's important to learn what's already known and then try to improve on it. That's 
how progress is made. When you instead try to reinvent the wheel, better, 
without reading about how the cars we already have work, that method 
produces bad ideas.

I have been studying and thinking about these issues for over 40 years.  Have 
you studied anthropology and archeology or have you been reading only 
economists from western Europe and America from the last 300 years or so?  
Have you studied sociology, psychology, and computer science.  They are 
relevant to these issues as well, you know.

Larry Mason



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 11, 2013 at 1:00 PM

On Friday, May 10, 2013 11:23 PM Elliot Temple <curi@curi.us> wrote:

On May 9, 2013, at 5:07 PM, "Mason, Larry K" <mason@email.unc.edu> wrote:

You are correct.  That was an error on my part.  It should have been something 
along the lines of "why is it possible for money to be used for such evil 
purposes?"

So you want to set up a money that is **impossible** to be used for evil 
purposes?

Yes, I would like to approximate that situation.  I don't think it can be done 
perfectly but I think that it is possible to make its use for evil purposes quite rare.  
If you have any sense (and I think you do) you will find that almost impossible to 
believe.

That is a bad, misconceived goal. It's a mistake. As BoI explains, problems are 
inevitable. Making problems impossible is itself impossible.

Solving problems is how we make progress.  Didn't you read BoI at all?  
Remember what is set in stone.  There were two of them.  One is that there will 
be problems.  What was the other?  Why do you think the title of the book refers 
to infinity?  You would appear to be attempting to say that progress is impossible 
and that only the revealed truth of Mises or others is acceptable.  I hope I am 
wrong about that.  But your writing " That is a bad, misconceived goal. It's a 
mistake." Sure sounds to me like you are telling me it is impossible to solve that 
problem so I should not try.

It's also a misconceived approach for other reasons. For example, because it's 
authoritarian. If you limit how things are used, your limits could contain 
mistakes. It's better to let individuals judge for themselves what are good and 
bad uses, instead of trying to control everything.



Your idea that my solution is authoritarian is wrong.  You don't know what my 
solution is.  But that's consistent with attempts to prevent the solution of 
problems.  You are trying to control me by your statements here.  You would have 
me give up and stop trying to think of solutions.  Do you have any authorities that 
I should use rather than thinking for myself?



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 11, 2013 at 1:15 PM

On Friday, May 10, 2013 11:31 PM Elliot Temple <curi@curi.us> wrote:

On May 9, 2013, at 9:11 PM, Jason <auvenj@gmail.com> wrote:

Nevermind...your unique terminology and web site solves this problem.
Googling parts of your posts easily lands here:
http://nopom.info/index.html

You could have saved us all the trouble by simply posting that link
yourself in the prefix to each message. Carry on...

Oh.

So for example:

http://nopom.info/FAQ/socialism.html

Probably the first hint of socialism comes from the sixth principle of the new 
money which states: "Goods and services designated 'necessities' are free to 
all, as needed."

As Ayn Rand would ask:

Free to all ... and provided by whom?

I hope Ayn would read the whole solution rather than just a tiny part in order to 
find the answer to that question.

In a free market, who provides the goods and services which people want to 
consume?  Those people who want to earn money to exchange for the things 
they would like to buy and those people who like to use barter to get what they 
want.  That is the situation with my solution.  Those who want to earn money to 

http://nopom.info/index.html
http://nopom.info/FAQ/socialism.html


buy other things produce the goods and services designated "necessities" in my 
system.  It's a free market system which employs a true free market.

Also if you have transactions where more money is created ("earned") than 
used up, doesn't that create inflation? Aren't you paying for this >"free lunch" by 
inflation (in other words, by devaluing the currency. you get the wealth to give 
out the freebies by taking a little from everyone >who has wealth).

The supply of money is a dependent condition which is controlled by the supply of 
goods and services for sale.
There is no currency in my system.
In my system there are no taxes of any kind on anybody by any agency of any 
government.  Read my lips.   No taxes.
My system is also pure private property.  All property that is owned is owned by 
individuals not groups.  The government owns nothing at all.  Companies own 
nothing at all.  Families own nothing jointly.

http://nopom.info/FAQ/who_pays.html

This page says timber is free, too (not just food, housing, clothes (only cheap 
ugly ones?), medicine(?), etc). So that would make it even more >inflationary.

This says that timber is not bought and sold.  Only items designated as "luxuries" 
are bought and sold.  You really need to understand my system before you try to 
explain it to me.  Capital goods (and labor) are not bought or sold, only luxuries.

Basically what's going on here is economic illiteracy. It's not refuting or 
improving on Mises, it's just ignoring Mises and the rest. (Note, btw, >how 
earlier Larry said Mises is irrelevant and refused to comment on his ideas. But 
when you are contradicting established ideas in a field, you >should comment 
on them. And when they seem to already include refutations of what you are 
saying, then you should be addressing those >apparent pre-existing refutations 
of what you say. If you ignore them, what are people to think besides that your 
ideas are refuted?)

Yes, you are showing you don't understand my system at all.  If you cannot read it 
for understanding then you will never understand.  I suggest that you assume (for 
a time) that I actually know what I'm talking about and reading the novel "Invisible 
Hand" and then tell me where I have gone wrong.

http://nopom.info/FAQ/who_pays.html


Larry Mason



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 11, 2013 at 1:38 PM

On Saturday, May 11, 2013 9:10 AM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/11/2013 1:07 PM, Mason, Larry K wrote:
On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> wrote:

Possession of a physical object passes from one party to another party.
First of all: No. Physical objects can be abandoned or lost, for example.

In which case there is no possession.  A change in the party
possessing a physical object is always one to one in parties. I am
referring to interaction here as mediated by physical object money.
(I thought that was obvious.  :-) )

Is the claim that 'passing from one party to another party' is the
*only* way that possession changes, or just that it is *one* way that possession 
changes?

The idea that physical objects can be abandoned or lost is a refutation of the 
former, but not the latter.

One can come to possess something which was unowned.  In that case 
ownership (possession for this situation)  begins with that owner.  Once 
something is property, the ownership of that property can pass to some other 
owner in a variety of ways.  I contend that the owner is always either some 
individual person or some "party" which is again singular no matter how many 
persons are a part of that set of persons.  So if someone gives some item to a 
couple as a wedding gift, the couples own the item.  The couple is the party.

It is the fact that "owner" always refers to "one" whether that one is an individual 
or some collective that is my point here so that when ownership changes the 
transaction is between exactly two parties.



On the other hand, property can be lost or destroyed.  In that case, ownership 
ceases.  There is no owner.  Ownership has not passed from one party to some 
other party.

Does the above make my position clear?

Physical possession (like when two boys are holding the same bat to see which 
team bats first) is a completely different matter.

Larry Mason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 11, 2013 at 2:09 PM

On May 11, 2013, at 10:38 AM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 9:10 AM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/11/2013 1:07 PM, Mason, Larry K wrote:
On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> wrote:

Possession of a physical object passes from one party to another party.
First of all: No. Physical objects can be abandoned or lost, for example.

In which case there is no possession.  A change in the party
possessing a physical object is always one to one in parties. I am
referring to interaction here as mediated by physical object money.
(I thought that was obvious.  :-) )

Is the claim that 'passing from one party to another party' is the
*only* way that possession changes, or just that it is *one* way that 
possession changes?

The idea that physical objects can be abandoned or lost is a refutation of the 
former, but not the latter.

One can come to possess something which was unowned.  In that case 
ownership (possession for this situation)  begins with that owner.  Once 
something is property, the ownership of that property can pass to some other 
owner in a variety of ways.  I contend that the owner is always either some 
individual person or some "party" which is again singular no matter how many 
persons are a part of that set of persons.  So if someone gives some item to a 
couple as a wedding gift, the couples own the item.  The couple is the party.

It is the fact that "owner" always refers to "one" whether that one is an individual 
or some collective that is my point here so that when ownership changes the 



transaction is between exactly two parties.

On the other hand, property can be lost or destroyed.  In that case, ownership 
ceases.  There is no owner.  Ownership has not passed from one party to some 
other party.

Does the above make my position clear?

Physical possession (like when two boys are holding the same bat to see which 
team bats first) is a completely different matter.

So first you claim, as part of your approach, that "Possession of a physical object 
passes from one party to another party."

Now you say that, sometimes, "Ownership has not passed from one party to 
some other party."

So this contradicts the prior statement, which was not qualified.

Further, you haven't actually replied to Richard's question. Nor shown any 
understanding of my point above (which was: that this particular sentence is 
wrong).

You have not retracted or corrected the problematic sentence, nor addressed the 
criticism of it. You should do one of those.

You should be refining and improving -- or at least defending -- your view on 
money, or there isn't much point in a discussion. The status of the position you 
have presented will remain "refuted" until you actually address the problem.

It takes a certain sort of clarity and precision to do philosophy (including 
economics and political philosophy) well enough to reach the truth instead of just 
make up arbitrary junk. If you don't know how to do that, you should learn it 
*before* making a bunch of stuff up. If you do know how to do it, then go ahead 
and do it. If you didn't get my point the first time, well Richard clarified. But you 
still haven't asked any questions trying to clarify *your* understanding of what 
we're saying, nor have you addressed what we're saying.

Note that a single contradiction (or any other criticism) refutes your entire position 



unless and until you (or anyone) deals with it.

You might think problems with one part do not affect the whole. But if that part is 
not connected to the whole, then it should be be part of the whole. It should be 
retracted. And if that has no consequences, one would wonder why it was 
included in the first place.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Money as explanation part 3: the supply of money
Date: May 11, 2013 at 3:41 PM

On Sat, May 11, 2013 at 9:51 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Friday, May 10, 2013 11:17 PM Elliot Temple <curi@curi.us> wrote:
You could have learned things like this if you had read Mises.

I have read Mises.

If you have, it would be helpful if you could explain where you think
Mises went wrong.

Not in some vague way like "his framework was limited". Be specific.

Something like, "Mises says X in chapter y of Human Action. I think
he's wrong about X, the truth is Z, and here's my argument why."

I believe that could lead to a productive discussion.

--Jason

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Money as explanation part 5: zero-sum game simulation
Date: May 11, 2013 at 4:08 PM

Prefix

In every nation at all periods of their histories we can easily find what one might 
call "dysfunctional" aspects of their economy and government.  Some of the most 
common are things like unemployment when much work needs to be done, waste 
of resources, war, poverty, and political oppression.  In economics we have the 
"tragedy of the commons," the business cycle (boom and bust), inflation / 
deflation, and suppression of any free markets.  These and a host of other 
problems which at best hinder and at worst bring about the total collapse and 
destruction of nations and societies, can all be attributed to and explained by a 
single root cause.

I suggest that the root cause of these problems is the nature of the meme called 
"money" as we know it.  It seems clear to me that the concept of money is a 
meme as defined by Richard Dawkins in "The Selfish Gene" and David Deutsch 
in "The Beginning of Infinity."  Money as a medium of exchange, a standard unit 
of account, and a store of value is a concept which developed in many cultures 
and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity (like 
salt, blankets, iron rods, spear points, or pigs), specie (metal coins), currency 
(bills and coins), or bank accounts, the money is always dealt with as if it were a 
physical object.  All the problems associated with money can be traced to that 
fact.

End of Prefix

When possession of a physical object changes from one party to another, the 
gain by the party receiving possession is exactly matched by the loss of the party 
giving up possession.  In trade by barter, each party is both gaining and losing but 
from the point of view of each party the gain is more than the loss.  If that were 
not the case, there would be no trade.  When one of the physical objects is 
money in a trade, the reality is that both parties (buyer losing money and gaining 



what they have purchased and the seller gaining money but losing the item sold) 
are gaining more than they lose from their point of view.  Free or voluntary trade 
is a win / win situation for both parties.

However, if one looks at only the money and ignores everything else (which is a 
foolish thing to do if one wants to understand) then the money considered alone 
simulates a zero-sum game.  The gains of money are exactly matched by the 
losses of money by others.  Since money functions as a standard unit of account, 
we tend, naturally, to pay far more attention to the money and ignore the "messy" 
goods and services whose prices keep changing anyway in the market.  Thus, 
many people come to view the money simulation of a zero-sum game as the 
reality even though that is a false interpretation of the situation.  We look at the 
balance of trade between nations and say that the nation gaining money is 
"winning" the trade "war."   We look at the budget for paying employees and 
figure that a raise for someone else is costing us money.  We see money spent to 
benefit the poor as money taken from ourselves.  In other words, this false 
simulation of a zero-sum game makes us treat other people as enemies, rivals, 
opponents, competitors.  It makes the basic actions of trade in which each party 
is trying to get the best of the other party appear to be part of a win/lose situation.  
It makes people treat each other as being dangerous when in fact, human beings 
are mutually interdependent.  Money problems are said to be the leading cause 
of divorce, for example.

Note that if money were not a physical object, if it were not transferable, if the 
buyer did not give money to the seller, if an increase of income for one party 
meant that other parties also gained an increase of income and if a decrease of 
income for one party also meant that other parties were also losing income, then 
the reality of our mutual interdependence would be made obvious by the nature 
of that money.

This explanation for the animosity, rivalry, destructive competition, and "dog eat 
dog" business relationships can be refuted by finding any historical example of a 
state (people with a formal government) in which there is little competition and 
much cooperation and coordination, in which there is no gain at the expense of 
others, in which wealth cannot be acquired by taking that wealth from others.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: Fallible Ideas e-mail list
Date: May 11, 2013 at 4:22 PM

On May 11, 2013, at 7:50 AM, auvenj <auvenj@yahoo.com> wrote on FoR list:

--- In Fabric-of-Reality@yahoogroups.com, "hibbsa" <hibbsa@...> wrote:

--- In Fabric-of-Reality@yahoogroups.com, "Alan" <alan_forrester2@> wrote:

Elliot Temple has started a new general philosophy e-mail list called the 
Fallible ideas list

http://groups.yahoo.com/group/fallible-ideas/

The guidlines are here and Elliot is willing to consider suggestions for 
improvements

http://fallibleideas.com/discussion/guidelines

The point of the FI list is to provide a single list where one can post anything 
about philosophy and so on without having to worry about whether it is on 
topic. So you could post on political philosophy, moral philosophy, the 
multiverse, epistemology, evolution and so on without worrying about it being 
on-topic.

Alan

Among the reasons Elliot gives for this new list:

"I think it's confusing to people to use a list named after a particular book as a 
general purpose discussion place, especially after the author turned his back 
on the community. And it's also confusing/burdensome to have to join a bunch 
of different lists to not miss discussion."

http://groups.yahoo.com/group/fallible-ideas/
http://fallibleideas.com/discussion/guidelines


This appears to be a gross distortion of what happened and why, and who it 
did and didn't involve. Has David Deutsch ever issued a statement turning his 
back on any community? Elliot has issued a statement apparently turning his 
back on David Deutsch.

Has Elliot issued a further statement asking the 'community' which of the 
'sides' that so far only Elliot has made any reference to, wants to be on?

Why hasn't Elliot explained the history in plain accurate language? Does Elliot 
want to mislead people? Is this as dishonest as it appears? Or is something 
missing from what I'm seeing that would explain it?

Why hasn't the explanation been: "I have made some public allegations 
against Deutsch about Justifictionalism and other shortcomings which I didn't 
elaborate on, which Deutsch has responded to here, here and here. I am 
unsatisfied with his answers for this, this and this reason, and believe my core 
argument here, here and here has not been addressed. I am therefore 
attempting to go my own way and bring the community that largely came to my 
lists because of the association with the work of David Deutsch with me. 
Please read the history and make the important decision whether my 
arguments were specious or Deutsch's responses to my arguments were, and 
vote with your feet. Please note this split idea is entirely due to my activism, 
and David Deutsch has never suggested or hinted in any form he is turning his 
back on any section of the community"

I've criticized Elliot plenty for insider/outsider mentality, camps, "sides", etc. in 
the past. I will do so in the future when/if I think it's valid.

But in this case, I think he's just starting a new list. He's not destroying the old 
lists or telling people not to participate in them or otherwise hobbling them. He's 
not asking people to take sides - at least not me. If he was I can assure you that 
I would have no part of it.

It's common to start new lists, and it's common to advertise them on existing 
lists where people who might be interested in the new list are already 
subscribed. I see no problem with that.

yes I agree about sides. I wrote Hibbsa offlist and said: Also I don't think you 
should try to make FI membership about being on DD's side or not. Basically 
everyone notable already joined (except DD, who is welcome), but I don't think 



they intended joining as an anti-DD move. They joined to read the posts on FI, 
and maybe write some, but not to vote.

However I think you are right to point out the flaws in Elliot's statement that the 
author turned his back on the community. DD never posted very often, people's 
time and interest in posting waxes and wanes naturally, and as far as I know DD 
has not unsubscribed or publicly renounced any of the lists around his books. 
So I don't think that was a correct or fair thing for Elliot to say.

Failure to make a public declaration that one has done X does not imply one has 
not done X.

"DD never posted very often" is factually false. FYI he wrote over 1000 TCS list 
posts, for example. Further, his community participation included stuff other than 
posting, and that has declined a ton.

FYI DD actually began turning his back on the community before BoI was 
published and before you joined the community. Directly relevant events begin 
around 1994. I'm talking long term stuff, not short term fluctuations. You're not 
familiar with it so maybe just be undecided instead of saying stuff is unfair.

PS please do not discuss any of this on FoR list because i'm banned there and 
can't answer to that audience. Banned by Sarah for [no reason given]. and not 
even just banned from posting. she actually banned me from receiving the emails 
too. that's such a dick move for a public list.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 11, 2013 at 4:30 PM

On Saturday, May 11, 2013 2:09 PM Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 10:38 AM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 9:10 AM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/11/2013 1:07 PM, Mason, Larry K wrote:
On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> wrote:

Larry> Possession of a physical object passes from one party to another 
party.

Elliot> First of all: No. Physical objects can be abandoned or lost, for 
example.

Larry> In which case there is no possession.  A change in the party
possessing a physical object is always one to one in parties. I am
referring to interaction here as mediated by physical object money.
(I thought that was obvious.  :-) )

Richard> Is the claim that 'passing from one party to another party' is the
*only* way that possession changes, or just that it is *one* way that 
possession changes?

The idea that physical objects can be abandoned or lost is a refutation of the 
former, but not the latter.

One can come to possess something which was unowned.  In that case 
ownership (possession for this situation)  begins with that owner.  Once 
something is property, the ownership of that property can pass to some other 
owner in a variety of ways.  I contend that the owner is always either some 
individual person or some "party" which is again singular no matter how many 



persons are a part of that set of persons.  So if someone gives some item to a 
couple as a wedding gift, the couples own the item.  The couple is the party.

It is the fact that "owner" always refers to "one" whether that one is an 
individual or some collective that is my point here so that when ownership 
changes the transaction is between exactly two parties.

On the other hand, property can be lost or destroyed.  In that case, ownership 
ceases.  There is no owner.  Ownership has not passed from one party to 
some other party.

Does the above make my position clear?

Physical possession (like when two boys are holding the same bat to see 
which team bats first) is a completely different matter.

So first you claim, as part of your approach, that "Possession of a physical 
object passes from one party to another party."

I do claim that.  Of course the word "possession" is in the ownership sense in that 
sentence.

Now you say that, sometimes, "Ownership has not passed from one party to 
some other party."

In the case of property being destroyed or lost ownership has not passed to any 
other party.

So this contradicts the prior statement, which was not qualified.

So if you can find some meaning of a commonly used word (like "possession") 
which makes a statement wrong then you have refuted the statement even 
though with some other commonly accepted meaning of the term the statement is 
true?

Further, you haven't actually replied to Richard's question. Nor shown any 
understanding of my point above (which was: that this particular sentence is 
wrong).



I did answer his questions.  He asked " Is the claim that 'passing from one party 
to another party' is the *only* way that possession changes or just that it is *one* 
way that possession changes?" and I answered that "property can pass to some 
other owner in a variety of ways."
Do you contend that possession (in the ownership sense) does not pass from 
party to party?  You provided examples of contexts in which possession was lost 
or ended but you did not provide evidence that possession does not pass from 
party to party.

You have not retracted or corrected the problematic sentence, nor addressed 
the criticism of it. You should do one of those.

See just above.

You should be refining and improving -- or at least defending -- your view on 
money, or there isn't much point in a discussion. The status of the position you 
have presented will remain "refuted" until you actually address the problem.

You should be expanding and enlarging your view on money.  You should expand 
your view of what is possible and see that since money is in the minds of people 
it need not be restricted to traditional conceptualizations.  If you are only going to 
ignore what I present and describe it falsely then there isn't much point in a 
discussion.

It takes a certain sort of clarity and precision to do philosophy (including 
economics and political philosophy) well enough to reach the truth instead of 
just make up arbitrary junk. If you don't know how to do that, you should learn it 
*before* making a bunch of stuff up. If you do know how to do it, then go ahead 
and do it. If you didn't get my point the first time, well Richard clarified. But you 
still haven't asked any questions trying to clarify *your* understanding of what 
we're saying, nor have you addressed what we're saying.

Note that a single contradiction (or any other criticism) refutes your entire 
position unless and until you (or anyone) deals with it.

You might think problems with one part do not affect the whole. But if that part is 
not connected to the whole, then it should be be part of the whole. It should be 
retracted. And if that has no consequences, one would wonder why it was 
included in the first place.



Since you have evidenced no understanding whatever of my statements and 
positions I will not take your directions (or insults) seriously.



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 3: the supply of money
Date: May 11, 2013 at 4:36 PM

On Saturday, May 11, 2013 3:41 PM Jason <auvenj@gmail.com> wrote:

On Sat, May 11, 2013 at 9:51 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Friday, May 10, 2013 11:17 PM Elliot Temple <curi@curi.us> wrote:
You could have learned things like this if you had read Mises.

I have read Mises.

If you have, it would be helpful if you could explain where you think Mises went 
wrong.

Not in some vague way like "his framework was limited". Be specific.

Mises did not deal with a non-transferrable money.

Something like, "Mises says X in chapter y of Human Action. I think he's wrong 
about X, the truth is Z, and here's my argument why."

I believe that could lead to a productive discussion.

Why should I write about Mises?  There are thousands of economists and scores 
of economists have written about the economies of modern (last 300 years) 
economies.  Why just Mises?  Is he some authority not to be questioned?

Perhaps if you specify what part of Mises you believe contradicts my point of view 
expressed in these posts it would give me some clue as to why you think Mises 
relevant to the issues I present.  So far as I recall from my readings in "Human 
Action" he did not take up any of these issues.  He never commented on the 
physical object nature of money.



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Money as explanation part 3: the supply of money
Date: May 11, 2013 at 4:55 PM

On Sat, May 11, 2013 at 1:36 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 3:41 PM Jason <auvenj@gmail.com> wrote:

On Sat, May 11, 2013 at 9:51 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Friday, May 10, 2013 11:17 PM Elliot Temple <curi@curi.us> wrote:
You could have learned things like this if you had read Mises.

I have read Mises.

If you have, it would be helpful if you could explain where you think Mises went 
wrong.

Not in some vague way like "his framework was limited". Be specific.

Mises did not deal with a non-transferrable money.

I'd guess he didn't deal with a large variety of other subjects
either. So what? I was suggesting you criticize something he did deal
with.

Something like, "Mises says X in chapter y of Human Action. I think he's wrong 
about X, the truth is Z, and here's my argument why."

I believe that could lead to a productive discussion.

Why should I write about Mises?

A lot of people on this list, who you are presumably trying to
persuade, think Mises is great. His name comes up a lot in discussions
about money and economics. And most importantly, you claim you've
already read him. So coming up with something to say should be easy.



 There are thousands of economists and scores of economists have written 
about the economies of modern (last 300 years) economies.  Why just Mises?  
Is he some authority not to be questioned?

I was asking you specifically *to* question Mises. Was that not clear?!?!

Perhaps if you specify what part of Mises you believe contradicts my point of 
view expressed in these posts it would give me some clue as to why you think 
Mises relevant to the issues I present.  So far as I recall from my readings in 
"Human Action" he did not take up any of these issues.  He never commented 
on the physical object nature of money.

I haven't read much Mises. It's on my list of reading to get to. My
criticism of what very little I have read so far is that Mises says
some economic things are certain, when they are at most our best
guess.

You claim you have read Mises and don't agree with him. Elliot and
others on this list have read Mises and think he's great. I haven't
yet hardly read enough Mises to speak of, so I don't have very much to
say about him, but even I could come up with at least one criticism.

I think a discussion about a specific economic assertion by Mises
would be enlightening.

--Jason



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Stop Flaming (was: Money as explanation part 2: it's amoral)
Date: May 11, 2013 at 4:59 PM

On May 11, 2013, at 10:00 AM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Friday, May 10, 2013 11:23 PM Elliot Temple <curi@curi.us> wrote:

On May 9, 2013, at 5:07 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

You are correct.  That was an error on my part.  It should have been 
something along the lines of "why is it possible for money to be used for such 
evil purposes?"

So you want to set up a money that is **impossible** to be used for evil 
purposes?

Yes, I would like to approximate that situation.  I don't think it can be done 
perfectly but I think that it is possible to make its use for evil purposes quite rare.  
If you have any sense (and I think you do) you will find that almost impossible to 
believe.

That is a bad, misconceived goal. It's a mistake. As BoI explains, problems are 
inevitable. Making problems impossible is itself impossible.

Solving problems is how we make progress.  Didn't you read BoI at all?

This is absurd. If Larry had read BoI more carefully, he would see my name 
emphasized in the acknowledgements. I did not get to be the owner of the BoI list 
by not reading the book, which I have read repeatedly. And, since he asks, I have 
also discussed what it means with the author for many, many hours over a period 
of a decade. And read many times the length of BoI in non-published writing of 
DD's. Not only have I read BoI "at all", I am an expert.

This is ridiculous. It reminds me of a story. My friend worked at the Ayn Rand 
Institute (ARI) for a while. He says people have argued with him about how "Ayn" 
is pronounced. He tells them the right pronunciation and they still argue and won't 



listen. As much as authority is a mistake, it's pretty damn dumb to argue with an 
ARI guy about an issue like how to pronounce "Ayn". It's ridiculous.

It's totally possible for a genuine expert to be wrong and be corrected by a non-
expert. But 98% of the people arguing with him about his expertise are clueless 
idiots greatly exceeding the bounds of their knowledge. They think he's wrong not 
because they have a new insight, but because they never learned the basics. 
They know way less than him, not more. They are ridiculous.

If someone isn't in that ridiculous, ignorant category and has an informed 
argument, they need to do something to differentiate themselves.

Larry's question is basically a factually false personal attack. Plus a big element 
of having no idea who he is talking to, and no respect for the community where 
he's new, and not caring. It comes off like the 98% of people making ignorant 
arguments, instead of differentiating itself as knowing what it's talking about. (This 
is a limited commented, applying just to issues like what BoI says and whether 
I'm familiar with BoI.)

I would have explained my point to Larry more, if he had asked about it and tried 
to learn. Here on BoI list, knowledge is on offer, if that is what one is seeking. 
Instead, Larry flamed me, so I offer the below:

 Remember what is set in stone.  There were two of them.  One is that there will 
be problems.  What was the other?

This is extremely condescending.

Why do you think the title of the book refers to infinity?

Condescending. The meaning of these statements is to imply I'm a young child, 
and to treat me in the (immoral) ways young children are often treated by 
teachers.

The purpose of the list is not to post personal attacks against its owner. This is 
unacceptable.



I get that Larry feels attacked and is lashing out in return. However, that is simply 
not allowed here. Participation here requires more rationality than that. If 
emotional, don't post again until after.

That Larry feels attacked does not mean he was actually attacked. If Larry was 
attacked (or thinks he was), an appropriate thing to do would be to criticize the 
attack, not seek revenge (or he could ignore it). For example, in this post I've 
criticized Larry's attack on me, rather than flaming Larry in return.

Further, Larry felt attacked in general or by some other post(s), but he's lashed 
out in reply to this one which was impersonal and wasn't what got him mad. So 
that is extra unacceptable.

I also get that people have trouble understanding the difference between an 
attack or flame, and a criticism or argument. There are many skills which can help 
one post better. It is everyone's responsibility to learn them. Yes that takes effort 
and attention. People can ask questions to aid this process, and post their 
thinking on the matter to get criticism to help them improve it. Help is available to 
people who wish to learn these skills.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 11, 2013 at 5:04 PM

On May 11, 2013, at 1:30 PM, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Saturday, May 11, 2013 2:09 PM Elliot Temple <curi@curi.us> wrote:

It takes a certain sort of clarity and precision to do philosophy (including 
economics and political philosophy) well enough to reach the truth instead of 
just make up arbitrary junk. If you don't know how to do that, you should learn 
it *before* making a bunch of stuff up. If you do know how to do it, then go 
ahead and do it. If you didn't get my point the first time, well Richard clarified. 
But you still haven't asked any questions trying to clarify *your* understanding 
of what we're saying, nor have you addressed what we're saying.

Note that a single contradiction (or any other criticism) refutes your entire 
position unless and until you (or anyone) deals with it.

You might think problems with one part do not affect the whole. But if that part 
is not connected to the whole, then it should be be part of the whole. It should 
be retracted. And if that has no consequences, one would wonder why it was 
included in the first place.

Since you have evidenced no understanding whatever of my statements and 
positions I will not take your directions (or insults) seriously.

If you're not going to take posts seriously, you should unsubscribe. Taking them 
seriously is the ethos of this group.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Re: Fallible Ideas e-mail list
Date: May 11, 2013 at 5:36 PM

On Sat, May 11, 2013 at 1:22 PM, Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 7:50 AM, auvenj <auvenj@yahoo.com> wrote on FoR list:
However I think you are right to point out the flaws in Elliot's statement that the 
author turned his back on the community. DD never posted very often, 
people's time and interest in posting waxes and wanes naturally, and as far as 
I know DD has not unsubscribed or publicly renounced any of the lists around 
his books. So I don't think that was a correct or fair thing for Elliot to say.

Failure to make a public declaration that one has done X does not imply one 
has not done X.

True, but as with other things we make our best guess. The presence or
lack of a public declaration is a reasonable component of our best
guess.

"DD never posted very often" is factually false. FYI he wrote over 1000 TCS list 
posts, for example. Further, his community participation included stuff other than 
posting, and that has declined a ton.

I think we have been referring to different meanings of "The
Community". By "The Community" I was referring to the specific lists
formed around DD's books - BoI and FoR, since you referred to DD as
"the author". I was not referring to TCS in any of my comments.

DD never posted very often (compared to other posters) on BoI or FoR,
as far as I'm aware.

FYI DD actually began turning his back on the community before BoI was 
published and before you joined the community. Directly relevant events begin 
around 1994. I'm talking long term stuff, not short term fluctuations. You're not 
familiar with it so maybe just be undecided instead of saying stuff is unfair.

I am undecided about the long term stuff you are referring to, about
"The Community" if taken to include things like TCS and perhaps other
things I'm not aware.



I do think yours was an unfair statement as regards "The Community" of
the lists specifically around DD's books.

PS please do not discuss any of this on FoR list because i'm banned there and 
can't answer to that audience.

OK. It was not my intent to criticize your statements in a forum where
you couldn't respond. At some point you probably mentioned that you
were banned from FoR but I didn't think of that when I replied there.
Sorry.

Banned by Sarah for [no reason given]. and not even just banned from posting. 
she actually banned me from receiving the emails too. that's such a dick move 
for a public list.

I agree. I think banning is the correct approach to a relatively
narrow class of posters: spammers and others with an agenda that is
not in line with the purpose of the list, people advocating grossly
violent / illegal acts, and people posting high volumes of repetitive
nonsense are the most common problems I've had to deal with by
banning.

Banning someone for saying things one disagrees with or that cause
discomfort, or for *no reason* (which probably indicates one or both
of the formerly stated reasons) is cowardly and counterproductive.

BTW I am assuming that both Sarah and DD are able to respond here. If
that is not the case someone should say so.

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fallible Ideas e-mail list
Date: May 11, 2013 at 6:22 PM

On May 11, 2013, at 2:36 PM, Jason <auvenj@gmail.com> wrote:

BTW I am assuming that both Sarah and DD are able to respond here. If
that is not the case someone should say so.

DD is unmoderated of course. Even Larry is unmoderated after he started quoting 
good enough for like 80% of his posts.

I'm actually unwilling to moderate anyone long term. I think it's bad to be 
interfering with people's posting on a case-by-case basis as a long term policy. 
(Sarah and DD, btw, think unmoderated lists don't work. And they favor doing 
things like moderating 20% of someone's posts as a long term policy. Though my 
info is from years ago, perhaps they changed their mind after seeing BoI list 
function.)

Sarah was unmoderated but I put her on moderation after she attacked me (and 
attacked Alan and others). She hasn't attempted to post since then, so I haven't 
had to decide on a policy yet.

She destroyed the original TCS list and the FoR list. Setting aside violence, that 
is quite a bad track record! How many people have been so destructive?

And she is not interested in philosophy discussion or common preferences. My 
best guess is she won't try to post, and if she did that I would moderate it for 
hostility.

If you have a better idea, let me know.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Drew zi <amalgafiend@gmail.com>
Subject: [BoI] The Self and Time
Date: May 11, 2013 at 6:30 PM

I hope I can post this here. I realize that this question might have been
asked before. It is more of a question about The Fabric of Reality, then it
is about The Beggining of Infinity.

I am having difficult time understanding the psychological implications of
taking Deutch's chapter on Time. In this he says something like

"nothing moves through time"

What I understand by this chapter is this

1) that when something exists in spacetime in only exists there and then
and it cannot exist elsewhere.
2) That our perspective at any one time is fixed and cannot move through
time.
3) that choices actually do effect the future.

if things don't move how can both three and one be true. if nothing happens
nothing happens, right? if somethings do "happen" how can this be
reconciled with the fact that nothing moves through time.

Maybe I have completely misunderstood the chapter, but I cannot see I way
to reconcile, the psychological implications of the theory.

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] The Self and Time
Date: May 11, 2013 at 7:13 PM

On 11 May 2013, at 23:30, Drew zi <amalgafiend@gmail.com> wrote:

I hope I can post this here. I realize that this question might have been asked 
before. It is more of a question about The Fabric of Reality, then it is about The 
Beggining of Infinity.

I am having difficult time understanding the psychological implications of taking 
Deutch's chapter on Time. In this he says something like

"nothing moves through time"

What I understand by this chapter is this

1) that when something exists in spacetime in only exists there and then and it 
cannot exist elsewhere.
2) That our perspective at any one time is fixed and cannot move through time.
3) that choices actually do effect the future.

if things don't move how can both three and one be true. if nothing happens 
nothing happens, right? if somethings do "happen" how can this be reconciled 
with the fact that nothing moves through time.

Maybe I have completely misunderstood the chapter, but I cannot see I way to 
reconcile, the psychological implications of the theory.

What David says in that chapter of FoR (Chapter 11) is that nothing moves 
through time. Rather there are are a load of instances of any particular system. 
Each instance represents that system doing some particular thing at some 
particular place and time (reading on a clock). So the current instance of me is 
sitting in a chair typing this e-mail at 23:52 on Saturday 11 May 2013. Another 
instance of me is reading a book instead of typing this e-mail while sitting in the 
chair at the same place and time. Another instance of me was sitting on my bed 
typing a different e-mail one hour ago.

Now, we can take all the different instances of all of the different systems in the 
universe and assemble them like a giant jigsaw puzzle. What we would see if we 



did this is a bit like a set of series of these instances. So one of those series of 
instances tells a story in which I typed this e-mail. Another series tells a story in 
which I'm reading a book. So things do happen.

If we go back far enough we will reach a point where those series become 
identical. After that point one version of me did one thing that led to me typing this 
e-mail, like thinking I should write some other e-mail, say. Another version of me 
happened to glance at a particular book and thought "Gosh, I really should read 
that." My choice to do one thing or the other affected the future.

How do we know that things happen? We compare what's happening now with 
our current records of the past and that's how we can tell that things change over 
time. That change doesn't involve moving though time. It involves the same thing 
doing different stuff at different instances.

And we can tell what kind of stuff causes other stuff by coming up with theories 
about the rules that determine the possible contents of instances and seeing that 
those rules say that to get X you need Y to happen. So Y causes X. For example, 
in instances where I have a record of turning on a kettle, the water in the kettle 
may be boiling. In instances where I don't have a record of turning on the kettle 
the water in the kettle doesn't boil. Turning on the kettle causes the water to boil.

Alan



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The Self and Time
Date: May 11, 2013 at 7:14 PM

On May 11, 2013, at 3:30 PM, Drew zi <amalgafiend@gmail.com> wrote:

I hope I can post this here. I realize that this question might have been
asked before. It is more of a question about The Fabric of Reality, then it
is about The Beggining of Infinity.

I am having difficult time understanding the psychological implications of
taking Deutch's chapter on Time. In this he says something like

"nothing moves through time"

What I understand by this chapter is this

1) that when something exists in spacetime in only exists there and then
and it cannot exist elsewhere.
2) That our perspective at any one time is fixed and cannot move through
time.
3) that choices actually do effect the future.

if things don't move how can both three and one be true. if nothing happens
nothing happens, right? if somethings do "happen" how can this be
reconciled with the fact that nothing moves through time.

Maybe I have completely misunderstood the chapter, but I cannot see I way
to reconcile, the psychological implications of the theory.

This is not an intuitive topic. So precision is going to be needed. We'll have to be 
methodical.

I think it would help to give an exact quote that you want to discuss. David 
Deutsch chooses his words carefully.

One thing I think is instructive is to consider space. Whatever you think is right, 
you could comment on whether it's true for space as well as time. If so, explain 
the parallel; if not, explain why they are different for this.



Another issue is what 'move' means. What do you mean by it? Is that what David 
meant?

Another issue is about whether the 'present moment' moves or flows. David says 
all the spacetime slices (of the entire multiverse) exist at the same time, rather 
than existing in succession one at a time. That is one thing he means by saying 
time doesn't flow/move.

Nor is there an attribute called "the present" which any given slice of spacetime 
doesn't have for a while, then does have, then doesn't have again. Which, by the 
way, would not make sense because time is internal to spacetime. Spacetime 
slices can't be thought about in terms of things happening to them over time 
unless they are themselves in a multiverse with time (but asserting that just 
makes a mess of things).

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Drew zi <amalgafiend@gmail.com>
Cc: alanmichaelforrester@googlemail.com
Subject: Re: [BoI] The Self and Time
Date: May 11, 2013 at 7:41 PM

I would respond to your whole post, but I am not sure how to parse
quotations. So I am going to as a tentative question until I figured it out.

I have rephrased this question so many times in order to pinpoint what I
find  confusing about it, I am sorry if it seems like I am going round in
circles. I am trying to write a blog post that gets what deutsch saying and
how that impacts on choice and actions and the think in psychology called
"the self over time".

here goes...

Doesn't "doing something" imply moving through time? I can accept that
everything that is logically possible already exists, but how does it makes
sense to say that consciousness has the ability to concatenate experiences
as though it "moves through time" if in fact it does not "move through
time".

On Sunday, 12 May 2013 00:13:12 UTC+1, Alan Forrester wrote:

On 11 May 2013, at 23:30, Drew zi <amalg...@gmail.com <javascript:>>
wrote:

I hope I can post this here. I realize that this question might have
been asked before. It is more of a question about The Fabric of Reality,
then it is about The Beggining of Infinity.

I am having difficult time understanding the psychological implications
of taking Deutch's chapter on Time. In this he says something like

"nothing moves through time"

What I understand by this chapter is this

1) that when something exists in spacetime in only exists there and then
and it cannot exist elsewhere.



2) That our perspective at any one time is fixed and cannot move through
time.

3) that choices actually do effect the future.

if things don't move how can both three and one be true. if nothing
happens nothing happens, right? if somethings do "happen" how can this be
reconciled with the fact that nothing moves through time.

Maybe I have completely misunderstood the chapter, but I cannot see I
way to reconcile, the psychological implications of the theory.

What David says in that chapter of FoR (Chapter 11) is that nothing moves
through time. Rather there are are a load of instances of any particular
system. Each instance represents that system doing some particular thing at
some particular place and time (reading on a clock). So the current
instance of me is sitting in a chair typing this e-mail at 23:52 on
Saturday 11 May 2013. Another instance of me is reading a book instead of
typing this e-mail while sitting in the chair at the same place and time.
Another instance of me was sitting on my bed typing a different e-mail one
hour ago.

Now, we can take all the different instances of all of the different
systems in the universe and assemble them like a giant jigsaw puzzle. What
we would see if we did this is a bit like a set of series of these
instances. So one of those series of instances tells a story in which I
typed this e-mail. Another series tells a story in which I'm reading a
book. So things do happen.

If we go back far enough we will reach a point where those series become
identical. After that point one version of me did one thing that led to me
typing this e-mail, like thinking I should write some other e-mail, say.
Another version of me happened to glance at a particular book and thought
"Gosh, I really should read that." My choice to do one thing or the other
affected the future.

How do we know that things happen? We compare what's happening now with
our current records of the past and that's how we can tell that things
change over time. That change doesn't involve moving though time. It
involves the same thing doing different stuff at different instances.



And we can tell what kind of stuff causes other stuff by coming up with
theories about the rules that determine the possible contents of instances
and seeing that those rules say that to get X you need Y to happen. So Y
causes X. For example, in instances where I have a record of turning on a
kettle, the water in the kettle may be boiling. In instances where I don't
have a record of turning on the kettle the water in the kettle doesn't
boil. Turning on the kettle causes the water to boil.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The Self and Time
Date: May 11, 2013 at 7:46 PM

On May 11, 2013, at 4:41 PM, Drew zi <amalgafiend@gmail.com> wrote:

I would respond to your whole post, but I am not sure how to parse
quotations. So I am going to as a tentative question until I figured it out.

I have rephrased this question so many times in order to pinpoint what I
find  confusing about it, I am sorry if it seems like I am going round in
circles. I am trying to write a blog post that gets what deutsch saying and
how that impacts on choice and actions and the think in psychology called
"the self over time".

here goes...

Doesn't "doing something" imply moving through time? I can accept that
everything that is logically possible already exists, but how does it makes
sense to say that consciousness has the ability to concatenate experiences
as though it "moves through time" if in fact it does not "move through
time".

This is not a special ability of consciousness. Stones also have continuity over 
time (across instances).

-- Elliot Temple
http://fallibleideas.com/

-- 

http://fallibleideas.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Re: Fallible Ideas e-mail list
Date: May 11, 2013 at 7:51 PM

On Sat, May 11, 2013 at 3:22 PM, Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 2:36 PM, Jason <auvenj@gmail.com> wrote:

BTW I am assuming that both Sarah and DD are able to respond here. If
that is not the case someone should say so.

DD is unmoderated of course. Even Larry is unmoderated after he started 
quoting good enough for like 80% of his posts.

I'm actually unwilling to moderate anyone long term. I think it's bad to be 
interfering with people's posting on a case-by-case basis as a long term policy. 
(Sarah and DD, btw, think unmoderated lists don't work. And they favor doing 
things like moderating 20% of someone's posts as a long term policy. Though 
my info is from years ago, perhaps they changed their mind after seeing BoI list 
function.)

I agree. My lists have new members moderated by default for the sole
reason of preventing random spammers from joining, posting a spam,
then leaving and returning with a new address - which happened a lot
before the policy. With the first non-spam post by a new member they
go off moderation. Almost no one ever goes back on. Too much work.

Sarah was unmoderated but I put her on moderation after she attacked me (and 
attacked Alan and others). She hasn't attempted to post since then, so I haven't 
had to decide on a policy yet.

She destroyed the original TCS list and the FoR list. Setting aside violence, that 
is quite a bad track record! How many people have been so destructive?

And she is not interested in philosophy discussion or common preferences. My 
best guess is she won't try to post, and if she did that I would moderate it for 
hostility.

If you have a better idea, let me know.



I believe we have significantly different standards for what qualifies
as meaningful hostility worthy of moderation or banning. I've chosen
for now not to discuss our differences in that area much further
(mostly because there are better things to discuss) but I suspect most
of the messages you would moderate for hostility, I would not moderate
at all.

If someone posted a pure and blatant ad hominem attack with no other
substance to one of my lists, especially repeatedly, I might moderate
or ban them. Otherwise, I tend to ignore it. I think this is better
because it allows list members to make their own judgements about a
poster's quality.

Which brings up a practice I came close to mentioning (and using) in
the context of Larry's physical object money posts: the *plonk*. I
haven't seen *plonk* mentioned here, but it is used on other lists I'm
on or own.

The basic idea of *plonk* is that when a poster on a list has
demonstrated that they have no value to you as a list member, you add
a filter rule to your own email program to shunt messages with them as
the sender to a "plonk" folder that you never read. When you do this
you reply on list to the person, a message with the word *plonk* and
perhaps a short explanation of why they're being plonked, so they know
they're banned from your inbox and shouldn't expect you to reply to
any of their direct messages on the list.

This is a more distributed means of list moderation for more
borderline cases. I don't expect people to have to *plonk* a bunch of
spammers who join under a new ID once a week. But people who are just
idiots or annoying, the *plonk* seems to work pretty well.

If someone gets "plonked" by a bunch of list members, they know it's
not just the mean ol' moderator out to get them. They get a bunch of
explanations from a bunch of people about why. And if it's just one or
two people that *plonk*, and the plonkee's posts are actually valuable
(or they see they're getting plonked and improve), the plonkers will
see the replies others make and may decide to un-plonk.

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fallible Ideas e-mail list
Date: May 11, 2013 at 8:23 PM

On May 11, 2013, at 4:51 PM, Jason <auvenj@gmail.com> wrote:

On Sat, May 11, 2013 at 3:22 PM, Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 2:36 PM, Jason <auvenj@gmail.com> wrote:

BTW I am assuming that both Sarah and DD are able to respond here. If
that is not the case someone should say so.

DD is unmoderated of course. Even Larry is unmoderated after he started 
quoting good enough for like 80% of his posts.

I'm actually unwilling to moderate anyone long term. I think it's bad to be 
interfering with people's posting on a case-by-case basis as a long term policy. 
(Sarah and DD, btw, think unmoderated lists don't work. And they favor doing 
things like moderating 20% of someone's posts as a long term policy. Though 
my info is from years ago, perhaps they changed their mind after seeing BoI 
list function.)

I agree. My lists have new members moderated by default for the sole
reason of preventing random spammers from joining, posting a spam,
then leaving and returning with a new address - which happened a lot
before the policy. With the first non-spam post by a new member they
go off moderation. Almost no one ever goes back on. Too much work.

Links to these lists?

Sarah was unmoderated but I put her on moderation after she attacked me 
(and attacked Alan and others). She hasn't attempted to post since then, so I 
haven't had to decide on a policy yet.

She destroyed the original TCS list and the FoR list. Setting aside violence, 
that is quite a bad track record! How many people have been so destructive?

And she is not interested in philosophy discussion or common preferences. My 



best guess is she won't try to post, and if she did that I would moderate it for 
hostility.

If you have a better idea, let me know.

I believe we have significantly different standards for what qualifies
as meaningful hostility worthy of moderation or banning.

Sure but Sarah is not a borderline case. And she's nothing like e.g. some guy 
who joins, gets mad about something, and flames a bit.

I've chosen
for now not to discuss our differences in that area much further
(mostly because there are better things to discuss) but I suspect most
of the messages you would moderate for hostility, I would not moderate
at all.

If someone posted a pure and blatant ad hominem attack with no other
substance to one of my lists, especially repeatedly, I might moderate
or ban them. Otherwise, I tend to ignore it. I think this is better
because it allows list members to make their own judgements about a
poster's quality.

Which brings up a practice I came close to mentioning (and using) in
the context of Larry's physical object money posts: the *plonk*. I
haven't seen *plonk* mentioned here, but it is used on other lists I'm
on or own.

The basic idea of *plonk* is that when a poster on a list has
demonstrated that they have no value to you as a list member, you add
a filter rule to your own email program to shunt messages with them as
the sender to a "plonk" folder that you never read. When you do this
you reply on list to the person, a message with the word *plonk* and
perhaps a short explanation of why they're being plonked, so they know
they're banned from your inbox and shouldn't expect you to reply to
any of their direct messages on the list.

This is a more distributed means of list moderation for more
borderline cases. I don't expect people to have to *plonk* a bunch of
spammers who join under a new ID once a week. But people who are just



idiots or annoying, the *plonk* seems to work pretty well.

If someone gets "plonked" by a bunch of list members, they know it's
not just the mean ol' moderator out to get them. They get a bunch of
explanations from a bunch of people about why. And if it's just one or
two people that *plonk*, and the plonkee's posts are actually valuable
(or they see they're getting plonked and improve), the plonkers will
see the replies others make and may decide to un-plonk.

This approach distributes the burden. So now it affects many people. Most of 
them don't want it and will suffer or leave. I think most members:

1) don't want to deal with stuff like that

2) want the posts they read to be high quality

3) want the *first* posts they read (before they know who to plonk) to be 
awesome, or they won't read a lot more

In a way, your policy is more exclusive than mine. I have more quality standards 
for posts, raising the minimum level for acceptable posts. By doing this, I lower 
the minimum entry level to be able to productively read the list. The number of 
people interested in reading lists is usually at least 10 times more than the 
number interested in posting, so doing something good for them is masses-
friendly.

Some of those people in the masses sometimes start posting later. They are 
often are better posters than the people who subscribe and post immediately, 
because they are familiar with the list ethos already. Not alienating potential 
posters who try reading the list first is a good policy for the active posters as well 
as the lurkers.

(BTW, when I joined my first email list, the TCS list, I read it for about a month 
before my first post.)

BoI list has around 200 members. Should 180 people have to set up a mail rule 
when someone writes bad stuff? Or even 50 people for someone borderline?

Should I filter people, so I don't even know if they are harassing anyone?



Even quite mild flaming (for example) has negative value. If people aren't going to 
be productive and follow the list ethos -- and will devalue the list for the 80%+ of 
people who never set mail rules -- then it's better not to have them. They are 
costing you attention from other people, some of whom are better.

You might like everyone to take responsibility for deciding which posts to read or 
not, but they don't. And lots people who don't may still be more valuable to have 
around them mild flamers who *also* don't take such responsibility.

Further, list atmosphere matters. An atmosphere with quality expectations helps 
create better discussions.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Drew zi <amalgafiend@gmail.com>
Subject: Re: [BoI] The Self and Time
Date: May 11, 2013 at 9:07 PM

On Sunday, 12 May 2013 00:46:31 UTC+1, Elliot Temple wrote:

On May 11, 2013, at 4:41 PM, Drew zi <amalg...@gmail.com <javascript:>>
wrote:

I would respond to your whole post, but I am not sure how to parse
quotations. So I am going to as a tentative question until I figured it

out.

I have rephrased this question so many times in order to pinpoint what I
find  confusing about it, I am sorry if it seems like I am going round

in
circles. I am trying to write a blog post that gets what deutsch saying

and
how that impacts on choice and actions and the think in psychology

called
"the self over time".

here goes...

Doesn't "doing something" imply moving through time? I can accept that
everything that is logically possible already exists, but how does it

makes
sense to say that consciousness has the ability to concatenate

experiences
as though it "moves through time" if in fact it does not "move through
time".

This is not a special ability of consciousness. Stones also have
continuity over time (across instances).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


This cannot literally be true. the stone itself is a particular arrangement
of atoms at a particular time, and at another time there is a different
arrangement of atoms. Stones cannot concatenate their experience and
identify as being in a different place at an earlier time.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The Self and Time
Date: May 11, 2013 at 10:39 PM

On May 11, 2013, at 6:07 PM, Drew zi <amalgafiend@gmail.com> wrote:

On Sunday, 12 May 2013 00:46:31 UTC+1, Elliot Temple wrote:

On May 11, 2013, at 4:41 PM, Drew zi <amalg...@gmail.com <javascript:>>
wrote:

I would respond to your whole post, but I am not sure how to parse
quotations. So I am going to as a tentative question until I figured it

out.

I have rephrased this question so many times in order to pinpoint what I
find  confusing about it, I am sorry if it seems like I am going round

in
circles. I am trying to write a blog post that gets what deutsch saying

and
how that impacts on choice and actions and the think in psychology

called
"the self over time".

here goes...

Doesn't "doing something" imply moving through time? I can accept that
everything that is logically possible already exists, but how does it

makes
sense to say that consciousness has the ability to concatenate

experiences
as though it "moves through time" if in fact it does not "move through
time".

This is not a special ability of consciousness. Stones also have
continuity over time (across instances).



-- Elliot Temple
http://fallibleideas.com/

This cannot literally be true. the stone itself is a particular arrangement
of atoms at a particular time, and at another time there is a different
arrangement of atoms. Stones cannot concatenate their experience and
identify as being in a different place at an earlier time.

Continuity doesn't have to do with the objects concatenating anything. Nor does it 
have to do with experience.

Continuity is an explanatory-philosophical concept which people use for 
organizing reality in order to deal with it better.

In other words, people decide what to consider to have continuity or not. Some 
ways people decide are better, and others are worse. Better or worse for what? 
Solving some problem. But also, some approaches have reach: they are better 
when dealing with many different problems.

-- Elliot Temple
http://curi.us/

http://fallibleideas.com/
http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 11, 2013 at 10:47 PM

On Sat, May 11, 2013 at 12:22 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 8:15 AM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sat, May 11, 2013 at 7:07 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> wrote:

On May 10, 2013, at 6:44 AM, "Mason, Larry K" <ma...@email.unc.edu> 
wrote:

Possession of a physical object passes from one party to another party.

First of all: No. Physical objects can be abandoned or lost, for example.

In which case there is no possession.  A change in the party possessing a 
physical object is always one to one in parties. I am referring to interaction 
here as mediated by physical object money.  (I thought that was obvious.  :-) )

Second: Non-physical stuff can do this too (e.g. bitcoins or the right to 
publish stories about Harry Potter). So what does this have to do with 
physical objects?

Yes, physical object money in the form of computer accounts is treated as if it 
were a physical object and thus it also goes from one party to another party.  
And yes, other objects which are not physical can also pass from one party to 
another party.  What does that have to do with my point?  If those other 
objects can be used to gain power in the two party interaction, they also help 
to make that interaction unstable.  That isn't unique to physical object money.  
You may have noted that these posts are showing how physical objects in 
general have these influences and whenever we treat some intangible thing 
as if it were a physical object that intangible will also have those influences.



Money influences us? How does that work exactly?

Having read "The Beginning of Infinity" I am sure you know what memes are 
and how they work.  Money is a meme.  Money is not just a mental concept but 
also it includes a suite of behaviors.

The mental concept is a meme. Each of the behaviors is a meme.

Therefore, in the context of money interactions, our behavior is influenced by 
how we perceive, define, conceptualize, and think about money.

Taking the relevant part of your reply:

"our behavior is influenced by how we perceive, define, conceptualize,
and think about money"

and let X by "how we perceive, define, conceptualize, and think about
money", then your sentence goes like:

"our behavior is influenced by X" where X is an idea (or theory).

A person is his ideas.

A person is responsible for his ideas.

A person behaves in accordance with his ideas. In other words, ideas
cause behaviors.

You're saying that the idea of money influences people. But that is
wrong. The idea of money is not itself a moral idea. On the other hand
it is connected to lots of moral ideas -- there are good ones and evil
ones. The non-zero-sum ones are good and the zero-sum ones are evil.

So money doesn't influence us. Its the moral ideas that each person
has that connect to the money idea that influences (causes) each
person's behavior towards/regarding money.

So its incorrect to say that "money influences us". And its correct to
say that "evil (moral) ideas connected to the money idea influences



the people that hold those ideas".

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 11, 2013 at 10:54 PM

On Sat, May 11, 2013 at 10:15 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Friday, May 10, 2013 11:31 PM Elliot Temple <curi@curi.us> wrote:

On May 9, 2013, at 9:11 PM, Jason <auvenj@gmail.com> wrote:

Nevermind...your unique terminology and web site solves this problem.
Googling parts of your posts easily lands here:
http://nopom.info/index.html

You could have saved us all the trouble by simply posting that link
yourself in the prefix to each message. Carry on...

Oh.

So for example:

http://nopom.info/FAQ/socialism.html

Probably the first hint of socialism comes from the sixth principle of the new 
money which states: "Goods and services designated 'necessities' are free to 
all, as needed."

As Ayn Rand would ask:

Free to all ... and provided by whom?

I hope Ayn would read the whole solution rather than just a tiny part in order to 
find the answer to that question.

In a free market, who provides the goods and services which people want to 
consume?  Those people who want to earn money to exchange for the things 
they would like to buy and those people who like to use barter to get what they 
want.  That is the situation with my solution.  Those who want to earn money to 

http://nopom.info/index.html
http://nopom.info/FAQ/socialism.html


buy other things produce the goods and services designated "necessities" in my 
system.  It's a free market system which employs a true free market.

And if the demand for "necessities" (such as factories) is higher than
the supply, then what? How will disputes be decided about who gets
what? What if fifty million people want a factory, but there's only
fifty thousand factories?

Won't people who want more necessities start bartering with neighbors
to get necessities that aren't currently available for free? I'll give
you a bag of corn for your bag of sugar, since there's no free sugar
or corn available currently.

And then doesn't the double coincidence of wants problem get in the
way, so people will reinvent regular money to deal with it?

Also if you have transactions where more money is created ("earned") than 
used up, doesn't that create inflation? Aren't you paying for this >"free lunch" 
by inflation (in other words, by devaluing the currency. you get the wealth to 
give out the freebies by taking a little from everyone >who has wealth).

The supply of money is a dependent condition which is controlled by the supply 
of goods and services for sale.
There is no currency in my system.
In my system there are no taxes of any kind on anybody by any agency of any 
government.  Read my lips.   No taxes.
My system is also pure private property.  All property that is owned is owned by 
individuals not groups.  The government owns nothing at all.  Companies own 
nothing at all.  Families own nothing jointly.

Here you say that *all* property is owned by individuals. But in
another email you contradict yourself. You wrote, "I contend that the
owner is always either some individual person or some "party" which is
again singular no matter how many persons are a part of that set of
persons.  So if someone gives some item to a couple as a wedding gift,
the couples own the item.  The couple is the party."

If you can't keep your own position straight, perhaps you shouldn't



yell at others and insist they study it more carefully. Maybe you
should go through and remove the contradictions before trying so much
to persuade others to adopt your view.

Maybe you should consider whether you are competent to figure out a
high quality complex system, when you lack the skill to write a few
emails explaining yourself without direct contradictions. There is no
shame in lacking such skill; the only shame would be in evading that
reality and refusing to work on improving.

I'm not trying to insult you. I say this in all seriousness. This is
my best advice. If you think it's bad advice, tell me: what would you
advise someone who posts a complex system full of contradictions?

http://nopom.info/FAQ/who_pays.html

This page says timber is free, too (not just food, housing, clothes (only cheap 
ugly ones?), medicine(?), etc). So that would make it even more >inflationary.

This says that timber is not bought and sold.  Only items designated as 
"luxuries" are bought and sold.  You really need to understand my system before 
you try to explain it to me.  Capital goods (and labor) are not bought or sold, 
only luxuries.

Food and timber producers earn money to spend on luxuries. This
creates inflation because, in this case, money is coming into the
system but not out.

Money being earned, without also being subtracted from someone else,
increases the total amount of money. That is called inflation.

Basically what's going on here is economic illiteracy. It's not refuting or 
improving on Mises, it's just ignoring Mises and the rest. (Note, btw, >how 
earlier Larry said Mises is irrelevant and refused to comment on his ideas. But 
when you are contradicting established ideas in a field, you >should comment 
on them. And when they seem to already include refutations of what you are 
saying, then you should be addressing those >apparent pre-existing 
refutations of what you say. If you ignore them, what are people to think 
besides that your ideas are refuted?)

http://nopom.info/FAQ/who_pays.html


Yes, you are showing you don't understand my system at all.  If you cannot read 
it for understanding then you will never understand.  I suggest that you assume 
(for a time) that I actually know what I'm talking about and reading the novel 
"Invisible Hand" and then tell me where I have gone wrong.

Do you agree or disagree that you have contradicted Mises?



From: Anonymous Person <unattributedemail@gmail.com>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 11, 2013 at 10:57 PM

On Sat, May 11, 2013 at 5:07 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> wrote:

On May 10, 2013, at 6:44 AM, "Mason, Larry K" <ma...@email.unc.edu> 
wrote:

Prefix (See "Money as explanation part 0" for comments on this prefix.)

In every nation at all periods of their histories we can easily find what one 
might call "dysfunctional" aspects of their economy and government.  Some 
of the most common are things like unemployment when much work needs to 
be done, waste of resources, war, poverty, and political oppression.  In 
economics we have the "tragedy of the commons," the business cycle (boom 
and bust), inflation / deflation, and suppression of any free markets.  These 
and a host of other problems which at best hinder and at worst bring about 
the total collapse and destruction of nations and societies, can all be 
attributed to and explained by a single root cause.

I suggest that the root cause of these problems is the nature of the meme 
called "money" as we know it.  It seems clear to me that the concept of 
money is a meme as defined by Richard Dawkins in "The Selfish Gene" or by 
David Deutsch in "The Beginning of Infinity."  Money as a medium of 
exchange, a standard unit of account, and a store of value is a concept which 
developed in many cultures and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity 
(like salt, blankets, iron rods, spear points, or pigs), specie (metal coins), 
currency (bills and coins), or bank accounts, the money is always dealt with 
as if it were a physical object.  All the problems associated with money can 
be traced to that fact.

End of Prefix



Possession of a physical object passes from one party to another party.

First of all: No. Physical objects can be abandoned or lost, for example.

In which case there is no possession.  A change in the party possessing a 
physical object is always one to one in parties. I am referring to interaction here 
as mediated by physical object money.  (I thought that was obvious.  :-) )

Second: Non-physical stuff can do this too (e.g. bitcoins or the right to publish 
stories about Harry Potter). So what does this have to do with physical 
objects?

Yes, physical object money in the form of computer accounts is treated as if it 
were a physical object and thus it also goes from one party to another party.  
And yes, other objects which are not physical can also pass from one party to 
another party.  What does that have to do with my point?  If those other objects 
can be used to gain power in the two party interaction, they also help to make 
that interaction unstable.  That isn't unique to physical object money.  You may 
have noted that these posts are showing how physical objects in general have 
these influences and whenever we treat some intangible thing as if it were a 
physical object that intangible will also have those influences.

So what you meant was: "Any type of object can pass from one party to
another or also can not pass from one party to another." ?

If so, that isn't saying anything.



From: Drew zi <amalgafiend@gmail.com>
Subject: Re: [BoI] The Self and Time
Date: May 11, 2013 at 11:32 PM

On Sunday, 12 May 2013 03:39:07 UTC+1, Elliot Temple wrote:

On May 11, 2013, at 6:07 PM, Drew zi <amalg...@gmail.com <javascript:>>
wrote:

On Sunday, 12 May 2013 00:46:31 UTC+1, Elliot Temple wrote:

On May 11, 2013, at 4:41 PM, Drew zi <amalg...@gmail.com<javascript:>>
wrote:

I would respond to your whole post, but I am not sure how to parse
quotations. So I am going to as a tentative question until I figured

it
out.

I have rephrased this question so many times in order to pinpoint what
I

find  confusing about it, I am sorry if it seems like I am going round
in

circles. I am trying to write a blog post that gets what deutsch
saying

and
how that impacts on choice and actions and the think in psychology

called
"the self over time".

here goes...

Doesn't "doing something" imply moving through time? I can accept that
everything that is logically possible already exists, but how does it

makes



sense to say that consciousness has the ability to concatenate
experiences

as though it "moves through time" if in fact it does not "move through
time".

This is not a special ability of consciousness. Stones also have
continuity over time (across instances).

-- Elliot Temple
http://fallibleideas.com/

This cannot literally be true. the stone itself is a particular
arrangement

of atoms at a particular time, and at another time there is a different
arrangement of atoms. Stones cannot concatenate their experience and
identify as being in a different place at an earlier time.

Continuity doesn't have to do with the objects concatenating anything. Nor
does it have to do with experience.

Continuity is an explanatory-philosophical concept which people use for
organizing reality in order to deal with it better.

In other words, people decide what to consider to have continuity or not.
Some ways people decide are better, and others are worse. Better or worse
for what? Solving some problem. But also, some approaches have reach: they
are better when dealing with many different problems.

-- Elliot Temple
http://curi.us/

Can I try a different tact? Because I am pretty sure I am not explaining
myself very well, or I am simply not understanding the deeper implications
of this model, thanks for having patience.

http://fallibleideas.com/
http://curi.us/


 David Deutsch claims three things about the multiverse and observers
within it.

1) that if I were to ask which was me the only answer could be all of them,
because there is no objective way to say which one is actually me.

2) That every subjectivity is conscious at only one time, and cannot come
to exist at another (nothing moves through time).

3) other times are just special cases of other universes.

Here's where I am confused:

1) I do not have access to all times and all universes, so I cannot be all
of them (this is what would follow from 1 and 3).

2) I am restricted to just one space at one time, how I do not feel like I
am not stuck on the same "slice?" If i am in fact there and no where else?.

-- 



From: Drew zi <amalgafiend@gmail.com>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 11, 2013 at 11:42 PM

On Sunday, 12 May 2013 03:57:16 UTC+1, Anonymous Person wrote:

On Sat, May 11, 2013 at 5:07 AM, Mason, Larry K 
<ma...@email.unc.edu<javascript:>>
wrote:

On May 10, 2013, at about 11:00 PM, Elliot Temple 
<cu...@curi.us<javascript:>>

wrote:

On May 10, 2013, at 6:44 AM, "Mason, Larry K" <ma...@email.unc.edu>
wrote:

Prefix (See "Money as explanation part 0" for comments on this
prefix.)

In every nation at all periods of their histories we can easily find
what one might call "dysfunctional" aspects of their economy and
government.  Some of the most common are things like unemployment when 
much
work needs to be done, waste of resources, war, poverty, and political
oppression.  In economics we have the "tragedy of the commons," the
business cycle (boom and bust), inflation / deflation, and suppression of
any free markets.  These and a host of other problems which at best hinder
and at worst bring about the total collapse and destruction of nations and
societies, can all be attributed to and explained by a single root cause.

I suggest that the root cause of these problems is the nature of the
meme called "money" as we know it.  It seems clear to me that the concept
of money is a meme as defined by Richard Dawkins in "The Selfish Gene" or
by David Deutsch in "The Beginning of Infinity."  Money as a medium of
exchange, a standard unit of account, and a store of value is a concept
which developed in many cultures and has shown a great ability to replicate
itself.

The feature / aspect of the money meme which explains / accounts for



these problems is that money is conceptualized as a physical object and
treated as such.  Whether the physical form money takes is a consumable
commodity (like salt, blankets, iron rods, spear points, or pigs), specie
(metal coins), currency (bills and coins), or bank accounts, the money is
always dealt with as if it were a physical object.  All the problems
associated with money can be traced to that fact.

End of Prefix

Possession of a physical object passes from one party to another
party.

First of all: No. Physical objects can be abandoned or lost, for
example.

In which case there is no possession.  A change in the party possessing
a physical object is always one to one in parties. I am referring to
interaction here as mediated by physical object money.  (I thought that was
obvious.  :-) )

Second: Non-physical stuff can do this too (e.g. bitcoins or the right
to publish stories about Harry Potter). So what does this have to do with
physical objects?

Yes, physical object money in the form of computer accounts is treated
as if it were a physical object and thus it also goes from one party to
another party.  And yes, other objects which are not physical can also pass
from one party to another party.  What does that have to do with my point?
 If those other objects can be used to gain power in the two party
interaction, they also help to make that interaction unstable.  That isn't
unique to physical object money.  You may have noted that these posts are
showing how physical objects in general have these influences and whenever
we treat some intangible thing as if it were a physical object that
intangible will also have those influences.

So what you meant was: "Any type of object can pass from one party to
another or also can not pass from one party to another." ?



If so, that isn't saying anything.

Isn't he meaning to say that an object can't pass from one party to more
than one party; at most one, and in the cases of exchanges exactly one.

-- 



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] The Self and Time
Date: May 11, 2013 at 11:48 PM

On Sat, May 11, 2013 at 8:32 PM, Drew zi <amalgafiend@gmail.com> wrote:

On Sunday, 12 May 2013 03:39:07 UTC+1, Elliot Temple wrote:

On May 11, 2013, at 6:07 PM, Drew zi <amalg...@gmail.com> wrote:

On Sunday, 12 May 2013 00:46:31 UTC+1, Elliot Temple wrote:

On May 11, 2013, at 4:41 PM, Drew zi <amalg...@gmail.com <javascript:>>
wrote:

I would respond to your whole post, but I am not sure how to parse
quotations. So I am going to as a tentative question until I figured
it

out.

I have rephrased this question so many times in order to pinpoint what
I
find  confusing about it, I am sorry if it seems like I am going round

in
circles. I am trying to write a blog post that gets what deutsch
saying

and
how that impacts on choice and actions and the think in psychology

called
"the self over time".

here goes...

Doesn't "doing something" imply moving through time? I can accept that
everything that is logically possible already exists, but how does it



makes
sense to say that consciousness has the ability to concatenate

experiences
as though it "moves through time" if in fact it does not "move through
time".

This is not a special ability of consciousness. Stones also have
continuity over time (across instances).

-- Elliot Temple
http://fallibleideas.com/

This cannot literally be true. the stone itself is a particular
arrangement
of atoms at a particular time, and at another time there is a different
arrangement of atoms. Stones cannot concatenate their experience and
identify as being in a different place at an earlier time.

Continuity doesn't have to do with the objects concatenating anything. Nor
does it have to do with experience.

Continuity is an explanatory-philosophical concept which people use for
organizing reality in order to deal with it better.

In other words, people decide what to consider to have continuity or not.
Some ways people decide are better, and others are worse. Better or worse
for what? Solving some problem. But also, some approaches have reach: they
are better when dealing with many different problems.

-- Elliot Temple
http://curi.us/

Can I try a different tact? Because I am pretty sure I am not explaining
myself very well, or I am simply not understanding the deeper implications
of this model, thanks for having patience.

http://fallibleideas.com/
http://curi.us/


 David Deutsch claims three things about the multiverse and observers within
it.

1) that if I were to ask which was me the only answer could be all of them,
because there is no objective way to say which one is actually me.

Be more precise. Only some subset of all instances of you asks the
question. So that subset is the answer, not all instances of you.

And the qualifier "objective" is a mistake. There is no subjective way
either. And in the case of fungible instances, there is no way at all.
You can't say "the one on the left" or "the one with attribute X"
because they are identical in all their attributes.

2) That every subjectivity is conscious at only one time, and cannot come to
exist at another (nothing moves through time).

David Deutsch says stuff about subjectivities? Where?

What does cannot come to exist at another time mean? There is
continuity of conscious people across time. People exist at multiple
times.

But in any case, try to understand time or consciousness, not both.
Pick one. It's too hard to figure out everything at once.

3) other times are just special cases of other universes.

Here's where I am confused:

1) I do not have access to all times and all universes, so I cannot be all
of them (this is what would follow from 1 and 3).

Any one instance of you doesn't have access to all that and isn't all
of them. But you shouldn't equate that one instance with "I".

2) I am restricted to just one space at one time, how I do not feel like I



am not stuck on the same "slice?" If i am in fact there and no where else?.

You're trying to use common sense intuition. Quantum physics does not
work that way.

Actually, reality works according to quantum physics and feels like
your life feels. We know this because our science and evidence tells
us about quantum physics, and our everyday life tells us what it feels
like. There's no problem.

It's like the people who think the Earth must be stationary because
they don't feel it more. They are wrong to expect to feel all
important physical phenomenon. in an obvious way



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Re: Fallible Ideas e-mail list
Date: May 12, 2013 at 12:03 AM

On Sat, May 11, 2013 at 5:23 PM, Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 4:51 PM, Jason <auvenj@gmail.com> wrote:

On Sat, May 11, 2013 at 3:22 PM, Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 2:36 PM, Jason <auvenj@gmail.com> wrote:

BTW I am assuming that both Sarah and DD are able to respond here. If
that is not the case someone should say so.

DD is unmoderated of course. Even Larry is unmoderated after he started 
quoting good enough for like 80% of his posts.

I'm actually unwilling to moderate anyone long term. I think it's bad to be 
interfering with people's posting on a case-by-case basis as a long term 
policy. (Sarah and DD, btw, think unmoderated lists don't work. And they 
favor doing things like moderating 20% of someone's posts as a long term 
policy. Though my info is from years ago, perhaps they changed their mind 
after seeing BoI list function.)

I agree. My lists have new members moderated by default for the sole
reason of preventing random spammers from joining, posting a spam,
then leaving and returning with a new address - which happened a lot
before the policy. With the first non-spam post by a new member they
go off moderation. Almost no one ever goes back on. Too much work.

Links to these lists?

A bunch of Libertarian lists, some of which I'm in various stages of
handing off to others:
http://groups.yahoo.com/group/lpaz-discuss
http://groups.yahoo.com/group/lpaz-announce
http://groups.yahoo.com/group/statechairs_echo
http://groups.yahoo.com/group/lpaz-Cochise
http://groups.yahoo.com/group/lpaz-Pima

http://groups.yahoo.com/group/lpaz-discuss
http://groups.yahoo.com/group/lpaz-announce
http://groups.yahoo.com/group/statechairs_echo
http://groups.yahoo.com/group/lpaz-Cochise
http://groups.yahoo.com/group/lpaz-Pima


http://groups.yahoo.com/group/lpaz-Maricopa

My homeschool group lists, which have a public landing page but
require membership in Sonoran Desert Homeschoolers to join:
http://groups.yahoo.com/group/SDH-discuss
http://groups.yahoo.com/group/SDH-newsletter

Some lists for the local atheist group that never caught on:
http://groups.yahoo.com/group/FreethoughtAZ
http://groups.yahoo.com/group/CFISocial
http://groups.yahoo.com/group/cfisaz-care

And finally, a list I set up when I thought it was likely that I would
be banned from the ARR list:
http://groups.yahoo.com/group/Freedom-Personal-Relationships

Sarah was unmoderated but I put her on moderation after she attacked me 
(and attacked Alan and others). She hasn't attempted to post since then, so I 
haven't had to decide on a policy yet.

She destroyed the original TCS list and the FoR list. Setting aside violence, 
that is quite a bad track record! How many people have been so destructive?

And she is not interested in philosophy discussion or common preferences. 
My best guess is she won't try to post, and if she did that I would moderate it 
for hostility.

If you have a better idea, let me know.

I believe we have significantly different standards for what qualifies
as meaningful hostility worthy of moderation or banning.

Sure but Sarah is not a borderline case. And she's nothing like e.g. some guy 
who joins, gets mad about something, and flames a bit.

I haven't seen anything from Sarah I thought worthy of moderation.

Maybe that's because you moderated it before I saw it...but I can't

http://groups.yahoo.com/group/lpaz-Maricopa
http://groups.yahoo.com/group/SDH-discuss
http://groups.yahoo.com/group/SDH-newsletter
http://groups.yahoo.com/group/FreethoughtAZ
http://groups.yahoo.com/group/CFISocial
http://groups.yahoo.com/group/cfisaz-care
http://groups.yahoo.com/group/Freedom-Personal-Relationships


comment on what I haven't seen.

I've chosen
for now not to discuss our differences in that area much further
(mostly because there are better things to discuss) but I suspect most
of the messages you would moderate for hostility, I would not moderate
at all.

If someone posted a pure and blatant ad hominem attack with no other
substance to one of my lists, especially repeatedly, I might moderate
or ban them. Otherwise, I tend to ignore it. I think this is better
because it allows list members to make their own judgements about a
poster's quality.

Which brings up a practice I came close to mentioning (and using) in
the context of Larry's physical object money posts: the *plonk*. I
haven't seen *plonk* mentioned here, but it is used on other lists I'm
on or own.

The basic idea of *plonk* is that when a poster on a list has
demonstrated that they have no value to you as a list member, you add
a filter rule to your own email program to shunt messages with them as
the sender to a "plonk" folder that you never read. When you do this
you reply on list to the person, a message with the word *plonk* and
perhaps a short explanation of why they're being plonked, so they know
they're banned from your inbox and shouldn't expect you to reply to
any of their direct messages on the list.

This is a more distributed means of list moderation for more
borderline cases. I don't expect people to have to *plonk* a bunch of
spammers who join under a new ID once a week. But people who are just
idiots or annoying, the *plonk* seems to work pretty well.

If someone gets "plonked" by a bunch of list members, they know it's
not just the mean ol' moderator out to get them. They get a bunch of
explanations from a bunch of people about why. And if it's just one or
two people that *plonk*, and the plonkee's posts are actually valuable
(or they see they're getting plonked and improve), the plonkers will
see the replies others make and may decide to un-plonk.



This approach distributes the burden. So now it affects many people. Most of 
them don't want it and will suffer or leave. I think most members:

1) don't want to deal with stuff like that

2) want the posts they read to be high quality

3) want the *first* posts they read (before they know who to plonk) to be 
awesome, or they won't read a lot more

In a way, your policy is more exclusive than mine. I have more quality standards 
for posts, raising the minimum level for acceptable posts. By doing this, I lower 
the minimum entry level to be able to productively read the list. The number of 
people interested in reading lists is usually at least 10 times more than the 
number interested in posting, so doing something good for them is masses-
friendly.

I thought you had posted before something to the effect that to make
progress, someone really needs to post. Regardless, I think that is
generally true and it's why I prioritize internet lists over, say,
reading "the masters". I learn way more from internet lists than I
learn from books.

Some of those people in the masses sometimes start posting later. They are 
often are better posters than the people who subscribe and post immediately, 
because they are familiar with the list ethos already. Not alienating potential 
posters who try reading the list first is a good policy for the active posters as well 
as the lurkers.

(BTW, when I joined my first email list, the TCS list, I read it for about a month 
before my first post.)

My first list was a libertarian list, and I did pretty much the same thing.

BoI list has around 200 members. Should 180 people have to set up a mail rule 
when someone writes bad stuff? Or even 50 people for someone borderline?

I doubt it would come to that. Somebody gets 20 plonks, they're
generally gonna get the point and change, or leave, or at least by
then its clear that the moderator isn't acting arbitrarily by banning



them.

Should I filter people, so I don't even know if they are harassing anyone?

You would only not know if you plonked both the harasser and harassee,
since otherwise you'd continue to see the responses of the harassee.
And in electronic forums if a harassee (and everyone else) isn't
responding, I've never known a harasser to continue. Also the harassee
always has the option of plonking the harasser themselves if they
don't want to respond.

Even quite mild flaming (for example) has negative value. If people aren't going 
to be productive and follow the list ethos -- and will devalue the list for the 80%+ 
of people who never set mail rules -- then it's better not to have them. They are 
costing you attention from other people, some of whom are better.

You might like everyone to take responsibility for deciding which posts to read or 
not, but they don't. And lots people who don't may still be more valuable to have 
around them mild flamers who *also* don't take such responsibility.

Further, list atmosphere matters. An atmosphere with quality expectations helps 
create better discussions.

Yes, and I'm not suggesting otherwise. It's not an either-or. As I
said, I was considering plonking Larry even on this list. There's
nothing stopping any list member from plonking anyone on any list. I
think plonking helps in creating an atmosphere with quality
expectations.

All I'm suggesting is that a culture which recognizes plonking can be
somewhat better at dealing with borderline cases and as a result, can
be moderated somewhat less aggressively.

--Jason



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Fallible Ideas e-mail list
Date: May 12, 2013 at 12:49 AM

On May 11, 2013, at 9:03 PM, Jason <auvenj@gmail.com> wrote:

On Sat, May 11, 2013 at 5:23 PM, Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 4:51 PM, Jason <auvenj@gmail.com> wrote:

I've chosen
for now not to discuss our differences in that area much further
(mostly because there are better things to discuss) but I suspect most
of the messages you would moderate for hostility, I would not moderate
at all.

If someone posted a pure and blatant ad hominem attack with no other
substance to one of my lists, especially repeatedly, I might moderate
or ban them. Otherwise, I tend to ignore it. I think this is better
because it allows list members to make their own judgements about a
poster's quality.

Which brings up a practice I came close to mentioning (and using) in
the context of Larry's physical object money posts: the *plonk*. I
haven't seen *plonk* mentioned here, but it is used on other lists I'm
on or own.

The basic idea of *plonk* is that when a poster on a list has
demonstrated that they have no value to you as a list member, you add
a filter rule to your own email program to shunt messages with them as
the sender to a "plonk" folder that you never read. When you do this
you reply on list to the person, a message with the word *plonk* and
perhaps a short explanation of why they're being plonked, so they know
they're banned from your inbox and shouldn't expect you to reply to
any of their direct messages on the list.

This is a more distributed means of list moderation for more
borderline cases. I don't expect people to have to *plonk* a bunch of
spammers who join under a new ID once a week. But people who are just
idiots or annoying, the *plonk* seems to work pretty well.



If someone gets "plonked" by a bunch of list members, they know it's
not just the mean ol' moderator out to get them. They get a bunch of
explanations from a bunch of people about why. And if it's just one or
two people that *plonk*, and the plonkee's posts are actually valuable
(or they see they're getting plonked and improve), the plonkers will
see the replies others make and may decide to un-plonk.

This approach distributes the burden. So now it affects many people. Most of 
them don't want it and will suffer or leave. I think most members:

1) don't want to deal with stuff like that

2) want the posts they read to be high quality

3) want the *first* posts they read (before they know who to plonk) to be 
awesome, or they won't read a lot more

In a way, your policy is more exclusive than mine. I have more quality 
standards for posts, raising the minimum level for acceptable posts. By doing 
this, I lower the minimum entry level to be able to productively read the list. 
The number of people interested in reading lists is usually at least 10 times 
more than the number interested in posting, so doing something good for them 
is masses-friendly.

I thought you had posted before something to the effect that to make
progress, someone really needs to post.

Sure. And I'm against banning or moderating people who genuinely have making 
progress as their goal.

If someone's goal is to change other people, but not learn anything themselves, 
and their posts suck (all three together is common), then I'd want to consider if 
maybe they shouldn't be there.

Regardless, I think that is
generally true and it's why I prioritize internet lists over, say,
reading "the masters". I learn way more from internet lists than I
learn from books.

I did too for years. But then I started reading more (while still posting a lot). 



There's no replacement for Ayn Rand on any list. So I think it's important to read 
some books too. The best approach uses many resources.

Some of those people in the masses sometimes start posting later. They are 
often are better posters than the people who subscribe and post immediately, 
because they are familiar with the list ethos already. Not alienating potential 
posters who try reading the list first is a good policy for the active posters as 
well as the lurkers.

(BTW, when I joined my first email list, the TCS list, I read it for about a month 
before my first post.)

My first list was a libertarian list, and I did pretty much the same thing.

I think it can make a big difference. My first TCS post was pro-TCS. Rather than 
showing up, having no idea what the case for TCS is yet, and arguing against it.

Larry by contrast has not demonstrated any understanding of the case for 
capitalism and then proposes new stuff and doesn't explain how it would address 
most of the problems capitalism solves (maybe he's doesn't understand what 
they are? he read Mises but that doesn't mean he understood it. it's easy to 
misunderstand any author if you don't have critical discussions about the material 
and study it rationally). nor does he explain flaws in the prevailing views here. it's 
a bit different though because capitalism isn't the main topic here.

BoI list has around 200 members. Should 180 people have to set up a mail 
rule when someone writes bad stuff? Or even 50 people for someone 
borderline?

I doubt it would come to that. Somebody gets 20 plonks, they're
generally gonna get the point and change, or leave, or at least by
then its clear that the moderator isn't acting arbitrarily by banning
them.

Wait. Do you want people not to be banned. Or you just want it made clear to the 
public that the moderator isn't acting arbitrarily?

I for one typically solicit comments on any difficult or controversial moderating 



decision from ~30 people. My decisions then typically get made with a status of 
having no objections.

But I don't think it's necessary or good to show the process and discussion in 
public. I (sometimes) don't want to discuss such things with the public. That 
doesn't make my decisions arbitrary.

Should I filter people, so I don't even know if they are harassing anyone?

You would only not know if you plonked both the harasser and harassee,
since otherwise you'd continue to see the responses of the harassee.
And in electronic forums if a harassee (and everyone else) isn't
responding, I've never known a harasser to continue.

FWIW, I have. I've seen people keep up harassment for month after month 
against a target that is ignoring it, with no one egging them on or anything.

You're sort of assuming everyone is decent. Not true. And those non-decent 
people are bad for lists. And actually a lot of people are not decent, and try to 
hide it, but you can spot it if you know how to look (and the hiding it is optimized 
for social approval, not for mitigating the harm).

Also the harassee
always has the option of plonking the harasser themselves if they
don't want to respond.

Even quite mild flaming (for example) has negative value. If people aren't 
going to be productive and follow the list ethos -- and will devalue the list for 
the 80%+ of people who never set mail rules -- then it's better not to have 
them. They are costing you attention from other people, some of whom are 
better.

You might like everyone to take responsibility for deciding which posts to read 
or not, but they don't. And lots people who don't may still be more valuable to 
have around them mild flamers who *also* don't take such responsibility.

Further, list atmosphere matters. An atmosphere with quality expectations 
helps create better discussions.



Yes, and I'm not suggesting otherwise. It's not an either-or. As I
said, I was considering plonking Larry even on this list.

To be clear, I have no objection to you doing that. I don't care.

There's
nothing stopping any list member from plonking anyone on any list. I
think plonking helps in creating an atmosphere with quality
expectations.

All I'm suggesting is that a culture which recognizes plonking can be
somewhat better at dealing with borderline cases and as a result, can
be moderated somewhat less aggressively.

One amusing thing: plonking would only work well on lists which quote correctly. 
If quoting isn't done right, missing any posts can make stuff impossible to follow 
(if posts aren't self-contained). Yet you're the one who doesn't care about quoting 
much.

Also, you seem to think more bad posts (e.g. ones with super broken quoting so 
lots of people just give up on reading it) is largely harmless. Well, here's a 
comparison: would adding some bad parts to a good book be harmless? Even by 
another author. E.g. some Hegel chapters added to Popper's _Conjectures and 
Refutations_ (which is already an essay book with standalone chapters).

Also about broken quoting, it often causes misquotes. Aren't those a pretty 
serious problem? Do you not care if people write, "Jason wrote: Communism is 
awesome" or whatever? (Most commonly people misattribute your text to 
themselves. But they absolutely do other stuff like attributing their text to you, or 
screwing up the attribution lines at the top to attribute anything to anyone when 
there's a lot of quoting.) Just today I actually moderated a post because all the 
guy's text was quoted and attributed to me, and I don't think that's OK for people 
to post their own ideas as a quote of me.

oh also: who isn't willing to make an effort regarding quoting helps reveal who 
isn't making an effort regarding the list in general. it's a good issue for testing 
people because whether someone is doing it right is clear and objective. it's also 



a filter which is neutral with regard to agreeing or disagreeing with BoI (yet, and 
this is interesting, it actually filters out anti-BoI people pretty exclusively).

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Re: Fallible Ideas e-mail list
Date: May 12, 2013 at 2:33 AM

On Sat, May 11, 2013 at 9:49 PM, Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 9:03 PM, Jason <auvenj@gmail.com> wrote:
Regardless, I think that is
generally true and it's why I prioritize internet lists over, say,
reading "the masters". I learn way more from internet lists than I
learn from books.

I did too for years. But then I started reading more (while still posting a lot). 
There's no replacement for Ayn Rand on any list. So I think it's important to read 
some books too. The best approach uses many resources.

I have, and will continue to. It's just a lower priority.

Some of those people in the masses sometimes start posting later. They are 
often are better posters than the people who subscribe and post immediately, 
because they are familiar with the list ethos already. Not alienating potential 
posters who try reading the list first is a good policy for the active posters as 
well as the lurkers.

(BTW, when I joined my first email list, the TCS list, I read it for about a month 
before my first post.)

My first list was a libertarian list, and I did pretty much the same thing.

I think it can make a big difference. My first TCS post was pro-TCS. Rather than 
showing up, having no idea what the case for TCS is yet, and arguing against it.

My situation was somewhat more complex. I had been invited to a
libertarian convention, and when I arrived I found myself being used
as an ignorant pawn in a political game orchestrated by the person who
had invited me. I either had to learn what was really going on and
make up my own mind, or swear off politics completely - since being
someone's pawn isn't acceptable to me. So I sought out the people
opposed to the faction who had invited me to the convention, and they



had a list I joined. The faction that invited me didn't have an open
discussion list, which I soon came to view as bad. So my first post to
the list was pro-libertarian since both factions were libertarian, but
it was not pro- the *type* of libertarians running that list.

Larry by contrast has not demonstrated any understanding of the case for 
capitalism and then proposes new stuff and doesn't explain how it would 
address most of the problems capitalism solves (maybe he's doesn't understand 
what they are? he read Mises but that doesn't mean he understood it. it's easy 
to misunderstand any author if you don't have critical discussions about the 
material and study it rationally). nor does he explain flaws in the prevailing views 
here. it's a bit different though because capitalism isn't the main topic here.

BoI list has around 200 members. Should 180 people have to set up a mail 
rule when someone writes bad stuff? Or even 50 people for someone 
borderline?

I doubt it would come to that. Somebody gets 20 plonks, they're
generally gonna get the point and change, or leave, or at least by
then its clear that the moderator isn't acting arbitrarily by banning
them.

Wait. Do you want people not to be banned. Or you just want it made clear to 
the public that the moderator isn't acting arbitrarily?

A little of both. In the case of Sarah, for example, I'd like to be
able to judge for myself whether or not her posts are hostile.

I for one typically solicit comments on any difficult or controversial moderating 
decision from ~30 people. My decisions then typically get made with a status of 
having no objections.

But I don't think it's necessary or good to show the process and discussion in 
public. I (sometimes) don't want to discuss such things with the public. That 
doesn't make my decisions arbitrary.

No, but someone not in your circle of consultation might reasonably
think they are.



Should I filter people, so I don't even know if they are harassing anyone?

You would only not know if you plonked both the harasser and harassee,
since otherwise you'd continue to see the responses of the harassee.
And in electronic forums if a harassee (and everyone else) isn't
responding, I've never known a harasser to continue.

FWIW, I have. I've seen people keep up harassment for month after month 
against a target that is ignoring it, with no one egging them on or anything.

You're sort of assuming everyone is decent. Not true. And those non-decent 
people are bad for lists. And actually a lot of people are not decent, and try to 
hide it, but you can spot it if you know how to look (and the hiding it is optimized 
for social approval, not for mitigating the harm).

No, I'm not assuming that. There are people who aren't decent, and
should be banned. Spammers and frauds, mostly though I don't doubt
there are other types.

However, I think in the general context of internet lists, more harm
is caused by assuming decent people aren't decent, than by assuming
non-decent people are decent.

Also the harassee
always has the option of plonking the harasser themselves if they
don't want to respond.

Even quite mild flaming (for example) has negative value. If people aren't 
going to be productive and follow the list ethos -- and will devalue the list for 
the 80%+ of people who never set mail rules -- then it's better not to have 
them. They are costing you attention from other people, some of whom are 
better.

You might like everyone to take responsibility for deciding which posts to read 
or not, but they don't. And lots people who don't may still be more valuable to 
have around them mild flamers who *also* don't take such responsibility.



Further, list atmosphere matters. An atmosphere with quality expectations 
helps create better discussions.

Yes, and I'm not suggesting otherwise. It's not an either-or. As I
said, I was considering plonking Larry even on this list.

To be clear, I have no objection to you doing that. I don't care.

There's
nothing stopping any list member from plonking anyone on any list. I
think plonking helps in creating an atmosphere with quality
expectations.

All I'm suggesting is that a culture which recognizes plonking can be
somewhat better at dealing with borderline cases and as a result, can
be moderated somewhat less aggressively.

One amusing thing: plonking would only work well on lists which quote correctly. 
If quoting isn't done right, missing any posts can make stuff impossible to follow 
(if posts aren't self-contained). Yet you're the one who doesn't care about 
quoting much.

Also, you seem to think more bad posts (e.g. ones with super broken quoting so 
lots of people just give up on reading it) is largely harmless. Well, here's a 
comparison: would adding some bad parts to a good book be harmless? Even 
by another author. E.g. some Hegel chapters added to Popper's _Conjectures 
and Refutations_ (which is already an essay book with standalone chapters).

Also about broken quoting, it often causes misquotes. Aren't those a pretty 
serious problem? Do you not care if people write, "Jason wrote: Communism is 
awesome" or whatever? (Most commonly people misattribute your text to 
themselves. But they absolutely do other stuff like attributing their text to you, or 
screwing up the attribution lines at the top to attribute anything to anyone when 
there's a lot of quoting.) Just today I actually moderated a post because all the 
guy's text was quoted and attributed to me, and I don't think that's OK for people 
to post their own ideas as a quote of me.

I think this is related to our discussions about UIs and "intuitiveness".



I don't usually have a problem figuring out what's really meant in
incorrect quoting. Sure, if you just put one thing out there like
"Jason wrote: Communism is awesome" it doesn't seem like a misquote.
But in the context of real messages I don't usually have a problem
figuring out what actually happened.

Likewise with computer systems, I can usually get done what I want to
get done in a way that's "good enough" without getting hung up on
supposedly "bad" UIs or transient errors.

This is good in some ways and bad in others.

I'm relatively good at things like sysadmin work, prototype design and
programming, installation, and problem resolution. Mostly that's
because I can get those things done faster than people who worry that
things aren't "just right". On the other hand I'm not so good at
things like Industrial Design (AKA UI work), detail or system level
programming, or testing - at least in terms of manually testing things
(I'm good at writing things like autotest scripts and regression
buckets).

oh also: who isn't willing to make an effort regarding quoting helps reveal who 
isn't making an effort regarding the list in general. it's a good issue for testing 
people because whether someone is doing it right is clear and objective. it's also 
a filter which is neutral with regard to agreeing or disagreeing with BoI (yet, and 
this is interesting, it actually filters out anti-BoI people pretty exclusively).

There are many proxys for effort. Sometimes a proxy for effort is
valuable as such, but we ought to recognize it for what it is rather
than extolling its value for something else.

Another common one on internet lists is spelling, grammar, and/or
profanity. *You* don't get hung up about spelling and grammar and
profanity. But I know people who do, and there are similarities with
what you say about message format. They make similar arguments: Bad
spelling and grammar make sentences hard to read, and profanity is
unnecessary and some people find it offensive. People who make the
effort to spell correctly, use correct grammar, and avoid profanity
have generally higher quality ideas than those who don't.



In physical interactions clothing or cleanliness are often used as a
proxy for effort, when the commonly cited reason is things like having
a professional appearance and avoiding sexual suggestiveness.

BTW, who is "anti-BoI"? I assume you're not talking about people who
just have major criticisms, but people who actually have read the book
and hate the core ideas like seeking good explanations and making
progress?

--Jason



From: Anon Too <anontoo@yahoo.com>
Subject: Re: [BoI] Re: Fallible Ideas e-mail list
Date: May 12, 2013 at 3:51 AM

On 12/05/2013, at 07:33, Jason <auvenj@gmail.com> wrote:

On Sat, May 11, 2013 at 9:49 PM, Elliot Temple <curi@curi.us> wrote:

Wait. Do you want people not to be banned. Or you just want it made clear to 
the public that the moderator isn't acting arbitrarily?

A little of both. In the case of Sarah, for example, I'd like to be
able to judge for myself whether or not her posts are hostile.

Isn't the main problem with Sarah that she wants to continue to pass as the 
founder of TCS, as she was the utmost expert of TCS, after abandoning TCS for 
10 years? Also that she created TiH, an anti-rational movement?

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 3: the supply of money
Date: May 12, 2013 at 8:11 AM

On Saturday, May 11, 2013 4:55 PM Jason <auvenj@gmail.com> wrote:

On Sat, May 11, 2013 at 1:36 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 3:41 PM Jason <auvenj@gmail.com> wrote:

On Sat, May 11, 2013 at 9:51 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Friday, May 10, 2013 11:17 PM Elliot Temple <curi@curi.us> wrote:
You could have learned things like this if you had read Mises.

I have read Mises.

If you have, it would be helpful if you could explain where you think Mises 
went wrong.

Not in some vague way like "his framework was limited". Be specific.

Mises did not deal with a non-transferrable money.

I'd guess he didn't deal with a large variety of other subjects either. So what? I 
was suggesting you criticize something he did deal with.

Then propose some topic that Mises dealt with and I will be happy to give an 
opinion.  I suggest that you use this forum to post your topic but give a different 
subject line.

Something like, "Mises says X in chapter y of Human Action. I think he's 
wrong about X, the truth is Z, and here's my argument why."

I believe that could lead to a productive discussion.



Why should I write about Mises?

A lot of people on this list, who you are presumably trying to persuade, think 
Mises is great. His name comes up a lot in discussions about money and 
economics. And most importantly, you claim you've already read him. So 
coming up with something to say should be easy.

But Mises isn't the topic of this post.  So far as I know, Mises had nothing to say 
about the topic of this post.  Just because many of the persons who frequent this 
list like Mises doesn't mean he has to come into every post. I'll bet many of the 
people who contribute here also like ice cream but that doesn't mean that ice 
cream should be brought up in every post.

 There are thousands of economists and scores of economists have written 
about the economies of modern (last 300 years) economies.  Why just Mises?  
Is he some authority not to be questioned?

I was asking you specifically *to* question Mises. Was that not clear?!?!

You want me to disagree with Mises?   Whatever for?

Perhaps if you specify what part of Mises you believe contradicts my point of 
view expressed in these posts it would give me some clue as to why you think 
Mises relevant to the issues I present.  So far as I recall from my readings in 
"Human Action" he did not take up any of these issues.  He never commented 
on the physical object nature of money.

I haven't read much Mises. It's on my list of reading to get to. My criticism of 
what very little I have read so far is that Mises says some economic things are 
certain, when they are at most our best guess.

You claim you have read Mises and don't agree with him. Elliot and others on 
this list have read Mises and think he's great. I haven't yet hardly read enough 
Mises to speak of, so I don't have very much to say about him, but even I could 
come up with at least one criticism.

Where did I claim to disagree with Mises?  I don't recall having done so on BoI.

I think a discussion about a specific economic assertion by Mises would be 



enlightening.

I am sure it would be.  But why here and now?  Perhaps if you started a new topic 
with Mises as its main subject?



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 8:21 AM

On Saturday, May 11, 2013 5:04 PM Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 1:30 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 2:09 PM Elliot Temple <curi@curi.us> wrote:

It takes a certain sort of clarity and precision to do philosophy (including 
economics and political philosophy) well enough to reach the truth instead of 
just make up arbitrary junk. If you don't know how to do that, you should learn 
it *before* making a bunch of stuff up. If you do know how to do it, then go 
ahead and do it. If you didn't get my point the first time, well Richard clarified. 
But you still haven't asked any questions trying to clarify *your* understanding 
of what we're saying, nor have you addressed what we're saying.

Note that a single contradiction (or any other criticism) refutes your entire 
position unless and until you (or anyone) deals with it.

You might think problems with one part do not affect the whole. But if that part 
is not connected to the whole, then it should be be part of the whole. It should 
be retracted. And if that has no consequences, one would wonder why it was 
included in the first place.

Since you have evidenced no understanding whatever of my statements and 
positions I will not take your directions (or insults) seriously.

If you're not going to take posts seriously, you should unsubscribe. Taking them 
seriously is the ethos of this group.

Please note that I wrote " not take your directions (or insults) seriously."   I did 
NOT write that I would not take POSTS seriously.  When you tell me that 
attempting to solve a problem is a bad thing for me to do (and you seem to have 
omitted that part of your comments) when you wrote " That is a bad, 



misconceived goal. It's a mistake." I have every reason to not take such 
directions for my behavior and actions seriously.



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 12, 2013 at 9:20 AM

On Saturday, May 11, 2013 10:54 PM Anonymous Person 
<unattributedemail@gmail.com> wrote:

On Sat, May 11, 2013 at 10:15 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Friday, May 10, 2013 11:31 PM Elliot Temple <curi@curi.us> wrote:

On May 9, 2013, at 9:11 PM, Jason <auvenj@gmail.com> wrote:

Nevermind...your unique terminology and web site solves this problem.
Googling parts of your posts easily lands here:
http://nopom.info/index.html

You could have saved us all the trouble by simply posting that link
yourself in the prefix to each message. Carry on...

Oh.

So for example:

http://nopom.info/FAQ/socialism.html

Probably the first hint of socialism comes from the sixth principle of the new 
money which states: "Goods and services designated 'necessities' are free 
to all, as needed."

As Ayn Rand would ask:

Free to all ... and provided by whom?

I hope Ayn would read the whole solution rather than just a tiny part in order to 

http://nopom.info/index.html
http://nopom.info/FAQ/socialism.html


find the answer to that question.

In a free market, who provides the goods and services which people want to 
consume?  Those people who want to earn money to exchange for the things 
they would like to buy and those people who like to use barter to get what they 
want.  That is the situation with my solution.  Those who want to earn money to 
buy other things produce the goods and services designated "necessities" in 
my system.  It's a free market system which employs a true free market.

And if the demand for "necessities" (such as factories) is higher than the supply, 
then what? How will disputes be decided about who gets what? What if fifty 
million people want a factory, but there's only fifty thousand factories?

Factories are capital goods, not consumer necessities.  My system has only 
private property.  If someone who owns capital wants to give it to you and you 
accept responsibility for that capital then you would own that capital.  But you 
could not use the money of my system to buy capital.

Won't people who want more necessities start bartering with neighbors to get 
necessities that aren't currently available for free? I'll give you a bag of corn for 
your bag of sugar, since there's no free sugar or corn available currently.

If anyone in my system wants to use barter they may.  But if you give your 
neighbor a bag of corn which your neighbor eats, you would be paid for the net 
benefit to your neighbor whether or not he gave you a bag of sugar.

And then doesn't the double coincidence of wants problem get in the way, so 
people will reinvent regular money to deal with it?

That double coincidence thing is one of the big reasons why economies need an 
effective, smoothly functioning medium of exchange.  That's what the money is 
my system provides.

Also if you have transactions where more money is created ("earned") than 
used up, doesn't that create inflation? Aren't you paying for this >>>"free 
lunch" by inflation (in other words, by devaluing the currency. you get the 
wealth to give out the freebies by taking a little from everyone >who has 
wealth).



The supply of money is a dependent condition which is controlled by the 
supply of goods and services for sale.
There is no currency in my system.
In my system there are no taxes of any kind on anybody by any agency of any 
government.  Read my lips.   No taxes.
My system is also pure private property.  All property that is owned is owned by 
individuals not groups.  The government owns nothing at all.  Companies own 
nothing at all.  Families own nothing jointly.

Here you say that *all* property is owned by individuals. But in another email 
you contradict yourself. You wrote, "I contend that the owner is always either 
some individual person or some "party" which is again singular no matter how 
many persons are a part of that set of persons.  So if someone gives some item 
to a couple as a wedding gift, the couples own the item.  The couple is the 
party."

Please note that the quote you provided is a description of physical object money 
ownership.  It is NOT a description of the kind of money I propose.  I am pointing 
out how physical object money produces the conditions which result in serious 
problems.  In my system the gift could be given to either the bride or the groom 
but not to both jointly.  Of course, the couple are perfectly free to share in the use 
of the gift but that's the gift owner's decision and right.

If you can't keep your own position straight, perhaps you shouldn't yell at others 
and insist they study it more carefully. Maybe you should go through and 
remove the contradictions before trying so much to persuade others to adopt 
your view.

Please point out the contradictions and I will attempt to eliminate them.

Maybe you should consider whether you are competent to figure out a high 
quality complex system, when you lack the skill to write a few emails explaining 
yourself without direct contradictions. There is no shame in lacking such skill; 
the only shame would be in evading that reality and refusing to work on 
improving.

Perhaps you should be sure you are right about the contradictions before you 
decide that I am not competent.

I'm not trying to insult you. I say this in all seriousness. This is my best advice. If 



you think it's bad advice, tell me: what would you advise someone who posts a 
complex system full of contradictions?

Please point out the contradictions.  I will attempt to eliminate them.

http://nopom.info/FAQ/who_pays.html

This page says timber is free, too (not just food, housing, clothes (only cheap 
ugly ones?), medicine(?), etc). So that would make it even more >inflationary.

This says that timber is not bought and sold.  Only items designated as 
"luxuries" are bought and sold.  You really need to understand my system 
before you try to explain it to me.  Capital goods (and labor) are not bought or 
sold, only luxuries.

Food and timber producers earn money to spend on luxuries. This creates 
inflation because, in this case, money is coming into the system but not out.

In my system there are three kinds of goods and services.  1) consumer goods 
and services designated as "necessities" (must include all actual necessities but 
may include other things as well (like coffee).  2) capital goods and services (tools 
and labor used to produce).  3) consumer goods and services designated as 
"luxuries."    Only the luxuries are bought and sold.  The supply of luxuries 
determines the amount of money.  As luxury goods and services are produced, a 
corresponding amount of money is credited to the accounts of producers of all 
three kinds of goods and services based on the net benefit to others derived from 
the actions of those producers.

Therefore, there is no inflation and the persons selling the luxuries (like clerks in a 
department store) don't care what the prices are since they are paid for net 
benefits to others, not for the product they sell.  (That's hard for folks to grasp.  
The producers of luxury goods and services are paid for the net benefit of their 
actions in production (and distribution) of luxury goods.  They are not paid for 
producing them nor for distributing them but only for any net benefit.)  Prices do 
not change because there is no need for any change in prices.  What changes is 
the net benefit.  That influences the earnings of producers.

Money being earned, without also being subtracted from someone else, 
increases the total amount of money. That is called inflation.

http://nopom.info/FAQ/who_pays.html


Please note that what you say is true of a physical object money but not true of 
the money I propose.  Money spent in my system ceases to exist.  When money 
is spent in my system, some good or service that was bought is no longer for 
sale.  Thus the balance between the amount of money to spend and the goods 
and services to be bought is maintained.  (If more luxuries are produced then 
more money comes into existence to buy them.)

Basically what's going on here is economic illiteracy. It's not
refuting or improving on Mises, it's just ignoring Mises and the rest.
(Note, btw, >how earlier Larry said Mises is irrelevant and refused to
comment on his ideas. But when you are contradicting established ideas
in a field, you >should comment on them. And when they seem to already
include refutations of what you are saying, then you should be
addressing those >apparent pre-existing refutations of what you say.
If you ignore them, what are people to think besides that your ideas
are refuted?)

Yes, you are showing you don't understand my system at all.  If you cannot 
read it for understanding then you will never understand.  I suggest that you 
assume (for a time) that I actually know what I'm talking about and reading the 
novel "Invisible Hand" and then tell me where I have gone wrong.

Do you agree or disagree that you have contradicted Mises?

What statement of Mises have I contradicted?  I wrote (if you will look at the 
actual words) that Mises did not write about (to my knowledge) the physical 
object nature of money and the consequences thereof.  Since that is the topic of 
this series of posts so far as I can tell, Mises writings in economics do not apply 
here.  If you think that is not the case, please point out anything I have written in 
these posts that contradicts Mises because I am unaware of any conflict.   So I 
disagree that I have contradicted Mises (but could be shown to be wrong as I am 
not an expert on Mises).



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 9:31 AM

On Saturday, May 11, 2013 10:57 PM Anonymous Person 
<unattributedemail@gmail.com> wrote:

On Sat, May 11, 2013 at 5:07 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> wrote:

On May 10, 2013, at 6:44 AM, "Mason, Larry K" <ma...@email.unc.edu> 
wrote:

Possession of a physical object passes from one party to another party.

First of all: No. Physical objects can be abandoned or lost, for example.

In which case there is no possession.  A change in the party
possessing a physical object is always one to one in parties. I am
referring to interaction here as mediated by physical object money.
(I thought that was obvious.  :-) )

Second: Non-physical stuff can do this too (e.g. bitcoins or the right to publish 
stories about Harry Potter). So what does this have to do with physical 
objects?

Yes, physical object money in the form of computer accounts is treated as if it 
were a physical object and thus it also goes from one party to another party.  
And yes, other objects which are not physical can also pass from one party to 
another party.  What does that have to do with my point?  If those other objects 
can be used to gain power in the two party interaction, they also help to make 
that interaction unstable.  That isn't unique to physical object money.  You may 
have noted that these posts are showing how physical objects in general have 
these influences and whenever we treat some intangible thing as if it were a 
physical object that intangible will also have those influences.

So what you meant was: "Any type of object can pass from one party to another 



or also can not pass from one party to another." ?

If so, that isn't saying anything.

What I was saying is that when ownership (possession) is transferred with 
respect to physical objects the interaction is a two party interaction.
The emphasis is on the two party aspect.   That is what I am writing about.  One 
single sentence was taken from that post.  That sentence was to help set up the 
context for the main point.  The sentence was misinterpreted (my fault as author) 
to be saying that possession can change only by going from one party to another.  
I probably should have written the sentence something like this.

"In the context of transference of ownership of physical objects the transfer will 
involve exactly two parties even though either or both of the parties might be 
composed of more than one person."



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 9:38 AM

On 5/11/2013 6:38 PM, Mason, Larry K wrote:
On Saturday, May 11, 2013 9:10 AM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/11/2013 1:07 PM, Mason, Larry K wrote:
On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> wrote:

Possession of a physical object passes from one party to another party.
First of all: No. Physical objects can be abandoned or lost, for example.

In which case there is no possession.  A change in the party
possessing a physical object is always one to one in parties. I am
referring to interaction here as mediated by physical object money.
(I thought that was obvious.  :-) )

Is the claim that 'passing from one party to another party' is the
*only* way that possession changes, or just that it is *one* way that 
possession changes?
The idea that physical objects can be abandoned or lost is a refutation of the 
former, but not the latter.

One can come to possess something which was unowned.  In that case 
ownership (possession for this situation)  begins with that owner.  Once 
something is property, the ownership of that property can pass to some other 
owner in a variety of ways.  I contend that the owner is always either some 
individual person or some "party" which is again singular no matter how many 
persons are a part of that set of persons.  So if someone gives some item to a 
couple as a wedding gift, the couples own the item.  The couple is the party.

It is the fact that "owner" always refers to "one" whether that one is an individual 
or some collective that is my point here so that when ownership changes the 
transaction is between exactly two parties.

On the other hand, property can be lost or destroyed.  In that case, ownership 
ceases.  There is no owner.  Ownership has not passed from one party to some 
other party.

Does the above make my position clear?



Yes, but in which case I think your initial response to Elliot maybe missed the 
substance of his criticism. As I understand it you're defining ownership of objects 
using two properties:

1) "Ownership of the object exists," true or false
2) Who the owner of the object is

and you're saying that if #1 is false then talking about #2 is meaningless. Is that a 
correct description of your position?

But what this means is that any time you are discussing anything relating to 
changes in ownership of objects, you are necessarily assuming that #1 is true 
(otherwise what you're saying is meaningless).

But the substance of Elliot's criticism is that #1 is *not* always true. As far as I 
can see, your arguments so far haven't accounted for that - you have not 
discussed the possibility that a party can create wholly new things (create 
ownership), nor that a party can irrevocably destroy things (cause ownership to 
cease).

- Richard



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] The Self and Time
Date: May 12, 2013 at 9:38 AM

On 12 May 2013, at 04:32, Drew zi <amalgafiend@gmail.com> wrote:

On Sunday, 12 May 2013 03:39:07 UTC+1, Elliot Temple wrote:

On May 11, 2013, at 6:07 PM, Drew zi <amalg...@gmail.com> wrote:

On Sunday, 12 May 2013 00:46:31 UTC+1, Elliot Temple wrote:

On May 11, 2013, at 4:41 PM, Drew zi <amalg...@gmail.com <javascript:>>
wrote:

I would respond to your whole post, but I am not sure how to parse
quotations. So I am going to as a tentative question until I figured it

out.

I have rephrased this question so many times in order to pinpoint what I
find  confusing about it, I am sorry if it seems like I am going round

in
circles. I am trying to write a blog post that gets what deutsch saying

and
how that impacts on choice and actions and the think in psychology

called
"the self over time".

here goes...

Doesn't "doing something" imply moving through time? I can accept that
everything that is logically possible already exists, but how does it

makes
sense to say that consciousness has the ability to concatenate



experiences
as though it "moves through time" if in fact it does not "move through
time".

This is not a special ability of consciousness. Stones also have
continuity over time (across instances).

-- Elliot Temple
http://fallibleideas.com/

This cannot literally be true. the stone itself is a particular arrangement
of atoms at a particular time, and at another time there is a different
arrangement of atoms. Stones cannot concatenate their experience and
identify as being in a different place at an earlier time.

Continuity doesn't have to do with the objects concatenating anything. Nor 
does it have to do with experience.

Continuity is an explanatory-philosophical concept which people use for 
organizing reality in order to deal with it better.

In other words, people decide what to consider to have continuity or not. Some 
ways people decide are better, and others are worse. Better or worse for 
what? Solving some problem. But also, some approaches have reach: they are 
better when dealing with many different problems.

-- Elliot Temple
http://curi.us/

Can I try a different tact? Because I am pretty sure I am not explaining myself 
very well, or I am simply not understanding the deeper implications of this 
model, thanks for having patience.

 David Deutsch claims three things about the multiverse and observers within it.

1) that if I were to ask which was me the only answer could be all of them, 
because there is no objective way to say which one is actually me.

http://fallibleideas.com/
http://curi.us/


If you ask the question "Which observer in the multiverse is me?" the answer is 
"Drew Zi". If I ask that question the answer is "Alan Forrester".

So it is not the case that there is no answer to the question of which observer in 
the multiverse you are. It is the case that different people will give different 
answers.

2) That every subjectivity is conscious at only one time, and cannot come to 
exist at another (nothing moves through time).

Every instance of an object is present at some particular time and that instance of 
the object can't move to another time. There are other instances of that object at 
other times.

The same is true of instances of objects that are able to think (a person), like you. 
So if "a subjectivity" means an instance of a person, then that instance can't 
move to another time. At some other times there are other instances of a person.

An analogy: you can have two photographs of the same person, but there isn't 
anything that moves from one photo to the other.

3) other times are just special cases of other universes.

Here's where I am confused:

1) I do not have access to all times and all universes, so I cannot be all of them 
(this is what would follow from 1 and 3).

A particular instance of you doesn't have access to other instances. It has access 
to records of other instances.

2) I am restricted to just one space at one time, how I do not feel like I am not 
stuck on the same "slice?" If i am in fact there and no where else?.

It's not clear what "I don't feel like I'm stuck on one slice" means. A better 
question would be: is there anything I see around me that is inconsistent with the 
ideas in Chapter 11 of FoR?

You are misstating the arguments in that chapter quite badly. You might want to 
read it again.



Alan



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Money as explanation part 6: uncontrollable
Date: May 12, 2013 at 9:56 AM

Prefix

In every nation at all periods of their histories we can easily find what one might 
call "dysfunctional" aspects of their economy and government.  Some of the most 
common are things like unemployment when much work needs to be done, waste 
of resources, war, poverty, and political oppression.  In economics we have the 
"tragedy of the commons," the business cycle (boom and bust), inflation / 
deflation, and suppression of any free markets.  These and a host of other 
problems which at best hinder and at worst bring about the total collapse and 
destruction of nations and societies, can all be attributed to and explained by a 
single root cause.

I suggest that the root cause of these problems is the nature of the meme called 
"money" as we know it.  It seems clear to me that the concept of money is a 
meme as defined by Richard Dawkins in "The Selfish Gene" and David Deutsch 
in "The Beginning of Infinity."  Money as a medium of exchange, a standard unit 
of account, and a store of value is a concept which developed in many cultures 
and has shown a great ability to replicate itself.

The feature / aspect of the money meme which explains / accounts for these 
problems is that money is conceptualized as a physical object and treated as 
such.  Whether the physical form money takes is a consumable commodity (like 
salt, blankets, iron rods, spear points, or pigs), specie (metal coins), currency 
(bills and coins), or bank accounts, the money is always dealt with as if it were a 
physical object.  All the problems associated with money can be traced to that 
fact.

End of Prefix

The post on the amorality of physical object money showed that such money has 
no ethical component.  But even amoral objects can, in some cases, be 
controlled such that the possible harm their use might produce can be greatly 
limited.  Fire is a classic example.  It can do great damage but we have learned 
and use many means to control fire while still gaining great benefits from its use.  
Fire is controllable.  Therefore if physical object money can be controlled in its 



uses then damage it might do could be greatly limited.

The use of and manipulation of physical objects small enough to be used as a 
currency cannot be controlled.  Contraband is smuggled across borders in every 
nation with more or less trouble.  Items are smuggled into and out of prisons.  
Students bring cheat sheets to tests and get away with it.  So it comes as no 
surprise that money is used for all sorts of illegal activities and all sorts of immoral 
purposes despite law, police, religious teachings, custom, norms, and even 
folkways.  Perhaps the most obvious illustration of the fact that physical object 
money cannot be controlled is the use of money by organized crime both in mass 
marketing illegal products and in prevention of effective law enforcement.  
Organized crime exists in every nation which attempts to regulate or limit trade.

Even those who own large amounts of money cannot prevent its use in ways they 
oppose.  Large corporations simply cannot keep track of all their money despite 
(or because of) the host of accountants, bookkeepers, cashiers, and computer 
programs.  Fraud, embezzlement, malfeasance, and just plain human 
incompetence result in money being lost, misspent, misappropriated, stolen, and 
wasted.  You may own your bank account but can you prevent the bank from 
going broke or taking your money in various ways?  Can you control what the 
bank does with your money?

If we consider a money which comes into existence when earned and ceases to 
exist when spent, we can see that with that kind of money, it is always controlled 
by its owner.  It is never lost.  No one else can take it by any means since it's not 
transferrable.  No one else can use the money in that account for anything.  Best 
of all, no effort need be expended to control the money nor enforce any laws or 
regulations.
This explanation for why organized crime, waste, and many kinds of corruption 
are possible can be refuted by finding any historical example of a state (people 
with a formal government) in which there is no waste of money, no loss of money, 
no organized crime, no embezzlement, no malfeasance in office.  In other words, 
find a state in which money is controlled such that its use is almost always lawful 
and moral.



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 10:08 AM

On Sunday, May 12, 2013 9:38 AM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/11/2013 6:38 PM, Mason, Larry K wrote:
On Saturday, May 11, 2013 9:10 AM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/11/2013 1:07 PM, Mason, Larry K wrote:
On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> wrote:

Possession of a physical object passes from one party to another party.
First of all: No. Physical objects can be abandoned or lost, for example.

In which case there is no possession.  A change in the party
possessing a physical object is always one to one in parties. I am
referring to interaction here as mediated by physical object money.
(I thought that was obvious.  :-) )

Is the claim that 'passing from one party to another party' is the
*only* way that possession changes, or just that it is *one* way that 
possession changes?
The idea that physical objects can be abandoned or lost is a refutation of the 
former, but not the latter.

One can come to possess something which was unowned.  In that case 
ownership (possession for this situation)  begins with that owner.  Once 
something is property, the ownership of that property can pass to some other 
owner in a variety of ways.  I contend that the owner is always either some 
individual person or some "party" which is again singular no matter how many 
persons are a part of that set of persons.  So if someone gives some item to a 
couple as a wedding gift, the couples own the item.  The couple is the party.



It is the fact that "owner" always refers to "one" whether that one is an 
individual or some collective that is my point here so that when ownership 
changes the transaction is between exactly two parties.

?> On the other hand, property can be lost or destroyed.  In that case, ownership 
ceases.  There is no owner.  Ownership has not passed from one party to some 
other party.

Does the above make my position clear?

Yes, but in which case I think your initial response to Elliot maybe missed the 
substance of his criticism. As I understand it you're defining ownership of 
objects using two properties:

1) "Ownership of the object exists," true or false
2) Who the owner of the object is

and you're saying that if #1 is false then talking about #2 is meaningless. Is that 
a correct description of your position?

Yes.  I believe it is.

But what this means is that any time you are discussing anything relating to 
changes in ownership of objects, you are necessarily assuming that #1 is true 
(otherwise what you're saying is meaningless).

Yes I am.

But the substance of Elliot's criticism is that #1 is *not* always true.
As far as I can see, your arguments so far haven't accounted for that - you have 
not discussed the possibility that a party can create wholly new things (create 
ownership), nor that a party can irrevocably destroy things (cause ownership to 
cease).

The topic I was attempting to discuss was transfers of ownership.  It seemed to 
me (and still does) that if there is no ownership, then ownership cannot be 
transferred.

It seems to me that if someone creates a new thing (or comes to possess (own) 



something which was not previously owned by anyone) then ownership of that 
thing exists and thus, #1 is true.

It seems to me that if an item of property is lost or destroyed that no transfer of 
ownership of that (no longer existing) item can take place because #1 is not true.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 11:15 AM

On 5/12/2013 3:08 PM, Mason, Larry K wrote:
On Sunday, May 12, 2013 9:38 AM Richard Fine <richard.fine@gmail.com> 
wrote:

I think your initial response to Elliot maybe missed the substance of his 
criticism. As I understand it you're defining ownership of objects using two 
properties:
1) "Ownership of the object exists," true or false
2) Who the owner of the object is
and you're saying that if #1 is false then talking about #2 is meaningless. Is 
that a correct description of your position?

Yes.  I believe it is.

But what this means is that any time you are discussing anything relating to 
changes in ownership of objects, you are necessarily assuming that #1 is true 
(otherwise what you're saying is meaningless).

Yes I am.

But the substance of Elliot's criticism is that #1 is *not* always true.
As far as I can see, your arguments so far haven't accounted for that - you 
have not discussed the possibility that a party can create wholly new things 
(create ownership), nor that a party can irrevocably destroy things (cause 
ownership to cease).

The topic I was attempting to discuss was transfers of ownership.  It seemed to 
me (and still does) that if there is no ownership, then ownership cannot be 
transferred.

It seems to me that if someone creates a new thing (or comes to possess (own) 
something which was not previously owned by anyone) then ownership of that 
thing exists and thus, #1 is true.

It seems to me that if an item of property is lost or destroyed that no transfer of 
ownership of that (no longer existing) item can take place because #1 is not 
true.

I think that's true for the position you hold. (FWIW there *is* an alternative 



position you could take - you could treat 'nobody' like a special kind of party in its 
own right - but as I haven't yet grasped the entirety of what you're trying to 
describe, I can't say whether I think that position would be better).

But like I say, it doesn't address the substance of the criticism. For example, after 
you made the claim about how changes in ownership work, you went on to 
present a three-party model for ownership transfer with the goal of ensuring 
'stability' in transactions. However, you've not examined whether a party's ability 
to create/destroy ownership can be used to break that stability.

- Richard

-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Money influences people (was: Money as explanation part 4: two 
party interaction)
Date: May 12, 2013 at 11:20 AM

On Sun, May 12, 2013 at 7:49 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 10:48 PM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sat, May 11, 2013 at 12:22 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 8:15 AM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sat, May 11, 2013 at 7:07 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> wrote:

On May 10, 2013, at 6:44 AM, "Mason, Larry K" <ma...@email.unc.edu> 
wrote:

Possession of a physical object passes from one party to another party.

First of all: No. Physical objects can be abandoned or lost, for example.

In which case there is no possession.  A change in the party
possessing a physical object is always one to one in parties. I am
referring to interaction here as mediated by physical object money.
(I thought that was obvious.  :-) )

Second: Non-physical stuff can do this too (e.g. bitcoins or the right to 
publish stories about Harry Potter). So what does this have to do with 
physical objects?

Yes, physical object money in the form of computer accounts is treated as 
if it were a physical object and thus it also goes from one party to another 
party.  And yes, other objects which are not physical can also pass from 



one party to another party.  What does that have to do with my point?  If 
those other objects can be used to gain power in the two party interaction, 
they also help to make that interaction unstable.  That isn't unique to 
physical object money.  You may have noted that these posts are showing 
how physical objects in general have these influences and whenever we 
treat some intangible thing as if it were a physical object that intangible will 
also have those influences.

Money influences us? How does that work exactly?

Having read "The Beginning of Infinity" I am sure you know what memes are 
and how they work.  Money is a meme.  Money is not just a mental concept 
but also it includes a suite of behaviors.

The mental concept is a meme. Each of the behaviors is a meme.

If I recall correctly, Deutsch writes that a meme is both the concepts / ideas as 
well as behavior which passes on the meme to others.  In other words, a meme 
is the ideas combined with the behaviors which pass them on.  (I hope that was 
clear.)

Following that:

There is the meme which is the idea of money and the good (moral)
ideas connected with it.

And there is the meme which is the idea of money and the evil (moral)
ideas connected with it.

Which raises the question: Which meme were you talking about when you
said "money influences us"?

Therefore, in the context of money interactions, our behavior is influenced by 
how we perceive, define, conceptualize, and think about money.

Taking the relevant part of your reply:



"our behavior is influenced by how we perceive, define, conceptualize, and 
think about money"

and let X by "how we perceive, define, conceptualize, and think about money", 
then your sentence goes like:

"our behavior is influenced by X" where X is an idea (or theory).

I would add " where X is an idea (or theory) and associated behaviors."

A person is his ideas.

I think that's just a part of what a person is but I will accept your definition for this 
discussion.

What are the other (relevant) parts?

A person is responsible for his ideas.

I don't see how ideas can be responsible for ideas.  Could you explain that 
please?  Perhaps I misunderstood your statement that "a person is his ideas."

I am responsible for my ideas. And what makes up *me*, is my ideas.
What's the problem?

A person behaves in accordance with his ideas. In other words, ideas cause 
behaviors.

Ideas certainly influence behaviors but I don't think they are the only influence.

What are the other influences?

You're saying that the idea of money influences people. But that is wrong. The 
idea of money is not itself a moral idea. On the other hand it is connected to 
lots of moral ideas -- there are good ones and evil ones. The non-zero-sum 



ones are good and the zero-sum ones are evil.

I am saying that the idea of money and its associated behaviors influences 
people.

Which? The meme which is the idea of money and the connected good
(moral) ideas? Or the meme which is the idea of money and the
connected evil (moral) ideas?

The idea of money is amoral.  So I agree that money is connected to lots of 
moral ideas and there are good ones and evil ones.

I would not go so far as to say all non-zero sum ideas or good nor that all zero-
sum ideas are evil.

Why not? Why tell me that you disagree without explaining your reasons
for disagreeing?

People do tend to be nicer to each other in a non-zero sum relationship, 
however.

Why does *nice* matter?

So money doesn't influence us. Its the moral ideas that each person has that 
connect to the money idea that influences (causes) each person's behavior 
towards/regarding money.

Well, I think of those moral ideas as part of the money meme.  Just a different 
way of looking at the situation.

Which one's? The good (moral) ideas or the evil (moral) ideas?

So its incorrect to say that "money influences us". And its correct to say that 
"evil (moral) ideas connected to the money idea influences the people that hold 
those ideas".



I would agree with your last sentence.

Do you agree with this statement? Good (moral) ideas connected to the
money idea influences the people that hold those ideas.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 1:27 PM

On May 12, 2013, at 5:21 AM, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Saturday, May 11, 2013 5:04 PM Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 1:30 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 2:09 PM Elliot Temple <curi@curi.us> wrote:

It takes a certain sort of clarity and precision to do philosophy (including 
economics and political philosophy) well enough to reach the truth instead 
of just make up arbitrary junk. If you don't know how to do that, you should 
learn it *before* making a bunch of stuff up. If you do know how to do it, 
then go ahead and do it. If you didn't get my point the first time, well Richard 
clarified. But you still haven't asked any questions trying to clarify *your* 
understanding of what we're saying, nor have you addressed what we're 
saying.

Note that a single contradiction (or any other criticism) refutes your entire 
position unless and until you (or anyone) deals with it.

You might think problems with one part do not affect the whole. But if that 
part is not connected to the whole, then it should be be part of the whole. It 
should be retracted. And if that has no consequences, one would wonder 
why it was included in the first place.

Since you have evidenced no understanding whatever of my statements and 
positions I will not take your directions (or insults) seriously.

If you're not going to take posts seriously, you should unsubscribe. Taking 
them seriously is the ethos of this group.

Please note that I wrote " not take your directions (or insults) seriously."   I did 
NOT write that I would not take POSTS seriously.  When you tell me that 



attempting to solve a problem is a bad thing for me to do (and you seem to have 
omitted that part of your comments) when you wrote " That is a bad, 
misconceived goal. It's a mistake." I have every reason to not take such 
directions for my behavior and actions seriously.

Rendering problems **impossible**, and solving a problem, are completely 
different.

You proposed the first. I said that that is what I objected to. I said why. I 
emphasized the "impossible" in bold. Now you say, "When you tell me that 
attempting to solve a problem is a bad thing". I never told you that. This is your 
mistake.

So, the problem here is you're being imprecise.

Your imprecision is the problem in most of the discussion (e.g. about ownership 
transfer). Other people are making criticisms that are more precise than the way 
you think. That is the cause of the arguing and confusion.

It doesn't help that you intentionally chose not to take a post seriously -- in other 
words, read it even less precisely, and therefore misunderstood it more.

The standards of precision here are much higher than you are accustomed to 
from most other places. They are something you can learn and improve at.

One way to improve your abilities with precision would be to study the material in 
BoI that you agree with, and ask questions about it, and try to understand it really 
precisely. If you did that, and then came back to the money stuff, you'd have the 
skill to handle the discussion better.

There must be many other solutions. I have no specific knowledge of why you 
made several mistakes in the imprecision category. You do. It's up to you to deal 
with it. Regardless, as long as you're equating phrases which are not equal -- and 
then attributing statements to people that they never said -- it's hard to discuss 
things.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 2:29 PM

On Sunday, May 12, 2013 11:15 AM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/12/2013 3:08 PM, Mason, Larry K wrote:
On Sunday, May 12, 2013 9:38 AM Richard Fine <richard.fine@gmail.com> 
wrote:

I think your initial response to Elliot maybe missed the substance of his 
criticism. As I understand it you're defining ownership of objects using two 
properties:
1) "Ownership of the object exists," true or false
2) Who the owner of the object is
and you're saying that if #1 is false then talking about #2 is meaningless. Is 
that a correct description of your position?

Yes.  I believe it is.

But what this means is that any time you are discussing anything relating to 
changes in ownership of objects, you are necessarily assuming that #1 is true 
(otherwise what you're saying is meaningless).

Yes I am.

But the substance of Elliot's criticism is that #1 is *not* always true.
As far as I can see, your arguments so far haven't accounted for that - you 
have not discussed the possibility that a party can create wholly new things 
(create ownership), nor that a party can irrevocably destroy things (cause 
ownership to cease).

The topic I was attempting to discuss was transfers of ownership.  It seemed to 
me (and still does) that if there is no ownership, then ownership cannot be 
transferred.

It seems to me that if someone creates a new thing (or comes to possess 
(own) something which was not previously owned by anyone) then ownership 
of that thing exists and thus, #1 is true.



It seems to me that if an item of property is lost or destroyed that no transfer of 
ownership of that (no longer existing) item can take place because #1 is not 
true.

I think that's true for the position you hold. (FWIW there *is* an alternative 
position you could take - you could treat 'nobody' like a special kind of party in 
its own right - but as I haven't yet grasped the entirety of what you're trying to 
describe, I can't say whether I think that position would be better).

At this point (Money as an explanation part 4: two party interaction) I merely want 
to make the point that physical object money transactions are two party 
transactions.  The money passes from the ownership / possession of one party to 
another.

But like I say, it doesn't address the substance of the criticism. For example, 
after you made the claim about how changes in ownership work, you went on to 
present a three-party model for ownership transfer with the goal of ensuring 
'stability' in transactions. However, you've not examined whether a party's ability 
to create/destroy ownership can be used to break that stability.

I presented a three-party model for _money transactions_, not for _ownership 
transfer_.  With my system, ownership of physical objects is transferred between 
individuals.  But money is not in any sense a physical object in my system.  
Perhaps that's a part of the difficulty.  With the system hypothesized, money 
transactions in which money is gained (earned) involve three parties.  Money 
transactions in which money is spent also involve three parties.  Those are two 
separate transactions unlike physical object money transactions.

With regard to breaking the stability of economic interactions in a three party 
system, as hypothesized, the relationships are non-zero sum.  That is, no party to 
an economic activity (production or consumption or both) can "win" at the 
expense of the other party(ies).  That situation provides a selfish, vested interest 
on the part of each of the individuals involved to maintain successful interactions 
and end unsuccessful ones.  Neither of the parties can use any power advantage 
to gain at the expense of the other party(ies).  Thus, though the system 
(economy) reacts to changing situations and circumstances, the stability of the 
economy at large is maintained because that benefits everyone involved.

Neither creating nor destroying ownership (and I would expect both in my system) 



is anyone else's business in my system.  It is unrelated to stability in my system.  
For example, if a person owns a piece of land and abandons it.  That is, that 
person takes no responsibility for that land.  That person chooses (voluntarily) to 
renounce all claims to ownership of that land.  That does not harm anyone else.  
If some other person at a later time assumes responsibility for that land, that also 
does not harm anyone else.  The new owner has full property rights, of course.  If 
the new owner uses that land in a way that results in net benefit to others then 
that person will have earned money.  That is the person's reward (whether they 
seek it or not, whether they choose to spend the money or not) for helping to 
produce those benefits.

I probably should also note that no one is obligated to continue any economic 
interaction (producing or distributing or consuming goods or services) if they 
choose not to continue it.  There is no form of slavery in my system.  On the other 
hand, if a person wants to produce some net benefit for others and does so, they 
will be paid.  So if person "A" ceases to produce some benefit that others are 
enjoying, then anyone else (person "B") may step forward and produce that 
benefit in the stead of person "A".  In fact, "B" does not have to wait for "A" to 
stop production.  "B" can begin such production at any time.  Therefore, though 
the specific actors in some economic enterprise (process, activity, division of 
labor) can and certainly will change over time, the enterprise will be able to 
continue.  Just like any actual free market, it has an inherent stability even as it 
adapts and changes.



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 3:07 PM

On Sunday, May 12, 2013 1:28 PM Elliot Temple <curi@curi.us> wrote:

On May 12, 2013, at 5:21 AM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 5:04 PM Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 1:30 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 2:09 PM Elliot Temple <curi@curi.us> wrote:

It takes a certain sort of clarity and precision to do philosophy (including 
economics and political philosophy) well enough to reach the truth instead 
of just make up arbitrary junk. If you don't know how to do that, you should 
learn it *before* making a bunch of stuff up. If you do know how to do it, 
then go ahead and do it. If you didn't get my point the first time, well 
Richard clarified. But you still haven't asked any questions trying to clarify 
*your* understanding of what we're saying, nor have you addressed what 
we're saying.

Note that a single contradiction (or any other criticism) refutes your entire 
position unless and until you (or anyone) deals with it.

You might think problems with one part do not affect the whole. But if that 
part is not connected to the whole, then it should be be part of the whole. It 
should be retracted. And if that has no consequences, one would wonder 
why it was included in the first place.

Since you have evidenced no understanding whatever of my statements 
and positions I will not take your directions (or insults) seriously.



If you're not going to take posts seriously, you should unsubscribe. Taking 
them seriously is the ethos of this group.

Please note that I wrote " not take your directions (or insults) seriously."   I did 
NOT write that I would not take POSTS seriously.  When you tell me that 
attempting to solve a problem is a bad thing for me to do (and you seem to 
have omitted that part of your comments) when you wrote " That is a bad, 
misconceived goal. It's a mistake." I have every reason to not take such 
directions for my behavior and actions seriously.

Rendering problems **impossible**, and solving a problem, are completely 
different.

You proposed the first. I said that that is what I objected to. I said why. I 
emphasized the "impossible" in bold. Now you say, "When you tell me that 
attempting to solve a problem is a bad thing". I never told you that. This is your 
mistake.

So, the problem here is you're being imprecise.

Please do me a favor and quote the passage in which my system would render a 
particular problem impossible.  I don't see such a statement by me above.  I have 
looked over Part 4 and I don't find such a statement (though I may have missed 
it.)

Your imprecision is the problem in most of the discussion (e.g. about ownership 
transfer). Other people are making criticisms that are more precise than the way 
you think. That is the cause of the arguing and confusion.

It doesn't help that you intentionally chose not to take a post seriously -- in other 
words, read it even less precisely, and therefore misunderstood it more.

The standards of precision here are much higher than you are accustomed to 
from most other places. They are something you can learn and improve at.

One way to improve your abilities with precision would be to study the material 
in BoI that you agree with, and ask questions about it, and try to understand it 
really precisely. If you did that, and then came back to the money stuff, you'd 
have the skill to handle the discussion better.



There must be many other solutions. I have no specific knowledge of why you 
made several mistakes in the imprecision category. You do. It's up to you to deal 
with it. Regardless, as long as you're equating phrases which are not equal -- 
and then attributing statements to people that they never said -- it's hard to 
discuss things.

I very much agree with your last sentence.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 3:28 PM

On 5/12/2013 7:29 PM, Mason, Larry K wrote:
At this point (Money as an explanation part 4: two party interaction) I merely 
want to make the point that physical object money transactions are two party 
transactions. The money passes from the ownership / possession of one party 
to another. 

Well, OK, sure. When a physical object changes from having one owner to having 
another owner, a total of two owners are involved in the whole transaction.

It's not clear to me why you felt it necessary to make that point, to be honest - 
seems kinda trivially true - but reading the text that came after it I have other 
questions anyway so I'll post them in a separate subthread.

But like I say, it doesn't address the substance of the criticism. For example, 
after you made the claim about how changes in ownership work, you went on 
to present a three-party model for ownership transfer with the goal of ensuring 
'stability' in transactions. However, you've not examined whether a party's 
ability to create/destroy ownership can be used to break that stability.

I presented a three-party model for _money transactions_, not for _ownership 
transfer_.  With my system, ownership of physical objects is transferred 
between individuals.  But money is not in any sense a physical object in my 
system.  Perhaps that's a part of the difficulty.  With the system hypothesized, 
money transactions in which money is gained (earned) involve three parties.  
Money transactions in which money is spent also involve three parties.  Those 
are two separate transactions unlike physical object money transactions.

OK. It's hard to visualize that - you might as well have told me "in my system, 
triangles have four sides" - but I understand the hypothetical.

With regard to breaking the stability of economic interactions in a three party 
system, as hypothesized, the relationships are non-zero sum.  That is, no party 
to an economic activity (production or consumption or both) can "win" at the 
expense of the other party(ies). That situation provides a selfish, vested interest 
on the part of each of the individuals involved to maintain successful interactions 
and end unsuccessful ones.



Excluding cases of fraud, isn't that true of two-party systems as well - or indeed 
*any* system where participation is voluntary?

I think this is probably related to the 'power' stuff in your first post that I don't 
understand, so I'll ask more questions about that.

So if person "A" ceases to produce some benefit that others are enjoying, then 
anyone else (person "B") may step forward and produce that benefit in the stead 
of person "A".  In fact, "B" does not have to wait for "A" to stop production.  "B" 
can begin such production at any time.

If I interpret that with an "in most situations" proviso, that sounds like something 
that is true of the present system already. If that's not what you intended, could 
you explain how your system solves the following two examples of scarcity 
problems:

Suppose person A owns land where there's oil underground. They build a rig and 
begin producing oil. Then, for whatever reason, they cease. How does B begin 
producing oil from that land without violating A's property rights?

Suppose that person A is Robert Downey Jr. After giving people the benefit of his 
creative abilities in many movies, he is retiring. How does B begin producing the 
benefit of Robert Downey Jr.'s creative abilities without violating A's 
liberty/property rights?

- Richard



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 3:45 PM

On 5/10/2013 2:44 PM, Mason, Larry K wrote:
Two party interactions are unstable.  It seems that in every interaction the 
various parties to that interaction have power to one degree or another.

"Unstable" is very vague. Unstable in what way? That the interactions have 
unpredictable lifespan? That the terms of them change? That people back out of 
them sometimes?

"Power" is pretty vague too. Power to do what?

When only two parties are involved, if one party has greater power that power 
can be used to gain still more power relative to the other party.  The exploitation 
of that power advantage can make the interaction quite unrewarding to the 
weaker power.  Under those conditions, the weaker party may attempt to end 
the interaction.  Thus we find that two party interaction is inherently unstable.

I still don't know what you mean by "unstable" here. So I'm left to ask: so what if 
they are? What's wrong with a party ending an interaction that they find 
unfavourable? Isn't that a *good* thing?

Even marriages which would appear to have everything in their favor as stable 
interaction have a high divorce rate.  This is contrasted with the low divorce rate 
observed when extended families were the rule and in which the interaction of 
adults involved far more parties.

This looks to be mistaking correlation for causation. It could equally be the other 
way around: that people in unstable marriages avoid getting their extended 
families involved because they don't want to 'air their dirty' laundry or similar. Or it 
could be that both high divorce rate and reduced extended-family interaction are 
both consequences of some other thing that has changed (like increased global 
dispersion, changes in attitude towards the importance of familial+spousal 
relationships, changes in attitudes towards 'duty,' etc).

If money transactions were inherently three party interaction in which each party 
had power over one of the other two parties but was dominated by the other 
party as in the game of rock, paper, and scissors, then the interaction could be 



stable.  If any party exploited the party over which it had power the party which 
had power over it would be able to require that the harmful actions cease.

From the sound of it, that only addresses situations where the interaction would 
otherwise become unfavourable due to a party exerting its power to bring that 
about. It doesn't address interactions that become unfavourable due to any other 
change in situation. Do you agree?

Do you think that under the present system, in the majority of cases where an 
interaction ends, it does so due to one of the parties deliberately making the 
interaction unfavourable to the other?

This explanation can be refuted by finding any historical example of a state 
(people with a formal government) in which there is no business cycle, no 
economic instability, no exploitation of the weaker by the stronger, no use of 
force to prevent the weaker from gaining power.

I think it can be refuted by a lot more than that, but I'll wait for your answers to my 
questions first.

- Richard



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 3:48 PM

On Sunday, May 12, 2013 3:28 PM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/12/2013 7:29 PM, Mason, Larry K wrote:
At this point (Money as an explanation part 4: two party interaction)
I merely want to make the point that physical object money
transactions are two party transactions. The money passes from the
ownership / possession of one party to another.

Well, OK, sure. When a physical object changes from having one owner to 
having another owner, a total of two owners are involved in the whole 
transaction.

It's not clear to me why you felt it necessary to make that point, to be honest - 
seems kinda trivially true - but reading the text that came after it I have other 
questions anyway so I'll post them in a separate subthread.

It seemed trivially true (obvious on the face of it) to me as well but you can see 
that other's did not have that opinion.  (Besides, I could have been wrong and the 
point could be false.)

But like I say, it doesn't address the substance of the criticism. For example, 
after you made the claim about how changes in ownership work, you went on 
to present a three-party model for ownership transfer with the goal of 
ensuring 'stability' in transactions. However, you've not examined whether a 
party's ability to create/destroy ownership can be used to break that stability.

I presented a three-party model for _money transactions_, not for _ownership 
transfer_.  With my system, ownership of physical objects is transferred 
between individuals.  But money is not in any sense a physical object in my 
system.  Perhaps that's a part of the difficulty.  With the system hypothesized, 
money transactions in which money is gained (earned) involve three parties.  
Money transactions in which money is spent also involve three parties.  Those 
are two separate transactions unlike physical object money transactions.



OK. It's hard to visualize that - you might as well have told me "in my system, 
triangles have four sides" - but I understand the hypothetical.

Yes, it is difficult to visualize that and that's why I didn't want to get into that part 
yet.  :-(  Sigh.

With regard to breaking the stability of economic interactions in a three party 
system, as hypothesized, the relationships are non-zero sum.  That is, no party 
to an economic activity (production or consumption or both) can "win" at the 
expense of the other party(ies). That situation provides a selfish, vested 
interest on the part of each of the individuals involved to maintain successful 
interactions and end unsuccessful ones.

Excluding cases of fraud, isn't that true of two-party systems as well - or indeed 
*any* system where participation is voluntary?

Excluding cases of fraud _and force_ that is true of two party systems as well 
and, indeed, any system in which participation is voluntary.  But you may have 
noticed that in nations there's lots of both force and fraud going on.  (See 
organized crime.)

I think this is probably related to the 'power' stuff in your first post that I don't 
understand, so I'll ask more questions about that.

So if person "A" ceases to produce some benefit that others are enjoying, then 
anyone else (person "B") may step forward and produce that benefit in the 
stead of person "A".  In fact, "B" does not have to wait for "A" to stop 
production.  "B" can begin such production at any time.

If I interpret that with an "in most situations" proviso, that sounds like something 
that is true of the present system already. If that's not what you intended, could 
you explain how your system solves the following two examples of scarcity 
problems:

Suppose person A owns land where there's oil underground. They build a rig 
and begin producing oil. Then, for whatever reason, they cease. >How does B 
begin producing oil from that land without violating A's property rights?

Has "A" abandoned the property?  (As I understand it, one can lose ownership 



rights by abandonment.)  If so, "A" has no property rights for the aforesaid 
property.  If "A" has not abandoned the property, "B" has no property rights to that 
land.  In my system, "A" would be able to get support to stop "B"'s actions in 
violation of "A"'s property rights.

Suppose that person A is Robert Downey Jr. After giving people the benefit of 
his creative abilities in many movies, he is retiring. How does B >begin 
producing the benefit of Robert Downey Jr.'s creative abilities without violating 
A's liberty/property rights?

In my system Robert would continue to be paid for the continuing benefits 
resulting from his creative use of his abilities.  He may retire but the money keeps 
rolling in.  "B" could make those movies available to the public.  In that event, "B" 
would be paid for his actions and Robert would also be paid for his work.  So 
"B"'s action would increase the money available to Robert.  Robert need do 
nothing including that he need not spend the money that "B"'s actions helped 
Robert earn.

Now if Robert wants to destroy all copies of every movie he ever helped to make 
he's out of luck.  The physical film and any digital recordings of those movies are 
the property of many other persons.  What they do with their property is up to 
them.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 4:13 PM

On 5/12/2013 8:48 PM, Mason, Larry K wrote:
On Sunday, May 12, 2013 3:28 PM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/12/2013 7:29 PM, Mason, Larry K wrote:
At this point (Money as an explanation part 4: two party interaction)
I merely want to make the point that physical object money
transactions are two party transactions. The money passes from the
ownership / possession of one party to another.

Well, OK, sure. When a physical object changes from having one owner to 
having another owner, a total of two owners are involved in the whole 
transaction.
It's not clear to me why you felt it necessary to make that point, to be honest - 
seems kinda trivially true - but reading the text that came after it I have other 
questions anyway so I'll post them in a separate subthread.

It seemed trivially true (obvious on the face of it) to me as well but you can see 
that other's did not have that opinion.  (Besides, I could have been wrong and 
the point could be false.)

In this case I think the problem has just been the ambiguity of the statement. 
Once it's clear exactly what you *meant*, I'd guess everyone can see it's true. 
One way to avoid making ambiguous statements is to avoid making statements 
until your interlocutor has shown a need for them - another consequence of the 
'thesis-last' approach you're taking here, I'm afraid.

With regard to breaking the stability of economic interactions in a three party 
system, as hypothesized, the relationships are non-zero sum.  That is, no 
party to an economic activity (production or consumption or both) can "win" at 
the expense of the other party(ies). That situation provides a selfish, vested 
interest on the part of each of the individuals involved to maintain successful 
interactions and end unsuccessful ones.

Excluding cases of fraud, isn't that true of two-party systems as well - or 
indeed *any* system where participation is voluntary?

Excluding cases of fraud _and force_ that is true of two party systems as well 
and, indeed, any system in which participation is voluntary.  But you may have 



noticed that in nations there's lots of both force and fraud going on.  (See 
organized crime.)

If a party's being forced to participate, then the participation isn't voluntary.

Suppose person A owns land where there's oil underground. They build a rig 
and begin producing oil. Then, for whatever reason, they cease. >How does B 
begin producing oil from that land without violating A's property rights?

Has "A" abandoned the property?  (As I understand it, one can lose ownership 
rights by abandonment.)  If so, "A" has no property rights for the aforesaid 
property.  If "A" has not abandoned the property, "B" has no property rights to 
that land.  In my system, "A" would be able to get support to stop "B"'s actions in 
violation of "A"'s property rights.

"A" hasn't abandoned the property; he still owns the land, still has his rig there, 
and still technically owns all the oil beneath the surface. He's just decided to 
switch his pumps off, such that now nobody is getting the benefit of his oil. You 
said "anyone else [...] may step forward and produce that benefit in the stead of 
person A" - how can B give others the benefit of the oil in this case, without 
stealing it from person A?

Suppose that person A is Robert Downey Jr. After giving people the benefit of 
his creative abilities in many movies, he is retiring. How does B >begin 
producing the benefit of Robert Downey Jr.'s creative abilities without violating 
A's liberty/property rights?

In my system Robert would continue to be paid for the continuing benefits 
resulting from his creative use of his abilities.  He may retire but the money 
keeps rolling in.  "B" could make those movies available to the public.  In that 
event, "B" would be paid for his actions and Robert would also be paid for his 
work.  So "B"'s action would increase the money available to Robert.  Robert 
need do nothing including that he need not spend the money that "B"'s actions 
helped Robert earn.

Now if Robert wants to destroy all copies of every movie he ever helped to 
make he's out of luck.  The physical film and any digital recordings of those 
movies are the property of many other persons.  What they do with their 
property is up to them.

That much is fine, but what about the new content? If Robert Downey Jr decides 



to retire, he's no longer giving the world the benefit of fresh movies with him in. 
Person B can't take over "being Robert Downey Jr" from him - he could become a 
movie star himself, or even a Robert Downey Jr impersonator, but it wouldn't be 
quite the same thing. So if Robert Downey Jr decides to stop making new Robert 
Downey Jr movies, Person B can't produce new Robert Downey Jr movies 
instead of him. So the claim was false.

I've picked oil and celebrity specifically because they're examples of natural 
monopolies. I don't see how a three-party money transaction system would solve 
natural monopolies any better than the present system.

- Richard



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 4:17 PM

On Sunday, May 12, 2013 3:46 PM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/10/2013 2:44 PM, Mason, Larry K wrote:
Two party interactions are unstable.  It seems that in every interaction the 
various parties to that interaction have power to one degree or another.

"Unstable" is very vague. Unstable in what way? That the interactions have 
unpredictable lifespan? That the terms of them change? That people back out of 
them sometimes?

Unstable in that positive feedback loops are established which make the 
interaction harmful / dysfunctional / unpleasant / for one or both parties (or all 
parties if a many party interaction).  For example as unions get more power they 
are able to demand higher wages until the business can no longer compete in the 
open market.  For example, as management gets more power in the labor 
market, they are able to pay less and less in wages until labor cannot survive.  
These are examples from economics but they apply to other kinds of interaction 
as well.

"Power" is pretty vague too. Power to do what?

Power to punish (coerce, apply force) mostly but also the power to reward.  The 
reward power is far less likely to result in instability.

When only two parties are involved, if one party has greater power that power 
can be used to gain still more power relative to the other party.  The 
exploitation of that power advantage can make the interaction quite 
unrewarding to the weaker power.  Under those conditions, the weaker party 
may attempt to end the interaction.  Thus we find that two party interaction is 
inherently unstable.

I still don't know what you mean by "unstable" here. So I'm left to ask:
so what if they are? What's wrong with a party ending an interaction that they 



find unfavourable? Isn't that a *good* thing?

Please see the examples I gave above involving unions and management.  Or 
you can consider the relationship between the citizen and the government.  As 
the government gets more power the citizen loses power and is likely to be 
oppressed.  The result is often revolution.

Even marriages which would appear to have everything in their favor as stable 
interaction have a high divorce rate.  This is contrasted with the low divorce 
rate observed when extended families were the rule and in which the 
interaction of adults involved far more parties.

This looks to be mistaking correlation for causation. It could equally be the other 
way around: that people in unstable marriages avoid getting >their extended 
families involved because they don't want to 'air their dirty' laundry or similar. Or 
it could be that both high divorce rate and >reduced extended-family interaction 
are both consequences of some other thing that has changed (like increased 
global dispersion, changes in >attitude towards the importance of 
familial+spousal relationships, changes in attitudes towards 'duty,' etc).

If you don't like that example, disregard it.

If money transactions were inherently three party interaction in which each 
party had power over one of the other two parties but was dominated by the 
other party as in the game of rock, paper, and scissors, then the interaction 
could be stable.  If any party exploited the party over which it had power the 
party which had power over it would be able to require that the harmful actions 
cease.

From the sound of it, that only addresses situations where the interaction would 
otherwise become unfavourable due to a party exerting its power to bring that 
about. It doesn't address interactions that become unfavourable due to any 
other change in situation. Do you agree?

Well, let's say that one of the three parties experiences some change which 
increases its power.  That party is still vulnerable to one of the other parties.  The 
balance is retained.  Paper still covers rock no matter how big or how hard the 
rock becomes.  :-)



Do you think that under the present system, in the majority of cases where an 
interaction ends, it does so due to one of the parties deliberately making the 
interaction unfavourable to the other?

If the interaction is an important one to the parties then I think statistically the 
dissatisfaction of one party is the main reason that party tries to end the 
interaction.  Whether that dissatisfaction was caused deliberately or not is 
another matter.  A boss could simply reward some favorites who work for him and 
thereby slight the others.  This could result in the dissatisfaction even though the 
boss was not trying to cause such dissatisfaction.  I would say it's rather 
uncommon for one party to deliberately make the interaction unfavorable unless 
the power is quite unbalanced.  I think most interactions these days are rather 
trivial.  Eating lunch in a café one interacts with the staff of the café.  It's an 
economic interaction employing money but it is not important, in itself, to the 
customer or the staff.  Such an interaction might end without dissatisfaction on 
either side.  But if one eats at the same café for lunch every work day and get to 
know the waitress as a person, then it might take some strong dissatisfaction (the 
café owner fires the waitress?) to end the interaction.

This explanation can be refuted by finding any historical example of a state 
(people with a formal government) in which there is no business cycle, no 
economic instability, no exploitation of the weaker by the stronger, no use of 
force to prevent the weaker from gaining power.

I think it can be refuted by a lot more than that, but I'll wait for your answers to 
my questions first.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 4:30 PM

On May 12, 2013, at 12:07 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 1:28 PM Elliot Temple <curi@curi.us> wrote:

On May 12, 2013, at 5:21 AM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 5:04 PM Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 1:30 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 2:09 PM Elliot Temple <curi@curi.us> wrote:

It takes a certain sort of clarity and precision to do philosophy (including 
economics and political philosophy) well enough to reach the truth 
instead of just make up arbitrary junk. If you don't know how to do that, 
you should learn it *before* making a bunch of stuff up. If you do know 
how to do it, then go ahead and do it. If you didn't get my point the first 
time, well Richard clarified. But you still haven't asked any questions 
trying to clarify *your* understanding of what we're saying, nor have you 
addressed what we're saying.

Note that a single contradiction (or any other criticism) refutes your entire 
position unless and until you (or anyone) deals with it.

You might think problems with one part do not affect the whole. But if that 
part is not connected to the whole, then it should be be part of the whole. 
It should be retracted. And if that has no consequences, one would 
wonder why it was included in the first place.

Since you have evidenced no understanding whatever of my statements 
and positions I will not take your directions (or insults) seriously.



If you're not going to take posts seriously, you should unsubscribe. Taking 
them seriously is the ethos of this group.

Please note that I wrote " not take your directions (or insults) seriously."   I did 
NOT write that I would not take POSTS seriously.  When you tell me that 
attempting to solve a problem is a bad thing for me to do (and you seem to 
have omitted that part of your comments) when you wrote " That is a bad, 
misconceived goal. It's a mistake." I have every reason to not take such 
directions for my behavior and actions seriously.

Rendering problems **impossible**, and solving a problem, are completely 
different.

You proposed the first. I said that that is what I objected to. I said why. I 
emphasized the "impossible" in bold. Now you say, "When you tell me that 
attempting to solve a problem is a bad thing". I never told you that. This is your 
mistake.

So, the problem here is you're being imprecise.

Please do me a favor and quote the passage in which my system would render 
a particular problem impossible.  I don't see such a statement by me above.  I 
have looked over Part 4 and I don't find such a statement (though I may have 
missed it.)

I did provide a quote when I originally posted the criticism.

I quoted Larry writing:

You are correct.  That was an error on my part.  It should have been something 
along the lines of "why is it possible for money to be used for such evil 
purposes?"

Larry presented evil with money being *possible* as a problem, implying Larry 
wanted to make it *impossible*.

And I replied to that quote with, "So you want to set up a money that is 
**impossible** to be used for evil purposes?" and then explained why that would 



be bad if Larry did mean it. I asked a question to clarify Larry meant what I 
thought he did, rather than assuming.

Larry then replied saying I had understood him correctly. Larry answered, I quote, 
"Yes".  (Followed by some stuff about this being hard to achieve perfectly in 
practice, but maybe we can get close to that goal.)

Again:

Me:

So [making sure I understood what you just said] you want to set up a money 
that is **impossible** to be used for evil purposes?

Larry:

Yes

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 4:32 PM

On Sunday, May 12, 2013 4:13 PM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/12/2013 8:48 PM, Mason, Larry K wrote:
On Sunday, May 12, 2013 3:28 PM Richard Fine <richard.fine@gmail.com> 
wrote:

On 5/12/2013 7:29 PM, Mason, Larry K wrote:
At this point (Money as an explanation part 4: two party
interaction) I merely want to make the point that physical object
money transactions are two party transactions. The money passes from
the ownership / possession of one party to another.

Well, OK, sure. When a physical object changes from having one owner to 
having another owner, a total of two owners are involved in the whole 
transaction.
It's not clear to me why you felt it necessary to make that point, to be honest - 
seems kinda trivially true - but reading the text that came after it I have other 
questions anyway so I'll post them in a separate subthread.

It seemed trivially true (obvious on the face of it) to me as well but
you can see that other's did not have that opinion.  (Besides, I could
have been wrong and the point could be false.)

In this case I think the problem has just been the ambiguity of the statement. 
Once it's clear exactly what you *meant*, I'd guess everyone can see it's true. 
One way to avoid making ambiguous statements is to avoid making statements 
until your interlocutor has shown a need for them - another consequence of the 
'thesis-last' approach you're taking here, I'm afraid.

With regard to breaking the stability of economic interactions in a three party 
system, as hypothesized, the relationships are non-zero sum.  That is, no 
party to an economic activity (production or consumption or both) can "win" 
at the expense of the other party(ies). That situation provides a selfish, 
vested interest on the part of each of the individuals involved to maintain 
successful interactions and end unsuccessful ones.



Excluding cases of fraud, isn't that true of two-party systems as well - or 
indeed *any* system where participation is voluntary?

Excluding cases of fraud _and force_ that is true of two party systems
as well and, indeed, any system in which participation is voluntary.
But you may have noticed that in nations there's lots of both force
and fraud going on.  (See organized crime.)

If a party's being forced to participate, then the participation isn't voluntary.

I quite agree.  But try telling that to the tax man.  :-)

Suppose person A owns land where there's oil underground. They build a rig 
and begin producing oil. Then, for whatever reason, they cease. >>>How 
does B begin producing oil from that land without violating A's property 
rights?

Has "A" abandoned the property?  (As I understand it, one can lose ownership 
rights by abandonment.)  If so, "A" has no property rights for the aforesaid 
property.  If "A" has not abandoned the property, "B" has no property rights to 
that land.  In my system, "A" would be able to get support to stop "B"'s actions 
in violation of "A"'s property rights.

"A" hasn't abandoned the property; he still owns the land, still has his rig there, 
and still technically owns all the oil beneath the surface.
He's just decided to switch his pumps off, such that now nobody is getting the 
benefit of his oil. You said "anyone else [...] may step forward >and produce that 
benefit in the stead of person A" - how can B give others the benefit of the oil in 
this case, without stealing it from person A?

So "B" provides oil to the parties that "A" had been giving oil.  "A" has no 
monopoly on oil.  It's the  net benefit that earns money, not the oil.  If "A" ceases 
production but continues to own the land that's it for oil from "A"'s land.  (Drilling 
on the slant and such we will ignore for this case.)

Suppose that person A is Robert Downey Jr. After giving people the benefit of 
his creative abilities in many movies, he is retiring. How does
B begin producing the benefit of Robert Downey Jr.'s creative abilities without 
violating A's liberty/property rights?



In my system Robert would continue to be paid for the continuing benefits 
resulting from his creative use of his abilities.  He may retire but the money 
keeps rolling in.  "B" could make those movies available to the public.  In that 
event, "B" would be paid for his actions and Robert would also be paid for his 
work.  So "B"'s action would increase the money available to Robert.  Robert 
need do nothing including that he need not spend the money that "B"'s actions 
helped Robert earn.

Now if Robert wants to destroy all copies of every movie he ever helped to 
make he's out of luck.  The physical film and any digital >>recordings of those 
movies are the property of many other persons.  What they do with their 
property is up to them.

That much is fine, but what about the new content? If Robert Downey Jr decides 
to retire, he's no longer giving the world the benefit of fresh >movies with him in. 
Person B can't take over "being Robert Downey Jr"
from him - he could become a movie star himself, or even a Robert Downey Jr 
impersonator, but it wouldn't be quite the same thing. So if >Robert Downey Jr 
decides to stop making new Robert Downey Jr movies, Person B can't produce 
new Robert Downey Jr movies instead of >him. So the claim was false.

Sorry, my error.  The contribution of any person is quite voluntary in my system.  
But whatever Downey was providing (humor, drama, education,...) can be 
provided by others.  It may not have that unique Downey style but there are many 
movie makers.  What is the particular benefit that you see Downey's movies as 
providing to people?  Can that benefit be produced only by Downey?  Do people 
suffer for lack of Downey movies?

I've picked oil and celebrity specifically because they're examples of natural 
monopolies. I don't see how a three-party money transaction >system would 
solve natural monopolies any better than the present system.

It's the "unnatural" monopolies that my three party system would prevent.  (I don't 
think oil is a natural monopoly since it can be made from hydrocarbons and is 
found in many places.)  Artificially induced (by government, business, church, or 
whatever) monopolies would cease to exist.



From: Rami Rustom <rombomb@gmail.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Re: Money influences people (was: Money as explanation part 4: 
two party interaction)
Date: May 12, 2013 at 4:49 PM

On Sun, May 12, 2013 at 1:49 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 11:20 AM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, May 12, 2013 at 7:49 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 10:48 PM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sat, May 11, 2013 at 12:22 PM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Saturday, May 11, 2013 8:15 AM Rami Rustom 
<rombomb@gmail.com> wrote:

On Sat, May 11, 2013 at 7:07 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On May 10, 2013, at about 11:00 PM, Elliot Temple <curi@curi.us> 
wrote:

On May 10, 2013, at 6:44 AM, "Mason, Larry K" 
<ma...@email.unc.edu> wrote:

Money influences us? How does that work exactly?

Having read "The Beginning of Infinity" I am sure you know what memes 
are and how they work.  Money is a meme.  Money is not just a mental 
concept but also it includes a suite of behaviors.

The mental concept is a meme. Each of the behaviors is a meme.

If I recall correctly, Deutsch writes that a meme is both the concepts
/ ideas as well as behavior which passes on the meme to others.  In



other words, a meme is the ideas combined with the behaviors which
pass them on.  (I hope that was clear.)

Following that:

There is the meme which is the idea of money and the good (moral) ideas 
connected with it.

And there is the meme which is the idea of money and the evil (moral) ideas 
connected with it.

Which raises the question: Which meme were you talking about when you said 
"money influences us"?

I don't think it's valid to say that any money meme (including the one I propose) 
is only good or only evil because all actions have a host of consequences of 
which some must be evil and some good with almost any definition of good and 
evil.  And we don't even have a definition of good or evil for deciding.

I am talking about any and every money meme for all of history to date.  I think 
any money meme must be an influence since money is so great a factor in the 
circumstances and conditions in which we act.

I'd like to hear more about what you think "influence" means. Do you
mean *cause*?

So by "money influences us", do you mean "money is a cause of bad behavior"?

Therefore, in the context of money interactions, our behavior is influenced 
by how we perceive, define, conceptualize, and think about money.

Taking the relevant part of your reply:

"our behavior is influenced by how we perceive, define, conceptualize, and 
think about money"



and let X by "how we perceive, define, conceptualize, and think about 
money", then your sentence goes like:

"our behavior is influenced by X" where X is an idea (or theory).

I would add " where X is an idea (or theory) and associated behaviors."

A person is his ideas.

I think that's just a part of what a person is but I will accept your definition for 
this discussion.

What are the other (relevant) parts?

I cannot have any confidence in giving an exhaustive list but the physical body 
and the person's perception of that body would need to be included.  If you do 
not classify memories as ideas I would add memories.  If there are thoughts 
other than ideas, I would include those.

I say other stuff doens't matter because they depend on our ideas.
Like say you said that I am my ideas and my body parts. And say I lose
my leg. Then I can have the idea to get a new prosthetic leg. So, that
I don't have a leg is changed easily because of an idea I had. So its
the ideas that are relevant.

A person is responsible for his ideas.

I don't see how ideas can be responsible for ideas.  Could you explain that 
please?  Perhaps I misunderstood your statement that "a person is his 
ideas."

I am responsible for my ideas. And what makes up *me*, is my ideas.
What's the problem?

If "I" is ideas and you substitute "ideas" for the word "I" in the sentence "I am 
responsible for my ideas." You get "Ideas are responsible for my ideas."  It is 
that version that I don't understand.  To me that conveys no meaning.  Can you 



explain it some other way?

Which statement contains no meaning?

(1) A person is his ideas.

(2) A person is responsible for his ideas.

Each of these are meaningful. Agreed?

(3) A person's ideas are responsible for his ideas.

Ya that one doesn't have meaning, but so what? I didn't say it, you
did. And just because this one doesn't have meaning, that doesn't make
(1) and (2) lose meaning. Agreed?

A person behaves in accordance with his ideas. In other words, ideas cause 
behaviors.

Ideas certainly influence behaviors but I don't think they are the only 
influence.

What are the other influences?

One's physical environment is a major influence.

If by "influence" you mean cause, I disagree. Environmental factors do
not cause people to adopt certain ideas (i.e. do certain behaviors).
Agreed?

Drugs and illness are major influences when present.

Neither are. One can stop taking drugs (even while drugged up).

Illness can be fixed by going to the doctor. That is a decision
someone makes. He could choose otherwise, and not go to the doctor,
and possible die. He *chose*. The illness didn't make him choose



death.

Brain chemistry affects behavior.

Can you give an example so we can examine it?

I am sure there are many others.   (I don't accept astrology, though.  :-) )

You're saying that the idea of money influences people. But that is wrong. 
The idea of money is not itself a moral idea. On the other hand it is 
connected to lots of moral ideas -- there are good ones and evil ones. The 
non-zero-sum ones are good and the zero-sum ones are evil.

I am saying that the idea of money and its associated behaviors influences 
people.

Which? The meme which is the idea of money and the connected good
(moral) ideas? Or the meme which is the idea of money and the connected evil 
(moral) ideas?

I cannot believe that they can be separated as I stated above.

Do you realize that there are people who use money and only do good
things with its use? These are people with non-zero-sum
attitude/philosophy. What do you say about these people? Why do they
behave well and others behave badly? What is the difference between
the two? Its their ideas! So they are definitely separate, since some
people don't have the evil ideas and still use money.

The idea of money is amoral.  So I agree that money is connected to lots of 
moral ideas and there are good ones and evil ones.

I would not go so far as to say all non-zero sum ideas or good nor that all 
zero-sum ideas are evil.

Why not? Why tell me that you disagree without explaining your reasons for 



disagreeing?

Because I don't claim to know everything about all of either kind of ideas.  I am 
ignorant about whether either is always good or evil.  I would be surprised if, in 
truth, either were all good or all evil given everything else I know.

Try to come up with a hypothetical situation that is non-zero-sum and
that is evil, and another one that is zero-sum and that is good. If
you don't find any, then you don't have a criticism of my theory, in
which case, why do you think my theory is wrong?

People do tend to be nicer to each other in a non-zero sum relationship, 
however.

Why does *nice* matter?

I like nice better.  It's subjective on my part.

Nice is sometimes used for evil. Do you like it in those cases?

So money doesn't influence us. Its the moral ideas that each person has 
that connect to the money idea that influences (causes) each person's 
behavior towards/regarding money.

Well, I think of those moral ideas as part of the money meme.  Just a different 
way of looking at the situation.

Which one's? The good (moral) ideas or the evil (moral) ideas?

See above, please.

So its incorrect to say that "money influences us". And its correct to say that 
"evil (moral) ideas connected to the money idea influences the people that 
hold those ideas".

I would agree with your last sentence.



Do you agree with this statement? Good (moral) ideas connected to the money 
idea influences the people that hold those ideas.

I do agree with this statement.  Good moral ideas connected to the money idea 
influence the people that hold those ideas.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 4:58 PM

On Sunday, May 12, 2013 4:30 PM Elliot Temple <curi@curi.us> wrote:

On May 12, 2013, at 12:07 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 1:28 PM Elliot Temple <curi@curi.us> wrote:

On May 12, 2013, at 5:21 AM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 5:04 PM Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 1:30 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 2:09 PM Elliot Temple <curi@curi.us> wrote:

It takes a certain sort of clarity and precision to do philosophy (including 
economics and political philosophy) well enough to reach the truth 
instead of just make up arbitrary junk. If you don't know how to do that, 
you should learn it *before* making a bunch of stuff up. If you do know 
how to do it, then go ahead and do it. If you didn't get my point the first 
time, well Richard clarified. But you still haven't asked any questions 
trying to clarify *your* understanding of what we're saying, nor have you 
addressed what we're saying.

Note that a single contradiction (or any other criticism) refutes your 
entire position unless and until you (or anyone) deals with it.

You might think problems with one part do not affect the whole. But if 
that part is not connected to the whole, then it should be be part of the 
whole. It should be retracted. And if that has no consequences, one 
would wonder why it was included in the first place.



Since you have evidenced no understanding whatever of my statements 
and positions I will not take your directions (or insults) seriously.

If you're not going to take posts seriously, you should unsubscribe. Taking 
them seriously is the ethos of this group.

Please note that I wrote " not take your directions (or insults) seriously."   I 
did NOT write that I would not take POSTS seriously.  When you tell me that 
attempting to solve a problem is a bad thing for me to do (and you seem to 
have omitted that part of your comments) when you wrote " That is a bad, 
misconceived goal. It's a mistake." I have every reason to not take such 
directions for my behavior and actions seriously.

Rendering problems **impossible**, and solving a problem, are completely 
different.

You proposed the first. I said that that is what I objected to. I said why. I 
emphasized the "impossible" in bold. Now you say, "When you tell me that 
attempting to solve a problem is a bad thing". I never told you that. This is 
your mistake.

So, the problem here is you're being imprecise.

Please do me a favor and quote the passage in which my system would render 
a particular problem impossible.  I don't see such a statement >> by me above.  
I have looked over Part 4 and I don't find such a statement (though I may have 
missed it.)

I did provide a quote when I originally posted the criticism.

I quoted Larry writing:

You are correct.  That was an error on my part.  It should have been something 
along the lines of "why is it possible for money to be used for such evil 
purposes?"

Larry presented evil with money being *possible* as a problem, implying Larry 



wanted to make it *impossible*.

And I replied to that quote with, "So you want to set up a money that is 
**impossible** to be used for evil purposes?" and then explained why >that 
would be bad if Larry did mean it. I asked a question to clarify Larry meant what 
I thought he did, rather than assuming.

Larry then replied saying I had understood him correctly. Larry answered, I 
quote, "Yes".  (Followed by some stuff about this being hard to >achieve 
perfectly in practice, but maybe we can get close to that goal.)

Again:

Me:

So [making sure I understood what you just said] you want to set up a money 
that is **impossible** to be used for evil purposes?

Larry:

Yes

Ah.  I see my problem.  I was looking in part 4 for the exchange but it was in "part 
2: it's amoral."  Thank you for finding it for me.

I see the use of money for evil purposes as a problem to be solved.  I would like 
to help produce a solution to that problem that comes near to making evil uses of 
money impossible.  (That's the stuff about this being hard to achieve perfectly in 
practice.)

I _want_ but don't expect to be able to achieve making money be **impossible** 
to be used for evil purposes.  I see nothing wrong with such a desire.  I see 
nothing wrong with striving in that direction.  In other words I see nothing wrong 
with striving for a good though impossible goal.



From: Drew zi <amalgafiend@gmail.com>
Subject: Re: [BoI] The Self and Time
Date: May 12, 2013 at 8:53 PM

On Sunday, 12 May 2013 04:48:12 UTC+1, Anonymous Email wrote:

On Sat, May 11, 2013 at 8:32 PM, Drew zi <amalg...@gmail.com <javascript:>>
wrote:

Can I try a different tact? Because I am pretty sure I am not explaining
myself very well, or I am simply not understanding the deeper

implications
of this model, thanks for having patience.

 David Deutsch claims three things about the multiverse and observers
within

it.

1) that if I were to ask which was me the only answer could be all of
them,

because there is no objective way to say which one is actually me.

Be more precise. Only some subset of all instances of you asks the
question. So that subset is the answer, not all instances of you.

Yes, I understand my confusion on this part. He says that only identical
instances of you would ask, and so receive an the same answer, (though this
seems implicit in the word identical, rather than as a consequence of his
theory, after this he just assumes there is no objective way to say because
the multiverse is all that exists and can exist).
Is it not the case that if something is identical that future instances of
it won't "differentiate" ever, because they all did exactly the same thing
at the same time and so there is really no reason to actually say that they
objectively exist as separate instances  (they are identical, they all also
ask the question at the same time and nothing exists outside the
multiverse) so what is coherent about saying they are different instances?



And the qualifier "objective" is a mistake. There is no subjective way
either. And in the case of fungible instances, there is no way at all.
You can't say "the one on the left" or "the one with attribute X"
because they are identical in all their attributes.

See above

2) That every subjectivity is conscious at only one time, and cannot
come to

exist at another (nothing moves through time).

David Deutsch says stuff about subjectivities? Where?

What does cannot come to exist at another time mean? There is
continuity of conscious people across time. People exist at multiple
times.

"To exist at a particular moment means to *exist there forever*." (deutsch)

But in any case, try to understand time or consciousness, not both.
Pick one. It's too hard to figure out everything at once.

I'll decided what I want to do, thanks.

I study psychology and thought that Deutsch's theory might have interesting
implications, up to now I am still having trouble with what those
implications are.

I was trying to find aan article I came across on the internet a few months
ago discussing deustch in reference to the philosophy of self and
philosophy of identity, but I can't seem to find it now, and that is why I
came here.



3) other times are just special cases of other universes.

Here's where I am confused:

1) I do not have access to all times and all universes, so I cannot be
all

of them (this is what would follow from 1 and 3).

Any one instance of you doesn't have access to all that and isn't all
of them. But you shouldn't equate that one instance with "I".

 I know that I don't have access to them, that was my criticism of why I
could not be all of them and why deutsch I am all of them does not make
sense, the only thing he can really say it is indeterminate, or whichever
you choose. so, still I cannot strictly be all of them, or I would have
access to all their experiences there has to be some kind of demarcation.

2) I am restricted to just one space at one time, how I do not feel like
I

am not stuck on the same "slice?" If i am in fact there and no where
else?.

You're trying to use common sense intuition. Quantum physics does not
work that way.

I thought I was asking questions.

Actually, reality works according to quantum physics and feels like
your life feels. We know this because our science and evidence tells
us about quantum physics, and our everyday life tells us what it feels
like. There's no problem.

it is certainly true?



It's like the people who think the Earth must be stationary because
they don't feel it more. They are wrong to expect to feel all
important physical phenomenon. in an obvious way

No, it isn't. because I do not know either way, and I am not assuming that
Deutsch is wrong, I just don't understand and that is why I am inquiring.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 3: the supply of money
Date: May 12, 2013 at 9:43 PM

On May 11, 2013, at 9:51 AM, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Friday, May 10, 2013 11:17 PM Elliot Temple <curi@curi.us> wrote:

On May 9, 2013, at 5:37 AM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

The supply of one physical object does not determine the supply of other 
physical objects.  We can have an increase or decrease in the number of 
cat's eye marbles with no corresponding increase or decrease in the supply 
of raisins, for example.

You're just wrong. The supply of drills helps determine the supply of barrels of 
oil.

Giving an example where something is true is no argument that it's true 
universally. That is an invalid argument.

One counter-example (like I gave) is a decisive refutation of a universal claim, 
but one example where you're right about a universal claim does nothing to 
make the claim correct.

I am right.  The supply of oil is independent of the supply of drills. In the trivial 
case, there are many kinds of drills that are not used in producing oil.  But even 
when we refer only to drills used to search for oil, the factories that produce 
such drills can produce far more than would ever be needed.

We can produce plenty of drills. Right. So there is plenty of supply. A small drop in 
drill supply would have no meaningful effect on oil prices.

But a large drop in drill supply, say to zero, would affect the oil market. Some oil is 
currently only accessible (at least at a reasonable price) by drilling.



The point is if drill supply changed enough, oil prices would change not too long 
after. This is what it means for them NOT to be independent.

But still more to the point there are many sources of oil that do not use drills.

this is irrelevant. if the supply of drills going to zero would close even one source 
of oil that would be used if drills exist, then drill supply is affecting the oil market. 
so they aren't independent.

you're not being precise enough. you seem to be saying they are mostly 
independent if nothing changes much, therefore they are independent.

 The Nazis during WWII produced oil from coal I believe.  The oil companies can 
generate additional oil from old wells by techniques such as "fracking."  There 
are a number of processes which convert hydrocarbons to oil.  There are the tar 
sands sources of oil.  None of these alternate sources of oil require drills.

But even more to the point, if the claim about the independence of supply of 
physical objects is false for some (as yet unspecified) physical object, we know 
for sure it is true for money as we know it.  Therefore my thesis is not 
contradicted by your finding some two physical object items which are not 
independent.

Therefore, the supply of a physical object money is likewise independent of 
the supply of goods and services for sale.

No. Government decisions about how much money to print are not 
independent of economic conditions like the supply of goods and services.

Really?  Perhaps you have some evidence to support that assertion?  I am not 
aware of any such evidence.

Did you think governments made money printing decisions at random?

no. they look at economic conditions (and many other things, such as their future 
career possibilities) and have some ideas about which conditions mean which 
government policy is appropriate. their ideas about this suck, are often vague or 
ambiguous or self-serving or whatever. but they still exist.



how else could it possibly be? you really think the guy in charge of printing more 
money totally ignores economic conditions?

now maybe he takes into account economic conditions in totally the wrong and 
irrational way. maybe he doesn't take them into account very much and mostly 
takes into account political conditions. but he does not totally 100% ignore 
economic conditions.

i think again you are being imprecise: you see them as mostly independent, and 
call that "independent".

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 12, 2013 at 10:18 PM

On May 12, 2013, at 1:58 PM, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Sunday, May 12, 2013 4:30 PM Elliot Temple <curi@curi.us> wrote:

On May 12, 2013, at 12:07 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 1:28 PM Elliot Temple <curi@curi.us> wrote:

On May 12, 2013, at 5:21 AM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 5:04 PM Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 1:30 PM, "Mason, Larry K" 
<mason@email.unc.edu> wrote:

On Saturday, May 11, 2013 2:09 PM Elliot Temple <curi@curi.us> 
wrote:

It takes a certain sort of clarity and precision to do philosophy 
(including economics and political philosophy) well enough to reach 
the truth instead of just make up arbitrary junk. If you don't know how 
to do that, you should learn it *before* making a bunch of stuff up. If 
you do know how to do it, then go ahead and do it. If you didn't get my 
point the first time, well Richard clarified. But you still haven't asked 
any questions trying to clarify *your* understanding of what we're 
saying, nor have you addressed what we're saying.

Note that a single contradiction (or any other criticism) refutes your 
entire position unless and until you (or anyone) deals with it.

You might think problems with one part do not affect the whole. But if 
that part is not connected to the whole, then it should be be part of the 



whole. It should be retracted. And if that has no consequences, one 
would wonder why it was included in the first place.

Since you have evidenced no understanding whatever of my statements 
and positions I will not take your directions (or insults) seriously.

If you're not going to take posts seriously, you should unsubscribe. Taking 
them seriously is the ethos of this group.

Please note that I wrote " not take your directions (or insults) seriously."   I 
did NOT write that I would not take POSTS seriously.  When you tell me 
that attempting to solve a problem is a bad thing for me to do (and you 
seem to have omitted that part of your comments) when you wrote " That 
is a bad, misconceived goal. It's a mistake." I have every reason to not 
take such directions for my behavior and actions seriously.

Rendering problems **impossible**, and solving a problem, are completely 
different.

You proposed the first. I said that that is what I objected to. I said why. I 
emphasized the "impossible" in bold. Now you say, "When you tell me that 
attempting to solve a problem is a bad thing". I never told you that. This is 
your mistake.

So, the problem here is you're being imprecise.

Please do me a favor and quote the passage in which my system would 
render a particular problem impossible.  I don't see such a statement >> by 
me above.  I have looked over Part 4 and I don't find such a statement 
(though I may have missed it.)

I did provide a quote when I originally posted the criticism.

I quoted Larry writing:

You are correct.  That was an error on my part.  It should have been 
something along the lines of "why is it possible for money to be used for such 
evil purposes?"



Larry presented evil with money being *possible* as a problem, implying Larry 
wanted to make it *impossible*.

And I replied to that quote with, "So you want to set up a money that is 
**impossible** to be used for evil purposes?" and then explained why >that 
would be bad if Larry did mean it. I asked a question to clarify Larry meant 
what I thought he did, rather than assuming.

Larry then replied saying I had understood him correctly. Larry answered, I 
quote, "Yes".  (Followed by some stuff about this being hard to >achieve 
perfectly in practice, but maybe we can get close to that goal.)

Again:

Me:

So [making sure I understood what you just said] you want to set up a money 
that is **impossible** to be used for evil purposes?

Larry:

Yes

Ah.  I see my problem.  I was looking in part 4 for the exchange but it was in 
"part 2: it's amoral."  Thank you for finding it for me.

I see the use of money for evil purposes as a problem to be solved.  I would like 
to help produce a solution to that problem that comes near to making evil uses 
of money impossible.  (That's the stuff about this being hard to achieve perfectly 
in practice.)

I _want_ but don't expect to be able to achieve making money be **impossible** 
to be used for evil purposes.  I see nothing wrong with such a desire.  I see 
nothing wrong with striving in that direction.  In other words I see nothing wrong 
with striving for a good though impossible goal.

As BoI explains, problems are inevitable. Wanting otherwise is a mistake. Trying 



to create a situation contrary to this is impossible and will only lead to (bad) 
problems.

Making problems impossible is not a good goal. See, the thing is, problems are a 
part of life. Not a bad part, but a necessary part of a good life. Any life without 
them would be a bad thing -- boring, pointless, static. We need problems. We 
shouldn't be afraid of them.

Similarly, tools like hammer, guns, money, it's good that they can do lots of things. 
It would not be better to try to make a gun that is only possible to use for target 
shooting, for example. Or a hammer that only hits nails. That sort of restriction to 
try to make misuse impossible is actually destructive of freedom, it's rejecting 
instead of embracing the proper nature and attitude of humanity.

What you're saying is a totally understandable and typical point of view, but is 
actually incompatible with BoI.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 3: the supply of money
Date: May 13, 2013 at 8:13 AM

On Sunday, May 12, 2013 9:44 PM Elliot Temple <curi@curi.us> wrote:

On May 11, 2013, at 9:51 AM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Friday, May 10, 2013 11:17 PM Elliot Temple <curi@curi.us> wrote:

On May 9, 2013, at 5:37 AM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

The supply of one physical object does not determine the supply of other 
physical objects.  We can have an increase or decrease in the number of 
cat's eye marbles with no corresponding increase or decrease in the supply 
of raisins, for example.

You're just wrong. The supply of drills helps determine the supply of barrels of 
oil.

Giving an example where something is true is no argument that it's true 
universally. That is an invalid argument.

One counter-example (like I gave) is a decisive refutation of a universal claim, 
but one example where you're right about a universal claim does nothing to 
make the claim correct.

I am right.  The supply of oil is independent of the supply of drills. In the trivial 
case, there are many kinds of drills that are not used in producing oil.  But 
even when we refer only to drills used to search for oil, the factories that 
produce such drills can produce far more than would ever be needed.

We can produce plenty of drills. Right. So there is plenty of supply. A small drop 
in drill supply would have no meaningful effect on oil prices.



We can produce almost any number of drills until the supply of thinks like iron run 
out.

But a large drop in drill supply, say to zero, would affect the oil market. Some oil 
is currently only accessible (at least at a reasonable price) by drilling.

A large drop in drill supply, say to zero, would affect the oil market.  But we are 
talking about "The supply of one physical object does not determine the supply of 
other physical objects."  Everything in the known universe that has mass affects 
all other things in the universe that have mass as I understand it.   So if you are 
going to use that kind of standard for "independent of" there's no point in anyone 
ever using the phrase.  A drop in the drill supply, say to zero, would influence but 
not determine the oil market.  And the oil market is not the oil supply.

You might also note that the world's oil supply came into existence with no drills 
at all.  :-)

The point is if drill supply changed enough, oil prices would change not too long 
after. This is what it means for them NOT to be independent.

But my statement said nothing about prices.

But still more to the point there are many sources of oil that do not use drills.

this is irrelevant. if the supply of drills going to zero would close even one source 
of oil that would be used if drills exist, then drill supply is >affecting the oil 
market. so they aren't independent.

I did not refer to the oil market.  I referred to the supply of one physical object 
being independent of other physical objects.

you're not being precise enough. you seem to be saying they are mostly 
independent if nothing changes much, therefore they are >independent.

What standards do you hold for "independent"?  Is the supply of anything 
independent by your standards of anything else?  What possible meaning could 
your phrase "mostly independent" have if "independent" is an absolute like the 
word "perfect" or the word "unique"?
I am not talking about prices.  I am talking about the supply of one item being 



able to fluctuate quite a lot (not infinitely in case you were wondering) with 
respect to the supply of other items.

 The Nazis during WWII produced oil from coal I believe.  The oil companies 
can generate additional oil from old wells by techniques such as "fracking."  
There are a number of processes which convert hydrocarbons to oil.  There 
are the tar sands sources of oil.  None of these alternate sources of oil require 
drills.

But even more to the point, if the claim about the independence of supply of 
physical objects is false for some (as yet unspecified) physical object, we know 
for sure it is true for money as we know it.  Therefore my thesis is not 
contradicted by your finding some two physical object items which are not 
independent.

Therefore, the supply of a physical object money is likewise independent of 
the supply of goods and services for sale.

No. Government decisions about how much money to print are not 
independent of economic conditions like the supply of goods and services.

Really?  Perhaps you have some evidence to support that assertion?  I am not 
aware of any such evidence.

Did you think governments made money printing decisions at random?

That doesn't answer my question.  Do you have some evidence that government 
decisions about how much money to "print" are dependent on economic 
conditions, specifically the supply of goods and services?

no. they look at economic conditions (and many other things, such as their 
future career possibilities) and have some ideas about which ?>conditions mean 
which government policy is appropriate. their ideas about this suck, are often 
vague or ambiguous or self-serving or >whatever. but they still exist.

And have little to do with the supply of goods and services for sale.

how else could it possibly be? you really think the guy in charge of printing more 
money totally ignores economic conditions?



"Economic conditions" takes in a lot more factors than the supply of goods and 
services for sale.  Can you even make the claim that the supply of money is 
correlated (enough to account for say 5% of the variance) with the supply of 
goods and services?  I would guess that the printing of physical currency is hardly 
correlated at all and that the money supply is mostly in other forms (like bank 
accounts and loans).  Also, remember that the government also destroys 
currency which affects supply of those physical objects.

now maybe he takes into account economic conditions in totally the wrong and 
irrational way. maybe he doesn't take them into account very >much and mostly 
takes into account political conditions. but he does not totally 100% ignore 
economic conditions.

But he can vary the supply of money without any necessary variance in the 
supply of goods and services for sale.  Using the term "independent" or 
"independence" that is normally what is meant.

I think again you are being imprecise: you see them as mostly independent, and 
call that "independent".



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 13, 2013 at 8:29 AM

On Sunday, May 12, 2013 10:19 PM Elliot Temple <curi@curi.us> wrote:

On May 12, 2013, at 1:58 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

I see the use of money for evil purposes as a problem to be solved.  I would 
like to help produce a solution to that problem that comes near to making evil 
uses of money impossible.  (That's the stuff about this being hard to achieve 
perfectly in practice.)

I _want_ but don't expect to be able to achieve making money be 
**impossible** to be used for evil purposes.  I see nothing wrong with such a 
desire.  I see nothing wrong with striving in that direction.  In other words I see 
nothing wrong with striving for a good though impossible goal.

As BoI explains, problems are inevitable. Wanting otherwise is a mistake. Trying 
to create a situation contrary to this is impossible and will only lead to (bad) 
problems.

I seem to recall BoI also explaining that problems can be solved.  Is wanting to 
solve problems a mistake?  Is wanting to solve one particular problem a mistake?

I would also appreciate your providing a quote of mine in which I indicated that I 
thought I was solving all problems forever.  Or that I wanted to solve all problems 
forever.  Or that I thought it was even possible to solve all problems forever.  Or 
that I did **not** think that problems are inevitable.

Making problems impossible is not a good goal. See, the thing is, problems are 
a part of life. Not a bad part, but a necessary part of a good life. Any life without 
them would be a bad thing -- boring, pointless, static. We need problems. We 
shouldn't be afraid of them.

Making problems impossible has never been a goal of mine.  One at a time is 
plenty for me.  Trying to remove some of the problems of money has greatly 



enriched my life for over 40 years.  You are preaching to the choir on this point.

Similarly, tools like hammer, guns, money, it's good that they can do lots of 
things. It would not be better to try to make a gun that is only possible to use for 
target shooting, for example. Or a hammer that only hits nails. That sort of 
restriction to try to make misuse impossible is actually destructive of freedom, 
it's rejecting instead of embracing the proper nature and attitude of humanity.

How about making a gun that never goes off half cocked?  How about a gun that 
never has a "flash in the pan" and thus not fire  when desired.  How about making 
a gun that only the owner can fire?  There are many ways to improve guns that 
have been developed over the years.

Are you saying that I should not attempt to improve the nature of our money?  Are 
you saying it's impossible to improve the nature of our money?  Are you saying 
that I should let others who agree with you be the only ones who express ideas 
about money?    Because I also like versatile tools.  I find our current form of 
money to be far from versatile.  It seems to force all sorts of things upon the 
economy and the society.  So it isn't at all clear to me how you would have me 
react to the economic problems the world has been experiencing that involve 
money.  The impression I get is that I should "shut up."  Perhaps I misunderstand 
your goal / intent.

What you're saying is a totally understandable and typical point of view, but is 
actually incompatible with BoI.

What I actually think is that BoI is "right on the money."  I agree with almost every 
sentence of that work.  I was especially struck by the parts on memes and their 
suppression of explanation.  I was hoping such suppression of attempts to 
explain would not be present on this list.  I was not expecting such to be the case 
however.  :-)



From: Rami Rustom <rombomb@gmail.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Re: Money influences people (was: Money as explanation part 4: 
two party interaction)
Date: May 13, 2013 at 10:04 AM

On Sun, May 12, 2013 at 4:32 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 4:50 PM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, May 12, 2013 at 1:49 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 11:20 AM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, May 12, 2013 at 7:49 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Saturday, May 11, 2013 10:48 PM Rami Rustom 
<rombomb@gmail.com> wrote:

On Sat, May 11, 2013 at 12:22 PM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Saturday, May 11, 2013 8:15 AM Rami Rustom 
<rombomb@gmail.com> wrote:

I am talking about any and every money meme for all of history to date.  I 
think any money meme must be an influence since money is so great a factor 
in the circumstances and conditions in which we act.

I'd like to hear more about what you think "influence" means. Do you mean 
*cause*?

So by "money influences us", do you mean "money is a cause of bad 
behavior"?

Money is one factor involved in people's ideas about what to do next.  It is not a 
sufficient condition to completely explain any action.  I think it is an important 



factor in many human decisions.

How is it a factor? Could you give a hypothetical example that shows
that money is factor?

A person is his ideas.

I think that's just a part of what a person is but I will accept your definition 
for this discussion.

What are the other (relevant) parts?

I cannot have any confidence in giving an exhaustive list but the physical 
body and the person's perception of that body would need to be included.  If 
you do not classify memories as ideas I would add memories.  If there are 
thoughts other than ideas, I would include those.

I say other stuff doens't matter because they depend on our ideas.
Like say you said that I am my ideas and my body parts. And say I lose my 
leg. Then I can have the idea to get a new prosthetic leg. So, that I >don't have 
a leg is changed easily because of an idea I had. So its the ideas that are 
relevant.

If you lose a part of your body you are not the same.  Your ideas will have 
changed to some degree.

The only ones that should change are the new solutions to the new
problem (missing leg). But that is no different than someone changing
because of *any* new problem he has. People change because they create
new solutions to new problems. Those new solutions are new ideas.

So its not the missing leg that changed the person's ideas. Its the
new solutions that he created to his new problems. Note that the
person chooses how he solves those problems. And its his moral ideas
that dictate this. The missing leg won't change his moral ideas.



If I cut off your finger I have done something to you even though what I did was 
to cut a part of your body and not a part of your ideas.  For these reasons I think 
your body is a part of you.

Its not relevant because I can get a new finger. Or figure out how to
live my life without that finger.

A person is responsible for his ideas.

I don't see how ideas can be responsible for ideas.  Could you explain that 
please?  Perhaps I misunderstood your statement that "a person is his 
ideas."

I am responsible for my ideas. And what makes up *me*, is my ideas.
What's the problem?

If "I" is ideas and you substitute "ideas" for the word "I" in the sentence "I am 
responsible for my ideas." You get "Ideas are responsible for my ideas."  It is 
that version that I don't understand.  To me that conveys no meaning.  Can 
you explain it some other way?

Which statement contains no meaning?

Only (3).

(1) A person is his ideas.

(2) A person is responsible for his ideas.

Each of these are meaningful. Agreed?

Yes.  Separately they are meaningful.

(3) A person's ideas are responsible for his ideas.

Ya that one doesn't have meaning, but so what? I didn't say it, you did. And 
just because this one doesn't have meaning, that doesn't make



(1) and (2) lose meaning. Agreed?

Separately, they make sense.

fyi, the context for each of the statements is different.

A person behaves in accordance with his ideas. In other words, ideas 
cause behaviors.

Ideas certainly influence behaviors but I don't think they are the only 
influence.

What are the other influences?

One's physical environment is a major influence.

If by "influence" you mean cause, I disagree. Environmental factors do not 
cause people to adopt certain ideas (i.e. do certain behaviors).
Agreed?

I do not mean "cause" by the term "influence."  "Cause" is much more "powerful" 
than "influence."  If you have a boat and you are rowing your progress will be 
influenced by many factors.  But you are making progress.  That progress is a 
result of all the relevant factors.  One of those factors would be any wind that 
was blowing.  Another would be any current in the water.  Some factors will be 
more important than others.  For most practical purposes we can ignore some 
factors.  Environmental factors do _influence_ the adoption of certain ideas by 
human beings.

Are you talking about moral ideas about how people should interact
with other people? If so, can you give an example of an environmental
factor that influences the adoption of certain ideas by human beings?
And then can you explain why some people do adopt those certain ideas
and other people don't?

So I think we agree on this point.  :-)



I'm not sure we agree.

Drugs and illness are major influences when present.

Neither are. One can stop taking drugs (even while drugged up).

A drunk will neither think nor act the same as when sober.

So what? He knows how he's acting. He can choose to not get drunk.
Hence the *alcohol* didn't cause him to do *X*. *He* chose to get
*drunk and do X*.

High fevers likewise cause mental effects.  These are influences, not causes.

Are you saying that fevers cause people to do certain behaviors?

Are you saying that being drunk causes people to do certain behaviors?

Illness can be fixed by going to the doctor. That is a decision someone makes. 
He could choose otherwise, and not go to the doctor, and >possible die. He 
*chose*. The illness didn't make him choose death.

You might also note that I wrote "when present."  The fact that one can sober up 
or get well does not mean than one was not influenced by the drug or the illness 
while they were in ones system.

So how do you explain drunk people doing X vs other drunk people not
doing X? What's the difference between the two sets of people?

Brain chemistry affects behavior.

Can you give an example so we can examine it?

The human brain is sensitive to many chemicals but I think glucose might be the 



easiest to examine.  Glucose is what the brain "burns" to get the energy to 
function.  If present in too great or too little supply it affects how one can think.

Affects how? Causes him to do choose specific behavior X? Or what?

You're saying that the idea of money influences people. But that is wrong. 
The idea of money is not itself a moral idea. On the other hand it is 
connected to lots of moral ideas -- there are good ones and evil ones. 
The non-zero-sum ones are good and the zero-sum ones are evil.

I am saying that the idea of money and its associated behaviors influences 
people.

Which? The meme which is the idea of money and the connected good
(moral) ideas? Or the meme which is the idea of money and the connected 
evil (moral) ideas?

I cannot believe that they can be separated as I stated above.

Do you realize that there are people who use money and only do good things 
with its use? These are people with non-zero-sum >attitude/philosophy. What 
do you say about these people? Why do they behave well and others behave 
badly? What is the difference between >the two? Its their ideas! So they are 
definitely separate, since some people don't have the evil ideas and still use 
money.

No, I do not accept that the consequences of an action cease to exist shortly 
after the action takes place.

I don't know why you said that. I didn't say it.

Besides, what does that have to do with what I said?

I am convinced that the consequences never cease and "ripple" outward (if 
nothing else as part of entropy).

That's vague. What concrete thing do you mean? Give a hypothetical



(concrete) example.

I do think that people use money usually with _good intentions_ attempting to do 
good with its use.  What do I say about these people?  I wish there were more of 
them.

I think there is also their context, their situation, their circumstances, their 
beliefs.

What does this have to do with what I said?

The idea of money is amoral.  So I agree that money is connected to lots 
of moral ideas and there are good ones and evil ones.

I would not go so far as to say all non-zero sum ideas or good nor that all 
zero-sum ideas are evil.

Why not? Why tell me that you disagree without explaining your reasons for 
disagreeing?

Because I don't claim to know everything about all of either kind of ideas.  I 
am ignorant about whether either is always good or evil.  I would be surprised 
if, in truth, either were all good or all evil given everything else I know.

Try to come up with a hypothetical situation that is non-zero-sum and that is 
evil, and another one that is zero-sum and that is good. If you >don't find any, 
then you don't have a criticism of my theory, in which case, why do you think 
my theory is wrong?

The prisoner's dilemma?
My lack of ability to come up with one is not evidence that there is none.

Your lack of having a criticism (negative assertion with explanation)
of my idea renders your assertion void. Ideas are innocent until
proven guilty. Agreed?



People do tend to be nicer to each other in a non-zero sum relationship, 
however.

Why does *nice* matter?

I like nice better.  It's subjective on my part.

Nice is sometimes used for evil. Do you like it in those cases?

I don't like evil.  Nice is good.  When one pretends to be nice with evil intent 
(fraud), the deception is the evil, not the niceness.

ditto for money.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Force (was: Money as explanation part 4: two party interaction)
Date: May 13, 2013 at 10:09 AM

On Mon, May 13, 2013 at 7:29 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

Are you saying that I should not attempt to improve the nature of our money?  
Are you saying it's impossible to improve the nature of our money?  Are you 
saying that I should let others who agree with you be the only ones who express 
ideas about money?    Because I also like versatile tools.  I find our current form 
of money to be far from versatile.  It seems to force all sorts of things upon the 
economy and the society.  So it isn't at all clear to me how you would have me 
react to the economic problems the world has been experiencing that involve 
money.  The impression I get is that I should "shut up."  Perhaps I 
misunderstand your goal / intent.

Force? What are you talking about? Are you using that as a metaphor?
Or do you mean it literally? If metaphor, what is the literal meaning?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Force (was: Money as explanation part 4: two party interaction)
Date: May 13, 2013 at 12:49 PM

On Monday, May 13, 2013 10:10 AM Rami Rustom <rombomb@gmail.com> 
wrote:

On Mon, May 13, 2013 at 7:29 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

It (the nature of our current money) seems to force all sorts of things upon the 
economy and the society.

Force? What are you talking about? Are you using that as a metaphor?
Or do you mean it literally? If metaphor, what is the literal meaning?

I am talking about the nature of our money resulting in the existence of certain 
problems.  Theft of money is an example.  Any economy having a physical object 
money will experience theft of money by various means.  Taxes are another 
"feature" which all nations using a physical object money possess.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Force (was: Money as explanation part 4: two party interaction)
Date: May 13, 2013 at 4:56 PM

On Mon, May 13, 2013 at 11:49 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Monday, May 13, 2013 10:10 AM Rami Rustom <rombomb@gmail.com> 
wrote:

On Mon, May 13, 2013 at 7:29 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

It (the nature of our current money) seems to force all sorts of things upon the 
economy and the society.

Force? What are you talking about? Are you using that as a metaphor?
Or do you mean it literally? If metaphor, what is the literal meaning?

I am talking about the nature of our money resulting in the existence of certain 
problems.  Theft of money is an example.

So you're saying that the nature of our money causes people to steal?

Any economy having a physical object money will experience theft of money by 
various means.

Why do you say that the economy experiences theft? Who is the active
agent in the decision to steal? The economy or the person?

Taxes are another "feature" which all nations using a physical object money 
possess.

No. We do taxes because governments need money to do things. Taxes
exist because governments exist. Taxes are not a result of money.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Re: Money influences people (was: Money as explanation part 4: 
two party interaction)
Date: May 13, 2013 at 5:03 PM

On Mon, May 13, 2013 at 11:42 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Monday, May 13, 2013 10:05 AM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, May 12, 2013 at 4:32 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 4:50 PM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, May 12, 2013 at 1:49 PM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Sunday, May 12, 2013 11:20 AM Rami Rustom 
<rombomb@gmail.com> wrote:

Money is one factor involved in people's ideas about what to do next.  It is not 
a sufficient condition to completely explain any action.  I think it is an 
important factor in many human decisions.

How is it a factor? Could you give a hypothetical example that shows that 
money is factor?

People sometimes work to gain money.

Its not the money they want. Its the things they want to buy with the
money. Or its the social status they want for having lots of money.

Money isn't a cause. Its the preference for buying things (or in the
case of status, its the preference for having social status). So you
could say that the preference is a cause. But the money isn't a cause.



People sometimes give money as a gift.

They are after the social interaction of giving gifts. They have a
preference for following social rules. Its the preference that is the
cause. Not the money.

People sometimes express value in money units.

How does that say that money is a factor (aka cause) of human behavior?

One's physical environment is a major influence.

If by "influence" you mean cause, I disagree. Environmental factors do not 
cause people to adopt certain ideas (i.e. do certain behaviors).
Agreed?

I do not mean "cause" by the term "influence."  "Cause" is much more 
"powerful" than "influence."  If you have a boat and you are rowing your 
progress will be influenced by many factors.  But you are making progress.  
That progress is a result of all the relevant factors.  One of those factors 
would be any wind that was blowing.  Another would be any current in the 
water.  Some factors will be more important than others.  For most practical 
purposes we can ignore some factors.  Environmental factors do _influence_ 
the adoption of certain ideas by human beings.

Are you talking about moral ideas about how people should interact with other 
people? If so, can you give an example of an environmental >factor that 
influences the adoption of certain ideas by human beings?
And then can you explain why some people do adopt those certain ideas and 
other people don't?

People have moral ideas about matters that are important to them.  If a water 
shortage comes to exist (for whatever reason) how one deals with water will 
become a matter of morals.

Ok. And if there is a shortage of water, what will happen? Will there
be a war? If so, what ideas were involved that led to that decision?



Each person is unique.  Each person's circumstances are unique (though there 
will be many things in common as well).  Each person has a point of view that 
helps them understand their world.

How come your answer doesn't say anything about ideas? Do you think
our ideas poor into our heads from the environment?

High fevers likewise cause mental effects.  These are influences, not causes.

Are you saying that fevers cause people to do certain behaviors?

Are you saying that being drunk causes people to do certain behaviors?

I am saying that high fevers and being drunk affect human behavior.

Affect? What does that mean? Why are you being so imprecise? Are you
doing it on purpose so that you can evade my questions/criticisms? If
not, then why?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Money influences people (was: Money as explanation part 
4: two party interaction)
Date: May 13, 2013 at 6:04 PM

On 14/05/2013, at 0:05, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sun, May 12, 2013 at 4:32 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 4:50 PM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, May 12, 2013 at 1:49 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 11:20 AM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, May 12, 2013 at 7:49 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Saturday, May 11, 2013 10:48 PM Rami Rustom 
<rombomb@gmail.com> wrote:

On Sat, May 11, 2013 at 12:22 PM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Saturday, May 11, 2013 8:15 AM Rami Rustom 
<rombomb@gmail.com> wrote:

I am talking about any and every money meme for all of history to date.  I 
think any money meme must be an influence since money is so great a 
factor in the circumstances and conditions in which we act.

I'd like to hear more about what you think "influence" means. Do you mean 
*cause*?

So by "money influences us", do you mean "money is a cause of bad 
behavior"?

Money is one factor involved in people's ideas about what to do next.  It is not 



a sufficient condition to completely explain any action.  I think it is an important 
factor in many human decisions.

How is it a factor? Could you give a hypothetical example that shows
that money is factor?

The price of goods and services surely affects "people's ideas about what to do 
next". A bargain (say I see a new (genuine! apple store!) iphone on sale for $50 
(today only!) I might buy it next. I might not buy it, if it's much more than this. On 
the other hand if my favorite burger place has just doubled the price for my lunch, 
then tomorrow I might go elsewhere. Money seems to be a factor. Don't you 
think?

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Re: Money influences people (was: Money as explanation part 
4: two party interaction)
Date: May 13, 2013 at 7:23 PM

On 14/05/2013, at 7:03, "Rami Rustom" <rombomb@gmail.com> wrote:

On Mon, May 13, 2013 at 11:42 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Monday, May 13, 2013 10:05 AM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, May 12, 2013 at 4:32 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 4:50 PM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, May 12, 2013 at 1:49 PM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Sunday, May 12, 2013 11:20 AM Rami Rustom 
<rombomb@gmail.com> wrote:

Money is one factor involved in people's ideas about what to do next.  It is 
not a sufficient condition to completely explain any action.  I think it is an 
important factor in many human decisions.

How is it a factor? Could you give a hypothetical example that shows that 
money is factor?

People sometimes work to gain money.

Its not the money they want. Its the things they want to buy with the
money. Or its the social status they want for having lots of money.

I find this argument interesting. It seems to just be that old chestnut about what 
people really want and pushes the explanation back a step. I don't say you're 
wrong, but why should the explanation of what people want stop with the things 
they buy with money. Why do they want, and purchase *those* things. Is there a 
deeper theory lurking there? Consider:



Does money provide some level of comfort? It actually makes people more happy 
to have a certain amount of money sitting in the bank than less?

You might want a certain amount of money in your account to not have to worry 
about money so much. If I am always wondering if I'll have enough to pay the 
bills....I might want money...to pay the bills in the future.

Also:

One may just as well say "It's not the things they want to buy with the money that 
they want, it's what those things can do for them".

Eg: it's not really the sandwich I want, it's the removal of hunger, or the taste of 
something nice in my mouth.

Or then, to be even more reductionist: it's the pleasure I get from those things 
that I'm really after.

What I really want is to listen to my favorite music in the best quality possible 
while jogging. I don't *really* want an ipod...the ipod is just the means to getting 
what I want. If something did a better job of giving me music while jogging, I'd 
have that.

What do you think?

Money isn't a cause. Its the preference for buying things (or in the
case of status, its the preference for having social status). So you
could say that the preference is a cause. But the money isn't a cause.

That's ok.

Brett.



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 13, 2013 at 8:25 PM

On Mon, May 13, 2013 at 5:29 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 10:19 PM Elliot Temple <curi@curi.us> wrote:

On May 12, 2013, at 1:58 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

I see the use of money for evil purposes as a problem to be solved.  I would 
like to help produce a solution to that problem that comes near to making evil 
uses of money impossible.  (That's the stuff about this being hard to achieve 
perfectly in practice.)

I _want_ but don't expect to be able to achieve making money be 
**impossible** to be used for evil purposes.  I see nothing wrong with such a 
desire.  I see nothing wrong with striving in that direction.  In other words I 
see nothing wrong with striving for a good though impossible goal.

As BoI explains, problems are inevitable. Wanting otherwise is a mistake. 
Trying to create a situation contrary to this is impossible and will only lead to 
(bad) problems.

I seem to recall BoI also explaining that problems can be solved.  Is wanting to 
solve problems a mistake?  Is wanting to solve one particular problem a 
mistake?

I would also appreciate your providing a quote of mine in which I indicated that I 
thought I was solving all problems forever.  Or that I wanted to solve all 
problems forever.  Or that I thought it was even possible to solve all problems 
forever.  Or that I did **not** think that problems are inevitable.

Making problems impossible is not a good goal. See, the thing is, problems are 
a part of life. Not a bad part, but a necessary part of a good life. Any life 
without them would be a bad thing -- boring, pointless, static. We need 
problems. We shouldn't be afraid of them.



Making problems impossible has never been a goal of mine.  One at a time is 
plenty for me.  Trying to remove some of the problems of money has greatly 
enriched my life for over 40 years.  You are preaching to the choir on this point.

Similarly, tools like hammer, guns, money, it's good that they can do lots of 
things. It would not be better to try to make a gun that is only possible to use 
for target shooting, for example. Or a hammer that only hits nails. That sort of 
restriction to try to make misuse impossible is actually destructive of freedom, 
it's rejecting instead of embracing the proper nature and attitude of humanity.

How about making a gun that never goes off half cocked?  How about a gun 
that never has a "flash in the pan" and thus not fire  when desired.  How about 
making a gun that only the owner can fire?  There are many ways to improve 
guns that have been developed over the years.

Are you saying that I should not attempt to improve the nature of our money?  
Are you saying it's impossible to improve the nature of our money?  Are you 
saying that I should let others who agree with you be the only ones who express 
ideas about money?    Because I also like versatile tools.  I find our current form 
of money to be far from versatile.  It seems to force all sorts of things upon the 
economy and the society.  So it isn't at all clear to me how you would have me 
react to the economic problems the world has been experiencing that involve 
money.  The impression I get is that I should "shut up."  Perhaps I 
misunderstand your goal / intent.

What you're saying is a totally understandable and typical point of view, but is 
actually incompatible with BoI.

What I actually think is that BoI is "right on the money."  I agree with almost 
every sentence of that work.  I was especially struck by the parts on memes and 
their suppression of explanation.  I was hoping such suppression of attempts to 
explain would not be present on this list.  I was not expecting such to be the 
case however.  :-)

No one is suppressing you. You've been allowed to post a bunch of
whatever you want and there are no signs of that changing. Criticism
is not suppression.

But here is what's going on. God's honest truth:



- most people here understand BoI way better than you. you think you
know a lot more about it than you actually do. you read it. half the
people you're talking with have been discussing most of the ideas in
BoI (including with David Deutsch) since long before it was published.
they are in a different league than you for this particular thing.
they also have much more familiarity with David Deutsch's other work
and thinking than you do, and much more experience applying and
integrating the ideas.

- when you say you agree with almost every sentence of BoI, you're
mistaken. for that to be true you would have had to understand almost
every sentence of BoI. understanding is a prerequisite for real
agreement. no one understands that much on their first reading and
without studying the material at length and having lots of discussions
about it with the right people and so on.

- most people here have much better critical thinking skills than you,
including being better at discussion, writing clear explanations,
being precise, reading other people's stuff and understanding what it
says, keeping track of long discussions, and more. they might have
been like you or worse when they started, but they've been improving
these things for years. you could do that too, but have not done it
yet.

- most people here understand economics way better than you.

- you came here to lecture us, but not to learn from us. that's bad.
you should either be looking to learn or both learn and teach, but not
only to teach.

- because you know less about boi, econ and philosophy -- and because
you are in lecturer mode not student mode -- you haven't even
understood many of the criticisms that attempted to point out flaws in
your system

- you are not familiar with the list. you should read it for a month
or two and see what it's like in normal operation to better understand
how to deal with it. you would then better understand how to deal with
this list, what it's about, how promising it is in the long term if
you learn to get along here, and more.



- all of this was readily apparent to everyone who has talked with you
within your first few posts. it has informed their posts whether they
said it or not. they didn't say it because they thought it would be
nicer or more rational or something to offer criticism of various
mistakes you've made, or thought you'd consider this an insult, or
perhaps various other reasons. but i think there is value in clearly,
openly stating what's going on.

- whether any of this is correct or not, basically all the regular
posters here think it is correct and you haven't yet done anything
effective to change their mind

So, questions: If this explanation is correct, what ways of proceeding
would work well? And what would you recommend people here to do, if
this is correct, or if they think it is? Like how do you think they
should handle you, if they see it this way?



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Force (was: Money as explanation part 4: two party interaction)
Date: May 13, 2013 at 8:57 PM

On Monday, May 13, 2013 4:57 PM Rami Rustom <rombomb@gmail.com> 
wrote:

On Mon, May 13, 2013 at 11:49 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Monday, May 13, 2013 10:10 AM Rami Rustom <rombomb@gmail.com> 
wrote:

On Mon, May 13, 2013 at 7:29 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

It (the nature of our current money) seems to force all sorts of things upon 
the economy and the society.

Force? What are you talking about? Are you using that as a metaphor?
Or do you mean it literally? If metaphor, what is the literal meaning?

I am talking about the nature of our money resulting in the existence of certain 
problems.  Theft of money is an example.

So you're saying that the nature of our money causes people to steal?

No.  I am saying that if money _can be_ stolen and if almost all adults want more 
money than they have then money will be stolen.

Any economy having a physical object money will experience theft of money 
by various means.

Why do you say that the economy experiences theft? Who is the active agent in 
the decision to steal? The economy or the person?

I say it because we are taking the point of view of the society / economy as a 
whole.   (See the answer above.)



Taxes are another "feature" which all nations using a physical object money 
possess.

No. We do taxes because governments need money to do things. Taxes exist 
because governments exist. Taxes are not a result of money.

If money could not be taken against the will of the owner there would be no taxes.  
If the government could not take money there would be no taxes.

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 13, 2013 at 9:10 PM

On Monday, May 13, 2013 8:26 PM Anonymous Email <anonymous@curi.us> 
wrote:

On Mon, May 13, 2013 at 5:29 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

No one is suppressing you. You've been allowed to post a bunch of whatever 
you want and there are no signs of that changing. Criticism is not >suppression.

But here is what's going on. God's honest truth:

- most people here understand BoI way better than you. you think you know a 
lot more about it than you actually do. you read it. half the >people you're talking 
with have been discussing most of the ideas in BoI (including with David 
Deutsch) since long before it was published.
they are in a different league than you for this particular thing.
they also have much more familiarity with David Deutsch's other work and 
thinking than you do, and much more experience applying and >integrating the 
ideas.

- when you say you agree with almost every sentence of BoI, you're mistaken. 
for that to be true you would have had to understand almost >every sentence of 
BoI. understanding is a prerequisite for real agreement. no one understands that 
much on their first reading and without >studying the material at length and 
having lots of discussions about it with the right people and so on.

- most people here have much better critical thinking skills than you, including 
being better at discussion, writing clear explanations, being >precise, reading 
other people's stuff and understanding what it says, keeping track of long 
discussions, and more. they might have been like >you or worse when they 
started, but they've been improving these things for years. you could do that too, 
but have not done it yet.



- most people here understand economics way better than you.

- you came here to lecture us, but not to learn from us. that's bad.
you should either be looking to learn or both learn and teach, but not only to 
teach.

- because you know less about boi, econ and philosophy -- and because you 
are in lecturer mode not student mode -- you haven't even >understood many of 
the criticisms that attempted to point out flaws in your system

- you are not familiar with the list. you should read it for a month or two and see 
what it's like in normal operation to better understand how to >deal with it. you 
would then better understand how to deal with this list, what it's about, how 
promising it is in the long term if you learn to get >along here, and more.

- all of this was readily apparent to everyone who has talked with you within your 
first few posts. it has informed their posts whether they said >it or not. they didn't 
say it because they thought it would be nicer or more rational or something to 
offer criticism of various mistakes you've >made, or thought you'd consider this 
an insult, or perhaps various other reasons. but i think there is value in clearly, 
openly stating what's >going on.

- whether any of this is correct or not, basically all the regular posters here think 
it is correct and you haven't yet done anything effective to >change their mind

So, questions: If this explanation is correct, what ways of proceeding would 
work well? And what would you recommend people here to do, if >this is 
correct, or if they think it is? Like how do you think they should handle you, if 
they see it this way?

If you please, you tell me what ways of proceeding would work well.

I would also appreciate it if you would give me a reference to a post and thread in 
which BoI is discussed well by astute list members so I can see examples of the 
understanding you say I lack.



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 14, 2013 at 2:27 AM

On Mon, May 13, 2013 at 6:10 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Monday, May 13, 2013 8:26 PM Anonymous Email <anonymous@curi.us> 
wrote:

On Mon, May 13, 2013 at 5:29 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

No one is suppressing you. You've been allowed to post a bunch of whatever 
you want and there are no signs of that changing. Criticism is not 
>suppression.

But here is what's going on. God's honest truth:

- most people here understand BoI way better than you. you think you know a 
lot more about it than you actually do. you read it. half the >people you're 
talking with have been discussing most of the ideas in BoI (including with 
David Deutsch) since long before it was published.
they are in a different league than you for this particular thing.
they also have much more familiarity with David Deutsch's other work and 
thinking than you do, and much more experience applying and >integrating the 
ideas.

- when you say you agree with almost every sentence of BoI, you're mistaken. 
for that to be true you would have had to understand almost >every sentence 
of BoI. understanding is a prerequisite for real agreement. no one understands 
that much on their first reading and without >studying the material at length 
and having lots of discussions about it with the right people and so on.

- most people here have much better critical thinking skills than you, including 
being better at discussion, writing clear explanations, being >precise, reading 
other people's stuff and understanding what it says, keeping track of long 
discussions, and more. they might have been like >you or worse when they 
started, but they've been improving these things for years. you could do that 
too, but have not done it yet.



- most people here understand economics way better than you.

- you came here to lecture us, but not to learn from us. that's bad.
you should either be looking to learn or both learn and teach, but not only to 
teach.

- because you know less about boi, econ and philosophy -- and because you 
are in lecturer mode not student mode -- you haven't even >understood many 
of the criticisms that attempted to point out flaws in your system

- you are not familiar with the list. you should read it for a month or two and 
see what it's like in normal operation to better understand how to >deal with it. 
you would then better understand how to deal with this list, what it's about, how 
promising it is in the long term if you learn to get >along here, and more.

- all of this was readily apparent to everyone who has talked with you within 
your first few posts. it has informed their posts whether they said >it or not. 
they didn't say it because they thought it would be nicer or more rational or 
something to offer criticism of various mistakes you've >made, or thought you'd 
consider this an insult, or perhaps various other reasons. but i think there is 
value in clearly, openly stating what's >going on.

- whether any of this is correct or not, basically all the regular posters here 
think it is correct and you haven't yet done anything effective to >change their 
mind

So, questions: If this explanation is correct, what ways of proceeding would 
work well? And what would you recommend people here to do, if >this is 
correct, or if they think it is? Like how do you think they should handle you, if 
they see it this way?

If you please, you tell me what ways of proceeding would work well.

I would also appreciate it if you would give me a reference to a post and thread 
in which BoI is discussed well by astute list members so I can see examples of 
the understanding you say I lack.

http://groups.google.com/group/beginning-of-

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/cc419e5423062b5b/fa7f9dd8af7be473#fa7f9dd8af7be473


infinity/browse_thread/thread/cc419e5423062b5b/fa7f9dd8af7be473#fa7f9dd8af7
be473

It's hard for me to tell you how to proceed, because I do not know
your preferences and values. For example, it might be a good idea for
you to read a few hundred list posts. If you would enjoy that, I
recommend it. But if you wouldn't, then don't suffer through it. (More
precisely: if you would enjoy starting to read some, then start. And
continue as long as you enjoy it.)

You could also answer posts on various topics. By asking questions,
posting your own version of important ideas and asking if you have it
right, trying to point out mistakes and improvements, explaining
connections between ideas, and more.

Another suggestion about how to proceed I have is to try answering my
questions. Your perspective on them might provide hints about what
sort of thing would work well.

There are many other options. For example, you might try discussing a
passage from BoI which you believe you understand and agree with. Then
another one. Repeat until you are getting good reactions. Then try
money again.

It's one thing to read a book and have a general impression of liking
it. It's quite another to study the book and subject one's
understanding to detailed critical analysis, bit by bit. Trying to
explain material to others can be a good way to test and improve your
own understanding. Trying to improve on the material or expose
mistakes is another option, but more ambitious. Asking questions about
the material (or its implications) is another option, less ambitious
but very valuable if done well.

But that's just one option. If you'd rather discuss Mises than BoI,
for example, that's fine. The topic doesn't matter so much as the way
one approaches it. (Not as only a teacher.)

An example of something you said which is incompatible with BoI was
when you demanded evidence is your way of judging whether a claim was
correct. BoI's epistemology would say what matters is explanation and

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/cc419e5423062b5b/fa7f9dd8af7be473#fa7f9dd8af7be473


criticism. Demanding evidence is a typical strategy in non-BoI
epistemologies. Saying how you think BoI's epistemology works could be
fruitful. Or you could search the group archives for the word
"epistemology" (728 results) and read some. Perhaps you are an
inductivist; I don't know. If so you could read prior discussions
about that, or try to explain your position. If not, perhaps you could
explain why you think induction is mistaken and see if that matches
other people's understanding of the matter. Or you could take past
posts by inductivists and reply to them, and then read the replies
from others and compare.

Another option would be to talk about something you're good at which
is less controversial. You sound accomplished at some things. You've
studied some things other people haven't. Maybe you could share some
insights that people would be like "cool I didn't know that" instead
of disagreeing. Or you could find out about other people's specialties
and ask them questions about things you haven't found the time to
study much.

Another option would be to read more books, such as The Fabric of
Reality if you haven't. Or some by Karl Popper, for example, but many
other authors could work.

Productive participation in general -- anything where you learn
something -- is progress. After some of that, you are in a new and
better situation. That makes progress slightly easier. So then you
make more progress. And now you're in and even better situation and do
it again. After many iterations it starts snowballing.

It may help to be less ambitious to start with. First accomplish
something smaller successfully before trying to accomplish something
big. I think it's particularly valuable to see some topics through to
a conclusion. And I think that's hard and one better do it first with
one narrow issue, and then again with a little bigger issue, and so
on, and work his way up.

With stuff like the above you could learn things like what it takes to
win an argument here. What are the standards to impress anyone, how
thorough does one have to be for the criticism to stop, which types of
ideas get less resistance and which more (the ones getting less may be



more in line with BoI's worldview).

But it really depends on you. You have to find your own way, and it's
hard to give specific advice without you sharing more.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 14, 2013 at 3:43 AM

On 12 May 2013, at 14:20, "Mason, Larry K" <mason@email.unc.edu> wrote:

And if the demand for "necessities" (such as factories) is higher than the 
supply, then what? How will disputes be decided about who gets what? What if 
fifty million people want a factory, but there's only fifty thousand factories?

Factories are capital goods, not consumer necessities.  My system has only 
private property.  If someone who owns capital wants to give it to you and you 
accept responsibility for that capital then you would own that capital.  But you 
could not use the money of my system to buy capital.

So there would be no market for trading production goods and money?

In "Economic Calculation In The Socialist Commonwealth" Ludwig von Mises 
pointed out that socialism is problematic because it does not allow a market 
where production goods can be traded for money:

http://mises.org/econcalc.asp

It sounds like your system suffers from the same flaw. Do you have an answer for 
this criticism?

Alan

http://mises.org/econcalc.asp


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 14, 2013 at 8:22 AM

On Tuesday, May 14, 2013 2:28 AM Anonymous Email <anonymous@curi.us> 
wrote:

On Mon, May 13, 2013 at 6:10 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Monday, May 13, 2013 8:26 PM Anonymous Email <anonymous@curi.us> 
wrote:

On Mon, May 13, 2013 at 5:29 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

No one is suppressing you. You've been allowed to post a bunch of whatever 
you want and there are no signs of that changing. Criticism is not 
>suppression.

But here is what's going on. God's honest truth:

- most people here understand BoI way better than you. you think you know a 
lot more about it than you actually do. you read it. half the >>>people you're 
talking with have been discussing most of the ideas in BoI (including with 
David Deutsch) since long before it was published.
they are in a different league than you for this particular thing.
they also have much more familiarity with David Deutsch's other work and 
thinking than you do, and much more experience applying and >>>integrating 
the ideas.

- when you say you agree with almost every sentence of BoI, you're 
mistaken. for that to be true you would have had to understand almost 
>>>every sentence of BoI. understanding is a prerequisite for real 
agreement. no one understands that much on their first reading and without 
>>>studying the material at length and having lots of discussions about it with 
the right people and so on.



- most people here have much better critical thinking skills than you, including 
being better at discussion, writing clear explanations, being >>>precise, 
reading other people's stuff and understanding what it says, keeping track of 
long discussions, and more. they might have been like >>>you or worse 
when they started, but they've been improving these things for years. you 
could do that too, but have not done it yet.

- most people here understand economics way better than you.

- you came here to lecture us, but not to learn from us. that's bad.
you should either be looking to learn or both learn and teach, but not only to 
teach.

- because you know less about boi, econ and philosophy -- and because
you are in lecturer mode not student mode -- you haven't even
understood many of the criticisms that attempted to point out flaws
in your system

- you are not familiar with the list. you should read it for a month or two and 
see what it's like in normal operation to better understand how >>>to >deal 
with it. you would then better understand how to deal with this list, what it's 
about, how promising it is in the long term if you learn >>>to get >along here, 
and more.

- all of this was readily apparent to everyone who has talked with you within 
your first few posts. it has informed their posts whether they said >it or not. 
they didn't say it because they thought it would be nicer or more rational or 
something to offer criticism of various mistakes you've >made, or thought 
you'd consider this an insult, or perhaps various other reasons. but i think 
there is value in clearly, openly stating what's >going on.

- whether any of this is correct or not, basically all the regular
posters here think it is correct and you haven't yet done anything
effective to >change their mind

So, questions: If this explanation is correct, what ways of proceeding would 
work well? And what would you recommend people here to do, >>>if this is 
correct, or if they think it is? Like how do you think they should handle you, if 
they see it this way?



If you please, you tell me what ways of proceeding would work well.

I would also appreciate it if you would give me a reference to a post and thread 
in which BoI is discussed well by astute list members so I can >>see examples 
of the understanding you say I lack.

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/cc419e5423062b5b/fa7f9dd8af7be473#fa7f9dd8af
7be473

It's hard for me to tell you how to proceed, because I do not know your 
preferences and values. For example, it might be a good idea for you >to read a 
few hundred list posts. If you would enjoy that, I recommend it. But if you 
wouldn't, then don't suffer through it. (More
precisely: if you would enjoy starting to read some, then start. And continue as 
long as you enjoy it.)

You could also answer posts on various topics. By asking questions, posting 
your own version of important ideas and asking if you have it right, >trying to 
point out mistakes and improvements, explaining connections between ideas, 
and more.

Another suggestion about how to proceed I have is to try answering my 
questions. Your perspective on them might provide hints about what >sort of 
thing would work well.

There are many other options. For example, you might try discussing a passage 
from BoI which you believe you understand and agree with. >Then another one. 
Repeat until you are getting good reactions. Then try money again.

It's one thing to read a book and have a general impression of liking it. It's quite 
another to study the book and subject one's understanding to >detailed critical 
analysis, bit by bit. Trying to explain material to others can be a good way to test 
and improve your own understanding. Trying >to improve on the material or 
expose mistakes is another option, but more ambitious. Asking questions about 
the material (or its implications) >is another option, less ambitious but very 
valuable if done well.

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/cc419e5423062b5b/fa7f9dd8af7be473#fa7f9dd8af7be473


But that's just one option. If you'd rather discuss Mises than BoI, for example, 
that's fine. The topic doesn't matter so much as the way one >approaches it. 
(Not as only a teacher.)

An example of something you said which is incompatible with BoI was when you 
demanded evidence is your way of judging whether a claim >was correct. BoI's 
epistemology would say what matters is explanation and criticism. Demanding 
evidence is a typical strategy in non-BoI >epistemologies. Saying how you think 
BoI's epistemology works could be fruitful. Or you could search the group 
archives for the word >"epistemology" (728 results) and read some. Perhaps 
you are an inductivist; I don't know. If so you could read prior discussions about 
that, or >try to explain your position. If not, perhaps you could explain why you 
think induction is mistaken and see if that matches other people's 
>understanding of the matter. Or you could take past posts by inductivists and 
reply to them, and then read the replies from others and >compare.

Another option would be to talk about something you're good at which is less 
controversial. You sound accomplished at some things. You've >studied some 
things other people haven't. Maybe you could share some insights that people 
would be like "cool I didn't know that" instead of >disagreeing. Or you could find 
out about other people's specialties and ask them questions about things you 
haven't found the time to study >much.

Another option would be to read more books, such as The Fabric of Reality if 
you haven't. Or some by Karl Popper, for example, but many >other authors 
could work.

Productive participation in general -- anything where you learn something -- is 
progress. After some of that, you are in a new and better >situation. That makes 
progress slightly easier. So then you make more progress. And now you're in 
and even better situation and do it again. >After many iterations it starts 
snowballing.

It may help to be less ambitious to start with. First accomplish something 
smaller successfully before trying to accomplish something big. I >think it's 
particularly valuable to see some topics through to a conclusion. And I think 
that's hard and one better do it first with one narrow >issue, and then again with 
a little bigger issue, and so on, and work his way up.



With stuff like the above you could learn things like what it takes to win an 
argument here. What are the standards to impress anyone, how >thorough does 
one have to be for the criticism to stop, which types of ideas get less resistance 
and which more (the ones getting less may be >more in line with BoI's 
worldview).

But it really depends on you. You have to find your own way, and it's hard to give 
specific advice without you sharing more.

Excellent presentation.  I wish your suggestions above had been a part of the 
"guidelines" that I read before posting.  There are so many unwritten norms on 
this list and it seems I kept "stubbing my toes" on various occasions.  As I get the 
time, I will try to follow your advice for success on this list.



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] Re: Money influences people (was: Money as explanation part 
4: two party interaction)
Date: May 14, 2013 at 9:49 AM

On Mon, May 13, 2013 at 5:04 PM, Brett Hall <brhalluk@hotmail.com> wrote:
On 14/05/2013, at 0:05, "Rami Rustom" <rombomb@gmail.com> wrote:

On Sun, May 12, 2013 at 4:32 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 4:50 PM Rami Rustom <rombomb@gmail.com> 
wrote:

On Sun, May 12, 2013 at 1:49 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 12, 2013 11:20 AM Rami Rustom <rombomb@gmail.com> 
wrote:

I am talking about any and every money meme for all of history to date.  I 
think any money meme must be an influence since money is so great a 
factor in the circumstances and conditions in which we act.

I'd like to hear more about what you think "influence" means. Do you mean 
*cause*?

So by "money influences us", do you mean "money is a cause of bad 
behavior"?

Money is one factor involved in people's ideas about what to do next.  It is not 
a sufficient condition to completely explain any action.  I think it is an 
important factor in many human decisions.

How is it a factor? Could you give a hypothetical example that shows
that money is factor?

The price of goods and services surely affects "people's ideas about what to do 
next". A bargain (say I see a new (genuine! apple store!) iphone on sale for $50 
(today only!) I might buy it next. I might not buy it, if it's much more than this. On 



the other hand if my favorite burger place has just doubled the price for my 
lunch, then tomorrow I might go elsewhere. Money seems to be a factor. Don't 
you think?

*You* chose to make money a factor. Other people might not choose
that. So money is only a factor if and only if you use it in your
decision making.

A billionaire who hates iphones won't be influenced by money in his
decisions about the possibility of buying an iphone currently on sale.

So money doesn't influence you. Its your *preference* for saving money
(and your *preference* for wanting a new iphone) that influenced you.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: Re: [BoI] Force (was: Money as explanation part 4: two party interaction)
Date: May 14, 2013 at 10:03 AM

On Mon, May 13, 2013 at 7:57 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Monday, May 13, 2013 4:57 PM Rami Rustom <rombomb@gmail.com> 
wrote:

On Mon, May 13, 2013 at 11:49 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Monday, May 13, 2013 10:10 AM Rami Rustom <rombomb@gmail.com> 
wrote:

On Mon, May 13, 2013 at 7:29 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

Force? What are you talking about? Are you using that as a metaphor?
Or do you mean it literally? If metaphor, what is the literal meaning?

I am talking about the nature of our money resulting in the existence of 
certain problems.  Theft of money is an example.

So you're saying that the nature of our money causes people to steal?

No.  I am saying that if money _can be_ stolen and if almost all adults want 
more money than they have then money will be stolen.

So you brought up two things:

(1) that our existing money causes problems, which is that money *can
be* stolen.

(2) that (1) isn't a problem unless an *adult wants more money than he
has [and is willing to take it from another person against his will]*.



Note that (2) is a rewording of something you said before, that Elliot
already criticized (and you evaded the criticism). You said that you
want to create a money that can't be stolen. Elliot said that that is
impossible, and that trying to do it is bad. And you changed your
position (in order to evade the criticism) saying that your new money
is not perfect, it still causes problems, and I think you mean that it
can still be stolen, but that the theft will be much less, but I
haven't heard your explanation of how (how it could be stolen, and how
it'll be less than the existing money).

Note that (1) is a problem for both kinds of money, the existing one
and your new one. You've said that both moneys can be stolen, so that
raises the question: If there is a person that wants more money and is
willing to take it from another person against his will, why would
your new money prevent him from stealing it? Whatever your answer is,
that contradicts your changed position which is that your new money
can still be stolen.

Any economy having a physical object money will experience theft of money 
by various means.

Why do you say that the economy experiences theft? Who is the active agent 
in the decision to steal? The economy or the person?

I say it because we are taking the point of view of the society / economy as a 
whole.   (See the answer above.)

But economies don't *act*. People do.

Taxes are another "feature" which all nations using a physical object money 
possess.

No. We do taxes because governments need money to do things. Taxes exist 
because governments exist. Taxes are not a result of money.

If money could not be taken against the will of the owner there would be no 



taxes.  If the government could not take money there would be no taxes.

If a government does not have taxes, then how does it fund its activities?

-- Rami Rustom
http://ramirustom.blogspot.com

-- 

http://ramirustom.blogspot.com/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 14, 2013 at 10:14 AM

On Tuesday, May 14, 2013 3:43 AM Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 12 May 2013, at 14:20, "Mason, Larry K" <mason@email.unc.edu> wrote:

And if the demand for "necessities" (such as factories) is higher than the 
supply, then what? How will disputes be decided about who gets what? What 
if fifty million people want a factory, but there's only fifty thousand factories?

Factories are capital goods, not consumer necessities.  My system has only 
private property.  If someone who owns capital wants to give it to you and you 
accept responsibility for that capital then you would own that capital.  But you 
could not use the money of my system to buy capital.

So there would be no market for trading production goods and money?

That depends on what you mean by "market."  If you mean the use of money in 
buying and selling production goods and services then that is correct.  If you 
mean there would be no transfer of ownership of production goods then that is 
incorrect.

One can earn money by giving capital goods to some other person who uses 
those goods to help produce net benefit for others.  So one can increase one's 
supply of money by giving capital goods in my system just as one can gain 
money by exchanging capital goods for money in the present U.S. economy.  In 
my system, any money one gains is pure "profit" which can be used to buy 
luxuries.  In the current U.S. economy, the sales price of the capital goods would 
be used (in general) to pay overhead, labor, raw materials, taxes, fees, and other 
expenses.  The remainder (commonly called "profit") would be available to the 
former owner to pay for consumer necessities and/or more capital and only a 
small part would remain to pay for consumer luxuries.  So the party who gives 
capital goods can gain money by that giving in my system but cannot lose money.  
In the current U.S. system, the party who gives capital goods in trade for money 
may gain, lose, or break even on money.  So the net effect of the difference 



between the two systems is that with my system the downside risk in minimized 
and the giver's attention to what the recipient actually does with the goods is 
dramatically increased.

In "Economic Calculation In The Socialist Commonwealth" Ludwig von Mises 
pointed out that socialism is problematic because it does not >allow a market 
where production goods can be traded for money:

And he's right about the lack of a free market for production goods.  Socialism is 
problematic for other reasons as well.

There will exist in a socialist economy social interaction which might roughly 
correspond to a market for production goods but it's more trading favors, 
exercising power, bribes, and so forth as the various state managers "jockey for 
position" within the hierarchy.

http://mises.org/econcalc.asp

It sounds like your system suffers from the same flaw. Do you have an answer 
for this criticism?

My system has a completely free market between the payers and the producers.  
(Those whose actions result in net benefits to others are "producers.")  The 
payers are buying net benefits (not goods and not services but the benefits) from 
the producers by increasing the amount of money in the accounts of the 
producers as the benefits become manifest for so long as the consequences can 
be identified.  Any of the many payers can pay any of the many producers.  There 
is only one product (net benefits) and anyone may enter the market as a 
producer.  There is no regulation of the market.  In other words, my system 
provides a free market without the need for any laws or enforcement mechanism.  
One consequence of this free market is that all property is individually owned.

Similarly, the relationship between the payers and the consumers (everyone) is 
also a free market.  Everyone can provide social rewards and punishments to any 
payer they meet.  There are many payers and they are widely distributed 
throughout the population.  Thus, the payers are rewarded and punished based 
on the consumers' experience of benefits.  If the consumers like how they are 
treated by producers, they will reward the payers they interact with.  If they are 
unhappy / dissatisfied with their experience, they will show their displeasure to 
the payers.  Thus, the payers are trading net benefits to the consumers for social 

http://mises.org/econcalc.asp


rewards.

Finally, there is no organization (such as government) which is able to enforce 
any control of the producers other than the rewards they receive from the payers.  
The producers are perfectly free to produce what and how they like or nothing at 
all.  But if they want money and what it can buy, they will produce net benefits to 
others.



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 14, 2013 at 2:45 PM

On Tue 5/14/2013 2:28 AM Anonymous Email <anonymous@curi.us> wrote:
On Mon, May 13, 2013 at 6:10 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:
I would also appreciate it if you would give me a reference to a post and thread 
in which BoI is discussed well by astute list members so I can see examples of 
the understanding you say I lack.

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/cc419e5423062b5b/fa7f9dd8af7be473#fa7f9dd8af
7be473

It's hard for me to tell you how to proceed, because I do not know your 
preferences and values. For example, it might be a good idea for you to read a 
few hundred list posts. If you would enjoy that, I recommend it. But if you 
wouldn't, then don't suffer through it. (More

precisely: if you would enjoy starting to read some, then start. And continue as 
long as you enjoy it.)

You could also answer posts on various topics. By asking questions, posting 
your own version of important ideas and asking if you have it right, trying to 
point out mistakes and improvements, explaining connections between ideas, 
and more.

Another suggestion about how to proceed I have is to try answering my 
questions. Your perspective on them might provide hints about what sort of thing 
would work well.

There are many other options. For example, you might try discussing a passage 
from BoI which you believe you understand and agree with. Then another one. 
Repeat until you are getting good reactions. Then try money again.

It's one thing to read a book and have a general impression of liking it. It's quite 
another to study the book and subject one's understanding to detailed critical 
analysis, bit by bit. Trying to explain material to others can be a good way to test 

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/cc419e5423062b5b/fa7f9dd8af7be473#fa7f9dd8af7be473


and improve your own understanding. Trying to improve on the material or 
expose mistakes is another option, but more ambitious. Asking questions about 
the material (or its implications) is another option, less ambitious but very 
valuable if done well.

But that's just one option. If you'd rather discuss Mises than BoI, for example, 
that's fine. The topic doesn't matter so much as the way one approaches it. (Not 
as only a teacher.)

An example of something you said which is incompatible with BoI was when you 
demanded evidence is your way of judging whether a claim was correct. BoI's 
epistemology would say what matters is explanation and criticism. Demanding 
evidence is a typical strategy in non-BoI epistemologies. Saying how you think 
BoI's epistemology works could be fruitful. Or you could search the group 
archives for the word "epistemology" (728 results) and read some. Perhaps you 
are an inductivist; I don't know. If so you could read prior discussions about that, 
or try to explain your position. If not, perhaps you could explain why you think 
induction is mistaken and see if that matches other people's understanding of 
the matter. Or you could take past posts by inductivists and reply to them, and 
then read the replies from others and compare.

Another option would be to talk about something you're good at which is less 
controversial. You sound accomplished at some things. You've studied some 
things other people haven't. Maybe you could share some insights that people 
would be like "cool I didn't know that" instead of disagreeing. Or you could find 
out about other people's specialties and ask them questions about things you 
haven't found the time to study much.

Another option would be to read more books, such as The Fabric of Reality if 
you haven't. Or some by Karl Popper, for example, but many other authors 
could work.

Productive participation in general -- anything where you learn something -- is 
progress. After some of that, you are in a new and better situation. That makes 
progress slightly easier. So then you make more progress. And now you're in 
and even better situation and do it again. After many iterations it starts 
snowballing.

It may help to be less ambitious to start with. First accomplish something 



smaller successfully before trying to accomplish something big. I think it's 
particularly valuable to see some topics through to a conclusion. And I think 
that's hard and one better do it first with one narrow issue, and then again with a 
little bigger issue, and so on, and work his way up.

With stuff like the above you could learn things like what it takes to win an 
argument here. What are the standards to impress anyone, how thorough does 
one have to be for the criticism to stop, which types of ideas get less resistance 
and which more (the ones getting less may be more in line with BoI's 
worldview).

But it really depends on you. You have to find your own way, and it's hard to give 
specific advice without you sharing more.

I have read the linked discussion you provided above.  Thanks.

I have been exploring and have come across
https://groups.google.com/forum/?fromgroups=#!topic/beginning-of-
infinity/AXs2titGs4o

in which you wrote (I could not find the date of your post but it was in response to 
a Rafe Champion post on Sun, Jan 6, 2013 at 2:52 PM)

BEGIN QUOTE
I think Popper's ideas about how to handle these things do help, and
Deutsch contradicts them in FoR and BoI (I posted a bunch of quotes
previously).

Popper was not always totally clear about this everywhere but I think
his main idea was something like this:

You conjecture ideas (to address problems). They can be anything;
there is room for imagination. You try to criticize them. You put more
effort into criticizing the ideas you suspect of having problems;
there is room for judgment. If you can't think of any criticisms of an
idea, then you can use it (act on it). If you do think of some
criticisms, then you must modify the idea, criticize the criticism, or
reject the idea.
END QUOTE

https://groups.google.com/forum/?fromgroups=#!topic/beginning-of-infinity/AXs2titGs4o


My questions concern how one should explain and present the explanation.
For example, the last paragraph above begins "You conjecture ideas ( to address 
problems)."
I assume that such a conjecture is the explanation.  Are there any rules for the 
conjecture's presentation / definition / description?
What kinds of statements constitute appropriate criticism?  What kinds of content 
(ideas) should the criticism have?
I am looking for "rules of the road" for this list as well as for "best practices" for 
the conduct of science.

Thanks for any help and linked examples you may be able to provide.



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Money as explanation part 4: two party interaction
Date: May 14, 2013 at 4:27 PM

On
On Mon, May 13, 2013 at 6:10 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Monday, May 13, 2013 8:26 PM Anonymous Email <anonymous@curi.us> 
wrote:

If you please, you tell me what ways of proceeding would work well.

I would also appreciate it if you would give me a reference to a post and thread 
in which BoI is discussed well by astute list members so I can see examples of 
the understanding you say I lack.

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/cc419e5423062b5b/fa7f9dd8af7be473#fa7f9dd8af
7be473

It's hard for me to tell you how to proceed, because I do not know your 
preferences and values. For example, it might be a good idea for you >to read a 
few hundred list posts. If you would enjoy that, I recommend it. But if you 
wouldn't, then don't suffer through it. (More
precisely: if you would enjoy starting to read some, then start. And continue as 
long as you enjoy it.)

You could also answer posts on various topics. By asking questions, posting 
your own version of important ideas and asking if you have it right, >trying to 
point out mistakes and improvements, explaining connections between ideas, 
and more.

I found this set of statements by Elliot Temple from
https://groups.google.com/forum/?fromgroups=#!topic/beginning-of-
infinity/gdZ3Y6eqgHE
in the last Elliot post on that topic (January 4, 2013).

BEGIN QUOTE

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/cc419e5423062b5b/fa7f9dd8af7be473#fa7f9dd8af7be473
https://groups.google.com/forum/?fromgroups=#!topic/beginning-of-infinity/gdZ3Y6eqgHE


One way to deny legitimacy is to insist that some ideas are too bad to be 
considered. To try not to allow them into rational debate at all. This is a hostile 
attitude to those ideas. And when it's done to the ideas a list is supposed to be 
about, it is unacceptable, and the person doing it does not belong on that list.

Another way is to deny that some ideas exist at all. Or to deny that anyone (or 
anyone legitimate/reasonable/sane) actually believes or advocates them. This 
often involves insisting opponents do not mean what they say, and trying to 
reinterpret them as meaning something contrary to their positions.
END QUOTE

It appears that it is the legitimacy of ideas rather than the legitimacy of persons 
that is being discussed.

Are these means of denying legitimacy to be avoided if at all possible?



From: Anonymous Email <anonymous@curi.us>
Subject: [BoI] racist australians
Date: May 14, 2013 at 4:48 PM

http://www.theage.com.au/entertainment/theatre/taxi-drivers-bar-aboriginal-
actors-20130502-2iu42.html

Four separate cabs booked to pick up from the Malthouse on Monday from
6.30pm refused the fare once they arrived and saw the [aboriginal]
passengers

wtf?

-- 

http://www.theage.com.au/entertainment/theatre/taxi-drivers-bar-aboriginal-actors-20130502-2iu42.html


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 14, 2013 at 5:43 PM

On 14 May 2013, at 15:14, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Tuesday, May 14, 2013 3:43 AM Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 12 May 2013, at 14:20, "Mason, Larry K" <mason@email.unc.edu> wrote:

And if the demand for "necessities" (such as factories) is higher than the 
supply, then what? How will disputes be decided about who gets what? 
What if fifty million people want a factory, but there's only fifty thousand 
factories?

Factories are capital goods, not consumer necessities.  My system has only 
private property.  If someone who owns capital wants to give it to you and you 
accept responsibility for that capital then you would own that capital.  But you 
could not use the money of my system to buy capital.

So there would be no market for trading production goods and money?

That depends on what you mean by "market."  If you mean the use of money in 
buying and selling production goods and services then that is correct.  If you 
mean there would be no transfer of ownership of production goods then that is 
incorrect.

So what's your answer to von Mises' criticism of the idea of being unable to trade 
money for production goods?

http://mises.org/econcalc/ch2.asp

"There are two conditions governing the possibility of calculating value in terms of 
money. Firstly, not only must goods of a lower, but also those of a higher order, 
come within the ambit of exchange, if they are to be included. If they do not do 
so, exchange relationships would not arise. True enough, the considerations 
which must obtain in the case of Robinson Crusoe prepared, within the range of 
his own hearth, to exchange, by production, labor and flour for bread, are 
indistinguishable from those which obtain when he is prepared to exchange bread 

http://mises.org/econcalc/ch2.asp


for clothes in the open market, and, therefore, it is to some extent true to say that 
every economic action, including Robinson Crusoe's own production, can be 
termed exchange. Moreover, the mind of one man alone--be it ever so cunning, is 
too weak to grasp the importance of any single one among the countlessly many 
goods of a higher order. No single man can ever master all the possibilities of 
production, innumerable as they are, as to be in a position to make straightway 
evident judgments of value without the aid of some system of computation. The 
distribution among a number of individuals of administrative control over 
economic goods in a community of men who take part in the labor of producing 
them, and who are economically interested in them, entails a kind of intellectual 
division of labor, which would not be possible without some system of calculating 
production and without economy.

"The second condition is that there exists in fact a universally employed medium 
of exchange--namely, money --which plays the same part as a medium in the 
exchange of production goods also. If this were not the case, it would not be 
possible to reduce all exchange-relationships to a common denominator."

One can earn money by giving capital goods to some other person who uses 
those goods to help produce net benefit for others.

How do you decide who gets the rights to the income from those capital goods?

 So one can increase one's supply of money by giving capital goods in my 
system just as one can gain money by exchanging capital goods for money in 
the present U.S. economy.  In my system, any money one gains is pure "profit" 
which can be used to buy luxuries.  In the current U.S. economy, the sales price 
of the capital goods would be used (in general) to pay overhead, labor, raw 
materials, taxes, fees, and other expenses.  The remainder (commonly called 
"profit") would be available to the former owner to pay for consumer necessities 
and/or more capital and only a small part would remain to pay for consumer 
luxuries.  So the party who gives capital goods can gain money by that giving in 
my system but cannot lose money.

So let's suppose that the capital goods are used in such a way that it produces a 
net loss rather than a net benefit. Who pays for the net loss?

In the current U.S. system, the party who gives capital goods in trade for money 
may gain, lose, or break even on money.  So the net effect of the difference 
between the two systems is that with my system the downside risk in minimized 



and the giver's attention to what the recipient actually does with the goods is 
dramatically increased.

So if Jim uses a production good provided by Pete does Jim own it outright or 
not? If Pete disagrees with Jim's plans for the production good can he take it 
back?

In "Economic Calculation In The Socialist Commonwealth" Ludwig von Mises 
pointed out that socialism is problematic because it does not allow a market 
where production goods can be traded for money:

And he's right about the lack of a free market for production goods.  Socialism is 
problematic for other reasons as well.

There will exist in a socialist economy social interaction which might roughly 
correspond to a market for production goods but it's more trading favors, 
exercising power, bribes, and so forth as the various state managers "jockey for 
position" within the hierarchy.

http://mises.org/econcalc.asp

It sounds like your system suffers from the same flaw. Do you have an answer 
for this criticism?

My system has a completely free market between the payers and the producers.  
(Those whose actions result in net benefits to others are "producers.")  The 
payers are buying net benefits (not goods and not services but the benefits) 
from the producers by increasing the amount of money in the accounts of the 
producers as the benefits become manifest for so long as the consequences 
can be identified.  Any of the many payers can pay any of the many producers.  
There is only one product (net benefits) and anyone may enter the market as a 
producer.  There is no regulation of the market.  In other words, my system 
provides a free market without the need for any laws or enforcement 
mechanism.  One consequence of this free market is that all property is 
individually owned.

You seem to think that this is an solution to the problem. It is just a statement of 
the problem. You are assuming, with no explanation, that it is possible to identify 
net benefits without a market in which production goods can be traded for money. 
How are net benefits identified?

http://mises.org/econcalc.asp


Similarly, the relationship between the payers and the consumers (everyone) is 
also a free market.  Everyone can provide social rewards and punishments to 
any payer they meet.  There are many payers and they are widely distributed 
throughout the population.  Thus, the payers are rewarded and punished based 
on the consumers' experience of benefits.  If the consumers like how they are 
treated by producers, they will reward the payers they interact with.  If they are 
unhappy / dissatisfied with their experience, they will show their displeasure to 
the payers.  Thus, the payers are trading net benefits to the consumers for 
social rewards.

So a person who wants to run a car factory will build the cars out of social 
rewards? What does "social reward" mean? You can't build cars out of approval 
or hugs.

Finally, there is no organization (such as government) which is able to enforce 
any control of the producers other than the rewards they receive from the 
payers.  The producers are perfectly free to produce what and how they like or 
nothing at all.  But if they want money and what it can buy, they will produce net 
benefits to others.

So if people wanted to go back to having a market in which they traded 
production goods for money the government wouldn't stop them?

Alan



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 14, 2013 at 8:43 PM

On Tuesday, May 14, 2013 5:43 PM Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 14 May 2013, at 15:14, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Tuesday, May 14, 2013 3:43 AM Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 12 May 2013, at 14:20, "Mason, Larry K" <mason@email.unc.edu> wrote:

And if the demand for "necessities" (such as factories) is higher than the 
supply, then what? How will disputes be decided about who gets what? 
What if fifty million people want a factory, but there's only fifty thousand 
factories?

Factories are capital goods, not consumer necessities.  My system has only 
private property.  If someone who owns capital wants to give it to you and 
you accept responsibility for that capital then you would own that capital.  
But you could not use the money of my system to buy capital.

So there would be no market for trading production goods and money?

That depends on what you mean by "market."  If you mean the use of money 
in buying and selling production goods and services then that is correct.  If you 
mean there would be no transfer of ownership of production goods then that is 
incorrect.

So what's your answer to von Mises' criticism of the idea of being unable to 
trade money for production goods?

http://mises.org/econcalc/ch2.asp

"There are two conditions governing the possibility of calculating value in terms 

http://mises.org/econcalc/ch2.asp


of money. Firstly, not only must goods of a lower, but also those of a higher 
order, come within the ambit of exchange, if they are to be included. If they do 
not do so, exchange relationships would not arise. True enough, the 
considerations which must obtain in the case of Robinson Crusoe prepared, 
within the range of his own hearth, to exchange, by production, labor and flour 
for bread, are indistinguishable from those which obtain when he is prepared to 
exchange bread for clothes in the open market, and, therefore, it is to some 
extent true to say that every economic action, including Robinson Crusoe's own 
production, can be termed exchange. Moreover, the mind of one man alone--be 
it ever so cunning, is too weak to grasp the importance of any single one among 
the countlessly many goods of a higher order. No single man can ever master 
all the possibilities of production, innumerable as they are, as to be in a position 
to make straightway evident judgments of value without the aid of some system 
of computation. The distribution among a number of individuals of administrative 
control over economic goods in a community of men who take part in the labor 
of producing them, and who are economically interested in them, entails a kind 
of intellectual division of labor, which would not be possible without some 
system of calculating production and without economy.

"The second condition is that there exists in fact a universally employed medium 
of exchange--namely, money --which plays the same part as a medium in the 
exchange of production goods also. If this were not the case, it would not be 
possible to reduce all exchange-relationships to a common denominator."

Mises is describing a two party trade of money for goods.  In my system the 
producer is trading net benefit for money, a three party interaction.  One aspect of 
producing net benefit is the giving of production goods.  Another is the realization 
of net benefit.  A third aspect is the paying of money for the realized net benefits.  
The money in my system does function as a medium of exchange.  So in effect, 
production goods are being traded for money.  It's just not in a way we are used 
to.

One can earn money by giving capital goods to some other person who uses 
those goods to help produce net benefit for others.

How do you decide who gets the rights to the income from those capital goods?

Everyone who participated in the production of those capital goods share in the 
income the use of those goods generated.  That's the payers
 role.



 So one can increase one's supply of money by giving capital goods in my 
system just as one can gain money by exchanging capital goods for money in 
the present U.S. economy.  In my system, any money one gains is pure "profit" 
which can be used to buy luxuries.  In the current U.S. economy, the sales 
price of the capital goods would be used (in general) to pay overhead, labor, 
raw materials, taxes, fees, and other expenses.  The remainder (commonly 
called "profit") would be available to the former owner to pay for consumer 
necessities and/or more capital and only a small part would remain to pay for 
consumer luxuries.  So the party who gives capital goods can gain money by 
that giving in my system but cannot lose money.

So let's suppose that the capital goods are used in such a way that it produces a 
net loss rather than a net benefit. Who pays for the net loss?

If the use does more harm than good no money is paid.  That's it.  The harm 
done is the loss and that is suffered by those harmed.

In the current U.S. system, the party who gives capital goods in trade for 
money may gain, lose, or break even on money.  So the net effect of the 
difference between the two systems is that with my system the downside risk 
in minimized and the giver's attention to what the recipient actually does with 
the goods is dramatically increased.

So if Jim uses a production good provided by Pete does Jim own it outright or 
not? If Pete disagrees with Jim's plans for the production good can he take it 
back?

Jim owns it outright.  If Pete dislikes Jim's plans he will probably not give Jim the 
good.  While the good is Pete's property it's completely up to him whether he 
gives it to anyone and if so, to whom he gives it.  But once given to Jim, Jim has 
all the property rights of ownership.  Unless this is the case, the payers cannot 
hold the owner of property responsible for its use.  If you are "just obeying orders" 
you have no responsibility for what you do with the good.  If you have full 
ownership rights, you get the credit for the benefits and blame for the harm.  Of 
course, Pete did give you the opportunity and gets credit for that (is held 
responsible for your having ownership of the good).  Therefore Pete will very 
much care what you plan to do with the good and be very concerned about your 
reputation.



In "Economic Calculation In The Socialist Commonwealth" Ludwig von Mises 
pointed out that socialism is problematic because it does not allow a market 
where production goods can be traded for money:

And he's right about the lack of a free market for production goods.  Socialism 
is problematic for other reasons as well.

There will exist in a socialist economy social interaction which might roughly 
correspond to a market for production goods but it's more trading favors, 
exercising power, bribes, and so forth as the various state managers "jockey 
for position" within the hierarchy.

http://mises.org/econcalc.asp

It sounds like your system suffers from the same flaw. Do you have an 
answer for this criticism?

My system has a completely free market between the payers and the 
producers.  (Those whose actions result in net benefits to others are 
"producers.")  The payers are buying net benefits (not goods and not services 
but the benefits) from the producers by increasing the amount of money in the 
accounts of the producers as the benefits become manifest for so long as the 
consequences can be identified.  Any of the many payers can pay any of the 
many producers.  There is only one product (net benefits) and anyone may 
enter the market as a producer.  There is no regulation of the market.  In other 
words, my system provides a free market without the need for any laws or 
enforcement mechanism.  One consequence of this free market is that all 
property is individually owned.

You seem to think that this is an solution to the problem. It is just a statement of 
the problem. You are assuming, with no explanation, that it is possible to identify 
net benefits without a market in which production goods can be traded for 
money. How are net benefits identified?

My system uses a free market to identify net benefits.  See the paragraph just 
below.

Similarly, the relationship between the payers and the consumers (everyone) is 
also a free market.  Everyone can provide social rewards and punishments to 

http://mises.org/econcalc.asp


any payer they meet.  There are many payers and they are widely distributed 
throughout the population.  Thus, the payers are rewarded and punished 
based on the consumers' experience of benefits.  If the consumers like how 
they are treated by producers, they will reward the payers they interact with.  If 
they are unhappy / dissatisfied with their experience, they will show their 
displeasure to the payers.  Thus, the payers are trading net benefits to the 
consumers for social rewards.

So a person who wants to run a car factory will build the cars out of social 
rewards? What does "social reward" mean? You can't build cars out of approval 
or hugs.

Payers are not paid for producing net benefits.  Producers who are paid are not 
payers.  One expects that the vast majority of those who produce cars are doing 
it for the money they earn thereby.  I have no idea where you got the idea that 
cars were built out of social rewards.  Those social rewards are the motivation for 
the payers, not for the producers.  (Not that producers ignore social rewards.)  
Please remember that there are three parties in money transactions, producers 
(who receive money), consumers (who get the net benefits) and payers (who do 
the paying of money) when money is earned.  In a way, it's very roughly 
analogous to a person hiring an agent to buy a good car for him.  The payer is the 
agent figure who is paid by social rewards.   (Don't push the analogy.  It won't 
hold up.  :-) )

Finally, there is no organization (such as government) which is able to enforce 
any control of the producers other than the rewards they receive from the 
payers.  The producers are perfectly free to produce what and how they like or 
nothing at all.  But if they want money and what it can buy, they will produce 
net benefits to others.

So if people wanted to go back to having a market in which they traded 
production goods for money the government wouldn't stop them?

It would not be anyone else's business.  Why should they care?  In fact, if one 
nation were to adopt my system there's every reason to expect that currency of 
other nations would be readily available if people wanted to use it.  But the use of 
that currency would have all the problems associated with physical object money.  
(Someone might seal it from you, for example.  :-) )



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 14, 2013 at 9:18 PM

On Tue, May 14, 2013 at 5:43 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

Mises is describing a two party trade of money for goods.  In my system the 
producer is trading net benefit for money, a three party interaction.  One aspect 
of producing net benefit is the giving of production goods.  Another is the 
realization of net benefit.  A third aspect is the paying of money for the realized 
net benefits.  The money in my system does function as a medium of exchange.  
So in effect, production goods are being traded for money.  It's just not in a way 
we are used to.

Could you please tell us how your system works?

Who is the third party you refer to?

Who decides how much benefit there is and therefore how much money is
earned? What if people disagree about what is beneficial or how much
so?

How are conflicts handled when two people want the same free
non-luxury? How is scarcity handled for non-luxuries?

You claim your money is a medium of exchange (for all types of goods).
But how is it a medium of exchange for factories? I can give/sell my
factory to someone. It benefits him and I get money. However more
money doesn't help me get a different factory, it only helps me get
luxuries. I cannot exchange my capital goods for other capital goods
via your money. So aren't you mistaken? Is it possible that you don't
know what a medium of exchange is?

When a luxury is bought, the buyer's money is reduced and the seller
gains money. The total amount of money stays equal. When a non-luxury
is bought, the buyer's money isn't reduced (because those are free)
but the seller's money is increased. Therefore your system is
inflationary -- the money supply keeps going up and up. How do you



address this large problem?

My guess is you haven't adequately considered the answers to all these
questions. I would suggest that you temporarily stop discussing this
topic and come back to it later. However if you really think you have
full complete correct answers to all these issues, and wish to
continue discussing money immediately, then it's important that you
answer these questions (and many more, these are just to get started).

I realize some of these questions have been asked before. But I don't
understand how discussing your money is supposed to be productive if
you don't explain how your money works.



From: Richard Fine <richard.fine@gmail.com>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 15, 2013 at 4:43 AM

On 15 May 2013, at 01:43, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Tuesday, May 14, 2013 5:43 PM Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:.

So let's suppose that the capital goods are used in such a way that it produces 
a net loss rather than a net benefit. Who pays for the net loss?

If the use does more harm than good no money is paid.  That's it.  The harm 
done is the loss and that is suffered by those harmed.

In that case, what motivates people to avoid using capital goods in a
way that causes a net loss?

- Richard

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 15, 2013 at 7:54 AM

On Tuesday, May 14, 2013 9:18 PM Anonymous Email <anonymous@curi.us> 
wrote:

On Tue, May 14, 2013 at 5:43 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

Mises is describing a two party trade of money for goods.  In my system the 
producer is trading net benefit for money, a three party interaction.  One aspect 
of producing net benefit is the giving of production goods.  Another is the 
realization of net benefit.  A third aspect is the paying of money for the realized 
net benefits.  The money in my system does function as a medium of 
exchange.  So in effect, production goods are being traded for money.  It's just 
not in a way we are used to.

Could you please tell us how your system works?

I am trying to but the concepts are not ones with which you are familiar.  The best 
/ easiest way to understand is to read (or listen to) my novel "Invisible Hand" at 
http://www.nopom.info/  (no ads there).

Who is the third party you refer to?

The third party is the payer(s) whose role is to decide how much benefit (and / or 
harm) has come about as a consequence of human actions.  Obviously that 
judgment is bound to be subjective which is why a free market "regulates" 
payments.  (Exactly in the fashion that a free market with physical object money 
would work if there could be a true free market with physical object money.)

Who decides how much benefit there is and therefore how much money is 
earned? What if people disagree about what is beneficial or how >much so?

People will disagree.  That's the nature of a free market.  The disagreements are 
handled just as prices are handled when people disagree about the "value" (to 

http://www.nopom.info/


them at the moment) in a free market.  If a producer disagrees, he can do 
something else or work where different payers will be judging his efforts.  If a 
consumer disagrees, he can deny the payers his approval or express 
disapproval.

How are conflicts handled when two people want the same free non-luxury? 
How is scarcity handled for non-luxuries?

The owner of the non-luxury is completely free to do with it as he likes.  Just 
because someone wants that item does not put the owner under any obligation.  
So each of the persons who would like to consume (necessity) or use (production 
good) the non-luxury can make his case to the owner of that kind of good.

Scarcity of necessities results in the owners "rationing" their property.  The 
behavior is a result of the market, of course.  Doing so maximizes their income.  
There is no imposed rationing by any organization.  Naturally, the monetary 
rewards for reducing the scarcity would be greater (free markets work that way) 
than for other production while the scarcity lasted depending on how important 
the effects of the scarcity were.

You claim your money is a medium of exchange (for all types of goods).
But how is it a medium of exchange for factories? I can give/sell my factory to 
someone. It benefits him and I get money. However more >money doesn't help 
me get a different factory, it only helps me get luxuries. I cannot exchange my 
capital goods for other capital goods via >your money. So aren't you mistaken? 
Is it possible that you don't know what a medium of exchange is?

The way to get someone to give you a factory is to have a good business plan 
showing how you would generate large amounts of net benefits.  It's strikingly 
similar to going to a bank or other lender / investor today to borrow money to buy 
a factory.  It's just that you cut out the "middle man" in going directly to the owner.  
If you have a good reputation and have been very successful at earning money 
(for yourself and those who gave you capital goods and services) then you will 
likely get a factory.

If you insist on defining "medium of exchange" as a two party exchange of a 
commodity (money as we know it) for some other good or service then what I 
propose is not a medium of exchange by that definition.  But if you define 
"medium of exchange" as being the means by which the transfer of goods and 
services from person to person is motivated (which is a more general definition) 



then my money system is a medium of exchange.  Just as one receives money in 
our current system for giving others goods and services, so one would receive 
money in my system for giving others goods and services.  To me, that is the 
essence of a medium of exchange.  The difference is in who provides the money.  
In the former case, the person receiving the goods and services provides the 
money.  In the latter case (my system) the money is provided by a third party (the 
payers).

When a luxury is bought, the buyer's money is reduced and the seller gains 
money. The total amount of money stays equal. When a non-luxury >is bought, 
the buyer's money isn't reduced (because those are free) but the seller's money 
is increased. Therefore your system is inflationary -- >the money supply keeps 
going up and up. How do you address this large problem?

In my system when a luxury is bought, the money ceases to exist.  The producers 
of the luxury will receive some money soon (within a month?) for that benefit and 
may receive more later if other benefits become apparent later.  The amount the 
producers receive will be less than the money paid by the purchaser.  (For 
argument's sake we could say one third as much but the actual proportion would 
depend on the relative amount of luxury production and market forces (like the 
need for some kind of capital production being unusually high, for example).)  So 
the total amount of money is not a constant.  It varies with the production of 
luxury goods and services for sale.  As luxuries are bought the money supply 
goes down.  As luxuries are produced, the money supply goes up.  Obviously, 
non-luxury items are not bought or sold.

My guess is you haven't adequately considered the answers to all these 
questions. I would suggest that you temporarily stop discussing this >topic and 
come back to it later. However if you really think you have full complete correct 
answers to all these issues, and wish to continue >discussing money 
immediately, then it's important that you answer these questions (and many 
more, these are just to get started).

You are not familiar with my system which is only natural.  I would suggest that 
we come back to this topic later, especially if you first read or listen to my novel.  
Then you will be quite able to write knowledgably about the flaws in my system.  
The novel will answer not just all the questions you have raised above but a host 
of others on issues you have not touched.

I realize some of these questions have been asked before. But I don't 



understand how discussing your money is supposed to be productive if >you 
don't explain how your money works.

It is quite difficult to explain how my money works in that we have so very many 
"unconscious" assumptions about money and all the terms related to money that 
what I write in plain English about my kind of money is "twisted" in meaning.  It's 
like describing an automobile from 1966 to a person from 1666 who keeps 
insisting that the engine on the car will only scare the horse and no one will want 
explosions on their wagon and ... well, you get the idea.   Each aspect of my 
system tends to be taken by itself and "inserted" into a physical object money 
system as if that's how my system would use it.  Your mind will tend to do that 
even when you try not to.  (I know because it happened to me over and over and 
I was inventing the system.  I had been thinking about it for over 30 years when I 
suddenly realized that the law would almost cease to exist and legislatures would 
lose almost all their functions, for example.)  The book is the best way to 
understand because it helps your mind get context for the various aspects of the 
system.



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 15, 2013 at 8:05 AM

On Wednesday, May 15, 2013 4:44 AM Richard Fine <richard.fine@gmail.com> 
wrote:

On 15 May 2013, at 01:43, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Tuesday, May 14, 2013 5:43 PM Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:.

So let's suppose that the capital goods are used in such a way that it 
produces a net loss rather than a net benefit. Who pays for the net loss?

If the use does more harm than good no money is paid.  That's it.  The harm 
done is the loss and that is suffered by those harmed.

In that case, what motivates people to avoid using capital goods in a way that 
causes a net loss?

What motivates people in our current system to invest their money rather than 
keeping it in a no interest account?

Harm reduces one's income from other consequences of one's actions.  If your 
past efforts produced continuing benefits that generate a continuing income, that 
income will be reduced by harm done by misuse of your capital goods.  Your 
causing harm will be a part of your reputation and that will make producers of 
capital goods less likely to give you capital in the future.   People who have 
worked with you in using the capital in a way that caused harm would also have 
lost money they might otherwise have gained and you, as the owner of the 
capital, are responsible for that loss.  Such a reputation will make it more difficult 
for you to gain support for future projects.

Therefore, just like someone who does not repay a business loan may have 
problems getting another business load there is plenty of motivation to avoid 
causing harm.



And beyond that, everyone else involved in your capital goods use which caused 
harm will be trying to minimize the harm and prevent harm.  So even if you are 
irresponsible, the actions of others might prevent harm and they would be paid for 
such help.  This is unlike today's economic situation in which others would be far 
more likely to take the attitude "it's not my job" or "it's none of my business."  In 
my system it's everyone's business to produce net benefits.



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 15, 2013 at 3:30 PM

On Tue, May 14, 2013 at 1:45 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

I have been exploring and have come across
https://groups.google.com/forum/?fromgroups=#!topic/beginning-of-
infinity/AXs2titGs4o

in which you wrote (I could not find the date of your post but it was in response 
to a Rafe Champion post on Sun, Jan 6, 2013 at 2:52 PM)

FYI "Anonymous Person" isn't me. Different name.

BEGIN QUOTE
I think Popper's ideas about how to handle these things do help, and
Deutsch contradicts them in FoR and BoI (I posted a bunch of quotes
previously).

Popper was not always totally clear about this everywhere but I think
his main idea was something like this:

You conjecture ideas (to address problems). They can be anything;
there is room for imagination. You try to criticize them. You put more
effort into criticizing the ideas you suspect of having problems;
there is room for judgment. If you can't think of any criticisms of an
idea, then you can use it (act on it). If you do think of some
criticisms, then you must modify the idea, criticize the criticism, or
reject the idea.
END QUOTE

My questions concern how one should explain and present the explanation.
For example, the last paragraph above begins "You conjecture ideas ( to 
address problems)."
I assume that such a conjecture is the explanation.  Are there any rules for the 
conjecture's presentation / definition / description?

There are no hard and fast rules.

https://groups.google.com/forum/?fromgroups=#!topic/beginning-of-infinity/AXs2titGs4o


For practical problems (say, hunger), commonly there might be some
action involved ("eat the cookie") and some explanation of how it will
address the problem ("cookies are food so it'll help with hunger"). In
this example, the explanation part is not the whole conjecture.

In this example, there are many further questions, concerns,
objections and criticisms someone might raise, such as how food helps
with hunger, whether all foods help with hunger, and whether it might
be better to eat sushi in the particular case under discussion.
However, people could also be satisfied because they are able to
answer those issues themselves (e.g. they already know cookies are
particularly tasty and understand how food deals with hunger).

This is a simple example, yet many further questions are possible.
It's very hard to give a complete argument even in simple cases. When
discussing philosophy, there can be many layers of questions in order
to satisfy people. And each layer is genuinely important to think
through and analyze.

What kinds of statements constitute appropriate criticism?

A criticism is an explanation of a flaw or problem with an idea. (As
Elliot says.)

For example, if X is supposed to accomplish Y, you might point out a
way that X might result in Z instead. The explanation, whether you
state it clearly or not, would be that there is a problem with
claiming X accomplishes Y since it might not. Rather, X sometimes
accomplishes Y and therefore one has to consider whether it will work
in the particular circumstances one is interested in.

One could also ask what the purpose of Y is. Maybe it's a bad goal.
You could explain why we shouldn't accomplish Y as a criticism.

Or you could point out that the explanation of how X will accomplish Y
is vague or incomplete. In that case, there is a problem with
accepting it since we don't know if it's right or not. First we'd want
to figure out what is meant then evaluate it.



Any of these criticisms could itself be criticized. They are pretty
good types of criticism in general but might be the wrong way to
approach a particular discussion.

This is pretty abstract. For any particular issue you can look at
examples of real criticisms. You can find many examples in BoI. For
example, BoI criticizes induction, empiricism, creationism,
sustainability, the principle of mediocrity and certain ideas about
voting. Each of those provides concrete examples of criticisms.

 What kinds of content (ideas) should the criticism have?

To criticize an idea, say what's bad about it. Raise some problem.

I am looking for "rules of the road" for this list as well as for "best practices" for 
the conduct of science.

Thanks for any help and linked examples you may be able to provide.

There is a lot of scope for creativity and imagination. I'd say that
epistemology gives somewhat loose constraints. Within certain
boundaries, there is a lot of scope to try many approaches, rather
than just one best one.

One way to look at it: stuff falling outside the boundaries often gets
criticized as irrational. But within the cateogry "reason" there's
many options.

-- 



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Money as explanation part 4: two party interaction
Date: May 15, 2013 at 3:34 PM

On Tue, May 14, 2013 at 3:27 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On
On Mon, May 13, 2013 at 6:10 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Monday, May 13, 2013 8:26 PM Anonymous Email <anonymous@curi.us> 
wrote:

If you please, you tell me what ways of proceeding would work well.

I would also appreciate it if you would give me a reference to a post and thread 
in which BoI is discussed well by astute list members so I can see examples of 
the understanding you say I lack.

http://groups.google.com/group/beginning-of-
infinity/browse_thread/thread/cc419e5423062b5b/fa7f9dd8af7be473#fa7f9dd8
af7be473

It's hard for me to tell you how to proceed, because I do not know your 
preferences and values. For example, it might be a good idea for you >to read 
a few hundred list posts. If you would enjoy that, I recommend it. But if you 
wouldn't, then don't suffer through it. (More
precisely: if you would enjoy starting to read some, then start. And continue as 
long as you enjoy it.)

You could also answer posts on various topics. By asking questions, posting 
your own version of important ideas and asking if you have it right, >trying to 
point out mistakes and improvements, explaining connections between ideas, 
and more.

I found this set of statements by Elliot Temple from
https://groups.google.com/forum/?fromgroups=#!topic/beginning-of-
infinity/gdZ3Y6eqgHE
in the last Elliot post on that topic (January 4, 2013).

http://groups.google.com/group/beginning-of-infinity/browse_thread/thread/cc419e5423062b5b/fa7f9dd8af7be473#fa7f9dd8af7be473
https://groups.google.com/forum/?fromgroups=#!topic/beginning-of-infinity/gdZ3Y6eqgHE


BEGIN QUOTE
One way to deny legitimacy is to insist that some ideas are too bad to be 
considered. To try not to allow them into rational debate at all. This is a hostile 
attitude to those ideas. And when it's done to the ideas a list is supposed to be 
about, it is unacceptable, and the person doing it does not belong on that list.

Another way is to deny that some ideas exist at all. Or to deny that anyone (or 
anyone legitimate/reasonable/sane) actually believes or advocates them. This 
often involves insisting opponents do not mean what they say, and trying to 
reinterpret them as meaning something contrary to their positions.
END QUOTE

It appears that it is the legitimacy of ideas rather than the legitimacy of persons 
that is being discussed.

Are these means of denying legitimacy to be avoided if at all possible?

I think so. And I think it's always possible. Can anyone think of any
example where they would be good to do, or unavoidable?



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Money as explanation part 2: it's amoral
Date: May 15, 2013 at 4:02 PM

On Wed, May 15, 2013 at 4:54 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Tuesday, May 14, 2013 9:18 PM Anonymous Email <anonymous@curi.us> 
wrote:

On Tue, May 14, 2013 at 5:43 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

Mises is describing a two party trade of money for goods.  In my system the 
producer is trading net benefit for money, a three party interaction.  One 
aspect of producing net benefit is the giving of production goods.  Another is 
the realization of net benefit.  A third aspect is the paying of money for the 
realized net benefits.  The money in my system does function as a medium of 
exchange.  So in effect, production goods are being traded for money.  It's 
just not in a way we are used to.

Could you please tell us how your system works?

I am trying to but the concepts are not ones with which you are familiar.  The 
best / easiest way to understand is to read (or listen to) my novel "Invisible 
Hand" at http://www.nopom.info/  (no ads there).

Who is the third party you refer to?

The third party is the payer(s) whose role is to decide how much benefit (and / 
or harm) has come about as a consequence of human actions.  Obviously that 
judgment is bound to be subjective which is why a free market "regulates" 
payments.  (Exactly in the fashion that a free market with physical object money 
would work if there could be a true free market with physical object money.)

Who decides how much benefit there is and therefore how much money is 
earned? What if people disagree about what is beneficial or how >much so?

People will disagree.  That's the nature of a free market.  The disagreements 
are handled just as prices are handled when people disagree about the "value" 

http://www.nopom.info/


(to them at the moment) in a free market.  If a producer disagrees, he can do 
something else or work where different payers will be judging his efforts.  If a 
consumer disagrees, he can deny the payers his approval or express 
disapproval.

So who gets to be a payer? What if someone else wants to be the payer
instead and they disagree? How does it work? Isn't adding an extra
person to make some decision for every economic transaction a huge
amount of additional labor?

How are conflicts handled when two people want the same free non-luxury? 
How is scarcity handled for non-luxuries?

The owner of the non-luxury is completely free to do with it as he likes.  Just 
because someone wants that item does not put the owner under any obligation.  
So each of the persons who would like to consume (necessity) or use 
(production good) the non-luxury can make his case to the owner of that kind of 
good.

So instead of going to the store to buy bread, now I may to argue with
people about why I need bread? How is that not hell?

Today, I can trade money for bread. If the person wants bread again,
they can use that money to buy bread. But in your system, money
doesn't get you bread. If you give up bread you get money, but you
cannot give up money to get bread again (or to get any other
non-luxury).

So for exchange of non-luxuries, like your bread for my sugar, we'll
have to barter...?

Scarcity of necessities results in the owners "rationing" their property.  The 
behavior is a result of the market, of course.  Doing so maximizes their income.  
There is no imposed rationing by any organization.  Naturally, the monetary 
rewards for reducing the scarcity would be greater (free markets work that way) 
than for other production while the scarcity lasted depending on how important 
the effects of the scarcity were.



But because the monetary rewards cannot buy most things, many people
may not be interested.

You claim your money is a medium of exchange (for all types of goods).
But how is it a medium of exchange for factories? I can give/sell my factory to 
someone. It benefits him and I get money. However more >money doesn't help 
me get a different factory, it only helps me get luxuries. I cannot exchange my 
capital goods for other capital goods via >your money. So aren't you mistaken? 
Is it possible that you don't know what a medium of exchange is?

The way to get someone to give you a factory is to have a good business plan 
showing how you would generate large amounts of net benefits.  It's strikingly 
similar to going to a bank or other lender / investor today to borrow money to 
buy a factory.  It's just that you cut out the "middle man" in going directly to the 
owner.  If you have a good reputation and have been very successful at earning 
money (for yourself and those who gave you capital goods and services) then 
you will likely get a factory.

But then he gives me the factory and he gets "money", which he cannot
use to buy a different factory. He also cannot use it to buy bread,
timber or most other things.

(By the way, anything can be a production good. There is no objective
definition of which things are luxuries or not.)

When a luxury is bought, the buyer's money is reduced and the seller gains 
money. The total amount of money stays equal. When a non-luxury >is bought, 
the buyer's money isn't reduced (because those are free) but the seller's 
money is increased. Therefore your system is inflationary -- >the money supply 
keeps going up and up. How do you address this large problem?

In my system when a luxury is bought, the money ceases to exist.  The 
producers of the luxury will receive some money soon (within a month?) for that 
benefit and may receive more later if other benefits become apparent later.  The 
amount the producers receive will be less than the money paid by the 
purchaser.  (For argument's sake we could say one third as much but the actual 
proportion would depend on the relative amount of luxury production and market 
forces (like the need for some kind of capital production being unusually high, 



for example).)

So you're telling me if I sell 100 luxuries I will receive enough
money for them in order to buy 33 equally good luxuries? (And I
couldn't buy anything else with that money.) Who would want to get
into the luxury selling business then!?

My guess is you haven't adequately considered the answers to all these 
questions. I would suggest that you temporarily stop discussing this >topic and 
come back to it later. However if you really think you have full complete correct 
answers to all these issues, and wish to continue >discussing money 
immediately, then it's important that you answer these questions (and many 
more, these are just to get started).

You are not familiar with my system which is only natural.  I would suggest that 
we come back to this topic later, especially if you first read or listen to my novel.  
Then you will be quite able to write knowledgably about the flaws in my system.  
The novel will answer not just all the questions you have raised above but a 
host of others on issues you have not touched.

You have not persuaded me that your novel is worth my time.

I realize some of these questions have been asked before. But I don't 
understand how discussing your money is supposed to be productive if >you 
don't explain how your money works.

It is quite difficult to explain how my money works in that we have so very many 
"unconscious" assumptions about money

Maybe some people do, but I have many conscious theories about money.
I've studied it some. Perhaps I have some assumptions too, but the
conscious theories are clashing with what you say and are the
motivaton for my objections.

If you wanted to impress me, what you would do is say, "I know what



theories you are talking about. I have studied them." And then
continue either "And here is where they are wrong. [Then you refute
Mises and others in major ways.]" or else "And here is why they do not
contradict what I'm saying. [Then you explain what Mises and others
were getting at, and what you're getting at, and how it might seem
incompatible -- and you understand that -- but actually it is
compatible.]"

But you haven't done anything like this. Instead you've shown every
sign of having no clue what you're talking about.



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Money as explanation part 2: it's amoral
Date: May 15, 2013 at 4:51 PM

On Wednesday, May 15, 2013 4:03 PM Anonymous Email 
<anonymous@curi.us> wrote:

On Wed, May 15, 2013 at 4:54 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Tuesday, May 14, 2013 9:18 PM Anonymous Email <anonymous@curi.us> 
wrote:

On Tue, May 14, 2013 at 5:43 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

Mises is describing a two party trade of money for goods.  In my system the 
producer is trading net benefit for money, a three party interaction.  One 
aspect of producing net benefit is the giving of production goods.  Another is 
the realization of net benefit.  A third aspect is the paying of money for the 
realized net benefits.  The money in my system does function as a medium 
of exchange.  So in effect, production goods are being traded for money.  
It's just not in a way we are used to.

Could you please tell us how your system works?

I am trying to but the concepts are not ones with which you are familiar.  The 
best / easiest way to understand is to read (or listen to) my novel "Invisible 
Hand" at http://www.nopom.info/  (no ads there).

Who is the third party you refer to?

The third party is the payer(s) whose role is to decide how much
benefit (and / or harm) has come about as a consequence of human
actions.  Obviously that judgment is bound to be subjective which is
why a free market "regulates" payments.  (Exactly in the fashion that
a free market with physical object money would work if there could be
a true free market with physical object money.)

http://www.nopom.info/


Who decides how much benefit there is and therefore how much money is 
earned? What if people disagree about what is beneficial or how >>much so?

People will disagree.  That's the nature of a free market.  The disagreements 
are handled just as prices are handled when people disagree about the "value" 
(to them at the moment) in a free market.  If a producer disagrees, he can do 
something else or work where different payers will be judging his efforts.  If a 
consumer disagrees, he can deny the payers his approval or express 
disapproval.

So who gets to be a payer? What if someone else wants to be the payer instead 
and they disagree? How does it work? Isn't adding an extra >person to make 
some decision for every economic transaction a huge amount of additional 
labor?

Anyone who wishes to become a payer may do so and no one can be forced to 
be a payer.

How are conflicts handled when two people want the same free non-luxury? 
How is scarcity handled for non-luxuries?

The owner of the non-luxury is completely free to do with it as he likes.  Just 
because someone wants that item does not put the owner >>under any 
obligation.  So each of the persons who would like to consume (necessity) or 
use (production good) the non-luxury can make his >>case to the owner of that 
kind of good.

So instead of going to the store to buy bread, now I may to argue with people 
about why I need bread? How is that not hell?

People who give you bread get paid for doing so.  That's strikingly similar from 
their point of view to you paying them for bread except with my system they don't 
have to care whether you have any money or not.  Therefore everyone who 
produces bread has a motive to give you bread to eat.  Or would you rather 
starve for lack of money in our current system.

Today, I can trade money for bread. If the person wants bread again, they can 



use that money to buy bread. But in your system, money >doesn't get you 
bread. If you give up bread you get money, but you cannot give up money to get 
bread again (or to get any other non-luxury).

You can buy luxury breads if you'd like.  :-)  You cannot give up money to get 
anything designated as a "necessity."

So for exchange of non-luxuries, like your bread for my sugar, we'll have to 
barter...?

You receive necessities without having to pay.  Producers of luxuries get paid for 
their production and distribution to people who need them.  Therefore the 
production end provides the benefits of necessities and gets paid.   I suggest that 
this system is much more dependable and one is much more independent with 
this system than having to acquire money to get necessities.

Scarcity of necessities results in the owners "rationing" their property.  The 
behavior is a result of the market, of course.  Doing so maximizes >>their 
income.  There is no imposed rationing by any organization.  Naturally, the 
monetary rewards for reducing the scarcity would be greater >>(free markets 
work that way) than for other production while the scarcity lasted depending on 
how important the effects of the scarcity ??>>were.

But because the monetary rewards cannot buy most things, many people may 
not be interested.

The vast majority of people like luxuries in my experience.  Perhaps I am in error 
about that.  It does seem, however, that in the recent recession that the luxury 
consumer goods continued to sell well.

You claim your money is a medium of exchange (for all types of goods).
But how is it a medium of exchange for factories? I can give/sell my factory to 
someone. It benefits him and I get money. However more >>>money doesn't 
help me get a different factory, it only helps me get luxuries. I cannot 
exchange my capital goods for other capital goods via >>>your money. So 
aren't you mistaken? Is it possible that you don't know what a medium of 
exchange is?

The way to get someone to give you a factory is to have a good business plan 



showing how you would generate large amounts of net benefits.  It's strikingly 
similar to going to a bank or other lender / investor today to borrow money to 
buy a factory.  It's just that you cut out the "middle man" in going directly to the 
owner.  If you have a good reputation and have been very successful at 
earning money (for yourself and those who gave you capital goods and 
services) then you will likely get a factory.

But then he gives me the factory and he gets "money", which he cannot use to 
buy a different factory. He also cannot use it to buy bread, >timber or most other 
things.

That is correct.

(By the way, anything can be a production good. There is no objective definition 
of which things are luxuries or not.)

I understood the phrase "production good" to refer to capital goods.  I see that 
you use it to refer to anything produced.  When I used the term I used it to refer 
only to capital goods.

When a luxury is bought, the buyer's money is reduced and the seller gains 
money. The total amount of money stays equal. When a non-luxury >is 
bought, the buyer's money isn't reduced (because those are free) but the 
seller's money is increased. Therefore your system is inflationary -- >the 
money supply keeps going up and up. How do you address this large 
problem?

In my system when a luxury is bought, the money ceases to exist.  The
producers of the luxury will receive some money soon (within a month?)
for that benefit and may receive more later if other benefits become
apparent later.  The amount the producers receive will be less than
the money paid by the purchaser.  (For argument's sake we could say
one third as much but the actual proportion would depend on the
relative amount of luxury production and market forces (like the need
for some kind of capital production being unusually high, for
example).)

So you're telling me if I sell 100 luxuries I will receive enough money for them in 
order to buy 33 equally good luxuries? (And I couldn't buy >anything else with 



that money.) Who would want to get into the luxury selling business then!?

But you will have no overhead or cost of materials or taxes or need to spend 
money on necessities.  So you will end up with a higher standard of living.

My guess is you haven't adequately considered the answers to all these 
questions. I would suggest that you temporarily stop discussing this >>>topic 
and come back to it later. However if you really think you have full complete 
correct answers to all these issues, and wish to continue >>>discussing 
money immediately, then it's important that you answer these questions (and 
many more, these are just to get started).

You are not familiar with my system which is only natural.  I would suggest that 
we come back to this topic later, especially if you first read >>or listen to my 
novel.  Then you will be quite able to write knowledgably about the flaws in my 
system.  The novel will answer not just all the >>questions you have raised 
above but a host of others on issues you have not touched.

You have not persuaded me that your novel is worth my time.

If you are not interested enough in understanding the idea to read the novel that's 
your choice.  I only offer.  I don't demand.

I realize some of these questions have been asked before. But I don't 
understand how discussing your money is supposed to be productive if 
>>>you don't explain how your money works.

It is quite difficult to explain how my money works in that we have so
very many "unconscious" assumptions about money

Maybe some people do, but I have many conscious theories about money.
I've studied it some. Perhaps I have some assumptions too, but the conscious 
theories are clashing with what you say and are the motivaton
for my objections.

Do any of your conscious theories deal with non-transferrable media of 
exchange?

If you wanted to impress me, what you would do is say, "I know what theories 



you are talking about. I have studied them." And then continue >either "And 
here is where they are wrong. [Then you refute Mises and others in major 
ways.]" or else "And here is why they do not contradict >what I'm saying. [Then 
you explain what Mises and others were getting at, and what you're getting at, 
and how it might seem incompatible -- >and you understand that -- but actually it 
is compatible.]"

I would have to be a mind reader to know which economic theories you have 
studied.  I know almost nothing about you.
If you want me to criticize some other economic theory I am willing but I suggest 
that it's a topic for a different thread.
I note that my system uses the free market which I believe is described and 
endorsed by a number of economic theories.  So I am a strong supporter of the 
free market.  My system requires private property which I believe is also a feature 
of many economic theories.  I am also a strong supporter of private property.

Now so far as I know, what I am trying to explain is *not* something other 
economic theories try to explain.  So I don't believe that there is anything to gain 
in supporting my explanation by criticizing any other theory.  Perhaps you are 
aware of some economic theory which does address the existence of theft, 
poverty, political oppression, and so forth.  I would be interested to read about 
them.  (These theories define or otherwise acknowledge the existence of those 
conditions but do not give economic explanations.)  I am ready to be educated in 
this matter.

But you haven't done anything like this. Instead you've shown every sign of 
having no clue what you're talking about.

Which economic theory (or theories) do I have to follow to show that I have a 
clue?



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 15, 2013 at 7:20 PM

On May 15, 2013, at 4:54 AM, "Mason, Larry K" <mason@email.unc.edu> wrote:

In my system when a luxury is bought, the money ceases to exist.  The 
producers of the luxury will receive some money soon (within a month?) for that 
benefit and may receive more later if other benefits become apparent later.

Adding a month delay to many financial transactions would be an economic 
catastrophe. (Plus the uncertainty about how much you will be paid.)

And if you sell something which provides benefits over 50 years, you can't get 
fully paid for 50 years. That is utterly broken too.

And worse, if I sell/give you a couch then the payers have to keep checking on 
whether you still use the couch and how much? What about privacy? And isn't 
that kind of monitoring expensive?

But that's not even the important part. Here's what really caught my eye:

The amount the producers receive will be less than the money paid by the 
purchaser.  (For argument's sake we could say one third as much but the actual 
proportion would depend on the relative amount of luxury production and market 
forces (like the need for some kind of capital production being unusually high, 
for example).)

OK I get it now:

An implicit 66% tax on all goods deemed (by whom?) "luxuries" pays for 
everything else.

Some set of goods will be declared "luxuries" and the people who want those 
goods will work for everyone else. And for the other goods, they aren't to be 
acquired by work -- which means, they will be acquired by political pull, by favors, 
by an anything-goes system of chaos.

Congratulations, you've reinvented a form of socialism.



Maybe we should have known the moment he designed his system with 
essentially "to each according to his needs" as a driving principle. (He changed 
the other half to, "from each according to how much they want luxuries".)

Here is an appropriate obituary for this discussion:

 "What was the name of the factory?" she asked, her voice barely audible.
 "The Twentieth Century Motor Company, ma'am, of Starnesville, 
Wisconsin."
 "Go on."
 "We voted for that plan at a big meeting, with all of us present, six 
thousand of us, everybody that worked in the factory. The Starnes heirs made 
long speeches about it, and it wasn't too clear, but nobody asked any questions. 
None of us knew just how the plan would work, but every one of us thought that 
the next fellow knew it. And if anybody had doubts, he felt guilty and kept his 
mouth shut—because they made it sound like anyone who'd oppose the plan 
was a child killer at heart and less than a human being. They told us that this 
plan would achieve a noble ideal. Well, how were we to know otherwise? Hadn't 
we heard it all our lives—from our parents and our schoolteachers and our 
ministers, and in every newspaper we ever read and every movie and every 
public speech? Hadn't we always been told that this was righteous and just? 
Well, maybe there's some excuse for what we did at that meeting. Still, we voted 
for the plan—and what we got, we had it coming to us. You know, ma'am, we 
are marked men, in a way, those of us who lived through the four years of that 
plan in the Twentieth Century factory. What is it that hell is supposed to be?
 Evil—plain, naked, smirking evil, isn't it? Well, that's what we saw and 
helped to make—and I think we're damned, every one of us, and maybe we'll 
never be forgiven. . . .
 "Do you know how it worked, that plan, and what it did to people?
 Try pouring water into a tank where there's a pipe at the bottom draining it 
out faster than you pour it, and each bucket you bring breaks that pipe an inch 
wider, and the harder you work the more is demanded of you, and you stand 
slinging buckets forty hours a week, then forty-eight, then fifty-six—for your 
neighbor's supper—for his wife's operation—for his child's measles—for his 
mother's wheel chair —for his uncle's shirt—for his nephew's schooling—for the 
baby next door—for the baby to be born—for anyone anywhere around you—it's 
theirs to receive, from diapers to dentures—and yours to work, from sunup to 
sundown, month after month, year after year, with nothing to show for it but your 



sweat, with nothing in sight for you but their pleasure, for the whole of your life, 
without rest, without hope, without end. . . . From each according to his ability, to 
each according to his need. . . .
 "We're all one big family, they told us, we're all in this together.
 But you don't all stand working an acetylene torch ten hours a day—
together, and you don't all get a bellyache—together. What's whose ability and 
which of whose needs comes first? When it's all one pot, you can't let any man 
decide what his own needs are, can you? If you did, he might claim that he 
needs a yacht—and if his feelings is all you have to go by, he might prove it, too. 
Why not? If it's not right for me to own a car until I've worked myself into a 
hospital ward, earning a car for every loafer and every naked savage on earth—
why can't he demand a yacht from me, too, if I still have the ability not to have 
collapsed? No? He can't? Then why can he demand that I go without cream for 
my coffee until he's replastered his living room? . . . Oh well . . . Well, anyway, it 
was decided that nobody had the right to judge his own need or ability. We 
voted on it. Yes, ma'am, we voted on it in a public meeting twice a year. How 
else could it be done? Do you care to think what would happen at such a 
meeting? It took us just one meeting to discover that we had become beggars—
rotten, whining, sniveling beggars, all of us, because no man could claim his pay 
as his rightful earning, he had no rights and no earnings, his work didn't belong 
to him, it belonged to 'the family,' and they owed him nothing in return, and the 
only claim he had on them was his 'need'—so he had to beg in public for relief 
from his needs, like any lousy moocher, listing all his troubles and miseries, 
down to his patched drawers and his wife's head colds, hoping that 'the family' 
would throw him the alms. He had to claim miseries, because it's miseries, not 
work, that had become the coin of the realm—so it turned into a contest among 
six thousand panhandlers, each claiming that his need was worse than his 
brother's. How else could it be done? Do you care to guess what happened, 
what sort of men kept quiet, feeling shame, and what sort got away with the 
jackpot?
 "But that wasn't all. There was something else that we discovered at the 
same meeting. The factory's production had fallen by forty per cent, in that first 
half-year, so it was decided that somebody hadn't delivered 'according to his 
ability’ Who? How would you tell it? 'The family' voted on that, too. They voted 
which men were the best, and these men were sentenced to work overtime 
each night for the next six months. Overtime without pay—because you weren't 
paid by tune and you weren't paid by work, only by need.
 "Do I have to tell you what happened after that—and into what sort of 
creatures we all started turning, we who had once been human?
 We began to hide whatever ability we had, to slow down and watch like 



hawks that we never worked any faster or better than the next fellow. What else 
could we do, when we knew that if we did our best for 'the family,' it's not thanks 
or rewards that we'd get, but punishment? We knew that for every stinker who'd 
ruin a batch of motors and cost the company money—either through his 
sloppiness, because he didn't have to care, or through plain incompetence—it's 
we who'd have to pay with our nights and our Sundays. So we did our best to be 
no good.
 "There was one young boy who started out, full of fire for the noble ideal, a 
bright kid without any schooling, but with a wonderful head on his shoulders. 
The first year, he figured out a work process that saved us thousands of man-
hours. He gave it to 'the family,' didn't ask anything for it, either, couldn't ask, but 
that was all right with him. It was for the ideal, he said. But when he found 
himself voted as one of our ablest and sentenced to night work, because we 
hadn't gotten enough from him, he shut his mouth and his brain. You can bet he 
didn't come up with any ideas, the second year.
 "What was it they'd always told us about the vicious competition of the 
profit system, where men had to compete for who'd do a better job than his 
fellows? Vicious, wasn't it? Well, they should have seen what it was like when 
we all had to compete with one another for who'd do the worst job possible. 
There's no surer way to destroy a man than to force him into a spot where he 
has to aim at not doing his best, where he has to struggle to do a bad job, day 
after day. That will finish him quicker than drink or idleness or pulling stick-ups 
for a living. But there was nothing else for us to do except to fake unfitness.
 The one accusation we feared was to be suspected of ability. Ability was 
like a mortgage on you that you could never pay off. And what was there to work 
for? You knew that your basic pittance would be given to you anyway, whether 
you worked or not—your 'housing and feeding allowance,' it was called—and 
above that pittance, you had no chance to get anything, no matter how hard you 
tried. You couldn't count on buying a new suit of clothes next year—they might 
give you a 'clothing allowance' or they might not, according to whether nobody 
broke a leg, needed an operation or gave birth to more babies. And if there 
wasn't enough money for new suits for everybody, then you couldn't get yours, 
either.
 "There was one man who'd worked hard all his life, because he'd always 
wanted to send his son through college. Well, the boy graduated from high 
school in the second year of the plan—but 'the family' wouldn't give the father 
any 'allowance’ for the college. They said his son couldn't go to college, until we 
had enough to send everybody's sons to college—and that we first had to send 
everybody's children through high school, and we didn't even have enough for 
that. The father died the following year, in a knife fight with somebody in a 



saloon, a fight over nothing in particular—such fights were beginning to happen 
among us all the time.
 "Then there was an old guy, a widower with no family, who had one hobby: 
phonograph records. I guess that was all he ever got out of life. In the old days, 
he used to skip meals just to buy himself some new recording of classical 
music. Well, they didn't give him any 'allowance' for records—'personal luxury,' 
they called it. But at that same meeting, Millie Bush, somebody's daughter, a 
mean, ugly little eight-year-old, was voted a pair of gold braces for her buck 
teeth—this was 'medical need,' because the staff psychologist had said that the 
poor girl would get an inferiority complex if her teeth weren't straightened out. 
The old guy' who loved music, turned to drink, instead. He got so you never saw 
him fully conscious any more. But it seems like there was one tiling he couldn't 
forget. One night, he came staggering down the street, saw Millie Bush, swung 
his fist and knocked all her teeth out. Every one of them.
 "Drink, of course, was what we all turned to, some more, some less.
 Don't ask how we got the money for it. When all the decent pleasures are 
forbidden, there's always ways to get the rotten ones. You don't break into 
grocery stores after dark and you don't pick your fellow's pockets to buy 
classical symphonies or fishing tackle, but if it's to get stinking drunk and forget
—you do. Fishing tackle? Hunting guns?
 Snapshot cameras? Hobbies? There wasn't any 'amusement allowance' for 
anybody. 'Amusement' was the first thing they dropped. Aren't you always 
supposed to be ashamed to object when anybody asks you to give up anything, 
if it's something that gave you pleasure? Even our 'tobacco allowance' was cut 
to where we got two packs of cigarettes a month—and this, they told us, was 
because the money had to go into the babies' milk fund. Babies was the only 
item of production that didn't fall, but rose and kept on rising—because people 
had nothing else to do, I guess, and because they didn't have to care, the baby 
wasn't their burden, it was 'the family's.' In fact, the best chance you had of 
getting a raise and breathing easier for a while was a 'baby allowance.' Either 
that, or a major disease.
 "It didn't take us long to see how it all worked out. Any man who tried to 
play straight, had to refuse himself everything. He lost his taste for any pleasure, 
he hated to smoke a nickel's worth of tobacco or chew a stick of gum, worrying 
whether somebody had more need for that nickel. He felt ashamed of every 
mouthful of food he swallowed, wondering whose weary nights of overtime had 
paid for it, knowing that his food was not his by right, miserably wishing to be 
cheated rather than to cheat, to be a sucker, but not a blood-sucker.
 He wouldn't marry, he wouldn't help his folks back home, he wouldn't put 
an extra burden on 'the family.' Besides, if he still had some sort of sense of 



responsibility, he couldn't marry or bring children into the world, when he could 
plan nothing, promise nothing, count on nothing.
 But the shiftless and the irresponsible had a field day of it. They bred 
babies, they got girls into trouble, they dragged in every worthless relative they 
had from all over the country, every unmarried pregnant sister, for an extra 
'disability allowance,' they got more sicknesses than any doctor could disprove, 
they ruined their clothing, their furniture, their homes—what the hell, 'the family' 
was paying for it! They found more ways of getting in 'need' than the rest of us 
could ever imagine —they developed a special skill for it, which was the only 
ability they showed.
 "God help us, ma'am! Do you see what we saw? We saw that we'd been 
given a law to live by, a moral law, they called it, which punished those who 
observed it—for observing it. The more you tried to live up to it, the more you 
suffered; the more you cheated it, the bigger reward you got. Your honesty was 
like a tool left at the mercy of the next man's dishonesty. The honest ones paid, 
the dishonest collected.
 The honest lost, the dishonest won. How long could men stay good under 
this sort of a law of goodness? We were a pretty decent bunch of fellows when 
we started. There weren't many chiselers among us.
 We knew our jobs and we were proud of it and we worked for the best 
factory in the country, where old man Starnes hired nothing but the pick of the 
country's labor. Within one year under the new plan, there wasn't an honest man 
left among us. That was the evil, the sort of hell-horror evil that preachers used 
to scare you with, but you never thought to see alive. Not that the plan 
encouraged a few bastards, but that it turned decent people into bastards, and 
there was nothing else that it could do—and it was called a moral ideal!
 "What was it we were supposed to want to work for? For the love of our 
brothers? What brothers? For the bums, the loafers, the moochers we saw all 
around us? And whether they were cheating or plain incompetent, whether they 
were unwilling or unable—what difference did that make to us? If we were tied 
for life to the level of their unfitness, faked or real, how long could we care to go 
on? We had no way of knowing their ability, we had no way of controlling their 
needs—all we knew was that we were beasts of burden struggling blindly in 
some sort of place that was half-hospital, half-stockyards—a place geared to 
nothing but disability, disaster, disease—beasts put there for the relief of 
whatever whoever chose to say was whichever's need.
 "Love of our brothers? That's when we learned to hate our brothers for the 
first time in our lives. We began to hate them for every meal they swallowed, for 
every small pleasure they enjoyed, for one man's new shirt, for another's wife's 
hat, for an outing with their family, for a paint job on their house—it was taken 



from us, it was paid for by our privations, our denials, our hunger. We began to 
spy on one another, each hoping to catch the others lying about their needs, so 
as to cut their 'allowance' at the next meeting. We began to have stool pigeons 
who informed on people, who reported that somebody had bootlegged a turkey 
to his family on some Sunday—which he'd paid for by gambling, most likely. We 
began to meddle into one another's lives. We provoked family quarrels, to get 
somebody's relatives thrown out. Any time we saw a man starting to go steady 
with a girl, we made life miserable for him. We broke up many engagements.
 We didn't want anyone to marry, we didn't want any more dependents to 
feed.
 "In the old days, we used to celebrate if somebody had a baby, we used to 
chip in and help him out with the hospital bills, if he happened to be hard-
pressed for the moment. Now, if a baby was born, we didn't speak to the parents 
for weeks. Babies, to us, had become what locusts were to farmers. In the old 
days, we used to help a man if he had a bad illness in the family. Now—well, I’ll 
tell you about just one case. It was the mother of a man who had been with us 
for fifteen years. She was a kindly old lady, cheerful and wise, she knew us all 
by our first names and we all liked her—we used to like her. One day, she 
slipped on the cellar stairs and fell and broke her hip. We knew what that meant 
at her age. The staff doctor said that she'd have to be sent to a hospital in town, 
for expensive treatments that would take a long time. The old lady died the night 
before she was to leave for town. They never established the cause of death. 
No, I don't know whether she was murdered. Nobody said that. Nobody would 
talk about it at all. All I know is that I—and that's what I can't forget!—I, too, had 
caught myself wishing that she would die. This—may God forgive us!—was the 
brotherhood, the security, the abundance that the plan was supposed to achieve 
for us!
 "Was there any reason why this sort of horror would ever be preached by 
anybody? Was there anybody who got any profit from it? There was. The 
Starnes heirs. I hope you're not going to remind me that they'd sacrificed a 
fortune and turned the factory over to us as a gift. We were fooled by that one, 
too. Yes, they gave up the factory. But profit, ma'am, depends on what it is 
you're after. And what the Starnes heirs were after, no money on earth could 
buy.
 Money is too clean and innocent for that.

See also:

http://capitalismmagazine.com/2002/08/franciscos-money-speech/

http://capitalismmagazine.com/2002/08/franciscos-money-speech/


-- Elliot Temple
http://curi.us/

http://curi.us/


From: Anonymous Email <anonymous@curi.us>
Cc: beginning-of-infinity@googlegroups.com
Subject: [BoI] Beginner's Guide To Posting
Date: May 16, 2013 at 6:21 AM

Posting for beginners:

Don't be overly ambitious. Quoting is hard? Nesting is hard? Keep it simple.

Write one email per topic. Set an appropriate subject line. That means:

Shiny New Subject Line (was: Previous Subject Line)

In your email, don't go back and forth quote, reply, quote, reply,
quote reply. That's too ambitious. If you do that, people will reply
to each part, possibly a couple times per part. It will get long and
hard to deal with.

Quote one paragraph (a couple if they are short and go together)
saying one thing. Only quote one person. No nested quotes.

You must mark the quote as a quote. If it looks identical to your own
text, that's really bad.

However, even if you do it wrong your post will still be readable
because of the simple organization. If you write a more complicated
type of post with nesting and multiple sections, quoting pretty must
has to be perfect. But with this simple posting style, as long as you
do something to quote it'll probably work out OK enough.

The main point of formatting rules is they are necessary for
organizing more complicated discussions. If you keep things simple,
formatting mistakes are less important.

Write your reply below the quote. Your entire post will be in one
section, all together.

Make your reply from one to five paragraphs. No more. If you have more
to say that you can't fit, split it up as separate emails for each
point you want to make.



Keep your paragraphs short. See this email? See what the paragraphs
look like? That's good. That's a goal to aim for. It's OK if you don't
succeed. If your paragraphs are three times longer than this example,
maybe you're doing OK still. If they are ten times longer, you can
pretty much assume no one is going to understand your point.

With this approach per posting, it will be clear what you are replying
to. If you quote an entire email and reply at the bottom (or worse,
top) then it's hard to tell specifically what text you're trying to
answer.

This may take some getting used to. Most people don't have a clear
idea in their mind of what text they are replying to when they write
replies. But that's a good skill to learn!

One third of your posts should be questions. When you ask a question
to understand what someone is saying better or get something
clarified, don't also argue a bunch of stuff. Just explain the
question and ask it.

-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: Re: [BoI] Force (was: Money as explanation part 4: two party interaction)
Date: May 16, 2013 at 10:39 AM

On Tue, May 14, 2013 at 9:29 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Tuesday, May 14, 2013 10:04 AM Rami Rustom <rombomb@gmail.com> 
wrote:

On Mon, May 13, 2013 at 7:57 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Monday, May 13, 2013 4:57 PM Rami Rustom <rombomb@gmail.com> 
wrote:

On Mon, May 13, 2013 at 11:49 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Monday, May 13, 2013 10:10 AM Rami Rustom 
<rombomb@gmail.com> wrote:

On Mon, May 13, 2013 at 7:29 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

Force? What are you talking about? Are you using that as a metaphor?
Or do you mean it literally? If metaphor, what is the literal meaning?

I am talking about the nature of our money resulting in the existence of 
certain problems.  Theft of money is an example.

So you're saying that the nature of our money causes people to steal?

No.  I am saying that if money _can be_ stolen and if almost all adults want 
more money than they have then money will be stolen.

So you brought up two things:

(1) that our existing money causes problems, which is that money *can be* 
stolen.



The problem given in the example is that money *will* be stolen.  The reason 
given being that it *can* be stolen and that of the many people who want more 
money *some* will yield to the temptation to steal money.

But that assumes that some people will always have evil ideas, namely
about willingness to do stuff to people against their will. Why do you
assume that?

(2) that (1) isn't a problem unless an *adult wants more money than he has 
[and is willing to take it from another person against his will]*.

Out of all the people who want money some will be willing to take it from another 
person against his will.

Even in the future? Don't you think that those evil memes are unfit
and so they will lose to the good memes?

Note that (2) is a rewording of something you said before, that Elliot already 
criticized (and you evaded the criticism). You said that you want to create a 
money that can't be stolen. Elliot said that that is impossible, and that trying to 
do it is bad. And you changed your position (in order to evade the criticism) 
saying that your new money is not perfect, it still causes problems, and I think 
you mean that it can still be stolen, but that the theft will be much less, but I 
haven't heard your explanation of how (how it could be stolen, and how it'll be 
less than the existing money).

You are mistaken when you write " I think you mean that it can still be stolen,".  
That is not at all what I meant.

Other things may be stolen in my system but not money.  I do not think my 
system is perfect since we are only human.  It's just a major improvement.

How is it an improvement? What problem does it solve that existing
money doesn't solve?



Note that (1) is a problem for both kinds of money, the existing one and your 
new one. You've said that both moneys can be stolen, so that raises the 
question: If there is a person that wants more money and is willing to take it 
from another person against his will, why would your new money prevent him 
from stealing it? Whatever your answer is, that contradicts your changed 
position which is that your new money can still be stolen.

I have *not* said that my system makes the stealing of money possible.

The money in my system is not transferrable.

Any economy having a physical object money will experience theft of 
money by various means.

Why do you say that the economy experiences theft? Who is the active 
agent in the decision to steal? The economy or the person?

I say it because we are taking the point of view of the society / economy as a 
whole.   (See the answer above.)

But economies don't *act*. People do.

But we can take the point of view of things other than human beings.  We can 
even take the point of view of fictional characters.

Fictional characters are hypothetical persons, persons that make
decisions. Groups of people are not hypothetical persons, groups don't
make decisions.

So it's pretty easy to view the effects of something upon a nation or a society or 
an economy or a company or other social arrangement of people.

Taxes are another "feature" which all nations using a physical object 
money possess.

No. We do taxes because governments need money to do things. Taxes 
exist because governments exist. Taxes are not a result of money.



If money could not be taken against the will of the owner there would be no 
taxes.  If the government could not take money there would be no taxes.

If a government does not have taxes, then how does it fund its activities?

It doesn't.  In my system the government has no money and spends no money.  
In fact, there's almost no government at all.

Two things that don't make sense.

(1) What are the government's few duties in your system? Isn't one of
them to control who is and who isn't a payer? Isn't one of them to
control which things are deemed luxuries vs necessities? Aren't these
things *huge* duties? Explain how these things work.

(2) If government exists ("there's almost no government at all"), then
it needs to fund its activities. So how does it do that if not by
taxes?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Rand? indicts physical object money.
Date: May 19, 2013 at 9:12 AM

On Wednesday, May 15, 2013 7:20 PM Elliot Temple <curi@curi.us> wrote:

Elliot quotes from Ayn Rand (I believe, he doesn't say what the speech he quotes 
is from) as follows:
BEGIN ELLIOT'S SECTION
Here is an appropriate obituary for this discussion:

 "What was the name of the factory?" she asked, her voice barely audible.
 "The Twentieth Century Motor Company, ma'am, of Starnesville, 
Wisconsin."
 "Go on."
 "We voted for that plan at a big meeting, with all of us present, six 
thousand of us, everybody that worked in the factory. The Starnes heirs made 
long speeches about it, and it wasn't too clear, but nobody asked any questions. 
None of us knew just how the plan would work, but every one of us thought that 
the next fellow knew it. And if anybody had doubts, he felt guilty and kept his 
mouth shut-because they made it sound like anyone who'd oppose the plan was 
a child killer at heart and less than a human being. They told us that this plan 
would achieve a noble ideal. Well, how were we to know otherwise? Hadn't we 
heard it all our lives-from our parents and our schoolteachers and our ministers, 
and in every newspaper we ever read and every movie and every public 
speech? Hadn't we always been told that this was righteous and just? Well, 
maybe there's some excuse for what we did at that meeting. Still, we voted for 
the plan-and what we got, we had it coming to us. You know, ma'am, we are 
marked men, in a way, those of us who lived through the four years of that plan 
in the Twentieth Century factory. What is it that hell is supposed to be?
 Evil-plain, naked, smirking evil, isn't it? Well, that's what we saw and 
helped to make-and I think we're damned, every one of us, and maybe we'll 
never be forgiven. . . .
 "Do you know how it worked, that plan, and what it did to people?
 Try pouring water into a tank where there's a pipe at the bottom draining it 
out faster than you pour it, and each bucket you bring breaks that pipe an inch 
wider, and the harder you work the more is demanded of you, and you stand 
slinging buckets forty hours a week, then forty-eight, then fifty-six-for your 
neighbor's supper-for his wife's operation-for his child's measles-for his mother's 



wheel chair -for his uncle's shirt-for his nephew's schooling-for the baby next 
door-for the baby to be born-for anyone anywhere around you-it's theirs to 
receive, from diapers to dentures-and yours to work, from sunup to sundown, 
month after month, year after year, with nothing to show for it but your sweat, 
with nothing in sight for you but their pleasure, for the whole of your life, without 
rest, without hope, without end. . . . From each according to his ability, to each 
according to his need. . . .
 "We're all one big family, they told us, we're all in this together.
 But you don't all stand working an acetylene torch ten hours a day-
together, and you don't all get a bellyache-together. What's whose ability and 
which of whose needs comes first? When it's all one pot, you can't let any man 
decide what his own needs are, can you? If you did, he might claim that he 
needs a yacht-and if his feelings is all you have to go by, he might prove it, too. 
Why not? If it's not right for me to own a car until I've worked myself into a 
hospital ward, earning a car for every loafer and every naked savage on earth-
why can't he demand a yacht from me, too, if I still have the ability not to have 
collapsed? No? He can't? Then why can he demand that I go without cream for 
my coffee until he's replastered his living room? . . . Oh well . . . Well, anyway, it 
was decided that nobody had the right to judge his own need or ability. We 
voted on it. Yes, ma'am, we voted on it in a public meeting twice a year. How 
else could it be done? Do you care to think what would happen at such a 
meeting? It took us just one meeting to discover that we had become beggars-
rotten, whining, sniveling beggars, all of us, because no man could claim his pay 
as his rightful earning, he had no rights and no earnings, his work didn't belong 
to him, it belonged to 'the family,' and they owed him nothing in return, and the 
only claim he had on them was his 'need'-so he had to beg in public for relief 
from his needs, like any lousy moocher, listing all his troubles and miseries, 
down to his patched drawers and his wife's head colds, hoping that 'the family' 
would throw him the alms. He had to claim miseries, because it's miseries, not 
work, that had become the coin of the realm-so it turned into a contest among 
six thousand panhandlers, each claiming that his need was worse than his 
brother's. How else could it be done? Do you care to guess what happened, 
what sort of men kept quiet, feeling shame, and what sort got away with the 
jackpot?
 "But that wasn't all. There was something else that we discovered at the 
same meeting. The factory's production had fallen by forty per cent, in that first 
half-year, so it was decided that somebody hadn't delivered 'according to his 
ability' Who? How would you tell it? 'The family' voted on that, too. They voted 
which men were the best, and these men were sentenced to work overtime 
each night for the next six months. Overtime without pay-because you weren't 



paid by tune and you weren't paid by work, only by need.
 "Do I have to tell you what happened after that-and into what sort of 
creatures we all started turning, we who had once been human?
 We began to hide whatever ability we had, to slow down and watch like 
hawks that we never worked any faster or better than the next fellow. What else 
could we do, when we knew that if we did our best for 'the family,' it's not thanks 
or rewards that we'd get, but punishment? We knew that for every stinker who'd 
ruin a batch of motors and cost the company money-either through his 
sloppiness, because he didn't have to care, or through plain incompetence-it's 
we who'd have to pay with our nights and our Sundays. So we did our best to be 
no good.
 "There was one young boy who started out, full of fire for the noble ideal, a 
bright kid without any schooling, but with a wonderful head on his shoulders. 
The first year, he figured out a work process that saved us thousands of man-
hours. He gave it to 'the family,' didn't ask anything for it, either, couldn't ask, but 
that was all right with him. It was for the ideal, he said. But when he found 
himself voted as one of our ablest and sentenced to night work, because we 
hadn't gotten enough from him, he shut his mouth and his brain. You can bet he 
didn't come up with any ideas, the second year.
 "What was it they'd always told us about the vicious competition of the 
profit system, where men had to compete for who'd do a better job than his 
fellows? Vicious, wasn't it? Well, they should have seen what it was like when 
we all had to compete with one another for who'd do the worst job possible. 
There's no surer way to destroy a man than to force him into a spot where he 
has to aim at not doing his best, where he has to struggle to do a bad job, day 
after day. That will finish him quicker than drink or idleness or pulling stick-ups 
for a living. But there was nothing else for us to do except to fake unfitness.
 The one accusation we feared was to be suspected of ability. Ability was 
like a mortgage on you that you could never pay off. And what was there to work 
for? You knew that your basic pittance would be given to you anyway, whether 
you worked or not-your 'housing and feeding allowance,' it was called-and 
above that pittance, you had no chance to get anything, no matter how hard you 
tried. You couldn't count on buying a new suit of clothes next year-they might 
give you a 'clothing allowance' or they might not, according to whether nobody 
broke a leg, needed an operation or gave birth to more babies. And if there 
wasn't enough money for new suits for everybody, then you couldn't get yours, 
either.
 "There was one man who'd worked hard all his life, because he'd always 
wanted to send his son through college. Well, the boy graduated from high 
school in the second year of the plan-but 'the family' wouldn't give the father any 



'allowance' for the college. They said his son couldn't go to college, until we had 
enough to send everybody's sons to college-and that we first had to send 
everybody's children through high school, and we didn't even have enough for 
that. The father died the following year, in a knife fight with somebody in a 
saloon, a fight over nothing in particular-such fights were beginning to happen 
among us all the time.
 "Then there was an old guy, a widower with no family, who had one hobby: 
phonograph records. I guess that was all he ever got out of life. In the old days, 
he used to skip meals just to buy himself some new recording of classical 
music. Well, they didn't give him any 'allowance' for records-'personal luxury,' 
they called it. But at that same meeting, Millie Bush, somebody's daughter, a 
mean, ugly little eight-year-old, was voted a pair of gold braces for her buck 
teeth-this was 'medical need,' because the staff psychologist had said that the 
poor girl would get an inferiority complex if her teeth weren't straightened out. 
The old guy' who loved music, turned to drink, instead. He got so you never saw 
him fully conscious any more. But it seems like there was one tiling he couldn't 
forget. One night, he came staggering down the street, saw Millie Bush, swung 
his fist and knocked all her teeth out. Every one of them.
 "Drink, of course, was what we all turned to, some more, some less.
 Don't ask how we got the money for it. When all the decent pleasures are 
forbidden, there's always ways to get the rotten ones. You don't break into 
grocery stores after dark and you don't pick your fellow's pockets to buy 
classical symphonies or fishing tackle, but if it's to get stinking drunk and forget-
you do. Fishing tackle? Hunting guns?
 Snapshot cameras? Hobbies? There wasn't any 'amusement allowance' for 
anybody. 'Amusement' was the first thing they dropped. Aren't you always 
supposed to be ashamed to object when anybody asks you to give up anything, 
if it's something that gave you pleasure? Even our 'tobacco allowance' was cut 
to where we got two packs of cigarettes a month-and this, they told us, was 
because the money had to go into the babies' milk fund. Babies was the only 
item of production that didn't fall, but rose and kept on rising-because people 
had nothing else to do, I guess, and because they didn't have to care, the baby 
wasn't their burden, it was 'the family's.' In fact, the best chance you had of 
getting a raise and breathing easier for a while was a 'baby allowance.' Either 
that, or a major disease.
 "It didn't take us long to see how it all worked out. Any man who tried to 
play straight, had to refuse himself everything. He lost his taste for any pleasure, 
he hated to smoke a nickel's worth of tobacco or chew a stick of gum, worrying 
whether somebody had more need for that nickel. He felt ashamed of every 
mouthful of food he swallowed, wondering whose weary nights of overtime had 



paid for it, knowing that his food was not his by right, miserably wishing to be 
cheated rather than to cheat, to be a sucker, but not a blood-sucker.
 He wouldn't marry, he wouldn't help his folks back home, he wouldn't put 
an extra burden on 'the family.' Besides, if he still had some sort of sense of 
responsibility, he couldn't marry or bring children into the world, when he could 
plan nothing, promise nothing, count on nothing.
 But the shiftless and the irresponsible had a field day of it. They bred 
babies, they got girls into trouble, they dragged in every worthless relative they 
had from all over the country, every unmarried pregnant sister, for an extra 
'disability allowance,' they got more sicknesses than any doctor could disprove, 
they ruined their clothing, their furniture, their homes-what the hell, 'the family' 
was paying for it! They found more ways of getting in 'need' than the rest of us 
could ever imagine -they developed a special skill for it, which was the only 
ability they showed.
 "God help us, ma'am! Do you see what we saw? We saw that we'd been 
given a law to live by, a moral law, they called it, which punished those who 
observed it-for observing it. The more you tried to live up to it, the more you 
suffered; the more you cheated it, the bigger reward you got. Your honesty was 
like a tool left at the mercy of the next man's dishonesty. The honest ones paid, 
the dishonest collected.
 The honest lost, the dishonest won. How long could men stay good under 
this sort of a law of goodness? We were a pretty decent bunch of fellows when 
we started. There weren't many chiselers among us.
 We knew our jobs and we were proud of it and we worked for the best 
factory in the country, where old man Starnes hired nothing but the pick of the 
country's labor. Within one year under the new plan, there wasn't an honest man 
left among us. That was the evil, the sort of hell-horror evil that preachers used 
to scare you with, but you never thought to see alive. Not that the plan 
encouraged a few bastards, but that it turned decent people into bastards, and 
there was nothing else that it could do-and it was called a moral ideal!
 "What was it we were supposed to want to work for? For the love of our 
brothers? What brothers? For the bums, the loafers, the moochers we saw all 
around us? And whether they were cheating or plain incompetent, whether they 
were unwilling or unable-what difference did that make to us? If we were tied for 
life to the level of their unfitness, faked or real, how long could we care to go 
on? We had no way of knowing their ability, we had no way of controlling their 
needs-all we knew was that we were beasts of burden struggling blindly in some 
sort of place that was half-hospital, half-stockyards-a place geared to nothing 
but disability, disaster, disease-beasts put there for the relief of whatever 
whoever chose to say was whichever's need.



 "Love of our brothers? That's when we learned to hate our brothers for the 
first time in our lives. We began to hate them for every meal they swallowed, for 
every small pleasure they enjoyed, for one man's new shirt, for another's wife's 
hat, for an outing with their family, for a paint job on their house-it was taken 
from us, it was paid for by our privations, our denials, our hunger. We began to 
spy on one another, each hoping to catch the others lying about their needs, so 
as to cut their 'allowance' at the next meeting. We began to have stool pigeons 
who informed on people, who reported that somebody had bootlegged a turkey 
to his family on some Sunday-which he'd paid for by gambling, most likely. We 
began to meddle into one another's lives. We provoked family quarrels, to get 
somebody's relatives thrown out. Any time we saw a man starting to go steady 
with a girl, we made life miserable for him. We broke up many engagements.
 We didn't want anyone to marry, we didn't want any more dependents to 
feed.
 "In the old days, we used to celebrate if somebody had a baby, we used to 
chip in and help him out with the hospital bills, if he happened to be hard-
pressed for the moment. Now, if a baby was born, we didn't speak to the parents 
for weeks. Babies, to us, had become what locusts were to farmers. In the old 
days, we used to help a man if he had a bad illness in the family. Now-well, I'll 
tell you about just one case. It was the mother of a man who had been with us 
for fifteen years. She was a kindly old lady, cheerful and wise, she knew us all 
by our first names and we all liked her-we used to like her. One day, she slipped 
on the cellar stairs and fell and broke her hip. We knew what that meant at her 
age. The staff doctor said that she'd have to be sent to a hospital in town, for 
expensive treatments that would take a long time. The old lady died the night 
before she was to leave for town. They never established the cause of death. 
No, I don't know whether she was murdered. Nobody said that. Nobody would 
talk about it at all. All I know is that I-and that's what I can't forget!-I, too, had 
caught myself wishing that she would die. This-may God forgive us!-was the 
brotherhood, the security, the abundance that the plan was supposed to achieve 
for us!
 "Was there any reason why this sort of horror would ever be preached by 
anybody? Was there anybody who got any profit from it? There was. The 
Starnes heirs. I hope you're not going to remind me that they'd sacrificed a 
fortune and turned the factory over to us as a gift. We were fooled by that one, 
too. Yes, they gave up the factory. But profit, ma'am, depends on what it is 
you're after. And what the Starnes heirs were after, no money on earth could 
buy.
 Money is too clean and innocent for that.



See also:

http://capitalismmagazine.com/2002/08/franciscos-money-speech/
END ELLIOT'S SECTION

Clearly this describes how fraud and other features of physical object money tend 
to destroy not just quality production but ethics and morality as well.  The 
"Starnes heirs" appear to have acquired quite a lot of money as a result of their 
"gift" to the employees.  Certainly somebody was getting physical object money 
(until the business collapsed, I suppose).  The Starnes seem to have kept control 
of the factory's income.

http://capitalismmagazine.com/2002/08/franciscos-money-speech/


From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 10:04 AM

On Wednesday, May 15, 2013 7:20 PM Elliot Temple <curi@curi.us> wrote:

On May 15, 2013, at 4:54 AM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

The amount the producers receive will be less than the money paid by the 
purchaser.  (For argument's sake we could say one third as much but the 
actual proportion would depend on the relative amount of luxury production 
and market forces (like the need for some kind of capital production being 
unusually high, for example).)

OK I get it now:

An implicit 66% tax on all goods deemed (by whom?) "luxuries" pays for 
everything else.

Some set of goods will be declared "luxuries" and the people who want those 
goods will work for everyone else. And for the other goods, they aren't to be 
acquired by work -- which means, they will be acquired by political pull, by 
favors, by an anything-goes system of chaos.

Congratulations, you've reinvented a form of socialism.

Maybe we should have known the moment he designed his system with 
essentially "to each according to his needs" as a driving principle. (He changed 
the other half to, "from each according to how much they want luxuries".)

Let's compare a business (retail) owner's situation with physical object money 
(POM) with that of a business owner's situation with my system of free market 
money (FMM).

Let us consider "profit" in both cases to be the amount of money the owner has 
after expenses.  We will assume that the items bought cost the POM owner 2/3 of 



the purchase price and the FMM owner receives less than 1/3 of the purchase 
price (quite a bit less, actually).

For the POM owner, there are overhead expenses such as rent for store, 
insurance, interest on business loans, labor costs, taxes (whether store is 
profitable or not, some taxes will remain), bribes of government officials, extortion 
payments (protection rackets), advertising, cost of stolen merchandise (by 
customers and staff), legal fees, licenses and permits, zoning and other 
regulations, also the need to provide accountants, bookkeepers, and cashiers on 
staff to keep track of money, government regulations for treatment of staff, 
negotiations with unions.  All these are direct money costs or require hiring staff 
or doing extra work not directly related to serving the customers.

So for the POM owner, all these expenses must be paid for from that 1/3 markup 
over the wholesale price of his stock in trade.  I will leave it to you what a 
reasonable percentage of that retail price would remain as profit.  (I will assume 
that figure to be 10% for this comparison).

For the FMM business owner there are no overhead expenses.  There is no need 
for staff to deal with the store's money because the store has no money.  There 
are no government regulations nor taxes nor licenses nor permits.  There is no 
insurance and no business loans.  All the money the store owner is paid by the 
payers can be considered to be profit.  So all the work the owner does is directly 
related to serving the customers.

But hold on there.  The 1/3 of the buyer's payment (wherein the money ceases to 
exist) which would be paid out to the producers of the items bought would be 
divided among many people who contributed in various ways to the manufacture, 
distribution, and sale. That's why the owner has no overhead to pay for.  All those 
who provided the building, utilities, goods to sell, police protection are paid by the 
payers and that money is a consequence of luxury goods production.  So let us 
assume that the store owner gets only **one percent** of the sale price on 
average.

So we now have a POM owner with 10% profit and a FMM owner with 1% profit.  
They each go home at the end of the day.  Let's compare their expenses at 
home.

The POM owner is making payments on a home (or paying rent).  What percent 
of the 10% profit does that consume?  Let's say 30%.  Then there's food for the 



wife and two children at another 20 percent.  He has insurance to pay for on 
house, car, and life since he doesn't want to have his wife in poverty if he dies.  
He has health insurance to pay for (either through the business which reduces his 
profits or individually) and these take another 25% of his profits.  He needs to 
save for retirement (10%) and for his children's education (5%).  He has 
maintenance on the house and "unexpected expenses" which come to everyone.  
Let's say they constitute five percent.  So what does he have left to spend on 
luxuries?  Half of one percent is all that remains of the 10% profit.  But wait, I 
forgot the taxes he has to pay on house, car, and income.  So he's actually in the 
hole.  I guess his wife will have to get a job after all.  But in that case there will be 
child care expenses.  He's also just one disaster (medical, act of God, or 
psychological (divorce?)) from a great increase in expenses.  His business is 
vulnerable to the business cycle plus other things.  (Most small businesses don't 
last even five years.)  He's got lots of things to worry about.

For the FMM owner, he has none of the above expenses.  He can save all of that 
one percent profit or spend it.  So he has twice the effective luxury income of the 
POM owner.  He also doesn't have to worry about his family being in poverty if he 
dies or a family member gets an expensive medical condition.  His wife, being a 
stay at home mother, is being paid for taking care of the children so she has her 
own income completely independent of his.  He has few things to worry about.

-----

Now I see a lot of socialism (government interference) in the POM owner's life in 
taxes and regulations but I see no government at all in the life of the FMM owner.  
I see all sorts of pressures on the POM owner threatening him with loss from 
other businesses (his vendors), his employees, organized crime, his creditors, 
and he government.  I don't see any of those pressures on the FMM owner.  He is 
free to innovate and run his affairs however he pleases.  I see the POM owner 
working for others, his employees, his banker, his creditors, his family.  I see the 
FMM owner working for himself and able to be completely selfish in how he 
spends his money.  It's nobody's business but his own.



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Instability in physical object money economies (was Guys, it's just 
socialism )
Date: May 19, 2013 at 10:10 AM

On Wednesday, May 15, 2013 7:20 PM Elliot Temple <curi@curi.us> wrote:

On May 15, 2013, at 4:54 AM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

In my system when a luxury is bought, the money ceases to exist.  The 
producers of the luxury will receive some money soon (within a month?) for 
that benefit and may receive more later if other benefits become apparent 
later.

Adding a month delay to many financial transactions would be an economic 
catastrophe. (Plus the uncertainty about how much you will be paid.)

In my system, financial transactions are purchases of luxuries.  Hardly something 
that can cause an economic catastrophe.  But with physical object money 
financial transactions are the heart and soul of most economic catastrophes.

In my system, only your luxury income is at risk.  With physical object money, 
how much you will be paid is not only unknown but if huge importance.   (Just ask 
those folks who don't know whether they'll have a job next month or those who 
have lost their jobs.)

The more you write the more you make the case that physical object money 
economics is a horror show.



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 12:38 PM

On Sun, May 19, 2013 at 7:04 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

The POM owner is making payments on a home (or paying rent).  What percent 
of the 10% profit does that consume?  Let's say 30%.  Then there's food for the 
wife and two children at another 20 percent.  He has insurance to pay for on 
house, car, and life since he doesn't want to have his wife in poverty if he dies.  
He has health insurance to pay for (either through the business which reduces 
his profits or individually) and these take another 25% of his profits.  He needs 
to save for retirement (10%) and for his children's education (5%).  He has 
maintenance on the house and "unexpected expenses" which come to 
everyone.  Let's say they constitute five percent.  So what does he have left to 
spend on luxuries?  Half of one percent is all that remains of the 10% profit.  But 
wait, I forgot the taxes he has to pay on house, car, and income.  So he's 
actually in the hole.  I guess his wife will have to get a job after all.  But in that 
case there will be child care expenses.  He's also just one disaster (medical, act 
of God, or psychological (divorce?)) from a great increase in expenses.  His 
business is vulnerable to the business cycle plus other things.  (Most small 
businesses don't last even five years.)  He's got lots of things to worry about.

For the FMM owner, he has none of the above expenses.  He can save all of 
that one percent profit or spend it.  So he has twice the effective luxury income 
of the POM owner.  He also doesn't have to worry about his family being in 
poverty if he dies or a family member gets an expensive medical condition.  His 
wife, being a stay at home mother, is being paid for taking care of the children 
so she has her own income completely independent of his.  He has few things 
to worry about.

Who provides food for the FMM owner and his family? Why would they do this?
Who provides a home for the FMM owner and his family? Why would they do 
this?
Who takes care of his wife and kids if he dies? Why would they do this?
Etc.

Where do the non-luxury goods in your system come from, and why would



anyone provide them?

--Jason



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 12:55 PM

On Sunday, May 19, 2013 12:38 PM Jason <auvenj@gmail.com> wrote:

On Sun, May 19, 2013 at 7:04 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

The POM owner is making payments on a home (or paying rent).  What 
percent of the 10% profit does that consume?  Let's say 30%.  Then there's 
food for the wife and two children at another 20 percent.  He has insurance to 
pay for on house, car, and life since he doesn't want to have his wife in poverty 
if he dies.  He has health insurance to pay for (either through the business 
which reduces his profits or individually) and these take another 25% of his 
profits.  He needs to save for retirement (10%) and for his children's education 
(5%).  He has maintenance on the house and "unexpected expenses" which 
come to everyone.  Let's say they constitute five percent.  So what does he 
have left to spend on luxuries?  Half of one percent is all that remains of the 
10% profit.  But wait, I forgot the taxes he has to pay on house, car, and 
income.  So he's actually in the hole.  I guess his wife will have to get a job 
after all.  But in that case there will be child care expenses.  He's also just one 
disaster (medical, act of God, or psychological (divorce?)) from a great 
increase in expenses.  His business is vulnerable to the business cycle plus 
other things.  (Most small businesses don't last even five years.)  He's got lots 
of things to worry about.

For the FMM owner, he has none of the above expenses.  He can save all of 
that one percent profit or spend it.  So he has twice the effective luxury income 
of the POM owner.  He also doesn't have to worry about his family being in 
poverty if he dies or a family member gets an expensive medical condition.  
His wife, being a stay at home mother, is being paid for taking care of the 
children so she has her own income completely independent of his.  He has 
few things to worry about.

Who provides food for the FMM owner and his family? Why would they do this?
Who provides a home for the FMM owner and his family? Why would they do 



this?
Who takes care of his wife and kids if he dies? Why would they do this?

Etc.

Where do the non-luxury goods in your system come from, and why would 
anyone provide them?

If you want to understand the whole system then read the novel "Invisible Hand" 
(http://www.nopom.info/ for the complete text and MP3 versions of the novel with 
no ads) or get the Kindle version.

Anyone who wants to earn money can do so by providing (or helping others 
provide) food to anyone who eats it.  They can do it for any reason at all but 
regardless of their motive they will gain money by doing so.  It's a free market 
between those who produce net benefit (as in by providing food to others) and 
those who pay for realized net benefits.  I am confident you know how a free 
market works.

Substitute "shelter" for "food" in the previous paragraph.

Again, all necessities may be acquired without money being spent so anyone 
who "takes care of" anyone else or contributes to that benefit will earn money.

Non-luxury goods (capital goods and services and necessities) are useful in 
providing net benefits to others.   Those who produce such things get rewarded 
(earn money) when those things are employed to produce net benefits.

It's extremely simple.  If you do good things for other people you get luxuries of 
your choice depending on the relative benefits.  It's a reward system.

Compare that with the answers to those questions when applied to the POM 
owner and his family.

For example, in answer to " Who provides food for the FMM owner and his 
family? Why would they do this?" the answers are if and only if the POM owner 
has money he can trade that for food.  Therefore, the food owner can gain money 
by trading food for  money.  He would do that because he has to have money to 
live.  Naturally, the food owner will demand as much money as possible in 
exchange for the food thus putting him in conflict with the POM owner who needs 
to give as little money as possible for the food since he has other needs to meet 

http://www.nopom.info/


as well.  So the POM owner has access to food only if he has money.  Otherwise, 
he and his family die.



From: Anonymous Email <anonymous@curi.us>
Subject: [BoI] Luxury (was: Instability in physical object money economies (was 
Guys, it's just socialism ))
Date: May 19, 2013 at 1:01 PM

On Sun, May 19, 2013 at 7:10 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

In my system, financial transactions are purchases of luxuries.  Hardly 
something that can cause an economic catastrophe.  But with physical object 
money financial transactions are the heart and soul of most economic 
catastrophes.

In my system, only your luxury income is at risk.  With physical object money, 
how much you will be paid is not only unknown but if huge importance.   (Just 
ask those folks who don't know whether they'll have a job next month or those 
who have lost their jobs.)

Define "luxury" as used in your system. Be exact.  And how is it
decided which things are a luxury? Who decides? How are disagreements
handled? Give examples of luxuries and non-luxuries. We still have no
idea if a MacBook is a luxury or not.



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 6:31 PM

On Sun, May 19, 2013 at 9:55 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 12:38 PM Jason <auvenj@gmail.com> wrote:

On Sun, May 19, 2013 at 7:04 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

The POM owner is making payments on a home (or paying rent).  What 
percent of the 10% profit does that consume?  Let's say 30%.  Then there's 
food for the wife and two children at another 20 percent.  He has insurance to 
pay for on house, car, and life since he doesn't want to have his wife in 
poverty if he dies.  He has health insurance to pay for (either through the 
business which reduces his profits or individually) and these take another 
25% of his profits.  He needs to save for retirement (10%) and for his 
children's education (5%).  He has maintenance on the house and 
"unexpected expenses" which come to everyone.  Let's say they constitute 
five percent.  So what does he have left to spend on luxuries?  Half of one 
percent is all that remains of the 10% profit.  But wait, I forgot the taxes he 
has to pay on house, car, and income.  So he's actually in the hole.  I guess 
his wife will have to get a job after all.  But in that case there will be child care 
expenses.  He's also just one disaster (medical, act of God, or psychological 
(divorce?)) from a great increase in expenses.  His business is vulnerable to 
the business cycle plus other things.  (Most small businesses don't last even 
five years.)  He's got lots of things to worry about.

For the FMM owner, he has none of the above expenses.  He can save all of 
that one percent profit or spend it.  So he has twice the effective luxury 
income of the POM owner.  He also doesn't have to worry about his family 
being in poverty if he dies or a family member gets an expensive medical 
condition.  His wife, being a stay at home mother, is being paid for taking care 
of the children so she has her own income completely independent of his.  
He has few things to worry about.

Who provides food for the FMM owner and his family? Why would they do 
this?



Who provides a home for the FMM owner and his family? Why would they do 
this?
Who takes care of his wife and kids if he dies? Why would they do this?

Etc.

Where do the non-luxury goods in your system come from, and why would 
anyone provide them?

If you want to understand the whole system then read the novel "Invisible Hand" 
(http://www.nopom.info/ for the complete text and MP3 versions of the novel 
with no ads) or get the Kindle version.

Anyone who wants to earn money can do so by providing (or helping others 
provide) food to anyone who eats it.  They can do it for any reason at all but 
regardless of their motive they will gain money by doing so.  It's a free market 
between those who produce net benefit (as in by providing food to others) and 
those who pay for realized net benefits.  I am confident you know how a free 
market works.

Substitute "shelter" for "food" in the previous paragraph.

Again, all necessities may be acquired without money being spent so anyone 
who "takes care of" anyone else or contributes to that benefit will earn money.

Non-luxury goods (capital goods and services and necessities) are useful in 
providing net benefits to others.   Those who produce such things get rewarded 
(earn money) when those things are employed to produce net benefits.

It's extremely simple.  If you do good things for other people you get luxuries of 
your choice depending on the relative benefits.  It's a reward system.

What happens if not enough people want luxuries to provide the
necessities for everyone?

--Jason

http://www.nopom.info/


From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 6:53 PM

On Sun, May 19, 2013 at 3:31 PM, Jason <auvenj@gmail.com> wrote:
On Sun, May 19, 2013 at 9:55 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

Non-luxury goods (capital goods and services and necessities) are useful in 
providing net benefits to others.   Those who produce such things get 
rewarded (earn money) when those things are employed to produce net 
benefits.

It's extremely simple.  If you do good things for other people you get luxuries of 
your choice depending on the relative benefits.  It's a reward system.

What happens if not enough people want luxuries to provide the
necessities for everyone?

This has been covered:

On May 15, 2013, at 1:51 PM, "Mason, Larry K" <mason@email.unc.edu> wrote:

On Wednesday, May 15, 2013 4:03 PM Anonymous Email 
<anonymous@curi.us> wrote:

On Wed, May 15, 2013 at 4:54 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

Scarcity of necessities results in the owners "rationing" their property.  The 
behavior is a result of the market, of course.  Doing so maximizes their 
income.  There is no imposed rationing by any organization.  Naturally, the 
monetary rewards for reducing the scarcity would be greater (free markets 
work that way) than for other production while the scarcity lasted depending 
on how important the effects of the scarcity ?? were.

But because the monetary rewards cannot buy most things, many people may 
not be interested.



The vast majority of people like luxuries in my experience.  Perhaps I am in 
error about that.  It does seem, however, that in the recent recession that the 
luxury consumer goods continued to sell well.

I think you know what to make of this crap. (e.g. that it's invalid to
assume the same people who buy luxuries at current tax rates will
still buy them at much higher tax rates. and that the man who hasn't
considered this hasn't worked out his system -- instead he's left hand
waving as the solution to some major parts of it)



From: rekastner@hotmail.com
Cc: alanmichaelforrester@googlemail.com
Subject: [BoI] Re: Transactional interpretation
Date: May 19, 2013 at 7:11 PM

Dear Alan and Elliot:

  I hope you won't be so quick to dismiss TI and my development of it based
on one paper. Actually, Elliot, I really do care very much about the
important metaphysical distinction between 'possible' and 'actual,' and I
discuss this in detail in my new book from Cambridge U. Press. So I do hope
you will give this approach a chance by reading this more detailed
material. Info on the book is here: 
www.cambridge.org/9780521764155<https://exch.mail.umd.edu/owa/redir.aspx?
C=XfuCBJB8TUOMMjAyrTzciJq3EfFTKNAIhzPyN1TdS7UdMBkolrNutZqvnfRSD
0eu7kUVKF9aISo.&URL=http%3a%2f%2fwww.cambridge.org%2f978052176415
5>,
or see my website for preview material and a 20% discount:  http://
transactionalinterpretation.org

 Many thanks for your interest,

 R. E. Kastner

On Sunday, January 20, 2013 2:39:20 PM UTC-5, Alan Forrester wrote:

Advocates of the transactional interpretation (TI) claim that their theory
is better than the many world interpretation (MWI), see:

http://arxiv.org/abs/1001.2867

Let's have a look at the substance of their claims.

They describe the EPR experiment. They then say

The more general consideration of dual or multiple measurements on
entangled quantum systems, as in EPR experiments, has not been adequately
addressed. The interpretational problem with such systems is that while

https://exch.mail.umd.edu/owa/redir.aspx?C=XfuCBJB8TUOMMjAyrTzciJq3EfFTKNAIhzPyN1TdS7UdMBkolrNutZqvnfRSD0eu7kUVKF9aISo.&URL=http%3a%2f%2fwww.cambridge.org%2f9780521764155
http://arxiv.org/abs/1001.2867


each individual measurement may have many possible outcomes, because of
conservation laws acting in entangled systems, only certain outcomes of a
second measurement are permitted for any particular outcome of the first
measurement. Only pairs of outcomes are permitted for which the conserved
quantity behind the entanglement (energy, momentum, angular momentum, spin
projection, ...) is properly conserved. It appears that Everett did not
fully comprehend the central conundrum of nonlocality and entanglement.

The question raised by the many-worlds view is: for two measurements on
entangled subsystems made at widely separated sites, how do the outcomes of
the two measurements that are consistent with the entanglement conditions
end up in the same “world”? One can envision two scenarios: (1) the first
measurement to occur instantaneously splits off a world characteristic of a
given outcome, and in that world the entanglements conditions restrict the
possible outcomes of the second measurement to those consistent with the
entanglement; or (2) each measurement creates a split of worlds, the splits
somehow propagate (at light-speed?), meet in some intermediate region, and
the splits of one measurement join or avoid the splits from the other
measurement, linking up so that the entanglement conditions are respected.
The problem with (1) is that it is inconsistent with special relativity. In
most cases, the choice of which measurement occurs first depends on the
reference frame from which the system is viewed. There is no unique “first
measurement” that can create a world in which the second measurement can
operate. So this approach manifestly violates Lorentz invariance. The
problem with (2) is that propagating and self-sorting world splits and the
mechanisms behind them are far removed from the formalism of quantum
mechanics and from the spirit of Everett’s minimalist approach to the
interpretational problem. As far as we can tell, the Everettian program has
produced no plausible account of how quantum nonlocality and multiple
measurements on entangled systems should be viewed or interpreted.

This paper, which was written in 2010, does not cite let alone address the
arguments given in
http://arxiv.org/abs/quant-ph/0104033
http://arxiv.org/abs/quant-ph/9906007
which were written in or before 2001. See also
http://arxiv.org/abs/1109.6223

Whether a particular region of the multiverse is differentiated into
parallel universes or not is determined by the flaw of information.

http://arxiv.org/abs/quant-ph/0104033
http://arxiv.org/abs/quant-ph/9906007
http://arxiv.org/abs/1109.6223


Universes are structures within the multiverse in which information flaws
freely. Information does not flow from the version of me sitting 1mm to the
right of where I am sitting now to the keyboard of the version of my
computer on which this is being typed. So the version of me in this
universe has typed the words you're reading, the version of me 1mm to my
right has not. In each interaction conservation laws are described by the
Hamiltonian having certain symmetries. All of this is described in the
formalism of quantum mechanics and so can hardly be counted as alien to it.

The authors of the paper choose instead to discuss a popular science
article by David in which he argues that the multiverse is needed to
explain how quantum computation works. The authors then say (p. 8):

Deutsch is right: the universe is more than what we see around us, but
that does not mean that it has to be a multiverse, in which there are
literally actual world counterparts to our own and in which all possible
outcomes are actualized. The portion that we do not see, and that is
responsible for the power of quantum computing over classical computing,
can instead be interpreted as that which is real but not actualized:
dynamical possibilities.

What does "real but not actualized" mean? We get a quote from Heisenberg
on p. 8 which simply restates the idea without explaining it. The advocates
of the TI can't clearly state what this slogan means. If it means that all
of the outcomes happen, then their theory is the MWI with unnecessary bells
and whistles. If it means that some of of the outcomes don't happen, then
they have to explain how stuff that doesn't happen affects stuff that does
happen in interference experiments, the EPR experiment and other quantum
mechanical phenomena. But as David explained in FoR Chapter 4 the way to
decide what's real is to work out what our best explanations say about what
exists. QM says that the multiverse exists.

Yet if current researchers are willing to countenance such admittedly
‘fantastic’ (Kent’s term) or speculative features as bifurcating worlds and
observers,

This is very poor. It's a bit rich to say that something is 'fantastic'
when you have nothing to offer as an alternative account of how the world
works but a load of unexplained philosophical verbiage about "real but not
actual".



‘probability’ redefined as not requiring uncertainty about outcome,

This would be a viable objection if an alternative was offered that was a
good explanation and did feature uncertainty, but no such explanation is
offered. Rather the offers bluntly assert the Born rule is true on p.5
because it is the amplitude of the wave for that outcome. Why is the
amplitude relevant? No explanation is given. So even if all the decision
theoretic arguments were complete failures, the MWI would be no worse off
than the TI.

observer-dependent and ultimately subjective divisions of the world into
‘system’, ‘observer’, and ‘environment’,

Divisions of the world into system and environment are subjective are
they? Gosh, we'd better throw out the whole of thermodynamics then. And if
the advocates of the TI aren't willing to do that, we can take the
objection as exactly as much a refutation of the MWI as it is of
thermodynamics: that is, not a refutation at all. It may be something that
needs to be elaborated and explained better: that's what science and
philosophy are for.

One last objection:

Note that in his (1998), Deutsch wants to describe such an electron as
existing in all his many (interfering) worlds—being actualized in all
possible different outcomes in separate worlds. But since no observational
basis has been specified, are these many worlds ones in which the electron
has a definite (more precisely, narrowly localized) position, i.e. a
splitting with respect to the position basis?

This is determined by interactions between systems. Any particular
interaction copies information about some observables but not others.
Differentiation of the multiverse into parallel universes happens with
respect to the observables about which information is transmitted.

Alan



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 7:39 PM

On Sunday, May 19, 2013 6:32 PM Jason <auvenj@gmail.com> wrote:

What happens if not enough people want luxuries to provide the necessities for 
everyone?

Then my system falls apart.  It fails.  It won't work.

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 7:42 PM

On Sunday, May 19, 2013 6:54 PM Anonymous Email <anonymous@curi.us> 
wrote:

On May 15, 2013, at 1:51 PM, "Mason, Larry K" <mason@email.unc.edu> 
wrote:

On Wednesday, May 15, 2013 4:03 PM Anonymous Email 
<anonymous@curi.us> wrote:

On Wed, May 15, 2013 at 4:54 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

Scarcity of necessities results in the owners "rationing" their property.  The 
behavior is a result of the market, of course.  Doing so maximizes their 
income.  There is no imposed rationing by any organization.  Naturally, the 
monetary rewards for reducing the scarcity would be greater (free markets 
work that way) than for other production while the scarcity lasted depending 
on how important the effects of the scarcity ?? were.

But because the monetary rewards cannot buy most things, many people 
may not be interested.

The vast majority of people like luxuries in my experience.  Perhaps I am in 
error about that.  It does seem, however, that in the recent recession that the 
luxury consumer goods continued to sell well.

I think you know what to make of this crap. (e.g. that it's invalid to assume the 
same people who buy luxuries at current tax rates will still buy them at much 
higher tax rates. and that the man who hasn't considered this hasn't worked out 
his system -- instead he's left hand waving as the solution to some major parts 
of it)



My system has no taxes at all on anyone for anything by any level of government 
(which cannot own nor spend money anyway).



From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] D-Wave
Date: May 19, 2013 at 8:04 PM

There's has been some media chatter over the last week about Google's 
purchase of a "quantum computer".

"Google buys...quantum computer" 
http://www.cbc.ca/news/technology/story/2013/05/16/technology-d-wave-
quantum-computer.html

"Quantum computers are here!" http://www.thepriceofrice.com/2013/05/quantum-
computers-are-here.html

"NASA buys into 'quantum' computer" http://www.bbc.co.uk/news/science-
environment-22554494

(Arhhhhh....notice the scare quotes in that previous one...)

That BBC article says "The machine does not fit the conventional concept of a 
quantum computer, but makes use of
quantum effects".

So....not a quantum computer then? What do they mean by "quantum effects"?

(From http://www.bbc.co.uk/news/science-environment-22554494)

That article, like almost all the media surrounding this story, seems to regard the 
D-wave as a black box. The article says:

"Unlike standard machines, the D-Wave Two processor appears to make use of 
an effect called quantum tunnelling."

Appears? How can something "appear" (from the outside) to use quantum 
tunnelling?

The end of that article contains this:

"US giant Lockheed Martin earlier this year upgraded its own D-Wave machine to 
the 512 qubit D-Wave Two."

http://www.cbc.ca/news/technology/story/2013/05/16/technology-d-wave-quantum-computer.html
http://www.thepriceofrice.com/2013/05/quantum-computers-are-here.html
http://www.bbc.co.uk/news/science-environment-22554494
http://www.bbc.co.uk/news/science-environment-22554494


Now that *can't* be true, can it? 512 qubits?! Without decoherence?

My guess is that this dwave company are great at marketing - their slick website 
is scant on details (thought it says all
the right things about it being super cooled and super conducting (presumably to 
help prevent decoherence):

http://www.dwavesys.com/en/dw_homepage.html

No doubt they have discovered *something* - but my guess is that it's just some 
sort of better (classical) architecture. Is there
any reason to think they have really constructed 512 qubit quantum computers? 
And if you are a company who buys one, and it's
called a quantum computer, and it's said to have 512 qubits...could you expect to 
factor a 100 digit number in milliseconds?

Another article (http://spectrum.ieee.org/tech-talk/computing/hardware/google-
and-nasa-buy-a-dwave-computer)
refers to the machine as a "supposed quantum computer" but then again states 
that it is a 512 qubit device. Qubit, again.
So is it a genuine quantum computer with 512 qubits, or not?

Here's the kind of information that leads to my skepticism:

Physical Review Letters publishes peer reviewed articles like 
http://prl.aps.org/abstract/PRL/v108/i13/e130501 by
Xu, et al (2012) reporting the factoring the number 143 using a 4 qubit chip. 
Preprint here: http://arxiv.org/abs/1111.3726

I *thought* that was about where we were at. Okay, so it's 2 years later. Maybe 
they're up to 6. But 512? Woah. With no decoherence?
What does the 512 really mean?

Should we invest yet?

Brett.

-- 

http://www.dwavesys.com/en/dw_homepage.html
http://spectrum.ieee.org/tech-talk/computing/hardware/google-and-nasa-buy-a-dwave-computer
http://prl.aps.org/abstract/PRL/v108/i13/e130501
http://arxiv.org/abs/1111.3726


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 8:28 PM

On Sun, May 19, 2013 at 4:39 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 6:32 PM Jason <auvenj@gmail.com> wrote:

What happens if not enough people want luxuries to provide the necessities for 
everyone?

Then my system falls apart.  It fails.  It won't work.

Don't you think this is a major flaw? Like...a millions of people
starving and dieing and killing each other for scraps of bread kind of
flaw?

Defining luxuries is another problem with your system. I'm not
convinced that such a category even exists. There are circumstances
under which a high power SUV or a private jet will save one's life,
and circumstances under which consuming food can shorten one's life.
But assuming for sake of argument that such a category exists, and can
be adequately defined:

People who are assured that all of their necessities are met commonly
have a preference for luxury, but a specific luxury which does not
involve providing value to others: "free" or idle time.

The literature on this is admittedly anecdotal but widespread. The
welfare queens and the idle inheritors of large estates are virtual
archetypes. But middle class people also display this preference:
http://earlyretirementextreme.com/
http://www.mrmoneymustache.com/

Note that I regard the whole idea of "retirement" as deeply flawed.
Nevertheless, there's a lot of the "who needs luxury goods if you can
have free time?" meme out there.

http://earlyretirementextreme.com/
http://www.mrmoneymustache.com/


Also I think a lot of "luxury" purchases are the result of productive
overshoot. Someone is really only out to "put food on the table and
keep a roof overhead" but because productivity opportunity is both
somewhat quantized and unstable* it is common to produce more than
what it takes to provide necessities simply in order to assure not
coming up short either today or tomorrow. Once this is achieved, and
people realize that they have indeed produced more than is required
for necessities, then people then spend the excess money on
"luxuries".

* By quantized I mean, for example, most jobs have a set number of
hours per week or a set amount of expected productivity. Fall below
that (even if you don't need/want the excess money) and you won't get
hired or will get fired. Or most businesses cannot simply start
turning away customers once the owner has earned enough to feed
himself for the day. He needs to service all comers, in order to
remain a viable business tomorrow.

* By unstable I mean, for example, wage workers can be layed off and
business owners can suffer a downturn in demand or raw material supply
problems. Even if one could assure a productivity level that just
covers necessities today, something unexpected may change it tomorrow.

* These two factors combine to provide a strong incentive toward
productive overshoot, even when one does not desire money to purchase
"luxuries".

A system like yours which provides everyone's "necessities" provides
no incentive for productive overshoot.

--Jason

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 8:58 PM

On Sunday, May 19, 2013 8:29 PM Jason <auvenj@gmail.com> wrote:

On Sun, May 19, 2013 at 4:39 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 6:32 PM Jason <auvenj@gmail.com> wrote:

What happens if not enough people want luxuries to provide the necessities 
for everyone?

Then my system falls apart.  It fails.  It won't work.

Don't you think this is a major flaw? Like...a millions of people starving and 
dieing and killing each other for scraps of bread kind of flaw?

Like the starvation in Ireland in the 1800s?  While Ireland exported food.

Defining luxuries is another problem with your system. I'm not convinced that 
such a category even exists. There are circumstances under which a high 
power SUV or a private jet will save one's life, and circumstances under which 
consuming food can shorten one's life.

But assuming for sake of argument that such a category exists, and can be 
adequately defined:

" Designated as luxuries."  I don't think there are any definitions of "luxuries" 
which would always indicate how a product would be designated.

People who are assured that all of their necessities are met commonly have a 
preference for luxury, but a specific luxury which does not involve providing 
value to others: "free" or idle time.

So what's the problem?  What proportion of the population would rather be idle 



than doing interesting work helping other people?  You are aware that lots of old, 
retired folks do volunteer work.

The literature on this is admittedly anecdotal but widespread. The welfare 
queens and the idle inheritors of large estates are virtual archetypes. But middle 
class people also display this preference:

http://earlyretirementextreme.com/
http://www.mrmoneymustache.com/

In my experience, those in poverty have to work pretty hard to keep going.  Have 
middle class people no pride?  Do they not want to show they are better than 
their neighbors?  I seem to remember that most people want respect from others.

Note that I regard the whole idea of "retirement" as deeply flawed.
Nevertheless, there's a lot of the "who needs luxury goods if you can have free 
time?" meme out there.

I don't like retirement either.  Work, for me, was more fun but then I enjoyed my 
job.

Also I think a lot of "luxury" purchases are the result of productive overshoot. 
Someone is really only out to "put food on the table and keep a roof overhead" 
but because productivity opportunity is both somewhat quantized and unstable* 
it is common to produce more than what it takes to provide necessities simply in 
order to assure not coming up short either today or tomorrow. Once this is 
achieved, and people realize that they have indeed produced more than is 
required for necessities, then people then spend the excess money on 
"luxuries".

So why do people run up big debts on their credit cards and try to buy such 
expensive houses?  It seems to me that they like luxuries.

* By quantized I mean, for example, most jobs have a set number of hours per 
week or a set amount of expected productivity. Fall below that (even if you don't 
need/want the excess money) and you won't get hired or will get fired. Or most 
businesses cannot simply start turning away customers once the owner has 
earned enough to feed himself for the day. He needs to service all comers, in 
order to remain a viable business tomorrow.

* By unstable I mean, for example, wage workers can be layed off and business 

http://earlyretirementextreme.com/
http://www.mrmoneymustache.com/


owners can suffer a downturn in demand or raw material supply problems. Even 
if one could assure a productivity level that just covers necessities today, 
something unexpected may change it tomorrow.

* These two factors combine to provide a strong incentive toward productive 
overshoot, even when one does not desire money to purchase "luxuries".

A system like yours which provides everyone's "necessities" provides no 
incentive for productive overshoot.

Do people today in the U.S. or Europe believe that if they don't work they will 
starve or be homeless or have nothing to wear?  It seems to me that people feel 
that they can get welfare if they have to.  So don't people already believe in those 
nations that the necessities will be provided?

You see, I don't think people have to be coerced to work to help others.  I think 
there are very many motives to work which are shared by almost everyone.  I 
think a life on just the necessities would be very boring without work to do.  It 
would feel like prison to me.



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 9:20 PM

On Sunday, May 19, 2013 8:29 PM Jason <auvenj@gmail.com> wrote:

On Sun, May 19, 2013 at 4:39 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 6:32 PM Jason <auvenj@gmail.com> wrote:

What happens if not enough people want luxuries to provide the necessities for 
everyone?

Then my system falls apart.  It fails.  It won't work.

JASON'S MATERIAL
Don't you think this is a major flaw? Like...a millions of people starving and dieing 
and killing each other for scraps of bread kind of flaw?

People who are assured that all of their necessities are met commonly have a 
preference for luxury, but a specific luxury which does not involve providing value 
to others: "free" or idle time.

Note that I regard the whole idea of "retirement" as deeply flawed.
Nevertheless, there's a lot of the "who needs luxury goods if you can have free 
time?" meme out there.

Also I think a lot of "luxury" purchases are the result of productive overshoot. 
Someone is really only out to "put food on the table and keep a roof overhead" 
but because productivity opportunity is both somewhat quantized and unstable* it 
is common to produce more than what it takes to provide necessities simply in 
order to assure not coming up short either today or tomorrow. Once this is 
achieved, and people realize that they have indeed produced more than is 
required for necessities, then people then spend the excess money on "luxuries".

* By quantized I mean, for example, most jobs have a set number of hours per 



week or a set amount of expected productivity. Fall below that (even if you don't 
need/want the excess money) and you won't get hired or will get fired. Or most 
businesses cannot simply start turning away customers once the owner has 
earned enough to feed himself for the day. He needs to service all comers, in 
order to remain a viable business tomorrow.

* By unstable I mean, for example, wage workers can be layed off and business 
owners can suffer a downturn in demand or raw material supply problems. Even if 
one could assure a productivity level that just covers necessities today, 
something unexpected may change it tomorrow.

* These two factors combine to provide a strong incentive toward productive 
overshoot, even when one does not desire money to purchase "luxuries".

A system like yours which provides everyone's "necessities" provides no incentive 
for productive overshoot.
END JASON'S MATERIAL

Food for thought: what proportion of the economic activity (workforce and 
resources) of the U.S. (or other industrialized nation) is required to produce the 
necessities for that nation?  (Naturally, that includes producing the capital goods 
required as well as the necessities themselves.)  We know that the U.S. spends 
quite a lot on the military and on tobacco and alcohol and soft drinks not to 
mention rock and roll and movies.  Certainly the production of necessities would 
not consume more than one third of our gross domestic product.  We also use 
about a quarter of our work force administering money.  (Accountants, cashiers, 
bookkeepers, banks, insurance, stock markets, and guards, for example.)  So in 
my system there could be about a quarter of the healthy workforce age 
population just lying around not consuming luxuries and we'd still be a lot better 
off.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] D-Wave
Date: May 19, 2013 at 10:04 PM

On May 19, 2013, at 5:04 PM, Brett Hall <brhalluk@hotmail.com> wrote:

Should we invest [in D-Wave] yet?

No.

For D-Wave stuff you want to read Scott Aaronson:

http://www.scottaaronson.com/blog/?p=1400

and there are various earlier posts.

-- Elliot Temple
http://elliottemple.com/

-- 

http://www.scottaaronson.com/blog/?p=1400
http://elliottemple.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 11:48 PM

On Sun, May 19, 2013 at 5:58 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 8:29 PM Jason <auvenj@gmail.com> wrote:

On Sun, May 19, 2013 at 4:39 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 6:32 PM Jason <auvenj@gmail.com> wrote:

What happens if not enough people want luxuries to provide the necessities 
for everyone?

Then my system falls apart.  It fails.  It won't work.

Don't you think this is a major flaw? Like...a millions of people starving and 
dieing and killing each other for scraps of bread kind of flaw?

Like the starvation in Ireland in the 1800s?  While Ireland exported food.

Defining luxuries is another problem with your system. I'm not convinced that 
such a category even exists. There are circumstances under which a high 
power SUV or a private jet will save one's life, and circumstances under which 
consuming food can shorten one's life.

But assuming for sake of argument that such a category exists, and can be 
adequately defined:

" Designated as luxuries."  I don't think there are any definitions of "luxuries" 
which would always indicate how a product would be designated.

People who are assured that all of their necessities are met commonly have a 
preference for luxury, but a specific luxury which does not involve providing 
value to others: "free" or idle time.

So what's the problem?  What proportion of the population would rather be idle 



than doing interesting work helping other people?  You are aware that lots of 
old, retired folks do volunteer work.

The literature on this is admittedly anecdotal but widespread. The welfare 
queens and the idle inheritors of large estates are virtual archetypes. But 
middle class people also display this preference:

http://earlyretirementextreme.com/
http://www.mrmoneymustache.com/

In my experience, those in poverty have to work pretty hard to keep going.  
Have middle class people no pride?  Do they not want to show they are better 
than their neighbors?  I seem to remember that most people want respect from 
others.

Is respect from others a necessity, or a luxury?

Note that I regard the whole idea of "retirement" as deeply flawed.
Nevertheless, there's a lot of the "who needs luxury goods if you can have free 
time?" meme out there.

I don't like retirement either.  Work, for me, was more fun but then I enjoyed my 
job.

Also I think a lot of "luxury" purchases are the result of productive overshoot. 
Someone is really only out to "put food on the table and keep a roof overhead" 
but because productivity opportunity is both somewhat quantized and 
unstable* it is common to produce more than what it takes to provide 
necessities simply in order to assure not coming up short either today or 
tomorrow. Once this is achieved, and people realize that they have indeed 
produced more than is required for necessities, then people then spend the 
excess money on "luxuries".

So why do people run up big debts on their credit cards and try to buy such 
expensive houses?  It seems to me that they like luxuries.

How expensive does your house have to be for it to turn from a
necessity into a luxury? Is this the same in all regions or different?
Who decides?

http://earlyretirementextreme.com/
http://www.mrmoneymustache.com/


* By quantized I mean, for example, most jobs have a set number of hours per 
week or a set amount of expected productivity. Fall below that (even if you 
don't need/want the excess money) and you won't get hired or will get fired. Or 
most businesses cannot simply start turning away customers once the owner 
has earned enough to feed himself for the day. He needs to service all comers, 
in order to remain a viable business tomorrow.

* By unstable I mean, for example, wage workers can be layed off and 
business owners can suffer a downturn in demand or raw material supply 
problems. Even if one could assure a productivity level that just covers 
necessities today, something unexpected may change it tomorrow.

* These two factors combine to provide a strong incentive toward productive 
overshoot, even when one does not desire money to purchase "luxuries".

A system like yours which provides everyone's "necessities" provides no 
incentive for productive overshoot.

Do people today in the U.S. or Europe believe that if they don't work they will 
starve or be homeless or have nothing to wear?  It seems to me that people feel 
that they can get welfare if they have to.  So don't people already believe in 
those nations that the necessities will be provided?

It's not binary. Not starving today is not the same as eating a low
quality diet that may shorten one's life, yet both may reflect a lack
of "necessities".

You see, I don't think people have to be coerced to work to help others.  I think 
there are very many motives to work which are shared by almost everyone.  I 
think a life on just the necessities would be very boring without work to do.  It 
would feel like prison to me.

You may not be aware that the term "coerced" has a very specific
meaning on this list. It is a meaning with which I disagree, and which
I believe is highly unusual.



Can you explain precisely what you meant by "coerced" above?

--Jason



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 11:50 PM

On Sun, May 19, 2013 at 5:58 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 8:29 PM Jason <auvenj@gmail.com> wrote:

On Sun, May 19, 2013 at 4:39 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 6:32 PM Jason <auvenj@gmail.com> wrote:

What happens if not enough people want luxuries to provide the necessities 
for everyone?

Then my system falls apart.  It fails.  It won't work.

Don't you think this is a major flaw? Like...a millions of people starving and 
dieing and killing each other for scraps of bread kind of flaw?

Like the starvation in Ireland in the 1800s?  While Ireland exported food.

That sucked and the problems had nothing to do with capitalism. So why
are you trying to destroy capitalism?

So your system would be "like" Ireland 1800s, but modern mixed
semi-capitalism does better than that, and actual capitalism would be
even better...

Capitalism solves problems like this, which are caused by
anti-capitalist stuff, yet you seem to be using them as an argument
against capitalism. Why don't you just go ahead and blame starvation
in Russia on capitalism? That would be no better than what you said.
That is the quality of your thinking and posts.

IMO you should be banned now since you persist on talking about this
one thing badly and there's no point.



And you're trolling people into being like "wtf that's such a huge
evil factual falsehood, i've got to contradict that". this shouldn't
be the type of list where we're on patrol duty for crap like that, nor
the kind of list where people say such awful things unchallenged.

PS note that after so many posts Larry still has not said what a
luxury is (despite being asked). no general principle and no examples
either. we still don't know if ice cream is a luxury, if a macbook is
a luxury, if white bread is a luxury, if a *soft* pillow is a luxury,
if a bike is a luxury, if raspberries are a luxury, if a car is a
luxury, if a safe car is a luxury, if enough gas to drive more than
50mph is a luxury, and so on and so forth. and if it changes over
time, how are decisions made about changing it? what if people
disagree? etc etc

i'm kind of past caring but the point is if he won't even answer basic
questions after tons of posts, and would rather make very short
accusations about ireland that he doesn't try to explain in any
detail, isn't that making the list worse? where is the value?

-- 



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 19, 2013 at 11:52 PM

On Sun, May 19, 2013 at 5:58 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

You see, I don't think people have to be coerced to work to help others.

They can just be altruistic out of the ignorance of their hearts.

(Jason, he means libertarian-coerced. And he means "fuck Ayn Rand
because [no argument given]")

-- 



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 20, 2013 at 7:50 AM

On Sunday, May 19, 2013 11:49 PM Jason <auvenj@gmail.com> wrote:

On Sun, May 19, 2013 at 5:58 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 8:29 PM Jason <auvenj@gmail.com> wrote:

The literature on this is admittedly anecdotal but widespread. The welfare 
queens and the idle inheritors of large estates are virtual archetypes. But 
middle class people also display this preference:
http://earlyretirementextreme.com/
http://www.mrmoneymustache.com/

In my experience, those in poverty have to work pretty hard to keep going.  
Have middle class people no pride?  Do they not want to show they are better 
than their neighbors?  I seem to remember that most people want respect from 
others.

Is respect from others a necessity, or a luxury?

It's a motivating factor.  It's not a product that someone else can sell to you.  
People who have power can punish displays of a  lack of respect (as in the 
courtroom).

How expensive does your house have to be for it to turn from a necessity into a 
luxury? Is this the same in all regions or different?

Who decides?

I would think the qualities in a house which would indicate luxury status would 
include extra rooms, fine furniture, and niceties (garbage disposal, hot tub, and 
such).  I should think the owner could decide.  Do you know of any reason why 
that could not be left up to the owner?

Do people today in the U.S. or Europe believe that if they don't work they will 

http://earlyretirementextreme.com/
http://www.mrmoneymustache.com/


starve or be homeless or have nothing to wear?  It seems to me that people 
feel that they can get welfare if they have to.  So don't people already believe 
in those nations that the necessities will be provided?

It's not binary. Not starving today is not the same as eating a low quality diet that 
may shorten one's life, yet both may reflect a lack of "necessities".

Nutrition which shortens one's life is not providing the necessities for that 
individual.  Does the food provided contain so few nutrients that those who eat it 
are malnourished?

You see, I don't think people have to be coerced to work to help others.  I think 
there are very many motives to work which are shared by almost everyone.  I 
think a life on just the necessities would be very boring without work to do.  It 
would feel like prison to me.

You may not be aware that the term "coerced" has a very specific meaning on 
this list. It is a meaning with which I disagree, and which I believe is highly 
unusual.

Can you explain precisely what you meant by "coerced" above?

Required to work on pain of suffering physical harm or imprisonment in this 
particular case.  "If you don't work you get no food (or some other necessity)" 
would be the individual's choices imposed by the (nation, government, economy, 
society, conditions of employment).  Things like embarrassment or a monetary 
fine would not qualify as coercion.  There must be a physical harm or removal of 
freedom to act component.

I have not run across any definition of the term "coercion" in my BoI readings as 
yet.  Please let me know the local convention.



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: RE: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 20, 2013 at 8:08 AM

On Sunday, May 19, 2013 11:51 PM Anonymous Email <anonymous@curi.us> 
wrote:

On Sun, May 19, 2013 at 5:58 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 8:29 PM Jason <auvenj@gmail.com> wrote:

On Sun, May 19, 2013 at 4:39 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 6:32 PM Jason <auvenj@gmail.com> wrote:

What happens if not enough people want luxuries to provide the 
necessities for everyone?

Then my system falls apart.  It fails.  It won't work.

Don't you think this is a major flaw? Like...a millions of people starving and 
dieing and killing each other for scraps of bread kind of flaw?

Like the starvation in Ireland in the 1800s?  While Ireland exported food.

That sucked and the problems had nothing to do with capitalism. So why are 
you trying to destroy capitalism?

The capitalists of Great Britain (which included Ireland in those days I believe) 
exported grain from Ireland during the famines because they could get a better 
price for it.  It seems to me that is an aspect of capitalism.

I am trying to change the nature of our money.  My system would produce results 
quite similar to the ideal capitalist system.  (Private property, no government 
interference / regulation, no taxes, free market, and freedom of choice are among 



those results of my system.

So your system would be "like" Ireland 1800s, but modern mixed semi-
capitalism does better than that, and actual capitalism would be even better...

My system would be *nothing like* Ireland in the 1800s.  That's my point in 
mentioning it.  Such starvation (when food is available) is a product of hard times 
in a physical object money economy.  It is not how my system would react 
(without central authority of any sort) to such a situation as a major crop failure.

Capitalism solves problems like this, which are caused by anti-capitalist stuff, 
yet you seem to be using them as an argument against capitalism. Why don't 
you just go ahead and blame starvation in Russia on capitalism? That would be 
no better than what you said.

That is the quality of your thinking and posts.

Capitalism solves some problems and creates others.  I want a free market 
economy which is not available with a physical object money.  Capitalists act to 
prevent free markets while claiming to protect them.  Starvation is Russia was 
also a product of physical object money on some occasions (and other causes on 
other occasions).  Under Stalin in Russia (USSR) it was state policy in some 
cases.

IMO you should be banned now since you persist on talking about this one thing 
badly and there's no point.

I  my opinion you have no idea how my system works since you keep 
misrepresenting both my system and what I advocate.

And you're trolling people into being like "wtf that's such a huge evil factual 
falsehood, i've got to contradict that". this shouldn't be the type of list where 
we're on patrol duty for crap like that, nor the kind of list where people say such 
awful things unchallenged.

PS note that after so many posts Larry still has not said what a luxury is (despite 
being asked). no general principle and no examples either. we still don't know if 
ice cream is a luxury, if a macbook is a luxury, if white bread is a luxury, if a 
*soft* pillow is a luxury, if a bike is a luxury, if raspberries are a luxury, if a car is 
a luxury, if a safe car is a luxury, if enough gas to drive more than 50mph is a 



luxury, and so on and so forth. and if it changes over time, how are decisions 
made about changing it? what if people disagree? etc etc

Consumer goods and services not designated "necessities" or "capital" are 
luxuries.  How a particular good or services is designated may change from time 
to time and owner (provider) to owner.  The intended use of a good is also a 
factor.  So it makes no sense to say that a car is a luxury or a car is a necessity.  
The circumstances under which the decision is made have a lot to do with it.  It is 
not my place to do the designating.

I'm kind of past caring but the point is if he won't even answer basic questions 
after tons of posts, and would rather make very short accusations about ireland 
that he doesn't try to explain in any detail, isn't that making the list worse? where 
is the value?



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: [BoI] Photons and mirrors: questions
Date: May 20, 2013 at 9:27 AM

As I understand it, photons are discrete packets of energy which can be emitted 
by electrons.  The energy of the photon must be in one of a set of specific 
amounts and the photon also has momentum.  Photons travel at the speed of 
light.  I would like to better understand that "travel" part.

Since the photon must always move at the speed of light (given the medium), the 
photon experiences no passage of time.  So from the point of view of the photon, 
there is no time between when it is emitted by atom "S" (source) and when it is 
absorbed by atom "A".  An outside observer may experience any period of time 
between the two events (events from the point of view of the observer) but from 
the photon's point of view there is only a single occurrence, that of being 
associated with a different atom.  The photon is only a change in the energy 
status of two atoms in some respects from the photon's point of view.

So from the point of view of the photon, there is no "path" since there is no "time" 
at which it is only part way from atom "S" to atom "A".  The photon's "clock" does 
not "tick" during the energy transfer.  It's more like "everything is lined up right so 
the transaction can take place" and the transaction is "instant."

From the point of view of the outside observer the arrangement of physical 
circumstances between the two atoms appears to influence the photon.  But 
since the observer can "observe" a photon only by having it absorbed by some 
instrument (some atom which is *not* atom "A"), the observer cannot actually 
watch (measure, detect) the photon itself between atom "S" and atom "A".

If the above description is correct (and I am not at all confident that it is correct), 
then the use of a mirror brings questions to mind.

Exactly what happens to a photon when it strikes a mirror (either fully or half 
silvered).  We talk about it as if the photon bounced.  But it seems to me that 
such a physical analogy is not an accurate description of what is happening.  
Does the photon get absorbed by some atom and re-emitted with a directional 
component?  Does the set of atoms at the surface of the mirror provide some 
field which interacts with the photon (and the photon's momentum must come into 
play here)?  Just what is going on during reflection?  Is the photon leaving a 



mirror the same photon as the photon striking the mirror?

PS: I realize that there are many instances of the photon and I hope that what I 
am asking makes sense given that situation.  David gives a description of what 
the absorbing atom experiences in its many instances but does not describe the 
photon's experience that I could find.



From: Rami Rustom <rombomb@gmail.com>
Cc: Mason, Larry K <mason@email.unc.edu>
Subject: Re: [BoI] Photons and mirrors: questions
Date: May 20, 2013 at 12:29 PM

On Mon, May 20, 2013 at 8:27 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

As I understand it, photons are discrete packets of energy which can be emitted 
by electrons.  The energy of the photon must be in one of a set of specific 
amounts and the photon also has momentum.  Photons travel at the speed of 
light.  I would like to better understand that "travel" part.

Well maybe think about the photon as the electromagnetic wave.

When an electric charge vibrates, that causes a chain reaction to take
place, a wave of changing electric field and magnetic field, and the
wave never ends until it is absorbed.

This happens because a moving electric charges induces a magnetic
field, and similarly a changing magnetic field induces an electric
field.

Since the photon must always move at the speed of light (given the medium), 
the photon experiences no passage of time.

What does "experiences" mean? How can a photon experience anything?

And I don't see how *not experiencing the passage of time* follows
from *photons move at speed of light*.

So from the point of view of the photon, there is no time between when it is 
emitted by atom "S" (source) and when it is absorbed by atom "A".

How so? It takes 8 minutes for a photon to travel the distance from
the sun to earth.

An outside observer may experience any period of time between the two events 



(events from the point of view of the observer) but from the photon's point of 
view there is only a single occurrence, that of being associated with a different 
atom.

The photon is only a change in the energy status of two atoms in some respects 
from the photon's point of view.

That's nice for math purposes. But I don't see how that's relevant to
what you're saying.

So from the point of view of the photon, there is no "path" since there is no 
"time" at which it is only part way from atom "S" to atom "A".  The photon's 
"clock" does not "tick" during the energy transfer.

Why does the photon have a clock?

It's more like "everything is lined up right so the transaction can take place" and 
the transaction is "instant."

I don't see how its like that.

From the point of view of the outside observer the arrangement of physical 
circumstances between the two atoms appears to influence the photon.  But 
since the observer can "observe" a photon only by having it absorbed by some 
instrument (some atom which is *not* atom "A"), the observer cannot actually 
watch (measure, detect) the photon itself between atom "S" and atom "A".

Why does that matter?

If the above description is correct (and I am not at all confident that it is correct), 
then the use of a mirror brings questions to mind.

Exactly what happens to a photon when it strikes a mirror (either fully or half 
silvered).  We talk about it as if the photon bounced.



I think it gets absorbed, and another one is created/emitted.

But it seems to me that such a physical analogy is not an accurate description of 
what is happening.  Does the photon get absorbed by some atom and re-
emitted with a directional component?

I think so.

Does the set of atoms at the surface of the mirror provide some field which 
interacts with the photon (and the photon's momentum must come into play 
here)?

Yes. Electromagnetic waves interact with electric and magnetic fields
(since they are themselves electric and magnetic fields).

Just what is going on during reflection?  Is the photon leaving a mirror the same 
photon as the photon striking the mirror?

No.

PS: I realize that there are many instances of the photon and I hope that what I 
am asking makes sense given that situation.  David gives a description of what 
the absorbing atom experiences in its many instances but does not describe the 
photon's experience that I could find.

which page?

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 20, 2013 at 1:33 PM

On Mon, May 20, 2013 at 4:50 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 11:49 PM Jason <auvenj@gmail.com> wrote:

On Sun, May 19, 2013 at 5:58 PM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 8:29 PM Jason <auvenj@gmail.com> wrote:

The literature on this is admittedly anecdotal but widespread. The welfare 
queens and the idle inheritors of large estates are virtual archetypes. But 
middle class people also display this preference:
http://earlyretirementextreme.com/
http://www.mrmoneymustache.com/

In my experience, those in poverty have to work pretty hard to keep going.  
Have middle class people no pride?  Do they not want to show they are 
better than their neighbors?  I seem to remember that most people want 
respect from others.

Is respect from others a necessity, or a luxury?

It's a motivating factor.  It's not a product that someone else can sell to you.  
People who have power can punish displays of a  lack of respect (as in the 
courtroom).

How expensive does your house have to be for it to turn from a necessity into 
a luxury? Is this the same in all regions or different?

Who decides?

I would think the qualities in a house which would indicate luxury status would 
include extra rooms, fine furniture, and niceties (garbage disposal, hot tub, and 
such).

What is "extra"? Is each person entitled to their own room, or do some

http://earlyretirementextreme.com/
http://www.mrmoneymustache.com/


people have to share? What about bathrooms? Kitchens?

I should think the owner could decide.  Do you know of any reason why that 
could not be left up to the owner?

Yeah, if I'm the owner I can consider every conceivable add-on to be a
necessity. My house lacks an indoor swimming pool, which is a
necessity because I need to exercise but I don't like to sweat and I
have allergies that are aggravated by outdoor exercise.

So...somebody better get over to my house and build me an indoor swimming 
pool!

Do people today in the U.S. or Europe believe that if they don't work they will 
starve or be homeless or have nothing to wear?  It seems to me that people 
feel that they can get welfare if they have to.  So don't people already believe 
in those nations that the necessities will be provided?

It's not binary. Not starving today is not the same as eating a low quality diet 
that may shorten one's life, yet both may reflect a lack of "necessities".

Nutrition which shortens one's life is not providing the necessities for that 
individual.  Does the food provided contain so few nutrients that those who eat it 
are malnourished?

You see, I don't think people have to be coerced to work to help others.  I 
think there are very many motives to work which are shared by almost 
everyone.  I think a life on just the necessities would be very boring without 
work to do.  It would feel like prison to me.

You may not be aware that the term "coerced" has a very specific meaning on 
this list. It is a meaning with which I disagree, and which I believe is highly 
unusual.

Can you explain precisely what you meant by "coerced" above?

Required to work on pain of suffering physical harm or imprisonment in this 
particular case.  "If you don't work you get no food (or some other necessity)" 
would be the individual's choices imposed by the (nation, government, economy, 



society, conditions of employment).  Things like embarrassment or a monetary 
fine would not qualify as coercion.  There must be a physical harm or removal of 
freedom to act component.

I have not run across any definition of the term "coercion" in my BoI readings as 
yet.  Please let me know the local convention.

OK so you meant something different from what's commonly meant on this list.

Despite multiple definitions, coercion is not a morally neutral term.
It has morally negative connotations. Some other example words with
morally negative connotations are "abuse", or "destruction".

As a result of their built-in moral judgements, it is important to use
such words precisely. I think the most important thing is to avoid
using a morally negative word to describe a situation wherein morality
is one of the items in dispute.

On this list "coercion" is commonly used per the definition at
Elliot's web site here http://www.curi.us/509
"Coercion is a state of enacting one theory while another active
theory conflicts with it."

This may or may not seem minor or technical to you. But you should be
aware that it's a loaded term on this list.

I disagree with the definition at Elliot's web site. Here's where I
explain my reasons for disagreeing with Elliot and others on this list
about coercion:
https://groups.google.com/d/topic/beginning-of-infinity/OiPirGvsQio/discussion

I disagree with your definition too. Yours blurs the moral distinction
between aggressor and victim.

For example, suppose person A is hungry to the point of being
physically harmed from lack of food, and nearby there is a pantry that
has bread in it, and no one else nearby is currently in the state of
hunger to the point of physical harm. Under your definition, person A
is "coerced" if he is prevented from eating the bread unless he first
performs some work.

http://www.curi.us/509
https://groups.google.com/d/topic/beginning-of-infinity/OiPirGvsQio/discussion


But I say that to make a moral determination we need additional
information, like: Who owns the pantry? Who baked the bread? As a
result, "coerced" with its built-in moral judgement is an
inappropriate word to use for the situation.

If person A owns the pantry and person A baked the bread, then he is
indeed the victim of aggression if he is prevented from eating it. On
the other hand if person A does not own the pantry / did not bake the
bread, then he may well be committing aggression simply by eating it.

So I think the term "coerced" here is useless. It obscures rather than
enlightens our discussion about the morality of the situation.

So returning to your statement, "I don't think people have to be
coerced to work to help others..." I would say that I don't think
people must either aggress or be victims of aggression to work to help
others. However, that people have to work in order not to starve is a
fact of reality and our present state of technology.

--Jason



From: "Mason, Larry K" <mason@email.unc.edu> <beginning-of-
infinity@googlegroups.com>
Subject: RE: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 20, 2013 at 1:59 PM

On Ann Cockrell <pennywrites2you@gmail.com> Jason <auvenj@gmail.com> 
wrote:

On Mon, May 20, 2013 at 4:50 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 11:49 PM Jason <auvenj@gmail.com> wrote:

How expensive does your house have to be for it to turn from a necessity into 
a luxury? Is this the same in all regions or different?

Who decides?

I would think the qualities in a house which would indicate luxury status would 
include extra rooms, fine furniture, and niceties (garbage disposal, hot tub, and 
such).

What is "extra"? Is each person entitled to their own room, or do some people 
have to share? What about bathrooms? Kitchens?

That's going to depend on the economy, isn't it.  What's luxury for 1900 middle 
class folks in England would not be luxury for 2000 middle class folks in England.  
It will depend on the resources available to the economy, of course.  I would also 
expect it to change over time.  It would also be more by convention than by fiat 
since there would be no one and no organization which would have any such 
authority.

I should think the owner could decide.  Do you know of any reason why that 
could not be left up to the owner?

Yeah, if I'm the owner I can consider every conceivable add-on to be a 
necessity. My house lacks an indoor swimming pool, which is a necessity 
because I need to exercise but I don't like to sweat and I have allergies that are 
aggravated by outdoor exercise.



So...somebody better get over to my house and build me an indoor swimming 
pool!

It's your house.  If you want to improve it go right ahead.  If you want someone 
else to provide labor or materials you will have to persuade them to provide such 
assistance since you will not be able to give them money and you cannot 
command them.  If they do choose to make improvements and the payers who 
review the work think that you needed those improvements then those who 
helped would be paid according to how you benefitted.  (I know your question 
was sarcasm but this is the actual expected situation.)

Can you explain precisely what you meant by "coerced" above?

Required to work on pain of suffering physical harm or imprisonment in this 
particular case.  "If you don't work you get no food (or some other necessity)" 
would be the individual's choices imposed by the (nation, government, 
economy, society, conditions of employment).  Things like embarrassment or a 
monetary fine would not qualify as coercion.  There must be a physical harm or 
removal of freedom to act component.

I have not run across any definition of the term "coercion" in my BoI readings 
as yet.  Please let me know the local convention.

OK so you meant something different from what's commonly meant on this list.

Despite multiple definitions, coercion is not a morally neutral term.
It has morally negative connotations. Some other example words with morally 
negative connotations are "abuse", or "destruction".

As a result of their built-in moral judgements, it is important to use such words 
precisely. I think the most important thing is to avoid using a >morally negative 
word to describe a situation wherein morality is one of the items in dispute.

On this list "coercion" is commonly used per the definition at Elliot's web site 
here http://www.curi.us/509 "Coercion is a state of enacting one >theory while 
another active theory conflicts with it."

I have no idea what that definition means.  I have no idea how to "enact a theory" 
nor how to make a theory "active."  I have no idea how an enactment can conflict 

http://www.curi.us/509


with an active.

This may or may not seem minor or technical to you. But you should be aware 
that it's a loaded term on this list.

I appreciate your kindness in letting me know what to expect.

I disagree with the definition at Elliot's web site. Here's where I explain my 
reasons for disagreeing with Elliot and others on this list about >coercion:
https://groups.google.com/d/topic/beginning-of-infinity/OiPirGvsQio/discussion

I disagree with your definition too. Yours blurs the moral distinction between 
aggressor and victim.

For example, suppose person A is hungry to the point of being physically 
harmed from lack of food, and nearby there is a pantry that has bread in it, and 
no one else nearby is currently in the state of hunger to the point of physical 
harm. Under your definition, person A is "coerced" if he is prevented from eating 
the bread unless he first performs some work.

I agree with "person A is "coerced" if he is prevented from eating the bread unless 
he first performs some work."  My assumption is that the person who owns the 
bread is giving the choice.  If the bread belongs to some third party then the 
situation gets more complicated.

But I say that to make a moral determination we need additional information, 
like: Who owns the pantry? Who baked the bread? As a result, "coerced" with 
its built-in moral judgement is an inappropriate word to use for the situation.

If person A owns the pantry and person A baked the bread, then he is indeed 
the victim of aggression if he is prevented from eating it. On the other hand if 
person A does not own the pantry / did not bake the bread, then he may well be 
committing aggression simply by eating it.

But in this paragraph there is no second party controlling whether A may eat.

So I think the term "coerced" here is useless. It obscures rather than enlightens 
our discussion about the morality of the situation.

https://groups.google.com/d/topic/beginning-of-infinity/OiPirGvsQio/discussion


My system does not provide a moral answer to this situation.  The money of my 
system has a moral component in that those who decide how much to pay are 
human beings who base their payments on their own ethical / moral system.  So 
if the owner of the pantry were to give food to person A the owner would earn 
money thereby.  But my system has no requirement either way.  The property 
rights of the pantry owner would be respected, however.

So returning to your statement, "I don't think people have to be coerced to work 
to help others..." I would say that I don't think people must either aggress or be 
victims of aggression to work to help others. However, that people have to work 
in order not to starve is a fact of reality and our present state of technology.

I agree that human beings must (as a nation, as a society, as an economy) work 
to produce the necessities (including food) or die.  I don't think people should 
either aggress or be victims of aggression to work.  It seems to me that our 
economies can so easily solve the problems we face in production due to our 
technologies (backed by and developed by understanding) that there need be no 
shortage of any basic necessities in any industrialized nation baring natural 
disaster of considerable proportions.  (My system fails if necessities cannot be 
produced in adequate amounts.)



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 20, 2013 at 2:23 PM

On Mon, May 20, 2013 at 10:59 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Ann Cockrell <pennywrites2you@gmail.com> Jason <auvenj@gmail.com> 
wrote:

On Mon, May 20, 2013 at 4:50 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 11:49 PM Jason <auvenj@gmail.com> wrote:

How expensive does your house have to be for it to turn from a necessity 
into a luxury? Is this the same in all regions or different?

Who decides?

I would think the qualities in a house which would indicate luxury status would 
include extra rooms, fine furniture, and niceties (garbage disposal, hot tub, 
and such).

What is "extra"? Is each person entitled to their own room, or do some people 
have to share? What about bathrooms? Kitchens?

That's going to depend on the economy, isn't it.  What's luxury for 1900 middle 
class folks in England would not be luxury for 2000 middle class folks in 
England.  It will depend on the resources available to the economy, of course.  I 
would also expect it to change over time.  It would also be more by convention 
than by fiat since there would be no one and no organization which would have 
any such authority.

I should think the owner could decide.  Do you know of any reason why that 
could not be left up to the owner?

Yeah, if I'm the owner I can consider every conceivable add-on to be a 
necessity. My house lacks an indoor swimming pool, which is a necessity 
because I need to exercise but I don't like to sweat and I have allergies that 
are aggravated by outdoor exercise.



So...somebody better get over to my house and build me an indoor swimming 
pool!

It's your house.  If you want to improve it go right ahead.  If you want someone 
else to provide labor or materials you will have to persuade them

So to put it simply, there is no longer an economy. You can no longer
trade for what you want.

This isn't a new economic system, it's a denial that any economic
system is needed.

Larry doesn't know what problems trade solves or why it's needed, or
what he's throwing out. That's the worst kind of destructive, reckless
evil. If he had his way, billions would die, the Irish famine would be
nothing in comparison.

And he's not learning anything or listening. Just trying to work for
my death (literally). Ban please.



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 20, 2013 at 3:56 PM

On Mon, May 20, 2013 at 10:59 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Ann Cockrell <pennywrites2you@gmail.com> Jason <auvenj@gmail.com> 
wrote:

On Mon, May 20, 2013 at 4:50 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 11:49 PM Jason <auvenj@gmail.com> wrote:

How expensive does your house have to be for it to turn from a necessity 
into a luxury? Is this the same in all regions or different?

Who decides?

I would think the qualities in a house which would indicate luxury status would 
include extra rooms, fine furniture, and niceties (garbage disposal, hot tub, 
and such).

What is "extra"? Is each person entitled to their own room, or do some people 
have to share? What about bathrooms? Kitchens?

That's going to depend on the economy, isn't it.  What's luxury for 1900 middle 
class folks in England would not be luxury for 2000 middle class folks in 
England.  It will depend on the resources available to the economy, of course.  I 
would also expect it to change over time.  It would also be more by convention 
than by fiat since there would be no one and no organization which would have 
any such authority.

I should think the owner could decide.  Do you know of any reason why that 
could not be left up to the owner?

Yeah, if I'm the owner I can consider every conceivable add-on to be a 
necessity. My house lacks an indoor swimming pool, which is a necessity 
because I need to exercise but I don't like to sweat and I have allergies that 
are aggravated by outdoor exercise.



So...somebody better get over to my house and build me an indoor swimming 
pool!

It's your house.  If you want to improve it go right ahead.  If you want someone 
else to provide labor or materials you will have to persuade them to provide 
such assistance since you will not be able to give them money and you cannot 
command them.  If they do choose to make improvements and the payers who 
review the work think that you needed those improvements then those who 
helped would be paid according to how you benefitted.  (I know your question 
was sarcasm but this is the actual expected situation.)

Can you explain precisely what you meant by "coerced" above?

Required to work on pain of suffering physical harm or imprisonment in this 
particular case.  "If you don't work you get no food (or some other necessity)" 
would be the individual's choices imposed by the (nation, government, 
economy, society, conditions of employment).  Things like embarrassment or 
a monetary fine would not qualify as coercion.  There must be a physical 
harm or removal of freedom to act component.

I have not run across any definition of the term "coercion" in my BoI readings 
as yet.  Please let me know the local convention.

OK so you meant something different from what's commonly meant on this list.

Despite multiple definitions, coercion is not a morally neutral term.
It has morally negative connotations. Some other example words with morally 
negative connotations are "abuse", or "destruction".

As a result of their built-in moral judgements, it is important to use such words 
precisely. I think the most important thing is to avoid using a >morally negative 
word to describe a situation wherein morality is one of the items in dispute.

On this list "coercion" is commonly used per the definition at Elliot's web site 
here http://www.curi.us/509 "Coercion is a state of enacting one >theory while 
another active theory conflicts with it."

I have no idea what that definition means.  I have no idea how to "enact a 

http://www.curi.us/509


theory" nor how to make a theory "active."  I have no idea how an enactment 
can conflict with an active.

This may or may not seem minor or technical to you. But you should be aware 
that it's a loaded term on this list.

I appreciate your kindness in letting me know what to expect.

I disagree with the definition at Elliot's web site. Here's where I explain my 
reasons for disagreeing with Elliot and others on this list about >coercion:
https://groups.google.com/d/topic/beginning-of-infinity/OiPirGvsQio/discussion

I disagree with your definition too. Yours blurs the moral distinction between 
aggressor and victim.

For example, suppose person A is hungry to the point of being physically 
harmed from lack of food, and nearby there is a pantry that has bread in it, and 
no one else nearby is currently in the state of hunger to the point of physical 
harm. Under your definition, person A is "coerced" if he is prevented from 
eating the bread unless he first performs some work.

I agree with "person A is "coerced" if he is prevented from eating the bread 
unless he first performs some work."  My assumption is that the person who 
owns the bread is giving the choice.  If the bread belongs to some third party 
then the situation gets more complicated.

Your definition of coercion admits no concept of ownership. That is
one of its problems. It makes a moral judgement with no consideration
of relevant ownerships. That's bad.

But I say that to make a moral determination we need additional information, 
like: Who owns the pantry? Who baked the bread? As a result, "coerced" with 
its built-in moral judgement is an inappropriate word to use for the situation.

If person A owns the pantry and person A baked the bread, then he is indeed 
the victim of aggression if he is prevented from eating it. On the other hand if 
person A does not own the pantry / did not bake the bread, then he may well 
be committing aggression simply by eating it.

https://groups.google.com/d/topic/beginning-of-infinity/OiPirGvsQio/discussion


But in this paragraph there is no second party controlling whether A may eat.

There may be or there may not be - unlike ownership, the presence of a
second party does not impact the morality of the situation with regard
to A.

Suppose there is a person B who actively tries to prevent A from
eating the bread.
 If A owns the bread, person B is an aggressor. If A is prevented from
eating the bread he is a victim. If he manages to avoid or circumvent
person B, he's just defending his own rights to eat the bread. Either
way A is moral.
 If A does not own the bread, person B is a defender of his own or
someone else's rights. If A is prevented from eating the bread A is
not a victim, but merely an unsuccessful criminal. If A manages to
avoid or circumvent person B and eats the bread, then A is just a
criminal. Either way A is immoral.

Now suppose no person B is there to actively try to prevent A from
eating the bread.
 If A owns the bread and eats it, A is moral.
 If A does not own the bread and eats it, A is immoral.

So, there is no moral difference in A's status in trying to eat the
bread, whether B is there or not.

So I think the term "coerced" here is useless. It obscures rather than 
enlightens our discussion about the morality of the situation.

My system does not provide a moral answer to this situation.  The money of my 
system has a moral component in that those who decide how much to pay are 
human beings who base their payments on their own ethical / moral system.  So 
if the owner of the pantry were to give food to person A the owner would earn 
money thereby.  But my system has no requirement either way.  The property 
rights of the pantry owner would be respected, however.

Your system does provide a moral answer to this situation, and it's
(potentially) the wrong one. How? In your system you have said:



No one should be coerced into working for necessities. Meaning, by
your own words:

Required to work on pain of suffering physical harm or imprisonment in this 
particular case.  "If you don't work you get no food (or some other necessity)" 
would be the individual's choices imposed by the (nation, government, 
economy, society, conditions of employment).  Things like embarrassment or 
a monetary fine would not qualify as coercion.  There must be a physical 
harm or removal of freedom to act component.

Meaning by your definition of coerced: no one should suffer physical
harm or imprisonment because they didn't work.

Starvation is a physical harm. Person A is suffering that physical
harm if he does not eat the bread. Therefore, your system says he
should eat the bread, *regardless of ownership*.

So returning to your statement, "I don't think people have to be coerced to 
work to help others..." I would say that I don't think people must either aggress 
or be victims of aggression to work to help others. However, that people have 
to work in order not to starve is a fact of reality and our present state of 
technology.

I agree that human beings must (as a nation, as a society, as an economy) work 
to produce the necessities (including food) or die.  I don't think people should 
either aggress or be victims of aggression to work.  It seems to me that our 
economies can so easily solve the problems we face in production due to our 
technologies (backed by and developed by understanding) that there need be 
no shortage of any basic necessities in any industrialized nation

Our technologies include physical object money being used to pay for
necessities. You propose taking that away.

baring natural disaster of considerable proportions.

Which is precisely when it is needed the most. Disasters happen.

(My system fails if necessities cannot be produced in adequate amounts.)

Cannot is usually a matter of "will not".



One final question: Is your system compatible in parallel with
physical object money, or must it be a complete replacement within a
nation/society/government?

If it is compatible in parallel, then why aren't you & others already
doing it and demonstrating its benefits?

If it is not compatible in parallel, then how do you propose to get
from physical object money to your system? What do you propose to do
to those who do not agree that the transition is a good thing?

--Jason



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 20, 2013 at 4:00 PM

On Mon, May 20, 2013 at 11:23 AM, Anonymous Email <anonymous@curi.us> 
wrote:

On Mon, May 20, 2013 at 10:59 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Ann Cockrell <pennywrites2you@gmail.com> Jason <auvenj@gmail.com> 
wrote:

On Mon, May 20, 2013 at 4:50 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Sunday, May 19, 2013 11:49 PM Jason <auvenj@gmail.com> wrote:

How expensive does your house have to be for it to turn from a necessity 
into a luxury? Is this the same in all regions or different?

Who decides?

I would think the qualities in a house which would indicate luxury status 
would include extra rooms, fine furniture, and niceties (garbage disposal, 
hot tub, and such).

What is "extra"? Is each person entitled to their own room, or do some people 
have to share? What about bathrooms? Kitchens?

That's going to depend on the economy, isn't it.  What's luxury for 1900 middle 
class folks in England would not be luxury for 2000 middle class folks in 
England.  It will depend on the resources available to the economy, of course.  
I would also expect it to change over time.  It would also be more by 
convention than by fiat since there would be no one and no organization which 
would have any such authority.

I should think the owner could decide.  Do you know of any reason why that 
could not be left up to the owner?

Yeah, if I'm the owner I can consider every conceivable add-on to be a 
necessity. My house lacks an indoor swimming pool, which is a necessity 
because I need to exercise but I don't like to sweat and I have allergies that 



are aggravated by outdoor exercise.

So...somebody better get over to my house and build me an indoor swimming 
pool!

It's your house.  If you want to improve it go right ahead.  If you want someone 
else to provide labor or materials you will have to persuade them

So to put it simply, there is no longer an economy. You can no longer
trade for what you want.

This isn't a new economic system, it's a denial that any economic
system is needed.

Larry doesn't know what problems trade solves or why it's needed, or
what he's throwing out. That's the worst kind of destructive, reckless
evil. If he had his way, billions would die, the Irish famine would be
nothing in comparison.

And he's not learning anything or listening. Just trying to work for
my death (literally). Ban please.

Why do you think banning is the right response?

I think Larry's ideas are very wrong, but I don't think banning him is
the right answer.

--Jason



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 20, 2013 at 7:42 PM

On Mon, May 20, 2013 at 1:00 PM, Jason <auvenj@gmail.com> wrote:
On Mon, May 20, 2013 at 11:23 AM, Anonymous Email <anonymous@curi.us> 
wrote:

On Mon, May 20, 2013 at 10:59 AM, Mason, Larry K <mason@email.unc.edu> 
wrote:

On Ann Cockrell <pennywrites2you@gmail.com> Jason 
<auvenj@gmail.com> wrote:

On Mon, May 20, 2013 at 4:50 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Sunday, May 19, 2013 11:49 PM Jason <auvenj@gmail.com> wrote:

How expensive does your house have to be for it to turn from a necessity 
into a luxury? Is this the same in all regions or different?

Who decides?

I would think the qualities in a house which would indicate luxury status 
would include extra rooms, fine furniture, and niceties (garbage disposal, 
hot tub, and such).

What is "extra"? Is each person entitled to their own room, or do some 
people have to share? What about bathrooms? Kitchens?

That's going to depend on the economy, isn't it.  What's luxury for 1900 
middle class folks in England would not be luxury for 2000 middle class folks 
in England.  It will depend on the resources available to the economy, of 
course.  I would also expect it to change over time.  It would also be more by 
convention than by fiat since there would be no one and no organization 
which would have any such authority.

I should think the owner could decide.  Do you know of any reason why 
that could not be left up to the owner?

Yeah, if I'm the owner I can consider every conceivable add-on to be a 
necessity. My house lacks an indoor swimming pool, which is a necessity 



because I need to exercise but I don't like to sweat and I have allergies that 
are aggravated by outdoor exercise.

So...somebody better get over to my house and build me an indoor 
swimming pool!

It's your house.  If you want to improve it go right ahead.  If you want 
someone else to provide labor or materials you will have to persuade them

So to put it simply, there is no longer an economy. You can no longer
trade for what you want.

This isn't a new economic system, it's a denial that any economic
system is needed.

Larry doesn't know what problems trade solves or why it's needed, or
what he's throwing out. That's the worst kind of destructive, reckless
evil. If he had his way, billions would die, the Irish famine would be
nothing in comparison.

And he's not learning anything or listening. Just trying to work for
my death (literally). Ban please.

Why do you think banning is the right response?

I think Larry's ideas are very wrong, but I don't think banning him is
the right answer.

I don't understand. I gave reasons in this post and a prior post.
Jason doesn't discuss them and asks my reasons, which I already gave.
Is there anything to do but ignore him?

I could post quotes of what I already said, but I think that would be
appeasing his laziness/immorality. I could write "i gave reasons, read
my stuff before asking" but i don't think that'd make the list better,
and i don't think jason is good enough to learn and improve from a
post of that type.



Jason also says there is a better thing to do than ban, but doesn't
say what it is. And I don't really want to ask in this case. The way
he said it, I think if he had any good answer he would have offered it
already. Asking will just get a bad answer. (if you disagree, go ahead
and try it)

BTW, what do you think of larry? ban, right?



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 20, 2013 at 7:50 PM

On Mon, May 20, 2013 at 4:42 PM, Anonymous Email <anonymous@curi.us> 
wrote:

On Mon, May 20, 2013 at 1:00 PM, Jason <auvenj@gmail.com> wrote:
On Mon, May 20, 2013 at 11:23 AM, Anonymous Email 
<anonymous@curi.us> wrote:

On Mon, May 20, 2013 at 10:59 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Ann Cockrell <pennywrites2you@gmail.com> Jason 
<auvenj@gmail.com> wrote:

On Mon, May 20, 2013 at 4:50 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Sunday, May 19, 2013 11:49 PM Jason <auvenj@gmail.com> wrote:

How expensive does your house have to be for it to turn from a 
necessity into a luxury? Is this the same in all regions or different?

Who decides?

I would think the qualities in a house which would indicate luxury status 
would include extra rooms, fine furniture, and niceties (garbage disposal, 
hot tub, and such).

What is "extra"? Is each person entitled to their own room, or do some 
people have to share? What about bathrooms? Kitchens?

That's going to depend on the economy, isn't it.  What's luxury for 1900 
middle class folks in England would not be luxury for 2000 middle class 
folks in England.  It will depend on the resources available to the economy, 
of course.  I would also expect it to change over time.  It would also be more 
by convention than by fiat since there would be no one and no organization 
which would have any such authority.

I should think the owner could decide.  Do you know of any reason why 
that could not be left up to the owner?



Yeah, if I'm the owner I can consider every conceivable add-on to be a 
necessity. My house lacks an indoor swimming pool, which is a necessity 
because I need to exercise but I don't like to sweat and I have allergies 
that are aggravated by outdoor exercise.

So...somebody better get over to my house and build me an indoor 
swimming pool!

It's your house.  If you want to improve it go right ahead.  If you want 
someone else to provide labor or materials you will have to persuade them

So to put it simply, there is no longer an economy. You can no longer
trade for what you want.

This isn't a new economic system, it's a denial that any economic
system is needed.

Larry doesn't know what problems trade solves or why it's needed, or
what he's throwing out. That's the worst kind of destructive, reckless
evil. If he had his way, billions would die, the Irish famine would be
nothing in comparison.

And he's not learning anything or listening. Just trying to work for
my death (literally). Ban please.

Why do you think banning is the right response?

I think Larry's ideas are very wrong, but I don't think banning him is
the right answer.

I don't understand. I gave reasons in this post and a prior post.
Jason doesn't discuss them and asks my reasons, which I already gave.
Is there anything to do but ignore him?

I could post quotes of what I already said, but I think that would be
appeasing his laziness/immorality. I could write "i gave reasons, read
my stuff before asking" but i don't think that'd make the list better,
and i don't think jason is good enough to learn and improve from a



post of that type.

Jason also says there is a better thing to do than ban, but doesn't
say what it is. And I don't really want to ask in this case. The way
he said it, I think if he had any good answer he would have offered it
already. Asking will just get a bad answer. (if you disagree, go ahead
and try it)

BTW, what do you think of larry? ban, right?

that was supposed to be off list. oops lol. well hf.



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 20, 2013 at 8:30 PM

On Mon, May 20, 2013 at 4:42 PM, Anonymous Email <anonymous@curi.us> 
wrote:

On Mon, May 20, 2013 at 1:00 PM, Jason <auvenj@gmail.com> wrote:
On Mon, May 20, 2013 at 11:23 AM, Anonymous Email 
<anonymous@curi.us> wrote:

On Mon, May 20, 2013 at 10:59 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Ann Cockrell <pennywrites2you@gmail.com> Jason 
<auvenj@gmail.com> wrote:

On Mon, May 20, 2013 at 4:50 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Sunday, May 19, 2013 11:49 PM Jason <auvenj@gmail.com> wrote:

How expensive does your house have to be for it to turn from a 
necessity into a luxury? Is this the same in all regions or different?

Who decides?

I would think the qualities in a house which would indicate luxury status 
would include extra rooms, fine furniture, and niceties (garbage disposal, 
hot tub, and such).

What is "extra"? Is each person entitled to their own room, or do some 
people have to share? What about bathrooms? Kitchens?

That's going to depend on the economy, isn't it.  What's luxury for 1900 
middle class folks in England would not be luxury for 2000 middle class 
folks in England.  It will depend on the resources available to the economy, 
of course.  I would also expect it to change over time.  It would also be more 
by convention than by fiat since there would be no one and no organization 
which would have any such authority.

I should think the owner could decide.  Do you know of any reason why 
that could not be left up to the owner?



Yeah, if I'm the owner I can consider every conceivable add-on to be a 
necessity. My house lacks an indoor swimming pool, which is a necessity 
because I need to exercise but I don't like to sweat and I have allergies 
that are aggravated by outdoor exercise.

So...somebody better get over to my house and build me an indoor 
swimming pool!

It's your house.  If you want to improve it go right ahead.  If you want 
someone else to provide labor or materials you will have to persuade them

So to put it simply, there is no longer an economy. You can no longer
trade for what you want.

This isn't a new economic system, it's a denial that any economic
system is needed.

Larry doesn't know what problems trade solves or why it's needed, or
what he's throwing out. That's the worst kind of destructive, reckless
evil. If he had his way, billions would die, the Irish famine would be
nothing in comparison.

And he's not learning anything or listening. Just trying to work for
my death (literally). Ban please.

Why do you think banning is the right response?

I think Larry's ideas are very wrong, but I don't think banning him is
the right answer.

I don't understand. I gave reasons in this post and a prior post.
Jason doesn't discuss them and asks my reasons, which I already gave.
Is there anything to do but ignore him?

I could post quotes of what I already said, but I think that would be
appeasing his laziness/immorality. I could write "i gave reasons, read
my stuff before asking" but i don't think that'd make the list better,
and i don't think jason is good enough to learn and improve from a



post of that type.

You stated your desires for the list (that people not say such bad
things and have to be challenged, or that people not say such bad
things and go unchallenged). Banning might achieve those two ends but
does that make it the right response?

I think it doesn't. I think the right response encompasses more than
just two preferences regarding what is said on list.

Jason also says there is a better thing to do than ban, but doesn't
say what it is. And I don't really want to ask in this case. The way
he said it, I think if he had any good answer he would have offered it
already. Asking will just get a bad answer. (if you disagree, go ahead
and try it)

I could virtually echo some of your quotes about reading my stuff. I
have already discussed "plonking". Did you not read that stuff?

I suspect you did. I suspect what's going on in both cases (and know
is the case in mine) is that we found the other's arguments
unconvincing. We disagree.

The difference between us is that my first response to disagreement is
not to try to attribute the fact that I failed to convince you to some
moral deficiency on your part. That seems to me rather like a form of
ad hominem.

--Jason



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 21, 2013 at 1:10 AM

On Mon, May 20, 2013 at 5:30 PM, Jason <auvenj@gmail.com> wrote:
On Mon, May 20, 2013 at 4:42 PM, Anonymous Email <anonymous@curi.us> 
wrote:

On Mon, May 20, 2013 at 1:00 PM, Jason <auvenj@gmail.com> wrote:
On Mon, May 20, 2013 at 11:23 AM, Anonymous Email 
<anonymous@curi.us> wrote:

On Mon, May 20, 2013 at 10:59 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Ann Cockrell <pennywrites2you@gmail.com> Jason 
<auvenj@gmail.com> wrote:

On Mon, May 20, 2013 at 4:50 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Sunday, May 19, 2013 11:49 PM Jason <auvenj@gmail.com> wrote:

How expensive does your house have to be for it to turn from a 
necessity into a luxury? Is this the same in all regions or different?

Who decides?

I would think the qualities in a house which would indicate luxury status 
would include extra rooms, fine furniture, and niceties (garbage 
disposal, hot tub, and such).

What is "extra"? Is each person entitled to their own room, or do some 
people have to share? What about bathrooms? Kitchens?

That's going to depend on the economy, isn't it.  What's luxury for 1900 
middle class folks in England would not be luxury for 2000 middle class 
folks in England.  It will depend on the resources available to the economy, 
of course.  I would also expect it to change over time.  It would also be 
more by convention than by fiat since there would be no one and no 
organization which would have any such authority.

I should think the owner could decide.  Do you know of any reason why 
that could not be left up to the owner?



Yeah, if I'm the owner I can consider every conceivable add-on to be a 
necessity. My house lacks an indoor swimming pool, which is a necessity 
because I need to exercise but I don't like to sweat and I have allergies 
that are aggravated by outdoor exercise.

So...somebody better get over to my house and build me an indoor 
swimming pool!

It's your house.  If you want to improve it go right ahead.  If you want 
someone else to provide labor or materials you will have to persuade them

So to put it simply, there is no longer an economy. You can no longer
trade for what you want.

This isn't a new economic system, it's a denial that any economic
system is needed.

Larry doesn't know what problems trade solves or why it's needed, or
what he's throwing out. That's the worst kind of destructive, reckless
evil. If he had his way, billions would die, the Irish famine would be
nothing in comparison.

And he's not learning anything or listening. Just trying to work for
my death (literally). Ban please.

Why do you think banning is the right response?

I think Larry's ideas are very wrong, but I don't think banning him is
the right answer.

I don't understand. I gave reasons in this post and a prior post.
Jason doesn't discuss them and asks my reasons, which I already gave.
Is there anything to do but ignore him?

I could post quotes of what I already said, but I think that would be
appeasing his laziness/immorality. I could write "i gave reasons, read
my stuff before asking" but i don't think that'd make the list better,



and i don't think jason is good enough to learn and improve from a
post of that type.

You stated your desires for the list (that people not say such bad
things and have to be challenged, or that people not say such bad
things and go unchallenged). Banning might achieve those two ends but
does that make it the right response?

I think it doesn't. I think the right response encompasses more than
just two preferences regarding what is said on list.

Jason also says there is a better thing to do than ban, but doesn't
say what it is. And I don't really want to ask in this case. The way
he said it, I think if he had any good answer he would have offered it
already. Asking will just get a bad answer. (if you disagree, go ahead
and try it)

I could virtually echo some of your quotes about reading my stuff. I
have already discussed "plonking". Did you not read that stuff?

I suspect you did. I suspect what's going on in both cases (and know
is the case in mine) is that we found the other's arguments
unconvincing. We disagree.

The difference between us is that my first response to disagreement is
not to try to attribute the fact that I failed to convince you to some
moral deficiency on your part. That seems to me rather like a form of
ad hominem.

Plonking (as far as you explained it) does not address the points i
raised. You never explained how plonking would address those points
(which i brought up after your plonking explanation, and you never
tried to do this). So i've raised an issue, you haven't offered an
alternative to address it. Nor have you posted a refutation of it
being a legitimate issue.

i said stuff that plonking doesn't deal with. you haven't made any
points that i didn't address. i never disputed that plonking could
basically live up to your claims. but so what? it won't do these other



things that matter too.

so the status of the discussion -- still, even after you've written
this additional post -- is that your position is refuted, mine isn't,
and you still haven't done anything to change that. like i expected.

instead you've accused me of ad hominem, which is an ad hominem against 
me...

but it's worse than all this because you specifically asked me what my
position was -- after i said it. you didn't ask for clarifying any
particular point, you didn't point out a way my position was lacking,
you just asked what it was in response to me saying what it was. you
didn't give any indication of which part you didn't understand,
nothing to move the discussion forward. that's crap.

you did not point out any criticism of anything i said and ask about
your criticism. you didn't say something was unclear and ask about
that. you just flat out asked as if i hadn't spoken. i did not do this
to you.

you also claim that i'm responding to disagreement. i'm not. you are
apparently evading that i'm actually responding to your posting
history, and to your specific question post which did not argue some
disagreement, but merely asked a bad question that wouldn't do
anything to explain your disagreement or advance the discussion. so
that claim is totally unfair. then you take your ridiculous claim and
run with it, figuring out further implications and then accusing me of
them, despite them being quite nasty, before having any error
correction for your claim. shouldn't you attempt some error correction
before totally misinterpreting? (again this is not symmetric. we have
not established that i misinterpreted anything, just you.)

basically you're now trolling me. i don't really get it. 80% of your
posts range from fine to pretty good. and 20% are absolutely terrible.
why? (i did, however, predict this kind of irrational non-productive
reaction, which is why i didn't mean to send this on list.)

now presumably you'll get mad about this criticism too and write
another terrible post. and accuse me of everything i accused you of.



the main difference will be that what i said about you was correct (as
you just demonstrated) and that the situation isn't symmetrical (as
you haven't noticed). for example, you don't like certain criticism
whereas i don't care. and your argument was tentatively refuted and
you didn't improve it, whereas mine wasn't and still isn't. and i
didn't ask any troll-quality questions, whereas you did. none of your
excuses change any of that, they just reveal your flawed attitude to
responsibility.



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 21, 2013 at 10:05 PM

On Mon, May 20, 2013 at 10:10 PM, Anonymous Email <anonymous@curi.us> 
wrote:

On Mon, May 20, 2013 at 5:30 PM, Jason <auvenj@gmail.com> wrote:
On Mon, May 20, 2013 at 4:42 PM, Anonymous Email <anonymous@curi.us> 
wrote:

On Mon, May 20, 2013 at 1:00 PM, Jason <auvenj@gmail.com> wrote:
On Mon, May 20, 2013 at 11:23 AM, Anonymous Email 
<anonymous@curi.us> wrote:

On Mon, May 20, 2013 at 10:59 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Ann Cockrell <pennywrites2you@gmail.com> Jason 
<auvenj@gmail.com> wrote:

On Mon, May 20, 2013 at 4:50 AM, Mason, Larry K 
<mason@email.unc.edu> wrote:

On Sunday, May 19, 2013 11:49 PM Jason <auvenj@gmail.com> 
wrote:

How expensive does your house have to be for it to turn from a 
necessity into a luxury? Is this the same in all regions or different?

Who decides?

I would think the qualities in a house which would indicate luxury 
status would include extra rooms, fine furniture, and niceties (garbage 
disposal, hot tub, and such).

What is "extra"? Is each person entitled to their own room, or do some 
people have to share? What about bathrooms? Kitchens?

That's going to depend on the economy, isn't it.  What's luxury for 1900 
middle class folks in England would not be luxury for 2000 middle class 
folks in England.  It will depend on the resources available to the 
economy, of course.  I would also expect it to change over time.  It would 
also be more by convention than by fiat since there would be no one and 
no organization which would have any such authority.



I should think the owner could decide.  Do you know of any reason 
why that could not be left up to the owner?

Yeah, if I'm the owner I can consider every conceivable add-on to be a 
necessity. My house lacks an indoor swimming pool, which is a 
necessity because I need to exercise but I don't like to sweat and I have 
allergies that are aggravated by outdoor exercise.

So...somebody better get over to my house and build me an indoor 
swimming pool!

It's your house.  If you want to improve it go right ahead.  If you want 
someone else to provide labor or materials you will have to persuade 
them

So to put it simply, there is no longer an economy. You can no longer
trade for what you want.

This isn't a new economic system, it's a denial that any economic
system is needed.

Larry doesn't know what problems trade solves or why it's needed, or
what he's throwing out. That's the worst kind of destructive, reckless
evil. If he had his way, billions would die, the Irish famine would be
nothing in comparison.

And he's not learning anything or listening. Just trying to work for
my death (literally). Ban please.

Why do you think banning is the right response?

I think Larry's ideas are very wrong, but I don't think banning him is
the right answer.

I don't understand. I gave reasons in this post and a prior post.
Jason doesn't discuss them and asks my reasons, which I already gave.
Is there anything to do but ignore him?



I could post quotes of what I already said, but I think that would be
appeasing his laziness/immorality. I could write "i gave reasons, read
my stuff before asking" but i don't think that'd make the list better,
and i don't think jason is good enough to learn and improve from a
post of that type.

You stated your desires for the list (that people not say such bad
things and have to be challenged, or that people not say such bad
things and go unchallenged). Banning might achieve those two ends but
does that make it the right response?

I think it doesn't. I think the right response encompasses more than
just two preferences regarding what is said on list.

Jason also says there is a better thing to do than ban, but doesn't
say what it is. And I don't really want to ask in this case. The way
he said it, I think if he had any good answer he would have offered it
already. Asking will just get a bad answer. (if you disagree, go ahead
and try it)

I could virtually echo some of your quotes about reading my stuff. I
have already discussed "plonking". Did you not read that stuff?

I suspect you did. I suspect what's going on in both cases (and know
is the case in mine) is that we found the other's arguments
unconvincing. We disagree.

The difference between us is that my first response to disagreement is
not to try to attribute the fact that I failed to convince you to some
moral deficiency on your part. That seems to me rather like a form of
ad hominem.

Plonking (as far as you explained it) does not address the points i
raised. You never explained how plonking would address those points
(which i brought up after your plonking explanation, and you never
tried to do this). So i've raised an issue, you haven't offered an
alternative to address it. Nor have you posted a refutation of it
being a legitimate issue.



i said stuff that plonking doesn't deal with. you haven't made any
points that i didn't address. i never disputed that plonking could
basically live up to your claims. but so what? it won't do these other
things that matter too.

so the status of the discussion -- still, even after you've written
this additional post -- is that your position is refuted, mine isn't,
and you still haven't done anything to change that. like i expected.

instead you've accused me of ad hominem, which is an ad hominem against 
me...

but it's worse than all this because you specifically asked me what my
position was -- after i said it. you didn't ask for clarifying any
particular point, you didn't point out a way my position was lacking,
you just asked what it was in response to me saying what it was. you
didn't give any indication of which part you didn't understand,
nothing to move the discussion forward. that's crap.

you did not point out any criticism of anything i said and ask about
your criticism. you didn't say something was unclear and ask about
that. you just flat out asked as if i hadn't spoken. i did not do this
to you.

you also claim that i'm responding to disagreement. i'm not. you are
apparently evading that i'm actually responding to your posting
history, and to your specific question post which did not argue some
disagreement, but merely asked a bad question that wouldn't do
anything to explain your disagreement or advance the discussion. so
that claim is totally unfair. then you take your ridiculous claim and
run with it, figuring out further implications and then accusing me of
them, despite them being quite nasty, before having any error
correction for your claim. shouldn't you attempt some error correction
before totally misinterpreting? (again this is not symmetric. we have
not established that i misinterpreted anything, just you.)

basically you're now trolling me. i don't really get it. 80% of your
posts range from fine to pretty good. and 20% are absolutely terrible.
why? (i did, however, predict this kind of irrational non-productive



reaction, which is why i didn't mean to send this on list.)

now presumably you'll get mad about this criticism too and write
another terrible post. and accuse me of everything i accused you of.
the main difference will be that what i said about you was correct (as
you just demonstrated) and that the situation isn't symmetrical (as
you haven't noticed). for example, you don't like certain criticism
whereas i don't care. and your argument was tentatively refuted and
you didn't improve it, whereas mine wasn't and still isn't. and i
didn't ask any troll-quality questions, whereas you did. none of your
excuses change any of that, they just reveal your flawed attitude to
responsibility.

The mistake I made was in starting a thread of discussion that I did
not find of enough value in to treat seriously. Perhaps that is some
of the cause of the 20% of posts you consider terrible.

I should have simply stated my opinion that Larry should not be banned.

I am not now nor was I previously "mad".

--Jason



From: Anonymous Email <anonymous@curi.us>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 21, 2013 at 11:05 PM

On Tue, May 21, 2013 at 7:05 PM, Jason <auvenj@gmail.com> wrote:

The mistake I made was in starting a thread of discussion that I did
not find of enough value in to treat seriously. Perhaps that is some
of the cause of the 20% of posts you consider terrible.

I should have simply stated my opinion that Larry should not be banned.

What is the value of stating an opinion you won't seriously discuss?
Why would anyone care?

-- 



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Guys, it's just socialism (was: Money as explanation part 2: it's 
amoral)
Date: May 21, 2013 at 11:39 PM

On Tue, May 21, 2013 at 8:05 PM, Anonymous Email <anonymous@curi.us> 
wrote:

On Tue, May 21, 2013 at 7:05 PM, Jason <auvenj@gmail.com> wrote:

The mistake I made was in starting a thread of discussion that I did
not find of enough value in to treat seriously. Perhaps that is some
of the cause of the 20% of posts you consider terrible.

I should have simply stated my opinion that Larry should not be banned.

What is the value of stating an opinion you won't seriously discuss?
Why would anyone care?

Because silence can be taken by some as agreement with whatever is
eventually done. Stating my opinion removes the possibility of
ambiguity.

--Jason

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Photons and mirrors: questions
Date: May 24, 2013 at 4:02 AM

On 20 May 2013, at 14:27, "Mason, Larry K" <mason@email.unc.edu> wrote:

As I understand it, photons are discrete packets of energy which can be emitted 
by electrons.  The energy of the photon must be in one of a set of specific 
amounts and the photon also has momentum.  Photons travel at the speed of 
light.  I would like to better understand that "travel" part.

Since the photon must always move at the speed of light (given the medium), 
the photon experiences no passage of time.  So from the point of view of the 
photon, there is no time between when it is emitted by atom "S" (source) and 
when it is absorbed by atom "A".  An outside observer may experience any 
period of time between the two events (events from the point of view of the 
observer) but from the photon's point of view there is only a single occurrence, 
that of being associated with a different atom.  The photon is only a change in 
the energy status of two atoms in some respects from the photon's point of view.

The photon isn't a person. It doesn't think or perceive or have a point of view.

So from the point of view of the photon, there is no "path" since there is no 
"time" at which it is only part way from atom "S" to atom "A".  The photon's 
"clock" does not "tick" during the energy transfer.  It's more like "everything is 
lined up right so the transaction can take place" and the transaction is "instant."

It is true that the proper time along a photon's world line is zero, but what you 
said about the photon experiencing stuff doesn't follow.

From the point of view of the outside observer the arrangement of physical 
circumstances between the two atoms appears to influence the photon.  But 
since the observer can "observe" a photon only by having it absorbed by some 
instrument (some atom which is *not* atom "A"), the observer cannot actually 
watch (measure, detect) the photon itself between atom "S" and atom "A".

That's a very misleading statement:

http://lib.semi.ac.cn:8080/tsh/dzzy/wsqk/Nature/nature400-239.pdf

http://lib.semi.ac.cn:8080/tsh/dzzy/wsqk/Nature/nature400-239.pdf


If the above description is correct (and I am not at all confident that it is correct), 
then the use of a mirror brings questions to mind.

Exactly what happens to a photon when it strikes a mirror (either fully or half 
silvered).  We talk about it as if the photon bounced.  But it seems to me that 
such a physical analogy is not an accurate description of what is happening.  
Does the photon get absorbed by some atom and re-emitted with a directional 
component?  Does the set of atoms at the surface of the mirror provide some 
field which interacts with the photon (and the photon's momentum must come 
into play here)?  Just what is going on during reflection?  Is the photon leaving a 
mirror the same photon as the photon striking the mirror?

Exactly what is going on depends on the type of mirror. It always involves some 
interaction between the photon and the field of the atoms in the mirror. The 
photon that leaves the mirror instantiates the same information as the photon that 
went in. Whether it is reasonable to say that it is the same photon depends on the 
exact details of the experiment in which the mirror is being used.

Alan



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Photons and mirrors: questions
Date: May 24, 2013 at 5:21 AM

On 24 May 2013, at 09:02, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 20 May 2013, at 14:27, "Mason, Larry K" <mason@email.unc.edu> wrote:

As I understand it, photons are discrete packets of energy which can be 
emitted by electrons.  The energy of the photon must be in one of a set of 
specific amounts and the photon also has momentum.  Photons travel at the 
speed of light.  I would like to better understand that "travel" part.

Since the photon must always move at the speed of light (given the medium), 
the photon experiences no passage of time.  So from the point of view of the 
photon, there is no time between when it is emitted by atom "S" (source) and 
when it is absorbed by atom "A".  An outside observer may experience any 
period of time between the two events (events from the point of view of the 
observer)

BTW an observer isn't normally present at both events. Only in the exotic 
situation of the photon having orbited a massive object can this happen.

but from the photon's point of view there is only a single occurrence,

I agree with Alan (below) that the photon doesn't have a point of view. But it's not 
true that the photon undergoes no occurrences during its path. It exists along a 
line in spacetime. The line has zero length (proper time), but the electromagnetic 
field that constitutes that photon does not take the same value all along the line. 
On the contrary, it oscillates. Typically, an enormous number of times. And those 
oscillations are real: what the photon does when it finally strikes the target may 
depend critically on the exact phase of the oscillation that it has reached during 
that zero proper time.

that of being associated with a different atom.  The photon is only a change in 
the energy status of two atoms in some respects from the photon's point of 
view.

The photon isn't a person. It doesn't think or perceive or have a point of view.



-- David Deutsch



From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: anti-human evil (was: [BoI] Exploiting biology to increase energy and 
food supply and removing carbon from atmosphere)
Date: June 2, 2013 at 3:03 AM

On Jan 1, 2013, at 7:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Dec 30, 2012 5:57 PM, "Nicolas Marquis Kirchberger"
<oberon.nmk@gmail.com> wrote:

Le 2012-12-30 à 17:42, Rami Rustom <rombomb@gmail.com> a écrit :

So that raises the question: Which method of energy harnessing is most
cost effective? Its the one we're currently using the most (fossil fuel),
which is why we're using it.

Once the geothermal plant is built, the running cost are absurdly low.

We don't use fossil fuel to power the electric grid (except coal in some place).

I think the reason we still use fossil fuel for cars is because we didn't have 
enough lithium to make batteries for electric car (until we found that big vein in 
Iraq), as well as the obvious monetary self interest of some corporation and 
people who lobbies the government.

It is a mistake to think that because a thing is popular, it is more reasonable.

I said cost effective, not reasonable. Did you interchange them
intentionally? Why?

As for food, we could always build hydroponic skyscrapers to feed lots of
people, but reducing population via children quotas would still be necessary
and desirable, if only for value and quality of life reasons. The less
scarce a ressource is, the less valuable man perceive it, so it is with
human ressources.



Why not let people choose that on their own? Note that the
industrialized cultures have fewer kids than the others. Why is that?
Because these people know that its better for the kids. And the
parents.

Why do you think government force (in the form of quotas and legal
repercussions) is necessary?

-- Rami Rustom
http://ramirustom.blogspot.com

Knowing about TCS, I think you would agree that you would want your kid(s) to 
be maximally happy in his life by allowing him to have a lot of freedom.

you don't "allow" freedom. if it's being allowed it isn't freedom.

it's like when people talk about "letting" kids do stuff.

The problem reside with the majority of people who are poor and uneducated 
who one of their main activity is reproducing and have 5+ children.

dare i ask, what problem?

We should take care of educating them

You mean by force?

:(

and improving their quality of life

You mean as a result of being more educated? Or as a result of some
other action you're advocating we do to/for them?

http://ramirustom.blogspot.com/


but meanwhile - as this is not done in a day - we should enforce a maximum 3 
childs policy on them so that the situation does not go out of hand.

wow go fucking die.

Why 3 when the moral choice is 1?

that's not the right thing to say to this. there's "bigger fish to fry" here.

How should we enforce it? Should we force abortions with police
action? What are you advocating?

see: China.

actually, people don't know what that means. how bad it is. how brutal. how 
inhuman. how disgusting and awful. how there are thugs who drag people to 
abortions. and worse. much worse.

you can learn something about it in the book Merchants of Despair, which 
everyone should read:

http://www.amazon.com/Merchants-Despair-Environmentalists-Pseudo-
Scientists-Antihumanism/dp/1594034761?tag=curi04-20

if you know better info about this, let me know.

-- Elliot Temple
http://curi.us/

http://www.amazon.com/Merchants-Despair-Environmentalists-Pseudo-Scientists-Antihumanism/dp/1594034761?tag=curi04-20
http://curi.us/


From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Subject: Re: anti-human evil (was: [BoI] Exploiting biology to increase energy and 
food supply and removing carbon from atmosphere)
Date: June 2, 2013 at 4:50 AM

On Jun 2, 2013, at 12:03 AM, Elliot Temple <curi@curi.us> wrote:

On Jan 1, 2013, at 7:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Dec 30, 2012 5:57 PM, "Nicolas Marquis Kirchberger"
<oberon.nmk@gmail.com> wrote:

but meanwhile - as this is not done in a day - we should enforce a maximum 
3 childs policy on them so that the situation does not go out of hand.

wow go fucking die.

How should we enforce it? Should we force abortions with police
action? What are you advocating?

see: China.

actually, people don't know what that means. how bad it is. how brutal. how 
inhuman. how disgusting and awful. how there are thugs who drag people to 
abortions. and worse. much worse.

you can learn something about it in the book Merchants of Despair, which 
everyone should read:

http://www.amazon.com/Merchants-Despair-Environmentalists-Pseudo-
Scientists-Antihumanism/dp/1594034761?tag=curi04-20

Just read the China section of that book. Wow, this is really bad. Massive 
sterilization by force. Large numbers of baby girls abandoned or aborted. 
Abortions performed through the ninth month of pregnancy, babies crying as they 
are stabbed to death at the moment of birth.

http://www.taliacarner.com/thedyingroomsspecialreport.html

http://www.amazon.com/Merchants-Despair-Environmentalists-Pseudo-Scientists-Antihumanism/dp/1594034761?tag=curi04-20
http://www.taliacarner.com/thedyingroomsspecialreport.html


From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Talk on Modes of Explanation
Date: June 25, 2013 at 4:04 PM

A video of the talk I gave yesterday to Digital October on 'Modes of Explanation', 
especially the constructor-theoretic mode, is here:

http://goo.gl/nSI0L

-- David Deutsch

-- 

http://goo.gl/nSI0L


From: David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Nautilus talk on Fallibilism and video interview
Date: June 28, 2013 at 11:36 AM

My article on Fallibilism has appeared in Nautilus Magazine. (Please ignore the 
rather misleading title):

http://nautil.us/issue/2/uncertainty/why-its-good-to-be-wrong

And they interviewed me too. Here's the video:

http://nautil.us/issue/2/uncertainty/ingenious-david-deutsch

-- David Deutsch

-- 

http://nautil.us/issue/2/uncertainty/why-its-good-to-be-wrong
http://nautil.us/issue/2/uncertainty/ingenious-david-deutsch


From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Popper on the relationship between morality and epistemology BoI 
Infinity <beginning-of-infinity@googlegroups.com>
Date: July 1, 2013 at 2:29 AM

http://www.curi.us/1351-popper-on-the-relationship-between-morality-and

Popper on the relationship between morality and epistemology

Every rational discussion, that is, every discussion devoted to the search for 
truth, is based on principles, which in actual fact are ethical principles. I should 
like to share three of them.

1 The principle of fallibility. Perhaps I am wrong and perhaps you are right; but, 
of course, we may both be wrong.

2 The principle of rational discussion. We need to test critically and, of course, 
as impersonally as possible the various (criticizable) theories that are in 
dispute.

3 The principle of approximation to truth. We can nearly always come closer to 
the truth with the help of such critical discussions; and we can nearly always 
improve our understanding, even in cases where we do not reach agreement.

It is remarkable that these principles are epistemological and, at the same 
time, also ethical principles. For they imply, among other things, toleration: if I 
can learn from you, and if I want to learn, then in the interest of truth I have not 
only to tolerate you but also to recognize you as a potential equal; the potential 
unity of man and the potential equality of all humans are prerequisites for our 
willingness to discuss matters rationally. Of further importance is the principle 
that we can learn from a discussion, even when it does not lead to agreement. 
For a rational discussion can help to shed light upon some of our errors.

All this shows that ethical principles form the basis of science. The most 
important of all such ethical principles is the principle that objective truth is the 
fundamental regulative idea of all rational discussion. Further ethical principles 
embody our commitment to the search for truth and the idea of approximation 
to truth; and the importance of intellectual integrity and of fallibility, which lead 
us to a self-critical attitude and to toleration. It is also very important that we 

http://www.curi.us/1351-popper-on-the-relationship-between-morality-and


can learn in the field of ethics.

Karl Popper, The World of Parmenides, chapt 2, section 6, paragraph 5

See also chapt 2 Addendum 2 titled: Some Principles for a New Professional 
Ethics Based on Xenophanes' Theory of Truth

[end quote]

Popper said something that Elliot calls anti-Popperian: "Every
rational discussion, that is, every discussion devoted to the search
for truth, is *based on* principles, which in actual fact are ethical
principles." [asterisks by me]

Here's another one: "All this shows that ethical principles form the
*basis of* science." [asterisks by me]

So how could he have said it without that error? Hows this?

- Every rational discussion, that is, every discussion devoted to the
search for truth, is [fallibly consistent with] principles, which in
actual fact are ethical principles. [what's the point of qualifying
"fact" with "actual"?]

- All this shows that science should be fallibly consistent with
ethical principles.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Elliot Temple <curi@curi.us>
Cc: fallible-ideas <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] Popper on the relationship between morality and epistemology
Date: July 2, 2013 at 6:54 PM

On Jun 30, 2013, at 11:29 PM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/1351-popper-on-the-relationship-between-morality-and

Popper on the relationship between morality and epistemology

Every rational discussion, that is, every discussion devoted to the search for 
truth, is based on principles, which in actual fact are ethical principles. I 
should like to share three of them.

1 The principle of fallibility. Perhaps I am wrong and perhaps you are right; 
but, of course, we may both be wrong.

2 The principle of rational discussion. We need to test critically and, of 
course, as impersonally as possible the various (criticizable) theories that are 
in dispute.

3 The principle of approximation to truth. We can nearly always come closer 
to the truth with the help of such critical discussions; and we can nearly 
always improve our understanding, even in cases where we do not reach 
agreement.

It is remarkable that these principles are epistemological and, at the same 
time, also ethical principles. For they imply, among other things, toleration: if I 
can learn from you, and if I want to learn, then in the interest of truth I have 
not only to tolerate you but also to recognize you as a potential equal; the 
potential unity of man and the potential equality of all humans are 
prerequisites for our willingness to discuss matters rationally. Of further 
importance is the principle that we can learn from a discussion, even when it 
does not lead to agreement. For a rational discussion can help to shed light 
upon some of our errors.

All this shows that ethical principles form the basis of science. The most 
important of all such ethical principles is the principle that objective truth is 

http://www.curi.us/1351-popper-on-the-relationship-between-morality-and


the fundamental regulative idea of all rational discussion. Further ethical 
principles embody our commitment to the search for truth and the idea of 
approximation to truth; and the importance of intellectual integrity and of 
fallibility, which lead us to a self-critical attitude and to toleration. It is also 
very important that we can learn in the field of ethics.

Karl Popper, The World of Parmenides, chapt 2, section 6, paragraph 5

See also chapt 2 Addendum 2 titled: Some Principles for a New Professional 
Ethics Based on Xenophanes' Theory of Truth

[end quote]

Popper said something that Elliot calls anti-Popperian: "Every
rational discussion, that is, every discussion devoted to the search
for truth, is *based on* principles, which in actual fact are ethical
principles." [asterisks by me]

Here's another one: "All this shows that ethical principles form the
*basis of* science." [asterisks by me]

So how could he have said it without that error? Hows this?

- Every rational discussion, that is, every discussion devoted to the
search for truth, is [fallibly consistent with] principles, which in
actual fact are ethical principles. [what's the point of qualifying
"fact" with "actual"?]

- All this shows that science should be fallibly consistent with
ethical principles.

You're losing content when you make this change.

a better substitution would be like "really important to". ethical principles are really 
important to science. science is fucked without them.

that is closer to the original meaning. you dropped that aspect of the ideas.

but that's not the only thing dropped.



there are logical reasons why ethical principles are *needed* to do science. 
without them it won't work. you lost that meaning too.

the problem with saying they are the basis is there are all sorts of things that are 
important to science. and further you can learn about these ethical principles via 
science too, there's a two-way relationship going on. you don't have to start by 
learning the ethics then learn about science necessarily. to the extent some 
ethical principles are a necessary part of science, u can learn about them while 
learning science, u don't have to go learn ethics as a separate field first.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Juan <juanneira23@gmail.com>
Subject: [BoI] Learning maths
Date: July 10, 2013 at 7:57 AM

What would people here recommend as the best way of learning advanced maths
quickly? I haven't done it since school, and for the last couple of days
I've been doing basic algebra. So far it's all very easy, but it's still a
slog due to boredom and I'm worried that I won't be able to make it to the
harder stuff. Since maths is so important to understanding reality it's
something I want to get into, but I don't want to waste time and want to
get to the interesting stuff as soon as possible. What has worked for
people here, if anything? Are there any resources you would recommend? And
how did you sustain interest in the subject?

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Learning maths
Date: July 11, 2013 at 1:39 AM

Why are you learning maths? And which parts are you interested in?

You say it's important to understanding reality - I agree. But there are two 
different (though related) aspects of reality: the abstract and the physical.  If you 
just want to understand mathematics in the abstract then learn as much as you 
can regardless of the topic. What's interesting? That's your choice, of course. 
Perhaps read a popular book about mathematics to get a taste for it. Perhaps 
something with "Complexity" in the title - something about how fractals are 
generated, say. That requires you to understand complex numbers. It starts easy, 
but gets very deep very quick. For example: The Laurent Series expansion. Look 
that up...it's still not hard, but requires calculus. I found it interesting...but I might 
be a rarity there. Note, if you don't already know about complex numbers then it 
will depend on how interested you are as to whether you stick to it long enough to 
get there.

If you are more interested in maths for physics then you can (at least initially) 
narrow your focus somewhat. Get straight to calculus and matrices as quick as 
you can. I find both interesting. Once you have some calculus then you can 
appreciate the Schrodinger wave equation somewhat more. Appreciating tensor 
calculus will help with general relativity. Understanding matrices will help with 
matrix mechanics.

So the first thing, I guess, is to nail down precisely why you want to learn maths. 
"To understand reality" or something like that is just too vague. Maybe you want 
to understand why some statements in mathematics are neither true or false...in 
which case...learn the incompleteness theorems. But then...maybe not. It's 
extremely difficult. I took a uni course with that as the central topic...and only ever 
appreciated the description of the proof...I could never grapple the actual (30 
pages!) of proof. So I guess I understand less about reality with respect to Godel 
than someone who does work through the proof.

I suppose the only suggestion I have from experience is that I'm only interested in 
maths to the extent that it helps me with other stuff I'm interested in. On its own - 
pure maths - as an end in itself - is almost like composing music, I guess. I can 
see the attraction, but personally, I have other interests. So I was interested in the 
Schrodinger wave equation because I wanted to understand quantum mechanics. 
So to do that I had to understand partial differential equations. Which meant I 



needed to know what a differential equation was. Which meant I needed to know 
about differentiation and integration. Which meant calculus was necessary. Once 
I saw the goal...I knew the path required. I always did the minimum number of 
"practise" exercises from a standard text on these topics to get me to a level 
where I thought I could move on.

Without more focussed questions from you, it's hard to give you more advice. 
Mathematics is just so very broad a subject. I know a little bit about some areas - 
like calculus and logic - enough to help me in my work - but not much else.

As for resources - just google whatever topic you like. Wikipedia is often very 
formal when it comes to its maths articles and harder to understand than your 
typical text. Look for sites pitched at school students. If you want an introduction 
to (say) calculus try one of those "for dummies" books. Or if you really are 
interested then I do have a recommendation when it comes to calculus texts - any 
one of the 12 (or so) editions that now exist of "Salas and Hille" who wrote 
"Calculus of One and Several Variables". That can take you a fair way down that 
road. It was the clearest text I found on the topic (but expensive).

How to sustain interest? Again-for me, it's a means to an end. I've done 
astrophysics and now do geophysics so need to do "modelling" at times. 
Generally this takes little more than basic algebra...but sometimes calculus. I'm 
interested in the maths to the extent it can provide me with solutions. Previously I 
have dabbled in logic - modal logic and predicate logic, etc - because I found it 
fun - like doing puzzles is fun. I didn't find much practical use for it. But interest 
was sustained because...it was fun. If it ceases to be fun, stop doing it, and find 
something that is. There's lots of ways to understand reality. Mathematics is just 
one aspect (important...but don't force yourself to learn something if you aren't 
really interested - there are better uses of your time!).

Brett.

On 11/07/2013, at 0:59, "Juan" <juanneira23@gmail.com> wrote:

What would people here recommend as the best way of learning advanced 
maths quickly? I haven't done it since school, and for the last couple of days I've 
been doing basic algebra. So far it's all very easy, but it's still a slog due to 
boredom and I'm worried that I won't be able to make it to the harder stuff. Since 



maths is so important to understanding reality it's something I want to get into, 
but I don't want to waste time and want to get to the interesting stuff as soon as 
possible. What has worked for people here, if anything? Are there any 
resources you would recommend? And how did you sustain interest in the 
subject?
-- 



From: Balázs Fehér <feher.balazs.feher@gmail.com>
Subject: [BoI] Re: Learning maths
Date: July 13, 2013 at 1:00 PM

Since maths is so important to understanding reality it's something I want
to get into, but I don't want to waste time and want to get to the
interesting stuff as soon as possible.
Perhaps The Road to Reality from Roger Penrose might be interesting for you
if you want to get a grand picture of the present state of our
understanding of physical reality and its mathematical underpinnings.
http://cosmicrays.wordpress.com/2013/01/08/road-to-reality-i/
This is a good collection of resources to help you along the book.

Are there any resources you would recommend? And how did you sustain
interest in the subject?
Maybe khanacademy, edx, coursera, mit ocw, udacity and the other MOOCs can
also help to go along and keep your interest, there are study groups,
forums to discuss etc.

-- 

http://cosmicrays.wordpress.com/2013/01/08/road-to-reality-i/


From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] Learning maths
Date: July 14, 2013 at 9:14 AM

There is no way to learn advanced mathematics quickly. Don't take my word
for it, but listen what Gauss had to say about this very question. He said:
'There is no royal road to mathematics'.

The book of Penrose is definitely not suitable to learn advanced
mathematics. At most you learn what the subjects are in physics.

What you need is the right way to learn it step by step.

If you want to learn advanced mathematics, you have to follow a certain
order in the subjects.

You must begin with arithmetic. And when you do that, you must strive for a
real understanding of numbers, and the number concept.

A very good explanation of the basics of number is given by Norman
Wildberger.

http://www.youtube.com/watch?v=91c5Ti6Ddio
<http://www.youtube.com/watch?v=91c5Ti6Ddio&list=PL2345B6EFE3BF9AAB>
&list=PL2345B6EFE3BF9AAB

But even this can be too tough, because it is deceivingly simple. When

http://www.youtube.com/watch?v=91c5Ti6Ddio
http://www.youtube.com/watch?v=91c5Ti6Ddio&list=PL2345B6EFE3BF9AAB


Norman Wildberger arrives at algebra, he is, without being aware of it,
already on university level.

After having a solid foundation in basic algebra and geometry, which takes
some years, you must proceed with precalculus. This must be followed by
calculus I, II, and III. Parallel to this you have to study Linear Algebra.
And if you are able to do so, parallel to this you must study discrete
mathematics.

After having mastered this, you must study Complex Analysis, (= Calculus
with Complex Numbers) and parallel to this abstract algebra and general
topology.

After that you can tackle subjects like Differential Eqations, Differential
Geometry, Algebraic Topology and partial differential equations.

All of this takes at least5 years. If that makes you back down, realize one
thing: the road to higher mathematics is itself an interesting one to make.

In fact, your whole question is a mistake. It betrays a mentality that is
too rampant in our present-day society: 'wanting to have quick fixes' or
'wanting to have fast results'. Or 'being too occupied with the end result'.
Such a mentality is as such one huge avoidance of life itself.

Or, to say it differently, if you are guided by the principle that you want
to have quick results in everything, you will end up with no result at all,
and you barely live. In the road to deep results lies life itself.



Greetings,

Konrad.

From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of Juan
Sent: Wednesday, July 10, 2013 1:58 PM
Subject: [BoI] Learning maths

What would people here recommend as the best way of learning advanced maths
quickly? I haven't done it since school, and for the last couple of days
I've been doing basic algebra. So far it's all very easy, but it's still a
slog due to boredom and I'm worried that I won't be able to make it to the
harder stuff. Since maths is so important to understanding reality it's
something I want to get into, but I don't want to waste time and want to get
to the interesting stuff as soon as possible. What has worked for people
here, if anything? Are there any resources you would recommend? And how did
you sustain interest in the subject?

-- 

mailto:beginning-of-infinity@googlegroups.com


From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: [Objectivism Discussion] antirational societies: an idea of Ayn Rand
Date: July 15, 2013 at 7:35 AM

On Feb 16, 2013, at 6:44 PM, Elliot Temple <curi@curi.us> wrote:

Man cannot survive as anything but man. He can abandon his means of 
survival, his mind, he can turn himself into a subhuman creature and he can 
turn his life into a brief span of agony—just as his body can exist for a while in 
the process of disintegration by disease. But he cannot succeed, as a 
subhuman, in achieving anything but the subhuman—as the ugly horror of the 
antirational periods of mankind’s history can demonstrate. Man has to be man 
by choice—and it is the task of ethics to teach him how to live like man. -- Ayn 
Rand, 1961 [The Objectivist Ethics in VoS]

Note, "the antirational periods of mankind’s history".

David Deutsch has not credited Rand for applying the term "antirational" to 
societies that do not live in a way proper to man -- static, closed societies -- 
before he did.

David Deutsch (DD) uses the term "anti-rational" to apply to *memes*, not 
*societies*. Do you have a quote showing otherwise?

For societies, he uses the term "static", so no credit is warranted on this front.

The Beginning of Infinity (p. 390):
An anti-rational meme’s natural home is a static society – not any static society, 
but preferably the one in which it evolved…

Some possibilities, all bad:

David did not read The Virtue of Selfishness.

David read it but didn't pay much attention.

David read it, forgot what it said, and chose not to refresh his memory.



David got the idea from Rand but didn't think credit was due or didn't pay much 
attention to the matter. (I doubt it's this one intentionally, but how much better is 
it if it's unintentional-irresponsible?)

It's also vaguely conceivable that David thought of antirational societies in 1980 
(age 27) and only read VoS in 1985 or something like that, but I don't think that 
is the case. And if that had happened, it'd still be good to mention her valuable 
prior work even if one only read it after having the idea independently. (Unless 
one doesn't value it, which would be bad.)

Another possibility is that the idea of an anti-rational meme, as in a meme that 
survives by disabling criticism of itself, is original to DD, so no credit was 
warranted. AFAIK this is the case.

-- 
You received this message because you are subscribed to the Google Groups 
"Objectivism Discussion" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to objectivism-discussion+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] [Objectivism Discussion] antirational societies: an idea of Ayn 
Rand
Date: July 15, 2013 at 12:43 PM

On Jul 15, 2013, at 4:35 AM, Alisa Zinov'yevna Rosenbaum 
<petrogradphilosopher@gmail.com> wrote:

On Feb 16, 2013, at 6:44 PM, Elliot Temple <curi@curi.us> wrote:

Man cannot survive as anything but man. He can abandon his means of 
survival, his mind, he can turn himself into a subhuman creature and he can 
turn his life into a brief span of agony—just as his body can exist for a while 
in the process of disintegration by disease. But he cannot succeed, as a 
subhuman, in achieving anything but the subhuman—as the ugly horror of 
the antirational periods of mankind’s history can demonstrate. Man has to be 
man by choice—and it is the task of ethics to teach him how to live like man. -
- Ayn Rand, 1961 [The Objectivist Ethics in VoS]

Note, "the antirational periods of mankind’s history".

David Deutsch has not credited Rand for applying the term "antirational" to 
societies that do not live in a way proper to man -- static, closed societies -- 
before he did.

David Deutsch (DD) uses the term "anti-rational" to apply to *memes*, not 
*societies*. Do you have a quote showing otherwise?

For societies, he uses the term "static", so no credit is warranted on this front.

Both terms apply to both.

This is a picky objection that doesn't address the substance of the statements.

Here is an explanation that doesn't use the word "static" (or "antirational") at all, 
but that doesn't matter because it explains the relevant ideas:

In his History of Greece, Godwin discusses the issue of static vs dynamic 
societies, pp3-4. "the Egyptians, and the nations of Asia, the Chaldeans, the 



Persians, the Indians, and the Chinese ... do not appear to have improved on the 
stores [of knowledge] they possessed ... they were perpetually at a stand: there is 
no trace in their history of any advances they made ... never through their whole 
lives get one step beyond what has been taught them ... Greeks on the contrary 
were an ingenious and inventive people, and made use of what they learned from 
others merely as a point to start from, in the pursuit of their own enterprises and 
discoveries."

The exact term "static society" is not original either. Take a look at _The God of 
the Machine_ by Isabel Paterson:

Every reference made by the members of this resurgent Society of Contract to 
their own condition stressed the fact that they were free men. And they had their 
own judiciary. In England the queer name of the Court of Pie Powder [OCR error 
I'm guessing] is a memorial of the real, physical difference between the two 
types of society for it was the Court of Pied Poudre, of the Dusty Feet, which 
adjudicated the Law Merchant. The men of the dusty feet were the men who 
traveled, the traders, as distinguished from the members of a static society who 
were fixed in one spot. The traders necessarily formed a Society of Contract, 
and lived by contract law. Whenever and wherever it is made a crime to move 
about or to buy and sell, the type of society there has defined itself; it is a 
***static society***.

The advent of the Turks was a peculiar phenomenon; for the Turks as 
conquerors absorbed into military use the energy of the East and hurled it 
against Europe. Apparently they were irre- sistible-yin fact, they were a declining 
power from the mo- ment they blocked the great trade routes, both overland and 
by water, and thus cut the line of the energy which supplied their armies. They 
imposed a static society, of a singular kind, on the East, just as Europe was 
emerging from status. Asia sank into desuetude once more. And with the trade 
routes to the East barred, Europe at last caught up with Pytheas and looked 
across the Atlantic.

The static political structure was feudal.

The mold is set, to pre- clude variation or change. They are static societies. 
Plato and More made the individual subject to the civic organization, and Marx 



made him subject to mechanized industry.

But what they have in common in respect of the times when they were imagined 
reveals their true significance. Each of the three marks an era in which new 
developments had already occurred *which must make a static society 
impossible*. The men who wrote these dreams were seismo- graphic. They had 
felt the impending change, as if the earth had shifted beneath their feet; and 
their minds took refuge in a fantasy of a world which should not be subject to 
change.

Hence the collective society is static.

No collectivist society can even permit co-operation; it relies upon compulsion 
hence it remains static

When one is adding onto an existing tradition, one should point out connections 
to precursor works, learn from them, and work within the tradition, not try to go it 
alone. Incremental progress works better.

The Beginning of Infinity (p. 390):
An anti-rational meme’s natural home is a static society – not any static 
society, but preferably the one in which it evolved…

Some possibilities, all bad:

David did not read The Virtue of Selfishness.

David read it but didn't pay much attention.

David read it, forgot what it said, and chose not to refresh his memory.



David got the idea from Rand but didn't think credit was due or didn't pay much 
attention to the matter. (I doubt it's this one intentionally, but how much better 
is it if it's unintentional-irresponsible?)

It's also vaguely conceivable that David thought of antirational societies in 
1980 (age 27) and only read VoS in 1985 or something like that, but I don't 
think that is the case. And if that had happened, it'd still be good to mention her 
valuable prior work even if one only read it after having the idea independently. 
(Unless one doesn't value it, which would be bad.)

Another possibility is that the idea of an anti-rational meme, as in a meme that 
survives by disabling criticism of itself, is original to DD, so no credit was 
warranted. AFAIK this is the case.

The meme idea is original. The perspective on societies isn't.

BTW here is another line from BoI:

as the philosopher Jacob Bronowski pointed out, success at making factual, 
scientific discoveries entails a commitment to all sorts of values that are 
necessary for making progress.

Didn't Ayn Rand point that out more and better? And I'm guessing also first? 
Objectivism says you need values to do anything, including scientific discovery.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Cc: FI <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] [Objectivism Discussion] antirational societies: an idea of Ayn 
Rand
Date: July 15, 2013 at 1:15 PM

On Jul 15, 2013, at 9:43 AM, Elliot Temple <curi@curi.us> wrote:

On Jul 15, 2013, at 4:35 AM, Alisa Zinov'yevna Rosenbaum 
<petrogradphilosopher@gmail.com> wrote:

On Feb 16, 2013, at 6:44 PM, Elliot Temple <curi@curi.us> wrote:

Man cannot survive as anything but man. He can abandon his means of 
survival, his mind, he can turn himself into a subhuman creature and he can 
turn his life into a brief span of agony—just as his body can exist for a while 
in the process of disintegration by disease. But he cannot succeed, as a 
subhuman, in achieving anything but the subhuman—as the ugly horror of 
the antirational periods of mankind’s history can demonstrate. Man has to 
be man by choice—and it is the task of ethics to teach him how to live like 
man. -- Ayn Rand, 1961 [The Objectivist Ethics in VoS]

Note, "the antirational periods of mankind’s history".

David Deutsch has not credited Rand for applying the term "antirational" to 
societies that do not live in a way proper to man -- static, closed societies -- 
before he did.

David Deutsch (DD) uses the term "anti-rational" to apply to *memes*, not 
*societies*. Do you have a quote showing otherwise?

For societies, he uses the term "static", so no credit is warranted on this front.

Both terms apply to both.

This is a picky objection that doesn't address the substance of the statements.

Here is an explanation that doesn't use the word "static" (or "antirational") at all, 



but that doesn't matter because it explains the relevant ideas:

In his History of Greece, Godwin discusses the issue of static vs dynamic 
societies, pp3-4. "the Egyptians, and the nations of Asia, the Chaldeans, the 
Persians, the Indians, and the Chinese ... do not appear to have improved on 
the stores [of knowledge] they possessed ... they were perpetually at a stand: 
there is no trace in their history of any advances they made ... never through 
their whole lives get one step beyond what has been taught them ... Greeks on 
the contrary were an ingenious and inventive people, and made use of what 
they learned from others merely as a point to start from, in the pursuit of their 
own enterprises and discoveries."

The exact term "static society" is not original either. Take a look at _The God of 
the Machine_ by Isabel Paterson:

Every reference made by the members of this resurgent Society of Contract to 
their own condition stressed the fact that they were free men. And they had 
their own judiciary. In England the queer name of the Court of Pie Powder 
[OCR error I'm guessing] is a memorial of the real, physical difference between 
the two types of society for it was the Court of Pied Poudre, of the Dusty Feet, 
which adjudicated the Law Merchant. The men of the dusty feet were the men 
who traveled, the traders, as distinguished from the members of a static 
society who were fixed in one spot. The traders necessarily formed a Society 
of Contract, and lived by contract law. Whenever and wherever it is made a 
crime to move about or to buy and sell, the type of society there has defined 
itself; it is a ***static society***.

The advent of the Turks was a peculiar phenomenon; for the Turks as 
conquerors absorbed into military use the energy of the East and hurled it 
against Europe. Apparently they were irre- sistible-yin fact, they were a 
declining power from the mo- ment they blocked the great trade routes, both 
overland and by water, and thus cut the line of the energy which supplied their 
armies. They imposed a static society, of a singular kind, on the East, just as 
Europe was emerging from status. Asia sank into desuetude once more. And 
with the trade routes to the East barred, Europe at last caught up with Pytheas 
and looked across the Atlantic.

The static political structure was feudal.



The mold is set, to pre- clude variation or change. They are static societies. 
Plato and More made the individual subject to the civic organization, and Marx 
made him subject to mechanized industry.

But what they have in common in respect of the times when they were 
imagined reveals their true significance. Each of the three marks an era in 
which new developments had already occurred *which must make a static 
society impossible*. The men who wrote these dreams were seismo- graphic. 
They had felt the impending change, as if the earth had shifted beneath their 
feet; and their minds took refuge in a fantasy of a world which should not be 
subject to change.

Hence the collective society is static.

No collectivist society can even permit co-operation; it relies upon compulsion 
hence it remains static

When one is adding onto an existing tradition, one should point out connections 
to precursor works, learn from them, and work within the tradition, not try to go it 
alone. Incremental progress works better.

The Beginning of Infinity (p. 390):
An anti-rational meme’s natural home is a static society – not any static 
society, but preferably the one in which it evolved…

Some possibilities, all bad:

David did not read The Virtue of Selfishness.



David read it but didn't pay much attention.

David read it, forgot what it said, and chose not to refresh his memory.

David got the idea from Rand but didn't think credit was due or didn't pay 
much attention to the matter. (I doubt it's this one intentionally, but how much 
better is it if it's unintentional-irresponsible?)

It's also vaguely conceivable that David thought of antirational societies in 
1980 (age 27) and only read VoS in 1985 or something like that, but I don't 
think that is the case. And if that had happened, it'd still be good to mention 
her valuable prior work even if one only read it after having the idea 
independently. (Unless one doesn't value it, which would be bad.)

Another possibility is that the idea of an anti-rational meme, as in a meme that 
survives by disabling criticism of itself, is original to DD, so no credit was 
warranted. AFAIK this is the case.

The meme idea is original. The perspective on societies isn't.

BTW here is another line from BoI:

as the philosopher Jacob Bronowski pointed out, success at making factual, 
scientific discoveries entails a commitment to all sorts of values that are 
necessary for making progress.

Didn't Ayn Rand point that out more and better? And I'm guessing also first? 
Objectivism says you need values to do anything, including scientific discovery.

-- Elliot Temple
http://curi.us/

-- 

http://curi.us/




From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: fallible-ideas@yahoogroups.com
Subject: [BoI] A Refutation of Nicholas Dykes on Karl Popper
Date: July 27, 2013 at 3:05 PM

http://conjecturesandrefutations.com/2013/07/27/a-refutation-of-nicholas-dykes-
on-karl-popper/

Alan

-- 

http://conjecturesandrefutations.com/2013/07/27/a-refutation-of-nicholas-dykes-on-karl-popper/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Scurvy (Was: [BoI] A Refutation of Nicholas Dykes on Karl Popper)
Date: July 28, 2013 at 8:10 AM

On 27 Jul 2013, at 20:05, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

http://conjecturesandrefutations.com/2013/07/27/a-refutation-of-nicholas-dykes-
on-karl-popper/

A very clear refutation of a piece that consists of almost wall-to-wall 
misconceptions.

To illustrate why we think that hawthorne bushes won't produce grapes, and also 
why 'A is A' gets us precisely nowhere in science, I've just come across this very 
interesting piece of history. The author says that the story of how scurvy was 
actually cured is not the one that is usually presented:

http://idlewords.com/2010/03/scott_and_scurvy.htm

Basically, hundreds of thousands of people died because of a misconception that 
lemons are lemons.

(I disagree with the author that there were any 'villains' involved, though. All 
concerned were doing the best they could with the knowledge they had, of 
scientific method as well as biochemistry. Better than any previous generation.)

-- David Deutsch

http://conjecturesandrefutations.com/2013/07/27/a-refutation-of-nicholas-dykes-on-karl-popper/
http://idlewords.com/2010/03/scott_and_scurvy.htm


From: Elliot Temple <curi@curi.us>
Subject: Re: Scurvy (Was: [BoI] A Refutation of Nicholas Dykes on Karl Popper)
Date: July 28, 2013 at 2:12 PM

On Jul 28, 2013, at 5:10 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 27 Jul 2013, at 20:05, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

http://conjecturesandrefutations.com/2013/07/27/a-refutation-of-nicholas-
dykes-on-karl-popper/

A very clear refutation of a piece that consists of almost wall-to-wall 
misconceptions.

To illustrate why we think that hawthorne bushes won't produce grapes, and 
also why 'A is A' gets us precisely nowhere in science, I've just come across this 
very interesting piece of history. The author says that the story of how scurvy 
was actually cured is not the one that is usually presented:

This does not illustrate our position without further remarks explaining what it has 
to do with our position and what our position is. People will interpret the article 
using the ideas they have, unless you explain how to interpret another way. So 
they won't get it. It won't convince any inductivists. You have to do more.

http://idlewords.com/2010/03/scott_and_scurvy.htm

Basically, hundreds of thousands of people died because of a misconception 
that lemons are lemons.

That won't convince an Objectivist, who will say that limes are not lemons and 
that proper identification of everything is not trivial and requires active thinking by 
non-omniscient persons.

In general, inductivists take whatever distinctions turned out to be important and 
in retrospect point out how they were observable the whole time and claim that 
must be the source of progress. E.e. they might say it was always observable that 
when you eat fresh meat or fresh acidic juice or watercress or some other things 
you don't get scurvy, and when you eat none of those you do. So the only 

http://conjecturesandrefutations.com/2013/07/27/a-refutation-of-nicholas-dykes-on-karl-popper/
http://idlewords.com/2010/03/scott_and_scurvy.htm


problem in the story is that people induced wrong (but that's ok, correct thinking 
and progress are not automatic or instant. people just had to struggle to learn, as 
is common, and eventually they did, and they were unlucky with the steamboat 
and lime changes happening at the same time, so what?).

I don't think your email or link would convince them otherwise.

(I disagree with the author that there were any 'villains' involved, though. All 
concerned were doing the best they could with the knowledge they had, of 
scientific method as well as biochemistry. Better than any previous generation.)

The author doesn't say there were 'villains'. He says he was 'tempted' by that type 
of explanation, "But the villain here is just good old human ignorance".

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: skg <skudge@gmail.com>
Subject: [BoI] Re: Nautilus talk on Fallibilism and video interview
Date: July 28, 2013 at 11:01 PM

In the article, you wrote:
“We are all alike,” as Popper remarked, “in our infinite ignorance.”

Could you tell me where Popper said that? I spent a few hours one day
fruitlessly trying to track it down.

cheers,
skg

On Friday, June 28, 2013 10:36:06 AM UTC-5, David Deutsch wrote:

My article on Fallibilism has appeared in Nautilus Magazine. (Please
ignore the rather misleading title):

http://nautil.us/issue/2/uncertainty/why-its-good-to-be-wrong

And they interviewed me too. Here's the video:

http://nautil.us/issue/2/uncertainty/ingenious-david-deutsch

-- David Deutsch

http://nautil.us/issue/2/uncertainty/why-its-good-to-be-wrong
http://nautil.us/issue/2/uncertainty/ingenious-david-deutsch


From: Josh Jordan <josh@joshjordan.name>
Subject: Re: [BoI] Re: Nautilus talk on Fallibilism and video interview
Date: July 29, 2013 at 12:14 AM

On Sun, Jul 28, 2013 at 8:01 PM, skg <skudge@gmail.com> wrote:
On Friday, June 28, 2013 10:36:06 AM UTC-5, David Deutsch wrote:

My article on Fallibilism has appeared in Nautilus Magazine. (Please
ignore the rather misleading title):
http://nautil.us/issue/2/uncertainty/why-its-good-to-be-wrong

In the article, you wrote:
“We are all alike,” as Popper remarked, “in our infinite ignorance.”

Could you tell me where Popper said that?

A search for "ignorance" in The Beginning of Infinity turned up this
on page 447 (Kindle location 8214):

``I believe that it would be worth trying to learn something about the world even 
if in trying to do so we should merely learn that we do not know much... It might 
be well for all of us to remember that, while differing widely in the various little 
bits we know, in our infinite ignorance we are all equal.'' Conjectures and 
Refutations (1963)

http://nautil.us/issue/2/uncertainty/why-its-good-to-be-wrong


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Re: Nautilus talk on Fallibilism and video interview
Date: July 29, 2013 at 3:44 AM

On 29 Jul 2013, at 04:01, skg <skudge@gmail.com> wrote:

On Friday, June 28, 2013 10:36:06 AM UTC-5, David Deutsch wrote:
My article on Fallibilism has appeared in Nautilus Magazine. (Please ignore 
the rather misleading title):

http://nautil.us/issue/2/uncertainty/why-its-good-to-be-wrong

And they interviewed me too. Here's the video:

http://nautil.us/issue/2/uncertainty/ingenious-david-deutsch

-- David Deutsch

In the article, you wrote:
“We are all alike,” as Popper remarked, “in our infinite ignorance.”

Could you tell me where Popper said that? I spent a few hours one day 
fruitlessly trying to track it down.

I quoted it from memory. I may have remembered wrong because there is a 
famous quote in *Conjectures and Refutations* that's almost the same: "while 
differing widely in the various little bits we know, in our infinite ignorance we are 
all equal." On the other hand he may have said 'alike' in a context that's not on 
the internet.

I see there's a widely cited (but I haven't seen a source) quote in German that's 
related but has a different emphasis about our knowledge: "Durch unser Wissen 
unterscheiden wir uns nur wenig, in unserer grenzenlosen Unwissenheit aber 
sind wir alle gleich". I'd translate that as "Through our knowledge we are only 
slightly distinguished, but in our boundless ignorance we are all equal." But 
'gleich' can also mean 'alike'.

And one that is sourced http://www.vordenker.de/ggphilosophy/popper_logik-

http://nautil.us/issue/2/uncertainty/why-its-good-to-be-wrong
http://nautil.us/issue/2/uncertainty/ingenious-david-deutsch
http://www.vordenker.de/ggphilosophy/popper_logik-sozialwiss.pdf


sozialwiss.pdf
"Unsere Unwissenheit ist grenzenlos und ernüchternd." "Our ignorance is 
boundless and sobering." I'd add: our ignorance is boundless and heartening.

-- David Deutsch

http://www.vordenker.de/ggphilosophy/popper_logik-sozialwiss.pdf


From: Brett Hall <brhalluk@hotmail.com>
Subject: [BoI] - An Open Letter to David Cameron and the IOC from Stephen Fry
Date: August 8, 2013 at 7:08 AM

Stephen Fry compares current Russian discrimination against non-straights prior 
to their Olympics next year to German oppression of Jews prior to the Berlin 
Olympics before WW2.

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-the-
ioc/

-- 

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-the-ioc/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 8, 2013 at 9:09 AM

On 8 Aug 2013, at 12:08, Brett Hall <brhalluk@hotmail.com> wrote:

Stephen Fry compares current Russian discrimination against non-straights 
prior to their Olympics next year to German oppression of Jews prior to the 
Berlin Olympics before WW2.

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-
the-ioc/

I hope he succeeds but the comparison is rather forced. President Putin and his 
party have not, for instance:

-- Burned all books written by gay people (about anything, not just gayness).

-- Banned gays by law from employment in the theatre, cinema, the arts, civil 
service, the universities, and journalism.

-- Organised a nationwide boycott of all gay-owned businesses and pressured 
most of them to sell to non-gays at knock-down prices.

-- Deprived all gays of Russian citizenship.

-- Altered the Russian legal system to disadvantage gay defendants and plaintiffs.

All this was part of the German oppression of Jews prior to 1936. The extra-legal 
manifestations of antisemitism were likewise on a much larger scale that what Fry 
describes.

-- David Deutsch

-- 

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-the-ioc/


From: Elliot Temple <curi@curi.us>
Cc: FI <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 8, 2013 at 4:05 PM

On Aug 8, 2013, at 6:09 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 8 Aug 2013, at 12:08, Brett Hall <brhalluk@hotmail.com> wrote:

Stephen Fry compares current Russian discrimination against non-straights 
prior to their Olympics next year to German oppression of Jews prior to the 
Berlin Olympics before WW2.

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-
the-ioc/

I hope he succeeds but the comparison is rather forced. President Putin and his 
party have not, for instance:

-- Burned all books written by gay people (about anything, not just gayness).

-- Banned gays by law from employment in the theatre, cinema, the arts, civil 
service, the universities, and journalism.

-- Organised a nationwide boycott of all gay-owned businesses and pressured 
most of them to sell to non-gays at knock-down prices.

-- Deprived all gays of Russian citizenship.

-- Altered the Russian legal system to disadvantage gay defendants and 
plaintiffs.

All this was part of the German oppression of Jews prior to 1936. The extra-
legal manifestations of antisemitism were likewise on a much larger scale that 
what Fry describes.

Good post.

Who the hell makes comparisons to nazi treatment of Jews without researching it 

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-the-ioc/


first? If you don't wanna research it, fine, but then don't say it's comparable to 
other stuff. If you don't know how bad it was, then compare it with something, you 
risk downplaying the mistreatment of the Jews and whitewashing the nazis.

Shameful by Fry. He's more interested in his trendy political issues than in history 
or making sure not to wrong the Jews. I wonder if he'd be quite so willing to 
carelessly risk the same kind of mistake with non-Jews. (I honestly don't know 
either way).



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: FI <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 8, 2013 at 4:49 PM

On 8 Aug 2013, at 21:05, Elliot Temple <curi@curi.us> wrote:

On Aug 8, 2013, at 6:09 AM, David Deutsch <david.deutsch@qubit.org> wrote:

On 8 Aug 2013, at 12:08, Brett Hall <brhalluk@hotmail.com> wrote:

Stephen Fry compares current Russian discrimination against non-straights 
prior to their Olympics next year to German oppression of Jews prior to the 
Berlin Olympics before WW2.

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-
the-ioc/

I hope he succeeds but the comparison is rather forced. President Putin and 
his party have not, for instance:

-- Burned all books written by gay people (about anything, not just gayness).

-- Banned gays by law from employment in the theatre, cinema, the arts, civil 
service, the universities, and journalism.

-- Organised a nationwide boycott of all gay-owned businesses and pressured 
most of them to sell to non-gays at knock-down prices.

-- Deprived all gays of Russian citizenship.

-- Altered the Russian legal system to disadvantage gay defendants and 
plaintiffs.

All this was part of the German oppression of Jews prior to 1936. The extra-
legal manifestations of antisemitism were likewise on a much larger scale that 
what Fry describes.

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-the-ioc/


Good post.

Who the hell makes comparisons to nazi treatment of Jews without researching 
it first? If you don't wanna research it, fine, but then don't say it's comparable to 
other stuff. If you don't know how bad it was, then compare it with something, 
you risk downplaying the mistreatment of the Jews and whitewashing the nazis.

Shameful by Fry. He's more interested in his trendy political issues than in 
history or making sure not to wrong the Jews. I wonder if he'd be quite so willing 
to carelessly risk the same kind of mistake with non-Jews. (I honestly don't know 
either way).

Stephen Fry is an anti-Semite:

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians

Alan

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 8, 2013 at 4:49 PM

On 08/08/2013, at 23:09, "David Deutsch" <david.deutsch@qubit.org> wrote:

On 8 Aug 2013, at 12:08, Brett Hall <brhalluk@hotmail.com> wrote:

Stephen Fry compares current Russian discrimination against non-straights 
prior to their Olympics next year to German oppression of Jews prior to the 
Berlin Olympics before WW2.

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-
the-ioc/

I hope he succeeds but the comparison is rather forced. President Putin and his 
party have not, for instance:

-- Burned all books written by gay people (about anything, not just gayness).

-- Banned gays by law from employment in the theatre, cinema, the arts, civil 
service, the universities, and journalism.

-- Organised a nationwide boycott of all gay-owned businesses and pressured 
most of them to sell to non-gays at knock-down prices.

-- Deprived all gays of Russian citizenship.

-- Altered the Russian legal system to disadvantage gay defendants and 
plaintiffs.

All this was part of the German oppression of Jews prior to 1936. The extra-
legal manifestations of antisemitism were likewise on a much larger scale that 
what Fry describes.

-- David Deutsch

That's right. I don't expect - at least it does not seem - that the institutional 
discrimination against gays in Russia will ever reach the horrendous depths 

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-the-ioc/


encountered in Hitler's Germany against the Jews.

But one might still be tempted to say, after each of those facts above, "yet". For 
this reason, people with a bit of cultural clout, like Fry, are right to intervene loudly 
and swiftly to get the attention of those with a bit of political power, like Cameron. 
I don't think Fry implies "it's just as bad as WW2." I think he may believe that as a 
public intellectual of sorts, he occupies a special place to remind large numbers 
of people - politicians especially - of lessons from history that need to not be 
forgotten.

It seems that what has and is happening in Russia is a rather gradual increase in 
discrimination and violence - but yes, what happened in Germany was rather 
more sudden and severe, by comparison.

Brett.



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 8, 2013 at 5:54 PM

On 09/08/2013, at 6:49, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 8 Aug 2013, at 21:05, Elliot Temple <curi@curi.us> wrote:

On Aug 8, 2013, at 6:09 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 8 Aug 2013, at 12:08, Brett Hall <brhalluk@hotmail.com> wrote:

Stephen Fry compares current Russian discrimination against non-straights 
prior to their Olympics next year to German oppression of Jews prior to the 
Berlin Olympics before WW2.

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-
and-the-ioc/

I hope he succeeds but the comparison is rather forced. President Putin and 
his party have not, for instance:

-- Burned all books written by gay people (about anything, not just gayness).

-- Banned gays by law from employment in the theatre, cinema, the arts, civil 
service, the universities, and journalism.

-- Organised a nationwide boycott of all gay-owned businesses and 
pressured most of them to sell to non-gays at knock-down prices.

-- Deprived all gays of Russian citizenship.

-- Altered the Russian legal system to disadvantage gay defendants and 
plaintiffs.

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-the-ioc/


All this was part of the German oppression of Jews prior to 1936. The extra-
legal manifestations of antisemitism were likewise on a much larger scale that 
what Fry describes.

Good post.

Who the hell makes comparisons to nazi treatment of Jews without 
researching it first? If you don't wanna research it, fine, but then don't say it's 
comparable to other stuff. If you don't know how bad it was, then compare it 
with something, you risk downplaying the mistreatment of the Jews and 
whitewashing the nazis.

Shameful by Fry. He's more interested in his trendy political issues than in 
history or making sure not to wrong the Jews. I wonder if he'd be quite so 
willing to carelessly risk the same kind of mistake with non-Jews. (I honestly 
don't know either way).

Stephen Fry is an anti-Semite:

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians

Alan

Hi Alan,

Could you explain the criteria for being an "anti-Semite"?

I read the article you link to above, that Fry has signed, and it seemed so filled 
with caveats and hedges and apologies that I struggled to find a way of clearly 
interpreting it, taken as a whole, to be what the wikipedia entry describes as 
"prejudice, hatred of, or discrimination against Jews for reasons connected to 
their Jewish heritage. A person who holds such positions is called an 
"antisemite". It is considered by most scientists to be a form of racism."

Brett.

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 8, 2013 at 7:07 PM

On 8 Aug 2013, at 22:54, Brett Hall <brhalluk@hotmail.com> wrote:

On 09/08/2013, at 6:49, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 8 Aug 2013, at 21:05, Elliot Temple <curi@curi.us> wrote:

On Aug 8, 2013, at 6:09 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 8 Aug 2013, at 12:08, Brett Hall <brhalluk@hotmail.com> wrote:

Stephen Fry compares current Russian discrimination against non-
straights prior to their Olympics next year to German oppression of Jews 
prior to the Berlin Olympics before WW2.

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-
and-the-ioc/

I hope he succeeds but the comparison is rather forced. President Putin and 
his party have not, for instance:

-- Burned all books written by gay people (about anything, not just gayness).

-- Banned gays by law from employment in the theatre, cinema, the arts, 
civil service, the universities, and journalism.

-- Organised a nationwide boycott of all gay-owned businesses and 
pressured most of them to sell to non-gays at knock-down prices.

-- Deprived all gays of Russian citizenship.

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-the-ioc/


-- Altered the Russian legal system to disadvantage gay defendants and 
plaintiffs.

All this was part of the German oppression of Jews prior to 1936. The extra-
legal manifestations of antisemitism were likewise on a much larger scale 
that what Fry describes.

Good post.

Who the hell makes comparisons to nazi treatment of Jews without 
researching it first? If you don't wanna research it, fine, but then don't say it's 
comparable to other stuff. If you don't know how bad it was, then compare it 
with something, you risk downplaying the mistreatment of the Jews and 
whitewashing the nazis.

Shameful by Fry. He's more interested in his trendy political issues than in 
history or making sure not to wrong the Jews. I wonder if he'd be quite so 
willing to carelessly risk the same kind of mistake with non-Jews. (I honestly 
don't know either way).

Stephen Fry is an anti-Semite:

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians

Alan

Hi Alan,

Could you explain the criteria for being an "anti-Semite"?

I read the article you link to above, that Fry has signed, and it seemed so filled 
with caveats and hedges and apologies that I struggled to find a way of clearly 
interpreting it, taken as a whole, to be what the wikipedia entry describes as 
"prejudice, hatred of, or discrimination against Jews for reasons connected to 
their Jewish heritage. A person who holds such positions is called an 
"antisemite". It is considered by most scientists to be a form of racism."

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians


Most of the claims in the article are completely false and many of them are 
refuted here:

http://www.settingtheworldtorights.com/node/74

Take for example the claim that the 1947-9 was was for the Palestinians what the 
Holocaust was for the Jews: this is a blood libel in all but name. In reality, the 
surrounding Arab states and some of the Arabs then living in the area allotted to 
Israel by the UN conducted first a campaign of terror and then open warfare 
against Jews living there, who defended themselves. What happened to the 
Palestinians was  much less severe than what happened to the Germans when 
the Allies defended themselves during WW2. Was WW2 like the Holocaust for the 
Germans?

I could go through most of the article pointing out all of the distortions but all of 
the points it makes are similarly misleading. So the whole article is full of 
distortions all of which make the Jews look bad. What is the explanation for these 
claims?

(1) The people who signed the letter did no research, in which case they are 
willing casually to slander Israel as being morally equivalent to Nazi Germany.

(2) They did research but only bothered to read one sided accounts in which 
Israel is the villain despite the existence of competent historical accounts of the 
issues involved.

(3) They did research, read people on both sides of the issue and believed the 
ones who said Israel was the villain.

All of those explanations require from the signatories casual indifference to 
endorsing blood libels or malice or both. The people who signed that letter, 
including Stephen Fry, are anti-Semites.

Alan

http://www.settingtheworldtorights.com/node/74


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 8, 2013 at 7:52 PM

On 09/08/2013, at 9:07, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 8 Aug 2013, at 22:54, Brett Hall <brhalluk@hotmail.com> wrote:

On 09/08/2013, at 6:49, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 8 Aug 2013, at 21:05, Elliot Temple <curi@curi.us> wrote:

On Aug 8, 2013, at 6:09 AM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 8 Aug 2013, at 12:08, Brett Hall <brhalluk@hotmail.com> wrote:

Stephen Fry compares current Russian discrimination against non-
straights prior to their Olympics next year to German oppression of Jews 
prior to the Berlin Olympics before WW2.

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-
and-the-ioc/

I hope he succeeds but the comparison is rather forced. President Putin 
and his party have not, for instance:

-- Burned all books written by gay people (about anything, not just 
gayness).

-- Banned gays by law from employment in the theatre, cinema, the arts, 
civil service, the universities, and journalism.

http://www.stephenfry.com/2013/08/07/an-open-letter-to-david-cameron-and-the-ioc/


-- Organised a nationwide boycott of all gay-owned businesses and 
pressured most of them to sell to non-gays at knock-down prices.

-- Deprived all gays of Russian citizenship.

-- Altered the Russian legal system to disadvantage gay defendants and 
plaintiffs.

All this was part of the German oppression of Jews prior to 1936. The 
extra-legal manifestations of antisemitism were likewise on a much larger 
scale that what Fry describes.

Good post.

Who the hell makes comparisons to nazi treatment of Jews without 
researching it first? If you don't wanna research it, fine, but then don't say 
it's comparable to other stuff. If you don't know how bad it was, then 
compare it with something, you risk downplaying the mistreatment of the 
Jews and whitewashing the nazis.

Shameful by Fry. He's more interested in his trendy political issues than in 
history or making sure not to wrong the Jews. I wonder if he'd be quite so 
willing to carelessly risk the same kind of mistake with non-Jews. (I honestly 
don't know either way).

Stephen Fry is an anti-Semite:

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians

Alan

Hi Alan,

Could you explain the criteria for being an "anti-Semite"?

I read the article you link to above, that Fry has signed, and it seemed so filled 
with caveats and hedges and apologies that I struggled to find a way of clearly 
interpreting it, taken as a whole, to be what the wikipedia entry describes as 
"prejudice, hatred of, or discrimination against Jews for reasons connected to 

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians


their Jewish heritage. A person who holds such positions is called an 
"antisemite". It is considered by most scientists to be a form of racism."

Most of the claims in the article are completely false and many of them are 
refuted here:

http://www.settingtheworldtorights.com/node/74

Take for example the claim that the 1947-9 was was for the Palestinians what 
the Holocaust was for the Jews: this is a blood libel in all but name. In reality, 
the surrounding Arab states and some of the Arabs then living in the area 
allotted to Israel by the UN conducted first a campaign of terror and then open 
warfare against Jews living there, who defended themselves. What happened to 
the Palestinians was  much less severe than what happened to the Germans 
when the Allies defended themselves during WW2.

Excellent, thankyou.

Was WW2 like the Holocaust for the Germans?

I could go through most of the article pointing out all of the distortions but all of 
the points it makes are similarly misleading. So the whole article is full of 
distortions all of which make the Jews look bad. What is the explanation for 
these claims?

(1) The people who signed the letter did no research, in which case they are 
willing casually to slander Israel as being morally equivalent to Nazi Germany.

(2) They did research but only bothered to read one sided accounts in which 
Israel is the villain despite the existence of competent historical accounts of the 
issues involved.

(3) They did research, read people on both sides of the issue and believed the 
ones who said Israel was the villain.

Okay.

All of those explanations require from the signatories casual indifference to 

http://www.settingtheworldtorights.com/node/74


endorsing blood libels or malice or both. The people who signed that letter, 
including Stephen Fry, are anti-Semites.

What, do you imagine would be the motivations of these people, then? All of 
whom, it is claimed, are Jewish or of Jewish decent? In Fry's case...according to 
the article in my OP, a member of a family who was decimated by the holocaust?

Brett.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 9, 2013 at 6:20 AM

On 9 August 2013 00:52, Brett Hall <brhalluk@hotmail.com> wrote:
On 09/08/2013, at 9:07, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 8 Aug 2013, at 22:54, Brett Hall <brhalluk@hotmail.com> wrote:

On 09/08/2013, at 6:49, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

Stephen Fry is an anti-Semite:

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians

Alan

Hi Alan,

Could you explain the criteria for being an "anti-Semite"?

I read the article you link to above, that Fry has signed, and it seemed so
filled with caveats and hedges and apologies that I struggled to find a way
of clearly interpreting it, taken as a whole, to be what the wikipedia entry
describes as "prejudice, hatred of, or discrimination against Jews for
reasons connected to their Jewish heritage. A person who holds such
positions is called an "antisemite". It is considered by most scientists to
be a form of racism."

Most of the claims in the article are completely false and many of them are
refuted here:

http://www.settingtheworldtorights.com/node/74

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians
http://www.settingtheworldtorights.com/node/74


Take for example the claim that the 1947-9 was was for the Palestinians what
the Holocaust was for the Jews: this is a blood libel in all but name. In
reality, the surrounding Arab states and some of the Arabs then living in
the area allotted to Israel by the UN conducted first a campaign of terror
and then open warfare against Jews living there, who defended themselves.
What happened to the Palestinians was  much less severe than what 
happened
to the Germans when the Allies defended themselves during WW2.

Excellent, thankyou.

Was WW2 like the Holocaust for the Germans?

I could go through most of the article pointing out all of the distortions
but all of the points it makes are similarly misleading. So the whole
article is full of distortions all of which make the Jews look bad. What is
the explanation for these claims?

(1) The people who signed the letter did no research, in which case they are
willing casually to slander Israel as being morally equivalent to Nazi
Germany.

(2) They did research but only bothered to read one sided accounts in which
Israel is the villain despite the existence of competent historical accounts
of the issues involved.

(3) They did research, read people on both sides of the issue and believed
the ones who said Israel was the villain.

Okay.

All of those explanations require from the signatories casual indifference
to endorsing blood libels or malice or both. The people who signed that
letter, including Stephen Fry, are anti-Semites.

What, do you imagine would be the motivations of these people, then? All of
whom, it is claimed, are Jewish or of Jewish decent? In Fry's
case...according to the article in my OP, a member of a family who was



decimated by the holocaust?

It is possible to be both a Jew and an anti-Semite, just as it is
possible to be a businessman and an anti-capitalist. All that's
required for anti-Semitism is that the person concerned judges Jews to
be worse than other people regardless of the actual merits of their
actions.

So what's the motivation for anti-Semitism? In the West it has
something to do with the charge that they killed Jesus, with the fact
that they were a middleman minority, with anti-capitalism, with bad
collectivist ideas and with Jews often being successful.

Alan

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 9, 2013 at 1:38 PM

On Aug 9, 2013, at 3:20 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 9 August 2013 00:52, Brett Hall <brhalluk@hotmail.com> wrote:
On 09/08/2013, at 9:07, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 8 Aug 2013, at 22:54, Brett Hall <brhalluk@hotmail.com> wrote:

On 09/08/2013, at 6:49, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

Stephen Fry is an anti-Semite:

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians

Alan
Hi Alan,

Could you explain the criteria for being an "anti-Semite"?

I read the article you link to above, that Fry has signed, and it seemed so
filled with caveats and hedges and apologies that I struggled to find a way
of clearly interpreting it, taken as a whole, to be what the wikipedia entry
describes as "prejudice, hatred of, or discrimination against Jews for
reasons connected to their Jewish heritage. A person who holds such
positions is called an "antisemite". It is considered by most scientists to
be a form of racism."

Most of the claims in the article are completely false and many of them are
refuted here:

http://www.settingtheworldtorights.com/node/74

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians
http://www.settingtheworldtorights.com/node/74


Take for example the claim that the 1947-9 was was for the Palestinians what
the Holocaust was for the Jews: this is a blood libel in all but name. In
reality, the surrounding Arab states and some of the Arabs then living in
the area allotted to Israel by the UN conducted first a campaign of terror
and then open warfare against Jews living there, who defended themselves.
What happened to the Palestinians was  much less severe than what 
happened
to the Germans when the Allies defended themselves during WW2.

Excellent, thankyou.

Was WW2 like the Holocaust for the Germans?

I could go through most of the article pointing out all of the distortions
but all of the points it makes are similarly misleading. So the whole
article is full of distortions all of which make the Jews look bad. What is
the explanation for these claims?

(1) The people who signed the letter did no research, in which case they are
willing casually to slander Israel as being morally equivalent to Nazi
Germany.

(2) They did research but only bothered to read one sided accounts in which
Israel is the villain despite the existence of competent historical accounts
of the issues involved.

(3) They did research, read people on both sides of the issue and believed
the ones who said Israel was the villain.

Okay.

All of those explanations require from the signatories casual indifference
to endorsing blood libels or malice or both. The people who signed that
letter, including Stephen Fry, are anti-Semites.

What, do you imagine would be the motivations of these people, then? All of
whom, it is claimed, are Jewish or of Jewish decent? In Fry's



case...according to the article in my OP, a member of a family who was
decimated by the holocaust?

It is possible to be both a Jew and an anti-Semite, just as it is
possible to be a businessman and an anti-capitalist. All that's
required for anti-Semitism is that the person concerned judges Jews to
be worse than other people regardless of the actual merits of their
actions.

So what's the motivation for anti-Semitism? In the West it has
something to do with the charge that they killed Jesus, with the fact
that they were a middleman minority, with anti-capitalism, with bad
collectivist ideas and with Jews often being successful.

Jason do you agree the signers of this letter are antisemitic?

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 9, 2013 at 9:29 PM

On 10/08/2013, at 3:38, "Elliot Temple" <curi@curi.us> wrote:

On Aug 9, 2013, at 3:20 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 9 August 2013 00:52, Brett Hall <brhalluk@hotmail.com> wrote:
On 09/08/2013, at 9:07, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 8 Aug 2013, at 22:54, Brett Hall <brhalluk@hotmail.com> wrote:

On 09/08/2013, at 6:49, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

Stephen Fry is an anti-Semite:

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians

Alan
Hi Alan,

Could you explain the criteria for being an "anti-Semite"?

I read the article you link to above, that Fry has signed, and it seemed so
filled with caveats and hedges and apologies that I struggled to find a way
of clearly interpreting it, taken as a whole, to be what the wikipedia entry
describes as "prejudice, hatred of, or discrimination against Jews for
reasons connected to their Jewish heritage. A person who holds such
positions is called an "antisemite". It is considered by most scientists to
be a form of racism."

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians


Most of the claims in the article are completely false and many of them are
refuted here:

http://www.settingtheworldtorights.com/node/74

Take for example the claim that the 1947-9 was was for the Palestinians 
what
the Holocaust was for the Jews: this is a blood libel in all but name. In
reality, the surrounding Arab states and some of the Arabs then living in
the area allotted to Israel by the UN conducted first a campaign of terror
and then open warfare against Jews living there, who defended themselves.
What happened to the Palestinians was  much less severe than what 
happened
to the Germans when the Allies defended themselves during WW2.

Excellent, thankyou.

Was WW2 like the Holocaust for the Germans?

I could go through most of the article pointing out all of the distortions
but all of the points it makes are similarly misleading. So the whole
article is full of distortions all of which make the Jews look bad. What is
the explanation for these claims?

(1) The people who signed the letter did no research, in which case they are
willing casually to slander Israel as being morally equivalent to Nazi
Germany.

(2) They did research but only bothered to read one sided accounts in which
Israel is the villain despite the existence of competent historical accounts
of the issues involved.

(3) They did research, read people on both sides of the issue and believed
the ones who said Israel was the villain.

Okay.

All of those explanations require from the signatories casual indifference

http://www.settingtheworldtorights.com/node/74


to endorsing blood libels or malice or both. The people who signed that
letter, including Stephen Fry, are anti-Semites.

What, do you imagine would be the motivations of these people, then? All of
whom, it is claimed, are Jewish or of Jewish decent? In Fry's
case...according to the article in my OP, a member of a family who was
decimated by the holocaust?

It is possible to be both a Jew and an anti-Semite, just as it is
possible to be a businessman and an anti-capitalist. All that's
required for anti-Semitism is that the person concerned judges Jews to
be worse than other people regardless of the actual merits of their
actions.

So what's the motivation for anti-Semitism? In the West it has
something to do with the charge that they killed Jesus, with the fact
that they were a middleman minority, with anti-capitalism, with bad
collectivist ideas and with Jews often being successful.

Jason do you agree the signers of this letter are antisemitic?

I'll let Jason answer for himself, but for my part: yes.

The theory that: "Stephen Fry is an anti-Semite" best explains why his name 
appears on that list of signers. We can substitute any of the signers names for 
"Stephen Fry".

Given the constraints imposed by Alan's (1), (2) and (3) above I cannot imagine 
another, better theory which explains that petition. Ignorance is no excuse. And I 
don't think Fry is ignorant.

Those people do not think the Jewish people are right to occupy Israel and 
defend it.

So they are antisemitic.

Stephen Fry gets this wrong.

Stephen Fry does a lot of other very good work.



Brett.

-- 



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 10, 2013 at 8:33 PM

On Fri, Aug 9, 2013 at 10:38 AM, Elliot Temple <curi@curi.us> wrote:

On Aug 9, 2013, at 3:20 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 9 August 2013 00:52, Brett Hall <brhalluk@hotmail.com> wrote:
On 09/08/2013, at 9:07, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 8 Aug 2013, at 22:54, Brett Hall <brhalluk@hotmail.com> wrote:

On 09/08/2013, at 6:49, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

Stephen Fry is an anti-Semite:

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians

Alan
Hi Alan,

Could you explain the criteria for being an "anti-Semite"?

I read the article you link to above, that Fry has signed, and it seemed so
filled with caveats and hedges and apologies that I struggled to find a way
of clearly interpreting it, taken as a whole, to be what the wikipedia entry
describes as "prejudice, hatred of, or discrimination against Jews for
reasons connected to their Jewish heritage. A person who holds such
positions is called an "antisemite". It is considered by most scientists to
be a form of racism."

Most of the claims in the article are completely false and many of them are

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians


refuted here:

http://www.settingtheworldtorights.com/node/74

Take for example the claim that the 1947-9 was was for the Palestinians 
what
the Holocaust was for the Jews: this is a blood libel in all but name. In
reality, the surrounding Arab states and some of the Arabs then living in
the area allotted to Israel by the UN conducted first a campaign of terror
and then open warfare against Jews living there, who defended themselves.
What happened to the Palestinians was  much less severe than what 
happened
to the Germans when the Allies defended themselves during WW2.

Excellent, thankyou.

Was WW2 like the Holocaust for the Germans?

I could go through most of the article pointing out all of the distortions
but all of the points it makes are similarly misleading. So the whole
article is full of distortions all of which make the Jews look bad. What is
the explanation for these claims?

(1) The people who signed the letter did no research, in which case they are
willing casually to slander Israel as being morally equivalent to Nazi
Germany.

(2) They did research but only bothered to read one sided accounts in which
Israel is the villain despite the existence of competent historical accounts
of the issues involved.

(3) They did research, read people on both sides of the issue and believed
the ones who said Israel was the villain.

Okay.

All of those explanations require from the signatories casual indifference
to endorsing blood libels or malice or both. The people who signed that

http://www.settingtheworldtorights.com/node/74


letter, including Stephen Fry, are anti-Semites.

What, do you imagine would be the motivations of these people, then? All of
whom, it is claimed, are Jewish or of Jewish decent? In Fry's
case...according to the article in my OP, a member of a family who was
decimated by the holocaust?

It is possible to be both a Jew and an anti-Semite, just as it is
possible to be a businessman and an anti-capitalist. All that's
required for anti-Semitism is that the person concerned judges Jews to
be worse than other people regardless of the actual merits of their
actions.

So what's the motivation for anti-Semitism? In the West it has
something to do with the charge that they killed Jesus, with the fact
that they were a middleman minority, with anti-capitalism, with bad
collectivist ideas and with Jews often being successful.

Jason do you agree the signers of this letter are antisemitic?

I agree they are antisemitic according to your use of the term. Meaning:
I agree that they are endorsing a position that you (Elliot) believe
is objectively more likely to get Jews as a unique ethnic group
killed.

I'm not trying to weasel here; I think the way you asked the question
actually obscures a couple of important things that ought to be more
explicit. They are:

(1) Do I (Jason) agree that the position the signers of this letter
are endorsing is objectively more likely to get Jews killed?

I don't know. I would have to do more research before I would have an
informed opinion. I would not add my signature to their letter without
doing lots more research. I lean toward agreeing with you but I have
not engaged the people I know on the other side of this debate (like
the guy who spoke at the SHJC meeting I attended).

(2) Do I (Jason) agree with your use of the term antisemitic, i.e.
that someone who advocates a position that you determine is



objectively more likely to get Jews killed ought rightly be called
"antisemitic", whatever that person's professed reasonably ascribed
beliefs may be?

No. While acknowledging your protestations to the contrary, I think
you are using the term in a very unusual and more importantly,
unhelpful way.

Your usage seems to have a lot of the same problems as "coercion": It
overloads a term in common usage, a term with widespread emotional
disapproval. Your use expands the scope of the term beyond what most
people would use the term for. And thereby I think you either
intentionally or unintentionally attempt to provoke widespread
emotional disapproval of positions that are not currently widely
disapproved of.

This strikes me as an irrational debate tactic. Your use of the term
is not primarily aimed at directly convincing people of the merits of
your position, in this case that Israel is really good and necessary
for preventing lots of Jews from being killed and that people who
oppose Israel are wrong. Instead you're labeling anyone who disagrees
with your position with a pre-existing very negative and emotional
term, "antisemite", and then arguing that label ought to stick.

Even if you're right about Israel, which like I said I'm inclined to
think you are, this indirect method relying on an emotionally laden
term serves only to shield your position from rational criticism, and
to convince people who should not rightly be convinced.

I would restrict use of the label "antisemitic" to people who give
evidence of hating Jews, of consciously wanting them to get hurt or
killed. I would not apply it to people who (however wrongly or
carelessly) advocate positions they appear to genuinely believe are
not harmful to Jews as an ethnic group. "Wrong" or "dangerous" are
more appropriate terms to use in those cases.

--Jason

-- 



From: Elliot Temple <curi@curi.us>
Cc: FI <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 10, 2013 at 11:47 PM

On Aug 10, 2013, at 5:33 PM, Jason <auvenj@gmail.com> wrote:

On Fri, Aug 9, 2013 at 10:38 AM, Elliot Temple <curi@curi.us> wrote:

On Aug 9, 2013, at 3:20 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 9 August 2013 00:52, Brett Hall <brhalluk@hotmail.com> wrote:
On 09/08/2013, at 9:07, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 8 Aug 2013, at 22:54, Brett Hall <brhalluk@hotmail.com> wrote:

On 09/08/2013, at 6:49, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

Stephen Fry is an anti-Semite:

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians

Alan
Hi Alan,

Could you explain the criteria for being an "anti-Semite"?

I read the article you link to above, that Fry has signed, and it seemed so
filled with caveats and hedges and apologies that I struggled to find a 
way
of clearly interpreting it, taken as a whole, to be what the wikipedia entry
describes as "prejudice, hatred of, or discrimination against Jews for
reasons connected to their Jewish heritage. A person who holds such
positions is called an "antisemite". It is considered by most scientists to

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians


be a form of racism."

Most of the claims in the article are completely false and many of them are
refuted here:

http://www.settingtheworldtorights.com/node/74

Take for example the claim that the 1947-9 was was for the Palestinians 
what
the Holocaust was for the Jews: this is a blood libel in all but name. In
reality, the surrounding Arab states and some of the Arabs then living in
the area allotted to Israel by the UN conducted first a campaign of terror
and then open warfare against Jews living there, who defended 
themselves.
What happened to the Palestinians was  much less severe than what 
happened
to the Germans when the Allies defended themselves during WW2.

Excellent, thankyou.

Was WW2 like the Holocaust for the Germans?

I could go through most of the article pointing out all of the distortions
but all of the points it makes are similarly misleading. So the whole
article is full of distortions all of which make the Jews look bad. What is
the explanation for these claims?

(1) The people who signed the letter did no research, in which case they 
are
willing casually to slander Israel as being morally equivalent to Nazi
Germany.

(2) They did research but only bothered to read one sided accounts in 
which
Israel is the villain despite the existence of competent historical accounts
of the issues involved.

(3) They did research, read people on both sides of the issue and believed

http://www.settingtheworldtorights.com/node/74


the ones who said Israel was the villain.

Okay.

All of those explanations require from the signatories casual indifference
to endorsing blood libels or malice or both. The people who signed that
letter, including Stephen Fry, are anti-Semites.

What, do you imagine would be the motivations of these people, then? All of
whom, it is claimed, are Jewish or of Jewish decent? In Fry's
case...according to the article in my OP, a member of a family who was
decimated by the holocaust?

It is possible to be both a Jew and an anti-Semite, just as it is
possible to be a businessman and an anti-capitalist. All that's
required for anti-Semitism is that the person concerned judges Jews to
be worse than other people regardless of the actual merits of their
actions.

So what's the motivation for anti-Semitism? In the West it has
something to do with the charge that they killed Jesus, with the fact
that they were a middleman minority, with anti-capitalism, with bad
collectivist ideas and with Jews often being successful.

Jason do you agree the signers of this letter are antisemitic?

I agree they are antisemitic according to your use of the term. Meaning:
I agree that they are endorsing a position that you (Elliot) believe
is objectively more likely to get Jews as a unique ethnic group
killed.

I'm not trying to weasel here; I think the way you asked the question
actually obscures a couple of important things that ought to be more
explicit. They are:

(1) Do I (Jason) agree that the position the signers of this letter
are endorsing is objectively more likely to get Jews killed?



I don't know. I would have to do more research before I would have an
informed opinion. I would not add my signature to their letter without
doing lots more research. I lean toward agreeing with you but I have
not engaged the people I know on the other side of this debate (like
the guy who spoke at the SHJC meeting I attended).

(2) Do I (Jason) agree with your use of the term antisemitic, i.e.
that someone who advocates a position that you determine is
objectively more likely to get Jews killed ought rightly be called
"antisemitic", whatever that person's professed reasonably ascribed
beliefs may be?

It's not just objectively more likely. Hurting Jews, and legitimizing hurting Jews, 
are the primary purposes of their policy.

That is antisemitic under standard terminology.

In this case the secondary purpose is to be a popular trendy lefty. Even if you 
think it's the other way around, with social status and prestige as goal number 
one, and hurting Jews as goal two, its still antisemitic in standard terminology.

Whether my analysis is right or wrong, my terminology is not unusual. Attacking 
the terminology instead of the substantive claims clouds the issues.

No. While acknowledging your protestations to the contrary, I think
you are using the term in a very unusual and more importantly,
unhelpful way.

By "you", do you mean me, Alan, DD, Brett, et al? Or do you mean to single me 
out?

Your usage seems to have a lot of the same problems as "coercion": It
overloads a term in common usage, a term with widespread emotional
disapproval. Your use expands the scope of the term beyond what most
people would use the term for. And thereby I think you either
intentionally or unintentionally attempt to provoke widespread
emotional disapproval of positions that are not currently widely
disapproved of.



This strikes me as an irrational debate tactic. Your use of the term
is not primarily aimed at directly convincing people of the merits of
your position, in this case that Israel is really good and necessary
for preventing lots of Jews from being killed and that people who
oppose Israel are wrong. Instead you're labeling anyone who disagrees
with your position with a pre-existing very negative and emotional
term, "antisemite", and then arguing that label ought to stick.

Even if you're right about Israel, which like I said I'm inclined to
think you are, this indirect method relying on an emotionally laden
term serves only to shield your position from rational criticism, and
to convince people who should not rightly be convinced.

The point of calling a spade a spade is to NOT shield them from the meaning of 
their position.

I would restrict use of the label "antisemitic" to people who give
evidence of hating Jews, of consciously wanting them to get hurt or
killed.

No. You must go by the normal standards of responsibility and guilt, not this 
artificial standard of conscious thinking. Your proposal would partially excuse and 
defend some of the worst people who don't consciously consider many of their 
ideas.

I would not apply it to people who (however wrongly or
carelessly) advocate positions they appear to genuinely believe are
not harmful to Jews as an ethnic group. "Wrong" or "dangerous" are
more appropriate terms to use in those cases.

Being very careless does not constitute genuineness. This proposed standard is 
contradictory.

The point is its no innocent accident. They (e.g. Stephen Fry and Ron Paul) are 
responsible and guilty.

-- 



From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 17, 2013 at 9:05 PM

On Sat, Aug 10, 2013 at 8:47 PM, Elliot Temple <curi@curi.us> wrote:

On Aug 10, 2013, at 5:33 PM, Jason <auvenj@gmail.com> wrote:

On Fri, Aug 9, 2013 at 10:38 AM, Elliot Temple <curi@curi.us> wrote:

On Aug 9, 2013, at 3:20 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 9 August 2013 00:52, Brett Hall <brhalluk@hotmail.com> wrote:
On 09/08/2013, at 9:07, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

On 8 Aug 2013, at 22:54, Brett Hall <brhalluk@hotmail.com> wrote:

On 09/08/2013, at 6:49, "Alan Forrester"
<alanmichaelforrester@googlemail.com> wrote:

Stephen Fry is an anti-Semite:

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinian
s

Alan
Hi Alan,

Could you explain the criteria for being an "anti-Semite"?

I read the article you link to above, that Fry has signed, and it seemed 
so
filled with caveats and hedges and apologies that I struggled to find a 
way

http://www.theguardian.com/world/2008/apr/30/israelandthepalestinians


of clearly interpreting it, taken as a whole, to be what the wikipedia entry
describes as "prejudice, hatred of, or discrimination against Jews for
reasons connected to their Jewish heritage. A person who holds such
positions is called an "antisemite". It is considered by most scientists to
be a form of racism."

Most of the claims in the article are completely false and many of them 
are
refuted here:

http://www.settingtheworldtorights.com/node/74

Take for example the claim that the 1947-9 was was for the Palestinians 
what
the Holocaust was for the Jews: this is a blood libel in all but name. In
reality, the surrounding Arab states and some of the Arabs then living in
the area allotted to Israel by the UN conducted first a campaign of terror
and then open warfare against Jews living there, who defended 
themselves.
What happened to the Palestinians was  much less severe than what 
happened
to the Germans when the Allies defended themselves during WW2.

Excellent, thankyou.

Was WW2 like the Holocaust for the Germans?

I could go through most of the article pointing out all of the distortions
but all of the points it makes are similarly misleading. So the whole
article is full of distortions all of which make the Jews look bad. What is
the explanation for these claims?

(1) The people who signed the letter did no research, in which case they 
are
willing casually to slander Israel as being morally equivalent to Nazi
Germany.

(2) They did research but only bothered to read one sided accounts in 

http://www.settingtheworldtorights.com/node/74


which
Israel is the villain despite the existence of competent historical accounts
of the issues involved.

(3) They did research, read people on both sides of the issue and 
believed
the ones who said Israel was the villain.

Okay.

All of those explanations require from the signatories casual indifference
to endorsing blood libels or malice or both. The people who signed that
letter, including Stephen Fry, are anti-Semites.

What, do you imagine would be the motivations of these people, then? All 
of
whom, it is claimed, are Jewish or of Jewish decent? In Fry's
case...according to the article in my OP, a member of a family who was
decimated by the holocaust?

It is possible to be both a Jew and an anti-Semite, just as it is
possible to be a businessman and an anti-capitalist. All that's
required for anti-Semitism is that the person concerned judges Jews to
be worse than other people regardless of the actual merits of their
actions.

So what's the motivation for anti-Semitism? In the West it has
something to do with the charge that they killed Jesus, with the fact
that they were a middleman minority, with anti-capitalism, with bad
collectivist ideas and with Jews often being successful.

Jason do you agree the signers of this letter are antisemitic?

I agree they are antisemitic according to your use of the term. Meaning:
I agree that they are endorsing a position that you (Elliot) believe
is objectively more likely to get Jews as a unique ethnic group
killed.



I'm not trying to weasel here; I think the way you asked the question
actually obscures a couple of important things that ought to be more
explicit. They are:

(1) Do I (Jason) agree that the position the signers of this letter
are endorsing is objectively more likely to get Jews killed?

I don't know. I would have to do more research before I would have an
informed opinion. I would not add my signature to their letter without
doing lots more research. I lean toward agreeing with you but I have
not engaged the people I know on the other side of this debate (like
the guy who spoke at the SHJC meeting I attended).

(2) Do I (Jason) agree with your use of the term antisemitic, i.e.
that someone who advocates a position that you determine is
objectively more likely to get Jews killed ought rightly be called
"antisemitic", whatever that person's professed reasonably ascribed
beliefs may be?

It's not just objectively more likely. Hurting Jews, and legitimizing hurting Jews, 
are the primary purposes of their policy.

What is the argument/evidence that their purpose (primary or
secondary) is to hurt Jews?

Also per discussion below, "purpose" implies conscious intent.

That is antisemitic under standard terminology.

In this case the secondary purpose is to be a popular trendy lefty. Even if you 
think it's the other way around, with social status and prestige as goal number 
one, and hurting Jews as goal two, its still antisemitic in standard terminology.

Whether my analysis is right or wrong, my terminology is not unusual. Attacking 
the terminology instead of the substantive claims clouds the issues.

No. While acknowledging your protestations to the contrary, I think
you are using the term in a very unusual and more importantly,
unhelpful way.



By "you", do you mean me, Alan, DD, Brett, et al? Or do you mean to single me 
out?

I mean everyone who uses the term that way, not just you.

Your usage seems to have a lot of the same problems as "coercion": It
overloads a term in common usage, a term with widespread emotional
disapproval. Your use expands the scope of the term beyond what most
people would use the term for. And thereby I think you either
intentionally or unintentionally attempt to provoke widespread
emotional disapproval of positions that are not currently widely
disapproved of.

This strikes me as an irrational debate tactic. Your use of the term
is not primarily aimed at directly convincing people of the merits of
your position, in this case that Israel is really good and necessary
for preventing lots of Jews from being killed and that people who
oppose Israel are wrong. Instead you're labeling anyone who disagrees
with your position with a pre-existing very negative and emotional
term, "antisemite", and then arguing that label ought to stick.

Even if you're right about Israel, which like I said I'm inclined to
think you are, this indirect method relying on an emotionally laden
term serves only to shield your position from rational criticism, and
to convince people who should not rightly be convinced.

The point of calling a spade a spade is to NOT shield them from the meaning of 
their position.

Did you mean to ignore my point about criticism? Calling your
opponents "antisemites" does not improve criticism of your ideas or
theirs. I think the people you're calling antisemites don't think they
are, don't have the purposes that word implies, and due to its
emotional content aren't likely to respond in as intellectual a way as
they would otherwise. You'll go back and forth with what amounts to
"am not...are to...am not...are too..." Observers won't want to be
seen as sticking up for antisemitism and won't want to speak on behalf



of the people you're calling antisemites or often even enter the
discussion, "I'm not going to step in that...". So using the term
serves to shield your ideas from criticism.

Which would still be OK *if they were really antisemites* by the most
useful definition of the word. But they're not - or at least so far
you have failed to demonstrate that they are.

And furthermore this consequentialist, "NOT shield them from the
meaning of their position" seems especially pernicious. It reminds me
of the worst emotional blackmail tactics used by political extremists.
Sticking up for free markets in health care will probably mean someone
somewhere at some time who can't afford a needed oparation won't get
it, and they will die, so a free market health care position must mean
you want poor people to die. Or sticking up for the rights of women to
have abortions must mean you want babies to die.

I would restrict use of the label "antisemitic" to people who give
evidence of hating Jews, of consciously wanting them to get hurt or
killed.

No. You must go by the normal standards of responsibility and guilt, not this 
artificial standard of conscious thinking. Your proposal would partially excuse 
and defend some of the worst people who don't consciously consider many of 
their ideas.

Normal standards of responsibility and guilt (plus your own term
"purpose" used above) *do* require conscious consideration. It's why
we have three types of homicide (depending on the level of conscious
consideration before the act), and legal concepts of mens rea and
criminal intent ( http://thelawdictionary.org/criminal-intent/ ). Will
matters. Choice matters.

Labels like "murderer" and "antisemite" are reserved for people who
knowingly choose their course of action with evil intent. We use other
words when the evil intent is lacking even if the consequences are the
same.

I would not apply it to people who (however wrongly or

http://thelawdictionary.org/criminal-intent/


carelessly) advocate positions they appear to genuinely believe are
not harmful to Jews as an ethnic group. "Wrong" or "dangerous" are
more appropriate terms to use in those cases.

Being very careless does not constitute genuineness. This proposed standard is 
contradictory.

I don't agree that the standard is contradictory. One can be careless
and still hold a genuine belief about something. Careless = literally,
"don't care" (or don't care much).

As an example from the discussion on the other list, I genuinely
believe that you're a real person named Elliot Temple and not a sock
puppet posting under a pseudonym. But I don't care much one way or the
other. It doesn't matter enough to me to do any research.

Whether it *should* matter is a legitimate subject of debate. In the
case of your identity I think it shouldn't matter, and in the case of
what harms Jews I think it should matter.

Back to the original point though: People who are careless about what
harms Jews can be wrong, and they can be dangerous, and there's
nothing at all incorrect about calling them out as such. But they're
not antisemites. The "anti" excludes carelessness and requires
conscious hostility.

I've gotten into this same sort of discussion over the difference
between "atheist" and "anti-theist". A newborn baby who has never
heard of God is an atheist - meaning, he has no belief in God. It
takes someone who has heard about God, understood the concept,
rejected it, and consciously seeks to attack it to warrant the term
"anti-theist".

The point is its no innocent accident. They (e.g. Stephen Fry and Ron Paul) are 
responsible and guilty.

So you say, but I have not seen an argument why it would be so. All I
have seen is consequentialism (their positions could get Jews killed),
an assertion that harming Jews is the purpose of their position, but



then a denial that purpose even matters.

--Jason

-- 



From: Elliot Temple <curi@curi.us>
Cc: FI <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 17, 2013 at 10:13 PM

On Aug 17, 2013, at 6:05 PM, Jason <auvenj@gmail.com> wrote:

On Sat, Aug 10, 2013 at 8:47 PM, Elliot Temple <curi@curi.us> wrote:

The point is its no innocent accident. They (e.g. Stephen Fry and Ron Paul) 
are responsible and guilty.

So you say, but I have not seen an argument why it would be so. All I
have seen is consequentialism (their positions could get Jews killed),
an assertion that harming Jews is the purpose of their position, but
then a denial that purpose even matters.

So, first of all: what you are doing right now is defending antisemites.

I *think* you're doing so innocently (by *my* standards which do not require your 
concept of conscious intent). But it's fairly hard to judge it, and antisemitism is far 
too prominent in libertarianism (following Rothbard's lead? not sure. but now it's a 
wider trend and doesn't require liking or reading Rothbard).

One thing you may note here is the possibility of doing something bad innocently 
(by *my* standards that you objected to).

I think your motivation is innocent confusion about epistemology and that sort of 
thing, not anything to do with Jews. I think the topic could be something else, 
such as murders, Apple, Toy Story, Braveheart, Russia, or farm subsidies, and 
you would comment similarly. These topics are not easy and confusion about 
them doesn't require evasion, carelessness, refusal to learn, double standards, 
etc

This is in total contrast to Fry, Paul, etc, who have double standards for Jew-
related stuff (as well as some other things they are bad about, but not everything. 
there's plenty of stuff which gets a fairer standard from them. for example Fry's 
evaluation of Apple and Paul's evaluation of capitalism are not using the same 
standards/methods/rationality as their ideas related to Israel.)



btw here's another interesting example scenario. suppose a professor plays a 
video to his class and has the students write essays. the video is antisemitic in a 
way that many people wouldn't be aware is antisemitic, such as neutrally 
investigating whether the holocaust happened (i think that treating holocaust 
denial as a legitimate side to give equal time to is pretty blatant, but many people 
don't understand this). so far this looks rather bad. but suppose a student walks 
out and doesn't watch the video without asking permission, and then refuses to 
write the essay. if the professor then penalized the student, i think antisemitism 
would be the conclusion (i would not be sympathetic to the defense that he's 
merely being penalized for disobedience because most teachers are rotten 
authoritarian bastards). but suppose instead the professor was tolerant and let 
the student write a substitute essay that he was OK with. now we might wonder if 
the professor is innocent or not. it's hard to tell. we have incomplete information, 
but how would people here try to analyze it? DD, what do you think?

back to jason: apart from serving as an example to present the contrast w/ 
Fry&Paul, why does it matter if you're *innocently* defending antisemites? why 
bring it up?

there's several points i want to make here.

1) antisemitism does a lot of harm in the world. so there's a big burden of care 
and responsibility if one does anything that could possibly defend, help or 
promote it -- even for the purposes of learning. i think as long as you stick to BoI 
and FI lists you're pretty much ok on this count, because they are genuinely 
serious philosophy lists for learning, with a small select audience. they have the 
right ethos and culture that it's ok to consider and try out dangerous ideas here.

but most other places, including lpaz-discuss and many places IRL that it might 
come up, it's much more dangerous. they don't have the atmosphere for you to 
very convincingly defend yourself by saying "oh it's just a philosophy learning 
discussion. i may be wrong but so what? that's one of the points of discussing it!".

another reason it's safer on BoI and FI is that anyone posting antisemitism would 
get asked to stop, and would be banned from posting if they continued. 
antisemitism cannot flourish on these lists. this is done to a different and much 



higher/better standard than other places.

btw i'm not sure if you have any idea how truly awful about this stuff many places 
are. for example i recently got into an argument because one place said they 
don't allow any antisemitic postings and would ban anyone who did it, and i said 
they were lying. and some of my friends were a bit skeptical. so i went and looked 
through some of the discussion and found the term "lollercaust" used in the 
discussion, uncensored and unbanned (and not for criticism, but just used 
normally). (it means a combination of laughing + holocaust. see e.g. 
http://www.urbandictionary.com/define.php?term=lollercaust ). so then my friends 
had to concede that no way in hell was that place honestly making any kind of 
reasonable effort to block antisemitism. (so they had said some things that 
sounded like jason might also say, but then had to concede)

anyway there is a lot of major antisemitism in the world and if you don't know how 
common and blatant it is, you are not in any position to understand what milder 
stuff helps contribute to the culture where that happens. nor would you be in a 
position to fully understand how dangerous and serious it is, how big a problem it 
is, how vigilant we must be against it, etc

various types of sanction from the not-so-blatant/strong antisemites is a major 
factor in events and the culture.

2) if you're innocently defending antisemites, and it's really innocent, you would 
not want to keep doing that long term. it cannot stay innocent long term. you 
would make the effort to learn more about it. (for example, to make a serious 
effort, you might try fisking 3-5 mainstream media israel articles and posting the 
results, as i suggested prior. then getting feedback and doing 3-5 more. then 
iterate 1-3 more times, or more if necessary.)

btw i don't know your age, jason, but it's not like you're 20. and it's not like you got 
into politics last year. the older one is, and longer one has discussed this kind of 
issue, the harder it is to be innocent. it presumably came up various times. so 
why haven't you already made a proper effort to learn enough about it? perhaps 
because you knew less philosophy then. or many many other possible reasons, 
some reasonable, some not. i don't know about your life and can't guess what 
happened.

http://www.urbandictionary.com/define.php?term=lollercaust


3) if you're wrong here, it's pretty serious business. do you agree?

4) there isn't just a responsibility of carefulness, but also a responsibility to 
demonstrate one's carefulness. whatever audience one says possibly-false-
antisemite-defending-things in front of, one has a responsibility to make it clear to 
that audience that one is taking all the appropriate steps not to sanction the 
sanctioners or antisemitism, not to help spread antisemitism even a little, or 
anything else bad. if one doesn't do this, it communicates to the audience that 
one thinks antisemitism can be taken lightly.

to not take such steps would dispute the legitimacy of e.g. the following: the 
demand for proper caution from anyone toying with any kind of partial defense of 
something that might possibly defend some antisemitism

is all this clear and do you agree with all of it?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: David Deutsch <david.deutsch@qubit.org>
Cc: FI <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 18, 2013 at 3:54 PM

On 18 Aug 2013, at 03:13, Elliot Temple <curi@curi.us> wrote:

here's another interesting example scenario. suppose a professor plays a video 
to his class and has the students write essays. the video is antisemitic in a way 
that many people wouldn't be aware is antisemitic, such as neutrally 
investigating whether the holocaust happened (i think that treating holocaust 
denial as a legitimate side to give equal time to is pretty blatant, but many 
people don't understand this). so far this looks rather bad. but suppose a 
student walks out and doesn't watch the video without asking permission, and 
then refuses to write the essay. if the professor then penalized the student, i 
think antisemitism would be the conclusion (i would not be sympathetic to the 
defense that he's merely being penalized for disobedience because most 
teachers are rotten authoritarian bastards). but suppose instead the professor 
was tolerant and let the student write a substitute essay that he was OK with. 
now we might wonder if the professor is innocent or not. it's hard to tell. we have 
incomplete information, but how would people here try to analyze it? DD, what 
do you think?

Just as there is rarely any point in disputing definitions, so there is rarely any 
point in disputing classifications. What's interesting here is that there exists a 
millennia-old pattern of ideas, in regard to Jews, that show remarkable 
consistency over the centuries. These ideas include specific types of conspiracy 
theory to explain events of history and current affairs as well as a pattern of 
double standards and blindness to illogicality, and a certain distortion of morality. 
They have in common that they provide rationalizations for hurting Jews for being 
Jews. There are arguments for and against calling that pattern 'antisemitism'.

I can think of circumstances where the above-described behaviours of the 
imaginary professor would not fall into that pattern. But they all involve 
substantive extra facts that would drastically change the character of the 
situation.

-- David Deutsch



From: Elliot Temple <curi@curi.us>
Cc: FI <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] - An Open Letter to David Cameron and the IOC from Stephen 
Fry
Date: August 18, 2013 at 4:15 PM

On Aug 18, 2013, at 12:54 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 18 Aug 2013, at 03:13, Elliot Temple <curi@curi.us> wrote:

here's another interesting example scenario. suppose a professor plays a 
video to his class and has the students write essays. the video is antisemitic in 
a way that many people wouldn't be aware is antisemitic, such as neutrally 
investigating whether the holocaust happened (i think that treating holocaust 
denial as a legitimate side to give equal time to is pretty blatant, but many 
people don't understand this). so far this looks rather bad. but suppose a 
student walks out and doesn't watch the video without asking permission, and 
then refuses to write the essay. if the professor then penalized the student, i 
think antisemitism would be the conclusion (i would not be sympathetic to the 
defense that he's merely being penalized for disobedience because most 
teachers are rotten authoritarian bastards). but suppose instead the professor 
was tolerant and let the student write a substitute essay that he was OK with. 
now we might wonder if the professor is innocent or not. it's hard to tell. we 
have incomplete information, but how would people here try to analyze it? DD, 
what do you think?

Just as there is rarely any point in disputing definitions, so there is rarely any 
point in disputing classifications. What's interesting here is that there exists a 
millennia-old pattern of ideas, in regard to Jews, that show remarkable 
consistency over the centuries.

yes. but i think the reason jason (and many others) is (or seems to be) disputing 
definitions or classifications is because he disagrees about the consistent pattern 
you're talking about. he sees the substantive issue differently.

if you mean it may be best to explain it without using the disputed words, that 
could help sometimes. however it also has the downside of possibly being 
interpreted as agreeing that certain things are not antisemitic (which would imply 
they don't fit any consistent anti-Jew pattern, since the word does mean that, and 



people know it, despite various protests).

i think when a dispute is not really about terminology, conceding the "terminology" 
dispute risks people thinking you're conceding the actual real dispute behind it. 
what do you think?

These ideas include specific types of conspiracy theory to explain events of 
history and current affairs as well as a pattern of double standards and 
blindness to illogicality, and a certain distortion of morality. They have in 
common that they provide rationalizations for hurting Jews for being Jews. 
There are arguments for and against calling that pattern 'antisemitism'.

what are the good arguments against? anything besides certain people being 
confused? (btw many people are also confused by the word "implies", but that 
doesn't mean we should avoid it :)

I can think of circumstances where the above-described behaviours of the 
imaginary professor would not fall into that pattern. But they all involve 
substantive extra facts that would drastically change the character of the 
situation.

ah, so you think it's fairly conclusive. can you explain why?

do you think the lack of penalties doesn't mean much, because it would be risky 
to punish a student in this case? the professor might get in trouble with his 
superiors and look bad? (i'm not sure if he actually would).

also perhaps tolerance of stuff from students is something some percent of 
professors take some pride in (never universally, but some do it in a decent 
amount of cases). and so it doesn't really indicate anything about his views on 
Jews one way or another.

hmm, alright, i think i have a pretty good reason:

professors have a pretty substantial responsibility to consider what material they 
present in their classes. and they actually know that and basically try to do it in 



most cases (not necessarily very successfully). therefore ignorance is no excuse 
for a professor's course material. so either there was a double standard where he 
was careless about the holocaust of all things(!), or he did try to look into the 
issue and somehow (the anti-Jew pattern) got it badly wrong (and then was 
confident enough to show the video).

is that why you think the professor is guilty? or do you have other reasoning?

someone might still object: maybe he looked into it and he's just stupid. he is a 
teacher, after all. and he has e.g. a responsibility to investigate educational theory 
(so he can teach well, not badly) and not mistreat children. and he presumably 
looked into that at least a bit, and got it badly wrong, but not due to antisemitism.

so how do you make the analysis more conclusive? i really want to know so i 
don't miss badness when analyzing this kind of thing!

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] People spamming about Jews
Date: August 19, 2013 at 2:52 PM

Here is just a little sample of what the world is like:

Just now, a twitch Hearthstone streamer with 20,000 viewers suggested everyone 
send him 2 cents so he could buy $400 of additional cards in the game. I think 
twitch viewers are mostly Westerners, or at least the ones who talk in chat mostly 
are. Here's a sample of how his chat responded (there's no timestamps, but this 
is like 30 seconds of chat):

Megabane41: JEWWWW
Tbone0203: $20 lol
Darkhatred: hmm I feel obligated to send a quarter now
Sweg420: JEW
Larancy: Jewful
Tehfacebum69: ADS
Nerfluxpls: Jew
Frozzer12: JEW hahhahaha
Ultradood: JEW
Lauelia: JEW
900redchocobo: jew
Jaypwns: jewful
Enchargewtf: jew
Lalalalalalalalalla: HEY RECKFUL U KNOW THAT POUNCED GUY ON TICH 
BOUGHT HIS ACCOUNT
Elmatehill: jew
Tigersko: all the time ***
Supso: lol
Saari1: LOL JEWFUL
Ovfrost: jew lol
Pvpforever: jew
Nebulapie: jewful
Echo1878:  ┐( $ー $┌ I'm a Jew
Subscriber Sandeex1: JEW
Qanisk: JEWFUL
Gethypedson: JEW



Dezmond121: nope
Sodasbestnonsubscriber: jewpoppin
Hellnavy JEW
Silent_30: JEWFUL
Tvdeto: Dude Reckful, press the pin in the ground of the flyer, then it will fly 
away!!!!!!
Krippeling: I wouldnt watch
Poonzer: thats what ads are foor lul
Faedicus: JEW
Blizzardhatesme: Potty Mouth Jewful
Subscriber Joarr930: Ultra Jewful
Tigersko: wtf
Averio7: jew
Subscriber Frostitue: mega jew
Saari1: more packs
Ionlyhavethisfor: jewful
V0ss: xD
Dta003: jew shirtless
Barkano: MONEY MONEY MONEY
Fortzasteaua: JEW
Aganosh: jew
Upwithnmp: jew
Soldyhurr: I wouldn't pay, like 1000 people would you *** aspie king
Atwa__: Commercial is the same thing as donating lol
Skyrimismylife: hi mi name es pablo i woerk in potatoe faktory and since mi padre 
died in a donkey waggon accident i leav mi wife and ugli daughter to become a 
pro leagueue of leyendaerio player, everydai i watch rainmango. i just wante to 
sai thank you veriyi much rainmano i improvd from bronce 5 to wood 7 in just 6 
months. plz no copato pasterato dis is onli my life. i ALso killed mi dog. Sorry fo 
mi bad englando im not NA
Potatoheadswifty: jew
Quiquelol: JEWFUL
W0llsm0th: id give a cent
Freebuildpl: JEWFUL #NERDFUL
Renvuki123: PLAY ADS
Tobyyyy: jewful
Nymzick: jew
Yunodjent: JEWFUL
Uggasmesh: JEW
Megashlol: I WANT BETA KEY



Pellenyberg: JEWFULL
Dezmond121: jew
Michael620th: Jewful
Mindarn: I spent 950 usd on cards for hearthstone but i still lost to a guy with a 
beginner deck, so its not pay2win
Lust_21: JEW
Watchingyoubro: jew
Lv66: RECKFUL ! CAN YOU SHOUT OUT RUMBLE FIGHTER <deleted link>
Briciu84: JEW
Guccisaurusx: i still don't understand rofl
Aquachopter: soda isnt a 1cent jew pyah
Theodrin: my 1 cent is very important
Calomi234: JEWWW
Thdore: JEWFUL ***
Ramza_7: thats cheap, i would watch
Krellewill: Are you a jew?
Ktk__: then we wouldnt watch you dumbass
Zerogravittyy: Jewful 1 cent *** you
Syenz: where are them keys? D:
Tiruz100: JEW
Xythrosz: JEW
Matherius: im getting paid to watch you!! otherwise i wouldnt be here
Lotusroot: ***
Cassettex: Hes gonna go roll in his money like scrooge mcduck
Zarkaris: jew
Itsziz: Ziz is a Jew Bird!
W0llsm0th: id even turn off the ad block
Droppycat: JEW!
Hyxtrax: most of us will not watch then
Subscriber Leafy69: id rather throw my bread on the street then share it with u
Xhosas: JEW
Hexdoc: ID PAY UP
Karnige15: JEW
Hellnavy 1cent JEW
Raimon1: JEW
Subscriber Tovokes: Jewful
Islic3line: <deleted link>
Shadowkillerdragon: LOL
Bahkrah:
J0f0: you called yourself a jew



Wangan92: JEWWWWWWWWWWW BOY
Awzmnick: jew
Pegasusgaming: JEW
Tvdeto: Dude Reckful, press the pin in the ground of the flyer, then it will fly 
away!!!!!!!!!
Dimoz1234: hahaha
Battletwitch: JEW
Krato666: jewful
Xmqa: jew
Pusssey: jew
Myvortex1: JEWFUL
Hyclox: JEW
Scobuz: Jew
Ftdoug: JEW
Bearsbee: 1 cent is banned noob
Arucia5: Jewful
Maddseazyn: Dude, you're still not a rating 18 Stream. Just be careful.
Subscriber Wtftaxi: jewfull
Thonq: lol
Aleksanderpyah: JEW!
Megashlol: PM ME A BETA KEY A.S.A.P!
Hi_im_soul: You're charging me 1 cent? Fk this I'm out
Pain_360: jew
Bashor1337: JEW
W0llsm0th: turn off ad block!
Turbo Subscriber Luigicamp: I've done my 'cent' part
Chippsarn: christian
Elune07: I'm not watching this jew for a cent , bye
Unknownid: 300 viewers come out, K
Airdemon1: JEW
Dzejdzej7: JEW
Subscriber Geodorrict: I ALREADY PAY YOU $5
Kimbroslice_bro: 1 cent will get me some bubblegum you *** jew
Holyranger: JEWFUL!
Nessajk: ads plz
Marremnasher: if everyone paid a $1 thats $20,000
Ftdoug: JEW
Ultradood: YOu stop ***
Averio7: jeeeeeeeeeeeew
Wangan92: JEW BOY



Subscriber Rhaedax:
Barbosu_poponarr: JEW
Smackarulez: Jewful!
Bret155: not jew ?
Aleksvarglor: THIS JEW!
Arbal3st: ugh...internet
Zismen: i would imagine there would be a better attitude here omg
Callidusspanks: it was a jew idea
Faro24: I DONT WACHIN THIS FUCKIN JEW FOR 1 CENT
Turkmenssss: JEW

Why? Because of the "Jews are cheap" stereotype and related bigotry, and 
people thinking that is "funny" (I'm pretty sure that's the excuse most would use if 
cornered -- they were just joking around).

The streamer (http://www.twitch.tv/reckful) asked them to stop and said it was 
"not nice" to call him a Jew. Chat continued similarly. (This amount of spamming, 
and continuing after a streamer tells them to shut up, is reasonably normal for 
twitch chat, btw. [1])

After more spamming about jews, he also tried telling them he wasn't serious: 
due to paypal fees sending 2 cents doesn't actually work to gain money. 
Spamming about jews continued after that too.

After like 5 minutes of spam about Jews, there was some spam about nazis too, 
including unicode swastika symbols.

A little later Hitler was brought up too.

Still later, there were still scattered comments like:

Lobotimi85: SHIVERS CUZ HE REALIZED HE SPEND 400 ON VIRTUAL 
CARDS... JEW MUCH?

PS If anyone can get me a hearthstone beta key, i want one. willing to pay $$.

http://www.twitch.tv/reckful


[1] For context and comparison for those unfamiliar with twitch, here's the 
streamer considering whether to play his murloc deck and ~30 seconds of chat

Drunkardvark100: this game is sex
Ckihunter1: MURLOCK OR RIOT
Vampix64: MURLOC
Pawn_: just make a new deck
Erathul_: PLAY WITH TROLL CARD VS VENRUKI !!! HE THINKS ALOT !
Illtight: WAIT
Elorix2323: sprint
Oguzvi: GOGOGOOGOGOOG 20k !
Cincyfan357: MURLOC
Raheemlee: MURLOCK murlock!!!!!
Nessy80: MURLOCKS
Jressell: Play a new class
Arax91: do a other class!!
Dreadnoughtz: just make a new one
Thesamelame: MURLOC
Bystander2: MURLOC DECK NOW
Mr_sp4nky: PLAY DIFFERENT CLASS
Artecus: MURLOC
Midplayer: NOZDORM11 plz
Subscriber Tovokes: Murloc
Kungencalle: MURLOCK
Jeez0: make a new one
Ponthes: MURLOC DECK
Yetlife: CoolNig
Gaggster: MURLOCK!
Dreadnoughtz: don't mess with your good one
Subscriber Tylerjohnny: Yeah like it when you commentate boring when you don't
Jjlane4: NO JUS PLAY A NEW CLASS
Thesamelame:  MURLOCS
Bobston: MURLOC DECK
Flu_baut: MURLUC
Durangoose: PLAY NEW CLASS
Bystander2: MURLOC DECK OR RIOT
Axelsah: just make a new deck!
Nantule: THERE IS A DEFAULT DECK



Jeez0: NEW DECK
Woppitydoo: Murlock deck!
Gethypedson: MURLOC
Awumadbro: Rank 1#############3
Durangoose: MURLOCS
Pawn_: level a new class against Venruki
Cincyfan357: MURLOC DECK
Subscriber Eknz: MAKE A NEW DECK
Artecus: MURLOC ARMY DUDE
Subscriber Wtftaxi: NEW CLASS LOL
Darkzeons: HOGGER
Demoqt: MURLOC
Blood3x: PLAY WITH MURLOC
Bidu_tv: card drawy is op
Lv66: RECKFUL ! CAN YOU SHOUT OUT RUMBLE FIGHTER <deleted link>
Bobston: GOOOOO MURLOCKS
Rippedlife: CREATE A NEW ONE
Paelis: murloc
Hitandrun92: get rid of that arcane golem
Firegothired: murloc deck
Charmiee:  = Cool Nig (no space)
Jukeboxslayer: make a new deck
Imfearless: NEW DEC
Cincyfan357: MURLOCS
Qanisk: MAKE NEW DECK
Kungencalle: MURLOCK DECK
Baconater42: MURLOC
Ginglihassbran1989: <message deleted>
Durangoose: murlocs!!!!
Axelsah: MAKE A NEW CLASS
Santeka: MURLOCS!!
Lemonsponge: PIRATE DECK
Thesamelame: MURLOC DUDELISTEN TO THE STREAM
Carlsberg90: GO MURLOC DECK
Djangounchainedd: make a new deck
Pelzwins: hogger is just orange, it's ok and fair
Alphasim1: MURLOC
Sedralyagm: MURLOC DECK
Nielsbpeu: murloc
Firegothired: murlock



Katanashin: GRLGLGLGGLGLGGLLGLGRLGRLGRLGLGGLGLL
Jordan22195: murlock
Bobston: MURLOCKS MURLOCKS
Blankiepoo: Troll dragon, please reck use the troll dragon
Mb2909: where can you buy that game ?
Jaxzhao: WTF 19k wiwers!!!
Nessy80: MURLOCS
Durangoose: MURLOCS DECK
Subscriber Reckfulsbaldspot: MURLOC
Dimoz1234: DEATHWING FOR FUN!!!
Ionlyhavethisfor: MURLOC DECK
Edinho1337: SHAMAN
Bystander2: MURLOC OR RIOT
Djangounchainedd: MURLOCK DECK
Jukeboxslayer: dont *** this deck up
Nantule: USE THE DEFAULT DECK
Shyran: MURLOC DECK
Subscriber Wtftaxi: NEW DECK JEW
5yph: MURLOC
Orlandosrt: GET SPRINT SO YOU CA GET LITTLE *** FASTER!!!!
Erathul_: PLAY WITH TROLL CARD VS VENRUKI !!! HE THINKS ALOT !
Jclester: Cats
Cincyfan357: MURLOC DECK
Jeez0: PARROT PIRATE DECK
Djangounchainedd: MURLOCK DECK
Durangoose: MURLOCK DECK
Djangounchainedd: MURLOCK DECK
Kungencalle: MURLOCK DECK!!!
Wootwoot12345: murloc
Firegothired: murloc
Chicagogamer: use the MURLOCKS!!!
Zaluzaron: PLAY THE *** MURLOC DECK
Jjlane4: ffs
Hitandrun92: remove arcane golem
Xicedtea MULOCK AND WARLOCK
Moonfirezors5000: Murlocs!!
Showzie: MURLOCK
Lunakoii: MURLOC DECK
Urejt: ARCANCE GOEM SHITY!
Bullhuve: MURLOC RAPE



Myraah:
Lego_lasse: Murlock deck wont work against flame strike....
Arkzend: Reckful put in the troll card!!!!
Ihkunuupi: MURLOCK
Auxile: mirlock
Bighugefatnuts: MURLOC DECK
Paladone3: MURLOC DECK
Bobston: MURLOCK DO IT
Leetchiz:  Deck !
Zimmonn: Murlock deck
Gaggster: MUROC
Jeez0: WARRIOR PARROT PIRATE
Slayforfun: Murlock deck!
Jackmode232: what does patient assassin do?
Xxllxx93: Deathwing
Xythrosz: murloc dick
Heliscar: PIRATE DECCK!
Cincyfan357: MURLOC
Briciu84: Play standard deck noob not with the cards you paid 1000$ to get
Lv66: RECKFUL ! CAN YOU SHOUT OUT RUMBLE FIGHTER <deleted link>
Skorbel: PIRATE DECK!
Gm_shiv: how do you watch this guy.......
Negyyy: MURLOX
Zayci GO Pirate deck!!
Subscriber Drictpvp:

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Adelaide Meyers <adelaidemeyers@yahoo.com>
Subject: Re: [BoI] People spamming about Jews
Date: August 19, 2013 at 11:10 PM

This is shocking.  I don't understand why people chose to hate.

________________________________
 From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Sent: Monday, August 19, 2013 1:52 PM
Subject: [BoI] People spamming about Jews

Here is just a little sample of what the world is like:

Just now, a twitch Hearthstone streamer with 20,000 viewers suggested everyone 
send him 2 cents so he could buy $400 of additional cards in the game. I think 
twitch viewers are mostly Westerners, or at least the ones who talk in chat mostly 
are. Here's a sample of how his chat responded (there's no timestamps, but this 
is like 30 seconds of chat):

Megabane41: JEWWWW
Tbone0203: $20 lol
Darkhatred: hmm I feel obligated to send a quarter now
Sweg420: JEW
Larancy: Jewful
Tehfacebum69: ADS
Nerfluxpls: Jew
Frozzer12: JEW hahhahaha
Ultradood: JEW
Lauelia: JEW
900redchocobo: jew
Jaypwns: jewful
Enchargewtf: jew
Lalalalalalalalalla: HEY RECKFUL U KNOW THAT POUNCED GUY ON TICH 
BOUGHT HIS ACCOUNT
Elmatehill: jew
Tigersko: all the time ***
Supso: lol



Saari1: LOL JEWFUL
Ovfrost: jew lol
Pvpforever: jew
Nebulapie: jewful
Echo1878:  ┐( $ー $┌ I'm a Jew
Subscriber Sandeex1: JEW
Qanisk: JEWFUL
Gethypedson: JEW
Dezmond121: nope
Sodasbestnonsubscriber: jewpoppin
Hellnavy JEW
Silent_30: JEWFUL
Tvdeto: Dude Reckful, press the pin in the ground of the flyer, then it will fly 
away!!!!!!
Krippeling: I wouldnt watch
Poonzer: thats what ads are foor lul
Faedicus: JEW
Blizzardhatesme: Potty Mouth Jewful
Subscriber Joarr930: Ultra Jewful 
Tigersko: wtf
Averio7: jew
Subscriber Frostitue: mega jew
Saari1: more packs
Ionlyhavethisfor: jewful
V0ss: xD
Dta003: jew shirtless
Barkano: MONEY MONEY MONEY
Fortzasteaua: JEW
Aganosh: jew
Upwithnmp: jew
Soldyhurr: I wouldn't pay, like 1000 people would you *** aspie king
Atwa__: Commercial is the same thing as donating lol
Skyrimismylife: hi mi name es pablo i woerk in potatoe faktory and since mi padre 
died in a donkey waggon accident i leav mi wife and ugli daughter to become a 
pro leagueue of leyendaerio player, everydai i watch rainmango. i just wante to 
sai thank you veriyi much rainmano i improvd from bronce 5 to wood 7 in just 6 
months. plz no copato pasterato dis is onli my life. i ALso killed mi dog. Sorry fo 
mi bad englando im not NA
Potatoheadswifty: jew
Quiquelol: JEWFUL



W0llsm0th: id give a cent
Freebuildpl: JEWFUL #NERDFUL
Renvuki123: PLAY ADS
Tobyyyy: jewful
Nymzick: jew
Yunodjent: JEWFUL
Uggasmesh: JEW
Megashlol: I WANT BETA KEY
Pellenyberg: JEWFULL
Dezmond121: jew
Michael620th: Jewful
Mindarn: I spent 950 usd on cards for hearthstone but i still lost to a guy with a 
beginner deck, so its not pay2win
Lust_21: JEW
Watchingyoubro: jew
Lv66: RECKFUL ! CAN YOU SHOUT OUT RUMBLE FIGHTER <deleted link>
Briciu84: JEW
Guccisaurusx: i still don't understand rofl
Aquachopter: soda isnt a 1cent jew pyah
Theodrin: my 1 cent is very important
Calomi234: JEWWW
Thdore: JEWFUL ***
Ramza_7: thats cheap, i would watch
Krellewill: Are you a jew?
Ktk__: then we wouldnt watch you dumbass
Zerogravittyy: Jewful 1 cent *** you
Syenz: where are them keys? D:
Tiruz100: JEW
Xythrosz: JEW
Matherius: im getting paid to watch you!! otherwise i wouldnt be here
Lotusroot: ***
Cassettex: Hes gonna go roll in his money like scrooge mcduck
Zarkaris: jew
Itsziz: Ziz is a Jew Bird!
W0llsm0th: id even turn off the ad block
Droppycat: JEW!
Hyxtrax: most of us will not watch then
Subscriber Leafy69: id rather throw my bread on the street then share it with u
Xhosas: JEW
Hexdoc: ID PAY UP



Karnige15: JEW
Hellnavy 1cent JEW
Raimon1: JEW
Subscriber Tovokes: Jewful
Islic3line: <deleted link>
Shadowkillerdragon: LOL
Bahkrah:
J0f0: you called yourself a jew
Wangan92: JEWWWWWWWWWWW BOY
Awzmnick: jew
Pegasusgaming: JEW
Tvdeto: Dude Reckful, press the pin in the ground of the flyer, then it will fly 
away!!!!!!!!!
Dimoz1234: hahaha
Battletwitch: JEW
Krato666: jewful
Xmqa: jew
Pusssey: jew
Myvortex1: JEWFUL
Hyclox: JEW
Scobuz: Jew
Ftdoug: JEW
Bearsbee: 1 cent is banned noob
Arucia5: Jewful
Maddseazyn: Dude, you're still not a rating 18 Stream. Just be careful.
Subscriber Wtftaxi: jewfull
Thonq: lol
Aleksanderpyah: JEW!
Megashlol: PM ME A BETA KEY A.S.A.P!
Hi_im_soul: You're charging me 1 cent? Fk this I'm out
Pain_360: jew
Bashor1337: JEW
W0llsm0th: turn off ad block!
Turbo Subscriber Luigicamp: I've done my 'cent' part
Chippsarn: christian
Elune07: I'm not watching this jew for a cent , bye
Unknownid: 300 viewers come out, K
Airdemon1: JEW
Dzejdzej7: JEW
Subscriber Geodorrict: I ALREADY PAY YOU $5



Kimbroslice_bro: 1 cent will get me some bubblegum you *** jew
Holyranger: JEWFUL!
Nessajk: ads plz
Marremnasher: if everyone paid a $1 thats $20,000
Ftdoug: JEW
Ultradood: YOu stop ***
Averio7: jeeeeeeeeeeeew
Wangan92: JEW BOY
Subscriber Rhaedax:
Barbosu_poponarr: JEW
Smackarulez: Jewful!
Bret155: not jew ?
Aleksvarglor: THIS JEW!
Arbal3st: ugh...internet
Zismen: i would imagine there would be a better attitude here omg
Callidusspanks: it was a jew idea
Faro24: I DONT WACHIN THIS FUCKIN JEW FOR 1 CENT
Turkmenssss: JEW

Why? Because of the "Jews are cheap" stereotype and related bigotry, and 
people thinking that is "funny" (I'm pretty sure that's the excuse most would use if 
cornered -- they were just joking around).

The streamer (http://www.twitch.tv/reckful) asked them to stop and said it was 
"not nice" to call him a Jew. Chat continued similarly. (This amount of spamming, 
and continuing after a streamer tells them to shut up, is reasonably normal for 
twitch chat, btw. [1])

After more spamming about jews, he also tried telling them he wasn't serious: 
due to paypal fees sending 2 cents doesn't actually work to gain money. 
Spamming about jews continued after that too.

After like 5 minutes of spam about Jews, there was some spam about nazis too, 
including unicode swastika symbols.

A little later Hitler was brought up too.

Still later, there were still scattered comments like:

Lobotimi85: SHIVERS CUZ HE REALIZED HE SPEND 400 ON VIRTUAL 

http://www.twitch.tv/reckful


CARDS... JEW MUCH?

PS If anyone can get me a hearthstone beta key, i want one. willing to pay $$.

[1] For context and comparison for those unfamiliar with twitch, here's the 
streamer considering whether to play his murloc deck and ~30 seconds of chat

Drunkardvark100: this game is sex
Ckihunter1: MURLOCK OR RIOT
Vampix64: MURLOC
Pawn_: just make a new deck
Erathul_: PLAY WITH TROLL CARD VS VENRUKI !!! HE THINKS ALOT !
Illtight: WAIT
Elorix2323: sprint
Oguzvi: GOGOGOOGOGOOG 20k !
Cincyfan357: MURLOC
Raheemlee: MURLOCK murlock!!!!!
Nessy80: MURLOCKS
Jressell: Play a new class
Arax91: do a other class!!
Dreadnoughtz: just make a new one
Thesamelame: MURLOC
Bystander2: MURLOC DECK NOW
Mr_sp4nky: PLAY DIFFERENT CLASS
Artecus: MURLOC
Midplayer: NOZDORM11 plz
Subscriber Tovokes: Murloc
Kungencalle: MURLOCK
Jeez0: make a new one
Ponthes: MURLOC DECK
Yetlife: CoolNig
Gaggster: MURLOCK!
Dreadnoughtz: don't mess with your good one
Subscriber Tylerjohnny: Yeah like it when you commentate boring when you don't



Jjlane4: NO JUS PLAY A NEW CLASS
Thesamelame:  MURLOCS
Bobston: MURLOC DECK
Flu_baut: MURLUC
Durangoose: PLAY NEW CLASS
Bystander2: MURLOC DECK OR RIOT
Axelsah: just make a new deck!
Nantule: THERE IS A DEFAULT DECK
Jeez0: NEW DECK
Woppitydoo: Murlock deck!
Gethypedson: MURLOC
Awumadbro: Rank 1#############3
Durangoose: MURLOCS
Pawn_: level a new class against Venruki
Cincyfan357: MURLOC DECK
Subscriber Eknz: MAKE A NEW DECK
Artecus: MURLOC ARMY DUDE
Subscriber Wtftaxi: NEW CLASS LOL
Darkzeons: HOGGER
Demoqt: MURLOC
Blood3x: PLAY WITH MURLOC
Bidu_tv: card drawy is op
Lv66: RECKFUL ! CAN YOU SHOUT OUT RUMBLE FIGHTER <deleted link>
Bobston: GOOOOO MURLOCKS
Rippedlife: CREATE A NEW ONE
Paelis: murloc
Hitandrun92: get rid of that arcane golem
Firegothired: murloc deck
Charmiee:  = Cool Nig (no space)
Jukeboxslayer: make a new deck
Imfearless: NEW DEC
Cincyfan357: MURLOCS
Qanisk: MAKE NEW DECK
Kungencalle: MURLOCK DECK
Baconater42: MURLOC
Ginglihassbran1989: <message deleted>
Durangoose: murlocs!!!!
Axelsah: MAKE A NEW CLASS
Santeka: MURLOCS!!
Lemonsponge: PIRATE DECK



Thesamelame: MURLOC DUDELISTEN TO THE STREAM
Carlsberg90: GO MURLOC DECK
Djangounchainedd: make a new deck
Pelzwins: hogger is just orange, it's ok and fair
Alphasim1: MURLOC
Sedralyagm: MURLOC DECK
Nielsbpeu: murloc
Firegothired: murlock
Katanashin: GRLGLGLGGLGLGGLLGLGRLGRLGRLGLGGLGLL
Jordan22195: murlock
Bobston: MURLOCKS MURLOCKS
Blankiepoo: Troll dragon, please reck use the troll dragon
Mb2909: where can you buy that game ?
Jaxzhao: WTF 19k wiwers!!!
Nessy80: MURLOCS
Durangoose: MURLOCS DECK
Subscriber Reckfulsbaldspot: MURLOC
Dimoz1234: DEATHWING FOR FUN!!!
Ionlyhavethisfor: MURLOC DECK
Edinho1337: SHAMAN
Bystander2: MURLOC OR RIOT
Djangounchainedd: MURLOCK DECK
Jukeboxslayer: dont *** this deck up
Nantule: USE THE DEFAULT DECK
Shyran: MURLOC DECK
Subscriber Wtftaxi: NEW DECK JEW
5yph: MURLOC
Orlandosrt: GET SPRINT SO YOU CA GET LITTLE *** FASTER!!!!
Erathul_: PLAY WITH TROLL CARD VS VENRUKI !!! HE THINKS ALOT !
Jclester: Cats
Cincyfan357: MURLOC DECK
Jeez0: PARROT PIRATE DECK
Djangounchainedd: MURLOCK DECK
Durangoose: MURLOCK DECK
Djangounchainedd: MURLOCK DECK
Kungencalle: MURLOCK DECK!!!
Wootwoot12345: murloc
Firegothired: murloc
Chicagogamer: use the MURLOCKS!!!
Zaluzaron: PLAY THE *** MURLOC DECK



Jjlane4: ffs
Hitandrun92: remove arcane golem
Xicedtea MULOCK AND WARLOCK
Moonfirezors5000: Murlocs!!
Showzie: MURLOCK
Lunakoii: MURLOC DECK
Urejt: ARCANCE GOEM SHITY!
Bullhuve: MURLOC RAPE
Myraah:
Lego_lasse: Murlock deck wont work against flame strike....
Arkzend: Reckful put in the troll card!!!!
Ihkunuupi: MURLOCK
Auxile: mirlock
Bighugefatnuts: MURLOC DECK
Paladone3: MURLOC DECK
Bobston: MURLOCK DO IT
Leetchiz:  Deck !
Zimmonn: Murlock deck
Gaggster: MUROC
Jeez0: WARRIOR PARROT PIRATE
Slayforfun: Murlock deck!
Jackmode232: what does patient assassin do?
Xxllxx93: Deathwing
Xythrosz: murloc dick
Heliscar: PIRATE DECCK!
Cincyfan357: MURLOC
Briciu84: Play standard deck noob not with the cards you paid 1000$ to get
Lv66: RECKFUL ! CAN YOU SHOUT OUT RUMBLE FIGHTER <deleted link>
Skorbel: PIRATE DECK!
Gm_shiv: how do you watch this guy.......
Negyyy: MURLOX
Zayci GO Pirate deck!!
Subscriber Drictpvp:

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Rami Rustom <rombomb@gmail.com>
Cc: FI <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] People spamming about Jews
Date: August 20, 2013 at 11:35 PM

On Mon, Aug 19, 2013 at 1:52 PM, Elliot Temple <curi@curi.us> wrote:
Here is just a little sample of what the world is like:

Just now, a twitch Hearthstone streamer with 20,000 viewers suggested 
everyone send him 2 cents so he could buy $400 of additional cards in the 
game. I think twitch viewers are mostly Westerners, or at least the ones who talk 
in chat mostly are. Here's a sample of how his chat responded (there's no 
timestamps, but this is like 30 seconds of chat):

Why? Because of the "Jews are cheap" stereotype and related bigotry, and 
people thinking that is "funny" (I'm pretty sure that's the excuse most would use 
if cornered -- they were just joking around).

The streamer (http://www.twitch.tv/reckful) asked them to stop and said it was 
"not nice" to call him aJew. Chat continued similarly. (This amount of spamming, 
and continuing after a streamer tells them to shut up, is reasonably normal for 
twitch chat, btw. [1])

After more spamming about jews, he also tried telling them he wasn't serious: 
due to paypal fees sending 2 cents doesn't actually work to gain money. 
Spamming about jews continued after that too.

After like 5 minutes of spam about Jews, there was some spam about nazis too, 
including unicode swastika symbols.

A little later Hitler was brought up too.

Still later, there were still scattered comments like:

In this video Louis CK makes a joke about jews not be allowed at his
show. everybody laughs. is that the same thing ur talking about?

http://www.youtube.com/watch?v=F-JFPePh6yM

http://www.twitch.tv/reckful
http://www.youtube.com/watch?v=F-JFPePh6yM


-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Roy Haggerty <haggertr@geo.oregonstate.edu>
Subject: [BoI] Popper critique
Date: September 5, 2013 at 10:32 AM

BoI fans, have any of you seen a reply to Popper critiques such as the one
by Martin Gardner (2001), posted here?
http://www.stephenjaygould.org/ctrl/gardner_popper.html  The critique seems
well thought out, but I would like to see a counter-critique.

-- 

http://www.stephenjaygould.org/ctrl/gardner_popper.html


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Popper critique
Date: September 5, 2013 at 5:11 PM

On 5 Sep 2013, at 15:32, Roy Haggerty <haggertr@geo.oregonstate.edu> wrote:

BoI fans, have any of you seen a reply to Popper critiques such as the one by 
Martin Gardner (2001), posted here? 
http://www.stephenjaygould.org/ctrl/gardner_popper.html  The critique seems 
well thought out, but I would like to see a counter-critique.

Consider Popper's best known claim: that science does not proceed by 
"induction"—that is, by finding confirming instances of a conjecture — but rather 
by falsifying bold, risky conjectures. Conformation, he argued, is slow and never 
certain. By contrast, a falsification can be sudden and definitive. Moreover, it lies 
at the heart of the scientific method.

This is a false description of Popper's position. Popper did not hold that 
falsifications are definitive. Nor did he say that they were necessarily sudden. Nor 
did he say that confirmations are slow and never certain - he said they were 
impossible.

That's three mis-statements of the position he is trying to refute in the first 
paragraph. This critique doesn't seem well thought out so far, nor does it improve 
later.

The more often a conjecture passes efforts to falsify it, Popper maintained, the 
greater becomes its "corroboration," although corroboration is also uncertain 
and can never be quantified by degree of probability. Popper's critics insist that 
"corroboration" is a form of induction, and Popper has simply sneaked induction 
in through a back door by giving it a new name.

Corroboration is just a summary of the discussion of the theory. It has nothing to 
do with induction.

There are many objections to this startling claim. One is that falsifications are 
much rarer in science than searches for confirming instances. Astronomers look 
for signs of water on Mars. They do not think they are making efforts to falsify 
the conjecture that Mars never had water.

http://www.stephenjaygould.org/ctrl/gardner_popper.html


They look for features that they think must be present if water had been present. 
If those features had been absent then the idea there was water on Mars would 
be refuted.

Astronomers might say they have confirmed there was water on Mars, but that 
idea and all of the relevant evidence consists of conjectures. We may have 
misunderstood how the observations work, or how water shapes rock, or how 
stuff other than water shapes rock, or any one of many other possibilities. So if 
astronomers want to think of this as confirmation they are wrong.

Falsifications can be as fuzzy and elusive as confirmations. Einstein's first 
cosmological model was a universe as static and unchanging as Aristotle's. 
Unfortunately, the gravity of suns would make such a universe unstable. It would 
collapse. To prevent this, Einstein, out of thin air, proposed the bold conjecture 
that the universe, on its pre-atomic level, harbored a mysterious, undetected 
repulsive force he called the "cosmological constant." When it was discovered 
that the universe is expanding, Einstein considered his conjecture falsified. 
Indeed, he called it "the greatest blunder of my life." Today, his conjecture is 
back in favor as a way of explaining why the universe seems to be expanding 
faster than it should. Astronomers are not trying to falsify it; they are looking for 
confirmations.

This whole paragraph is based on Gardner's misstatement of Popper's position at 
the start, and the same mistake he made in the previous paragraph.

Falsification may be based on faulty observation. A man who claims he saw a 
white crow could be mistaken or even lying. As long as observation of black 
crows continue, it can be taken in two ways; as confirmations of "all crows are 
black," or disconfirmations of "some crows are not black." Popper recognized — 
but dismissed as unimportant — that every falsification of a conjecture is 
simultaneously a confirmation of an opposite conjecture, and every conforming 
instance of a conjecture is a falsification of an opposite conjecture.

A falsification of a conjecture is not a confirmation of the opposite conjecture. 
There is no such thing as the opposite conjecture. For example, it could be the 
case that some crows are purple or green or that some have evolved to be 
invisible or that some are purple with pink polkadots. Or perhaps there are no 
crows at all: perhaps there are a whole load of different species that happen to 
look similar.



The next paragraph has the same flaw. If the Higgs had not turned up that would 
not show any particular conjecture is true or probable or anything like that. 
Rather, scientists would have had to come up with loads of new conjectures and 
test them.

To scientists and philosophers outside the Popperian fold, science operates 
mainly by induction (confirmation), and also and less often by disconfirmation 
(falsification). Its language is almost always one of induction. If Popper bet on a 
certain horse to win a race, and the horse won, you would not expect him to 
shout, "Great! My horse failed to lose!"

Wow, a whole paragraph full of irrelevant non-arguments. I wouldn't say that this 
is well thought out. Indeed, it gives the impression of the author knowing nothing 
about the position he is criticising or the arguments against his own position.

Astronomers are now finding compelling evidence that smaller and smaller 
planets orbit distant suns. Surely this is inductive evidence that there may be 
Earth-sized planets out there. Why bother to say, as each new and smaller 
planet is discovered, that it tends to falsify the conjecture that there are no small 
planets beyond our solar system? Why scratch your left ear with your right 
hand? Astronomers are looking for small planets. They are not trying to refute a 
theory any more than physicists are trying to refute the conjecture that there is 
no Higgs field. Scientists seldom attempt to falsify. They are inductivists who 
seek positive conformations.

So when astronomers look for planets they have no interest in testing ideas about 
planet formation?

At the moment the widest of all speculations in physics is superstring theory. It 
conjectures that all basic particles are different vibrations of extremely tiny loops 
of great tensile strength. No superstring has yet been observed, but the theory 
has great explanatory power. Gravity, for example, is implied as the simplest 
vibration of a superstring. Like prediction, explanation is an important aspect of 
induction.

Explanation can't be part opt induction. Induction is supposed to be a process by 
which one arrives at explanations using observations and confirms them with 
more observations. Gardner has just refuted inductivism himself by pointing out 
that some people think superstrings exist despite never having observed them.



Relativity, for instance, not only made rafts of successful predictions but 
explained data previously unexplained.

Relativity made predictions about stuff that hadn't been observed. Yet another 
refutation of inductivism.

The same is true of quantum mechanics. In both fields researchers used 
classical induction procedures.

Gardner keeps making arguments for Popper's position while thinking he's 
arguing against it.

Few physicists say they are looking for ways to falsify superstring theory. They 
are instead looking for confirmations. Ernest Nagel, Columbia University's 
famous philosopher of science, in his Teleology Revisited and Other Essays in 
the Philosophy and History of Science (1979), summed it up this way: "
[Popper's] conception of the role of falsification . . . is an oversimplification that 
is close to being a caricature of scientific procedures."

Once again, Gardner falls back on the old "people say they're doing it" schtick. If 
this was a good argument then it would also be a good argument to say that 
when people say they're talking to God when they pray, they really are talking to 
God.

For Popper, what his chief rival Rudolf Carnap called a "degree of 
confirmation"—a logical relation between a conjecture and all relevant evidence
—is a useless concept. Instead, as I said earlier, the more tests for falsification a 
theory passes, the more it gains in "corroboration." It's as if someone claimed 
that deduction doesn't exist, but of course statements can logically imply other 
statements. Let's invent a new term for deduction, such as "justified inference." 
It's not so much that Popper disagreed with Carnap and other inductivists as 
that he restated their views in a bizarre and cumbersome terminology.

Another misstatement of Popper's position.

Scholars unacquainted with the history of philosophy often credit popper for 
being the first to point out that science, unlike math and logic, is never 
absolutely certain. It is always corrigible, subject to perpetual modification. This 
notion of what the American philosopher Charles Peirce called the "fallibilism" of 
science goes back to ancient Greek skeptics, and is taken for granted by almost 



all later thinkers.

If all scientific theories are tentative and might be wrong, then they are all 
conjectures and all this talk of confirmation is just intellectual pretension dressed 
up by bad argument, like Gardner's article.

In Quantum Theory and the Schism in Physics (1982) Popper defends at length 
his "propensity theory" of probability. A perfect die, when tossed, has the 
propensity to show each face with equal probability. Basic particles, when 
measured, have a propensity to acquire, with specific probabilities, such 
properties as position, momentum, spin and so on. Here again Popper is 
introducing a new term which says nothing different from what can be better 
said in conventional terminology.

The standard theory of probability was and is that probabilities are relative 
frequencies. Popper rightly rejected this. Unlike Gardner, Popper realised that 
there was a problem to be solved. Popper's stuff on QM is wrong.

I am convinced that Popper, a man of enormous egotism, was motivated by an 
intense jealousy of Carnap. It seems that every time Carnap expressed an 
opinion, Popper felt compelled to come forth with an opposing view, although it 
usually turned out to be the same as Carnap's but in different language. Carnap 
once said that the distance between him and Popper was not symmetrical. From 
Carnap to Popper it was small, but the other way around it appeared huge. 
Popper actually believed that the movement known as logical positivism, of 
which Carnap was leader, had expired because he, Popper, had single-
handedly killed it!

Gardner doesn't state let alone refute Popper's criticisms of logical positivism. 
Presumably Gardner has no idea what those criticisms are.

Confirming instances underlie our beliefs that the Sun will rise tomorrow, that 
dropped objects will fall, that water will freeze and boil, and a million other 
events.

No. Those things are predicted using explanations. Explanations don't follow from 
observations. Nor are they confirmed by observations. And explanations aren't 
primarily about observations. some are about things that anybody has 
experienced or will experience. Nobody has ever seen a dinosaur, just skeletons. 



Our theories about dinosaurs aren't about dinosaur skeletons. Some theories 
may be about things that nobody can experience, like the interior of a star going 
supernova.

Alan



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Popper critique
Date: September 5, 2013 at 6:51 PM

On 6/09/2013 7:11 AM, Alan Forrester wrote:
Gardner doesn't state let alone refute Popper's criticisms of logical positivism. 
Presumably Gardner has no idea what those criticisms are.

The background to this is that Gardner fell completely under the spell of Rudolf 
Carnap when he attended a series of lectures late in Carnap's life and he helped 
Carnap to write up the lectures into a book.

Carnap and Hempel were the major figures who led logical empiricism in the US 
after they took logical positivism to the US and re-branded it.

They never accepted Popper's ideas and maintained to their dying breaths that 
Popper was really one of them but he wilfully insisted on making a big deal out of 
their differences.

This all happened so long ago that you would have to be 100 years old or a 
serious student of the history of ideas in the philosophy of science to follow the 
twists and turns of positiivsm which in logical terms never flew but it became an 
academic industry that thrived in the rapidly expanding universities of the US after 
WW2.

Rafe Champion

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper critique
Date: September 5, 2013 at 7:37 PM

On Sep 5, 2013, at 7:32 AM, Roy Haggerty <haggertr@geo.oregonstate.edu> 
wrote:

BoI fans, have any of you seen a reply to Popper critiques such as the one
by Martin Gardner (2001), posted here?
http://www.stephenjaygould.org/ctrl/gardner_popper.html  The critique seems
well thought out, but I would like to see a counter-critique.

If you want more than Alan and Rafe's replies, could you tell me which part you 
thought was a particularly important and correct criticism of Popper's 
epistemology? What's the best point you want an answer to, and why did you find 
that one convincing? Please include a quote.

-- Elliot Temple
http://beginningofinfinity.com/

http://www.stephenjaygould.org/ctrl/gardner_popper.html
http://beginningofinfinity.com/


From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Popper critique
Date: September 5, 2013 at 8:02 PM

I can't remember if I have posted the Top Ten Standard Errors of Misreading 
Popper on  this list before.

The point is that philosophers, including leaders in the field, keep saying things 
about Popper that are false, decade after decade since 1935.

SE1. Popper was a kind of positivist and the falsifiability criterion is about 
meaning.

Many of the misunderstandings are really in the category of "schoolboy howlers" 
especially the first, and it is disconcerting to find this one recycled by scholars of 
repute, such as A C Grayling who wrote "This makes it, in Popperian term, 
irrefutable, which in Popperian terms means that it is vacuous" Skepticism and 
the Possibility of Knowledge, 2009, p. 159.

Habermas, as a practitioner of hermeneutics,the science of understandingtexts, 
should have grasped the nuances of Popper's position but in his rejoinder to 
Popper in the Positivism Debate in the 1960s he attacked Popper as a positivist.

Quentin Skinner "For a statement to have a meaning, it was widely agreed, it 
must be clear what would count as a verification, or at least (in Karl Popper's 
influential reformulation) as a falsification of the claim embodied in that 
statement". Australian Society (January 1985).

SE2 Popper was a naïve falsificationist, because he did not realize that 
falsification cannot be decisive.

First to get straight on Popper's position.

"In point of fact, no conclusive disproof of a theory can ever be produced; for it is 
always possible to say that the experimental results are not reliable, or that the 
discrepancies which are asserted to exist between the experimental results and 
the theory are only apparent and that they will disappear with the advance of our 
understanding." (The Logic of Scientific Discovery, section 9).

The assumption implicit in this criticism is that Popper was actually a naïve 
falsificationist, (thinking that falsification can be decisive), or, as Kuhn suggested, 



Popper should be treated asa naïve falsificationist.

"Though he is not a naïve falsificationist, Sir Karl may, I suggest, legitimately be 
treated as one", (Kuhn, 1974, 809).

A recent example can be found in ananthology where a discussion of the 
implications of the Duhem problem concluded "There can, therefore, be no such 
decisive refutation of a theory as Popper suggests".(McGrew, et al, 2009, 461)

The Popper entry in the Stanford Encyclopedia of Philosophy (on line) has an 
interesting statement in the concluding section on Critical Evaluation. "The shift in 
Popper's own basic position is taken by some critics as an indication that 
falsificationism, for all its merits, fares no better in the final analysis than 
verificationism". Hasty readers will not bother with the details of the entry which 
tend to support Popper's position, and so they will take away the messagethat 
Popper failed.

"I think it has to be said that falsificationism, and Popper's account of the 'logic' of 
scientific method, have to be accounted as failures...there is really no more 
certainty in the process of falsification than in the process of verification or 
induction. "(Oldroyd, 1986, 314)

Confusion on that point is usually due to SE3.

SE 3. Failure to draw the distinction between falsifiability (a matter of logical form) 
and falsification (a practical matter).

This is sometimes associated with the denial of the asymmetry between the logic 
of falsification and verification, for example"I cannot judge how important logical 
falsifiability is to Popper, since he apparently contradicts himself on this matter."
(Hausman, 1992, Chapter 10)

In brief, falsifiability is a logical property of a proposition that is vulnerable to 
refutation by a true existential statement. The propositions of concern to Popper 
were universal laws in the form "all planets move in ellipses" . This is falsified by 
the statement (if true) "this planet moves in a circle".

For what it is worth, Quine endorsed the logic of the demarcation criterion (Quine, 
1974, 218)



Falsification is the process of demonstrating that a proposition has been falsified 
in the real world. Unlike the decisive logic of the process, the real-world process 
of falsification can never be decisive due to the Duhem problem, the uncertainty 
of observations and the many more or less disreputable ways that people can 
protect their views.Even though falsification cannot be decisive, observational or 
experimental tests are essential in science (with other forms of criticism) to 
identify errors, to find problems and to resist the constant tendency to 
"confirmation bias", that is, seeing what you want to see.

SE 4."Scientists don't practice falsification", as though this is a criticism of the 
idea of testing.

"Are we to think of scientists as genuinely in the business of trying to falsify and 
not prove their theories?"(Garvey, 2006, 128).

"The classic (or 'naïve') Popperian view is rather austere, viewing scientists as 
super-robots that automatically apply rather strict criteria on whether to accept or 
reject hypotheses. ..Popper's prescription is just too austere for real life."(Dunbar, 
1995, 78)

The simple fact of the matter is that some scientists are prepared to be critical of 
their own ideas and some are not.Crick and Watson of the Double Helix made a 
regular practice of criticism.

"Our other advantage was that we had evolved unstated but fruitful methods of 
collaboration, something that was lacking in the London group. If either of us 
suggested a new idea the other, while taking it seriously, would attempt to 
demolish it in a candid but non hostile manner. This turned out to be quite crucial. 
In solving scientific problems of this type, it is almost impossible to avoid falling 
into error.Now, to obtain the correct solution of a problem usually requires a 
sequence of logical steps. If one of these is a mistake, the answer is often 
hidden, since the error usually puts one on completely the wrong track. It is 
therefore extremely important not to be trapped by one's own mistakes." (Crick, 
1988,70)

SE 5. Science would have come to a stop under the influence of falsificationism 
and so Popper's methodology is refuted by the history of science.

The error here is to suppose that Popper's conventions call for the instant 
dismissal of a theory that is apparently refuted by failing an experimental or 



observational test.

"According to Popper, scientists propose bold conjectures and then seek out the 
hardest possible tests of them. When the conjectures fail those tests, no excuses 
are permitted. The theories are regarded as refuted, and new conjectures are 
proposed and scrutinized. " (Hausman, 1984, 14,)

The same statement appeared in the second edition in 1994 and in the third 
edition there was a minor change but the message is the same.

"These rules require that when the conjectures fail those tests, scientists do not 
make excuses. Instead they should regard the theories as refuted and they 
should then propose and scrutinise new conjectures.As many have noted, 
including Thomas Kuhn and Imre Lakatos, it is a good thing that scientists do not 
follow these rules." (Hausman, 2008, 15, my emphasis)

"If we applied [falsificationism] rigorously, we would soon end up with all our 
hypotheses falsified by data simply because most of the time our tests of 
hypotheses yield negative results either because we have left some crucial 
confounding variable out of account or because we have simply designed the 
experiment badly". (Dunbar, 1995, 78)

"According to at least some theorists, if we take this seriously we would have to 
exclude from the pantheon of science some of its most illustrious, useful and 
widely accepted principles...Popper's falsifiability principle may be too rigid and 
too crude. " (Horner and Westacott, 2000, 111)

Popper always recognised that apparent refutations can be contested andone of 
his rules (proposals)was that no theory should be dropped without good reason, 
such as the availability of a better theory and he even suggested a 
methodological excuse for a whiff of dogmatism to allow time to develop new 
theories. He wrote"I have always stressed the need for some dogmatism: the 
dogmatic scientist has an important role to play. If we give in to criticism too easily 
we will never find where the real power of our theories lies" (Popper, 1970, 55). 
Bartley disputed this formulation because it is enough to signal that adverse 
results render a theory "problematic" and no hint of dogmatism is required to 
keep the theory under consideration for development on a conjectural basis (like 
every other theory).

With regard to the normative element that Popper introduced with his 



methodological principles, Oldroyd suggested that Popper was unwittingly 
preparing the way for the sociology ofscience.

"With hindsight, this can perhaps be seen to have been the thin end of the wedge 
of the sociology of knowledge cutting into Popper's theory...[but]...The chief 
historical roots of the sociological approach to scientific knowledge certainly do 
not lie in the work of Karl Popper." (Oldroyd, 1986, 315)

To the contrary Jarvie explained that the "social turn" was present in Popper's 
work from 1935 and 1945, clearly capsulated in the "institutional turn" in section 
32 of The Poverty ofHistoricism and in chapter 23 on the sociology of knowledge 
inThe Open Society and its Enemies. (Jarvie, 2001).

SE 6. Popper's approach was static, unhistorical , obsessed with the right 
"method" and took no account of the social context of science. In these respects 
it was superseded and corrected by Kuhn, Lakatos and Feyerabend, et al.

It is hard to see how this interpretation of Popper's approach became so 
widespread because he always stressed the importance of understanding 
philosophical and scientific problems in their historical context. He insisted that 
there is no such thing as scientific method, meaning a correct way to conduct 
scientific investigations (though there is a logic of testing). He explicitly addressed 
the need for methodological conventions, which of course are social in nature, 
and he developed his theory of metaphysical research programs which 
anticipated both paradigm theory and the methodology of scientific research 
programs.

As for the criticism from Lakatos, Kuhn and Feberaband: Lakatos invented "naïve 
falsificationism" to successfully confuse the issues. Kuhn at one point suggested 
that Popper should be criticized as a naïve falsificationist even though he was not 
a naïve falsificationist. When he retreated from his initial (and interesting) position 
to a more coherent (and less interesting) stance he conceded that Popper's 
approach was correct at times of crisis (Kuhn, 1970, 247). A crisis is a serious 
conflict between rival theories; this can happen at any time and at the frontier of 
knowledge it is happening all the time. Feyerabend subjected Popper and his wife 
to personal abuse but in terms of substance he merely repeated Popper's dictum 
that there is no such thing as "scientific method".

SE 7. We really need grounds for justified beliefs. The theory of conjectural 
knowledge cannot deliver justified beliefs, and we cannot get away from the need 



for induction in various forms; as the basis of perception, the source of theories, a 
guide to living, thejustification of our beliefs.

"What Popper says is plausible. But it does not solve the problem of induction. 
Moreover, it is not simply that we accept scientific laws provisionally, while 
seeking for their refutation. We accept them as true, on the basis of the 
evidence." (Scruton, 1994, 186)

'For what would be the point of our testing our hypotheses at all if they earned no 
greater credibility by passing the tests? We seek justification for our beliefs, and 
the whole process of testing would be futile if it were not thought capable of 
providing it'. Ayer, 1982, 134)

"Our empirical science, our discoveries about the way the world works, give us 
more than mere hypotheses ormere conjectures. They give us certainties, the 
beliefs that our whole lives presuppose" (Blackburn, 2000, 128)

"My general strategy in considering Popper's epistemology is to question whether 
his or any other account of knowledge can do without at least provisionally 
accepted and partially justified certainties". (O'Hear, 1980, vii).

'When a scientist accepts a law, he is recommending to other men that they rely 
on it -- rely on it, often in practical contexts. Only by wrenching science altogether 
out of the context in which it really arises -- the context of men trying to change 
and control the world -- can Popper even put forward his peculiar view on 
induction. Ideas are not just ideas; they are also guides to action...'." (Putnam, 
1974, 207)

There are four, or maybe five or six kinds of induction which permit writers like 
O'Hear to appeal to induction at every stage of the scientific enterprise. Popper's 
target was the so-called logic of induction which is supposed to assign valid, 
meaningful or helpful numerical probabilities to explanatory general theories and 
his arguments on this topic have not been refuted. The last resort of inductivists 
(apart from the program of Bayesian subjectivism) is usually the claim that we 
need the "inductive" assumption that there are regularities or laws or propensities 
and patterns in nature. Popper pointed outthat this is a metaphysical theory about 
the world and using the label "induction" is merely a verbal strategy to defend 
inductivism (Popper, 1959, Chapter10).

SE 8 The instrumentalist argument from technology against conjectural 



knowledge.

"The popular prestige that the natural sciences enjoy in our civilization is, of 
course, not founded upon the merely negative condition that their theorems have 
not been refuted. There is... the fact that the machines and all other implements 
constructed in accordance with the teachings of science run in the way 
anticipated on the ground of these teachings. The electricity-driven motors and 
engines provide a confirmation of the theories of electricity upon which their 
production and operation were founded.Sitting in a room that is lighted by electric 
bulbs, equipped with a telephone, cooled by an electric fan, and cleaned by a 
vacuum cleaner, the philosopher as well as the layman cannot help admitting that 
there may be something more in the theories of electricity than that up to now 
they have not been refuted by an experiment." (Mises, 2006, 63)

That line of argument is not worthy of a serious scholar. To observe the 
instrumental value of theories does not to refute the theory of conjectural 
knowledge. The instrumental use of a theory does not represent a confirmation of 
the theory. The Ptolemaic system could be used for a lot of practical applications. 
It just means that the theory is near enough for practical purposes.

SE 9. The failure of Popper's theory of verisimilitude undermined his whole 
program.

Popper's attempt to develop a formal measure of verisimilitude (truthlikeness) did 
not work and he gave it away as soon David Miller pointed out the error. It seems 
that philosophers took little notice of Popper's views on verisimilitude until Miller 
and Tichy made decisive criticisms and then they found it was suddenly very 
important and its failure was a huge blow to Popper's program.

In "Realism and the Aim of Science" Popper replied to criticism with the argument 
that the notion that successive theories may be better approximations to the truth 
is not damaged by the failure of a formal definition. Two examples were (1)the 
progress from the earth-centred solar system to the sun-centred system with 
circular orbits to the system with elliptical orbits, and (2) the progress from 
Darwin's ideas about heredity, to Mendel, to the steps that resulted in uncovering 
the genetic code.

"These examples show, I believe, that a formal definition of verisimilitude is not 
needed for talking sensibly about it." (Popper, 1983, xxxvi)



SE 10.Habermas claimed that Popper's view on the dualism of facts and values 
(theis/ought distinction, provides no leverage for criticism of the status quo.

This charge appeared in his debate with Hans Albert in the "Positivism Dispute" 
which started with a debate between Popper and Adorno in Tubingen in 1961. 
The proceedings and other papers were eventually published in Der 
Positivismusstreit in die deutschen Soziologie and translated asThe Positivist 
Dispute in German Sociology,in 1976.

As for Popper's defence of the status quo, the distinction that he drew between 
factual propositions and social or moral proposals, which he called "critical 
dualism" in Chapter 5of The Open Society and its Enemieswas explicitly 
designed to give reformers a lever for change. The point is to describe the 
difference between the status quo (what is) and how you would like to change it, 
according toyour values and aspirations.

Rafe Champion



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper critique
Date: September 10, 2013 at 2:14 PM

On Sep 5, 2013, at 5:02 PM, Rafe Champion <rchamp@bigpond.net.au> wrote:

I can't remember if I have posted the Top Ten Standard Errors of Misreading 
Popper on  this list before.

The point is that philosophers, including leaders in the field, keep saying things 
about Popper that are false, decade after decade since 1935.

SE1. Popper was a kind of positivist and the falsifiability criterion is about 
meaning.

Many of the misunderstandings are really in the category of “schoolboy howlers” 
especially the first, and it is disconcerting to find this one recycled by scholars of 
repute, such as A C Grayling who wrote “This makes it, in Popperian term, 
irrefutable, which in Popperian terms means that it is vacuous” Skepticism and 
the Possibility of Knowledge, 2009, p. 159.

Habermas, as a practitioner of hermeneutics,  the science of understanding  
texts, should have grasped the nuances of Popper’s position but in his rejoinder 
to Popper in the Positivism Debate in the 1960s he attacked Popper as a 
positivist.

Quentin Skinner “For a statement to have a meaning, it was widely agreed, it 
must be clear what would count as a verification, or at least (in Karl Popper's 
influential reformulation) as a falsification of the claim embodied in that 
statement”. Australian Society (January 1985).

And it continues a lot more.

Rafe I have a question: why do you think all these silly fools are worth the 
attention to carefully read and quote?



From: Rafe Champion <rchamp@bigpond.net.au>
Subject: Re: [BoI] Popper critique
Date: September 11, 2013 at 9:01 AM

On 11/09/2013 4:14 AM, Elliot Temple wrote:
Rafe I have a question: why do you think all these silly fools are worth the 
attention to carefully read and quote?

A good question, the answer is that I want to  demonstrate in a fairly 
comprehensive manner how academic philosophy fails to live up to its  claims for 
accuracy and precision.

The point is to make this available to anyone with a kindle for the price of a cup of 
coffee.

I appreciate that a lot of the work could be done by a trained monkey once it got 
the hang of it, but I don't have a trained monkey so I have to do it myself:)

Fortunately I am just about done, I have no intention of working through all the 
texts on the relevant library shelves at the Uni of Sydney.

RC

-- 



From: Rami Rustom <rombomb@gmail.com>
Subject: Re: [BoI] most important concept fallible-ideas <fallible-
ideas@yahoogroups.com>, FIGG <fallible-ideas@googlegroups.com>
Date: September 14, 2013 at 10:04 AM

On Sun, Feb 24, 2013 at 7:12 PM, Elliot Temple <curi@curi.us> wrote:
What is the most important concept? And why?

Your answer should be short and clear, e.g. "love" or "curiosity". Then elaborate 
afterwards. But give a direct answer first.

The principle of rationality ~~ a rational idea is one that is
intended to solve a problem.

So if an idea is not intended to solve a problem, then its a bad idea.

This is a way to filter out bad ideas.

Its the most important concept because all other concepts should be
judged by merit, and the only way to judge by merit is to judge the
concept's efficacy as a viable solution to the concept's stated
problem.

-- Rami

-- 



From: Michael Tenzer <mtenzer@mail.ubc.ca>
Subject: [BoI] Against SE
Date: September 14, 2013 at 12:18 PM

Dear Friends,

This editorial in today's New York Times is quite in synch with BoI's critique of 
Spaceship Earth ideology.

http://www.nytimes.com/2013/09/14/opinion/overpopulation-is-not-the-
problem.html?ref=global-home

Best regards,

Michael Tenzer
http://www.michaeltenzer.com

Professor of Music
University of British Columbia
6361 Memorial Road
Vancouver BC V6T 1Z2
Canada

(604) 221-0052 (home)
(778) 887-8308 (cell)
(604) 822-3405 (office)
(604) 822-4884 (fax)

-- 

http://www.nytimes.com/2013/09/14/opinion/overpopulation-is-not-the-problem.html?ref=global-home
http://www.michaeltenzer.com/


From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] Against SE
Date: September 14, 2013 at 5:14 PM

On 14 Sep 2013, at 17:18, Michael Tenzer <mtenzer@mail.ubc.ca> wrote:

Dear Friends,

This editorial in today's New York Times is quite in synch with BoI's critique of 
Spaceship Earth ideology.

http://www.nytimes.com/2013/09/14/opinion/overpopulation-is-not-the-
problem.html?ref=global-home

It's gratifying when the Malthus and Spaceship-Earth theory is contradicted in the 
mainstream media. But the reason the article gives for that theory being wrong, 
namely

population growth as a driver of land productivity

is not the one I present in BoI.

'More people, more ideas per unit time' is a factor that I hadn't thought about 
when writing BoI, and with hindsight I think I should have mentioned it. It is the 
main argument of Matt Ridley's book 'The Rational Optimist'. But it is a factor 
whose effectiveness is very unstable in static societies, while in dynamic societies 
the main thing that makes Malthus wrong, and makes prophecy systematically err 
on the side of pessimism, is not the benefits of high population but the capacity of 
the society and its institutions to address and solve problems creatively. That is 
therefore the decisive factor even at low populations.

-- David Deutsch

http://www.nytimes.com/2013/09/14/opinion/overpopulation-is-not-the-problem.html?ref=global-home


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Against SE
Date: September 14, 2013 at 5:16 PM

On Sep 14, 2013, at 2:14 PM, David Deutsch <david.deutsch@qubit.org> wrote:

On 14 Sep 2013, at 17:18, Michael Tenzer <mtenzer@mail.ubc.ca> wrote:

Dear Friends,

This editorial in today's New York Times is quite in synch with BoI's critique of 
Spaceship Earth ideology.

http://www.nytimes.com/2013/09/14/opinion/overpopulation-is-not-the-
problem.html?ref=global-home

It's gratifying when the Malthus and Spaceship-Earth theory is contradicted in 
the mainstream media.

Why is that gratifying?

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://www.nytimes.com/2013/09/14/opinion/overpopulation-is-not-the-problem.html?ref=global-home
http://beginningofinfinity.com/


From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Subject: Re: [BoI] Against SE
Date: September 14, 2013 at 6:22 PM

On Sep 14, 2013, at 2:14 PM, David Deutsch <david.deutsch@qubit.org> wrote:
On 14 Sep 2013, at 17:18, Michael Tenzer <mtenzer@mail.ubc.ca> wrote:

Dear Friends,

This editorial in today's New York Times is quite in synch with BoI's critique of 
Spaceship Earth ideology.

http://www.nytimes.com/2013/09/14/opinion/overpopulation-is-not-the-
problem.html?ref=global-home

It's gratifying when the Malthus and Spaceship-Earth theory is contradicted in 
the mainstream media. But the reason the article gives for that theory being 
wrong, namely

population growth as a driver of land productivity

is not the one I present in BoI.

'More people, more ideas per unit time' is a factor that I hadn't thought about 
when writing BoI, and with hindsight I think I should have mentioned it.

Are you saying you should have mentioned 'More people, more ideas per unit 
time' in BoI as part of a refutation to Malthus, or in some other context?

It is the main argument of Matt Ridley's book 'The Rational Optimist'. But it is a 
factor whose effectiveness is very unstable in static societies, while in dynamic 
societies the main thing that makes Malthus wrong, and makes prophecy 
systematically err on the side of pessimism, is not the benefits of high 
population but the capacity of the society and its institutions to address and 
solve problems creatively. That is therefore the decisive factor even at low 
populations.

In a static society, Malthus' theory is true, right? So Isn't it simply wrong to say 
that Malthus is refuted by "more people, more ideas per unit of time"? What's 
needed to refute Malthus is rapid progress, and only a dynamic society that is 

http://www.nytimes.com/2013/09/14/opinion/overpopulation-is-not-the-problem.html?ref=global-home


constantly correcting its mistakes can make rapid progress.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Against SE
Date: September 14, 2013 at 7:03 PM

On Sep 14, 2013, at 3:22 PM, Alisa Zinov'yevna Rosenbaum 
<petrogradphilosopher@gmail.com> wrote:

In a static society, Malthus' theory is true, right?

No. If you have more people, then you have more people to farm. Proportionally. 
So food supply can increase proportional to population.

(Until you run out of space for more farms, which is a separate topic. At that point, 
food supply in a static society would basically not increase at all, rather than 
increasing at a slower rate than population like Malthus talked about.)

-- Elliot Temple
http://beginningofinfinity.com/

-- 

http://beginningofinfinity.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Against SE
Date: September 14, 2013 at 7:41 PM

On 15 Sep 2013, at 00:03, Elliot Temple <curi@curi.us> wrote:

On Sep 14, 2013, at 3:22 PM, Alisa Zinov'yevna Rosenbaum 
<petrogradphilosopher@gmail.com> wrote:

In a static society, Malthus' theory is true, right?

No. If you have more people, then you have more people to farm. Proportionally. 
So food supply can increase proportional to population.

(Until you run out of space for more farms, which is a separate topic. At that 
point, food supply in a static society would basically not increase at all, rather 
than increasing at a slower rate than population like Malthus talked about.)

Space would not necessarily be the issue. If they run out of anything they use for 
farming they would have the same problem. For example, if they use minerals as 
fertiliser for their soil and they run out of the relevant mineral then it won't matter 
how much land they have.

Alan



From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Subject: Re: [BoI] Against SE
Date: September 14, 2013 at 8:18 PM

On Sep 14, 2013, at 4:41 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 15 Sep 2013, at 00:03, Elliot Temple <curi@curi.us> wrote:

On Sep 14, 2013, at 3:22 PM, Alisa Zinov'yevna Rosenbaum 
<petrogradphilosopher@gmail.com> wrote:

In a static society, Malthus' theory is true, right?

No. If you have more people, then you have more people to farm. 
Proportionally. So food supply can increase proportional to population.

(Until you run out of space for more farms, which is a separate topic. At that 
point, food supply in a static society would basically not increase at all, rather 
than increasing at a slower rate than population like Malthus talked about.)

Space would not necessarily be the issue. If they run out of anything they use 
for farming they would have the same problem. For example, if they use 
minerals as fertiliser for their soil and they run out of the relevant mineral then it 
won't matter how much land they have.

It looks like people invoke Malthus for two things:
(1) the idea that population grows exponentially, while resource production grows 
only linearly. So without some kind of population control, people will starve. This 
is the version I was familiar with.
(2) the idea of "carrying capacity", that the earth can support at most a particular 
number of humans.

As Elliot said, (1) is refuted by basic logic. I'm surprised that I've never heard of 
this refutation before.



As for (2), the article points out that the number of people the earth can support 
depends on our level of technology.  But having more people only leads to 
progress in technology (and other areas) in a society that has a tradition of 
criticism and of seeking good explanations.

So the "more people -> more ideas per unit of time" idea doesn't refute (2), right?



From: Rami Rustom <rombomb@gmail.com>
Subject: [BoI] Popper on how traditions are created and persist BoI Infinity 
<beginning-of-infinity@googlegroups.com>
Date: September 25, 2013 at 11:12 PM

Popper says in C&R:

Thus we arrive at one of the problems of the theory of tradition: how do 
traditions arise--and, more important, how do they persist--as the (possibly 
unintended) consequences of people's actions? A second and more important 
problem is this: what is the function of tradition in social life?

~~~

Do traditions arise and persist as the (possibly unintended)
consequences of people's actions?

Yes, DD explains that in BoI (meme theory).

~~~

What is the function of tradition in social life?

To preserve human knowledge instead of it being destroyed with the
death of each person.

~~~

Why does Popper say that the explanation of the function of tradition
in social life is more important than the explanation of how
traditions arise and persist?

[I wrote that question before answering the question above. When I
wrote the question, I didn't know the answer. Now that I've answered
the above questions, I thought of this:]

Its more important because its more valuable knowledge. A person can
get more benefit from applying the first idea -- that tradition is
crucial because it contains true knowledge acquired from 5000
generations of predecessors -- than compared to applying the second



idea -- which explains how memes arise and persist.

The first idea is a moral one. The second idea is an epistemic one.

Moral ideas are more important than their epistemic counterparts
because people can benefit more from applying the moral ones than from
applying their epistemic counterparts.

-- Rami Rustom
http://ramirustom.blogspot.com

http://ramirustom.blogspot.com/


From: Lee Kelly <leetheowl@gmail.com>
Subject: [BoI] The Duhem-Quine Thesis Reconsidered
Date: September 29, 2013 at 11:26 PM

I guess people here might already have read them, but here are two posts on
the CR Blog about the Duhem-Quine thesis, and why critical rationalists
aren't really concerned about it.

Part One<http://www.criticalrationalism.net/2013/07/14/the-duhem-quine-thesis-
reconsidered-part-one/>

Part Two<http://www.criticalrationalism.net/2013/09/29/the-duhem-quine-thesis-
reconsidered-part-two/>

-- 

http://www.criticalrationalism.net/2013/07/14/the-duhem-quine-thesis-reconsidered-part-one/
http://www.criticalrationalism.net/2013/09/29/the-duhem-quine-thesis-reconsidered-part-two/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, Infinity <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Free will and justificationism
Date: October 20, 2013 at 1:02 PM

I was reading the Stanford Encyclopedia of Philosophy's entry on free will

http://plato.stanford.edu/entries/freewill/

and found that it is riddled with justificationism. (It also has other flaws, but I'm 
just going to pick on those associated with justificationism.)

Section 1.1 is about free will as choosing on the basis of desires. But this idea 
entails that a choice must have a basis: it is not just a conjecture that has not yet 
been refuted.

Section 1.2 is about free will as deliberative choosing on the basis of ideas and 
values. The encyclopaedia then wades into a morass in which they end up raising 
the issue of whether the will or the intellect is the basis of free choices. But there 
is no basis. A better idea would be that free will is about your ability to reconsider 
your plans in the face of criticism. This entirely avoids any question of the basis of 
your choices.

There is then a paragraph saying that people who are addicted do not have free 
will because they are not choosing on the basis of a "compulsive, controlling sort 
of desire". This is a justificationist apologia for using force against addicts. The 
first problem is that addiction is often attributed to "addicts" by outsiders when the 
addict himself does not see his habit as problematic. The outsider doesn't openly 
admit that he has no arguments that persuade the addict, he attributes his failure 
to a lack of moral agency on the part of the addict. The second problem is that in 
cases where the addict himself sees his behaviour as problematic he has two or 
more conflicting sets of ideas about what he ought to do and doesn't know how to 
whittle down this set of ideas. He is not choosing on the basis of a "compulsive, 
controlling sort of desire". This idea is a terrible mistake that can only make his 
situation worse. He ought to think of all his ideas as being potential targets for 
criticism until he has solved the problem.

Section 1.3 is about free will being about "Rightly-Ordered Appetite", i.e. - 
choosing good stuff.  This focuses on the specific choice you make rather than 
how you make it. It's about the end product and showing the end product is right 

http://plato.stanford.edu/entries/freewill/


when in reality good choices have to be largely about correcting errors.

Section 2 has stuff about free will being a result of choices made by your "true 
self". This is both subjectivist and authoritarian. There is a true self that is the 
source of free will.

Section 3.1 impliclty assumes a weighting model of choices and so is 
justificationist.

Section 3.2 is about whether determinism undermines free will. This kind of 
argument assumes that choices have sources and that and that whether you 
have free will hangs on the source of your choices. It doesn't address the issue of 
whether you would have chosen differently if you had presented with a criticism of 
the course of action you took.

Section 3.3 has stuff about whether the idea of free will is incoherent. The 
incoherence idea is attributed to Galen Strawson, but it doesn't explain his 
position:

https://philosophy.as.uky.edu/sites/default/files/The%20Impossibility%20of%20Mo
ral%20Responsibility%20-%20Galen%20Strawson.pdf

Strawson thinks that to be morally responsible you have to be responsible for the 
knowledge you use to choose and you can't be responsible for all of it so you 
can't be responsible at all. Again, this is about the sources of choices not about 
the way they are made: it's justificationist.

There are also claims that science might undermine free will using experiments 
by Libet. The experimenter measures brain activity while a person makes a 
choice about whether to push a button or something like that and he can tell 
whether you will push the button before you feel you have made the choice. All 
this means is that the process of making a choice is extended over a period of 
time. Also, it's about a choice that doesn't matter to anything and so is entirely 
arbitrary. So how did anyone even think this was relevant to free will? Again, it's 
an obsession with the source of choices and not with the substance of how they 
are made.

Alan

https://philosophy.as.uky.edu/sites/default/files/The%20Impossibility%20of%20Moral%20Responsibility%20-%20Galen%20Strawson.pdf


From: Michael Tenzer <mtenzer@mail.ubc.ca>
Cc: Jim Hogan <hoganjamesj@gmail.com>
Subject: [BoI] BoI aesthetics and music
Date: October 26, 2013 at 12:26 PM

Dear BoI discussion list,

Have list members taken BoI's thoughts on universal aesthetics anywhere? I'm 
an ethnomusicologist, engaged with music of many world traditions, and I've 
written a conference paper inspired by it.  The idea for the paper gelled when I 
discovered a quote from anthropologist Levi-Strauss that makes the very same 
observation about flowers that Deutsch does.

I try to make the point, often made by people in my field, that as non-linguistic 
communication, musical structures can be socially subversive and critical of 
authoritarian power structures. (Take for example, the idea that the rhythmic 
freedom of jazz was seen as a threat to cold war communism.)  So while 
agreeing with BoI that there can be universal aesthetics, I say that music (and 
other arts) are a force of rebuke to closed societies, and awareness of this ought 
to soften BoI's harsh critique of such societies.

I also say (along with computer scientist Marvin Minsky) that music teaches us 
how time works.  I ask what music teaches us about time's reality, in addition to 
what it teaches us about human temporal perception. Most kinds of music layer 
repetition and directedness in very rich ways, and embody a kind of quantum 
complementarity in that way.

As a humble musicologist I have never taken on such a vast topic, and when I did 
a dry-run of the paper before my colleagues and students yesterday, most were 
quite bewildered or critical. One colleague pointed out that Einstein teaches us 
that time itself is "parochial" (here he was riffing on Deutsch's use of the term) so 
how could there be any objective aesthetics in music.

I wonder if anyone wants to comment or discuss.

Best wishes,

Michael

http://www.michaeltenzer.com

http://www.michaeltenzer.com/


Professor of Music
University of British Columbia
6361 Memorial Road
Vancouver BC V6T 1Z2
Canada

(604) 221-0052 (home)
(778) 887-8308 (cell)
(604) 822-3405 (office)
(604) 822-4884 (fax)

On Sep 29, 2013, at 8:26 PM, Lee Kelly wrote:

I guess people here might already have read them, but here are two posts on 
the CR Blog about the Duhem-Quine thesis, and why critical rationalists aren't 
really concerned about it.

Part One

Part Two

-- 



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] BoI aesthetics and music
Date: October 26, 2013 at 4:26 PM

On 26 Oct 2013, at 17:26, Michael Tenzer <mtenzer@mail.ubc.ca> wrote:

Dear BoI discussion list,

Have list members taken BoI's thoughts on universal aesthetics anywhere? I'm 
an ethnomusicologist, engaged with music of many world traditions, and I've 
written a conference paper inspired by it.  The idea for the paper gelled when I 
discovered a quote from anthropologist Levi-Strauss that makes the very same 
observation about flowers that Deutsch does.

Where is this quote?

I try to make the point, often made by people in my field, that as non-linguistic 
communication, musical structures can be socially subversive and critical of 
authoritarian power structures. (Take for example, the idea that the rhythmic 
freedom of jazz was seen as a threat to cold war communism.)

How does this work?

So while agreeing with BoI that there can be universal aesthetics, I say that 
music (and other arts) are a force of rebuke to closed societies, and awareness 
of this ought to soften BoI's harsh critique of such societies.

BoI makes a number of criticisms of closed societies. Which of those criticisms do 
you think is false in the light of what you have found out, and why?

I also say (along with computer scientist Marvin Minsky) that music teaches us 
how time works.  I ask what music teaches us about time's reality, in addition to 
what it teaches us about human temporal perception. Most kinds of music layer 
repetition and directedness in very rich ways, and embody a kind of quantum 
complementarity in that way

I don’t understand anything you wrote in this paragraph.

Quantum complementarity is a false idea invented by Neils Bohr:



http://physics.tau.ac.il/bsc/3/paradox/bohr.pdf

I advocated a point of view conveniently termed "complementarity," suited to 
embrace the characteristic features of individuality of quantum phenomena, and 
at the same time to clarify the peculiar aspects of the observational problem in 
this field of experience. For this purpose, it is decisive to recognize that, 
however far the phenomena transcend the scope of classical physical 
explanation, the account of all evidence must be expressed in classical terms. 
The argument is simply that by the word "experiment" we refer to a situation 
where we can tell others what we have done and what we have learned and 
that, therefore, the account of the experimental arrangement and of the results 
of the observations must be expressed in unambiguous language with suitable 
application of the terminology of classical physics.

There is no need to invoke classical physics to explain quantum physics. If 
anything, we should do the opposite. We should explain the circumstances we 
can use the equations of classical physics as a time saving approximation for 
simulating quantum systems using quantum physics.

As a humble musicologist I have never taken on such a vast topic, and when I 
did a dry-run of the paper before my colleagues and students yesterday, most 
were quite bewildered or critical. One colleague pointed out that Einstein 
teaches us that time itself is "parochial" (here he was riffing on Deutsch's use of 
the term) so how could there be any objective aesthetics in music.

Your colleague doesn’t know any physics. Time is not parochial in SR or GR. 
There are objective measures of time in both theories, such as the proper time 
along a world line (the time that a clock would measure if it travelled along a 
particular path in space-time).

Alan

http://physics.tau.ac.il/bsc/3/paradox/bohr.pdf


From: Elliot Temple <curi@curi.us>
Cc: Jim Hogan <hoganjamesj@gmail.com>
Subject: Re: [BoI] BoI aesthetics and music
Date: October 26, 2013 at 4:36 PM

On Oct 26, 2013, at 9:26 AM, Michael Tenzer <mtenzer@mail.ubc.ca> wrote:

Dear BoI discussion list,

Have list members taken BoI's thoughts on universal aesthetics anywhere? I'm 
an ethnomusicologist, engaged with music of many world traditions, and I've 
written a conference paper inspired by it.  The idea for the paper gelled when I 
discovered a quote from anthropologist Levi-Strauss that makes the very same 
observation about flowers that Deutsch does.

I try to make the point, often made by people in my field, that as non-linguistic 
communication, musical structures can be socially subversive and critical of 
authoritarian power structures. (Take for example, the idea that the rhythmic 
freedom of jazz was seen as a threat to cold war communism.)  So while 
agreeing with BoI that there can be universal aesthetics, I say that music (and 
other arts) are a force of rebuke to closed societies, and awareness of this 
ought to soften BoI's harsh critique of such societies.

Related, a lot of people get really mad and offended by Miley Cyrus' music. 
(Including the dancing and costumes, which are examples of non-linguistic 
communication).

I don't know your field, but I've noticed that rock music often (ignoring the lyrics) 
has a "life sucks" vibe, while many techno remixes (again ignoring the lyrics) 
have a "happy fun fun" vibe.

I think another part of the issue is that being a fan of certain music can indicate a 
certain cultural allegiance.

I also say (along with computer scientist Marvin Minsky) that music teaches us 
how time works.  I ask what music teaches us about time's reality, in addition to 
what it teaches us about human temporal perception. Most kinds of music layer 
repetition and directedness in very rich ways, and embody a kind of quantum 
complementarity in that way.



I don't know what you mean here about music teaching us about how time works, 
or about quantum complementarity. Want to explain?

As a humble musicologist I have never taken on such a vast topic, and when I 
did a dry-run of the paper before my colleagues and students yesterday, most 
were quite bewildered or critical. One colleague pointed out that Einstein 
teaches us that time itself is "parochial" (here he was riffing on Deutsch's use of 
the term) so how could there be any objective aesthetics in music.

What a misuse (abuse?) of Einstein!

Just because there are some misconceptions in the common sense 
understanding of time, and physicists try to understand time better, does not 
automatically mean ideas about time in the music field are unobjective or wrong 
or parochial or anything like that.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Michael Tenzer <mtenzer@mail.ubc.ca>
Subject: Re: [BoI] BoI aesthetics and music
Date: October 26, 2013 at 7:05 PM

Dear Alan Forrester et al,

On Oct 26, 2013, at 1:26 PM, Alan Forrester wrote:

On 26 Oct 2013, at 17:26, Michael Tenzer <mtenzer@mail.ubc.ca> wrote:

Dear BoI discussion list,

Have list members taken BoI's thoughts on universal aesthetics anywhere? I'm 
an ethnomusicologist, engaged with music of many world traditions, and I've 
written a conference paper inspired by it.  The idea for the paper gelled when I 
discovered a quote from anthropologist Levi-Strauss that makes the very same 
observation about flowers that Deutsch does.

Where is this quote?

It is spoken at 11:05 in the film « Claude Levi-Strauss » dir. Pierre Beuchot, 
collection Permis de Penser, France, 2004. http://www.youtube.com/watch?
v=yAUEkpApeuo&list=PLNO3fspLLJ7DjKpa-2GvIIpUsMalLAN6L    but this is 
probably only accessible from within France. An English translation of the quote 
is:
In 1939 I found myself at the Maginot line at the border of Belgium, Luxembourg 
and France, working as a liaison to greet any British troops that might arrive. But 
none came, and strictly speaking I had nothing to do. And I think it was then, one 
day, when I was stretched out on the grass looking at the flowers and especially a 
cluster of dandelions, that I became a structuralist (though I did not yet know what 
to call such ideas) by trying to conceive of the laws of organization that must 
necessarily preside over an arrangement so complex, harmonious and subtle as 
that which I was contemplating, and I could not imagine that it could have 
resulted from a series of accumulated vagaries of chance.

I try to make the point, often made by people in my field, that as non-linguistic 
communication, musical structures can be socially subversive and critical of 
authoritarian power structures. (Take for example, the idea that the rhythmic 

http://www.youtube.com/watch?v=yAUEkpApeuo&list=PLNO3fspLLJ7DjKpa-2GvIIpUsMalLAN6L


freedom of jazz was seen as a threat to cold war communism.)

How does this work?

Well, for one thing, the USSR banned a lot of jazz, esp. avant-garde jazz. See 
two paragraphs below for a few comments on "how"

So while agreeing with BoI that there can be universal aesthetics, I say that 
music (and other arts) are a force of rebuke to closed societies, and 
awareness of this ought to soften BoI's harsh critique of such societies.

BoI makes a number of criticisms of closed societies. Which of those criticisms 
do you think is false in the light of what you have found out, and why?

I don't say any are false--only that I think it could be taken into account that 
subversive critique is possible through non-linguistic means. I believe this would 
enrich the overall argument.

I also say (along with computer scientist Marvin Minsky) that music teaches us 
how time works.  I ask what music teaches us about time's reality, in addition 
to what it teaches us about human temporal perception. Most kinds of music 
layer repetition and directedness in very rich ways, and embody a kind of 
quantum complementarity in that way

I don’t understand anything you wrote in this paragraph.

OK, my apologies for not reworking the jargon of my musicology-speak. Let me 
see how succinct I can be here.

Think first of TS Eliot's quote "You are the music while the music lasts." Music is a 
source of intense self- and cultural- identity for all humanity. Few are not attached 
to the stuff. Music's coded language of sound strongly shapes our identities.

Though popularly held that music is (something like) melody plus harmony plus 
rhythm, this is false. First of all, different cultures structure music in their own 
ways, But the main point is that rhythm is a priori, and musical rhythm is the 
structuring of sound through time. Melody and other parameters are offshoots.

Two of the most basic symbols created by musical rhythm are 1) repetition = 



stasis and permanence; and 2) change (or linear development without repetition) 
= growth or development.  The natural world is the basis for them : repetition 
models periodic, cyclc time (the seasons, day and night, etc.) and human 
experience through growth. Aging models directed, non-periodic time. Note that 
repetition and change accrue a range of both positive and negative connotations; 
it all depends on the cultural circumstance Music blends these two symbolic 
fundaments, at varing scales and kinds of complexity, to create rich, multi-layered 
temporal experience.

Take a blues, for example. It has a repeating progression which cycles over and 
over. Simultaenously a musician may improvise a continuously changing melody. 
The progression suggests stability, permanence, nature; the changing melody 
suggests growth, individuality--or, in BoI terms, problem-solving and knowledge 
creation.

One way of looking at why the Russians hated avant garde jazz is that  it 
dispensed with most periodicity and was solely about exploration, forward-
directedness, etc.

I'm sorry to limit this, there' s lots more to say, but I hope this helps.

Quantum complementarity is a false idea invented by Neils Bohr:

http://physics.tau.ac.il/bsc/3/paradox/bohr.pdf

I advocated a point of view conveniently termed "complementarity," suited to 
embrace the characteristic features of individuality of quantum phenomena, 
and at the same time to clarify the peculiar aspects of the observational 
problem in this field of experience. For this purpose, it is decisive to recognize 
that, however far the phenomena transcend the scope of classical physical 
explanation, the account of all evidence must be expressed in classical terms. 
The argument is simply that by the word "experiment" we refer to a situation 
where we can tell others what we have done and what we have learned and 
that, therefore, the account of the experimental arrangement and of the results 
of the observations must be expressed in unambiguous language with suitable 
application of the terminology of classical physics.

There is no need to invoke classical physics to explain quantum physics. If 

http://physics.tau.ac.il/bsc/3/paradox/bohr.pdf


anything, we should do the opposite. We should explain the circumstances we 
can use the equations of classical physics as a time saving approximation for 
simulating quantum systems using quantum physics.

Thank you for the link. I will read it.

As a humble musicologist I have never taken on such a vast topic, and when I 
did a dry-run of the paper before my colleagues and students yesterday, most 
were quite bewildered or critical. One colleague pointed out that Einstein 
teaches us that time itself is "parochial" (here he was riffing on Deutsch's use 
of the term) so how could there be any objective aesthetics in music.

Your colleague doesn’t know any physics. Time is not parochial in SR or GR. 
There are objective measures of time in both theories, such as the proper time 
along a world line (the time that a clock would measure if it travelled along a 
particular path in space-time).

Alan

Thank you for your comments,

Michael

-- 



From: Michael Tenzer <mtenzer@mail.ubc.ca>
Subject: Re: [BoI] BoI aesthetics and music
Date: October 26, 2013 at 7:07 PM

Hello again,

On Oct 26, 2013, at 1:36 PM, Elliot Temple wrote:

On Oct 26, 2013, at 9:26 AM, Michael Tenzer <mtenzer@mail.ubc.ca> wrote:

Dear BoI discussion list,

Have list members taken BoI's thoughts on universal aesthetics anywhere? I'm 
an ethnomusicologist, engaged with music of many world traditions, and I've 
written a conference paper inspired by it.  The idea for the paper gelled when I 
discovered a quote from anthropologist Levi-Strauss that makes the very same 
observation about flowers that Deutsch does.

I try to make the point, often made by people in my field, that as non-linguistic 
communication, musical structures can be socially subversive and critical of 
authoritarian power structures. (Take for example, the idea that the rhythmic 
freedom of jazz was seen as a threat to cold war communism.)  So while 
agreeing with BoI that there can be universal aesthetics, I say that music (and 
other arts) are a force of rebuke to closed societies, and awareness of this 
ought to soften BoI's harsh critique of such societies.

Related, a lot of people get really mad and offended by Miley Cyrus' music. 
(Including the dancing and costumes, which are examples of non-linguistic 
communication).

I don't know your field, but I've noticed that rock music often (ignoring the lyrics) 
has a "life sucks" vibe, while many techno remixes (again ignoring the lyrics) 
have a "happy fun fun" vibe.

I think another part of the issue is that being a fan of certain music can indicate 
a certain cultural allegiance.

Yes, please see my previous post addressed to Alan Forrester.



I also say (along with computer scientist Marvin Minsky) that music teaches us 
how time works.  I ask what music teaches us about time's reality, in addition 
to what it teaches us about human temporal perception. Most kinds of music 
layer repetition and directedness in very rich ways, and embody a kind of 
quantum complementarity in that way.

I don't know what you mean here about music teaching us about how time 
works, or about quantum complementarity. Want to explain?

Also my previous post.

As a humble musicologist I have never taken on such a vast topic, and when I 
did a dry-run of the paper before my colleagues and students yesterday, most 
were quite bewildered or critical. One colleague pointed out that Einstein 
teaches us that time itself is "parochial" (here he was riffing on Deutsch's use 
of the term) so how could there be any objective aesthetics in music.

What a misuse (abuse?) of Einstein!

Just because there are some misconceptions in the common sense 
understanding of time, and physicists try to understand time better, does not 
automatically mean ideas about time in the music field are unobjective or wrong 
or parochial or anything like that.

-- Elliot Temple
http://curi.us/

Thank you,

Michael

-- 

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] BoI aesthetics and music
Date: October 26, 2013 at 7:19 PM

On Oct 26, 2013, at 4:05 PM, Michael Tenzer <mtenzer@mail.ubc.ca> wrote:

Dear Alan Forrester et al,

On Oct 26, 2013, at 1:26 PM, Alan Forrester wrote:

On 26 Oct 2013, at 17:26, Michael Tenzer <mtenzer@mail.ubc.ca> wrote:

So while agreeing with BoI that there can be universal aesthetics, I say that 
music (and other arts) are a force of rebuke to closed societies, and 
awareness of this ought to soften BoI's harsh critique of such societies.

BoI makes a number of criticisms of closed societies. Which of those criticisms 
do you think is false in the light of what you have found out, and why?

I don't say any are false--only that I think it could be taken into account that 
subversive critique is possible through non-linguistic means. I believe this would 
enrich the overall argument.

To enrich something you have to find some weaknesses to improve on. To 
improve stuff you have to critically analyze it, find flaws, and then do something 
about them.

If you have an idea to enrich something, you have an idea about a flaw in it. (And 
a flaw means something is false, strictly speaking. Something else very similar 
might be true, but the flawed version is not.)

You are shying away from saying anything negative about BoI's ideas but we 
want to hear the negative comments. What's wrong, specifically? What should be 
changed? Why? What specifically did BoI fail to take into account that it would be 
better to take into account, and what changed conclusions does that result in?

A proposal to improve or enrich something should pretty much consist of a 
criticism and a solution. I think that's what Alan was trying to ask for. What is the 
criticism, and the solution?



-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Michael Tenzer <mtenzer@mail.ubc.ca>
Subject: Re: [BoI] BoI aesthetics and music
Date: October 27, 2013 at 3:22 AM

On Oct 26, 2013, at 4:19 PM, Elliot Temple wrote:

On Oct 26, 2013, at 4:05 PM, Michael Tenzer <mtenzer@mail.ubc.ca> wrote:

Dear Alan Forrester et al,

On Oct 26, 2013, at 1:26 PM, Alan Forrester wrote:

On 26 Oct 2013, at 17:26, Michael Tenzer <mtenzer@mail.ubc.ca> wrote:

So while agreeing with BoI that there can be universal aesthetics, I say that 
music (and other arts) are a force of rebuke to closed societies, and 
awareness of this ought to soften BoI's harsh critique of such societies.

BoI makes a number of criticisms of closed societies. Which of those 
criticisms do you think is false in the light of what you have found out, and 
why?

I don't say any are false--only that I think it could be taken into account that 
subversive critique is possible through non-linguistic means. I believe this 
would enrich the overall argument.

To enrich something you have to find some weaknesses to improve on. To 
improve stuff you have to critically analyze it, find flaws, and then do something 
about them.

If you have an idea to enrich something, you have an idea about a flaw in it. 
(And a flaw means something is false, strictly speaking. Something else very 
similar might be true, but the flawed version is not.)

You are shying away from saying anything negative about BoI's ideas but we 
want to hear the negative comments. What's wrong, specifically? What should 
be changed? Why? What specifically did BoI fail to take into account that it 
would be better to take into account, and what changed conclusions does that 
result in?



A proposal to improve or enrich something should pretty much consist of a 
criticism and a solution. I think that's what Alan was trying to ask for. What is the 
criticism, and the solution?

-- Elliot Temple
http://elliottemple.com/

I'll stand by my original comment. Deutsch's whole book is an enrichment of his 
core ideas which, if he chose to, could be expressed as a set of succinct 
formalisms. But he enriched these implicit formalisms with 450 pages of prose. 
I'm just proposing one more bit.

-- 

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: fallible-ideas@yahoogroups.com " <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Popper on morality in OSE...
Date: November 2, 2013 at 6:59 PM

Chapter 5 of OSE is about why Popper considers it impossible to derive facts 
from values. Different people can see the same facts and come to different moral 
judgements and so morality can’t be derived from facts.

OSE Chapter 5 Note 18

The hope of getting some argument or theory to share our responsibilities is, I 
believe, one of the basic motives of ‘scientific’ ethics. ‘Scientific’ ethics is in its 
absolute barrenness one of the most amazing of social phenomena. What does 
it aim at? At telling us what we ought to do, i.e. at constructing a code of norms 
upon a scientific basis, so that we need only look up the index of the code if we 
are faced with a difficult moral decision? This clearly would be absurd; quite 
apart from the fact that if it could be achieved, it would destroy all personal 
responsibility and therefore all ethics.

…and some criticism of Sam Harris.

Popper claims scientific ethics is absurd but doesn’t explain why. I think the 
problem is that if you claimed to have a scientific derivation of morality that 
wouldn’t get you anywhere because that just raises questions that can’t be 
answered by your theory. Are you doing the science correctly? And why would it 
be right to judge this issue using science? And what counts as science in the first 
place and why?

Or would it give scientific criteria of the truth and falsity of moral judgements, i.e. 
of judgements involving such terms as ‘good’ or ‘bad’? But it is clear that moral 
judgements are absolutely irrelevant. Only a scandalmonger is interested in 
judging people or their actions; ‘judge not’ appears to some of us one of the 
fundamental and much too little appreciated laws of humanitarian ethics. (We 
may have to disarm and to imprison a criminal in order to prevent him from 
repeating his crimes, but too much of moral judgement and especially of moral 
indignation is always a sign of hypocrisy and pharisaism.) Thus an ethics of 
moral judgements would be not only irrelevant but indeed an immoral affair. The 
all-importance of moral problems rests, of course, on the fact that we can act 



with intelligent foresight, and that we can ask ourselves what our aims ought to 
be, i.e. how we ought to act.

This seems a bit muddled. Are we supposed to judge the criminal’s actions or 
not? I would say if we’re going to lock people up we should have made sure to 
judge their actions bad enough that we want to prevent him from acting that way 
by force.

Popper talks of "too much" moral judgement. I think this refers to something like a 
real problem but the problem is people making moral condemnations without 
understanding the issues or the situation the person in question faced. In other 
words, it’s not a problem of moral judgement but a problem of lack of judgement: 
that is, a lack of carefully considering the problems involved.

An example of not understanding more problems: many people in the UK say the 
US ought obviously to ban guns to stop mass shootings at cinemas and that sort 
of thing. Those people fail to understand the context. It is perfectly possible to use 
a gun properly, i.e. - don’t shoot people, or only shoot them in self defence. So if 
you ban guns you deprive people of an item that can be used in a legitimate way, 
including defending people from being shot up at a cinema. This is a bad idea. 
There are other relevant moral issues too.

Nearly all moral philosophers who have dealt with the problem of how we ought 
to act (with the possible exception of Kant) have tried to answer it either by 
reference to ‘human nature’ (as did even Kant, when he referred to human 
reason) or to the nature of ‘the good’. The first of these ways leads nowhere, 
since all actions possible to us are founded upon ‘human nature’, so that the 
problem of ethics could also be put by asking which elements in human nature I 
ought to approve and to develop, and which sides I ought to suppress or to 
control. But the second of these ways also leads nowhere; for given an analysis 
of ‘the good’ in form of a sentence like: ‘The good is such and such’ for ‘such 
and such is good’), we would always have to ask: What about it? Why should 
this concern me? Only if the word ‘good’ is used in an ethical sense, i.e. only if it 
is used to mean ‘that which I ought to do’, could I derive from the information ‘x 
is good’ the conclusion that I ought to do x. In other words, if the word ‘good’ is 
to have any ethical significance at all, it must be defined as ‘that which I (or we) 
ought to do (or to promote)’. But if it is so defined, then its whole meaning is 
exhausted by the defining phrase, and it can in every context be replaced by 
this phrase, i.e. the introduction of the term ‘good’ cannot materially contribute to 
our problem. (Cp. also note 49 (3) to chapter 11.)



Note 49(3) to Chapter 11 of OSE:

Essentialism and the theory of definition have led to an amazing development in 
Ethics. The development is one of increasing abstraction and loss of touch with 
the basis of all ethics—the practical moral problems, to be decided by us here 
and now. It leads first to the general question, ‘What is good?’ or ‘What is the 
Good?’; next to ‘What does “Good” mean?’ and next to ‘Can the problem “What 
does ‘Good’ mean?” be answered?’ or ‘Can “good” be defined?’ G. E. Moore, 
who raised this last problem in his Principia Ethica, was certainly right in 
insisting that ‘good’ in the moral sense cannot be defined in ‘naturalistic’ terms. 
For, indeed, if we could, it would mean something like ‘bitter’ or ‘sweet’ or ‘green’ 
or ‘red’; and it would be utterly irrelevant from the point of view of morality. Just 
as we need not attain the bitter, or the sweet, etc., there would be no reason to 
take any moral interest in a naturalistic ‘good’. But although Moore was right in 
what is perhaps justly considered his main point, it may be held that an analysis 
of good or of any other concept or essence can in no way contribute to an 
ethical theory which bears upon the only relevant basis of all ethics, the 
immediate moral problem that must be solved here and now. Such an analysis 
can lead only to the substitution of a verbal problem for a moral one.

The idea that morality is about “the immediate moral problem that must be solved 
here and now” is at best a bad formulation. You need moral principles to judge 
what you should do in a particular situation because otherwise all you have is a 
pile of competing claims and no way to sort them out. The best construction I can 
put on what Popper said here is that each situation has some unique aspects and 
we have to think on our feet to apply moral principles to that situation and no 
definition of the good could contribute to such thought.

In “The Moral Landscape" Sam Harris claims that morality can be derived from 
facts about human wellbeing and we can understand those facts by looking at 
how the brain lights up when a person is happy. This invokes all of the bad ideas 
Popper criticised above. He defines morality as being about wellbeing but this just 
begs the question of what counts as wellbeing and why. And why is the way a 
person’s brain lights up the relevant issue? Some people feel happy when they 
take heroin. You might say, as Harris does, that this happiness can’t last, but the 
explanation for why it can’t last has nothing at all to do with the brain.



At any particular time you’re going to have some areas of your life you find 
unsatisfactory. To make your life better you have to find out why these aspects of 
your life are unsatisfactory and solve the relevant problems. That’s an 
epistemological problem, which has nothing to do with brain chemistry.

Indeed, if a person is solving problems then his brain chemistry has to be 
explained in terms of the morality of how to solve problems. He will be thinking 
about what is required by epistemology (and other stuff too, like physics or 
economics or aesthetics or whatever) and his brain chemistry will instantiate 
those thoughts. So Sam Harris has got the explanation completely backward: we 
should be thinking about the moral properties of what a person is thinking and not 
the chemical details.

I say Harris has got the problem backward, but actually his position is far worse 
than that. His position relies on being able to identify the “moral” brain states. This 
doesn’t allow for the possibility of creating new ideas since a new idea will be 
instantiated differently from the ideas we already know about. If a scientist or 
businessman or whatever comes up with a new and better idea then his brain will 
not be in one of the allowed states and so he will be put in the naughty corner. So 
Harris’s ideas, if taken seriously, would prevent progress.

Alan Forrester
http://www.conjecturesandrefutations.com
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From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: FIGG <fallible-ideas@googlegroups.com> " <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Answers for a statist moralist
Date: November 3, 2013 at 9:37 AM

In a blog entry on the New York Time website Amia Srinivasan asks some 
questions for "free market moralists".

http://opinionator.blogs.nytimes.com/2013/10/20/questions-for-free-market-
moralists/?_r=0

In 1971 John Rawls published “A Theory of Justice,” the most significant 
articulation and defense of political liberalism of the 20th century. Rawls 
proposed that the structure of a just society was the one that a group of rational 
actors would come up with if they were operating behind a “veil of ignorance” — 
that is, provided they had no prior knowledge what their gender, age, wealth, 
talents, ethnicity and education would be in the imagined society. Since no one 
would know in advance where in society they would end up, rational agents 
would select a society in which everyone was guaranteed basic rights, including 
equality of opportunity. Since genuine (rather than “on paper”) equality of 
opportunity requires substantial access to resources — shelter, medical care, 
education — Rawls’s rational actors would also make their society a 
redistributive one, ensuring a decent standard of life for everyone.

There is a very large assumption in this first paragraph smuggled in under the 
term “equality of opportunity”. Srinivasan doesn’t explain what it consists of or 
why anybody should be interested in it. Rawls on p.63 of the book she refers to 
writes (you can get the book in pdf by searching “rawls theory of justice pdf” it’s 
the first hit):

More specifically, assuming that there is a distribution of natural assets, those 
who are at the same level of talent and ability, and have the same willingness to 
use them, should have the same prospects of success regardless of their initial 
place in the social system.

This is unclear and doesn’t make much sense. Let’s suppose that Jim is born into 
a poor family and he cleans toilets for a living but yearns to be a poet. Note that 
the mere fact that Jim wants to be a poet doesn’t imply he would be a good poet. 
So then Jim should make some effort to persuade people to pay him for poetry. 

http://opinionator.blogs.nytimes.com/2013/10/20/questions-for-free-market-moralists/?_r=0


And if he can’t persuade people and he is still unhappy with cleaning toilets then 
there is a problem. It’s not clear what the problem is exactly or how to solve it 
because if that was clear, Jim wouldn’t be unhappily cleaning toilets: the problem 
would have been solved. And if you’re going to force people to pay Jim to write 
poetry then you have no check on whether the poetry is any good.

What we need is to set up institutions to make it easy for people to change how 
they spend their time and money. That way, if you want people to spend their time 
and money on what you’re doing they can choose not to and give you some 
information about whether you’re doing stuff badly. If you don’t get time and 
money from people you’re doing something that’s not persuasive.

In 1974, Robert Nozick countered with “Anarchy, State, and Utopia.” He argued 
that a just society was simply one that resulted from an unfettered free market 
— and that the only legitimate function of the state was to ensure the workings 
of the free market by enforcing contracts and protecting citizens against 
violence, theft and fraud. (The seemingly redistributive policy of making people 
pay for such a “night watchman” state, Nozick argued, was in fact non-
redistributive, since such a state would arise naturally through free bargaining.) 
If one person — Nozick uses the example of Wilt Chamberlain, the great 
basketball player — is able to produce a good or service that is in high demand, 
and others freely pay him for that good or service, then he deserves to get rich. 
And, once rich, he doesn’t owe anyone anything, since his wealth was 
accumulated through voluntary exchange in return for the goods and services 
he produced. Any attempt to “redistribute” his wealth, so long as it is earned 
through free market exchange, is, Nozick says, “forced labor.”

I’m not going to defend Nozick specifically partly because I don’t remember much 
about him so he might suck.

Wilt Chamberlain "deserves" to get rich? “Deserve” is the moral equivalent of 
"justify". That is if Wilt Chamberlain deserves the money that means he can show 
that it is true he should have it or he should probably have it or something like 
that. But justification is impossible, so it is impossible to show that somebody 
deserves something. So if that was the only free market position it would be 
wrong.

The real reason Wilt Chamberlain should get to keep his money is just that you 
haven’t offered an alternative other people consider better. A contract n a free 



market is a means of testing whether a person consents to be legally bound to 
the terms of a particular exchange. See Randy Barnett’s stuff on contract law for 
a detailed discussion:

http://randybarnett.com/aconsent.htm
http://randybarnett.com/publications.shtml#contracts
http://www.amazon.co.uk/gp/product/B009UU568W/ref=as_li_ss_tl?
ie=UTF8&camp=1634&creative=19450&creativeASIN=B009UU568W&linkCode=
as2&tag=conjecandrefu-21

The enforceability of laws required for the operation of a free market has nothing 
to do with whether they arise through free bargaining. Rather, it has to do with 
whether the law in question is required to deal with other people consentually.

I’m going to skip a bit because there’s a lot of boring stuff and get on to the bit 
where she demands that free market people answer a load of questions:

1. Is any exchange between two people in the absence of direct physical 
compulsion by one party against the other (or the threat thereof) necessarily 
free?

If you say yes, then you think that people can never be coerced into action by 
circumstances that do not involve the direct physical compulsion of another 
person. Suppose a woman and her children are starving, and the only way she 
can feed her family, apart from theft, is to prostitute herself or to sell her organs. 
Since she undertakes these acts of exchange not because of direct physical 
coercion by another, but only because she is compelled by hunger and a lack of 
alternatives, they are free.

We have a welfare state and people do engage in prostitution and sell organs. 
The welfare state doesn’t solve that problem. So why is Srinivasan brining up 
flaws in her own position?

If she doesn’t want to fuck or sell her organs she can ask for charity. That charity 
should come with strings attached. That is, if you’re going to get a charity’s 
money they should require you to gain skills of some sort so that you’re not stuck 
on their roles permanently. And the charity should be free to turn people down 
who are a bad risk.

http://randybarnett.com/aconsent.htm
http://randybarnett.com/publications.shtml#contracts
http://www.amazon.co.uk/gp/product/B009UU568W/ref=as_li_ss_tl?ie=UTF8&camp=1634&creative=19450&creativeASIN=B009UU568W&linkCode=as2&tag=conjecandrefu-21


Let’s suppose that every charity decides a particular person is a bad risk. She 
has chosen to have children. That is her responsibility. If she can’t raise them she 
should offer them up for adoption. The knowledge already exists to get children 
adopted by people who have better options than selling sex unwillingly.

Would I prefer to see a world in which the only people who engage in the sex 
trade are people who want to do that? Yes. But that requires the creation of better 
knowledge to help people avoid that. The government hasn’t done that and I don’t 
think it can since taxation makes it difficult for people to stop supporting bad 
government institutions that help create such problems.

2. Is any free (not physically compelled) exchange morally permissible?

If you say yes, then you think that any free exchange can’t be exploitative and 
thus immoral. Suppose that I inherited from my rich parents a large plot of 
vacant land, and that you are my poor, landless neighbor. I offer you the 
following deal. You can work the land, doing all the hard labor of tilling, sowing, 
irrigating and harvesting. I’ll pay you $1 a day for a year. After that, I’ll sell the 
crop for $50,000. You decide this is your best available option, and so take the 
deal. Since you consent to this exchange, there’s nothing morally problematic 
about it.

If we’re talking about a free market you have other options and can point this out 
to get a better deal. “Give me more than $1 a day or your crops will rot in the field 
and you get nothing.”

3. Do people deserve all they are able, and only what they are able, to get 
through free exchange?

I’ve pointed out the flaw in the idea of desert above but let’s see what she has to 
say anyway.

If you say yes, you think that what people deserve is largely a matter of luck. 
Why? First, because only a tiny minority of the population is lucky enough to 
inherit wealth from their parents. (A fact lost on Mitt Romney, who famously 
advised America’s youth to “take a shot, go for it, take a risk … borrow money if 
you have to from your parents, start a business.”) Since giving money to your 
kids is just another example of free exchange, there’s nothing wrong with the 
accumulation of wealth and privilege in the hands of the few.



You don’t have to get money from your parents. If you have a good business idea 
you can persuade people to loan you the money.

Second, people’s capacities to produce goods and services in demand on the 
market is largely a function of the lottery of their birth: their genetic 
predispositions, their parents’ education, the amount of race- and sex-based 
discrimination to which they’re subjected, their access to health care and good 
education.

It’s also a function of what the market happens to value at a particular time. Van 
Gogh, William Blake, Edgar Allan Poe, Vermeer, Melville and Schubert all died 
broke. If you’re a good Nozickian, you think that’s what they deserved.

If somebody hasn’t produced a good or service in demand on the market all you 
know is that there is some unsolved problem that prevents them from doing this. 
You haven’t got anywhere near to producing an explanation of why a 
monopolistic institution that threatens to imprison people who don’t give it money 
is a good solution to these problems.

4. Are people under no obligation to do anything they don’t freely want to do or 
freely commit themselves to doing?

If you say yes, then you think the only moral requirements are the ones we 
freely bring on ourselves — say, by making promises or contracts. Suppose I’m 
walking to the library and see a man drowning in the river. I decide that the 
pleasure I would get from saving his life wouldn’t exceed the cost of getting wet 
and the delay. So I walk on by. Since I made no contract with the man, I am 
under no obligation to save him.

I’m not entirely sure what obligation means in this context. Does it mean that if I 
walk past a man drawing in a rive I might be prosecuted for not saving him? That 
would be a bad idea. Perhaps I don’t know how to swim. Or maybe I have done 
any swimming for a long time and I think I would drown trying to save him. Or 
maybe I’m really tired that morning and fear I would drown trying to save him as a 
result of exhaustion.



If it means people who knew about the drowning would think worse of me that 
might be fair enough if I could easily have raised the alarm and got somebody 
else to come save him. Both I and other people are better off having another 
creative problem-solving person in the world than letting his drown.

If it means that in the case where I couldn’t easily raise the alarm I should take a 
large risk of killing myself to save him, then you can fuck off. I don’t know much 
about him so taking a large risk of killing myself trying to save him would be a bad 
idea since I have no idea whether it’s worth the risk.

Most of us, I suspect, will find it difficult to say yes to all four of these questions.

The rest of us, who know the questions are ill-formed, think that this illustrates the 
peril of taking bad questions for granted.

Alan Forrester
http://www.conjecturesandrefutations.com
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From: Justin Mallone <justinceo@gmail.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, fallible-ideas@yahoogroups.com
Subject: Re: [BoI] Popper on morality in OSE...
Date: November 3, 2013 at 10:31 AM

On Nov 2, 2013, at 6:59 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Note 49(3) to Chapter 11 of OSE:

Essentialism and the theory of definition have led to an amazing development 
in Ethics. The development is one of increasing abstraction and loss of touch 
with the basis of all ethics—the practical moral problems, to be decided by us 
here and now. It leads first to the general question, ‘What is good?’ or ‘What is 
the Good?’; next to ‘What does “Good” mean?’ and next to ‘Can the problem 
“What does ‘Good’ mean?” be answered?’ or ‘Can “good” be defined?’ G. E. 
Moore, who raised this last problem in his Principia Ethica, was certainly right 
in insisting that ‘good’ in the moral sense cannot be defined in ‘naturalistic’ 
terms. For, indeed, if we could, it would mean something like ‘bitter’ or ‘sweet’ 
or ‘green’ or ‘red’; and it would be utterly irrelevant from the point of view of 
morality. Just as we need not attain the bitter, or the sweet, etc., there would 
be no reason to take any moral interest in a naturalistic ‘good’. But although 
Moore was right in what is perhaps justly considered his main point, it may be 
held that an analysis of good or of any other concept or essence can in no way 
contribute to an ethical theory which bears upon the only relevant basis of all 
ethics, the immediate moral problem that must be solved here and now. Such 
an analysis can lead only to the substitution of a verbal problem for a moral 
one.

The idea that morality is about “the immediate moral problem that must be 
solved here and now” is at best a bad formulation. You need moral principles to 
judge what you should do in a particular situation because otherwise all you 
have is a pile of competing claims and no way to sort them out. The best 
construction I can put on what Popper said here is that each situation has some 
unique aspects and we have to think on our feet to apply moral principles to that 
situation and no definition of the good could contribute to such thought.

From the part you quoted (and maybe there's something in-context which would 



change my thinking) I think Popper was just trying to say that morality is about 
solving actual moral problems, and not about unhelpful discussions of "the 
Good." Maybe he was trying to be particularly emphatic about this.

I think "—the practical moral problems, to be decided by us here and now" 
doesn't actually exclude the development and articulation of moral principles as 
applied to, say, hypotheticals. A hypothetical can involve frequently occurring 
moral problems, and solving it can have practical benefit. Applying moral 
principles to hypothetical situations would therefore still be solving moral 
problems "here and now", and would still be very distinct from abstract verbal 
debates about "the Good."

The bit about "the immediate moral problem that must be solved here and now" 
reminds me a bit about when Rand talks about living for the sake of “here and 
now and on this earth.” She's talking about the importance of having a value 
system that embraces actual human life, not a hereafter; she wasn't encouraging 
people to embrace short-sighted goals or limiting her point to the physical 
confines of the Earth. Similarly, I think Popper's point here might just be about 
approaching morality from the perspective of solving actual moral problems of 
relevance to real life, and that he'd completely concede that moral principles are 
necessary.

I could be wrong though!

-JM



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, fallible-ideas@yahoogroups.com
Subject: [FI] Re: [BoI] Popper on morality in OSE...
Date: November 3, 2013 at 10:39 AM

On 3 Nov 2013, at 15:31, Justin Mallone <justinceo@gmail.com> wrote:

On Nov 2, 2013, at 6:59 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Note 49(3) to Chapter 11 of OSE:

Essentialism and the theory of definition have led to an amazing development 
in Ethics. The development is one of increasing abstraction and loss of touch 
with the basis of all ethics—the practical moral problems, to be decided by us 
here and now. It leads first to the general question, ‘What is good?’ or ‘What 
is the Good?’; next to ‘What does “Good” mean?’ and next to ‘Can the 
problem “What does ‘Good’ mean?” be answered?’ or ‘Can “good” be 
defined?’ G. E. Moore, who raised this last problem in his Principia Ethica, 
was certainly right in insisting that ‘good’ in the moral sense cannot be 
defined in ‘naturalistic’ terms. For, indeed, if we could, it would mean 
something like ‘bitter’ or ‘sweet’ or ‘green’ or ‘red’; and it would be utterly 
irrelevant from the point of view of morality. Just as we need not attain the 
bitter, or the sweet, etc., there would be no reason to take any moral interest 
in a naturalistic ‘good’. But although Moore was right in what is perhaps justly 
considered his main point, it may be held that an analysis of good or of any 
other concept or essence can in no way contribute to an ethical theory which 
bears upon the only relevant basis of all ethics, the immediate moral problem 
that must be solved here and now. Such an analysis can lead only to the 
substitution of a verbal problem for a moral one.

The idea that morality is about “the immediate moral problem that must be 
solved here and now” is at best a bad formulation. You need moral principles 
to judge what you should do in a particular situation because otherwise all you 
have is a pile of competing claims and no way to sort them out. The best 
construction I can put on what Popper said here is that each situation has 
some unique aspects and we have to think on our feet to apply moral 



principles to that situation and no definition of the good could contribute to 
such thought.

From the part you quoted (and maybe there's something in-context which would 
change my thinking) I think Popper was just trying to say that morality is about 
solving actual moral problems, and not about unhelpful discussions of "the 
Good." Maybe he was trying to be particularly emphatic about this.

I think "—the practical moral problems, to be decided by us here and now" 
doesn't actually exclude the development and articulation of moral principles as 
applied to, say, hypotheticals. A hypothetical can involve frequently occurring 
moral problems, and solving it can have practical benefit. Applying moral 
principles to hypothetical situations would therefore still be solving moral 
problems "here and now", and would still be very distinct from abstract verbal 
debates about "the Good."

The bit about "the immediate moral problem that must be solved here and now" 
reminds me a bit about when Rand talks about living for the sake of “here and 
now and on this earth.” She's talking about the importance of having a value 
system that embraces actual human life, not a hereafter; she wasn't 
encouraging people to embrace short-sighted goals or limiting her point to the 
physical confines of the Earth. Similarly, I think Popper's point here might just be 
about approaching morality from the perspective of solving actual moral 
problems of relevance to real life, and that he'd completely concede that moral 
principles are necessary.

I could be wrong though!

Yes. I think that’s what he was trying to get at. But he didn’t say that explicitly and 
the text doesn’t rule out bad interpretations.

Alan
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From: Balázs Fehér <feher.balazs.feher@gmail.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, fallible-ideas@yahoogroups.com, 
alanmichaelforrester@googlemail.com
Subject: [BoI] Re: Popper on morality in OSE...
Date: November 5, 2013 at 1:35 PM

I don't know the book by Sam Harris, but isn't he thinking along the
following line?
1. Set up what you want to achieve (wellbeing) (this must not be a fact
about human nature, but you formulate a wish, or theory of what is
desirable to achieve as a human being)
2. Look at the facts, look at what we know about human well being in the
present case (this is related with your state of mind and therefore to a
certain extent to your brain states). This puts constraints on the ways in
which you can maximize enjoyment (if you wish that, if you understand that
under wellbeing). Here, to refer to your example, taking heroin might be
fun at short term, but we know much about why we cannot rely on that to
achieve long term enjoyment without side effects. And this is very much
related with how the brain works, and its chemistry. We have very detailed
explanations about that I think.
In that way we can possibly make progress. Once we see the problem of why
we cant enjoy the effects of heroin given our brains normal functioning, we
can try to achieve our goal by manipulating our brains chemistry for
example.
This is just a crude example. Of course many of our immediate problems are
the epistemological sort that you mentioned, which has indeed, little to do
with brain chemistry in most cases I think. Or maybe not. Perhaps, if you
define wellbeing as the ability to solve problems, you might set up
theories about what is relevant in your brain that help you to solve
problems. And then you may modify your brain as before to help you.

I also don't understand why a a scientific ethics is absurd. I understand
and agree with that from simple facts about 'human nature' we cannot build
up ethics. But I think we can put forth theories about what might be
possible and desirable to achieve as humans, and test those visions. And it
will get better and better with time. I think we should define not what is
good but only what we want, what we desire. And by making progress our
wishes and reality will converge. If it is only ignorance that causes
suffering, then by knowing our wishes shall be fulfilled as well.

What do you think?



2013. november 2., szombat 23:59:56 UTC+1 időpontban Alan Forrester a
következőt írta:

Chapter 5 of OSE is about why Popper considers it impossible to derive
facts from values. Different people can see the same facts and come to
different moral judgements and so morality can't be derived from facts.

OSE Chapter 5 Note 18

The hope of getting some argument or theory to share our
responsibilities is, I believe, one of the basic motives of 'scientific'
ethics. 'Scientific' ethics is in its absolute barrenness one of the most
amazing of social phenomena. What does it aim at? At telling us what we
ought to do, i.e. at constructing a code of norms upon a scientific basis,
so that we need only look up the index of the code if we are faced with a
difficult moral decision? This clearly would be absurd; quite apart from
the fact that if it could be achieved, it would destroy all personal
responsibility and therefore all ethics.

...and some criticism of Sam Harris.

Popper claims scientific ethics is absurd but doesn't explain why. I think
the problem is that if you claimed to have a scientific derivation of
morality that wouldn't get you anywhere because that just raises questions
that can't be answered by your theory. Are you doing the science correctly?
And why would it be right to judge this issue using science? And what
counts as science in the first place and why?

Or would it give scientific criteria of the truth and falsity of moral
judgements, i.e. of judgements involving such terms as 'good' or 'bad'? But
it is clear that moral judgements are absolutely irrelevant. Only a
scandalmonger is interested in judging people or their actions; 'judge not'
appears to some of us one of the fundamental and much too little
appreciated laws of humanitarian ethics. (We may have to disarm and to
imprison a criminal in order to prevent him from repeating his crimes, but
too much of moral judgement and especially of moral indignation is always a
sign of hypocrisy and pharisaism.) Thus an ethics of moral judgements would
be not only irrelevant but indeed an immoral affair. The all-importance of



moral problems rests, of course, on the fact that we can act with
intelligent foresight, and that we can ask ourselves what our aims ought to
be, i.e. how we ought to act.

This seems a bit muddled. Are we supposed to judge the criminal's actions
or not? I would say if we're going to lock people up we should have made
sure to judge their actions bad enough that we want to prevent him from
acting that way by force.

Popper talks of "too much" moral judgement. I think this refers to
something like a real problem but the problem is people making moral
condemnations without understanding the issues or the situation the person
in question faced. In other words, it's not a problem of moral judgement
but a problem of lack of judgement: that is, a lack of carefully
considering the problems involved.

An example of not understanding more problems: many people in the UK say
the US ought obviously to ban guns to stop mass shootings at cinemas and
that sort of thing. Those people fail to understand the context. It is
perfectly possible to use a gun properly, i.e. - don't shoot people, or
only shoot them in self defence. So if you ban guns you deprive people of
an item that can be used in a legitimate way, including defending people
from being shot up at a cinema. This is a bad idea. There are other
relevant moral issues too.

Nearly all moral philosophers who have dealt with the problem of how we
ought to act (with the possible exception of Kant) have tried to answer it
either by reference to 'human nature' (as did even Kant, when he referred
to human reason) or to the nature of 'the good'. The first of these ways
leads nowhere, since all actions possible to us are founded upon 'human
nature', so that the problem of ethics could also be put by asking which
elements in human nature I ought to approve and to develop, and which sides
I ought to suppress or to control. But the second of these ways also leads
nowhere; for given an analysis of 'the good' in form of a sentence like:
'The good is such and such' for 'such and such is good'), we would always
have to ask: What about it? Why should this concern me? Only if the word
'good' is used in an ethical sense, i.e. only if it is used to mean 'that
which I ought to do', could I derive from the information 'x is good' the
conclusion that I ought to do x. In other words, if the word 'good' is to
have any ethical significance at all, it must be defined as 'that which I



(or we) ought to do (or to promote)'. But if it is so defined, then its
whole meaning is exhausted by the defining phrase, and it can in every
context be replaced by this phrase, i.e. the introduction of the term
'good' cannot materially contribute to our problem. (Cp. also note 49 (3)
to chapter 11.)

Note 49(3) to Chapter 11 of OSE:

Essentialism and the theory of definition have led to an amazing
development in Ethics. The development is one of increasing abstraction and
loss of touch with the basis of all ethics--the practical moral problems, to
be decided by us here and now. It leads first to the general question,
'What is good?' or 'What is the Good?'; next to 'What does "Good" mean?'
and next to 'Can the problem "What does 'Good' mean?" be answered?' or 'Can
"good" be defined?' G. E. Moore, who raised this last problem in his
Principia Ethica, was certainly right in insisting that 'good' in the moral
sense cannot be defined in 'naturalistic' terms. For, indeed, if we could,
it would mean something like 'bitter' or 'sweet' or 'green' or 'red'; and
it would be utterly irrelevant from the point of view of morality. Just as
we need not attain the bitter, or the sweet, etc., there would be no reason
to take any moral interest in a naturalistic 'good'. But although Moore was
right in what is perhaps justly considered his main point, it may be held
that an analysis of good or of any other concept or essence can in no way
contribute to an ethical theory which bears upon the only relevant basis of
all ethics, the immediate moral problem that must be solved here and now.
Such an analysis can lead only to the substitution of a verbal problem for
a moral one.

The idea that morality is about "the immediate moral problem that must be
solved here and now" is at best a bad formulation. You need moral
principles to judge what you should do in a particular situation because
otherwise all you have is a pile of competing claims and no way to sort
them out. The best construction I can put on what Popper said here is that
each situation has some unique aspects and we have to think on our feet to
apply moral principles to that situation and no definition of the good
could contribute to such thought.

In "The Moral Landscape" Sam Harris claims that morality can be derived



from facts about human wellbeing and we can understand those facts by
looking at how the brain lights up when a person is happy. This invokes all
of the bad ideas Popper criticised above. He defines morality as being
about wellbeing but this just begs the question of what counts as wellbeing
and why. And why is the way a person's brain lights up the relevant issue?
Some people feel happy when they take heroin. You might say, as Harris
does, that this happiness can't last, but the explanation for why it can't
last has nothing at all to do with the brain.

At any particular time you're going to have some areas of your life you
find unsatisfactory. To make your life better you have to find out why
these aspects of your life are unsatisfactory and solve the relevant
problems. That's an epistemological problem, which has nothing to do with
brain chemistry.

Indeed, if a person is solving problems then his brain chemistry has to be
explained in terms of the morality of how to solve problems. He will be
thinking about what is required by epistemology (and other stuff too, like
physics or economics or aesthetics or whatever) and his brain chemistry
will instantiate those thoughts. So Sam Harris has got the explanation
completely backward: we should be thinking about the moral properties of
what a person is thinking and not the chemical details.

I say Harris has got the problem backward, but actually his position is
far worse than that. His position relies on being able to identify the
"moral" brain states. This doesn't allow for the possibility of creating
new ideas since a new idea will be instantiated differently from the ideas
we already know about. If a scientist or businessman or whatever comes up
with a new and better idea then his brain will not be in one of the allowed
states and so he will be put in the naughty corner. So Harris's ideas, if
taken seriously, would prevent progress.

Alan Forrester
http://www.conjecturesandrefutations.com

http://www.conjecturesandrefutations.com/
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Chapter 5 of OSE is about why Popper considers it impossible to derive facts 
from values. Different people can see the same facts and come to different 
moral judgements and so morality can't be derived from facts.

OSE Chapter 5 Note 18

The hope of getting some argument or theory to share our responsibilities is, 
I believe, one of the basic motives of 'scientific' ethics. 'Scientific' ethics is in 
its absolute barrenness one of the most amazing of social phenomena. What 
does it aim at? At telling us what we ought to do, i.e. at constructing a code of 
norms upon a scientific basis, so that we need only look up the index of the 
code if we are faced with a difficult moral decision? This clearly would be 
absurd; quite apart from the fact that if it could be achieved, it would destroy 
all personal responsibility and therefore all ethics.

...and some criticism of Sam Harris.

Popper claims scientific ethics is absurd but doesn't explain why. I think the 
problem is that if you claimed to have a scientific derivation of morality that 
wouldn't get you anywhere because that just raises questions that can't be 
answered by your theory. Are you doing the science correctly? And why would 
it be right to judge this issue using science? And what counts as science in the 
first place and why?

Or would it give scientific criteria of the truth and falsity of moral judgements, 
i.e. of judgements involving such terms as 'good' or 'bad'? But it is clear that 
moral judgements are absolutely irrelevant. Only a scandalmonger is 
interested in judging people or their actions; 'judge not' appears to some of us 
one of the fundamental and much too little appreciated laws of humanitarian 
ethics. (We may have to disarm and to imprison a criminal in order to prevent 
him from repeating his crimes, but too much of moral judgement and 



especially of moral indignation is always a sign of hypocrisy and pharisaism.) 
Thus an ethics of moral judgements would be not only irrelevant but indeed 
an immoral affair. The all-importance of moral problems rests, of course, on 
the fact that we can act with intelligent foresight, and that we can ask 
ourselves what our aims ought to be, i.e. how we ought to act.

This seems a bit muddled. Are we supposed to judge the criminal's actions or 
not? I would say if we're going to lock people up we should have made sure to 
judge their actions bad enough that we want to prevent him from acting that 
way by force.

Popper talks of "too much" moral judgement. I think this refers to something 
like a real problem but the problem is people making moral condemnations 
without understanding the issues or the situation the person in question faced. 
In other words, it's not a problem of moral judgement but a problem of lack of 
judgement: that is, a lack of carefully considering the problems involved.

An example of not understanding more problems: many people in the UK say 
the US ought obviously to ban guns to stop mass shootings at cinemas and 
that sort of thing. Those people fail to understand the context. It is perfectly 
possible to use a gun properly, i.e. - don't shoot people, or only shoot them in 
self defence. So if you ban guns you deprive people of an item that can be 
used in a legitimate way, including defending people from being shot up at a 
cinema. This is a bad idea. There are other relevant moral issues too.

Nearly all moral philosophers who have dealt with the problem of how we 
ought to act (with the possible exception of Kant) have tried to answer it 
either by reference to 'human nature' (as did even Kant, when he referred to 
human reason) or to the nature of 'the good'. The first of these ways leads 
nowhere, since all actions possible to us are founded upon 'human nature', 
so that the problem of ethics could also be put by asking which elements in 
human nature I ought to approve and to develop, and which sides I ought to 
suppress or to control. But the second of these ways also leads nowhere; for 
given an analysis of 'the good' in form of a sentence like: 'The good is such 
and such' for 'such and such is good'), we would always have to ask: What 
about it? Why should this concern me? Only if the word 'good' is used in an 
ethical sense, i.e. only if it is used to mean 'that which I ought to do', could I 
derive from the information 'x is good' the conclusion that I ought to do x. In 
other words, if the word 'good' is to have any ethical significance at all, it must 
be defined as 'that which I (or we) ought to do (or to promote)'. But if it is so 



defined, then its whole meaning is exhausted by the defining phrase, and it 
can in every context be replaced by this phrase, i.e. the introduction of the 
term 'good' cannot materially contribute to our problem. (Cp. also note 49 (3) 
to chapter 11.)

Note 49(3) to Chapter 11 of OSE:

Essentialism and the theory of definition have led to an amazing development 
in Ethics. The development is one of increasing abstraction and loss of touch 
with the basis of all ethics--the practical moral problems, to be decided by us 
here and now. It leads first to the general question, 'What is good?' or 'What 
is the Good?'; next to 'What does "Good" mean?' and next to 'Can the 
problem "What does 'Good' mean?" be answered?' or 'Can "good" be 
defined?' G. E. Moore, who raised this last problem in his Principia Ethica, 
was certainly right in insisting that 'good' in the moral sense cannot be 
defined in 'naturalistic' terms. For, indeed, if we could, it would mean 
something like 'bitter' or 'sweet' or 'green' or 'red'; and it would be utterly 
irrelevant from the point of view of morality. Just as we need not attain the 
bitter, or the sweet, etc., there would be no reason to take any moral interest 
in a naturalistic 'good'. But although Moore was right in what is perhaps justly 
considered his main point, it may be held that an analysis of good or of any 
other concept or essence can in no way contribute to an ethical theory which 
bears upon the only relevant basis of all ethics, the immediate moral problem 
that must be solved here and now. Such an analysis can lead only to the 
substitution of a verbal problem for a moral one.

The idea that morality is about "the immediate moral problem that must be 
solved here and now" is at best a bad formulation. You need moral principles 
to judge what you should do in a particular situation because otherwise all you 
have is a pile of competing claims and no way to sort them out. The best 
construction I can put on what Popper said here is that each situation has 
some unique aspects and we have to think on our feet to apply moral 
principles to that situation and no definition of the good could contribute to 
such thought.

In "The Moral Landscape" Sam Harris claims that morality can be derived from 
facts about human wellbeing and we can understand those facts by looking at 
how the brain lights up when a person is happy. This invokes all of the bad 



ideas Popper criticised above. He defines morality as being about wellbeing 
but this just begs the question of what counts as wellbeing and why. And why 
is the way a person's brain lights up the relevant issue? Some people feel 
happy when they take heroin. You might say, as Harris does, that this 
happiness can't last, but the explanation for why it can't last has nothing at all 
to do with the brain.

At any particular time you're going to have some areas of your life you find 
unsatisfactory. To make your life better you have to find out why these aspects 
of your life are unsatisfactory and solve the relevant problems. That's an 
epistemological problem, which has nothing to do with brain chemistry.

Indeed, if a person is solving problems then his brain chemistry has to be 
explained in terms of the morality of how to solve problems. He will be thinking 
about what is required by epistemology (and other stuff too, like physics or 
economics or aesthetics or whatever) and his brain chemistry will instantiate 
those thoughts. So Sam Harris has got the explanation completely backward: 
we should be thinking about the moral properties of what a person is thinking 
and not the chemical details.

I say Harris has got the problem backward, but actually his position is far 
worse than that. His position relies on being able to identify the "moral" brain 
states. This doesn't allow for the possibility of creating new ideas since a new 
idea will be instantiated differently from the ideas we already know about. If a 
scientist or businessman or whatever comes up with a new and better idea 
then his brain will not be in one of the allowed states and so he will be put in 
the naughty corner. So Harris's ideas, if taken seriously, would prevent 
progress.

I don't know the book by Sam Harris, but isn't he thinking along the following 
line?
1. Set up what you want to achieve (wellbeing) (this must not be a fact about 
human nature, but you formulate a wish, or theory of what is desirable to 
achieve as a human being)
2. Look at the facts, look at what we know about human well being in the 
present case (this is related with your state of mind and therefore to a certain 
extent to your brain states). This puts constraints on the ways in which you can 
maximize enjoyment (if you wish that, if you understand that under wellbeing). 
Here, to refer to your example, taking heroin might be fun at short term, but we 
know much about why we cannot rely on that to achieve long term enjoyment 



without side effects. And this is very much related with how the brain works, and 
its chemistry. We have very detailed explanations about that I think.

Wrong. The sensations a person has when he takes heroin or stops taking heroin 
are partly a result of brain chemistry. The reason why taking heroin is bad is 
largely that it is a waste of time and has some associated medical risks. For 
example, drinking and taking heroin at the same time can cause you to stop 
breathing.

In that way we can possibly make progress. Once we see the problem of why 
we cant enjoy the effects of heroin given our brains normal functioning, we can 
try to achieve our goal by manipulating our brains chemistry for example.

Manipulating brain chemistry isn't going to solve the relevant problem. The 
problem is that the person concerned has nothing better to do that to take heroin. 
Changing his brain chemistry isn't going to change that. Only better ideas will 
change that.

This is just a crude example. Of course many of our immediate problems are the 
epistemological sort that you mentioned, which has indeed, little to do with brain 
chemistry in most cases I think. Or maybe not. Perhaps, if you define wellbeing 
as the ability to solve problems, you might set up theories about what is relevant 
in your brain that help you to solve problems. And then you may modify your 
brain as before to help you.

To be able to encode some piece of knowledge in your brain chemistry you would 
have to understand it first. And in any case there is no particular reason to expect 
the same idea to be instantiated in the same way in the brains of different people, 
partly because in general people are very different from one another even when it 
comes to seemingly very simple things like counting:

http://www.youtube.com/watch?v=Cj4y0EUlU-Y

I also don't understand why a a scientific ethics is absurd. I understand and 
agree with that from simple facts about 'human nature' we cannot build up 
ethics. But I think we can put forth theories about what might be possible and 
desirable to achieve as humans, and test those visions.

What is desirable is not experimentally testable. If a suicide bomber wants to 
blow himself up to kill Jews and he succeeds in doing that does that mean he's in 

http://www.youtube.com/watch?v=Cj4y0EUlU-Y


the right because he succeeded?

And it will get better and better with time. I think we should define not what is 
good but only what we want, what we desire.

It's not a matter of definition. Definitions don't solve substantive problems. See 
OSE, Volume 2, Chapter 11, Section II
https://archive.org/search.php?query=creator%3A%22Popper%2CK.R.%22

And by making progress our wishes and reality will converge. If it is only 
ignorance that causes suffering, then by knowing our wishes shall be fulfilled as 
well.

Good ideas about what to want might be fulfilled. Wishes not so much.

Alan Forrester
http://www.conjecturesandrefutations.com

https://archive.org/search.php?query=creator%3A%22Popper%2CK.R.%22
http://www.conjecturesandrefutations.com/
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Chapter 5 of OSE is about why Popper considers it impossible to derive facts 
from values. Different people can see the same facts and come to different 
moral judgements and so morality can't be derived from facts.

OSE Chapter 5 Note 18

The hope of getting some argument or theory to share our responsibilities 
is, I believe, one of the basic motives of 'scientific' ethics. 'Scientific' ethics is 
in its absolute barrenness one of the most amazing of social phenomena. 
What does it aim at? At telling us what we ought to do, i.e. at constructing a 
code of norms upon a scientific basis, so that we need only look up the 
index of the code if we are faced with a difficult moral decision? This clearly 
would be absurd; quite apart from the fact that if it could be achieved, it 
would destroy all personal responsibility and therefore all ethics.

...and some criticism of Sam Harris.

Popper claims scientific ethics is absurd but doesn't explain why. I think the 
problem is that if you claimed to have a scientific derivation of morality that 
wouldn't get you anywhere because that just raises questions that can't be 
answered by your theory. Are you doing the science correctly? And why 
would it be right to judge this issue using science? And what counts as 
science in the first place and why?

Or would it give scientific criteria of the truth and falsity of moral judgements, 
i.e. of judgements involving such terms as 'good' or 'bad'? But it is clear that 
moral judgements are absolutely irrelevant. Only a scandalmonger is 
interested in judging people or their actions; 'judge not' appears to some of 



us one of the fundamental and much too little appreciated laws of 
humanitarian ethics. (We may have to disarm and to imprison a criminal in 
order to prevent him from repeating his crimes, but too much of moral 
judgement and especially of moral indignation is always a sign of hypocrisy 
and pharisaism.) Thus an ethics of moral judgements would be not only 
irrelevant but indeed an immoral affair. The all-importance of moral 
problems rests, of course, on the fact that we can act with intelligent 
foresight, and that we can ask ourselves what our aims ought to be, i.e. how 
we ought to act.

This seems a bit muddled. Are we supposed to judge the criminal's actions or 
not? I would say if we're going to lock people up we should have made sure 
to judge their actions bad enough that we want to prevent him from acting 
that way by force.

Popper talks of "too much" moral judgement. I think this refers to something 
like a real problem but the problem is people making moral condemnations 
without understanding the issues or the situation the person in question 
faced. In other words, it's not a problem of moral judgement but a problem of 
lack of judgement: that is, a lack of carefully considering the problems 
involved.

An example of not understanding more problems: many people in the UK say 
the US ought obviously to ban guns to stop mass shootings at cinemas and 
that sort of thing. Those people fail to understand the context. It is perfectly 
possible to use a gun properly, i.e. - don't shoot people, or only shoot them in 
self defence. So if you ban guns you deprive people of an item that can be 
used in a legitimate way, including defending people from being shot up at a 
cinema. This is a bad idea. There are other relevant moral issues too.

Nearly all moral philosophers who have dealt with the problem of how we 
ought to act (with the possible exception of Kant) have tried to answer it 
either by reference to 'human nature' (as did even Kant, when he referred to 
human reason) or to the nature of 'the good'. The first of these ways leads 
nowhere, since all actions possible to us are founded upon 'human nature', 
so that the problem of ethics could also be put by asking which elements in 
human nature I ought to approve and to develop, and which sides I ought to 
suppress or to control. But the second of these ways also leads nowhere; 
for given an analysis of 'the good' in form of a sentence like: 'The good is 
such and such' for 'such and such is good'), we would always have to ask: 



What about it? Why should this concern me? Only if the word 'good' is used 
in an ethical sense, i.e. only if it is used to mean 'that which I ought to do', 
could I derive from the information 'x is good' the conclusion that I ought to 
do x. In other words, if the word 'good' is to have any ethical significance at 
all, it must be defined as 'that which I (or we) ought to do (or to promote)'. 
But if it is so defined, then its whole meaning is exhausted by the defining 
phrase, and it can in every context be replaced by this phrase, i.e. the 
introduction of the term 'good' cannot materially contribute to our problem. 
(Cp. also note 49 (3) to chapter 11.)

Note 49(3) to Chapter 11 of OSE:

Essentialism and the theory of definition have led to an amazing 
development in Ethics. The development is one of increasing abstraction 
and loss of touch with the basis of all ethics--the practical moral problems, 
to be decided by us here and now. It leads first to the general question, 
'What is good?' or 'What is the Good?'; next to 'What does "Good" mean?' 
and next to 'Can the problem "What does 'Good' mean?" be answered?' or 
'Can "good" be defined?' G. E. Moore, who raised this last problem in his 
Principia Ethica, was certainly right in insisting that 'good' in the moral sense 
cannot be defined in 'naturalistic' terms. For, indeed, if we could, it would 
mean something like 'bitter' or 'sweet' or 'green' or 'red'; and it would be 
utterly irrelevant from the point of view of morality. Just as we need not 
attain the bitter, or the sweet, etc., there would be no reason to take any 
moral interest in a naturalistic 'good'. But although Moore was right in what 
is perhaps justly considered his main point, it may be held that an analysis 
of good or of any other concept or essence can in no way contribute to an 
ethical theory which bears upon the only relevant basis of all ethics, the 
immediate moral problem that must be solved here and now. Such an 
analysis can lead only to the substitution of a verbal problem for a moral 
one.

The idea that morality is about "the immediate moral problem that must be 
solved here and now" is at best a bad formulation. You need moral principles 
to judge what you should do in a particular situation because otherwise all 
you have is a pile of competing claims and no way to sort them out. The best 
construction I can put on what Popper said here is that each situation has 
some unique aspects and we have to think on our feet to apply moral 



principles to that situation and no definition of the good could contribute to 
such thought.

In "The Moral Landscape" Sam Harris claims that morality can be derived 
from facts about human wellbeing and we can understand those facts by 
looking at how the brain lights up when a person is happy. This invokes all of 
the bad ideas Popper criticised above. He defines morality as being about 
wellbeing but this just begs the question of what counts as wellbeing and 
why. And why is the way a person's brain lights up the relevant issue? Some 
people feel happy when they take heroin. You might say, as Harris does, that 
this happiness can't last, but the explanation for why it can't last has nothing 
at all to do with the brain.

At any particular time you're going to have some areas of your life you find 
unsatisfactory. To make your life better you have to find out why these 
aspects of your life are unsatisfactory and solve the relevant problems. That's 
an epistemological problem, which has nothing to do with brain chemistry.

Indeed, if a person is solving problems then his brain chemistry has to be 
explained in terms of the morality of how to solve problems. He will be 
thinking about what is required by epistemology (and other stuff too, like 
physics or economics or aesthetics or whatever) and his brain chemistry will 
instantiate those thoughts. So Sam Harris has got the explanation completely 
backward: we should be thinking about the moral properties of what a person 
is thinking and not the chemical details.

I say Harris has got the problem backward, but actually his position is far 
worse than that. His position relies on being able to identify the "moral" brain 
states. This doesn't allow for the possibility of creating new ideas since a new 
idea will be instantiated differently from the ideas we already know about. If a 
scientist or businessman or whatever comes up with a new and better idea 
then his brain will not be in one of the allowed states and so he will be put in 
the naughty corner. So Harris's ideas, if taken seriously, would prevent 
progress.

I don't know the book by Sam Harris, but isn't he thinking along the following 
line?
1. Set up what you want to achieve (wellbeing) (this must not be a fact about 
human nature, but you formulate a wish, or theory of what is desirable to 
achieve as a human being)



2. Look at the facts, look at what we know about human well being in the 
present case (this is related with your state of mind and therefore to a certain 
extent to your brain states). This puts constraints on the ways in which you can 
maximize enjoyment (if you wish that, if you understand that under wellbeing). 
Here, to refer to your example, taking heroin might be fun at short term, but we 
know much about why we cannot rely on that to achieve long term enjoyment 
without side effects. And this is very much related with how the brain works, 
and its chemistry. We have very detailed explanations about that I think.

Wrong. The sensations a person has when he takes heroin or stops taking 
heroin are partly a result of brain chemistry.

And his ideas? Are they "partly a result of brain chemistry" too?

The reason why taking heroin is bad is largely that it is a waste of time and has 
some associated medical risks.

What is the criteria for "waste of time and has some associated medical risks"? 
Drinking alcohol or coffee or smoking are presumably in the same bucket, no?

There is clearly some sort of sliding scale of time-wasting and risk. But at what 
point do you judge the amount of either to turn the activity into one you deem 
"bad"?

What about bungee jumping? Car racing? Computer game playing?

People can have reasons for taking heroin other than "wasting time" and "taking 
risks". These might include: "it's fun" or more fully: "it's just fun and once I've done 
it I feel motivated to get back to doing productive work, more so than if I was 
denied it".

That aside, it does not seem to me that an activity is "bad" just because it is 
judged by some to be a "waste of time" and has some associated medical risks 
(anything we choose to do with our time can be judged have "medical risks". Just 
because some people do stupid things with guns, cars, alcohol, etc, etc doesn't 
make *using those things* bad). What criteria that assesses heroin use as bad 
because it is "medically risky" and a "waste of time" would not assess race-car 
driving, shooting guns, bungee jumping and playing lots and lots of video games 
as good?



Do you think nothing worthwhile can ever come from heroin use? Do you think 
heroin use cannot be good?

There is nothing inherently irrational about seeking out pleasure, new forms of it 
and ways to improve pleasure. And new ways to have fun. It is good to find ways 
to reduce pain and increase pleasure. It is not the only good, but it is a good 
worth improving. Substances like heroin can have a place in reducing pain and 
increasing pleasure in safe ways.

What other things do you think are bad because they are a waste of time and 
medically risky aside from drug use?

For example, drinking and taking heroin at the same time can cause you to stop 
breathing.

Of course. If you do too much drinking you can stop breathing. And if you do too 
much heroin, you can stop breathing. And if you do too much drinking and taking 
heroin at the same time, you can stop breathing.

So the lesson seems to be, of you choose to do one or both: don't do too much if 
you want to keep breathing.

This is not a reason to think "heroin use is bad". By that criteria, use of any 
substance is bad. Paracelsus: "All substances are poisons. What matters is the 
dose."

In that way we can possibly make progress. Once we see the problem of why 
we cant enjoy the effects of heroin given our brains normal functioning, we can 
try to achieve our goal by manipulating our brains chemistry for example.

Manipulating brain chemistry isn't going to solve the relevant problem. The 
problem is that the person concerned has nothing better to do that to take 
heroin. Changing his brain chemistry isn't going to change that. Only better 
ideas will change that.

Who really has this problem situation that they genuinely have "nothing better to 
do"? Why are you assuming heroin users are not people making informed 
choices? Why is it hard to believe they have decided from among many options 
and chosen this is the best thing to do at that moment? Maybe work has finished 



for the day for them and they want to relax?

It is not a problem that a user in general can be judged to be someone who "has 
nothing better to do than to take heroin". Why do you think it is?

What is your criteria for judging people in this way?

A person might be very productive, in many areas, and want to relax at the end of 
a long day of enjoyable work, and solving their problems and so forth. That 
person might, for example, lay in the sun, go to a beach and listen to the waves. 
Or go for a walk and listen to music. Or drink a beer and watch a comedy 
program. Or inject heroin with friends and do the same, and/or fall into blissful 
sleep. Are all of these ways of using time bad?

If only the heroin one, why? What is the problem? What is the substantive 
difference between enjoying heroin and not killing oneself or getting sick...and all 
the others?

And by making progress our wishes and reality will converge. If it is only 
ignorance that causes suffering, then by knowing our wishes shall be fulfilled 
as well.

Good ideas about what to want might be fulfilled. Wishes not so much.

You seem skeptical in these recent posts that science - physical evidence - can 
contribute *anything whatever* to improving our moral theories. This attitude is at 
odds with what David writes in BoI. He says in Chapter 5 on the Reality of 
Abstractions, "Quite generally, in order to understand the moral landscape in 
terms of a given set of values, one needs to understand some facts as being a 
certain way too. And the converse is also true: for example, as the philosopher 
Jacob Bronowski pointed out, success at making factual, scientific discoveries 
entails a commitment to all sorts of values that are necessary for making 
progress. The individual scientist has to value truth, and good explanations, and 
be open to ideas and to change...". This paragraph, the ones before it and the 
ones after it not only are in total accord with what Harris himself writes in his 
book, The Moral Landscape - they could have been written by him they are so 
very close to what Harris explains in his alternative to "god and religion and 
tradition are the ultimate sources of moral truth". Indeed, Harris quotes the very 
same portions of Bronowski!



There are some key points of difference, it would seem, between Deutsch and 
Harris - but on the topic of moral philosophy there is actually much more 
agreement than not. Certainly, Harris and Deutsch would agree more with one 
another on the best way to improve morality, and what moral truth consists of, 
than they would agree with what most major religious traditions - and so what 
most people on the planet - believe on this topic. They both believe in objective 
moral truth, they both believe, in line with Bronowski, that a commitment to 
certain moral principles underpins the philosophy of science and they both 
believe that progress in science cannot occur, in the long run, without progress in 
morality and vice versa.

As David writes in that same chapter, "We should not be surprised at these 
connections. The truth has a structural unity as well as logical consistency, and I 
guess that no true explanation is entirely disconnected from any other. Since the 
universe is explicable, it must be that morally right values are connected in this 
way with true factual theories, and morally wrong values with false theories."

I guess Sam Harris could not agree more.

Brett.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Popper on morality in OSE...
Date: November 6, 2013 at 5:06 PM

On 6 Nov 2013, at 01:04, Brett Hall <brhalluk@hotmail.com> wrote:

On 6 Nov 2013, at 7:42, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 5 Nov 2013, at 18:35, Balázs Fehér <feher.balazs.feher@gmail.com> 
wrote:

2013. november 2., szombat 23:59:56 UTC+1 időpontban Alan Forrester a 
következőt írta:

Chapter 5 of OSE is about why Popper considers it impossible to derive 
facts from values. Different people can see the same facts and come to 
different moral judgements and so morality can't be derived from facts.

OSE Chapter 5 Note 18

The hope of getting some argument or theory to share our responsibilities 
is, I believe, one of the basic motives of 'scientific' ethics. 'Scientific' ethics 
is in its absolute barrenness one of the most amazing of social 
phenomena. What does it aim at? At telling us what we ought to do, i.e. at 
constructing a code of norms upon a scientific basis, so that we need only 
look up the index of the code if we are faced with a difficult moral decision? 
This clearly would be absurd; quite apart from the fact that if it could be 
achieved, it would destroy all personal responsibility and therefore all 
ethics.

...and some criticism of Sam Harris.

Popper claims scientific ethics is absurd but doesn't explain why. I think the 
problem is that if you claimed to have a scientific derivation of morality that 
wouldn't get you anywhere because that just raises questions that can't be 
answered by your theory. Are you doing the science correctly? And why 
would it be right to judge this issue using science? And what counts as 
science in the first place and why?



Or would it give scientific criteria of the truth and falsity of moral 
judgements, i.e. of judgements involving such terms as 'good' or 'bad'? But 
it is clear that moral judgements are absolutely irrelevant. Only a 
scandalmonger is interested in judging people or their actions; 'judge not' 
appears to some of us one of the fundamental and much too little 
appreciated laws of humanitarian ethics. (We may have to disarm and to 
imprison a criminal in order to prevent him from repeating his crimes, but 
too much of moral judgement and especially of moral indignation is always 
a sign of hypocrisy and pharisaism.) Thus an ethics of moral judgements 
would be not only irrelevant but indeed an immoral affair. The all-
importance of moral problems rests, of course, on the fact that we can act 
with intelligent foresight, and that we can ask ourselves what our aims 
ought to be, i.e. how we ought to act.

This seems a bit muddled. Are we supposed to judge the criminal's actions 
or not? I would say if we're going to lock people up we should have made 
sure to judge their actions bad enough that we want to prevent him from 
acting that way by force.

Popper talks of "too much" moral judgement. I think this refers to something 
like a real problem but the problem is people making moral condemnations 
without understanding the issues or the situation the person in question 
faced. In other words, it's not a problem of moral judgement but a problem 
of lack of judgement: that is, a lack of carefully considering the problems 
involved.

An example of not understanding more problems: many people in the UK 
say the US ought obviously to ban guns to stop mass shootings at cinemas 
and that sort of thing. Those people fail to understand the context. It is 
perfectly possible to use a gun properly, i.e. - don't shoot people, or only 
shoot them in self defence. So if you ban guns you deprive people of an 
item that can be used in a legitimate way, including defending people from 
being shot up at a cinema. This is a bad idea. There are other relevant 
moral issues too.

Nearly all moral philosophers who have dealt with the problem of how we 
ought to act (with the possible exception of Kant) have tried to answer it 
either by reference to 'human nature' (as did even Kant, when he referred 
to human reason) or to the nature of 'the good'. The first of these ways 
leads nowhere, since all actions possible to us are founded upon 'human 



nature', so that the problem of ethics could also be put by asking which 
elements in human nature I ought to approve and to develop, and which 
sides I ought to suppress or to control. But the second of these ways also 
leads nowhere; for given an analysis of 'the good' in form of a sentence 
like: 'The good is such and such' for 'such and such is good'), we would 
always have to ask: What about it? Why should this concern me? Only if 
the word 'good' is used in an ethical sense, i.e. only if it is used to mean 
'that which I ought to do', could I derive from the information 'x is good' the 
conclusion that I ought to do x. In other words, if the word 'good' is to have 
any ethical significance at all, it must be defined as 'that which I (or we) 
ought to do (or to promote)'. But if it is so defined, then its whole meaning 
is exhausted by the defining phrase, and it can in every context be 
replaced by this phrase, i.e. the introduction of the term 'good' cannot 
materially contribute to our problem. (Cp. also note 49 (3) to chapter 11.)

Note 49(3) to Chapter 11 of OSE:

Essentialism and the theory of definition have led to an amazing 
development in Ethics. The development is one of increasing abstraction 
and loss of touch with the basis of all ethics--the practical moral problems, 
to be decided by us here and now. It leads first to the general question, 
'What is good?' or 'What is the Good?'; next to 'What does "Good" mean?' 
and next to 'Can the problem "What does 'Good' mean?" be answered?' or 
'Can "good" be defined?' G. E. Moore, who raised this last problem in his 
Principia Ethica, was certainly right in insisting that 'good' in the moral 
sense cannot be defined in 'naturalistic' terms. For, indeed, if we could, it 
would mean something like 'bitter' or 'sweet' or 'green' or 'red'; and it would 
be utterly irrelevant from the point of view of morality. Just as we need not 
attain the bitter, or the sweet, etc., there would be no reason to take any 
moral interest in a naturalistic 'good'. But although Moore was right in what 
is perhaps justly considered his main point, it may be held that an analysis 
of good or of any other concept or essence can in no way contribute to an 
ethical theory which bears upon the only relevant basis of all ethics, the 
immediate moral problem that must be solved here and now. Such an 
analysis can lead only to the substitution of a verbal problem for a moral 
one.

The idea that morality is about "the immediate moral problem that must be 



solved here and now" is at best a bad formulation. You need moral 
principles to judge what you should do in a particular situation because 
otherwise all you have is a pile of competing claims and no way to sort them 
out. The best construction I can put on what Popper said here is that each 
situation has some unique aspects and we have to think on our feet to apply 
moral principles to that situation and no definition of the good could 
contribute to such thought.

In "The Moral Landscape" Sam Harris claims that morality can be derived 
from facts about human wellbeing and we can understand those facts by 
looking at how the brain lights up when a person is happy. This invokes all 
of the bad ideas Popper criticised above. He defines morality as being about 
wellbeing but this just begs the question of what counts as wellbeing and 
why. And why is the way a person's brain lights up the relevant issue? Some 
people feel happy when they take heroin. You might say, as Harris does, 
that this happiness can't last, but the explanation for why it can't last has 
nothing at all to do with the brain.

At any particular time you're going to have some areas of your life you find 
unsatisfactory. To make your life better you have to find out why these 
aspects of your life are unsatisfactory and solve the relevant problems. 
That's an epistemological problem, which has nothing to do with brain 
chemistry.

Indeed, if a person is solving problems then his brain chemistry has to be 
explained in terms of the morality of how to solve problems. He will be 
thinking about what is required by epistemology (and other stuff too, like 
physics or economics or aesthetics or whatever) and his brain chemistry will 
instantiate those thoughts. So Sam Harris has got the explanation 
completely backward: we should be thinking about the moral properties of 
what a person is thinking and not the chemical details.

I say Harris has got the problem backward, but actually his position is far 
worse than that. His position relies on being able to identify the "moral" brain 
states. This doesn't allow for the possibility of creating new ideas since a 
new idea will be instantiated differently from the ideas we already know 
about. If a scientist or businessman or whatever comes up with a new and 
better idea then his brain will not be in one of the allowed states and so he 
will be put in the naughty corner. So Harris's ideas, if taken seriously, would 
prevent progress.



I don't know the book by Sam Harris, but isn't he thinking along the following 
line?
1. Set up what you want to achieve (wellbeing) (this must not be a fact about 
human nature, but you formulate a wish, or theory of what is desirable to 
achieve as a human being)
2. Look at the facts, look at what we know about human well being in the 
present case (this is related with your state of mind and therefore to a certain 
extent to your brain states). This puts constraints on the ways in which you 
can maximize enjoyment (if you wish that, if you understand that under 
wellbeing). Here, to refer to your example, taking heroin might be fun at short 
term, but we know much about why we cannot rely on that to achieve long 
term enjoyment without side effects. And this is very much related with how 
the brain works, and its chemistry. We have very detailed explanations about 
that I think.

Wrong. The sensations a person has when he takes heroin or stops taking 
heroin are partly a result of brain chemistry.

And his ideas? Are they "partly a result of brain chemistry" too?

No. Just as words in a book are not a result of ink and the values of bits in 
registers in a computer are not a result of the mere fact that they happen to be 
instantiated in silicon or whatever.

And since the brain is a universal computer, its information processing repertoire 
is not dependent on the details of its hardware.

The reason why taking heroin is bad is largely that it is a waste of time and has 
some associated medical risks.

What is the criteria for "waste of time and has some associated medical risks"? 
Drinking alcohol or coffee or smoking are presumably in the same bucket, no?

Alcohol and smoking are often used to waste time and have large medical risks 
associated with them. Coffee not as much.

There is clearly some sort of sliding scale of time-wasting and risk. But at what 
point do you judge the amount of either to turn the activity into one you deem 



"bad"?

If every time you do something it shortens your life by some measurable amount 
on average and makes you incapable of doing interesting stuff then it's bad.

What about bungee jumping? Car racing? Computer game playing?

Those are all pretty harmless to the best of my knowledge. And both computer 
game playing and car racing require developing skills and can be entertaining.

People can have reasons for taking heroin other than "wasting time" and "taking 
risks". These might include: "it's fun" or more fully: "it's just fun and once I've 
done it I feel motivated to get back to doing productive work, more so than if I 
was denied it".

I said it was bad not that I know how a particular person should change his life 
and his ideas so that he no longer wants to do the bad thing.

That aside, it does not seem to me that an activity is "bad" just because it is 
judged by some to be a "waste of time"

Right. It depends on whether it is in fact a waste of time.

and has some associated medical risks (anything we choose to do with our time 
can be judged have "medical risks".

It is true that almost everything is claimed to have medical risks by incompetent 
people who do bad medical studies in which they look for correlations but don't 
bother with explaining the correlation.

Just because some people do stupid things with guns, cars, alcohol, etc, etc 
doesn't make *using those things* bad).

Yes.

What criteria that assesses heroin use as bad because it is "medically risky" and 
a "waste of time" would not assess race-car driving, shooting guns, bungee 
jumping and playing lots and lots of video games as good?



When a person takes heroin he gets a particular sensation that he deems good 
and that's it. He doesn't have to think or develop any skill. You can become skilled 
at race-car driving, shooting and playing video games. Bungee jumping I would 
guess is a waste of time but I'd guess it's pretty safe, so it's a bit rubbish but not 
as bad as binge drinking.

Do you think nothing worthwhile can ever come from heroin use? Do you think 
heroin use cannot be good?

I think that a molecule can't reprogram a person's brain so that he has interesting 
things to do.

There is nothing inherently irrational about seeking out pleasure, new forms of it 
and ways to improve pleasure. And new ways to have fun. It is good to find 
ways to reduce pain and increase pleasure. It is not the only good, but it is a 
good worth improving. Substances like heroin can have a place in reducing pain 
and increasing pleasure in safe ways.

That depends on how and why you are doing it.

What other things do you think are bad because they are a waste of time and 
medically risky aside from drug use?

I don't have an exhaustive list and don't know why you're asking.

For example, drinking and taking heroin at the same time can cause you to 
stop breathing.

Of course. If you do too much drinking you can stop breathing. And if you do too 
much heroin, you can stop breathing. And if you do too much drinking and 
taking heroin at the same time, you can stop breathing.

So the lesson seems to be, of you choose to do one or both: don't do too much 
if you want to keep breathing.

This is not a reason to think "heroin use is bad". By that criteria, use of any 
substance is bad. Paracelsus: "All substances are poisons. What matters is the 
dose."



It is a known high risk associated with taking heroin and alcohol together and it 
has a medical explanation

http://learn.genetics.utah.edu/content/addiction/drugs/overdose.html

In that way we can possibly make progress. Once we see the problem of why 
we cant enjoy the effects of heroin given our brains normal functioning, we 
can try to achieve our goal by manipulating our brains chemistry for example.

Manipulating brain chemistry isn't going to solve the relevant problem. The 
problem is that the person concerned has nothing better to do that to take 
heroin. Changing his brain chemistry isn't going to change that. Only better 
ideas will change that.

Who really has this problem situation that they genuinely have "nothing better to 
do"? Why are you assuming heroin users are not people making informed 
choices? Why is it hard to believe they have decided from among many options 
and chosen this is the best thing to do at that moment? Maybe work has 
finished for the day for them and they want to relax?

It is not a problem that a user in general can be judged to be someone who "has 
nothing better to do than to take heroin". Why do you think it is?

What is your criteria for judging people in this way?

A person might be very productive, in many areas, and want to relax at the end 
of a long day of enjoyable work, and solving their problems and so forth. That 
person might, for example, lay in the sun, go to a beach and listen to the waves. 
Or go for a walk and listen to music. Or drink a beer and watch a comedy 
program. Or inject heroin with friends and do the same, and/or fall into blissful 
sleep. Are all of these ways of using time bad?

If only the heroin one, why? What is the problem? What is the substantive 
difference between enjoying heroin and not killing oneself or getting sick...and 
all the others?

If your main leisure activity is to render yourself unconscious I would say you 
have a problem.

And by making progress our wishes and reality will converge. If it is only 

http://learn.genetics.utah.edu/content/addiction/drugs/overdose.html


ignorance that causes suffering, then by knowing our wishes shall be fulfilled 
as well.

Good ideas about what to want might be fulfilled. Wishes not so much.

You seem skeptical in these recent posts that science - physical evidence - can 
contribute *anything whatever* to improving our moral theories.

That's not consistent with my positions as stated above. If I consider the medical 
risks of doing something relevant to whether you ought to do it, how can it also be 
true that I consider physical evidence irrelevant?

This attitude is at odds with what David writes in BoI. He says in Chapter 5 on 
the Reality of Abstractions, "Quite generally, in order to understand the moral 
landscape in terms of a given set of values, one needs to understand some 
facts as being a certain way too. And the converse is also true: for example, as 
the philosopher Jacob Bronowski pointed out, success at making factual, 
scientific discoveries entails a commitment to all sorts of values that are 
necessary for making progress. The individual scientist has to value truth, and 
good explanations, and be open to ideas and to change...". This paragraph, the 
ones before it and the ones after it not only are in total accord with what Harris 
himself writes in his book, The Moral Landscape - they could have been written 
by him they are so very close to what Harris explains in his alternative to "god 
and religion and tradition are the ultimate sources of moral truth". Indeed, Harris 
quotes the very same portions of Bronowski! There are some key points of 
difference, it would seem, between Deutsch and Harris - but on the topic of 
moral philosophy there is actually much more agreement than not. Certainly, 
Harris and Deutsch would agree more with one another on the best way to 
improve morality, and what moral truth consists of, than they would agree with 
what most major religious traditions - and so what most people on the planet - 
believe on this topic. They both believe in objective moral truth, they both 
believe, in line with Bronowski, that a commitment to certain moral principles 
underpins the philosophy of science and they both believe that progress in 
science cannot occur, in the long run, without progress in morality and vice 
versa.

As David writes in that same chapter, "We should not be surprised at these 
connections. The truth has a structural unity as well as logical consistency, and I 
guess that no true explanation is entirely disconnected from any other. Since the 
universe is explicable, it must be that morally right values are connected in this 



way with true factual theories, and morally wrong values with false theories."

I guess Sam Harris could not agree more.

So Sam Harris, who is perfectly happy with writing (on p. 213 of ML):

"Most important, instrumental aggression seems to be linked to the 
callousness/unemotional (CU) trait that is the hallmark of the disorder. Studies of 
same-sex twins suggest that the CU trait is also most associated with heritable 
causes of antisocial behaviour..."

and who ends that sentence by citing some junk science psychology paper has a 
very similar position to David who spends most of pages 316-321 of BoI criticising 
exactly this kind of bad argument?

Alan Forrester
http://www.conjecturesandrefutations.com

http://www.conjecturesandrefutations.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Cc: Infinity <beginning-of-infinity@googlegroups.com>, taking-children-
seriously@googlegroups.com FIGG <fallible-ideas@googlegroups.com>
Subject: [TCS] Responsibility
Date: November 15, 2013 at 6:44 AM

TCS claims that children should have the same rights and be able to exercise the 
same control over their lives as adults. On the face of it, this is a ridiculous thing 
to say. A child can’t take out a mortgage and stuff like that. Most young children 
(five year olds, say) don’t understand what a mortgage is, or understand much of 
anything about anything. So how can it be the case that they should exercise 
control over anything? This is one excuse people give for coercing their children.

This line of argument is based on a package deal that involves conflating 
responsibility with obligations. Responsibility is about acting on your best 
judgement and honestly facing up to the results of your actions. Obligation 
involves being obliged to carry out some course of action that you may not agree 
with.

Many people load themselves up with obligations and don’t take responsibility. A 
person may get married because that is what their parents expect them to do. 
Their parents say “when am I going to have some grandchildren to spoil” or 
something like that to try to guilt trip an adult child into getting knocked up. Many 
people buy a house because that is the done thing, not because they want a 
house or have thought seriously about the issue and decided it is the best course 
of action.

A young child lacks the disposable income to make himself miserable by doing a 
load of stuff that other people want him to do. He can’t take on loads of 
obligations, but that is not required for responsibility.

But it is possible for a young child to be interested in solving a problem because 
he finds the problem interesting. He could try out different ways of solving the 
problem and find that some work and others don’t. He can decide what he wants 
to do and face up to the results.

This isn’t the same as the terrible idea of natural consequences, in which a parent 
sets a trap for a child to fall into and then stands over him and says “See? I told 
you that would happen!” when he falls into the trap. Rather, if the child does 
something that goes wrong the parent should be interested in helping the child. 
Possibly the parent would help the child figure out what went wrong. The parent 



might also help put something right if the child figures out something he did 
wrong. This does not mean the child is not responsible. The child is interested in 
figuring out what went wrong and solving the resulting problem may involve 
asking the parent for help, just as it may sometimes be reasonable for an adult to 
ask for help if he screws up.

Alan Forrester
http://www.conjecturesandrefutations.com
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From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [TCS] Responsibility
Date: November 15, 2013 at 6:53 AM

On 15 Nov 2013, at 11:44, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

TCS claims that children should have the same rights and be able to exercise 
the same control over their lives as adults. On the face of it, this is a ridiculous 
thing to say. A child can’t take out a mortgage and stuff like that. Most young 
children (five year olds, say) don’t understand what a mortgage is,

And so they can't enter into a valid mortgage agreement. Similarly, an adult who 
doesn't understand what a mortgage is, can't enter into a valid mortgage 
agreement either.

or understand much of anything about anything. So how can it be the case that 
they should exercise control over anything? This is one excuse people give for 
coercing their children.

But if it's not a valid argument for coercing the above-mentioned adult, how can it 
be a valid argument for coercing children?

-- David Deutsch
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You received this message because you are subscribed to the Google Groups 
"Taking Children Seriously" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to taking-children-seriously+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

https://groups.google.com/groups/opt_out


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Re: [TCS] Responsibility
Date: November 15, 2013 at 8:54 AM

On 15 November 2013 11:53, David Deutsch <david.deutsch@qubit.org> wrote:
On 15 Nov 2013, at 11:44, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

TCS claims that children should have the same rights and be able to exercise 
the same control over their lives as adults. On the face of it, this is a ridiculous 
thing to say. A child can’t take out a mortgage and stuff like that. Most young 
children (five year olds, say) don’t understand what a mortgage is,

And so they can't enter into a valid mortgage agreement. Similarly, an adult who 
doesn't understand what a mortgage is, can't enter into a valid mortgage 
agreement either.

Yes. The child doesn't have any problem for which paying a mortgage
would be the solution.

or understand much of anything about anything. So how can it be the case that 
they should exercise control over anything? This is one excuse people give for 
coercing their children.

But if it's not a valid argument for coercing the above-mentioned adult, how can 
it be a valid argument for coercing children?

It's not.

Alan



From: Elliot Temple <curi@curi.us>
Cc: FIGG <fallible-ideas@googlegroups.com>, BoI <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Re: [FI] Popper on morality in OSE...
Date: December 5, 2013 at 6:04 PM

On Nov 2, 2013, at 3:59 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Chapter 5 of OSE is about why Popper considers it impossible to derive facts 
from values. Different people can see the same facts and come to different 
moral judgements and so morality can’t be derived from facts.

That sounds dumb. Different people can see the same scientific facts and come 
to different scientific judgments. Error is possible.

That people disagree demonstrates fallibility not subjectivity. To claim subjectivity 
would require a further argument.

(I'm not saying Popper's claim here isn't that morality itself is subjective. Rather, 
it's that the moral interpretation of facts is.)

OSE Chapter 5 Note 18

The hope of getting some argument or theory to share our responsibilities is, I 
believe, one of the basic motives of ‘scientific’ ethics. ‘Scientific’ ethics is in its 
absolute barrenness one of the most amazing of social phenomena. What 
does it aim at? At telling us what we ought to do, i.e. at constructing a code of 
norms upon a scientific basis, so that we need only look up the index of the 
code if we are faced with a difficult moral decision? This clearly would be 
absurd; quite apart from the fact that if it could be achieved, it would destroy all 
personal responsibility and therefore all ethics.

…and some criticism of Sam Harris.

Popper claims scientific ethics is absurd but doesn’t explain why.

No, he claims a scientific ethics with an index is absurd. I agree with him that the 
concept of the index he presented is absurd (well I would have gone for 



"mistaken" not "absurd", but close enough). Acting morally is harder than looking 
stuff up in an index.

I think the problem is that if you claimed to have a scientific derivation of 
morality that wouldn’t get you anywhere because that just raises questions that 
can’t be answered by your theory. Are you doing the science correctly? And why 
would it be right to judge this issue using science? And what counts as science 
in the first place and why?

Or would it give scientific criteria of the truth and falsity of moral judgements, 
i.e. of judgements involving such terms as ‘good’ or ‘bad’? But it is clear that 
moral judgements are absolutely irrelevant. Only a scandalmonger is 
interested in judging people or their actions; ‘judge not’ appears to some of us 
one of the fundamental and much too little appreciated laws of humanitarian 
ethics.

Here Popper is mixing up morality with meddling censure.

Morality isn't about judging others. It's about the best way to live. This is first and 
foremost something people should use for themselves to improve their own lives.

Moral judgments about others can be useful for helping them with moral criticism, 
or for understanding what's going on and perhaps learning something.

(We may have to disarm and to imprison a criminal in order to prevent him 
from repeating his crimes, but too much of moral judgement and especially of 
moral indignation is always a sign of hypocrisy and pharisaism.) Thus an 
ethics of moral judgements would be not only irrelevant but indeed an immoral 
affair. The all-importance of moral problems rests, of course, on the fact that 
we can act with intelligent foresight, and that we can ask ourselves what our 
aims ought to be, i.e. how we ought to act.

This seems a bit muddled. Are we supposed to judge the criminal’s actions or 
not? I would say if we’re going to lock people up we should have made sure to 
judge their actions bad enough that we want to prevent him from acting that way 
by force.

No, "we" don't lock people up, courts do. Courts should make these decisions 
according to the law, not according to their moral judgment (that of the judge or 
the jury).



(Yes juries sometimes have some room for moral judgment *according to the law* 
in my vague understanding. That's fine.)

Whether something is immoral enough to lock people up over should be a 
consideration with making laws. For example, I think that smoking marijuana is 
immoral in many cases -- by which I mean it's a bad lifestyle. But I don't think 
anyone should be locked up over it. One reason not to lock anyone up is that if 
Bob smokes marijuana his choice doesn't harm Joe or Susie. Crimes need 
victims (other than the guy doing it, who apparently prefers it and isn't 
complaining -- he doesn't consider himself a victim and basically no one is a 
victim who doesn't think he is, barring quite exceptional circumstances).

Popper talks of "too much" moral judgement. I think this refers to something like 
a real problem but the problem is people making moral condemnations without 
understanding the issues or the situation the person in question faced. In other 
words, it’s not a problem of moral judgement but a problem of lack of 
judgement: that is, a lack of carefully considering the problems involved.

yeah there's a real problem with many ppl having bad ideas about morality and 
making bad statements about morality. but in these passages popper isn't solving 
these problems or even explaining them very well.

An example of not understanding more problems: many people in the UK say 
the US ought obviously to ban guns to stop mass shootings at cinemas and that 
sort of thing. Those people fail to understand the context. It is perfectly possible 
to use a gun properly, i.e. - don’t shoot people, or only shoot them in self 
defence. So if you ban guns you deprive people of an item that can be used in a 
legitimate way, including defending people from being shot up at a cinema. This 
is a bad idea. There are other relevant moral issues too.

banning guns isn't super effective about preventing people who don't follow the 
law from getting guns, anyway.

Nearly all moral philosophers who have dealt with the problem of how we 
ought to act (with the possible exception of Kant) have tried to answer it either 
by reference to ‘human nature’ (as did even Kant, when he referred to human 



reason) or to the nature of ‘the good’. The first of these ways leads nowhere, 
since all actions possible to us are founded upon ‘human nature’, so that the 
problem of ethics could also be put by asking which elements in human nature 
I ought to approve and to develop, and which sides I ought to suppress or to 
control. But the second of these ways also leads nowhere; for given an 
analysis of ‘the good’ in form of a sentence like: ‘The good is such and such’ 
for ‘such and such is good’), we would always have to ask: What about it? Why 
should this concern me? Only if the word ‘good’ is used in an ethical sense, i.e. 
only if it is used to mean ‘that which I ought to do’, could I derive from the 
information ‘x is good’ the conclusion that I ought to do x. In other words, if the 
word ‘good’ is to have any ethical significance at all, it must be defined as ‘that 
which I (or we) ought to do (or to promote)’. But if it is so defined, then its 
whole meaning is exhausted by the defining phrase, and it can in every context 
be replaced by this phrase, i.e. the introduction of the term ‘good’ cannot 
materially contribute to our problem. (Cp. also note 49 (3) to chapter 11.)

yeah. popper has correctly recognized that various other philosophers are terrible 
at addressing these problems.

however, popper was alive for decades after Atlas Shrugged was published and 
he never noticed and wrote about that huge contribution to moral philosophy.

popper should have paid less attention to bad philosophers and done a better job 
of finding and engaging with the best ones.

Note 49(3) to Chapter 11 of OSE:

Essentialism and the theory of definition have led to an amazing development 
in Ethics. The development is one of increasing abstraction and loss of touch 
with the basis of all ethics—the practical moral problems, to be decided by us 
here and now. It leads first to the general question, ‘What is good?’ or ‘What is 
the Good?’; next to ‘What does “Good” mean?’ and next to ‘Can the problem 
“What does ‘Good’ mean?” be answered?’ or ‘Can “good” be defined?’ G. E. 
Moore, who raised this last problem in his Principia Ethica, was certainly right 
in insisting that ‘good’ in the moral sense cannot be defined in ‘naturalistic’ 
terms. For, indeed, if we could, it would mean something like ‘bitter’ or ‘sweet’ 
or ‘green’ or ‘red’; and it would be utterly irrelevant from the point of view of 
morality. Just as we need not attain the bitter, or the sweet, etc., there would 
be no reason to take any moral interest in a naturalistic ‘good’. But although 



Moore was right in what is perhaps justly considered his main point, it may be 
held that an analysis of good or of any other concept or essence can in no way 
contribute to an ethical theory which bears upon the only relevant basis of all 
ethics, the immediate moral problem that must be solved here and now. Such 
an analysis can lead only to the substitution of a verbal problem for a moral 
one.

The idea that morality is about “the immediate moral problem that must be 
solved here and now” is at best a bad formulation.

the idea that morality is about "... moral ..." is a problem all by itself. it's circular.

You need moral principles to judge what you should do in a particular situation 
because otherwise all you have is a pile of competing claims and no way to sort 
them out.

you sort them out by criticism. referring to moral principles is one way to do 
morality-related criticism but not the only way. and it will run into criticism itself: 
why are those the moral principles? are they foundations? why should i accept 
them?

The best construction I can put on what Popper said here is that each situation 
has some unique aspects and we have to think on our feet to apply moral 
principles to that situation and no definition of the good could contribute to such 
thought.

In “The Moral Landscape" Sam Harris claims that morality can be derived from 
facts about human wellbeing and we can understand those facts by looking at 
how the brain lights up when a person is happy. This invokes all of the bad 
ideas Popper criticised above. He defines morality as being about wellbeing but 
this just begs the question of what counts as wellbeing and why. And why is the 
way a person’s brain lights up the relevant issue?

he thinks we're like robots with evaluation functions. you know how chess 
software will say this position is +5, that position is -4.3, etc? so you can trivially 
and rather meaninglessly define the wellbeing of chess software by its current 
evaluation, the higher the better.

but human beings aren't actually like that. one reason is they often have many 



different preferences relevant to a situation, some of which pull in different 
directions, and which can't be accurately reduced to simply numbers (+5 and -2 
makes for +3 works OK for limited cases like chess software, but not for human 
life).

he basically thinks people are hardwired that certain things are good for them and 
others bad, like chess software or robots or that kind of thing. but this isn't true. 
people are more flexible than that. they can choose and change their values. 
human life is open ended, not defined by some inborn fixed points.

he's really far off because human life has *infinite* possibilities, and he thinks not 
only that it's finite but that the number is small, like 50. maybe he'd be more at 
home in a static society where he'd be about right and wouldn't have to deal with 
the strain of the open society anymore.

Some people feel happy when they take heroin. You might say, as Harris does, 
that this happiness can’t last, but the explanation for why it can’t last has nothing 
at all to do with the brain.

At any particular time you’re going to have some areas of your life you find 
unsatisfactory. To make your life better you have to find out why these aspects 
of your life are unsatisfactory and solve the relevant problems. That’s an 
epistemological problem, which has nothing to do with brain chemistry.

Indeed, if a person is solving problems then his brain chemistry has to be 
explained in terms of the morality of how to solve problems.

and the epistemology of how to solve problems

He will be thinking about what is required by epistemology (and other stuff too, 
like physics or economics or aesthetics or whatever) and his brain chemistry will 
instantiate those thoughts. So Sam Harris has got the explanation completely 
backward: we should be thinking about the moral properties of what a person is 
thinking and not the chemical details.

hasn't his success come from getting certain things backward? there are quite a 
few immoral people who want stuff to be backwards, and he appeals to them.

I say Harris has got the problem backward, but actually his position is far worse 



than that. His position relies on being able to identify the “moral” brain states.

he's setting up an authority (brain states as moral authority). and how is it to be 
set up? by "scientific" authority. it's turtles all the way down.

authority sux :(( and is epistemologically incorrect, too. and immoral.

This doesn’t allow for the possibility of creating new ideas since a new idea will 
be instantiated differently from the ideas we already know about. If a scientist or 
businessman or whatever comes up with a new and better idea then his brain 
will not be in one of the allowed states and so he will be put in the naughty 
corner. So Harris’s ideas, if taken seriously, would prevent progress.

like i said earlier, "maybe he'd be more at home in a static society"

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Cc: FIGG <fallible-ideas@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [BoI] Popper on morality in OSE...
Date: December 5, 2013 at 7:24 PM

On Nov 5, 2013, at 10:35 AM, Balázs Fehér <feher.balazs.feher@gmail.com> 
wrote:

I don't know the book by Sam Harris, but isn't he thinking along the following 
line?
1. Set up what you want to achieve (wellbeing) (this must not be a fact about 
human nature, but you formulate a wish, or theory of what is desirable to 
achieve as a human being)

This sounds to me like: step 1, set up an authority.

I don't like authorities, and also how can that be step 1? Shouldn't there be a 
bunch of steps to figure out what is moral? you can't start there by just assuming 
it's "wellbeing"

2. Look at the facts, look at what we know about human well being in the 
present case (this is related with your state of mind and therefore to a certain 
extent to your brain states).

step 2: declare your opinions facts.

ugh.

like i suspected at the first: authority, authority, authority.

the point of calling your ideas "facts" is to give them authority and suppress 
disagreement and critical argument.

This puts constraints on the ways in which you can maximize enjoyment (if you 
wish that, if you understand that under wellbeing). Here, to refer to your 
example, taking heroin might be fun at short term, but we know much about why 
we cannot rely on that to achieve long term enjoyment without side effects.

oh, "we" know that, and it's a "fact"? no. it's your idea that you didn't make any 



effort to argue. you're relying on authority and assertion instead of arguemnt. and 
you're attributing this to harris -- and i agree! heh.

i for one don't know that all long term heroin use has significant negative side 
effects that make it a bad idea, in the way you mean. i don't agree with you and 
don't accept your unargued opinions as facts.

i actually consider that a standard type of propaganda that most people repeat, 
and "everyone knows", but which they don't really know anything about. i find it 
notable that your single example, chosen by you to make your point, of a 
supposed fact that you want to set up as an authority, happens to be something i 
consider an error. error is everywhere and that's why we shouldn't be setting up 
our ideas as "facts" with authority.

And this is very much related with how the brain works, and its chemistry. We 
have very detailed explanations about that I think.

to hammer in the point, no there aren't books with detailed explanations on the 
topic saying why Szasz is wrong. there are lots of books with detailed 
explanations that utterly fail to address Szasz' points, which will maybe warn you 
off the authority of every detailed explanation. it's common that there's a detailed 
explanation about X which is right given the factors it considered, but wrong b/c of 
something it didn't consider at all.

In that way we can possibly make progress. Once we see the problem of why 
we cant enjoy the effects of heroin given our brains normal functioning, we can 
try to achieve our goal by manipulating our brains chemistry for example.
This is just a crude example. Of course many of our immediate problems are the 
epistemological sort that you mentioned, which has indeed, little to do with brain 
chemistry in most cases I think. Or maybe not. Perhaps, if you define wellbeing 
as the ability to solve problems, you might set up theories about what is relevant 
in your brain that help you to solve problems. And then you may modify your 
brain as before to help you.

a quick way to see brain chemistry isn't the issue: we can build robotic bodies 
without any brain chemistry and upload ourselves into them. and that'll still be a 
human life. some activities like eating and sex would change, but the important 
stuff like problem solving and morality and philosophy won't.

unless you're denying this and think computers and humans are fundamentally 



different? but i'm guessing you won't do that. so i'm not sure how you can attach 
so much importance to brain chemistry.

the real issues are the properties of a universal knowledge creation device, which 
do not dependent on particular implementation details like some particular 
chemistry, transistors, or whatever else.

I also don't understand why a a scientific ethics is absurd.

oh speaking of that:

is the issue:

1) ethics for scientists doing science?

that's not absurd at all, it's just a subfield of ethics.

or

2) ethics for everything with a scientific foundation?

this is an instance of foundationalism, which is mistaken in general.

or

3) ethics for everything that are "scientific" meaning discovered rationally instead 
of arbitrarily or by authority?

this is possible, real, and not absurd at all. rational progress can be made in 
ethics and has been. Atlas Shrugged is an example but there's a million other 
examples including plenty that would be more appealing to people who disagree 
with Ayn Rand.

I understand and agree with that from simple facts about 'human nature' we 
cannot build up ethics. But I think we can put forth theories about what might be 
possible and desirable to achieve as humans, and test those visions.

"test" them meaning what?



scientific experiments? what would that settle? some experiments might be 
relevant sometimes but it's moral arguments that matter and experiments are 
only relevant when moral arguments refer to them.

but if the real thing intended is *criticism*, then i would agree: we can improve our 
moral ideas ("visions") using criticism. perhaps Balázs Fehér agrees with this or 
meant this, i'm not sure, but i think Sam Harris has a different position.

And it will get better and better with time. I think we should define not what is 
good but only what we want, what we desire. And by making progress our 
wishes and reality will converge. If it is only ignorance that causes suffering, 
then by knowing our wishes shall be fulfilled as well.

What do you think?

i think precision is important. it would have made more sense to say something 
like "if it is only ignorance that causes immorality..." since morality was the topic. 
introducing suffering as a new concept at the very end is a bad idea. i think it's 
being done due to conflating it with some other concept that was already 
discussed, like immorality.

PS when writing replies, please quote relevant stuff you're responding to. that will 
make your post stand alone and come complete with its context.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper on morality in OSE...
Date: December 5, 2013 at 7:46 PM

On Nov 5, 2013, at 5:04 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 6 Nov 2013, at 7:42, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 5 Nov 2013, at 18:35, Balázs Fehér <feher.balazs.feher@gmail.com> 
wrote:

2013. november 2., szombat 23:59:56 UTC+1 időpontban Alan Forrester a 
következőt írta:

Chapter 5 of OSE is about why Popper considers it impossible to derive 
facts from values. Different people can see the same facts and come to 
different moral judgements and so morality can't be derived from facts.

OSE Chapter 5 Note 18

The hope of getting some argument or theory to share our responsibilities 
is, I believe, one of the basic motives of 'scientific' ethics. 'Scientific' ethics 
is in its absolute barrenness one of the most amazing of social 
phenomena. What does it aim at? At telling us what we ought to do, i.e. at 
constructing a code of norms upon a scientific basis, so that we need only 
look up the index of the code if we are faced with a difficult moral decision? 
This clearly would be absurd; quite apart from the fact that if it could be 
achieved, it would destroy all personal responsibility and therefore all 
ethics.

...and some criticism of Sam Harris.

Popper claims scientific ethics is absurd but doesn't explain why. I think the 
problem is that if you claimed to have a scientific derivation of morality that 
wouldn't get you anywhere because that just raises questions that can't be 
answered by your theory. Are you doing the science correctly? And why 
would it be right to judge this issue using science? And what counts as 
science in the first place and why?



Or would it give scientific criteria of the truth and falsity of moral 
judgements, i.e. of judgements involving such terms as 'good' or 'bad'? But 
it is clear that moral judgements are absolutely irrelevant. Only a 
scandalmonger is interested in judging people or their actions; 'judge not' 
appears to some of us one of the fundamental and much too little 
appreciated laws of humanitarian ethics. (We may have to disarm and to 
imprison a criminal in order to prevent him from repeating his crimes, but 
too much of moral judgement and especially of moral indignation is always 
a sign of hypocrisy and pharisaism.) Thus an ethics of moral judgements 
would be not only irrelevant but indeed an immoral affair. The all-
importance of moral problems rests, of course, on the fact that we can act 
with intelligent foresight, and that we can ask ourselves what our aims 
ought to be, i.e. how we ought to act.

This seems a bit muddled. Are we supposed to judge the criminal's actions 
or not? I would say if we're going to lock people up we should have made 
sure to judge their actions bad enough that we want to prevent him from 
acting that way by force.

Popper talks of "too much" moral judgement. I think this refers to something 
like a real problem but the problem is people making moral condemnations 
without understanding the issues or the situation the person in question 
faced. In other words, it's not a problem of moral judgement but a problem 
of lack of judgement: that is, a lack of carefully considering the problems 
involved.

An example of not understanding more problems: many people in the UK 
say the US ought obviously to ban guns to stop mass shootings at cinemas 
and that sort of thing. Those people fail to understand the context. It is 
perfectly possible to use a gun properly, i.e. - don't shoot people, or only 
shoot them in self defence. So if you ban guns you deprive people of an 
item that can be used in a legitimate way, including defending people from 
being shot up at a cinema. This is a bad idea. There are other relevant 
moral issues too.

Nearly all moral philosophers who have dealt with the problem of how we 
ought to act (with the possible exception of Kant) have tried to answer it 
either by reference to 'human nature' (as did even Kant, when he referred 
to human reason) or to the nature of 'the good'. The first of these ways 
leads nowhere, since all actions possible to us are founded upon 'human 



nature', so that the problem of ethics could also be put by asking which 
elements in human nature I ought to approve and to develop, and which 
sides I ought to suppress or to control. But the second of these ways also 
leads nowhere; for given an analysis of 'the good' in form of a sentence 
like: 'The good is such and such' for 'such and such is good'), we would 
always have to ask: What about it? Why should this concern me? Only if 
the word 'good' is used in an ethical sense, i.e. only if it is used to mean 
'that which I ought to do', could I derive from the information 'x is good' the 
conclusion that I ought to do x. In other words, if the word 'good' is to have 
any ethical significance at all, it must be defined as 'that which I (or we) 
ought to do (or to promote)'. But if it is so defined, then its whole meaning 
is exhausted by the defining phrase, and it can in every context be 
replaced by this phrase, i.e. the introduction of the term 'good' cannot 
materially contribute to our problem. (Cp. also note 49 (3) to chapter 11.)

Note 49(3) to Chapter 11 of OSE:

Essentialism and the theory of definition have led to an amazing 
development in Ethics. The development is one of increasing abstraction 
and loss of touch with the basis of all ethics--the practical moral problems, 
to be decided by us here and now. It leads first to the general question, 
'What is good?' or 'What is the Good?'; next to 'What does "Good" mean?' 
and next to 'Can the problem "What does 'Good' mean?" be answered?' or 
'Can "good" be defined?' G. E. Moore, who raised this last problem in his 
Principia Ethica, was certainly right in insisting that 'good' in the moral 
sense cannot be defined in 'naturalistic' terms. For, indeed, if we could, it 
would mean something like 'bitter' or 'sweet' or 'green' or 'red'; and it would 
be utterly irrelevant from the point of view of morality. Just as we need not 
attain the bitter, or the sweet, etc., there would be no reason to take any 
moral interest in a naturalistic 'good'. But although Moore was right in what 
is perhaps justly considered his main point, it may be held that an analysis 
of good or of any other concept or essence can in no way contribute to an 
ethical theory which bears upon the only relevant basis of all ethics, the 
immediate moral problem that must be solved here and now. Such an 
analysis can lead only to the substitution of a verbal problem for a moral 
one.

The idea that morality is about "the immediate moral problem that must be 



solved here and now" is at best a bad formulation. You need moral 
principles to judge what you should do in a particular situation because 
otherwise all you have is a pile of competing claims and no way to sort them 
out. The best construction I can put on what Popper said here is that each 
situation has some unique aspects and we have to think on our feet to apply 
moral principles to that situation and no definition of the good could 
contribute to such thought.

In "The Moral Landscape" Sam Harris claims that morality can be derived 
from facts about human wellbeing and we can understand those facts by 
looking at how the brain lights up when a person is happy. This invokes all 
of the bad ideas Popper criticised above. He defines morality as being about 
wellbeing but this just begs the question of what counts as wellbeing and 
why. And why is the way a person's brain lights up the relevant issue? Some 
people feel happy when they take heroin. You might say, as Harris does, 
that this happiness can't last, but the explanation for why it can't last has 
nothing at all to do with the brain.

At any particular time you're going to have some areas of your life you find 
unsatisfactory. To make your life better you have to find out why these 
aspects of your life are unsatisfactory and solve the relevant problems. 
That's an epistemological problem, which has nothing to do with brain 
chemistry.

Indeed, if a person is solving problems then his brain chemistry has to be 
explained in terms of the morality of how to solve problems. He will be 
thinking about what is required by epistemology (and other stuff too, like 
physics or economics or aesthetics or whatever) and his brain chemistry will 
instantiate those thoughts. So Sam Harris has got the explanation 
completely backward: we should be thinking about the moral properties of 
what a person is thinking and not the chemical details.

I say Harris has got the problem backward, but actually his position is far 
worse than that. His position relies on being able to identify the "moral" brain 
states. This doesn't allow for the possibility of creating new ideas since a 
new idea will be instantiated differently from the ideas we already know 
about. If a scientist or businessman or whatever comes up with a new and 
better idea then his brain will not be in one of the allowed states and so he 
will be put in the naughty corner. So Harris's ideas, if taken seriously, would 
prevent progress.



I don't know the book by Sam Harris, but isn't he thinking along the following 
line?
1. Set up what you want to achieve (wellbeing) (this must not be a fact about 
human nature, but you formulate a wish, or theory of what is desirable to 
achieve as a human being)
2. Look at the facts, look at what we know about human well being in the 
present case (this is related with your state of mind and therefore to a certain 
extent to your brain states). This puts constraints on the ways in which you 
can maximize enjoyment (if you wish that, if you understand that under 
wellbeing). Here, to refer to your example, taking heroin might be fun at short 
term, but we know much about why we cannot rely on that to achieve long 
term enjoyment without side effects. And this is very much related with how 
the brain works, and its chemistry. We have very detailed explanations about 
that I think.

Wrong. The sensations a person has when he takes heroin or stops taking 
heroin are partly a result of brain chemistry.

And his ideas? Are they "partly a result of brain chemistry" too?

The reason why taking heroin is bad is largely that it is a waste of time and has 
some associated medical risks.

What is the criteria for "waste of time and has some associated medical risks"? 
Drinking alcohol or coffee or smoking are presumably in the same bucket, no?

There is clearly some sort of sliding scale of time-wasting and risk. But at what 
point do you judge the amount of either to turn the activity into one you deem 
"bad"?

It's not a matter of what "point" (amount), it's a matter of explanations.

If you have an explanation about what's wrong with something, and no other 
explanations on the topic, then you're done and the matter is settled. Even if it's 
only a small amount bad; the amount doesn't matter because there's only one 
explanation so we'll go by it.

If someone does come up with an explanation why it's good in some case, then 
you should consider whether that explanation addresses the bad stuff already 



pointed out. if the positive explanation does not address the prior negative 
explanation, then we can criticize it for ignoring an important part of the issue. (as 
always, that criticism is open to counter-criticism. and the counter-criticism is 
open to counter-criticism. and so on.)

if the positive explanation why it's good does address the prior explanation why 
it's bad, then again the matter seems to be settled. we have an explanation of 
why it's good and why what used to seem to be a bad isn't a bad (either 
universally or perhaps just in some limited context). so again the amount of 
badness doesn't end up mattering. with this new positive explanation we see the 
thing as good (either universally or in a context).

What about bungee jumping? Car racing? Computer game playing?

They can be addressed with explanations.

People can have reasons for taking heroin other than "wasting time" and "taking 
risks". These might include: "it's fun" or more fully: "it's just fun and once I've 
done it I feel motivated to get back to doing productive work, more so than if I 
was denied it".

That aside, it does not seem to me that an activity is "bad" just because it is 
judged by some to be a "waste of time" and has some associated medical risks 
(anything we choose to do with our time can be judged have "medical risks". 
Just because some people do stupid things with guns, cars, alcohol, etc, etc 
doesn't make *using those things* bad). What criteria that assesses heroin use 
as bad because it is "medically risky" and a "waste of time" would not assess 
race-car driving, shooting guns, bungee jumping and playing lots and lots of 
video games as good?

People learn lots from playing video games but not from taking heroin.

Do you think nothing worthwhile can ever come from heroin use? Do you think 
heroin use cannot be good?

There is nothing inherently irrational about seeking out pleasure, new forms of it 
and ways to improve pleasure. And new ways to have fun. It is good to find 



ways to reduce pain and increase pleasure. It is not the only good, but it is a 
good worth improving. Substances like heroin can have a place in reducing pain 
and increasing pleasure in safe ways.

What other things do you think are bad because they are a waste of time and 
medically risky aside from drug use?

For example, drinking and taking heroin at the same time can cause you to 
stop breathing.

Of course. If you do too much drinking you can stop breathing. And if you do too 
much heroin, you can stop breathing. And if you do too much drinking and 
taking heroin at the same time, you can stop breathing.

So the lesson seems to be, of you choose to do one or both: don't do too much 
if you want to keep breathing.

This is not a reason to think "heroin use is bad". By that criteria, use of any 
substance is bad. Paracelsus: "All substances are poisons. What matters is the 
dose."

In that way we can possibly make progress. Once we see the problem of why 
we cant enjoy the effects of heroin given our brains normal functioning, we 
can try to achieve our goal by manipulating our brains chemistry for example.

Manipulating brain chemistry isn't going to solve the relevant problem. The 
problem is that the person concerned has nothing better to do that to take 
heroin. Changing his brain chemistry isn't going to change that. Only better 
ideas will change that.

Who really has this problem situation that they genuinely have "nothing better to 
do"? Why are you assuming heroin users are not people making informed 
choices?

I would guess it's because, today, approximately 0% of heroin users are wise 
men making informed choices.



Why is it hard to believe they have decided from among many options and 
chosen this is the best thing to do at that moment?

Quite possibly they did decide that -- but were mistaken.

Maybe work has finished for the day for them and they want to relax?

That's not a very good lifestyle.

You may now start pointing out that my viewpoint must be critical of not just 
heroin users but many other things. I agree and do have many criticisms of many 
things. (But that doesn't make heroin lifestyles and all other lifestyles i have 
criticisms of equally bad)

It is not a problem that a user in general can be judged to be someone who "has 
nothing better to do than to take heroin". Why do you think it is?

There are lots of better things to do than heroin and they aren't that hard to find.

What is your criteria for judging people in this way?

A person might be very productive, in many areas, and want to relax at the end 
of a long day of enjoyable work, and solving their problems and so forth. That 
person might, for example, lay in the sun, go to a beach and listen to the waves. 
Or go for a walk and listen to music. Or drink a beer and watch a comedy 
program. Or inject heroin with friends and do the same, and/or fall into blissful 
sleep. Are all of these ways of using time bad?

If only the heroin one, why? What is the problem? What is the substantive 
difference between enjoying heroin and not killing oneself or getting sick...and 
all the others?

And by making progress our wishes and reality will converge. If it is only 
ignorance that causes suffering, then by knowing our wishes shall be fulfilled 
as well.



Good ideas about what to want might be fulfilled. Wishes not so much.

You seem skeptical in these recent posts that science - physical evidence - can 
contribute *anything whatever* to improving our moral theories. This attitude is 
at odds with what David writes in BoI.

Can you give an actual quote from Alan and point out how it contradicts BoI on 
this topic?

I don't think it's fair or reasonable to make criticisms of this type without doing 
that.

He says in Chapter 5 on the Reality of Abstractions, "Quite generally, in order to 
understand the moral landscape in terms of a given set of values, one needs to 
understand some facts as being a certain way too. And the converse is also 
true: for example, as the philosopher Jacob Bronowski pointed out, success at 
making factual, scientific discoveries entails a commitment to all sorts of values 
that are necessary for making progress. The individual scientist has to value 
truth, and good explanations, and be open to ideas and to change...". This 
paragraph, the ones before it and the ones after it not only are in total accord 
with what Harris himself writes in his book, The Moral Landscape - they could 
have been written by him they are so very close to what Harris explains in his 
alternative to "god and religion and tradition are the ultimate sources of moral 
truth". Indeed, Harris quotes the very same portions of Bronowski!

There are some key points of difference, it would seem, between Deutsch and 
Harris - but on the topic of moral philosophy there is actually much more 
agreement than not.

here, too, it's about explanations not amounts.

Certainly, Harris and Deutsch would agree more with one another on the best 
way to improve morality, and what moral truth consists of, than they would agree 
with what most major religious traditions

I think DD's worldview is more at odds with Harris's than with Judaism.



i think you've underestimated how much disagreement is possible with your 
ideas.

- and so what most people on the planet - believe on this topic. They both 
believe in objective moral truth,

as does judaism

they both believe, in line with Bronowski, that a commitment to certain moral 
principles underpins the philosophy of science

i'm not sure if judaism says this, but it's at least compatible, and perhaps implied.

and they both believe that progress in science cannot occur, in the long run, 
without progress in morality and vice versa.

i'm not sure if judaism says this, but it's at least compatible, and perhaps implied.

so even just going through a small number of examples of your choosing, your 
case doesn't look too amazing.

As David writes in that same chapter, "We should not be surprised at these 
connections. The truth has a structural unity as well as logical consistency, and I 
guess that no true explanation is entirely disconnected from any other. Since the 
universe is explicable, it must be that morally right values are connected in this 
way with true factual theories, and morally wrong values with false theories."

I guess Sam Harris could not agree more.

if he actually meaningfully agreed, wouldn't he take appropriate actions such as 
learning important relevant stuff like Popper?

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper on morality in OSE...
Date: December 5, 2013 at 7:57 PM

On Nov 6, 2013, at 2:06 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 6 Nov 2013, at 01:04, Brett Hall <brhalluk@hotmail.com> wrote:

On 6 Nov 2013, at 7:42, "Alan Forrester" 
<alanmichaelforrester@googlemail.com> wrote:

On 5 Nov 2013, at 18:35, Balázs Fehér <feher.balazs.feher@gmail.com> 
wrote:

If your main leisure activity is to render yourself unconscious I would say you 
have a problem.

This argument wins. :)

And by making progress our wishes and reality will converge. If it is only 
ignorance that causes suffering, then by knowing our wishes shall be 
fulfilled as well.

Good ideas about what to want might be fulfilled. Wishes not so much.

You seem skeptical in these recent posts that science - physical evidence - 
can contribute *anything whatever* to improving our moral theories.

That's not consistent with my positions as stated above. If I consider the medical 
risks of doing something relevant to whether you ought to do it, how can it also 
be true that I consider physical evidence irrelevant?

This one too. ^^



This attitude is at odds with what David writes in BoI. He says in Chapter 5 on 
the Reality of Abstractions, "Quite generally, in order to understand the moral 
landscape in terms of a given set of values, one needs to understand some 
facts as being a certain way too. And the converse is also true: for example, as 
the philosopher Jacob Bronowski pointed out, success at making factual, 
scientific discoveries entails a commitment to all sorts of values that are 
necessary for making progress. The individual scientist has to value truth, and 
good explanations, and be open to ideas and to change...". This paragraph, 
the ones before it and the ones after it not only are in total accord with what 
Harris himself writes in his book, The Moral Landscape - they could have been 
written by him they are so very close to what Harris explains in his alternative 
to "god and religion and tradition are the ultimate sources of moral truth". 
Indeed, Harris quotes the very same portions of Bronowski! There are some 
key points of difference, it would seem, between Deutsch and Harris - but on 
the topic of moral philosophy there is actually much more agreement than not. 
Certainly, Harris and Deutsch would agree more with one another on the best 
way to improve morality, and what moral truth consists of, than they would 
agree with what most major religious traditions - and so what most people on 
the planet - believe on this topic. They both believe in objective moral truth, 
they both believe, in line with Bronowski, that a commitment to certain moral 
principles underpins the philosophy of science and they both believe that 
progress in science cannot occur, in the long run, without progress in morality 
and vice versa.

As David writes in that same chapter, "We should not be surprised at these 
connections. The truth has a structural unity as well as logical consistency, and 
I guess that no true explanation is entirely disconnected from any other. Since 
the universe is explicable, it must be that morally right values are connected in 
this way with true factual theories, and morally wrong values with false 
theories."

I guess Sam Harris could not agree more.

So Sam Harris, who is perfectly happy with writing (on p. 213 of ML):

"Most important, instrumental aggression seems to be linked to the 
callousness/unemotional (CU) trait that is the hallmark of the disorder. Studies 
of same-sex twins suggest that the CU trait is also most associated with 
heritable causes of antisocial behaviour..."



and who ends that sentence by citing some junk science psychology paper has 
a very similar position to David who spends most of pages 316-321 of BoI 
criticising exactly this kind of bad argument?

Three in a row! :D

I wonder why Brett didn't reply (or others, but Brett in particular already showed 
interest in these topics)? Do they not appreciate good arguments?

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Popper on morality in OSE...
Date: December 5, 2013 at 8:56 PM

On 6 Dec 2013, at 11:46, "Elliot Temple" <curi@curi.us> wrote:

On Nov 5, 2013, at 5:04 PM, Brett Hall <brhalluk@hotmail.com> wrote:

You seem skeptical in these recent posts that science - physical evidence - 
can contribute *anything whatever* to improving our moral theories. This 
attitude is at odds with what David writes in BoI.

Can you give an actual quote from Alan and point out how it contradicts BoI on 
this topic?

I don't think it's fair or reasonable to make criticisms of this type without doing 
that.

I did. It's in the next sentence. In the very next sentence - below - I provide a 
chapter number and a quote. And it's a reasonably long, relevant quote. If you 
don't think it's relevant or is otherwise misplaced, let me know. But you are wrong 
that I did not "give an actual quote". So, by your own standards I've been "fair and 
reasonable".

Your objections, now?

He says in Chapter 5 on the Reality of Abstractions, "Quite generally, in order 
to understand the moral landscape in terms of a given set of values, one 
needs to understand some facts as being a certain way too. And the converse 
is also true: for example, as the philosopher Jacob Bronowski pointed out, 
success at making factual, scientific discoveries entails a commitment to all 
sorts of values that are necessary for making progress. The individual scientist 
has to value truth, and good explanations, and be open to ideas and to 
change...". This paragraph, the ones before it and the ones after it not only are 
in total accord with what Harris himself writes in his book, The Moral 
Landscape - they could have been written by him they are so very close to 



what Harris explains in his alternative to "god and religion and tradition are the 
ultimate sources of moral truth". Indeed, Harris quotes the very same portions 
of Bronowski!

There are some key points of difference, it would seem, between Deutsch and 
Harris - but on the topic of moral philosophy there is actually much more 
agreement than not.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper on morality in OSE...
Date: December 5, 2013 at 9:06 PM

On Dec 5, 2013, at 5:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 6 Dec 2013, at 11:46, "Elliot Temple" <curi@curi.us> wrote:

On Nov 5, 2013, at 5:04 PM, Brett Hall <brhalluk@hotmail.com> wrote:

You seem skeptical in these recent posts that science - physical evidence - 
can contribute *anything whatever* to improving our moral theories. This 
attitude is at odds with what David writes in BoI.

Can you give an actual quote from Alan and point out how it contradicts BoI on 
this topic?

I don't think it's fair or reasonable to make criticisms of this type without doing 
that.

I did. It's in the next sentence. In the very next sentence - below - I provide a 
chapter number and a quote. And it's a reasonably long, relevant quote. If you 
don't think it's relevant or is otherwise misplaced, let me know. But you are 
wrong that I did not "give an actual quote". So, by your own standards I've been 
"fair and reasonable".

Your objections, now?

A quote from BoI isn't an "actual quote from Alan".

Brett asked me to read more closely and said I missed the next sentence (I 
didn't), but I routinely read closely. Meanwhile Brett didn't read closely enough 
himself. This kind of thing happens a lot and I haven't had much success getting 
most people to improve. But talking with them can be boring when their posts are 
this low quality. Ideas?

-- Elliot Temple



http://elliottemple.com/

http://elliottemple.com/


From: Justin Mallone <justinceo@gmail.com>
Cc: FI <fallible-ideas@yahoogroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [BoI] [FI] Popper on morality in OSE...
Date: December 5, 2013 at 9:25 PM

On Dec 5, 2013, at 6:04 PM, Elliot Temple <curi@curi.us> wrote:

On Nov 2, 2013, at 3:59 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

This seems a bit muddled. Are we supposed to judge the criminal’s actions or 
not? I would say if we’re going to lock people up we should have made sure to 
judge their actions bad enough that we want to prevent him from acting that 
way by force.

No, "we" don't lock people up, courts do. Courts should make these decisions 
according to the law, not according to their moral judgment (that of the judge or 
the jury).

(Yes juries sometimes have some room for moral judgment *according to the 
law* in my vague understanding. That's fine.)

Whether something is immoral enough to lock people up over should be a 
consideration with making laws. For example, I think that smoking marijuana is 
immoral in many cases -- by which I mean it's a bad lifestyle. But I don't think 
anyone should be locked up over it. One reason not to lock anyone up is that if 
Bob smokes marijuana his choice doesn't harm Joe or Susie. Crimes need 
victims (other than the guy doing it, who apparently prefers it and isn't 
complaining -- he doesn't consider himself a victim and basically no one is a 
victim who doesn't think he is, barring quite exceptional circumstances).

What circumstances, out of curiosity.



From: Elliot Temple <curi@curi.us>
Cc: FI <fallible-ideas@yahoogroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [BoI] [FI] Popper on morality in OSE...
Date: December 5, 2013 at 9:28 PM

On Dec 5, 2013, at 6:25 PM, Justin Mallone <justinceo@gmail.com> wrote:

On Dec 5, 2013, at 6:04 PM, Elliot Temple <curi@curi.us> wrote:

On Nov 2, 2013, at 3:59 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

This seems a bit muddled. Are we supposed to judge the criminal’s actions or 
not? I would say if we’re going to lock people up we should have made sure 
to judge their actions bad enough that we want to prevent him from acting 
that way by force.

No, "we" don't lock people up, courts do. Courts should make these decisions 
according to the law, not according to their moral judgment (that of the judge or 
the jury).

(Yes juries sometimes have some room for moral judgment *according to the 
law* in my vague understanding. That's fine.)

Whether something is immoral enough to lock people up over should be a 
consideration with making laws. For example, I think that smoking marijuana is 
immoral in many cases -- by which I mean it's a bad lifestyle. But I don't think 
anyone should be locked up over it. One reason not to lock anyone up is that if 
Bob smokes marijuana his choice doesn't harm Joe or Susie. Crimes need 
victims (other than the guy doing it, who apparently prefers it and isn't 
complaining -- he doesn't consider himself a victim and basically no one is a 
victim who doesn't think he is, barring quite exceptional circumstances).

What circumstances, out of curiosity.

For example: someone is taken hostage at gunpoint and is extremely distressed 
about it initially. But then as part of his method of coping with his situation he 



forms some more positive opinions of his captor. A few years later in retrospect 
those more positive opinions are long gone, but a few days after he's freed they 
are still there because he doesn't readjust that quickly. Undoing his emergency 
coping measures takes some time.

(Yes, you could explain this to him and a rational person would realize that could 
be going on even when he doesn't *feel* that way. However, most people are 
irrational enough to have a very hard time with that, and would have a similarly 
hard time with many other things.)

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Balázs Fehér <feher.balazs.feher@gmail.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [BoI] Popper on morality in OSE...
Date: December 6, 2013 at 10:23 AM

2013. december 6., péntek 1:24:50 UTC+1 időpontban Elliot Temple a
következőt írta:

On Nov 5, 2013, at 10:35 AM, Balázs Fehér 
<feher.bal...@gmail.com<javascript:>>
wrote:

I don't know the book by Sam Harris, but isn't he thinking along the
following line?

1. Set up what you want to achieve (wellbeing) (this must not be a fact
about human nature, but you formulate a wish, or theory of what is
desirable to achieve as a human being)

This sounds to me like: step 1, set up an authority.

I don't like authorities, and also how can that be step 1? Shouldn't there
be a bunch of steps to figure out what is moral? you can't start there by
just assuming it's "wellbeing"

I did not mean setting up an authority, and I see that that would be a bad
idea. I did not think so far too much about morality so i think I have very
simplistic ideas about what it takes to be/act moral. I assumed morality is
related with only the suffering and happiness of sentient beings, and how
to bring about happiness and reduce suffering. And the rest are the hard
things to figure out for it is not straightforward of how to achieve
happiness and how to maintain it. About the ways to achieve these aims we
shouldn't be authoritarian. For to achieve these aims we need good
explanations of why certain acts are contributing or not contributing to
happiness and these explanation will be always prone to error. Or did you
mean that setting up as the basis for morality this very idea about
happiness is bad and authoritarian? If so then I think I do not understand
what morality is about.



2. Look at the facts, look at what we know about human well being in the
present case (this is related with your state of mind and therefore to a
certain extent to your brain states).

step 2: declare your opinions facts.

ugh.

like i suspected at the first: authority, authority, authority.

the point of calling your ideas "facts" is to give them authority and
suppress disagreement and critical argument.

Sorry, bad wording. I intended to say: "Look at the best explanations, look
at what are the best explanations about bringing about human well being."
Otherwise I would agree with your objections.

This puts constraints on the ways in which you can maximize enjoyment
(if you wish that, if you understand that under wellbeing). Here, to refer
to your example, taking heroin might be fun at short term, but we know much
about why we cannot rely on that to achieve long term enjoyment without
side effects.

oh, "we" know that, and it's a "fact"? no. it's your idea that you didn't
make any effort to argue. you're relying on authority and assertion instead
of arguemnt. and you're attributing this to harris -- and i agree! heh.

i for one don't know that all long term heroin use has significant negative
side effects that make it a bad idea, in the way you mean. i don't agree
with you and don't accept your unargued opinions as facts.

Sorry i did not elaborate on this. And i think you are right actually. for
what i meant was: you have to continue to increase your dosage of heroin to
achieve the same subjective effect, and this leads to overdose eventually.
This was the only argument that i had in mind. And i assumed that it is our
best knowledge regarding the matter. But if this is not the case then you
are right.



i actually consider that a standard type of propaganda that most people
repeat, and "everyone knows", but which they don't really know anything
about. i find it notable that your single example, chosen by you to make
your point, of a supposed fact that you want to set up as an authority,
happens to be something i consider an error. error is everywhere and that's
why we shouldn't be setting up our ideas as "facts" with authority.

Thanks for pointing this out, i should be more careful with this. But under
"facts" again I intended to say "best explanations". Apparently my
explanation was mistaken and i assumed it is common knowledge.

And this is very much related with how the brain works, and its
chemistry. We have very detailed explanations about that I think.

to hammer in the point, no there aren't books with detailed explanations
on the topic saying why Szasz is wrong. there are lots of books with
detailed explanations that utterly fail to address Szasz' points, which
will maybe warn you off the authority of every detailed explanation. it's
common that there's a detailed explanation about X which is right given the
factors it considered, but wrong b/c of something it didn't consider at
all.

I see.

In that way we can possibly make progress. Once we see the problem of
why we cant enjoy the effects of heroin given our brains normal
functioning, we can try to achieve our goal by manipulating our brains
chemistry for example.

This is just a crude example. Of course many of our immediate problems
are the epistemological sort that you mentioned, which has indeed, little
to do with brain chemistry in most cases I think. Or maybe not. Perhaps, if
you define wellbeing as the ability to solve problems, you might set up
theories about what is relevant in your brain that help you to solve
problems. And then you may modify your brain as before to help you.



a quick way to see brain chemistry isn't the issue: we can build robotic
bodies without any brain chemistry and upload ourselves into them. and
that'll still be a human life. some activities like eating and sex would
change, but the important stuff like problem solving and morality and
philosophy won't.

unless you're denying this and think computers and humans are
fundamentally different? but i'm guessing you won't do that. so i'm not
sure how you can attach so much importance to brain chemistry.

I agree with you that we can have sentient beings without brain chemistry.
The importance of brain chemistry comes into the picture only at the
present day while we still rely on a biological brain, and only regarding
the specific issue given my false explanation about neurotransmitters
adapting to increased dosage of heroin, because then the question would
arise how to modify substance uptake or something like this.

the real issues are the properties of a universal knowledge creation
device, which do not dependent on particular implementation details like
some particular chemistry, transistors, or whatever else.

Ultimately yes, i agree, the real issues about morality are related with
the universal knowledge creation device which produces sentience.

I also don't understand why a a scientific ethics is absurd.

oh speaking of that:

is the issue:

1) ethics for scientists doing science?

that's not absurd at all, it's just a subfield of ethics.

or



2) ethics for everything with a scientific foundation?

this is an instance of foundationalism, which is mistaken in general.

or

3) ethics for everything that are "scientific" meaning discovered
rationally instead of arbitrarily or by authority?

I thought about this third one.

this is possible, real, and not absurd at all. rational progress can be
made in ethics and has been. Atlas Shrugged is an example but there's a
million other examples including plenty that would be more appealing to
people who disagree with Ayn Rand.

I understand and agree with that from simple facts about 'human nature'
we cannot build up ethics. But I think we can put forth theories about what
might be possible and desirable to achieve as humans, and test those
visions.

"test" them meaning what?

scientific experiments? what would that settle? some experiments might be
relevant sometimes but it's moral arguments that matter and experiments are
only relevant when moral arguments refer to them.

but if the real thing intended is *criticism*, then i would agree: we can
improve our moral ideas ("visions") using criticism. perhaps Balázs Fehér
agrees with this or meant this, i'm not sure,

Yes, under test i meant criticism broadly, not strictly scientific tests.

but i think Sam Harris has a different position.

And it will get better and better with time. I think we should define
not what is good but only what we want, what we desire. And by making



progress our wishes and reality will converge. If it is only ignorance that
causes suffering, then by knowing our wishes shall be fulfilled as well.

What do you think?

i think precision is important. it would have made more sense to say
something like "if it is only ignorance that causes immorality..." since
morality was the topic.

It is due to my superficial understanding of the morality/immorality issue
along the line happiness/suffering, as I mentioned in the beginning.



From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [FI] [BoI] Popper on morality in OSE...
Date: December 6, 2013 at 4:18 PM

On Dec 6, 2013, at 7:23 AM, Balázs Fehér <feher.balazs.feher@gmail.com> 
wrote:

2013. december 6., péntek 1:24:50 UTC+1 időpontban Elliot Temple a
következőt írta:

On Nov 5, 2013, at 10:35 AM, Balázs Fehér 
<feher.bal...@gmail.com<javascript:>>
wrote:

I don't know the book by Sam Harris, but isn't he thinking along the
following line?

1. Set up what you want to achieve (wellbeing) (this must not be a fact
about human nature, but you formulate a wish, or theory of what is
desirable to achieve as a human being)

This sounds to me like: step 1, set up an authority.

I don't like authorities, and also how can that be step 1? Shouldn't there
be a bunch of steps to figure out what is moral? you can't start there by
just assuming it's "wellbeing"

I did not mean setting up an authority, and I see that that would be a bad
idea. I did not think so far too much about morality so i think I have very
simplistic ideas about what it takes to be/act moral.

That makes sense. Authority is very commonly advocated just beneath the 
surface without saying "i want authority". People pick it up everywhere, 
sometimes without realizing it. Advocating authority is all over the place in our 
culture. So without a lot of careful thought, it's easy to say things that mean 
authority, possibly without knowing that's what they mean. This can happen to 



people who don't like authority (or maybe more accurately, are mixed on the 
subject. if someone doesn't like authority in one way, but accepted it in another 
way, it's hard to guess what will happen if he recognizes the conflict, he could go 
either way).

One reason for this is that our culture's dominant epistemology is authoritarian. (If 
you think our culture has multiple dominant epistemologies, OK, no strong 
objections, but then I'll say *all* the major ones are authoritarian.) The 
authoritarian epistemology has far-reaching consequences to many other fields.

There's also a lot of authority in how people look at status, prestige and social 
role. And plenty of authority in people's attitudes to rules, teachers, parents and 
often the Government :(

And also science is routinely used as an authority. But I think this error, and 
perhaps some of the others too, is included in epistemology.

I assumed morality is
related with only the suffering and happiness of sentient beings, and how
to bring about happiness and reduce suffering.

This is an OK idea if held as a fallible, conjectural idea. Maybe it can be criticized, 
but it has some merit too.

The problems come when this idea -- or any other idea -- is used as a foundation 
for morality, or is assumed to be the only possible approach to morality. That 
would turn it into an authority beyond question.

And the rest are the hard
things to figure out for it is not straightforward of how to achieve
happiness and how to maintain it.

A better perspective is that it's all hard to figure out. There's no obvious part, 
everything is vulnerable to potential error and criticism. This sort of "nothing is 
obvious" attitude is a mainstay in Popper and Deutsch; I think it's really important 
everywhere.

About the ways to achieve these aims we
shouldn't be authoritarian.



"About how to accomplish X, we shouldn't be authoritarian" actually sets up X as 
an authority, doesn't it? It's saying no authority after we agree on X.

For to achieve these aims we need good
explanations of why certain acts are contributing or not contributing to
happiness and these explanation will be always prone to error. Or did you
mean that setting up as the basis for morality this very idea about
happiness is bad and authoritarian?

yes

If so then I think I do not understand
what morality is about.

Morality is about how to live. It doesn't presuppose any particular views about 
this, it's just the whole topic of how to live.

Getting more specific, one view I like is that in life you make various decisions. So 
morality should help us make decisions. But, strictly speaking, this is a particular 
idea in moral philosophy, not the starting point or definition of the field.

I think suffering is bad, and you think suffering is bad, and almost everyone does. 
But that is our fallible, conjectural knowledge (that our culture created long ago 
and has been passing on), not something we should make an authority. While it's 
hard to imagine a big reversal on this idea, we shouldn't be surprised if our view 
has some mistakes we could improve on with criticism.

Note that our culture's perspective on suffering is different than mine. For 
example, most people think it's good to "punish" criminals (and children) -- which 
means hurting them and making them suffer on purpose. I think it's OK to jail a 
criminal for defensive reasons (he can't rob another bank from his jail cell), but 
not OK for the purpose of "punishing" him or making him suffer. So I disagree in 
an important way with most people in our culture on the topic of morality and 
suffering. (BTW this view was advocated by William Godwin in the 1790's and 
has had plenty of time to catch on if people were more open to it.)

Whether you agree with me about punishment or not, I think this suffering topic is 
a good example of how everyone ought to be keeping all their moral ideas open 
to criticism. What most people take for granted, I consider a serious mistake. 



Even if you disagree with me, I hope you can see it's possible to argue for a 
different view than the standard one.

2. Look at the facts, look at what we know about human well being in the
present case (this is related with your state of mind and therefore to a
certain extent to your brain states).

step 2: declare your opinions facts.

ugh.

like i suspected at the first: authority, authority, authority.

the point of calling your ideas "facts" is to give them authority and
suppress disagreement and critical argument.

Sorry, bad wording. I intended to say: "Look at the best explanations, look
at what are the best explanations about bringing about human well being."
Otherwise I would agree with your objections.

Well, OK, if all you meant is we try to seek out the truth, using tools like 
explanations and criticisms, I agree. However, that's not usually what people 
mean though, so be careful! Maybe you still have some BoI-contradicting ideas 
that you got from ... almost anywhere but here. Note that Popper himself made 
some mistakes where he didn't fully progress beyond the prevailing mistakes. It 
takes a ton of work to be thorough about rejecting the prevailing epistemology 
and other related standard ideas.

This puts constraints on the ways in which you can maximize enjoyment
(if you wish that, if you understand that under wellbeing). Here, to refer
to your example, taking heroin might be fun at short term, but we know much
about why we cannot rely on that to achieve long term enjoyment without
side effects.

oh, "we" know that, and it's a "fact"? no. it's your idea that you didn't
make any effort to argue. you're relying on authority and assertion instead
of arguemnt. and you're attributing this to harris -- and i agree! heh.



i for one don't know that all long term heroin use has significant negative
side effects that make it a bad idea, in the way you mean. i don't agree
with you and don't accept your unargued opinions as facts.

Sorry i did not elaborate on this. And i think you are right actually. for
what i meant was: you have to continue to increase your dosage of heroin to
achieve the same subjective effect, and this leads to overdose eventually.
This was the only argument that i had in mind. And i assumed that it is our
best knowledge regarding the matter. But if this is not the case then you
are right.

I don't actually agree with this either. I think whether you have to increase dosage 
to get the same subjective effect depends on your ideas, opinions, attitudes, 
ways of thinking. So it commonly happens, but it's not a fact of heroin, it's a 
cultural phenomenon due to common ways people in our culture think.

My guess is that in a static society, many people could have used the same 
dosages of their society's drugs for their whole lives, without anything really 
changing.

The main point here, in my view, is that what you think you know, or what 
everyone knows, may not be so. Even if it turns out you're right about heroin and 
I'm wrong, one still has to be more careful about treating anything as a fact that 
reasonable people will all agree on.

i actually consider that a standard type of propaganda that most people
repeat, and "everyone knows", but which they don't really know anything
about. i find it notable that your single example, chosen by you to make
your point, of a supposed fact that you want to set up as an authority,
happens to be something i consider an error. error is everywhere and that's
why we shouldn't be setting up our ideas as "facts" with authority.

Thanks for pointing this out, i should be more careful with this. But under
"facts" again I intended to say "best explanations". Apparently my
explanation was mistaken and i assumed it is common knowledge.



I don't think it's the best explanation either, I think it's part of the anti-drug mindset 
prevailing in our culture which, while not entirely false, contains lots of errors.

I'm concerned that if you just substitute "fact" for "best explanation" you may try to 
set something up as a "best explanation" and therefore an authority.

And this is very much related with how the brain works, and its
chemistry. We have very detailed explanations about that I think.

to hammer in the point, no there aren't books with detailed explanations
on the topic saying why Szasz is wrong. there are lots of books with
detailed explanations that utterly fail to address Szasz' points, which
will maybe warn you off the authority of every detailed explanation. it's
common that there's a detailed explanation about X which is right given the
factors it considered, but wrong b/c of something it didn't consider at
all.

I see.

:)

In that way we can possibly make progress. Once we see the problem of
why we cant enjoy the effects of heroin given our brains normal
functioning, we can try to achieve our goal by manipulating our brains
chemistry for example.

This is just a crude example. Of course many of our immediate problems
are the epistemological sort that you mentioned, which has indeed, little
to do with brain chemistry in most cases I think. Or maybe not. Perhaps, if
you define wellbeing as the ability to solve problems, you might set up
theories about what is relevant in your brain that help you to solve
problems. And then you may modify your brain as before to help you.

a quick way to see brain chemistry isn't the issue: we can build robotic
bodies without any brain chemistry and upload ourselves into them. and
that'll still be a human life. some activities like eating and sex would



change, but the important stuff like problem solving and morality and
philosophy won't.

unless you're denying this and think computers and humans are
fundamentally different? but i'm guessing you won't do that. so i'm not
sure how you can attach so much importance to brain chemistry.

I agree with you that we can have sentient beings without brain chemistry.
The importance of brain chemistry comes into the picture only at the
present day while we still rely on a biological brain, and only regarding
the specific issue given my false explanation about neurotransmitters
adapting to increased dosage of heroin, because then the question would
arise how to modify substance uptake or something like this.

I think how humans think doesn't depend on implementation details. I think it has 
to do with how universal knowledge creation devices work, and that is the same 
whether they are made with liquid chemicals, organic materials, silicon, or 
whatever else.

So I don't think brain chemistry is important even today (except in specific fields 
like medicine!).

the real issues are the properties of a universal knowledge creation
device, which do not dependent on particular implementation details like
some particular chemistry, transistors, or whatever else.

Ultimately yes, i agree, the real issues about morality are related with
the universal knowledge creation device which produces sentience.

I also don't understand why a a scientific ethics is absurd.

oh speaking of that:

is the issue:



1) ethics for scientists doing science?

that's not absurd at all, it's just a subfield of ethics.

or

2) ethics for everything with a scientific foundation?

this is an instance of foundationalism, which is mistaken in general.

or

3) ethics for everything that are "scientific" meaning discovered
rationally instead of arbitrarily or by authority?

I thought about this third one.

ok i agree that isn't absurd. But maybe popper meant #2, i don't know, i didn't 
look into what he was saying carefully, but that could potentially explain what he 
meant without him being wrong.

this is possible, real, and not absurd at all. rational progress can be
made in ethics and has been. Atlas Shrugged is an example but there's a
million other examples including plenty that would be more appealing to
people who disagree with Ayn Rand.

I understand and agree with that from simple facts about 'human nature'
we cannot build up ethics. But I think we can put forth theories about what
might be possible and desirable to achieve as humans, and test those
visions.

"test" them meaning what?

scientific experiments? what would that settle? some experiments might be
relevant sometimes but it's moral arguments that matter and experiments are
only relevant when moral arguments refer to them.



but if the real thing intended is *criticism*, then i would agree: we can
improve our moral ideas ("visions") using criticism. perhaps Balázs Fehér
agrees with this or meant this, i'm not sure,

Yes, under test i meant criticism broadly, not strictly scientific tests.

but i think Sam Harris has a different position.

And it will get better and better with time. I think we should define
not what is good but only what we want, what we desire. And by making
progress our wishes and reality will converge. If it is only ignorance that
causes suffering, then by knowing our wishes shall be fulfilled as well.

What do you think?

i think precision is important. it would have made more sense to say
something like "if it is only ignorance that causes immorality..." since
morality was the topic.

It is due to my superficial understanding of the morality/immorality issue
along the line happiness/suffering, as I mentioned in the beginning.

that's fine as a conjectural idea about morality, but be careful expecting everyone 
to agree with it, assume it, work from that starting point, etc

apart from people disagreeing in a big way, note that they could also very easily 
disagree in more subtle ways. e.g. even people who say they agree with you 
might have a different concept of what "happiness" means. if people agree we 
should get the word X -- agree on the word or terminology -- but disagree on what 
it means, then i would say they are disagreeing with each other and don't hold the 
same view, even though they use the same words for it.

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Popper on morality in OSE...
Date: December 6, 2013 at 5:29 PM

On 6 Dec 2013, at 13:06, "Elliot Temple" <curi@curi.us> wrote:

On Dec 5, 2013, at 5:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 6 Dec 2013, at 11:46, "Elliot Temple" <curi@curi.us> wrote:

On Nov 5, 2013, at 5:04 PM, Brett Hall <brhalluk@hotmail.com> wrote:

You seem skeptical in these recent posts that science - physical evidence - 
can contribute *anything whatever* to improving our moral theories. This 
attitude is at odds with what David writes in BoI.

Can you give an actual quote from Alan and point out how it contradicts BoI 
on this topic?

I don't think it's fair or reasonable to make criticisms of this type without doing 
that.

I did. It's in the next sentence. In the very next sentence - below - I provide a 
chapter number and a quote. And it's a reasonably long, relevant quote. If you 
don't think it's relevant or is otherwise misplaced, let me know. But you are 
wrong that I did not "give an actual quote". So, by your own standards I've 
been "fair and reasonable".

Your objections, now?

A quote from BoI isn't an "actual quote from Alan".

Brett asked me to read more closely and said I missed the next sentence (I 
didn't), but I routinely read closely. Meanwhile Brett didn't read closely enough 
himself. This kind of thing happens a lot and I haven't had much success getting 
most people to improve. But talking with them can be boring when their posts 



are this low quality. Ideas?

If that is your aim then, if I were you, trying to talk to me, I wouldn't bother. After 
all, that seems other people oriented.

Why bore yourself? Do what you want. Unless you're actually getting paid as a 
counsellor or you are some kind of altruist, stop trying to get *other people* to 
improve by your own lights.

Improve yourself. Surely that'd be way more interesting, rewarding and efficient 
use of your time. And better in the end for everyone.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Popper on morality in OSE...
Date: December 6, 2013 at 6:32 PM

On Dec 6, 2013, at 2:29 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 6 Dec 2013, at 13:06, "Elliot Temple" <curi@curi.us> wrote:

On Dec 5, 2013, at 5:56 PM, Brett Hall <brhalluk@hotmail.com> wrote:

On 6 Dec 2013, at 11:46, "Elliot Temple" <curi@curi.us> wrote:

On Nov 5, 2013, at 5:04 PM, Brett Hall <brhalluk@hotmail.com> wrote:

You seem skeptical in these recent posts that science - physical evidence - 
can contribute *anything whatever* to improving our moral theories. This 
attitude is at odds with what David writes in BoI.

Can you give an actual quote from Alan and point out how it contradicts BoI 
on this topic?

I don't think it's fair or reasonable to make criticisms of this type without 
doing that.

I did. It's in the next sentence. In the very next sentence - below - I provide a 
chapter number and a quote. And it's a reasonably long, relevant quote. If 
you don't think it's relevant or is otherwise misplaced, let me know. But you 
are wrong that I did not "give an actual quote". So, by your own standards 
I've been "fair and reasonable".

Your objections, now?

A quote from BoI isn't an "actual quote from Alan".

Brett asked me to read more closely and said I missed the next sentence (I 
didn't), but I routinely read closely. Meanwhile Brett didn't read closely enough 
himself. This kind of thing happens a lot and I haven't had much success 



himself. This kind of thing happens a lot and I haven't had much success 
getting most people to improve. But talking with them can be boring when their 
posts are this low quality. Ideas?

If that is your aim then, if I were you, trying to talk to me, I wouldn't bother. After 
all, that seems other people oriented.

Why bore yourself? Do what you want. Unless you're actually getting paid as a 
counsellor or you are some kind of altruist, stop trying to get *other people* to 
improve by your own lights.

Improve yourself. Surely that'd be way more interesting, rewarding and efficient 
use of your time. And better in the end for everyone.

So basically Brett himself recommends I give up on him, rather than even 
claiming he might try to fix any problems. I wonder why he's here.

And in line with that attitude, he seems to have misread my post. Again.

Should I ban him? We don't need people who've given up or aren't trying. 
Though, admittedly, I suspect his actual purpose was not to admit he gave up but 
to attack me. (But that's not good to have on the list either.)

Also, look at his actions. He still hasn't given an Alan quote or replied to Alan 
pointing out that Brett misrepresented Alan's position. He's more interested in 
posting this other stuff trying to catch me out for being an altruist or misreading. 
He's dropped many other threads before too like the stuff about capitalism. 
Whatever his conscious intent, his actions are to not pursue learning and 
improvement, and that's been consistent for a long time.

I'm commenting on this because I want to and I already commented on the 
substantive issues and no one is replying to me about those. Brett is commenting 
on this while neglecting the substantive issues. (After seeing this, he might reply 
to the substantive issues to try to prove a point or something. I'm not trying to 
goad him into that and won't be impressed if he does it. I don't like conversations 
where someone is only participating because of some kind of pressure, and I'd 
prefer he participate fully voluntarily or not at all.)

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Balázs Fehér <feher.balazs.feher@gmail.com>
Cc: FI <fallible-ideas@yahoogroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [FI] [BoI] Popper on morality in OSE...
Date: December 7, 2013 at 6:30 AM

2013. december 6., péntek 22:18:15 UTC+1 időpontban Elliot Temple a
következőt írta:

On Dec 6, 2013, at 7:23 AM, Balázs Fehér 
<feher.bal...@gmail.com<javascript:>>
wrote:

2013. december 6., péntek 1:24:50 UTC+1 időpontban Elliot Temple a
következőt írta:

On Nov 5, 2013, at 10:35 AM, Balázs Fehér 
<feher.bal...@gmail.com<javascript:>>

wrote:

I don't know the book by Sam Harris, but isn't he thinking along the
following line?

1. Set up what you want to achieve (wellbeing) (this must not be a
fact

about human nature, but you formulate a wish, or theory of what is
desirable to achieve as a human being)

This sounds to me like: step 1, set up an authority.

I don't like authorities, and also how can that be step 1? Shouldn't
there

be a bunch of steps to figure out what is moral? you can't start there
by

just assuming it's "wellbeing"



I did not mean setting up an authority, and I see that that would be a
bad

idea. I did not think so far too much about morality so i think I have
very

simplistic ideas about what it takes to be/act moral.

That makes sense. Authority is very commonly advocated just beneath the
surface without saying "i want authority". People pick it up everywhere,
sometimes without realizing it. Advocating authority is all over the place
in our culture. So without a lot of careful thought, it's easy to say
things that mean authority, possibly without knowing that's what they mean.
This can happen to people who don't like authority (or maybe more
accurately, are mixed on the subject. if someone doesn't like authority in
one way, but accepted it in another way, it's hard to guess what will
happen if he recognizes the conflict, he could go either way).

One reason for this is that our culture's dominant epistemology is
authoritarian. (If you think our culture has multiple dominant
epistemologies, OK, no strong objections, but then I'll say *all* the major
ones are authoritarian.) The authoritarian epistemology has far-reaching
consequences to many other fields.

There's also a lot of authority in how people look at status, prestige and
social role. And plenty of authority in people's attitudes to rules,
teachers, parents and often the Government :(

And also science is routinely used as an authority. But I think this
error, and perhaps some of the others too, is included in epistemology.

I see.

I assumed morality is
related with only the suffering and happiness of sentient beings, and

how
to bring about happiness and reduce suffering.

This is an OK idea if held as a fallible, conjectural idea. Maybe it can



be criticized, but it has some merit too.

The problems come when this idea -- or any other idea -- is used as a
foundation for morality, or is assumed to be the only possible approach to
morality. That would turn it into an authority beyond question.

I see, yes.

And the rest are the hard
things to figure out for it is not straightforward of how to achieve
happiness and how to maintain it.

A better perspective is that it's all hard to figure out. There's no
obvious part, everything is vulnerable to potential error and criticism.
This sort of "nothing is obvious" attitude is a mainstay in Popper and
Deutsch; I think it's really important everywhere.

I see, its better indeed.

About the ways to achieve these aims we
shouldn't be authoritarian.

"About how to accomplish X, we shouldn't be authoritarian" actually sets
up X as an authority, doesn't it? It's saying no authority after we agree
on X.

Oh true, you caught me again! :)

If so then I think I do not understand
what morality is about.

Morality is about how to live. It doesn't presuppose any particular views
about this, it's just the whole topic of how to live.

Getting more specific, one view I like is that in life you make various

decisions. So morality should help us make decisions. But, strictly



decisions. So morality should help us make decisions. But, strictly
speaking, this is a particular idea in moral philosophy, not the starting
point or definition of the field.

I think suffering is bad, and you think suffering is bad, and almost
everyone does. But that is our fallible, conjectural knowledge (that our
culture created long ago and has been passing on), not something we should
make an authority. While it's hard to imagine a big reversal on this idea,
we shouldn't be surprised if our view has some mistakes we could improve on
with criticism.

Note that our culture's perspective on suffering is different than mine.
For example, most people think it's good to "punish" criminals (and
children) -- which means hurting them and making them suffer on purpose. I
think it's OK to jail a criminal for defensive reasons (he can't rob
another bank from his jail cell), but not OK for the purpose of "punishing"
him or making him suffer. So I disagree in an important way with most
people in our culture on the topic of morality and suffering. (BTW this
view was advocated by William Godwin in the 1790's and has had plenty of
time to catch on if people were more open to it.)

Whether you agree with me about punishment or not, I think this suffering
topic is a good example of how everyone ought to be keeping all their moral
ideas open to criticism. What most people take for granted, I consider a
serious mistake. Even if you disagree with me, I hope you can see it's
possible to argue for a different view than the standard one.

I completely agree with you on the issue about punishment as you mentioned
here, but surprised to hear that most people would agree that it is OK to
punish someone by making him suffer. A just finished a book recently by
Steven Pinker, The better angles of our nature, showing historical trends
in the decline in violence. It is very optimistic, and the explanation
behind the decline i think he rightly attributes to the ideas of
enlightenment and open criticism.

2. Look at the facts, look at what we know about human well being in
the

present case (this is related with your state of mind and therefore to



a
certain extent to your brain states).

step 2: declare your opinions facts.

ugh.

like i suspected at the first: authority, authority, authority.

the point of calling your ideas "facts" is to give them authority and
suppress disagreement and critical argument.

Sorry, bad wording. I intended to say: "Look at the best explanations,
look

at what are the best explanations about bringing about human well
being."

Otherwise I would agree with your objections.

Well, OK, if all you meant is we try to seek out the truth, using tools
like explanations and criticisms, I agree. However, that's not usually what
people mean though, so be careful! Maybe you still have some
BoI-contradicting ideas that you got from ... almost anywhere but here.
Note that Popper himself made some mistakes where he didn't fully progress
beyond the prevailing mistakes. It takes a ton of work to be thorough about
rejecting the prevailing epistemology and other related standard ideas.

Yes. Although I try to assimilate these ideas, it really takes time as you
just said :)

This puts constraints on the ways in which you can maximize enjoyment
(if you wish that, if you understand that under wellbeing). Here, to

refer
to your example, taking heroin might be fun at short term, but we know

much
about why we cannot rely on that to achieve long term enjoyment without
side effects.



oh, "we" know that, and it's a "fact"? no. it's your idea that you
didn't

make any effort to argue. you're relying on authority and assertion
instead

of arguemnt. and you're attributing this to harris -- and i agree! heh.

i for one don't know that all long term heroin use has significant
negative

side effects that make it a bad idea, in the way you mean. i don't
agree

with you and don't accept your unargued opinions as facts.

Sorry i did not elaborate on this. And i think you are right actually.
for

what i meant was: you have to continue to increase your dosage of heroin
to

achieve the same subjective effect, and this leads to overdose
eventually.

This was the only argument that i had in mind. And i assumed that it is
our

best knowledge regarding the matter. But if this is not the case then
you

are right.

I don't actually agree with this either. I think whether you have to
increase dosage to get the same subjective effect depends on your ideas,
opinions, attitudes, ways of thinking. So it commonly happens, but it's not
a fact of heroin, it's a cultural phenomenon due to common ways people in
our culture think.

My guess is that in a static society, many people could have used the same
dosages of their society's drugs for their whole lives, without anything
really changing.

The main point here, in my view, is that what you think you know, or what
everyone knows, may not be so. Even if it turns out you're right about
heroin and I'm wrong, one still has to be more careful about treating



anything as a fact that reasonable people will all agree on.

Yes i see that was a mistake.

i actually consider that a standard type of propaganda that most people
repeat, and "everyone knows", but which they don't really know anything
about. i find it notable that your single example, chosen by you to

make
your point, of a supposed fact that you want to set up as an authority,
happens to be something i consider an error. error is everywhere and

that's
why we shouldn't be setting up our ideas as "facts" with authority.

Thanks for pointing this out, i should be more careful with this. But
under

"facts" again I intended to say "best explanations". Apparently my
explanation was mistaken and i assumed it is common knowledge.

I don't think it's the best explanation either, I think it's part of the
anti-drug mindset prevailing in our culture which, while not entirely
false, contains lots of errors.

I agree.

I'm concerned that if you just substitute "fact" for "best explanation"
you may try to set something up as a "best explanation" and therefore an
authority.

No, that would be a mistake, its clear.

And this is very much related with how the brain works, and its
chemistry. We have very detailed explanations about that I think.



to hammer in the point, no there aren't books with detailed
explanations

on the topic saying why Szasz is wrong. there are lots of books with
detailed explanations that utterly fail to address Szasz' points, which
will maybe warn you off the authority of every detailed explanation.

it's
common that there's a detailed explanation about X which is right given

the
factors it considered, but wrong b/c of something it didn't consider at
all.

I see.

:)

In that way we can possibly make progress. Once we see the problem of
why we cant enjoy the effects of heroin given our brains normal
functioning, we can try to achieve our goal by manipulating our brains
chemistry for example.

This is just a crude example. Of course many of our immediate problems
are the epistemological sort that you mentioned, which has indeed,

little
to do with brain chemistry in most cases I think. Or maybe not.

Perhaps, if
you define wellbeing as the ability to solve problems, you might set up
theories about what is relevant in your brain that help you to solve
problems. And then you may modify your brain as before to help you.

a quick way to see brain chemistry isn't the issue: we can build
robotic

bodies without any brain chemistry and upload ourselves into them. and
that'll still be a human life. some activities like eating and sex

would
change, but the important stuff like problem solving and morality and
philosophy won't.



unless you're denying this and think computers and humans are
fundamentally different? but i'm guessing you won't do that. so i'm not
sure how you can attach so much importance to brain chemistry.

I agree with you that we can have sentient beings without brain
chemistry.

The importance of brain chemistry comes into the picture only at the
present day while we still rely on a biological brain, and only

regarding
the specific issue given my false explanation about neurotransmitters
adapting to increased dosage of heroin, because then the question would
arise how to modify substance uptake or something like this.

I think how humans think doesn't depend on implementation details. I think
it has to do with how universal knowledge creation devices work, and that
is the same whether they are made with liquid chemicals, organic materials,
silicon, or whatever else.

So I don't think brain chemistry is important even today (except in
specific fields like medicine!).

Yes, I agree in that how humans think doesn't depend on implementation
details. But here the issue was only that the certain subjective feelings
are triggered by how heroin is taken up by the brain. But anyway I think it
is more fruitful to change our ideas in order to achieve happiness than to
modify our physical substrate.

the real issues are the properties of a universal knowledge creation
device, which do not dependent on particular implementation details

like
some particular chemistry, transistors, or whatever else.

Ultimately yes, i agree, the real issues about morality are related with
the universal knowledge creation device which produces sentience.



I also don't understand why a a scientific ethics is absurd.

oh speaking of that:

is the issue:

1) ethics for scientists doing science?

that's not absurd at all, it's just a subfield of ethics.

or

2) ethics for everything with a scientific foundation?

this is an instance of foundationalism, which is mistaken in general.

or

3) ethics for everything that are "scientific" meaning discovered
rationally instead of arbitrarily or by authority?

I thought about this third one.

ok i agree that isn't absurd. But maybe popper meant #2, i don't know, i
didn't look into what he was saying carefully, but that could potentially
explain what he meant without him being wrong.

this is possible, real, and not absurd at all. rational progress can be
made in ethics and has been. Atlas Shrugged is an example but there's a
million other examples including plenty that would be more appealing to
people who disagree with Ayn Rand.

I understand and agree with that from simple facts about 'human
nature'

we cannot build up ethics. But I think we can put forth theories about



what
might be possible and desirable to achieve as humans, and test those
visions.

"test" them meaning what?

scientific experiments? what would that settle? some experiments might
be

relevant sometimes but it's moral arguments that matter and experiments
are

only relevant when moral arguments refer to them.

but if the real thing intended is *criticism*, then i would agree: we
can

improve our moral ideas ("visions") using criticism. perhaps Balázs
Fehér

agrees with this or meant this, i'm not sure,

Yes, under test i meant criticism broadly, not strictly scientific
tests.

but i think Sam Harris has a different position.

And it will get better and better with time. I think we should define
not what is good but only what we want, what we desire. And by making
progress our wishes and reality will converge. If it is only ignorance

that
causes suffering, then by knowing our wishes shall be fulfilled as

well.

What do you think?

i think precision is important. it would have made more sense to say
something like "if it is only ignorance that causes immorality..."

since
morality was the topic.

It is due to my superficial understanding of the morality/immorality



It is due to my superficial understanding of the morality/immorality
issue

along the line happiness/suffering, as I mentioned in the beginning.

that's fine as a conjectural idea about morality, but be careful expecting
everyone to agree with it, assume it, work from that starting point, etc

apart from people disagreeing in a big way, note that they could also very
easily disagree in more subtle ways. e.g. even people who say they agree
with you might have a different concept of what "happiness" means. if
people agree we should get the word X -- agree on the word or terminology
-- but disagree on what it means, then i would say they are disagreeing
with each other and don't hold the same view, even though they use the same
words for it.

Yes, that can happen.



From: Balázs Fehér <feher.balazs.feher@gmail.com>
Subject: [BoI] arguments for the reality of abstractions
Date: December 7, 2013 at 6:57 AM

I was wondering that apart from the arguments given in chapter 4 on the
reality of abstractions what arguments are there for the reality of
abstractions? Do you know other arguments than Hofstadter's 641 argument?
Do you remember other points in the book which is relevant to the issue?
For example I have found this argument from chapter 8, which seems to me
more strong:
"Almost all mathematical statements are undecidable: there is no proof that
they are true, and no proof that they are false. Each of them is either
true or false but there is no way of using physical objects such as brains
or computers to discover which is which. The laws of physics provides us
with only a narrow window through which we can look out on the world of
abstractions.
All undecidable statements are directly or indirectly, about infinite sets.
To the opponents of infinity in mathematics, this is due to the
meaninglessness of such statements. But to me it is a powerful argument -
like Hofstadter's 641 argument that abstractions exist objectively. For it
means that the truth value of an undecidable statement is certainly not
just a convenient way of describing the behavior of some physical object
like a computer or a collection of dominoes."

-- 



From: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] arguments for the reality of abstractions
Date: December 7, 2013 at 7:15 AM

On 7 Dec 2013, at 11:57, Balázs Fehér <feher.balazs.feher@gmail.com> wrote:

I was wondering that apart from the arguments given in chapter 4 on the reality 
of abstractions what arguments are there for the reality of abstractions? Do you 
know other arguments than Hofstadter's 641 argument? Do you remember other 
points in the book which is relevant to the issue?
For example I have found this argument from chapter 8, which seems to me 
more strong:

"Almost all mathematical statements are undecidable: there is no proof that they 
are true, and no proof that they are false. Each of them is either true or false but 
there is no way of using physical objects such as brains or computers to 
discover which is which. The laws of physics provides us with only a narrow 
window through which we can look out on the world of abstractions.
All undecidable statements are directly or indirectly, about infinite sets. To the 
opponents of infinity in mathematics, this is due to the meaninglessness of such 
statements. But to me it is a powerful argument - like Hofstadter's 641 argument 
that abstractions exist objectively. For it means that the truth value of an 
undecidable statement is certainly not just a convenient way of describing the 
behavior of some physical object like a computer or a collection of dominoes."

Denying that infinite sets make sense, but conceding that finite ones do, doesn't 
make sense because the very statement "all finite numbers make sense" is about 
an infinite set. Denying that undecidable propositions about abstractions have 
truth values but conceding that decidable ones do is similarly nonsensical 
because some such propositions are statements about a certain infinite set of 
decidable statements. (E.g. the prime-pairs conjecture.)

Arguments like those limit where one could sensically draw the line between 
meaningless and meaningful. All that is left, out of the arguments against the 
reality of abstractions, are arguments which could equally well be used -- and 
indeed have been used -- against the reality of the physical world. Such as the 
solipsism that results from taking empiricism seriously. Perhaps that fact is itself a 
stronger argument than the two you mention.

-- David Deutsch



From: Balázs Fehér <feher.balazs.feher@gmail.com>
Subject: Re: [BoI] arguments for the reality of abstractions
Date: December 9, 2013 at 6:13 AM

2013. december 7., szombat 13:15:03 UTC+1 időpontban David Deutsch a
következőt írta:

On 7 Dec 2013, at 11:57, Balázs Fehér <feher.bal...@gmail.com<javascript:>>
wrote:

I was wondering that apart from the arguments given in chapter 4 on the
reality of abstractions what arguments are there for the reality of
abstractions? Do you know other arguments than Hofstadter's 641 argument?
Do you remember other points in the book which is relevant to the issue?

For example I have found this argument from chapter 8, which seems to
me more strong:

"Almost all mathematical statements are undecidable: there is no proof
that they are true, and no proof that they are false. Each of them is
either true or false but there is no way of using physical objects such as
brains or computers to discover which is which. The laws of physics
provides us with only a narrow window through which we can look out on the
world of abstractions.

All undecidable statements are directly or indirectly, about infinite
sets. To the opponents of infinity in mathematics, this is due to the
meaninglessness of such statements. But to me it is a powerful argument -
like Hofstadter's 641 argument that abstractions exist objectively. For it
means that the truth value of an undecidable statement is certainly not
just a convenient way of describing the behavior of some physical object
like a computer or a collection of dominoes."

Denying that infinite sets make sense, but conceding that finite ones do,
doesn't make sense because the very statement "all finite numbers make
sense" is about an infinite set. Denying that undecidable propositions
about abstractions have truth values but conceding that decidable ones do
is similarly nonsensical because some such propositions are statements
about a certain infinite set of decidable statements. (E.g. the prime-pairs
conjecture.)



Arguments like those limit where one could sensically draw the line
between meaningless and meaningful. All that is left, out of the arguments
against the reality of abstractions, are arguments which could equally well
be used -- and indeed have been used -- against the reality of the physical
world. Such as the solipsism that results from taking empiricism seriously.
Perhaps that fact is itself a stronger argument than the two you mention.

-- David Deutsch

Yes I see, so far I did not think about arguing for the reality of
abstractions in this way, and indeed it seems more stronger. Thanks for
your answer!

In the meanwhile I was thinking about some perhaps more direct examples,
which is easy to grasp for people with an empiricist frame of mind.

What about this? Take the existence of the infinite complexity of a
specific mandelbrot set. Even if all the matter in the universe would
transform into a large sheet of paper, one could draw out only a tiny
fragment of such an object. Thus there is no way to fully exhaust the
content of that abstract object using physical objects, such as printing it
on a large sheet of paper. Is this argument valid? Does it also apply?



From: Alan Forrester <alanmichaelforrester@googlemail.com> FIGG <fallible-
ideas@googlegroups.com>, FI <fallible-ideas@yahoogroups.com>
Subject: [BoI] Godwin and Rand on law
Date: December 26, 2013 at 1:21 PM

In Book VII, Chapter VIII of Enquiry, Godwin writes about law:

http://oll.libertyfund.org/?
option=com_staticxt&staticfile=show.php%3Ftitle=236&chapter=40538&layout=ht
ml&Itemid=27

There is no maxim more clear than this, Every case is a rule to itself. No action 
of any man was ever the same as any other action, had ever the fame degree of 
utility or injury. It should seem to be the business of justice, to distinguish the 
qualities of men, and not, which has hitherto been the practice, to confound 
them. But what has been the result of an attempt to do this in relation to law? As 
new cases occur, the law is perpetually found deficient. How should it be 
otherwise? Lawgivers have not the faculty of unlimited prescience, and cannot 
define that which is infinite.

Isn't this the reason we have institutions that allow the law to be
changed when people find problems with laws? Governments can be
replaced as a result of an election and a new government may change an
existing law. Juries can refuse to find a defendant guilty when they
find a law unjust or think that it has been misapplied in a particular
case - jury nullification.

The alternative that remains, is either to wrest the law to include a case which 
was never in the contemplation of the author, or to make a new law to provide 
for this particular case. Much has been done in the first of these modes. The 
quibbles of lawyers and the arts by which they refine and distort the sense of the 
law, are proverbial. But, though much is done, every thing cannot be thus done. 
The abuse would sometimes be too palpable. Not to say, that the very education 
that enables the lawyer, when he is employed for the prosecutor, to find out 
offences the lawgiver never meant, enables him, when he is employed for the 
defendant, to find out subterfuges that reduce the law to a nullity. It is therefore 
perpetually necessary to make new laws. These laws, in order to escape 
evasion, are frequently tedious, minute and circumlocutory. The volume in which 
justice records her prescriptions is for ever increasing, and the world would not 
contain the books that might be written.

http://oll.libertyfund.org/?option=com_staticxt&staticfile=show.php%3Ftitle=236&chapter=40538&layout=html&Itemid=27


I think it would be better here to distinguish between objective and
non-objective laws. Non-objective laws don't solve a real problem and
so they can't be changed to better serve the purpose for which they
were created and should be abolished. Objective laws do solve a real
problem and so can be improved.

Antitrust laws are non-objective because they don't solve a real
problem. Such laws try to prevent a company from dominating a market.
There may be cases where a company can squeeze its customers because
the government has hobbled its competitors but in that case the
government should stop doing bad stuff and should make clear that
future requests for such bad behaviour will be rejected. Prosecuting a
company for the government's improper actions would not address the
problem. And if the company just offers its services on the free
market without force or fraud, then the government should have nothing
to say about how it conducts its business. So antitrust laws solve no
real problem and so there is no way in which they can be improved
short of abolition.

By contrast the law against murder does solve a real problem: it is an
objective law. Killing another person who doesn't pose a credible
threat to you is wrong. There are cases in which many people may find
it unclear how to apply the law. For example, if somebody is brain
dead and their body is on life support some people would think that
turning off the life support machine is murder. This is not true. If a
person is brain dead then he is already dead and just turning off the
life support machine won't make him any deader. There may be reasons
why turning off the machine would be wrong. e.g. - if the hospital had
a contract to keep it on. But even then if they turned the machine off
it wouldn't be murder it would be something like breach of contract.

But how should we decide the first case in which an objective law is
found to be inadequate? My guess is that in many cases the person
accused of breaking it would be let off to try to avoid people trying
to use the law to stop stuff that ought to be legal but of which they
disapprove since in any such case the proposed change might be wrong.

This distinction is inspired by the distinction between objective and
non-objective law made by Ayn Rand



http://aynrandlexicon.com/lexicon/law,_objective_and_non-objective.html

All laws must be objective (and objectively justifiable): men must know clearly, 
and in advance of taking an action, what the law forbids them to do (and why), 
what constitutes a crime and what penalty they will incur if they commit it.

That which cannot be formulated into an objective law, cannot be made the 
subject of legislation—not in a free country, not if we are to have “a government 
of laws and not of men.” An undefineable law is not a law, but merely a license 
for some men to rule others.

but is not quite the same because Rand doesn't say anything about how
controversies about how to apply objective laws, which are bound to
arise. Perhaps she thought there would be no such controversies.

Alan

From: Elliot Temple <curi@curi.us>

http://aynrandlexicon.com/lexicon/law,_objective_and_non-objective.html
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From: Elliot Temple <curi@curi.us>
Cc: FI <fallible-ideas@yahoogroups.com>, BoI <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Re: [FI] Free will and justificationism
Date: January 23, 2014 at 7:34 AM

On Oct 20, 2013, at 10:02 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

I was reading the Stanford Encyclopedia of Philosophy's entry on free will

http://plato.stanford.edu/entries/freewill/

and found that it is riddled with justificationism. (It also has other flaws, but I'm 
just going to pick on those associated with justificationism.)

Section 1.1 is about free will as choosing on the basis of desires. But this idea 
entails that a choice must have a basis: it is not just a conjecture that has not 
yet been refuted.

Good catch.

Section 1.2 is about free will as deliberative choosing on the basis of ideas and 
values. The encyclopaedia then wades into a morass in which they end up 
raising the issue of whether the will or the intellect is the basis of free choices. 
But there is no basis. A better idea would be that free will is about your ability to 
reconsider your plans in the face of criticism. This entirely avoids any question 
of the basis of your choices.

Yes that's better, and yes they assumed their non-Popperian epistemology again. 
But a critic might say that that isn't free will if your response to criticism 
(sometimes you change your mind, sometimes you don't, depending on the 
situation) is predictable (even only probabilistically) in advance and determined 
by the laws of physics. I think defending free will takes a bit more.

There is then a paragraph saying that people who are addicted do not have free 
will because they are not choosing on the basis of a "compulsive, controlling 
sort of desire".

Why would they take a break from discussing free will to endorse psychiatry?

http://plato.stanford.edu/entries/freewill/


This is a justificationist apologia for using force against addicts.

I guess. When the stakes are the advocacy of irrational violence for purpose of 
social control, "justificationist" hardly seems worth mentioning. Like, you're right, 
but I'm so distracted by the other stuff I don't care like I normally might.

The first problem is that addiction is often attributed to "addicts" by outsiders 
when the addict himself does not see his habit as problematic. The outsider 
doesn't openly admit that he has no arguments that persuade the addict, he 
attributes his failure to a lack of moral agency on the part of the addict. The 
second problem is that in cases where the addict himself sees his behaviour as 
problematic he has two or more conflicting sets of ideas about what he ought to 
do and doesn't know how to whittle down this set of ideas. He is not choosing on 
the basis of a "compulsive, controlling sort of desire". This idea is a terrible 
mistake that can only make his situation worse. He ought to think of all his ideas 
as being potential targets for criticism until he has solved the problem.

Yes but your analysis has various premises which are in conflict with various 
premises they have, so I don't foresee it getting you very far. In other words, this 
strikes me as correctly arguing some details in the face of a greater evil. I'm not 
sure what your purpose was. If you wanted to explain stuff to people here or 
understand it better yourself, perhaps you've done a good job. As something to 
say to these people, I don't think your paragraph would work very well.

Section 1.3 is about free will being about "Rightly-Ordered Appetite", i.e. - 
choosing good stuff.  This focuses on the specific choice you make rather than 
how you make it. It's about the end product and showing the end product is right 
when in reality good choices have to be largely about correcting errors.

Very silly.

Section 2 has stuff about free will being a result of choices made by your "true 
self". This is both subjectivist and authoritarian. There is a true self that is the 
source of free will.

The "true self" idea not only fails to solve the problem, it also sets up the 
opportunity to declare certain choices people make illegitimate because they 
weren't made by the "true self". What for? Some social pressure, but also, when 
people resist pressure, to excuse and justify violence.



Section 3.1 impliclty assumes a weighting model of choices and so is 
justificationist.

For those who don't know, the weighing thing is refuted in BoI.

I wonder why no one at the Encyclopedia noticed and updated it.

Section 3.2 is about whether determinism undermines free will. This kind of 
argument assumes that choices have sources and that and that whether you 
have free will hangs on the source of your choices. It doesn't address the issue 
of whether you would have chosen differently if you had presented with a 
criticism of the course of action you took.

Section 3.3 has stuff about whether the idea of free will is incoherent. The 
incoherence idea is attributed to Galen Strawson, but it doesn't explain his 
position:

https://philosophy.as.uky.edu/sites/default/files/The%20Impossibility%20of%20M
oral%20Responsibility%20-%20Galen%20Strawson.pdf

Strawson thinks that to be morally responsible you have to be responsible for 
the knowledge you use to choose

The responsibility thing sounds OK so far, though I would have specified that this 
has to be analyzed for particular decisions, not for a whole person at a time.

and you can't be responsible for all of it so you can't be responsible at all. Again, 
this is about the sources of choices not about the way they are made: it's 
justificationist.

I took a peak at the paper. It starts off by implying that everything is black and 
white, and there's no room for partial or divided responsibility in the world. That'd 
be funny if it wasn't so sad.

It's instructive to consider how and why such things get published.

There are also claims that science might undermine free will using experiments 

https://philosophy.as.uky.edu/sites/default/files/The%20Impossibility%20of%20Moral%20Responsibility%20-%20Galen%20Strawson.pdf


by Libet. The experimenter measures brain activity while a person makes a 
choice about whether to push a button or something like that and he can tell 
whether you will push the button before you feel you have made the choice. All 
this means is that the process of making a choice is extended over a period of 
time. Also, it's about a choice that doesn't matter to anything and so is entirely 
arbitrary. So how did anyone even think this was relevant to free will? Again, it's 
an obsession with the source of choices and not with the substance of how they 
are made.

Yeah that's dumb, maybe there is a time delay after you made your choice but 
before you moved your hand and they detect your choice during that time. That's 
just one possible flaw.

-- Elliot Temple
http://elliottemple.com/

From: Alan Forrester <alanmichaelforrester@googlemail.com> " <beginning-of-

http://elliottemple.com/


From: Alan Forrester <alanmichaelforrester@googlemail.com> " <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] MWI and quantum computing
Date: January 24, 2014 at 8:46 AM

In FoR, David claims that the multiverse is the only explanation for
getting the correct result from Shor's algorithm in a quantum
computer. The computer exists in multiple versions during the
computation and the existence of those other versions is necessary to
get the right result. In section 8.1 of this paper

http://www.scottaaronson.com/papers/philos.pdf

Scott Aaronson explains that when quantum interference is successful
the multiple values of an observable in the part of the multiverse
accessible to us are reduced to a single value. So a quantum computer
is successful to the extent that it eliminates all of the intermediate
universes when it produces its results.

A Many-Worlder might retort: “sure, I agree that quantum computing involves 
harnessing the

parallel universes in subtle and non-obvious ways, but it’s still
harnessing parallel universes!” But
even here, there’s a fascinating irony. Suppose we choose to think of
a quantum algorithm in terms
of parallel universes. Then to put it crudely, not only must many
universes interfere to give a large
final amplitude to the right answer; they must also, by interfering,
lose their identities as parallel
universes! In other words, to whatever extent a collection of
universes is useful for quantum
computation, to that extent it is arguable whether we ought to call
them “parallel universes”
at all (as opposed to parts of one exponentially-large,
self-interfering, quantum-mechanical blob).
Conversely, to whatever extent the universes have unambiguously
separate identities, to that extent
they’re now “decohered” and out of causal contact with each other.
Thus we can explain the
outputs of any future computations by invoking only one of the

http://www.scottaaronson.com/papers/philos.pdf


universes, and treating the others
as unrealized hypotheticals.

To clarify, I don’t regard either of the above objections to Deutsch’s argument as 
decisive, and

am unsure what I think about the matter. My purpose, in setting out
the objections, was simply
to illustrate the potential of quantum computing theory to inform
debates about the Many-Worlds
Interpretation.

It is not true that when a system has been measured we can neglect its
parallel universe counterparts. The problem is that if that system is
entangled with others, as it often will be in, say, cluster quantum
computation or in quantum cryptography, we can't explain why we see
correlations without the existence of the multiverse. That is, there
is no non-multiversal account of what happens in reality to produce
the results of those experiments. People often like to say there is
some non-local something or other that makes the results match, but
there are no details at all of how this works. By contrast, there is a
local entirely quantum mechanical multiversal account of what happens
in such experiments that involves decoherent systems carrying quantum
(that is, multiversal) information:

http://arxiv.org/abs/quant-ph/9906007
http://arxiv.org/abs/1109.6223

So explanations of such experiments involve the existence of multiple
versions of macroscopic objects like detectors and computers.

Alan

http://arxiv.org/abs/quant-ph/9906007
http://arxiv.org/abs/1109.6223


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Criticism and explanation versus justification
Date: January 27, 2014 at 6:25 AM

On Jan 1, 2013, at 1:00 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

There has been some lack of clarity about issues concerning measuring ideas 
and criticism and justification. In particular there have been disputes over 
whether there can be any measure of the merit of an idea and if so whether 
such a measure is justificationist. My position is that any given idea should 
either be rejected or accepted in a yes/no way.

---------

There are several criticisms of justificationism.

The first is that any argument that supposedly justifies an idea has unexplained 
premises and so a justificationist has to give up on explanation.

hahaha, that's not the usual way of stating that point. justificationists would think 
that's unfair. let's see. what would the best among them reply?

i guess they'd say that critical fallibilist (CF) arguments also have unexplained 
premises – we can't examine every premise and explain everything – so CF have 
to give up on explanation too.

they might add just as CF people can add additional explanation specifically 
where there is controversy and interest, so can justificationists.

what do you think?

The second is that either you keep making justificationist arguments forever or 
you give up and use unjustified premises in which case your idea is unjustified 
and you get nothing from all this justification.

yeah, the regress argument. this has been well known for a long time. 
justificationists seem to be very persistent about trying to solve it (or sometimes 
just ignoring it). that there epistemology doesn't work has been known about as 



long as their epistemology has existed (see also the problem of induction), but it 
doesn't seem to bother them that much. i guess it's partly because they don't 
have a critical epistemology so they don't evaluate criticism correctly, (often 
dramatically underestimating how much it matters).

regardless i guess what will one day fix this is more about explanations of the 
right epistemology than criticism of theirs. they actually sometimes explicitly 
answer criticism with comments along the lines of, "well it's not completely ideal 
but it's still by far the best option compared with giving up on science/reason".

Third, you can conclude that something must be wrong with your ideas if you 
find a contradiction among them even if none of them are justified, so you can 
choose between ideas by criticism. The contradiction itself doesn't have to be 
justified. Even if you find an apparent criticism that turns out to be wrong, you 
have to adopt new ideas to fix it even if they have a lot in common with the old 
ideas.

i agree though i think very few people would understand your point from this 
paragraph.

Fourth, justificationism is incompatible with judging ideas in terms of whether 
they stand up to criticism. If you want criticism you want to stretch your ideas as 
much as possible, try to apply them to as many problems as possible and you 
hope to find flaws so you can fix them. A justificationist has to try to confine an 
idea to issues on which he has found no flaws because if he does otherwise he 
is using the idea where it is unjustified and he might find a flaw in it. For 
examples of this phenomenon consider the philosophical cowardice of 
Wittgenstein and Kuhn.

lol. yup.

for those who don't know, there are also other criticisms of justificationism. i think 
Alan would agree with that. i wanted to clarify this because i thought the 
presentation could look to someone like a complete list (or even just a complete 
list of the main important points).

-------------



Let's consider one situation in which it might appear that an idea can have a 
measure that's relevant to judging its merit. Suppose I want to build a laser and 
that I want to build it using a diode. A given diode laser will often be destroyed if 
it exceeds some particular temperature. To cool the diode you can do things like 
attach a big block of metal to it,

Do you mean a solid block? I would think you'd want more like a bunch of thin 
slices of metal attached together by metal. And maybe a fan blowing on it.

Or maybe you had in mind a HUGE block of metal? and the heat just spreads 
through it and it's big enough to handle all the heat without worrying about getting 
heat into the air?

or a radiator, or you have pipes with water in them go past the diode and water 
carries away heat from the diode. The more power you put into a given diode 
the more heat it will have to dissipate and given a particular cooling mechanism 
there will be a maximum amount of power you can get out without frying the 
diode. So you could say something like "Given a choice between two different 
diodes that cost less than £x, fit in a given volume…[other stuff]...I would prefer 
the one that gives me more power."

There are two things to notice. First, this figure of merit is dependent on an 
explanation. Since explanations are all totally unjustified and unjustifiable, so too 
is this figure of merit. Second to make decisions between different diodes you 
do it on the basis of a yes/no question: "Would diode x give me more power 
than diode y given blah blah, blah?" So any given decision is just a binary 
decision: it's not "this idea has x goodness points".

the real thing going on here is explanations and criticism. we have explanations 
about what our budget is, how much space we have to put it in, and that the 
maximum useful power level we'd like is above the maximum we're going to get, 
so within our options the more power the better.

then when we know some stuff like that we consider some options and some get 
ruled out directly (e.g. overbudget or too big). then some only get ruled out as 
pretty decent options but inferior to a different option (fits budget, but provides 
less max power than another option). so in this way by considering explanations 
and criticism we eliminate every option but one. then, as always, we act on the 
one single non-refuted idea that has no non-refuted rivals.



----------------------

About the hard to vary idea. If hardness to vary comes in some kind of figure of 
merit like laser power, then I would apply the same argument as above. David 
proposed in FoR that knowledge bearing objects are more uniform across the 
multiverse than non-knowledge bearing objects: but this is just another figure of 
merit. This figure of merit may exist for all knowledge but using it to choose 
between two ideas would depend on having an explanation that it is relevant to 
judging between those two ideas using that figure.

"hard to vary" is basically David's addition to the list of how to judge which ideas 
are the best on merits like being simpler, explaining more, not having 
unnecessary parts tacked on, not being arbitrary, addressing the problem it's 
supposed to, not violating the rules of logic, and so on.

This list was never the ideal perspective but contains value if used as a way to 
invent criticisms. If seen as some areas to look for criticisms (e.g. criticizing 
something for having unnecessary stuff tacked on or violating the rules of logic) 
then it's good, and the "hard to vary" idea is a good addition to the list.

However, the list can also be used in a justificationist way. Popperians in general, 
and Karl Popper and David in particular, do it both ways. They don't fully 
understand the issue and are a bit inconsistent about how they handle it. (But to 
be fair to Popper, he recognized he wasn't perfect and it's a hard problem. He 
was actively trying to be more fully non-justificationist in his thinking. So I really 
don't mind, no problem. However David does not have that attitude and isn't 
trying to learn better, and I think many other Popperians also fail to adequately 
follow Popper's lead about this.)

Regarding knowledge in the multiverse, I guess you could (mis)use that as a 
figure of merit but I thought it was intended as more of an interesting fact to think 
about, which David was smart to think of, and which might turn out important 
someday. Did I miss something indicating to use it another way? It'd be hard to 
use as a figure of merit because we can't actually look at the multiverse from an 
omniscient perspective to see stuff's multiversal size.



----------------------

As explained in the chapter on choices in BoI, weighing is not a rational way of 
making decisions. One reason for this is that different explanations can't be 
mixed to produce a sensible result since the mixed idea will not solve problems.

Right. If one side says we should do W to solve problem X, and the other side 
says we should do Y to solve problem Z, doing half of W and half of Y may well 
solve neither X nor Z. No side even *claims* to have any reason that would work! 
The same also applies if X and Z are the same problem.

Another is that Arrow's theorem, which explains that there is no consistent 
weighing process that satisfies particular principles of rationality. You might say 
that those principles could just as well fit a justificationist or a critical rationalist, 
so there is a criticism of weighing that isn't dependent on whether we side with 
critical rationalists or justificationists.

So let's look at the assumptions of Arrow's theorem (agents here just means 
things participating in the decision, an agent need not be a person):
(1) The weighing should depend only on the preferences of the agents making 
the decision.
(2) The rule should not pick a single agent who always get to make the decision.
(3) If the agents are unanimous in favour of some option then the weighing 
selects that option.
(4) If the weighing selects A over B and some agents who preferred C switch to 
A, then A should still be selected.
(5) If the weighing selects A over B and C over D, and the agents change their 
minds about C and D but not A and B, then A should still be picked over B.

Some of these seem difficult to square with justificationism. For example, if a 
single agent happens to have the magical formula for justification, then why 
shouldn't he just get to wave his magic want and make all the decisions? I would 
come up with more, but one criticism is enough.

heh

but i think the main point here is CR works without weighing. it can accept 
Arrow's point without difficulty. while justificationism uses weighing and can't 



accept Arrow's point without difficulties (difficulties which no one has solved and 
published a solution to, AFAIK).

So to conclude any given idea should either be rejected or accepted in a yes/no 
way. Measures are relevant to this choice only insofar as there is an explanation 
linking that particular measure to a criterion by which we can make a yes/no 
decision.

i agree.

-- Elliot Temple
http://fallibleideas.com/

From: Elliot Temple <curi@curi.us>

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Criticism and explanation versus justification
Date: January 27, 2014 at 6:48 AM

On Jan 6, 2013, at 9:41 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 1 Jan 2013, at 21:00, Alan Forrester <alanmichaelforrester@gmail.com> 
wrote:

There has been some lack of clarity about issues concerning measuring ideas 
and criticism and justification. In particular there have been disputes over 
whether there can be any measure of the merit of an idea and if so whether 
such a measure is justificationist. My position is that any given idea should 
either be rejected or accepted in a yes/no way.

---------

There are several criticisms of justificationism.

The first is that any argument that supposedly justifies an idea has 
unexplained premises and so a justificationist has to give up on explanation.

The second is that either you keep making justificationist arguments forever or 
you give up and use unjustified premises in which case your idea is unjustified 
and you get nothing from all this justification.

Third, you can conclude that something must be wrong with your ideas if you 
find a contradiction among them even if none of them are justified, so you can 
choose between ideas by criticism. The contradiction itself doesn't have to be 
justified. Even if you find an apparent criticism that turns out to be wrong, you 
have to adopt new ideas to fix it even if they have a lot in common with the old 
ideas.

Fourth, justificationism is incompatible with judging ideas in terms of whether 
they stand up to criticism. If you want criticism you want to stretch your ideas 
as much as possible, try to apply them to as many problems as possible and 
you hope to find flaws so you can fix them. A justificationist has to try to 
confine an idea to issues on which he has found no flaws because if he does 
otherwise he is using the idea where it is unjustified and he might find a flaw in 



it. For examples of this phenomenon consider the philosophical cowardice of 
Wittgenstein and Kuhn.

-------------

Let's consider one situation in which it might appear that an idea can have a 
measure that's relevant to judging its merit. Suppose I want to build a laser and 
that I want to build it using a diode. A given diode laser will often be destroyed 
if it exceeds some particular temperature. To cool the diode you can do things 
like attach a big block of metal to it, or a radiator, or you have pipes with water 
in them go past the diode and water carries away heat from the diode. The 
more power you put into a given diode the more heat it will have to dissipate 
and given a particular cooling mechanism there will be a maximum amount of 
power you can get out without frying the diode. So you could say something 
like "Given a choice between two different diodes that cost less than £x, fit in a 
given volume…[other stuff]...I would prefer the one that gives me more power."

There are two things to notice. First, this figure of merit is dependent on an 
explanation. Since explanations are all totally unjustified and unjustifiable, so 
too is this figure of merit. Second to make decisions between different diodes 
you do it on the basis of a yes/no question: "Would diode x give me more 
power than diode y given blah blah, blah?" So any given decision is just a 
binary decision: it's not "this idea has x goodness points".

----------------------

About the hard to vary idea. If hardness to vary comes in some kind of figure of 
merit like laser power, then I would apply the same argument as above. David 
proposed in FoR that knowledge bearing objects are more uniform across the 
multiverse than non-knowledge bearing objects: but this is just another figure 
of merit. This figure of merit may exist for all knowledge but using it to choose 
between two ideas would depend on having an explanation that it is relevant to 
judging between those two ideas using that figure.

There are ways to test whether an idea is hard to vary. For example, if 
discarding it would require discarding many other ideas that explain a whole 
load of stuff about how the world works, then we can fallibly judge that it is hard 
to vary. Given an explanation that is not hard to vary and one that is hard to vary 
we have criticisms of the non-hard-to-vary explanation that do not apply to the 



hard-to-vary explanation.

"hard to vary" is ambiguous and David made a mistake by emphasizing that 
phrase so much.

any idea can be trivially varied. you just change it. for example all ideas can be 
varied to "cat" simply by saying "instead of that, 'cat'!"

the real issue is variations within certain constraints. what constraints? David 
should have said what constraints clearly and prominently instead of leaving them 
implied. making the constraint(s) explicit allows for criticism of them.

typically what you want is something like, "idea X is hard to make changes to 
while still accomplishing its purpose of solving problem Y". and what this means, 
roughly, is that X is at a local maxima for solving Y. (big changes are considered 
"hard", and small changes near a local maxima will make things worse. also the 
more exactly X is at a local maxima, the higher chance that random variations will 
make it worse).

so is there truth to the idea that we usually wants ideas that are at some local 
maximum? yes. sure. if we're a little off a local maximum, then we'll wonder 
"wouldn't the maximum be better? if not, why are we near it at all?" and there 
might be a good answer to that sometimes, but usually there won't be, and if 
there is we'll still want to ask about this and understand the answer.

this stuff is absolutely worth understanding. however David didn't take the idea 
nearly as far as he could have and also overestimated it.

there's more to "hard to vary" than this, but this is an important part of it. another 
important thing to understand about the topic is how "hard to vary" is similar and 
different from "non-arbitrary". if you don't know that (and BoI won't tell you), then 
there's more to learn!

one other point is if something is easy to vary that is a *criticism*. as always the 
criticism could itself be criticized. in many cases "that is easy to vary" will hold up 
– there will be some reason it's bad. in some cases there might be a defense of 
why it's ok that a particular thing is easy to vary. looking for stuff that's easy to 
vary is a good way to create some criticisms, but should never be assumed to be 
decisive, it has to itself be held open to criticism (both in general as philosophy, 



and also in particular cases. easy to vary is NOT always a bad thing). also, again, 
BoI failed to explain this.

btw this raises a tangent i think is interesting. how valuable are books? they take 
a lot of work and can get out of date quickly. BoI took over a decade and then 
within a couple years of publication I know various flaws (some I actually knew 
before publication). though, interestingly, the FI website has been out longer and I 
don't yet know any big criticisms of it. as a website I could easily update it if 
desired, but so far i've only ever edited stuff like typos. but i do have plenty of old 
emails and blog posts that i now know of serious flaws in.

Let's take a specific example. Last year some physicists claimed that they found 
evidence that neutrinos might be travelling faster than light (FTL). Other people 
thought that the experimentalists had made a mistake, and they were right.

lol that. i made a little money betting neutrinos don't go FTL :D i wonder how else 
you can make money off having better philosophy than others. in principle one 
would expect many opportunities, but i don't yet know of lots of ways to do it. one 
problem is a lot of times people aren't confident enough in their bad ideas to bet 
money on whose right, plus for lots of issues it's too hard to objectively determine 
who was right to everyone's satisfaction. (and no a panel of judges would not be 
a good solution)

The FTL explanation contradicted general relativity (GR) in a way that could not 
easily be fixed. You'd have to either replace GR itself completely or change the 
way neutrinos interact with the gravitational field so they travel through 
wormhole or something like that. To hold open a wormhole you need matter that 
exerts a negative gravitational field, which is difficult to reconcile with quantum 
theory and thermodynamics. Wormholes may also be usable for time travel, 
which creates problems for epistemology, as explained in the chapter in FoR on 
time travel. So the FTL neutrino explanation just said 'maybe neutrinos travel 
FTL' and had no other content. Other content would have to be added to the 
FTL theory to counter the criticism that it requires discarding many current 
explanations.

i think they were imagining we'd stumbled on some new physics. why hadn't it 
been noticed before? no answer but it's POSSIBLE it wouldn't have been. how 

would the new physics work? we don't know yet. why is this more plausible than 



would the new physics work? we don't know yet. why is this more plausible than 
experimental error? no answer. why did GR seem right if it's wrong? no answer.

The explanation that the experimentalists made a mistake is entirely compatible 
with the best current explanations: mistakes are common. Although the mere 
suggestion that they made a mistake did not solve the problem in and of itself it 
was not as bad as the FTL theory.

If the mistake theory had not panned out, then the FTL neutrino theory might 
have been reconsidered in the light of the new problem-situation and physicists 
might have decided to work on it. We might have decided to overturn a load of 
our previous knowledge if we had a good explanation about why we should do 
so. Judging theories in this way is not justificationist. It is important to judging 
critically what research to undertake.

what you have to do (as always in all fields) is come up with explanations about 
what research to undertake (such as researching it being experimental error), and 
criticize all the proposals and end up with exactly one non-refuted idea about how 
to proceed.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] fallibleideas.com/emotions
Date: January 27, 2014 at 7:05 AM

On Jun 11, 2012, at 10:08 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Jun 4, 2012 4:25 AM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 29, 2012, at 2:59 PM, Rami Rustom wrote:

On Mar 29, 2012 1:48 AM, "Elliot Temple" <curi@curi.us> wrote:
On Mar 28, 2012, at 5:33 PM, Rami Rustom wrote:

I'm confused about the last paragraph of fallibleideas.com/emotions

None of this is disrespectful to emotions. It doesn't assume they are
all wrong, or worthless, or don't contain knowledge.

I don't see how emotions could contain knowledge. I think that an
emotion can be caused by a thought, and the thought is an idea. Do you
mean that an emotion is evidence of a thought?

Maybe someone is in a relationship and their partner does something and 
they feel bad. Maybe they even feel jealous.

Jealousy is irrational. If person A doesn't trust person B, then A
should end the relationship with B. Viola.

But first person A should address the reasons for the distrust. If he
can't come up with reasons, then the emotion is based in a gut feeling
that she is cheating on him, i.e. inexplicit knowledge. He should
confront her directly about this. And if he isn't able to control his
jealous emotions, then he should consider if his own ideas are the
problem, like maybe he had previous relationships with similar
problems. In this case, I think person B should dump A.

Lots of people figure out indirect ways to find out if she is cheating
by performing tests like getting strangers to hit on her or something.
I think this is bad. I rather dump her. Its less work. Although I've
never been jealous.

Either way, the jealousy should end almost immediately.



And they can't explain why what the partner did is bad very well. They don't 
have good arguments.

But the emotion might be right. Maybe it really is bad. Emotions aren't 
random or always wrong. Some of them sometimes have a bit of wisdom in 
them.

Yes he might have seen her react a certain way to another guy and his
mind has inexplicit knowledge about these things based on past
experience so he may be right about what it means but he can't explain
it.

Sometimes people emotionally think something is bad but hear some 
intellectual arguments that it's good which seem true to them. But they still 
emotionally think it's bad. They're conflicted. Sometimes the emotion is 
right. Just ignoring the emotion is often a bad approach.

Hmm. Is confusion an emotion? I've been saying that I pay attention to
the feeling I get when I'm confused. This is an emotion, right?

Edmund Burke talks about this stuff some in his defense of "prejudice" in 
Reflections on the Revolution in France.

It's the same sort of approach one should take to ideas in general:
criticize their flaws, conjecture ways to improve them, and gradually
move forward. Sometimes people go wrong by trying to ignore their
emotions without replacing them.

This is bad. I used to do it. It was my way of getting rid of the
emotion. It doesn't work well at all.

People sometimes do the same thing
with ideas. This doesn't work because we have ideas and emotions for a
reason. They solve some problem. At the least, a certain emotional
reaction gives guidance about what to do in a certain category of



situation.

Huh? What sort of guidance?

E.g. to oppose something that you emotionally dislike.

Or to abort something scary and leave/avoid that situation.

Or to not let your boyfriend spend time with that other girl.

Or to go out of your way to help your kid who is hurting instead of continuing 
watching TV.

If something makes you happy that guides you to do it more. Sad, the 
reverse.

Ah. If I'm happy while doing something then I prefer to do it; if sad
then prefer not to do it.

If I see my kid bump her head and its bleeding now. I could freak out
and scream out of irrational fear. Or I can wait to check out the
situation and even if its really bad, I shouldn't freak out and scream
because the child will be scared too. So its better to be calm and
take her to the hospital. Freaking out makes its harder to think about
the correct thing to do.

So why do I need an emotion to guide me to be concerned about my
child's bleeding head? I don't. I just need reason. Right?

What other emotional reactions can be used as guidance in certain
categories of situation?

I wasn't saying we need emotion to guide us. I was saying emotions do 
have guidance so you need to replace an emotional way of life with better 
knowledge and better ideas instead of just getting rid of the emotions.

Note that we don't have time to think every decision through fully. We need 
to have shortcuts, life policies, rules of thumb, guidelines and so on. We can 
make these ourselves, adjust them to our satisfaction, watch out for 
problems with them, and adjust them further ask needed. They can be 



problems with them, and adjust them further ask needed. They can be 
rational, intelligent, and good.

We need to automate some of our life because we have limited attention. 
Emotions are a step in this direction in that they help one make some 
decisions and get some guidance without taking much conscious attention 
to figure out what's going on. But, in some respects, emotions are a pretty 
crude way to do this. It's possible to do better.

So far I see happy and sad and useful emotions because they tell us
what we prefer and don't prefer.

These are the ones I think are useful: happy/sad, curiosity/boredom,
disgust, what else?

These are the ones I think are not useful: jealousy, fear, anger,
worry, embarrassment, frustration, guilt, hope, pride, regret, shame,
what else?

Frustration guides you to stop trying that approach.

Ah. Many people who get frustrated will quit the whole activity rather
than just the approach.

while i am not exactly an advocate of these emotions, and will readily 
acknowledge that many people use them badly, my point was basically they do 
matter in some ways and just deleting them with no replacement wouldn't be 
ideal (though for some people it might still beat continuing to live with them in the 
conventional way, but that's just choosing between a rock and a hard place).

So when a child gets frustrated [and possibly thinks about quitting],
the parent should offer help in trying a different approach. This
helps replicate the meme that frustration should lead to trying a
different approach instead of quitting the whole activity.

sometimes someone should quit the whole activity and frustration can be a hint 
about that too.



you took my particular example and assumed it was some kind of universal truth. 
and you didn't think that through. if you stop and think about it, you will realize 
that sometimes the following are both true:

1) a person is frustrated with an activity
2) the best thing to do is for the person not to do that activity anymore

that happens. everyone knows it happens. one way it happens is someone starts 
doing an activity that's a mistake, and then a common result of that is frustration.

So is the frustration emotion learned?

as opposed to what?

If so, it must be learned by logic-of-situation.

because?

you shouldn't assert stuff like this without argument. you won't learn anything and 
neither will anyone else.

And if a child doesn't get help with his
problem-situations, then the child might learn to get angry when he
gets sufficiently frustrated.

because?

you shouldn't assert stuff like this without explanation. you won't learn anything 
and neither will anyone else.

Jealousy warns you that your spouse might be straying.

But that is a subconscious warning, right? Its a gut feeling and you
are not aware of why you got the gut feeling. So the person shouldn't
accuse the spouse based on the gut feeling. Instead he should act on
the gut feeling by attempting to convert that inexplicit knowledge to
explicit knowledge. One way to do that is to guess and criticize why



you're having the gut feeling. He could guess things about the spouses
facial expressions in response to certain questions or what ever.

But, he shouldn't create tests for the spouse in order to see if she
passes or fails. This is manipulation. Right?

what are you talking about? people often consciously know they are jealous and 
then spy to see if they're right or not.

your attempts at philosophizing here are worse than the common sense most 
people already have.

thinking is usually best used for incrementally improving ideas. what you should 
do is learn what most people in our culture know then do even better with 
philosophical improvement. if you start with random junk and try to use 
philosophy to improve it, even if you succeed a fair amount you might still have 
worse ideas than non-philosophers.

Fear warns you things are dangerous.

Do you mean danger of causing hurt? How do we learn fear? Either a
child sees someone else get hurt from something, or he got hurt from
something, e.g. a tiger. And he learns to fear that something. And
maybe the child then also creates an abstraction of that something,
and so he fears that abstraction, e.g. any big growling animal with
big sharp teeth. Or the parents do the abstracting and help replicate
that meme to the child, e.g. 'don't talk to strangers because they
could be bad'.

The examples I just described are explicit knowledge. But isn't fear
sometimes a gut feeling? Anybody have an example?

Worry warns you something could do harm.

Seems useless. Also I don't think that is right. Worry seems to be
what happens when we think about the worse case outcomes of a
problem-situation if it is not solved. Or does my statement mean the



same as yours?

why don't you tell me?

you said worry happens when you know about a bad outcome that could happen 
unless stopped. isn't that that i said? but you said i'm wrong. then asked if we 
said the same thing while also leaving the text saying i'm wrong. and then didn't 
actually think through your own question.

i think you understood neither what i said nor what you said, then hit "send".

How is worry different than fear?

Embarrassment sometimes warns you something is harming your reputation.

So embarrassment presupposes the idea of a reputation.

no, if "X SOMETIMES does something to do with Y" that doesn't mean X (always) 
presupposes Y.

i even explicitly wrote "sometimes".

what you did is make something up and give no argument or explanation. when 
you do that it's often false but even if you got lucky and were right it wouldn't be 
any better. you won't learn anything this way and neither will anyone else. (unless 
perhaps they wish to study irrationality and you provide personal examples this 
way...)

Why should we
care about our reputation?

Embarrassment happens when something private gets revealed in public. 
Right?

Guilt can guide you not to do something again. And can be seen coming in 
advance, too.

But guilt means that you feel bad that you did something. But why? Its



But guilt means that you feel bad that you did something. But why? Its
just a mistake. So guilt presupposes that you understand mistakes
incorrectly. Right?

umm what? why couldn't one's guilt correspond correctly to what is and isn't 
mistakes? why does it have to be incorrect? you didn't give any reason or explain 
what you meant.

i hope EVERYONE here will learn from examples like these, and my commentary, 
about what is necessary to post productively. which you should want to do 
because otherwise you'll have a bad life and die. (you doubt it? then refute my 
claim. not silently at home. ask for more details of my position if you don't know 
them yet, then post your refutation and, by posting it, expose it to criticism. if 
you're so great you don't need to learn, let's see a demonstration!)

Also guilt means that you are responsible. And in some cases you
aren't. So sometimes guilt presupposes that you misunderstand where
responsibility lies.

Pride guides you that you're doing well.

Ok. Your own actions. Many people mistakenly link pride with their
race, ethnicity, sex, socioeconomic class, family name, etc.

Regret can guide you to think about how not to do something again. Ditto 
shame.

I regret having done X means I don't intend to do X again. That sounds
good to me.

But shame presupposes that you care what other people think. Right?

Anger guides you to hurt someone.

That one doesn't seem useful at all, even in the context of someone



hurting your child.

notice that none of Rami's replies engaged with the original point i was making, or 
continued the original discussion. every single time he just got caught up in a 
short out-of-context sentence (two at most).

so after all this "replying" he's ignored and dropped the original discussion, and 
never considered what my reply meant.

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Vollmer <vollmerok@gmail.com>
Subject: Re: [FI] Re: [BoI] Criticism and explanation versus justification
Date: January 27, 2014 at 7:18 PM

On 27 Jan 2014, at 06:48, Elliot Temple <curi@curi.us> wrote:

On Jan 6, 2013, at 9:41 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 1 Jan 2013, at 21:00, Alan Forrester <alanmichaelforrester@gmail.com> 
wrote:

There has been some lack of clarity about issues concerning measuring 
ideas and criticism and justification. In particular there have been disputes 
over whether there can be any measure of the merit of an idea and if so 
whether such a measure is justificationist. My position is that any given idea 
should either be rejected or accepted in a yes/no way.

---------

There are several criticisms of justificationism.

The first is that any argument that supposedly justifies an idea has 
unexplained premises and so a justificationist has to give up on explanation.

The second is that either you keep making justificationist arguments forever 
or you give up and use unjustified premises in which case your idea is 
unjustified and you get nothing from all this justification.

Third, you can conclude that something must be wrong with your ideas if you 
find a contradiction among them even if none of them are justified, so you 
can choose between ideas by criticism. The contradiction itself doesn't have 
to be justified. Even if you find an apparent criticism that turns out to be 
wrong, you have to adopt new ideas to fix it even if they have a lot in 
common with the old ideas.

Fourth, justificationism is incompatible with judging ideas in terms of whether 
they stand up to criticism. If you want criticism you want to stretch your ideas 
as much as possible, try to apply them to as many problems as possible and 



you hope to find flaws so you can fix them. A justificationist has to try to 
confine an idea to issues on which he has found no flaws because if he does 
otherwise he is using the idea where it is unjustified and he might find a flaw 
in it. For examples of this phenomenon consider the philosophical cowardice 
of Wittgenstein and Kuhn.

-------------

Let's consider one situation in which it might appear that an idea can have a 
measure that's relevant to judging its merit. Suppose I want to build a laser 
and that I want to build it using a diode. A given diode laser will often be 
destroyed if it exceeds some particular temperature. To cool the diode you 
can do things like attach a big block of metal to it, or a radiator, or you have 
pipes with water in them go past the diode and water carries away heat from 
the diode. The more power you put into a given diode the more heat it will 
have to dissipate and given a particular cooling mechanism there will be a 
maximum amount of power you can get out without frying the diode. So you 
could say something like "Given a choice between two different diodes that 
cost less than £x, fit in a given volume…[other stuff]...I would prefer the one 
that gives me more power."

There are two things to notice. First, this figure of merit is dependent on an 
explanation. Since explanations are all totally unjustified and unjustifiable, so 
too is this figure of merit. Second to make decisions between different diodes 
you do it on the basis of a yes/no question: "Would diode x give me more 
power than diode y given blah blah, blah?" So any given decision is just a 
binary decision: it's not "this idea has x goodness points".

----------------------

About the hard to vary idea. If hardness to vary comes in some kind of figure 
of merit like laser power, then I would apply the same argument as above. 
David proposed in FoR that knowledge bearing objects are more uniform 
across the multiverse than non-knowledge bearing objects: but this is just 
another figure of merit. This figure of merit may exist for all knowledge but 
using it to choose between two ideas would depend on having an explanation 
that it is relevant to judging between those two ideas using that figure.

There are ways to test whether an idea is hard to vary. For example, if 

discarding it would require discarding many other ideas that explain a whole 



discarding it would require discarding many other ideas that explain a whole 
load of stuff about how the world works, then we can fallibly judge that it is 
hard to vary. Given an explanation that is not hard to vary and one that is hard 
to vary we have criticisms of the non-hard-to-vary explanation that do not apply 
to the hard-to-vary explanation.

"hard to vary" is ambiguous and David made a mistake by emphasizing that 
phrase so much.

any idea can be trivially varied. you just change it. for example all ideas can be 
varied to "cat" simply by saying "instead of that, 'cat'!"

the real issue is variations within certain constraints. what constraints? David 
should have said what constraints clearly and prominently instead of leaving 
them implied. making the constraint(s) explicit allows for criticism of them.

typically what you want is something like, "idea X is hard to make changes to 
while still accomplishing its purpose of solving problem Y". and what this means, 
roughly, is that X is at a local maxima for solving Y. (big changes are considered 
"hard", and small changes near a local maxima will make things worse. also the 
more exactly X is at a local maxima, the higher chance that random variations 
will make it worse).

so is there truth to the idea that we usually wants ideas that are at some local 
maximum? yes. sure. if we're a little off a local maximum, then we'll wonder 
"wouldn't the maximum be better? if not, why are we near it at all?" and there 
might be a good answer to that sometimes, but usually there won't be, and if 
there is we'll still want to ask about this and understand the answer.

I don’t know what you mean by local maximum, but here’s my interpretation in an 
example.

You wake up and you don’t know what time it is and you don’t know how long 
you’ve slept. You check your bed clock (you aren’t tech davy) and it’s flashing. 
Maybe the power went out, you think. And so you doubt that the time is really 
12:00am. It could in fact be 12:00am, but that is easy to vary. It could also be 
5:00am, or 3:30pm. These are easy to vary explanations.

So you check another room in your house, but it isn’t flashing. Now it will be 
harder to create an explanation about how the time is actually 12:00am when 



another clock says it’s 5:34am. You have to now explain how the two clocks 
report two different times. And when you create an explanation for that it can’t 
conflict with other explanations. You can say these aren’t clocks, but you need to 
explain then how they can display a blinking light on LEDs without being clocks.

Blinking light on the clock usually indicates the time has not been set after being 
turned on. So if that is true, then the power must have gone off in one room and 
not the other, otherwise how do you explain the blinking light. it’s harder to vary 
any of these details without being inconsistent.

------------------------------------
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From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Cc: fallible-ideas@yahoogroups.com, FIGG <fallible-ideas@googlegroups.com>, 
BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: [FI] Re: [BoI] Criticism and explanation versus justification
Date: January 27, 2014 at 10:13 PM

On Jan 27, 2014, at 4:18 PM, Vollmer <vollmerok@gmail.com> wrote:

On 27 Jan 2014, at 06:48, Elliot Temple <curi@curi.us> wrote:

On Jan 6, 2013, at 9:41 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 1 Jan 2013, at 21:00, Alan Forrester <alanmichaelforrester@gmail.com> 
wrote:

There has been some lack of clarity about issues concerning measuring 
ideas and criticism and justification. In particular there have been disputes 
over whether there can be any measure of the merit of an idea and if so 
whether such a measure is justificationist. My position is that any given idea 
should either be rejected or accepted in a yes/no way.

---------

There are several criticisms of justificationism.

The first is that any argument that supposedly justifies an idea has 
unexplained premises and so a justificationist has to give up on explanation.

The second is that either you keep making justificationist arguments forever 
or you give up and use unjustified premises in which case your idea is 
unjustified and you get nothing from all this justification.

Third, you can conclude that something must be wrong with your ideas if 
you find a contradiction among them even if none of them are justified, so 
you can choose between ideas by criticism. The contradiction itself doesn't 
have to be justified. Even if you find an apparent criticism that turns out to 
be wrong, you have to adopt new ideas to fix it even if they have a lot in 



common with the old ideas.

Fourth, justificationism is incompatible with judging ideas in terms of 
whether they stand up to criticism. If you want criticism you want to stretch 
your ideas as much as possible, try to apply them to as many problems as 
possible and you hope to find flaws so you can fix them. A justificationist has 
to try to confine an idea to issues on which he has found no flaws because if 
he does otherwise he is using the idea where it is unjustified and he might 
find a flaw in it. For examples of this phenomenon consider the 
philosophical cowardice of Wittgenstein and Kuhn.

-------------

Let's consider one situation in which it might appear that an idea can have a 
measure that's relevant to judging its merit. Suppose I want to build a laser 
and that I want to build it using a diode. A given diode laser will often be 
destroyed if it exceeds some particular temperature. To cool the diode you 
can do things like attach a big block of metal to it, or a radiator, or you have 
pipes with water in them go past the diode and water carries away heat from 
the diode. The more power you put into a given diode the more heat it will 
have to dissipate and given a particular cooling mechanism there will be a 
maximum amount of power you can get out without frying the diode. So you 
could say something like "Given a choice between two different diodes that 
cost less than £x, fit in a given volume…[other stuff]...I would prefer the one 
that gives me more power."

There are two things to notice. First, this figure of merit is dependent on an 
explanation. Since explanations are all totally unjustified and unjustifiable, 
so too is this figure of merit. Second to make decisions between different 
diodes you do it on the basis of a yes/no question: "Would diode x give me 
more power than diode y given blah blah, blah?" So any given decision is 
just a binary decision: it's not "this idea has x goodness points".

----------------------

About the hard to vary idea. If hardness to vary comes in some kind of 
figure of merit like laser power, then I would apply the same argument as 
above. David proposed in FoR that knowledge bearing objects are more 
uniform across the multiverse than non-knowledge bearing objects: but this 
is just another figure of merit. This figure of merit may exist for all knowledge 

but using it to choose between two ideas would depend on having an 



but using it to choose between two ideas would depend on having an 
explanation that it is relevant to judging between those two ideas using that 
figure.

There are ways to test whether an idea is hard to vary. For example, if 
discarding it would require discarding many other ideas that explain a whole 
load of stuff about how the world works, then we can fallibly judge that it is 
hard to vary. Given an explanation that is not hard to vary and one that is 
hard to vary we have criticisms of the non-hard-to-vary explanation that do 
not apply to the hard-to-vary explanation.

"hard to vary" is ambiguous and David made a mistake by emphasizing that 
phrase so much.

any idea can be trivially varied. you just change it. for example all ideas can be 
varied to "cat" simply by saying "instead of that, 'cat'!"

the real issue is variations within certain constraints. what constraints? David 
should have said what constraints clearly and prominently instead of leaving 
them implied. making the constraint(s) explicit allows for criticism of them.

typically what you want is something like, "idea X is hard to make changes to 
while still accomplishing its purpose of solving problem Y". and what this 
means, roughly, is that X is at a local maxima for solving Y. (big changes are 
considered "hard", and small changes near a local maxima will make things 
worse. also the more exactly X is at a local maxima, the higher chance that 
random variations will make it worse).

so is there truth to the idea that we usually wants ideas that are at some local 
maximum? yes. sure. if we're a little off a local maximum, then we'll wonder 
"wouldn't the maximum be better? if not, why are we near it at all?" and there 
might be a good answer to that sometimes, but usually there won't be, and if 
there is we'll still want to ask about this and understand the answer.

I don’t know what you mean by local maximum

A local maximum is a concept from mathematics, which, roughly speaking, refers 
to a point on a curve that is at least as high as any neighboring point. For 
example, on a lowercase latin 'm' glyph, that tops of both arches are local 



maxima. On a lowercase latin 'h' glyph, the top of the arch and the top of the line 
are local maxima.

The word local in the phrase "local maximum" means that that the point only has 
to be at least as high as its neighbors. This is in contrast to a "global maximum" 
which is a point that is at least as high as any other point on the curve. On a 
lowercase latin 'm' glyph, the tops of both arches of each global maxima, because 
they are each equally high and no point in the glyph is higher than those points. 
On a lowercase latin 'h' glyph, only the top of the line is a global maximum.



From: Elliot Temple <curi@curi.us>
Cc: FIGG <fallible-ideas@googlegroups.com>, BoI <beginning-of-
infinity@googlegroups.com>
Subject: Re: [FI] [BoI] Criticism and explanation versus justification
Date: January 28, 2014 at 1:07 AM

On Jan 27, 2014, at 7:13 PM, Alisa Zinov'yevna Rosenbaum 
<petrogradphilosopher@gmail.com> wrote:

On Jan 27, 2014, at 4:18 PM, Vollmer <vollmerok@gmail.com> wrote:

On 27 Jan 2014, at 06:48, Elliot Temple <curi@curi.us> wrote:

On Jan 6, 2013, at 9:41 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 1 Jan 2013, at 21:00, Alan Forrester 
<alanmichaelforrester@gmail.com> wrote:

There has been some lack of clarity about issues concerning measuring 
ideas and criticism and justification. In particular there have been disputes 
over whether there can be any measure of the merit of an idea and if so 
whether such a measure is justificationist. My position is that any given 
idea should either be rejected or accepted in a yes/no way.

---------

There are several criticisms of justificationism.

The first is that any argument that supposedly justifies an idea has 
unexplained premises and so a justificationist has to give up on 
explanation.

The second is that either you keep making justificationist arguments 
forever or you give up and use unjustified premises in which case your 
idea is unjustified and you get nothing from all this justification.



Third, you can conclude that something must be wrong with your ideas if 
you find a contradiction among them even if none of them are justified, so 
you can choose between ideas by criticism. The contradiction itself doesn't 
have to be justified. Even if you find an apparent criticism that turns out to 
be wrong, you have to adopt new ideas to fix it even if they have a lot in 
common with the old ideas.

Fourth, justificationism is incompatible with judging ideas in terms of 
whether they stand up to criticism. If you want criticism you want to stretch 
your ideas as much as possible, try to apply them to as many problems as 
possible and you hope to find flaws so you can fix them. A justificationist 
has to try to confine an idea to issues on which he has found no flaws 
because if he does otherwise he is using the idea where it is unjustified 
and he might find a flaw in it. For examples of this phenomenon consider 
the philosophical cowardice of Wittgenstein and Kuhn.

-------------

Let's consider one situation in which it might appear that an idea can have 
a measure that's relevant to judging its merit. Suppose I want to build a 
laser and that I want to build it using a diode. A given diode laser will often 
be destroyed if it exceeds some particular temperature. To cool the diode 
you can do things like attach a big block of metal to it, or a radiator, or you 
have pipes with water in them go past the diode and water carries away 
heat from the diode. The more power you put into a given diode the more 
heat it will have to dissipate and given a particular cooling mechanism 
there will be a maximum amount of power you can get out without frying 
the diode. So you could say something like "Given a choice between two 
different diodes that cost less than £x, fit in a given volume…[other stuff]...I 
would prefer the one that gives me more power."

There are two things to notice. First, this figure of merit is dependent on an 
explanation. Since explanations are all totally unjustified and unjustifiable, 
so too is this figure of merit. Second to make decisions between different 
diodes you do it on the basis of a yes/no question: "Would diode x give me 
more power than diode y given blah blah, blah?" So any given decision is 
just a binary decision: it's not "this idea has x goodness points".

----------------------



About the hard to vary idea. If hardness to vary comes in some kind of 
figure of merit like laser power, then I would apply the same argument as 
above. David proposed in FoR that knowledge bearing objects are more 
uniform across the multiverse than non-knowledge bearing objects: but 
this is just another figure of merit. This figure of merit may exist for all 
knowledge but using it to choose between two ideas would depend on 
having an explanation that it is relevant to judging between those two 
ideas using that figure.

There are ways to test whether an idea is hard to vary. For example, if 
discarding it would require discarding many other ideas that explain a whole 
load of stuff about how the world works, then we can fallibly judge that it is 
hard to vary. Given an explanation that is not hard to vary and one that is 
hard to vary we have criticisms of the non-hard-to-vary explanation that do 
not apply to the hard-to-vary explanation.

"hard to vary" is ambiguous and David made a mistake by emphasizing that 
phrase so much.

any idea can be trivially varied. you just change it. for example all ideas can 
be varied to "cat" simply by saying "instead of that, 'cat'!"

the real issue is variations within certain constraints. what constraints? David 
should have said what constraints clearly and prominently instead of leaving 
them implied. making the constraint(s) explicit allows for criticism of them.

typically what you want is something like, "idea X is hard to make changes to 
while still accomplishing its purpose of solving problem Y". and what this 
means, roughly, is that X is at a local maxima for solving Y. (big changes are 
considered "hard", and small changes near a local maxima will make things 
worse. also the more exactly X is at a local maxima, the higher chance that 
random variations will make it worse).

so is there truth to the idea that we usually wants ideas that are at some local 
maximum? yes. sure. if we're a little off a local maximum, then we'll wonder 
"wouldn't the maximum be better? if not, why are we near it at all?" and there 
might be a good answer to that sometimes, but usually there won't be, and if 
there is we'll still want to ask about this and understand the answer.



I don’t know what you mean by local maximum

A local maximum is a concept from mathematics, which, roughly speaking, 
refers to a point on a curve that is at least as high as any neighboring point. For 
example, on a lowercase latin 'm' glyph, that tops of both arches are local 
maxima. On a lowercase latin 'h' glyph, the top of the arch and the top of the line 
are local maxima.

The word local in the phrase "local maximum" means that that the point only has 
to be at least as high as its neighbors. This is in contrast to a "global maximum" 
which is a point that is at least as high as any other point on the curve. On a 
lowercase latin 'm' glyph, the tops of both arches of each global maxima, 
because they are each equally high and no point in the glyph is higher than 
those points. On a lowercase latin 'h' glyph, only the top of the line is a global 
maximum.

Yes but when you say "neighbors" do you mean the ones literally exactly 
adjacent?

That might be what people care about in math, not sure, but when using the term 
in other fields we usually want the highest point in a bigger area than 3 points. 
We want to look at a reasonable sized local area.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Creating new knowledge
Date: January 28, 2014 at 5:06 AM

On Aug 11, 2012, at 6:06 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

Knowledge grows by conjecture and criticism, which is a gradual, piecemeal 
process.

Even in cases where it looks like knowledge has grown suddenly, that 
impression is mistaken.

If a new idea is actually going to work and solve problems, it is necessary to go 
through the process of identifying what problems it solves and how it solves 
them and what problems the new idea solves that the old idea didn't solve.

If you want to learn new stuff you have to start with a problem. It is no good to 
try to skip to a conclusion. Many people seem to like conclusions a lot more 
than problems.  It's difficult to explain anything to such people because they 
want to start with the conclusion. So if you point out a problem, they just want to 
cut to the conclusion. The conclusion will often look counterintuitive until you 
examine the problem carefully and so the person who tries to skip to the 
conclusion gets it wrong.

I like that perspective. I think it's good to have a lot of perspectives on irrationality.

Another perspective I've been considering is that many people are approximate 
thinkers. They almost always only look at the gist of things, approximate what it 
means, and then give an approximate reply.

Suppose, for example, that you want to understand how genetics is related to 
the knowledge people use when they make decisions. Lots of people think that 
they can show that genes encode lots of the knowledge people use to make 
decisions. They point out that there are correlations between behaviour and 
genes. However, they haven't started with the problem and tried to solve it: they 
start with the conclusion.

One way to see this is to ask the following question. Suppose that decision-



making knowledge is not encoded in genes. What predictions does that theory 
make between decisions and genes? The answer is that decisions can be 
correlated with genes in lots of ways that have nothing to do with genes. Bob 
can decide to treat Alice badly because she's black and he has bad ideas about 
skin colour making a person bad. So the correlations are irrelevant without 
more, such as a mechanism by which genes write knowledge into your brain 
about how to make decisions.

If you try to skip to a conclusion, then you will fail to solve problems.

A lot of times when you try to tell people an idea they will skip to a conclusion for 
you. They don't just do it for themselves. Often the conclusion of my argument 
they try to jump to is a straw man.

-- Elliot Temple
http://fallibleideas.com/

From: Elliot Temple <curi@curi.us>

http://fallibleideas.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The knock-on effect of solving problems in arguments
Date: January 28, 2014 at 5:26 AM

On Feb 1, 2012, at 6:27 AM, Richard Fine <richard.fine@gmail.com> wrote:

When programming, it is often the case that we try to compile our code
and the compiler produces many errors; however, when we remedy the
first error, all the rest disappear.

This is because the first error was like a misunderstanding: it caused
the compiler to misinterpret all the code that came after the error in
some way.

So, a best practice when dealing with compiler errors is to start at
the top and work your way down, re-compiling after you fix each error.
This saves you from trying to fix code that is actually correct, but
has been misinterpreted by the compiler.

The same is true in philosophy discussions.

It often appears that there are many disagreements between two
positions. However, often most of the disagreements are the logical
consequences of a few disagreements or mistakes "earlier on" in the
argument.

Most thinking isn't structured that way. People don't have a few ideas plus a lot of 
correctly derived logical implications. They have lots of somewhat 
independent/autonomous ideas on all sorts of topics.

Just like when programming, if these early disagreements or mistakes
can be found and resolved, and then the rest of the argument
re-examined in light of this, many other disagreements and mistakes
disappear.

Works sometimes. When it works it will often work more like 75%, not be so 
thorough as you make it sound.

So it is a best practice in philosophy discussions to focus on the



"earliest" disagreement, in terms of the logical flow of the argument.

No.

Any effort to resolve later disagreements may be completely wasted
once the early disagreement is solved, because the later disagreements
may not even exist once the early disagreement is solved.

That's an issue, but there are many considerations for where to begin.

And if you resolve a disagreement anywhere it may resolve other stuff 
somewhere else. Ideas don't come in numbered order like lines of code, and the 
knock-on implications of progress can go in any direction.

Centuries of foundationalist mistakes notwithstanding, there is no straightforward 
meaning to which ideas even are "earlier" or "later".

However, unlike in programming, philosophical arguments are not always
presented in logical order.

They often do not have a logical order at all. Philosophy – most everything in all 
fields actually – can be approached in various orders.

The earliest disagreement is often not
even mentioned in the initial argument. So it is necessary to trace
backwards from what is presented in order to understand the logic that
gave rise to it, so that disagreements in that logic can be addressed
first.

No that is not "necessary" – problems can be solved, and progress made, without 
doing it.

It's often unproductive to try to do that, and the benefits Richard has been 
explaining are often illusory even if it's done.

Stating premises and expressing an argument in logical order can help
to bypass this, but we are often mistaken about how far back the
disagreement goes, so sometimes even our premises must be back-traced.



Saying things in a more structured way can make matters better or worse. Both 
are very common.

A consequence of this is that we should not attempt to respond to
every point presented at once, but to focus on the one single point
that appears to the earliest point in the reasoning that we disagree
with.

No. There are a variety of ways to reply to things which have some upsides and 
some downsides. Which to use depends on what problem(s) you want to solve, 
context, etc

Choosing not to respond to the other points immediately does not
mean they are being irrevocably ignored; it is always possible to
return to them later, after earlier disagreements have been resolved,
and if they are still disagreements at that time then they will
benefit from a greater understanding of the logical precedents.

Another consequence of this is that it is useful to restate an
argument periodically, to see whether changes in earlier logic have
been taken into account properly. (This is akin to recompiling after
fixing one error).

Main takeaway, IMO, is that you should participate more and read more books 
and stuff like that. Good try, but lots more to learn. I hope you'll agree and act 
accordingly.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Jason <auvenj@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: [BoI] Importance of posting productively (was: 
fallibleideas.com/emotions)
Date: January 29, 2014 at 1:50 PM

On Mon, Jan 27, 2014 at 5:05 AM, Elliot Temple <curi@curi.us> wrote:
i hope EVERYONE here will learn from examples like these, and my 
commentary, about what is necessary to post productively. which you should 
want to do because otherwise you'll have a bad life and die. (you doubt it? then 
refute my claim. not silently at home. ask for more details of my position if you 
don't know them yet, then post your refutation and, by posting it, expose it to 
criticism. if you're so great you don't need to learn, let's see a demonstration!)

I don't think I have no need to learn, but the statement above does
prompt a question:

When you say "otherwise you'll have a bad life and die", relative to
what? Every other known project? Or only commonly?

I'm not sure how absolute you intended your statement to be in terms
of time and personal circumstance.

I think that posting productively on high quality internet lists beats
many other activities in many situations with regard to the length and
quality of one's life. I think people tend to underestimate its value.

Yet, it also takes a lot of time and effort. It's not a small thing.
It seems to me that to post productively, for example, one needs to be
able to take seriously suggestions like, "go read and understand this
900 page complicated book", "re-read every post multiple times before
sending", "read the archives on a topic before posting about it" and,
failing refutation of those suggestions, do them rather than balk at
the amount of time and effort it takes. Those are the kinds of things
that I haven't done in a long time due to other ongoing projects in
life. And a recognition of the need to do that sort of thing to be
more productive in posting has kind of put me off from posting much at
all lately.

The competition for productive posting is projects that I judge to be



The competition for productive posting is projects that I judge to be
even more important to the length and quality of my life than posting
productively, at this time and stage of my life. It was not always so
and I do not expect it to always be so. Perhaps I am overestimating
the value of my current projects and underestimating the value of
posting productively. That is possible. But it seems to me that what I
am doing right now is best, rather than more productive posting.

--Jason



From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [FI] [BoI] Creating new knowledge
Date: January 30, 2014 at 5:01 AM

On Jan 28, 2014, at 2:06 AM, Elliot Temple <curi@curi.us> wrote:
Another perspective I've been considering is that many people are approximate 
thinkers. They almost always only look at the gist of things, approximate what it 
means, and then give an approximate reply.

In my own words: All thinking is approximate to an extent, and right amount of 
precision depends on the problem at hand. So people's ideas are too 
imprecise/approximate (do those mean the same thing?) for the problem(s) they 
are trying to solve.

-- 



From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Cc: FI <fallible-ideas@yahoogroups.com>, BoI <beginning-of-
infinity@googlegroups.com>
Subject: Re: [FI] [BoI] Criticism and explanation versus justification
Date: January 30, 2014 at 5:31 AM

On Jan 27, 2014, at 10:07 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 27, 2014, at 7:13 PM, Alisa Zinov'yevna Rosenbaum 
<petrogradphilosopher@gmail.com> wrote:

On Jan 27, 2014, at 4:18 PM, Vollmer <vollmerok@gmail.com> wrote:

On 27 Jan 2014, at 06:48, Elliot Temple <curi@curi.us> wrote:

On Jan 6, 2013, at 9:41 AM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 1 Jan 2013, at 21:00, Alan Forrester 
<alanmichaelforrester@gmail.com> wrote:

There has been some lack of clarity about issues concerning measuring 
ideas and criticism and justification. In particular there have been 
disputes over whether there can be any measure of the merit of an idea 
and if so whether such a measure is justificationist. My position is that 
any given idea should either be rejected or accepted in a yes/no way.

---------

There are several criticisms of justificationism.

The first is that any argument that supposedly justifies an idea has 
unexplained premises and so a justificationist has to give up on 
explanation.



The second is that either you keep making justificationist arguments 
forever or you give up and use unjustified premises in which case your 
idea is unjustified and you get nothing from all this justification.

Third, you can conclude that something must be wrong with your ideas if 
you find a contradiction among them even if none of them are justified, so 
you can choose between ideas by criticism. The contradiction itself 
doesn't have to be justified. Even if you find an apparent criticism that 
turns out to be wrong, you have to adopt new ideas to fix it even if they 
have a lot in common with the old ideas.

Fourth, justificationism is incompatible with judging ideas in terms of 
whether they stand up to criticism. If you want criticism you want to 
stretch your ideas as much as possible, try to apply them to as many 
problems as possible and you hope to find flaws so you can fix them. A 
justificationist has to try to confine an idea to issues on which he has 
found no flaws because if he does otherwise he is using the idea where it 
is unjustified and he might find a flaw in it. For examples of this 
phenomenon consider the philosophical cowardice of Wittgenstein and 
Kuhn.

-------------

Let's consider one situation in which it might appear that an idea can 
have a measure that's relevant to judging its merit. Suppose I want to 
build a laser and that I want to build it using a diode. A given diode laser 
will often be destroyed if it exceeds some particular temperature. To cool 
the diode you can do things like attach a big block of metal to it, or a 
radiator, or you have pipes with water in them go past the diode and 
water carries away heat from the diode. The more power you put into a 
given diode the more heat it will have to dissipate and given a particular 
cooling mechanism there will be a maximum amount of power you can 
get out without frying the diode. So you could say something like "Given a 
choice between two different diodes that cost less than £x, fit in a given 
volume...[other stuff]...I would prefer the one that gives me more power."

There are two things to notice. First, this figure of merit is dependent on 
an explanation. Since explanations are all totally unjustified and 
unjustifiable, so too is this figure of merit. Second to make decisions 
between different diodes you do it on the basis of a yes/no question: 

"Would diode x give me more power than diode y given blah blah, blah?" 



"Would diode x give me more power than diode y given blah blah, blah?" 
So any given decision is just a binary decision: it's not "this idea has x 
goodness points".

----------------------

About the hard to vary idea. If hardness to vary comes in some kind of 
figure of merit like laser power, then I would apply the same argument as 
above. David proposed in FoR that knowledge bearing objects are more 
uniform across the multiverse than non-knowledge bearing objects: but 
this is just another figure of merit. This figure of merit may exist for all 
knowledge but using it to choose between two ideas would depend on 
having an explanation that it is relevant to judging between those two 
ideas using that figure.

There are ways to test whether an idea is hard to vary. For example, if 
discarding it would require discarding many other ideas that explain a 
whole load of stuff about how the world works, then we can fallibly judge 
that it is hard to vary. Given an explanation that is not hard to vary and one 
that is hard to vary we have criticisms of the non-hard-to-vary explanation 
that do not apply to the hard-to-vary explanation.

"hard to vary" is ambiguous and David made a mistake by emphasizing that 
phrase so much.

any idea can be trivially varied. you just change it. for example all ideas can 
be varied to "cat" simply by saying "instead of that, 'cat'!"

the real issue is variations within certain constraints. what constraints? 
David should have said what constraints clearly and prominently instead of 
leaving them implied. making the constraint(s) explicit allows for criticism of 
them.

typically what you want is something like, "idea X is hard to make changes 
to while still accomplishing its purpose of solving problem Y". and what this 
means, roughly, is that X is at a local maxima for solving Y. (big changes are 
considered "hard", and small changes near a local maxima will make things 
worse. also the more exactly X is at a local maxima, the higher chance that 
random variations will make it worse).



so is there truth to the idea that we usually wants ideas that are at some 
local maximum? yes. sure. if we're a little off a local maximum, then we'll 
wonder "wouldn't the maximum be better? if not, why are we near it at all?" 
and there might be a good answer to that sometimes, but usually there 
won't be, and if there is we'll still want to ask about this and understand the 
answer.

I don't know what you mean by local maximum

A local maximum is a concept from mathematics, which, roughly speaking, 
refers to a point on a curve that is at least as high as any neighboring point. 
For example, on a lowercase latin 'm' glyph, that tops of both arches are local 
maxima. On a lowercase latin 'h' glyph, the top of the arch and the top of the 
line are local maxima.

The word local in the phrase "local maximum" means that that the point only 
has to be at least as high as its neighbors. This is in contrast to a "global 
maximum" which is a point that is at least as high as any other point on the 
curve. On a lowercase latin 'm' glyph, the tops of both arches of each global 
maxima, because they are each equally high and no point in the glyph is 
higher than those points. On a lowercase latin 'h' glyph, only the top of the line 
is a global maximum.

Yes but when you say "neighbors" do you mean the ones literally exactly 
adjacent?

By "neighbors" I mean all the points within a distance of x from the original point, 
for some x > 0. Basically what they say in the first definition at 
http://mathworld.wolfram.com/Neighborhood.html

That might be what people care about in math, not sure, but when using the 
term in other fields we usually want the highest point in a bigger area than 3 
points. We want to look at a reasonable sized local area.

I think the general concept you're talking is less specific than the concept from 
math, but it still matches, because in math the space can be a multi-dimensional 
and the distance function can be any metric. 
http://en.wikipedia.org/wiki/Metric_(mathematics)

http://mathworld.wolfram.com/Neighborhood.html
http://en.wikipedia.org/wiki/Metric_(mathematics


From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>, David Deutsch 
<david.deutsch@qubit.org>
Subject: Re: [BoI] 2011-08-29 David Deutsch radio interview on KERA's "Think" 
with Krys Boyd (transcript)
Date: February 1, 2014 at 2:09 PM

On Jan 6, 2012, at 12:11 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

Here is a lightly edited transcript of David Deutsch's appearance on
KERA's "Think" with Krys Boyd on August 29, 2011. The audio is
available at http://www.kera.org/2011/08/29/explanations-that-transform-the-
world/

Krys Boyd: You're listening to Think on KERA 90.1. I'm Krys Boyd. Does
understanding the universe give us the power to control the universe?

yes. what's the argument that it wouldn't?

Humans have sought to explain the workings of the natural world for
millennia and have used the methods of modern science with ever
greater effectiveness since the Enlightenment. We've learned to do
things that our ancestors could scarcely have imagined, from global
telecommunications to life-saving medical treatments to tracing the
history of the universe to within seconds of the Big Bang. And my
guest today will argue that while there was a beginning to humankind's
scientific achievement, there is no reason to believe our achievements
will someday reach an end point. Given what we know about ourselves,
he is hopeful that our acquisition and application of scientific
knowledge could last as long as the universe itself.

no, all knowledge.

David Deutsch is
a Fellow of the Royal Society and Professor of Physics at Oxford
University.

appeal to authority

http://www.kera.org/2011/08/29/explanations-that-transform-the-world/


His new book is called "The Beginning of Infinity:
Explanations that Transform the World". David, welcome to Think.

David Deutsch: Hi, Krys. Thanks for inviting me.

Boyd: You write that, "All progress comes from the human quest for
good explanations." How has our definition of a "good explanation"
evolved over the centuries?

A better statement is: "All progress comes from seeking knowledge."

Deutsch: One of the most noticeable changes that happened in the
history of our species was the scientific revolution, which made the
difference between making progress that was either absent or so slow
that no human ever noticed it in their lifetime, and what's happened
since then, which is that we've got used to change happening all the
time and being part of our lives.

this is misleading b/c it makes it sound like Athens never existed.

And because that change was so
noticeable, people wondered what caused it. Initially, they got all
sorts of wrong theories about what it was that made science
successful, and some truths as well. For example, it was realized
almost immediately that rejecting authority was a necessary condition
for making progress.

not exactly, we still have authority things like "Fellow of the Royal Society" and 
the royal society is old.

That is, authority in regard to knowledge, though
this spread to political authority as well. But then, in the positive
sense, what actually caused science, people got really confused and
thought that we kind of absorbed knowledge of nature by being open to
experience, and that experience somehow implanted true ideas about the
world in our minds. Now, this is completely untrue, and one of the
things I do in the book is trace how wrong that is and also how the
real explanation, which is that we seek hard-to-vary explanations,

i criticized this before this interview (also before publication of BoI) and DD did 



i criticized this before this interview (also before publication of BoI) and DD did 
not refute my criticism but kept on saying refuted stuff.

applies not only in science, but in all sorts of other fields,
including art, morality, political philosophy, and so on.

Boyd: It's so interesting, David, to reflect on the idea that the
before the Enlightenment, many people, learned people, assumed that
everything worth knowing had already been revealed. Today, that lack
of curiosity strikes us as almost dangerous.

only "almost"?

Deutsch: Yes. It's basically very implausible today, because we're all
hoping and expecting that improvements will be made. The whole of
politics is about who has the best idea for improvements and so on.

false. that is not the "whole" of politics.

It's difficult to imagine, but if you try to imagine what it was like
during most of human history when nobody ever experienced an
improvement in anything, then, in regard to knowledge, it was sort of
common sense that there was this thing called knowledge. We knew that
the sun would rise every day, but there was nothing new to discover,
because all that was going to happen tomorrow was that the sun would
rise again just like it did today.

Boyd: What's the relationship between curiosity and intelligence?

Deutsch: Curiosity, I think, is a way of referring to the desire for
good explanations. It's a way of thinking that there's something here
that we don't know, or some problem, some puzzle, for which we would
like to have the explanation, that is, a statement about reality which
explains why the thing we are curious about is as it is.
Intelligence... Well, I shy away from that word, because it is laden

why not shy away from "laden" too? it's too fancy, rather than maximally clear.

with this wrong idea of where knowledge comes from. The idea of



intelligence is that there is some ability that allows us to get good
knowledge. But in fact, knowledge comes from criticism, it comes from
conjecture about what might be better than the ideas we have. And
conjecture is fallible. So, curiosity is great. Intelligence, I think,
is a misleading term, and I'd rather refer to things like criticism
and creativity.

Boyd: I find it fascinating that many of the scientists we speak to on
this program have a similar philosophy about intelligence. They're the
last people to say that being a physicist is tantamount to being a
genius. And there are a lot of people in other fields who don't have
any problem at all feeling as if they are very intelligent.

Deutsch: I do think that it's a disservice to humankind to promote the
view that success in anything intellectual is due to something innate.
It's not due to an innate ability, because there is no such ability
possible. It is only due to a critical attitude, an open attitude, a
desire for truth, that sort of thing. And abilities are knowledge
themselves. They are things that we learn in the course of trying to
discover the truth.

David has implicitly accepted that lots of other people on the program had a 
similar philosophy about intelligence as he does. But that is false, so he should 
have contradicted it and explained the difference, rather than going along with the 
view that the people on this program are special and wonderful and its the Other 
People who are dumb and wrong.

Boyd: Can we trust ourselves to use our newly gained abilities for
good rather than evil?

lol

Deutsch: This is part of the question of whether the spectacular
growth of knowledge that has happened in science can happen in other
fields as well, and the one you are asking about is morality. I think
that the answer must be, "Yes, there is such a thing as an objective
difference between right and wrong."

The answer can't be "yes" until the "trust" part of the question is changed to 
something better. David is implicitly endorsing trust here!!



And although it's easy to be
cynical and look around at all the evils there are in the world and
also at all the disagreements about right and wrong that there are in
the world, I think if you look more deeply and over a longer time
scale, you can easily see

the truth is not easy to see anymore than it's obvious. wtf DD, wtf.

that there is progress and that it's not
just a matter of cultural prejudice or just a matter of definitions.
For example, there was a time, only a few hundred years ago, when
every reasonable person would have thought that slavery is a natural
state of some people, and that there is nothing inherently wrong with
it. Whereas now, you'll hardly find any thinking person who doesn't
agree that it is a great evil, and that steps could and should be made
to abolish it.

Boyd: Let's talk about some of the ways that we've physically changed
the world that we live in. For example, a lot of modern cities today
are shaped as much by human intervention as by geologic forces. Will
you talk about that a little bit?

only "as much by"? false.

Deutsch: A city is the obvious example

obvious? but that's obviously a stupid thing to say.

why did David quit philosophy before learning the truth isn't obvious from 
Popper? seriously wtf?

of what I think is a general
truth. Remember, we're only at the beginning of infinity and always
will be and on Earth, we're only at the beginning of shaping it, but a
city is an example of the fact once knowledge is involved in physical
processes, it is the determining factor of the landscape.

here David is contradicting the host in a quiet way. his policy seems to be 



appeasement, lying, and obscuring disagreement. intentionally.

That is,
whereas other species, the ones that are incapable of generating
knowledge, are shaped by and adapted to their landscape, humans create
their own landscape and shape it and adapt it. So, for humans, there
is no such thing as a resource until some human has developed the
knowledge for making it a resource. I think that if we choose to do
the right thing and continue to use knowledge and to seek better
things and progress, then this will extend to anything and everything.
We'll move off the planet and improve things as we go. But, no doubt
many people will be thinking as I say this, cities and things haven't
always improved things; there's pollution and so on. But I think this
is a myth of a rosy past. It's no good thinking of a rosy past in
which the rivers were clean the air was pure, if people at that time
actually were plagued by cholera.

Boyd: I want to talk about something like global warming. You are
confident that we will be able to survive it given that in the past we
have used our technologies and our intellects to survive inhospitable
climates which occurred naturally all over the planet.

Deutsch: Yes. Global warming is one of the first global challenges
that we face as a result of technology or improving things.

no it's not. another one was machine gun warfare. another was atom bombs. 
another was culture clash due to global communication, or previously due to 
improving travel. another is the strain of the open society. another was global 
cooling - that sounds just as much as global warming.

We've
improved a whole lot of things, and as a result, a slow worsening has
happened in part of our environment.

wtf

Now, this has happened on a
smaller scale thousands of times. I'm old enough to remember when many
of the cities in England had smog, and the London fog was deemed to be
part of the London scene. It wasn't even thought of as a thing that

humans could undo. And yet, as technology improved, wealth increased,



humans could undo. And yet, as technology improved, wealth increased,
and standards raised, the London fog became a thing of the past. And
just as the London fog can become a thing of the past, so can the
problems of global warming.

Boyd: So, we should strive not for sustainability of our current
existence, but for innovations to match our needs as they change?

Deutsch: Yes. The idea of "sustainability", I think, is a terrible
mistake.

Inserting "I think" there was a mistake.

it's terrible because it's part of a wider policy of betraying progress, science and 
reason. because it's appeasing those who attack the power of man's mind to 
know anything, and who hate confidence and competence. further, DD 
intentionally and knowingly sheltered his views on the matter from criticism.

It is a hyper-optimistic view, ironically, of what humans are
and of what humans can do. It is the idea that we can find a way of
life which will not be dangerous and will not be threatening and will
not require any further creativity or progress. I take the opposite
view to that: I think that problems are inevitable, and that any kind
of stasis is bound to end in catastrophe, so the only thing that's
sustainable is actual progress. And what we need to do, in regard to
global warming, but even more in regard to the things that are coming
up that we don't yet know about, but which might be far more dangerous
for all we know, is to build up the scientific knowledge,
technological knowledge, and wealth to be able to deal with unforeseen
problems when we discover them and, alas, also to recover from
disasters that we fail to foresee.

this global warming stuff is way too appeasing of junk science and politicized 
pressure on "intellectuals" in general. David is under such pressure and has 
reacted by saying things more acceptable to his bullies, rather than standing up 
for free thinking.

Boyd: And, I guess, as challenging as it is to create new solutions
and innovations technologically, that's still easier than changing the



basic nature of human beings and what they want and how they act.

Deutsch: Well, it's more than that. If we somehow could succeed in
changing the nature of human beings so that they were not capable of
creating new knowledge, then the same thing would happen to our
species as happened to 99.9% of all species that have ever existed:
namely, we would go extinct. In fact, we would go extinct much faster
because our ecological niche depends on creating new knowledge. All
our sister species, our cousin species, whatever you want to call
them, went extinct. And they went extinct not because they created too
much knowledge and fell afoul of the unintended consequences of their
knowledge, but precisely because they lived a sustainable lifestyle to
which evolution had adapted them. And evolution played the same nasty
trick on them as it usually plays on species: it wiped them out for
doing so.

Boyd: Is it reasonable to imagine we could someday make ourselves
immortal?

Deutsch: Oh yes. It's obvious

"Obvious" again. wtf

that the things that make humans die --
I'm talking about natural causes as opposed to accidents and wars and
so on -- are all just technological matters and we have already solved
them. We've increased human lifespan from its natural level of 20-
something up to 80-something or whatever it is now, and we know that
death is caused by certain organic processes in the body, which in
principle can be engineered away. So, while things like travelling to
intergalactic space will no doubt not happen for thousands of years,

wtf? "no doubt"? for an issue of how long the growth of particular knowledge will 
take??

it would be very surprising if death were not conquered in the next
few centuries.

but this too is an issue of the growth of knowledge. not just medical-scientific 
knowledge but also philosophical knowledge b/c many ppl strongly oppose such 



progress.

Boyd: Well, if you think about it, ideas already have the potential to
outlast the brains and bodies that conceived them. Do we need human
bodies to be fully human or would preservation of the contents of our
brains be close enough?

Deutsch: There are several different strands of technology that might
eventually lead to the effective end of individual people's death,
such as uploading minds into computers and so on. I don't know which
of those will come first. They're all of similar levels of
technological difficulty, so the chances are that pretty soon after
one of them is invented, they will all be invented, and we will think
it just as ridiculous not to back up our minds into some back up
medium as we do today not to back up our life's work from a computer.

Boyd: What an interesting series of challenges we would have then,
deciding who deserves to be backed up, because surely there would be a
financial cost to it.

Deutsch: Well, there will no doubt be a transitional period during
which the technology will be too expensive to apply to everybody. That
is already the case. After all, there are medical treatments now that
can save some people's lives, but cannot save the lives of everybody
with that disease. We have institutions in place that can take care of
that situation. But it will only be temporary, because progress always
consists of alternating phases. First, a creative phase which solves
the fundamental problems, and then, what Thomas Edison called the
"perspiration" phase, where we optimize things.

What ridiculous *unargued* nonsense about alternating phases. (i checked BoI 
and it's not argued there)

isn't this an example of historicism? it's saying there is an iron law of history (or 
historical progression going forward, or whatever) dictating that things always go 
in phases like this.

And the perspiration
phase can always be automated. Once something is automated, its cost



goes down to zero,

near zero, not to zero.

because the only thing that ultimately costs
anything is human attention and creativity.

no. what?

So, soon after the
technology is available, it will become cheaper and eventually will
become just as much taken for granted as the supply of fresh drinking
water.

fresh drinking water does not, however, cost zero. and never will. even though it's 
not "human attention and creativity".

Boyd: Let's talk about the evolution of human knowledge and culture.
Rather than genes, in this case we talk about memes. And you explain
that some survive because they're good and rational, while others
survive specifically because they crowd out people's appetite for
seeking new ideas and new explanations.

that's not very accurate.

Deutsch: The theory of memes was first thought up by Richard Dawkins
and then elaborated by Susan Blackmore and many others.

what did Susan Blackmore say that constitutes and elaboration of meme theory? 
quote?

I think she didn't contribute anything and David knows it and he's a lying 
appeaser on purpose.

he certainly didn't name her for being the most worthy, but rather to appease 
some bad people familiar with her reputation.

And I think



And I think
it's fundamentally true that all the existing treatments of memes
missed the most important thing about them, which is this distinction
that you just mentioned between what I call rational and anti-rational
memes. The rational memes you characterized just about correctly. They
are the memes that are transmitted from person to person because the
recipient finds that having that knowledge or that behavior benefits
them. But then the anti-rational memes, it's not that they remove
interest,

or crowd out appetite

it's that they disable people from criticizing them. So
there are ideas that disable criticism of themselves. And of course
Richard Dawkins' favorite examples of this are certain religions. I
don't think it's true of all religions, but still, it's the archetypal
example that he cites. If you start believing that there's a god who
will punish you if you stop believing in him, then thoughts about that
get suppressed in your mind, and therefore that meme gets hard to
abandon. But I think that this kind of meme, which has an overt
content of saying, "Don't stop believing in me," is actually a rare
kind, and the more insidious kinds are the ones that we don't really
know why we're doing them, such as, well, you mentioned immortality a
while ago. I think that there is an irrational meme that makes people
suspicious of the idea of immortality. They don't mind lengthening
lifespan, but once you talk about lengthening lifespan without a
limit, they start imagining purely imaginary objections. And I don't
think that is rational.

Boyd: Yeah, it is funny that we have many religious traditions that
look forward to an afterlife, that it's something completely separate
and apart from what we have here. But if you look even at literature,
in the stories of human beings who somehow become immortal, they're
always miserable and desperate to end this thing.

Deutsch: Yes, this is an example of the irrationality I was thinking
of. And it is very ironic that religions take this view that having
real immortality would somehow cheat people of the imaginary
immortality that religions offer. By the way, it's also interesting
that the first mathematical theories of infinity were bitterly opposed



by the Church and religious people on the grounds that it was
inherently wrong for humans to try to usurp the functionality of God
in trying to understand the infinite.

Boyd: Let's speak with Ken on the phone in Fort Worth. Hi Ken.

hmm, they are taking callers now. they never did anything like a basic summary 
of the issues, and what well known ideas held by many listeners BoI contradicts, 
and why. it's just been a few details without depth or context. it'd be better to give 
a sample of real philosophy, or an overview, than something that is neither.

Ken: Hello. Thank you for taking my call, ma'am. I love the show, and
I appreciate what the gentleman has been saying. My question is, if we
allow companies to use all the finite resources on the earth and not
go on in a sustainable way, how can we rely on technology to sustain
us?

This is the audience David has sacrificed his integrity to better please!

Deutsch: The idea that the resources of the earth available to humans
are finite is a mistake. First of all, it's only knowledge that
converts something into a resource in the first place. Nobody knew
that pitch-blend uranium ore was a resource until Henri Becquerel
discovered radioactivity. Soon we will be mining the asteroids for
minerals that are extremely rare on earth. The universe is to all
intents and purposes unlimited and it is our home. To regard just the
resources that you know about today as being "the resources" will
always lead you into the error of thinking that, "they are finite, and
then, once we have used them up, what will we do then?" Unfortunately,
we have no choice, because even if we remained at the present level of
technology and sustained it forever, all that would do is postpone our
extinction. If we want to avoid our extinction, there is nothing
sustainable except the growth of knowledge.

also how do you use up protons and electrons and stuff? they're very very very 
hard to destroy. these people don't consider the conservation laws in physics. the 
only real limit, as far as we know, is entropy.



Boyd: You're not arguing of course that we should want to only go out
and waste physical resources. That's not the point that you're making.

wtf?

Deutsch: No, that's not the point. The question is whether there is an
inherent limit on our progress or not.

wtf?

how can you give such a bland answer to that question?

who is wasting resources? no one. so wtf is going on? what does the question 
mean? i know, David knows, but David isn't saying, he's evading: he's sacrificing 
his mind to better please the vile scum which called in.

Boyd: You disagree with the notion made popular by Stephen Hawking and
others that free will is in fact a sort of illusion. Can you talk
about that?

Deutsch: This is the idea that because we are made of atoms and atoms
are subject to laws of motion that don't allow any wiggle room,
therefore everything we do also doesn't allow any wiggle room, and
therefore our free will must be an illusion. Now, I think that's
called reductionism, and it is simply a mistake. It's sort of assuming
that the laws of physics are a kind of a person, a kind of a
supernatural being that makes us do things. But it's not true. The
laws of physics are simply a description of what we do. So it's not
the laws of physics that make atoms move around. The laws of physics
are simply a description of what they do. And the thing that we see
about the world is that there are levels of description. There are
descriptions at the atomic level and descriptions at the molecular
level and the biological level. And then there are descriptions and
explanations at the level of human thought. And there's no reason to
expect that just because there's a low-level description, there isn't
also a high-level explanation and description. In the book I give some
arguments both due to me and due to people like Douglas Hofstadter



that the high-level description is sometimes the only reasonable
explanation of what is happening. For example, if you play a game of
chess against a computer, then it's not the silicon that has beaten
you. It's the program in the computer, and that program is an
abstraction. The program doesn't consist of atoms. The program is an
abstraction over the atoms, just like human thought is an abstraction
over our atoms, and it is the program that has beaten you. When I make
a decision, it's I who have made it, not my atoms, and not the laws of
physics.

David didn't say some important things about this, e.g. that free will is a part of 
moral philosophy (that makes no claims about physics) and rejecting it would 
therefore require new arguments in moral philosophy (not physics).

why not? it's not like he had something else very good to say.

Boyd: So we get really unnecessarily and detrimentally hung up on this
sense that we can get to the absolute foundation of anything.

Deutsch: That's true as well. The idea that there's an absolute
foundation is a formula for stagnation in science and for tyranny in
politics and so on. There will never be an absolute foundation for
knowledge, because there will always be the question, once we have got
a particular fundamental theory, of why it is that way and not some
other way.

Boyd: We have an email here from Paul in Farmer's Branch

who cares where he is?

who says, "It
seems to me we will have many opportunities to go extinct regardless
of how creative we are. Nuclear annihilation, asteroid collisions,
solar mass ejection, uncontrollable disease... We may simply not have
enough time to prepare to survive."

Deutsch: I agree with everything in that except for the "regardless".
In all those cases, there is a way that we could make the wrong
decisions and be wiped out as a result, including refusing to make

decisions or shutting our eyes to problems, but there is also a thing



decisions or shutting our eyes to problems, but there is also a thing
we could do to prevent that. And in all those cases, sufficient
knowledge would solve that problem.

Boyd: So if we were at a place where we could handle it, then we could
handle it.

Deutsch: Yes. And of course there is the possibility that it would
happen before we had that knowledge. For example, an asteroid strike
by something going too fast and too big for us to stop it right now.
The lesson of that is that not only do we need to make progress, we
need to make *rapid* progress, or we will be wiped out.

Boyd: Will knowledge continue to grow even if our brains and bodies
don't evolve in quite the same way they did when we were simply trying
to survive?

lol wtf

Deutsch: Yes.

dude WTF, the only acceptable answer here is along the lines of, "no you're super 
confused"

We have become universal computers, universal
explanation machines. And that means that the limits of our ability
are fixed only by the laws of physics, and not by our own
constitution. For example, humans without technology couldn't possibly
live in Oxford, where I live, because the winters in Oxford would kill
any human that wasn't protected by technology such as clothes and
weapons to hunt with. Even in the Great Rift Valley in Africa where
our species evolved, by the time we had evolved, we were already
absolutely dependent on technology to survive. Technology like fire
and clothing. So we're not dependent on our physical constitution,
because we can always adapt nature by using knowledge to compensate
for any physical defects that we may have, or, as we like to think of
it, any physical defects that our environment may have.

so indirect. David is sacrificing the hell out of clarity. what do you think he's 



sacrificing clarity for?

Boyd: Let's go back to the phones now. Our next caller is Adam in
Dallas. Hello, Adam.

Adam: If doctors really are able to offer immortality via science,
will that come with infinite use, so that we'll never age? Or will it
just be a constant state of near-death, kind of like living on a life
support machine?

this question is boring but at least it made sense.

Deutsch: It will be the former. The same argument that tells us that
death is merely a technological problem tells us that youth is also
merely a technological problem. The task of transforming an older body
into a younger body is ultimately just a task of engineering the cells
to be in a slightly different way, and that requires only knowledge.

Boyd: It would be impossible to argue that faith in an ultimate
solution, say, a cure for cancer, has not driven a great deal of
progress and spurred the acquisition of a great deal of knowledge over
time. You say, though, that absolute faith in an ultimate solution can
actually hinder progress after a certain point. Will you explain that?

wtf

Deutsch: Yes, certainly. This is, in philosophy, the debate about two
different meanings of the phrase that "humans are perfectible".

Blackmore worth naming (Hofstadter too earlier) but Godwin isn't? wtf

In one
meaning of that, it means that there is a perfect state that we can
reach if we only do the right thing, like chant the right syllables or
whatever, or a utopia, a perfect society that we can reach if only we
kill the right people and so on. And that notion of perfectibility
leads to stagnation and tyranny. But the other notion of



perfectibility, which is that improvement is always possible, which in
some ways is equally optimistic but in other ways is much more
rational, is also true. And that's the sense of perfectibility that I
argue for, that problems are always soluble. Problems are also
inevitable, and that's why we have no choice but to embark on an open-
ended pursuit of knowledge and good explanations.

Boyd: There's always room for improvement.

Deutsch: Yes.

Boyd: It's interesting. Just this morning on the radio there was a
story about how the philosophy of thinking that people are either
auditory or visual learners has been disproven, at least in one large
study. And it's funny because, for a long time, we based our education
systems around this idea that we understood how people learn one way
or another and we could cater to that. Had we not continued to
question that, we wouldn't have gotten to the place where maybe we can
teach even better.

oh god. all that crap people did to children, using the auditory/visual learner 
excuses, never made any sense. it wasn't right until we knew better. it was 
always crap.

Deutsch: Yes. I hadn't heard of that study but it sounds extremely
plausible to me, and I would have expected that to be so. I would even
go further and say that even if it had been true that some people are
auditory and some people are visual, this is itself merely a problem
that people could overcome if they wanted to. An auditory person could
become visual if they were interested in doing so. The reason I think
that would have been true is that we are general-purpose knowledge
creating machines.

Boyd: Let's go back to the phones now. We have Sal on the line in
Richardson.

the way this interview is going, nothing ever gets settled.



Sal: Your advocacy of Hugh Everett's interpretation of quantum
mechanics seems to be not amenable to the kind of scientific inquiry
dynamics that you talk about in your book, that is, conjecture,
criticism, and testability. Would you care to comment on that? It's so
dogmatic that it's almost bearing on a religious kind of belief.

more vile scum calling in. now watch David be friendly to the hostile caller.

do you think David will get any questions of value to him by the end?

Deutsch: Yes. It's a line of criticism that is often heard. The idea
that, "Quantum mechanics forces upon us the theory of parallel
universes as a sort of religious belief, because all that quantum
mechanics can actually tell us is the outcomes of experiments. It
can't actually prove that the mechanism by which these outcomes are
brought about is as the theory says. So maybe it isn't and maybe there
aren't these parallel universes." The trouble is that that is exactly
the line which would let you say that the observations of the planets
don't necessarily tell us that the sun is at the center of the solar
system. It could still be the Earth, and all that happens is the light
reaching the Earth is as if there were planets out there orbiting the
Sun. This is exactly the argument that the results of quantum
mechanics are just as if there were parallel universes producing them.
Or to give a rather notorious topical example, it's like the people
who say, "Fossils were put there exactly as if there had been
dinosaurs that gave rise to them. But nobody has ever seen a dinosaur,
nor will anybody ever see the dinosaurs that produced the fossil, and
therefore it's a matter of religion to believe in them." But that is
to misconstrue what science is about. Science is not about just
predicting the outcomes of experiments. It is about understanding the
world.

a big part of David's tactic here, which he's used above too, is to get lost in 
details, so no one understands what's being said, instead of clearly answering the 
main important aspects of the question.

btw this is one of the ways David seems to be talking past the other people, 
sometimes, a bit like politicians do.



Boyd: What's the value of the mistakes we have made and continue to
make over time in our pursuit of science?

Deutsch: The pursuit of science is, as my old boss John Wheeler used
to say, who was in Austin, Texas

who cares where?

at the time when I worked with him,
our whole problem is to make the mistakes as fast as possible. And in
the book, I say that it might help people to understand better the
nature of the scientific process if we called scientific theories
"misconceptions" right from the outset, rather than only after we have
discovered what's wrong with them. If we are going to expect continual
improvement, we must expect that all our existing theories -- although
they contain a lot of truth -- contain misconceptions, and therefore,
in the final analysis, are misconceptions. We could talk about
Einstein's misconception of gravity being a better misconception than
Newton's misconception of gravity. Error is the natural and ubiquitous
state of human minds. The only difference is whether we improve upon
our errors or don't, or refuse to. And if we want to improve upon
them, we have to do these specific things involving criticism, seeking
better explanations, seeking the truth, openness, tolerance, and so
on.

"and so on". David never gets a chance on this interview to actually really explain 
anything. i think one proper explanation, good enough to persuade people, would 
be better than a dozen half-baked ones.

Boyd: Your way of thinking really appeals to me, because there are
people who would find our consistent and predictable fallibility as
time goes by really depressing, but it's a source of delight for you.

we should decide by what's true, not by emotions! now watch David not say so:

Deutsch: It is. It is the means of progress. You talked about
education just now; another thing that has held back education is the



idea that education is about finding ways of not making errors. But in
fact, progress only ever comes through making errors. Errors ought to
be encouraged! As I said, our whole problem is to make them as fast as
possible.

people hearing this will not be able to persuade their neighbor. in a week they 
won't be able to persuade themselves. because they haven't understood it. so 
what's the purpose of it?

Boyd: Let's go next on the phone to Colleen in Dallas. Hello, Colleen.

Colleen: I've heard an argument, I think due to Descartes, that if you
can imagine an infinite being, then that is a proof of the existence
of God.

lol

But from what I understand, the idea of infinity is more of a
scientific idea, and that idea itself merely refers to a physical
reality. To apply that to something completely non-physical is kind of
a fallacy. So I was just wondering what your take on that was.

Deutsch: I almost agree. Certainly that purported proof, called the
ontological argument for the existence of God, is a fallacy.

what's the point of giving the name? the caller already said what the idea is. what 
good is the name? it's for prestige, authority, fanciness, BS.

We can't blame the early philosophers for making that statement,

yes we can

because infinity wasn't properly understood until about the 19th century.

properly understanding infinity was not necessary to refute that stupid God 
argument.

But



infinity is meaningful not only in physics -- for example, that
there's an infinite number of points in a one-inch distance; we now
know how to make sense of statements like that -- it's also meaningful
in mathematics, and it has been found that we can reason validly about
infinity and deeply understand infinity in mathematics too.

infinity is also meaningful in philosophy.

Boyd: Is it possible that some other civilization somewhere in the
universe could arrive and explain all this to us, or will it only have
meaning if we as human beings find the answers we seek on our own?

Deutsch: Here's another education theory point. Whenever you
understand something, it is you who have created the idea in your
mind. It may feel as though somebody has poured it into you, like wine
into a glass, but that is an illusion. All knowledge arises by
conjecture and criticism. And when we listen to somebody speaking, we
don't download their theory into our brain. If we did, we wouldn't
understand it; it would be like learning it in a foreign language.
What we do is conjecture what it means, and then use what that person
is saying as a means of criticizing and improving our conjecture, and,
with luck, we then find a way of understanding what that person is
saying, and with even more luck, we find a way of improving on it.

this is all conclusions. is the idea for listeners to see whether they like the sound 
of the conclusions and judge the book that way?

Boyd: You have a fascinating chapter in the book, which might surprise
people, devoted to the question of why flowers are beautiful. And you
demonstrate that at least some things of beauty are in fact
objectively beautiful, or appear to be. Why do flowers fit that
description?

yet again there's a lack of followup or depth.

Deutsch: The conventional view of beauty is that it has no objective
basis,



David has now set it up for many listeners to come away with the (false) idea that 
he believes there is an "objective basis" for beauty.

that it is purely subjective or else purely cultural. So when
we say, "it's a matter of taste," that's a way in everyday language of
saying there isn't any objective truth in it. But the thing about
flowers is that the evolution of flowers had to make a signal of
attractiveness that would be difficult to forge, but also easy to
recognize by someone else -- in this case, insects -- who knew the
code. And so the insect/flower co-evolution produced a standard, which
was an artistic standard, for what flowers should look like. Now,
here's my argument for why it hit on an objective standard. Tthere are
plenty of examples of signaling in nature, but most of them don't look
beautiful to humans. So the question is, why do flowers, which evolved
to look attractive to insects, also look attractive to humans?

couldn't which signals look beautiful to humans be arbitrary cultural convention?

And I
make the argument in detail in the book that the only explanation for
this is that the most efficient way of solving this problem of inter-
species signaling was for both the insects and the flowers to evolve
towards a criterion of objective beauty, which then appealed to humans
as well, because humans are capable of understanding objective things.

Boyd: What is the best way to guard against our tendency to lose sight
of our own fallibility?

Deutsch: I think we have to look at whether the things we are saying
and doing meet the problem that they are purported to meet. So, if you
ask, "Why am I in this job?", and if the best explanation that you can
come up with is one that you would think was silly if someone else
said about their job, then that's prima facie evidence that you're in
an irrational pattern of thinking. By the way, like anything else,
this is not conclusive evidence, because it may be that you are in
fact in the right job, but don't actually know the reason. But in that
case, it would do you good to know the reason.

David tries so hard to appease everyone then give these little things that he 
disapproves of their lives without enough depth for them to understand, and 

vague enough they might miss it, but it seems counterproductive. who will benefit 



vague enough they might miss it, but it seems counterproductive. who will benefit 
from these inadequately explained little hints David thinks very badly of their 
lives?

Boyd: Do you find it challenging to have these conversations with
people like me, or people in a general audience, or do you find that
discussing these ideas with regular people who haven't studied them in
depth actually helps to clarify your own thinking?

Deutsch: Definitely the latter.

I think that's true but David doesn't act accordingly.

If anything, professionals are more
likely to be stuck in their ways than people who, if I can put it this
way, have real lives, and whose philosophical problems grow out of
real life problems. There's also the fact that, as you will have
noticed, I really like pontificating.

Boyd: Which makes you an excellent radio guest.

Deutsch: Well, thank you.

Boyd: David Deutsch is a Fellow of the Royal Society and Professor of
Physics at Oxford University. His new book is called, "The Beginning
of Infinity: Explanations that Transform the World". David, it's been
quite a pleasure. Thank you so much for spending this hour with us.

David: Thank you for having me on the program.

Boyd: My name is Krys Boyd. Thanks for listening, and have a great day.

this is supposed to promote BoI. but it doesn't really answer pre-sales questions 
or tell people why to read the book. it only promotes the book very indirectly by 
kinda saying "if you find this discussion interesting you can find similar stuff in the 
book". isn't that bad?

-- Elliot Temple
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From: Jordan Talcot <jordan.talcot@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: [BoI] Re: [FI] Importance of posting productively (was: 
fallibleideas.com/emotions)
Date: February 2, 2014 at 1:51 PM

On 29 Jan 2014, at 10:50, Jason wrote:

On Mon, Jan 27, 2014 at 5:05 AM, Elliot Temple <curi@curi.us> wrote:
i hope EVERYONE here will learn from examples like these, and my 
commentary, about what is necessary to post productively. which you should 
want to do because otherwise you'll have a bad life and die. (you doubt it? then 
refute my claim. not silently at home. ask for more details of my position if you 
don't know them yet, then post your refutation and, by posting it, expose it to 
criticism. if you're so great you don't need to learn, let's see a demonstration!)

I don't think I have no need to learn, but the statement above does
prompt a question:

When you say "otherwise you'll have a bad life and die", relative to
what? Every other known project? Or only commonly?

I'm not sure how absolute you intended your statement to be in terms
of time and personal circumstance.

I think that posting productively on high quality internet lists beats
many other activities in many situations with regard to the length and
quality of one's life. I think people tend to underestimate its value.

Yet, it also takes a lot of time and effort. It's not a small thing.
It seems to me that to post productively, for example, one needs to be
able to take seriously suggestions like, "go read and understand this
900 page complicated book", "re-read every post multiple times before
sending", "read the archives on a topic before posting about it" and,
failing refutation of those suggestions, do them rather than balk at
the amount of time and effort it takes. Those are the kinds of things
that I haven't done in a long time due to other ongoing projects in
life. And a recognition of the need to do that sort of thing to be
more productive in posting has kind of put me off from posting much at



all lately.

You can do those things without having a lot of time. You don't need to get them 
done on some timeline. If you only have 15 minutes a day, then you can put 15 
minutes a day into accomplishing those tasks. Putting in more time would be 
better, but only having 15 minutes a day is not a reason to avoid it altogether.

The competition for productive posting is projects that I judge to be
even more important to the length and quality of my life than posting
productively, at this time and stage of my life. It was not always so
and I do not expect it to always be so. Perhaps I am overestimating
the value of my current projects and underestimating the value of
posting productively. That is possible. But it seems to me that what I
am doing right now is best, rather than more productive posting.

Learning philosophy will help you do every other aspect of your life better. Saying 
that you are too busy to learn it right now is a bit like saying you can't learn to 
touch type right now, because you are too busy writing your novel. If you take the 
time to learn to touch type, you will be able to write your novel faster so will save 
time overall.

Learning philosophy first will help you with whatever projects you are doing, and it 
will also help you to better choose your projects in the first place.

Jordan

-- 

From: Brian Scurfield <briankscurfield@yahoo.co.uk>



From: Brian Scurfield <briankscurfield@yahoo.co.uk>
Cc: FIGG <fallible-ideas@googlegroups.com>, BoI <beginning-of-
infinity@googlegroups.com>, David Deutsch <david.deutsch@qubit.org>
Subject: Re: [FI] [BoI] 2011-08-29 David Deutsch radio interview on KERA's 
"Think" with Krys Boyd (transcript)
Date: February 2, 2014 at 11:43 PM

On 2 Feb 2014, at 08:09, Elliot Temple wrote:

On Jan 6, 2012, at 12:11 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

Here is a lightly edited transcript of David Deutsch's appearance on
KERA's "Think" with Krys Boyd on August 29, 2011. The audio is
available at http://www.kera.org/2011/08/29/explanations-that-transform-the-
world/

Krys Boyd: You're listening to Think on KERA 90.1. I'm Krys Boyd. Does
understanding the universe give us the power to control the universe?

yes. what's the argument that it wouldn't?

Humans have sought to explain the workings of the natural world for
millennia and have used the methods of modern science with ever
greater effectiveness since the Enlightenment. We've learned to do
things that our ancestors could scarcely have imagined, from global
telecommunications to life-saving medical treatments to tracing the
history of the universe to within seconds of the Big Bang. And my
guest today will argue that while there was a beginning to humankind's
scientific achievement, there is no reason to believe our achievements
will someday reach an end point. Given what we know about ourselves,
he is hopeful that our acquisition and application of scientific
knowledge could last as long as the universe itself.

no, all knowledge.

David Deutsch is
a Fellow of the Royal Society and Professor of Physics at Oxford
University.

http://www.kera.org/2011/08/29/explanations-that-transform-the-world/


appeal to authority

His new book is called "The Beginning of Infinity:
Explanations that Transform the World". David, welcome to Think.

David Deutsch: Hi, Krys. Thanks for inviting me.

Boyd: You write that, "All progress comes from the human quest for
good explanations." How has our definition of a "good explanation"
evolved over the centuries?

A better statement is: "All progress comes from seeking knowledge."

Deutsch: One of the most noticeable changes that happened in the
history of our species was the scientific revolution, which made the
difference between making progress that was either absent or so slow
that no human ever noticed it in their lifetime, and what's happened
since then, which is that we've got used to change happening all the
time and being part of our lives.

this is misleading b/c it makes it sound like Athens never existed.

And because that change was so
noticeable, people wondered what caused it. Initially, they got all
sorts of wrong theories about what it was that made science
successful, and some truths as well. For example, it was realized
almost immediately that rejecting authority was a necessary condition
for making progress.

not exactly, we still have authority things like "Fellow of the Royal Society" and 
the royal society is old.

That is, authority in regard to knowledge, though
this spread to political authority as well. But then, in the positive
sense, what actually caused science, people got really confused and
thought that we kind of absorbed knowledge of nature by being open to
experience, and that experience somehow implanted true ideas about the
world in our minds. Now, this is completely untrue, and one of the
things I do in the book is trace how wrong that is and also how the



real explanation, which is that we seek hard-to-vary explanations,

i criticized this before this interview (also before publication of BoI) and DD did 
not refute my criticism but kept on saying refuted stuff.

Is there anything in those criticisms that you haven't said in your on-line posts?

My summary of the problems with "hard-to-vary":

First problem: By emphasizing "hard-to-vary" DD is de-emphasizing criticism. 
What we seek are unproblematic explanations - explanations that can't be refuted 
by any known criticism.

Second problem: "Hard-to-vary" with respect to which constraints? This is not 
specified but it is important. I think what is meant is hard to vary with respect to 
the set of failed criticisms of the original explanation. When you vary a "hard-to-
vary" explanation it becomes problematic in the light of these failed criticisms.

Third problem: It's not clear if "hard-to-vary" is intended as a figure of merit or as 
a criticism for ruling out explanations. It would be wrong to use it as a figure of 
merit because we should never weigh explanations: that is bad epistemology. 
The correct thing to do is criticise explanations to try to find flaws. Or, if we are 
stuck, to solve the problem of what to do given we are stuck. The hard-to-vary 
criterion, then, is useful in so far as it enables us to us see flaws and invent 
criticisms.

Fourth problem: It gives the impression that knowledge generation is not a binary 
process. We find a flaw in an idea or not but we don't evaluate it on a continuum.

Have I missed anything? Is what I wrote accurate/fair?

Brian

------------------------------------
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From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>, David Deutsch 
<david.deutsch@qubit.org>
Subject: Re: [FI] [BoI] 2011-08-29 David Deutsch radio interview on KERA's 
"Think" with Krys Boyd (transcript)
Date: February 3, 2014 at 7:13 AM

On Feb 2, 2014, at 8:43 PM, Brian Scurfield <briankscurfield@yahoo.co.uk> 
wrote:

On 2 Feb 2014, at 08:09, Elliot Temple wrote:

On Jan 6, 2012, at 12:11 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

Here is a lightly edited transcript of David Deutsch's appearance on
KERA's "Think" with Krys Boyd on August 29, 2011. The audio is
available at http://www.kera.org/2011/08/29/explanations-that-transform-the-
world/

That is, authority in regard to knowledge, though
this spread to political authority as well. But then, in the positive
sense, what actually caused science, people got really confused and
thought that we kind of absorbed knowledge of nature by being open to
experience, and that experience somehow implanted true ideas about the
world in our minds. Now, this is completely untrue, and one of the
things I do in the book is trace how wrong that is and also how the
real explanation, which is that we seek hard-to-vary explanations,

i criticized this before this interview (also before publication of BoI) and DD did 
not refute my criticism but kept on saying refuted stuff.

Is there anything in those criticisms that you haven't said in your on-line posts?

My summary of the problems with "hard-to-vary":

First problem: By emphasizing "hard-to-vary" DD is de-emphasizing criticism. 
What we seek are unproblematic explanations - explanations that can't be 

http://www.kera.org/2011/08/29/explanations-that-transform-the-world/


refuted by any known criticism.

Second problem: "Hard-to-vary" with respect to which constraints? This is not 
specified but it is important. I think what is meant is hard to vary with respect to 
the set of failed criticisms of the original explanation. When you vary a "hard-to-
vary" explanation it becomes problematic in the light of these failed criticisms.

It's not quite that because the changed idea needs to still solve the original 
problem too.

You might say that "doesn't solve the problem" is a failed criticism in all cases 
(except the ones where it succeeds!), but i don't think that's clear to people 
without saying it. and to count that you'd be using an idea of what criticisms there 
are of ideas which is different than what criticisms actual humans said (since in 
some cases no one said that criticism).

There's other things you could say, like changing the idea while keeping all the 
value or success in tact.

Third problem: It's not clear if "hard-to-vary" is intended as a figure of merit or as 
a criticism for ruling out explanations. It would be wrong to use it as a figure of 
merit because we should never weigh explanations: that is bad epistemology. 
The correct thing to do is criticise explanations to try to find flaws. Or, if we are 
stuck, to solve the problem of what to do given we are stuck. The hard-to-vary 
criterion, then, is useful in so far as it enables us to us see flaws and invent 
criticisms.

Fourth problem: It gives the impression that knowledge generation is not a 
binary process. We find a flaw in an idea or not but we don't evaluate it on a 
continuum.

This one is a criticism because hardness to vary is an amount on a continuum. It 
leaves a bit much implicit.

Fifth problem: there's also the issue of what "hard" means. does it mean you take 
an idea and try a trillion random variations and see how many make it better and 



how many make it worse? and the ideas with the best scores are the hardest to 
vary? if it doesn't mean that, what's it mean? if it does mean that, why didn't BoI 
ever explain that? and if this is the meaning, what algorithm is to be used for the 
random variations? how big should the mean and median changes be? how do 
you mechanically randomly change ideas?

Have I missed anything? Is what I wrote accurate/fair?

Sixth problem:

one of my main criticisms of hard-to-vary is that it's equivalent to non-arbitrary 
(but perhaps less good). and, more importantly, it's best to understand non-
arbitrary, hard-to-vary, and several others, and have a deeper perspective on the 
issue than any one of them (like you wanna see how they are the same, not just 
understand one of them).

and then one might understand that what we really want is not hardness to vary, 
what we really want is *knowledge*. the more some kind of criterion corresponds 
to seeking knowledge, the better it is. what we should be trying to do here is 
understand what various concepts (like hard-to-vary, non-arbitrary, and others) 
have to do with knowledge. how well they find knowledge (always or sometimes? 
if sometimes, what does it depend on?), whether they help indicate amount of 
knowledge, etc

what others besides non-arbitrary and hard-to-vary? well there's fancy ones like 
symmetry breaking. but there's also simple ones like: simple, elegant, high 
explanatory power, lacks unnecessary complications, clear, easy to understand, 
well organized, addresses the problem it's supposed to, has lots of reach to other 
issues, solves many different problems, agrees with experiment, agrees with 
existing philosophy.

these are all the same sort of thing: things you can look at to try to figure out 
whether an idea is good or not. and what's a good idea, really, what's the ultimate 
criterion? knowledge.

i think what one wants to do is understand all of these, both on a specific level 
and also how they fit into the bigger picture. DD doesn't understand he was just 
adding one more to this list, he presents hard-to-vary as way more fundamental 
than that. by contrast, "symmetry breaking" is my original idea, but i haven't 



written quite possibly better than "hard to vary", but i haven't hyped it much

btw what does non-arbitrary mean? well in short, arbitrary ideas aren't 
knowledge. so then one can consider how to avoid the arbitrary, how is that 
accomplished? similar to how one might think about how to avoid easy to vary 
ideas, how is that accomplished?

there's more to it though. like if Bob says X and Jack says Y, and X and Y 
contradict, then taking sides without further information is arbitrary.

there is also a symmetry between two ideas that contradict, in general, like they 
have symmetric status and contradiction itself is a symmetric thing. and getting 
knowledge and making progress have to do with finding ways of breaking the 
symmetry. so that's, in short, why symmetry breaking is an important concept.

also, what makes something hard to vary? it being non-arbitrary. rather literally. 
any arbitrary parts are easy to vary (since there's nothing to keep them the same 
or prevent variation, even arbitrary variation) and non-arbitrary parts have some 
reason they are not arbitrary so if you change them they mess up that reason so 
those are hard to vary. changing non-arbitrary knowledge into arbitrary junk isn't 
an allowed variation.

and btw what's hard to vary, in general? global maxima (perfection) are the 
hardest and local maxima are also hard. and if it's not a maxima, then the closer 
it is to one, the harder to vary. and being at a maxima is also a way of picking a 
point that isn't just an arbitrary point.

and what makes a variation "hard"? well partly whether it can be done arbitrarily 
(which is easy) or not.

so anyway there's lots of stuff to understand here and BoI isn't much help.

-- Elliot Temple
http://beginningofinfinity.com/

From: Brian Scurfield <briankscurfield@yahoo.co.uk>

http://beginningofinfinity.com/


From: Brian Scurfield <briankscurfield@yahoo.co.uk>
Cc: FIGG <fallible-ideas@googlegroups.com>, BoI <beginning-of-
infinity@googlegroups.com>, David Deutsch <david.deutsch@qubit.org>
Subject: Re: [FI] [BoI] 2011-08-29 David Deutsch radio interview on KERA's 
"Think" with Krys Boyd (transcript)
Date: February 4, 2014 at 3:46 AM

On 4 Feb 2014, at 01:13, Elliot Temple wrote:

On Feb 2, 2014, at 8:43 PM, Brian Scurfield <briankscurfield@yahoo.co.uk> 
wrote:

On 2 Feb 2014, at 08:09, Elliot Temple wrote:

On Jan 6, 2012, at 12:11 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

Here is a lightly edited transcript of David Deutsch's appearance on
KERA's "Think" with Krys Boyd on August 29, 2011. The audio is
available at http://www.kera.org/2011/08/29/explanations-that-transform-the-
world/

That is, authority in regard to knowledge, though
this spread to political authority as well. But then, in the positive
sense, what actually caused science, people got really confused and
thought that we kind of absorbed knowledge of nature by being open to
experience, and that experience somehow implanted true ideas about the
world in our minds. Now, this is completely untrue, and one of the
things I do in the book is trace how wrong that is and also how the
real explanation, which is that we seek hard-to-vary explanations,

i criticized this before this interview (also before publication of BoI) and DD 
did not refute my criticism but kept on saying refuted stuff.

Is there anything in those criticisms that you haven't said in your on-line posts?

My summary of the problems with "hard-to-vary":

http://www.kera.org/2011/08/29/explanations-that-transform-the-world/


First problem: By emphasizing "hard-to-vary" DD is de-emphasizing criticism. 
What we seek are unproblematic explanations - explanations that can't be 
refuted by any known criticism.

Second problem: "Hard-to-vary" with respect to which constraints? This is not 
specified but it is important. I think what is meant is hard to vary with respect to 
the set of failed criticisms of the original explanation. When you vary a "hard-
to-vary" explanation it becomes problematic in the light of these failed 
criticisms.

It's not quite that because the changed idea needs to still solve the original 
problem too.

Right. But would it be strange if you have a variant idea that doesn't solve the 
problem but against which the original criticisms still fail? I can't think of an 
example off hand at the moment.

You might say that "doesn't solve the problem" is a failed criticism in all cases 
(except the ones where it succeeds!), but i don't think that's clear to people 
without saying it. and to count that you'd be using an idea of what criticisms 
there are of ideas which is different than what criticisms actual humans said 
(since in some cases no one said that criticism).

You mean said when considering the original idea and problem? I had in mind 
failed criticisms that were not necessarily said as most failed criticisms would not 
actually be said or even thought of consciously. They are just part of background 
knowledge. But, yeah, it should be made clear that solving the original problem is 
a constraint!

There's other things you could say, like changing the idea while keeping all the 
value or success in tact.

but being careful not to equate "success" with amount of confirmation!

Third problem: It's not clear if "hard-to-vary" is intended as a figure of merit or 
as a criticism for ruling out explanations. It would be wrong to use it as a figure 
of merit because we should never weigh explanations: that is bad 
epistemology. The correct thing to do is criticise explanations to try to find 
flaws. Or, if we are stuck, to solve the problem of what to do given we are 



stuck. The hard-to-vary criterion, then, is useful in so far as it enables us to us 
see flaws and invent criticisms.

Fourth problem: It gives the impression that knowledge generation is not a 
binary process. We find a flaw in an idea or not but we don't evaluate it on a 
continuum.

This one is a criticism because hardness to vary is an amount on a continuum. It 
leaves a bit much implicit.

Fifth problem: there's also the issue of what "hard" means. does it mean you 
take an idea and try a trillion random variations and see how many make it 
better and how many make it worse? and the ideas with the best scores are the 
hardest to vary? if it doesn't mean that, what's it mean? if it does mean that, why 
didn't BoI ever explain that? and if this is the meaning, what algorithm is to be 
used for the random variations? how big should the mean and median changes 
be? how do you mechanically randomly change ideas?

Have I missed anything? Is what I wrote accurate/fair?

Sixth problem:

one of my main criticisms of hard-to-vary is that it's equivalent to non-arbitrary 
(but perhaps less good). and, more importantly, it's best to understand non-
arbitrary, hard-to-vary, and several others, and have a deeper perspective on 
the issue than any one of them (like you wanna see how they are the same, not 
just understand one of them).

and then one might understand that what we really want is not hardness to vary, 
what we really want is *knowledge*. the more some kind of criterion 
corresponds to seeking knowledge, the better it is. what we should be trying to 
do here is understand what various concepts (like hard-to-vary, non-arbitrary, 
and others) have to do with knowledge. how well they find knowledge (always or 
sometimes? if sometimes, what does it depend on?), whether they help indicate 
amount of knowledge, etc

what others besides non-arbitrary and hard-to-vary? well there's fancy ones like 
symmetry breaking. but there's also simple ones like: simple, elegant, high 
explanatory power, lacks unnecessary complications, clear, easy to understand, 
well organized, addresses the problem it's supposed to, has lots of reach to 



other issues, solves many different problems, agrees with experiment, agrees 
with existing philosophy.

These are all good in the sense of enabling us to see criticisms but we should 
never think of some criterion being satisifed as confirmation an idea is true. So 
would you agree that what we are looking for are good generic criticisms that help 
us create knowledge? Or did you mean something more?

these are all the same sort of thing: things you can look at to try to figure out 
whether an idea is good or not. and what's a good idea, really, what's the 
ultimate criterion? knowledge.

So, to paraphrase, you're saying we seek ideas that give us better knowledge.

i think what one wants to do is understand all of these, both on a specific level 
and also how they fit into the bigger picture. DD doesn't understand he was just 
adding one more to this list, he presents hard-to-vary as way more fundamental 
than that. by contrast, "symmetry breaking" is my original idea, but i haven't 
written quite possibly better than "hard to vary", but i haven't hyped it much

btw what does non-arbitrary mean? well in short, arbitrary ideas aren't 
knowledge. so then one can consider how to avoid the arbitrary, how is that 
accomplished? similar to how one might think about how to avoid easy to vary 
ideas, how is that accomplished?

there's more to it though. like if Bob says X and Jack says Y, and X and Y 
contradict, then taking sides without further information is arbitrary.

there is also a symmetry between two ideas that contradict, in general, like they 
have symmetric status and contradiction itself is a symmetric thing. and getting 
knowledge and making progress have to do with finding ways of breaking the 
symmetry. so that's, in short, why symmetry breaking is an important concept.

also, what makes something hard to vary? it being non-arbitrary. rather literally. 
any arbitrary parts are easy to vary (since there's nothing to keep them the 
same or prevent variation, even arbitrary variation) and non-arbitrary parts have 
some reason they are not arbitrary so if you change them they mess up that 
reason so those are hard to vary. changing non-arbitrary knowledge into 
arbitrary junk isn't an allowed variation.

I wrote a bit of stuff on non-arbitrary in my original comment but scratched it. It 



I wrote a bit of stuff on non-arbitrary in my original comment but scratched it. It 
was something like: If you have a variant of an idea that solves the same problem 
and against which your criticisms still fail, then the part that varied is not covered 
by any criticism and is arbitrary. So "easy-to-vary" is equivalent to arbitrary and 
"hard-to-vary" is equivalent to non-arbitrary. I don't know why I scratched it now 
because it's a problem, as you say.

and btw what's hard to vary, in general? global maxima (perfection) are the 
hardest and local maxima are also hard. and if it's not a maxima, then the closer 
it is to one, the harder to vary. and being at a maxima is also a way of picking a 
point that isn't just an arbitrary point.

Isn't the global maxima infinity? I understand local and global maxima but I'm 
having trouble picturing it here. Usually in optimisation there is some fitness 
function but in epistemology figures of merit are a no-no. So how do you get a 
surface?

and what makes a variation "hard"? well partly whether it can be done arbitrarily 
(which is easy) or not.

so anyway there's lots of stuff to understand here and BoI isn't much help.

Brian
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From: Elliot Temple <curi@curi.us>
Cc: FIGG <fallible-ideas@googlegroups.com>, BoI <beginning-of-
infinity@googlegroups.com>, David Deutsch <david.deutsch@qubit.org>
Subject: [BoI] Hard to Vary, Epistemology (was: 2011-08-29 David Deutsch radio 
interview on KERA's "Think" with Krys Boyd (transcript))
Date: February 4, 2014 at 12:14 PM

On Feb 4, 2014, at 12:46 AM, Brian Scurfield <briankscurfield@yahoo.co.uk> 
wrote:

On 4 Feb 2014, at 01:13, Elliot Temple wrote:

On Feb 2, 2014, at 8:43 PM, Brian Scurfield <briankscurfield@yahoo.co.uk> 
wrote:

On 2 Feb 2014, at 08:09, Elliot Temple wrote:

On Jan 6, 2012, at 12:11 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

Here is a lightly edited transcript of David Deutsch's appearance on
KERA's "Think" with Krys Boyd on August 29, 2011. The audio is
available at http://www.kera.org/2011/08/29/explanations-that-transform-
the-world/

That is, authority in regard to knowledge, though
this spread to political authority as well. But then, in the positive
sense, what actually caused science, people got really confused and
thought that we kind of absorbed knowledge of nature by being open to
experience, and that experience somehow implanted true ideas about the
world in our minds. Now, this is completely untrue, and one of the
things I do in the book is trace how wrong that is and also how the
real explanation, which is that we seek hard-to-vary explanations,

i criticized this before this interview (also before publication of BoI) and DD 
did not refute my criticism but kept on saying refuted stuff.

http://www.kera.org/2011/08/29/explanations-that-transform-the-world/


Is there anything in those criticisms that you haven't said in your on-line 
posts?

My summary of the problems with "hard-to-vary":

First problem: By emphasizing "hard-to-vary" DD is de-emphasizing criticism. 
What we seek are unproblematic explanations - explanations that can't be 
refuted by any known criticism.

Second problem: "Hard-to-vary" with respect to which constraints? This is not 
specified but it is important. I think what is meant is hard to vary with respect 
to the set of failed criticisms of the original explanation. When you vary a 
"hard-to-vary" explanation it becomes problematic in the light of these failed 
criticisms.

It's not quite that because the changed idea needs to still solve the original 
problem too.

Right. But would it be strange if you have a variant idea that doesn't solve the 
problem but against which the original criticisms still fail? I can't think of an 
example off hand at the moment.

Problem: i want a bike.

proposal: buy bike A.

Criticism 1: bike A is yellow, i like black more

Criticism 2: bike A is too heavy, hard to carry.

variant proposal: buy black iPhone.

the new proposal isn't refuted by either criticism, but doesn't solve the problem.

You might say that "doesn't solve the problem" is a failed criticism in all cases 
(except the ones where it succeeds!), but i don't think that's clear to people 
without saying it. and to count that you'd be using an idea of what criticisms 
there are of ideas which is different than what criticisms actual humans said 
(since in some cases no one said that criticism).



(since in some cases no one said that criticism).

You mean said when considering the original idea and problem? I had in mind 
failed criticisms that were not necessarily said as most failed criticisms would 
not actually be said or even thought of consciously. They are just part of 
background knowledge. But, yeah, it should be made clear that solving the 
original problem is a constraint!

There's other things you could say, like changing the idea while keeping all the 
value or success in tact.

but being careful not to equate "success" with amount of confirmation!

sure, though i don't think saying "it doesn't mean amount of confirmation" will 
clarify the issue for someone who doesn't already understand. or put another 
way, i cannot tell what you mean from this particular sentence, or whether you 
understand it. i can only guess that because i've read prior communications from 
you.

there are various important, meaningful things like:

- amount of knowledge in an idea
- which part(s) of the idea have the valuable knowledge and which don't
- amount of problems an idea helps with
- how helpful an idea is for addressing a particular problem
- whether an idea solves a hard or easy problem

and if we're so worried about staying far away from justificationism that we don't 
study issues like this carefully and understand them well, because they seem too 
near to justificationism, then that's a mistake. perhaps a better mistake than being 
a justificationist! but it's better to have such a nuanced understanding of 
justificationism that one can go near it without doing it.

so, do you want to try to write a clear statement of the issues? like about the 
difference between the amount of value or success an idea has and the amount 
of confirmation or justification?



Third problem: It's not clear if "hard-to-vary" is intended as a figure of merit or 
as a criticism for ruling out explanations. It would be wrong to use it as a 
figure of merit because we should never weigh explanations: that is bad 
epistemology. The correct thing to do is criticise explanations to try to find 
flaws. Or, if we are stuck, to solve the problem of what to do given we are 
stuck. The hard-to-vary criterion, then, is useful in so far as it enables us to us 
see flaws and invent criticisms.

Fourth problem: It gives the impression that knowledge generation is not a 
binary process. We find a flaw in an idea or not but we don't evaluate it on a 
continuum.

This one is a criticism because hardness to vary is an amount on a continuum. 
It leaves a bit much implicit.

Fifth problem: there's also the issue of what "hard" means. does it mean you 
take an idea and try a trillion random variations and see how many make it 
better and how many make it worse? and the ideas with the best scores are 
the hardest to vary? if it doesn't mean that, what's it mean? if it does mean 
that, why didn't BoI ever explain that? and if this is the meaning, what 
algorithm is to be used for the random variations? how big should the mean 
and median changes be? how do you mechanically randomly change ideas?

Have I missed anything? Is what I wrote accurate/fair?

Sixth problem:

one of my main criticisms of hard-to-vary is that it's equivalent to non-arbitrary 
(but perhaps less good). and, more importantly, it's best to understand non-
arbitrary, hard-to-vary, and several others, and have a deeper perspective on 
the issue than any one of them (like you wanna see how they are the same, 
not just understand one of them).

and then one might understand that what we really want is not hardness to 
vary, what we really want is *knowledge*. the more some kind of criterion 
corresponds to seeking knowledge, the better it is. what we should be trying to 
do here is understand what various concepts (like hard-to-vary, non-arbitrary, 
and others) have to do with knowledge. how well they find knowledge (always 
or sometimes? if sometimes, what does it depend on?), whether they help 
indicate amount of knowledge, etc



what others besides non-arbitrary and hard-to-vary? well there's fancy ones 
like symmetry breaking. but there's also simple ones like: simple, elegant, high 
explanatory power, lacks unnecessary complications, clear, easy to 
understand, well organized, addresses the problem it's supposed to, has lots 
of reach to other issues, solves many different problems, agrees with 
experiment, agrees with existing philosophy.

These are all good in the sense of enabling us to see criticisms but we should 
never think of some criterion being satisifed as confirmation an idea is true. So 
would you agree that what we are looking for are good generic criticisms that 
help us create knowledge?

yes

Or did you mean something more?

more: this isn't just useful for coming up with criticisms, it's also useful for 
understanding epistemology. for example, it helps provide a perspective on the 
question of what knowledge is.

actually the stuff i was talking about even helps explain why criticism is useful and 
what really counts as a criticism or not. one way to look at it is criticisms break 
symmetry (by making one idea criticized and not the other) and anything which 
doesn't do that isn't a correct criticism.

and it's interesting, in terms of epistemology, because saying X has a merit that Y 
doesn't have also breaks symmetry. and i've claimed that in all cases it's a 
genuine merit it can be phrased as a criticism (because Y lacks something good, 
so that's a criticism). so one question is whether that's true. another is why and 
whether criticism is such a better perspective than looking for merits if the thing 
we want to do is break symmetry (rather than steer way way around 
justificationism).

these are all the same sort of thing: things you can look at to try to figure out 
whether an idea is good or not. and what's a good idea, really, what's the 
ultimate criterion? knowledge.

So, to paraphrase, you're saying we seek ideas that give us better knowledge.



that's one thing i'm saying, out of many.

but also it's not "give us better knowledge". the idea of hard to vary does not give 
us knowledge. it doesn't "give". it helps us figure out whether an idea has 
knowledge or not. it helps us sort out good ideas from bad ideas.

i think what one wants to do is understand all of these, both on a specific level 
and also how they fit into the bigger picture. DD doesn't understand he was 
just adding one more to this list, he presents hard-to-vary as way more 
fundamental than that. by contrast, "symmetry breaking" is my original idea, 
but i haven't written quite possibly better than "hard to vary", but i haven't 
hyped it much

btw what does non-arbitrary mean? well in short, arbitrary ideas aren't 
knowledge. so then one can consider how to avoid the arbitrary, how is that 
accomplished? similar to how one might think about how to avoid easy to vary 
ideas, how is that accomplished?

there's more to it though. like if Bob says X and Jack says Y, and X and Y 
contradict, then taking sides without further information is arbitrary.

there is also a symmetry between two ideas that contradict, in general, like 
they have symmetric status and contradiction itself is a symmetric thing. and 
getting knowledge and making progress have to do with finding ways of 
breaking the symmetry. so that's, in short, why symmetry breaking is an 
important concept.

also, what makes something hard to vary? it being non-arbitrary. rather literally. 
any arbitrary parts are easy to vary (since there's nothing to keep them the 
same or prevent variation, even arbitrary variation) and non-arbitrary parts 
have some reason they are not arbitrary so if you change them they mess up 
that reason so those are hard to vary. changing non-arbitrary knowledge into 
arbitrary junk isn't an allowed variation.

I wrote a bit of stuff on non-arbitrary in my original comment but scratched it. It 
was something like: If you have a variant of an idea that solves the same 
problem and against which your criticisms still fail, then the part that varied is 
not covered by any criticism and is arbitrary.



right.

So "easy-to-vary" is equivalent to arbitrary and "hard-to-vary" is equivalent to 
non-arbitrary. I don't know why I scratched it now because it's a problem, as you 
say.

right so why is "hard to vary" so special when something else has this 
equivalence with it? wouldn't it be better to understand various ideas and their 
equivalences, instead of promote "hard to vary" as like the solution to 
epistemology?

non-arbitrary *also* has other value besides this particular equivalence. maybe 
"hard to vary" does too but that's less clear and BoI didn't make a case for it.

and btw what's hard to vary, in general? global maxima (perfection) are the 
hardest and local maxima are also hard. and if it's not a maxima, then the 
closer it is to one, the harder to vary. and being at a maxima is also a way of 
picking a point that isn't just an arbitrary point.

Isn't the global maxima infinity? I understand local and global maxima but I'm 
having trouble picturing it here. Usually in optimisation there is some fitness 
function but in epistemology figures of merit are a no-no. So how do you get a 
surface?

if you're looking at solving one specific problem, then in that context there can be 
various local maxima for attempted solutions and also a global maxima for 
solving that problem.

if you have three different strategies for solving a particular problem, then you can 
find the local maximum for each one. there will often be local maximums because 
middle ground compromises are often worse than doing any half-way-reasonable 
strategy more seriously and thoroughly. and then when you figure out one of the 
strategies is actually better than the others overall, its local maximum is also the 
global maximum for solving this problem (tentatively).

you can also, if you prefer, imagine problems that actually involve numbers. like 
you're trying to figure out how to build the largest thing (counted by volume of 
minimum 3d bounding rectangular prism), given some rules (like a budget and list 



of allowed materials, amount of time it has to be stable standing on its own in 
particular conditions, etc). so you try an approach with only stone and get a local 
maximum which is literally your score for what volume you get. i think you can 
figure out the rest.

you can also consider what 2+2 is, so the global maximum answer is "4". this 
particular problem lacks local maxima, but some other math problems would have 
them.

in epistemology, or pretty much in everything, we have to look at stuff in regard to 
problems. like the same statement can be a criticism in one problem situation and 
not a criticism in a different problem situation.

what Objectivists say which means the same thing is they emphasize context. 
problem situation means context. looking at it relative to the problem means 
looking at it in context.

particular contexts can create "surfaces" (hell they can even make various sorts 
of weighing functions useful). the surface can be defined in terms of whatever 
axes are relevant to the problem (so normally that'd be way more than 3 if you 
wanted to be super precise). (you can even have unusual surfaces and define a 
special distance function)

once you start looking at stuff as contextual first, and that becomes an intuitive 
habit, then you may start wondering things like why ideas can have reach 
(meaning: work in multiple contexts), and how to design ideas to have reach and 
what attributes cause the reach and what attributes of reality make it possible (in 
general, or in different fields like epistemology and physics might have different 
answers). one neat thing about this is i think a lot of people sort of take it for 
granted and try to look at stuff way too out-of-context most of the time, so then 
they don't really understand these problems that arise when you learn to normally 
look in context. it's only once you really focus on context a lot that anything 
working out of its context starts looking like an amazing exception to investigate.

this is one of the ways philosophy can be deep and advanced discussions can be 
misunderstood. (because this advanced problem looks so similar to something 
people already knew about, but having a different perspective on it makes a big 
difference).



(this is normally where i end my emails and no one follows up by actually trying to 
go into the questions raised and answer them. sometimes i might be asked for 
the answer without the person making an effort themselves, but usually not that 
either. most common is apathy. so it's kind of tempting to prompt people to try to, 
well, do philosophy, engage with the discussion, make progress, be useful, etc. 
but if people won't do it without prompting then is it even worth talking to them? 
so that's an important meta issue, as well as an illustration of how philosophical 
questions can easily bring up many more philosophical questions, so people 
should see philosophy as something really deep which they can pursue in all 
sorts of directions at great length and never run out of philosophical problems)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Brian Scurfield <briankscurfield@yahoo.co.uk>
Cc: FIGG <fallible-ideas@googlegroups.com>, BoI <beginning-of-
infinity@googlegroups.com>, David Deutsch <david.deutsch@qubit.org>
Subject: Re: [FI] Hard to Vary, Epistemology (was: 2011-08-29 David Deutsch 
radio interview on KERA's "Think" with Krys Boyd (transcript))
Date: February 5, 2014 at 12:35 AM
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wrote:

On 4 Feb 2014, at 01:13, Elliot Temple wrote:

On Feb 2, 2014, at 8:43 PM, Brian Scurfield <briankscurfield@yahoo.co.uk> 
wrote:

On 2 Feb 2014, at 08:09, Elliot Temple wrote:

On Jan 6, 2012, at 12:11 AM, Josh Jordan 
<therealjoshjordan@gmail.com> wrote:

Here is a lightly edited transcript of David Deutsch's appearance on
KERA's "Think" with Krys Boyd on August 29, 2011. The audio is
available at http://www.kera.org/2011/08/29/explanations-that-transform-
the-world/

That is, authority in regard to knowledge, though
this spread to political authority as well. But then, in the positive
sense, what actually caused science, people got really confused and
thought that we kind of absorbed knowledge of nature by being open to
experience, and that experience somehow implanted true ideas about the
world in our minds. Now, this is completely untrue, and one of the
things I do in the book is trace how wrong that is and also how the
real explanation, which is that we seek hard-to-vary explanations,

http://www.kera.org/2011/08/29/explanations-that-transform-the-world/


i criticized this before this interview (also before publication of BoI) and DD 
did not refute my criticism but kept on saying refuted stuff.

Is there anything in those criticisms that you haven't said in your on-line 
posts?

My summary of the problems with "hard-to-vary":

First problem: By emphasizing "hard-to-vary" DD is de-emphasizing 
criticism. What we seek are unproblematic explanations - explanations that 
can't be refuted by any known criticism.

Second problem: "Hard-to-vary" with respect to which constraints? This is 
not specified but it is important. I think what is meant is hard to vary with 
respect to the set of failed criticisms of the original explanation. When you 
vary a "hard-to-vary" explanation it becomes problematic in the light of these 
failed criticisms.

It's not quite that because the changed idea needs to still solve the original 
problem too.

Right. But would it be strange if you have a variant idea that doesn't solve the 
problem but against which the original criticisms still fail? I can't think of an 
example off hand at the moment.

Problem: i want a bike.

proposal: buy bike A.

Criticism 1: bike A is yellow, i like black more

Criticism 2: bike A is too heavy, hard to carry.

variant proposal: buy black iPhone.

the new proposal isn't refuted by either criticism, but doesn't solve the problem.

I might have misunderstood but those criticisms don't fail against the original 



idea. The context is that the original idea should solve the problem. That is, all 
our criticisms fail against it. But your criticisms succeed against the "buy bike A" 
idea.

So:

Problem: i want a bike.

Solution: buy bike B (which is black and light)

Failed Criticism 1:  bike B is yellow

Failed Criticism 2: bike B is heavy

There are also many other failed criticisms, most of which were not stated or 
even explicitly considered by the problem solver. Eg:

Failed Criticism 3: it's not a bike

The last criticism stopped you buying non-bike things like the black iPhone.

The criticisms constrain what could be a possible solution. If all your (implicit and 
explicit) criticisms fail what you have is not a non-solution but a solution. Or an 
"easy-to-vary" idea or something.

META: I'll reply to you other points piecemeal in separate emails. One problem I 
have following discussions is that emails get too long and it is tiring ploughing 
through them and trying to make sense of which indented quotation belongs to 
whom. It discourages replies or some things don't get replied to because it's a lot 
of work replying to a big email. Especially if time is limited. So bite-sized chunks 
can be better. Thoughts?

Brian

------------------------------------
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From: Brian Scurfield <briankscurfield@yahoo.co.uk>
Cc: FIGG <fallible-ideas@googlegroups.com>, BoI <beginning-of-
infinity@googlegroups.com>
Subject: Justification (was Re: [FI] Hard to Vary, Epistemology)
Date: February 5, 2014 at 3:39 AM

On 5 Feb 2014, at 06:14, Elliot Temple wrote:

On Feb 4, 2014, at 12:46 AM, Brian Scurfield <briankscurfield@yahoo.co.uk> 
wrote:

On 4 Feb 2014, at 01:13, Elliot Temple wrote:

On Feb 2, 2014, at 8:43 PM, Brian Scurfield <briankscurfield@yahoo.co.uk> 
wrote:

On 2 Feb 2014, at 08:09, Elliot Temple wrote:

On Jan 6, 2012, at 12:11 AM, Josh Jordan 
<therealjoshjordan@gmail.com> wrote:

Here is a lightly edited transcript of David Deutsch's appearance on
KERA's "Think" with Krys Boyd on August 29, 2011. The audio is
available at http://www.kera.org/2011/08/29/explanations-that-transform-
the-world/

That is, authority in regard to knowledge, though
this spread to political authority as well. But then, in the positive
sense, what actually caused science, people got really confused and
thought that we kind of absorbed knowledge of nature by being open to
experience, and that experience somehow implanted true ideas about the
world in our minds. Now, this is completely untrue, and one of the
things I do in the book is trace how wrong that is and also how the
real explanation, which is that we seek hard-to-vary explanations,

i criticized this before this interview (also before publication of BoI) and DD 

http://www.kera.org/2011/08/29/explanations-that-transform-the-world/


i criticized this before this interview (also before publication of BoI) and DD 
did not refute my criticism but kept on saying refuted stuff.

Is there anything in those criticisms that you haven't said in your on-line 
posts?

My summary of the problems with "hard-to-vary":

First problem: By emphasizing "hard-to-vary" DD is de-emphasizing 
criticism. What we seek are unproblematic explanations - explanations that 
can't be refuted by any known criticism.

Second problem: "Hard-to-vary" with respect to which constraints? This is 
not specified but it is important. I think what is meant is hard to vary with 
respect to the set of failed criticisms of the original explanation. When you 
vary a "hard-to-vary" explanation it becomes problematic in the light of these 
failed criticisms.

It's not quite that because the changed idea needs to still solve the original 
problem too.

Right. But would it be strange if you have a variant idea that doesn't solve the 
problem but against which the original criticisms still fail? I can't think of an 
example off hand at the moment.

Problem: i want a bike.

proposal: buy bike A.

Criticism 1: bike A is yellow, i like black more

Criticism 2: bike A is too heavy, hard to carry.

variant proposal: buy black iPhone.

the new proposal isn't refuted by either criticism, but doesn't solve the problem.

You might say that "doesn't solve the problem" is a failed criticism in all cases 
(except the ones where it succeeds!), but i don't think that's clear to people 



without saying it. and to count that you'd be using an idea of what criticisms 
there are of ideas which is different than what criticisms actual humans said 
(since in some cases no one said that criticism).

You mean said when considering the original idea and problem? I had in mind 
failed criticisms that were not necessarily said as most failed criticisms would 
not actually be said or even thought of consciously. They are just part of 
background knowledge. But, yeah, it should be made clear that solving the 
original problem is a constraint!

There's other things you could say, like changing the idea while keeping all 
the value or success in tact.

but being careful not to equate "success" with amount of confirmation!

sure, though i don't think saying "it doesn't mean amount of confirmation" will 
clarify the issue for someone who doesn't already understand. or put another 
way, i cannot tell what you mean from this particular sentence, or whether you 
understand it. i can only guess that because i've read prior communications 
from you.

there are various important, meaningful things like:

- amount of knowledge in an idea
- which part(s) of the idea have the valuable knowledge and which don't
- amount of problems an idea helps with
- how helpful an idea is for addressing a particular problem
- whether an idea solves a hard or easy problem

and if we're so worried about staying far away from justificationism that we don't 
study issues like this carefully and understand them well, because they seem 
too near to justificationism, then that's a mistake. perhaps a better mistake than 
being a justificationist! but it's better to have such a nuanced understanding of 
justificationism that one can go near it without doing it.

so, do you want to try to write a clear statement of the issues? like about the 
difference between the amount of value or success an idea has and the amount 
of confirmation or justification?

OK.



An idea is said to be justified if it can be supported by some evidence or 
argument. The more evidence or arguments that support the idea the more 
justified it is. By claiming justification people claim the truth. Or they claim the 
idea is more probable. Or good or successful or something like that.

A major problem with the idea of justification is that there is never just one idea 
compatible with some given evidence or argument. Rather, there are always an 
infinite number of other possible ideas, including possible ideas that contradict 
the idea claimed to be supported, and justification cannot rule those out. By 
focusing on the idea under consideration it does not give due consideration to 
alternatives and explain why they are wrong.

Justification really just amounts to a declaration of authority that out of the infinite 
number of other possibilities one's idea is right or successful or probable or what-
have-you. It's a mistaken concept.

To seek truth we must find mistakes and to find mistakes we need criticism. 
Criticism allows us to tentatively rule out alternative ideas. And not just ideas that 
are currently thought of but infinite sets of unexamined alternative ideas. Although 
that always leaves an infinite number of possible ideas remaining, you have 
nevertheless (tentatively) ruled out infinite sets of alternatives and explained why 
they are wrong.

So what gives an idea value and makes it successful is not the amount of 
justification it has. The value is to do with things about the idea such as reach to 
other problems and also to do with things about the failed criticisms of the idea 
such as the amount of knowledge they contain.

There's much more that could be said. I haven't even mentioned the regress 
argument (which I no longer consider so important).

Brian
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From: Elliot Temple <curi@curi.us>
Cc: FIGG <fallible-ideas@googlegroups.com>, BoI <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Re: Justification (was Re: [FI] Hard to Vary, Epistemology)
Date: February 5, 2014 at 4:25 AM

On Feb 5, 2014, at 12:39 AM, Brian Scurfield <briankscurfield@yahoo.co.uk> 
wrote:

On 5 Feb 2014, at 06:14, Elliot Temple wrote:

On Feb 4, 2014, at 12:46 AM, Brian Scurfield <briankscurfield@yahoo.co.uk> 
wrote:

On 4 Feb 2014, at 01:13, Elliot Temple wrote:

On Feb 2, 2014, at 8:43 PM, Brian Scurfield <briankscurfield@yahoo.co.uk> 
wrote:

On 2 Feb 2014, at 08:09, Elliot Temple wrote:

On Jan 6, 2012, at 12:11 AM, Josh Jordan 
<therealjoshjordan@gmail.com> wrote:

Here is a lightly edited transcript of David Deutsch's appearance on
KERA's "Think" with Krys Boyd on August 29, 2011. The audio is
available at http://www.kera.org/2011/08/29/explanations-that-transform-
the-world/

That is, authority in regard to knowledge, though
this spread to political authority as well. But then, in the positive
sense, what actually caused science, people got really confused and
thought that we kind of absorbed knowledge of nature by being open to
experience, and that experience somehow implanted true ideas about 
the

http://www.kera.org/2011/08/29/explanations-that-transform-the-world/


world in our minds. Now, this is completely untrue, and one of the
things I do in the book is trace how wrong that is and also how the
real explanation, which is that we seek hard-to-vary explanations,

i criticized this before this interview (also before publication of BoI) and 
DD did not refute my criticism but kept on saying refuted stuff.

Is there anything in those criticisms that you haven't said in your on-line 
posts?

My summary of the problems with "hard-to-vary":

First problem: By emphasizing "hard-to-vary" DD is de-emphasizing 
criticism. What we seek are unproblematic explanations - explanations that 
can't be refuted by any known criticism.

Second problem: "Hard-to-vary" with respect to which constraints? This is 
not specified but it is important. I think what is meant is hard to vary with 
respect to the set of failed criticisms of the original explanation. When you 
vary a "hard-to-vary" explanation it becomes problematic in the light of 
these failed criticisms.

It's not quite that because the changed idea needs to still solve the original 
problem too.

Right. But would it be strange if you have a variant idea that doesn't solve the 
problem but against which the original criticisms still fail? I can't think of an 
example off hand at the moment.

Problem: i want a bike.

proposal: buy bike A.

Criticism 1: bike A is yellow, i like black more

Criticism 2: bike A is too heavy, hard to carry.

variant proposal: buy black iPhone.



the new proposal isn't refuted by either criticism, but doesn't solve the problem.

You might say that "doesn't solve the problem" is a failed criticism in all 
cases (except the ones where it succeeds!), but i don't think that's clear to 
people without saying it. and to count that you'd be using an idea of what 
criticisms there are of ideas which is different than what criticisms actual 
humans said (since in some cases no one said that criticism).

You mean said when considering the original idea and problem? I had in 
mind failed criticisms that were not necessarily said as most failed criticisms 
would not actually be said or even thought of consciously. They are just part 
of background knowledge. But, yeah, it should be made clear that solving the 
original problem is a constraint!

There's other things you could say, like changing the idea while keeping all 
the value or success in tact.

but being careful not to equate "success" with amount of confirmation!

sure, though i don't think saying "it doesn't mean amount of confirmation" will 
clarify the issue for someone who doesn't already understand. or put another 
way, i cannot tell what you mean from this particular sentence, or whether you 
understand it. i can only guess that because i've read prior communications 
from you.

there are various important, meaningful things like:

- amount of knowledge in an idea
- which part(s) of the idea have the valuable knowledge and which don't
- amount of problems an idea helps with
- how helpful an idea is for addressing a particular problem
- whether an idea solves a hard or easy problem

and if we're so worried about staying far away from justificationism that we 
don't study issues like this carefully and understand them well, because they 
seem too near to justificationism, then that's a mistake. perhaps a better 
mistake than being a justificationist! but it's better to have such a nuanced 
understanding of justificationism that one can go near it without doing it.



so, do you want to try to write a clear statement of the issues? like about the 
difference between the amount of value or success an idea has and the 
amount of confirmation or justification?

OK.

An idea is said to be justified if it can be supported by some evidence or 
argument. The more evidence or arguments that support the idea the more 
justified it is. By claiming justification people claim the truth. Or they claim the 
idea is more probable. Or good or successful or something like that.

They're claiming it's good. In practice they often make more specific claims (but 
which ones varies between people), but the best version of justificationism is just 
that more justified theories are better. It's a way of sorting out good and bad 
ideas. (Or would be, if it were possible.)

if we just reject justificationism because it says stuff is "true" (infallibly) "or at least 
probable" (which isn't how probability works), then we won't know what to say 
when someone makes fallibilist non-probilistic justificationist arguments. we won't 
really understand what's wrong with justificationism, only what's wrong with 
infallibilism and misuse of probability.

A major problem with the idea of justification is that there is never just one idea 
compatible with some given evidence or argument. Rather, there are always an 
infinite number of other possible ideas, including possible ideas that contradict 
the idea claimed to be supported, and justification cannot rule those out. By 
focusing on the idea under consideration it does not give due consideration to 
alternatives and explain why they are wrong.

yes the arbitrary selective attention is a huge problem with justificationism.

one way to look at this is the goal is to break the symmetry between all the ideas 
compatible with some evidence or argument, and justificationists haven't 
understood this problem in the slightest and their (non-)answer is to simply not 
break the symmetry and ignore all but one. (or put another way, break the 
symmetry by their own non-objective choice, rather than in a rational way).

Justification really just amounts to a declaration of authority that out of the 
infinite number of other possibilities one's idea is right or successful or probable 
or what-have-you. It's a mistaken concept.



or what-have-you. It's a mistaken concept.

yes but it's more than that. there's this really common idea that "evidence X 
supports idea Y". or more generally "idea X supports idea Y". evidence, or the 
combination of some evidence and some ideas about it, is one important type of 
idea X.

(note: where it says "idea" you can think of it as meaning any amount of ideas. 
there's no such thing as how many ideas something counts as, out of context.)

this idea of support is wrong. really badly wrong. it's a complete and utter non 
sequitur and 99.999% of people think it's cold hard logic and are completely blind 
to it being nothing more than an arbitrary non sequitur.

so the problem of "support" is one of the main issues of justificationism. (and note 
that "justification" means support, as one of its meanings).

To seek truth we must find mistakes and to find mistakes we need criticism. 
Criticism allows us to tentatively rule out alternative ideas. And not just ideas 
that are currently thought of but infinite sets of unexamined alternative ideas. 
Although that always leaves an infinite number of possible ideas remaining, you 
have nevertheless (tentatively) ruled out infinite sets of alternatives and 
explained why they are wrong.

So what gives an idea value and makes it successful is not the amount of 
justification it has. The value is to do with things about the idea such as reach to 
other problems and also to do with things about the failed criticisms of the idea 
such as the amount of knowledge they contain.

There's much more that could be said. I haven't even mentioned the regress 
argument (which I no longer consider so important).

Yeah, the regress is not so important. It's saying something doesn't work for 
technical reasons when there's other more important problems. It's arguing detail 
criticism when there's non-detail criticism available.

And the regress is saying like, "look at this chain of arguments, it doesn't work 
because there's no way to end it". but that is ignoring the elephant in the room: 
it's not a chain, it's a bunch of chain links, but none of them are actually attached 



to each other. every link in the chain of arguments is a non sequitur.

when you want to chain up a wolf, and you've got a collection of individual chain 
links, it doesn't make much sense to say "this isn't going to work, we don't have 
any solid foundation to attach this chain to". that is worth knowing, at least for an 
expert, but it's so far out of perspective.

actually it's so out of perspective that justificationists themselves often 
understand the regress argument, rather than standing there confused and 
saying "what do you mean these chain links aren't a chain? we taped several of 
them together". or they even say "huh? that's a normal chain".

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Brian Scurfield <briankscurfield@yahoo.co.uk>
Cc: FIGG <fallible-ideas@googlegroups.com>, BoI <beginning-of-
infinity@googlegroups.com>
Subject: Re: Justification (was Re: [FI] Hard to Vary, Epistemology)
Date: February 6, 2014 at 3:19 AM

On 5 Feb 2014, at 22:25, Elliot Temple wrote:

On Feb 5, 2014, at 12:39 AM, Brian Scurfield <briankscurfield@yahoo.co.uk> 
wrote:

On 5 Feb 2014, at 06:14, Elliot Temple wrote:

On Feb 4, 2014, at 12:46 AM, Brian Scurfield <briankscurfield@yahoo.co.uk> 
wrote:

On 4 Feb 2014, at 01:13, Elliot Temple wrote:

On Feb 2, 2014, at 8:43 PM, Brian Scurfield 
<briankscurfield@yahoo.co.uk> wrote:

On 2 Feb 2014, at 08:09, Elliot Temple wrote:

On Jan 6, 2012, at 12:11 AM, Josh Jordan 
<therealjoshjordan@gmail.com> wrote:

Here is a lightly edited transcript of David Deutsch's appearance on
KERA's "Think" with Krys Boyd on August 29, 2011. The audio is
available at http://www.kera.org/2011/08/29/explanations-that-
transform-the-world/

That is, authority in regard to knowledge, though
this spread to political authority as well. But then, in the positive
sense, what actually caused science, people got really confused and

http://www.kera.org/2011/08/29/explanations-that-transform-the-world/


thought that we kind of absorbed knowledge of nature by being open 
to
experience, and that experience somehow implanted true ideas about 
the
world in our minds. Now, this is completely untrue, and one of the
things I do in the book is trace how wrong that is and also how the
real explanation, which is that we seek hard-to-vary explanations,

i criticized this before this interview (also before publication of BoI) and 
DD did not refute my criticism but kept on saying refuted stuff.

Is there anything in those criticisms that you haven't said in your on-line 
posts?

My summary of the problems with "hard-to-vary":

First problem: By emphasizing "hard-to-vary" DD is de-emphasizing 
criticism. What we seek are unproblematic explanations - explanations 
that can't be refuted by any known criticism.

Second problem: "Hard-to-vary" with respect to which constraints? This is 
not specified but it is important. I think what is meant is hard to vary with 
respect to the set of failed criticisms of the original explanation. When 
you vary a "hard-to-vary" explanation it becomes problematic in the light 
of these failed criticisms.

It's not quite that because the changed idea needs to still solve the original 
problem too.

Right. But would it be strange if you have a variant idea that doesn't solve 
the problem but against which the original criticisms still fail? I can't think of 
an example off hand at the moment.

Problem: i want a bike.

proposal: buy bike A.

Criticism 1: bike A is yellow, i like black more

Criticism 2: bike A is too heavy, hard to carry.



Criticism 2: bike A is too heavy, hard to carry.

variant proposal: buy black iPhone.

the new proposal isn't refuted by either criticism, but doesn't solve the 
problem.

You might say that "doesn't solve the problem" is a failed criticism in all 
cases (except the ones where it succeeds!), but i don't think that's clear to 
people without saying it. and to count that you'd be using an idea of what 
criticisms there are of ideas which is different than what criticisms actual 
humans said (since in some cases no one said that criticism).

You mean said when considering the original idea and problem? I had in 
mind failed criticisms that were not necessarily said as most failed criticisms 
would not actually be said or even thought of consciously. They are just part 
of background knowledge. But, yeah, it should be made clear that solving 
the original problem is a constraint!

There's other things you could say, like changing the idea while keeping all 
the value or success in tact.

but being careful not to equate "success" with amount of confirmation!

sure, though i don't think saying "it doesn't mean amount of confirmation" will 
clarify the issue for someone who doesn't already understand. or put another 
way, i cannot tell what you mean from this particular sentence, or whether 
you understand it. i can only guess that because i've read prior 
communications from you.

there are various important, meaningful things like:

- amount of knowledge in an idea
- which part(s) of the idea have the valuable knowledge and which don't
- amount of problems an idea helps with
- how helpful an idea is for addressing a particular problem
- whether an idea solves a hard or easy problem

and if we're so worried about staying far away from justificationism that we 



don't study issues like this carefully and understand them well, because they 
seem too near to justificationism, then that's a mistake. perhaps a better 
mistake than being a justificationist! but it's better to have such a nuanced 
understanding of justificationism that one can go near it without doing it.

so, do you want to try to write a clear statement of the issues? like about the 
difference between the amount of value or success an idea has and the 
amount of confirmation or justification?

OK.

An idea is said to be justified if it can be supported by some evidence or 
argument. The more evidence or arguments that support the idea the more 
justified it is. By claiming justification people claim the truth. Or they claim the 
idea is more probable. Or good or successful or something like that.

They're claiming it's good. In practice they often make more specific claims (but 
which ones varies between people), but the best version of justificationism is 
just that more justified theories are better. It's a way of sorting out good and bad 
ideas. (Or would be, if it were possible.)

if we just reject justificationism because it says stuff is "true" (infallibly) "or at 
least probable" (which isn't how probability works), then we won't know what to 
say when someone makes fallibilist non-probilistic justificationist arguments. we 
won't really understand what's wrong with justificationism, only what's wrong 
with infallibilism and misuse of probability.

Right. There is fallible and infallible justificationism. I know this point has been 
controversial and you're more aware of that than most! Some critical rationalists 
think that only infallible justificationism exists and that fallible justificationism is a 
contradiction in terms. As far as I can tell, that view is a consequence of not 
realising that not even one link in the justification chain is possible.

A major problem with the idea of justification is that there is never just one idea 
compatible with some given evidence or argument. Rather, there are always 
an infinite number of other possible ideas, including possible ideas that 
contradict the idea claimed to be supported, and justification cannot rule those 
out. By focusing on the idea under consideration it does not give due 
consideration to alternatives and explain why they are wrong.



yes the arbitrary selective attention is a huge problem with justificationism.

one way to look at this is the goal is to break the symmetry between all the 
ideas compatible with some evidence or argument, and justificationists haven't 
understood this problem in the slightest and their (non-)answer is to simply not 
break the symmetry and ignore all but one. (or put another way, break the 
symmetry by their own non-objective choice, rather than in a rational way).

Justificationists are breaking the symmetry of an infinite set and leaving one 
element remaining in one set and an infinite number in the other set. How could 
they have done that other than by arbitrary choice? I'm tempted to say that if what 
you are left with is one element (or any finite number for that matter) in one set 
and an infinite number in the other you haven't broken the symmetry at all. By 
contrast, in CR, the broken symmetry leaves two infinite sets.

Justification really just amounts to a declaration of authority that out of the 
infinite number of other possibilities one's idea is right or successful or 
probable or what-have-you. It's a mistaken concept.

yes but it's more than that. there's this really common idea that "evidence X 
supports idea Y". or more generally "idea X supports idea Y". evidence, or the 
combination of some evidence and some ideas about it, is one important type of 
idea X.

(note: where it says "idea" you can think of it as meaning any amount of ideas. 
there's no such thing as how many ideas something counts as, out of context.)

this idea of support is wrong. really badly wrong. it's a complete and utter non 
sequitur and 99.999% of people think it's cold hard logic and are completely 
blind to it being nothing more than an arbitrary non sequitur.

so the problem of "support" is one of the main issues of justificationism. (and 
note that "justification" means support, as one of its meanings).

To seek truth we must find mistakes and to find mistakes we need criticism. 
Criticism allows us to tentatively rule out alternative ideas. And not just ideas 
that are currently thought of but infinite sets of unexamined alternative ideas. 
Although that always leaves an infinite number of possible ideas remaining, 
you have nevertheless (tentatively) ruled out infinite sets of alternatives and 
explained why they are wrong.



So what gives an idea value and makes it successful is not the amount of 
justification it has. The value is to do with things about the idea such as reach 
to other problems and also to do with things about the failed criticisms of the 
idea such as the amount of knowledge they contain.

There's much more that could be said. I haven't even mentioned the regress 
argument (which I no longer consider so important).

Yeah, the regress is not so important. It's saying something doesn't work for 
technical reasons when there's other more important problems. It's arguing 
detail criticism when there's non-detail criticism available.

And the regress is saying like, "look at this chain of arguments, it doesn't work 
because there's no way to end it". but that is ignoring the elephant in the room: 
it's not a chain, it's a bunch of chain links, but none of them are actually 
attached to each other. every link in the chain of arguments is a non sequitur.

when you want to chain up a wolf, and you've got a collection of individual chain 
links, it doesn't make much sense to say "this isn't going to work, we don't have 
any solid foundation to attach this chain to". that is worth knowing, at least for an 
expert, but it's so far out of perspective.

Also, the regress need not go back to a foundation. Some justificationists could 
argue justification is like a dictionary. There are no foundational words and it's all 
a big web yet it has meaning and is useful. But, unlike dictionaries, the 
justificationist web falls apart when one realises that each connection in the web 
is impossible.

Brian
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From: Roxane Featherstone <cdsnhf@gmail.com>
Subject: [BoI] Intelligence, entropy and critical rationalism.
Date: February 10, 2014 at 5:04 AM

Hi folks,

I can't pretend to anything like a proper grasp of what Alex Wissner-Gross
is saying in this TED talk on a new equation for intelligence, but I am
absolutely intrigued by it, and wonder if anyone with a better grasp could
explain it more.

http://www.ted.com/talks/alex_wissner_gross_a_new_equation_for_intelligence.ht
ml

Does it seem likely that intelligence should be about maximising the number
of possible future histories?

Does the equation arise from entropy or is it simply a matter of how to
cope with entropy?

Is it my imagination or does critical rationalism fit rather nicely with
the idea of creating workable states that maximise the number of possible
future histories?

Does the equation fit with other big ideas?

Does the equation provide an argument for the value of freedom?

That and many more.

Any help much appreciated.

Bws,
Roxy

-- 

http://www.ted.com/talks/alex_wissner_gross_a_new_equation_for_intelligence.html


From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Intelligence, entropy and critical rationalism.
Date: February 10, 2014 at 7:40 AM

On 10 February 2014 10:04, Roxane Featherstone <cdsnhf@gmail.com> wrote:
Hi folks,

I can't pretend to anything like a proper grasp of what Alex Wissner-Gross
is saying in this TED talk on a new equation for intelligence, but I am
absolutely intrigued by it, and wonder if anyone with a better grasp could
explain it more.

http://www.ted.com/talks/alex_wissner_gross_a_new_equation_for_intelligence.
html

A relevant paper is here:

http://www.alexwg.org/publications/PhysRevLett_110-168702.pdf

What he has done goes like this.

(1) Pick a problem for which the solution is already known.
(2) Pick quantities relevant to the solution of that problem.
(3) Define a measure over those quantities.
(4) Maximise that measure over some set of values of the relevant quantities.
(5) Find that it produces the solution from step (1).

Does it seem likely that intelligence should be about maximising the number
of possible future histories?

No. He has totally ignored the issue of how to pick the relevant
quantities. See the chapter on AI in BoI.

Does the equation arise from entropy or is it simply a matter of how to cope
with entropy?

Two systems are said to be in thermodynamic equilibrium if their
temperature doesn't change when they're brought into contact. If
they're not in equilibrium then when they are brought into contact
they will often evolve in such a way that they maximise the production

http://www.ted.com/talks/alex_wissner_gross_a_new_equation_for_intelligence.html
http://www.alexwg.org/publications/PhysRevLett_110-168702.pdf


of entropy. You can define quantities that act a bit like entropy and
temperature for systems other than boxes of gas. Those systems also
evolve in such a way that they maximise the production of entropy when
they are out of equilibrium.

Is it my imagination or does critical rationalism fit rather nicely with the
idea of creating workable states that maximise the number of possible future
histories?

I don't see the relevance.

Does the equation fit with other big ideas?

Such as...?

Does the equation provide an argument for the value of freedom?

The argument for freedom is that you have to be free to try stuff
other people disagree with if you're going to create knowledge
required to improve your life.

I don't see the relevance of this maximum entropy stuff.

Alan

-- 

From: Elliot Temple <curi@curi.us>



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Intelligence, entropy and critical rationalism.
Date: February 12, 2014 at 4:41 PM

On Feb 10, 2014, at 2:04 AM, Roxane Featherstone <cdsnhf@gmail.com> wrote:

Hi folks,

I can't pretend to anything like a proper grasp of what Alex Wissner-Gross is 
saying in this TED talk on a new equation for intelligence, but I am absolutely 
intrigued by it, and wonder if anyone with a better grasp could explain it more.

http://www.ted.com/talks/alex_wissner_gross_a_new_equation_for_intelligence.
html

Does it seem likely that intelligence should be about maximising the number of 
possible future histories?

Does the equation arise from entropy or is it simply a matter of how to cope with 
entropy?

Is it my imagination or does critical rationalism fit rather nicely with the idea of 
creating workable states that maximise the number of possible future histories?

Does the equation fit with other big ideas?

Does the equation provide an argument for the value of freedom?

That and many more.

Any help much appreciated.

Instead of engaging with philosophy you don't understand, why not engage with 
philosophy specifically designed for clarity and for you to be able to understand 
it? Like http://fallibleideas.com

-- Elliot Temple
http://beginningofinfinity.com/

http://www.ted.com/talks/alex_wissner_gross_a_new_equation_for_intelligence.html
http://fallibleideas.com/
http://beginningofinfinity.com/


-- 



From: Roxane Featherstone <cdsnhf@gmail.com>
Subject: Re: [BoI] Intelligence, entropy and critical rationalism.
Date: February 13, 2014 at 4:44 AM

And thanks for your reply, Alan and to the pointer to the problems with
this idea in the AI section of BOI.  Will go read.

Just wanting to check...where you say:

"What he has done goes like this.

(1) Pick a problem for which the solution is already known."

In this, the problem that is already known is the problem of what exactly? "

On 13 February 2014 09:38, Roxane Featherstone <cdsnhf@gmail.com> wrote:

Hmmm...not sure about that Elliot.  Growth of knowledge and all that.

On 12 February 2014 21:41, Elliot Temple <curi@curi.us> wrote:

On Feb 10, 2014, at 2:04 AM, Roxane Featherstone <cdsnhf@gmail.com>
wrote:

Hi folks,

I can't pretend to anything like a proper grasp of what Alex
Wissner-Gross is saying in this TED talk on a new equation for
intelligence, but I am absolutely intrigued by it, and wonder if anyone
with a better grasp could explain it more.

http://www.ted.com/talks/alex_wissner_gross_a_new_equation_for_intelligenc
e.html

http://www.ted.com/talks/alex_wissner_gross_a_new_equation_for_intelligence.html


Does it seem likely that intelligence should be about maximising the
number of possible future histories?

Does the equation arise from entropy or is it simply a matter of how to
cope with entropy?

Is it my imagination or does critical rationalism fit rather nicely
with the idea of creating workable states that maximise the number of
possible future histories?

Does the equation fit with other big ideas?

Does the equation provide an argument for the value of freedom?

That and many more.

Any help much appreciated.

Instead of engaging with philosophy you don't understand, why not engage
with philosophy specifically designed for clarity and for you to be able to
understand it? Like http://fallibleideas.com

-- Elliot Temple
http://beginningofinfinity.com/

--

From: Roxane Featherstone <cdsnhf@gmail.com>

http://fallibleideas.com/
http://beginningofinfinity.com/


From: Roxane Featherstone <cdsnhf@gmail.com>
Subject: Re: [BoI] Intelligence, entropy and critical rationalism.
Date: February 13, 2014 at 4:38 AM

Hmmm...not sure about that Elliot.  Growth of knowledge and all that.

On 12 February 2014 21:41, Elliot Temple <curi@curi.us> wrote:

On Feb 10, 2014, at 2:04 AM, Roxane Featherstone <cdsnhf@gmail.com> 
wrote:

Hi folks,

I can't pretend to anything like a proper grasp of what Alex
Wissner-Gross is saying in this TED talk on a new equation for
intelligence, but I am absolutely intrigued by it, and wonder if anyone
with a better grasp could explain it more.

http://www.ted.com/talks/alex_wissner_gross_a_new_equation_for_intelligence.
html

Does it seem likely that intelligence should be about maximising the
number of possible future histories?

Does the equation arise from entropy or is it simply a matter of how to
cope with entropy?

Is it my imagination or does critical rationalism fit rather nicely with
the idea of creating workable states that maximise the number of possible
future histories?

Does the equation fit with other big ideas?

Does the equation provide an argument for the value of freedom?

That and many more.

http://www.ted.com/talks/alex_wissner_gross_a_new_equation_for_intelligence.html


Any help much appreciated.

Instead of engaging with philosophy you don't understand, why not engage
with philosophy specifically designed for clarity and for you to be able to
understand it? Like http://fallibleideas.com

-- Elliot Temple
http://beginningofinfinity.com/

--

http://fallibleideas.com/
http://beginningofinfinity.com/


From: Stephen Terve <terve.sp@gmail.com>
Subject: [BoI] Intelligence, entropy and critical rationalism.
Date: February 13, 2014 at 6:11 PM

Is it my imagination or does
critical rationalism fit rather
nicely with the idea of creating
workable states that maximise the
number of possible future
histories?

Do you mean something along the lines below?
Good theories limit the number of possible future histories by proscribing 
constraints for how reality works (good explanations have reach and are 
testable/falsifiable by excluding possibilities). The critical rationalist tries to 
refute/criticize the theory, perhaps by experimental testing of imposed constraints 
(or other criticism). If successful, the refutation opens up the possibilities 
excluded by the conjectured theory. By contrast, the (straw man) justificationist 
seeks support for the constraint, actively trying to maintain that the future  
possibilities are closed (and maybe fool himself badly). So accept (tentatively) 
only the constraints that you cannot refute. Using them will likely help you out in 
life by focusing on the 'allowed' possibilities, not the 'impossible' ones.

Thoughts?

/SP



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Promises are irrational
Date: February 17, 2014 at 6:51 PM

On Sep 26, 2012, at 12:29 PM, Jason <auvenj@gmail.com> wrote:

On Sunday, September 23, 2012 12:24:55 PM UTC-7, Elliot Temple wrote:

On Aug 30, 2012, at 2:23 PM, Jason <auv...@gmail.com> wrote:

In my experience people who are successful in business are reluctant to do
business with people that they don't trust. Some reasons:
- An unknown likelihood of breach makes planning more difficult for both
parties.
- A transaction of any significance involves many aspects which it is
economically infeasible to make explicit and understood by all parties.
 What do I mean by "economically infeasible"? I mean that the cost of
creating an explicit understanding about all aspects of the transaction is
disproportionately high as compared to the value of the transaction. for
example: how many EULAs do you actually read and understand every word 
of
before clicking "I accept"? Why don't most people do this? Because it's not
worth the time & energy required to do so.
- Even explicit words are commonly misinterpreted. So even if one party
puts specific language in, the other party reads it & thinks they
understand it, they might not - probably don't. And it's somewhat unknown
how a court will interpret a specific contract.

So...it's good to have written contracts, and successful people in business
do not rely *solely* on trust. However, neither do they rely solely on
contracts and explicit breach provisions. They have to trust the person
*and* think they have a good contract before they'll enter a transaction.
Do you consider this irrational?

The relevant thing for business partners is not trust. Some people might call it 
that but that doesn't make them right. The relevant things are more like 

understanding what they want and how they work so their actions are 



understanding what they want and how they work so their actions are 
predictable.

I think you are confusing the means of determining one's willingness to trust, 
with trust itself.

Dictionary.com, http://dictionary.reference.com/browse/trust?s=t, defines trust 
as:
reliance on the integrity, strength, ability, surety, etc., of a person or thing; 
confidence.

Which seems a reasonable definition to me. Key is the word "reliance" - 
meaning, trust is substituted for something else you would otherwise rely on.

Understanding what a person wants (what their values are), how they work are 
rational means of establishing a willingness to trust (=rely on the other person).

people should be self-reliant.

-- Elliot Temple
http://elliottemple.com/

-- 

http://dictionary.reference.com/browse/trust?s=t
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Essay on Artificial Intelligence
Date: February 17, 2014 at 7:12 PM

On Oct 7, 2012, at 5:18 PM, steve whitt <smwhitt@gmail.com> wrote:

On Oct 3, 6:57 pm, David Deutsch <david.deut...@qubit.org> wrote:
An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

and an abridged version has appeared in The Guardian:

http://gu.com/p/3aznk

(Note that where I remark that it's racist to discriminate between carbon- and 
silicon-based intelligences, The Guardian has unfortunately added scare 
quotes, changing it to "racist" -- thus pretty much reversing the meaning of my 
remark.)

-- David Deutsch

The article helped me understand lots more of BoI chapter 7. I'm
especially interested in the connection between AGI and education.
Could it be that those who study how children construct models will
have the most important insights into the programming of a true AGI?
Is anyone working in this direction currently? What do we know about
how children first use conjecture and (internal) criticism to make
sense of the world?

I remember many times in my life when I've been dozing off - and I'm
ashamed to admit that at least once it was in a quantum mechanics
class

Why ashamed?

- and while just slipping under my brain came up with the most
fabulous connections that I'd never before considered. Then when I

http://goo.gl/CD93I
http://gu.com/p/3aznk


snapped back awake I realized those connections were nonsense.
Similarly, dreams often seem to make perfect sense until we wake up
and sometimes can't even describe the connections in our dreams, let
alone criticize them. Those that we can describe are almost always
gobbledygook.

Could it be that our brains are essentially random connection-makers,
and that during most of our waking hours we use internal criticism to
block out those mostly nonsensical connections? And only when we're
asleep or falling asleep that the critical filter relaxes?

yes something like that.

If so,
could the first step in creating an AGI be a program that generates
novel connections among disparate ideas?

maybe. but regardless of which step is first, i think the main issue is figuring out 
how to deal with criticism.

generating random ideas is not so hard, and criticisms are a type of idea. and 
generating random connections is not so hard, and anyway the connections are 
themselves ideas.

and you don't want pure random, you want it to take into account what's already 
there so it can make incremental progress instead of just start over. like how gene 
mutations aren't pure random.

none of that is too hard from a philosophy perspective.

what i think is much harder is: you have an idea and a criticism (or maybe just 
another idea that might be a criticism). how do you tell if they conflict? and if they 
do conflict, how do you tell which wins? or in really short: how do you decide 
which criticisms are correct?

Easy or hard as that first
step might be, I'd guess that step two is a lot harder - programming
the filter that throws away almost every one of those connections, but
somehow keeps the few that are worth studying further.



yes! i wrote the above before reading this.

I'd be very interested in reading more. Are there researchers in AGI
that have made any progress in the direction Professor Deutsch
suggests? Or, alternatively, are there cognitive researchers who've
made any progress in learning how children become knowledge-creators?

as far as i know, no one in the field is doing anything very useful.

they need to study EPISTEMOLOGY, and some other philosophy, and yes 
parenting stuff and children. and they don't. so a lot of what they do is waste their 
time.

-- Elliot Temple
http://beginningofinfinity.com/

From: Anontwo Too <anontwotoo@gmail.com>

http://beginningofinfinity.com/


From: Anontwo Too <anontwotoo@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [FI] Re: [BoI] Promises are irrational
Date: February 17, 2014 at 8:13 PM

On Mon, Feb 17, 2014 at 11:51 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 26, 2012, at 12:29 PM, Jason <auvenj@gmail.com> wrote:

On Sunday, September 23, 2012 12:24:55 PM UTC-7, Elliot Temple wrote:

On Aug 30, 2012, at 2:23 PM, Jason <auv...@gmail.com> wrote:

In my experience people who are successful in business are reluctant to do
business with people that they don't trust. Some reasons:
- An unknown likelihood of breach makes planning more difficult for both
parties.
- A transaction of any significance involves many aspects which it is
economically infeasible to make explicit and understood by all parties.
 What do I mean by "economically infeasible"? I mean that the cost of
creating an explicit understanding about all aspects of the transaction is
disproportionately high as compared to the value of the transaction. for
example: how many EULAs do you actually read and understand every 
word of
before clicking "I accept"? Why don't most people do this? Because it's not
worth the time & energy required to do so.
- Even explicit words are commonly misinterpreted. So even if one party
puts specific language in, the other party reads it & thinks they
understand it, they might not - probably don't. And it's somewhat unknown
how a court will interpret a specific contract.

So...it's good to have written contracts, and successful people in business
do not rely *solely* on trust. However, neither do they rely solely on
contracts and explicit breach provisions. They have to trust the person
*and* think they have a good contract before they'll enter a transaction.
Do you consider this irrational?



The relevant thing for business partners is not trust. Some people might call it 
that but that doesn't make them right. The relevant things are more like 
understanding what they want and how they work so their actions are 
predictable.

I think you are confusing the means of determining one's willingness to trust, 
with trust itself.

Dictionary.com, http://dictionary.reference.com/browse/trust?s=t, defines trust 
as:
reliance on the integrity, strength, ability, surety, etc., of a person or thing; 
confidence.

Which seems a reasonable definition to me. Key is the word "reliance" - 
meaning, trust is substituted for something else you would otherwise rely on.

Understanding what a person wants (what their values are), how they work are 
rational means of establishing a willingness to trust (=rely on the other person).

lol i "like" how Jason went all posh trying to confuse us all with
definitions and talking about reliance but it's trust the same.
actually sounds like manipulation.

people should be self-reliant.

yes.

also each person should know what they want and say it. and ask others
what they want and leave the responsibility on them to say what they
want. instead taking responsibility for guessing what they want.

------------------------------------
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From: Anontwo Too <anontwotoo@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [FI] Re: [BoI] Essay on Artificial Intelligence
Date: February 17, 2014 at 8:19 PM

On Tue, Feb 18, 2014 at 12:12 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 7, 2012, at 5:18 PM, steve whitt <smwhitt@gmail.com> wrote:

On Oct 3, 6:57 pm, David Deutsch <david.deut...@qubit.org> wrote:
An essay by me on Artificial Intelligence has appeared in Aeon magazine:

http://goo.gl/CD93I

and an abridged version has appeared in The Guardian:

http://gu.com/p/3aznk

(Note that where I remark that it's racist to discriminate between carbon- and 
silicon-based intelligences, The Guardian has unfortunately added scare 
quotes, changing it to "racist" -- thus pretty much reversing the meaning of 
my remark.)

-- David Deutsch

The article helped me understand lots more of BoI chapter 7. I'm
especially interested in the connection between AGI and education.
Could it be that those who study how children construct models will
have the most important insights into the programming of a true AGI?
Is anyone working in this direction currently? What do we know about
how children first use conjecture and (internal) criticism to make
sense of the world?

I remember many times in my life when I've been dozing off - and I'm
ashamed to admit that at least once it was in a quantum mechanics
class

Why ashamed?

http://goo.gl/CD93I
http://gu.com/p/3aznk


Why ashamed?

i think steve is giving authority to the quantum mechanics class. that
if he gets bored, it can only be his fault and not the class.
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From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: [TCS] The Nature of Man
Date: February 22, 2014 at 2:59 AM

On Nov 16, 2012, at 6:42 AM, Rami Rustom <rombomb@gmail.com> wrote:

All evils are caused by insufficient knowledge. So all good is due to
sufficient knowledge.

you're talking about two different meanings of sufficient.

sufficient is a contextual word. sufficient to do what?

in your first sentence, you mean sufficient to not do evil.

in the second, you mean sufficient to be good.

you changed it.

This is the principle of optimism.

no, you added your own thing, then you act like it's what BoI says.

This means
that for every evil act, had the evildoer known that his act was evil,
and that there was a good option available to him, he would have done
good instead of evil. To explain this principle, I'll consider a few
hypothetical situations.

The first situation involves a parent giving her baby a bottle of
formula. The baby takes a sip and puts the bottle down on his tray.
Then the parent tried to coax the baby with cute eating methods
involving airplane sounds. The baby kept turning his head. Then the
parent got anxious and tried to force it in his mouth thinking that
she's doing it in the best interest of her baby. The baby responded by
hitting the bottle, knocking it to the floor. Then the parent used
more force and succeeded in getting her baby to drink the formula.
Hours later, the baby died. The autopsy showed that the baby was
poisoned. The police learned that the formula was tainted -- not just



the formula in the baby's bottle, but also the whole batch of formula
shipped by the manufacturer.

this is a detailed example and most of the details are not relevant to your topic.

It's important to consider who committed evil; the parent, the baby,
or both. The baby knew that the formula tasted really bad, so each
time that he rejected it, he was doing good. The parent knew that her
baby rejected the formula, so each time that she tried to coerce her
baby to drink it, she was committing evil.

Now consider a situation identical in all respects but one -- the
formula wasn't tainted, so the baby didn't die. Who acted immorally?
Can the answer be different? Logically, the answer cannot be
different. Morality does not depend on the actual results, but rather
only the expected results. To illustrate this point, consider whether
or not it is moral for a father of five young children to choose to
spend all their wealth on lottery tickets. Does the moral choice
depend on whether or not he wins? No, the moral choice depends on
whether or not he's expected to win.

you haven't explained why it's immoral to force feed babies. the reason it's 
immoral, in general, is not that the formula could be tainted.

As I've illustrated, every evil act is caused by insufficient
knowledge.

your example did not illustrate that even in one case, let alone every case.

In the case of the parent who forced her baby to drink the
bottle, had she known that coercing people is expected to lead to bad
results, and that persuasion doesn't have that fault, she would not
have resorted to coercion.

you didn't give examples of realistic bad results of bottle coercion or how 
persuasion might work in that kind of situation.

In the case of the father who spent his
entire life savings on lottery tickets, had he known that his choice



is expected to lead to bad results, and that he had a better way to
spend the wealth, he would not have committed evil.

this is another unrealistic example and you don't explain why the choice is evil or 
what would be better. it's not a useful example.

i don't think the problem is writing skill. i think you don't understand the issues or 
how to explain them. or even how to think through examples in general.

At some point in the future, when every human being understands this
principle of optimism well, and has sufficient knowledge, all evils
will be eradicated.

i think you believe the principle of optimism *by name* because some people you 
think are authorities said it, but you barely even know what it is, and you don't 
know how to apply it. so you shouldn't actually be going around saying it's true 
since you don't know enough about it to be rationally persuaded yourself, let 
alone to persuade others.

-- Elliot Temple
http://beginningofinfinity.com/

-- 
You received this message because you are subscribed to the Google Groups 
"Taking Children Seriously" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to taking-children-seriously+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/groups/opt_out.

From: Elliot Temple <curi@curi.us>

http://beginningofinfinity.com/
https://groups.google.com/groups/opt_out


From: Elliot Temple <curi@curi.us>
Subject: Obviousness (was: [BoI] Islamic criticism)
Date: February 24, 2014 at 8:02 PM

On Dec 2, 2012, at 5:08 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Sat, Dec 1, 2012 at 1:27 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 1, 2012, at 4:36 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Nov 30, 2012 6:04 PM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 30, 2012, at 3:18 PM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Nov 30, 2012 3:26 PM, "Elliot Temple" <curi@curi.us> wrote:

On Nov 30, 2012, at 8:45 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Nov 29, 2012 8:59 PM, "Elliot Temple" <curi@curi.us> wrote:

On Oct 5, 2012, at 10:39 AM, Rami Rustom <rombomb@gmail.com> 
wrote:

On Fri, Oct 5, 2012 at 9:43 AM, Ismail Atalay 
<i_c_atalay@yahoo.co.uk> wrote:

On Thu, Oct 4, 2012 at 22:34 AM, Rami Rustom wrote:

On Thu, Oct 4, 2012 at 5:00 AM, Ismail Atalay 
<i_c_atalay@yahoo.co.uk> wrote:

Concerning harsh/war-like verses (that constitutes 5-6 verse in 
6600 verses) I have already explained that Islam is >>"hands-on" 
concerning restoring/sustaining peace and stopping 



cruelty/oppression.

Please show me the verse that explains that, instead of asserting 
*your* ideas.

I have a feeling that it is hopeless but here you go :

Why would it be hopeless? You asserted that idea twice without 
quoting
the Quran. THAT is hopeless. Now you *are* quoting the Quran. This 
is
hopeful. We can get somewhere this way.

Quran 4:75 And what is [the matter] with you that you fight not in the 
cause of Allah and [for] the oppressed among men, women, and 
children who say, "Our Lord, take us out of this city of oppressive 
people and appoint for us from Yourself a protector and appoint for 
us from Yourself a helper?"

However in whatever you do towards this goal, you HAVE to stay 
within the universal judiciary framework and be fair, 
>>transparent and honest to all people (whether they are muslim 
or not).

Please show me the verse that explains that, instead of asserting
*your* ideas. (Note that Islam does not apply its morality on to
people whether they are "Muslim or not").

Quran 2:190 Fight in the way of Allah those who fight you but do not 
transgress. Indeed. Allah does not like transgressors.

Please do not reply as "what is transgressing" "or how I would know 
that one's is transgressing"

Its clear that "transgressor" means one who does stuff other than 
God
told him to do.



Saying your ideas are "clear" (clearly right) isn't a good way to discuss.

But it was clear to me and to Ismael, and to any English-speaking 
Muslim.

Now you're saying if anyone does disagree with you, they must either not 
speak English or not be a Muslim. They can't disagree with you b/c you're 
wrong, that's impossible, it has to be because of some attribute of them 
personally or ignorance.

It can't even be a regular mistake -- no one would ever disagree with you 
simply by being mistaken as long as they spoke English and were 
Muslim.

This is an intolerant, anti-critical, infalliblist, anti-Popperian way of 
thinking.

And you've doubled down on it when challenged.

Actually, you are fallible, no truth is obvious, your ideas are not obviously 
true, people can disagree with you for all sorts of reasons including your 
mistake and/or their mistake, and you can't generalize about all English-
speaking Muslims this easily. This sort of attitude that dismisses the 
possibility of being wrong is how one stays wrong forever instead of 
doing a beginning of infinity.

I forgot the difference between "clear" and "obvious". Does your
criticism apply to my sentence if I had said "obvious" instead of
"clear"?

Yes. Why would that be any better? And it's not about the choice of words 
but their meaning.

An idea can be obvious to a person.

A person can mistakenly believe that. That's different though.

Yes we can be mistaken.



In this case, it was obvious to
me, and judging from what I've learned about Ismail, it was obvious to
him too.

You are not addressing the issue that nothing is obvious or ever can be, as 
explained by Popper. Are you unfamiliar with our position on this matter?

We can be wrong about any of our ideas.

I wasn't saying that I can't be wrong about the meaning of
transgressor in the translation of the Quran verse I was talking
about. I was saying that I know what he believes the meaning to be
because this is basic knowledge for a Muslim who reads the Quran in
English.

so you're doubling-down on obviousness by renaming obvious knowledge to 
"basic" knowledge.

rather than replying to what I said about Popper, you ignored it. you're evading 
the issue that you're contradicting the CR position without understanding or 
refuting it.

Even if you are unfamiliar, you have not attempted to explain what "obvious" 
means, in epistemological terms.

I meant that I'm (fallibly) sure of what he and I and most Muslims
believe that transgressor means in the context of Islam.

wtf does "fallibly sure" mean? i think it means you don't understand fallibilism, still 
believe in being "sure", but don't want to admit you're not a fallibilist.

maybe you should do some research on Popper and then either change your 
mind or explain what he got wrong on these topics.

I'm on the last chapter of The Virtue of Selfishness. I'll make
Conjectures and Refutations next.

this was over a year ago. where are your posts for learning about them?



this was over a year ago. where are your posts for learning about them?

-- Elliot Temple
http://fallibleideas.com/
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: February 25, 2014 at 4:19 AM

On Oct 3, 2011, at 12:38 AM, Abraham Lewis <abrahamwl@gmail.com> wrote:

The problem that government addresses is not just actual violence but the 
potential for violence. Let's suppose that everyone alive believed that they 
shouldn't attack each other. Wouldn't it still be good to agree that, if someone 
*was* attacked, we should defend them?

Who is "we"? Why can't "we" live as individuals? Why can't I make arrangements 
for my own defense, and you can make arrangements for yours? Why should I 
pay half the cost of your defense, and you pay half the cost of mine, or something 
like that? I don't want to rely on your idea of a good defense for my defense, and I 
don't want to have to pay for whatever sort of defense you prefer, which I may 
consider wasteful, expensive and ineffective.

Why shouldn't there be different types of defense for sale and we can each 
purchase the type best for our situation? Why one-size-fits-all and pooled 
payments? And if I think it's a bad deal and want to hire private security, I have to 
pay into the pool anyway, or else violence is used against me.

-- Elliot Temple
http://elliottemple.com/
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: February 25, 2014 at 4:19 AM

On Oct 3, 2011, at 12:38 AM, Abraham Lewis <abrahamwl@gmail.com> wrote:

(more quotes omitted because Abraham sent HTML and it's a lot of work to fix.)

That is not the argument I am making. You are right that we have to judge based 
on the laws of physics we know, but the laws of physics we know tells us useful 
things about some conceivable possibilities and don't really tell us anything 
useful about other conceivable possibilities. The issues you bring up like landing 
on Mars, living on the moon, or eliminating sunburn are in the first category, 
while the eliminating taxes is not. (For the sake of example, at least.) We have 
explanations based on analogies to things we've already accomplished. We can 
prevent sunburn by staying inside, we have been to the the moon, and have 
lived in space, and have sent things to Mars. So we have good explanations for 
how we extend those accomplishments to similar situations. However, as you 
have pointed out, all those as-yet-unaccomplished things *might* be impossible 
due to unforeseen laws of physics. But the same is not true of getting rid of 
taxes. Where is the society without a government or without violence? What 
society comes even close? Even the least violent societies are those societies 
with the most effective systems for enforcing their laws. You (plural) have 
theorized that such a society is possible with everyone having moral knowledge 
such that they never want to enact violence on someone else, but that advance 
is the moral equivalent of cold fusion, or maybe even more theoretical (I don't 
actually know how theoretical cold fusion is).

However, let's assume that you're right, and getting rid of taxes is in the same 
category as getting rid of sunburn. I wouldn't base a moral position on 
assumption that getting rid of sunburn is possible *either*. At least in this 
situation where *actually* being able to function without taxes is what really 
matters. That is, you and I can both agree that until you actually have a system 
to work without taxes it doesn't matter whether it's possible, according to the 
laws of physics. You need such a system before you can get rid of taxes.

You've been denying something is possible because you don't yet know how to 
do it and don't want to make a botched attempt tomorrow. That's confused and 
kind of pointless to discuss.



And there have been lots of societies without taxes or government.

What you're really claiming is that taxes are necessary for peace and prosperity, 
or something like that. But why should such a crude mechanism be the final limit 
on the best way to manage a society? For example, taxes aren't proportional to 
usage. What if we had usage fees where people who use particular government 
services more pay more of the money for them? Why is that so unthinkable?

There are lots of ways to organize a society with or without government. What's 
to make today's approach the only possible one? That's so parochial. The laws of 
physics are not restrictive for this kind of issue. What people actually think is 
restrictive is issues like human nature - but that could be changed, even if it took 
new technology to change our genes or uploading ourselves into computers or 
other drastic measures.

-- Elliot Temple
http://elliottemple.com/

From: Elliot Temple <curi@curi.us>
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] All Evils Due to Lack of Knowledge (was Guiding Abstract 
Principles)
Date: February 25, 2014 at 4:19 AM

On Oct 2, 2011, at 10:04 PM, Abraham Lewis <abrahamwl@gmail.com> wrote:

On Wed, Sep 28, 2011 at 10:35 PM, Elliot Temple <curi@curi.us> wrote:

On Sep 28, 2011, at 7:59 AM, Abraham Lewis wrote:

Even if all arguments for the necessity of taxation are defeated, I would
still argue that we, at the very least, shouldn't make claims either way
about whether taxation is necessary or not, until we have a good argument
for why taxation is not necessary. (For the reasons I explained before, I
don't take "problems are soluble," as such an argument.)

We should expect no taxation to be possible because if any service is 
inefficient (costs more than value) then it's not worth having (so don't provide 
it, and no tax needed), and if any service is efficient (creates more value than 
cost by enough margin to be worth bothering with compared to other 
opportunities) then people can pay for it gladly.

Taxes aren't necessary because everything worth having is worth buying 
(directly). Taxation can't make economic transactions more efficient or better.

Note that even if taxes were economically efficient somehow, they still wouldn't 
be necessary because people could simply choose to give up some money to 
not have taxes.

If passivity is not neutral, as I have argued, then refusal to protect someone 
from violence is itself a threatening act.

My refusal to be a volunteer cop is a "threatening act"?

That means that tax-funded protection from violence would need to extend even 
to people who didn't pay it (not an option for reason that I don't think I have to go 
into) or not extend to those people and thus take a threatening position.

Do private security guards have to protect all people or else they are taking a 



"threatening position"?

Thus taxes (and their ilk) are necessarily taxes by virtue of the service being 
provided. Some people would pay such taxes gladly and others would begrudge 
it, but they're both paying taxes; just as some would gladly work for a living and 
others would grudgingly work for a living, but they're both doing the same thing.

Of course, David has a counterargument for my claim that passivity is not 
neutral, which will have to be dealt with separately.

Passivity isn't either neutral or else does what you want for this argument, that's a 
false dichotomy.

What other claims are there to deal with? Some things the Government does 
aren't possible to do if you're not a Government? Why not?

The simple reply would be that the only the government can do things that are 
sufficient to categorize something as a government.

What does that even mean? What things? The issue isn't categories, it's where 
would a private agencies fail and be unable to do something important?

What special advantage does the Government have at doing useful things?

Also taxes cause suffering and problems are soluble... You seem to reject that 
argument but ... why?

Where does the argument in BoI go wrong? Are you claiming you found a 
mistake in BoI? If so please point it out. Or do you think I misunderstood BoI's 
point and it means something else? Or what?

I don't think taxes necessarily cause suffering. Another way of putting that is to 
say that I don't accept taxes for the sake of defense from violence to be a 
problem.

What if I think my taxes are funding a poorly managed police force which spends 
part of its time initiating violence, and is too slow to arrive to defend me from most 
dangers? So I want the freedom to hire a better organization instead and not pay 



for this bad one? There's lots of problems with having one Government-run 
monopoly, especially when its about something important like defense from 
violence.

Also, I object to this general form of argument. "Problems are soluble," as 
argued for in BoI, is not a logical panacea. In short, you are equivocating on the 
phrase "problems are soluble." I've made the same point before in this forum, 
but I can restate it here if you think that would be helpful.

Problems are solvable has limited power. It doesn't tell us how to solve any 
particular problem. It doesn't tell us which proposal to solve a problem is better. 
But when someone makes claims about the impossibility of solving certain 
problems, as you have done, then it is a good answer.

I think you must agree that creating a modern society that *temporarily* has no 
taxes is a possible physical transformation. But you think it would soon fall 
apart? Why?

Either such a society would be built on an implicit agreement that they would 
defend each other from violence or the society would "fall apart" as people didn't 
defend each other from violence and it became obvious to people that they want 
a better system.

Are you unaware that it's possible to have defense against violence that isn't 
provided by the Government? So hypothetical society I spoke of would not simply 
have no defense against violence.

Do you also regard world peace as impossible? The end of crime as 
impossible? Both of those can be accomplished by every person having 
sufficient moral knowledge. So what is to make it fall apart?

It is conceivable that some day people will be in a position where nobody ever 
wants to use violence against someone else, and, furthermore, is not going to 
make a mistake of using violence against someone else (say, when they're 
angry or something) and that people will be so secure in that position (ie. people 
won't have their morality changed by accidents or insidious new memes, and 
new people will achieve that enlightened morality before they have the chance 
to use violence). That would be a good goal to work for, and I wouldn't argue 



that it's impossible, but that I don't have any specific explanation for how it 
would be possible.

But you argued taxes are *necessary* above. But if we reached this goal, what 
would we need them for? They'd be unnecessary. Your position where you accept 
the possibility of extreme progress in many areas, but then deny it in one 
particular area, is self-contradictory.

It seems quite possible within the worldview of BoI, that both things would 
decrease continually, as the general trend, and yet never disappear 
permanently. That is, "problems are inevitable, but problems are solvable" may 
apply *within* the issue of violence. That is, it seems perfectly possible that 
"problems of violence are inevitable, but problems of violence are solvable." 
This may not be as bad a thing as it seems.

Problem of some sort are inevitable, but any given finite category of problems can 
be solved. There are some problems people used to have that we don't have 
anymore. Like cholera, which used to be a huge problem, is not a problem for 
me.

Another example would be the problem of being limited to short (like 8 
characters) file names for your computer documents. That can be solved and has 
been. Go to Best Buy and pick any computer and it won't have that problem.

(While I am thinking about it, I will restate my criticism of that line of
argument as the Lewis Theory of Corroboration:

1. Assume there is a conjecture, C, with no known corroboration.
Hypothesis A: For every conjecture for which there is no known
corroboration, there exists a contradictory conjecture for which there is no
known criticism.
2. The existence of a contradictory conjecture for which there is no known
criticism constitutes a criticism.
3. There is a criticism of C. (A and 2)
4. Therefore, for every conjecture for which there is no known
corroboration, there is a criticism.

This is pretty interesting line of argument that I need to think about
further.)



If by "corroboration" you mean Popper's term, then this argument fails to apply 
to all non-scientific (that is, non-empirical) ideas.

I did mean Popper's term. The fact that some theories cannot be corroborated 
does not prevent them from not having any corroboration. However, the 
implications of such an argument are hard to swallow.

Lacking something impossible is not a criticism, so the argument doesn't work for 
non-scientific ideas.

It would be more accurate to use the super-set of Popperian "corroboration". 
More generally we can talk of corroboration as the existence or observation of a 
fact, or a positive argument,

That is not a super-set of Popperian "corroboration" - it is the *opposing view to 
Popper's*. The Popperian view is that there are no positive arguments, that is a 
mistake.

that is in line with the theory and contradictory of a competing theory. You might 
argue about or question what such facts or arguments actually demonstrate, 
and the answer is that their *lack* logically demonstrates the existence of a 
criticism.

No. You speak of contradicting a competing theory. But what if there are no 
competing theories? Then nothing will contradict them. So we'll *lack* that. But 
that isn't a criticism.

-- Elliot Temple
http://elliottemple.com/
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From: Elliot Temple <curi@curi.us>
Cc: FI <fallible-ideas@yahoogroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [BoI] Epistemology, how to know an explanation is good or bad
Date: March 1, 2014 at 5:31 PM

On Oct 7, 2012, at 9:41 PM, Destructivist <deductivist@yahoo.com> wrote:

On Tuesday, September 25, 2012 8:32:23 AM UTC-6, Rami Rustom wrote:
http://www.curi.us/515

Epistemology

We reject theories for being bad explanations (of reality), and accept
theories for being good ones. How do we know which are which?

The following properties make theories better:
- says more (deeper)

i.e. explains more situations

And the more it says, the more it contradicts. If the idea in question is that 
"Sarah is a human being" then it excludes from being true that "Sarah is an 
alien", "Sarah is a frog", "Sarah is a transcendent spirit-being", "Sarah is a 
number", etc etc. This is why preferring good explanations also implies that we 
should prefer maximally falsifiable theories in science.

Why can't a human being be an alien, a frog, or a number? No argument is given 
and it doesn't seem particularly hard to imagine examples for each of these.

The reason Sarah can't be a transcendent spirit-being is not that she's a human 
being, it's that transcendent spirit-being violate the laws of physics.

So I think every example is wrong.

The comment about falsifiable is also wrong. Falsifiable means empirically 
criticizable, but where's the argument we should prefer maximally empirical 
theories in science? That's actually a strange claim in the context of discussing 
and valuing good explanations.

http://www.curi.us/515


But on the other hand if "falsifiable" here actually was supposed to mean 
"criticizable", contrary to the Popperian usage, then why does it say "in science"? 
Criticizable theories are good in every area, it's nothing to do with science.

These mistakes perhaps illustrates the difficulty of getting philosophy right, and 
the need to improve one's philosophy or else be wrong a lot.

The more observation-type statements that a theory contradicts, the greater the 
risk it takes of getting falsified in the event that we create and accept one of 
those observation-type statements.

so i think he does mean that we should prefer maximally empirical theories in 
science. but, umm, why?

By 'deeper', I think he's referring to deeper in the hierarchy of universality, which 
I imagine to be constructed like an enormous Venn diagram. The deeper 
explanations belong to the larger and more inclusive circles/sets.

No. Another mistake. I did not know what the "hierarchy of universality" means in 
2003 when I wrote that.

Actually I still don't know what you mean by it very well - another mistake to use a 
fancy term like that without explanation. I could make some guesses but 
regardless it wouldn't be what I mean now either.

A Venn diagram is also a mistaken approach because of the geometric limits it 
puts on how overlaps can be arranged.

- simpler

 As DD said in BoI, it's not bare simplicity that we're after, otherwise "God did it" 
would be a remarkably simple and therefore attractive option in all situations 
where an explanation is sought. The simplicity of an explanation is a byproduct 
of being a good explanation, not a desirable feature in its own right.

If you remember, in BoI, DD says that once we have an explanation, it always 
raises new problems. One of them is: What does having component C in 



explanation E explain? We want explanatory knowledge in general, including 
explanations for the content within other explanations. So if C doesn't explain 
anything, it creates a problem by conflicting with our desire for ever-greater 
explanatory content. We can dissolve that problem by rejecting E, and 
substituting it with a version of E that has C removed. This, in turn, simplifies E. 
So you can see how preferring explanatory content has the side effect of 
simplifying theories, or making it seem like we're selecting for simpler theories.

- explains what it purports to

This one is a bit more confusing. I don't want to say that explanations 'purport' to 
explain anything. I'm likely wrong in my views about this, because I have far less 
refined epistemological theories than Mr. Temple and DD, and Mr. Forrester, as 
well as several others here.

This was written over a decade ago. Purport is not a very good choice of words 
but it means, "appear or claim to be or do something, esp. falsely; profess"

Focus on "claim to be". That's what I meant. An idea should actually explain what 
it claims to explain. It's should actually solve the problem it's trying to solve. 
That's the issue I was talking about.

So take my view with a grain of salt, as they say. But I'll give you my thoughts 
anyway:

Scientific explanations can be thought of as explanatory tools (I'm not 
advocating instrumentalism here, btw). And like any other tool, they are good for 
some class of tasks. But the tool itself can't tell you what tasks it is for. You can't 
tell from looking at a hammer that it is good for driving nails, for instance. For 
that, you need another tool: an explanation for what the tool can be used for.

They are frequently packaged together though. An idea can be a tool and also tell 
you how to use it.

Similarly, I don't think that having a scientific explanation tells you what 
problems it is good for. I can imagine a future scenario where scientific 
explanations are directly implanted in people's minds. But if the person doing 
the implanting doesn't include an explanation that tells the recipient what the 
scientific explanation was designed to explain, it'll just be a sort of free-floating 



scientific explanation was designed to explain, it'll just be a sort of free-floating 
and irrelevant idea.

So I would suggest that good explanations come bundled with other 
explanations about what problems they're for, as well as explanations of those 
problems (e.g. a historical account of a problem that existed before the 
explanation was invented).

Now, maybe Mr. Temple

That is not my name.

would say that there's as-yet no way to delineate one idea from another in a 
precise way, and when he says things like 'good explanations explain what they 
purport to explain', his 'good explanation' or 'good theory' is what I'd rather refer 
to as an 'explanation-bundle'. If so, then the difference is only semantic. But I 
wouldn't count on that. There may be a substantial difference in our views.

You have to bundle this kind of stuff together or else, as you say, you'd have a 
"sort of free-floating and irrelevant idea". Bundling several things (depending how 
you count things, which I agree is blurry) is the expected reasonable default.

Unbundling some stuff (never all of it at the same time) that is normally bundled 
can be useful but is not useful in most contexts, which is why we bundle as we 
do. (I'm not claiming every common bundling is correct, but most are pretty good, 
or at least much better than just refraining from that bundling.)

- bold (exposes itself to refutation by all sorts of observations)

and to criticisms

By simply existing every explanation is exposed to a potential infinity of 
criticisms (e.g. absurd criticisms like "This explanation doesn't involve glitter-
covered walruses. Fuck it!"). So does that mean every explanation is bold? I 
don't think so.

That is not a criticism. A criticism is an explanation of a flaw of an idea.



The way to judge this kind of thing is not by counting, nor are there units of 
exposure. Rather, it should be judged with explanations about whether an idea is 
vulnerable to criticism in reasonable ways or whether people see a problem.

- supported by good arguments

But the explanation *is* an argument. Is it useful to say that the
explanation has explanations within it and that those component
explanations should be good too?

I can agree that arguments are a species of explanation, but not that all 
explanations are arguments. The usual purpose of an argument is to explain 
what problems some particular explanation solves (which may cause someone 
to adopt that explanation, because they don't want to be left unarmed against 
those problems). By contrast, an explanation is an attempt at a description of 
reality. But what part of reality? You need the argument to become aware of the 
explanation's reach.

This happened when people made arguments for thinking that the logic of 
evolution was applicable to non-biological things, like our ideas. The argument 
pointed to a specific explanation we had, and said "It's good for this too...."

No objections to "supported by good arguments" being really blatantly 
justificationist?? Are destructivist and Rami justificationists?

It's not easy to get philosophy right, but the alternative to thinking is terrible.

- criticised by good arguments

? Criticized with failed criticism, right?

Remember that he's now talking about what makes a theory bad.

Indeed. Another illustration of how easy it is to get philosophy badly wrong.

PS bad quoting (despite some manual fixing) is destructivist's fault, please don't 



post HTML

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Cc: FI <fallible-ideas@yahoogroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [BoI] Coercion and morality
Date: March 1, 2014 at 5:54 PM

On Oct 11, 2012, at 1:23 PM, Destructivist <deductivist@yahoo.com> wrote:

On Wednesday, October 10, 2012 4:11:42 PM UTC-6, Elliot Temple wrote:
On Oct 10, 2012, at 12:53 PM, Destructivist <deduc...@yahoo.com> wrote:

I do not think that whether an action/decision/event is good or not depends
on whether it solves some individual's problems. The reason I think this,
is that I can imagine someone (an 'evil genius') doing all sorts of bad
things to get his way, and never being stopped. He's solving *his*problems, 
but that doesn't mean the strategies he's using are
good in general - they're good for him.

But they are not good for him. There are many other possibilities that would 
give him a better life. He could have a much better life with more cooperation 
instead of evil.

Evil is, in important ways, self-defeating and impotent. And never the best 
option for oneself individually.

If you disagree maybe you'd like to give an example. Or an explanation of how 
evil can be a good idea.

You can superficially come out ahead with evil, e.g. by stealing money. But the 
creativity and effort required to do that well could have done other more 
productive things well. When you cooperate with the people you interact with, 
for mutual benefit, that sort of approach takes less effort to get value than an 
approach where you work against people and they are putting their effort into 
thwarting instead of helping you. You have to do extra work both to make up 
for their efforts to thwart you and also to make up for the missing mutually 
beneficial helping.

OK. A bank guard sees that the armored truck driver has a heart attack that 
instantly kills him right after he's opened the rear doors. The guard decides to 
steal the bag of gold coins in the back of the truck. He's reckless, and doesn't try 



steal the bag of gold coins in the back of the truck. He's reckless, and doesn't try 
to launder the money. He lives a flashy life. A computer glitch erases all record 
of the gold even existing, along with the guard's employment records. If anyone 
'gets wise' to what happened, they're hit by a small meteorite. Basically, he's the 
luckiest bank robber ever.

Your argument for the self-interest of choosing to be evil is that you might get 
super lucky? You could also get super lucky if you are not evil. That is not an 
advantage to being evil.

It's also important to judge choices by something like the reasonably expected 
outcomes at the time the choice is made, not by the actual single outcome.

I want to do many things in my life. Some of these preferences have lots of 
reach. For instance, one of them is "I want be a good epistemologist",

You're lying to yourself. You don't want that. You want that kind of pretense but 
your actions reveal your real priorities.

my current preference to learn all about epistemology

Lies.

This list is, among other things, a place to have lies exposed. What you should do 
is thank me and change. If, on the other hand, you prefer lying to yourself and 
evading epistemology, then carry on.

Lies like this are interesting in terms of how blatant they are. Who does he think 
he's fooling? Has he fooled anyone but himself? He posts stuff like this followed 
by almost no posts for the next 1.5 years (bringing us to the present). How can 
that fool even himself? Or maybe he's no longer fooling himself - but a lot of times 
people do fool themselves long term in ridiculous ways.

Regarding the topic of destructivist's ideas about reducing conflict being the 
essence of morality, which this email thread was about, I don't think he's actually 
interested in discussing it. If he changes my mind, I would have more comments 
about it.



-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Cc: FI <fallible-ideas@yahoogroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [BoI] Coercion and morality
Date: March 1, 2014 at 5:59 PM

On Oct 9, 2012, at 12:52 PM, Destructivist <deductivist@yahoo.com> wrote:

My view is that some event or decision is good when it maximally reduces 
conflict (conflict in the very broadest sense of the term). Not a conflict any 
particular person is involved in. I'm talking 'big picture' here.

The reason this seems to sort of work is that maximizing almost anything (e.g. 
squirrels) sort of works.

Big picture long-range thinking is so powerful that messing up the rest has a hard 
time ruining things.

http://www.curi.us/1169-morality

-- Elliot Temple
http://elliottemple.com/

-- 

http://www.curi.us/1169-morality
http://elliottemple.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Quotes from _Liberalism: The Classical Tradition_, by Mises
Date: March 11, 2014 at 5:58 AM

On Jan 31, 2013, at 7:35 PM, Rami Rustom <rombomb@gmail.com> wrote:

Quotes from _Liberalism: The Classical Tradition_, by Ludwig Von Mises

More on the psycho-epistemology of socialists, with respect to responsibility:

Focus on clarity, not using fancy words ("psycho-epistemology"). They are 
making things worse.

In the life of the neurotic the "saving lie" has a double function. It not only 
consoles him for past failure, but holds out the prospect of future success. In 
the case of social failure, which alone concerns us here, the consolation 
consists in the belief that one's inability to attain the lofty goals to which one 
has aspired is not to be ascribed to one's own inadequacy, but to the 
defectiveness of the social order. The malcontent expects from the overthrow 
of the latter the success that the existing system has withheld from him. 
Consequently, it is entirely futile to try to make clear to him that the utopia he 
dreams of is not feasible and that the only foundation possible for a society 
organized on the principle of the division of labor is private ownership of the 
means of production. The neurotic clings to his "saving lie," and when he must 
make the choice of renouncing either it or logic, he prefers to sacrifice logic. 
For life would be unbearable for him without the consolation that he finds in the 
idea of socialism. It tells him that not he himself, but the world, is at fault for 
having caused his failure; and this conviction raises his depressed self-
confidence and liberates him from a tormenting feeling of inferiority.

In a capitalist society, my failure is my fault. In a socialist
society, my failure is their fault.

Do other people think that's what the passage said?

It hardly occurs to anyone, when he forms his notion of a capitalist, that a 
social order organized on genuinely liberal principles is so constituted as to 
leave the entrepreneurs and the capitalists only one way to wealth, viz., by 



leave the entrepreneurs and the capitalists only one way to wealth, viz., by 
better providing their fellow men with what they themselves think they need. 
Instead of speaking of capitalism in connection with the prodigious 
improvement in the standard of living of the masses, antiliberal propaganda 
mentions capitalism only in referring to those phenomena whose emergence 
was made possible solely because of the restraints that were imposed upon 
liberalism. No reference is made to the fact that capitalism has placed a 
delectable luxury as well as a food, in the form of sugar, at the disposal of the 
great masses. Capitalism is mentioned in connection with sugar only when the 
price of sugar in a country is raised above the world market price by a cartel. 
As if such a development were even conceivable in a social order in which 
liberal principles were put into effect! In a country with a liberal regime, in 
which there are no tariffs, cartels capable of driving the price of a commodity 
above the world market price would be quite unthinkable.

Interventionist policies cause prices to rise from their equilibrium prices.

Do other people think that's what the passage said?

On why liberals and humanitarians want peace:

The peace-loving humanitarian approaches the mighty potentate and 
addresses him thus: "Do not make war, even though you have the prospect of 
furthering your own welfare by a victory. Be noble and magnanimous and 
renounce the tempting victory even if it means a sacrifice for you and the loss 
of an advantage." The liberal thinks otherwise. He is convinced that victorious 
war is an evil even for the victor, that peace is always better than war. He 
demands no sacrifice from the stronger, but only that he should come to 
realize where his true interests lie and should learn to understand that peace is 
for him, the stronger, just as advantageous as it is for the weaker.

The humanitarian wants peace and sees sacrificing others as beneficial
to him, which means he sacrifices his benefit in exchange for peace --
this is a non-zero-sum worldview. The liberal wants peace and sees
sacrificing others as beneficial to no one -- this is a zero-sum
worldview.

wtf?

On morality:



...there is nothing good or bad in and of itself. Human actions become good or 
bad only through the end that they serve and the consequences they entail.

I think this is moral relativism. I think it says: The ends justify
the means. This is how parents justify coercion of their children. And
how psychiatrists justify coercion of the "suicidal".

It doesn't say the ends justify the means, it says "... the end ... ***AND*** ..." 
(emphasis mine).

Rami doesn't give some kind of relevant argument for his position. He takes no 
notice of the "and". He just leaves us to think that he is illiterate.

BTW one thing to note is basically whenever Rami comments on a passage and 
tries to interpret what it means, he's wrong. So what about all the passages he 
quoted without any analysis at all? One should presume he doesn't know what 
they mean either. Don't give undue credit.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Quotes from _Liberalism: The Classical Tradition_, by Mises
Date: March 11, 2014 at 7:05 AM

On 11 Mar 2014, at 20:57, "Elliot Temple" <curi@curi.us> wrote:

On Jan 31, 2013, at 7:35 PM, Rami Rustom <rombomb@gmail.com> wrote:

Quotes from _Liberalism: The Classical Tradition_, by Ludwig Von Mises

More on the psycho-epistemology of socialists, with respect to responsibility:

Focus on clarity, not using fancy words ("psycho-epistemology"). They are 
making things worse.

In the life of the neurotic the "saving lie" has a double function. It not only 
consoles him for past failure, but holds out the prospect of future success. In 
the case of social failure, which alone concerns us here, the consolation 
consists in the belief that one's inability to attain the lofty goals to which one 
has aspired is not to be ascribed to one's own inadequacy, but to the 
defectiveness of the social order. The malcontent expects from the overthrow 
of the latter the success that the existing system has withheld from him. 
Consequently, it is entirely futile to try to make clear to him that the utopia he 
dreams of is not feasible and that the only foundation possible for a society 
organized on the principle of the division of labor is private ownership of the 
means of production. The neurotic clings to his "saving lie," and when he 
must make the choice of renouncing either it or logic, he prefers to sacrifice 
logic. For life would be unbearable for him without the consolation that he 
finds in the idea of socialism. It tells him that not he himself, but the world, is 
at fault for having caused his failure; and this conviction raises his depressed 
self-confidence and liberates him from a tormenting feeling of inferiority.

In a capitalist society, my failure is my fault. In a socialist
society, my failure is their fault.

Do other people think that's what the passage said?



It hardly occurs to anyone, when he forms his notion of a capitalist, that a 
social order organized on genuinely liberal principles is so constituted as to 
leave the entrepreneurs and the capitalists only one way to wealth, viz., by 
better providing their fellow men with what they themselves think they need. 
Instead of speaking of capitalism in connection with the prodigious 
improvement in the standard of living of the masses, antiliberal propaganda 
mentions capitalism only in referring to those phenomena whose emergence 
was made possible solely because of the restraints that were imposed upon 
liberalism. No reference is made to the fact that capitalism has placed a 
delectable luxury as well as a food, in the form of sugar, at the disposal of the 
great masses. Capitalism is mentioned in connection with sugar only when 
the price of sugar in a country is raised above the world market price by a 
cartel. As if such a development were even conceivable in a social order in 
which liberal principles were put into effect! In a country with a liberal regime, 
in which there are no tariffs, cartels capable of driving the price of a 
commodity above the world market price would be quite unthinkable.

Interventionist policies cause prices to rise from their equilibrium prices.

Do other people think that's what the passage said?

On why liberals and humanitarians want peace:

The peace-loving humanitarian approaches the mighty potentate and 
addresses him thus: "Do not make war, even though you have the prospect 
of furthering your own welfare by a victory. Be noble and magnanimous and 
renounce the tempting victory even if it means a sacrifice for you and the loss 
of an advantage." The liberal thinks otherwise. He is convinced that victorious 
war is an evil even for the victor, that peace is always better than war. He 
demands no sacrifice from the stronger, but only that he should come to 
realize where his true interests lie and should learn to understand that peace 
is for him, the stronger, just as advantageous as it is for the weaker.

The humanitarian wants peace and sees sacrificing others as beneficial
to him, which means he sacrifices his benefit in exchange for peace --
this is a non-zero-sum worldview. The liberal wants peace and sees
sacrificing others as beneficial to no one -- this is a zero-sum
worldview.

wtf?



wtf?

On morality:

...there is nothing good or bad in and of itself. Human actions become good 
or bad only through the end that they serve and the consequences they 
entail.

I think this is moral relativism. I think it says: The ends justify
the means. This is how parents justify coercion of their children. And
how psychiatrists justify coercion of the "suicidal".

It doesn't say the ends justify the means, it says "... the end ... ***AND*** ..." 
(emphasis mine).

Rami doesn't give some kind of relevant argument for his position. He takes no 
notice of the "and". He just leaves us to think that he is illiterate.

BTW one thing to note is basically whenever Rami comments on a passage and 
tries to interpret what it means, he's wrong. So what about all the passages he 
quoted without any analysis at all? One should presume he doesn't know what 
they mean either. Don't give undue credit.

Basically, whenever Rami comments on a passage, Elliot flames him. When 
Rami *doesn't* comment - Elliot flames him (saying he isn't posting enough or 
some such and has given up trying to learn). He (Elliot) might call this "criticism" 
and that it is a way for Rami and people like him to improve (according to Elliot's 
standards) and learn from Elliot - but when he accuses Rami of being thought of 
as "illiterate" by readers, it seems less like genuine criticism and more like Elliot is 
goading him.

Misunderstanding a passage isn't a sign of illiteracy. Passages cannot be written 
in such a way that they cannot be misunderstood. Rami may have just made a 
mistake. That doesn't make him illiterate. That's just flat out flaming and serves 
no purpose but to introduce irrational, emotive tone into what should be (or is 
purported to be) an environment for learning.

Who wants to participate in an environment where it's likely their all-too-human 



mistakes will be labelled as something like "illiteracy" (the inability to read or 
write). Taken seriously, Elliot's advice should have Rami forgetting altogether for 
the moment trying to do high level philosophy and instead go back to learning 
basic reading and writing skills. At what level? Elliot doesn't provide any 
guidance. Perhaps sounding out the alphabet? Perhaps working on subject-verb-
object structures? Who knows. But I think the claim Rami is illiterate is a mistake. 
More than that it's goading.

It might be the case Rami makes frequent errors - as we all do, being equal in our 
infinite ignorance. But what is striking to me is that if Elliot is correct, then the very 
best places to learn stuff like philosophy and *how to learn* - namely forums run 
by Elliot himself on topics like *how to learn*  - have summarily failed to achieve 
any improvement in another universal knowledge creator over a period of years. 
Why this catastrophic failure?

Is Rami's participation here and elsewhere a refutation of the theory that forums 
like BoI and FI run by Elliot are actually not good places to learn because Rami 
has failed to learn much - according to Elliot? Indeed he (Rami) has learned so 
very little he might be thought of as illiterate according to Elliot, by some people?

What is so wrong with the techniques employed by Elliot and the way BoI and FI 
is run that someone like Rami who is one of the more frequent posters over the 
years, has managed to improve so very little - according to Elliot - and might be 
called "illiterate"? To me Rami has demonstrated the capacity to learn and to read 
and write. And yet Elliot says he doesn't know what passages he reads mean. 
This implies Elliot has access to some sort of best interpretation. This might be 
correct. But why, over so many years, has Rami failed to absorb what Elliot has 
tried to help him learn? What's up with that?

Why would an interested person who puts effort into these newsgroups run by 
Elliot fail to learn much? What's wrong with the methods such that some people 
just won't/can't(?) learn, according to the standards of Elliot Temple?

Could it be the case there is such a thing as more or less effective criticism? 
Some criticism - of a personal and very general nature is not only ineffective but 
actively destructive to learning? Namely, it tends to lower motivation to continue 
to engage in discussion when a reasonable expectation is that learning is likely to 
continue to not occur because your interlocutor is more interested in publicly 
shaming you than genuinely engaging in an attempt to help you learn?



Elliot says not to "take things personally" in other places. Yet here, he makes it 
very personal by naming and calling out a person: Rami Rustom. What can be 
more personal than that? Wouldn't it be better to just stick to the postings and 
what they say than the psychology of individual posters?

Brett.



From: Alan Forrester <alanmichaelforrester@googlemail.com>
Subject: Re: [BoI] Quotes from _Liberalism: The Classical Tradition_, by Mises
Date: March 11, 2014 at 7:11 AM

On 11 March 2014 09:58, Elliot Temple <curi@curi.us> wrote:

On Jan 31, 2013, at 7:35 PM, Rami Rustom <rombomb@gmail.com> wrote:

Quotes from _Liberalism: The Classical Tradition_, by Ludwig Von Mises

More on the psycho-epistemology of socialists, with respect to responsibility:

Focus on clarity, not using fancy words ("psycho-epistemology"). They are 
making things worse.

In the life of the neurotic the "saving lie" has a double function. It not only 
consoles him for past failure, but holds out the prospect of future success. In 
the case of social failure, which alone concerns us here, the consolation 
consists in the belief that one's inability to attain the lofty goals to which one 
has aspired is not to be ascribed to one's own inadequacy, but to the 
defectiveness of the social order. The malcontent expects from the overthrow 
of the latter the success that the existing system has withheld from him. 
Consequently, it is entirely futile to try to make clear to him that the utopia he 
dreams of is not feasible and that the only foundation possible for a society 
organized on the principle of the division of labor is private ownership of the 
means of production. The neurotic clings to his "saving lie," and when he 
must make the choice of renouncing either it or logic, he prefers to sacrifice 
logic. For life would be unbearable for him without the consolation that he 
finds in the idea of socialism. It tells him that not he himself, but the world, is 
at fault for having caused his failure; and this conviction raises his depressed 
self-confidence and liberates him from a tormenting feeling of inferiority.

In a capitalist society, my failure is my fault. In a socialist
society, my failure is their fault.

Do other people think that's what the passage said?

The passage did not say what Rami claimed. Mises hasn't said anything
about whether one person's failure is the fault of some other person



about whether one person's failure is the fault of some other person
or group in a socialist society. As Mises thinks socialism is
impossible it would be surprising if he took that position.

Rather, the passage claims that a "neurotic" (I don't know what this
term denotes, if anything, except that Mises doesn't like neurotics)
will stick with socialism even if you criticise it. He prefers to
believe socialism is possible and abandon logic rather than admit it
is impossible. Socialism holds out the comfortable idea that somebody
else is responsible for the socialist's failure.

It hardly occurs to anyone, when he forms his notion of a capitalist, that a 
social order organized on genuinely liberal principles is so constituted as to 
leave the entrepreneurs and the capitalists only one way to wealth, viz., by 
better providing their fellow men with what they themselves think they need. 
Instead of speaking of capitalism in connection with the prodigious 
improvement in the standard of living of the masses, antiliberal propaganda 
mentions capitalism only in referring to those phenomena whose emergence 
was made possible solely because of the restraints that were imposed upon 
liberalism. No reference is made to the fact that capitalism has placed a 
delectable luxury as well as a food, in the form of sugar, at the disposal of the 
great masses. Capitalism is mentioned in connection with sugar only when 
the price of sugar in a country is raised above the world market price by a 
cartel. As if such a development were even conceivable in a social order in 
which liberal principles were put into effect! In a country with a liberal regime, 
in which there are no tariffs, cartels capable of driving the price of a 
commodity above the world market price would be quite unthinkable.

Interventionist policies cause prices to rise from their equilibrium prices.

Do other people think that's what the passage said?

The passage doesn't mention equilibrium at all. It also mentions only
one specific interventionist policy: tariffs. The tariffs raise the
price of a commodity above the world market price, not the equilibrium
price.

And Rami's comments ignore most of the content of the paragraph.
Capitalism has made a lot of stuff available to the masses. Tariffs
have made some of that stuff more expensive in specific countries. To



blame capitalism for that stuff being more expensive is wrong because
tariffs are illiberal.

On why liberals and humanitarians want peace:

The peace-loving humanitarian approaches the mighty potentate and 
addresses him thus: "Do not make war, even though you have the prospect 
of furthering your own welfare by a victory. Be noble and magnanimous and 
renounce the tempting victory even if it means a sacrifice for you and the loss 
of an advantage." The liberal thinks otherwise. He is convinced that victorious 
war is an evil even for the victor, that peace is always better than war. He 
demands no sacrifice from the stronger, but only that he should come to 
realize where his true interests lie and should learn to understand that peace 
is for him, the stronger, just as advantageous as it is for the weaker.

The humanitarian wants peace and sees sacrificing others as beneficial
to him, which means he sacrifices his benefit in exchange for peace --
this is a non-zero-sum worldview. The liberal wants peace and sees
sacrificing others as beneficial to no one -- this is a zero-sum
worldview.

wtf?

There's nothing about zero sum in the paragraph Rami quoted. I think
that Mises might not agree with the zero sum/ non-zero-sum way of
looking at things because he doesn't think interpersonal comparisons
of utility are possible. And in any case wouldn't the liberal would
have the non-zero-sum worldview rather than the socialist?

Mises' point is that in the liberal worldview war is bad for all of
the parties. The humanitarian thinks that war is good for the victor
but claims he should renounce the gain to be noble. The humanitarian
is wrong because the destruction of life and property doesn't help
anybody.

On morality:

...there is nothing good or bad in and of itself. Human actions become good 
or bad only through the end that they serve and the consequences they 
entail.



I think this is moral relativism. I think it says: The ends justify
the means. This is how parents justify coercion of their children. And
how psychiatrists justify coercion of the "suicidal".

It doesn't say the ends justify the means, it says "... the end ... ***AND*** ..." 
(emphasis mine).

Rami doesn't give some kind of relevant argument for his position. He takes no 
notice of the "and". He just leaves us to think that he is illiterate.

Yes.

Alan



From: Elliot Temple <curi@curi.us>
Subject: u mad bro? (was: [BoI] Quotes from _Liberalism: The Classical 
Tradition_, by Mises)
Date: March 11, 2014 at 7:17 AM

On Mar 11, 2014, at 4:05 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 11 Mar 2014, at 20:57, "Elliot Temple" <curi@curi.us> wrote:

On Jan 31, 2013, at 7:35 PM, Rami Rustom <rombomb@gmail.com> wrote:

Quotes from _Liberalism: The Classical Tradition_, by Ludwig Von Mises

More on the psycho-epistemology of socialists, with respect to responsibility:

Focus on clarity, not using fancy words ("psycho-epistemology"). They are 
making things worse.

In the life of the neurotic the "saving lie" has a double function. It not only 
consoles him for past failure, but holds out the prospect of future success. In 
the case of social failure, which alone concerns us here, the consolation 
consists in the belief that one's inability to attain the lofty goals to which one 
has aspired is not to be ascribed to one's own inadequacy, but to the 
defectiveness of the social order. The malcontent expects from the 
overthrow of the latter the success that the existing system has withheld 
from him. Consequently, it is entirely futile to try to make clear to him that 
the utopia he dreams of is not feasible and that the only foundation possible 
for a society organized on the principle of the division of labor is private 
ownership of the means of production. The neurotic clings to his "saving lie," 
and when he must make the choice of renouncing either it or logic, he 
prefers to sacrifice logic. For life would be unbearable for him without the 
consolation that he finds in the idea of socialism. It tells him that not he 
himself, but the world, is at fault for having caused his failure; and this 
conviction raises his depressed self-confidence and liberates him from a 
tormenting feeling of inferiority.



In a capitalist society, my failure is my fault. In a socialist
society, my failure is their fault.

Do other people think that's what the passage said?

It hardly occurs to anyone, when he forms his notion of a capitalist, that a 
social order organized on genuinely liberal principles is so constituted as to 
leave the entrepreneurs and the capitalists only one way to wealth, viz., by 
better providing their fellow men with what they themselves think they need. 
Instead of speaking of capitalism in connection with the prodigious 
improvement in the standard of living of the masses, antiliberal propaganda 
mentions capitalism only in referring to those phenomena whose 
emergence was made possible solely because of the restraints that were 
imposed upon liberalism. No reference is made to the fact that capitalism 
has placed a delectable luxury as well as a food, in the form of sugar, at the 
disposal of the great masses. Capitalism is mentioned in connection with 
sugar only when the price of sugar in a country is raised above the world 
market price by a cartel. As if such a development were even conceivable in 
a social order in which liberal principles were put into effect! In a country 
with a liberal regime, in which there are no tariffs, cartels capable of driving 
the price of a commodity above the world market price would be quite 
unthinkable.

Interventionist policies cause prices to rise from their equilibrium prices.

Do other people think that's what the passage said?

On why liberals and humanitarians want peace:

The peace-loving humanitarian approaches the mighty potentate and 
addresses him thus: "Do not make war, even though you have the prospect 
of furthering your own welfare by a victory. Be noble and magnanimous and 
renounce the tempting victory even if it means a sacrifice for you and the 
loss of an advantage." The liberal thinks otherwise. He is convinced that 
victorious war is an evil even for the victor, that peace is always better than 
war. He demands no sacrifice from the stronger, but only that he should 
come to realize where his true interests lie and should learn to understand 
that peace is for him, the stronger, just as advantageous as it is for the 



weaker.

The humanitarian wants peace and sees sacrificing others as beneficial
to him, which means he sacrifices his benefit in exchange for peace --
this is a non-zero-sum worldview. The liberal wants peace and sees
sacrificing others as beneficial to no one -- this is a zero-sum
worldview.

wtf?

On morality:

...there is nothing good or bad in and of itself. Human actions become good 
or bad only through the end that they serve and the consequences they 
entail.

I think this is moral relativism. I think it says: The ends justify
the means. This is how parents justify coercion of their children. And
how psychiatrists justify coercion of the "suicidal".

It doesn't say the ends justify the means, it says "... the end ... ***AND*** ..." 
(emphasis mine).

Rami doesn't give some kind of relevant argument for his position. He takes no 
notice of the "and". He just leaves us to think that he is illiterate.

BTW one thing to note is basically whenever Rami comments on a passage 
and tries to interpret what it means, he's wrong. So what about all the 
passages he quoted without any analysis at all? One should presume he 
doesn't know what they mean either. Don't give undue credit.

Basically, whenever Rami comments on a passage, Elliot flames him. When 
Rami *doesn't* comment - Elliot flames him (saying he isn't posting enough or 
some such and has given up trying to learn). He (Elliot) might call this "criticism" 
and that it is a way for Rami and people like him to improve (according to Elliot's 
standards) and learn from Elliot - but when he accuses Rami of being thought of 
as "illiterate" by readers, it seems less like genuine criticism and more like Elliot 



is goading him.

Misunderstanding a passage isn't a sign of illiteracy. Passages cannot be written 
in such a way that they cannot be misunderstood. Rami may have just made a 
mistake. That doesn't make him illiterate. That's just flat out flaming and serves 
no purpose but to introduce irrational, emotive tone into what should be (or is 
purported to be) an environment for learning.

Who wants to participate in an environment where it's likely their all-too-human 
mistakes will be labelled as something like "illiteracy" (the inability to read or 
write). Taken seriously, Elliot's advice should have Rami forgetting altogether for 
the moment trying to do high level philosophy and instead go back to learning 
basic reading and writing skills. At what level? Elliot doesn't provide any 
guidance. Perhaps sounding out the alphabet? Perhaps working on subject-
verb-object structures? Who knows. But I think the claim Rami is illiterate is a 
mistake. More than that it's goading.

It might be the case Rami makes frequent errors - as we all do, being equal in 
our infinite ignorance. But what is striking to me is that if Elliot is correct, then 
the very best places to learn stuff like philosophy and *how to learn* - namely 
forums run by Elliot himself on topics like *how to learn*  - have summarily failed 
to achieve any improvement in another universal knowledge creator over a 
period of years. Why this catastrophic failure?

Is Rami's participation here and elsewhere a refutation of the theory that forums 
like BoI and FI run by Elliot are actually not good places to learn because Rami 
has failed to learn much - according to Elliot? Indeed he (Rami) has learned so 
very little he might be thought of as illiterate according to Elliot, by some 
people?

What is so wrong with the techniques employed by Elliot and the way BoI and FI 
is run that someone like Rami who is one of the more frequent posters over the 
years, has managed to improve so very little - according to Elliot - and might be 
called "illiterate"? To me Rami has demonstrated the capacity to learn and to 
read and write. And yet Elliot says he doesn't know what passages he reads 
mean. This implies Elliot has access to some sort of best interpretation. This 
might be correct. But why, over so many years, has Rami failed to absorb what 
Elliot has tried to help him learn? What's up with that?

Why would an interested person who puts effort into these newsgroups run by 



Elliot fail to learn much? What's wrong with the methods such that some people 
just won't/can't(?) learn, according to the standards of Elliot Temple?

Could it be the case there is such a thing as more or less effective criticism? 
Some criticism - of a personal and very general nature is not only ineffective but 
actively destructive to learning? Namely, it tends to lower motivation to continue 
to engage in discussion when a reasonable expectation is that learning is likely 
to continue to not occur because your interlocutor is more interested in publicly 
shaming you than genuinely engaging in an attempt to help you learn?

Elliot says not to "take things personally" in other places. Yet here, he makes it 
very personal by naming and calling out a person: Rami Rustom. What can be 
more personal than that? Wouldn't it be better to just stick to the postings and 
what they say than the psychology of individual posters?

Brett is trying to protect Rami from something which Rami has stated he (Rami) 
appreciates.

This hateful dishonest anti-me anti-FI rant is about Brett, not about helping Rami.

What do you think its purpose is? As I read it, it's not written to initiate a serious 
productive discussion with me - very far from that.

-- Elliot Temple
http://beginningofinfinity.com/

From: Rami Rustom <rombomb@gmail.com>

http://beginningofinfinity.com/


From: Rami Rustom <rombomb@gmail.com>
Cc: fallible-ideas@googlegroups.com, fallible-ideas@yahoogroups.com
Subject: [BoI] Illiteracy, Quality Criticism, Public Shaming (was: Quotes from 
_Liberalism: The Classical Tradition_, by Mises)
Date: March 11, 2014 at 2:20 PM

On Mar 11, 2014, at 6:05 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 11 Mar 2014, at 20:57, "Elliot Temple" <curi@curi.us> wrote:

On Jan 31, 2013, at 7:35 PM, Rami Rustom <rombomb@gmail.com> wrote:

Quotes from _Liberalism: The Classical Tradition_, by Ludwig Von Mises

Rami doesn't give some kind of relevant argument for his position. He takes no 
notice of the "and". He just leaves us to think that he is illiterate.

BTW one thing to note is basically whenever Rami comments on a passage 
and tries to interpret what it means, he's wrong. So what about all the 
passages he quoted without any analysis at all? One should presume he 
doesn't know what they mean either. Don't give undue credit.

Basically, whenever Rami comments on a passage, Elliot flames him. When 
Rami *doesn't* comment - Elliot flames him (saying he isn't posting enough or 
some such and has given up trying to learn). He (Elliot) might call this "criticism" 
and that it is a way for Rami and people like him to improve (according to Elliot's 
standards) and learn from Elliot - but when he accuses Rami of being thought of 
as "illiterate" by readers, it seems less like genuine criticism and more like Elliot 
is goading him.

But Elliot knows my preference for being taken seriously as a philosopher/writer. 
So let's say that I was to write a book with commentary about another book. 
Other people who read my book can notice the same flaws that Elliot is noticing, 
and then judge that I don't interpret text well (illiterate), and then they would never 
buy my books again, and they would spread negative word-of-mouth about me 



(for being a bad philosopher).

So Elliot is helping me by giving me honest feedback. I appreciate this.

Imagine he didn't do this. Then I would never change. It's not like anyone else is 
doing it (at least not to the degree that Elliot is) -- maybe other people have and 
I'm just not recalling. I know Jordan has started to.

What I've been doing wrong a lot is this: I read a text, and I create a first 
interpretation based on my (automatic) intuitional reaction to the text. And then I 
start writing about my interpretation and I never go back to check (brainstorm) for 
other possible interpretations and check (brainstorm) for criticisms in an effort to 
rule out all but one -- the correct interpretation.

Misunderstanding a passage isn't a sign of illiteracy. Passages cannot be written 
in such a way that they cannot be misunderstood. Rami may have just made a 
mistake. That doesn't make him illiterate. That's just flat out flaming and serves 
no purpose but to introduce irrational, emotive tone into what should be (or is 
purported to be) an environment for learning.

Well I don't think illiteracy should be treated as an all or none phenomenon. My 
literacy has improved a lot in the 2 or 3 years talking to Elliot and others on these 
lists. It's still pretty bad though.

What I need to change is to be consistent with doing the *check for other possible 
interpretations and rule out all but one* but I haven't yet figured out doing this 
every time.

Who wants to participate in an environment where it's likely their all-too-human 
mistakes will be labelled as something like "illiteracy" (the inability to read or 
write). Taken seriously, Elliot's advice should have Rami forgetting altogether for 
the moment trying to do high level philosophy and instead go back to learning 
basic reading and writing skills.

Well, basic reading skills *should* include the method of C&R -- guess multiple 
possible interpretations and rule out all but one with criticism.



Elliot explained that this is why Popper (who created C&R) was able to more 
accurately interpret ancient greek texts than compared to other recent 
philosophers.

At what level? Elliot doesn't provide any guidance. Perhaps sounding out the 
alphabet? Perhaps working on subject-verb-object structures? Who knows. But I 
think the claim Rami is illiterate is a mistake. More than that it's goading.

Well, Elliot knows more context than you do about my progress. He knows that I 
know the connection between C&R and interpreting text. (because I recently told 
him.)

He also knows that I don't get hurt by his quality criticism. I mean, if he had any 
reason to believe that I would be hurt by the word "illiterate" then he wouldn't 
have said it. I mean, it's now 3 years since he first met me, and he's waited this 
long to say it. That means he was waiting until I was ready to handle 
strong/quality criticism (meaning, no holding back for fear of hurting someone's 
feelings).

It might be the case Rami makes frequent errors - as we all do, being equal in 
our infinite ignorance. But what is striking to me is that if Elliot is correct, then 
the very best places to learn stuff like philosophy and *how to learn* - namely 
forums run by Elliot himself on topics like *how to learn*  - have summarily failed 
to achieve any improvement in another universal knowledge creator over a 
period of years. Why this catastrophic failure?

Elliot hasn't said that I haven't made a lot of progress. He didn't say that my skill 
in literacy hasn't improved. I think you're interpreting this because of how you're 
treating illiteracy as all or none.

Is Rami's participation here and elsewhere a refutation of the theory that forums 
like BoI and FI run by Elliot are actually not good places to learn because Rami 
has failed to learn much - according to Elliot?



I've never heard Elliot say that I haven't learned much. And this email about 
illiteracy doesn't say that I haven't learned much.

Indeed he (Rami) has learned so very little he might be thought of as illiterate 
according to Elliot, by some people?

What is so wrong with the techniques employed by Elliot and the way BoI and FI 
is run that someone like Rami who is one of the more frequent posters over the 
years, has managed to improve so very little - according to Elliot - and might be 
called "illiterate"? To me Rami has demonstrated the capacity to learn and to 
read and write. And yet Elliot says he doesn't know what passages he reads 
mean. This implies Elliot has access to some sort of best interpretation. This 
might be correct. But why, over so many years, has Rami failed to absorb what 
Elliot has tried to help him learn? What's up with that?

Why would an interested person who puts effort into these newsgroups run by 
Elliot fail to learn much? What's wrong with the methods such that some people 
just won't/can't(?) learn, according to the standards of Elliot Temple?

Could it be the case there is such a thing as more or less effective criticism? 
Some criticism - of a personal and very general nature is not only ineffective but 
actively destructive to learning? Namely, it tends to lower motivation to continue 
to engage in discussion when a reasonable expectation is that learning is likely 
to continue to not occur because your interlocutor is more interested in publicly 
shaming you than genuinely engaging in an attempt to help you learn?

Publicly shaming? I don't give a flying fuck what other posters think of me or my 
progress. Elliot knows this.

[I should clarify that I haven't always been like this. I was more other-people-
oriented in the past, more than I would have liked to be, that is. And now I think 
I've corrected this. (and again, I think Elliot knows this.)]

Elliot says not to "take things personally" in other places. Yet here, he makes it 
very personal by naming and calling out a person: Rami Rustom. What can be 
more personal than that?

Taking things personally would be like if I were to interpret Elliot as saying that I 



Taking things personally would be like if I were to interpret Elliot as saying that I 
am bad and that I cannot change my badness. But he's not saying that. He's 
saying that my current methods are flawed, and that I should change my methods 
to fix these flaws (for my benefit).

This reminds me of something Elliot said here: http://curi.us/blog/post/1591

Rational people are systems of ideas that can temporarily remove any one idea 
in the system without losing identity. We can remain functional without any one 
idea. This means we can update or replace it. And in fact we can often change a 
lot of ideas at once (how many depends in part on which).

To criticize one idea is not to criticize my rationality, or my ability to create 
knowledge, or my ability to make progress. It doesn't criticize what makes me 
human, nor anything permanent about me. So I have no reason to mind it. 
Either I will decide it is correct, and change (and if I don't understand how to 
change, then no one has reason to fault me for not changing yet), or decide it is 
incorrect and learn something from considering it.

The way ideas die in our place is that we change ourselves, while retaining our 
identity (i.e., we don't die), but the idea gets abandoned and does die.

[end quote]

So Elliot's criticism of my method of interpret text does not "criticize my rationality, 
or my ability to create knowledge, or my ability to make progress. It doesn't 
criticize what makes me human, nor anything permanent about me. So I have no 
reason to mind it. Either I will decide it is correct, and change (and if I don't 
understand how to change, then no one has reason to fault me for not changing 
yet), or decide it is incorrect and learn something from considering it."

So I have decided that it is correct -- that I should be doing C&R in my process of 
interpreting text -- and I have not yet figured out how to do this consistently.

Oh another thing that I've been doing wrong is this (and it's related):

When I see a flaw in an idea in somebody else's text, I will often explain the flaw 
without first doing C&R in my process of interpreting the text. What I should do is 
first do C&R in my process of interpreting the text, and then (if possible) check my 
interpretation with the author of the text, and then if I was right in my 

http://curi.us/blog/post/1591


interpretation, then go about explaining the flaw.

Wouldn't it be better to just stick to the postings and what they say than the 
psychology of individual posters?

I don't think Elliot was saying anything about my psychology. I'm not sure how 
you got that interpretation. I wonder if it's related to how you think he's "goading" 
me and "publicly shaming" me.

-- Rami Rustom
ramirustom.com



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Re: [FI] Illiteracy, Quality Criticism, Public Shaming (was: Quotes 
from _Liberalism: The Classical Tradition_, by Mises)
Date: March 11, 2014 at 5:42 PM

On Mar 11, 2014, at 11:20 AM, Rami Rustom <rombomb@gmail.com> wrote:

On Mar 11, 2014, at 6:05 AM, Brett Hall <brhalluk@hotmail.com> wrote:

On 11 Mar 2014, at 20:57, "Elliot Temple" <curi@curi.us> wrote:

On Jan 31, 2013, at 7:35 PM, Rami Rustom <rombomb@gmail.com> wrote:

Quotes from _Liberalism: The Classical Tradition_, by Ludwig Von Mises

Rami doesn't give some kind of relevant argument for his position. He takes 
no notice of the "and". He just leaves us to think that he is illiterate.

BTW one thing to note is basically whenever Rami comments on a passage 
and tries to interpret what it means, he's wrong. So what about all the 
passages he quoted without any analysis at all? One should presume he 
doesn't know what they mean either. Don't give undue credit.

Well I don't think illiteracy should be treated as an all or none phenomenon.

Agreed.

At what level? Elliot doesn't provide any guidance. Perhaps sounding out the 
alphabet? Perhaps working on subject-verb-object structures? Who knows. 
But I think the claim Rami is illiterate is a mistake. More than that it's goading.



Well, Elliot knows more context than you do about my progress. He knows that I 
know the connection between C&R and interpreting text. (because I recently 
told him.)

He also knows that I don't get hurt by his quality criticism. I mean, if he had any 
reason to believe that I would be hurt by the word "illiterate" then he wouldn't 
have said it. I mean, it's now 3 years since he first met me, and he's waited this 
long to say it. That means he was waiting until I was ready to handle 
strong/quality criticism (meaning, no holding back for fear of hurting someone's 
feelings).

i didn't call rami illiterate. it's ironic that he hasn't read the passage *about 
literacy* in a reasonable enough way to notice what i said, and nor has he posted 
any analysis of his interpretation for discussion (so, he hasn't made changes 
according to the criticism yet). it's the same pattern of misreading with no 
information available about how/where/why the misreading happened which i was 
criticizing in the first place (or if there's a good point, and I'm the one who 
misunderstood, again the total lack of explanation won't get us to that 
conclusion).

Brett, the one making a big deal out of it, also kept saying how I flamed Rami as 
illiterate. But I didn't say Rami was illiterate. Brett did this without any attempt to 
explain or argue his reading of the relevant text. Maybe Brett should be more 
interested in improving his reading skills than complaining about literacy stuff - 
more like Rami's superior attitude.

also, Rami, you're over-personalizing things here. the main reason i used the 
word "illiteracy" was it worked well in the paragraph i was writing to explain the 
point i was making, rather than doing a detailed analysis of your 
history/preferences/etc.

so what i wrote was

Rami doesn't give some kind of relevant argument for his position. He takes 
no notice of the "and". He just leaves us to think that he is illiterate.

the point is Rami didn't give analysis ("some kind of relevant argument"). because 
information is omitted, Rami hasn't given us options for understanding his 

mistake(s) well.



mistake(s) well.

some text said X. Rami posted that it said Y. because there's no further details to 
consider, the only options are basically "illiterate" (or "don't know why").

in other words, Rami left us without the information available to form better 
criticisms than illiteracy.

this was a criticism of Rami's writing and his method of approaching topics and 
thinking.

note that, as is good writing style, my *topic sentence* (the first one of the 
paragraph) is a dead giveaway for the topic of the paragraph - that it's about a 
writing omission.

It might be the case Rami makes frequent errors - as we all do, being equal in 
our infinite ignorance. But what is striking to me is that if Elliot is correct, then 
the very best places to learn stuff like philosophy and *how to learn* - namely 
forums run by Elliot himself on topics like *how to learn*  - have summarily 
failed to achieve any improvement in another universal knowledge creator over 
a period of years. Why this catastrophic failure?

Elliot hasn't said that I haven't made a lot of progress. He didn't say that my skill 
in literacy hasn't improved. I think you're interpreting this because of how you're 
treating illiteracy as all or none.

FWIW i think Rami made a lot of progress in the past, early on, when he posted a 
lot. then he stopped posting nearly as much and stopped making much progress. 
recently, my opinion is basically that he hasn't been continuing discussions to 
conclusions (he starts new ones sometimes but doesn't address and learn from 
all the pending criticism in many existing discussions).

it's important to work on topics to the point of understanding what's being said, 
understanding what the various positions are and why, and stuff like that. 
otherwise, there's not going to be much progress.

looking at it another way: i see a lot of improvement between the stuff rami was 



writing the day he joined the lists and a year later. but i don't see much difference 
between what he writes one year ago and today.

Is Rami's participation here and elsewhere a refutation of the theory that 
forums like BoI and FI run by Elliot are actually not good places to learn 
because Rami has failed to learn much - according to Elliot?

I've never heard Elliot say that I haven't learned much. And this email about 
illiteracy doesn't say that I haven't learned much.

ah, yes, well done. Rami is apparently paying more attention to what is/isn't 
written than Brett. even though the post was, according to brett, a personal flame 
*of Rami* (the implication being Rami would be understandably emotional-
irrational about it and not be able to think about it clearly). but it's actually Brett 
who got emo about it, not Rami. not getting all emo and stupid about criticism is 
one of Rami's most prominent *virtues* :)

one of my concerns, btw, is that because Rami has such a "high tolerance" (not a 
great term) of criticism compared to most people, that could contribute to him not 
taking criticism seriously enough and not making enough effort to do anything 
about it. one possible partial solution to this issue is to "turn up the volume" 
(another bad phrase) of the criticism.

Indeed he (Rami) has learned so very little he might be thought of as illiterate 
according to Elliot, by some people?

What is so wrong with the techniques employed by Elliot and the way BoI and 
FI is run that someone like Rami who is one of the more frequent posters over 
the years, has managed to improve so very little - according to Elliot - and 
might be called "illiterate"? To me Rami has demonstrated the capacity to learn 
and to read and write. And yet Elliot says he doesn't know what passages he 
reads mean. This implies Elliot has access to some sort of best interpretation. 
This might be correct. But why, over so many years, has Rami failed to absorb 
what Elliot has tried to help him learn? What's up with that?

Why would an interested person who puts effort into these newsgroups run by 
Elliot fail to learn much? What's wrong with the methods such that some 



people just won't/can't(?) learn, according to the standards of Elliot Temple?

Could it be the case there is such a thing as more or less effective criticism? 
Some criticism - of a personal and very general nature is not only ineffective 
but actively destructive to learning? Namely, it tends to lower motivation to 
continue to engage in discussion when a reasonable expectation is that 
learning is likely to continue to not occur because your interlocutor is more 
interested in publicly shaming you than genuinely engaging in an attempt to 
help you learn?

Publicly shaming? I don't give a flying fuck what other posters think of me or my 
progress. Elliot knows this.

[I should clarify that I haven't always been like this. I was more other-people-
oriented in the past, more than I would have liked to be, that is. And now I think 
I've corrected this. (and again, I think Elliot knows this.)]

yeah i would have been rather shocked if Rami got mad and reacted like Brett 
did. that's not how Rami is. it was similar when anontoo was recently being 
superficially-apparently overprotective of rami. in that case, too, rami wasn't mad 
- but anontoo was.

Elliot says not to "take things personally" in other places. Yet here, he makes it 
very personal by naming and calling out a person: Rami Rustom. What can be 
more personal than that?

Taking things personally would be like if I were to interpret Elliot as saying that I 
am bad and that I cannot change my badness. But he's not saying that. He's 
saying that my current methods are flawed, and that I should change my 
methods to fix these flaws (for my benefit).

This reminds me of something Elliot said here: http://curi.us/blog/post/1591

so far as i know, i wrote it in a way that only the lurker brett took it personally. but 
rami and the other regular posters were fine with it. seems to me like i wrote it 
fine.

further, we got some additional clarity on brett's worldview. yay? sorta.

http://curi.us/blog/post/1591


also, i wrote it in a way that someone other than Rami could learn from it. i think 
that's impersonal in the main relevant sense. i criticized a writing/thinking 
methodology flaw that others could mess up (and indeed sometimes do here).

-- Elliot Temple
http://curi.us/

From: Elliot Temple <curi@curi.us>

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Responsibility (was: Free Will)
Date: March 12, 2014 at 6:38 PM

On Nov 23, 2011, at 3:40 PM, Alan Forrester 
<alanmichaelforrester@googlemail.com> wrote:

On 20 Nov 2011, at 16:47, Elliot Temple wrote:

On Nov 20, 2011, at 12:22 AM, Manolis.A.C. wrote:

On 19 Nov 2011, at 15:36, Matjaž Leonardis <sidranoel.zajtam@gmail.com> 
wrote:

2011/11/18 Elliot Temple <curi@curi.us>
Free will is a commonsense idea which is, basically, true.

Yesterday I could have phoned my friend Jack. I didn't. I had a working 
phone. I had time, if I wanted. I had his phone number. There was nothing 
stopping me from doing it. It was within my power to phone him.

There were other things I could have done. I could have cooked a pasta 
dinner. I could have read any book on my bookshelf. I could have visited 
any public website I wanted, or put any search terms I wanted into Google. I 
had a very large number of things I could have done.

This describes the plain fact that people have choices. There isn't only one 
thing they are capable of doing. There are many, and they choose which to 
do.

Free will says more than that. It says people have choices and that those 
choices are "free": uncontrolled.

If our choices are controlled by fate or by God's plan, then that's not free 
will. Fate or God chooses which books I read or don't read, not me. It's only 
free will if I am the one doing the choosing.



What does it mean for me to choose? It means that my mind chooses. It 
means my ideas are what matters. If my ideas determine which result I get -
- if I get what I decide I want -- then I have chosen. If I decided to read a 
book but then went skydiving instead, because fate wanted me to, then I did 
not choose.

You seem to be saying that free will basically means that your ideas 
determine what you will do.

Choosing something means acting on your ideas.

I would agree here. You can't have free will without determinism. If what I 
decide doesn't matter because results are random anyway then that can 
hardly be called free will free will. Funnily enough, people that have no 
trouble accepting can't seem to accept the inverse order of this syllogism, 
namely that there were definitive thought processes, neuron firings, choice 
weighings etc. that determined whether I lifted my cup of copy or not.

In terms of morality, I take a more fine-grained view. The decider is definitely 
the person *most* morally responsible for his actions, but he is *never* 100% 
responsible, since there are necessarily other people that hold a degree of 
responsibility. e.g. My mother is probably +/- 10% responsible eerytime I 
greet a lerson politely (because she planted the seed for that meme in me) 
and she also could be +/- 0.1% responsible for the fact that I have a terrible 
temper since she didn't do a that was in her power to successfully solve the 
problem of hanging out with the wrong kind of people. Her 0.1% responsibility 
is *necessarilly* subtracted from my 100%. Hence., I can never be *totally* 
responsible.

I agree that responsibility for things is often shared in some ways.

I don't think percentage is the best way to think about shares of responsibility, 
though it can work for quick and rough statements. What's more enlightening 
can be explanations.

I would have guessed more like 25% for the temper, and 1% for the politeness, 
not the other way around. That's with no personal knowledge, just the more 
common thing in our culture. (Please don't reply with personal evidence to the 
contrary, I just want to analyze the general case.)



Temper is a common meme which parents pass on, and which people in 
general don't know how to get rid of even if they try. It's an old meme that, as 
far as I know, has remained pretty much the same for over 2000 years and 
presumably much longer.

Politeness is a social convention and its rules have changed a lot at different 
times and places within recorded history. It's not so deeply ingrained. People 
can and do choose to reject politeness without very much difficulty (for 
example, townies and ganstas).

Anger management classes are notoriously not very effective (no, hitting 
pillows is not a good way to change ideas) but there are readily available 
*effective* ways to become less polite such as becoming a fan of South Park 
or making friends with goths, MMA fighters, or Occupy protestors. There are 
lots of non-polite groups one can join if one wants to change that feature of 
himself.

So, the way I see it, being polite is more of a choice because one has plenty of 
opportunities to change it, and it's much easier to change, while having a 
temper is less of a choice because one has fewer opportunities to change it, 
and it's much harder to change.

The more I have the choice to change something, the less my pre-existing 
ideas about it are important because if I'm dissatisfied I'm not stuck with them. 
And parents only have much responsibility for those pre-existing ideas from 
childhood. On the other hand, with anger, one's pre-existing ideas -- the ones 
created in childhood which parents have substantial responsibility for -- 
commonly last one's entire life, even if one partially doesn't want them to.

Anger can, however, be changed: http://fallibleideas.com/emotions

It seems to me that this idea that your parents ideas partly stick around for the 
rest of your life seems on the face of it to contradict your ideas about emotions 
as stated in the emotions essay.

Why do ideas from easily childhood manage to survive? One explanation is that 
many of your later ideas are adapted to fit in with those early ideas. When you're 
five years old, it's kinda difficult to tell your parents that they're full of crap if 

http://fallibleideas.com/emotions


you're going to get punished for it, and if you don't know how to spot crap, you 
may not even know that it's crap. By the time you can safely clean out the crap 
you have a lot of it.

However, you don't have to clean out all the crap at the same time. You can do it 
piecemeal. For example, let's suppose that when you get stuck on a maths 
problem, you start to feel very angry and you scream and shout and jump 
around and throw a pen against the wall or whatever. The first thing to notice is 
it doesn't happen immediately. You start to feel a little bit annoyed long before 
you start screaming that the fucking matrices are just asking to get their 
abstractions kicked in. So when you start getting a little bit annoyed you stop 
and ask why. It might be that you think you made a mistake early in the 
calculation and now you have to go back and start again. It might be that in the 
past when you tried to do that in an exam or whatever it resulted in you failing. 
Your solution was to feel like crap for a while and that would drive you to 
practise solving that kind of problem till you could do it blindfolded. But you don't 
have to do exams anymore, and the kind of thing you do in real life isn't the 
same as what you do in exams. You can't do it in anger and self loathing 
because those things stunt creativity. If you beat yourself up for not doing stuff 
other people tell you to do, then you won't solve the problem if their ideas are 
wrong, and they often are. So the thing that your anger might have helped you 
avoid in the past isn't there anymore.

And maybe you'll notice something similar happening with some other problems. 
You hear a little warning bell that something is going wrong, feeling angry or 
sad, say, but you ignore it and continue when what you ought to do is stop and 
think about the warning. And why do you do that? Because you weren't allowed 
to stop and think about the warnings when you were a child and you developed 
habits around not doing that. You had to fix problems before anybody else found 
out about them. So you can start with small stuff and move in the direction of 
fixing problems with greater reach.

You already have some ideas with great reach like all problems being solvable 
and stuff like that, but those ideas are at a higher level of abstraction and don't 
directly solve the problems you have in everyday life. Rather those high level 
ideas help you to realise that the lower level things are fixable and so help you 
look out for the lower level stuff and criticise it in a new way rather than just 
thinking that is sucks in an unfocused way.

You might always have some junk in the trunk, but thinking about the junk in 

isolation from other stuff is a mistake: you should think "Gosh, I have a great 



isolation from other stuff is a mistake: you should think "Gosh, I have a great 
trunk, I should get some awesome stuff and put in the trunk." Then you'll have a 
specific place to start with cleaning out the junk: you clean out what's in the way 
as far as your specific problem is concerned.

Ideas about anger sticking around for one's entire life is the typical case. As I 
said, one can do something about it. But most people don't. There's no 
contradiction here. Alan's paragraphs largely rehash what I already know but 
without arguing for the contradiction he claims at the start.

The structure of the post is also bad because it says there's a contradiction 
between two things, then seems to discuss Alan's views, not either of the two 
things it's making claims about. Alan begins with a wrong partial sentence 
summary of (not) my view. That's one of the things, and it doesn't get any more 
attention after that. Then the other thing is my views from my linked essay, which 
get even less discussion – none. So Alan's saying two things contradict, one gets 
part of sentence that's wrong worth of attention, the other gets none – how is that 
supposed to work? Then pretty much the whole post is Alan stating his ideas on 
the topic which is basically irrelevant to the initial contradiction claim. (It's not fully 
irrelevant because Alan's ideas on the topic seem pretty inspired by my essay, 
but the specific relationship to the essay is left unstated and unanalyzed. It does 
seem odd though to echo my essay as a lecture to me, while barely considering 
that my supposedly-contradicting statement might have been misunderstood.)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Choice theory
Date: March 14, 2014 at 3:54 AM

On Mar 22, 2013, at 6:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1252-xii

The arguments that he should not burn the book come from the laws of 
physics and epistemology (the study of knowledge) and logic.

Note the "come from". That sounds like induction or something. It says
that the active agent is not the person (the creative entity creating
knowledge). Or do you mean something else by "come from"?

what? If I said the argument against breaking windows comes from economics, 
would you call me an inductivist too?

Or if I said the argument "don't throw good money after bad" comes from poker, 
what is wrong with that?

when making criticism it's important to make the effort to explain one's thinking.

[...]

There is one exception to these things: war. If an idea, or book, intends to 
spread violently, and does not listen to criticism, nor does it care to compete 
with rival theories on the battleground of reason, then no matter what we do 
the outcome isn't going to be determined by reason, it is going to be 
determined by force. In that case, any arguments about how it is best to have 
an outcome based on reason, and to act to allow one, are void. because that 
isn't going to happen.

Note the "battleground of reason". Is this a win/lose situation? I
think the situation involves people reasoning with each other, with is
a truth-seeking situation, which is win/win. So I think "battleground"
is the wrong use here.

Rami didn't look it up. A battleground is "a place or situation of strife or conflict" 
(Apple's dictionary). The thing I'm talking about is a place/situation with conflict. 

http://curi.us/1252-xii


So it's dictionary-correct.

I happen to think it's not the best wording and would change it. But Rami's 
argument isn't good enough. He's getting the same conclusion as me by chance 
(and other times, like the section above, he doesn't), while having a poor 
argument. Rami is doing worse than just checking the dictionary, and one has to 
do better than that to improve my essays.

Rami's argument talks about win/lose and win/win stuff but it doesn't bother 
discussing the meaning of "battleground" at all. It's saying to not use a word but 
puts zero effort into analyzing that word directly/explicitly.

[...]

With that established, can we perhaps expand the reach of these arguments 
without changing any of the logic we can see this line of argument applies to 
videos as well as books. And to pamphlets. And posters. And even computer 
files and web pages. Most generally: it applies to censoring or destroying any 
type of *knowledge* because we consider it profane. And not just profane. Any 
kind of dislike will do: the only valid reason to reject rival theories is because 
they are false. And each person should make up their own mind: if one person 
makes up his mind and forces everyone else that is more prone to error. And 
force isn't using criticism: people who haven't changed their mind to the correct 
theory, aside from perhaps being right, must have some false idea, which you 
could criticize.

Note the "the only valid reason to reject rival theories is because
they are false". Should 'valid' be replaced with good, or rational?

No.

Rami here makes a suggestion because doesn't give any reasons for it or any 
analysis. Why do it? No answer. No effort.

AFAIK, you don't say the word 'valid' anymore, so I wonder if you
disagree with using it in this context.

The word "valid" is still in my vocabulary. I think I don't use it very often because 
many people, including Rami, don't know what it means. That isn't the word's 



fault.

[...]

We can summarize this as a principle: all people with creative goals should 
prefer an open society and prefer for rival theories and criticism to be freely 
expressed.

I just wanted to quote that because I like it (and because I want to
be able to search for it in my email in the future).

[...]

As an aside, what would justify the intentional destruction of knowledge? First: 
war. Second: we delete computer files frequently. But it isn't because we 
dislike them. It's because we want to free up space for new files we consider 
more important. We also sometimes knock down old buildings. Again not 
because we have anything against them. It's just they are in the way of things 
we think are even better. Censorship is not like that. You can write your own 
book which you think is better and people can make their own choice of which 
to buy. Existing books are never in the way of yours like a building or computer 
file physically occupies part of your property that you might wish to use for 
something else. And even if we imagine running out of space due to all the bad 
books everywhere, censorship remains bad: you could instead persuade 
people that they should make room for new things by deleting old ones. And 
you could offer advice about what is bad, which they would listen to if they 
considered the advice worth the space.

Note the "justify". War doesn't justify anything. Actually nothing
justifies anything. What is a good replacement for what you mean?

I've noted it but why didn't Rami make an effort to analyze it and explain his 
thinking on the matter?

He seems to be unaware that the word "justify" has more than one meaning and 
can't be automatically assumed bad without thinking. And even if it was always 
bad, Rami hasn't made any attempt to explain that.



bad, Rami hasn't made any attempt to explain that.

[...]

Ideas do not need justification. They only need to best their rivals. What are 
the arguments for a destructive way of life? What is claimed to be good about 
it? Nothing. Just because it is a logically permissible alternative does not make 
it an important rival theory. Until an strong argument or explanation is created 
in favor of destruction then we need not concern ourselves with it.

I like that first sentence. I'll be reusing that a lot!

It's not very good. (And I mean that literally. It's mildly good. People read "not very 
good" as "bad" a lot, because they are stupid, and it's hard to talk with people 
who do things like that, who need asides to tell them not to misread. But then 
they are the same people who get lost when dealing with long asides, so lol). It's 
a plain statement of a conclusion, nothing special. Rami and others often quote 
conclusions instead of arguments, which is the wrong way to do it. The 
arguments are the important thing, but Rami and many others focus on 
conclusions instead.

What is a "strong" argument? I think that is a justificationist mistake.

Because? Again Rami doesn't make an effort to explain his thinking.

The rest is grammar mistakes so ignore it unless you're Elliot.

fixed, ty

-- Elliot Temple
http://beginningofinfinity.com/

http://beginningofinfinity.com/


From: Elliot Temple <curi@curi.us>
Cc: David Deutsch <david.deutsch@qubit.org>
Subject: Re: [BoI] 2011-10-06 David Deutsch radio interview on "What Now" with 
Ken Rose (Transcript)
Date: March 15, 2014 at 1:26 AM

On Oct 10, 2011, at 1:45 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

Here is a very lightly edited transcript of David Deutsch's appearance
on "What Now" with Ken Rose on Oct 6, 2011. The audio is available at
http://www.pantedmonkey.org/podcastgen/download.php?filename=2011-10-
06_1105_what_now_david_deutsch.mp3

Ken Rose: KOWS 107.3 FM, Occidental, CA. The "What Now" show, Mondays
11am-2pm. Live on the telephone from the United Kingdom we have David
Deutsch. Good afternoon, good evening.

David Deutsch: Good evening.

Rose: What is it, 7:00, 8:00 where you are?

who cares?

and if you care, google it?

Deutsch: It's just past 7:00.

Rose: All right, excellent. Have you had your supper?

who cares?

Deutsch: Not yet.

why answer an irrelevant personal question instead of direct things to 
philosophy?

Rose: All right, well, maybe we can stimulate your appetite just a
little bit more.

http://www.pantedmonkey.org/podcastgen/download.php?filename=2011-10-06_1105_what_now_david_deutsch.mp3


dumb joke, not very funny

Deutsch: Yes, I've just been playing badminton, so I'm having a nice
rest now.

ah, so DD wants to bring up his irrelevant status hobbies, he isn't actually looking 
to focus on philosophy

Rose: Yeah, how's your game?

DD brought this continued off-topic on himself.

Deutsch: Bad.

so cute, am i right?

Rose: Well, practice, practice.

DD brought this continued off-topic on himself.

Thank you very much for joining us.
Should I refer to you as "Dr. Deutsch" or "Professor" --

ugh this host

Deutsch: "David".

finally a correct statement. though DD missed the opportunity to give an 
explanation for this.

Rose: David, absolutely. I'm getting a little bit of an echo, I don't
know if you're hearing any, but it's tolerable, it's not bad at all.

Deutsch: OK...

Rose: Yeah, I don't want to take the time to call back. I think we're



going to make do here.

why bring it up if you don't want to do anything about it?

Deutsch: OK.

Rose: Are you in Oxford?

Deutsch: Yes.

so boring

Rose: Ah, okeydokey. By way of introduction, David Deutsch, fellow of
the Royal Society, is an Israeli-British physicist at the University
of Oxford. I'm reading from Wikipedia. He is a non-stipendiary
Visiting Professor in the Department of Atomic and Laser physics at
the Centre for Quantum Computation in the Clarendon Laboratory at the
University of Oxford. He pioneered the field of quantum computation by
being the first person to formulate a description for a quantum Turing
machine, as well as specifying an algorithm designed to run on a
quantum computer. He is also a proponent of the many-worlds
interpretation of quantum mechanics. I want to go through this, David.
Hang on with me.

Deutsch: OK.

blah blah blah, interviewer talks a lot. more crap intro.

DD could have said "please don't status me bro" but didn't, he is "OK" with this.

Rose: In the Royal Society of London's announcement of Deutsch
becoming a Fellow of the Royal Society a couple of years ago, the
Society described Deutsch's contributions thus: "David Deutsch laid
the foundations of the quantum theory of computation, and has
subsequently made or participated in many of the most important
advances in the field, including the discovery of the first quantum
algorithms, the theory of quantum logic gates and quantum
computational networks, the first quantum error-correction scheme, and



computational networks, the first quantum error-correction scheme, and
several fundamental quantum universality results. He has set the
agenda for worldwide research efforts in this new, interdisciplinary
field, made progress in understanding its philosophical implications
(via a variant of the many-universes interpretation) and made it
comprehensible to the general public, notably in his book The Fabric
of Reality." And the Fabric of Reality is some 14, maybe 15 years old
now, and the new book, which is causing quite a buzz, is called The
Beginning of Infinity. So, we're very privileged to have you on the
show and welcome and thank you.

Deutsch: Well, thanks for inviting me.

blah blah blah, shouldn't DD be the one doing most of the talking?

Rose: I'm a New Yorker, and I've been reading the New York Times for
55 years. A couple of months ago, I suppose, let's see, yeah, the New
York Times Review gave The Beginning of Infinity -- subtitled
"Explanations that Transform the World" -- a very rare double-page
centerfold in the book reviews section, with the headline, "Explaining
it All". This is quite a feather in your cap to be so celebrated, yes?

god this is all about status

Deutsch: I was very pleased,

DD you suck. you should be pleased by actual merit, not perceived merit. you 
should by pleased by actual accomplishments, not people's opinions.

DD should have said like, "No, I think my book is a feather in my cap. The review 
is merely its due, not a further accomplishment" or something less diplomatic than 
that (tons of good options).

especially since the reviewer, David
Albert, is someone with whom I have some profound disagreements about
with more or less all the issues in the book. What we have in common,
though, is our sense of what is important, rather than what the answer
is, and therefore each of us thinks that the other one is making
really good contributions but isn't actually right.



I'm extremely skeptical that David Albert is making really good competitions and 
that DD's comments here are honest.

Rose: What is important, David?

Deutsch: The main issue in the book, through which all the other
themes of the book flow, is, what is the difference between ideas and
ways of thinking that work, that can make progress, that can make
things improve and those that can't.

BoI is relevant to that in many places but doesn't actually say that clear enough. 
it'd be better if it did.

And this comes up in all sorts of
different issues, starting with the fact that progress, from the point
of view of the human species as a whole, is very recent and very rare.
Through most of human history, people would live their entire lives
without ever encountering an innovation, whereas now, we take it for
granted that iPhone updates come more often than is comfortable.

wtf is uncomfortable about iPhone updates? i'm not uncomfortable. I doubt DD is 
uncomfortable about that, either. this is appeasement of people who find the open 
society uncomfortable - he's basically saying their immorality is natural and 
understandable.

Rose: David, I'm going to backtrack and get off the phone and call you
back. The echo is a nuisance and we're going to try again.

Deutsch: OK, I could give you another number to try, but try this one
again and see what happens.

Rose: It'll take a couple of minutes I'll be right back with you.

Deutsch: Yeah.

Rose: OK we're going to try it again, here's a little more music.
David?



Deutsch: Hi.

more boring crap

Rose: We'll see if we can pull this thing off. As I said a minute ago,
I wanted to just take it from the top again. I hardly feel qualified
to discuss quantum anything with you, let alone physics

you're not even qualified to discuss your qualifications, Rose. this sentence is 
nonsense. it says "i hardly feel qualified to discuss a specific part of physics 
known to be difficult which you are an expert at, let alone any part of physics"

or the higher
reaches of the kind of brilliance that's attributed to you. If you
don't mind, there are a couple of things that I want to offer you.
First of all, this is an opportunity for you to speak to our
listeners. So I'm interested in primarily in what you might feel is
important for us to know. So I invite you to address us in that
manner.

why doesn't DD spend more time speaking to people who do have stuff to say?

Deutsch: OK.

Rose: There are two ways to do that. One is to meet us more than
halfway, and speak to us as the common women and men that we are here,
and maybe later in the interview I would happily invite you to speak
to those of us who may be familiar with the rarified intelligence that
you represent. So would you do us a favor, would you do me a favor,
and just make a general statement about the nature of our life here,
the nature of the world we live in?

Deutsch: Indeed.

Rose: Thank you, sir.

Ah, what's going on is this Rose interviewer dude thinks DD is a stupid arrogant 
blowhard and is trying to guide him to make not-completely-useless statements. 



so while Rose sounds like a bit of an idiot here, he's actually doing a reasonable 
job of manipulation for the benefit of his audience, plus Rose playing the role of 
the fool will make the audience feel less bad about being confused.

Why does Rose think this, that DD will say crap on the show and confuse the 
audience? Because DD hasn't done a good enough job rejecting status, being 
clear, etc

DD should be saying like "I'm sorry you expect me to be like that. it's a flaw in our 
culture that many so-called intellectuals are like that. i try very hard to be clear. 
when i'm confusing, i consider that my failure."

but again DD misses the opportunity to say something good. so far he's said 
nothing good.

Deutsch: Yes. So, I guess the elephant in the room is that progress
that we are so used to now that we're used to reading about new
technology, new political ideas, new moral ideas, and new ways of life
all the time. You pick up the newspaper and you're told that something
that was very familiar is soon going to disappear. Or you're told that
something that was very familiar is actually wrong and you never knew
this before and so on. This is what our way of life is about nowadays,
rapid change. And although a lot of people are very cynical about it,
if you take the longer-term view of decades at a time, this is
definitely for the better.

how isn't it for the better in the short term too?

when the iPad Mini with Retina Display comes out, people's lives are better THE 
NEXT DAY. everyone who gets one has a better life. and the people who don't 
get one are basically unaffected.

So we have to call it, not just rapid
change, but rapid progress. And the elephant in the room is that rapid
progress in that sense, in the history of our species, has been
exceptionally rare. Our civilization is the first one ever on the
planet to sustain rapid progress for more than two or three
generations; we sustained it for two or three centuries.

note that Rose's attempt to manipulate DD was kinda a waste of time. I think this 



note that Rose's attempt to manipulate DD was kinda a waste of time. I think this 
is what DD would have said anyway. it's actually not as clear and simple as it 
should be, or as Rose asked it to be. like it doesn't say clearly enough how this 
thing DD is talking about directly answers the question Rose was asking.

Rose: Is our progress actually accelerating?

Deutsch: The signs are that it is indeed accelerating.

start your answer with "yes". it's clearer and simpler.

drop the "indeed". don't talk to impress. ugh.

and this "signs" thing is such a BS approach. DD has arguments, he has reasons, 
he has made a JUDGMENT, but he is dropping the RESPONSIBILITY and 
passively blaming the position on external "signs". this is a close cousin of 
induction (but DD is doing it for (bad) social, not epistemological, reasons)

If you look at
the sort of rate of change -- I'm talking about rate of change of the
way of life of everybody, not just things like the volume of
scientific literature and so on which is going up exponentially --
just in terms of the number of things you can list on the fingers of
one or two hands when you say, "I can't imagine what life used to be
like 10 years ago, 20 years ago, whatever, before we had the World
Wide Web, or before we had Google", and so on, then yes, I think we
are now used to a lot of things happening fast along those lines.

holy fuck this sentence is way too long for text let alone voice. the average 
amount of punctuation per sentence, internal to the sentence, should be like half 
a comma. that's like a reasonable goal. maybe less. DD just shot his average 
through the roof.

DD just lost most of the audience and the host. despite Rose asking him not to do 
that.

Whereas for most of human history, even, say, a century ago, they also
thought that progress was happening fast but it was nothing compared
with the speed now.



Rose: Right, and we're thinking how fast it is now, and likely we
literally cannot imagine what it's going to be like in another 10 or
20 years.

[10:00] Deutsch: That's exactly right.

"exactly" is an unnecessary word. actually, worse than that, b/c it wasn't actually 
exact. it's bad.

It's going to be unimaginably
different from today. And so one of the themes... I said that was the
basic theme of my book, what the difference is between what can bring
about progress and what cannot bring about progress. So one of the
things that this tells us is that if there is going to be rapid
progress continuing, we cannot predict the future.

what is "this"?

this is really unclearly written and i'm not sure what the actual argument is 
supposed to be.

if DD wants to make a difference what he needs to do is teach people they can 
think, they can understand arguments. what he needs to do is actually give them 
a sample of thinking and learning. he needs to make arguments that matter and 
which they understand. he should be focusing all out on that. but it's more like an 
afterthought in his quest for status, which he vaguely imagines will somehow be 
good for something other than his ego.

And that raises
some very interesting and important questions about what is the
rational way to think about an unknowable future?, how can we plan for
an unknowable future?, and so on.

that's misleading. makes it sound kinda like we're totally blind but we aren't.

And some of the commonsense ideas
about what to do in that situation are just wrong in my opinion.
Assuming that our best technology of today is still going to be the
best 50 years from now, which is sort of assumed in a lot of planning,



is just silly.

DD is arguing with something most of the audience won't recognize that anyone 
does. this is so unclear. it looks like a straw man, not a quality argument.

DD may well be right. maybe he has in mind all kinds of planning of which this is 
a good description. but he has to share that.

Rose: It's preposterous.

bad host doesn't ask what planning DD refers to. maybe he's completely lost.

also like notice how the host thinks he is with DD, he and DD are on the same 
side, in the same group. how is DD going to change anything when his 
communications leave tons of the world thinking they are already on his side (or 
he is on theirs) and don't need to change?

Deutsch: Indeed. But then, the interesting question is, what can we
do, since

DD is moving on quickly after not being clear enough. bad.

he's at the same time managing to be too much of a wordy blowhard and also not 
including substance. cuz he wastes most of his time on useless status junk.

we don't know the content of future technology, future
ideas, even future conceptions of right and wrong? Things that we
thought were fine 50 years ago are considered horrible crimes today.
Things like beating children or racial discrimination and so on. And
that is going to accelerate, too. So what can we do?

those examples, about horrible crimes, aren't very true

I think the main
thing to realize is that the same thing that causes this horizon of
predictability is the very thing that is our only possible defense
against it, and that is:



jesus fuck this sentence structure. it doesn't even matter what you say with 
structure and reference use like this.

regarding references: words like "that" and "thing" and "it" are reference words - 
they refer to something else - which generally makes communications a lot 
harder to follow because they aren't giving you any information themselves, they 
are just kinda saying the information is somewhere nearby and hopefully you 
already understood it. that can be a good shortcut when used just a little, but if 
you flood your language with it, or otherwise use it badly, then it's confusing

regarding structure: DD puts all this lead up in a convoluted way and sticks the 
key words of the sentence at the very end and most of the sentence is glue words 
that stick stuff together, not substance. when you see a bunch of text then an 
"and that is:" it's a really bad sign. and this sentence makes you try to hold 
everything in memory as it goes along, it keeps you waiting for information 
coming later to figure out what the current stuff means.

rapid progress. We're going to encounter
problems that we cannot predict, and the only way to deal with that
prospect is to make as much progress as we can in understanding the
world in a fundamental way. Because if you have fundamental theories,
then there is a chance that they will be able to cope with unfamiliar
situations. If you merely have parochial rules of thumb that work for
the moment in a certain situation, then you're going to be in real
trouble when the unexpected arises. And we're already doing that, so
I'm not calling for a radical change in society. I think our society
is already like this. It's more that people find it scary when it is
actually the reverse.

if DD was gonna spend years writing a book so he could get some press 
coverage, do some interviews, etc, he should have had a top quality plan for how 
to use the interviews effectively. he didn't. paragraphs like this are just not good 
enough.

Rose: It's an absolutely unprecedented opportunity.

the host is doing the equivalent of nodding along



Deutsch: It is. And we change things for the better whenever we can
see it's for the better. So the unforeseen problems are going to be of
the form, "something or other looked as though it was going to be
better, but raised an unforeseen problem". And that's not too bad. A
lot of times, in the past, people intentionally caused horrible things
to happen. That's not what we're doing in our civilization.

Rose: The title of the book, "The Beginning of Infinity", is actually
an optimistic... or "optimism" isn't maybe the right word, it's
actually an intuition that we may well be on the verge of quite
possibly a Golden Age.

then the host just abruptly changes the topic cuz he has nothing to say and the 
discussion isn't valuable enough to want to keep going with, he'd rather just try 
something else

also lol this question is so utterly wrong. we're always at the BEGINNING of 
infinity and the BEGINNING does not constitute a "golden age".

Deutsch: Yes.

WHAT THE FUCK DD, DIAF

the interviewer said something strongly contrary to BoI, attributed it to BoI, and 
you said "yes"

I think it's more than an intuition.

so DD means "No, it's more than an intuition"? but used "yes" instead?

the intuition thing is second more minor thing the interviewer got wrong

also BoI does advocate optimism and this host is uncomfortable with optimism.

I think that this
follows from the best knowledge we have about how knowledge works,



you can't persuade people like this

what the relationship is between theoretical knowledge on the one hand
and technology on the other --

long convoluted sentence again

the ability to change the world. And I
do call that optimism, even though it's slightly different from the
conventional meaning of the word, [which is] something like,
"expecting the best outcome." I don't necessarily expect the best
outcome; it's just that the best outcome is possible. That is, there
are no fundamental barriers to progress. That's optimism in my sense.
In other words, to achieve things that we want to achieve is just a
matter of knowing how, provided we don't want to violate the laws of
physics by going faster than light or something, [or by] making a
perpetual motion machine. Provided we don't want to do that kind of
thing, we can do anything if we have the right knowledge.

So DD has ignored the golden age thing, compromised his integrity, and failed to 
make a clear useful point.

Fortunately,
we already know how knowledge is created: basically, through the
methods of science and reason.

oh dear god that's a misleading sentence

Rose: And we also need the right heart, don't we?

wtf?

Deutsch: Yes,

DD means "no", but said "yes", again? did his minder teach him never to 
contradict an interviewer?



well, another of the themes of the book that comes out
from this is precisely that. Moral ideas, and also aesthetic ideas --
I have a whole chapter on why flowers are beautiful, objectively
beautiful -- are objective.

that's not what Rose meant by "heart". and DD knows it.

There must be objectively such a thing as
right and wrong. There is no automatic way of knowing what it is, any
more than there's an automatic way of knowing whether the Higgs boson
exists.

don't use something the audience is unfamiliar with, or confused about, or scared 
of, as your example.

What we have to do in the case of the Higgs boson or
scientific controversies is conjecture testable theories and then do
experiments to distinguish between them. With moral theories, we can't
do tests. You can't test experimentally whether a given goal that you
have is morally right or morally wrong. But what you can do, and what
is perfectly analogous, is apply rational criticism.

better without the word "perfectly"

and again DD structures things so the important part, in this case "apply rational 
criticism", is delayed a ton, it comes AFTER tons of words. he should say it early 
then explain it.

You can see
whether that theory meets the criteria that it is intended to meet,

wtf is "that theory"? does DD mean "a moral idea", and wrote it with 15% as much 
clarity?

and no one knows what "the criteria that it is intended to meet" are. that's 
something that requires explanation and maybe some better phrasing too.

whether it's consistent with other things, whether it's consistent
with facts which we can test, and so on. This is how the moral
progress that we've made already has happened. So, there is such a



thing objectively as right and wrong, objectively beautiful and ugly,
just as much as objectively true and false in science and mathematics.

Rose: You've written in that chapter that deep truth is often
beautiful and that mathematicians and theoretical scientists call this
form of beauty "elegance", which you say is the beauty in
explanations.

Deutsch: Yes, explanations are the theme that links knowledge in
different fields. So what you just said is an example of aesthetic
knowledge being linked -- in a way that we don't yet understand but
which is perfectly obvious when you're participating in it -- that
there's a link between aesthetic knowledge about beauty and
mathematical knowledge which is about abstractions, and also knowledge
in science which is about the laws of physics. So explanations are the
link. Explanations are statements of what is there in reality and why
and how it works.

Rose: Are we coming to understand who we are? Are we starting to get
some clarity about human identity?

Deutsch: The true answer is yes, but this is one of the least
understood things. We know who we are, what we are, as animals, that
is, we know quite a lot about our evolution and we also know quite a
lot about how evolution in general takes place. But how our minds
work, which is the distinctive thing about humans that makes us
qualitatively different from every other currently existing animal on
Earth, is our minds. And we don't know how those work. There are lots
of ideas that claim to know. The field of artificial intelligence for
the last 50 years has believed that it was on the verge of creating an
artificial one of these things, an artificial mind, and it hasn't yet.
And in my opinion that is because there is a very important
outstanding problem about how creativity works. As I say in the book,
I have learned to apply a single criterion to all claims by people who
claim that they understand the human mind, namely: can you program it?
Can you make an artificial one by programming what you think is the
explanation of how it works into a computer? No one at the moment can,
and therefore I don't take any such claims seriously at the moment.
It's definitely the case that such computer programs can be written,
but we just don't know how to do it yet.



look, without reading, at the last quotes. just look at sizes and shapes. they aren't 
having a very interactive back and forth. DD is in lengthy lecture mode and Rose 
is just pretending now and then it's a discussion with some brief comment from 
his notes that's vaguely relevant.

also the content isn't very good. i don't blame Ross for not following this *in real 
time* where one has to be way clearer than in writing.

Rose: Do you have some sense of what we're living for other than just
participating in the unknown phenomenon of being here and developing
and evolving?

Deutsch: Yes. Again, this has to do with both moral and aesthetic
values. What we're trying to do, even though many people try to deny
this, they deny that they are trying to do what is right, or trying to
create what is actually beautiful and so on, but that is what we're
trying to do.

another convoluted sentence

And that is the meaning.

what?

Religions traditionally thought
that the meaning was already known or had been revealed to humans, and
our task is to live up to that, to enact it.

the "that" and "it" in the last 4 words of this sentence refer to the same thing. it's 
bad to use too many references. it's really bad to use different words to refer to 
the same thing. sooo confusing. when you use different words you communicate 
that you're saying different things.

My view is the other way
around,

"the other way around" is a type of reference that's harder to follow than "it" or 
"that".



that the meaning of life is something that we are using
creativity to discover, to build. There isn't a perfectly accurate
word for what we're doing.

meh, just say something good, focus on that

But we can't find the meaning of life in
the world out there, nor just by pure thought or by reference to an
authority.

the setup seemed like he'd be explaining how it does work but then he didn't. 
confusing and also the wrong focus.

i mean if you wanna talk about authority, cool, that'd be a good topic. but you'd 
have to explain it. and it isn't the topic.

What we have to do is form explanations about what is right
and wrong, what is better and worse, what is beautiful and ugly, and
hone those theories while also trying to meet them. At any one moment,
we will meet them imperfectly, just like scientific theories at any
one moment are only an imperfect explanation of what the physical
world is like. But through criticism and conjecture and seeking the
truth we can eliminate the errors in what we have previously thought
and thereby make progress. And that is trying to find the meaning of
life. Trying to create the meaning of life is the meaning of life.

so basically Rose asks how we know life has meaning and DD says like "we learn 
about morality by making and improving explanations". and he says that in a lot 
of convoluted words. is anyone impressed?

at the end DD asserts he answered the question but doesn't explain that part. 
how is creating better knowledge about decision making (morality) finding the 
meaning of life?

Rose: So we want to model and articulate reality.

no that isn't what DD was saying.



Deutsch: Yes.

another "yes" when it should be "no". this is so pathetic.

Both moral, aesthetic as well as abstract and physical
reality. Yes, exactly.

wait, make that a "yes exactly" instead of "no".

i wonder if DD is doing more harm than good now. more destruction than 
creation.

and this interview is from years ago and DD's been trending downwards.

Rose: Is the idea of a single universe quaint? Is it already
anachronistic?

another abrupt topic change after a non-discussion. the host isn't engaged, it's 
lecture mode with no signs anyone is following.

now watch what happens:

Deutsch: In my opinion, yes. But I have to give a warning to go along
with this theory, [which is] that the overwhelming majority of my
colleagues who work on fundamental physics would disagree with me.
Clinging to a single-universe worldview and trying to explain away
both the theory and the experiments of quantum mechanics is the
majority view. Now I think this is deplorable, but I don't want to go
around giving the impression that my view is the only one about this.
Quite the contrary. I think perhaps fewer than 10% of my colleagues
would agree with this, but I think this is just a sociological
phenomenon. Something went badly wrong with the physics community
'round about the 1930s, and we haven't yet got over it. And it's a bit
of a scandal, I have to say. The denial that quantum mechanics
describes parallel universes is exactly the same logic as denying that
fossils represent dinosaurs, that fossils are evidence of dinosaurs.
So what people say is, OK, the quantum mechanics experiments come out



as if the photon in our universe was being affected by photons in
other universes and so on, but that doesn't mean that there are other
universes, because no one's ever seen one. And that's the same logic
as saying, OK, so dinosaurs are the only known explanation of fossils
as we see them, but no one's ever seen a dinosaur and no one ever
will, and therefore it's optional whether you say those dinosaurs are
real or not. And so just as people say that quantum mechanics is only
the study of what we will see when we do an experiment, it's exactly
the same as saying paleontology is only the study of fossils, not the
study of what animals brought about those particular patterns in
rocks. I'm not saying that the state of mind of physicists when they
try to avoid the many universes conclusions is the same as that of
creationists, but I am saying, I'm afraid, that the logic of their
argument is identical to that of creationists who say that there are
fossils but no dinosaurs.

epicly long part

Rose: Are you satisfied with the precision of language?

tiny comment to make it look more like a discussion

Deutsch: No, but that's only because new ideas, if they're
fundamental, often make existing language misleading and imprecise.
This certainly happens in parallel universe theory and in some of the
other fields that I've worked in. But I think the idea of having a
perfectly precise language in order perhaps to get rid of all human
disputes and so on, I think that's a chimera. There's no way to do
that. What we have to do is be as precise as is necessary to express
the explanations that we want to express, but perfect precision is
impossible. Also, terminology, language always contains also built-in
assumptions, some of which will be wrong. And therefore, language
contains built-in false theories. One of the ones that I described in
my first book was: language contains this whole theory that time
flows, that the present moment moves from yesterday to today to
tomorrow. But of course, nothing moves from yesterday to today to
tomorrow. Yesterday always remains where it always ways, behind today.

This idea of the flow of time, which is built into our very language,



This idea of the flow of time, which is built into our very language,
is just a mistake, and it's one of the things that one has to unlearn
when one deals with time in physics. That's a general thing, that
language contains assumptions and theories which may be false.

super long part

Rose: Do you find existence fascinating, and more than that, do you
find it worthy of ecstasy?

tiny comment

Deutsch: Yes, now here we come immediately to a place where language
is perhaps not precise enough. Because of this unity of these many
different kinds of truth that I mentioned, physics, morality,
aesthetics, and so on, the pursuit of joy, I would say, rather than
ecstasy, on the larger scale, it's really the only token that we have
that we're doing the right thing. And yet, I've immediately got to
contradict what that sounds like. It sounds like advocacy of a
hedonistic worldview. You have to remember that if we try to fit this
into the general scheme of being at the beginning of infinity, of
expecting unlimited improvement in the future, that means that we have
to be critical of the criteria that we use to be joyful about
something. So while using it as a criterion, as a guide, we must not
use it as an authority. So it's not that we subordinate everything to
joy or pleasure and so on, but we use it as a guide while being open
to changing it. So we should be ready to change what we enjoy to
something better. This is, by the way, one of the things that's wrong
with utilitarianism. The idea that morality consists of maximizing
one's preferences or maximizing the greatest good of the greatest
number. It's assumed that our preferences are fixed or biological and
so on, and in fact that denies the most important thing about human
beings: namely, that we alter our preferences. We can improve them
just as we improve all our other ideas. Preferences are just ideas. So
the stereotypical refutation of utilitarianism is that your friend
asks you, "Which of these two job offers should I take?" "Which of
these two jobs should I want?" is really the question. And you say,
"Well, choose the one that you prefer." And he says, "Yes, well, don't



be silly, that's what I'm asking you, I'm asking you which one I
should prefer." And utilitarianism cannot describe the meaning of that
exchange, but I think it's perfectly obvious what it means. It is
possible to be undecided about what to prefer. This is something that
only humans, again, can do. Because animals do have fixed preferences.
They can be trained to do one thing or another, but if one animal can
be trained to do it, then so can another, and for each animal, there
are things that it is impossible to train it to do, which seem
perfectly obvious and natural to a human to do.

long ass lecture

Rose: I'm curious why you chose to turn away from the word ecstasy.

tiny comment

Deutsch: Because ecstasy to me has a connotation of renunciation of
criticism. One "falls into" an ecstasy. One is "dominated" by ecstasy.
And it is something supposed to be primal and beneath the level of
critical thought. Whereas the thing that I'm aiming for is entirely
subject to critical thought.

Rose: Do you have regard for the work of Thomas Berry and Brian
Swimme?

Deutsch: I don't know them, I'm afraid.

lol interaction

and why does DD say he is "afraid"? that's dumb.

Rose: I see. Well, among other things, they produced a book called
"The Universe Story" about 20 years ago. It's kind of like the family
album. It kind of gives us a beautifully articulated sketch of the
history of our universe, this particular universe. I just thought you
might be familiar with it. David, these days we're witnessing a
tremendous social phenomenon around so-called spiritual ideas and



practices. Does the word "spirit" have any real meaning?

Deutsch: Rather than ask about the word, I would prefer to concentrate
on the phenomenon. I think the progress that I referred to at the
beginning which was caused by the pursuit of truth and good
explanations and so on has been accompanied from the outset by various
forms of rebellion against it. Some of them are very overt and I think
the spiritual trend that you were referring to, if I understand
correctly what you were referring to, is sort of rebellion against
reason. It is saying that there is something more to the world than
true and false. That perhaps if we feel that something is true, that
can make it true. That if we want something to be true, that can make
it true.

Rose: Right, or hope it to be true.

Deutsch: Or hope that it's true. Of course, there is a grain of truth,
as I said earlier, that only the laws of physics and knowledge stand
between us and what we want. But that's not what we mean here. The
spiritual angle that I was criticizing is that we can make things be
true just by believing them to be true, or hoping, or wishing, as you
said. That rebellion, I think, is wholly false. It's a sort of
hangover from pre-rational times, but it also has an entirely modern
aspect which is that it is a rebellion. The ancient spiritualism and
religiousness was not a rebellion against reason. Reason, as we know
it, hadn't really been invented. But the modern one is. And just for
completeness, let me say that I think a more dangerous enemy to reason
is not this overt rejection of it in spiritualism, but the apparent
acceptance or even worship of it. The best way I can describe this is
that the French Revolution described itself as the triumph of reason.
And the result was mass slaughter, including the killing of the most
prominent scientists in France, and the imposition of bloodthirsty
dictatorship followed by Napoleon and war and so on. All this was done
by people who believed that they were overthrowing ancient unreason in
favor of reason, and they called this the Enlightenment. To me, this
is just another rebellion. This is the Enlightenment rebellion against
reason. But the Enlightenment also had another strand, which was
initially followed more in the English-speaking countries, which was
in favor not of establishing immediately a state called "reason",
which would be the ideal state, and which would then not need any



further improvement, but on the contrary, to try to improve things so
that institutions were able to correct their own errors. This was a
very gradualist and evolutionary approach to unlimited progress. One
of the paradoxes of the bad kind of application of "reason" is that
even if you were to succeed in doing that and achieving your utopia,
it would mean that no further progress was possible. And if no further
progress is possible, then what we were saying earlier is the essence
of humanity would no longer be possible either. Humans would just be
functionaries in this idealized utopia, and there'd be no point in
being one. But, in practice it just led to violence. Whereas the good
side of the Enlightenment is the thing that is now the basis of
Western civilization and has the potential for unlimited further
progress in the future if we make the right choices. If we make the
wrong choices, we could just destroy it and go back to stasis or
worse, just as happened with every previous attempt at progress in
human history.

long ass lecture

Rose: Do you sense any obligation that we have to succeed?

tiny comment

Deutsch: I suppose we do. If you recognize that you have an obligation
to future generations, then really I don't see any alternative but to
say that we need progress. Because progress is simply, on that
timescale, helping future generations not to suffer, not to be
thwarted in their attempts to improve their lives, and helping them to
be better in whatever ways they turn out to want to be better, which
we hope will be better ways than we currently think better, so
everything can improve. The only alternative, which is sometimes
called "sustainability", is to assume that everything that works
today... we should never do anything today that isn't going to work
indefinitely. And if we take that seriously, that means that we're
aiming for stasis. I know that people who are in favor of
sustainability don't think of it that way. They think of
sustainability as "sustainable progress". But that is a contradiction.
If you analyze that in the light of what progress actually consists

of, and what is required to make progress, unfortunately, it is



of, and what is required to make progress, unfortunately, it is
impossible because progress requires conjecture and criticism, and
therefore it requires errors. And conversely, if we try to achieve an
error-free state, we will also have a progress-free state. As my old
boss John Wheeler used to say, "Our whole problem is to make the
mistakes as fast as possible." He was speaking about within physics,
trying to improve our knowledge of the laws of physics. But the same
thing is true of all knowledge. Our whole problem is to make the
mistakes as fast as possible. Conversely, arranging things so that we
don't make any mistakes, so that we can't make any mistakes or that
we're trying to make a way of life that doesn't have mistakes is also
necessarily a way of life that can't make progress.

long ass lecture

Rose: You were at one time - maybe you still are - involved in a
project called Taking Children Seriously. Is that still something
that's alive?

ohhh TCS let's pay attention again.

Deutsch: Yes.

no thanks to you, DD

This is just another application of the same idea.

wow way to downplay TCS as nothing special

A lot
of ideas that are prevalent today are hangovers of a time of stasis,
the time of a static society that preceded what we call Western
civilization. There was a gradual change beginning 'round about the
time of Renaissance.

so DD was explicitly asked about TCS. also whether it's alive to which he said 
"yes" but nothing else yet.



now, given this wonderful chance, he is not yet talking about TCS. let's see how 
this develops while keeping these issues in mind.

Those ideas were all about trying to keep
existing knowledge the same, because they thought that all things
worth knowing had already been said, perhaps in holy books and
whatever. And the whole of society was just a gigantic machine for
keeping the existing ideas, morality, knowledge, technology, ways of
life, and of course religion, the same, preventing change. If you
think about how we think about education today, it's one of the things
that hasn't really caught up with the Enlightenment. When we think,
for example, of what makes a good school, a good university, a good
educational system, it's high standards. Well, "high standards" means
as many people as possible should meet the standard. In other words,
they should be as alike as possible. And what's more, they should be
alike in the way that was defined by the previous generation. And
really, that is the exact opposite of what we need to make progress.

ok there's a pretty good point there, though he's talking about schooling instead 
of parenting b/c he's a coward.

As a result, the values that are embodied in educational systems, like
"do as you're told" and "become standardized" and so on are actually
in conflict with the values of our society in the broader sense. So
constantly, issues arise about a conflict between one of the things
that people take for granted should be normal in a school or in a
family between parents and children on the one hand, and things like
freedom of speech, free group association, freedom of thought and so
on on the other hand. We need to... I was just going to say,
"emancipate children from compulsory education", but "emancipate" is
the wrong word because it has a connotation of politics. Just having
freedom for children is not the same thing as it is in freeing slaves
or making women equal and so on, because what really counts with
children is not so much what they're allowed to do or not do as how
their thinking is supposed to go, what one expects a good life to be,
or a young person [to be].

ugh convoluted sentence.



no statement of what TCS is still. audience is lost in details.

the good point was drown out by just rambling instead of explaining some clear 
points in some kind of meaningful context.

And at the moment, the idea is that youth
is a time during which one becomes assimilated to the standards by
which one is going to be judged when one is older. And a freer concept
which is closer to the values of the Enlightenment is to say that,
youth/childhood is a time of creativity, and creativity is
unpredictable. The real thing we need to try to do is to make the
whole of life like that, rather than to shoehorn children and young
people into an existing path.

Rose: All of us, yes. Amen to that. We have to wrap it up in a minute,
sir. I have one question and it's this, at least for now: is the
universe or the multiverse anything other than blazing intelligence
itself?

so here DD is getting "Amen" from this guy who is not at all TCS. so DD has 
failed to communicate even that TCS and Rose disagree. you can't spread ideas 
this way.

Rose doesn't even know what he was saying "Amen" too. he doesn't know what 
DD was talking about. DD sorta said a few things in ways people wouldn't notice. 
ugh.

and no elaboration about TCS being alive, or statement of what it is, or how or 
where to get info about it, etc. and instead of saying TCS is important DD 
minimized it.

TCS is alive but no thanks to DD.

Deutsch: We can make it so. Well, I don't know about "anything other".
But it is implied by the idea that there are no bounds on progress,
that if we play our cards right, if we want to, we can become the
major thing that is happening in the universe. Both in the physical
sense, that is, by leaving the planet on spaceships and going to other
planets, and then to other star systems, and eventually other
galaxies, and spreading across the universe, and making all the matter



and energy there increasingly do what we want it to, what gives us
joy, what we think is right for it. (And when I say "we", I don't just
mean humans; if there are any extra-terrestrials out there, then we
and they will be doing this together. There's only one kind of person
possible in the universe.) Not only in that physical sense, but also
in the moral sense, in the aesthetic sense, we will be the thing that
is deciding what should happen next and what is beautiful. So, yes, I
don't think it's quite right to say that mind will be everything, but
mind can, if we play our cards right, if it plays its cards right, can
dominate everything, can be the most significant thing about the
universe.

this fits the short Rose statements and long DD lectures pattern again. the TCS 
stuff did too.

and what happened to the listener questions that Rose advertised earlier on?

Rose: And we have every reason to trust it.

Deutsch: It's not really a matter of trust, because trust again
suggests that there is something immutable about the values that will
come up. Trusting them would mean that we're not going to change them.
But we are in fact going to change our values. We are doing it very
fast already, and we will be doing it faster.

Rose: I'm very grateful that you came and spoke to us today. Many,
many "thank you"s.

Deutsch: Well, very interesting questions. Thanks for having me on the
show.

Rose: Hope to speak to you again. All the best.

Deutsch: OK, bye-bye then.

Rose: David Deutsch in Oxford, Great Britain. The author of The
Beginning of Infinity: Explanations that Transform the World.

well that sucked
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Here is a very lightly edited transcript of David Deutsch's appearance
on "What Now" with Ken Rose on Oct 6, 2011. The audio is available at
http://www.pantedmonkey.org/podcastgen/download.php?filename=2011-10-
06_1105_what_now_david_deutsch.mp3

Ken Rose: KOWS 107.3 FM, Occidental, CA. The "What Now" show, Mondays
11am-2pm. Live on the telephone from the United Kingdom we have David
Deutsch. Good afternoon, good evening.

David Deutsch: Good evening.

Rose: What is it, 7:00, 8:00 where you are?

who cares?

and if you care, google it?

Deutsch: It's just past 7:00.

Rose: All right, excellent. Have you had your supper?

who cares?

Deutsch: Not yet.

why answer an irrelevant personal question instead of direct things to 
philosophy?

http://www.pantedmonkey.org/podcastgen/download.php?filename=2011-10-06_1105_what_now_david_deutsch.mp3


Rose: All right, well, maybe we can stimulate your appetite just a
little bit more.

dumb joke, not very funny

Deutsch: Yes, I've just been playing badminton, so I'm having a nice
rest now.

ah, so DD wants to bring up his irrelevant status hobbies, he isn't actually 
looking to focus on philosophy

Rose: Yeah, how's your game?

DD brought this continued off-topic on himself.

Deutsch: Bad.

so cute, am i right?

Rose: Well, practice, practice.

DD brought this continued off-topic on himself.

Thank you very much for joining us.
Should I refer to you as "Dr. Deutsch" or "Professor" --

ugh this host

Deutsch: "David".

finally a correct statement. though DD missed the opportunity to give an 
explanation for this.

Rose: David, absolutely. I'm getting a little bit of an echo, I don't
know if you're hearing any, but it's tolerable, it's not bad at all.



Deutsch: OK...

Rose: Yeah, I don't want to take the time to call back. I think we're
going to make do here.

why bring it up if you don't want to do anything about it?

Deutsch: OK.

Rose: Are you in Oxford?

Deutsch: Yes.

so boring

Rose: Ah, okeydokey. By way of introduction, David Deutsch, fellow of
the Royal Society, is an Israeli-British physicist at the University
of Oxford. I'm reading from Wikipedia. He is a non-stipendiary
Visiting Professor in the Department of Atomic and Laser physics at
the Centre for Quantum Computation in the Clarendon Laboratory at the
University of Oxford. He pioneered the field of quantum computation by
being the first person to formulate a description for a quantum Turing
machine, as well as specifying an algorithm designed to run on a
quantum computer. He is also a proponent of the many-worlds
interpretation of quantum mechanics. I want to go through this, David.
Hang on with me.

Deutsch: OK.

blah blah blah, interviewer talks a lot. more crap intro.

DD could have said "please don't status me bro" but didn't, he is "OK" with this.

I saw a guy cut off a status-y introduction IRL once with an "ok that's enough 
people are probably bored and I wanna talk now" kind of reaction, heh.
The guy doing the introduction looked a bit sheepish but everyone laughed and it 
was even socially OK as a result!

BTW if you want to see a different sort of introduction to an interview here's a



BTW if you want to see a different sort of introduction to an interview here's a 
good example: http://www.youtube.com/watch?v=cAFKnfN4bfk
Guy lists some books Rand has written, admits he didn't read the latest one 
(ITOE) because Rand said she wouldn't mind if he didn't (heh), and then they are 
off to the races in terms of substance.

I would think it'd be quite possible, in setting up an interview with even a 
somewhat fluffy interviewer (to the extent you think such things have value), to 
specify terms of engagement along the lines of "no multi-paragraphy statusy 
intros. Let's jump right into substance. My time is valuable and so is the time of 
your listeners." And if someone didn't want to do that much, why talk to them?

I suppose it's possible that the publisher makes u agree to a certain number of 
interviews and doesn't tell you who they'll be with in advance or something. Even 
still...

Rose: I'm a New Yorker, and I've been reading the New York Times for
55 years. A couple of months ago, I suppose, let's see, yeah, the New
York Times Review gave The Beginning of Infinity -- subtitled
"Explanations that Transform the World" -- a very rare double-page
centerfold in the book reviews section, with the headline, "Explaining
it All". This is quite a feather in your cap to be so celebrated, yes?

god this is all about status

Deutsch: I was very pleased,

DD you suck. you should be pleased by actual merit, not perceived merit. you 
should by pleased by actual accomplishments, not people's opinions.

DD should have said like, "No, I think my book is a feather in my cap. The 
review is merely its due, not a further accomplishment" or something less 
diplomatic than that (tons of good options).

especially since the reviewer, David
Albert, is someone with whom I have some profound disagreements about
with more or less all the issues in the book. What we have in common,
though, is our sense of what is important, rather than what the answer
is, and therefore each of us thinks that the other one is making
really good contributions but isn't actually right.

http://www.youtube.com/watch?v=cAFKnfN4bfk


I'm extremely skeptical that David Albert is making really good competitions and 
that DD's comments here are honest.

Near the beginning of the Albert review is a paragraph I can only describe as 
almost unrelentingly hostile while pretending to be friendly:

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infinity-by-
david-deutsch-book-review.html?pagewanted=all

It hardly seems worth saying (to begin with) that the chutzpah of this guy is 
almost beyond belief, and that any book with these sorts of ambitions is 
necessarily, in some overall sense, a failure, or a fraud, or a joke, or 
madness.

So BoI is "necessarily, in some overall sense, a failure, or a fraud, or a joke, or 
madness" and DD is "very pleased."

But Deutsch (who is famous, among other reasons, for his pioneering 
contributions to the field of quantum computation) is so smart, and so 
strange, and so creative, and so inexhaustibly curious, and so vividly 
intellectually alive, that it is a distinct privilege, notwithstanding everything, to 
spend time in his head. He writes as if what he is giving us amounts to a 
tight, grand, cumulative system of ideas — something of almost mathematical 
rigor — but the reader will do much better to approach this book with the 
assurance that nothing like that actually turns out to be the case.

So BoI should be approached as if "nothing like" it being a "tight, grand, 
cumulative system of ideas" is the case and DD is "very pleased."

I like to think of it as more akin to great, wide, learned, meandering 
conversation — something that belongs to the genre of, say, Robert Burton’s 
“Anatomy of Melancholy” — never dull, often startling and fantastic and 
beautiful, often at odds with itself, sometimes distasteful, sometimes 
unintentionally hilarious, sometimes (even, maybe, secondarily) true.

So BoI should be approached as if it is "often at odds with itself . . . distasteful . . . 
unintentionally hilarious" and DD is "very pleased."

What would make DD displeased? Would the reviewer have to defecate on a 

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infinity-by-david-deutsch-book-review.html?pagewanted=all


copy and post a picture of that as the entirety of their review?

Rose: What is important, David?

Deutsch: The main issue in the book, through which all the other
themes of the book flow, is, what is the difference between ideas and
ways of thinking that work, that can make progress, that can make
things improve and those that can't.

BoI is relevant to that in many places but doesn't actually say that clear enough. 
it'd be better if it did.

And this comes up in all sorts of
different issues, starting with the fact that progress, from the point
of view of the human species as a whole, is very recent and very rare.
Through most of human history, people would live their entire lives
without ever encountering an innovation, whereas now, we take it for
granted that iPhone updates come more often than is comfortable.

wtf is uncomfortable about iPhone updates? i'm not uncomfortable. I doubt DD 
is uncomfortable about that, either. this is appeasement of people who find the 
open society uncomfortable - he's basically saying their immorality is natural and 
understandable.

Rose: David, I'm going to backtrack and get off the phone and call you
back. The echo is a nuisance and we're going to try again.

Deutsch: OK, I could give you another number to try, but try this one
again and see what happens.

Rose: It'll take a couple of minutes I'll be right back with you.

Deutsch: Yeah.

Rose: OK we're going to try it again, here's a little more music.
David?

Deutsch: Hi.



more boring crap

Rose: We'll see if we can pull this thing off. As I said a minute ago,
I wanted to just take it from the top again. I hardly feel qualified
to discuss quantum anything with you, let alone physics

you're not even qualified to discuss your qualifications, Rose. this sentence is 
nonsense. it says "i hardly feel qualified to discuss a specific part of physics 
known to be difficult which you are an expert at, let alone any part of physics"

or the higher
reaches of the kind of brilliance that's attributed to you. If you
don't mind, there are a couple of things that I want to offer you.
First of all, this is an opportunity for you to speak to our
listeners. So I'm interested in primarily in what you might feel is
important for us to know. So I invite you to address us in that
manner.

why doesn't DD spend more time speaking to people who do have stuff to say?

Deutsch: OK.

Rose: There are two ways to do that. One is to meet us more than
halfway, and speak to us as the common women and men that we are here,
and maybe later in the interview I would happily invite you to speak
to those of us who may be familiar with the rarified intelligence that
you represent. So would you do us a favor, would you do me a favor,
and just make a general statement about the nature of our life here,
the nature of the world we live in?

Deutsch: Indeed.

Rose: Thank you, sir.

Ah, what's going on is this Rose interviewer dude thinks DD is a stupid arrogant 
blowhard and is trying to guide him to make not-completely-useless statements. 
so while Rose sounds like a bit of an idiot here, he's actually doing a reasonable 
job of manipulation for the benefit of his audience, plus Rose playing the role of 
the fool will make the audience feel less bad about being confused.



the fool will make the audience feel less bad about being confused.

Why does Rose think this, that DD will say crap on the show and confuse the 
audience? Because DD hasn't done a good enough job rejecting status, being 
clear, etc

DD should be saying like "I'm sorry you expect me to be like that. it's a flaw in 
our culture that many so-called intellectuals are like that. i try very hard to be 
clear. when i'm confusing, i consider that my failure."

but again DD misses the opportunity to say something good. so far he's said 
nothing good.

Deutsch: Yes. So, I guess the elephant in the room is that progress
that we are so used to now that we're used to reading about new
technology, new political ideas, new moral ideas, and new ways of life
all the time. You pick up the newspaper and you're told that something
that was very familiar is soon going to disappear. Or you're told that
something that was very familiar is actually wrong and you never knew
this before and so on. This is what our way of life is about nowadays,
rapid change. And although a lot of people are very cynical about it,
if you take the longer-term view of decades at a time, this is
definitely for the better.

how isn't it for the better in the short term too?

when the iPad Mini with Retina Display comes out, people's lives are better THE 
NEXT DAY. everyone who gets one has a better life. and the people who don't 
get one are basically unaffected.

So we have to call it, not just rapid
change, but rapid progress. And the elephant in the room is that rapid
progress in that sense, in the history of our species, has been
exceptionally rare. Our civilization is the first one ever on the
planet to sustain rapid progress for more than two or three
generations; we sustained it for two or three centuries.

note that Rose's attempt to manipulate DD was kinda a waste of time. I think 
this is what DD would have said anyway. it's actually not as clear and simple as 



it should be, or as Rose asked it to be. like it doesn't say clearly enough how 
this thing DD is talking about directly answers the question Rose was asking.

Rose: Is our progress actually accelerating?

Deutsch: The signs are that it is indeed accelerating.

start your answer with "yes". it's clearer and simpler.

drop the "indeed". don't talk to impress. ugh.

and this "signs" thing is such a BS approach. DD has arguments, he has 
reasons, he has made a JUDGMENT, but he is dropping the RESPONSIBILITY 
and passively blaming the position on external "signs". this is a close cousin of 
induction (but DD is doing it for (bad) social, not epistemological, reasons)

If you look at
the sort of rate of change -- I'm talking about rate of change of the
way of life of everybody, not just things like the volume of
scientific literature and so on which is going up exponentially --
just in terms of the number of things you can list on the fingers of
one or two hands when you say, "I can't imagine what life used to be
like 10 years ago, 20 years ago, whatever, before we had the World
Wide Web, or before we had Google", and so on, then yes, I think we
are now used to a lot of things happening fast along those lines.

holy fuck this sentence is way too long for text let alone voice. the average 
amount of punctuation per sentence, internal to the sentence, should be like half 
a comma. that's like a reasonable goal. maybe less. DD just shot his average 
through the roof.

DD just lost most of the audience and the host. despite Rose asking him not to 
do that.

Whereas for most of human history, even, say, a century ago, they also
thought that progress was happening fast but it was nothing compared
with the speed now.

Rose: Right, and we're thinking how fast it is now, and likely we



literally cannot imagine what it's going to be like in another 10 or
20 years.

[10:00] Deutsch: That's exactly right.

"exactly" is an unnecessary word. actually, worse than that, b/c it wasn't actually 
exact. it's bad.

It's going to be unimaginably
different from today. And so one of the themes... I said that was the
basic theme of my book, what the difference is between what can bring
about progress and what cannot bring about progress. So one of the
things that this tells us is that if there is going to be rapid
progress continuing, we cannot predict the future.

what is "this"?

this is really unclearly written and i'm not sure what the actual argument is 
supposed to be.

if DD wants to make a difference what he needs to do is teach people they can 
think, they can understand arguments. what he needs to do is actually give 
them a sample of thinking and learning. he needs to make arguments that 
matter and which they understand. he should be focusing all out on that. but it's 
more like an afterthought in his quest for status, which he vaguely imagines will 
somehow be good for something other than his ego.

And that raises
some very interesting and important questions about what is the
rational way to think about an unknowable future?, how can we plan for
an unknowable future?, and so on.

that's misleading. makes it sound kinda like we're totally blind but we aren't.

And some of the commonsense ideas
about what to do in that situation are just wrong in my opinion.
Assuming that our best technology of today is still going to be the
best 50 years from now, which is sort of assumed in a lot of planning,
is just silly.



DD is arguing with something most of the audience won't recognize that anyone 
does. this is so unclear. it looks like a straw man, not a quality argument.

DD may well be right. maybe he has in mind all kinds of planning of which this is 
a good description. but he has to share that.

Rose: It's preposterous.

bad host doesn't ask what planning DD refers to. maybe he's completely lost.

also like notice how the host thinks he is with DD, he and DD are on the same 
side, in the same group. how is DD going to change anything when his 
communications leave tons of the world thinking they are already on his side (or 
he is on theirs) and don't need to change?

Deutsch: Indeed. But then, the interesting question is, what can we
do, since

DD is moving on quickly after not being clear enough. bad.

he's at the same time managing to be too much of a wordy blowhard and also 
not including substance. cuz he wastes most of his time on useless status junk.

we don't know the content of future technology, future
ideas, even future conceptions of right and wrong? Things that we
thought were fine 50 years ago are considered horrible crimes today.
Things like beating children or racial discrimination and so on. And
that is going to accelerate, too. So what can we do?

those examples, about horrible crimes, aren't very true

I think the main
thing to realize is that the same thing that causes this horizon of
predictability is the very thing that is our only possible defense
against it, and that is:

jesus fuck this sentence structure. it doesn't even matter what you say with 
structure and reference use like this.



regarding references: words like "that" and "thing" and "it" are reference words - 
they refer to something else - which generally makes communications a lot 
harder to follow because they aren't giving you any information themselves, they 
are just kinda saying the information is somewhere nearby and hopefully you 
already understood it. that can be a good shortcut when used just a little, but if 
you flood your language with it, or otherwise use it badly, then it's confusing

regarding structure: DD puts all this lead up in a convoluted way and sticks the 
key words of the sentence at the very end and most of the sentence is glue 
words that stick stuff together, not substance. when you see a bunch of text then 
an "and that is:" it's a really bad sign. and this sentence makes you try to hold 
everything in memory as it goes along, it keeps you waiting for information 
coming later to figure out what the current stuff means.

rapid progress. We're going to encounter
problems that we cannot predict, and the only way to deal with that
prospect is to make as much progress as we can in understanding the
world in a fundamental way. Because if you have fundamental theories,
then there is a chance that they will be able to cope with unfamiliar
situations. If you merely have parochial rules of thumb that work for
the moment in a certain situation, then you're going to be in real
trouble when the unexpected arises. And we're already doing that, so
I'm not calling for a radical change in society. I think our society
is already like this. It's more that people find it scary when it is
actually the reverse.

if DD was gonna spend years writing a book so he could get some press 
coverage, do some interviews, etc, he should have had a top quality plan for 
how to use the interviews effectively. he didn't. paragraphs like this are just not 
good enough.

Rose: It's an absolutely unprecedented opportunity.

the host is doing the equivalent of nodding along

Deutsch: It is. And we change things for the better whenever we can



see it's for the better. So the unforeseen problems are going to be of
the form, "something or other looked as though it was going to be
better, but raised an unforeseen problem". And that's not too bad. A
lot of times, in the past, people intentionally caused horrible things
to happen. That's not what we're doing in our civilization.

Rose: The title of the book, "The Beginning of Infinity", is actually
an optimistic... or "optimism" isn't maybe the right word, it's
actually an intuition that we may well be on the verge of quite
possibly a Golden Age.

then the host just abruptly changes the topic cuz he has nothing to say and the 
discussion isn't valuable enough to want to keep going with, he'd rather just try 
something else

also lol this question is so utterly wrong. we're always at the BEGINNING of 
infinity and the BEGINNING does not constitute a "golden age".

Deutsch: Yes.

WHAT THE FUCK DD, DIAF

the interviewer said something strongly contrary to BoI, attributed it to BoI, and 
you said "yes"

I think it's more than an intuition.

so DD means "No, it's more than an intuition"? but used "yes" instead?

the intuition thing is second more minor thing the interviewer got wrong

also BoI does advocate optimism and this host is uncomfortable with optimism.

I think that this
follows from the best knowledge we have about how knowledge works,

you can't persuade people like this

what the relationship is between theoretical knowledge on the one hand



and technology on the other --

long convoluted sentence again

the ability to change the world. And I
do call that optimism, even though it's slightly different from the
conventional meaning of the word, [which is] something like,
"expecting the best outcome." I don't necessarily expect the best
outcome; it's just that the best outcome is possible. That is, there
are no fundamental barriers to progress. That's optimism in my sense.
In other words, to achieve things that we want to achieve is just a
matter of knowing how, provided we don't want to violate the laws of
physics by going faster than light or something, [or by] making a
perpetual motion machine. Provided we don't want to do that kind of
thing, we can do anything if we have the right knowledge.

So DD has ignored the golden age thing, compromised his integrity, and failed 
to make a clear useful point.

Fortunately,
we already know how knowledge is created: basically, through the
methods of science and reason.

oh dear god that's a misleading sentence

Rose: And we also need the right heart, don't we?

wtf?

Deutsch: Yes,

DD means "no", but said "yes", again? did his minder teach him never to 
contradict an interviewer?

well, another of the themes of the book that comes out
from this is precisely that. Moral ideas, and also aesthetic ideas --
I have a whole chapter on why flowers are beautiful, objectively



beautiful -- are objective.

that's not what Rose meant by "heart". and DD knows it.

There must be objectively such a thing as
right and wrong. There is no automatic way of knowing what it is, any
more than there's an automatic way of knowing whether the Higgs boson
exists.

don't use something the audience is unfamiliar with, or confused about, or 
scared of, as your example.

What we have to do in the case of the Higgs boson or
scientific controversies is conjecture testable theories and then do
experiments to distinguish between them. With moral theories, we can't
do tests. You can't test experimentally whether a given goal that you
have is morally right or morally wrong. But what you can do, and what
is perfectly analogous, is apply rational criticism.

better without the word "perfectly"

and again DD structures things so the important part, in this case "apply rational 
criticism", is delayed a ton, it comes AFTER tons of words. he should say it early 
then explain it.

You can see
whether that theory meets the criteria that it is intended to meet,

wtf is "that theory"? does DD mean "a moral idea", and wrote it with 15% as 
much clarity?

and no one knows what "the criteria that it is intended to meet" are. that's 
something that requires explanation and maybe some better phrasing too.

whether it's consistent with other things, whether it's consistent
with facts which we can test, and so on. This is how the moral
progress that we've made already has happened. So, there is such a
thing objectively as right and wrong, objectively beautiful and ugly,
just as much as objectively true and false in science and mathematics.

Rose: You've written in that chapter that deep truth is often



Rose: You've written in that chapter that deep truth is often
beautiful and that mathematicians and theoretical scientists call this
form of beauty "elegance", which you say is the beauty in
explanations.

Deutsch: Yes, explanations are the theme that links knowledge in
different fields. So what you just said is an example of aesthetic
knowledge being linked -- in a way that we don't yet understand but
which is perfectly obvious when you're participating in it -- that
there's a link between aesthetic knowledge about beauty and
mathematical knowledge which is about abstractions, and also knowledge
in science which is about the laws of physics. So explanations are the
link. Explanations are statements of what is there in reality and why
and how it works.

Rose: Are we coming to understand who we are? Are we starting to get
some clarity about human identity?

Deutsch: The true answer is yes, but this is one of the least
understood things. We know who we are, what we are, as animals, that
is, we know quite a lot about our evolution and we also know quite a
lot about how evolution in general takes place. But how our minds
work, which is the distinctive thing about humans that makes us
qualitatively different from every other currently existing animal on
Earth, is our minds. And we don't know how those work. There are lots
of ideas that claim to know. The field of artificial intelligence for
the last 50 years has believed that it was on the verge of creating an
artificial one of these things, an artificial mind, and it hasn't yet.
And in my opinion that is because there is a very important
outstanding problem about how creativity works. As I say in the book,
I have learned to apply a single criterion to all claims by people who
claim that they understand the human mind, namely: can you program it?
Can you make an artificial one by programming what you think is the
explanation of how it works into a computer? No one at the moment can,
and therefore I don't take any such claims seriously at the moment.
It's definitely the case that such computer programs can be written,
but we just don't know how to do it yet.

look, without reading, at the last quotes. just look at sizes and shapes. they 
aren't having a very interactive back and forth. DD is in lengthy lecture mode 



and Rose is just pretending now and then it's a discussion with some brief 
comment from his notes that's vaguely relevant.

also the content isn't very good. i don't blame Ross for not following this *in real 
time* where one has to be way clearer than in writing.

Rose: Do you have some sense of what we're living for other than just
participating in the unknown phenomenon of being here and developing
and evolving?

Deutsch: Yes. Again, this has to do with both moral and aesthetic
values. What we're trying to do, even though many people try to deny
this, they deny that they are trying to do what is right, or trying to
create what is actually beautiful and so on, but that is what we're
trying to do.

another convoluted sentence

And that is the meaning.

what?

Religions traditionally thought
that the meaning was already known or had been revealed to humans, and
our task is to live up to that, to enact it.

the "that" and "it" in the last 4 words of this sentence refer to the same thing. it's 
bad to use too many references. it's really bad to use different words to refer to 
the same thing. sooo confusing. when you use different words you communicate 
that you're saying different things.

My view is the other way
around,

"the other way around" is a type of reference that's harder to follow than "it" or 
"that".

that the meaning of life is something that we are using
creativity to discover, to build. There isn't a perfectly accurate



word for what we're doing.

meh, just say something good, focus on that

But we can't find the meaning of life in
the world out there, nor just by pure thought or by reference to an
authority.

the setup seemed like he'd be explaining how it does work but then he didn't. 
confusing and also the wrong focus.

i mean if you wanna talk about authority, cool, that'd be a good topic. but you'd 
have to explain it. and it isn't the topic.

What we have to do is form explanations about what is right
and wrong, what is better and worse, what is beautiful and ugly, and
hone those theories while also trying to meet them. At any one moment,
we will meet them imperfectly, just like scientific theories at any
one moment are only an imperfect explanation of what the physical
world is like. But through criticism and conjecture and seeking the
truth we can eliminate the errors in what we have previously thought
and thereby make progress. And that is trying to find the meaning of
life. Trying to create the meaning of life is the meaning of life.

so basically Rose asks how we know life has meaning and DD says like "we 
learn about morality by making and improving explanations". and he says that in 
a lot of convoluted words. is anyone impressed?

at the end DD asserts he answered the question but doesn't explain that part. 
how is creating better knowledge about decision making (morality) finding the 
meaning of life?

Rose: So we want to model and articulate reality.

no that isn't what DD was saying.

Deutsch: Yes.



another "yes" when it should be "no". this is so pathetic.

Both moral, aesthetic as well as abstract and physical
reality. Yes, exactly.

wait, make that a "yes exactly" instead of "no".

i wonder if DD is doing more harm than good now. more destruction than 
creation.

and this interview is from years ago and DD's been trending downwards.

Rose: Is the idea of a single universe quaint? Is it already
anachronistic?

another abrupt topic change after a non-discussion. the host isn't engaged, it's 
lecture mode with no signs anyone is following.

now watch what happens:

Deutsch: In my opinion, yes. But I have to give a warning to go along
with this theory, [which is] that the overwhelming majority of my
colleagues who work on fundamental physics would disagree with me.
Clinging to a single-universe worldview and trying to explain away
both the theory and the experiments of quantum mechanics is the
majority view. Now I think this is deplorable, but I don't want to go
around giving the impression that my view is the only one about this.
Quite the contrary. I think perhaps fewer than 10% of my colleagues
would agree with this, but I think this is just a sociological
phenomenon. Something went badly wrong with the physics community
'round about the 1930s, and we haven't yet got over it. And it's a bit
of a scandal, I have to say. The denial that quantum mechanics
describes parallel universes is exactly the same logic as denying that
fossils represent dinosaurs, that fossils are evidence of dinosaurs.
So what people say is, OK, the quantum mechanics experiments come out
as if the photon in our universe was being affected by photons in
other universes and so on, but that doesn't mean that there are other

universes, because no one's ever seen one. And that's the same logic



universes, because no one's ever seen one. And that's the same logic
as saying, OK, so dinosaurs are the only known explanation of fossils
as we see them, but no one's ever seen a dinosaur and no one ever
will, and therefore it's optional whether you say those dinosaurs are
real or not. And so just as people say that quantum mechanics is only
the study of what we will see when we do an experiment, it's exactly
the same as saying paleontology is only the study of fossils, not the
study of what animals brought about those particular patterns in
rocks. I'm not saying that the state of mind of physicists when they
try to avoid the many universes conclusions is the same as that of
creationists, but I am saying, I'm afraid, that the logic of their
argument is identical to that of creationists who say that there are
fossils but no dinosaurs.

epicly long part

Rose: Are you satisfied with the precision of language?

tiny comment to make it look more like a discussion

Deutsch: No, but that's only because new ideas, if they're
fundamental, often make existing language misleading and imprecise.
This certainly happens in parallel universe theory and in some of the
other fields that I've worked in. But I think the idea of having a
perfectly precise language in order perhaps to get rid of all human
disputes and so on, I think that's a chimera. There's no way to do
that. What we have to do is be as precise as is necessary to express
the explanations that we want to express, but perfect precision is
impossible. Also, terminology, language always contains also built-in
assumptions, some of which will be wrong. And therefore, language
contains built-in false theories. One of the ones that I described in
my first book was: language contains this whole theory that time
flows, that the present moment moves from yesterday to today to
tomorrow. But of course, nothing moves from yesterday to today to
tomorrow. Yesterday always remains where it always ways, behind today.
This idea of the flow of time, which is built into our very language,
is just a mistake, and it's one of the things that one has to unlearn



when one deals with time in physics. That's a general thing, that
language contains assumptions and theories which may be false.

super long part

Rose: Do you find existence fascinating, and more than that, do you
find it worthy of ecstasy?

tiny comment

Deutsch: Yes, now here we come immediately to a place where language
is perhaps not precise enough. Because of this unity of these many
different kinds of truth that I mentioned, physics, morality,
aesthetics, and so on, the pursuit of joy, I would say, rather than
ecstasy, on the larger scale, it's really the only token that we have
that we're doing the right thing. And yet, I've immediately got to
contradict what that sounds like. It sounds like advocacy of a
hedonistic worldview. You have to remember that if we try to fit this
into the general scheme of being at the beginning of infinity, of
expecting unlimited improvement in the future, that means that we have
to be critical of the criteria that we use to be joyful about
something. So while using it as a criterion, as a guide, we must not
use it as an authority. So it's not that we subordinate everything to
joy or pleasure and so on, but we use it as a guide while being open
to changing it. So we should be ready to change what we enjoy to
something better. This is, by the way, one of the things that's wrong
with utilitarianism. The idea that morality consists of maximizing
one's preferences or maximizing the greatest good of the greatest
number. It's assumed that our preferences are fixed or biological and
so on, and in fact that denies the most important thing about human
beings: namely, that we alter our preferences. We can improve them
just as we improve all our other ideas. Preferences are just ideas. So
the stereotypical refutation of utilitarianism is that your friend
asks you, "Which of these two job offers should I take?" "Which of
these two jobs should I want?" is really the question. And you say,
"Well, choose the one that you prefer." And he says, "Yes, well, don't
be silly, that's what I'm asking you, I'm asking you which one I
should prefer." And utilitarianism cannot describe the meaning of that



exchange, but I think it's perfectly obvious what it means. It is
possible to be undecided about what to prefer. This is something that
only humans, again, can do. Because animals do have fixed preferences.
They can be trained to do one thing or another, but if one animal can
be trained to do it, then so can another, and for each animal, there
are things that it is impossible to train it to do, which seem
perfectly obvious and natural to a human to do.

long ass lecture

Rose: I'm curious why you chose to turn away from the word ecstasy.

tiny comment

Deutsch: Because ecstasy to me has a connotation of renunciation of
criticism. One "falls into" an ecstasy. One is "dominated" by ecstasy.
And it is something supposed to be primal and beneath the level of
critical thought. Whereas the thing that I'm aiming for is entirely
subject to critical thought.

Rose: Do you have regard for the work of Thomas Berry and Brian
Swimme?

Deutsch: I don't know them, I'm afraid.

lol interaction

and why does DD say he is "afraid"? that's dumb.

Rose: I see. Well, among other things, they produced a book called
"The Universe Story" about 20 years ago. It's kind of like the family
album. It kind of gives us a beautifully articulated sketch of the
history of our universe, this particular universe. I just thought you
might be familiar with it. David, these days we're witnessing a
tremendous social phenomenon around so-called spiritual ideas and
practices. Does the word "spirit" have any real meaning?



Deutsch: Rather than ask about the word, I would prefer to concentrate
on the phenomenon. I think the progress that I referred to at the
beginning which was caused by the pursuit of truth and good
explanations and so on has been accompanied from the outset by various
forms of rebellion against it. Some of them are very overt and I think
the spiritual trend that you were referring to, if I understand
correctly what you were referring to, is sort of rebellion against
reason. It is saying that there is something more to the world than
true and false. That perhaps if we feel that something is true, that
can make it true. That if we want something to be true, that can make
it true.

Rose: Right, or hope it to be true.

Deutsch: Or hope that it's true. Of course, there is a grain of truth,
as I said earlier, that only the laws of physics and knowledge stand
between us and what we want. But that's not what we mean here. The
spiritual angle that I was criticizing is that we can make things be
true just by believing them to be true, or hoping, or wishing, as you
said. That rebellion, I think, is wholly false. It's a sort of
hangover from pre-rational times, but it also has an entirely modern
aspect which is that it is a rebellion. The ancient spiritualism and
religiousness was not a rebellion against reason. Reason, as we know
it, hadn't really been invented. But the modern one is. And just for
completeness, let me say that I think a more dangerous enemy to reason
is not this overt rejection of it in spiritualism, but the apparent
acceptance or even worship of it. The best way I can describe this is
that the French Revolution described itself as the triumph of reason.
And the result was mass slaughter, including the killing of the most
prominent scientists in France, and the imposition of bloodthirsty
dictatorship followed by Napoleon and war and so on. All this was done
by people who believed that they were overthrowing ancient unreason in
favor of reason, and they called this the Enlightenment. To me, this
is just another rebellion. This is the Enlightenment rebellion against
reason. But the Enlightenment also had another strand, which was
initially followed more in the English-speaking countries, which was
in favor not of establishing immediately a state called "reason",
which would be the ideal state, and which would then not need any
further improvement, but on the contrary, to try to improve things so
that institutions were able to correct their own errors. This was a

very gradualist and evolutionary approach to unlimited progress. One



very gradualist and evolutionary approach to unlimited progress. One
of the paradoxes of the bad kind of application of "reason" is that
even if you were to succeed in doing that and achieving your utopia,
it would mean that no further progress was possible. And if no further
progress is possible, then what we were saying earlier is the essence
of humanity would no longer be possible either. Humans would just be
functionaries in this idealized utopia, and there'd be no point in
being one. But, in practice it just led to violence. Whereas the good
side of the Enlightenment is the thing that is now the basis of
Western civilization and has the potential for unlimited further
progress in the future if we make the right choices. If we make the
wrong choices, we could just destroy it and go back to stasis or
worse, just as happened with every previous attempt at progress in
human history.

long ass lecture

Rose: Do you sense any obligation that we have to succeed?

tiny comment

Deutsch: I suppose we do. If you recognize that you have an obligation
to future generations, then really I don't see any alternative but to
say that we need progress. Because progress is simply, on that
timescale, helping future generations not to suffer, not to be
thwarted in their attempts to improve their lives, and helping them to
be better in whatever ways they turn out to want to be better, which
we hope will be better ways than we currently think better, so
everything can improve. The only alternative, which is sometimes
called "sustainability", is to assume that everything that works
today... we should never do anything today that isn't going to work
indefinitely. And if we take that seriously, that means that we're
aiming for stasis. I know that people who are in favor of
sustainability don't think of it that way. They think of
sustainability as "sustainable progress". But that is a contradiction.
If you analyze that in the light of what progress actually consists
of, and what is required to make progress, unfortunately, it is
impossible because progress requires conjecture and criticism, and



therefore it requires errors. And conversely, if we try to achieve an
error-free state, we will also have a progress-free state. As my old
boss John Wheeler used to say, "Our whole problem is to make the
mistakes as fast as possible." He was speaking about within physics,
trying to improve our knowledge of the laws of physics. But the same
thing is true of all knowledge. Our whole problem is to make the
mistakes as fast as possible. Conversely, arranging things so that we
don't make any mistakes, so that we can't make any mistakes or that
we're trying to make a way of life that doesn't have mistakes is also
necessarily a way of life that can't make progress.

long ass lecture

Rose: You were at one time - maybe you still are - involved in a
project called Taking Children Seriously. Is that still something
that's alive?

ohhh TCS let's pay attention again.

Deutsch: Yes.

no thanks to you, DD

This is just another application of the same idea.

wow way to downplay TCS as nothing special

A lot
of ideas that are prevalent today are hangovers of a time of stasis,
the time of a static society that preceded what we call Western
civilization. There was a gradual change beginning 'round about the
time of Renaissance.

so DD was explicitly asked about TCS. also whether it's alive to which he said 
"yes" but nothing else yet.

now, given this wonderful chance, he is not yet talking about TCS. let's see how 



this develops while keeping these issues in mind.

Those ideas were all about trying to keep
existing knowledge the same, because they thought that all things
worth knowing had already been said, perhaps in holy books and
whatever. And the whole of society was just a gigantic machine for
keeping the existing ideas, morality, knowledge, technology, ways of
life, and of course religion, the same, preventing change. If you
think about how we think about education today, it's one of the things
that hasn't really caught up with the Enlightenment. When we think,
for example, of what makes a good school, a good university, a good
educational system, it's high standards. Well, "high standards" means
as many people as possible should meet the standard. In other words,
they should be as alike as possible. And what's more, they should be
alike in the way that was defined by the previous generation. And
really, that is the exact opposite of what we need to make progress.

ok there's a pretty good point there, though he's talking about schooling instead 
of parenting b/c he's a coward.

As a result, the values that are embodied in educational systems, like
"do as you're told" and "become standardized" and so on are actually
in conflict with the values of our society in the broader sense. So
constantly, issues arise about a conflict between one of the things
that people take for granted should be normal in a school or in a
family between parents and children on the one hand, and things like
freedom of speech, free group association, freedom of thought and so
on on the other hand. We need to... I was just going to say,
"emancipate children from compulsory education", but "emancipate" is
the wrong word because it has a connotation of politics. Just having
freedom for children is not the same thing as it is in freeing slaves
or making women equal and so on, because what really counts with
children is not so much what they're allowed to do or not do as how
their thinking is supposed to go, what one expects a good life to be,
or a young person [to be].

ugh convoluted sentence.

no statement of what TCS is still. audience is lost in details.



the good point was drown out by just rambling instead of explaining some clear 
points in some kind of meaningful context.

And at the moment, the idea is that youth
is a time during which one becomes assimilated to the standards by
which one is going to be judged when one is older. And a freer concept
which is closer to the values of the Enlightenment is to say that,
youth/childhood is a time of creativity, and creativity is
unpredictable. The real thing we need to try to do is to make the
whole of life like that, rather than to shoehorn children and young
people into an existing path.

Rose: All of us, yes. Amen to that. We have to wrap it up in a minute,
sir. I have one question and it's this, at least for now: is the
universe or the multiverse anything other than blazing intelligence
itself?

so here DD is getting "Amen" from this guy who is not at all TCS. so DD has 
failed to communicate even that TCS and Rose disagree. you can't spread 
ideas this way.

Rose doesn't even know what he was saying "Amen" too. he doesn't know what 
DD was talking about. DD sorta said a few things in ways people wouldn't 
notice. ugh.

and no elaboration about TCS being alive, or statement of what it is, or how or 
where to get info about it, etc. and instead of saying TCS is important DD 
minimized it.

TCS is alive but no thanks to DD.

Deutsch: We can make it so. Well, I don't know about "anything other".
But it is implied by the idea that there are no bounds on progress,
that if we play our cards right, if we want to, we can become the
major thing that is happening in the universe. Both in the physical
sense, that is, by leaving the planet on spaceships and going to other
planets, and then to other star systems, and eventually other
galaxies, and spreading across the universe, and making all the matter
and energy there increasingly do what we want it to, what gives us
joy, what we think is right for it. (And when I say "we", I don't just

mean humans; if there are any extra-terrestrials out there, then we



mean humans; if there are any extra-terrestrials out there, then we
and they will be doing this together. There's only one kind of person
possible in the universe.) Not only in that physical sense, but also
in the moral sense, in the aesthetic sense, we will be the thing that
is deciding what should happen next and what is beautiful. So, yes, I
don't think it's quite right to say that mind will be everything, but
mind can, if we play our cards right, if it plays its cards right, can
dominate everything, can be the most significant thing about the
universe.

this fits the short Rose statements and long DD lectures pattern again. the TCS 
stuff did too.

and what happened to the listener questions that Rose advertised earlier on?

Rose: And we have every reason to trust it.

Deutsch: It's not really a matter of trust, because trust again
suggests that there is something immutable about the values that will
come up. Trusting them would mean that we're not going to change them.
But we are in fact going to change our values. We are doing it very
fast already, and we will be doing it faster.

Rose: I'm very grateful that you came and spoke to us today. Many,
many "thank you"s.

Deutsch: Well, very interesting questions. Thanks for having me on the
show.

Rose: Hope to speak to you again. All the best.

Deutsch: OK, bye-bye then.

Rose: David Deutsch in Oxford, Great Britain. The author of The
Beginning of Infinity: Explanations that Transform the World.

well that sucked



-- Elliot Temple
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] History of Liberalism: Edmund Burke
Date: March 15, 2014 at 9:21 PM

On Aug 5, 2011, at 12:34 AM, Alan Forrester <alan_forrester2@yahoo.co.uk> 
wrote:

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: beginning-of-infinity@googlegroups.com
Cc:
Sent: Wednesday, 3 August 2011, 19:28
Subject: Re: [BoI] History of Liberalism: Edmund Burke

  Burke's early publication discussing anarchism is also interesting
(but has

  often been misunderstood, it doesn't directly make clear what
Burke's

  own views actually are):

http://oll.libertyfund.org/index.php?
option=com_staticxt&staticfile=show.php%3Ftitle=850&Itemid=28

  Does it make his views clear indirectly?

If interpreted with good philosophy -- including understanding of anarchism 
and
liberalism -- and in context, then it makes clear that he knew some things.

  Also, many people seem to think Burke was writing a criticism of anarchism
in this book. Why do you think otherwise?

It's easier to say why I think otherwise if you present any kind of argument

http://oll.libertyfund.org/index.php?option=com_staticxt&staticfile=show.php%3Ftitle=850&Itemid=28


to discuss. I think otherwise because I read the book. The thesis of the book is
not about anarchism. The book is critical of a version of "natural
society" that is in fact very bad. But that in itself says nothing about
Burke's opinion of non-bad versions of anarchism.

In the Preface to Vindication Burke writes:

"in short, all who consider such Things as Philosophy, and require some of them 
at least, in every philosophical Work, all these were certainly disappointed; they 
found the Land-marks of Science precisely in their former Places: And they 
thought they received but a poor Recompense for this Disappointment, in 
seeing every Mode of Religion attacked in a lively Manner, and the Foundation 
of every Virtue, and of all Government, sapped with great Art and much 
Ingenuity. What Advantage do we derive from such Writings? What Delight can 
a Man find in employing a Capacity which might be usefully exerted for the 
noblest Purposes, in a sort of sullen Labour, in which, if the Author could 
succeed, he is obliged to own, that nothing could be more fatal to Mankind than 
his Success?

"I cannot conceive how this sort of Writers propose to compass the Designs 
they pretend to have in view, by the Instruments which they employ. Do they 
pretend to exalt the Mind of Man, by proving him no better than a Beast? Do 
they think to enforce the Practice of Virtue, by denying that Vice and Virtue are 
distinguished by good or ill Fortune here, or by Happiness or Misery hereafter? 
Do they imagine they shall increase our Piety, and our Reliance on God, by 
exploding his Providence, and insisting that he is neither just nor good? Such 
are the Doctrines which, sometimes concealed, sometimes openly and fully 
avowed, are found to prevail throughout the Writings of Lord Bolingbroke; and 
such are the Reasonings which this noble Writer and several others have been 
pleased to dignify with the Name of Philosophy. If these are delivered in a 
specious Manner, and in a Stile above the common, they cannot want a Number 
of Admirers of as much Docility as can be
wished for in Disciples. To these the Editor of the following little Piece has 
addressed it: there is no Reason to conceal the Design of it any longer.

"The Design was, to shew that, without the Exertion of any considerable Forces, 
the same Engines which were employed for the Destruction of Religion, might 
be employed with equal Success for the Subversion of Government; and that 
specious Arguments might be used against those Things which they, who doubt 

of every thing else, will never permit to be questioned."



of every thing else, will never permit to be questioned."

So Burke is saying that some arguments against religion are specious and that 
he applied those same specious arguments to government.

He criticises government but he doesn't describe any better anarchist system 
than the one he (rightly) denigrates. So why do you think Burke is an anarchist 
rather than somebody who thinks the state is a necessary evil?

because of the good points he makes, showing great understanding of the 
issues. because of how clearly he sees the flaws of government, as well as his 
understanding of reform. because he made a large contribution to the anarchist 
tradition, and that's not an accident.

where does he say the state is a necessary evil? why would he think that? it's not 
compatible with his positions in general. burke was into progress, not pessimism. 
he was one of the wisest liberals.

also Alan has changed his argument - moved the goalpost. first he was talking 
about the claim that Burke criticized anarchy in Vindication (he does not). now 
he's talking about the issue of whether Burke was an anarchist or not (a tougher 
issue, and one that involves all his books, not just one. but Alan's method still 
involves just quoting the one book from the original topic and focusing on it)

-- Elliot Temple
http://curi.us/

http://curi.us/


From: Jordan Talcot <jordan.talcot@gmail.com>
Subject: Re: [BoI] Choice theory
Date: March 16, 2014 at 4:45 AM

On Mar 14, 2014, at 12:54 AM, Elliot Temple <curi@curi.us> wrote:

On Mar 22, 2013, at 6:50 AM, Rami Rustom <rombomb@gmail.com> wrote:

http://curi.us/1252-xii

There is one exception to these things: war. If an idea, or book, intends to 
spread violently, and does not listen to criticism, nor does it care to compete 
with rival theories on the battleground of reason, then no matter what we do 
the outcome isn't going to be determined by reason, it is going to be 
determined by force. In that case, any arguments about how it is best to have 
an outcome based on reason, and to act to allow one, are void. because that 
isn't going to happen.

Note the "battleground of reason". Is this a win/lose situation? I
think the situation involves people reasoning with each other, with is
a truth-seeking situation, which is win/win. So I think "battleground"
is the wrong use here.

Rami didn't look it up. A battleground is "a place or situation of strife or conflict" 
(Apple's dictionary). The thing I'm talking about is a place/situation with conflict. 
So it's dictionary-correct.

I happen to think it's not the best wording and would change it. But Rami's 
argument isn't good enough. He's getting the same conclusion as me by chance 
(and other times, like the section above, he doesn't), while having a poor 
argument. Rami is doing worse than just checking the dictionary, and one has to 
do better than that to improve my essays.

Rami's argument talks about win/lose and win/win stuff but it doesn't bother 
discussing the meaning of "battleground" at all. It's saying to not use a word but 
puts zero effort into analyzing that word directly/explicitly.

Even if he was right about "battleground", his argument still wouldn't make sense. 
The original quote talks about *theories* competing on a battleground of reason. 

http://curi.us/1252-xii


So it would be the *theories* that win or lose. People don't need to lose when 
their theories lose -- they can change their theories to better ones. A win/lose 
situation for theories can (and should) still be a win/win situation for people.

Jordan



From: Michael Smithson <michael.r.smithson1@gmail.com>
Subject: Re: [BoI] 2011-10-06 David Deutsch radio interview on "What Now" with 
Ken Rose (Transcript)
Date: March 16, 2014 at 6:43 PM

On Sat, Mar 15, 2014 at 1:26 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 10, 2011, at 1:45 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

Here is a very lightly edited transcript of David Deutsch's appearance
on "What Now" with Ken Rose on Oct 6, 2011. The audio is available at
http://www.pantedmonkey.org/podcastgen/download.php?filename=2011-10-
06_1105_what_now_david_deutsch.mp3

Ken Rose: KOWS 107.3 FM, Occidental, CA. The "What Now" show, Mondays
11am-2pm. Live on the telephone from the United Kingdom we have David
Deutsch. Good afternoon, good evening.

David Deutsch: Good evening.

Rose: What is it, 7:00, 8:00 where you are?

who cares?

and if you care, google it?

Deutsch: It's just past 7:00.

Rose: All right, excellent. Have you had your supper?

who cares?

Deutsch: Not yet.

why answer an irrelevant personal question instead of direct things to 
philosophy?

Rose: All right, well, maybe we can stimulate your appetite just a
little bit more.

http://www.pantedmonkey.org/podcastgen/download.php?filename=2011-10-06_1105_what_now_david_deutsch.mp3


little bit more.

dumb joke, not very funny

Deutsch: Yes, I've just been playing badminton, so I'm having a nice
rest now.

ah, so DD wants to bring up his irrelevant status hobbies, he isn't actually 
looking to focus on philosophy

Rose: Yeah, how's your game?

DD brought this continued off-topic on himself.

Deutsch: Bad.

so cute, am i right?

Rose: Well, practice, practice.

DD brought this continued off-topic on himself.

Thank you very much for joining us.
Should I refer to you as "Dr. Deutsch" or "Professor" --

ugh this host

Deutsch: "David".

finally a correct statement. though DD missed the opportunity to give an 
explanation for this.

Rose: David, absolutely. I'm getting a little bit of an echo, I don't
know if you're hearing any, but it's tolerable, it's not bad at all.

Deutsch: OK...



Rose: Yeah, I don't want to take the time to call back. I think we're
going to make do here.

why bring it up if you don't want to do anything about it?

Deutsch: OK.

Rose: Are you in Oxford?

Deutsch: Yes.

so boring

Rose: Ah, okeydokey. By way of introduction, David Deutsch, fellow of
the Royal Society, is an Israeli-British physicist at the University
of Oxford. I'm reading from Wikipedia. He is a non-stipendiary
Visiting Professor in the Department of Atomic and Laser physics at
the Centre for Quantum Computation in the Clarendon Laboratory at the
University of Oxford. He pioneered the field of quantum computation by
being the first person to formulate a description for a quantum Turing
machine, as well as specifying an algorithm designed to run on a
quantum computer. He is also a proponent of the many-worlds
interpretation of quantum mechanics. I want to go through this, David.
Hang on with me.

Deutsch: OK.

blah blah blah, interviewer talks a lot. more crap intro.

DD could have said "please don't status me bro" but didn't, he is "OK" with this.

I saw a guy cut off a status-y introduction IRL once with an "ok
that's enough people are probably bored and I wanna talk now" kind of
reaction, heh.

The guy doing the introduction looked a bit sheepish but everyone
laughed and it was even socially OK as a result!



BTW if you want to see a different sort of introduction to an
interview here's a good example:
http://www.youtube.com/watch?v=cAFKnfN4bfk

Guy lists some books Rand has written, admits he didn't read the
latest one (ITOE) because Rand said she wouldn't mind if he didn't
(heh), and then they are off to the races in terms of substance.

I would think it'd be quite possible, in setting up an interview with
even a somewhat fluffy interviewer (to the extent you think such
things have value), to specify terms of engagement along the lines of
"no multi-paragraphy statusy intros. Let's jump right into substance.
My time is valuable and so is the time of your listeners." And if
someone didn't want to do that much, why talk to them?

I suppose it's possible that the publisher makes u agree to a certain
number of interviews and doesn't tell you who they'll be with in
advance or something. Even still...

Rose: In the Royal Society of London's announcement of Deutsch
becoming a Fellow of the Royal Society a couple of years ago, the
Society described Deutsch's contributions thus: "David Deutsch laid
the foundations of the quantum theory of computation, and has
subsequently made or participated in many of the most important
advances in the field, including the discovery of the first quantum
algorithms, the theory of quantum logic gates and quantum
computational networks, the first quantum error-correction scheme, and
several fundamental quantum universality results. He has set the
agenda for worldwide research efforts in this new, interdisciplinary
field, made progress in understanding its philosophical implications
(via a variant of the many-universes interpretation) and made it
comprehensible to the general public, notably in his book The Fabric
of Reality." And the Fabric of Reality is some 14, maybe 15 years old
now, and the new book, which is causing quite a buzz, is called The
Beginning of Infinity. So, we're very privileged to have you on the
show and welcome and thank you.

http://www.youtube.com/watch?v=cAFKnfN4bfk


Deutsch: Well, thanks for inviting me.

blah blah blah, shouldn't DD be the one doing most of the talking?

Rose: I'm a New Yorker, and I've been reading the New York Times for
55 years. A couple of months ago, I suppose, let's see, yeah, the New
York Times Review gave The Beginning of Infinity -- subtitled
"Explanations that Transform the World" -- a very rare double-page
centerfold in the book reviews section, with the headline, "Explaining
it All". This is quite a feather in your cap to be so celebrated, yes?

god this is all about status

Deutsch: I was very pleased,

DD you suck. you should be pleased by actual merit, not perceived merit. you 
should by pleased by actual accomplishments, not people's opinions.

DD should have said like, "No, I think my book is a feather in my cap. The 
review is merely its due, not a further accomplishment" or something less 
diplomatic than that (tons of good options).

especially since the reviewer, David
Albert, is someone with whom I have some profound disagreements about
with more or less all the issues in the book. What we have in common,
though, is our sense of what is important, rather than what the answer
is, and therefore each of us thinks that the other one is making
really good contributions but isn't actually right.

I'm extremely skeptical that David Albert is making really good competitions and 
that DD's comments here are honest.

Near the beginning of the Albert review is a paragraph I can only
describe as unrelentingly hostile while pretending to be friendly:

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infinity-by-
david-deutsch-book-review.html?pagewanted=all

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infinity-by-david-deutsch-book-review.html?pagewanted=all


It hardly seems worth saying (to begin with) that the chutzpah of this guy is 
almost beyond belief, and that any book with these sorts of ambitions is 
necessarily, in some overall sense, a failure, or a fraud, or a joke, or 
madness.

So Albert says BoI is "necessarily, in some overall sense, a failure,
or a fraud, or a joke, or madness."

But Deutsch (who is famous, among other reasons, for his pioneering 
contributions to the field of quantum computation) is so smart, and so 
strange, and so creative, and so inexhaustibly curious, and so vividly 
intellectually alive, that it is a distinct privilege, notwithstanding everything, to 
spend time in his head. He writes as if what he is giving us amounts to a 
tight, grand, cumulative system of ideas — something of almost mathematical 
rigor — but the reader will do much better to approach this book with the 
assurance that nothing like that actually turns out to be the case.

So  Albert says BoI should be approached as if "nothing like" it
presenting a "tight, grand, cumulative system of ideas" is the case.

I like to think of it as more akin to great, wide, learned, meandering 
conversation — something that belongs to the genre of, say, Robert Burton’s 
“Anatomy of Melancholy” — never dull, often startling and fantastic and 
beautiful, often at odds with itself, sometimes distasteful, sometimes 
unintentionally hilarious, sometimes (even, maybe, secondarily) true.

So Albert says BoI is "often at odds with itself . . . distasteful . .
. unintentionally hilarious."

DD's response to all this is that he is "very pleased" and that Albert
has a "similar sense of what is important."



From: Elliot Temple <curi@curi.us>
Subject: sanctioning one's destroyers (was: [BoI] 2011-10-06 David Deutsch radio 
interview on "What Now" with Ken Rose (Transcript))
Date: March 16, 2014 at 6:57 PM

On Mar 16, 2014, at 3:43 PM, Michael Smithson 
<michael.r.smithson1@gmail.com> wrote:

On Sat, Mar 15, 2014 at 1:26 AM, Elliot Temple <curi@curi.us> wrote:

On Oct 10, 2011, at 1:45 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

Here is a very lightly edited transcript of David Deutsch's appearance
on "What Now" with Ken Rose on Oct 6, 2011. The audio is available at
http://www.pantedmonkey.org/podcastgen/download.php?filename=2011-10-
06_1105_what_now_david_deutsch.mp3

Ken Rose: KOWS 107.3 FM, Occidental, CA. The "What Now" show, 
Mondays
11am-2pm. Live on the telephone from the United Kingdom we have David
Deutsch. Good afternoon, good evening.

David Deutsch: Good evening.

Rose: What is it, 7:00, 8:00 where you are?

who cares?

and if you care, google it?

Deutsch: It's just past 7:00.

Rose: All right, excellent. Have you had your supper?

who cares?

Deutsch: Not yet.

why answer an irrelevant personal question instead of direct things to 

http://www.pantedmonkey.org/podcastgen/download.php?filename=2011-10-06_1105_what_now_david_deutsch.mp3


philosophy?

Rose: All right, well, maybe we can stimulate your appetite just a
little bit more.

dumb joke, not very funny

Deutsch: Yes, I've just been playing badminton, so I'm having a nice
rest now.

ah, so DD wants to bring up his irrelevant status hobbies, he isn't actually 
looking to focus on philosophy

Rose: Yeah, how's your game?

DD brought this continued off-topic on himself.

Deutsch: Bad.

so cute, am i right?

Rose: Well, practice, practice.

DD brought this continued off-topic on himself.

Thank you very much for joining us.
Should I refer to you as "Dr. Deutsch" or "Professor" --

ugh this host

Deutsch: "David".

finally a correct statement. though DD missed the opportunity to give an 
explanation for this.

Rose: David, absolutely. I'm getting a little bit of an echo, I don't



know if you're hearing any, but it's tolerable, it's not bad at all.

Deutsch: OK...

Rose: Yeah, I don't want to take the time to call back. I think we're
going to make do here.

why bring it up if you don't want to do anything about it?

Deutsch: OK.

Rose: Are you in Oxford?

Deutsch: Yes.

so boring

Rose: Ah, okeydokey. By way of introduction, David Deutsch, fellow of
the Royal Society, is an Israeli-British physicist at the University
of Oxford. I'm reading from Wikipedia. He is a non-stipendiary
Visiting Professor in the Department of Atomic and Laser physics at
the Centre for Quantum Computation in the Clarendon Laboratory at the
University of Oxford. He pioneered the field of quantum computation by
being the first person to formulate a description for a quantum Turing
machine, as well as specifying an algorithm designed to run on a
quantum computer. He is also a proponent of the many-worlds
interpretation of quantum mechanics. I want to go through this, David.
Hang on with me.

Deutsch: OK.

blah blah blah, interviewer talks a lot. more crap intro.

DD could have said "please don't status me bro" but didn't, he is "OK" with this.

I saw a guy cut off a status-y introduction IRL once with an "ok
that's enough people are probably bored and I wanna talk now" kind of
reaction, heh.



cool

The guy doing the introduction looked a bit sheepish but everyone
laughed and it was even socially OK as a result!

yes, lots of stuff can work fine socially. it's not all required to be done exactly. 
actually doing that can be too formulaic and deviating a bit, in the right ways (to 
them), can impress people (socially). people can think things like e.g. "wow he's 
bold" or "i wish i had the confidence not to color inside all the lines". deviating can 
also impress people in non-social ways.

BTW if you want to see a different sort of introduction to an
interview here's a good example:
http://www.youtube.com/watch?v=cAFKnfN4bfk

Guy lists some books Rand has written, admits he didn't read the
latest one (ITOE) because Rand said she wouldn't mind if he didn't
(heh), and then they are off to the races in terms of substance.

I would think it'd be quite possible, in setting up an interview with
even a somewhat fluffy interviewer (to the extent you think such
things have value), to specify terms of engagement along the lines of
"no multi-paragraphy statusy intros. Let's jump right into substance.
My time is valuable and so is the time of your listeners." And if
someone didn't want to do that much, why talk to them?

is the time of the listeners valuable? i think some of them are killing time. some 
want to feel fancy/smart so they enjoy hearing all the status stuff. some want to 
be able to list that status stuff later when they quote something from the interview, 
so their friends think they are smart. some will ignore anything that contradicts 
other authorities unless it has status behind it.

i don't think one should cater to bad listeners (see Wynand in FH!!), but many 
existing shows do.

Rose: I'm a New Yorker, and I've been reading the New York Times for
55 years. A couple of months ago, I suppose, let's see, yeah, the New

http://www.youtube.com/watch?v=cAFKnfN4bfk


York Times Review gave The Beginning of Infinity -- subtitled
"Explanations that Transform the World" -- a very rare double-page
centerfold in the book reviews section, with the headline, "Explaining
it All". This is quite a feather in your cap to be so celebrated, yes?

god this is all about status

Deutsch: I was very pleased,

DD you suck. you should be pleased by actual merit, not perceived merit. you 
should by pleased by actual accomplishments, not people's opinions.

DD should have said like, "No, I think my book is a feather in my cap. The 
review is merely its due, not a further accomplishment" or something less 
diplomatic than that (tons of good options).

especially since the reviewer, David
Albert, is someone with whom I have some profound disagreements about
with more or less all the issues in the book. What we have in common,
though, is our sense of what is important, rather than what the answer
is, and therefore each of us thinks that the other one is making
really good contributions but isn't actually right.

I'm extremely skeptical that David Albert is making really good competitions 
and that DD's comments here are honest.

Near the beginning of the Albert review is a paragraph I can only
describe as unrelentingly hostile while pretending to be friendly:

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infinity-by-
david-deutsch-book-review.html?pagewanted=all

It hardly seems worth saying (to begin with) that the chutzpah of this guy is 
almost beyond belief, and that any book with these sorts of ambitions is 
necessarily, in some overall sense, a failure, or a fraud, or a joke, or 
madness.

So Albert says BoI is "necessarily, in some overall sense, a failure,

http://www.nytimes.com/2011/08/14/books/review/the-beginning-of-infinity-by-david-deutsch-book-review.html?pagewanted=all


or a fraud, or a joke, or madness."

But Deutsch (who is famous, among other reasons, for his pioneering 
contributions to the field of quantum computation) is so smart, and so 
strange, and so creative, and so inexhaustibly curious, and so vividly 
intellectually alive, that it is a distinct privilege, notwithstanding everything, 
to spend time in his head. He writes as if what he is giving us amounts to a 
tight, grand, cumulative system of ideas -- something of almost 
mathematical rigor -- but the reader will do much better to approach this 
book with the assurance that nothing like that actually turns out to be the 
case.

So  Albert says BoI should be approached as if "nothing like" it
presenting a "tight, grand, cumulative system of ideas" is the case.

I like to think of it as more akin to great, wide, learned, meandering 
conversation -- something that belongs to the genre of, say, Robert Burton's 
"Anatomy of Melancholy" -- never dull, often startling and fantastic and 
beautiful, often at odds with itself, sometimes distasteful, sometimes 
unintentionally hilarious, sometimes (even, maybe, secondarily) true.

So Albert says BoI is "often at odds with itself . . . distasteful . .
. unintentionally hilarious."

DD's response to all this is that he is "very pleased" and that Albert
has a "similar sense of what is important."

ridiculous. worse than i would have guessed from not checking the albert piece. 
so DD's interview was even worse than i thought. this stuff is pretty significant. 
he's sanctioning his destroyers. except to the extent DD is already dead, and is 
on the side of irrationality, in which case he'd just be having a fun day with 
friends, i guess. but those are the two basic options (which can be mixed 
somewhat) - sanctioning one's destroyers or siding with irrational destroyers.

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Lulie Tanett <lulie@lulie.org>
Subject: Re: [BoI] New Theory of Aesthetics
Date: March 17, 2014 at 9:11 PM

On 4 Jan 2012, at 01:49, Matjaž Leonardis <sidranoel.zajtam@gmail.com> 
wrote:

On 4 jan., 00:15, Lulie Tanett <lul...@gmail.com> wrote:

On 3 Jan 2012, at 03:39 PM, Matjaž Leonardis
<sidranoel.zaj...@gmail.com> wrote:

On 3 jan., 14:55, Lulie Tanett <w...@lulie.org> wrote:
- I'd guess art has a similar explicit:inexplicit ratio to, say,
maths.

What exactly do you mean by this? That the ratio between the
amount of
explicit and inexplict ideas about the field that people hold is
roughly the same for both math and art?

I mean where the knowledge of it is. So, contrary to popular
belief, the body of knowledge about painting isn't largely
inexplicit (or not any more than maths, at least).

Your version is more people-based. Maybe individual artists know a
lot more inexplicitly than explicitly (I'd guess the same is true
of random mathematicians, too). But as for the *body of knowledge*
and *how to make a good painting* -- a lot more of that is explicit
than what people usually think. I imagine you could get by just
using it even if you have poor artistic intuition.

Fundamentally there is no difference between explicit and inexplict knowledge, I 
think. The only difference is that *we* know how to express the first kind in 
words or symbols.

Yes.

So the whole notion of explicit/inexplicit knowledge is, I think, people-based. (An 
idea that is inexplicit today can be explicit tomorrow if someone figures out how 
to express it in words somehow).



to express it in words somehow).

Just because what is currently known is determined by people doesn't mean it's 
people-based.

There could be knowledge in books which no people today know (but would know 
if they read the book). People can make inexplicit knowledge explicit (or even 
instantiate the inexplicit knowledge in other non-people objects, like a novel).

This makes that knowledge separate from people today, and makes it meaningful 
to talk about 'the body of knowledge about X' as separate from "ideas about the 
field that people hold".

Unless you mean the more broad theory -- namely beauty = technical
stuff and problem solving -- in which case, yes, it is (and I was
just using the example of painting because that's what I know best).

Hmm  I think I have a criticism of the theory you presented.

The way I look at it is this. We call many things beautiful (paintings , songs, 
proofs, computer code...). It is a guess that in all those cases we are referring to 
the same attribute when we call something beautiful or more beautiful than 
something else (otherwise there is no point in talking about beauty since it is a 
completely different thing in each particular case.)

What you seem to be saying is that something is more beautiful than something 
else if it is better than the other thing in some "technical way".

But what these "technical ways"  are isn't obvious and the ones you wrote down 
for painting seem to be very instrumental in nature.

Why is instrumental bad?

To take just the stuff you wrote for painting - the theory of aesthetics must be 
able to explain *why* drawing things in perspective makes them look more 
beautiful and why doing the opposite of that doesn't.

To an extent. But wouldn't explaining all the whys result in infinite regress?



That *same theory* must also be able to explain why changing proofs in such 
and such a way makes them more beautiful and why doing something else 
doesn't.

Is beauty in art the same as beauty in proofs?

Might that be a different level of theory, like more abstract?

You could figure out similar lists for other forms of art (and that would be quite 
an achievement) , but what you'll have then looks very much like instrumental 
aesthetics to me.

It will for example leave you completely clueless when trying to come up with a 
*new* "technical way" of improving paintings that will make them look beautiful.

If the theory had something about how to update the lists (like if we discover a 
new principle/technical thing that could improve a piece of art, which isn't in the 
existing categories), would it no longer be instrumentalist?

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] New Theory of Aesthetics
Date: March 20, 2014 at 11:18 PM

On Mar 17, 2014, at 6:11 PM, Lulie Tanett <lulie@LULIE.ORG> wrote:

On 4 Jan 2012, at 01:49, Matjaž Leonardis <sidranoel.zajtam@gmail.com> 
wrote:

On 4 jan., 00:15, Lulie Tanett <lul...@gmail.com> wrote:

On 3 Jan 2012, at 03:39 PM, Matjaž Leonardis
<sidranoel.zaj...@gmail.com> wrote:

On 3 jan., 14:55, Lulie Tanett <w...@lulie.org> wrote:
- I'd guess art has a similar explicit:inexplicit ratio to, say,
maths.

What exactly do you mean by this? That the ratio between the
amount of
explicit and inexplict ideas about the field that people hold is
roughly the same for both math and art?

I mean where the knowledge of it is. So, contrary to popular
belief, the body of knowledge about painting isn't largely
inexplicit (or not any more than maths, at least).

Your version is more people-based. Maybe individual artists know a
lot more inexplicitly than explicitly (I'd guess the same is true
of random mathematicians, too). But as for the *body of knowledge*
and *how to make a good painting* -- a lot more of that is explicit
than what people usually think. I imagine you could get by just
using it even if you have poor artistic intuition.

Fundamentally there is no difference between explicit and inexplict knowledge, 
I think. The only difference is that *we* know how to express the first kind in 
words or symbols.

Yes.



No that isn't the only difference. Another difference is the way it's structured. It's 
not like the ideas are all organized the same way, but with some in words and 
symbols and others not. There will be other organizational differences.

Also, Matjaz used the word "knowledge" but meant something like omniscience. 
He's saying basically that the Platonic Form of the ideas aren't different, just our 
view of them is. But our view of ideas is what we have, it's the knowledge 
epistemology is about, and it – our human knowledge – is what "explicit" and 
"inexplicit" apply to. Explicit and inexplicit aren't terms for discussing omniscience 
or platonic forms, that's confused.

-- Elliot Temple
http://curi.us/

From: Nicolas M. Kirchberger <oberon.nmk@gmail.com>

http://curi.us/


From: Nicolas M. Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] New Theory of Aesthetics
Date: March 19, 2014 at 11:03 PM

About this conversation about aesthetics, here's my take on it:
I would believe in the instrumental interpretation as follow; I think what we 
perceive as beautiful somehow resonate within our nervous system as an 
harmony-inducing structurally-similar map.
Let me explain,  the proportions, relationships, ratios, etc would re-calibrate the 
nervous system's somato-sensorial map in a positive way as to optimize or 
increase some of its functioning.
In this way it would be like providing the nervous system with the answer with 
proof (the process of getting to the answer) to an adaptative challenge it was 
looking to solve.

That is for beauty, but any patter, be it auditive, visual, tactile or worldly could in 
theory induce a change for better or worse in the nervous system's somato-
sensorial mapping of itself and thus induce change in inner feeling or mental 
state. A bit like a milder version of Stendhal syndrome 
(http://en.wikipedia.org/wiki/Stendhal_syndrome ) or the social psychology 
experiment where a test subject is made to believe by the testimonial of others 
that a stick of a certain size is equal in length to another one much longer and at 
the end of the experiment the ability to judge sticks size by perception is 
seemingly really altered as the subject can't seem to distinguish different sized 
sticks. Similar to somekind of hypnosis..

The nervous system, after all, must need calibration from time to time and 
therefore can also be miscalibrated or correctly re-calibrated too.

Dr. Moshe Feldenkrais extensively researched this kind of mapping in his work 
and even developed exercices to re-calibrate the somato-sensorial mapping of 
our body of itself. Recently one of his former student, Anat Baniel, developed a 
more concentrated, rapid and updated version of his teaching. The Feldenkrais 
method is widely used in advanced martial arts training and by elite athletes as 
well as normal people who want better well-being.. :-)

As for the ordering stuff, of course, some art forms will seems to be more 
beautiful to some type of nervous systems than others (miscalibrated nervous 
systems vs. better calibrated ones ). 'More' aesthetically pleasing art being the 
one that a well-calibrated nervous system would enjoy (probably not having any 
over-reaction and having more of a mlld, relaxed appreciation of it) :-)

http://en.wikipedia.org/wiki/Stendhal_syndrome


Nick

Le 2014-03-17 à 21:11, Lulie Tanett <lulie@lulie.org> a écrit :

Unless you mean the more broad theory -- namely beauty = technical
stuff and problem solving -- in which case, yes, it is (and I was
just using the example of painting because that's what I know best).

Hmm  I think I have a criticism of the theory you presented.

The way I look at it is this. We call many things beautiful (paintings , songs, 
proofs, computer code...). It is a guess that in all those cases we are referring 
to the same attribute when we call something beautiful or more beautiful than 
something else (otherwise there is no point in talking about beauty since it is a 
completely different thing in each particular case.)

What you seem to be saying is that something is more beautiful than 
something else if it is better than the other thing in some "technical way".

But what these "technical ways"  are isn't obvious and the ones you wrote 
down for painting seem to be very instrumental in nature.

Why is instrumental bad?

To take just the stuff you wrote for painting - the theory of aesthetics must be 
able to explain *why* drawing things in perspective makes them look more 
beautiful and why doing the opposite of that doesn't.

To an extent. But wouldn't explaining all the whys result in infinite regress?

That *same theory* must also be able to explain why changing proofs in such 
and such a way makes them more beautiful and why doing something else 
doesn't.

Is beauty in art the same as beauty in proofs?

Might that be a different level of theory, like more abstract?



You could figure out similar lists for other forms of art (and that would be quite 
an achievement) , but what you'll have then looks very much like instrumental 
aesthetics to me.

It will for example leave you completely clueless when trying to come up with a 
*new* "technical way" of improving paintings that will make them look beautiful.

If the theory had something about how to update the lists (like if we discover a 
new principle/technical thing that could improve a piece of art, which isn't in the 
existing categories), would it no longer be instrumentalist?

--
Lulie Tanett



From: Lulie Tanett <lulie@lulie.org>
Subject: Re: [BoI] New Theory of Aesthetics
Date: March 23, 2014 at 6:38 AM

On 20 Mar 2014, at 03:03, Nicolas M. Kirchberger <oberon.nmk@gmail.com> 
wrote:

About this conversation about aesthetics, here's my take on it:

Do you have any criticism of the ideas in my original post?

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-
MDb1g/MjCPXFXq3gYJ

I would believe in the instrumental interpretation as follow; I think what we 
perceive as beautiful somehow resonate within our nervous system as an 
harmony-inducing structurally-similar map.
Let me explain,  the proportions, relationships, ratios, etc would re-calibrate the 
nervous system's somato-sensorial map in a positive way as to optimize or 
increase some of its functioning.
In this way it would be like providing the nervous system with the answer with 
proof (the process of getting to the answer) to an adaptative challenge it was 
looking to solve.

This view is criticised in chapter 14 of BoI.

If beauty were just an accident of biology, that would mean there's a limit to how 
much progress we can make in art.

Why expect good ideas/beauty to come from biology, anyway? Biology is often 
super dumb and self-destructive. We have design faults like a blind spot in our 
vision, ageing, etc.

--
Lulie Tanett

-- 

From: Vollmer <vollmerok@gmail.com>

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-MDb1g/MjCPXFXq3gYJ


From: Vollmer <vollmerok@gmail.com>
Subject: Re: [BoI] New Theory of Aesthetics
Date: March 23, 2014 at 12:13 PM

On 23 Mar 2014, at 06:38, Lulie Tanett <lulie@lulie.org> wrote:

On 20 Mar 2014, at 03:03, Nicolas M. Kirchberger <oberon.nmk@gmail.com> 
wrote:

About this conversation about aesthetics, here's my take on it:

Do you have any criticism of the ideas in my original post?

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-
MDb1g/MjCPXFXq3gYJ

I would believe in the instrumental interpretation as follow; I think what we 
perceive as beautiful somehow resonate within our nervous system as an 
harmony-inducing structurally-similar map.
Let me explain,  the proportions, relationships, ratios, etc would re-calibrate the 
nervous system's somato-sensorial map in a positive way as to optimize or 
increase some of its functioning.
In this way it would be like providing the nervous system with the answer with 
proof (the process of getting to the answer) to an adaptative challenge it was 
looking to solve.

This view is criticised in chapter 14 of BoI.

If beauty were just an accident of biology, that would mean there's a limit to how 
much progress we can make in art.

Why expect good ideas/beauty to come from biology, anyway? Biology is often 
super dumb and self-destructive. We have design faults like a blind spot in our 
vision, ageing, etc.

Why are you dismissive about the amount of knowledge in biology?

transcribed from The Blind Watchmaker, by Richard Dawkins:

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-MDb1g/MjCPXFXq3gYJ


And there's one ultra modern optical technology that actually owes a debt to 
nature for its existence. This is an optical disk used for storing information, and it 
can store an enormous amount, about 500 million characters.
...
But it's not what's written on this disk that interests me so much as the debt its 
designed owes to this, the moth. Because the eye of the moth has one 
particular feature which is precisely mimicked in the surface of the disk, and that 
is what enables it to store such enormous amounts of information."



From: Lulie Tanett <lulie@lulie.org>
Subject: [BoI] Aesthetics thru biology (Was Re: New Theory of Aesthetics)
Date: March 27, 2014 at 7:28 AM

On 23 Mar 2014, at 16:13, Vollmer <vollmerok@gmail.com> wrote:

On 23 Mar 2014, at 06:38, Lulie Tanett <lulie@lulie.org> wrote:

On 20 Mar 2014, at 03:03, Nicolas M. Kirchberger <oberon.nmk@gmail.com> 
wrote:

About this conversation about aesthetics, here's my take on it:

Do you have any criticism of the ideas in my original post?

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-
MDb1g/MjCPXFXq3gYJ

I would believe in the instrumental interpretation as follow; I think what we 
perceive as beautiful somehow resonate within our nervous system as an 
harmony-inducing structurally-similar map.
Let me explain,  the proportions, relationships, ratios, etc would re-calibrate 
the nervous system's somato-sensorial map in a positive way as to optimize 
or increase some of its functioning.
In this way it would be like providing the nervous system with the answer with 
proof (the process of getting to the answer) to an adaptative challenge it was 
looking to solve.

This view is criticised in chapter 14 of BoI.

If beauty were just an accident of biology, that would mean there's a limit to 
how much progress we can make in art.

Why expect good ideas/beauty to come from biology, anyway? Biology is often 
super dumb and self-destructive. We have design faults like a blind spot in our 
vision, ageing, etc.

Why are you dismissive about the amount of knowledge in biology?

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-MDb1g/MjCPXFXq3gYJ


Because gene evolution is super slow compared to meme evolution.

But actually, I'm not. My argument is that *there is a cap* in any one biological 
entity (like an individual person).

No matter how much knowledge there is in biology, even if it's super awesome, 
there's still a cap and it doesn't change for an individual. It would mean any 
individual couldn't learn better aesthetic ideas than what was already built into 
their genes.

--
Lulie Tanett

-- 

From: Nicolas M. Kirchberger <oberon.nmk@gmail.com>



From: Nicolas M. Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] New Theory of Aesthetics
Date: April 3, 2014 at 6:54 PM

Le 2014-03-23 à 06:38, Lulie Tanett <lulie@lulie.org> a écrit :

On 20 Mar 2014, at 03:03, Nicolas M. Kirchberger <oberon.nmk@gmail.com> 
wrote:

About this conversation about aesthetics, here's my take on it:

Do you have any criticism of the ideas in my original post?

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-
MDb1g/MjCPXFXq3gYJ

Oh, I had not read the original post, but now that I did, yes, some:

About the criterium for a theory of aesthetics:
A theory of beauty/art must have these properties:
- Objective. (As it says in BoI.)

Yes

- Not based on emotion / doesn't have emotion at the centre.
- Not based / doesn't rely on culture.
- Not based / doesn't rely on the viewer's beliefs. Should be disconnected from 
belief like Popper disconnected it from philosophy when he took down JTB.

I would say here that 'aesthetics' result of a relationship between emotional state, 
culture and belief (among other things) and the object being perceive.

- Ditto psychology? (Gombrich had something to say about this and seemed to 
approve of the idea art is linked to psychology. Need to read his book.)

Psychology is heavily related to belief, feeling, culture and cognitive style, so I'd 
put it in the same category of 'things which are implicated in the 'aesthetic' 
relationship/process".

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-MDb1g/MjCPXFXq3gYJ


- The artist is barely relevant. (Except stuff is often more impressive when one 
can see how difficult it is. Should this not be so?)

Since I include psychological elements in here, the artist's psychology, culture, 
etc would be relevant in how to try to 'interpret' the art's effect as it was intended.

- Possible for someone to improve a particular piece.
- Possible for someone to improve the field.

Yes.

- Improving a piece is done by criticism (and conjecture).
- Ditto progressing the field.

And I would add here, adaptation to and integration to new elements (cultural, 
environmental, etc).

- I guess the difference between those two is that a piece can be improved by 
known criticism, whereas the field has to have new (better) stuff.
- Making something look more beautiful is indistinguishable from making it better 
in a 'technical' way. For any improvement, you could say "I did this <technical 
thing> which made it better".

I would add here that making it better would be akin to making it better fitting to a 
particular type of observer/nervous system/psychology/etc.  Aesthetic would 
therefore be a domain-specific function/relation between an observer and 
something observed. Of course, we could - arbitrarily - define a 'default' observer 
that would be the 'normal' or 'average' observer of a given environment.

- If that's a genuine improvement, it'll be possible to formulate that into a general 
principle (or as a specific application of a general principle) which others can 
use in their pieces, unless it's super-parochial somehow.

I'd guess the general principle would be something like "find a way to change the 
observer and/or the observed in such a way as to create an harmonious 
relationship between the two". :-)

- I'd guess art has a similar explicit:inexplicit ratio to, sa



Probably something like inexplicit ratios and the most basic level. And depending 
of the perceived ratios, how well the person's nervous system is calibrated and 
the ratio really contained in the object, the ratio will be differently perceived and 
should be adjusted accordingly.

I would believe in the instrumental interpretation as follow; I think what we 
perceive as beautiful somehow resonate within our nervous system as an 
harmony-inducing structurally-similar map.
Let me explain,  the proportions, relationships, ratios, etc would re-calibrate the 
nervous system's somato-sensorial map in a positive way as to optimize or 
increase some of its functioning.
In this way it would be like providing the nervous system with the answer with 
proof (the process of getting to the answer) to an adaptative challenge it was 
looking to solve.

This view is criticised in chapter 14 of BoI.

If beauty were just an accident of biology, that would mean there's a limit to how 
much progress we can make in art.

Why expect good ideas/beauty to come from biology, anyway? Biology is often 
super dumb and self-destructive. We have design faults like a blind spot in our 
vision, ageing, etc.

--
Lulie Tanett

I come from a general semantics (applied epistemology) background and I use 
non-aristotelian logic in that system; one implication is that I use non-elementalist 
to evaluate stuff.
In non-elementalist we say for instance that the disconnect between biology and 
psychology, mind and body, is artificial and we reconnect those artificially 
separated 'elements' together and get bio-psycho-social, neuro-linguistics and 
mind-body instead.



From that point of view, biology influence psychology and vice-versa.  This is 
supported today by current science, epigenetics, neurology, etc..

Epigenetics for instance now supports the thesis that environmental factors can 
affect how and if genes are expressed and can even change those gene. 
'Environmental factors' in here include nutrition, outside events, beliefs, language, 
etc.

And 'neuro-linguistics' implies that language, propositions, etc, have a neural 
equivalent somewhere in the brain and both can be affected by each-others. (As 
we can notice when someone gets drunk and his/her mental state, thinking and 
behaving changes accordingly, or when a religious fanatics gets into crazy 
thinking and behaving and have the corresponding crazy mental state that goes 
with it ). :-)

Nick

From: Elliot Temple <curi@curi.us>



From: Elliot Temple <curi@curi.us>
Cc: Alex Epstein <alex@industrialprogress.net>
Subject: [BoI] fuck environmentalism. seriously (was: Christians as 'the better 
people')
Date: April 4, 2014 at 8:17 PM

On Jan 24, 2013, at 8:05 PM, Jason <auvenj@gmail.com> wrote:

Due to length and complexity of this topic I broke apart the original
thread. This is Part 2 of 3, "Christians as 'The Better People'"

On Thu, Dec 20, 2012 at 4:21 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 20, 2012, at 1:54 PM, auvenj <auvenj@yahoo.com> wrote:
A caveat here: I'm going to talk about a particular kind of Christian - the kind 
that I have lots of experience with. That kind is the evangelical, protestant, 
conservative Christian. I'm not talking about Catholics, and I'm not talking 
about Liberal Christians, not because I think that what I say here doesn't 
apply to them, but because I don't have enough experience to know whether 
or not it does.

There's a Christian church that advertises on a radio station that I listen to. 
The church is this one:
http://www.calvarytucson.com/

The radio station they advertise on is secular / for-profit. The church pays for 
the ads to run in the middle of regular programming in prime time. These ads 
are snippets of audio recordings of sermons their pastor gave the 
congregation, usually the previous Sunday. 30 seconds to a minute of content 
out of a 20-30 minute sermon, selected for the purpose of converting non-
christians and renewing the faith of christians who may or may not attend that 
church.

They've been doing this for years. I have heard enough of these ads to know 
that the pastor's philosophy is close to that of the churches I was raised in 
and representative of the kind of Christians that I'm familiar with.

Sometimes the ads are about topics which I regard as mere side effects of 
supernatural belief: heaven and hell, prayer, angels, praising the lord, etc. 
These are things which I disagree with, but can excuse as comparatively 
harmless mistakes.

http://www.calvarytucson.com/


But sometimes there is more substance in these ads. This morning was one 
such. I have to paraphrase; since it was a radio ad I don't have an exact 
transcript nor could one be found at the above linked site. It went something 
like:
"Christians sometimes ask why bad things happen, and what we should do 
about them. Proverbs tells us, 'Trust in the Lord with all your heart, and lean 
not on your own understanding.' When good things happen, we rejoice...and 
we trust in the Lord. When bad things happen, we are sad...and we trust in 
the Lord. We do not lean on our own understanding."

That is very conservative.

This is in my experience representative of Christian philosophy and more 
specifically, Christian epistemology. That verse in Proverbs was quoted often 
in the churches I grew up attending, as well as by my extended family 
members who remain devoted Christians.

And it is, in my estimation, as near to pure evil as exists in common belief in 
western society today as regards epistemology. There are worse things that a 
few people believe, but nothing I can think of with the number of dedicated 
followers promoting it that this one has.

This is bad but I don't think it's *pure* evil.

For example, consider the practical effects of this teaching, as compared with 
environmentalist teachings.

I think you're comparing the worst environmentalists to mainstream
Christians, which I don't think is a fair comparison.

well you said "in common belief in western society today" so wouldn't that refer to 
mainstream Christians?

stuff like global warming fearmongering and mass-destructive proposed 
"solutions" (consisting of destroying the economy) are "in common belief in 
western society today".

If we want to compare worst to worst, we should compare extreme
environmentalists like the Earth Liberation Front (ELF) to extreme



Christians like the Christian Identity movement. I don't think such a
comparison is particularly useful, since neither segment has much
power or influence in society, and both are so incredibly bad that
even most poor thinkers still will have nothing to do with them.
If we want to compare mainstream to mainstream, which I think is more
useful, then we should compare popular environmental groups like the
Nature Conservancy or Sierra Club to popular Christian denominations
like the one that sponsored the radio ad.

the sierra club is just the kind of mainstream assholes i had in mind. the sierra 
club's basic goal is to destroy civilization, and it has already done immense harm. 
(more below)

Environmentalists are trying to destroy civilization.

Can you provide quotes that both: (a) indicate that's what they're
trying to do and that (b) those goals are common and agreed with by
large numbers of mainstream environmentalists?

the sierra club is against fossil fuels, nuclear power, and hydro power. in other 
words, they are against powering an industrial civilization. that means nothing 
less than widespread death.

they propose doing this so we can live on rainbow power thus bringing about 
world peace and prosperity. or something. their stated goal is not to destroy 
civilization (though they openly want big changes). but their stated goals would 
straightforwardly destroy civilization.

i said, "consider the practical effects of this teaching", not consider its stated 
goals. the effects of the sierra club are immense harm (already), and it would be 
the destruction of civilization if they got their way enough without changing their 
minds as things progressed. (i imagine a lot of them would change their minds 
after far more destruction, but before we're all dead)

the sierra club stands for some other things too, btw.

http://rayharvey.org/index.php/2010/05/the-truth-about-sierra-club/

http://rayharvey.org/index.php/2010/05/the-truth-about-sierra-club/


Among other things, John Muir was an unapologetic racist, writing in 1894 that 
the Indians of Yosemite Valley were "mostly ugly, and some of them altogether 
hideous. [They] seemed to have no right place in the landscape," and they 
disturbed his "solemn calm." Sierra Club has never successfully shed its elitist 
roots -- not, let it be noted, that it really cares to. Accordingly, their website has 
this resolution:

"State and federal laws should be changed to encourage small families and 
discourage large families."

Government bureaucrats, in other words, should tell us how many children we 
are allowed to have -- as they do in Communist China, for instance.

Sierra Club cofounder David Brower advocates eugenics, of a milder sort:

"Childbearing [should be] a punishable crime against society, unless the parents 
hold a government license... All potential parents [should be] required to use 
contraceptive chemicals, the government issuing antidotes to citizens chosen 
for childbearing."

Sierra Club also calls for "a moratorium on the planting of all genetically 
engineered crops and the release of all genetically engineered organisms 
(GEOs) into the environment, including those now approved."

so besides getting rid of industrial-scale power, they also want to get rid of food 
and people. (well, i guess we won't need so much food if we get rid of enough 
people...)

I think you should read _Reflections on the Revolution in France_ by Edmund 
Burke. If you understand that book, and the issue of the French Revolution, I 
think that would help a lot with understanding this issue. Burke is the foremost 
advocate of what we might call "rational conservatism".

Thanks, I've added it to my reading list.

Any comments on it yet?

-- Elliot Temple
http://curi.us/

http://curi.us/


http://curi.us/

http://curi.us/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Christianity and the Beginning of Infinity (was: Excusing Evil?)
Date: April 4, 2014 at 9:32 PM

On Jan 24, 2013, at 8:08 PM, Jason <auvenj@gmail.com> wrote:

Due to length and complexity of this topic I broke apart the original
thread. This is Part 3 of 3, "Christianity and the Beginning of
Infinity"

In another thread Elliot Temple wrote:

in this way it's similar to atheism. not all atheists, but many, are rejecting 
christianity, they are agreeing it's important whether you believe in God and 
then giving the unpopular answer. they are accepted a lot of the mainstream 
problem situation then giving opposite answers.

The part I want to address here is about whether it's important if you
believe in God, and what that means for the Beginning of Infinity.

I think whether it matters or not depends on the kind of God you
believe in. After I read Popper, I took to calling different
conceptions of God "God conjectures" in other forums.

i think maybe you read this quote different than i meant it.

i don't believe in God but that is not a significant part of my self-image. i don't 
define myself as a non-believer. i don't strongly care; i think the issue is boring. 
i'm kinda over it. (easier considering i was never religious, i suppose)

that's very different than considering God-belief, or not, a key defining issue. 
some people are believers or non-believers in order to interact with the issue of 
being a Christian or atheist. they care a lot about that and want to take sides and 
be treated according to their side by others. they all agree it's a major part of life.

what a lot of people do is they have this social role, this place in society, this 
lifestyle, and it involves being religious, being a believer. it's a major important 
part of their life. and then some of them decide to become atheists meaning they 
are changing their social role, changing how they fit into society, and this new 
approach is also an important part of their life, just on the other side.



i don't really respect that. i don't think it's better. i think it's substituting something 
flawed for something else flawed, and both of them are actually have quite a few 
things in common like agreeing a great deal on what questions and issues are 
important in life.

btw have you seen south park on atheism?

http://www.southparkstudios.com/full-episodes/s06e08-red-hot-catholic-love

http://www.southparkstudios.com/full-episodes/s10e12-go-god-go
http://www.southparkstudios.com/full-episodes/s10e13-go-god-go-xii

maybe you could comment on these episodes, too, especially the south park 
atheist club part.

Some people believe in God conjectures that aren't very important. For
example, some people believe in a "watchmaker God" who set the
universe in motion then left it completely alone. Some people believe
God is a "life force" that separates the living from the dead. Some
people believe in God as a "divine spark" that humans have and other
animals don't (AKA a "soul"). Some people believe that God is just a
metaphor for all that is right and good in the world. Some people
think there's a spiritual world you go to after you die, and God is
there along with all your dead family members, but we don't know much
else about it and it doesn't much matter in everyday life. Some people
believe that God is the wisdom of the ages passed down in stories to
help us understand. And on and on.

I even believe some of these God conjectures myself, though I don't
call them "God". I do think there's a difference between dead and
alive, and I do think humans have something important that other
animals don't, etc.

I don't think its very important whether or not someone calls those
things "God" or something else.

Objectively out-of-context it's not very important. In this world, in this culture, it is 
important socially and also has intellectual meaning.

http://www.southparkstudios.com/full-episodes/s06e08-red-hot-catholic-love
http://www.southparkstudios.com/full-episodes/s10e12-go-god-go
http://www.southparkstudios.com/full-episodes/s10e13-go-god-go-xii


I don't think it's important if that's
the type of God they believe in. It's more socially acceptable to do
that than to call oneself an atheist, at least for now. If someone is
concerned about social acceptability, like if they are running to win
political office or trying to lead a large business organization, it
makes a lot of sense to profess belief in God when internally one
means those kinds of Gods.

However, I do think it is important whether or not you believe in the
God we've been talking about in this thread. Specifically, the God of
conservative evangelical Christianity: An omniscient, omnipotent,
omnipresent, omnibenevolent God,

I wouldn't call it that. Just cuz ppl claim "God" has those attributes doesn't prevent 
them from being contradictory.

Do you disagree? Do you think its not very important whether someone
believes in the kind of God that conservative evangelical Christians
believe in? Since you called Christianity a big, important thing I'm
guessing you also think whether or not one believes in the Christian
God is important too, but I want to be sure.

i think it's ideal not to spend much time thinking about that God.

i think if someone thinks about it a lot, there's a problem there (unless they are 
like a philosophical researcher with that speciality). i think that's more defining 
than which side they take. i'd also note that there are quite a few like active 
atheists who think about that kind of thing more than many vaguely Christian 
people do.

look at FoR and BoI. are they atheist books by an atheist author? sure. do they 
dwell on atheism? no. God wasn't interesting enough to get much attention. they 
are kinda past God, over it, moving on to better things. and that's the right way to 
do it.

If your original propositions are right: the better people are the
ones who become Christians, and Christians are the ones saving the
civilization - then civilization would seem to have a serious
existential problem at hand.

This important kind of God - the Christian God - is fairly fragile in



This important kind of God - the Christian God - is fairly fragile in
the presence of modern science. I'm not saying that one can't believe
in the Christian God and modern science at the same time - some people
do. But its an unstable relationship that appears to be in terminal
decline. I've been told that a large majority of practicing scientists
are atheists, which sounds likely.

Atheism is not inherently dangerous. Certain common types in our culture today 
are dangerous. People could conceivably see the conflict between modern 
science and God and become a reasonable type of non-believer. There's no 
fundamental problem there. It's the actual atheist movement today which is 
fucked up.

The fastest growing religion in America is "no religion". Compared to
other local groups the atheist groups I know of are growing quickly.
If every objectivist and critical rationalist in town just shut up
about atheism, it would still be growing. If every objectivist and
critical rationalist started promoting Christianity, atheism would
still be growing. Objectivists and Critical Rationalists aren't
responsible for most of atheism's growth.

right

other stuff that makes way way less sense than Objectivism is largely responsible 
for atheism's growth.

How do you see it playing out if the non-lefties with good philosophy
call Christians the "better people in the world" and refrain from
public criticisms of the Christian God?

i do not refrain from public criticisms of the mythical Christian God.

I'm not suggesting that objectivists and critical rationalists go door
to door trying to convert Christians into Atheists while ignoring
philososophy and morals. I'm just saying that Christians don't deserve
our unqualified praise

i do not give Christians "unqualified" praise.

as the better people in the world nor being



spared our strongest criticisms based on the flawed idea that they're
somehow saving the world.

don't spare criticisms

-- Elliot Temple
http://fallibleideas.com/

http://fallibleideas.com/


From: Jason <auvenj@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [FI] Re: [BoI] Christianity and the Beginning of Infinity (was: 
Excusing Evil?)
Date: April 5, 2014 at 7:00 PM

On Fri, Apr 4, 2014 at 6:32 PM, Elliot Temple <curi@curi.us> wrote:

On Jan 24, 2013, at 8:08 PM, Jason <auvenj@gmail.com> wrote:

Due to length and complexity of this topic I broke apart the original
thread. This is Part 3 of 3, "Christianity and the Beginning of
Infinity"

In another thread Elliot Temple wrote:

in this way it's similar to atheism. not all atheists, but many, are rejecting 
christianity, they are agreeing it's important whether you believe in God and 
then giving the unpopular answer. they are accepted a lot of the mainstream 
problem situation then giving opposite answers.

The part I want to address here is about whether it's important if you
believe in God, and what that means for the Beginning of Infinity.

I think whether it matters or not depends on the kind of God you
believe in. After I read Popper, I took to calling different
conceptions of God "God conjectures" in other forums.

i think maybe you read this quote different than i meant it.

i don't believe in God but that is not a significant part of my self-image. i don't 
define myself as a non-believer. i don't strongly care; i think the issue is boring. 
i'm kinda over it. (easier considering i was never religious, i suppose)

Doesn't defining one's self-image by any belief or non-belief make it
harder to change? I try to avoid that no matter how interesting the
issue is.

I don't think the issue of God / no God is as interesting as some



other issues, but I wouldn't say it's boring either. I think I care
about it more than you do. But I don't define myself by it or any
other issue.

that's very different than considering God-belief, or not, a key defining issue. 
some people are believers or non-believers in order to interact with the issue of 
being a Christian or atheist. they care a lot about that and want to take sides 
and be treated according to their side by others. they all agree it's a major part 
of life.

what a lot of people do is they have this social role, this place in society, this 
lifestyle, and it involves being religious, being a believer. it's a major important 
part of their life. and then some of them decide to become atheists meaning 
they are changing their social role, changing how they fit into society, and this 
new approach is also an important part of their life, just on the other side.

i don't really respect that. i don't think it's better. i think it's substituting something 
flawed for something else flawed, and both of them are actually have quite a few 
things in common like agreeing a great deal on what questions and issues are 
important in life.

I agree the social role stuff is stupid. One of the best benefits I
got when I stopped going to church is I had more time to do more
interesting stuff. If I just put all that time into "being an atheist"
(going to atheist meetings to talk about atheism, trying to convert
people to atheism, etc.) I'd have been no better off.

btw have you seen south park on atheism?

http://www.southparkstudios.com/full-episodes/s06e08-red-hot-catholic-love

http://www.southparkstudios.com/full-episodes/s10e12-go-god-go
http://www.southparkstudios.com/full-episodes/s10e13-go-god-go-xii

maybe you could comment on these episodes, too, especially the south park 
atheist club part.

I had seen the season 6 episode but not he season 10 episodes.
Somewhere between season 6 and 10 I got busy and stopped watching
South Park.

http://www.southparkstudios.com/full-episodes/s06e08-red-hot-catholic-love
http://www.southparkstudios.com/full-episodes/s10e12-go-god-go
http://www.southparkstudios.com/full-episodes/s10e13-go-god-go-xii


A funny thing is that like the season 10 episodes Tucson has 3
more-or-less "atheist clubs": Skeptics of Tucson, Tucson Atheists, and
Freethought Arizona.

However the different clubs don't hate each other, a lot of the
members are in all three, and all three cross-promote each other's
meetings and events. They just focus on different things. Many of
their members are the kind of reactionaries depicted in SP, but not
all.

Skeptics of Tucson is about debunking the supernatural. They're
definitely atheists but they go after dowsers (shockingly popular in
AZ), psychics, UFOlogists, astrologers, mediums, exobiology, etc. more
than they go after organized religion. They are definitely focused on
"going after" people and groups in a critical way, but nobody that
actually believes in the stuff they go after seems to pay much
attention. So I think they're ineffective, mostly spending time
patting each other on the back for all the different bullshit things
they don't believe in. I've been to like 2 meetings in 15 years...not
interesting.

Tucson Atheists is the most stereotypical atheist club - defined by
their atheism, they go after Christians pretty much constantly. I find
it particularly humorous that anything social they do always has to
say it's "Godless", as in "Drinking Godlessly" if they go to happy
hour, "Caffeinated Godlessness" when they meet at a coffee shop for
breakfast and - no shit - even "Godless crafting" for the ladies who
want to get together and knit in the afternoon. :-) As with the
skeptics I've been to like 2 of their meetings, not interested.

Freethought Arizona is more nebulous than the other two - the best
description is that they try to do shit that interests people who
aren't religious. IMO they're the only group that gets beyond just
being reactionary "anti-"s. This ranges from getting speakers on
various topics (like the upcoming one on free will, a guy who brought
a Gila monster and give a talk on them, one of the writers for Star
Trek, a guy who explained photovoltaics), watching and discussing
courses from http://www.thegreatcourses.com/greatcourses.aspx, and
some political action around church-state separation issues in

http://www.thegreatcourses.com/greatcourses.aspx


Arizona. I find about a third of their stuff interesting enough to go
to. I used to go more often when I had less other projects going on.
They asked me to be on their board a few years ago & I turned them
down - not that interested.

There's some other loosely affiliated stuff too - not exactly "atheist
clubs" but groups with lots of atheists that are well known: There's
an objectivist group which is all atheists, I've mentioned the Secular
Humanist Jewish Circle which is pretty much all atheists, and the
Unitarian Universalist church is pretty much all atheists (my wife and
I got married there, but never attended regularly), there's a
statewide expressly political group called Secular Coalition for
Arizona that sometimes does things in Tucson with one of the other
groups to gin up political action, and there's some folks trying to
start a Sunday Assembly here too.

Except for the objectivist group the other ones tend to be dominated
by lefties. But maybe not as left as in your area - you wouldn't
mistake them for right wingers, but with a few exceptions that stand
out due to their oddity, they aren't as far left as even people who
get elected in other states like Diane Feinstein or Bernie Sanders.

Some people believe in God conjectures that aren't very important. For
example, some people believe in a "watchmaker God" who set the
universe in motion then left it completely alone. Some people believe
God is a "life force" that separates the living from the dead. Some
people believe in God as a "divine spark" that humans have and other
animals don't (AKA a "soul"). Some people believe that God is just a
metaphor for all that is right and good in the world. Some people
think there's a spiritual world you go to after you die, and God is
there along with all your dead family members, but we don't know much
else about it and it doesn't much matter in everyday life. Some people
believe that God is the wisdom of the ages passed down in stories to
help us understand. And on and on.

I even believe some of these God conjectures myself, though I don't
call them "God". I do think there's a difference between dead and
alive, and I do think humans have something important that other
animals don't, etc.



I don't think its very important whether or not someone calls those
things "God" or something else.

Objectively out-of-context it's not very important. In this world, in this culture, it is 
important socially and also has intellectual meaning.

I don't think it's important if that's
the type of God they believe in. It's more socially acceptable to do
that than to call oneself an atheist, at least for now. If someone is
concerned about social acceptability, like if they are running to win
political office or trying to lead a large business organization, it
makes a lot of sense to profess belief in God when internally one
means those kinds of Gods.

However, I do think it is important whether or not you believe in the
God we've been talking about in this thread. Specifically, the God of
conservative evangelical Christianity: An omniscient, omnipotent,
omnipresent, omnibenevolent God,

I wouldn't call it that. Just cuz ppl claim "God" has those attributes doesn't 
prevent them from being contradictory.

And just cuz they're contradictory doesn't stop people from believing
that a God exists with those attributes. The way most of them address
the contradictions is something along the lines of, "The mind of man
cannot fully comprehend God". Basically, their argument is that it
only seems contradictory to us puny humans because we're too stupid to
see how it's not contradictory.

Maybe you don't think people could actually believe something that
dumb? They do. Heck, I used to.

Do you disagree? Do you think its not very important whether someone
believes in the kind of God that conservative evangelical Christians
believe in? Since you called Christianity a big, important thing I'm
guessing you also think whether or not one believes in the Christian
God is important too, but I want to be sure.

i think it's ideal not to spend much time thinking about that God.



i think if someone thinks about it a lot, there's a problem there (unless they are 
like a philosophical researcher with that speciality). i think that's more defining 
than which side they take. i'd also note that there are quite a few like active 
atheists who think about that kind of thing more than many vaguely Christian 
people do.

look at FoR and BoI. are they atheist books by an atheist author? sure. do they 
dwell on atheism? no. God wasn't interesting enough to get much attention. they 
are kinda past God, over it, moving on to better things. and that's the right way 
to do it.

In some contexts (mainly: some parts of the world) I think that
attitude makes more sense than others.

If your original propositions are right: the better people are the
ones who become Christians, and Christians are the ones saving the
civilization - then civilization would seem to have a serious
existential problem at hand.

This important kind of God - the Christian God - is fairly fragile in
the presence of modern science. I'm not saying that one can't believe
in the Christian God and modern science at the same time - some people
do. But its an unstable relationship that appears to be in terminal
decline. I've been told that a large majority of practicing scientists
are atheists, which sounds likely.

Atheism is not inherently dangerous. Certain common types in our culture today 
are dangerous. People could conceivably see the conflict between modern 
science and God and become a reasonable type of non-believer. There's no 
fundamental problem there. It's the actual atheist movement today which is 
fucked up.

Right. So, how best to un-fuck it?

Well first, why care about un-fucking it? Because in some areas more
than others the political battle lines are being drawn around
right-wing Christians vs. left-wing secularists. That's not a good
choice set. It's not the choice set I want to see when I go to vote.
And an un-fucked atheist movement would help.

When I lived in New Zealand I contacted libertarian groups and



When I lived in New Zealand I contacted libertarian groups and
homeschool groups but I had no interest in contacting the local
atheist groups. The reason I didn't contact atheist groups is because
it was clear that *as a society* New Zealand was "kinda past God, over
it, moving on to better things." There were religious people there and
churches and missionaries going door-to-door just like here, but far
fewer people took them seriously and they had very little political
power. There was one overtly Christian group that controlled,
seriously, like 3% of the legislature or something like that. Just a
total joke.

Arizona is different. The strongest force in the Arizona Legislature
right now is an overtly Christian group called the Center for Arizona
Policy. They have the votes and committee seats to block any bill they
don't like, and the votes to pass a lot of bills particularly if they
offer pork to a few of the Republicans they don't already "own". They
don't own the governor, and she's been known to veto some of their
stuff but they've also put together the votes to over-ride some of her
vetos.

And by "own" here's what I mean: They massively fund and back specific
state-level candidates in the Republican primaries. In addition to
direct funding of campaigns and hit pieces against opponents they put
out scorecards that are often distributed in conservative Christian
congregations, encouraging the faithful to work for and send donations
to their favored candidates. I've stopped paying close attention to
the state races, but last I looked their favored candidates won over
90% of the districts they participated in.

The CAP is very targeted and strategic. They don't waste time and
money in districts that are safe Democrat or lean Democrat, and they
only spend general election money on their primary winners in
competitive districts. But the Republican party has a majority in this
state and a majority of Republican-leaning districts are basically
safe. So they participate in a little over half of the races, but
wherever they participate they almost always win. If you're a
Republican who they backed and you cross them, they'll fund & back a
challenger in your next primary. If you're a Republican who they
didn't fund but crosses them too often, they'll fund & back a
challenger in your next primary too.



The biggest struggle within the Republican Party in Arizona is between
the older pro-business faction, who thinks all these CAP backed laws
against gays and abortion and illegal immigrants etc. are just driving
business away from the state, and the CAP-led faction who thinks that
any hit to business is worth pushing their social agenda for. And the
pro-business faction *loses* way more often than they win.

So in this state in a lot of districts the general election choice is
between a right-wing Christian (the R backed by CAP) or a left-wing
who's not gonna talk about religion (the D).

I don't know, but I'd guess that the coastal US states are a lot more
like New Zealand than Arizona in this regard. Maybe where you're at
religion is something you can make political commentary and vote
without much reference to. If so, that's good in that you can more
easily be "past God, over it, moving on..."

However, the cautionary part is that the coasts are also far more
left-wing than the interior of the US. Perhaps this is just
correlation, but I'm not sure.

One thing we've talked about before that I think can help is to try to
get people to stop thinking so much in terms of "sides". Realizing
that the Christian God is bullshit shouldn't mean one has to "switch
sides" and become a lefty atheist. It would help in a lot of districts
if more atheists registered Republican and voted for the pro-business
R's against the CAP-backed R's in the primary. If they stopped
thinking they had to be on the "side" of Democrats because Republicans
are on the "side" of Christians it would help. It'd be nice if there
were more support in the atheist community for having Secular
Coalition for Arizona back Republican primary challengers opposite to
CAP.

Another thing I think can help is promoting diversity within the
atheist community. So rather than say "nah I'm not going to have
anything to do with those guys, they're lefties" I do participate in
some atheist activities and do my best to break the link between
atheism and left-wing politics.



The fastest growing religion in America is "no religion". Compared to
other local groups the atheist groups I know of are growing quickly.
If every objectivist and critical rationalist in town just shut up
about atheism, it would still be growing. If every objectivist and
critical rationalist started promoting Christianity, atheism would
still be growing. Objectivists and Critical Rationalists aren't
responsible for most of atheism's growth.

right

other stuff that makes way way less sense than Objectivism is largely 
responsible for atheism's growth.

How do you see it playing out if the non-lefties with good philosophy
call Christians the "better people in the world" and refrain from
public criticisms of the Christian God?

i do not refrain from public criticisms of the mythical Christian God.

I'm not suggesting that objectivists and critical rationalists go door
to door trying to convert Christians into Atheists while ignoring
philososophy and morals. I'm just saying that Christians don't deserve
our unqualified praise

i do not give Christians "unqualified" praise.

as the better people in the world nor being
spared our strongest criticisms based on the flawed idea that they're
somehow saving the world.

don't spare criticisms

OK, but when you call Christians the "better people in the world"
without saying the Christian God is a myth or some other strong
criticism, it sounds like unqualified praise. And especially if you
ever do it in forums where there are atheists who don't know much, and
you're condemning lefties, such an approach would seem to reinforce
the "right-wing Christians vs. left-wing secularists" sides.



--Jason

From: Balázs Fehér <feher.balazs.feher@gmail.com>



From: Balázs Fehér <feher.balazs.feher@gmail.com>
Subject: [BoI] BOI introduction
Date: April 11, 2014 at 6:44 AM

From BOI introduction:

"In this book I argue that all progress, both theoretical and practical,
has resulted from a single human activity: the quest for what I call good
explanations. Though this quest is uniquely human, its effectiveness is
also a fundamental fact about reality at the most impersonal, cosmic level
- namely that it conforms to universal laws of nature that are indeed good
explanations. This simple relationship between the cosmic and the human is
a hint of a central role of people in the cosmic scheme of things."

What does the second sentence mean?

-- 



From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: Re: [BoI] BOI introduction
Date: April 11, 2014 at 7:01 AM

On Apr 11, 2014, at 3:44 AM, Balázs Fehér <feher.balazs.feher@gmail.com> 
wrote:

From BOI introduction:

"In this book I argue that all progress, both theoretical and practical, has 
resulted from a single human activity: the quest for what I call good 
explanations. Though this quest is uniquely human, its effectiveness is also a 
fundamental fact about reality at the most impersonal, cosmic level - namely 
that it conforms to universal laws of nature that are indeed good explanations. 
This simple relationship between the cosmic and the human is a hint of a 
central role of people in the cosmic scheme of things."

What does the second sentence mean?

that sentence is badly written. it's too long and complex. let's break it down:

Though this quest is uniquely human,

the quest for good explanations is something that only humans do

its effectiveness is also a fundamental fact about reality

but even though it's related to humans, it's also related to reality in a fundamental 
way

at the most impersonal, cosmic level

the quest for good explanations has impersonal importance. it matters at a 
cosmic level, rather than just being a personal or human thing.

- namely that it conforms to universal laws of nature that are indeed good 
explanations.



by now it's pretty hard to follow, especially because of that "it". let's rephrase:

- namely that [the quest for good explanations] conforms to universal laws of 
nature that are indeed good explanations.

i think he's saying something about how the laws of physics ("nature") are good 
explanations and allow for humans finding/creating good explanations about 
themselves and about other things. this is a point which needs more explanation 
to expect anyone to understand it well, and i think there's some other relevant 
stuff in the book that could help.

-- Elliot Temple
http://elliottemple.com/

http://elliottemple.com/


From: Balázs Fehér <feher.balazs.feher@gmail.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, BoI <beginning-of-
infinity@googlegroups.com>
Subject: Re: [FI] Re: [BoI] BOI introduction
Date: April 11, 2014 at 8:48 AM

2014-04-11 13:01 GMT+02:00 Elliot Temple <curi@curi.us>:

On Apr 11, 2014, at 3:44 AM, Balázs Fehér <feher.balazs.feher@gmail.com> 
wrote:

From BOI introduction:

"In this book I argue that all progress, both theoretical and practical, has 
resulted from a single human activity: the quest for what I call good 
explanations. Though this quest is uniquely human, its effectiveness is also a 
fundamental fact about reality at the most impersonal, cosmic level - namely 
that it conforms to universal laws of nature that are indeed good 
explanations. This simple relationship between the cosmic and the human is 
a hint of a central role of people in the cosmic scheme of things."

What does the second sentence mean?

that sentence is badly written. it's too long and complex. let's break it down:

Though this quest is uniquely human,

the quest for good explanations is something that only humans do

its effectiveness is also a fundamental fact about reality

but even though it's related to humans, it's also related to reality in a 
fundamental way

at the most impersonal, cosmic level

the quest for good explanations has impersonal importance. it matters at a 
cosmic level, rather than just being a personal or human thing.

- namely that it conforms to universal laws of nature that are indeed good 



- namely that it conforms to universal laws of nature that are indeed good 
explanations.

by now it's pretty hard to follow, especially because of that "it". let's rephrase:

- namely that [the quest for good explanations] conforms to universal laws of 
nature that are indeed good explanations.

i think he's saying something about how the laws of physics ("nature") are good 
explanations and allow for humans finding/creating good explanations about 
themselves and about other things. this is a point which needs more explanation 
to expect anyone to understand it well, and i think there's some other relevant 
stuff in the book that could help.

I think the "it" should refer to the effectiveness of good
explanations. but then what does conforms mean? "the effectiveness of
good explanations conforms to universal laws of nature" suggests here
that this effectiveness is a universal law of nature? what is the
significance of the last five words "that are indeed good
explanations"? does it merely state that: universal laws of nature are
good explanations? why "indeed"? can we skip "indeed" without loss in
meaning?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Nautilus talk on Fallibilism and video interview
Date: April 19, 2014 at 12:35 AM

On Jun 28, 2013, at 8:36 AM, David Deutsch <david.deutsch@qubit.org> wrote:

My article on Fallibilism has appeared in Nautilus Magazine. (Please ignore the 
rather misleading title):

How are you going to effectively spread good ideas with titles this bad? don't you 
need to spread good ideas in formats where you have enough control over what 
appears under you name that it's good rather than bad?

btw the subtitle is also misleading. There's also the footer to ignore, since it's a 
blatant claim of authority.

now for the article body:

http://nautil.us/issue/2/uncertainty/why-its-good-to-be-wrong

That human beings can be mistaken in anything they think or do is a proposition 
known as fallibilism.

who cares what stuff is called, why lead with that? and this sentence structure is 
unnecessarily complex.

Stated abstractly like that, it is seldom contradicted. Yet few people have ever 
seriously believed it, either.

believing it *stated like that* isn't enough, cuz it doesn't say mistakes are 
*common*.

That our senses often fail us is a truism; and our self-critical culture has long 
ago made us familiar with the fact that we can make mistakes of reasoning too. 
But the type of fallibility that I want to discuss here would be all-pervasive even if 
our senses were as sharp as the Hubble Telescope and our minds were as 
logical as a computer.

what a screwy comparison. what's it mean? if our minds were like a computer 

http://nautil.us/issue/2/uncertainty/why-its-good-to-be-wrong


they wouldn't be minds.

It arises from the way in which our ideas about reality connect with reality itself--
how, in other words, we can create knowledge, and how we can fail to.

The trouble

what trouble? why "The"? shouldn't it be "A"?

is that error is a subject where issues such as logical paradox, self-reference, 
and the inherent limits of reason rear their ugly heads in practical situations, and 
bite.

Paradoxes seem to appear when one considers the implications of one's own 
fallibility: A fallibilist cannot claim to be infallible even about fallibilism itself.

that's not a key issue, why not explain about something more useful? tell people 
something that, if they listen, then their lives will be better, they'll think better, etc, 
rather than trying to tell them the answer to an obscure puzzle they weren't even 
asking about.

And so, one is forced to doubt that fallibilism is universally true.

no

fuck it i'm bored with this shit

leaving the rest for someone else

Which is the same as wondering whether one might be somehow infallible--at 
least about some things. For instance, can it be true that absolutely anything 
that you think is true, no matter how certain you are, might be false?

What? How might we be mistaken that two plus two is four? Or about other 
matters of pure logic? That stubbing one's toe hurts? That there is a force of 



gravity pulling us to earth? Or that, as the philosopher René Descartes argued, 
"I think, therefore I am"?

A fallibilist cannot claim to be infallible even about fallibilism itself.

When fallibilism starts to seem paradoxical, the mistakes begin. We are inclined 
to seek foundations--solid ground in the vast quicksand of human opinion--on 
which one can try to base everything else. Throughout the ages, the false 
authority of experience and the false reassurance of probability have been 
mistaken for such foundations: "No, we're not always right," your parents tell 
you, "just usually." They have been on earth longer and think they have seen 
this situation before. But since that is an argument for "therefore you should 
always do as we say," it is functionally a claim of infallibility after all. Moreover, 
look more closely: It claims literal infallibility too. Can anyone be infallibly right 
about the probability that they are right?

But wait. Have we now gotten lost in the paradox of being wrong about being 
wrong? There really is such a thing as existing knowledge--including a vast 
amount of useful, salutary truth. Parents really do know more than children 
about everyday dangers; your physician does know more than a passing hobo 
about your illness. Although, certainly1, all concerned are fallible--they could be 
wrong--isn't it rational to play the odds? To defer to the opinion of the experts 
who have a lot more knowledge about the matter? In other words, isn't it better 
to act as if one considered them infallible about it, even though they are not?

No. That is not only an irrational answer but, catastrophically, the wrong 
question. I'll return to it below. But first, consider infallibility itself.

Ascribing a sphere of infallibility to a parent or expert has the same logic as the 
Roman Catholic Church's doctrine about the pope: It likewise considers him 
infallible only under certain narrowly-defined circumstances, called ex cathedra 
(metaphorically "from the throne"). So, consider this thought experiment: You 
seriously believe in papal infallibility. One day, an atheist friend gleefully tells you 
that the pope has said something which, after due consideration, you decide 
must be false: "There is no force of gravity." Immediately, it becomes vital for 
you to know whether the pope declared this ex cathedra. For if he did, you 
would have to accept that you are mistaken about gravity, and act accordingly, 
even if you never managed to understand the mechanics of how that might be 
so. Because for you, ideas are about something--important precisely because 
they have consequences for how you think, feel, and act. And so you would 

have to drop some assumptions that you hitherto considered true 



have to drop some assumptions that you hitherto considered true 
incontrovertibly--or even infallibly.

Furthermore, one cannot seriously believe that the pope is infallible while also 
believing any rival religion, or atheism. So the implications of papal infallibility, 
even more than parental infallibility, are sweeping. Despite its narrow nominal 
scope, it is functionally equivalent to the entire gamut of Roman Catholic 
doctrine. But there is another class of implications--even more sweeping--in the 
opposite direction.

Consider the steps you are obliged to follow, from hearing of an ex cathedra 
declaration to believing its content.

A passing hobo tells you that he saw the pope making the declaration ex 
cathedra. Do you therefore accept that there is no force of gravity? Obviously 
not: That would involve assuming that the hobo was infallible--which would 
contradict the church's teachings. And the same would hold even if an 
archbishop were to visit you and swear that he had witnessed it too, and stated 
his expert opinion that it met the requirements for being ex cathedra. Since the 
doctrine does not ascribe infallibility to archbishops, you would still not be 
required to accept the claim about gravity. Thus the doctrine of infallibility has 
made you take the fallibility of archbishops more seriously than you otherwise 
might. Even if the pope himself were to swear that his claim about gravity was 
strictly ex cathedra, you would not be forced, by your faith, to believe it. The 
doctrine of papal infallibility does not say that the reminiscences of a pope are 
infallible--unless they are ex cathedra reminiscences.

So your very faith in papal infallibility has led you to within touching distance of 
one of the cornerstones of scientific rationality: nullius in verba--"take no one's 
word for it"--the motto of the Royal Society2.

But now, what if you personally witnessed the ex cathedra statement?

So, there you were, visiting the Vatican and you took a wrong turn and found 
yourself witnessing the pope as he solemnly declared that there is no force of 
gravity. You happened to have purchased, from the souvenir shop, a checklist of 
the official requirements for a declaration to count as ex cathedra, and you took 
the trouble to verify that each one was met. None of this constitutes direct 
observation of what you need to know. Did you observe infallibly that it was the 
pope? Did you do a DNA test? Can you be certain that souvenir checklists never 



contain typos? And how is your church Latin? Was your translation of the crucial 
phrase "no force of gravity" infallible? Have you never mistranslated anything?

The fact is, there's nothing infallible about "direct experience" either. Indeed, 
experience is never direct. It is a sort of virtual reality, created by our brains 
using sketchy and flawed sensory clues, given substance only by fallible 
expectations, explanations, and interpretations. Those can easily be more 
mistaken than the testimony of the passing hobo. If you doubt this, look at the 
work of psychologists Christopher Chabris and Daniel Simons, and verify by 
direct experience the fallibility of your own direct experience. Furthermore, the 
idea that your reminiscences are infallible is also heresy by the very doctrine 
that you are faithful to.

I'll tell you what really happened3. You witnessed a dress rehearsal. The real ex 
cathedra ceremony was on the following day. In order not to make the 
declaration a day early, they substituted for the real text (which was about some 
arcane theological issue, not gravity) a lorem-ipsum-type placeholder that they 
deemed so absurd that any serious listener would immediately realize that that's 
what it was.

And indeed, you did realize this; and as a result, you reinterpreted your "direct 
experience," which was identical to that of witnessing an ex cathedra 
declaration, as not being one. Precisely by reasoning that the content of the 
declaration was absurd, you concluded that you didn't have to believe it. Which 
is also what you would have done if you hadn't believed the infallibility doctrine.

You remain a believer, serious about giving your faith absolute priority over your 
own "unaided" reason (as reason is called in these contexts). But that very 
seriousness has forced you to decide first on the substance of the issue, using 
reason, and only then whether to defer to the infallible authority. This is neither 
fluke nor paradox. It is simply that if you take ideas seriously, there is no 
escape, even in dogma and faith, from the obligation to use reason and to give it 
priority over dogma, faith, and obedience.

So, there you were, visiting the Vatican and you took a wrong turn and found 
yourself witnessing the pope as he solemnly declared that there is no force of 
gravity.

The real pope is unlikely to make an ex cathedra statement about gravity, and 
therefore you may be lucky enough never to encounter this particular case of 



the dilemma. Also, the real pope doesn't just pull ex cathedra statements out of 
a hat. They're hammered out by a team of expert advisors trying their best to 
weed out mistakes, a process structurally not unlike peer review. But if your faith 
in papal infallibility depends on reassuring yourself of things like that, then that 
just goes to show that for you, reason takes priority over faith.

003_Deutsch_BREAKER
It is hard to contain reason within bounds. If you take your faith sufficiently 
seriously you may realize that it is not only the printers who are fallible in stating 
the rules for ex cathedra, but also the committee that wrote down those rules. 
And then that nothing can infallibly tell you what is infallible, nor what is 
probable. It is precisely because you, being fallible and having no infallible 
access to the infallible authority, no infallible way of interpreting what the 
authority means, and no infallible means of identifying an infallible authority in 
the first place, that infallibility cannot help you before reason has had its say.

A related useful thing that faith tells you, if you take it seriously enough, is that 
the great majority of people who believe something on faith, in fact believe 
falsehoods. Hence, faith is insufficient for true belief. As the Nobel-Prize-winning 
biologist Peter Medawar said: "the intensity of the conviction that a hypothesis is 
true has no bearing on whether it is true or not4."

You know that Medawar's advice holds for all ideas, not just scientific ones, and, 
by the same argument, to all the other diverse things that are held up as 
infallible (or probable) touchstones of truth: holy books; the evidence of the 
senses; statements about who is probably right; even true love.

How should this no-exceptions fallibilism play out when the physician suggests 
a treatment? The right question is not "who is more likely to be right, the 
physician or I?" but "has this idea been judged rationally, by its content?" Which 
means, in particular, has it been subjected to sufficiently severe attempts to 
detect and eliminate errors--both by explanatory argument and by rigorous 
experiment? If you think it has, then your opinion and the physician's should 
become the same, and the issue of deference should not arise, nor should the 
need for anyone to claim effective infallibility.

On the other hand, if you suspect that the physician has not given enough 
thought to some feature that makes your case unusual, it would be irrational to 
defer. The physician's greater knowledge is irrelevant until you are satisfied with 
the way that idea has been taken into account. And whether the idea was 



originally suggested to you by a passing hobo or a physicist makes no 
difference, either.

Nothing can infallibly tell you what is infallible, nor what is probable.

This logic of fallibility, discovered and rediscovered from time to time, has had 
profound salutary effects in the history of ideas. Whenever anything demands 
blind obedience, its ideology contains a claim of infallibility somewhere; but 
wherever someone believes seriously enough in that infallibility, they rediscover 
the need for reason to identify and correctly interpret the infallible source. Thus 
the sages of ancient Judaism were led, by the assumption of the Bible's 
infallibility, to develop their tradition of critical discussion. And in an apparently 
remote application of the same logic, the British constitutional doctrine of 
"parliamentary sovereignty" was used by 20th-century judges such as Lord 
Denning to develop an institution of judicial review similar to that which, in the 
United States, had grown out of the opposite doctrine of "separation of powers."

Fallibilism has practical consequences for the methodology and administration 
of science, and in government, law, education, and every aspect of public life. 
The philosopher Karl Popper elaborated on many of these. He wrote:5

The question about the sources of our knowledge . . . has always been asked in 
the spirit of: 'What are the best sources of our knowledge--the most reliable 
ones, those which will not lead us into error, and those to which we can and 
must turn, in case of doubt, as the last court of appeal?' I propose to assume, 
instead, that no such ideal sources exist--no more than ideal rulers--and that all 
'sources' are liable to lead us into error at times. And I propose to replace, 
therefore, the question of the sources of our knowledge by the entirely different 
question: 'How can we hope to detect and eliminate error?'

It's all about error. We used to think that there was a way to organize ourselves 
that would minimize errors. This is an infallibilist chimera that has been part of 
every tyranny since time immemorial, from the "divine right of kings" to 
centralized economic planning. And it is implemented by many patterns of 
thought that protect misconceptions in individual minds, making someone blind 
to evidence that he isn't Napoleon, or making the scientific crank reinterpret 
peer review as a conspiracy to keep falsehoods in place.

Whether the idea was originally suggested to you by a passing hobo or a 
physicist makes no difference.



Popper's answer is: We can hope to detect and eliminate error if we set up 
traditions of criticism--substantive criticism, directed at the content of ideas, not 
their sources, and directed at whether they solve the problems that they purport 
to solve. Here is another apparent paradox, for a tradition is a set of ideas that 
stay the same, while criticism is an attempt to change ideas. But there is no 
contradiction. Our systems of checks and balances are steeped in traditions--
such as freedom of speech and of the press, elections, and parliamentary 
procedures, the values behind concepts of contract and of tort--that survive not 
because they are deferred to but precisely because they are not: They 
themselves are continually criticized, and either survive criticism (which allows 
them to be adopted without deference) or are improved (for example, when the 
franchise is extended, or slavery abolished). Democracy, in this conception, is 
not a system for enforcing obedience to the authority of the majority. In the 
bigger picture, it is a mechanism for promoting the creation of consent, by 
creating objectively better ideas, by eliminating errors from existing ones.

"Our whole problem," said the physicist John Wheeler, "is to make the mistakes 
as fast as possible." This liberating thought is more obviously true in theoretical 
physics than in situations where mistakes hurt. A mistake in a military operation, 
or a surgical operation, can kill. But that only means that whenever possible we 
should make the mistakes in theory, or in the laboratory; we should "let our 
theories die in our place," as Popper put it. But when the enemy is at the gates, 
or the patient is dying, one cannot confine oneself to theory. We should abjure 
the traditional totalitarian assumption, still lurking in almost every educational 
system, that every mistake is the result of wrongdoing or stupidity. For that 
implies that everyone other than the stupid and the wrongdoers is infallible. 
Headline writers should not call every failed military strike "botched;" courts 
should not call every medical tragedy malpractice, even if it's true that they 
"shouldn't have happened" in the sense that lessons can be learned to prevent 
them from happening again. "We are all alike," as Popper remarked, "in our 
infinite ignorance." And this is a good and hopeful thing, for it allows for a future 
of unbounded improvement.

Fallibilism, correctly understood, implies the possibility, not the impossibility, of 
knowledge, because the very concept of error, if taken seriously, implies that 
truth exists and can be found. The inherent limitation on human reason, that it 
can never find solid foundations for ideas, does not constitute any sort of limit on 
the creation of objective knowledge nor, therefore, on progress. The absence of 
foundation, whether infallible or probable, is no loss to anyone except tyrants 



and charlatans, because what the rest of us want from ideas is their content, not 
their provenance: If your disease has been cured by medical science, and you 
then become aware that science never proves anything but only disproves 
theories (and then only tentatively), you do not respond "oh dear, I'll just have to 
die, then."

Headline writers should not call every failed military strike "botched," and courts 
should not call every medical tragedy malpractice.

The theory of knowledge is a tightrope that is the only path from A to B, with a 
long, hard drop for anyone who steps off on one side into "knowledge is 
impossible, progress is an illusion" or on the other side into "I must be right, or 
at least probably right." Indeed, infallibilism and nihilism are twins. Both fail to 
understand that mistakes are not only inevitable, they are correctable (fallibly). 
Which is why they both abhor institutions of substantive criticism and error 
correction, and denigrate rational thought as useless or fraudulent. They both 
justify the same tyrannies. They both justify each other.

I must now apologize for trying to trick you earlier: All the ideas that I suggested 
we might know infallibly are in fact falsehoods. "Two plus two" of course isn't6 
"four" as you'd discover if you wrote "2+2" in an arithmetic test when asked to 
add two and two. If we were infallible about matters of pure logic, no one would 
ever fail a logic test either. Stubbing your toe does not always hurt if you are 
focused on some overriding priority like rescuing a comrade in battle. And as for 
knowing that "I" exist because I think--note that your knowledge that you think is 
only a memory of what you did think, a second or so ago, and that can easily be 
a false memory. (For discussions of some fascinating experiments 
demonstrating this, see Daniel Dennett's book Brainstorms.) Moreover, if you 
think you are Napoleon, the person you think must exist because you think, 
doesn't exist.

And the general theory of relativity denies that gravity exerts a force on falling 
objects. The pope would actually be on firm ground7 if he were to concur with 
that ex cathedra. Now, are you going to defer to my authority as a physicist 
about that? Or decide that modern physics is a sham? Or are you going to 
decide according to whether that claim really has survived all rational attempts 
to refute it?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] 2011-09-19 David Deutsch radio interview on "AirTalk" 
(Transcript)
Date: April 21, 2014 at 9:50 AM

On Jan 8, 2012, at 11:51 AM, Josh Jordan <therealjoshjordan@gmail.com> 
wrote:

Here is a lightly edited transcript of David Deutsch's appearance on
AirTalk with David Lazarus on September 19, 2011. The audio is
available at http://www.scpr.org/programs/airtalk/2011/09/19/20721/infinity-book

David Lazarus: You're listening to AirTalk on 89.3 KPCC, I'm David
Lazarus from the LA Times, sitting in for Larry Mantle. In just a
little bit, I'll be joined by my colleague Mary McNamara, who's the TV
critic for the paper. We'll be doing a little "Emmy recap" for you.
Right now, I want you all to be good doobies and put on your thinking
caps, because we're going to be talking about a new book called "The
Beginning of Infinity: Explanations that Transform the World." It's by
David Deutsch, who's also the author of "The Fabric of Reality", in
which he details his theory of everything. Yes, this is a man who
covers a lot of ground. David Deutsch, thank you very much for joining
us.

David Deutsch: Hi, David. Thanks for inviting me.

Lazarus: It's interesting when you look at the title of this book,
"The Beginning of Infinity." You might think it has some sort of
spatial or chronological meaning, but you're describing more a
journey. Tell us about that journey.

Deutsch: It's primarily the beginning of an infinity of knowledge.
That is to say, we're only just scratching the surface of what is
possible for thinking beings like ourselves to understand. And there's
an intimate link between understanding nature and controlling it. So,
in fact, among other things, there is a spatial implication. We are
going to spread out across space and throughout time, but the main
thing is that we're going to spread out across the space of ideas, and
the message of the book is that there is no fundamental limit to what
we can understand and explain.

http://www.scpr.org/programs/airtalk/2011/09/19/20721/infinity-book


Lazarus: One thing that's very interesting here is that you make a
very sharp distinction about saying that it is not so much that we are
pursuing truth or knowledge, but rather that we are pursuing
explanations, good explanations, for what's around us. What's the
difference?

Deutsch: The only reason that one might avoid the words "truth" and
"knowledge", which I don't, is that they have traditionally been given
very irrational meanings. Knowledge has been defined as "that which
you know for certain" and that sort of thing, and that's not
available. But if, like the philosopher Karl Popper (whom I sort of
follow in these matters),

wait seriously? DD has taken up hedging about being a Popperian?

it's not like some advanced context where he has some subtle disagreement 
that's relevant, it's a basic context where, as far as is relevant, he's just plain a 
Popperian.

you define knowledge as just being true and
useful information, then we certainly can gain knowledge. But an
explanation, to me, is a statement about reality.

"to me" is awful there

And a good
explanation is a statement about reality that accounts for something
and is hard to vary while still accounting for it. And that, I think,
is the key difference between science and pre-scientific ways of
trying to understand the world, such as faith or myth.

Lazarus: I notice how artfully you just phrased that, of the "non-
scientific ways". And in your book, it's much the same: you do address
creationism briefly, you do address intelligent design briefly, but
you don't really get into the tension between faith and science. And
yet the undercurrent of your work seems to be a very cunning broadside
against religion, because that would seem to qualify as what you call
in your book a "bad explanation", or a bad philosophy. "Bad" only
insofar as it doesn't provide a good, rational, substantial
explanation for things.



Deutsch: Yes, well, I'm only interested in criticizing religion and
such-like things as explanations of, for example, the adaptations in
living things. Religion may have other uses, such as cultural ones,
which I have no real objection to. And as for "broadside", I think
that's not quite the right word, because I made a decision even before
I wrote my first book, that it's just going to take too much time to
address all the reasons why all the wrong theories are wrong, and I'd
rather make progress, because it's making progress that is really
convincing to people. You never really convince people of anything by
proving to them that their current ideas are wrong.

some people, like me, value having their current ideas refuted. that isn't 
impossible.

i wonder if there's a subtle hint here that DD doesn't value it. it's reading between 
the lines, but i have a bit of a hard time imagining someone saying this who really 
valued refutations of their ideas a lot.

They have to have
somewhere to jump to, somewhere which is better by their own lights
than their existing place. And therefore I want to show what I
consider to be the true situation of the universe and our place in it,
and let people decide for themselves how they will change from
mistaken views which have held us back.

Lazarus: Mr. Deutsch, I'm going to read a little excerpt from the New
York Times review of your book, in which David Albert writes, "It
hardly seems worth saying (to begin with) that the chutzpah of this
guy is almost beyond belief, and that any book with these sorts of
ambitions is necessarily, in some overall sense, a failure, or a
fraud, or a joke, or madness. But Deutsch (who is famous, among other
reasons, for his pioneering contributions to the field of quantum
computation) is so smart, and so strange, and so creative, and so
inexhaustibly curious, and so vividly intellectually alive, that it is
a distinct privilege, notwithstanding everything, to spend time in his
head." And yet that "notwithstanding everything" is a key phrase here,
because he goes on to shoot down some of the things you say.

Deutsch: Yes. David Albert and I have had many debates on these



issues, and I could almost use the same words about him. He's a great
iconoclast. One of the themes that he particularly disputes was the
many-universes interpretation of quantum mechanics, of which I'm a
proponent --

as discussed in prior thread, this is positive take on Albert is a huge betrayal of 
reason, goodness, light, virtue, etc, etc

Lazarus: And just for everyone playing at home, that means there's an
infinite number of parallel universes out there, and things are
happening all the time.

Deutsch: That's right, and there are many instances of ourselves
having this conversation and slightly different conversations. Our
idea is that this follows inexorably from our deepest theory of
physics, namely quantum theory. But only a minority of physicists
believe this. The thing about David Albert is that he's the only
physicist I know who was once a proponent of this and has then changed
his mind.

Lazarus: What I don't understand is, you write in the book about the
importance of developing a good explanation for things, and yet, when
we talk about the multiverse and these parallel worlds and what-not, I
have no way of challenging you, nor do I have any way of challenging a
person of faith when they say that God created the world in seven
days.

Deutsch: Oh, the difference is quite profound. The thing is that the
parallel universes interpretation is really just the statement that
quantum theory is a description of reality, and isn't to be argued
away as some kind of illusion or just a description of how we perceive
the world. It's not a description of humans, human minds, human
experiences, but the equations literally describe the world. So, in
that sense, it is purely a scientific theory, and the objection to it
is purely a bit of bad philosophy. It's the same bad philosophy that
says that fossils are not evidence of dinosaurs, because no one has
ever seen dinosaurs. You might as well say that you couldn't challenge
a paleontologist, because he cannot prove that there ever were
dinosaurs and you can't prove that there weren't. The logic of the



denial that quantum theory is true is the same as the logic of the
denial that evolution is true. The psychological motivations may be
different, let me hasten to add, but the logic is the same.

Lazarus: But do we have the same record of proof that paleontologist
would be able to offer up for the theory of evolution (moreover that
there were brachiosauruses and what not tromping all over the place at
one time)? Because he can hold up the bones, he can hold up the
fossils, he can say, "There, in your face, dude."

Deutsch: Yes. You see, the thing he's holding up isn't dinosaurs, and
the thing that I'm holding up, namely interference phenomena, isn't
parallel universes. But in both cases, the dinosaurs and the parallel
universes, respectively, are the only known explanations of those bits
of evidence. When I say "explanations" I mean "accounts of reality".
That's the sense in which I mean the logic is the same.

Lazarus: Your questions or comments for David Deutsch, author of "The
Beginning of Infinity" are very welcome. Don, calling from Costa Mesa,
welcome to the program.

Don: Hi, good morning. I'm curious what your guest thinks about, I've
always wondered about, what is the ontological status of ideas?

Lazarus: Are you talking about creativity, Don?

Don: No. In what sense do ideas exist?

Deutsch: I argue in the book that all sorts of abstract entities, like
numbers and indeed ideas, do exist objectively. The argument for that
is that the causal effects of ideas are independent of the physical
substrate in which they're instantiated.

why not make a reasonable effort to give the caller an answer he will understand? 
"substrate". "instantiated". no.

For example, the ideas that
I'm telling you now begin as sort of electrical charges in neurons in
my brain, and then get translated into vibrations in air, and then
electrical vibrations in copper wires, and so on, but the effects that



they have have nothing to do with copper or air. You couldn't deduce
them from any amount of study of copper or air. The thing that is
having the causal effect and will make you now do one thing rather
than another, perhaps buy my book or whatever, is contained in the
information, in the knowledge, which is an abstraction. It isn't the
atoms that are making you do it. It's not the atoms that are now
hitting your ear that are having that effect, it's the information
that is embodied in them.

Lazarus: Back in college we used to get high and talk like this.
You're making a living out of it.

DD hasn't managed to differentiate his ideas from the ramblings of a druggie in 
the mind even of his interviewer. This is no joke.

DD has higher social status than the druggie, but he isn't being more convincing 
and understandable, Lazarus isn't learning stuff and seeing how to think.

Deutsch: (Laughs) Yes, well, it's a matter of whether one is critical.
The ideas always come by an undirected variation of existing ideas,
and it could be that that's what getting high is. But what makes the
difference between making progress with it and not making progress is
the criticism afterwards.

that doesn't answer what Lazarus had in mind

Lazarus: You're also defining an almost organic process, this
generation of ideas, this perpetuation of progress, and you are indeed
a very optimistic person. In your book, you do write that problems are
inevitable, but you also write that problems are soluble. And yet, you
focus on the European Enlightenment as one of those signal moments in
mankind's history where things sort of kickstarted to a whole other
level. Why did we see that one moment? Why aren't we seeing a steady
progression of ideas as opposed to this one sudden flurry of ideas?

Deutsch: Perhaps I understated what the Enlightenment was. I think the
reason why the Enlightenment is a sort of one-off idea is that it is
the *beginning* of infinity. It's not that everything happened at that

time. In fact, scientific progress is happening much faster now than



time. In fact, scientific progress is happening much faster now than
it did at the height of what is called the Enlightenment in the 18th
century. But what changed between the 18th century and the whole of
human history before that, apart from a few attempted Enlightenments
that very tragically failed, is that they found a way of making
sustained progress and of having a tradition of criticism. For most of
human history, those are two opposing concepts. Tradition is usually
about preventing change and preventing criticism. But this magical
thing, a tradition of criticism, if it can be stabilized, and it only
has been stabilized once in history, at the time we call the
Enlightenment, is the beginning of an open-ended creation of
knowledge, exponentially growing, indefinitely.

Lazarus: Prior to the enlightenment, in the so-called Dark Ages, was
it a matter of us not having this criticism around us, or was it a
matter of something holding it back -- that something, more than
likely, the Church?

"not having this criticism around us" - you can tell from stuff like this that DD is not 
being understood.

Deutsch: I think the external manifestations of repression which hold
back the growth of knowledge are only ever a secondary effect, a sort
of tidying-up effect, tidying up the few ideas which manage to get
through the primary effect, which is cultural.

that's a long sentence mostly about the wrong stuff. DD is not recognizing the 
communication gap. he's oblivious to the problem and not even trying to solve it.

It's not that there
were all sorts of ideas bristling up like they are today, but that
were then being suppressed. For the most part, it's that people were
not having ideas.

there was very heavy and effective suppression done to young children, which 
prevented them having ideas later.

They did not think that problems were soluble. They
thought that the situation of the world as the saw it was inevitable



and unchangeable, and they thought that the only route to betterment
was a supernatural one, and couldn't happen on Earth anyway. So,
that's the difference.

Lazarus: Dave, calling from Costa Mesa, welcome to the program.

Dave: Back in ancient times, Indians thought, or some civilization
thought, that eclipses were caused by God, that that was the best
information they had. So, your theories don't necessarily mean that
they are true, because obviously you're working with the information
you have. So, do you agree that you may be way off if new information
comes up?

Deutsch: Not only do I agree, I insist on that. The whole point of the
beginning of infinity, in other words, that unlimited improvement is
possible, is that even things that we consider incontrovertibly true
today are eventually going to be improved upon. Not all of them; we
don't know which ones will and which ones won't, but there will be
things that we consider incontrovertible today that will be improved
upon tomorrow. In science, we have examples of this all the time.
Cosmology has recently discovered that the expansion of the universe
is accelerating, and only a few years ago, the debate was whether the
universe was going to re-collapse or expand forever without
accelerating. That it might accelerate was simply not in the cards. So
a whole new kind of explanation was needed, and that gives us a whole
new conception of cosmology.

Lazarus: We've only got about one minute left, but based on your
thinking that all problems are soluble, even if we don't see the
solution readily, does that mean that we will save the environment,
that we will save the planet, that we will harness alternative
energies, that we will fly to other planets?

Deutsch: Yes. It means that we can do this if we chose to (if we want
to), and if we do it the right way, which is to understand that such
improvements are caused by the growth of knowledge. We need to
maximize that at the expense of parochial details that might obsess us
in the moment.

no mention by DD that he disagrees with the environmentalism Lazarus just 



asked about.

Elliot Temple
www.fallibleideas.com
www.curi.us

-- 



From: Drew zi <amalgafiend@gmail.com>
Subject: Re: [BoI] New Theory of Aesthetics
Date: April 25, 2014 at 12:13 PM

On Thursday, 3 April 2014 23:54:00 UTC+1, P0ck wrote:

Le 2014-03-23 à 06:38, Lulie Tanett <lu...@lulie.org <javascript:>> a
écrit :

On 20 Mar 2014, at 03:03, Nicolas M. Kirchberger 
<obero...@gmail.com<javascript:>>
wrote:

About this conversation about aesthetics, here's my take on it:

Do you have any criticism of the ideas in my original post?

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-
MDb1g/MjCPXFXq3gYJ

Oh, I had not read the original post, but now that I did, yes, some:

About the criterium for a theory of aesthetics:

A theory of beauty/art must have these properties:
- Objective. (As it says in BoI.)

Yes

- Not based on emotion / doesn't have emotion at the centre.
- Not based / doesn't rely on culture.
- Not based / doesn't rely on the viewer's beliefs. Should be disconnected
from belief like Popper disconnected it from philosophy when he took down
JTB.

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-MDb1g/MjCPXFXq3gYJ


I would say here that 'aesthetics' result of a relationship between
emotional state, culture and belief (among other things) and the object
being perceive.

- Ditto psychology? (Gombrich had something to say about this and seemed
to approve of the idea art is linked to psychology. Need to read his book.)

Psychology is heavily related to belief, feeling, culture and cognitive
style, so I'd put it in the same category of 'things which are implicated
in the 'aesthetic' relationship/process".

- The artist is barely relevant. (Except stuff is often more impressive
when one can see how difficult it is. Should this not be so?)

Since I include psychological elements in here, the artist's psychology,
culture, etc would be relevant in how to try to 'interpret' the art's
effect as it was intended.

- Possible for someone to improve a particular piece.
- Possible for someone to improve the field.

Yes.

- Improving a piece is done by criticism (and conjecture).
- Ditto progressing the field.

And I would add here, adaptation to and integration to new elements
(cultural, environmental, etc).

- I guess the difference between those two is that a piece can be improved
by known criticism, whereas the field has to have new (better) stuff.
- Making something look more beautiful is indistinguishable from making it
better in a 'technical' way. For any improvement, you could say "I did this
<technical thing> which made it better".



I would add here that making it better would be akin to making it better
fitting to a particular type of observer/nervous system/psychology/etc.
 Aesthetic would therefore be a domain-specific function/relation between
an observer and something observed. Of course, we could - arbitrarily -
define a 'default' observer that would be the 'normal' or 'average'
observer of a given environment.

- If that's a genuine improvement, it'll be possible to formulate that
into a general principle (or as a specific application of a general
principle) which others can use in their pieces, unless it's
super-parochial somehow.

I'd guess the general principle would be something like "find a way to
change the observer and/or the observed in such a way as to create an
harmonious relationship between the two". :-)

- I'd guess art has a similar explicit:inexplicit ratio to, sa

Probably something like inexplicit ratios and the most basic level. And
depending of the perceived ratios, how well the person's nervous system is
calibrated and the ratio really contained in the object, the ratio will be
differently perceived and should be adjusted accordingly.

I would believe in the instrumental interpretation as follow; I think what
we perceive as beautiful somehow resonate within our nervous system as an
harmony-inducing structurally-similar map.
Let me explain,  the proportions, relationships, ratios, etc would
re-calibrate the nervous system's somato-sensorial map in a positive way as
to optimize or increase some of its functioning.
In this way it would be like providing the nervous system with the answer
with proof (the process of getting to the answer) to an adaptative
challenge it was looking to solve.



This view is criticised in chapter 14 of BoI.

If beauty were just an accident of biology, that would mean there's a
limit to how much progress we can make in art.

Why expect good ideas/beauty to come from biology, anyway? Biology is
often super dumb and self-destructive. We have design faults like a blind
spot in our vision, ageing, etc.

--
Lulie Tanett

I come from a general semantics (applied epistemology) background and I
use non-aristotelian logic in that system; one implication is that I use
non-elementalist to evaluate stuff.
In non-elementalist we say for instance that the disconnect between
biology and psychology, mind and body, is artificial and we reconnect those
artificially separated 'elements' together and get bio-psycho-social,
neuro-linguistics and mind-body instead.

From that point of view, biology influence psychology and vice-versa.
 This is supported today by current science, epigenetics, neurology, etc..

Epigenetics for instance now supports the thesis that environmental
factors can affect how and if genes are expressed and can even change those
gene. 'Environmental factors' in here include nutrition, outside events,
beliefs, language, etc.

And 'neuro-linguistics' implies that language, propositions, etc, have a
neural equivalent somewhere in the brain and both can be affected by
each-others. (As we can notice when someone gets drunk and his/her mental
state, thinking and behaving changes accordingly, or when a religious
fanatics gets into crazy thinking and behaving and have the corresponding
crazy mental state that goes with it ). :-)

Nick



As far as I recall, Korzybski called his system non-Aristotelian logic
before advances were made in probability and logic, he said that classical
logic is false because nothing can be absolutely true: he was confusing
justification with truth. His logic was a logic of degrees of truth. Let me
contrast:

Aristotelian logic has two truth values: true and false.

Korzybski has an infinite valued logic, from zero to more and more true,
but never certain: this is induction nothing more.

I'll go with Aristotle.

"From that point of view, biology influence psychology and vice-versa."

But the reason Korzybski held this view was false, he thought that life was
colloidal (as many scientists were tentatively speculating at the time),
before we discovered DNA.

Here is what Korzybski said about non-elementalism: what I call
"elementalism," or splitting verbally what cannot be split empirically,
such as the term mind by itself and the terms body, space, time, etc., by
themselves"

You have to have an explanation for why things are seen to be split and why
they should be unsplit, you are already assuming that they have been split,
maybe they are just different, it seems arbitrary. He used an insight he
got from einstein (that spacetime is more accurate than space and time) and
generalized it, without explaining what problems each "unsplit" solves.
Furthermore, saying "what cannot be split emprically" is not very clear. He
does not give any explanations for why these things can't be split
emprically, or what it even means to be split empirically.

From: Drew zi <amalgafiend@gmail.com>



From: Drew zi <amalgafiend@gmail.com>
Subject: Re: [BoI] New Theory of Aesthetics
Date: April 25, 2014 at 12:18 PM

On Friday, 25 April 2014 17:13:47 UTC+1, Drew zi wrote:

On Thursday, 3 April 2014 23:54:00 UTC+1, P0ck wrote:

Le 2014-03-23 à 06:38, Lulie Tanett <lu...@lulie.org> a écrit :

On 20 Mar 2014, at 03:03, Nicolas M. Kirchberger <obero...@gmail.com>
wrote:

About this conversation about aesthetics, here's my take on it:

Do you have any criticism of the ideas in my original post?

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-
MDb1g/MjCPXFXq3gYJ

Oh, I had not read the original post, but now that I did, yes, some:

About the criterium for a theory of aesthetics:

A theory of beauty/art must have these properties:
- Objective. (As it says in BoI.)

Yes

- Not based on emotion / doesn't have emotion at the centre.
- Not based / doesn't rely on culture.
- Not based / doesn't rely on the viewer's beliefs. Should be
disconnected from belief like Popper disconnected it from philosophy when

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-MDb1g/MjCPXFXq3gYJ


he took down JTB.

I would say here that 'aesthetics' result of a relationship between
emotional state, culture and belief (among other things) and the object
being perceive.

- Ditto psychology? (Gombrich had something to say about this and seemed
to approve of the idea art is linked to psychology. Need to read his book.)

Psychology is heavily related to belief, feeling, culture and cognitive
style, so I'd put it in the same category of 'things which are implicated
in the 'aesthetic' relationship/process".

- The artist is barely relevant. (Except stuff is often more impressive
when one can see how difficult it is. Should this not be so?)

Since I include psychological elements in here, the artist's psychology,
culture, etc would be relevant in how to try to 'interpret' the art's
effect as it was intended.

- Possible for someone to improve a particular piece.
- Possible for someone to improve the field.

Yes.

- Improving a piece is done by criticism (and conjecture).
- Ditto progressing the field.

And I would add here, adaptation to and integration to new elements
(cultural, environmental, etc).

- I guess the difference between those two is that a piece can be
improved by known criticism, whereas the field has to have new (better)
stuff.
- Making something look more beautiful is indistinguishable from making



it better in a 'technical' way. For any improvement, you could say "I did
this <technical thing> which made it better".

I would add here that making it better would be akin to making it better
fitting to a particular type of observer/nervous system/psychology/etc.
 Aesthetic would therefore be a domain-specific function/relation between
an observer and something observed. Of course, we could - arbitrarily -
define a 'default' observer that would be the 'normal' or 'average'
observer of a given environment.

- If that's a genuine improvement, it'll be possible to formulate that
into a general principle (or as a specific application of a general
principle) which others can use in their pieces, unless it's
super-parochial somehow.

I'd guess the general principle would be something like "find a way to
change the observer and/or the observed in such a way as to create an
harmonious relationship between the two". :-)

- I'd guess art has a similar explicit:inexplicit ratio to, sa

Probably something like inexplicit ratios and the most basic level. And
depending of the perceived ratios, how well the person's nervous system is
calibrated and the ratio really contained in the object, the ratio will be
differently perceived and should be adjusted accordingly.

I would believe in the instrumental interpretation as follow; I think
what we perceive as beautiful somehow resonate within our nervous system 
as
an harmony-inducing structurally-similar map.
Let me explain,  the proportions, relationships, ratios, etc would
re-calibrate the nervous system's somato-sensorial map in a positive way as
to optimize or increase some of its functioning.
In this way it would be like providing the nervous system with the answer



with proof (the process of getting to the answer) to an adaptative
challenge it was looking to solve.

This view is criticised in chapter 14 of BoI.

If beauty were just an accident of biology, that would mean there's a
limit to how much progress we can make in art.

Why expect good ideas/beauty to come from biology, anyway? Biology is
often super dumb and self-destructive. We have design faults like a blind
spot in our vision, ageing, etc.

--
Lulie Tanett

I come from a general semantics (applied epistemology) background and I
use non-aristotelian logic in that system; one implication is that I use
non-elementalist to evaluate stuff.
In non-elementalist we say for instance that the disconnect between
biology and psychology, mind and body, is artificial and we reconnect those
artificially separated 'elements' together and get bio-psycho-social,
neuro-linguistics and mind-body instead.

From that point of view, biology influence psychology and vice-versa.
 This is supported today by current science, epigenetics, neurology, etc..

Epigenetics for instance now supports the thesis that environmental
factors can affect how and if genes are expressed and can even change those
gene. 'Environmental factors' in here include nutrition, outside events,
beliefs, language, etc.

And 'neuro-linguistics' implies that language, propositions, etc, have a
neural equivalent somewhere in the brain and both can be affected by
each-others. (As we can notice when someone gets drunk and his/her mental
state, thinking and behaving changes accordingly, or when a religious
fanatics gets into crazy thinking and behaving and have the corresponding
crazy mental state that goes with it ). :-)



Nick

As far as I recall, Korzybski called his system non-Aristotelian logic
before advances were made in probability and logic, he said that classical
logic is false because nothing can be absolutely true: he was confusing
justification with truth. His logic was a logic of degrees of truth. Let me
contrast:

Aristotelian logic has two truth values: true and false.

Korzybski has an infinite valued logic, from zero to more and more true,
but never certain: this is induction nothing more.

I'll go with Aristotle.

"From that point of view, biology influence psychology and vice-versa."

But the reason Korzybski held this view was false, he thought that life
was colloidal (as many scientists were tentatively speculating at the
time), before we discovered DNA.

Here is what Korzybski said about non-elementalism: what I call
"elementalism," or splitting verbally what cannot be split empirically,
such as the term mind by itself and the terms body, space, time, etc., by
themselves"

You have to have an explanation for why things are seen to be split and
why they should be unsplit, you are already assuming that they have been
split, maybe they are just different, it seems arbitrary. He used an
insight he got from einstein (that spacetime is more accurate than space
and time) and generalized it, without explaining what problems each
"unsplit" solves. Furthermore, saying "what cannot be split emprically" is
not very clear. He does not give any explanations for why these things
can't be split emprically, or what it even means to be split empirically.



I wanted also to say that a lot of my information I quickly referenced
Xenodochy, which has an interesting evaluation of how General Semantics and
Popperianism, are compatible. the article is here (if anyone is
interested): http://www.xenodochy.org/article/popper.html

http://www.xenodochy.org/article/popper.html


From: Drew zi <amalgafiend@gmail.com>
Subject: Re: [BoI] Justificationist Misconceptions
Date: April 25, 2014 at 1:27 PM

On Saturday, 20 October 2012 19:13:47 UTC+1, Elliot Temple wrote:

On Oct 20, 2012, at 8:43 AM, Richard Fine <richar...@gmail.com<javascript:>>
wrote:

On 10/20/2012 3:29 PM, Tanya Davison wrote:
On 19 October 2012 21:13, Elliot Temple <cu...@curi.us <javascript:>>

wrote:

No interesting human choices are ever made by deduction. They are more
complicated than deduction can handle.

What other process do you suggest?

How the heck would you deduce whether to wear a coat? Which is a matter of
morality, fashion and weather prediction, among other things.

In particular circumstance it might be that it is raining and you don't
want to get wet so you wear a coat. I think although it slightly more
complicated is the basic structure of deciding to wear a coat which is
deductive. Although this might fail because of your qualification of "no
interesting human choices".

Andrew.

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Justificationist Misconceptions
Date: April 25, 2014 at 2:59 PM

On Apr 25, 2014, at 10:27 AM, Drew zi <amalgafiend@gmail.com> wrote:

On Saturday, 20 October 2012 19:13:47 UTC+1, Elliot Temple wrote:

On Oct 20, 2012, at 8:43 AM, Richard Fine <richar...@gmail.com> wrote:

On 10/20/2012 3:29 PM, Tanya Davison wrote:
On 19 October 2012 21:13, Elliot Temple <cu...@curi.us> wrote:

No interesting human choices are ever made by deduction. They are more 
complicated than deduction can handle.

What other process do you suggest?

conjectures and refutations

PS

1) BoI list is pretty inactive, you may wish to join FI list where people have gone: 
http://fallibleideas.com/discussion

2) if you want to post regularly you need to read the list guidelines, in particular 
only plain text posts are allowed. see: 
http://fallibleideas.com/discussion/guidelines  (guidelines for BoI list are the same 
thing)

Elliot Temple
www.fallibleideas.com
www.curi.us

-- 

From: Drew zi <amalgafiend@gmail.com>

http://fallibleideas.com/discussion
http://fallibleideas.com/discussion/guidelines


From: Drew zi <amalgafiend@gmail.com>
Subject: Re: [BoI] Justificationist Misconceptions
Date: April 25, 2014 at 3:12 PM

On Friday, 25 April 2014 19:59:12 UTC+1, Elliot Temple wrote:

On Apr 25, 2014, at 10:27 AM, Drew zi <amalg...@gmail.com <javascript:>>
wrote:

On Saturday, 20 October 2012 19:13:47 UTC+1, Elliot Temple wrote:

On Oct 20, 2012, at 8:43 AM, Richard Fine <richar...@gmail.com> wrote:

On 10/20/2012 3:29 PM, Tanya Davison wrote:
On 19 October 2012 21:13, Elliot Temple <cu...@curi.us> wrote:

No interesting human choices are ever made by deduction. They are more
complicated than deduction can handle.

What other process do you suggest?

conjectures and refutations

PS

1) BoI list is pretty inactive, you may wish to join FI list where people
have gone: http://fallibleideas.com/discussion

2) if you want to post regularly you need to read the list guidelines, in
particular only plain text posts are allowed. see:
http://fallibleideas.com/discussion/guidelines  (guidelines for BoI list
are the same thing)

Elliot Temple
www.fallibleideas.com
www.curi.us

http://fallibleideas.com/discussion
http://fallibleideas.com/discussion/guidelines


(2) I do not know what you mean by Plain Text, I wrote in the box that pops
up on Google, when I press reply.

-- 



From: Elliot Temple <curi@curi.us>
Subject: [BoI] List Rules (was: Justificationist Misconceptions)
Date: April 25, 2014 at 3:25 PM

On Apr 25, 2014, at 12:12 PM, Drew zi <amalgafiend@gmail.com> wrote:

(2) I do not know what you mean by Plain Text, I wrote in the box that pops up 
on Google, when I press reply.

like i said, read http://fallibleideas.com/discussion/guidelines

you ignored the instructions then waste our time posting saying you don't know 
how to post. but you didn't make any effort to learn. i gave you the information 
and you ignored me then continued to break the list's one main rule. that is 
unacceptable here.

and you cannot post from the website, it's broken and google is never going to fix 
it, so the list is email only

if you continue to cause problems let me be very clear about what will happen:

1) i will put you on moderation
2) i am not interested in spending time moderating
3) so, if you post incorrectly, i will ignore it without saying anything, and it will 
auto-delete in a week

if you don't understand, every time you write a broken post it's emailed to 250 
people, so you really need to stop doing that

be a responsible person, and responsible poster, or leave

Elliot Temple
www.fallibleideas.com
www.curi.us

-- 

http://fallibleideas.com/discussion/guidelines


From: Jason <auvenj@gmail.com>
Subject: Re: [BoI] Justificationist Misconceptions
Date: April 25, 2014 at 3:53 PM

On Fri, Apr 25, 2014 at 12:12 PM, Drew zi <amalgafiend@gmail.com> wrote:

(2) I do not know what you mean by Plain Text, I wrote in the box that
pops up on Google, when I press reply.

With gmail, there is a small triangle in the lower right corner of the
text input area. Click on the triangle to pull it down and then select
"Plain Text" before you start writing.

--Jason

-- 

From: Nicolas M. Kirchberger <oberon.nmk@gmail.com>



From: Nicolas M. Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] New Theory of Aesthetics
Date: April 28, 2014 at 11:45 PM

Comments below.

Le 2014-04-25 à 12:13, Drew zi <amalgafiend@gmail.com> a écrit :

On Thursday, 3 April 2014 23:54:00 UTC+1, P0ck wrote:

Le 2014-03-23 à 06:38, Lulie Tanett <lu...@lulie.org> a écrit :

On 20 Mar 2014, at 03:03, Nicolas M. Kirchberger <obero...@gmail.com> 
wrote:

About this conversation about aesthetics, here's my take on it:

Do you have any criticism of the ideas in my original post?

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-
MDb1g/MjCPXFXq3gYJ

Oh, I had not read the original post, but now that I did, yes, some:

About the criterium for a theory of aesthetics:
A theory of beauty/art must have these properties:
- Objective. (As it says in BoI.)

Yes

- Not based on emotion / doesn't have emotion at the centre.
- Not based / doesn't rely on culture.
- Not based / doesn't rely on the viewer's beliefs. Should be disconnected from 
belief like Popper disconnected it from philosophy when he took down JTB.

I would say here that 'aesthetics' result of a relationship between emotional 

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-MDb1g/MjCPXFXq3gYJ


state, culture and belief (among other things) and the object being perceive.

- Ditto psychology? (Gombrich had something to say about this and seemed to 
approve of the idea art is linked to psychology. Need to read his book.)

Psychology is heavily related to belief, feeling, culture and cognitive style, so I'd 
put it in the same category of 'things which are implicated in the 'aesthetic' 
relationship/process".

- The artist is barely relevant. (Except stuff is often more impressive when one 
can see how difficult it is. Should this not be so?)

Since I include psychological elements in here, the artist's psychology, culture, 
etc would be relevant in how to try to 'interpret' the art's effect as it was 
intended.

- Possible for someone to improve a particular piece.
- Possible for someone to improve the field.

Yes.

- Improving a piece is done by criticism (and conjecture).
- Ditto progressing the field.

And I would add here, adaptation to and integration to new elements (cultural, 
environmental, etc).

- I guess the difference between those two is that a piece can be improved by 
known criticism, whereas the field has to have new (better) stuff.
- Making something look more beautiful is indistinguishable from making it 
better in a 'technical' way. For any improvement, you could say "I did this 
<technical thing> which made it better".

I would add here that making it better would be akin to making it better fitting to 
a particular type of observer/nervous system/psychology/etc.  Aesthetic would 
therefore be a domain-specific function/relation between an observer and 
something observed. Of course, we could - arbitrarily - define a 'default' 
observer that would be the 'normal' or 'average' observer of a given 
environment.



- If that's a genuine improvement, it'll be possible to formulate that into a 
general principle (or as a specific application of a general principle) which 
others can use in their pieces, unless it's super-parochial somehow.

I'd guess the general principle would be something like "find a way to change 
the observer and/or the observed in such a way as to create an harmonious 
relationship between the two". :-)

- I'd guess art has a similar explicit:inexplicit ratio to, sa

Probably something like inexplicit ratios and the most basic level. And 
depending of the perceived ratios, how well the person's nervous system is 
calibrated and the ratio really contained in the object, the ratio will be differently 
perceived and should be adjusted accordingly.

I would believe in the instrumental interpretation as follow; I think what we 
perceive as beautiful somehow resonate within our nervous system as an 
harmony-inducing structurally-similar map.
Let me explain,  the proportions, relationships, ratios, etc would re-calibrate 
the nervous system's somato-sensorial map in a positive way as to optimize 
or increase some of its functioning.
In this way it would be like providing the nervous system with the answer with 
proof (the process of getting to the answer) to an adaptative challenge it was 
looking to solve.

This view is criticised in chapter 14 of BoI.

If beauty were just an accident of biology, that would mean there's a limit to 
how much progress we can make in art.

Why expect good ideas/beauty to come from biology, anyway? Biology is often 
super dumb and self-destructive. We have design faults like a blind spot in our 
vision, ageing, etc.

--



Lulie Tanett

I come from a general semantics (applied epistemology) background and I use 
non-aristotelian logic in that system; one implication is that I use non-
elementalist to evaluate stuff.
In non-elementalist we say for instance that the disconnect between biology and 
psychology, mind and body, is artificial and we reconnect those artificially 
separated 'elements' together and get bio-psycho-social, neuro-linguistics and 
mind-body instead.

From that point of view, biology influence psychology and vice-versa.  This is 
supported today by current science, epigenetics, neurology, etc..

Epigenetics for instance now supports the thesis that environmental factors can 
affect how and if genes are expressed and can even change those gene. 
'Environmental factors' in here include nutrition, outside events, beliefs, 
language, etc.

And 'neuro-linguistics' implies that language, propositions, etc, have a neural 
equivalent somewhere in the brain and both can be affected by each-others. (As 
we can notice when someone gets drunk and his/her mental state, thinking and 
behaving changes accordingly, or when a religious fanatics gets into crazy 
thinking and behaving and have the corresponding crazy mental state that goes 
with it ). :-)

Nick

As far as I recall, Korzybski called his system non-Aristotelian logic before 
advances were made in probability and logic, he said that classical logic is false 
because nothing can be absolutely true: he was confusing justification with truth. 
His logic was a logic of degrees of truth. Let me contrast:

Aristotelian logic has two truth values: true and false.

Korzybski has an infinite valued logic, from zero to more and more true, but 
never certain: this is induction nothing more.



Actually, it's a lot more.. :-)
His model is of how our nervous system function; the connection of logic to reality 
- epistemology.
You might want to check out his "structural differential" here at  
http://thisisnotthat.com/structural-differential/

Nick

I'll go with Aristotle.

"From that point of view, biology influence psychology and vice-versa."

But the reason Korzybski held this view was false, he thought that life was 
colloidal (as many scientists were tentatively speculating at the time), before we 
discovered DNA.

Here is what Korzybski said about non-elementalism: what I call "elementalism," 
or splitting verbally what cannot be split empirically, such as the term mind by 
itself and the terms body, space, time, etc., by themselves"

You have to have an explanation for why things are seen to be split and why 
they should be unsplit, you are already assuming that they have been split, 
maybe they are just different, it seems arbitrary. He used an insight he got from 
einstein (that spacetime is more accurate than space and time) and generalized 
it, without explaining what problems each "unsplit" solves. Furthermore, saying 
"what cannot be split emprically" is not very clear. He does not give any 
explanations for why these things can't be split emprically, or what it even 
means to be split empirically.

He does gives plenty of reason with his "strucural differential", his description of 
the abstracting process in which information is lost at each levels and where 
events are split into qualities and stuff, like when we look at the spinning blade of 
a fan and our nervous system abstract out the individual blades of the fan and 
only let us see a circle; the circle is not "in the fan" the same way the split 
between body and mind, affection and cognition, time and space, etc are not "in 
the world" but more in our head. :-)

http://thisisnotthat.com/structural-differential/


From: Nicolas M. Kirchberger <oberon.nmk@gmail.com>
Subject: Re: [BoI] New Theory of Aesthetics
Date: April 28, 2014 at 11:50 PM

See comment belowé

Le 2014-04-25 à 12:18, Drew zi <amalgafiend@gmail.com> a écrit :

On Friday, 25 April 2014 17:13:47 UTC+1, Drew zi wrote:

On Thursday, 3 April 2014 23:54:00 UTC+1, P0ck wrote:

Le 2014-03-23 à 06:38, Lulie Tanett <lu...@lulie.org> a écrit :

On 20 Mar 2014, at 03:03, Nicolas M. Kirchberger <obero...@gmail.com> 
wrote:

About this conversation about aesthetics, here's my take on it:

Do you have any criticism of the ideas in my original post?

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-
MDb1g/MjCPXFXq3gYJ

Oh, I had not read the original post, but now that I did, yes, some:

About the criterium for a theory of aesthetics:
A theory of beauty/art must have these properties:
- Objective. (As it says in BoI.)

Yes

- Not based on emotion / doesn't have emotion at the centre.
- Not based / doesn't rely on culture.
- Not based / doesn't rely on the viewer's beliefs. Should be disconnected from 
belief like Popper disconnected it from philosophy when he took down JTB.

https://groups.google.com/d/msg/beginning-of-infinity/FQQ9m-MDb1g/MjCPXFXq3gYJ


I would say here that 'aesthetics' result of a relationship between emotional 
state, culture and belief (among other things) and the object being perceive.

- Ditto psychology? (Gombrich had something to say about this and seemed to 
approve of the idea art is linked to psychology. Need to read his book.)

Psychology is heavily related to belief, feeling, culture and cognitive style, so I'd 
put it in the same category of 'things which are implicated in the 'aesthetic' 
relationship/process".

- The artist is barely relevant. (Except stuff is often more impressive when one 
can see how difficult it is. Should this not be so?)

Since I include psychological elements in here, the artist's psychology, culture, 
etc would be relevant in how to try to 'interpret' the art's effect as it was 
intended.

- Possible for someone to improve a particular piece.
- Possible for someone to improve the field.

Yes.

- Improving a piece is done by criticism (and conjecture).
- Ditto progressing the field.

And I would add here, adaptation to and integration to new elements (cultural, 
environmental, etc).

- I guess the difference between those two is that a piece can be improved by 
known criticism, whereas the field has to have new (better) stuff.
- Making something look more beautiful is indistinguishable from making it 
better in a 'technical' way. For any improvement, you could say "I did this 
<technical thing> which made it better".

I would add here that making it better would be akin to making it better fitting to 
a particular type of observer/nervous system/psychology/etc.  Aesthetic would 
therefore be a domain-specific function/relation between an observer and 
something observed. Of course, we could - arbitrarily - define a 'default' 



observer that would be the 'normal' or 'average' observer of a given 
environment.

- If that's a genuine improvement, it'll be possible to formulate that into a 
general principle (or as a specific application of a general principle) which 
others can use in their pieces, unless it's super-parochial somehow.

I'd guess the general principle would be something like "find a way to change 
the observer and/or the observed in such a way as to create an harmonious 
relationship between the two". :-)

- I'd guess art has a similar explicit:inexplicit ratio to, sa

Probably something like inexplicit ratios and the most basic level. And 
depending of the perceived ratios, how well the person's nervous system is 
calibrated and the ratio really contained in the object, the ratio will be differently 
perceived and should be adjusted accordingly.

I would believe in the instrumental interpretation as follow; I think what we 
perceive as beautiful somehow resonate within our nervous system as an 
harmony-inducing structurally-similar map.
Let me explain,  the proportions, relationships, ratios, etc would re-calibrate 
the nervous system's somato-sensorial map in a positive way as to optimize 
or increase some of its functioning.
In this way it would be like providing the nervous system with the answer with 
proof (the process of getting to the answer) to an adaptative challenge it was 
looking to solve.

This view is criticised in chapter 14 of BoI.

If beauty were just an accident of biology, that would mean there's a limit to 
how much progress we can make in art.

Why expect good ideas/beauty to come from biology, anyway? Biology is often 
super dumb and self-destructive. We have design faults like a blind spot in our 
vision, ageing, etc.



--
Lulie Tanett

I come from a general semantics (applied epistemology) background and I use 
non-aristotelian logic in that system; one implication is that I use non-
elementalist to evaluate stuff.
In non-elementalist we say for instance that the disconnect between biology and 
psychology, mind and body, is artificial and we reconnect those artificially 
separated 'elements' together and get bio-psycho-social, neuro-linguistics and 
mind-body instead.

From that point of view, biology influence psychology and vice-versa.  This is 
supported today by current science, epigenetics, neurology, etc..

Epigenetics for instance now supports the thesis that environmental factors can 
affect how and if genes are expressed and can even change those gene. 
'Environmental factors' in here include nutrition, outside events, beliefs, 
language, etc.

And 'neuro-linguistics' implies that language, propositions, etc, have a neural 
equivalent somewhere in the brain and both can be affected by each-others. (As 
we can notice when someone gets drunk and his/her mental state, thinking and 
behaving changes accordingly, or when a religious fanatics gets into crazy 
thinking and behaving and have the corresponding crazy mental state that goes 
with it ). :-)

Nick

As far as I recall, Korzybski called his system non-Aristotelian logic before 
advances were made in probability and logic, he said that classical logic is false 
because nothing can be absolutely true: he was confusing justification with truth. 
His logic was a logic of degrees of truth. Let me contrast:

Aristotelian logic has two truth values: true and false.

Korzybski has an infinite valued logic, from zero to more and more true, but 



never certain: this is induction nothing more.

I'll go with Aristotle.

"From that point of view, biology influence psychology and vice-versa."

But the reason Korzybski held this view was false, he thought that life was 
colloidal (as many scientists were tentatively speculating at the time), before we 
discovered DNA.

Here is what Korzybski said about non-elementalism: what I call "elementalism," 
or splitting verbally what cannot be split empirically, such as the term mind by 
itself and the terms body, space, time, etc., by themselves"

You have to have an explanation for why things are seen to be split and why 
they should be unsplit, you are already assuming that they have been split, 
maybe they are just different, it seems arbitrary. He used an insight he got from 
einstein (that spacetime is more accurate than space and time) and generalized 
it, without explaining what problems each "unsplit" solves. Furthermore, saying 
"what cannot be split emprically" is not very clear. He does not give any 
explanations for why these things can't be split emprically, or what it even 
means to be split empirically.

I wanted also to say that a lot of my information I quickly referenced Xenodochy, 
which has an interesting evaluation of how General Semantics and 
Popperianism, are compatible. the article is here (if anyone is 
interested):http://www.xenodochy.org/article/popper.html

Yes, I know Ralph E. Kenyon, the author of the site, he used to be part of our 
facebook general semantics discussion group, he had some weird idea about 
living system theory, evolution and a kind of social darwinism and wasn't liked on 
the group (which had about 700 members at the time - not all active participant 
though).

Nick

http://www.xenodochy.org/article/popper.html


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] 2011-08-18 David Deutsch radio interview: "On Point" with Tom 
Ashbrook (transcript)
Date: May 2, 2014 at 9:35 PM

On Sep 8, 2012, at 3:27 PM, Josh Jordan <therealjoshjordan@gmail.com> wrote:

This is a lightly edited transcript of David Deutsch's appearance on "On Point" 
with Tom Ashbrook on August 18, 2011. The audio is available at 
http://onpoint.wbur.org/2011/08/18/david-deutsch

Why did you transcribe several of these? Did you think they were good? Did you 
learn stuff? If you learned from them, what did you learn? Why didn't you write 
any comments on the stuff you transcribed? Wouldn't you learn more if you 
discussed what you thought was good or bad about the interviews?

Tom Ashbrook: From WBUR Boston, I'm Tom Ashbrook, and this is On Point. 
David Deutsch made his name in the high science of quantum computing, 
theoretical computers so powerful they could master the secrets of the universe. 
And that is the scale on which he works in his new book, "The Beginning of 
Infinity". Since the scientific revolution, he says, human potential has become 
just that: infinite.

if human potential is infinite now, it always was...

like how the potential for beating zelda OOT in under 20 minutes existed from day 
1, it wasn't actually created when wrong warp was found.

We are a player, the player, in the universe. This hour On Point: quantum 
physicist and philosopher David Deutsch on humanity's place in the cosmos. 
Joining me now from Oxford, England is David Deutsch, a Fellow of the Royal 
Society and Professor of Physics at the University of Oxford, where he's a 
member of their Center for Quantum Computation. He's been called the 
founding father of quantum computing for his groundbreaking work in the field, 
and is a champion of the theory of parallel universes, the "multiverse". He's the 
author of several hugely bold, wide-ranging books, including "The Fabric of 
Reality" and his latest, "The Beginning of Infinity: Explanations that Transform 
the World". David Deutsch, it is wonderful to have you with us. Thank you so 
much for being here.

http://onpoint.wbur.org/2011/08/18/david-deutsch


David Deutsch: Hi, Tom. Thanks for inviting me on the show.

don't say "thanks" in reply to prestige whoring.

say "i'm just a person, like everyone else. i'm going to explain some ideas on your 
show and i want people to judge if they think the ideas make sense to them. i 
don't think my credentials are relevant to whether my explanations are 
persuasive. let's not worry about them"

Ashbrook: You draw an enormous line through human history at the 
Enlightenment and scientific revolution. Describe the before and after a little bit 
for us in broad strokes. We'll dig in, but stepping back from it, what do you see?

Deutsch: This line is the most important thing that's ever happened because, 
prior to it, the world was static in terms of ideas.

athens...?

That is to say, sometimes things did improve and sometimes they got worse, but 
from the point of view of any individual, from the time they were born until the 
time they died, everything that they could notice about the world -- the 
technology, the economics, the ways of life -- would not have changed, would 
not have improved. And after the Enlightenment, it was the exact opposite. We 
have learned to live with the fact that everything improves in every generation, 
and what's more, previous ways of life become unviable as better ways of life 
appear. This staticity, I call it a horrible practical joke played on the human race 
by nature, because for hundreds of thousands of years, we had the capacity to 
improve,

DD is implying the interviewer's comment about potential is wrong. but he's doing 
it so unclearly no one will notice he's contradicting. BS

to reduce human suffering, to increase our knowledge of the world, but almost 
none of that happened. And then suddenly there was this explosion where it has 
happened.

Ashbrook: And it's not just a matter of us then going on to develop all kinds of 
technology from microwave ovens to high-speed cars, you name it. You say that 
this change introduced us to -- or created -- the Beginning of Infinity, the title of 



this change introduced us to -- or created -- the Beginning of Infinity, the title of 
your book. What do you mean by that?

Deutsch: The phrase "The Beginning of Infinity" primarily means the universal 
power of explanatory knowledge. But it turned out -- and I didn't really plan this 
when I wrote the book -- but it turned out that in every chapter there were 
several different meanings, several different senses in which there was a 
beginning of infinity which hadn't happened before: either a condition for 
unlimited progress, or a beginning of unlimited progress, or the sense in which 
progress can be unlimited.

Ashbrook: To tie it to the scientific revolution coming in with the Enlightenment, 
how does that produce the Beginning of Infinity?

Deutsch: Well, it's like this: science is about finding laws of nature which are 
testable regularities. We've discovered this method, the scientific method, which 
I think is essentially trying to find good explanations of what happens, rather 
than bad explanations which could apply to absolutely anything.

this is anti-popperian and wrong

if it's "essentially" about something, that thing would be CRITICISM - pointing out 
ERRORS, not bragging how "good" your claims are in a positive way.

Once one has this method

it might help clarify matters to mention you think most "scientists" don't have/use 
what you call the "scientific method". coward.

-- which is the scientific method, but it also ranges more broadly over other 
fields, like philosophy -- the scope of both understanding and controlling the 
world has to be limitless. The reason it has to be limitless is basically, everything 
that isn't forbidden by laws of physics has to be possible, because, this is the 
simplest argument in the book, if it weren't possible, then that would itself be a 
testable regularity in nature. For example, we can't travel faster than the speed 
of light. That's a limitation on our technology, and it is a law of nature. If it were 
the case that we could, for example, never get off the earth and never survive 
on any other planet, that would also be a testable regularity, it would be a law of 
nature, but there is no such law of nature, and therefore, everything that isn't 



forbidden by laws of nature must be possible. And that's a momentous link 
between explanatory, theoretical knowledge, and technological knowledge, the 
ability to control the universe.

Ashbrook: You are just thrillingly bold in the way you think and the way you 
write. There's a lot I want to dig in to, but if you take just that, what you've just 
shared with us, David Deutsch, if that scientific revolution means, with 
everything that comes with it, a tradition of criticism, willingness to conjecture 
and then test, discovery of how to make progress, as you describe it, that 
means that there is, in your words, no limit to understanding and controlling the 
world. I'm trying to get my mind around that. By "the world", you don't just mean 
this earthly planet, you mean the universe. Really? Humans? No limit to their 
understanding and controlling the universe?

so his question is "really? you mean what you published? i don't have any 
counter-argument, but really?"

Deutsch: That's right.

bad answer to the "really?" question. better to say like "that's the wrong way to 
look at it..."

Both on the largest scale, and in some ways more exciting, the smallest scale. 
As Richard Feynman said, there's plenty of room at the bottom, with 
nanotechnology, and space exploration at the highest scale.

this feynman cite is for prestige, it doesn't add anything to the concept of 
nanotechnolgy here. maybe for an audience where a decent number of people 
have actually read feynman discussing this it'd be good, but for a lay audience 
he's just saying "i'm a fancy dude quoting fancy dudes"

The thing is there can't be such a limit, because, as I just said, any limit that, 
let's say, confined us to the solar system or even to our galaxy, either would 
have to be imposed by the laws of physics or it would have to be an illusion.

note how much focus there is on this limit without ever talking about its practical 
applications and meaning. for example, it means there is no limit on how little you 
can coerce your kids.



tho ppl might say: u physically can do that. but is immoral. which raises an 
important issue. all this talk about limits without talking about morality is kinda 
fucked up, you need to consider morality for it to connect with human life

and like, as i told DD before he published BoI, stuff being moral is a major factor 
in it actually happening. put another way, there is basically a law of physics 
(actually an indirect consequence of various laws of physics) where people don't 
choose to do things they are immoral. but DD doesn't inform his audience that 
he's counting morality within the laws of physics in a way. and no one is guessing 
that, he's misleading them.

Ashbrook: What gives you the nerve, the cojones, to assert that?

ok this is an interesting question. it sets up a good opportunity for DD to say 
some important stuff about how e.g. anyone can and should use their mind and 
shouldn't just assume anything which is a Big Idea is automatically false. if you 
use your mind and you cross some lines about what are normal expected ideas, 
that doesn't mean you're wrong. you should do everything you can to check if 
they are wrong, but don't just automatically give up.

let's see how DD handles it.

The traditional way of looking at ourselves is, we're so puny, we're such a little 
speck in the vast cosmos, but you're literally saying that we can, without limit, 
understand and control that cosmos.

Deutsch: Indeed. It's ironic that this idea that we're puny and unimportant and 
the world isn't here for our benefit and so on, at the time when it was invented 
about 400 years ago, was one of the driving forces of the scientific revolution, 
because the previous world views had been anthropocentric. The idea was that 
the world was built around us, it was built either for our benefit or as a 
punishment or for us to obey its moral laws and so on, and this was tied in with 
traditional authoritarian modes of knowledge. The early part of the 
Enlightenment was a rebellion against those ideas, and we found that we're not 
the center of the universe, the Earth isn't the center of the universe, and later we 
found that even the sun is not, and so on. But, I think that once we have got 
over this early anthropocentrism, we find that, although humans are not central 
to the universe, explanatory knowledge is. And we have a choice: we don't have 



to jump on the bandwagon of this built-in potential of the universe if we don't 
want to. We could destroy ourselves, we could chose not to do it, but, because 
we are capable of explanatory knowledge, we're also capable of unlimited 
progress if we so choose.

so DD passed up the opportunity to say all kinds of important stuff, and instead 
stuck to repetitive safer territory that won't change the world. why does he even 
do interviews if he's unwilling to say much?

ok i'm done. i've left the rest below for others to comment on.

Ashbrook: So if we don't turn away from this path of the scientific revolution laid 
out, and if we don't blow ourselves up (we'll talk about both of those), you're 
picturing a future, with those two very large "if's, in which human beings -- what, 
little by little? -- come to get their hands on the levers of the universe? What 
would that mean?

Deutsch: Certainly. The thing is that the idea that this isn't possible is essentially 
a reversion to the archaic, supernatural view of the universe. The idea there 
would be that there are things that are beyond our understanding forever.

Ashbrook: Let's accept it for a moment. What would it mean if we do indeed 
achieve it?

Deutsch: Well, the title of the book is The Beginning of Infinity, and that refers to 
an interesting property of all kinds of infinity, including this one, namely: one is 
never "nearly there". One is always just beginning to scratch the surface of 
infinity. So once there was a time when the earth was unimaginably huge, just 
the surface of the earth was unimaginably huge, and now we have learned to 
regard it as tiny and vulnerable. And Stephen Hawking has said that we'd better 
get off it soon, just so that we hedge our bets. And there was a time when even 

the Northern Hemisphere was unimaginably hostile territory compared with 



the Northern Hemisphere was unimaginably hostile territory compared with 
where we evolved in Eastern Africa. And so we have learned not only to 
conquer the Northern Hemisphere technologically, with things like clothing and 
fire and so on, but having conquered it once and for all, we take that for granted 
and we then regard it as home.

Ashbrook: David Deutsch walks in very high company, both as a scientist, and 
as a communicator of science and philosophy as well. Let's here just briefly hear 
from a couple of others, very briefly. The late astronomer Carl Sagan spoke 
evocatively of the wonders of the cosmos. You can hear the sort of early pre-
echo of David Deutsch's infinity. Here is Carl Sagan in the Cosmos series 
episode, "The Edge of Forever".

Carl Sagan (audio clip): Every human generation has asked about the origin 
and the fate of the cosmos. Ours is the first generation with a real chance of 
finding some of the answers. One way or another, we are poised at the edge of 
forever.

Ashbrook: Or to put it another way, maybe at the beginning of infinity. And here's 
physicist Stephen Hawking who speaks through a voice synthesizer, warning, 
and we'll put this to David Deutsch, warning here, Stephen Hawking, that traits 
humans needed for survival may also lead to their downfall. Here he speaks at 
the online forum Big Think.

Stephen Hawking (audio clip): If we are the only intelligent beings in the galaxy, 
we should make sure we survive and continue. But we are entering an 
increasingly dangerous period of our history. Our population and our use of the 
finite resources of planet Earth are growing exponentially along with our 
technical ability to change the environment for good or ill. But our genetic code 
still carries the selfish and aggressive instincts that were a survival advantage in 
the past.

Ashbrook: In the past, but maybe a danger in the future. David Deutsch, our 
listeners are paying close attention. We have lots of questions and comments 
coming in for you already. Here from online, Lark writes, let me put this to you, 
professor: "Does Professor Deutsch see that mankind has sufficient wisdom and 
self control, self-knowledge, to make our potentially infinite influence on the 
universe positive, rather than destructive?"

Deutsch: We have the power to make mistakes as well as to get things right. In 



fact, as my old boss John Wheeler used to say, in a sense, our whole problem is 
to make the mistakes as fast as possible. There is no way of doing science, and 
indeed there is no way of life altogether, that avoids mistakes. To try to do that is 
a recipe for disaster, because one does not then build in error-correction 
mechanisms. Science is one gigantic error-correction mechanism where we try 
to find out all our misconceptions and we're expecting even our most cherished 
beliefs eventually to turn out to be flawed in some way or another. So we have 
to be open to that, and we have to be ready to cope with the practical 
consequences of being wrong.

Ashbrook: But what if the error is, say, to Stephen Hawking's fear, the 
destruction of a planet that we very much need to live on?
,
Deutsch: Well, okay, I entirely agree with Stephen Hawking that we should 
hedge our bets by moving away from the Earth and colonizing the solar system 
and then the galaxy and so on, but I disagree with his reasons. His reasons, I 
think, are all rooted in this rather ancient, pre-scientific way of looking at the 
world, which has survived in certain prevailing attitudes. The idea, for example, 
there we're inherently selfish and aggressive and so on. That is an echo of 
many of the static society type of bad ideas that used to inhibit progress, such 
as the original sin, and the idea that everything worth knowing is already known. 
In other words, when your listener asked, "Do we have the wisdom?" this kind of 
assumes that wisdom is a kind of static thing which you can have in advance, 
but that is not the case. The truth of the matter is that wisdom, like scientific 
knowledge, is also limitless, and what we call wisdom today is going to be 
laughable silliness in centuries to come.

Ashbrook: In that time, if I understand you correctly, centuries or eons to come, 
if all this rolls forward it may look laughable because our understanding, our 
knowledge, our explanations, as you say, would be so much deeper and 
greater, and with that our power? It's hard to grapple with, but you seem to be 
talking about humans actually influencing big swaths of the universe or maybe 
even the multiverse, as we've influenced Earth. Is that really what you're 
suggesting? Will we re-engineer the cosmos?

Deutsch: Yes, this is not only desirable, as Stephen Hawking says, but it's really 
inevitable. Suppose that for some reason we hadn't colonized Europe and had 
stayed in Africa until the present day, and somehow our existing state of 
knowledge had formed. Then we would at that point colonize the Northern 
Hemisphere, because we would want to, and there would be no reason not to, 



because, in this rather silly thought experiment, we would see that we could 
easily make it our home. Unlike any other species on Earth, our home, our 
spaceship Earth, our life-support system is entirely provided by our own 
knowledge. This is different from any other species. For other species, their way 
of life is determined by the knowledge embodied in their genes, in their 
biological makeup, and given to them by evolution.

Ashbrook: But we also depend on some fundamentals that we don't create with 
our minds: oxygen, H2O...

Deutsch: Well, in fact, that's not the case. Soon there'll be a lunar colony, and 
the oxygen and H2O that the people there will use will be entirely generated by 
human technology. The first people to arrive there will find they have to think 
about this a lot. They will have to make sure that their oxygen generators that 
will generate oxygen from the moon rock are reliable and that there's redundant 
capacity to avoid possible errors and things going wrong and so on. But then, 
after a while, the whole thing will be automated. It will become easy for them, so 
easy that they won't think of oxygen as being something that has to be provided 
with great effort in order to make this inhospitable environment hospitable. 
They'll just think that it's there, just as we take for granted that water will come 
out of the tap.

Ashbrook: Maybe I misunderstood you, but when you described this almost 
infinite -- or infinitely expanding -- knowledge, and with that, control, I didn't think 
simply of zipping around the universe or space travel. It seemed to you were 
describing something even more profound than that: almost the ability to re-
shape, as we have in many ways, re-shaped Earth.

Deutsch: Yes, it's all part of the same thing. We can go and visit the moon 
without re-shaping it, but if we want to live on the moon, then we have to have 
an environment in which humans can not only survive, but thrive. And in order to 
thrive, there have to be facilities in place to create resources that people don't 
have to think about. Just like most of the places that are inhabited on the planet 
Earth today were originally, at the time when the human species evolved, death 
traps. In fact, as I argue in the book, even the Great Rift Valley in East Africa 
where we did evolve was also a death trap. Our species came into existence 
already possessing technology that people had invented. I say "people", 
because I use that as a generic term for all entities that can create explanatory 
knowledge. The species that were our predecessors already had explanatory 
knowledge. Most of those species, by the way, were killed by the environment in 



which they evolved. It's a terrible mistake to think that the environment in which 
we evolved is especially friendly to us. That is not the case. Environments 
usually kill their species. The overwhelming majority of species that have ever 
existed on Earth are extinct, killed by the very environments in which they 
evolved.

Ashbrook: No small number by human beings themselves, but that's a very 
alternate view to the sort of cozy blue-green planet spaceship Earth view that's 
out there. David Deutsch is with us from Oxford, England. His new book is The 
Beginning of Infinity. Professor Deutsch, David Deutsch, our listeners are 
responding to those. You're talking about unlimited understanding and control. 
Carlos, on Facebook, is thinking about somebody, something else out there, all 
knowing, all-powerful, maybe. He writes, "I recall the Niels Bohr / Albert Einstein 
argument. Albert Einstein saying, ``God does not play dice.'' (i.e. we can know 
about things), Neils Bohr saying, ``Quit telling God what to do!'" Are you 
describing humanity challenging the role of what traditionally has been/is/was 
thought of as God?

Deutsch: It's funny you should mention the Bohr / Einstein debate, because the 
context in which Bohr said to Einstein, "Don't tell God what to do", was basically 
when Einstein was saying, "The Universe makes sense." And Bohr was 
promoting an interpretation of quantum mechanics that tried to say that the 
universe doesn't have to make sense, that there are certain questions we're not 
allowed to ask, that if you think you have understood it, then you haven't, that 
sort of blatant irrationalism. And when Einstein used that metaphor, of "God 
doesn't play dice", Einstein was in fact an atheist, but what he meant by that 
metaphor is, that the universe makes sense. To say that the universe doesn't 
make sense is a reversion to a supernaturalist view of the world, and your 
listener was saying, perhaps there's some power out there greater than us, and 
so on. This is the kind of thinking that prevented progress for millennia. If there 
is a power out in the universe that is greater than us, it's just people, people who 
have more knowledge than us.

Ashbrook: And by "people" you don't necessarily mean "Earthlings" or "human 
beings", but rather, "knowledge-makers", or something.

Deutsch: Exactly, entities that can create explanatory knowledge. And there 
can't possibly be more than one kind of those. There can only be ones that have 
made more progress and ones that have made less progress.

Ashbrook: Now why is that? We've all seen the scientific movies. Some of them 



Ashbrook: Now why is that? We've all seen the scientific movies. Some of them 
look green and scaly and act very bizarre. What do you mean there can only be 
one kind of knowledge-creating entity like ourselves?

Deutsch: The thing is that they, like we, would gain their ability to control matter 
and energy and motion and so on by understanding universal laws of physics. 
And those are the same for them and for us. So we have the ability to 
understand, because we are, among other things, universal computers. The 
only barrier to understanding things for us is the amount of energy or the speed 
of computation that we have, and we can always increase those with 
technology. And the same will be true for the aliens.

Ashbrook: You say, don't fear them. Stephen Hawking says, "Fear them!". You 
say, "Don't".

Deutsch: Yes. That is because we have to understand the lesson of universality. 
The lesson of universality is that there is only one set of laws of physics on our 
planet, in our solar system, in our galaxy, in the whole universe, past, present, 
future. It's the same set of laws, and they provide the same set of opportunities 
for control and the same set of barriers. You were speaking about controlling the 
universe. The statement is not that we can do anything we like, like gods, the 
statement is that we can do everything that isn't forbidden by the laws of 
physics. And that limitation is common to us and to these advanced aliens that 
you're thinking of.

Ashbrook: Let me bring our listeners in. Dana in South Wellfleet, 
Massachusetts, you're on the air with David Deutsch in Oxford, England. 
Welcome, Dana, you're on the air.

Dana: Hi Tom. Mr. Deutsch, given our record of hubris and the resulting plunder 
of this planet, whether it's pollution of our life-sustaining systems or pushing 
other animals and plants to the brink of extinction, I really hope your thesis is 
wrong. I really don't want to see the footprint of humankind spread beyond the 
Earth. I really feel that humans need to learn humility in the face of the cosmos 
and nature before we attempt to even "colonize" (another word with imperialist 
connotations) even the moon, let alone the galaxy.

Ashbrook: Dana, I'll put that to David Deutsch, but he's kind of suggesting that, 
with the scientific revolution, it is inevitable. We keep thinking, our thinking 
figures things out; it pushes our footprint further and further into the universe, 



Dana.

Dana: Well, he's handing a sword then to the religious fundamentalists who say, 
"See? Science has no ethics. As long as it's possible, it's permissible."

Ashbrook: Dana, let us pick it up. David Deutsch, what do you say to these 
observations? He sees hubris, he sees us as plunderers, says, "Humility first, 
please."

Deutsch: The avoidance of hubris and the glorification of humility is the thing 
that kept us suffering for hundreds of thousands of years. The guilt of which we 
are accused by this worldview, although it has some modern fashionable forms, 
is actually not a new idea. It was the prevailing idea throughout most of history. 
Ironically, as I said earlier, really the reverse is the case. It's not that we have 
polluted the Earth, on balance; the Earth was killing us with pollution from the 
moment our species began. The cholera bacillus evolved to do exactly that. It 
killed millions of people, and before human beings existed, it killed the people 
that were our predecessors. The biosphere killed all our cousin species like the 
Neanderthals, and it has only been since the invention of human technology that 
we have managed to lift ourselves a little way out of this.

Ashbrook: David Deutsch, let's go straight to our listeners. Joe, in Farmville, 
Virginia. Joe, you're on the air with David Deutsch.

Joe: I have a question for Mr. Deutsch, but before that, let me make a comment. 
He's saying that man's destiny is to colonize space. Well, actually [unintelligible], 
in Psalms 8, it says that, the stars are the work of God's fingers. And then it 
says that God gives man dominion over the work of his fingers, and then it says 
what form that dominion will take. It says God will put all things under man's 
feet. So that's like saying that God will put the moon and the stars under Man's 
feet.

Ashbrook: And you've got a specific question about that, Joe. Give it to us.

Joe: Yes, the idea is that because of the expansion of the universe, all the 
galaxies are going away from us, and the further away they are, the faster 
they're going, so it seems to me that we won't be able to colonize [unintelligible], 
but that does leave our own galaxy with 300 billion stars. So my question is, 
how can we get beyond?



Ashbrook: Joe, you're breaking up, but I think we've got it. If the universe is 
expanding rapidly, that means it's moving away from us. David Deutsch, in that 
case, how do we get out there?

Deutsch: I only heard part of that question, but I think I understood what it was. 
One of the great growth areas in fundamental physics in the last few years has 
been in cosmology. We have learned that all the cosmological models that 
anybody believed until, let's say, 20 years ago are definitely wrong. But what we 
don't yet know is the cosmological model that is in fact right. The prevailing one 
at the moment is that the universe is not only expanding, which we've known for 
nearly a century, but is expanding at an accelerating rate through this thing 
which we call dark energy (just because we need to call it something). But we 
have absolutely no idea what it is.

Ashbrook: So how do we catch up with it? How do we get a tail-hold out there if 
it's rushing away from us?

Deutsch: Well, the exact implications of the accelerating expansion of the 
universe on the controllability of the cosmos are not well known yet. The caller's 
assumption was that eventually we would be just left with one galaxy and all the 
others would be receding at the speed of light so we'd never catch up with them. 
If that is so, then only a few trillion years after that, the galaxy itself will start 
being torn apart by these same forces, and what we would have to do is put 
more and more information into a smaller and smaller volume. And whether that 
will be possible or not depends on details that we don't yet know. All I can say is 
that there are plenty of cosmological models in which progress can go on 
literally forever, that is, literally no upper bound, and there are some in which 
progress is forced to come to an end after a few trillion years. But with 
cosmological models currently changing on a timescale of a decade or so, I 
think it would be rash to build our plans for a trillion years on whatever the 
current theory of that is.

Ashbrook: For any number of reasons. People listening very closely here. Ellen 
was listening when we played the clip from Stephen Hawking; he talked about 
survival genes for aggression in humanity now holding us back. She asks if you 
can address that. You said it was an artificial limitation, but what does that 
mean? Do human beings need to re-evolve into something where we don't 
destroy one another for survival purposes?

Deutsch: The idea of an "aggression gene" or a "selfishness gene" is a 



misunderstanding of what humans are. It's a misunderstanding of the 
universality of humans. The thing is, humans can decide that any pattern of 
behavior that they think best is best, and then act according to it.

Ashbrook: So you say, but an awful lot of humans have felt hostage to violence 
and war for such a long time. Ask somebody with a spear in his back. It looks 
like it's baked in the cake.

Deutsch: Yes, you can't really go by most of human history prior to the 
Enlightenment, because those societies were all the same.

Ashbrook: But our wars just got bigger after. Our wars just got larger, more 
deadly.

Deutsch: If you think about the kind of things that are built into our genes, like 
the desire to eat food when we're hungry or to have sex or to preserve our lives, 
if you think of any of those which are going to be much more deeply in our 
genes, if anything is, than, let's say, aggression or selfishness, then you can 
easily see millions of examples of those things being violated at a whim of 
culture or individual decisions. People become anorexic and don't eat. People 
become pacifists and sacrifice their lives, or suicide bombers, to name an evil 
example. If those things, the things which are most heavily built into our genes 
can be swept away just by a little bit of culture, including very bad culture, then 
there is really no case to be made that more subtle things like selfishness are 
built-in in an irretrievable way.

Ashbrook: If I may, you pull this view beyond science itself, and you write, very 
early on in the book, that the scientific revolution has also been a revolution in 
technology (we've seen that), political institutions (not so sure where that's 
gone), moral values, art, every aspect of human welfare. We have listeners who 
are wondering on that front. Greg says, "You are talking about ability, not 
morality. Morality is the realm in which stories remain the relevant method of 
figuring things out." What do you say?

Deutsch: It is much more controversial that there is objective truth in things like 
morality and art than in things like mathematics and science, but the arguments 
are really the same in all cases. The fact is, before the enlightenment, there was 
practically nobody in the world who thought that, say, slavery was morally 
wrong, or that sexism was morally wrong, or that parents didn't have the right to 
beat their children. These were all things that had virtually 100% acceptance. 

Only lunatics, if anybody, disputed it. Whereas now, it's gone entirely the other 



Only lunatics, if anybody, disputed it. Whereas now, it's gone entirely the other 
way around. In other words, now there is an absolute consensus among 
thinking people that slavery is wrong and those other things I mentioned are 
also wrong. So we've gone from 100% to 0%, and I think that it doesn't make 
sense to regard that change as arbitrary. In other words, it could have gone 
either way just like skirt length fashions or something.

Ashbrook: You think it's the enlightenment, the scientific revolution. It worked 
there as well.

Deutsch: Yes, well, the scientific revolution is just one facet of what I call the 
Enlightenment. It reached into morality as well, and these examples that I've 
given are cases where morality has improved objectively.

Ashbrook: Vijay is calling from Cambridge, Massachusetts. Vijay, you're on the 
air with David Deutsch. Thanks for calling.

Vijay: Hi, Tom. I think that Professor Deutsch's thesis is deeply misguided and 
badly written, and here's why. His basic idea is that, since we can reason, we 
can do anything (aside from violating the limits placed by physics). But we also 
know, from computer science and mathematics, that there are many things that 
are beyond reason. These are called independence results or incompleteness 
results. There are things that we cannot know, and these lead us to deep issues 
and philosophical issues the context of computer science and mathematics. 
Professor Deutsch is most likely aware of these things, and still his basic thesis 
is that because we can reason, we can understand anything and therefore we 
can do anything. And secondly, technically, the statement that, "aside from the 
limits placed by physics and incompleteness results, everything else is possible" 
is essentially a truism. So what exactly is he trying to say? What is new here?

Ashbrook: Vijay, stand by. David Deutsch, what do you say?

Deutsch: Okay, I'll deal with the first question first. In mathematics in can be 
proved that the overwhelming majority of mathematical truths cannot be proved, 
and indeed cannot be known. So the question is, how is that compatible with the 
idea that we can do anything? The short answer is this: if a mathematician is 
interested in a certain problem, let's say to do with prime numbers, then one 
way that will lead to the bottle of champagne being opened is if this 
mathematician discovers a proof that this thing is true or a proof that it is false. 
But another way that you could get exactly the same success in human terms 



would be to prove that it is unprovable. This is as much a reason for writing a 
mathematics paper and opening the bottle of champagne as proving that's true 
or proving that's false. And if you can't prove that it's unprovable, then maybe 
the next best thing is that you conjecture that it's unprovable. And then you write 
a paper about what would be the consequences if it were, and another paper 
about what would be the consequences if it weren't, and therefore you get twice 
the number of papers just because the thing you were working on is unprovable. 
So, in the human sense, mathematics provides no barrier to progress, even 
though, as a matter of logic, there are things that we can't know. But they're not 
things that matter ultimately to humans. Now, to answer the second question, 
"what have I said that's new?" In a sense, you're quite right, it's almost a trivial 
consequence of regarding the scientific worldview as true, but listen to the other 
commentators! They are saying that gaining control of the universe is (a) 
impossible and (b) wrong, and I am saying that the scientific worldview is 
incompatible with those ancient ideas of limitation.

Ashbrook: Vijay, our time is so short at this point. Let me move on, but I 
appreciate you raising it, and the question will no doubt be worked on for a long 
time. Let me get one more right here, David in Boston. David, thank you for 
calling.

David: Thanks for having me on. Mr. Deutsch, I'm very much a fan of science 
and I'm not opposed to the idea of progress and knowledge. I guess for me it's a 
question of whether the story of human history is simply a story of the 
development of knowledge or a moral struggle. It seems to me that since 
Francis Bacon first formulated this idea of technology of control over nature, the 
results have always been ambiguous, and people have always felt that the way 
we use technology is sometimes good and sometimes ill. Our modern 
technology from nuclear weapons to the capacity for a modern famine, which is 
very different from famines in the past, is as ambiguous as it ever has been. So 
I'm sort of surprised, especially at this moment, when this critical environmental 
crisis is going on, and we're really at risk of destroying the life-giving value of the 
Earth, that you're so optimistic.

Ashbrook: David, let us pick it up right there and use the time we have. David 
Deutsch, what do you say to our young, smart listener?

Deutsch: Okay, two things. One is that you're grossly underestimating how bad 
the past was.



Ashbrook: You mean the Edenic, environmentally unscathed past?

Deutsch: That past, yes. It was bad not only because of what nature was doing 
to us but because of what humans were doing to each other. The staticity that 
was imposed by bad human ideas and violence channeled into bad directions is 
simply incomprehensible to someone who is used to our society.

Ashbrook: But the environment certainly looked better 50 years ago than it does 
today.

Deutsch: Well, I think that is not comparing like with like, but let me just say the 
other half of that first. In regard to modesty, this idea that we're going to control 
as much as we want to control sounds like hubris if you think that the total 
amount to be controlled is finite and therefore, we're going to be nearly there 
and we're going to be like gods. But actually, the title of the book is The 
Beginning of Infinity. No matter how much of this we do, we will always be just 
scratching the surface. We will always be looking out at an infinite vista that we 
have not yet understood, not yet conquered, and so on. And when we look 
back, we will think that the previous people's ideas of being nearly there, like our 
present-day idea that having conquered the surface of the Earth, we're nearly 
there, the idea that that is hubris will seem pathetic.

Ashbrook: Final question. We have just one minute. The Enlightenment, the 
thing that you see behind all of this, might we turn our backs on that? There's 
certainly a lot of pushback and denial in substantial parts of American politics 
and culture to science and the scientific revolution. Might we turn our back on 
that very thing?

Deutsch: There are no guarantees. I believe that the Enlightenment has sort of 
tried to happen several times in human history, such as in Athens, and in 
Florence during the Renaissance. I describe these in the book as well. There 
will have been other cases as well, which were less spectacular because they 
were put down earlier. It is always possible to turn one's back on enlightenment 
and reason, and we could do so, in which case, perhaps our whole planet is 
doomed, and somebody else will the people that have the beginning of infinity.

Ashbrook: David Deutsch, we could go on, maybe, to infinity here. It's been 
fantastic. Thank you for joining us today from Oxford.

Deutsch: Thank you for having me.



Ashbrook: It's wonderful to have you with us. The new book is, "The Beginning 
of Infinity: Explanations that Transform the World." I'm Tom Ashbrook. Thanks 
for joining us. This is On Point.

-- 
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From: Elliot Temple <curi@curi.us>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] BoI wrong about dealing with bad philosophy
Date: June 7, 2014 at 1:59 AM

BoI:

Bad philosophy is philosophy that denies the possibility, desirability or existence 
of progress. And progress is the only effective way of opposing bad philosophy.

this is wrong b/c progress is open to interpretation, and bad philosophy (irrational) 
interpretations may contradict reality. what you will consider progress depends on 
what you want to accomplish, what you think is good, how you interpret world 
events, etc

here are some of the best examples of massive progress, massive success, 
where the massive good is about as "obvious" (low amount of interpretation 
needed) as it gets:

golden rice, coal power plants, vaccines, computer screens

all of these are strongly opposed, vilified, even hated, by tons of people.

Elliot Temple
www.fallibleideas.com
www.curi.us



From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Cc: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>, FI 
<fallible-ideas@yahoogroups.com>, BoI <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Re: [FI] BoI wrong about dealing with bad philosophy
Date: June 7, 2014 at 2:40 AM

On Jun 6, 2014, at 10:59 PM, Elliot Temple <curi@curi.us> wrote:

BoI:

Bad philosophy is philosophy that denies the possibility, desirability or 
existence of progress. And progress is the only effective way of opposing bad 
philosophy.

this is wrong b/c progress is open to interpretation, and bad philosophy 
(irrational) interpretations may contradict reality. what you will consider progress 
depends on what you want to accomplish, what you think is good, how you 
interpret world events, etc

here are some of the best examples of massive progress, massive success, 
where the massive good is about as "obvious" (low amount of interpretation 
needed) as it gets:

golden rice, coal power plants, vaccines, computer screens

all of these are strongly opposed, vilified, even hated, by tons of people.

Progress isn't a surefire way of opposing bad philosophy, and it may not be the 
"only" way as DD writes. However, I think making progress can have the *effect* 
of opposing bad philosophy, even if that is not its primary purpose. This is 
because some people will notice the progress and be inclined to investigate the 
ideas associated with it. Progress is good for its own sake (for the people who 
make it) but it also has a kind of aura or glow that inspires others to pay attention 
when they otherwise wouldn't. Such people will think things like, 'If I learn about 
this philosophy, I can get more of thing X, Y, and Z that I already like. Let me 
investigate more about this.'  Then they might learn a bit of good philosophy, and 
this opposes bad philosophy.



From: Lulie Tanett <lulie@lulie.org>
Cc: FIGG <fallible-ideas@googlegroups.com>, BoI list <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Re: [FI] BoI wrong about dealing with bad philosophy
Date: June 8, 2014 at 2:04 PM

On 7 Jun 2014, at 06:59, Elliot Temple curi@curi.us [fallible-ideas] <fallible-
ideas@yahoogroups.com> wrote:

BoI:

Bad philosophy is philosophy that denies the possibility, desirability or 
existence of progress. And progress is the only effective way of opposing bad 
philosophy.

this is wrong b/c progress is open to interpretation, and bad philosophy 
(irrational) interpretations may contradict reality. what you will consider progress 
depends on what you want to accomplish, what you think is good, how you 
interpret world events, etc

here are some of the best examples of massive progress, massive success, 
where the massive good is about as "obvious" (low amount of interpretation 
needed) as it gets:

golden rice, coal power plants, vaccines, computer screens

all of these are strongly opposed, vilified, even hated, by tons of people.

They're hated, but aren't they nonetheless considered to be "progress"? Often 
people say, "yes technically they're progress, but is all 'progress' good?"

When new stuff is made, regardless of what you think about it, you can point at it 
and go, hey look, new stuff. The thing that's disagreed on is sometimes which 
particular ideas lead to that new stuff, or, more often, on whether the new stuff is 
good.

--
Lulie Tanett



From: Elliot Temple <curi@curi.us>
Cc: FI <fallible-ideas@yahoogroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [BoI] [FI] BoI wrong about dealing with bad philosophy
Date: June 8, 2014 at 5:54 PM

On Jun 8, 2014, at 11:04 AM, Lulie Tanett <lulie@LULIE.ORG> wrote:

On 7 Jun 2014, at 06:59, Elliot Temple curi@curi.us [fallible-ideas] <fallible-
ideas@yahoogroups.com> wrote:

BoI:

Bad philosophy is philosophy that denies the possibility, desirability or 
existence of progress. And progress is the only effective way of opposing bad 
philosophy.

this is wrong b/c progress is open to interpretation, and bad philosophy 
(irrational) interpretations may contradict reality. what you will consider 
progress depends on what you want to accomplish, what you think is good, 
how you interpret world events, etc

here are some of the best examples of massive progress, massive success, 
where the massive good is about as "obvious" (low amount of interpretation 
needed) as it gets:

golden rice, coal power plants, vaccines, computer screens

all of these are strongly opposed, vilified, even hated, by tons of people.

They're hated, but aren't they nonetheless considered to be "progress"? Often 
people say, "yes technically they're progress, but is all 'progress' good?"

if people doubt progress is good, then making progress isn't going to be super 
duper automatically convincing to them.

so if opponents agree to call it "progress", that terminology concession doesn't 
really help what BoI was going for.

When new stuff is made, regardless of what you think about it, you can point at 



When new stuff is made, regardless of what you think about it, you can point at 
it and go, hey look, new stuff. The thing that's disagreed on is sometimes which 
particular ideas lead to that new stuff, or, more often, on whether the new stuff is 
good.

so do you agree BoI's position on this is mistaken?

Elliot Temple
www.fallibleideas.com
www.curi.us



From: Rami Rustom <rombomb@gmail.com>
Cc: fallible-ideas <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] Popper on the relationship between morality and epistemology
Date: October 30, 2014 at 6:55 PM

On Jul 2, 2013, at 5:54 PM, Elliot Temple <curi@curi.us> wrote:

On Jun 30, 2013, at 11:29 PM, Rami Rustom <rombomb@gmail.com> wrote:

http://www.curi.us/1351-popper-on-the-relationship-between-morality-and

Popper on the relationship between morality and epistemology

Every rational discussion, that is, every discussion devoted to the search for 
truth, is based on principles, which in actual fact are ethical principles. I 
should like to share three of them.

1 The principle of fallibility. Perhaps I am wrong and perhaps you are right; 
but, of course, we may both be wrong.

2 The principle of rational discussion. We need to test critically and, of 
course, as impersonally as possible the various (criticizable) theories that 
are in dispute.

3 The principle of approximation to truth. We can nearly always come closer 
to the truth with the help of such critical discussions; and we can nearly 
always improve our understanding, even in cases where we do not reach 
agreement.

It is remarkable that these principles are epistemological and, at the same 
time, also ethical principles. For they imply, among other things, toleration: if 
I can learn from you, and if I want to learn, then in the interest of truth I have 
not only to tolerate you but also to recognize you as a potential equal; the 
potential unity of man and the potential equality of all humans are 
prerequisites for our willingness to discuss matters rationally. Of further 
importance is the principle that we can learn from a discussion, even when it 
does not lead to agreement. For a rational discussion can help to shed light 
upon some of our errors.

http://www.curi.us/1351-popper-on-the-relationship-between-morality-and


All this shows that ethical principles form the basis of science. The most 
important of all such ethical principles is the principle that objective truth is 
the fundamental regulative idea of all rational discussion. Further ethical 
principles embody our commitment to the search for truth and the idea of 
approximation to truth; and the importance of intellectual integrity and of 
fallibility, which lead us to a self-critical attitude and to toleration. It is also 
very important that we can learn in the field of ethics.

Karl Popper, The World of Parmenides, chapt 2, section 6, paragraph 5

See also chapt 2 Addendum 2 titled: Some Principles for a New Professional 
Ethics Based on Xenophanes' Theory of Truth

[end quote]

Popper said something that Elliot calls anti-Popperian: "Every
rational discussion, that is, every discussion devoted to the search
for truth, is *based on* principles, which in actual fact are ethical
principles." [asterisks by me]

Here's another one: "All this shows that ethical principles form the
*basis of* science." [asterisks by me]

So how could he have said it without that error? Hows this?

- Every rational discussion, that is, every discussion devoted to the
search for truth, is [fallibly consistent with] principles, which in
actual fact are ethical principles. [what's the point of qualifying
"fact" with "actual"?]

- All this shows that science should be fallibly consistent with
ethical principles.

You're losing content when you make this change.

a better substitution would be like "really important to". ethical principles are 
really important to science. science is fucked without them.



that is closer to the original meaning. you dropped that aspect of the ideas.

but that's not the only thing dropped.

there are logical reasons why ethical principles are *needed* to do science. 
without them it won't work. you lost that meaning too.

the problem with saying they are the basis is there are all sorts of things that are 
important to science. and further you can learn about these ethical principles via 
science too, there's a two-way relationship going on. you don't have to start by 
learning the ethics then learn about science necessarily. to the extent some 
ethical principles are a necessary part of science, u can learn about them while 
learning science, u don't have to go learn ethics as a separate field first.

so in changing popper’s IDEA, i did the following…

- removed some bad ideas from the IDEA

(thus making my version *better with respect to the bad ideas i removed*.)

- removed some good ideas from the IDEA

(thus making my version *worse with respect to the good ideas i removed*.)

question: is my version better or worse than Popper’s version, all things 
considered? my guess is that my version is worse than Popper's.

i recall doing this similar kind of thinking mistake before. i recall learning that 
japanese culture has something in it better than american culture (i don’t recall 
what it was) and then I asked the question: so japanese culture is better than 
american culture?

this is a bad question because the something was only one “metric” and I asked 
about the culture overall valuation. asking about which of the 2 cultures is better 
overall needs way more context than just the one “metric”.

— Rami

From: Elliot Temple <curi@curi.us>



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Where To Find Active Discussion
Date: December 13, 2014 at 7:36 PM

Hi guys,

Just wanted to let everyone know the active discussion of BoI and a few related 
topics is happening at another group now:

https://groups.yahoo.com/neo/groups/fallible-ideas/info

Join there if you're looking for a place to discuss BoI or read BoI's type of ideas.

Elliot Temple
www.fallibleideas.com
www.curi.us

-- 

https://groups.yahoo.com/neo/groups/fallible-ideas/info


From: Erin Minter <erinminter@icloud.com>
Cc: fallible-ideas@googlegroups.com, fallible-ideas@yahoogroups.com
Subject: Re: [BoI] Anti-rational meme replication strategies
Date: December 17, 2014 at 7:53 PM

On Sep 30, 2011, at 8:58 PM, Anonymous Person 
<unattributedemail@gmail.com> wrote:

On Fri, Sep 30, 2011 at 5:32 PM, David Deutsch <david.deutsch@qubit.org> 
wrote:

On 30 Sep 2011, at 11:01pm, Anonymous Person wrote:

On Fri, Sep 30, 2011 at 2:43 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

Do all anti-rational meme replication strategies involve some holders of the
meme coercing other people who don't yet have the meme, in some way?
If yes, why?
If no, could you provide an example of a replication strategy that doesn't
involve any holders of the meme coercing others as a result of having it?

No.

I take you to be referring to TCS-coercion or psychological coercion
or something like that. Memes aren't routinely spread by force or
violence.

One example meeting your criteria would be the holder tells a person
who then coerces himself.

Another would be: a meme is so subtle that neither the holder nor new
person is aware of the meme transfer at all, let alone coerced by it.
In general static memes *would* coerce you *if* you struggled, but
that doesn't mean they do coerce you. And they usually try not to let
it come to that point: better if you don't struggle.

ya, if someone is sufficiently poor at critical thinking, it seems like they could 
adopt a static meme without actually being coerced at the time of adopting it.

Most (maybe all) people have no idea when or how they learned monogamy
memes, for example. It isn't done by from some memorable, unpleasant



event. Sometimes preachers put pressure on people, but they can also
spread religion by being helpful, kind, sympathetic and tolerant (at
least in many respects, which may be the only ones the convert
notices).

I wonder if the “coercing other ppl to lead to meme adoption” cases happen a lot 
in childhood (maybe adulthood too, but a greater % with kids / coercive parenting 
before the kid's ability to think critically gets so damaged).  Before critical thinking 
gets so hindered, coercion might be more necessary.

Another thought I had is regarding the types of memes which are transferred 
possibly via a coercive process when kids are young.

Could these memes lead to consequences such as:  the adoptees end up relying 
on and worrying about what other ppl think (look good in the eyes of authority / 
avoid punishment), being afraid to make mistakes, hiding from criticism, not 
taking responsibility, etc.

They are like some of the really bad ones which can do a good job of setting ppl 
up with hindered critical thinking and a way to easily adopt more static memes 
later on (like monogamy).

do some of those early ones “set the stage” in a way?

Or in addition to this, it could be that by parenting irrationally, critical thinking also 
gets damaged without any meme transfer.  Kids are punished for thinking 
critically and coming to different conclusions than their parents.  Even if there isn’t 
a meme transfer, the damage to critical thinking can make the kid more 
susceptible to future static meme adoption.

I'm sceptical that anti-rational memes can be propagated in the way just 
outlined. Certainly they can be propagated that way *as opinions, and as 
behaviours*. But the unseen and all-important anti-rational content that will get 
them safely to the next generation after that -- the entrenchment -- where does 
that come from?

Knowledge in the meme about how to create it (e.g. by reorganizing a
person's mind).

Is it that the idea is so entangled with the rest of one's personality that it's hard 



to abandon it? I don't think a meme that was hard to drop for such a reason 
would behave in the way anti-rational memes do. For instance, we face that 
sort of thing when we have to give up the idea that distant events can be 
simultaneous, or that there's a force of gravity etc. Some people do fail to 
achieve that. But in the case of anti-rational memes, it's not merely *difficult*; 
creativity is engaged to keep them in place, and the more one even 
contemplates violating them, the more *painful* it feels.

Why does the process of reorganizing a mind, so something is
entrenched, have to involve the person feeling bad *at that time*?

Another possibility is a meme lies dormant, only partially set up
(i.e. not fully entrenched), and actually creates the (rest of the)
entrenchment on the fly when first questioned or criticized or opposed
(using coercion at that time, but not necessarily prior).

So could it be the case that TCS-coercion is involved with the adoption of the 
meme (in some cases), during the holding of the meme (if a person doesn’t enact 
it when the meme “wants” to be enacted or if the meme is opposed in any way), 
and then what about during the process of trying to rid oneself of the meme?

Once that meme is entrenched, is coercion inevitable?  Regardless of whether 
the person is aware of the meme and working to eradicate it?

So I'm guessing the answer to Matjaž's question is yes.

But what about, as I said, the possibility that they coerce
themselves? So, surely the answer must be "no", independent of whether
memes can set themselves up quietly.

left for context

Erin

From: Daniel Thomas Andrew Daly <noahidebooksforever@gmail.com>



From: Daniel Thomas Andrew Daly <noahidebooksforever@gmail.com>
Subject: [BoI] New Knowledge Ministries
Date: December 20, 2014 at 6:05 AM

New Knowledge Ministries

http://noahidebooks11.angelfire.com

-- 

http://noahidebooks11.angelfire.com/


From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Subject: Re: [BoI] stop pretending all atheists are god
Date: December 27, 2014 at 4:55 PM

On Mar 11, 2013, at 5:22 AM, Elliot Temple <curi@curi.us> wrote:

http://www.samharris.org/blog/item/the-fireplace-delusion

It seems to me that many nonbelievers have forgotten—or never knew—what 
it is like to suffer an unhappy collision with scientific rationality. We are open to 
good evidence and sound argument as a matter of principle, and are generally 
willing to follow wherever they may lead. Certain of us have made careers out 
of bemoaning the failure of religious people to adopt this same attitude.

Note the extreme naivety. Whatever you think or Harris' own rationality, I think 
we can all agree his readers aren't all so rational they never get on the wrong 
side of science, facts, evidence, reason, etc... Whether they know it or not, they 
are not open to all "good evidence" or "sound arguments".

At least it looks like Harris is naive and doesn't understand how complicated life 
is, how flawed his readers are, perhaps how flawed he himself is, how much 
irrationality there is in the world that isn't religious, how hard it is to be rational, 
how being rational takes a lot more than proclaiming "I am an atheist and value 
reason!" (although "value" is a word some atheists don't like. so what do they 
say instead?)

If it's hard to be rational, maybe this is part of why I am irrational. Is it easier to be 
irrational?

An alternative interpretation is that he's pandering. Maybe he knows many of his 
readers are deeply flawed, but makes a career out of telling them they are 
awesome.

[...]

Anyway Harris is now encouraging and pressuring people to be gullible in the 
way as the French revolutionary peasants were (if you don't have a readymade 
argument in defense of how you live, then you have to change or you're 

http://www.samharris.org/blog/item/the-fireplace-delusion


irrational and that's bad bad bad, [so do as you're told by people better at 
rhetoric than you]).

I kind of pressure myself this way about FI stuff. I don't have readymade 
arguments in defense of what I do, and so I have to change or I'm irrational and 
that's bad bad bad, so I should do as I'm told by people who have better rhetoric 
than me. Maybe when I understand the issues better I'll pressure myself less.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] stop pretending all atheists are god
Date: December 27, 2014 at 5:05 PM

On Dec 27, 2014, at 1:55 PM, Alisa Zinov'yevna Rosenbaum wrote:

On Mar 11, 2013, at 5:22 AM, Elliot Temple <curi@curi.us> wrote:

http://www.samharris.org/blog/item/the-fireplace-delusion

It seems to me that many nonbelievers have forgotten—or never knew—what 
it is like to suffer an unhappy collision with scientific rationality. We are open 
to good evidence and sound argument as a matter of principle, and are 
generally willing to follow wherever they may lead. Certain of us have made 
careers out of bemoaning the failure of religious people to adopt this same 
attitude.

Note the extreme naivety. Whatever you think or Harris' own rationality, I think 
we can all agree his readers aren't all so rational they never get on the wrong 
side of science, facts, evidence, reason, etc... Whether they know it or not, 
they are not open to all "good evidence" or "sound arguments".

At least it looks like Harris is naive and doesn't understand how complicated 
life is, how flawed his readers are, perhaps how flawed he himself is, how 
much irrationality there is in the world that isn't religious, how hard it is to be 
rational, how being rational takes a lot more than proclaiming "I am an atheist 
and value reason!" (although "value" is a word some atheists don't like. so 
what do they say instead?)

If it's hard to be rational, maybe this is part of why I am irrational. Is it easier to 
be irrational?

big picture it's much much easier to be rational. so you don't have a life full of 
disasters.

An alternative interpretation is that he's pandering. Maybe he knows many of 

http://www.samharris.org/blog/item/the-fireplace-delusion


An alternative interpretation is that he's pandering. Maybe he knows many of 
his readers are deeply flawed, but makes a career out of telling them they are 
awesome.

[...]

Anyway Harris is now encouraging and pressuring people to be gullible in the 
way as the French revolutionary peasants were (if you don't have a readymade 
argument in defense of how you live, then you have to change or you're 
irrational and that's bad bad bad, [so do as you're told by people better at 
rhetoric than you]).

I kind of pressure myself this way about FI stuff. I don't have readymade 
arguments in defense of what I do, and so I have to change or I'm irrational and 
that's bad bad bad, so I should do as I'm told by people who have better rhetoric 
than me. Maybe when I understand the issues better I'll pressure myself less.

that makes no sense. if you don't understand an issue, you don't know which side 
of it is bad bad bad.

Elliot "curiosity" Temple



From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Cc: fallible-ideas@yahoogroups.com
Subject: Re: [BoI] stop pretending all atheists are god
Date: December 27, 2014 at 5:17 PM

On Dec 27, 2014, at 5:05 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 27, 2014, at 1:55 PM, Alisa Zinov'yevna Rosenbaum wrote:

On Mar 11, 2013, at 5:22 AM, Elliot Temple <curi@curi.us> wrote:

Anyway Harris is now encouraging and pressuring people to be gullible in the 
way as the French revolutionary peasants were (if you don't have a 
readymade argument in defense of how you live, then you have to change or 
you're irrational and that's bad bad bad, [so do as you're told by people better 
at rhetoric than you]).

I kind of pressure myself this way about FI stuff. I don't have readymade 
arguments in defense of what I do, and so I have to change or I'm irrational 
and that's bad bad bad, so I should do as I'm told by people who have better 
rhetoric than me. Maybe when I understand the issues better I'll pressure 
myself less.

that makes no sense. if you don't understand an issue, you don't know which 
side of it is bad bad bad.

Are you saying what I do makes no sense? If so, that could easily be. I'm not 
trying to say I'm some paragon of rationality or even that I meet some basic FI 
standards of rationality.
Or are you saying my description of what I do makes no sense?



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] stop pretending all atheists are god
Date: December 27, 2014 at 5:22 PM

On Dec 27, 2014, at 2:17 PM, Alisa Zinov'yevna Rosenbaum wrote:

On Dec 27, 2014, at 5:05 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 27, 2014, at 1:55 PM, Alisa Zinov'yevna Rosenbaum wrote:

On Mar 11, 2013, at 5:22 AM, Elliot Temple <curi@curi.us> wrote:

Anyway Harris is now encouraging and pressuring people to be gullible in 
the way as the French revolutionary peasants were (if you don't have a 
readymade argument in defense of how you live, then you have to change 
or you're irrational and that's bad bad bad, [so do as you're told by people 
better at rhetoric than you]).

I kind of pressure myself this way about FI stuff. I don't have readymade 
arguments in defense of what I do, and so I have to change or I'm irrational 
and that's bad bad bad, so I should do as I'm told by people who have better 
rhetoric than me. Maybe when I understand the issues better I'll pressure 
myself less.

that makes no sense. if you don't understand an issue, you don't know which 
side of it is bad bad bad.

Are you saying what I do makes no sense? If so, that could easily be. I'm not 
trying to say I'm some paragon of rationality or even that I meet some basic FI 
standards of rationality.
Or are you saying my description of what I do makes no sense?

don't do/think that (like that those things are bad bad bad). and i just gave a 
criticism.

as i understand it, you are wary of FI and have mixed feelings about it and stuff. 
why? because when you go near it, you start hurting yourself in ways FI says not 



to do.

so it's like, whenever FI comes up, you shoot yourself in the foot. then you don't 
like FI and aren't enthusiastic and stuff. that's a really nasty method of evasion – 
hurting yourself in some vague association with the thing you to be evaded. (even 
tho it explicitly says not to)

Elliot "curiosity" Temple

From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>



From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Cc: fallible-ideas@yahoogroups.com
Subject: Re: [BoI] stop pretending all atheists are god
Date: December 27, 2014 at 5:47 PM

On Dec 27, 2014, at 5:22 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 27, 2014, at 2:17 PM, Alisa Zinov'yevna Rosenbaum wrote:

On Dec 27, 2014, at 5:05 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 27, 2014, at 1:55 PM, Alisa Zinov'yevna Rosenbaum wrote:

On Mar 11, 2013, at 5:22 AM, Elliot Temple <curi@curi.us> wrote:

Anyway Harris is now encouraging and pressuring people to be gullible in 
the way as the French revolutionary peasants were (if you don't have a 
readymade argument in defense of how you live, then you have to change 
or you're irrational and that's bad bad bad, [so do as you're told by people 
better at rhetoric than you]).

I kind of pressure myself this way about FI stuff. I don't have readymade 
arguments in defense of what I do, and so I have to change or I'm irrational 
and that's bad bad bad, so I should do as I'm told by people who have better 
rhetoric than me. Maybe when I understand the issues better I'll pressure 
myself less.

that makes no sense. if you don't understand an issue, you don't know which 
side of it is bad bad bad.

Are you saying what I do makes no sense? If so, that could easily be. I'm not 
trying to say I'm some paragon of rationality or even that I meet some basic FI 
standards of rationality.
Or are you saying my description of what I do makes no sense?

don't do/think that (like that those things are bad bad bad). and i just gave a 



criticism.

Ok. Yeah, that's a good point. If there's a conflict, then we don't know which side 
(if either) is right. If I understand right, what the French Revolutionary peasants 
did made no sense either, because they had a conflict and they kind of let their 
intellect trample over their emotions. I'm guessing their intellect said follow the 
"logic" of the people with the good rhetoric and their emotions said not to.

as i understand it, you are wary of FI and have mixed feelings about it and stuff. 
why? because when you go near it, you start hurting yourself in ways FI says 
not to do.

I wouldn't say I'm wary of FI. I think FI is good. FI is like science applied to ideas 
and emotions and politics and more. It's applying the scientific method to human 
problems. And by "science" I mean the kind of science that actually leads to 
progress.

I just find it really hard either to personally apply FI, or to understand it well 
enough to apply it myself. Also, it kind of depresses me when people here expect 
me to be able to answer a question that I don't know how to answer, which 
happens pretty often. I often feel like I get asked a calculus question in pre-
algebra class. And I feel like I'm letting either them or myself down by saying "I 
don't know". But on the other hand if I embark on some project to get a better 
answer, who knows how long that will take? For now I've compromised on just 
answering the way I would if they asked me in person. That way at least the 
dialog can continue.

so it's like, whenever FI comes up, you shoot yourself in the foot. then you don't 
like FI and aren't enthusiastic and stuff. that's a really nasty method of evasion – 
hurting yourself in some vague association with the thing you to be evaded. 
(even tho it explicitly says not to)

I don't blame FI for my problems in learning FI. I blame myself.



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] stop pretending all atheists are god
Date: December 28, 2014 at 6:40 PM

On Dec 27, 2014, at 2:47 PM, Alisa Zinov'yevna Rosenbaum 
<petrogradphilosopher@gmail.com> wrote:

On Dec 27, 2014, at 5:22 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 27, 2014, at 2:17 PM, Alisa Zinov'yevna Rosenbaum wrote:

On Dec 27, 2014, at 5:05 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 27, 2014, at 1:55 PM, Alisa Zinov'yevna Rosenbaum wrote:

On Mar 11, 2013, at 5:22 AM, Elliot Temple <curi@curi.us> wrote:

Anyway Harris is now encouraging and pressuring people to be gullible in 
the way as the French revolutionary peasants were (if you don't have a 
readymade argument in defense of how you live, then you have to 
change or you're irrational and that's bad bad bad, [so do as you're told 
by people better at rhetoric than you]).

I kind of pressure myself this way about FI stuff. I don't have readymade 
arguments in defense of what I do, and so I have to change or I'm 
irrational and that's bad bad bad, so I should do as I'm told by people who 
have better rhetoric than me. Maybe when I understand the issues better 
I'll pressure myself less.

that makes no sense. if you don't understand an issue, you don't know 
which side of it is bad bad bad.

Are you saying what I do makes no sense? If so, that could easily be. I'm not 
trying to say I'm some paragon of rationality or even that I meet some basic 
FI standards of rationality.



Or are you saying my description of what I do makes no sense?

don't do/think that (like that those things are bad bad bad). and i just gave a 
criticism.

Ok. Yeah, that's a good point. If there's a conflict, then we don't know which side 
(if either) is right. If I understand right, what the French Revolutionary peasants 
did made no sense either, because they had a conflict and they kind of let their 
intellect trample over their emotions. I'm guessing their intellect said follow the 
"logic" of the people with the good rhetoric and their emotions said not to.

that’s not accurate.

as i understand it, you are wary of FI and have mixed feelings about it and 
stuff. why? because when you go near it, you start hurting yourself in ways FI 
says not to do.

I wouldn't say I'm wary of FI. I think FI is good. FI is like science applied to ideas 
and emotions and politics and more. It's applying the scientific method to human 
problems. And by "science" I mean the kind of science that actually leads to 
progress.

I just find it really hard either to personally apply FI, or to understand it well 
enough to apply it myself.

so you mean you think stuff you don’t understand and don’t know how to get 
value from is good. you’re assuming a conclusion you don’t actually know.

i very much doubt you make this mistake fully consistently.

Also, it kind of depresses me when people here expect me to be able to answer 
a question that I don't know how to answer, which happens pretty often.

you’re wrong. people asking a question doesn’t tell you whether they expect you 
to be able to answer (to some particular standard you haven’t mentioned but 
have in mind).

I often feel like I get asked a calculus question in pre-algebra class. And I feel 

like I'm letting either them or myself down by saying "I don't know”.



like I'm letting either them or myself down by saying "I don't know”.

that’s your idea, not theirs, and you’re basically blaming them and running into 
problems by putting (imagining) words in their mouths and ideas in their heads.

But on the other hand if I embark on some project to get a better answer, who 
knows how long that will take? For now I've compromised on just answering the 
way I would if they asked me in person. That way at least the dialog can 
continue.

why didn’t you try asking stuff about how to deal with it? asking about methods?

so it's like, whenever FI comes up, you shoot yourself in the foot. then you 
don't like FI and aren't enthusiastic and stuff. that's a really nasty method of 
evasion – hurting yourself in some vague association with the thing you to be 
evaded. (even tho it explicitly says not to)

I don't blame FI for my problems in learning FI. I blame myself.

Explicitly.

But in reality, maybe you do blame FI some and are now making it worse by 
carelessly lying about it with zero argument.

Elliot Temple
www.fallibleideas.com
www.curi.us



From: Alisa Zinov'yevna Rosenbaum <petrogradphilosopher@gmail.com>
Cc: FI <fallible-ideas@yahoogroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [BoI] stop pretending all atheists are god
Date: December 28, 2014 at 10:56 PM

On Dec 28, 2014, at 6:40 PM, Elliot Temple <curi@curi.us> wrote:

On Dec 27, 2014, at 2:47 PM, Alisa Zinov'yevna Rosenbaum 
<petrogradphilosopher@gmail.com> wrote:

I wouldn't say I'm wary of FI. I think FI is good. FI is like science applied to 
ideas and emotions and politics and more. It's applying the scientific method to 
human problems. And by "science" I mean the kind of science that actually 
leads to progress.

I just find it really hard either to personally apply FI, or to understand it well 
enough to apply it myself.

so you mean you think stuff you don’t understand and don’t know how to get 
value from is good.

Yeah. I feel FI is good ("emotionally") and I don't have any logical "voice in my 
head" saying otherwise, so I think I'm thoroughly persuaded. Any issues with that 
description of what's going on inside me?

you’re assuming a conclusion you don’t actually know.

Well, I'm not aware of a conflict inside me on this topic, so in what sense don't I 
know it? Is the issue that I don't "actually know" that FI is good because my 
understanding of it is so weak?

i very much doubt you make this mistake fully consistently.

I'm not sure what it would mean to think this way ("make this mistake", as you 
say) fully consistently.  To paraphrase Oliver Heaviside, I don't know how 
digestion works but I still eat. I will sometimes use math theorems or computer 
science algorithms that I can't prove the correctness of. Is that related to wat you 



are saying here?

Also, it kind of depresses me when people here expect me to be able to 
answer a question that I don't know how to answer, which happens pretty 
often.

you’re wrong. people asking a question doesn’t tell you whether they expect you 
to be able to answer (to some particular standard you haven’t mentioned but 
have in mind).

Hmm, interesting. Why do people ask questions that they don't expect the "target" 
to be able to answer? I have a few guesses - maybe they want to show the target 
(or other people) that the target can't answer the question, or maybe they want to 
make a point to other people who do know the answer.

I often feel like I get asked a calculus question in pre-algebra class. And I feel 
like I'm letting either them or myself down by saying "I don't know”.

that’s your idea, not theirs, and you’re basically blaming them and running into 
problems by putting (imagining) words in their mouths and ideas in their heads.

Sometimes I do think people's questions are unreasonable and blame them. 
Other times, though, I think they are reasonable, and it's me who lacks the 
necessary ability to look inside myself and give a good answer. I don't know why I 
sometimes think one way and sometimes the other.

But on the other hand if I embark on some project to get a better answer, who 
knows how long that will take? For now I've compromised on just answering 
the way I would if they asked me in person. That way at least the dialog can 
continue.

why didn’t you try asking stuff about how to deal with it? asking about methods?

I'm not very good at thinking about or asking about methods. The concept seems 
really foreign to me. Maybe because I don't see myself as doing things according 
to a method at present. But maybe that is a method in itself -- just a very inexplicit 
method? As I understand the word "method", I don't think I'm conscious of the 
methods I use in most areas of my life. When writing a program or a piece of 



music, I just kind of write it. When I play video games I'm also not aware of the 
"methods" I'm using. Well, one method is if I die I try not to get upset and just try 
again. Does that count as a method? It's all fuzzy and vague to me.

If anyone has recommendations on good ways for a beginner to get a handle on 
methods, I'm all ears.

I don't blame FI for my problems in learning FI. I blame myself.

Explicitly.

But in reality, maybe you do blame FI some and are now making it worse by 
carelessly lying about it with zero argument.

True - I can't rule out the possibility that I've lied to myself about it. It's easier to 
fool oneself when one's ideas aren't interlinked/integrated, and mine aren't.

From: 'anonymous FI' anonymousfallibleideas@gmail.com [fallible-ideas]
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From: 'anonymous FI' anonymousfallibleideas@gmail.com [fallible-ideas] 
<fallible-ideas@yahoogroups.com>
Cc: beginning-of-infinity@googlegroups.com, fallible-ideas@yahoogroups.com
Subject: Re: [FI] [BoI] Anti-rational meme replication strategies
Date: February 15, 2015 at 4:28 AM

On 17 Dec 2014, at 16:53, Erin Minter wrote:

On Sep 30, 2011, at 8:58 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Fri, Sep 30, 2011 at 5:32 PM, David Deutsch
<david.deutsch@qubit.org> wrote:

On 30 Sep 2011, at 11:01pm, Anonymous Person wrote:

On Fri, Sep 30, 2011 at 2:43 PM, Matja Leonardis
<sidranoel.zajtam@gmail.com> wrote:

Do all anti-rational meme replication strategies involve some
holders of the
meme coercing other people who don't yet have the meme, in some
way?
If yes, why?
If no, could you provide an example of a replication strategy that
doesn't
involve any holders of the meme coercing others as a result of
having it?

No.

I take you to be referring to TCS-coercion or psychological
coercion
or something like that. Memes aren't routinely spread by force or
violence.

One example meeting your criteria would be the holder tells a
person
who then coerces himself.

Another would be: a meme is so subtle that neither the holder nor
new



person is aware of the meme transfer at all, let alone coerced by
it.
In general static memes *would* coerce you *if* you struggled, but
that doesn't mean they do coerce you. And they usually try not to
let
it come to that point: better if you don't struggle.

ya, if someone is sufficiently poor at critical thinking, it seems
like they could adopt a static meme without actually being coerced at
the time of adopting it.

Most (maybe all) people have no idea when or how they learned
monogamy
memes, for example. It isn't done by from some memorable,
unpleasant
event. Sometimes preachers put pressure on people, but they can
also
spread religion by being helpful, kind, sympathetic and tolerant
(at
least in many respects, which may be the only ones the convert
notices).

I wonder if the coercing other ppl to lead to meme adoption
cases happen a lot in childhood (maybe adulthood too, but a greater %
with kids / coercive parenting before the kid's ability to think
critically gets so damaged).  Before critical thinking gets so
hindered, coercion might be more necessary.

Another thought I had is regarding the types of memes which are
transferred possibly via a coercive process when kids are young.

Could these memes lead to consequences such as:  the adoptees end up
relying on and worrying about what other ppl think (look good in the
eyes of authority / avoid punishment), being afraid to make mistakes,
hiding from criticism, not taking responsibility, etc.

They are like some of the really bad ones which can do a good job of
setting ppl up with hindered critical thinking and a way to easily
adopt more static memes later on (like monogamy).



do some of those early ones set the stage in a way?

Or in addition to this, it could be that by parenting irrationally,
critical thinking also gets damaged without any meme transfer.  Kids
are punished for thinking critically and coming to different
conclusions than their parents.  Even if there isnt a meme
transfer, the damage to critical thinking can make the kid more
susceptible to future static meme adoption.

static memes don't offer some great persuasive argument. they spread
because they aren't criticized, so people don't see the flaws/problems
with them. (by definition  if it worked a different way it'd be a
different type of meme). so how/why would someone accept a static meme?

- they don't look for great persuasive arguments, don't care about that
- they don't think critically, don't look for flaws/problems
- they try to criticize and question it, but that's suppressed (e.g. by
parent or teacher coercion)

there's limited ways that make sense for a static meme to be accepted by
someone. most other stuff you might think of, e.g. they accept what
(e.g. parental) authority tells them, would be on the above list.
accepting the idea on authority would be not thinking critically or
looking for great persuasive arguments in that case. and there could be
coercion too, e.g. if person didn't want to obey (cuz they'd like to
think for themselves) or disobey (cuz e.g. they don't want punishment
and various more subtle consequences).

------------------------------------
Posted by: "anonymous FI" <anonymousfallibleideas@gmail.com>
------------------------------------
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From: Erin Minter erinminter@icloud.com [fallible-ideas] <fallible-
ideas@yahoogroups.com>
Cc: fallible-ideas@googlegroups.com, beginning-of-infinity@googlegroups.com
Subject: Re: [FI] [BoI] Anti-rational meme replication strategies
Date: February 15, 2015 at 1:05 PM

On Feb 15, 2015, at 4:28 AM, 'anonymous FI' 
anonymousfallibleideas@gmail.com [fallible-ideas] <fallible-
ideas@yahoogroups.com> wrote:

On 17 Dec 2014, at 16:53, Erin Minter wrote:

On Sep 30, 2011, at 8:58 PM, Anonymous Person
<unattributedemail@gmail.com> wrote:

On Fri, Sep 30, 2011 at 5:32 PM, David Deutsch
<david.deutsch@qubit.org> wrote:

On 30 Sep 2011, at 11:01pm, Anonymous Person wrote:

On Fri, Sep 30, 2011 at 2:43 PM, Matjaž Leonardis
<sidranoel.zajtam@gmail.com> wrote:

Do all anti-rational meme replication strategies involve some
holders of the
meme coercing other people who don't yet have the meme, in some
way?
If yes, why?
If no, could you provide an example of a replication strategy that
doesn't
involve any holders of the meme coercing others as a result of
having it?

No.

I take you to be referring to TCS-coercion or psychological
coercion
or something like that. Memes aren't routinely spread by force or
violence.

One example meeting your criteria would be the holder tells a
person



who then coerces himself.

Another would be: a meme is so subtle that neither the holder nor
new
person is aware of the meme transfer at all, let alone coerced by
it.
In general static memes *would* coerce you *if* you struggled, but
that doesn't mean they do coerce you. And they usually try not to
let
it come to that point: better if you don't struggle.

ya, if someone is sufficiently poor at critical thinking, it seems
like they could adopt a static meme without actually being coerced at
the time of adopting it.

Most (maybe all) people have no idea when or how they learned
monogamy
memes, for example. It isn't done by from some memorable,
unpleasant
event. Sometimes preachers put pressure on people, but they can
also
spread religion by being helpful, kind, sympathetic and tolerant
(at
least in many respects, which may be the only ones the convert
notices).

I wonder if the “coercing other ppl to lead to meme adoption”
cases happen a lot in childhood (maybe adulthood too, but a greater %
with kids / coercive parenting before the kid's ability to think
critically gets so damaged).  Before critical thinking gets so
hindered, coercion might be more necessary.

Another thought I had is regarding the types of memes which are
transferred possibly via a coercive process when kids are young.

Could these memes lead to consequences such as:  the adoptees end up
relying on and worrying about what other ppl think (look good in the
eyes of authority / avoid punishment), being afraid to make mistakes,
hiding from criticism, not taking responsibility, etc.



They are like some of the really bad ones which can do a good job of
setting ppl up with hindered critical thinking and a way to easily
adopt more static memes later on (like monogamy).

do some of those early ones “set the stage” in a way?

Or in addition to this, it could be that by parenting irrationally,
critical thinking also gets damaged without any meme transfer.  Kids
are punished for thinking critically and coming to different
conclusions than their parents.  Even if there isn’t a meme
transfer, the damage to critical thinking can make the kid more
susceptible to future static meme adoption.

static memes don't offer some great persuasive argument. they spread
because they aren't criticized, so people don't see the flaws/problems
with them. (by definition – if it worked a different way it'd be a
different type of meme). so how/why would someone accept a static meme?

- they don't look for great persuasive arguments, don't care about that
- they don't think critically, don't look for flaws/problems
- they try to criticize and question it, but that's suppressed (e.g. by
parent or teacher coercion)

there's limited ways that make sense for a static meme to be accepted by
someone. most other stuff you might think of, e.g. they accept what
(e.g. parental) authority tells them, would be on the above list.
accepting the idea on authority would be not thinking critically or
looking for great persuasive arguments in that case. and there could be
coercion too, e.g. if person didn't want to obey (cuz they'd like to
think for themselves) or disobey (cuz e.g. they don't want punishment
and various more subtle consequences).

When thinking about your list above, I think about how the 3rd one (parental / 
teacher coercion) can lead to 1 and 2.

And how if a child isn’t doing 1 and 2 (IOW they *are* looking to only accept great 
persuasive args or they *are* thinking critically looking for flaws), then parents 
and teachers turn to the 3rd one.  Which as I stated above, then can lead to 1 
and 2.



its like a nasty process with the end goal of kid being at 1 and 2.  and parent 
using 3 (coercion) whenever needed to reach that goal.

and the parent is using 3 (coercion) because the parent’s memes have 
knowledge of this process and the best way to get the kid to be at 1 and 2 (not 
thinking critically), which helps the meme spread.

Erin
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Posted by: Erin Minter <erinminter@icloud.com>
------------------------------------
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From: Sorin Cosofret <sorin.cosofret@elkadot.com>
Subject: [BoI] Ionization energy and quantum idea….
Date: February 23, 2015 at 4:45 PM

For more then centuries, millions of researchers have been working to
implement the quantum idea in different fields of science. This work
provided to be so extensive and fruitfully that few have ever had the time
to think if this quantum idea is so consistent with experimental reality.

Around 2005, I wanted to publish a scientific paper based on idea that
ionization energy variation contradicts the quantum hypothesis. As
expected, no scientific journal was interested to publish such paper, even
the data in the paper could be verified by a layman without any scientific
background.

Is it something simpler than a linear dependency of two units in a graph
for a clear conclusion?

Someone would ask himself rhetorically… how could it be possible to not
publish such paper?

The answer is very simple: how could a referee deny all his/her scientific
activity and say bluntly that not only (s)he, but millions of people have
worked to a new epicycles theory in science?

Therefore the idea was published in an Atomic structure book in 2007:

http://elkadot.com/index.php/en/books/atomic/ionization-energy-variation

Later the concept was revised and improved, published in another book about
chemistry in 2009, and advertised in for discussion groups in 2009 with
next formulation:

*The neglected ionization energy variation for isoelectronic series can
reveal more useful information about electrons structure; the problem is
these data are in contradiction with actual quantum theory. The quantum
prediction for work functions values are in contradiction with experiments;

http://elkadot.com/index.php/en/books/atomic/ionization-energy-variation


for metals, ionization energy and work function must be equal but in
reality they are not.*

*For other classes of compounds quantum mechanic fails again to predict
something. A striking example is the case of metallic oxides having work
functions values smaller then metals. It is outrageous how a covalent or
ionic bound liberate electrons easier then a metallic bound in frame of
actual physics.*

*http://elkadot.com/index.php/en/books/chemistry/ionization-energy-and-work-
function
<http://elkadot.com/index.php/en/books/chemistry/ionization-energy-and-work-
function>*

People who haven’t learned from past experiences will have all the time the
tendency to repeat the same errors. I will paraphrase a famous economist
who said that in a free market economy there is an invisible hand pushing
the things forward; in science the opposite is true: the invisible hand of
an entire system think that pushing something under the carpet will
maintain the actual status quo.

Will it be so or will not be so?!

Best regards,

Sorin

http://elkadot.com/index.php/en/books/chemistry/ionization-energy-and-work-function
http://elkadot.com/index.php/en/books/chemistry/ionization-energy-and-work-function


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Ionization energy and quantum idea….
Date: February 23, 2015 at 8:01 PM

On Feb 23, 2015, at 1:45 PM, Sorin Cosofret <sorin.cosofret@elkadot.com> 
wrote:

For more then centuries, millions of researchers have been working to 
implement the quantum idea in different fields of science. This work provided to 
be so extensive and fruitfully that few have ever had the time to think if this 
quantum idea is so consistent with experimental reality.

Around 2005, I wanted to publish a scientific paper based on idea that ionization 
energy variation contradicts the quantum hypothesis. As expected, no scientific 
journal was interested to publish such paper, even the data in the paper could 
be verified by a layman without any scientific background.

Is it something simpler than a linear dependency of two units in a graph for a 
clear conclusion?

Someone would ask himself rhetorically… how could it be possible to not 
publish such paper?

The answer is very simple: how could a referee deny all his/her scientific activity 
and say bluntly that not only (s)he, but millions of people have worked to a new 
epicycles theory in science?

Therefore the idea was published in an Atomic structure book in 2007:

http://elkadot.com/index.php/en/books/atomic/ionization-energy-variation

Later the concept was revised and improved, published in another book about 
chemistry in 2009, and advertised in for discussion groups in 2009 with next 
formulation:

The neglected ionization energy variation for isoelectronic series can reveal 
more useful information about electrons structure; the problem is these data are 

http://elkadot.com/index.php/en/books/atomic/ionization-energy-variation


in contradiction with actual quantum theory. The quantum prediction for work 
functions values are in contradiction with experiments; for metals, ionization 
energy and work function must be equal but in reality they are not.

For other classes of compounds quantum mechanic fails again to predict 
something. A striking example is the case of metallic oxides having work 
functions values smaller then metals. It is outrageous how a covalent or ionic 
bound liberate electrons easier then a metallic bound in frame of actual physics.

http://elkadot.com/index.php/en/books/chemistry/ionization-energy-and-work-
function

People who haven’t learned from past experiences will have all the time the 
tendency to repeat the same errors. I will paraphrase a famous economist who 
said that in a free market economy there is an invisible hand pushing the things 
forward; in science the opposite is true: the invisible hand of an entire system 
think that pushing something under the carpet will maintain the actual status 
quo.

Will it be so or will not be so?!

Hi, have you read Karl Popper, Ayn Rand and my websites? Are you interested in 
learning philosophy?

My philosophy websites are:

www.fallibleideas.com
www.curi.us

-- Elliot Temple

From: Konrad Swart <dimens5@xs4all.nl>

http://elkadot.com/index.php/en/books/chemistry/ionization-energy-and-work-function


From: Konrad Swart <dimens5@xs4all.nl>
Subject: RE: [BoI] The multiverse and the present moment
Date: March 2, 2015 at 10:02 AM

Sorry, Mr. Deutsch. Talking about confusion about time! A confusion, I might
add, I find not only in you, but everywhere within physics!

When you consider the spacetime of special and general relativity as
metaphysically real, or the multiversum as metaphysically real, then it is
INEVITABLE that you come up with the questions Brett Hall is posing here.

Your answer disregards the fact, that spacetime is the invariant that allows
us to transform the experiences of one person into that of another. For
example for one observer event A can precede event B, while for the other
observer it is exactly the other way around. But, through making a Lorentz
transformation both can understand why the other has the orders of the
events exactly opposite.

So special relativity and general relativity provide a common ground which
enables both observers to explain each other's experiences.

The question of Brett Hall, however, is of quite a different nature. What he
asks about is why ONE observer experiences only the present, the now, as
metaphysically real, while, according to relativity theory and quantum
mechanics, the past and the future ought to be as metaphysically real as the
present. So why does EVERYBODY experiences the present as exceptional, 
while
all of our theories of physics tell us, that the present should not have
this special status?

I want to point out that Einstein himself considered this very question as
the MOST IMPORTANT question he confessed NOT to be able to answer!

I myself have been thinking about this question for the first time when I
was still a student of physics. At that time I found the definitions of time
I found in all textbooks confusing. The 'best' answer I could find was that
in the well known book of Misner, Thorne and Wheeler about Gravitation,
which stated that time is defined in such a way, that the equations of
physics assumed their simplest form. I considered this to be a hugely
inadequate definition.



In any case, at that time i SOLVED this problem, but was completely unaware
of the fact, that others had not found my solution also, because it was so
simple. It took about 10 years for me to become aware of the fact, that
virtually everybody is confused about time, and that, in fact, time as it
exists now in all books is not even a concept.

The trouble I have with my concept of time (I DO have one) is that it is
so ridiculously simple, that, by its sheer simplicity, I have failed to
convince. This is because if I am right about time, it is so simple that
every physicist that learns about it, thinks about himself to be an utter
fool not to have come up with it himself. Moreover, careers are at stake,
especially from those who think that time requires difficult to understand
connections with entropy, to 'explain its direction'. If I am right, then
all of these theories have nothing to do with time as such, much like the
concept of entropy as such has nothing to do with energy.

I know that I sound as if I am bragging. And, indeed, I am. But I think I
have the right to do so, simply because I am convinced that I have solved
this particular puzzle. Moreover, I have found NO ON who has come up with a
convincing argument demonstrating  that I am wrong, and why.  In fact, I
have been actively looking for arguments against my own concept of time, and
found none whatsoever.

So, what is my solution? What am I bragging about?

Let me explain my theory of time in as few words as possible.

To begin with, the speciality of the present. That is easy. The reason why
the present is special is simply because the present is the only thing that
is real. The past only exists in the form of memory, and therefore is part
of the present. (As data in information carriers.) And the future only
exists as an imagination of something that MIGHT be, but does not HAVE TO
be. So the future only exists as a potentiality in the now.

But what, then, should we make of the constructions of spacetime, or of the
multiversum? Just a remark: I have NEVER ACCEPTED the Multiverse, simply
because it implies a violation of the law of conservation of energy. Many
futures might exist, but only one will actually exist, because that is where
all the energy will then be. If the multiverse is real, then all of these
multiverses must contain all the energy there is. And that means that at any



moment energy is multiplied into as many multiverses as thereare formed. And
that is in violation with the law of conservation of energy. In other words,
the law of conservation of energy excludes the whole multiverse picture.

Of course you can rebut, that in each universe of the multiverse the law of
conservation of energy is only apparent, but I do not buy that. It is just a
rationalization.

I shall not explain here how we can understand spacetime, if we only
consider the present as real. I have worked this out, even up to the point
wherein I succeeded to explain not only exactly why we only experience the
present, but even why space is 3-dimensional. (In fact, it is 8-dimensional,
if you also add rotations, scalars and expansion to reality, but I leave
this for now.) Also I succeeeded to derive the Lorentz transformations. To
be precise, I derived the Lorentz transformations from quantum mechanics.
Eiinstein tried to explain the quantum phenomena with relativity theory, and
failed. This is inevitable, because quantum mechanics is the most
fundamental of the two. Therefore it IS POSSIBLE to derive relativity theory
from quantum mechanics. And I think I have succeeded in doing that. Not that
I am the first. Feynman also has made a similar derivation, but he did not
have the philosophical schooling to see that he had found something
important, much like Lorentz did not understand the fundamental nature of
his own transformations. Einstein's philosophical understanding was needed.
A similar philosophical understanding is needed to see that, indeed,
spacetime itself is a consequence of quantum mechanics. But I will not
explain this here. I limit myself here to the concept of time, and the
special nature of now, and how we can understand time as a concept.

So, to return to time, I begin with taking my experience serious. If
experiencing is only possible IN the present, then the whole idea of a
present we are IN, is wrong. My conclusion is simply, that the present then
MUST BE ALL there is. In other words, we do not experience only the present
because THAT is 'when' we are, but we experience  only the present because
THAT is all there is.

But this is not enough to arriva at a concept of time. For that we need a
second observation. And that is that we are able to observe change.
Moreover, we can observe different changes. Or, to be more precise, we can
see differences in the changes we see. Some changes appear to go more
rapidly than others.



If we look even more closely (with our instruments) to existence, then we
can see that EVERYTHING changes. Moreover, everyTHING consists of change.
Look at a stone. It appears to not change. But if we look at it with our
instruments, we see fotons falling on its atoms, being absorbed, and some of
hem being emitted. We see electrons hopping to a more distant orbit when it
catches a photon, and the emitting it when it falls to a lower state. If we
look at the core of the atom, we see protons and neutrons in motion. If we
look at the protons, they consist of quarks and gluons, all kinds of parts
moving rapidly.

And if we look even more closely, and really think about the famous
equations E = mc^2 = h v, we might realize that everything consists of
energy. Energy itself is the potential to make motions; so energy is just
another name for change. And the frequency part tells us, that 'things' are
changes that change into themselves. Therefore everything is changing. The
only reason why there appear to be things, is because the changes the things
consist of happen both periodically and far more rapidly than our senses are
able to follow. In essence, at every moment every-thing consists of motions
changing into themselves.

If you really understand this, then this puts all of metaphysics on its
head! We are looking at 'is-ness' in metaphysics. We are looking for the
unchanging in change. We try to understand change by understanding
'is-ness', but that is wrong! To really understand time, you must do the
exact opposite: trying to understand the unchanging as a consequence of
change. And that is easy. A thing in general is always a change changing
into itself. So althoug it is impossible to understand change in terms of
'is-ness', it is relatively easy to understand 'is-ness' in terms of change.
This is the step that is needed to really understand time.

So what are the conclusions we have now?

1. The present is the only 'thing' that is real. (Since change is more
fundamental than 'is-ness' there are no 'things', there are only changes.)
2. Every-thing changes. To be precise, this means that there are no
'things'. There are only changes.
3. The changes of which the world consists, or, rahter, at any moment
recreates itself, do not happen with 'the same speed', but are different.

This is enough to arrive at a concept of time.



This is enough to arrive at a concept of time.

What do we mean with time? Duration is another name for time. But what do we
mean by that?

Consider this: if I compare the minute hand of a clock, and compare it with
the rotation of the earth around its own axis, then I can see that if the
earth has revolved exactly once around its axis, the minute hand of the
clock has revolved exactly 24 times around its center.

I can reformulate this very simple observation in terms of change in the
following way. The change of the minute hand revolving around its center
happens 24 TIMES FASTER than the change of the earth revolving around its
axis.

But I can also say, that the change of the earth revolving around its axis
happens 24 TIMESMORE SLOWLY than the change of the minute hand 
revolving
around its center.

Yet another way to express the same thing is stating, that the DURATION of
the process of the earth revolving around its own axis is 24 times LONGER
than that of the process of the minute hand revolving around its center.

From this I arrive at the following concept, already anticipated by
Aristotle. Aristotle said: time is a MEASURE of change.

I say, time is an IINDIRECT MESURE of change. Indirect, because time does
not measure the speed of change directly, but a derived magnitude, the
reciprocal of the speed of change, which I call its SLOWNESS.

I thus arrive at the following CONCEPT of time: time is the SLOWNESS of
change.

So there is only now, and there is only change. Past and future are not
metaphysically real, only the present is.

Why is time the SLOWNESS of change, and not the change itself? This is
because focusing on the slowness of change allows us to consider time to be
an extensive magnitude. If a certain process takes 2 hours, and another



process following that exactly takes 3 hours, both together take 5 hours. I
can calculate it by simple addition. But if I consider changes directly, the
calculation becomes much more difficult. In fact, it is the difficulty of
this calculation that has caused virtually everything to understand the
equivalence of time and change.

If I have no concept of time, but only of change, and I want to compare
different changes with each other, then I must say is that the proces that
takes 2 hours is 1/2 as FAST as my standard process, and the process that
takes 3 hours is 1/3 as FAST as my standard process. To calculate how fast
the total process goes compared to my standard process, I must make the
following calculation:

1/(1/(1/2)+1/(1/3))= 1/(2 + 3) = 1/5.

And from this I conclude, that the combined process is 1/5 as fast, that is
it has 1/5th the speed of my standard process.

That is why we must focus on how SLOW a process goes compared to the
standard process. But if that is so, then duration and slowness of change
are exactly the same thing. And since duration is equivalent to time, then
time IS the slowness of change.

So, I repeat, the answer to Brett Hall's question, and that of Einstein, is
that they ask a question from a wrong picture of the world. Spacetime, and
the multiverse are CONSTRUCTIONS OF THE MIND that see patterns in the 
world.
But these constructions of the mind must not be confused with reality
itself. Our experiences tells us, that 'now' is special in the sense that
'now' is the only 'thing' we experience. From this it is inevitable to draw
the conclusion that this is BECAUSE the present is all there 'is'. Time
arises as a concept, through also seeing that there is only change, and that
changes happen with different speeds. The mind then tries to construct a
measure it can use to distinguish between the different speeds of the
changes, and the demand for that measure to be an extensive measure then
requires that we focus on the SLOWNESS of these changes.

And from this the ridiculously simple picture, and the awareness that
Aristotle was right, emerges. Time is a measure of change. More precise,
time is a measure of the SLOWNESS of change. It is a measure that tells us



how close a change, any change, is to 'the unchanging'.

The above is just the first step. During the last years I have developed a
full-blown theory of spacetime, that is even able to explain the
3-dimensionality of space, and why it has to be so. Moreover, from this
theory the Lorentz transformations also follow. At present I am developing
this theory further, and try to extend it to general relativity. Alas, there
are many things that pull me in many directions, therefore I have not much
time to do so. Nevertheless, I think that my vision on time is much clearer
than those bemuddled visions I find everywhere else.

I leave it at this.

-----Original Message-----
From: beginning-of-infinity@googlegroups.com
[mailto:beginning-of-infinity@googlegroups.com] On Behalf Of David Deutsch
Sent: Thursday, October 11, 2012 12:31 PM
Subject: Re: [BoI] The multiverse and the present moment

On 11 Oct 2012, at 08:00, Brett Hall <brhalluk@hotmail.com> wrote:

According to quantum theory - no slice of spacetime is any less real than
any other. Right? Other universes are just as real as this one. The future
exists and so does the past as much as the present.

That's relativity (or relativistic quantum theory). Quantum theory by itself
doesn't take a position on that issue.

Then what makes the *present* moment special? By special I mean different
to other moments. And it is different because I am experiencing it. I only
ever experience the present moment. I will experience the future. And there
are many many future universes that have this in common. I have experienced
the past. And likewise there are many of those. But I only *experience* the
present. Just one universe. That makes *it* different. Is it that I am
observing it? Does that make *me* extra special in some way? Does it elevate
my consciousness to some sort of "fundamental" level?

And I do mean to say "my" because special relativity clearly shows that no

mailto:beginning-of-infinity@googlegroups.com


one else is in my time - in my moment. Moving, relative to me, they are at a
different time. And General relativity only makes it worse still saying that
in a different gravity well, they are at a different times to me too. Right?

I experience the present moment and that's all I ever experience. It
allows me to predict the future and uncover the past. But I only have access
to the present moment. The present moment and the space around me is my
universe - my bit of spacetime - my slice of the multiverse.

But why am I located at this point? What's special about it? Or me? What's
the relationship between me and this present moment?

Two people at different places might each say to the other "what makes
'here' a special location?" And each would say to the other: "It isn't".

'Here' and 'now' are terms in a category that the philosophers call
'indexical'. I don't think they're really problematic: some terms, referring
to real things, don't refer to the speaker; others, the indexical ones, do
refer to the speaker and use the speaker (and the utterance) as a reference
point. Just a different way of referring to the same real things.

-- David Deutsch

-- 

From: Stephen James <sbjames@gmail.com>



From: Stephen James <sbjames@gmail.com>
Subject: [BoI] The "limited predictions" problem.
Date: March 6, 2015 at 2:35 AM

Hi all

David may have covered this in his books, or at least touched on it, but it
still intrigues/troubles me.  I have posed the question on a few philosophy
groups; havent had a clear consensus answer.  Will put my "full" post
below, but the nutshell version is:  should we trust a hypothesis H more if
it explains an initial set of data d1, and predicts a subsequently verified
set of data d2, than we would if we simply had d1 and d2 already when H was
proposed?  In both cases (d1+d2) and H remains the same but in the first
case H survives an ordeal; is H an equally good explanation in both cases?

The version of the question I have posted elsewhere is given below.  Very
interested in any feedback.

-------------

"
Here is a philosophy of science problem that has been bothering me for
quite some time:

Imagine we have a scientific hypothesis.  For the hypothesis to be taken
seriously, it usually has to agree with most, if not all of the relevant
data on the subject that we have to hand.  But no matter how well it fits
the data, we tend to be a bit sniffy about it and regard it as "just" a
hypothesis until it has been tested a few time.  So what we really want is
for our hypothesis to make some testable predictions and subject itself to
experimental falsifiability. Once it has passed some of these tests we
become a lot more comfortable about tentatively accepting that it as true.
(Or at least, a good approximation to the truth in the domain we have been
examining).

But now imagine a hypothesis  that can only make a limited number of
predictions -  say five.  It might have been plausible to have proposed the
hypothesis if one had just had the first two experimental results.  The
hypothesis would then have predicted the other three, and in due course it
could be tested and promoted from "untested" to "tested" hypothesis.  But



now imagine that the experimentalists have gotten ahead of the theorists
and the thing isn't proposed until after we already have all five relevant
experimental results.  It fits the data perfectly but it can't make any
more predictions.  So it is doomed to be "untested" for the rest of its
life.  My question is:  Do we have better reason to trust the hypothesis if
it had been proposed after 2 results and then tested, than if it were
simply proposed after all the results were in?

I vacillate on this.  On one hand, in both cases you end up with exactly
the same hypothesis and exactly the same experimental evidence.  On the
other hand, the hypothesis which was proposed early was taking a "risk" as
it were; I wonder if there are good Bayesian reasons to take it more
seriously than in the 2nd instance.  But if so, consider the case of a
researcher who simply hasn't got access to all the relevant professional
journals.  ( A common problem with today's paywalls?).  Imagine she only
knows the first two results, proposes the hypothesis  and the tests - and
later finds out that the relevant tests were done two years ago.  Should we
then regard the hypothesis as tested, or mere untested speculation?

It seems to me that this problem may be of more than academic interest.
 Some ideas in cosmology for instance only make a limited number of
predictions.  I believe cosmic inflation predicts gravitational waves for
instance; should we have any more or less faith in the idea  if we had
already detected the waves before inflation was proposed?

"

-- 



From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] The "limited predictions" problem.
Date: March 6, 2015 at 10:05 AM

On Mar 5, 2015, at 11:35 PM, Stephen James <sbjames@gmail.com> wrote:

Hi all

David may have covered this in his books, or at least touched on it, but it still 
intrigues/troubles me.  I have posed the question on a few philosophy groups; 
havent had a clear consensus answer.  Will put my "full" post below, but the 
nutshell version is:  should we trust a hypothesis H more if it explains an initial 
set of data d1, and predicts a subsequently verified set of data d2, than we 
would if we simply had d1 and d2 already when H was proposed?  In both cases 
(d1+d2) and H remains the same but in the first case H survives an ordeal; is H 
an equally good explanation in both cases?

The version of the question I have posted elsewhere is given below.  Very 
interested in any feedback.

You’re looking for amounts of trust, weights of credence. This is incompatible with 
BoI and Popper. It's what we call justificationism.

This is discussed some in BoI chapter 10, which discusses weighting ideas. For 
more information, see:

http://curi.us/1595-rationally-resolving-conflicts-of-ideas

-------------

"
Here is a philosophy of science problem that has been bothering me for quite 
some time:

Imagine we have a scientific hypothesis.  For the hypothesis to be taken 
seriously, it usually has to agree with most, if not all of the relevant data on the 
subject that we have to hand.

http://curi.us/1595-rationally-resolving-conflicts-of-ideas


A claim needs to be compatible with ALL data, it can’t contradict any.

(Saying that some guy measured something incorrectly does not contradict the 
data, it explains how that data could have come about while also the hypothesis 
is true.)

The issue is not whether the hypothesis should be taken seriously by people, it’s 
whether it is or can be TRUE.

But no matter how well it fits the data, we tend to be a bit sniffy about it and 
regard it as "just" a hypothesis until it has been tested a few time.  So what we 
really want is for our hypothesis to make some testable predictions and subject 
itself to experimental falsifiability. Once it has passed some of these tests we 
become a lot more comfortable about tentatively accepting that it as true. (Or at 
least, a good approximation to the truth in the domain we have been 
examining).

This is justificationism with corroboration treated as the thing that increases 
justification (rather than direct positive evidential support). It doesn’t change 
much.

But now imagine a hypothesis  that can only make a limited number of 
predictions -  say five.  It might have been plausible to have proposed the 
hypothesis if one had just had the first two experimental results.  The hypothesis 
would then have predicted the other three, and in due course it could be tested 
and promoted from "untested" to "tested" hypothesis.  But now imagine that the 
experimentalists have gotten ahead of the theorists and the thing isn't proposed 
until after we already have all five relevant experimental results.  It fits the data 
perfectly but it can't make any more predictions.  So it is doomed to be 
"untested" for the rest of its life.  My question is:  Do we have better reason to 
trust the hypothesis if it had been proposed after 2 results and then tested, than 
if it were simply proposed after all the results were in?

What sort of scientific hypothesis makes only 5 predictions, period? Can you give 
a realistic example?

I vacillate on this.  On one hand, in both cases you end up with exactly the same 
hypothesis and exactly the same experimental evidence.  On the other hand, 
the hypothesis which was proposed early was taking a "risk" as it were; I 
wonder if there are good Bayesian reasons to take it more seriously than in the 



wonder if there are good Bayesian reasons to take it more seriously than in the 
2nd instance.  But if so, consider the case of a researcher who simply hasn't got 
access to all the relevant professional journals.  ( A common problem with 
today's paywalls?).  Imagine she only knows the first two results, proposes the 
hypothesis  and the tests - and later finds out that the relevant tests were done 
two years ago.  Should we then regard the hypothesis as tested, or mere 
untested speculation?

The right approach is to think critically.

Is there a criticism of this hypothesis? Are there any rivals? Are those rivals 
criticized?

Tentatively accept ideas when you have exactly one non-refuted candidate. Stop 
trying to assign ideas scores/weights of any kind. Then all the problems go away.

Whatever factor was inspiring an increase or decrease in weighting either can or 
can’t inspire a criticism. If it can, make the criticism and go from there. If it can’t, it 
was worthless. And if something is refuted by a criticism, saying it still has some 
weight/status/justification instead of none is just a way to irrationally try to ignore 
criticism.

Also stop trying to assign different statuses to ideas. They are either refuted or 
not. Calling an idea “speculation” vs other terms is another way of getting back to 
the scores/weights approach, of trying to decide how much authority/justification 
they have.

Ideas are ideas.

Also Bayesian epistemology is false.

It seems to me that this problem may be of more than academic interest.  Some 
ideas in cosmology for instance only make a limited number of predictions.  I 
believe cosmic inflation predicts gravitational waves for instance; should we 
have any more or less faith in the idea  if we had already detected the waves 
before inflation was proposed?“

No faith at all. And definitely not *amounts* of faith – which is justificationism 
again.



Yes this problem is very important. It’s one of the biggest problems in 
epistemology. And while I believe it's solved, only a handful of people seem to 
have noticed.

You should join:

http://fallibleideas.com/email-discussion

The BoI group is not active, and the FI group is active and has all the best people 
who know Popper and DD stuff. (The FI group was formed by merging the BoI 
group and some others. By which I mean, I simply asked all regular posters to 
switch to FI, and they all did.)

Elliot Temple
www.fallibleideas.com
www.curi.us

http://fallibleideas.com/email-discussion


From: Ethan Heims <2018-eheims@alburnettcsd.org>
Subject: [BoI] Re: Thought-terminating cliché
Date: March 12, 2015 at 2:16 PM

On Wednesday, April 3, 2013 at 7:35:59 AM UTC-5, Rami Rustom wrote:

On Wed, Apr 3, 2013 at 7:32 AM, Rami Rustom <rom...@gmail.com
<javascript:>> wrote:

http://philosophy.thecastsite.com/readings/anonymous2.html

A thought-terminating cliché is a commonly used phrase, sometimes
passing as folk wisdom, used to quell cognitive dissonance. Though the
phrase in and of itself may be valid in certain contexts, its application
as a means of dismissing dissent or justifying fallacious logic is what
makes it thought-terminating.

The term was popularized by Robert Jay Lifton in his 1956 book Thought
Reform and the Psychology of Totalism. Lifton said, "The language of the
totalist environment is characterized by the thought-terminating cliché.
The most far-reaching and complex of human problems are compressed into
brief, highly reductive, definitive-sounding phrases, easily memorized and
easily expressed. These become the start and finish of any ideological
analysis."

In George Orwell’s novel Nineteen Eighty-Four, the fictional
constructed language Newspeak is designed to reduce language entirely to a
set of thought-terminating clichés. Aldous Huxley’s Brave New World society
uses thought-terminating clichés in a more conventional manner, most
notably in regard to the drug soma as well as modified versions of
real-life platitudes, such as, "A doctor a day keeps the jim-jams away."

[End quote.]

Here's another one:

http://curi.us/1181-parents-as-rulers

Elliot: Parents primarily say things like "that is just how children

http://philosophy.thecastsite.com/readings/anonymous2.html
http://curi.us/1181-parents-as-rulers


are" and they say it's natural or genetic. That is a retreat from
explanation. They are saying they don't know why, it just is. So they
really don't understand their child's motivations very well.

-- Rami Rustom
http://ramirustom.blogspot.com

My parents (as I am only 15) tend to use these- they prefer that I not even
begin speaking of why their ideas are bad explanations, so this is the next
best thing for them.  They simply resort to threats of punishment if I
continue to give them valid criticism.  They refuse to even try reading
this book, or to listen to arguments on the nature of explanations. In
short, my parents are being preyed upon by an anti-rational meme that has
taken hold of them- the meme that children simply cannot know more than
parents.  They use the bad explanation (actually, justification) of
"Because I said so", which, as the book said, and I agreed, is a
phenomenally bad explanation.  Bad explanations actually tend to spawn
these clichés.

From: Ethan Heims <2018-eheims@alburnettcsd.org>

http://ramirustom.blogspot.com/


From: Ethan Heims <2018-eheims@alburnettcsd.org>
Cc: fallible-ideas@googlegroups.com, fallible-ideas@yahoogroups.com
Subject: Re: [BoI] Anti-rational meme replication strategies
Date: March 12, 2015 at 2:33 PM

On Wednesday, December 17, 2014 at 6:53:50 PM UTC-6, Erin wrote:

On Sep 30, 2011, at 8:58 PM, Anonymous Person <unattrib...@gmail.com
<javascript:>> wrote:

On Fri, Sep 30, 2011 at 5:32 PM, David Deutsch <david....@qubit.org
<javascript:>> wrote:

On 30 Sep 2011, at 11:01pm, Anonymous Person wrote:

On Fri, Sep 30, 2011 at 2:43 PM, Matjaž Leonardis
<sidranoe...@gmail.com <javascript:>> wrote:

Do all anti-rational meme replication strategies involve some holders
of the

meme coercing other people who don't yet have the meme, in some way?
If yes, why?
If no, could you provide an example of a replication strategy that

doesn't
involve any holders of the meme coercing others as a result of having

it?

No.

I take you to be referring to TCS-coercion or psychological coercion
or something like that. Memes aren't routinely spread by force or
violence.

One example meeting your criteria would be the holder tells a person
who then coerces himself.

Another would be: a meme is so subtle that neither the holder nor new
person is aware of the meme transfer at all, let alone coerced by it.
In general static memes *would* coerce you *if* you struggled, but
that doesn't mean they do coerce you. And they usually try not to let
it come to that point: better if you don't struggle.



ya, if someone is sufficiently poor at critical thinking, it seems like
they could adopt a static meme without actually being coerced at the time
of adopting it.

Most (maybe all) people have no idea when or how they learned monogamy
memes, for example. It isn't done by from some memorable, unpleasant
event. Sometimes preachers put pressure on people, but they can also
spread religion by being helpful, kind, sympathetic and tolerant (at
least in many respects, which may be the only ones the convert
notices).

I wonder if the “coercing other ppl to lead to meme adoption” cases happen
a lot in childhood (maybe adulthood too, but a greater % with kids /
coercive parenting before the kid's ability to think critically gets so
damaged).  Before critical thinking gets so hindered, coercion might be
more necessary.

Another thought I had is regarding the types of memes which are
transferred possibly via a coercive process when kids are young.

Could these memes lead to consequences such as:  the adoptees end up
relying on and worrying about what other ppl think (look good in the eyes
of authority / avoid punishment), being afraid to make mistakes, hiding
from criticism, not taking responsibility, etc.

They are like some of the really bad ones which can do a good job of
setting ppl up with hindered critical thinking and a way to easily adopt
more static memes later on (like monogamy).

do some of those early ones “set the stage” in a way?

Or in addition to this, it could be that by parenting irrationally,
critical thinking also gets damaged without any meme transfer.  Kids are
punished for thinking critically and coming to different conclusions than
their parents.  Even if there isn’t a meme transfer, the damage to critical
thinking can make the kid more susceptible to future static meme adoption.

I'm sceptical that anti-rational memes can be propagated in the way
just outlined. Certainly they can be propagated that way *as opinions, and



as behaviours*. But the unseen and all-important anti-rational content that
will get them safely to the next generation after that -- the entrenchment
-- where does that come from?

Knowledge in the meme about how to create it (e.g. by reorganizing a
person's mind).

Is it that the idea is so entangled with the rest of one's personality
that it's hard to abandon it? I don't think a meme that was hard to drop
for such a reason would behave in the way anti-rational memes do. For
instance, we face that sort of thing when we have to give up the idea that
distant events can be simultaneous, or that there's a force of gravity etc.
Some people do fail to achieve that. But in the case of anti-rational
memes, it's not merely *difficult*; creativity is engaged to keep them in
place, and the more one even contemplates violating them, the more
*painful* it feels.

Why does the process of reorganizing a mind, so something is
entrenched, have to involve the person feeling bad *at that time*?

Another possibility is a meme lies dormant, only partially set up
(i.e. not fully entrenched), and actually creates the (rest of the)
entrenchment on the fly when first questioned or criticized or opposed
(using coercion at that time, but not necessarily prior).

So could it be the case that TCS-coercion is involved with the adoption of
the meme (in some cases), during the holding of the meme (if a person
doesn’t enact it when the meme “wants” to be enacted or if the meme is
opposed in any way), and then what about during the process of trying to
rid oneself of the meme?

Once that meme is entrenched, is coercion inevitable?  Regardless of
whether the person is aware of the meme and working to eradicate it?

So I'm guessing the answer to Matjaž's question is yes.

But what about, as I said, the possibility that they coerce
themselves? So, surely the answer must be "no", independent of whether
memes can set themselves up quietly.



left for context

Erin

I'm pretty sure that parochial concerns, like how you are viewed by your
peers, play a rather large part.

I was raised by a Catholic family, who, like most Catholics, indoctrinated
me from birth- they even sent me to a Christian preschool.  However, due to
my Aspergers, and not caring what others think, I was able to shake off
this meme- for the wrong reason (anger) at first, then the more rational,
less parochial reason that it was a bad explanation.  I believe that in
order to dislodge such a meme, there must be a part of you that still
listens to logic- and I researched science from the age of 5- and you must
be able to resist the meme's ability to make you feel shame for "betraying"
others who hold the meme.  The fact that people with Aspergers are more
likely to be atheist must say something about anti-rational memes.

From: Rami Rustom <rombomb@gmail.com>



From: Rami Rustom <rombomb@gmail.com>
Cc: fallible-ideas <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] Re: Thought-terminating cliché
Date: March 12, 2015 at 6:15 PM

On Mar 12, 2015, at 1:16 PM, Ethan Heims <2018-eheims@alburnettcsd.org> 
wrote:

On Wednesday, April 3, 2013 at 7:35:59 AM UTC-5, Rami Rustom wrote:
On Wed, Apr 3, 2013 at 7:32 AM, Rami Rustom <rom...@gmail.com> wrote:

http://philosophy.thecastsite.com/readings/anonymous2.html

A thought-terminating cliché is a commonly used phrase, sometimes 
passing as folk wisdom, used to quell cognitive dissonance. Though the 
phrase in and of itself may be valid in certain contexts, its application as a 
means of dismissing dissent or justifying fallacious logic is what makes it 
thought-terminating.

The term was popularized by Robert Jay Lifton in his 1956 book Thought 
Reform and the Psychology of Totalism. Lifton said, "The language of the 
totalist environment is characterized by the thought-terminating cliché. The 
most far-reaching and complex of human problems are compressed into 
brief, highly reductive, definitive-sounding phrases, easily memorized and 
easily expressed. These become the start and finish of any ideological 
analysis."

In George Orwell’s novel Nineteen Eighty-Four, the fictional constructed 
language Newspeak is designed to reduce language entirely to a set of 
thought-terminating clichés. Aldous Huxley’s Brave New World society uses 
thought-terminating clichés in a more conventional manner, most notably in 
regard to the drug soma as well as modified versions of real-life platitudes, 
such as, "A doctor a day keeps the jim-jams away."

[End quote.]

Here's another one:

http://curi.us/1181-parents-as-rulers

http://philosophy.thecastsite.com/readings/anonymous2.html
http://curi.us/1181-parents-as-rulers


Elliot: Parents primarily say things like "that is just how children are" and they 
say it's natural or genetic. That is a retreat from explanation. They are saying 
they don't know why, it just is. So they really don't understand their child's 
motivations very well.

-- Rami Rustom
http://ramirustom.blogspot.com

My parents (as I am only 15) tend to use these- they prefer that I not even begin 
speaking of why their ideas are bad explanations, so this is the next best thing 
for them.  They simply resort to threats of punishment if I continue to give them 
valid criticism.  They refuse to even try reading this book, or to listen to 
arguments on the nature of explanations. In short, my parents are being preyed 
upon by an anti-rational meme that has taken hold of them- the meme that 
children simply cannot know more than parents.

That really isn't the issue. A child doesn't need to know more than a parent in 
order for parent to be wrong in a disagreement between them.

Also I expect that they, like most people, have more anti-rational memes than just 
that one.

They use the bad explanation (actually, justification) of "Because I said so", 
which, as the book said, and I agreed, is a phenomenally bad explanation.  Bad 
explanations actually tend to spawn these clichés.

By the way, this group is mostly inactive and the people from here are now active 
in another group called Fallible Ideas discussion group. We discuss BOI ideas 
and other stuff. Here's the link to sign up to the group.

https://groups.yahoo.com/neo/groups/fallible-ideas/info

Rami

http://ramirustom.blogspot.com/
https://groups.yahoo.com/neo/groups/fallible-ideas/info


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Re: Thought-terminating cliché
Date: March 12, 2015 at 6:28 PM

On Mar 12, 2015, at 11:16 AM, Ethan Heims <2018-eheims@alburnettcsd.org> 
wrote:

On Wednesday, April 3, 2013 at 7:35:59 AM UTC-5, Rami Rustom wrote:

On Wed, Apr 3, 2013 at 7:32 AM, Rami Rustom <rom...@gmail.com> wrote:
http://philosophy.thecastsite.com/readings/anonymous2.html

A thought-terminating cliché is a commonly used phrase, sometimes 
passing as folk wisdom, used to quell cognitive dissonance. Though the 
phrase in and of itself may be valid in certain contexts, its application as a 
means of dismissing dissent or justifying fallacious logic is what makes it 
thought-terminating.

The term was popularized by Robert Jay Lifton in his 1956 book Thought 
Reform and the Psychology of Totalism. Lifton said, "The language of the 
totalist environment is characterized by the thought-terminating cliché. The 
most far-reaching and complex of human problems are compressed into 
brief, highly reductive, definitive-sounding phrases, easily memorized and 
easily expressed. These become the start and finish of any ideological 
analysis."

In George Orwell’s novel Nineteen Eighty-Four, the fictional constructed 
language Newspeak is designed to reduce language entirely to a set of 
thought-terminating clichés. Aldous Huxley’s Brave New World society uses 
thought-terminating clichés in a more conventional manner, most notably in 
regard to the drug soma as well as modified versions of real-life platitudes, 
such as, "A doctor a day keeps the jim-jams away."

[End quote.]

Here's another one:

http://curi.us/1181-parents-as-rulers

http://philosophy.thecastsite.com/readings/anonymous2.html
http://curi.us/1181-parents-as-rulers


Elliot: Parents primarily say things like "that is just how children are" and they 
say it's natural or genetic. That is a retreat from explanation. They are saying 
they don't know why, it just is. So they really don't understand their child's 
motivations very well.

-- Rami Rustom
http://ramirustom.blogspot.com

My parents (as I am only 15) tend to use these- they prefer that I not even begin 
speaking of why their ideas are bad explanations, so this is the next best thing 
for them.  They simply resort to threats of punishment if I continue to give them 
valid criticism.  They refuse to even try reading this book, or to listen to 
arguments on the nature of explanations. In short, my parents are being preyed 
upon by an anti-rational meme that has taken hold of them- the meme that 
children simply cannot know more than parents.  They use the bad explanation 
(actually, justification) of "Because I said so", which, as the book said, and I 
agreed, is a phenomenally bad explanation.  Bad explanations actually tend to 
spawn these clichés.

Suppose that no children know more than their parents.

Or, more realistically, suppose a particular child doesn’t know more than his 
parents. Or suppose you don’t know more than your parents.

So what?

Their greater knowledge of old TV shows is not relevant to whatever you’re 
arguing about today.

In any discussion, most of your knowledge isn’t relevant to the current issue. And 
most of their knowledge isn’t relevant to the current issue.

If you look only at the small amount of knowledge which is actually relevant, then 
a person with much less total knowledge could easily still win a debate.

This is well known. Plenty of kids know more than their parents about dinosaurs, 
or about trading food at the school cafeteria at their particular school with their 
particular classmates, or about what clothing the other school kids will make fun 
of him for wearing. Plenty of kids know more about how boring their school is, 
and how mean and stupid their teachers are, than their parents know.

http://ramirustom.blogspot.com/


Plenty of kids know more than their parents about how unpleasant it will be for 
them to be dragged away from the park/store/etc when they aren’t ready to leave 
yet. Or know more about how they (the kid) negatively emotionally experiences 
being coerced to do their homework when they don’t want to, and how much that 
really does matter and how important it is.

BTW did you see Taking Children Seriously? it is a parenting and education 
philosophy that was started by David Deutsch.

http://web.archive.org/web/20030603223115/http://www.tcs.ac/index.html

https://web.archive.org/web/20081221213205/http://www.takingchildrenseriously.
com/

PS

hi

thanks for posting

i’ve actually wanted young posters but don’t really know where to find them. 
(actually it’s very hard to recruit people of any age).

two minor things.

could you post in plain text mode?

and the BoI group is actually not really used much. we moved to a different one 
called fallible ideas:

https://groups.yahoo.com/neo/groups/fallible-ideas/info

it’s a lot more active with more posts. if you post at BoI i will still read/reply 
myself, but FI has more stuff for you to read and more discussion.

if you have any questions, problems or complaints at BoI or FI, please let me 
know.

http://web.archive.org/web/20030603223115/http://www.tcs.ac/index.html
https://web.archive.org/web/20081221213205/http://www.takingchildrenseriously.com/
https://groups.yahoo.com/neo/groups/fallible-ideas/info


(FYI I own the BoI and FI email groups, and the BoI website. I also write over 200 
pages of edits/comments for BoI while DD was writing it to help make it better, 
which was a ton of fun.)

Elliot Temple
www.fallibleideas.com
www.curi.us



From: Rami Rustom <rombomb@gmail.com>
Cc: fallible-ideas <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] Anti-rational meme replication strategies
Date: March 12, 2015 at 6:28 PM

On Mar 12, 2015, at 1:33 PM, Ethan Heims <2018-eheims@alburnettcsd.org> 
wrote:

On Wednesday, December 17, 2014 at 6:53:50 PM UTC-6, Erin wrote:

On Sep 30, 2011, at 8:58 PM, Anonymous Person <unattrib...@gmail.com> 
wrote:

On Fri, Sep 30, 2011 at 5:32 PM, David Deutsch <david....@qubit.org> wrote:
On 30 Sep 2011, at 11:01pm, Anonymous Person wrote:

On Fri, Sep 30, 2011 at 2:43 PM, Matjaž Leonardis
<sidranoe...@gmail.com> wrote:

Do all anti-rational meme replication strategies involve some holders of 
the
meme coercing other people who don't yet have the meme, in some 
way?
If yes, why?
If no, could you provide an example of a replication strategy that doesn't
involve any holders of the meme coercing others as a result of having it?

No.

I take you to be referring to TCS-coercion or psychological coercion
or something like that. Memes aren't routinely spread by force or
violence.

One example meeting your criteria would be the holder tells a person
who then coerces himself.

Another would be: a meme is so subtle that neither the holder nor new
person is aware of the meme transfer at all, let alone coerced by it.
In general static memes *would* coerce you *if* you struggled, but
that doesn't mean they do coerce you. And they usually try not to let
it come to that point: better if you don't struggle.



ya, if someone is sufficiently poor at critical thinking, it seems like they could 
adopt a static meme without actually being coerced at the time of adopting it.

Most (maybe all) people have no idea when or how they learned 
monogamy
memes, for example. It isn't done by from some memorable, unpleasant
event. Sometimes preachers put pressure on people, but they can also
spread religion by being helpful, kind, sympathetic and tolerant (at
least in many respects, which may be the only ones the convert
notices).

I wonder if the “coercing other ppl to lead to meme adoption” cases happen a 
lot in childhood (maybe adulthood too, but a greater % with kids / coercive 
parenting before the kid's ability to think critically gets so damaged).  Before 
critical thinking gets so hindered, coercion might be more necessary.

Another thought I had is regarding the types of memes which are transferred 
possibly via a coercive process when kids are young.

Could these memes lead to consequences such as:  the adoptees end up 
relying on and worrying about what other ppl think (look good in the eyes of 
authority / avoid punishment), being afraid to make mistakes, hiding from 
criticism, not taking responsibility, etc.

They are like some of the really bad ones which can do a good job of setting 
ppl up with hindered critical thinking and a way to easily adopt more static 
memes later on (like monogamy).

do some of those early ones “set the stage” in a way?

Or in addition to this, it could be that by parenting irrationally, critical thinking 
also gets damaged without any meme transfer.  Kids are punished for thinking 
critically and coming to different conclusions than their parents.  Even if there 
isn’t a meme transfer, the damage to critical thinking can make the kid more 
susceptible to future static meme adoption.

I'm sceptical that anti-rational memes can be propagated in the way just 
outlined. Certainly they can be propagated that way *as opinions, and as 
behaviours*. But the unseen and all-important anti-rational content that will 

get them safely to the next generation after that -- the entrenchment -- 



get them safely to the next generation after that -- the entrenchment -- 
where does that come from?

Knowledge in the meme about how to create it (e.g. by reorganizing a
person's mind).

Is it that the idea is so entangled with the rest of one's personality that it's 
hard to abandon it? I don't think a meme that was hard to drop for such a 
reason would behave in the way anti-rational memes do. For instance, we 
face that sort of thing when we have to give up the idea that distant events 
can be simultaneous, or that there's a force of gravity etc. Some people do 
fail to achieve that. But in the case of anti-rational memes, it's not merely 
*difficult*; creativity is engaged to keep them in place, and the more one 
even contemplates violating them, the more *painful* it feels.

Why does the process of reorganizing a mind, so something is
entrenched, have to involve the person feeling bad *at that time*?

Another possibility is a meme lies dormant, only partially set up
(i.e. not fully entrenched), and actually creates the (rest of the)
entrenchment on the fly when first questioned or criticized or opposed
(using coercion at that time, but not necessarily prior).

So could it be the case that TCS-coercion is involved with the adoption of the 
meme (in some cases), during the holding of the meme (if a person doesn’t 
enact it when the meme “wants” to be enacted or if the meme is opposed in 
any way), and then what about during the process of trying to rid oneself of the 
meme?

Once that meme is entrenched, is coercion inevitable?  Regardless of whether 
the person is aware of the meme and working to eradicate it?

I'm pretty sure that parochial concerns, like how you are viewed by your peers, 
play a rather large part.

I'm not exactly clear what you're replying to, so I'm leaving all of the above as 
context.



I have something to say anyway.

If you have concerns about how other people will view you, that's a result of ideas 
in your mind.

People with these ideas learned them from their parents and society. So those 
ideas are memes.

And if those ideas prevent those people from thinking rationally about a problem, 
then those memes are antirational memes.

I was raised by a Catholic family, who, like most Catholics, indoctrinated me 
from birth- they even sent me to a Christian preschool.

They tried to "indoctrinate" you, but that's literally impossible to do. Our minds 
don't work that way.

However, due to my Aspergers,

There's no aspergers. That's a myth. See _The Myth of Mental Illness_ by Szazs. 
Or check out Elliot Temples iPad app called Psychiatry.

and not caring what others think, I was able to shake off this meme- for the 
wrong reason (anger) at first,

Anger wasn't a reason. It's something you did in response to people that were 
forcing you to do things you didn't want to do. They were acting against your will.

I expect that they got angry with you and you learned to reply on kind as a 
defense mechanism.

I don't blame you.

But you're still responsible for that. If you get angry and hurt someone, like your 
child, that's 100% your fault.



You can fix your anger. See Elliot's essay called Emotions.

http://fallibleideas.com/emotions

(Left the rest for context)

then the more rational, less parochial reason that it was a bad explanation.  I 
believe that in order to dislodge such a meme, there must be a part of you that 
still listens to logic- and I researched science from the age of 5- and you must 
be able to resist the meme's ability to make you feel shame for "betraying" 
others who hold the meme.  The fact that people with Aspergers are more likely 
to be atheist must say something about anti-rational memes.

Rami

http://fallibleideas.com/emotions


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Anti-rational meme replication strategies
Date: March 12, 2015 at 7:16 PM

On Mar 12, 2015, at 11:33 AM, Ethan Heims <2018-eheims@alburnettcsd.org> 
wrote:

On Wednesday, December 17, 2014 at 6:53:50 PM UTC-6, Erin wrote:

On Sep 30, 2011, at 8:58 PM, Anonymous Person <unattrib...@gmail.com> 
wrote:

On Fri, Sep 30, 2011 at 5:32 PM, David Deutsch <david....@qubit.org> wrote:
On 30 Sep 2011, at 11:01pm, Anonymous Person wrote:

On Fri, Sep 30, 2011 at 2:43 PM, Matjaž Leonardis
<sidranoe...@gmail.com> wrote:

Do all anti-rational meme replication strategies involve some holders of 
the
meme coercing other people who don't yet have the meme, in some 
way?
If yes, why?
If no, could you provide an example of a replication strategy that doesn't
involve any holders of the meme coercing others as a result of having it?

No.

I take you to be referring to TCS-coercion or psychological coercion
or something like that. Memes aren't routinely spread by force or
violence.

One example meeting your criteria would be the holder tells a person
who then coerces himself.

Another would be: a meme is so subtle that neither the holder nor new
person is aware of the meme transfer at all, let alone coerced by it.
In general static memes *would* coerce you *if* you struggled, but
that doesn't mean they do coerce you. And they usually try not to let
it come to that point: better if you don't struggle.

ya, if someone is sufficiently poor at critical thinking, it seems like they could 



ya, if someone is sufficiently poor at critical thinking, it seems like they could 
adopt a static meme without actually being coerced at the time of adopting it.

Most (maybe all) people have no idea when or how they learned 
monogamy
memes, for example. It isn't done by from some memorable, unpleasant
event. Sometimes preachers put pressure on people, but they can also
spread religion by being helpful, kind, sympathetic and tolerant (at
least in many respects, which may be the only ones the convert
notices).

I wonder if the “coercing other ppl to lead to meme adoption” cases happen a 
lot in childhood (maybe adulthood too, but a greater % with kids / coercive 
parenting before the kid's ability to think critically gets so damaged).  Before 
critical thinking gets so hindered, coercion might be more necessary.

Another thought I had is regarding the types of memes which are transferred 
possibly via a coercive process when kids are young.

Could these memes lead to consequences such as:  the adoptees end up 
relying on and worrying about what other ppl think (look good in the eyes of 
authority / avoid punishment), being afraid to make mistakes, hiding from 
criticism, not taking responsibility, etc.

They are like some of the really bad ones which can do a good job of setting 
ppl up with hindered critical thinking and a way to easily adopt more static 
memes later on (like monogamy).

do some of those early ones “set the stage” in a way?

Or in addition to this, it could be that by parenting irrationally, critical thinking 
also gets damaged without any meme transfer.  Kids are punished for thinking 
critically and coming to different conclusions than their parents.  Even if there 
isn’t a meme transfer, the damage to critical thinking can make the kid more 
susceptible to future static meme adoption.

I'm sceptical that anti-rational memes can be propagated in the way just 
outlined. Certainly they can be propagated that way *as opinions, and as 
behaviours*. But the unseen and all-important anti-rational content that will 
get them safely to the next generation after that -- the entrenchment -- 



where does that come from?

Knowledge in the meme about how to create it (e.g. by reorganizing a
person's mind).

Is it that the idea is so entangled with the rest of one's personality that it's 
hard to abandon it? I don't think a meme that was hard to drop for such a 
reason would behave in the way anti-rational memes do. For instance, we 
face that sort of thing when we have to give up the idea that distant events 
can be simultaneous, or that there's a force of gravity etc. Some people do 
fail to achieve that. But in the case of anti-rational memes, it's not merely 
*difficult*; creativity is engaged to keep them in place, and the more one 
even contemplates violating them, the more *painful* it feels.

Why does the process of reorganizing a mind, so something is
entrenched, have to involve the person feeling bad *at that time*?

Another possibility is a meme lies dormant, only partially set up
(i.e. not fully entrenched), and actually creates the (rest of the)
entrenchment on the fly when first questioned or criticized or opposed
(using coercion at that time, but not necessarily prior).

So could it be the case that TCS-coercion is involved with the adoption of the 
meme (in some cases), during the holding of the meme (if a person doesn’t 
enact it when the meme “wants” to be enacted or if the meme is opposed in 
any way), and then what about during the process of trying to rid oneself of the 
meme?

Once that meme is entrenched, is coercion inevitable?  Regardless of whether 
the person is aware of the meme and working to eradicate it?

So I'm guessing the answer to Matjaž's question is yes.

But what about, as I said, the possibility that they coerce
themselves? So, surely the answer must be "no", independent of whether
memes can set themselves up quietly.

left for context



Erin

I'm pretty sure that parochial concerns, like how you are viewed by your peers, 
play a rather large part.

i agree

I was raised by a Catholic family, who, like most Catholics, indoctrinated me 
from birth- they even sent me to a Christian preschool.  However, due to my 
Aspergers, and not caring what others think,

hi. Asperger’s is a fake disease. it’s a lie.

http://web.archive.org/web/20030620082122/http://www.tcs.ac/Articles/DDAspidis
traSyndrome.html

http://www.szasz.com/manifesto.html

i’m not saying you’re identical to everyone else.

caring what others think less is not a disease! it’s a (good) philosophy.

being willing to stand up to authority, and disagree with what your 
parents/teachers/church tell you, is not a disease. it’s wisdom that some 
authorities don’t appreciate, so they call it a mental disease.

I was able to shake off this meme- for the wrong reason (anger) at first, then the 
more rational, less parochial reason that it was a bad explanation.

that’s ok, everyone has to start somewhere. the important thing is whether you 
are willing to think over criticism and sometimes make changes. as long as 
mistakes can get fixed, and there are paths forward to infinity, then you’re 
rational. (http://fallibleideas.com/paths-forward)

it’s really hard to get started at rational thinking. most people listen to authority 
their whole lives and are closed-minded. even most of the people who claim they 
are rational.

http://web.archive.org/web/20030620082122/http://www.tcs.ac/Articles/DDAspidistraSyndrome.html
http://www.szasz.com/manifesto.html
http://fallibleideas.com/paths-forward


 I believe that in order to dislodge such a meme, there must be a part of you that 
still listens to logic- and I researched science from the age of 5-

that’s cool. i played chess from age 4 or 5. that requires logic too.

and you must be able to resist the meme's ability to make you feel shame for 
"betraying" others who hold the meme.  The fact that people with Aspergers are 
more likely to be atheist must say something about anti-rational memes.

be careful. lots of atheists aren’t very rational either. for example, many are very 
irrationally committed to socialism and environmentalism.

i’m glad you found us. i think this community is the most rational place.

Elliot Temple
www.fallibleideas.com
www.curi.us

From: Elliot Temple <curi@curi.us>



From: Elliot Temple <curi@curi.us>
Cc: fallible-ideas <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] Anti-rational meme replication strategies
Date: March 12, 2015 at 7:44 PM

On Mar 12, 2015, at 3:28 PM, Rami Rustom <rombomb@gmail.com> wrote:

They tried to "indoctrinate" you, but that's literally impossible to do. Our minds 
don't work that way.

what do you mean indoctrination is impossible?

Elliot Temple
www.fallibleideas.com
www.curi.us

-- 



From: Rami Rustom <rombomb@gmail.com>
Cc: BoI <beginning-of-infinity@googlegroups.com>
Subject: [BoI] Indoctrination (was: Anti-rational meme replication strategies)
Date: March 13, 2015 at 7:55 PM

On Mar 12, 2015, at 6:44 PM, Elliot Temple curi@curi.us [fallible-ideas] <fallible-
ideas@yahoogroups.com> wrote:

On Mar 12, 2015, at 3:28 PM, Rami Rustom <rombomb@gmail.com> wrote:

They tried to "indoctrinate" you, but that's literally impossible to do. Our minds 
don't work that way.

what do you mean indoctrination is impossible?

let me check the meaning of indoctrination. Checking merriam Webster :

: to teach (someone) to fully accept the ideas, opinions, and beliefs of a particular 
group and to not consider other ideas, opinions, and beliefs

I'm interpreting that to mean what is meant by brain washing. Consistent with the 
bucket theory of the mind.

The bucket theory of mind says that people can inject knowledge into other 
people’s minds, which is false.

Am I wrong that indoctrination means that?

Ok now I’ll look at the apple dictionary definition:

: teach (a person or group) to accept a set of beliefs uncritically: broadcasting 
was a vehicle for indoctrinating the masses.

Now I have another interpretation. Indoctrination means teaching something while 
trying to get the learner to not critically question the stuff being taught.

If that’s right, then my reply to Ethan was wrong. I was treating it like it can only 
be indoctrination if it’s literally possible to make a person avoid critically 



questioning ideas that the teacher presents to the student.

Rami



From: Elliot Temple <curi@curi.us>
Cc: fallible-ideas@yahoogroups.com
Subject: Re: [BoI] Indoctrination (was: Anti-rational meme replication strategies)
Date: March 13, 2015 at 9:04 PM

On Mar 13, 2015, at 4:55 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Mar 12, 2015, at 6:44 PM, Elliot Temple curi@curi.us [fallible-ideas] <fallible-
ideas@yahoogroups.com> wrote:

On Mar 12, 2015, at 3:28 PM, Rami Rustom <rombomb@gmail.com> wrote:

They tried to "indoctrinate" you, but that's literally impossible to do. Our minds 
don't work that way.

what do you mean indoctrination is impossible?

let me check the meaning of indoctrination. Checking merriam Webster :

: to teach (someone) to fully accept the ideas, opinions, and beliefs of a 
particular group and to not consider other ideas, opinions, and beliefs

I'm interpreting that to mean what is meant by brain washing. Consistent with 
the bucket theory of the mind.

The bucket theory of mind says that people can inject knowledge into other 
people’s minds, which is false.

Am I wrong that indoctrination means that?

Ok now I’ll look at the apple dictionary definition:

: teach (a person or group) to accept a set of beliefs uncritically: broadcasting 
was a vehicle for indoctrinating the masses.

Now I have another interpretation. Indoctrination means teaching something 
while trying to get the learner to not critically question the stuff being taught.

If that’s right, then my reply to Ethan was wrong. I was treating it like it can only 



If that’s right, then my reply to Ethan was wrong. I was treating it like it can only 
be indoctrination if it’s literally possible to make a person avoid critically 
questioning ideas that the teacher presents to the student.

wait, why are you looking it up?

are you saying that at the time you wrote your previous post, you used the word 
“indoctrination” without knowing what you meant by it? and now you’re trying to 
make up a meaning later?

Elliot Temple
www.fallibleideas.com
www.curi.us



From: Rami Rustom <rombomb@gmail.com>
Cc: fallible-ideas@yahoogroups.com
Subject: Re: [BoI] Indoctrination (was: Anti-rational meme replication strategies)
Date: March 13, 2015 at 10:39 PM

On Mar 13, 2015, at 8:04 PM, Elliot Temple <curi@curi.us> wrote:

On Mar 13, 2015, at 4:55 PM, Rami Rustom <rombomb@gmail.com> wrote:

On Mar 12, 2015, at 6:44 PM, Elliot Temple curi@curi.us [fallible-ideas] 
<fallible-ideas@yahoogroups.com> wrote:

On Mar 12, 2015, at 3:28 PM, Rami Rustom <rombomb@gmail.com> wrote:

They tried to "indoctrinate" you, but that's literally impossible to do. Our 
minds don't work that way.

what do you mean indoctrination is impossible?

let me check the meaning of indoctrination. Checking merriam Webster :

: to teach (someone) to fully accept the ideas, opinions, and beliefs of a 
particular group and to not consider other ideas, opinions, and beliefs

I'm interpreting that to mean what is meant by brain washing. Consistent with 
the bucket theory of the mind.

The bucket theory of mind says that people can inject knowledge into other 
people’s minds, which is false.

Am I wrong that indoctrination means that?

Ok now I’ll look at the apple dictionary definition:

: teach (a person or group) to accept a set of beliefs uncritically: broadcasting 
was a vehicle for indoctrinating the masses.

Now I have another interpretation. Indoctrination means teaching something 



while trying to get the learner to not critically question the stuff being taught.

If that’s right, then my reply to Ethan was wrong. I was treating it like it can only 
be indoctrination if it’s literally possible to make a person avoid critically 
questioning ideas that the teacher presents to the student.

wait, why are you looking it up?

are you saying that at the time you wrote your previous post, you used the word 
“indoctrination” without knowing what you meant by it? and now you’re trying to 
make up a meaning later?

no. why do you think that? because i checked the dictionary after being asked 
what i meant? why do you think that that’s incompatible with having a meaning in 
mind when i used the word “indoctrination”?

Rami



From: tmt637@googlemail.com
Subject: [BoI] anti-rational meme video
Date: March 31, 2015 at 3:30 AM

https://www.youtube.com/watch?v=rE3j_RHkqJc

(CDP Grey is the guy who made the 'Lord of the Rings Mythology Explained'
video.)

I think this is the first non-DD discussion of *anti-rational memes* that
I've come across though he doesn't use that term.

Specifically, Grey claims that memes which elicit emotion, especially
anger, spread more easily.

(see chart at 1:07)

Here's a guess as to why.

If some 'internet meme' like a news report or captioned photo makes Joe
angry, the context whereby the memory of it is stored includes anger and is
therefore harder to access in other moods. This is because memory storage
makes no distinction between content and context. Memory recall begins from
a partial construction of the context which is then completed by the act of
recall (btw, *creativity* might occur as a result of errors in this
process).

So Joe can criticise it all he likes in calmer moments but if he gets angry
later on the meme may still be recalled and possibly re-posted.

Some other points:

https://www.youtube.com/watch?v=rE3j_RHkqJc


0:40

Popperians can recognise this as a serious error. Memes don't get
transferred directly into other brains; they spread because brains guess
the *meaning* of what is being *enacted* by other brains (see the stick
figures on p.376 of BoI). Germs can spread from person to person even if
they don't cause disease, because symptom-free people can act as carriers.
But memes *must* be enacted. In the case of internet memes enactment takes
the simple form of posting a picture or messaging a link to it.

3:00

This is nice. I hadn't thought about symbiosis between memes on opposing
sides of an argument before.

5:01

'When opposing groups get big they don't really argue with each other they
mostly argue with themselves about how angry the other group makes them'

True but increasingly prevalent is looking for evidence about how angry the
*other* group are. Public accusation of hate is a new and powerful form of
attack (e.g. calling the opposition a 'hate group').

-- Tom Robinson

-- 



From: Elliot Temple <curi@curi.us>
Cc: Elliot Temple curi@curi.us [fallible-ideas] <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] anti-rational meme video
Date: March 31, 2015 at 3:56 PM

On Mar 31, 2015, at 12:30 AM, tmt637@googlemail.com wrote:

https://www.youtube.com/watch?v=rE3j_RHkqJc

(CDP Grey is the guy who made the 'Lord of the Rings Mythology Explained' 
video.)

I think this is the first non-DD discussion of *anti-rational memes* that I've come 
across though he doesn't use that term.

I wish people with 2 million view videos would make transcripts.

I watched the first 10 seconds and it looks super annoying to watch and really 
trendy, and screams unseriousness. Which fits with the 2 million views. So I’m 
really skeptical there’s as much substance as you suggest. Also using video and 
no transcript looks more unserious.

here is an example of an 80k view video with a transcript:

http://www.truthrevolt.org/videos/andrew-klavan-obama-conspiracy-conspiracy

cuz these people care more in some good ways. the video also manages not to 
communicate unseriousness in the first 10 seconds (or later).

(btw i’m not recommending this particular video/transcript, it’s ok but not great. it’s 
not very hard to find better content at http://www.frontpagemag.com ).

Specifically, Grey claims that memes which elicit emotion, especially anger, 
spread more easily.

(see chart at 1:07)

Here's a guess as to why.

https://www.youtube.com/watch?v=rE3j_RHkqJc
http://www.truthrevolt.org/videos/andrew-klavan-obama-conspiracy-conspiracy
http://www.frontpagemag.com/


If you’re guessing why, instead of him knowing something more than an 
assertion, I’m not impressed.

You may think: there isn’t much stuff in the world, it’s rare, so take what you can 
get!

But I disagree. One reason is I think there are objective standards for e.g. what 
kind of person would be interested in rational discussion with paths forward 
(http://fallibleideas.com/paths-forward), and what kind wouldn’t. If he’s in the 
wrong category there, it doesn’t matter if he’s the 10th best person in the world, it 
wouldn’t be good enough.

And is the idea that static memes are involved with emotions like anger 
something I can learn from? No I already knew that. It’d take e.g. an intelligent 
elaboration with some interesting reasoning why for me to learn something new.

FYI we kinda all moved to FI list now: http://fallibleideas.com/email-discussion

You can post here if you want, but if you want to read active discussion by others, 
or get more replies, try there.

Elliot Temple
www.fallibleideas.com
www.curi.us

http://fallibleideas.com/paths-forward
http://fallibleideas.com/email-discussion


From: Erin Minter <erinminter@icloud.com>
Subject: Re: [BoI] anti-rational meme video
Date: March 31, 2015 at 9:23 PM

On Mar 31, 2015, at 3:30 AM, tmt637@googlemail.com wrote:

https://www.youtube.com/watch?v=rE3j_RHkqJc

(CDP Grey is the guy who made the 'Lord of the Rings Mythology Explained' 
video.)

I think this is the first non-DD discussion of *anti-rational memes* that I've come 
across though he doesn't use that term.

he doesn’t seem to understand the difference btwn anti-rational and rational 
memes.  And there’s no mention of how anti-rational memes disable creativity as 
a means to keep from being criticized.

Specifically, Grey claims that memes which elicit emotion, especially anger, 
spread more easily.

ya, his main point seems to be that you can take *any* meme and the ones which 
elicit the most emotion (especially anger) will spread the fastest.  but that’s not 
how rational memes spread.  and it is not clear to me that it is how all anti-rational 
memes spread.  for example, lots of ppl learn monogamy and marriage memes 
without getting angry about them and without spreading them more due to anger.

(see chart at 1:07)

Here's a guess as to why.

If some 'internet meme' like a news report or captioned photo makes Joe angry, 
the context whereby the memory of it is stored includes anger and is therefore 
harder to access in other moods. This is because memory storage makes no 
distinction between content and context. Memory recall begins from a partial 
construction of the context which is then completed by the act of recall (btw, 
*creativity* might occur as a result of errors in this process).

So Joe can criticise it all he likes in calmer moments but if he gets angry later on 
the meme may still be recalled and possibly re-posted.

https://www.youtube.com/watch?v=rE3j_RHkqJc


Some other points:

0:40

Popperians can recognise this as a serious error. Memes don't get transferred 
directly into other brains; they spread because brains guess the *meaning* of 
what is being *enacted* by other brains (see the stick figures on p.376 of BoI). 
Germs can spread from person to person even if they don't cause disease, 
because symptom-free people can act as carriers. But memes *must* be 
enacted. In the case of internet memes enactment takes the simple form of 
posting a picture or messaging a link to it.

3:00

This is nice. I hadn't thought about symbiosis between memes on opposing 
sides of an argument before.

I wonder if this is true.  For example, is there a symbiotic relationship between 
capitalism vs socialism memes?  Btwn TCS vs conventional parenting memes?  I 
don’t think so.  First of all, TCS ideas are not anti-rational memes and don’t 
spread by anti-rational meme mechanisms (unlike many conventional parenting 
memes).

3:20 of the video:

Thought germs can burn out because once everyone agrees, it’s hard to keep 
talking and thus thinking about them.  But if there’s an opposing thought germ, 
an argument, then the thinking never stops.

Anti-rational memes don’t just “burn out” once everyone agrees about them, at 
least if "burn out" means people stop believing in them.  Maybe he’s just saying 
that the rapid spreading of anti-rational memes stops when everyone agrees.  But 
if everyone agrees, then everyone holds the anti-rational meme.  From the 
meme’s POV, what the problem?  Seems to be sitting pretty good to me.

Also, its common that people do keep talking about stuff they already agree with 
others about.  That’s actually what most people do - they talk back and forth 



saying all the stuff that they already know and agree on.  There may be little 
variations here and there within like the socially-approved options of what to talk 
about.

Erin



From: tmt637@googlemail.com
Cc: fallible-ideas@yahoogroups.com
Subject: Re: [BoI] anti-rational meme video
Date: April 1, 2015 at 12:47 PM

On Tuesday, March 31, 2015 at 8:56:45 PM UTC+1, Elliot Temple wrote:

I watched the first 10 seconds and it looks super annoying to watch and
really trendy, and screams unseriousness. Which fits with the 2 million
views.

 [...]

If you’re guessing why, instead of him knowing something more than an
assertion, I’m not impressed.

 [...]

it doesn’t matter if he’s the 10th best person in the world, it wouldn’t
be good enough.

When I wrote that post I was interested in memes and writing mainly for my
own benefit. By comparison, issues about how to make videos, who is
impressed and who is the best at philosophy are boring and off-topic. They
don't lie at The Beginning of Infinity. To paraphrase Ayn Rand, the proper
business of man is the conquest of nature, not the conquest of other men.

-- Tom



From: tmt637@googlemail.com
Cc: fallible-ideas@googlegroups.com, fallible-ideas@yahoogroups.com
Subject: Re: [BoI] anti-rational meme video
Date: April 1, 2015 at 12:37 PM

On Wednesday, April 1, 2015 at 2:23:24 AM UTC+1, Erin wrote:

On Mar 31, 2015, at 3:30 AM, tmt...@googlemail.com <javascript:> wrote:

https://www.youtube.com/watch?v=rE3j_RHkqJc

he doesn’t seem to understand the difference btwn anti-rational and
rational memes.

Yes. In fact, he doesn't refer to 'memes' at all.

I think by 'memes' people are now referring either to those humorously
captioned photos on the internet a.k.a. 'internet memes', or to
anti-rational memes.

Internet memes aren't obviously useful but humour does typically depend
upon new ideas so I guess they're a mixture of rational and anti-rational
memes.

I've no problem with the second usage because anti-rational memes,
considered *as* memes, are far more interesting.

Some people seem to have concluded that, because internet memes are
apparently silly and trivial, the whole concept of memes is now debunked.
But this is straightforwardly false because (1) humour is intellectual in
nature, (2) those aren't the only memes.

One useful thing about looking at internet memes is that, unlike most
memes, they are easy to track.

Another exception is *words*, which are memes that can be pronounced. Btw,

are there anti-rational words? (Like perhaps 'racist', or swear words?)

https://www.youtube.com/watch?v=rE3j_RHkqJc


are there anti-rational words? (Like perhaps 'racist', or swear words?)

And there’s no mention of how anti-rational memes disable creativity as a
means to keep from being criticized.

Indeed, not beyond some distinction between different emotions. I've tried
to supply some of the 'how'.

Specifically, Grey claims that memes which elicit emotion, especially
anger, spread more easily.

ya, his main point seems to be that you can take *any* meme and the ones
which elicit the most emotion (especially anger) will spread the fastest.
 but that’s not how rational memes spread.  and it is not clear to me that
it is how all anti-rational memes spread.  for example, lots of ppl learn
monogamy and marriage memes without getting angry about them and without
spreading them more due to anger.

Good point.

However, it's commonly known that angry people usually deny that they're
angry, at least at the time. Also that anger can be 'hot' or 'cold'.

There's an important difference between merely having an emotion and
actually *feeling* it. In the former case it's more accurate to say that
the emotion *has you*. Whereas, if you can actually sense what's happening
in your body then you have context and perspective, and thus the ability to
act more rationally.

But beyond all this your point holds assuming a meme can trick you
completely, if it's sufficiently subtle and you lack the knowledge. If no
part of your mind understands what's going on, there's no role for anger.



This is nice. I hadn't thought about symbiosis between memes on opposing
sides of an argument before.

I wonder if this is true.  For example, is there a symbiotic relationship
between capitalism vs socialism memes?  Btwn TCS vs conventional parenting
memes?  I don’t think so.  First of all, TCS ideas are not anti-rational
memes and don’t spread by anti-rational meme mechanisms (unlike many
conventional parenting memes).

Well, it needn't always apply but the possibility makes sense. Another
example or analogy is the co-evolution in animals between stotting in prey
and recognising stotting in predators:

https://www.youtube.com/watch?v=qr5Sru8gGSk#t=1m

-- Tom

https://www.youtube.com/watch?v=qr5Sru8gGSk#t=1m


From: Elliot Temple <curi@curi.us>
Cc: fallible-ideas@yahoogroups.com
Subject: Re: [BoI] anti-rational meme video
Date: April 1, 2015 at 2:11 PM

On Apr 1, 2015, at 9:47 AM, tmt637@googlemail.com wrote:

On Tuesday, March 31, 2015 at 8:56:45 PM UTC+1, Elliot Temple wrote:

I watched the first 10 seconds and it looks super annoying to watch and really 
trendy, and screams unseriousness. Which fits with the 2 million views.
 [...]
If you’re guessing why, instead of him knowing something more than an 
assertion, I’m not impressed.
 [...]
it doesn’t matter if he’s the 10th best person in the world, it wouldn’t be good 
enough.

When I wrote that post I was interested in memes and writing mainly for my own 
benefit. By comparison, issues about how to make videos, who is impressed 
and who is the best at philosophy are boring and off-topic. They don't lie at The 
Beginning of Infinity. To paraphrase Ayn Rand, the proper business of man is 
the conquest of nature, not the conquest of other men.

i read your post as saying that

1) you have several major disagreements with me (so much so you’re already 
accusing me of wanting or trying to conquer men, because i made a comment 
trying to explain that standards for good videos are objective not relative, which 
you quoted out of context)

and

2) you are unwilling to discuss the disagreements. if i try to discuss it, you’ll soon 
go silent (again). you declare some or all of our disagreements “boring and off-
topic”, even though i consider them relevant, and you don’t intend to explain to 
my satisfaction why i should change my mind and consider them “boring and off-
topic”. nor do you intend to seriously and fully reconsider your views on what’s 
interesting or relevant because you think that project itself would be boring and 
off-topic.



this would not be surprising given i don’t think these disagreements are new 
(primarily), and you have been silent for years.

where are the paths forward?

am i wrong about this? how so?

what do you expect me to do about this situation, that you think would be 
satisfactory to you, and also to me? do you have any ideas? do you think this 
problem between us isn’t soluble, or isn’t soluble with mutual benefit, or 
something like that?

Elliot Temple
www.fallibleideas.com
www.curi.us

From: Sorin Cosofret <sorin.cosofret@elkadot.com>



From: Sorin Cosofret <sorin.cosofret@elkadot.com>
Subject: [BoI] Van de Graaff device and common sense in physics ….
Date: May 17, 2015 at 6:20 AM

Van de Graaff device and common sense in physics ….

The working principle for Van de Graaff device is analyzed again in this
material:

http://elkadot.com/index.php/en/books/electromagnetism/van-de-graaff-device

The actual explanation contradicts all we know about triboelectricity. It
is impossible for the same belt to come into contact with two identical
rollers and to deliver a positive charge to a sphere and a negative charge
to another sphere. Either triboelectric series, either actual explanation
for VDG device is nonsense.

More than that, it is impossible to transfer a same type of charge from a
body carrying a smaller charge to another body carrying a greater charge.
Therefore the maximum charge accumulated on spheres should be equal with
amount of charge generated in contact or friction process. Actual physics
it is not able to explain how is possible to accumulate a huge charge on
the sphere during belt rotation in contradiction with all known concepts of
physics.

The Van de Graaff device with a charge injection system does not need any
comment. Why don’t we inject directly the charge over the sphere and arrive
to billions of volts and it is preferred to inject it on a belt and carried
further by the belt…..?

The old material is still available as pdf file on the site and in fact the
new material is only a refined presentation of it.

Best regards,

Sorin Cosofret

http://elkadot.com/index.php/en/books/electromagnetism/van-de-graaff-device


From: Sorin Cosofret <sorin.cosofret@elkadot.com>
Subject: [BoI] Piezoelectric effect and common sense in science ….
Date: May 23, 2015 at 1:54 AM

Piezoelectric effect and common sense in science ….

The piezoelectric effect is analyzed again in this material:

http://elkadot.com/index.php/en/books/physical-chemistry/piezoelectric-effect

The actual explanation contradicts all we know about charge generation and
extinction. Under an external force action, it is impossible to imagine at
least, how some charges are generated on the surface or inside a crystal,
are grouping together and travel in an external circuit in contradiction
with any principle of physics.

In fact for any ,,common sense” mind if some charges are generated, the
most evident effect should be an emission spectra ….but this is another
story.

Have you ever heard about an quantum treatment for piezoelectric effect ?

I don’t think so …. and the reason is more then evident: the piezoelectric
effect don’t care about quantum idea ….

This is only a refreshed version for a materials advertised years ago.

Soon the photoelectric effect comes to turn …..

http://elkadot.com/index.php/en/books/physical-chemistry/piezoelectric-effect


Best regards,

Sorin Cosofret



From: Sorin Cosofret <sorin.cosofret@elkadot.com>
Subject: [BoI] Capacitor, charge displacement and ,,common sense” in 
science…..
Date: May 30, 2015 at 5:18 PM

Capacitor, charge displacement and ,,common sense” in science…..

The concept of charge displacement as foundation of electric phenomena is
analyzed here:

http://elkadot.com/index.php/en/books/electromagnetism/capacitor-and-charge-
displacement

First cut off experiment analyses what happens when a capacitor is charged
with an electron beam collected from a cathode ray tube and when is charged
with a Van de Graaff generator.

Than the concept of charge extinction during the process of discharging a
capacitor is analyzed in detail. If actual electromagnetism and quanta
theory were to be true, all our electronic devices must be restricted for
consumer use, because all have to emit X ray, UV, VIS, microwave radiation.
This is because each time an extinction of charge takes place a broad
spectra is generated (X ray, UV, VIS, IR, Microwave).

Last but not least the dissectible Leyden jar is analyzed. The concept of
charge deposition on surface or inside dielectric has such absurd
consequences that a ,,common sense” science will avoid to mention at least
this ,, possible explanation”.

In proposed explanation no charges are generated at electrodes, at
dielectric surface or inside dielectric even in case of high voltage
capacitors. Though, dielectric material changes its structure somehow and
new simple experiments able to describe and to measure in a quantitative
way these changes are proposed in the book. It is so easy to perform the
experiment even in a low level laboratory….

Best regards,

Sorin Cosofret

From: Jim Morris <james.morris@gmail.com>

http://elkadot.com/index.php/en/books/electromagnetism/capacitor-and-charge-displacement


From: Jim Morris <james.morris@gmail.com>
Subject: [BoI] Do you have any opinions about John E. Stewart's theory of 
evolution
Date: June 22, 2015 at 3:59 PM

... as described at http://www.evolutionarymanifesto.com/about.html
and http://www.sciencedirect.com/science/article/pii/S030326471400080X

I just happened across it. It claims evolution has a general trend towards
diversity and integration into larger, hierarchical assemblies, and carries
its predictions to a single Earthly intelligence.

-- 

http://www.evolutionarymanifesto.com/about.html
http://www.sciencedirect.com/science/article/pii/S030326471400080X


From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Do you have any opinions about John E. Stewart's theory of 
evolution
Date: June 22, 2015 at 6:55 PM

On 23 Jun 2015, at 06:00, Jim Morris <james.morris@gmail.com> wrote:

... as described at http://www.evolutionarymanifesto.com/about.html and 
http://www.sciencedirect.com/science/article/pii/S030326471400080X

I just happened across it. It claims evolution has a general trend towards 
diversity and integration into larger, hierarchical assemblies, and carries its 
predictions to a single Earthly intelligence.

While evolution by natural selection explains diversity and complexity, it is not 
predictable and nothing this paper says adds anything true and new. Seems to 
me this paper is just natural selection + some metaphysics and political opinions 
added on. In the abstract we read:

"An understanding of the trajectory and causal drivers of the trends suggests that 
they are likely to culminate in the the emergence of a global entity."

It's hard to tell what is meant by that. On the one hand, being very generous: 
that's trivial. We have a global ecosystem of sorts. On the other-the author seems 
to be hedging towards something pseudoscientific. A "global superintelligence" 
would be that sort of metaphysical pseudoscientific thing. There's no 
superintelligence possible. There's just people who are interested more or less in 
problems...and if it's possible in the future to think faster and remember more 
stuff, we (as individuals) we gain those capacities too.

Also: predictions from theories are never "likely" to happen. Either a thing occurs, 
somewhere, sometime...or it doesn't. There is no in-between.

Towards the end we get some predictions before the conclusions. One is:

"Predicts that the further integration of humanity into a global entity will be driven 
by the potential benefits of overcoming the cooperation problem on a planetary 
scale. Humanity will increasingly encounter challenges such as climate change 
and war that demand global coordination because they cannot be adequately 
solved by nation states or other smaller-scale entities acting alone (of course, the 

http://www.evolutionarymanifesto.com/about.html
http://www.sciencedirect.com/science/article/pii/S030326471400080X


forces that drive the trajectory of evolution do not provide any absolute guarantee 
that human civilization will respond effectively to these challenges and survive 
them)."

That's no prediction and it is certainly not science. It's pure (political) prophesy. 
Given the way the author sets things up-with natural selection providing a 
'direction' for evolution in the way he wants: anything follows. Including that anti-
human paragraph about people *not* choosing to do stuff...but rather being 
compelled by evolution to participate in some sort of socialist structure. In my 
opinion: it's nonsense.

War and conflict and problems generally are soluble. If you want details...feel free 
to ask.

Brett.



From: Elliot Temple <curi@curi.us>
Subject: [BoI] hi guys – where to find more posts
Date: June 27, 2015 at 4:14 AM

hi everyone. basically we moved to Fallible Ideas list. there are lots of posts 
there. it’s a merger with BoI and several other David Deutsch related things.

https://groups.yahoo.com/neo/groups/fallible-ideas/info

Elliot Temple
www.fallibleideas.com
www.curi.us

From: Elliot Temple <curi@curi.us>

https://groups.yahoo.com/neo/groups/fallible-ideas/info


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Liberalism
Date: November 25, 2015 at 12:33 AM

On Aug 1, 2011, at 3:37 AM, Jordan Talcot <jordan.talcot@gmail.com> wrote to 
BoI:

On 2011-07-24, at 12:04 PM, Michael Smithson wrote:

One thing that comes up over and over again is that people think force is great 
at solving certain kinds of problems. They also overestimate the negative 
consequences of not using force.

So leftists think some free market policies are good, but left entirely to their 
own devices, markets will convulse and steal people's money, or something.

Another example: few parents are 100% authoritarian, but you tell them about 
TCS, and they will tell you how if you don't have bed-times and regulate 
popsicle intake carefully you will wind up with a wild and feral child, or 
something.

Missing from these stories is how force actually solves the concern at issue.

Markets can make mistakes. There can be fraud in them. Yes, and? How does 
regulation and government interference solve that?

Children can make mistakes (though I'll mention here people are unreasonable 
about the alleged problems caused by not keeping regular bed-times and 
eating "too many" popsicles.)

People don't just claim that children staying up too late or eating "too many" 
popsicles *cause* problems. Those *are* the problems.

Yes, and? How does parental force solve that?

Parental force *does* solve it in their eyes, because it makes the behaviour go 
away, and it was the behaviour that was the problem. People are unconcerned 



with ideas. They think that conforming matters. They don't care *why* the child 
conforms, they just want the child to conform.

The importance of ideas to life is one of Ayn Rand's big super-emphasized 
themes. And it's big in Popper/DD/TCS/ARR philosophy.

http://www.settingtheworldtorights.com had the slogan "Ideas have 
consequences."

But I agree most people are pretty unconcerned with ideas in a pretty broad way. 
This is a BIG problem, and BIG point of disagreement.

It gets in the way a lot because we're trying to do things like discuss better ideas. 
But they aren't interested. And since they don't discuss that, they don't find out 
why ideas are important (which is itself a matter of ideas).

What should we do about this?

Elliot Temple
www.fallibleideas.com
www.curi.us

http://www.settingtheworldtorights.com/


From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Mistakes don't last forever
Date: November 25, 2015 at 3:03 PM

On Jun 26, 2011, at 1:06 AM, Jordan Talcot <jordan.talcot@gmail.com> wrote to 
BoI:

Mistakes don't taint you. If you make a mistake but then improve, you're not 
mistaken anymore.

Once we're immortal, this will be even more important because everyone makes 
mistakes. If mistakes lasted forever, they would build up and overwhelm us 
eventually.

This is connected to Popper's idea that we can let mistakes die in our place.

What if the mistake is a murder? We can't bring the dead back to life. But, a 
person can change his personality not to be murderous anymore. He can 
change the mistaken idea.

Don't be gullible. If someone says he improved, it doesn't mean he did. You 
have to use your judgement.

You can't judge someone's understanding by their sincerity. You have to judge 
their knowledge directly. Consider if they have a good explanation, clearly 
stated, with no vague parts.

Most people have good explanations, clearly stated, with NO vague parts for ... 
little or nothing. So is that actually the right way to judge? How else might one 
judge?

Like say 95% of what they say is bullshit. But three quarters of the time they are 
bullshitting, it's roughly true-ish, sorta kinda mostly right. Then if they are 
bullshitting (instead of giving high quality non-vague explanations), you don't 
really know if it's true or not. Bullshitting is what they usually do when they're 
towards the honest and accurate side of their range.

Elliot Temple
www.fallibleideas.com
www.curi.us



From: Mark Hidden <mshidden@gmail.com>
Subject: [BoI] Re: Emulation vs Simulation
Date: December 18, 2015 at 12:59 PM

OK I still think their is a difference, now that you have talked to Sam
Harris.  Think about it from a moral standpoint. That is why a distinction
maters.

On Thursday, September 22, 2011 at 9:02:51 AM UTC-7, Mark Hidden wrote:

I often felt when reading begging of infinity that, the term emulation
should have been used instead  of simulation. when we talk about
uploading ones personality into a computer, do we really want it
simply to seem like,(simulation) or  would  you prefer it to be like
you (emulation).

I make this simple explanation, it's the differences between a bitmap
image and a vector image.  Or an explanation vs and observation.

I personally think their is a distinction what do you think?

-- 

From: 'Alan Forrester' via Beginning of Infinity <beginning-of-



From: 'Alan Forrester' via Beginning of Infinity <beginning-of-
infinity@googlegroups.com>
Cc: beginning-of-infinity@googlegroups.com
Subject: Re: [BoI] Re: Emulation vs Simulation
Date: December 18, 2015 at 4:34 PM

On 18 Dec 2015, at 17:59, Mark Hidden <mshidden@gmail.com> wrote:

On Thursday, September 22, 2011 at 9:02:51 AM UTC-7, Mark Hidden wrote:

I often felt when reading begging of infinity that, the term emulation
should have been used instead  of simulation. when we talk about
uploading ones personality into a computer, do we really want it
simply to seem like,(simulation) or  would  you prefer it to be like
you (emulation).

I make this simple explanation, it's the differences between a bitmap
image and a vector image.  Or an explanation vs and observation.

I personally think their is a distinction what do you think?

OK I still think their is a difference, now that you have talked to Sam Harris.  
Think about it from a moral standpoint. That is why a distinction maters.

A simulation can simulate every aspect of a particular process including how 
information flows to bring about a particular state.

Your thoughts are particular patterns of information processing in your brain, so a 
simulation can simulate everything about your thoughts.

So I don’t see why we should invent a different term.

Alan

PS - You may want to join the Fallible Ideas group, which has more discussion:

https://groups.yahoo.com/neo/groups/fallible-ideas/info.

https://groups.yahoo.com/neo/groups/fallible-ideas/info


Posts From 2016



From: Eivind Hagen <hagen.eivind@gmail.com>
Subject: [BoI] Mind map of the concepts covered in BoI ?
Date: February 10, 2016 at 1:27 AM

I'm greatly enjoying the audio version of this book. I'm interested in
mind-mapping the major concepts, and especially the various faulty
approaches of the past, so that I can better understand them all and thus
recognize when they are being used by others. Have anyone already created
such mind maps? I did the obligatory search, but found nothing.

-Eivind

-- 



From: Brett Hall <brhalluk@hotmail.com>
Subject: Re: [BoI] Mind map of the concepts covered in BoI ?
Date: February 10, 2016 at 2:25 AM

Could be an interesting exercise. Most mind maps I've seen connect ideas from a 
higher level to lower level hierarchy. There's rarely jumps or bridges from one 
side of the map to the other side. Or *all* other nodes.

My guess is for BoI, because it encapsulates an integrated worldview with no 
single "central" idea from which all "spokes" might come, you would need more 
than 2-dimensions to begin to represent the connections and individual nodes. 
"Explanations" would be a theme connecting to many (all?) others but so would 
"fallibalism" and "choice" and "fundamental laws" and "creativity" (*human* would 
connect to "choice" strongly  while "Darwinian evolution" wouldn't be so strong 
but would be strongly connected or close to "fundamental laws") and well-it would 
look like a 3D web I imagine. But even that would be misleading...

Worth a try?

Brett

On 10 Feb 2016, at 17:28, Eivind Hagen <hagen.eivind@gmail.com> wrote:

I'm greatly enjoying the audio version of this book. I'm interested in mind-
mapping the major concepts, and especially the various faulty approaches of 
the past, so that I can better understand them all and thus recognize when they 
are being used by others. Have anyone already created such mind maps? I did 
the obligatory search, but found nothing.

-Eivind

-- 



From: Elliot Temple <curi@curi.us>
Cc: FI <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] Mind map of the concepts covered in BoI ?
Date: February 10, 2016 at 3:38 PM

On Feb 9, 2016, at 10:27 PM, Eivind Hagen <hagen.eivind@gmail.com> wrote:

I'm greatly enjoying the audio version of this book. I'm interested in mind-
mapping the major concepts, and especially the various faulty approaches of 
the past, so that I can better understand them all and thus recognize when they 
are being used by others. Have anyone already created such mind maps? I did 
the obligatory search, but found nothing.

One question is whether it would include *only* ideas from BoI, or also other 
related ideas from DD? BoI the book doesn't have his complete worldview. For 
example, it largely omits DD's ideas about children and education, which are a 
major aspect of epistemology:

http://www.takingchildrenseriously.com/search/node/deutsch

I don't think anyone in the community has taken an interest in mind maps so far. 
Why do you think they are a good approach?

One thing a mind map *isn't* is a discussion.

Lots of us emphasize critical discussion heavily. Without error-correcting back-
and-forth exchanges, people will misunderstand tons of what they read in BoI. A 
mind map has overview/bullet-point type material, which won't clear up 
misunderstandings of details.

Elliot Temple
www.fallibleideas.com
www.curi.us

From: Eivind Hagen <hagen.eivind@gmail.com>

http://www.takingchildrenseriously.com/search/node/deutsch


From: Eivind Hagen <hagen.eivind@gmail.com>
Subject: Re: [BoI] Mind map of the concepts covered in BoI ?
Date: February 10, 2016 at 3:38 PM

I agree that the map could quickly get out of hand. I will try to focus on the parts 
that I have the most interest in relating to each other, which is basically the 
various forms of explanations, and how most of them fall short, and why.

-- 



From: Erdman West III <ewest@stny.rr.com>
Subject: [BoI] Infinite existence
Date: February 18, 2016 at 1:46 AM

What do you think of this concept?
Each universe is finite but there are infinite universes

-- 



From: Justin Mallone <justinceo@gmail.com>
Subject: Re: [BoI] Open Problems?
Date: April 30, 2016 at 9:02 PM

On Jul 4, 2011, at 6:01 AM, Jordan Talcot <jordan.talcot@gmail.com> wrote:

On 2011-06-30, at 2:55 PM, Alan Forrester wrote:

----- Original Message -----
From: Elliot Temple <curi@curi.us>
To: beginning-of-infinity@googlegroups.com
Cc: 
Sent: Wednesday, 29 June 2011, 17:32
Subject: Re: [BoI] Open Problems?

BoI doesn't solve epistemology. For example, the "hard to vary" 
criterion can be varied into other criteria which are pretty equivalent like 
"non-arbitrary" or "adapted". So why is "hard to 
vary" favored? There must be a deeper something.

"Hard to vary" applies to explanations: it says that the details of an explanation 
should play a functional role in the explanation (BoI, p.24). 

By contrast, not all adaptations are explanations. Indeed, some evolutionary 
adaptations are easy to vary: why do peacocks have nice tails instead of giant 
wangs or fancy eyebrows? The details of the tails have almost nothing to do 
with the function they serve: the tails are just a way of showing off genes that 
are capable of wasting material while still propagating. Any conspicuous waste 
of material would serve the same function. Adapted is not similar to hard to 
vary: all it implies is the ability to propagate in a particular environment.

Chapter 4 of BoI explicitly says that good adaptations are hard to vary:



That a gene is adapted to a given function means that few, if any, small 
changes would improve its ability to perform that function. Some changes 
might make no practical difference to that ability, but most of those that did 
would make it worse. In other words good adaptations, like good explanations, 
are distinguished by being hard to vary while still fulfilling their functions.

Do you mean to disagree with this, or is there something I am missing?

Jordan

From: Justin Mallone <JUSTINCEO@GMAIL.COM>



From: Justin Mallone <JUSTINCEO@GMAIL.COM>
Subject: Re: [BoI] Misinterpreting Quotations
Date: May 3, 2016 at 9:48 PM

On Jul 21, 2011, at 4:20 AM, Jordan Talcot <jordan.talcot@gmail.com> wrote:

http://www.mises.ca/posts/articles/rothbard-was-a-red/ :

What, according to Rand, is the method [by which one acquires and organizes 
knowledge]?

Learning to speak is a process of automatizing the use (i.e. the meaning and 
the application) of concepts. And more: all learning involves a process of 
automatizing, i.e., of first acquiring knowledge by fully conscious, focused 
attention and observation, then of establishing mental connections which 
make that knowledge automatic (instantly available as a context), thus 
freeing man’s mind to pursue further, more complex knowledge.[2]

In other words, Rand’s take is that we consciously observe the world around 
us and form concepts based on what we see. That big, scary, moving thing is a 
mystery until we hop in and it takes us to the grocery store – only then do we 
understand it to be an automobile. At least, that’s what Rand believed.

I am not sure what he is trying to criticize when he says that we don't know what 
a car is until we actually get in one and drive somewhere with it. This doesn't 
seem to have anything to do with what Rand said and is vague. Can anyone 
explain what he means and its connection to Rand's statement?

We aren't born with knowledge of automobiles. In order to know what they are, 
we have to have to observe *something* external to us. But, Rand's quote does 
not imply that the only kind of observation that would allow us to learn anything 
about automobiles is riding inside an automobile.

Now let's consider another issue. Quotes first:

Mises:

http://www.mises.ca/posts/articles/rothbard-was-a-red/


no kind of experience can ever force us to discard or modify a priori theorems. 
They are not derived from experience; they are logically prior to it and cannot 
be either proved by corroborative experience or disproved by experience to the 
contrary.[3]

Ryan P. Long:

Here there appears to be a conflict between the two since Rand claims that 
knowledge comes from observation, and Mises insists that a priori theorems 
are logically prior.

Rand:

acquiring knowledge by fully conscious, focused attention and observation, 
then of establishing mental connections which make that knowledge automatic 
(instantly available as a context), thus freeing man’s mind to pursue further, 
more complex knowledge.[2]

Rand did not say all knowledge comes from observation though. She said from 
"attention and observation". He missed the conjunction.

Attention to a priori issues can create a priori knowledge without observation.

Note also that the Mises quote does not say that there are any true a priori 
theories, or that any human knowledge consists of a priori theories.

Conflict resolved. Further analysis of the ideas of Rand and Mises may yeild 
further conflicts. But Ryan chose these quotes to make a point, and he was 
mistaken.

Jordan



From: 'john w Shaw' via Beginning of Infinity <beginning-of-
infinity@googlegroups.com>
Subject: [BoI] Re: Wavefunction Realism vs Space-Time State realism
Date: May 24, 2016 at 12:14 PM

Quantum Reality is of such a different order to human reality that I doubt
we can ever have a vocabulary which will enable us to fully  comprehend or
understand quantum reality. It is this human inability to go beyond the
limitations our own perception which create the barrier to our accepting
and making sense of this alternative but actual reality. John.

On Sunday, October 7, 2012 at 7:54:57 AM UTC+1, DS89 wrote:

I was just reading some of the chapters from the upcoming book "The
Wavefunction" by David Z. Albert where several different authors make their
case for/against wavefunction realism and discuss the ontology of the WF in
general.

We all know that the Everettian interpretation is very much "The WF is all
there is", but David Wallace and Chris Timpson think that the standard "WF
realism" is untenable and that itshould be replaced by space-time state
realism.
I was just wondering: which view is the fungible worlds ?

-- 



From: 'Alan Forrester' via Beginning of Infinity <beginning-of-
infinity@googlegroups.com>
Subject: Re: [BoI] Wavefunction Realism vs Space-Time State realism
Date: May 24, 2016 at 3:10 PM

On 24 May 2016, at 17:14, 'john w Shaw' via Beginning of Infinity <beginning-of-
infinity@googlegroups.com> wrote:

Quantum Reality is of such a different order to human reality that I doubt we can 
ever have a vocabulary which will enable us to fully  comprehend or understand 
quantum reality. It is this human inability to go beyond the limitations our own 
perception which create the barrier to our accepting and making sense of this 
alternative but actual reality. John.

Your idea that quantum mechanics is incomprehensible is refuted in Chapter 11 
of a book called "The Beginning of Infinity”. You might want to read it.

Alan

From: 'john w Shaw' via Beginning of Infinity <beginning-of-



From: 'john w Shaw' via Beginning of Infinity <beginning-of-
infinity@googlegroups.com>
Subject: Re: [BoI] Wavefunction Realism vs Space-Time State realism
Date: May 24, 2016 at 5:01 PM

Thanks Allan I will have a look, John.

On Tue, May 24, 2016 at 8:10 PM, 'Alan Forrester' via Beginning of Infinity
<beginning-of-infinity@googlegroups.com> wrote:

On 24 May 2016, at 17:14, 'john w Shaw' via Beginning of Infinity <
beginning-of-infinity@googlegroups.com> wrote:

Quantum Reality is of such a different order to human reality that I doubt
we can ever have a vocabulary which will enable us to fully  comprehend or
understand quantum reality. It is this human inability to go beyond the
limitations our own perception which create the barrier to our accepting
and making sense of this alternative but actual reality. John.

Your idea that quantum mechanics is incomprehensible is refuted in Chapter
11 of a book called "The Beginning of Infinity”. You might want to read it.

Alan

--



From: Elliot Temple <curi@curi.us>
Cc: ARR <Autonomy-Respecting-Relationships@yahoogroups.com>, RP 
<rational-politics-list@googlegroups.com>, Objectivism Discussion <objectivism-
discussion@googlegroups.com>
Subject: [Objectivism Discussion] New Fallible Ideas Newsletter
Date: September 7, 2016 at 3:46 PM

I'm making a newsletter. Find out what's going on with Taking Children Seriously, 
Fallible Ideas and other related philosophy. Receive 1-4 emails per month.

Sign up at:

http://fallibleideas.com/newsletter

Elliot Temple
Follow me on Twitter @curi42

-- 
You received this message because you are subscribed to the Google Groups 
"Objectivism Discussion" group.
To unsubscribe from this group and stop receiving emails from it, send an email 
to objectivism-discussion+unsubscribe@googlegroups.com.
For more options, visit https://groups.google.com/d/optout.

http://fallibleideas.com/newsletter
https://groups.google.com/d/optout


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Beginning of Infinity Group
Date: October 6, 2016 at 2:18 PM

Hi everyone. I'm the owner of this group and the BoI website. I wrote 200 pages 
of edits and comments for BoI, and have discussed with David Deutsch for 
thousands of hours. I can field questions about BoI.

You can ask here. However...

This group isn't very active because the discussion joined with a few related 
groups, such as the Taking Children Seriously group. That's a parenting and 
educational philosophy founded by David Deutsch.

The active group for discussing BoI, TCS, and the broader philosophy is here:

http://fallibleideas.com/discussion-info

If you're curious about a rational approach to parenting which fits with the BoI 
worldview, start here:

http://fallibleideas.com/essays/taking-children-seriously

Elliot Temple
Get my philosophy newsletter:
www.fallibleideas.com/newsletter

-- 

http://fallibleideas.com/discussion-info
http://fallibleideas.com/essays/taking-children-seriously


From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fwd: Fallible Ideas Newsletter
Date: October 6, 2016 at 2:20 PM

Some of my background:

Begin forwarded message:

Fallible Ideas Newsletter
(Click here to view this email in your web browser <http://us14.campaign-
archive1.com/?
u=b2e8e68c5818e273d86964fc1&id=ea0d1bb3a1&e=9476053a62>.)

Welcome to my first newsletter. I'll try to talk about philosophy in a clear, simple 
way. I'd rather be helpful than impress you with technical jargon.

Who Am I?
I've been a philosopher for 15 years, so I'll start with some background. How'd I 
get here?

I read David Deutsch <http://fallibleideas.us14.list-manage1.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=0365ab14ec&e=9476053a62>'s book The 
Fabric of Reality <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=6dc6cb18e4&e=9476053a62>. It's one of 
the best books ever written, along with his newer book The Beginning of Infinity 
<http://fallibleideas.us14.list-manage2.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=1f049f14cc&e=9476053a62> which I 
made a website <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=e2a67e2972&e=9476053a62> for and 
helped edit.

These may look like popular science books, but they say more about philosophy 
than science. They discuss topics like how people learn ideas, how to get good 
ideas, how to spot and reject bad ideas, and how reason works. Philosophy of 
Ideas is the most important branch of philosophy. It goes by the fancy name 
epistemology.

Since I loved The Fabric of Reality, I went to David's website. I found Taking 
Children Seriously <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=d7e11343a4&e=9476053a62>. (Original 
archived site <http://fallibleideas.us14.list-manage1.com/track/click?

http://us14.campaign-archive1.com/?u=b2e8e68c5818e273d86964fc1&id=ea0d1bb3a1&e=9476053a62
http://fallibleideas.us14.list-manage1.com/track/click?u=b2e8e68c5818e273d86964fc1&id=0365ab14ec&e=9476053a62
http://fallibleideas.us14.list-manage.com/track/click?u=b2e8e68c5818e273d86964fc1&id=6dc6cb18e4&e=9476053a62
http://fallibleideas.us14.list-manage2.com/track/click?u=b2e8e68c5818e273d86964fc1&id=1f049f14cc&e=9476053a62
http://fallibleideas.us14.list-manage.com/track/click?u=b2e8e68c5818e273d86964fc1&id=e2a67e2972&e=9476053a62
http://fallibleideas.us14.list-manage.com/track/click?u=b2e8e68c5818e273d86964fc1&id=d7e11343a4&e=9476053a62
http://fallibleideas.us14.list-manage1.com/track/click?u=b2e8e68c5818e273d86964fc1&id=90b52bee51&e=9476053a62


archived site <http://fallibleideas.us14.list-manage1.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=90b52bee51&e=9476053a62>.) I wasn't 
especially interested in parenting at the time, but I enjoyed reading high quality 
ideas.

Why did David write about parenting? Philosophy of Ideas covers how people 
learn. That makes it central to the field of education (it's sadly neglected). And 
education is a major parenting activity.

David's philosophy is a refinement of Karl Popper's <http://fallibleideas.us14.list-
manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=522da82c94&e=9476053a62> Critical 
Rationalism. Popper was an intellectual giant. He made major philosophical 
breakthroughs on issues which everyone had been stuck on since ancient 
Greece, over 2000 years ago. Popper is best known for solving the problem of 
induction <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=3f49f54ff5&e=9476053a62>. 
(Unfortunately, few philosophers have understood the solution yet.)

Taking Children Seriously had more than just essays. Dozens of people were 
actively having email discussions. People would ask and answer questions, 
discuss parenting scenarios, and talk about philosophical connections.

I started participating and found it fun. I like debating which ideas are true. I had 
tons of questions and learned quickly. People discussed a variety of topics 
because they wanted to apply rational thinking to every field. I found out about 
about capitalism, libertarianism and Ayn Rand. I'm from the San Francisco Bay 
Area and wasn't really familiar with right wing ideas before that! People also 
questioned marriage, monogamy, the social sciences, animal rights, recycling, 
mental illness, and school.

David liked my questions and thinking. We started talking regularly. I lost every 
major argument for the first five years or so, which was wonderful. I changed my 
mind about tons of stuff. Some people don't like finding out they're mistaken or 
ignorant, but it's a great opportunity to get better ideas. I got thousands of hours 
of individual, personal help from David to learn philosophy.

Over time I became the most active writer in the Taking Children 
Seriouslycommunity, read the most philosophy books, and had the most 
discussions. I've put lots of (enjoyable) effort into figuring philosophy out.

http://fallibleideas.us14.list-manage1.com/track/click?u=b2e8e68c5818e273d86964fc1&id=90b52bee51&e=9476053a62
http://fallibleideas.us14.list-manage.com/track/click?u=b2e8e68c5818e273d86964fc1&id=522da82c94&e=9476053a62
http://fallibleideas.us14.list-manage.com/track/click?u=b2e8e68c5818e273d86964fc1&id=3f49f54ff5&e=9476053a62


Fallible Ideas
I made a website, Fallible Ideas <http://fallibleideas.us14.list-
manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=6bef5be148&e=9476053a62>, where I 
posted a collection of essays covering reason, tradition, parenting and more. I 
also merged several topical discussion groups (including Taking Children 
Seriously) into one called Fallible Ideasbecause it's all related by the underlying 
philosophy. (Join here <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=d6cf9826ae&e=9476053a62>.)

Fallible Ideas builds on David's thinking, which builds on Popper's. I also found 
some improvements when studying other philosophers and created some new 
ideas myself.

I'll discuss more of my intellectual history in the next newsletter. What ideas did I 
learn? Why do I think they're true? For now I'll explain the name Fallible Ideas.

Fallibility is a philosophy word meaning capable of failing. I know I could be 
mistaken about any of my ideas. All people are fallible. It's impossible to ever 
guarantee an idea is true.

Mistakes play a major role in my philosophy. Mistakes aren't just possible, 
they're commonplace. Even when people feel absolutely sure, mistakes are still 
common. Because we all make frequent mistakes, a major goal should be to 
look for our mistakes and fix some of them. The more of our mistakes we find 
and fix, the more we can improve. We'll never be perfect, but there are no limits 
on improvement either. (The possibility of infinite progress is one of the reasons 
David named his book The Beginning of Infinity <http://fallibleideas.us14.list-
manage2.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=5a96f29de5&e=9476053a62>.)

Tips to help with finding and fixing mistakes:

Prioritize topics you care about.
Write down ideas you want to think over.
Make ideas super clear and try to simplify.
Share your ideas in public and read critical comments.
Understand and judge ideas yourself.
Look for reasons you're wrong, not just reasons you're right.

http://fallibleideas.us14.list-manage.com/track/click?u=b2e8e68c5818e273d86964fc1&id=6bef5be148&e=9476053a62
http://fallibleideas.us14.list-manage.com/track/click?u=b2e8e68c5818e273d86964fc1&id=d6cf9826ae&e=9476053a62
http://fallibleideas.us14.list-manage2.com/track/click?u=b2e8e68c5818e273d86964fc1&id=5a96f29de5&e=9476053a62


In every disagreement, at least one guy is mistaken. It could be you.
Focus on being calm while analyzing mistakes.
Tiny fixes matter. They add up.
Have patience with different perspectives and cultures:
[S]omeone who is far in advance of most people about an important moral issue 
is likely not to be understood at first, and in the meantime, to be hated and 
vilified just as much as someone who is egregiously wrong. How could it be 
otherwise?

– David Deutsch

Dealing with mistakes is one of the fundamental issues in philosophy. How do 
you know what's a mistake and what's correct? It's hard. It even comes up in 
other fields, like computer science, under the name error detection and 
correction <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=e81757d122&e=9476053a62>.

I chose the name Fallible Ideas to emphasize the dealing-with-mistakes issue 
and to express humility. I don't want anyone to treat me like an authority or take 
my word for anything. Use your own judgement. I aim to write clear, simple 
explanations that help people understand things for themselves.

Links:
Think <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=5aae1f5176&e=9476053a62> and Why 
Philosophy? <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=c201bb4ed1&e=9476053a62> are two of 
my favorite philosophy introductions to get you started. They emphasize the 
dealing-with-mistakes issue.

I wrote a new piece on rational parenting <http://fallibleideas.us14.list-
manage2.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=ddddc288ad&e=9476053a62> and its 
connections to philosophy. I put lots of time into it and am really happy with the 
result.

Justin and I made pro Trump videos <http://fallibleideas.us14.list-
manage1.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=f4e8932123&e=9476053a62>. I try to use 
philosophy to judge political ideas.

http://fallibleideas.us14.list-manage.com/track/click?u=b2e8e68c5818e273d86964fc1&id=e81757d122&e=9476053a62
http://fallibleideas.us14.list-manage.com/track/click?u=b2e8e68c5818e273d86964fc1&id=5aae1f5176&e=9476053a62
http://fallibleideas.us14.list-manage.com/track/click?u=b2e8e68c5818e273d86964fc1&id=c201bb4ed1&e=9476053a62
http://fallibleideas.us14.list-manage2.com/track/click?u=b2e8e68c5818e273d86964fc1&id=ddddc288ad&e=9476053a62
http://fallibleideas.us14.list-manage1.com/track/click?u=b2e8e68c5818e273d86964fc1&id=f4e8932123&e=9476053a62


I mentioned mental illness above. I consider it a harmful, irrational myth used to 
attack people who are different or unwanted. Interested? Start with this short 
manifesto <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=fd706a040b&e=9476053a62> by my 
friend Thomas Szasz. I've got an essay explaining my thinking which you can 
buy here <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=efe947a25b&e=9476053a62>. Szasz 
wrote over 30 books with details, such as The Myth of Mental Illness: 
Foundations of a Theory of Personal Conduct <http://fallibleideas.us14.list-
manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=009dc17f00&e=9476053a62>.

By Elliot Temple. Want more? View my essays <http://fallibleideas.us14.list-
manage1.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=808f9489dd&e=9476053a62> and blog 
<http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=c1d54d76fe&e=9476053a62>.

If you were forwarded this email, click here to sign up 
<http://fallibleideas.us14.list-manage.com/subscribe?
u=b2e8e68c5818e273d86964fc1&id=9a450fabc1> for the Fallible Ideas 
newsletter.

From: Elliot Temple <curi@curi.us>
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From: Elliot Temple <curi@curi.us>
Subject: [BoI] Fwd: Fallible Ideas Newsletter 3
Date: October 6, 2016 at 3:19 PM

my newsletter from today:

Begin forwarded message:

Fallible Ideas Newsletter
(View this email in your web browser <http://us14.campaign-archive2.com/?
u=b2e8e68c5818e273d86964fc1&id=fbe3f477e5&e=9476053a62>.)

Political philosophy is the second area I learned to apply philosophy of ideas to, 
after parenting <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=fe60a76ba2&e=9476053a62>. (Read 
more about my background in my previous newsletters 
<http://fallibleideas.us14.list-manage1.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=7904c5de1e&e=9476053a62>). I consider 
philosophical questions like: What kind of society helps people find and fix their 
mistakes? And how do we design government so it isn't a disaster when our 
fallible leaders inevitably make some mistakes? I've found this fruitful.

Liberalism
I'm currently writing an essay about liberalism. Liberalism means freedom, 
individualism <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=bb2ead3143&e=9476053a62>, limited 
government, and capitalism <http://fallibleideas.us14.list-
manage1.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=feec0acfb1&e=9476053a62>.

Freedom means individuals make their own choices. So they can judge what is 
a mistake themselves, and can take action to fix it. This works pretty well 
because people know and care the most about their own life.

When a dictator bosses you around, then your thinking doesn't matter much. 
You do as you're told, even if you know it's a mistake and you know a better 
way.

What about a committee of experts or philosopher kings? They should give 
persuasive advice instead of orders.
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Unlimited majority rule doesn't work well either because innovative new ideas 
are usually minority opinions. People need freedom to develop ideas before 
they're accepted by the majority.

That doesn't mean democracy is bad. Democracy allows for changing leaders 
and policies without violence. A bad leader is a mistake which an election can 
fix. (This view is from Karl Popper <http://fallibleideas.us14.list-
manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=5afec495e8&e=9476053a62>.) 
Democracy works well with a limited government where voting to take away 
people's freedom isn't on the ballot.

The purpose of government is to limit violence, not to limit freedom. We don't 
want might-makes-right anarchy and fighting. So we have government to handle 
violent conflicts and conflicts which could escalate to violence (like fraud, 
stalking and contract disputes).

But the government is dangerous because it's allowed to use violence to 
enforce its laws. So we need safeguards against abuse of power. That includes 
limited powers and checks and balances.

Small government is a safeguard too. The less government there is, the less 
potential for misuse of violence. Non-government groups should do all they can. 
They're safer because the government prevents them from using violence or 
fraud. (But there's no more powerful group watching over the government!)

So the government shouldn't run our healthcare or schools. The special power 
to use violence isn't helpful to teaching or healing, and should be kept 
completely separate as a safeguard.

Violence is irrational and hurts people. Tank battles are bad at improving our 
ideas. Stabbing someone doesn't figure out who is mistaken. When you argue 
your case with words, other people can double check if you're right. When you 
point a gun at them, you stop them from looking for mistakes. (The only good 
reason to use violence is for defense, when an aggressor isn't allowing any 
peaceful options.)

A liberal government provides laws which address conflicts between people, 
courts to adjudicate problems, and defense against violence. Laws should be 
simple and predictable so people know what's allowed before they do something 

http://fallibleideas.us14.list-manage.com/track/click?u=b2e8e68c5818e273d86964fc1&id=5afec495e8&e=9476053a62


wrong. Unclear laws also give more room for judges and juries to be biased.

A limited government is limited from trampling on people's freedom and abusing 
its guns.

Free speech allows for criticism – which helps point out and fix mistakes.

Free action allows for science experiments (even if they violate a taboo) – which 
helps us understand reality more correctly. Freedom of action also lets you live 
according to your best judgement, rather than taking actions you consider 
mistakes.

Free trade allows people to fix problems with the current allocation of resources. 
E.g. I really want your old iPod, and you really want my old bike, so we trade.
Any trade for mutual benefit improves the allocation of resources according to
the judgement of the traders. That's because they each believe they end up with
something more useful to them – or they would decline to trade. (This only
works when people are free to decline trades with no fear of violence.)

Money is a tool that helps make trading more convenient. I can sell my bike and 
buy an iPod on different days, with different people. And using money still works 
if the the bike and iPod have different values (then they wouldn't be a fair trade).

These are some of the issues I write about. I aim to make them easier to 
understand in detail. FYI you can reply to this email with your comments.

Flawed Psychology Papers
I've long known that you can't trust published academic papers or books (let 
alone the mainstream articles covering them). When I read them myself, I 
usually find mistakes. I'm not the only one to notice problems:

Statcheck <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=dff62cfbe9&e=9476053a62> is new 
software which automatically checks for math errors in psychology papers. It 
found lots of errors <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=8905067503&e=9476053a62>, which 
offended many of the mistaken authors. It also found bias:

Most striking was that the errors weren’t entirely random. Most of the errors 
tipped the results in favor of statistical significance.
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Princeton's Susan Fiske suggests <http://fallibleideas.us14.list-
manage1.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=2d468eea5b&e=9476053a62>:

These are ad-hominem attacks.

and calls criticism:

methodological terrorism

What sort of stuff does she consider ad-hominem?

The problem is where he accuses me of having published statistically faulty 
research.

...

He identified one correction ... When this was pointed out to us, we issued a 
correction.

The former president of the Association for Psychological Science considers 
true criticism of statistics errors to be ad hominem! And comparable to terrorism! 
She also objects to discussing errors in public (for publicly published papers).

This is very sad. But it's worthwhile to be aware of problems. Knowing what's 
going on helps us be less gullible. And this is worth fixing. I hope to help by 
explaining better methods of thinking (e.g. Paths Forward 
<http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=5c8b651224&e=9476053a62>) which are 
more focused on finding and fixing mistakes.

News and Links
Related: over half of medical studies may be flawed 
<http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=fb4da84eae&e=9476053a62>.

Over a 10-year stretch ... Amgen’s scientists had tried to replicate the findings of 
53 “landmark” studies in cancer biology. Just six of them came up with positive 
results.
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My pro Trump video, Make Detroit Great Again, was featured on Truth Revolt 
<http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=b66976664f&e=9476053a62>! It now has 
over 1900 views.

Liberalism: The Classical Tradition <http://fallibleideas.us14.list-
manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=499b60e7e7&e=9476053a62> (free) by 
Ludwig von Mises <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=cbdc05104c&e=9476053a62> is my 
favorite book explaining what liberalism is.

Capitalism: The Unknown Ideal <http://fallibleideas.us14.list-
manage1.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=f74554d7ce&e=9476053a62> by Ayn 
Rand is a wonderful book.

I've been learning about video editing and encoding which is pretty neat. I 
reported a bug <http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=44ca93dd95&e=9476053a62> in 
Screenflow. I found a problem in my video using analysis of keyframes 
<http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=41e7927cc9&e=9476053a62>. I enjoyed 
reading some details <http://fallibleideas.us14.list-manage1.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=a8c6147e89&e=9476053a62>. I think 
videos can help share my thinking and writing process.

I made a video presentation sharing some thoughts on pricing. Buy here 
<http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=028c6781c5&e=9476053a62>.

By Elliot Temple. Want more? View my essays <http://fallibleideas.us14.list-
manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=021445be9d&e=9476053a62> and blog 
<http://fallibleideas.us14.list-manage.com/track/click?
u=b2e8e68c5818e273d86964fc1&id=ad22c04740&e=9476053a62>.

If you were forwarded this email, click here to sign up 
<http://fallibleideas.us14.list-manage2.com/subscribe?
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u=b2e8e68c5818e273d86964fc1&id=9a450fabc1> for the Fallible Ideas 
Newsletter.
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Posts From 2017



From: Fred Welf <fwelfar@gmail.com>
Subject: [BoI] Re: Liberalism
Date: June 13, 2017 at 12:45 AM

I was quite surprised not to find any discussion of the pertinent
distinction between positive freedom and negative freedom which is the
basis for the liberal paradox. Isaiah Berlin was one of the purveyors of
this issue and since then, 1958, other aspects of freedom have arisen.
Liberalism has therefore turned into a dualism of powerful agents doing as
they please and the state restricting the activities of many classes
through their public policies. The net result has been a neoliberalism and
an extreme inequality. This combination has then led to populist
resistance, leftish and rightish, which is developing indeterminately. One
of the main problems with liberalism is the overemphasis on property,
ownership, production and profits to the drawbacks of certain demographic
results: crime rates, poverty, the weakening of the legislation arm of the
state and the resulting non-prosecution of certain crimes: banking,
financialization, tax evasion, disenfranchisement, real estate scams, etc.,
and the zealous prosecution of other crimes: tickets, drug sales and use,
prostitution, domestic violence, etc.

-- 



From: 'Alan Forrester' via Beginning of Infinity <beginning-of-
infinity@googlegroups.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [BoI] Re: Liberalism
Date: June 13, 2017 at 1:47 AM

On 13 Jun 2017, at 05:45, Fred Welf <fwelfar@gmail.com> wrote:

I was quite surprised not to find any discussion of the pertinent distinction 
between positive freedom and negative freedom which is the basis for the liberal 
paradox. Isaiah Berlin was one of the purveyors of this issue and since then, 
1958, other aspects of freedom have arisen. Liberalism has therefore turned 
into a dualism of powerful agents doing as they please and the state restricting 
the activities of many classes through their public policies. The net result has 
been a neoliberalism and an extreme inequality.

Can you provide a link to an account of the neoliberal position, and some 
criticisms of it? Or can you write such a criticism?

This combination has then led to populist resistance, leftish and rightish, which 
is developing indeterminately. One of the main problems with liberalism is the 
overemphasis on property, ownership, production and profits to the drawbacks 
of certain demographic results: crime rates, poverty, the weakening of the 
legislation arm of the state and the resulting non-prosecution of certain crimes: 
banking, financialization, tax evasion, disenfranchisement, real estate scams, 
etc., and the zealous prosecution of other crimes: tickets, drug sales and use, 
prostitution, domestic violence, etc.

You’re writing about the consequences of an idea you haven’t even stated. 
Nobody can understand how those consequences are supposed to follow from a 
word standing in for an unexplained position.

Nor have you clearly stated the consequences themselves. For example, you say 
“the resulting non-prosecution of certain crimes: banking”. Does this mean you 
regard all banking as criminal?

Alan

PS - The BOI group isn’t very active. You might be better off discussing this on 

the Fallible Ideas group



the Fallible Ideas group

https://groups.yahoo.com/neo/groups/fallible-ideas/conversations/messages

https://groups.yahoo.com/neo/groups/fallible-ideas/conversations/messages


From: Fred Welf <fwelfar@gmail.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [BoI] Re: Liberalism
Date: June 14, 2017 at 10:41 PM

No, all banking is not criminal and banking is not necessarily the problem.
The problem is the Justice Department; from the AG to the Director of the
CIA and FBI - many crimes are simply not prosecuted! One glaring example is
the Financial Crisis of 2008 - not one single person was prosecuted for the
nonsense, similarly to the S&L crisis in the late 1980's for which a few
individuals were scapegoated, however.

Our government cannot make the obvious connect between inequality and crime
including the murder and suicide rates, so while the inequality rate soars,
the government prosecutes street crime and white collar crime goes
unpunished and unchecked.  In the past 30 years, the US Government has
simply stopped prosecuting banks for fraud! What this means is that banks
are not beholden to oversight and so the employees play fast and loose with
the rules - bank accounts that are suddenly erased or the owners
arbitrarily changed, loans that are processed for some and denied for
others! Some banks seem not to have any moral encumbrances.

I consider some of the consequences of liberalism - both varieties of
state-interventionism and strong limitations on state activity including a
generalized constraint on self-responsibility and self-determination:

1. forms of welfarism as housing subsidies, rent-stabilized, and section 8
housing as on the same level as affordable housing which is not only
unavailable but conceals the incredible frequency of foreclosures while the
subprime mortgage practice continues, and the housing shortage
exponentially expands

2. as disenfranchisement or the restriction of the right to vote as a
result of either the lack of ID or the event of having been convicted of a
crime not to mention the arbitrary change of venue "Where do I go to vote?"
but also the lack of pertinent information from any source as to who is
running for what (I am also dismayed that so-called elected judges refuse
to answer any campaign questions as if they are exempt from having to make
a statement about their interpretations of certain legal trends



3. as tax evasion not only by most corporations but as a gigantic
uncollected pool of funds that the general population simply has not paid
and is directly related to the deficit

4. as the ridiculous practice of financialization where individuals,
proprietorships and corporations can act as irresponsible as they like,
file for bankruptcy and have their debts wiped off with no further
culpability, e.g. credit card debt, the whining about college debt, immense
corporate financializing schemes with very low interest rates where their
debt continuously increases while all that must be paid is the interest.

These are some of the nonsense consequences which were directly stated in
my initial post. I wonder if you decided they were not stated as if you had
read carefully or were blinded by your own overreaction to the first few
sentences!!

On Tue, Jun 13, 2017 at 1:47 AM, 'Alan Forrester' via Beginning of Infinity
<beginning-of-infinity@googlegroups.com> wrote:

On 13 Jun 2017, at 05:45, Fred Welf <fwelfar@gmail.com> wrote:

I was quite surprised not to find any discussion of the pertinent
distinction between positive freedom and negative freedom which is the
basis for the liberal paradox. Isaiah Berlin was one of the purveyors of
this issue and since then, 1958, other aspects of freedom have arisen.
Liberalism has therefore turned into a dualism of powerful agents doing as
they please and the state restricting the activities of many classes
through their public policies. The net result has been a neoliberalism and
an extreme inequality.

Can you provide a link to an account of the neoliberal position, and some
criticisms of it? Or can you write such a criticism?

This combination has then led to populist resistance, leftish and
rightish, which is developing indeterminately. One of the main problems
with liberalism is the overemphasis on property, ownership, production and
profits to the drawbacks of certain demographic results: crime rates,
poverty, the weakening of the legislation arm of the state and the
resulting non-prosecution of certain crimes: banking, financialization, tax
evasion, disenfranchisement, real estate scams, etc., and the zealous



prosecution of other crimes: tickets, drug sales and use, prostitution,
domestic violence, etc.

You’re writing about the consequences of an idea you haven’t even stated.
Nobody can understand how those consequences are supposed to follow from 
a
word standing in for an unexplained position.

Nor have you clearly stated the consequences themselves. For example, you
say “the resulting non-prosecution of certain crimes: banking”. Does this
mean you regard all banking as criminal?

Alan

PS - The BOI group isn’t very active. You might be better off discussing
this on the Fallible Ideas group

https://groups.yahoo.com/neo/groups/fallible-ideas/conversations/messages

--

From: Elliot Temple <curi@curi.us>
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Liberalism
Date: June 14, 2017 at 11:09 PM

On Jun 14, 2017, at 7:41 PM, Fred Welf <fwelfar@gmail.com> wrote:

On Tue, Jun 13, 2017 at 1:47 AM, 'Alan Forrester' wrote:

On 13 Jun 2017, at 05:45, Fred Welf <fwelfar@gmail.com> wrote:

I was quite surprised not to find any discussion of the pertinent distinction 
between positive freedom and negative freedom which is the basis for the 
liberal paradox. Isaiah Berlin was one of the purveyors of this issue and since 
then, 1958, other aspects of freedom have arisen. Liberalism has therefore 
turned into a dualism of powerful agents doing as they please and the state 
restricting the activities of many classes through their public policies. The net 
result has been a neoliberalism and an extreme inequality.

I don't think there's a paradox. I only accept negative freedom as freedom. I reject 
"positive freedom". Freedom means, in short, being left alone. Protection from 
violence helps enable freedom, but other than that help isn't really relevant to 
freedom.

Lots of other things besides freedom are *good*. Freedom is a limited concept 
which doesn't include everything good. Other good things, separate from 
freedom, include grocery stores, knowledge, iPhones and scientific research. 
Fortunately they are fully compatible with freedom (and actually freedom helps 
with those 4 examples I listed). We can have all of them.

Today's US left wing isn't liberal, nor is crony capitalism. Both advocate, for 
example, a government which steps way outside its proper role (according to 
liberalism) which is the defense of men's rights.

Can you provide a link to an account of the neoliberal position, and some 
criticisms of it? Or can you write such a criticism?

This combination has then led to populist resistance, leftish and rightish, 
which is developing indeterminately. One of the main problems with liberalism 



is the overemphasis on property, ownership, production and profits

How are those overemphasized? Let's start with property. Should my property be 
mine *sometimes* or *always*? If my property isn't always mine, whose is it and 
why? And how should I plan for the future if I can't rely on having my property to 
use in the future?

to the drawbacks of certain demographic results: crime rates, poverty, the 
weakening of the legislation arm of the state and the resulting non-
prosecution of certain crimes: banking, financialization, tax evasion, 
disenfranchisement, real estate scams, etc., and the zealous prosecution of 
other crimes: tickets, drug sales and use, prostitution, domestic violence, etc.

You’re writing about the consequences of an idea you haven’t even stated. 
Nobody can understand how those consequences are supposed to follow from 
a word standing in for an unexplained position.

Nor have you clearly stated the consequences themselves. For example, you 
say “the resulting non-prosecution of certain crimes: banking”. Does this mean 
you regard all banking as criminal?

No, all banking is not criminal and banking is not necessarily the problem. The 
problem is the Justice Department; from the AG to the Director of the CIA and 
FBI - many crimes are simply not prosecuted! One glaring example is the 
Financial Crisis of 2008 - not one single person was prosecuted for the 
nonsense, similarly to the S&L crisis in the late 1980's for which a few 
individuals were scapegoated, however.

Our government cannot make the obvious connect between inequality and 
crime including the murder and suicide rates,

Crime is most related to bad ideas. There are many people who, even if bad 
situations, still wouldn't commit crimes. They have better ideas about how to 
approach life than the people who choose to be criminals.

As to inequality, I think that's the wrong issue. It matters to jealous people. But 
what matters a lot more to reasonable people is poverty. If I'm rich and you're 
even richer, I shouldn't be too unhappy about the inequality. But if I'm poor, that's 
a problem (even if you're poor too so we're equally shabby).



so while the inequality rate soars, the government prosecutes street crime and 
white collar crime goes unpunished and unchecked.  In the past 30 years, the 
US Government has simply stopped prosecuting banks for fraud! What this 
means is that banks are not beholden to oversight and so the employees play 
fast and loose with the rules - bank accounts that are suddenly erased or the 
owners arbitrarily changed, loans that are processed for some and denied for 
others! Some banks seem not to have any moral encumbrances.

I consider some of the consequences of liberalism - both varieties of state-
interventionism and strong limitations on state activity including a generalized 
constraint on self-responsibility and self-determination:

1. forms of welfarism as housing subsidies, rent-stabilized, and section 8 
housing as on the same level as affordable housing which is not only 
unavailable but conceals the incredible frequency of foreclosures while the 
subprime mortgage practice continues, and the housing shortage exponentially 
expands

Welfarism contradicts liberalism, properly understood. Liberalism favors liberty 
which includes free trade and limited government.

The housing shortage is caused in large part by government regulations. It 
requires a bunch of permits to build housing and there are rules about zoning and 
replacing old buildings. Even if you're able to build housing, many regulations 
require various features to be added which raises the price. And there's other 
rules which cause problems, e.g. often there's a limit on how tall the building 
which means fewer homes can fit in it.

2. as disenfranchisement or the restriction of the right to vote as a result of 
either the lack of ID or the event of having been convicted of a crime not to 
mention the arbitrary change of venue "Where do I go to vote?" but also the lack 
of pertinent information from any source as to who is running for what (I am also 
dismayed that so-called elected judges refuse to answer any campaign 
questions as if they are exempt from having to make a statement about their 
interpretations of certain legal trends

Getting an ID is easy, and it's insulting and condescending to think many people 
are too stupid and incompetent to get IDs. Many leftists not only think that way, 
but add racism into the mix by saying specifically that black and latino people are 



the ones who are too stupid to find the DMV, get ID, etc.

Basic security measures to prevent voter fraud aren't disenfranchisement.

This video shows how condescending, racist and ignorant some white "liberals" 
(leftists) are:

https://www.youtube.com/watch?v=rrBxZGWCdgs

3. as tax evasion not only by most corporations but as a gigantic uncollected 
pool of funds that the general population simply has not paid and is directly 
related to the deficit

4. as the ridiculous practice of financialization where individuals, proprietorships 
and corporations can act as irresponsible as they like, file for bankruptcy and 
have their debts wiped off with no further culpability, e.g. credit card debt, the 
whining about college debt, immense corporate financializing schemes with very 
low interest rates where their debt continuously increases while all that must be 
paid is the interest.

Businesses like banks and credit card companies which give loans are aware of 
the risks involved.

These are some of the nonsense consequences which were directly stated in 
my initial post. I wonder if you decided they were not stated as if you had read 
carefully or were blinded by your own overreaction to the first few sentences!!

Communicating is hard. You have a different perspective than I do. You know 
different facts, are used to speaking to different types of people, and find different 
things easy or hard to see. You'll have to be patient and tolerant for a discussion 
to be productive.

In several cases, I don't know what you're referring to. E.g. when you say 
"liberal", "neoliberal", or talk about tax evasion, I don't know what details you have 
in mind.

It could help if you gave some basic outline of where you're coming from. What 
do you think of capitalism? Small government? Why?

https://www.youtube.com/watch?v=rrBxZGWCdgs


In short, I agree with Ayn Rand and Ludwig von Mises about this stuff. Are you 
familiar with their positions?

Elliot Temple
www.fallibleideas.com



From: Elliot Temple <curi@curi.us>
Subject: [BoI] Yes or No Philosophy
Date: July 29, 2017 at 8:27 PM

I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a lot more 
explanation.

Elliot Temple
Get my philosophy newsletter:
www.fallibleideas.com/newsletter

-- 

http://fallibleideas.com/essays/yes-no-argument


From: Damián Gil <damiangil@gmail.com>
Cc: critical_cafe@yahoogroups.com, criticalrationalism@yahoogroups.com
Subject: Re: [BoI] Yes or No Philosophy
Date: July 31, 2017 at 5:20 AM

2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:

I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a lot
more explanation.

Elliot Temple

I read Elliot Temple "I found and solved a mistake in Critical Rationalism"
mail, and I would like to reply. Note I'm not a native English speaker.

Edwin T. Jaynes starts his book "Probability Theory: The logic of Science,
with the following example:

*Suppose some dark night a policeman walks down a street, apparently
deserted; but suddenly hehears a burglar alarm, looks across the street,
and sees a jewelry store with a broken window. Thena gentleman wearing a
mask comes crawling out through the broken window, carrying a bag
whichturns out to be full of expensive jewelry. The policeman doesn't
hesitate at all in deciding that thisgentleman is dishonest. But by what
reasoning process does he arrive at this conclusion? Let usfi rst take a
leisurely look at the general nature of such problems.*

http://fallibleideas.com/essays/yes-no-argument


*Deductive and Plausible Reasoning*

*A moment's thought makes it clear that our policeman's conclusion was not
a logical deductionfrom the evidence; for there may have been a perfectly
innocent explanation for everything. Itmight be, for example, that this
gentleman was the owner of the jewelry store and he was cominghome from a
masquerade party, and didn't have the key with him. But just as he walked
byhis store a passing truck threw a stone through the window; and he was
only protecting his ownproperty.Now while the policeman's reasoning process
was not logical deduction, we will grant that ithad a certain degree of
validity. The evidence did not make the gentleman's dishonesty certain,but
it did make it extremely plausible. This is an example of a kind of
reasoning in which we haveall become more or less profi cient, necessarily,
long before studying mathematical theories. We arehardly able to get
through one waking hour without facing some situation (i.e., will it rain
or won'tit?) where we do not have enough information to permit deductive
reasoning; but still we mustdecide immediately what to do.*

So, Mr, Elliot Temple, you now have two hypotheses: a) the masked man is a
burglar  and b) he was coming home from a masquerade party. Which
hypothesis would you support with your Yes/No philosophy?

I think this is a case where there are more than two solutions to a
problem. Which is better? I know how I would solve it. I would, however
vaguely, assign a measure of goodness to both of them, a probability, and
then I would choose the most probable one. But that is forbidden by your
philosophy. So, what would you do?

You say: "To choose between the ideas, look for another (more demanding,



You say: "To choose between the ideas, look for another (more demanding,
more ambitious) problem which one of the ideas solves and one doesn't.
Whatever criteria you may have for preferring one solution over another,
specify it in a problem so that one idea is a solution to that problem and
the other is refuted."

But that doesn`t seem to help much. I can't easily think of a problem which
one of the ideas solves and the other one doesn't. I simply subdivide the
problem into subproblems (how probable is that a masked man returning from
a masquerade party coincides with the exact moment a truck throws a stone
and breaks the window of his own store?) and do a very fast and crude
estimate of the probabilities. Then I detain the masked man.

Yours sincerly

Damian Gil

2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:

I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a lot
more explanation.

Elliot Temple
Get my philosophy newsletter:
www.fallibleideas.com/newsletter

--

http://fallibleideas.com/essays/yes-no-argument


From: Elliot Temple <curi@curi.us>
Cc: FI <fallible-ideas@yahoogroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [BoI] Yes or No Philosophy
Date: July 31, 2017 at 5:34 AM

You can look up if he's the owner of the jewelry store or not. There are ownership 
records. This is a bad example of a probabilistic scenario because you can fact 
check his story.

If it was a genuinely probabilistic scenario, then you could come up with a single 
non-refuted theory about the situation, e.g. "there is an 50% chance the die i 
rolled and didn't look at yet has a number from 1-3 face up". even if the odds 
were uneven, you should accept the single theory that it's an 83% chance of 1-5, 
rather than claim "it rolled 1-5 is more likely to be true than it's a 6, so i'll claim to 
know it landed on 1-5, and i could be wrong but that's the best i can do".

FYI I just spent a month creating educational material explaining this stuff. If you 
want to learn how it works more, I recommend you get the additional material 
linked at the bottom of the essay.

On Jul 31, 2017, at 2:20 AM, Damián Gil <damiangil@gmail.com> wrote:

2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:
I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a lot more 
explanation.

Elliot Temple

I read Elliot Temple "I found and solved a mistake in Critical Rationalism" mail, 
and I would like to reply. Note I'm not a native English speaker.

Edwin T. Jaynes starts his book "Probability Theory: The logic of Science, with 

http://fallibleideas.com/essays/yes-no-argument


the following example:

Suppose some dark night a policeman walks down a street, apparently 
deserted; but suddenly he
hears a burglar alarm, looks across the street, and sees a jewelry store with a 
broken window. Then
a gentleman wearing a mask comes crawling out through the broken window, 
carrying a bag which
turns out to be full of expensive jewelry. The policeman doesn't hesitate at all in 
deciding that this
gentleman is dishonest. But by what reasoning process does he arrive at this 
conclusion? Let us
first take a leisurely look at the general nature of such problems.

Deductive and Plausible Reasoning

A moment's thought makes it clear that our policeman's conclusion was not a 
logical deduction
from the evidence; for there may have been a perfectly innocent explanation for 
everything. It
might be, for example, that this gentleman was the owner of the jewelry store 
and he was coming
home from a masquerade party, and didn't have the key with him. But just as he 
walked by
his store a passing truck threw a stone through the window; and he was only 
protecting his own
property.
Now while the policeman's reasoning process was not logical deduction, we will 
grant that it
had a certain degree of validity. The evidence did not make the gentleman's 
dishonesty certain,
but it did make it extremely plausible. This is an example of a kind of reasoning 
in which we have
all become more or less proficient, necessarily, long before studying 
mathematical theories. We are
hardly able to get through one waking hour without facing some situation (i.e., 
will it rain or won't
it?) where we do not have enough information to permit deductive reasoning; 
but still we must
decide immediately what to do.



So, Mr, Elliot Temple, you now have two hypotheses: a) the masked man is a 
burglar  and b) he was coming home from a masquerade party. Which 
hypothesis would you support with your Yes/No philosophy?

I think this is a case where there are more than two solutions to a problem. 
Which is better? I know how I would solve it. I would, however vaguely, assign a 
measure of goodness to both of them, a probability, and then I would choose the 
most probable one. But that is forbidden by your philosophy. So, what would you 
do?

You say: "To choose between the ideas, look for another (more demanding, 
more ambitious) problem which one of the ideas solves and one doesn't. 
Whatever criteria you may have for preferring one solution over another, specify 
it in a problem so that one idea is a solution to that problem and the other is 
refuted."

But that doesn`t seem to help much. I can't easily think of a problem which one 
of the ideas solves and the other one doesn't. I simply subdivide the problem 
into subproblems (how probable is that a masked man returning from a 
masquerade party coincides with the exact moment a truck throws a stone and 
breaks the window of his own store?) and do a very fast and crude estimate of 
the probabilities. Then I detain the masked man.

Yours sincerly

Damian Gil

2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:
I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a lot more 
explanation.

Elliot Temple

Get my philosophy newsletter:

http://fallibleideas.com/essays/yes-no-argument


Get my philosophy newsletter:
www.fallibleideas.com/newsletter

--

Elliot Temple
www.fallibleideas.com



From: Damián Gil <damiangil@gmail.com>
Cc: FI <fallible-ideas@yahoogroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [BoI] Yes or No Philosophy
Date: July 31, 2017 at 6:21 AM

Maybe you can look *afterwards *if he's the owner. But you have to make the
decision now, in the street. Remember: you are the policeman, not the
judge. We face this kind of decisions with insufficient information all the
time.

I think it really is a probabilistic scenario. The only difference with die
rolling is that dice are precision mechanisms intended to make our usual
induction schemes useless. But both are scenarios of induction.

However, I see that you don't have any problem with saying "I accept the
theory that it's a 83% chance of 1-5". You shouldn't have any problem with
the policeman thinking "The probability that this fellow's a burglar must
be over 95%. Let's detain him". But in both cases you use a quantity
(precise in the first case, somewhat vague in the second). You use a degree
of goodness for the hypothesis.

I'll look at your material at the bottom, but I don't have much faith. I'm
not so sure as you that "the problem of induction" is indeed solved.

Thanks for your time.

Damian Gil
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Virus-free.
www.avg.com
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utm_medium=email&utm_source=link&utm_campaign=sig-
email&utm_content=webmail>
<#DAB4FAD8-2DD7-40BB-A1B8-4E2AA1F9FDF2>
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You can look up if he's the owner of the jewelry store or not. There are
ownership records. This is a bad example of a probabilistic scenario
because you can fact check his story.

If it was a genuinely probabilistic scenario, then you could come up with
a single non-refuted theory about the situation, e.g. "there is an 50%
chance the die i rolled and didn't look at yet has a number from 1-3 face
up". even if the odds were uneven, you should accept the single theory that
it's an 83% chance of 1-5, rather than claim "it rolled 1-5 is more likely
to be true than it's a 6, so i'll claim to know it landed on 1-5, and i
could be wrong but that's the best i can do".

FYI I just spent a month creating educational material explaining this
stuff. If you want to learn how it works more, I recommend you get the
additional material linked at the bottom of the essay.

On Jul 31, 2017, at 2:20 AM, Damián Gil <damiangil@gmail.com> wrote:

2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:
I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a lot
more explanation.

Elliot Temple

I read Elliot Temple "I found and solved a mistake in Critical
Rationalism" mail, and I would like to reply. Note I'm not a native English
speaker.

Edwin T. Jaynes starts his book "Probability Theory: The logic of
Science, with the following example:

Suppose some dark night a policeman walks down a street, apparently

http://fallibleideas.com/essays/yes-no-argument


deserted; but suddenly he
hears a burglar alarm, looks across the street, and sees a jewelry store

with a broken window. Then
a gentleman wearing a mask comes crawling out through the broken window,

carrying a bag which
turns out to be full of expensive jewelry. The policeman doesn't

hesitate at all in deciding that this
gentleman is dishonest. But by what reasoning process does he arrive at

this conclusion? Let us
fi rst take a leisurely look at the general nature of such problems.

Deductive and Plausible Reasoning

A moment's thought makes it clear that our policeman's conclusion was
not a logical deduction

from the evidence; for there may have been a perfectly innocent
explanation for everything. It

might be, for example, that this gentleman was the owner of the jewelry
store and he was coming

home from a masquerade party, and didn't have the key with him. But just
as he walked by

his store a passing truck threw a stone through the window; and he was
only protecting his own

property.
Now while the policeman's reasoning process was not logical deduction,

we will grant that it
had a certain degree of validity. The evidence did not make the

gentleman's dishonesty certain,
but it did make it extremely plausible. This is an example of a kind of

reasoning in which we have
all become more or less profi cient, necessarily, long before studying

mathematical theories. We are
hardly able to get through one waking hour without facing some situation

(i.e., will it rain or won't
it?) where we do not have enough information to permit deductive

reasoning; but still we must
decide immediately what to do.



So, Mr, Elliot Temple, you now have two hypotheses: a) the masked man is
a burglar  and b) he was coming home from a masquerade party. Which
hypothesis would you support with your Yes/No philosophy?

I think this is a case where there are more than two solutions to a
problem. Which is better? I know how I would solve it. I would, however
vaguely, assign a measure of goodness to both of them, a probability, and
then I would choose the most probable one. But that is forbidden by your
philosophy. So, what would you do?

You say: "To choose between the ideas, look for another (more demanding,
more ambitious) problem which one of the ideas solves and one doesn't.
Whatever criteria you may have for preferring one solution over another,
specify it in a problem so that one idea is a solution to that problem and
the other is refuted."

But that doesn`t seem to help much. I can't easily think of a problem
which one of the ideas solves and the other one doesn't. I simply subdivide
the problem into subproblems (how probable is that a masked man returning
from a masquerade party coincides with the exact moment a truck throws a
stone and breaks the window of his own store?) and do a very fast and crude
estimate of the probabilities. Then I detain the masked man.

Yours sincerly

Damian Gil

2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:
I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a lot
more explanation.

http://fallibleideas.com/essays/yes-no-argument


Elliot Temple
Get my philosophy newsletter:
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Elliot Temple
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From: Elliot Temple <curi@curi.us>
Cc: FIGG <fallible-ideas@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [BoI] Yes or No Philosophy
Date: July 31, 2017 at 6:42 AM

On Jul 31, 2017, at 3:21 AM, Damián Gil <damiangil@gmail.com> wrote:

Maybe you can look afterwards if he's the owner. But you have to make the 
decision now, in the street. Remember: you are the policeman, not the judge. 
We face this kind of decisions with insufficient information all the time.

I think it really is a probabilistic scenario. The only difference with die rolling is 
that dice are precision mechanisms intended to make our usual induction 
schemes useless. But both are scenarios of induction.

However, I see that you don't have any problem with saying "I accept the theory 
that it's a 83% chance of 1-5". You shouldn't have any problem with the 
policeman thinking "The probability that this fellow's a burglar must be over 
95%. Let's detain him". But in both cases you use a quantity (precise in the first 
case, somewhat vague in the second). You use a degree of goodness for the 
hypothesis.

Consider the idea:

"I accept the theory that it's an 83% chance of 1-5"

Don't judge that idea according to any quantity. It's non-refuted and its rivals are 
refuted, so judge it "yes".

The idea mentions a quantity which is different than being judged according to a 
quantity.

It's like how you judge "That cow weighs 500 lbs". There's a quantity mentioned 
in the idea (quantity of weight of the cow), but one's judgement of the idea is just 
"yes" (given we just put the cow on a scale and the reading was 500 lbs).

In practice, people often do judge by quantities (e.g. amount of support or 
goodness of an idea). But I'm saying that's a mistake and there's a better way.



I'll look at your material at the bottom, but I don't have much faith. I'm not so 
sure as you that "the problem of induction" is indeed solved.

The problem of induction was solved by Karl Popper. You can find great 
explanations of the solution in David Deutsch's books _The Fabric of Reality_ 
and _The Beginning of Infinity_ (that second one being the book this list is named 
after). I'm building on their work. If you think they're mistaken, then I expect you'll 
disagree with me too.

- Elliot

Thanks for your time.

Damian Gil

 Virus-free. www.avg.com
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You can look up if he's the owner of the jewelry store or not. There are 
ownership records. This is a bad example of a probabilistic scenario because 
you can fact check his story.

If it was a genuinely probabilistic scenario, then you could come up with a single 
non-refuted theory about the situation, e.g. "there is an 50% chance the die i 
rolled and didn't look at yet has a number from 1-3 face up". even if the odds 
were uneven, you should accept the single theory that it's an 83% chance of 1-
5, rather than claim "it rolled 1-5 is more likely to be true than it's a 6, so i'll claim 
to know it landed on 1-5, and i could be wrong but that's the best i can do".

FYI I just spent a month creating educational material explaining this stuff. If you 
want to learn how it works more, I recommend you get the additional material 
linked at the bottom of the essay.

On Jul 31, 2017, at 2:20 AM, Damián Gil <damiangil@gmail.com> wrote:

2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:



2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:
I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a lot more 
explanation.

Elliot Temple

I read Elliot Temple "I found and solved a mistake in Critical Rationalism" mail, 
and I would like to reply. Note I'm not a native English speaker.

Edwin T. Jaynes starts his book "Probability Theory: The logic of Science, with 
the following example:

Suppose some dark night a policeman walks down a street, apparently 
deserted; but suddenly he
hears a burglar alarm, looks across the street, and sees a jewelry store with a 
broken window. Then
a gentleman wearing a mask comes crawling out through the broken window, 
carrying a bag which
turns out to be full of expensive jewelry. The policeman doesn't hesitate at all 
in deciding that this
gentleman is dishonest. But by what reasoning process does he arrive at this 
conclusion? Let us
first take a leisurely look at the general nature of such problems.

Deductive and Plausible Reasoning

A moment's thought makes it clear that our policeman's conclusion was not a 
logical deduction
from the evidence; for there may have been a perfectly innocent explanation 
for everything. It
might be, for example, that this gentleman was the owner of the jewelry store 
and he was coming
home from a masquerade party, and didn't have the key with him. But just as 

http://fallibleideas.com/essays/yes-no-argument


he walked by
his store a passing truck threw a stone through the window; and he was only 
protecting his own
property.
Now while the policeman's reasoning process was not logical deduction, we 
will grant that it
had a certain degree of validity. The evidence did not make the gentleman's 
dishonesty certain,
but it did make it extremely plausible. This is an example of a kind of reasoning 
in which we have
all become more or less proficient, necessarily, long before studying 
mathematical theories. We are
hardly able to get through one waking hour without facing some situation (i.e., 
will it rain or won't
it?) where we do not have enough information to permit deductive reasoning; 
but still we must
decide immediately what to do.

So, Mr, Elliot Temple, you now have two hypotheses: a) the masked man is a 
burglar  and b) he was coming home from a masquerade party. Which 
hypothesis would you support with your Yes/No philosophy?

I think this is a case where there are more than two solutions to a problem. 
Which is better? I know how I would solve it. I would, however vaguely, assign 
a measure of goodness to both of them, a probability, and then I would choose 
the most probable one. But that is forbidden by your philosophy. So, what 
would you do?

You say: "To choose between the ideas, look for another (more demanding, 
more ambitious) problem which one of the ideas solves and one doesn't. 
Whatever criteria you may have for preferring one solution over another, 
specify it in a problem so that one idea is a solution to that problem and the 
other is refuted."

But that doesn`t seem to help much. I can't easily think of a problem which one 
of the ideas solves and the other one doesn't. I simply subdivide the problem 
into subproblems (how probable is that a masked man returning from a 
masquerade party coincides with the exact moment a truck throws a stone and 
breaks the window of his own store?) and do a very fast and crude estimate of 
the probabilities. Then I detain the masked man.



Yours sincerly

Damian Gil

2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:
I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a lot more 
explanation.

Elliot Temple
Get my philosophy newsletter:
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From: Damián Gil <damiangil@gmail.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [BoI] Yes or No Philosophy
Date: July 31, 2017 at 7:35 AM

So, lets summarize:

In my opinion, the policeman has two hypotheses:
a) the masked man is a burglar
b) the masked man comes from a masquerade party

The two hypotheses are mutually incompatible, so he quickly calculates a
gross probability for the hypotheses, 99% vs 1 % and decides to detain him,
because he is very probably a burglar.

I don't know if I understand you well. You seem to accept my prior claim
that the policeman is making a probabilistic reasoning. Something like this:

a) I accept the theory that there is (crudely) a 99% chance that the masked
man is a burglar
b) I accept the theory that there is a 1% chance that the masked man comes
from a masquerade.

I accept both theories, because both are non-refuted. So I don't know
really why should I detain him, although I guess it's because the
probability of burglary is higher than the probability of party.

That sounds like the same thing to me. With so many words, the burglar is
going to escape! Is this your position? If it is, I don't see the
superiority of the philosophy. I've looked at the bottom of your page and
you can be sure I'm not going to pay 400$ for this wisdom.;)

Damian Gil
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On Jul 31, 2017, at 3:21 AM, Damián Gil <damiangil@gmail.com> wrote:

Maybe you can look afterwards if he's the owner. But you have to make
the decision now, in the street. Remember: you are the policeman, not the
judge. We face this kind of decisions with insufficient information all the
time.

I think it really is a probabilistic scenario. The only difference with
die rolling is that dice are precision mechanisms intended to make our
usual induction schemes useless. But both are scenarios of induction.

However, I see that you don't have any problem with saying "I accept the
theory that it's a 83% chance of 1-5". You shouldn't have any problem with
the policeman thinking "The probability that this fellow's a burglar must
be over 95%. Let's detain him". But in both cases you use a quantity
(precise in the first case, somewhat vague in the second). You use a degree
of goodness for the hypothesis.

Consider the idea:

"I accept the theory that it's an 83% chance of 1-5"

Don't judge that idea according to any quantity. It's non-refuted and its
rivals are refuted, so judge it "yes".

The idea mentions a quantity which is different than being judged
according to a quantity.

It's like how you judge "That cow weighs 500 lbs". There's a quantity
mentioned in the idea (quantity of weight of the cow), but one's judgement
of the idea is just "yes" (given we just put the cow on a scale and the
reading was 500 lbs).
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In practice, people often do judge by quantities (e.g. amount of support
or goodness of an idea). But I'm saying that's a mistake and there's a
better way.

I'll look at your material at the bottom, but I don't have much faith.
I'm not so sure as you that "the problem of induction" is indeed solved.

The problem of induction was solved by Karl Popper. You can find great
explanations of the solution in David Deutsch's books _The Fabric of
Reality_ and _The Beginning of Infinity_ (that second one being the book
this list is named after). I'm building on their work. If you think they're
mistaken, then I expect you'll disagree with me too.

- Elliot

Thanks for your time.

Damian Gil

      Virus-free. www.avg.com

2017-07-31 11:34 GMT+02:00 Elliot Temple <curi@curi.us>:
You can look up if he's the owner of the jewelry store or not. There are

ownership records. This is a bad example of a probabilistic scenario
because you can fact check his story.

If it was a genuinely probabilistic scenario, then you could come up
with a single non-refuted theory about the situation, e.g. "there is an 50%
chance the die i rolled and didn't look at yet has a number from 1-3 face
up". even if the odds were uneven, you should accept the single theory that
it's an 83% chance of 1-5, rather than claim "it rolled 1-5 is more likely
to be true than it's a 6, so i'll claim to know it landed on 1-5, and i
could be wrong but that's the best i can do".

FYI I just spent a month creating educational material explaining this
stuff. If you want to learn how it works more, I recommend you get the



additional material linked at the bottom of the essay.

On Jul 31, 2017, at 2:20 AM, Damián Gil <damiangil@gmail.com> wrote:

2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:
I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a
lot more explanation.

Elliot Temple

I read Elliot Temple "I found and solved a mistake in Critical
Rationalism" mail, and I would like to reply. Note I'm not a native English
speaker.

Edwin T. Jaynes starts his book "Probability Theory: The logic of
Science, with the following example:

Suppose some dark night a policeman walks down a street, apparently
deserted; but suddenly he

hears a burglar alarm, looks across the street, and sees a jewelry
store with a broken window. Then

a gentleman wearing a mask comes crawling out through the broken
window, carrying a bag which

turns out to be full of expensive jewelry. The policeman doesn't
hesitate at all in deciding that this

gentleman is dishonest. But by what reasoning process does he arrive
at this conclusion? Let us

fi rst take a leisurely look at the general nature of such problems.

Deductive and Plausible Reasoning

http://fallibleideas.com/essays/yes-no-argument


A moment's thought makes it clear that our policeman's conclusion was
not a logical deduction

from the evidence; for there may have been a perfectly innocent
explanation for everything. It

might be, for example, that this gentleman was the owner of the
jewelry store and he was coming

home from a masquerade party, and didn't have the key with him. But
just as he walked by

his store a passing truck threw a stone through the window; and he was
only protecting his own

property.
Now while the policeman's reasoning process was not logical deduction,

we will grant that it
had a certain degree of validity. The evidence did not make the

gentleman's dishonesty certain,
but it did make it extremely plausible. This is an example of a kind

of reasoning in which we have
all become more or less profi cient, necessarily, long before studying

mathematical theories. We are
hardly able to get through one waking hour without facing some

situation (i.e., will it rain or won't
it?) where we do not have enough information to permit deductive

reasoning; but still we must
decide immediately what to do.

So, Mr, Elliot Temple, you now have two hypotheses: a) the masked man
is a burglar  and b) he was coming home from a masquerade party. Which
hypothesis would you support with your Yes/No philosophy?

I think this is a case where there are more than two solutions to a
problem. Which is better? I know how I would solve it. I would, however
vaguely, assign a measure of goodness to both of them, a probability, and
then I would choose the most probable one. But that is forbidden by your
philosophy. So, what would you do?

You say: "To choose between the ideas, look for another (more
demanding, more ambitious) problem which one of the ideas solves and one

doesn't. Whatever criteria you may have for preferring one solution over



doesn't. Whatever criteria you may have for preferring one solution over
another, specify it in a problem so that one idea is a solution to that
problem and the other is refuted."

But that doesn`t seem to help much. I can't easily think of a problem
which one of the ideas solves and the other one doesn't. I simply subdivide
the problem into subproblems (how probable is that a masked man returning
from a masquerade party coincides with the exact moment a truck throws a
stone and breaks the window of his own store?) and do a very fast and crude
estimate of the probabilities. Then I detain the masked man.

Yours sincerly

Damian Gil

2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:
I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a
lot more explanation.

Elliot Temple
Get my philosophy newsletter:
www.fallibleideas.com/newsletter

--

Elliot Temple
www.fallibleideas.com
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Elliot Temple
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From: Elliot Temple <curi@curi.us>
Subject: Re: [BoI] Yes or No Philosophy
Date: July 31, 2017 at 12:33 PM

On Jul 31, 2017, at 4:35 AM, Damián Gil <damiangil@gmail.com> wrote:

So, lets summarize:

In my opinion, the policeman has two hypotheses:
a) the masked man is a burglar
b) the masked man comes from a masquerade party

The two hypotheses are mutually incompatible, so he quickly calculates a gross 
probability for the hypotheses, 99% vs 1 % and decides to detain him, because 
he is very probably a burglar.

I don't know if I understand you well. You seem to accept my prior claim that the 
policeman is making a probabilistic reasoning. Something like this:

a) I accept the theory that there is (crudely) a 99% chance that the masked man 
is a burglar
b) I accept the theory that there is a 1% chance that the masked man comes 
from a masquerade.

I accept both theories, because both are non-refuted. So I don't know really why 
should I detain him, although I guess it's because the probability of burglary is 
higher than the probability of party.

That sounds like the same thing to me. With so many words, the burglar is going 
to escape! Is this your position? If it is, I don't see the superiority of the 
philosophy. I've looked at the bottom of your page and you can be sure I'm not 
going to pay 400$ for this wisdom.;)

GISTE answered you, and also you didn’t respond about BoI and induction.

I have a question, since you seem to have an opinion on the price: How much 
would you pay for the _Yes or No Philosophy_? (Also, did you estimate what the 
profit maximizing price is?)

- Elliot



Damian Gil

 Virus-free. www.avg.com

2017-07-31 12:42 GMT+02:00 Elliot Temple <curi@curi.us>:
On Jul 31, 2017, at 3:21 AM, Damián Gil <damiangil@gmail.com> wrote:

Maybe you can look afterwards if he's the owner. But you have to make the 
decision now, in the street. Remember: you are the policeman, not the judge. 
We face this kind of decisions with insufficient information all the time.

I think it really is a probabilistic scenario. The only difference with die rolling is 
that dice are precision mechanisms intended to make our usual induction 
schemes useless. But both are scenarios of induction.

However, I see that you don't have any problem with saying "I accept the 
theory that it's a 83% chance of 1-5". You shouldn't have any problem with the 
policeman thinking "The probability that this fellow's a burglar must be over 
95%. Let's detain him". But in both cases you use a quantity (precise in the 
first case, somewhat vague in the second). You use a degree of goodness for 
the hypothesis.

Consider the idea:

"I accept the theory that it's an 83% chance of 1-5"

Don't judge that idea according to any quantity. It's non-refuted and its rivals are 
refuted, so judge it "yes".

The idea mentions a quantity which is different than being judged according to a 

quantity.



quantity.

It's like how you judge "That cow weighs 500 lbs". There's a quantity mentioned 
in the idea (quantity of weight of the cow), but one's judgement of the idea is just 
"yes" (given we just put the cow on a scale and the reading was 500 lbs).

In practice, people often do judge by quantities (e.g. amount of support or 
goodness of an idea). But I'm saying that's a mistake and there's a better way.

I'll look at your material at the bottom, but I don't have much faith. I'm not so 
sure as you that "the problem of induction" is indeed solved.

The problem of induction was solved by Karl Popper. You can find great 
explanations of the solution in David Deutsch's books _The Fabric of Reality_ 
and _The Beginning of Infinity_ (that second one being the book this list is 
named after). I'm building on their work. If you think they're mistaken, then I 
expect you'll disagree with me too.

- Elliot

Thanks for your time.

Damian Gil
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2017-07-31 11:34 GMT+02:00 Elliot Temple <curi@curi.us>:
You can look up if he's the owner of the jewelry store or not. There are 
ownership records. This is a bad example of a probabilistic scenario because 
you can fact check his story.

If it was a genuinely probabilistic scenario, then you could come up with a 
single non-refuted theory about the situation, e.g. "there is an 50% chance the 
die i rolled and didn't look at yet has a number from 1-3 face up". even if the 
odds were uneven, you should accept the single theory that it's an 83% 
chance of 1-5, rather than claim "it rolled 1-5 is more likely to be true than it's a 



6, so i'll claim to know it landed on 1-5, and i could be wrong but that's the best 
i can do".

FYI I just spent a month creating educational material explaining this stuff. If 
you want to learn how it works more, I recommend you get the additional 
material linked at the bottom of the essay.

On Jul 31, 2017, at 2:20 AM, Damián Gil <damiangil@gmail.com> wrote:

2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:
I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a lot more 
explanation.

Elliot Temple

I read Elliot Temple "I found and solved a mistake in Critical Rationalism" 
mail, and I would like to reply. Note I'm not a native English speaker.

Edwin T. Jaynes starts his book "Probability Theory: The logic of Science, 
with the following example:

Suppose some dark night a policeman walks down a street, apparently 
deserted; but suddenly he
hears a burglar alarm, looks across the street, and sees a jewelry store with a 
broken window. Then
a gentleman wearing a mask comes crawling out through the broken window, 
carrying a bag which
turns out to be full of expensive jewelry. The policeman doesn't hesitate at all 
in deciding that this
gentleman is dishonest. But by what reasoning process does he arrive at this 
conclusion? Let us
first take a leisurely look at the general nature of such problems.

http://fallibleideas.com/essays/yes-no-argument


Deductive and Plausible Reasoning

A moment's thought makes it clear that our policeman's conclusion was not a 
logical deduction
from the evidence; for there may have been a perfectly innocent explanation 
for everything. It
might be, for example, that this gentleman was the owner of the jewelry store 
and he was coming
home from a masquerade party, and didn't have the key with him. But just as 
he walked by
his store a passing truck threw a stone through the window; and he was only 
protecting his own
property.
Now while the policeman's reasoning process was not logical deduction, we 
will grant that it
had a certain degree of validity. The evidence did not make the gentleman's 
dishonesty certain,
but it did make it extremely plausible. This is an example of a kind of 
reasoning in which we have
all become more or less proficient, necessarily, long before studying 
mathematical theories. We are
hardly able to get through one waking hour without facing some situation (i.e., 
will it rain or won't
it?) where we do not have enough information to permit deductive reasoning; 
but still we must
decide immediately what to do.

So, Mr, Elliot Temple, you now have two hypotheses: a) the masked man is a 
burglar  and b) he was coming home from a masquerade party. Which 
hypothesis would you support with your Yes/No philosophy?

I think this is a case where there are more than two solutions to a problem. 
Which is better? I know how I would solve it. I would, however vaguely, 
assign a measure of goodness to both of them, a probability, and then I would 
choose the most probable one. But that is forbidden by your philosophy. So, 
what would you do?

You say: "To choose between the ideas, look for another (more demanding, 
more ambitious) problem which one of the ideas solves and one doesn't. 



Whatever criteria you may have for preferring one solution over another, 
specify it in a problem so that one idea is a solution to that problem and the 
other is refuted."

But that doesn`t seem to help much. I can't easily think of a problem which 
one of the ideas solves and the other one doesn't. I simply subdivide the 
problem into subproblems (how probable is that a masked man returning 
from a masquerade party coincides with the exact moment a truck throws a 
stone and breaks the window of his own store?) and do a very fast and crude 
estimate of the probabilities. Then I detain the masked man.

Yours sincerly

Damian Gil

2017-07-30 2:27 GMT+02:00 Elliot Temple <curi@curi.us>:
I found and solved a mistake in Critical Rationalism.

http://fallibleideas.com/essays/yes-no-argument

This is a short argument. The "Learn more" link at the bottom has a lot more 
explanation.

Elliot Temple
Get my philosophy newsletter:
www.fallibleideas.com/newsletter

--

Elliot Temple
www.fallibleideas.com
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Elliot Temple
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From: Damián Gil <damiangil@gmail.com>
Subject: Fwd: [BoI] Yes or No Philosophy
Date: July 31, 2017 at 12:51 PM

---------- Forwarded message ----------
From: Damián Gil <damiangil@gmail.com>
Date: 2017-07-31 18:35 GMT+02:00
Subject: Re: [BoI] Yes or No Philosophy
Cc: FI <fallible-ideas@yahoogroups.com>

Nunya bizness: you keep recoiling and compounding the problem, to no use.
For example: you say "his solution to P2 is this. I don’t yet know if this
man is a thief or the owner of the house, so I’ll detain him until I can
make a find out, using reasonable means to do so". He could well have come
with another solution: "so I'll presume his innocence and set him free.
Poor man, anyone can be coming from a masquerade party. I don't want to
risk detaining an innocent man, as he almost surely is". Why does he
prefers the first solution?

Because this is somewhat fatiguing, I will answer only those of your
statements that seem to me most preposterous and dangerously approaching
intellectual dishonesty.

1) I said that if you met someone in the street who had only a one in a
trillion chance of being guilty of something, you wouldn't bother to detain
him or check any records, and would let him free. You answered that this is
too vague to discuss and there aren't enough details to judge whether or
not he should be detained. Are you, you know, like a crazy person? Why do
you say that? One in a trillion is a number, very low but not vague. And I
don't need to state the circumstances of the case every time. The
circumstances can be very varied between cases (in ours, he was coming from
a masquerade party, his own store was in his path, a truck passed by just
in that moment, managed to project a rock(?), and the rock shattered the
crystal (!)) but in the end you must make a judgement that compounds all
the circumstances. And that one is a probability judgement.

2) You say that the court operates on reasonable doubt. That means that you
think doubts can be reasonable or unreasonable. What's the frontier between
them? Is the masquerade hypothesis unreasonable or reasonable? You can
never be sure that someone is guilty, nor innocent. Judges make mistakes



even when they don't have reasonable doubts, and a wise judge once said
that society should attempt to make statistics about the percentage of
error in penal and civil trials. So, if you thought that the probability of
guilt, based on the evidence you have, evidence which is finite (although
you like to defer, you can't search for more evidence indefinitely) was
99.9%, would you imprison a murder suspect? Would you imprison on a 90%
probability? These are not questions without meaning. Which level of doubt
becomes an unreasonable level for a prison term is a debatable question.
But the fact that there are levels in doubt means that there is a degree of
belief in the theories that cause those doubts.

Suppose you only had the evidence I have shown. The property records are
missing. There is no more evidence to be found. The circumstances are
critical, you have to judge. I would send the masked man to prison. With
doubt, as always, but I would send him. Would you stand there, doing
nothing, short-circuited in a cloud of sparks?

Don't follow David Deutsch too fanatically, my friends. Someone can be very
intelligent and be very very nutty. For example, check his views on
parenting. Sooo nutty...

Damián Gil
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On Jul 31, 2017, at 9:07 AM, Damián Gil <damiangil@gmail.com> wrote:

Nunya bizzness: you appear to have made several mistakes.
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The first one is that your T3 or third theory, is not a theory at all.
It's not an hypothesis. "I'll treat them both as potentially true and
detain him" is only a disposition of your will, not a theory. "I don't know
shit" is also not a theory. You could only call that a theory forcing the
meaning a lot. Or, if you will, if what you meant was that you can't be
absolutely sure of the truth of either T1 or T2, it is an obvious fact, a
quasi-tautology (I think all of us agree in that you can never be
absolutely sure of anything). Surely true, but not very useful to the
policeman.

The context is a choice that the policeman must make.

The policeman’s first problem was to determine whether or not the person
is a thief or not. I’ll call this P1.

At some point the policeman ran out of time before he could find a
solution to P1. So he set that problem aside and created a new problem, P2.

P2 is this. Given that I don’t have a solution to P1, what should I do?

His solution to P2 is this. I don’t yet know if this man is a thief or the
owner of the house, so I’ll detain him until I can make a find out, using
reasonable means to do so.

The second one is that instead of thinking "I'll treat them both as
potentially true and detain him", you could instead have said "I'll treat
them both as potentially true and set him free", but you chose the first
one, and there had to be a reason.

Agreed.

Maybe you acted on behalf of the precautionary principle. But your
"precautionary" detaining (first I detain him, afterwards I check the
records) implicitly means you assign (maybe unconsciously) a somewhat high
probability of guilt and a somewhat low probability of innocence.

No

If you met someone in the street who had only a one in a trillion chance
of being guilty of something, you wouldn't bother to detain him or check
any records, and would let him free.



any records, and would let him free.

This is too vague to discuss. There aren’t enough details to judge whether
or not he should be detained.

Maybe if you detained him it would be you who would be prosecuted
instead, for police abuse.

I don’t know the laws that policemen must abide by. But given what I know,
I think I’d win that case.

So implicitly you have chosen T1, that the man is a burglar, at least
momentarily. Maybe afterwards you'll have to change your opinion, but now
you have chosen T1. T2 has very low probability and T3 is not a theory,
it's an intention.

No. I haven’t chosen T1. I only didn’t rule it out yet.

The third error (the least important one, because it only postpones the
problem) is that both Mr. Temple and you seem to think that checking the
property records is not probabilistic, and can "rule out" something. How
can you be 100% sure that the records are correct?

The yes-no philosophy does not seek 100% sureness. Fallibility implies
that that’s impossible. So the yes-no philosophy rejects it as a goal.

Maybe there was an involuntary error. Maybe the masked man had
previously forged them.

Possible. And if the policeman or a detective had a reason to believe that
something is up (or even just a gut feeling), they could investigate
further. And if they found some evidence, they could charge him and then a
court would take it from there.

The fact that the probability of it is very low doesn't mean it's not
possible (as in the masquerade hypothesis). In a bayesian, probabilistic
approach, checking the records and seeing that the house is not owned by
the masked man would only decrease your subjective belief in his innocence
even more, that's it. In the real world, all declarations of truth are



probabilistic. Even the property records. To say it another way: Not only
the policeman must make a probabilistic decision in little time. The judge
will also make a probabilistic decision, only with more time and evidence.

No. The court operates on reasonable doubt. That means that in some
situations, there is no reasonable doubt, and it’s ok to make a judgement
and sentence the person to jail. That means that we don’t treat ALL
theories as doubtful. We only have doubt about theories that we have reason
to believe are wrong.

Another error, this one by Mr. Temple:

To say "There is a 50% chance of rain tomorrow" is not the same thing as
saying "There is a 50% relative humidity" or "This cow weights 500 lbs".
The last two ones are declarations of truth, or hypothesis, or theories (as
you like to name them) with a quantity in each one (humidity, weight). But
a "50% chance" is not a quantity in the physical world, or a correlate to
any quantity. It is (in the bayesian approach) a degree of belief. "There
is a 50% chance of rain tomorrow" includes both a statement that it will
rain (a yes/no statement, without any quantity)  and the degree of belief
in it. And to have a degree of belief in a yes/no statement is a direct
violation of the yes-no philosophy. That's the gist of it.

The 50% chance of rain is a bad example. The models used to decide the
percentages are horrible. Have you investigated them? I did some and I’m
not impressed.

A better example to use is this. There is a 50% chance that this 6-sided
die will come out 3 or below. Call this theory T.

I have no reasonable doubts about T. Therefore I decide it’s true.

There is no degree of belief in a theory here. It’s just yes or no.

Probabilities are ok to be used for physical events. But not for believing
in theories.

Note that even for physical events, you can’t interpret them without
theories. So even when you’re using probabilities to consider physical
events, you’re using yes-no philosophy to judge the theories explaining the



physical events and why they have the probabilities that they have in the
light of those theories.

— GISTE



From: Damián Gil <damiangil@gmail.com>
Cc: fI <fallible-ideas@yahoogroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy beginning-of-
infinity@googlegroups.com
Date: July 31, 2017 at 1:15 PM

This is starting to get confusing. Apparently there are a lot of discussion
groups.

Anonymous FI: I like your position better than GISTE. If the probability of
guilty is sufficiently high, arrest him. If not, don't arrest him. Seems
more reasonable than "One in a trillion? That's too vague, there is not
enough information to know".

You can say two things:

One:

I have two ideas. One is that there is a probability of 99% of guilt. The
other is that there is a 1% probability of innocence. Those two ideas are
non-refuted, so I don't choose between them. I accept them both
provisionally. And since the probability within the first idea is much
higher, I will arrest this damned burglar.

Two:

I think this man is guilty, and believe it with a 99% probability or degree
of belief. (I mean, if this situation repeated itself a lot of times, I
think I would be right 99% of times). Let's arrest him.

What I mean is that One and Two are the same thing. But Two is simpler. At
least for the physical reality, the degree of belief in a non-probabilistic
statement is the same as the non-refuted belief in a probabilistic
statement. Whow! What did I just write?

Note: when I said that I wouldn't pay 400$ I was joking. If Mr. Temple
wants to know, maybe I'd pay 2 or 3 euros, no more. I'm a busy man and I
don't think I'd find anything substantially different from the content of
Mr. Deutsch books. I mean no disrespect. You're obviously very intelligent
people. I'm just practical.



Damian Gil
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On Jul 31, 2017, at 7:43 AM, Nunya bizness cuz_good_is_stronger_than_evil
@yahoo.com [fallible-ideas] <fallible-ideas@yahoogroups.com> wrote:

On Jul 31, 2017, at 9:07 AM, Damián Gil <damiangil@gmail.com> wrote:

Nunya bizzness: you appear to have made several mistakes.

The first one is that your T3 or third theory, is not a theory at all.
It's not an hypothesis. "I'll treat them both as potentially true and
detain him" is only a disposition of your will, not a theory. "I don't know
shit" is also not a theory. You could only call that a theory forcing the
meaning a lot. Or, if you will, if what you meant was that you can't be
absolutely sure of the truth of either T1 or T2, it is an obvious fact, a
quasi-tautology (I think all of us agree in that you can never be
absolutely sure of anything). Surely true, but not very useful to the
policeman.

The context is a choice that the policeman must make.

The policeman’s first problem was to determine whether or not the person
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is a thief or not. I’ll call this P1.

At some point the policeman ran out of time before he could find a
solution to P1. So he set that problem aside and created a new problem, P2.

P2 is this. Given that I don’t have a solution to P1, what should I do?

His solution to P2 is this. I don’t yet know if this man is a thief or
the owner of the house, so I’ll detain him until I can make a find out,
using reasonable means to do so.

GISTE, your posts about this are pretty good!

Here, it would have been better if you said something like, “by ‘theory’
we mean any idea whatsoever. if you interpret our statements that way, then
they’ll make more sense to you.”

Also there’s no need to avoid probability *within* ideas, just probability
*of* ideas. Talking in terms of probability is reasonable for dealing with

1) probabilistic physical events (e.g. dice rolls)

2) incomplete information scenarios where you’re making guesses relating
to proportions of a population. e.g. you can imagine the scenario happened
100,000 times. if you believe 90,000/100,000 people found in circumstances
like that are robbers, then arrest him. but if you believe 5/100,000 people
found in these circumstances are robbers, don’t arrest him. it’s fine to
arrest some innocent people (arresting them isn’t charging them with a
crime, let alone convicting them) but you don’t want to arrest a large
number of innocent people per guilty person.

the basic thing here is you don’t know some details, but you know the
common possibilities and how common they are. so then you try to form one
non-refuted statistical theory.

this is an approximation. how are the probability estimates made in a case
like this? using explanations, not hard data. so in a less trivial case,
we’d have to talk about WHY we make certain guesses about the proportions
in the broader population, and perhaps even whether counter-factuals



scenarios are a correct concept or not. nevertheless there’s nothing really
wrong with probabilistic constructs about populations like “8 out of 10
girls who say X to me are flirting with me”. one can have an estimated
understanding of the overall frequencies of traits in the population of
girls you meet at clubs, or about the population of jewelry store owners.



From: Elliot Temple curi@curi.us [fallible-ideas] <fallible-
ideas@yahoogroups.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy
Date: July 31, 2017 at 1:38 PM

The important thing is not to mix up

1) the probability OF an idea (being true)

and

2) an idea ABOUT a probability.

(1) is a mistake. (2) is fine.

- Elliot

On Jul 31, 2017, at 10:15 AM, Damián Gil <damiangil@gmail.com> wrote:

This is starting to get confusing. Apparently there are a lot of discussion groups.

Anonymous FI: I like your position better than GISTE. If the probability of guilty 
is sufficiently high, arrest him. If not, don't arrest him. Seems more reasonable 
than "One in a trillion? That's too vague, there is not enough information to 
know".

You can say two things:

One:

I have two ideas. One is that there is a probability of 99% of guilt. The other is 
that there is a 1% probability of innocence. Those two ideas are non-refuted, so 
I don't choose between them. I accept them both provisionally. And since the 
probability within the first idea is much higher, I will arrest this damned burglar.

Two:



Two:

I think this man is guilty, and believe it with a 99% probability or degree of belief. 
(I mean, if this situation repeated itself a lot of times, I think I would be right 99% 
of times). Let's arrest him.

What I mean is that One and Two are the same thing. But Two is simpler. At 
least for the physical reality, the degree of belief in a non-probabilistic statement 
is the same as the non-refuted belief in a probabilistic statement. Whow! What 
did I just write?

Note: when I said that I wouldn't pay 400$ I was joking. If Mr. Temple wants to 
know, maybe I'd pay 2 or 3 euros, no more. I'm a busy man and I don't think I'd 
find anything substantially different from the content of Mr. Deutsch books. I 
mean no disrespect. You're obviously very intelligent people. I'm just practical.

Damian Gil

 Virus-free. www.avg.com

2017-07-31 18:52 GMT+02:00 Anonymous FI 
<anonymousfallibleideas@gmail.com>:

On Jul 31, 2017, at 7:43 AM, Nunya bizness 
cuz_good_is_stronger_than_evil@yahoo.com [fallible-ideas] <fallible-
ideas@yahoogroups.com> wrote:

On Jul 31, 2017, at 9:07 AM, Damián Gil <damiangil@gmail.com> wrote:

Nunya bizzness: you appear to have made several mistakes.

The first one is that your T3 or third theory, is not a theory at all. It's not an 
hypothesis. "I'll treat them both as potentially true and detain him" is only a 
disposition of your will, not a theory. "I don't know shit" is also not a theory. You 
could only call that a theory forcing the meaning a lot. Or, if you will, if what you 
meant was that you can't be absolutely sure of the truth of either T1 or T2, it is 
an obvious fact, a quasi-tautology (I think all of us agree in that you can never 
be absolutely sure of anything). Surely true, but not very useful to the 



policeman.

The context is a choice that the policeman must make.

The policeman’s first problem was to determine whether or not the person is a 
thief or not. I’ll call this P1.

At some point the policeman ran out of time before he could find a solution to 
P1. So he set that problem aside and created a new problem, P2.

P2 is this. Given that I don’t have a solution to P1, what should I do?

His solution to P2 is this. I don’t yet know if this man is a thief or the owner of 
the house, so I’ll detain him until I can make a find out, using reasonable means 
to do so.

GISTE, your posts about this are pretty good!

Here, it would have been better if you said something like, “by ‘theory’ we mean 
any idea whatsoever. if you interpret our statements that way, then they’ll make 
more sense to you.”

Also there’s no need to avoid probability *within* ideas, just probability *of* 
ideas. Talking in terms of probability is reasonable for dealing with

1) probabilistic physical events (e.g. dice rolls)

2) incomplete information scenarios where you’re making guesses relating to 
proportions of a population. e.g. you can imagine the scenario happened 
100,000 times. if you believe 90,000/100,000 people found in circumstances like 
that are robbers, then arrest him. but if you believe 5/100,000 people found in 
these circumstances are robbers, don’t arrest him. it’s fine to arrest some 
innocent people (arresting them isn’t charging them with a crime, let alone 
convicting them) but you don’t want to arrest a large number of innocent people 
per guilty person.

the basic thing here is you don’t know some details, but you know the common 
possibilities and how common they are. so then you try to form one non-refuted 
statistical theory.



this is an approximation. how are the probability estimates made in a case like 
this? using explanations, not hard data. so in a less trivial case, we’d have to 
talk about WHY we make certain guesses about the proportions in the broader 
population, and perhaps even whether counter-factuals scenarios are a correct 
concept or not. nevertheless there’s nothing really wrong with probabilistic 
constructs about populations like “8 out of 10 girls who say X to me are flirting 
with me”. one can have an estimated understanding of the overall frequencies of 
traits in the population of girls you meet at clubs, or about the population of 
jewelry store owners.

-- 

Elliot Temple
www.fallibleideas.com

------------------------------------
Posted by: Elliot Temple <curi@curi.us>
------------------------------------
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From: Damián Gil <damiangil@gmail.com>
Cc: FI <fallible-ideas@yahoogroups.com>
Subject: Re: [BoI] Yes or No Philosophy beginning-of-infinity@googlegroups.com
Date: July 31, 2017 at 2:03 PM

You people don't seem to be aware that you have an annoying technique for
discussion. Dividing the text in fragments, indenting them, and not
responding to half of the challenges posed is very annoying to the
receptor. I'll try to do it your way so you may know how it feels.

Nunya bizness: you keep recoiling and compounding the problem, to no
use. For example: you say "his solution to P2 is this. I don’t yet know if
this man is a thief or the owner of the house, so I’ll detain him until I
can make a find out, using reasonable means to do so". He could well have
come with another solution: "so I'll presume his innocence and set him
free. Poor man, anyone can be coming from a masquerade party. I don't want
to risk detaining an innocent man, as he almost surely is". Why does he
prefers the first solution?

Anon answered this in another email

Who the hell is Anon? The Anonymous one?

and you replied to that email saying you agree.

No I didn't.

So i’ll leave it alone.

You better do. You only postponed the answer to a question.

Because this is somewhat fatiguing, I will answer only those of your
statements that seem to me most preposterous and dangerously approaching
intellectual dishonesty.

1) I said that if you met someone in the street who had only a one in a
trillion chance of being guilty of something, you wouldn't bother to detain
him or check any records, and would let him free. You answered that this is
too vague to discuss and there aren't enough details to judge whether or



not he should be detained. Are you, you know, like a crazy person?

as far as i know, when someone calls someone crazy, it’s a way to
delegitimize his ideas.

Sometimes. It could also be a way to vent frustration. Or a sincere
question, like when Evey Hammond asked V (of Vendetta) the same thing,
sincerely interested in the answer. I would like to know, because this
discussions are tiring.

Why do you say that?

Nunya: silence

One in a trillion is a number, very low but not vague. And I don't need
to state the circumstances of the case every time. The circumstances can be
very varied between cases (in ours, he was coming from a masquerade party,
his own store was in his path, a truck passed by just in that moment,
managed to project a rock(?), and the rock shattered the crystal (!)) but
in the end you must make a judgement that compounds all the circumstances.
And that one is a probability judgement.

Nunya: silence

2) You say that the court operates on reasonable doubt. That means that
you think doubts can be reasonable or unreasonable. What's the frontier
between them?

an unreasonable doubt is like this.

1+1=2 is fallible, so maybe it’s wrong. i’m doubtful. so i’ll reject it.

So the only unreasonable doubts must be about logical fallacies, or can
they be about the physical world, too? Too easy.

Is the masquerade hypothesis unreasonable or reasonable?

before the policeman has any evidence to rule it out, it’s reasonable.



Are you sure you're not crazy? Like Iñigo Montoya said in The Princess
Bride, "You keep using that word. I don't think it means what you think it
means".

You can never be sure that someone is guilty, nor innocent.

Right. For this reason a case can be appealed.

Not for that reason. In that case it could be appealed indefinitely, any
number of times. But it can`t. The reason for the appeals is to reduce the
probability of a final wrong judgement, not to be sure of its correctness.

This recognizes the fallibility of the court’s judgement.

Judges make mistakes even when they don't have reasonable doubts, and a
wise judge once said that society should attempt to make statistics about
the percentage of error in penal and civil trials. So, if you thought that
the probability of guilt, based on the evidence you have, evidence which is
finite (although you like to defer, you can't search for more evidence
indefinitely) was 99.9%, would you imprison a murder suspect?

[silence]

Would you imprison on a 90% probability?

[silence]

These are not questions without meaning. Which level of doubt becomes
an unreasonable level for a prison term is a debatable question. But the
fact that there are levels in doubt means that there is a degree of belief
in the theories that cause those doubts.

No.

No... what?

A judge would send someone to prison for murder if and only if there was
no reasonable doubt that he committed a murder.



Yeah. But which level of doubt seems reasonable varies between people. I
repeat: the existence of levels of doubt implies the existence of levels of
belief.

Suppose you only had the evidence I have shown. The property records
are missing. There is no more evidence to be found.

The policeman could have asked the man for any records that would make the
policeman believe that he owns the house. For example, pieces of mail with
his name on it. Or pictures in the house with this guy’s face in them.
Those aren’t even records of ownership, but I bet a policeman would be
satisfied with that in most cases.

What part of "Suppose you only had the evidence I have shown" and "There is
no more evidence to be found" don't you understand?

The circumstances are critical, you have to judge. I would send the
masked man to prison. With doubt, as always, but I would send him. Would
you stand there, doing nothing, short-circuited in a cloud of sparks?

No I wouldn’t.

If a court has reasonable doubt that he committed a murder, then they
shouldn’t convict him of murder.

Aha! You mentioned before that the masquerade hypothesis seemed
"reasonable" to you. And I've put you in a situation in which there is no
more evidence. So I understand that you wouldn't convict a masked man going
out of a shattered crystal store with a sack of jewelry in absence of more
evidence. You have a very serious epistemological problem at hand, worst
than you believe...

Don't follow David Deutsch too fanatically, my friends.

We don’t do that.

Yes you do.

Or rather, it’s wrong to do so.



Yes it is.

I’m sure some new people do do that. I know i have. Maybe I still do in
some cases, but I’m trying to find and fix those. People should make their
own judgments instead of blindly believing people based on authority.

The critical skill is being able to be convinced by better arguments, not
forcing your own when they start to crumble.

Note that Elliot has found mistakes in David’s ideas. His yes-no
philosophy refutes David’s hard-to-vary concept. (Or maybe it’s better to
say that the yes-no philosophy explains why the hard-to-vary concept is not
useful.)

Maybe. But I didn't have to read Elliot to know it was bogus.

Someone can be very intelligent and be very very nutty. For example,
check his views on parenting. Sooo nutty…

I’m aware of David’s views on parenting. It basically brings the moral
ideas of liberalism and the epistemological ideas of Karl Popper to
parenting. What do you have against these ideas?

That they are nutty.

Damián Gil
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2017-07-31 19:22 GMT+02:00 Nunya bizness <
cuz_good_is_stronger_than_evil@yahoo.com>:

On Jul 31, 2017, at 11:51 AM, Damián Gil <damiangil@gmail.com> wrote:

---------- Forwarded message ----------
From: Damián Gil <damiangil@gmail.com>
Date: 2017-07-31 18:35 GMT+02:00
Subject: Re: [BoI] Yes or No Philosophy
To: Nunya bizness <cuz_good_is_stronger_than_evil@yahoo.com>
Cc: FI <fallible-ideas@yahoogroups.com>

Nunya bizness: you keep recoiling and compounding the problem, to no
use. For example: you say "his solution to P2 is this. I don’t yet know if
this man is a thief or the owner of the house, so I’ll detain him until I
can make a find out, using reasonable means to do so". He could well have
come with another solution: "so I'll presume his innocence and set him
free. Poor man, anyone can be coming from a masquerade party. I don't want
to risk detaining an innocent man, as he almost surely is". Why does he
prefers the first solution?

Anon answered this in another email, and you replied to that email saying
you agree. So i’ll leave it alone.

Because this is somewhat fatiguing, I will answer only those of your
statements that seem to me most preposterous and dangerously approaching
intellectual dishonesty.

1) I said that if you met someone in the street who had only a one in a
trillion chance of being guilty of something, you wouldn't bother to detain
him or check any records, and would let him free. You answered that this is
too vague to discuss and there aren't enough details to judge whether or
not he should be detained. Are you, you know, like a crazy person?

as far as i know, when someone calls someone crazy, it’s a way to
delegitimize his ideas.

Why do you say that? One in a trillion is a number, very low but not



vague. And I don't need to state the circumstances of the case every time.
The circumstances can be very varied between cases (in ours, he was coming
from a masquerade party, his own store was in his path, a truck passed by
just in that moment, managed to project a rock(?), and the rock shattered
the crystal (!)) but in the end you must make a judgement that compounds
all the circumstances. And that one is a probability judgement.

2) You say that the court operates on reasonable doubt. That means that
you think doubts can be reasonable or unreasonable. What's the frontier
between them?

an unreasonable doubt is like this.

1+1=2 is fallible, so maybe it’s wrong. i’m doubtful. so i’ll reject it.

Is the masquerade hypothesis unreasonable or reasonable?

before the policeman has any evidence to rule it out, it’s reasonable.

You can never be sure that someone is guilty, nor innocent.

Right. For this reason a case can be appealed. This recognizes the
fallibility of the court’s judgement.

Judges make mistakes even when they don't have reasonable doubts, and a
wise judge once said that society should attempt to make statistics about
the percentage of error in penal and civil trials. So, if you thought that
the probability of guilt, based on the evidence you have, evidence which is
finite (although you like to defer, you can't search for more evidence
indefinitely) was 99.9%, would you imprison a murder suspect? Would you
imprison on a 90% probability? These are not questions without meaning.
Which level of doubt becomes an unreasonable level for a prison term is a
debatable question. But the fact that there are levels in doubt means that
there is a degree of belief in the theories that cause those doubts.

No. A judge would send someone to prison for murder if and only if there
was no reasonable doubt that he committed a murder.

Suppose you only had the evidence I have shown. The property records are



missing. There is no more evidence to be found.

The policeman could have asked the man for any records that would make the
policeman believe that he owns the house. For example, pieces of mail with
his name on it. Or pictures in the house with this guy’s face in them.
Those aren’t even records of ownership, but I bet a policeman would be
satisfied with that in most cases.

The circumstances are critical, you have to judge. I would send the
masked man to prison. With doubt, as always, but I would send him. Would
you stand there, doing nothing, short-circuited in a cloud of sparks?

No I wouldn’t.

If a court has reasonable doubt that he committed a murder, then they
shouldn’t convict him of murder.

Don't follow David Deutsch too fanatically, my friends.

We don’t do that. Or rather, it’s wrong to do so. I’m sure some new people
do do that. I know i have. Maybe I still do in some cases, but I’m trying
to find and fix those. People should make their own judgments instead of
blindly believing people based on authority.

Note that Elliot has found mistakes in David’s ideas. His yes-no
philosophy refutes David’s hard-to-vary concept. (Or maybe it’s better to
say that the yes-no philosophy explains why the hard-to-vary concept is not
useful.)

Someone can be very intelligent and be very very nutty. For example,
check his views on parenting. Sooo nutty…

I’m aware of David’s views on parenting. It basically brings the moral
ideas of liberalism and the epistemological ideas of Karl Popper to
parenting. What do you have against these ideas?

— GISTE

From: Damián Gil <damiangil@gmail.com>



From: Damián Gil <damiangil@gmail.com>
Cc: FI <fallible-ideas@yahoogroups.com>, FIGG <fallible-
ideas@googlegroups.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy
Date: August 1, 2017 at 9:16 AM

Well, at last! Kate Sams has discovered one of many instances in which
Nunya Bizness either doesn't adress my question or aswers a slightly
different one. It's not fun anymore...

Let's start again. I promise I won't call no one crazy anymore. I suppose
it's not your fault.

There is a severe disease and there are 4 medicines that can be used to
treat it. No one knows the mechanism by which these drugs act on the
disease (that's quite common, in fact). So the government organizes two
clinical trials:

Trial 1: 100 subjects, 50 in each arm

Drug A cured 20% of the patients (10 patients)
Drug B cured 10% of the patients (5 patients)

Trial 2: 10000 subjects, 5000 in each arm

Drug C cured 20% of the patients (1000 patients)
Drug D cured 10% of the patients (500 patients)

Then a scientist says:

"Drug A is better than Drug B; and Drug C is better than drug D. But I have
more degree of confidence in my second statement.

For me, the scientist is a man with common sense. My question is ¿do you
believe the scientist is wrong in any way? In which one? Please be precise.



Damián Gil
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From: Justin Mallone <justinceo@gmail.com>
Cc: fiGG <fallible-ideas@googlegroups.com>, Alisa Zinov'yevna Rosenbaum 
petrogradphilosopher@gmail.com [fallible-ideas] <fallible-
ideas@yahoogroups.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy
Date: August 1, 2017 at 1:29 PM

On Aug 1, 2017, at 9:16 AM, Damián Gil <damiangil@gmail.com> wrote:

Well, at last! Kate Sams has discovered one of many instances in which Nunya 
Bizness either doesn't adress my question or aswers a slightly different one. It's 
not fun anymore...

It's important to be open to have your premises challenged, and that includes the 
questions you think are important.

Lots of people find it fun...

Let's start again. I promise I won't call no one crazy anymore. I suppose it's not 
your fault.

There is a severe disease and there are 4 medicines that can be used to treat it. 
No one knows the mechanism by which these drugs act on the disease (that's 
quite common, in fact).

So the government organizes two clinical trials:

Trial 1: 100 subjects, 50 in each arm

Drug A cured 20% of the patients (10 patients)
Drug B cured 10% of the patients (5 patients)

Trial 2: 10000 subjects, 5000 in each arm

Drug C cured 20% of the patients (1000 patients)
Drug D cured 10% of the patients (500 patients)

Then a scientist says:



"Drug A is better than Drug B; and Drug C is better than drug D. But I have more 
degree of confidence in my second statement.

For me, the scientist is a man with common sense. My question is ¿do you 
believe the scientist is wrong in any way? In which one? Please be precise.

Your hypo leaves much to be desired. To know whether you can judge the 
effectiveness of the drugs based on the study, you'd need to know about things 
like whether the study was blinded, what potential sources of error were 
considered and addressed, etc.

But to get at what I think your point is ... one can have a criticism of a sample size 
as being too low to draw conclusions from about the effectiveness of some drug. 
But in that case, it's too low to draw conclusions from! So you shouldn't use it to 
draw conclusions...like if 100 subjects is too low to talk about drug effectiveness, 
it's too low. Period. In such a case, 100 subject studies might still be useful for 
some purposes (like maybe you want to make sure the drug doesn't kill 50% of 
the people you give it to before you run the 10000 subject study...) But you can't 
use it to talk about relative drug effectiveness.

Also, once you hit whatever the sufficient n-size is for being able to talk about 
relative drug effectiveness (in light of our knowledge of statistics), that's it, you've 
hit it. So say the sufficient n-size for making statements was 500. So you can talk 
about relative drug effectiveness if the size of the study was 500, or 501, or 
10000, or 10001.

If the sufficient n-size for making such statements was higher than 100 but less 
than 10000 in the examples above, then the scientist should confine his 
evaluations to drugs C and D, since he can't make statements about A and B.

If the sufficient n-size for making such statements was 100 or below, then, no, the 
scientist shouldn't talk in terms of greater confidence about his judgment 
regarding C and D. He can talk about A relative to B and C relative to D. But both 
studies are over the threshold for being able to talk about the effectiveness of the 
drugs....

If the sufficient n-size for making such statements was above 10000, he can't 
evaluate the drug effectiveness at all...

BTW, by what seems to be your logic (i.e. higher sample size = more 

confidence), you'd have to talk about having a higher confidence in statements 



confidence), you'd have to talk about having a higher confidence in statements 
about a 10,001 subject study than a 10,000 subject study. But common sense 
would say that there's not really any difference there. You wanna be on the side 
of common sense, but common sense seems to be on your side with one set of 
numbers and on the Yes/No epistemology side with another set of numbers. So 
there's a contradiction there worth exploring that can't be resolved by appeals to 
common sense.

-JM



From: Damián Gil <damiangil@gmail.com>
Cc: Alisa Zinov'yevna Rosenbaum petrogradphilosopher@gmail.com [fallible-
ideas] <fallible-ideas@yahoogroups.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy
Date: August 1, 2017 at 3:20 PM

2017-08-01 19:29 GMT+02:00 Justin Mallone <justinceo@gmail.com>:

On Aug 1, 2017, at 9:16 AM, Damián Gil <damiangil@gmail.com> wrote:

Let's start again. I promise I won't call no one crazy anymore. I
suppose it's not your fault.

There is a severe disease and there are 4 medicines that can be used to
treat it. No one knows the mechanism by which these drugs act on the
disease (that's quite common, in fact).

So the government organizes two clinical trials:

Trial 1: 100 subjects, 50 in each arm

Drug A cured 20% of the patients (10 patients)
Drug B cured 10% of the patients (5 patients)

Trial 2: 10000 subjects, 5000 in each arm

Drug C cured 20% of the patients (1000 patients)
Drug D cured 10% of the patients (500 patients)

Then a scientist says:

"Drug A is better than Drug B; and Drug C is better than drug D. But I
have more degree of confidence in my second statement.

For me, the scientist is a man with common sense. My question is ¿do you
believe the scientist is wrong in any way? In which one? Please be precise.



Your hypo leaves much to be desired. To know whether you can judge the
effectiveness of the drugs based on the study, you'd need to know about
things like whether the study was blinded, what potential sources of error
were considered and addressed, etc.

My "hypo" is a simplification to make a point. The relevant issue here is
not the methodology of the studies, but that the methodology is exactly the
same in both (I didn't bother to specify that, but... well, I assume we are
trying to understand each other here. But if you want, suppose they are
good (triple-blinded, consecutive patients, etc). That's irrelevant to the
key point, which is: When the scientist says "I have more degree of
confidence in my second statement" (or in the second trial), is he saying
something absurd? Is he wrong to do that? I would like, first of all, a
clear answer to that question. It's a very simple question.

But to get at what I think your point is ...

Thank you for getting to the point. Not everyone does it...

one can have a criticism of a sample size as being too low to draw
conclusions from about the effectiveness of some drug. But in that case,
it's too low to draw conclusions from! So you shouldn't use it to draw
conclusions...like if 100 subjects is too low to talk about drug
effectiveness, it's too low. Period. In such a case, 100 subject studies
might still be useful for some purposes (like maybe you want to make sure
the drug doesn't kill 50% of the people you give it to before you run the
10000 subject study...) But you can't use it to talk about relative drug
effectiveness.

Also, once you hit whatever the sufficient n-size is for being able to
talk about relative drug effectiveness (in light of our knowledge of
statistics), that's it, you've hit it. So say the sufficient n-size for
making statements was 500. So you can talk about relative drug
effectiveness if the size of the study was 500, or 501, or 10000, or 10001.

If the sufficient n-size for making such statements was higher than 100
but less than 10000 in the examples above, then the scientist should



confine his evaluations to drugs C and D, since he can't make statements
about A and B.

If the sufficient n-size for making such statements was 100 or below,
then, no, the scientist shouldn't talk in terms of greater confidence about
his judgment regarding C and D. He can talk about A relative to B and C
relative to D. But both studies are over the threshold for being able to
talk about the effectiveness of the drugs....

If the sufficient n-size for making such statements was above 10000, he
can't evaluate the drug effectiveness at all...

Why do you believe that these thresholds exist? They don't. There is no
magic threshold above which you can talk about the effectiveness of a drug
(or any estimated difference in proportions, like in this case), and below
which you can't.

Suppose you have a man that is throwing a die repeatedly in a casino. You
are wondering if the dice is fair or not. In the first throw, he scores a
six. You think: well, he had a 1/6 chance, let's see. In the second throw,
he scores another six. You think: 1/36, maybe he just got lucky. In the
third throw, he again scores a six: incredible luck!. He goes that way for
quite a long time. Now there are, I don't know, like 32 sixes in a row.
Eventually, you call the security of the casino.

Attention now: the number of throws at which you decide to call security
depends on a lot of things: the stakes being played, your confidence in the
security, your honesty, etc. But all that is irrelevant to my point,
because it doesn't change these key facts:

1.-From your point of view, the higher the number of consecutive sixes, the
more confidence you'll have that the man is cheating and the die is not
fair, and the less confidence you'll have that the man is playing fairly.
Warning: if you don't agree with that, I will enter a state of profound
despair.
2.-There is no magic threshold. The more sixes in a row, the higher the
confidence in his cheating. That's it. It's invalid to deduce "if he throws

more than [arbitrary threshold] sixes, then he is cheating. If not, he is



more than [arbitrary threshold] sixes, then he is cheating. If not, he is
innocent". There is no such threshold.

[image: Imágenes integradas 1]

The same is true with the sample size in the studies. The more sample size
you have, the more confidence you'll have in the results, ceteris paribus.
The first trial would give you little confidence, to be sure. Probably too
low to overpower other considerations, like the price of the drugs, or the
side effects of each one. But what would you do with the dubious result you
have is irrelevant to my point. My point is that, the more sample size you
have, the less dubious the result will be. Well, my real point is that if
"confidence" or "dubiousness" can grow or diminish, then there is such
thing as a degree of confidence in a statement. All bayesian statistics is
based on that. For a bayesian, probability is subjective. Probability is a
degree of confidence that depends of the information that an observer has
about the world.

BTW, by what seems to be your logic (i.e. higher sample size = more
confidence),

My logic is indeed that the higher the sample size, the more confidence, a
basic tenet of statistics (that's why everyone tries to do big studies if
possible) and I also want you to be clear if you agree with that.

you'd have to talk about having a higher confidence in statements about a
10,001 subject study than a 10,000 subject study. But common sense would
say that there's not really any difference there.

Common sense would say nothing like that. You can bet I'll have a higher
confidence in a study with 10001 subjects than in one with 10000. It's true
I would have only a little more, because 10001 is only a little more than
10000, but I would. The contrary would be illogical. Because if I had the
same confidence in a study with 10001 than in a study with 10000, then I
would have to have the same confidence in a study with 10002 than in a



study with 10000. And so on. And at some time or other, the contradiction
would be not only evident (as it is for me), but absolutely flagrant (and
then it would be evident for everyone, or so I hope, you can never be sure).

You wanna be on the side of common sense, but common sense seems to be on
your side with one set of numbers and on the Yes/No epistemology side with
another set of numbers. So there's a contradiction there worth exploring
that can't be resolved by appeals to common sense.

Common sense seems only to be on my side in this case, I'm afraid. But I
don't want to rely on any vagueness or argument of authority. I said that,
in my opinion, the scientist statement "I have more degree of confidence in
the second trial" is common sense. But I'm not "appealing" to your common
sense (except in a very basic way). I'm just appealing to logic.

Damián Gil

-JM

--
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From: Elliot Temple curi@curi.us [fallible-ideas] <fallible-
ideas@yahoogroups.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy
Date: August 1, 2017 at 3:42 PM

What do you care about "more degree of confidence" or "the more confidence 
you'll have that the man is cheating and the die is not fair"? (These quotes are 
from the post included below.) Is it an imprecise statement about what bets you 
would and wouldn't take?

You have to decide, for any given state of the evidence, whether or not to accept 
various conclusions or not. E.g. at one state of the evidence you decide NOT to 
accuse the man of cheating, and later with a different state of the evidence you 
decide TO accuse him of cheating. You have to judge: given the evidence, my 
knowledge of statistics, my knowledge of cheating, my understanding of the 
consequences of making an accusation, company policy, the potential for 
violence, etc, is it a good idea to accuse him of cheating at this time, yes or no?

You don't have to decide how confident you are, which is vague. What you have 
to decide is whether to act. If you define "confidence" in a precise way, then you 
may be able to measure it and refer to that measurement in an idea. An idea 
could be about a candidate solution, explanation, criticism, problem, etc...

You can also make a judgement like: out of millions of casino visitors, 75 out of 
100 people who we have this evidence about are cheaters. It's hard to do that 
very precisely, and there's various limitations and ways this kind of analysis can 
go wrong, e.g. by having a systematic bias. But, there ARE various ways to 
estimate it which do have SOME value. You can then expose that judgement 
(about 75/100 people) to criticism and decide YES or NO about it. You may 
decide to (tentatively, fallibly) accept it as a fact. You could then refer to that fact 
in an idea about what action to take, in a criticism, etc. I explain about the use of 
facts, including facts about statistics, in the _Yes or No Philosophy_ educational 
package. http://fallibleideas.com/yes-or-no-philosophy (I know you already saw it, 
Damián Gil, but I'm linking it for other readers.)

Elliot Temple
Get my philosophy newsletter:
www.fallibleideas.com/newsletter

http://fallibleideas.com/yes-or-no-philosophy


On Aug 1, 2017, at 12:20 PM, Damián Gil <damiangil@gmail.com> wrote:

2017-08-01 19:29 GMT+02:00 Justin Mallone <justinceo@gmail.com>:
On Aug 1, 2017, at 9:16 AM, Damián Gil <damiangil@gmail.com> wrote:

Let's start again. I promise I won't call no one crazy anymore. I suppose it's not 
your fault.

There is a severe disease and there are 4 medicines that can be used to treat 
it. No one knows the mechanism by which these drugs act on the disease 
(that's quite common, in fact).

So the government organizes two clinical trials:

Trial 1: 100 subjects, 50 in each arm

Drug A cured 20% of the patients (10 patients)
Drug B cured 10% of the patients (5 patients)

Trial 2: 10000 subjects, 5000 in each arm

Drug C cured 20% of the patients (1000 patients)
Drug D cured 10% of the patients (500 patients)

Then a scientist says:

"Drug A is better than Drug B; and Drug C is better than drug D. But I have 
more degree of confidence in my second statement.

For me, the scientist is a man with common sense. My question is ¿do you 
believe the scientist is wrong in any way? In which one? Please be precise.

Your hypo leaves much to be desired. To know whether you can judge the 



effectiveness of the drugs based on the study, you'd need to know about things 
like whether the study was blinded, what potential sources of error were 
considered and addressed, etc.

My "hypo" is a simplification to make a point. The relevant issue here is not the 
methodology of the studies, but that the methodology is exactly the same in 
both (I didn't bother to specify that, but... well, I assume we are trying to 
understand each other here. But if you want, suppose they are good (triple-
blinded, consecutive patients, etc). That's irrelevant to the key point, which is: 
When the scientist says "I have more degree of confidence in my second 
statement" (or in the second trial), is he saying something absurd? Is he wrong 
to do that? I would like, first of all, a clear answer to that question. It's a very 
simple question.

But to get at what I think your point is ...

Thank you for getting to the point. Not everyone does it...

one can have a criticism of a sample size as being too low to draw conclusions 
from about the effectiveness of some drug. But in that case, it's too low to draw 
conclusions from! So you shouldn't use it to draw conclusions...like if 100 
subjects is too low to talk about drug effectiveness, it's too low. Period. In such a 
case, 100 subject studies might still be useful for some purposes (like maybe 
you want to make sure the drug doesn't kill 50% of the people you give it to 
before you run the 10000 subject study...) But you can't use it to talk about 
relative drug effectiveness.

Also, once you hit whatever the sufficient n-size is for being able to talk about 
relative drug effectiveness (in light of our knowledge of statistics), that's it, 
you've hit it. So say the sufficient n-size for making statements was 500. So you 
can talk about relative drug effectiveness if the size of the study was 500, or 
501, or 10000, or 10001.

If the sufficient n-size for making such statements was higher than 100 but less 
than 10000 in the examples above, then the scientist should confine his 
evaluations to drugs C and D, since he can't make statements about A and B.

If the sufficient n-size for making such statements was 100 or below, then, no, 
the scientist shouldn't talk in terms of greater confidence about his judgment 
regarding C and D. He can talk about A relative to B and C relative to D. But 



both studies are over the threshold for being able to talk about the effectiveness 
of the drugs....

If the sufficient n-size for making such statements was above 10000, he can't 
evaluate the drug effectiveness at all...

Why do you believe that these thresholds exist? They don't. There is no magic 
threshold above which you can talk about the effectiveness of a drug (or any 
estimated difference in proportions, like in this case), and below which you can't.

Suppose you have a man that is throwing a die repeatedly in a casino. You are 
wondering if the dice is fair or not. In the first throw, he scores a six. You think: 
well, he had a 1/6 chance, let's see. In the second throw, he scores another six. 
You think: 1/36, maybe he just got lucky. In the third throw, he again scores a 
six: incredible luck!. He goes that way for quite a long time. Now there are, I 
don't know, like 32 sixes in a row. Eventually, you call the security of the casino.

Attention now: the number of throws at which you decide to call security 
depends on a lot of things: the stakes being played, your confidence in the 
security, your honesty, etc. But all that is irrelevant to my point, because it 
doesn't change these key facts:

1.-From your point of view, the higher the number of consecutive sixes, the 
more confidence you'll have that the man is cheating and the die is not fair, and 
the less confidence you'll have that the man is playing fairly. Warning: if you 
don't agree with that, I will enter a state of profound despair.
2.-There is no magic threshold. The more sixes in a row, the higher the 
confidence in his cheating. That's it. It's invalid to deduce "if he throws more 
than [arbitrary threshold] sixes, then he is cheating. If not, he is innocent". There 
is no such threshold.

<Random number generation chiste.gif>

The same is true with the sample size in the studies. The more sample size you 
have, the more confidence you'll have in the results, ceteris paribus. The first 
trial would give you little confidence, to be sure. Probably too low to overpower 
other considerations, like the price of the drugs, or the side effects of each one. 



But what would you do with the dubious result you have is irrelevant to my point. 
My point is that, the more sample size you have, the less dubious the result will 
be. Well, my real point is that if "confidence" or "dubiousness" can grow or 
diminish, then there is such thing as a degree of confidence in a statement. All 
bayesian statistics is based on that. For a bayesian, probability is subjective. 
Probability is a degree of confidence that depends of the information that an 
observer has about the world.

BTW, by what seems to be your logic (i.e. higher sample size = more 
confidence),

My logic is indeed that the higher the sample size, the more confidence, a basic 
tenet of statistics (that's why everyone tries to do big studies if possible) and I 
also want you to be clear if you agree with that.

you'd have to talk about having a higher confidence in statements about a 
10,001 subject study than a 10,000 subject study. But common sense would say 
that there's not really any difference there.

Common sense would say nothing like that. You can bet I'll have a higher 
confidence in a study with 10001 subjects than in one with 10000. It's true I 
would have only a little more, because 10001 is only a little more than 10000, 
but I would. The contrary would be illogical. Because if I had the same 
confidence in a study with 10001 than in a study with 10000, then I would have 
to have the same confidence in a study with 10002 than in a study with 10000. 
And so on. And at some time or other, the contradiction would be not only 
evident (as it is for me), but absolutely flagrant (and then it would be evident for 
everyone, or so I hope, you can never be sure).

You wanna be on the side of common sense, but common sense seems to be 
on your side with one set of numbers and on the Yes/No epistemology side with 
another set of numbers. So there's a contradiction there worth exploring that 
can't be resolved by appeals to common sense.

Common sense seems only to be on my side in this case, I'm afraid. But I don't 
want to rely on any vagueness or argument of authority. I said that, in my 
opinion, the scientist statement "I have more degree of confidence in the second 

trial" is common sense. But I'm not "appealing" to your common sense (except 



trial" is common sense. But I'm not "appealing" to your common sense (except 
in a very basic way). I'm just appealing to logic.

Damián Gil

-JM

--

Elliot Temple
Get my philosophy newsletter:
www.fallibleideas.com/newsletter
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From: Damián Gil <damiangil@gmail.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy
Date: August 1, 2017 at 5:13 PM

2017-08-01 21:42 GMT+02:00 Elliot Temple <curi@curi.us>:

Welcome back, Mr. Temple.

In my previous mail, I demanded clarification, to be able to pinpoint
better the cause of the disagreement. Please clarify (if you don't feel
like it, it's sufficient with a yes or a no, like in your philosophy). Do
you agree or not with these:

-The scientist is wrong in saying that he has more confidence in trial 2,
'cos speaking of levels of confidence is illogical.

-From your point of view, the higher the number of consecutive sixes, the
more confidence you'll have that the man is cheating and the die is not
fair, and the less confidence you'll have that the man is playing fairly.
Warning: if you don't agree with that, I will enter a state of profound
despair.

-There is no magic threshold. The more sixes in a row, the higher the
confidence in his cheating. That's it. It's invalid to deduce "if he throws
more than [arbitrary threshold] sixes, then he is cheating. If not, he is
innocent". There is no such threshold.

Note to the people out there: If the respondents don't bother to reply at
least to this, at least with a yes or a no, I will not reply.

Now, let's see what you're saying.

What do you care about "more degree of confidence" or "the more confidence
you'll have that the man is cheating and the die is not fair"? (These
quotes are from the post included below.) Is it an imprecise statement
about what bets you would and wouldn't take?



Remember I'm not a native english speaker. I don't know if "what do you
care about" is a slang phrase or something. Talking literally, what I care
about is no one's business. The relevant thing is that the degree of
confidence can increase or decrease, not if I care much about it or not.

The confidence someone has in a statement can be very imprecise, like in
the case of a common man treating a difficult problem; or very precise,
like in the case of a bayesian statistician treating a very simple problem,
like the hypothetical die. A statistician can state his degree of
confidence in a very precise, numerical way. For example, he can assume
initially that the die is fair, and the proportion of sixes must be 1/6.
Each time the die is rolled, the statistician can give you the exact
posterior odds ratio. Say he calculates it after quite a lot of sixes and
the result is 5:1. That means that, given his current knowledge (I insist
that probability is subjective, it depends of the state of knowledge of the
observer, so different observers can precisely calculate different
probabilities for the same event) cheating is exactly five times more
probable than innocence. But all of this is irrelevant. The degree of
confidence in a statement can be vague or precise, but the point is that it
_exists_. It's not illogical to talk about it.

You have to decide, for any given state of the evidence, whether or not to
accept various conclusions or not.

E.g. at one state of the evidence you decide NOT to accuse the man of
cheating, and later with a different state of the evidence you decide TO
accuse him of cheating. You have to judge: given the evidence, my knowledge
of statistics, my knowledge of cheating, my understanding of the
consequences of making an accusation, company policy, the potential for
violence, etc, is it a good idea to accuse him of cheating at this time,
yes or no?

You are mixing thinking and acting. I can wonder if the man is a cheater
independently of my actions, purely for intellectual curiosity. The manner
in which I decide to act is irrelevant to the question at hand, namely,
¿how sure can I be that he is a cheater?



You don't have to decide how confident you are, which is vague. What you
have to decide is whether to act.

Wheter to act or not depends on many things. One of the most important ones
is how confident I am. So obviously I have to decide how confident I am. I
can do it in a very precise manner of very vaguely, but I have to do it.

If you define "confidence" in a precise way, then you may be able to
measure it and refer to that measurement in an idea. An idea could be about
a candidate solution, explanation, criticism, problem, etc...

I don't understand this, unless you say it in a trivial sense. If I define
confidence very precisely, as a statistician hopes to do, well, yes, I can
refer to that confidence level. So? Don't bother to reply. Won't get us
anywhere...

You can also make a judgement like: out of millions of casino visitors, 75
out of 100 people who we have this evidence about are cheaters.

Correct. That's maybe what a cartoon frequentist statistician would say. I
agree.

It's hard to do that very precisely, and there's various limitations and
ways this kind of analysis can go wrong, e.g. by having a systematic bias.
But, there ARE various ways to estimate it which do have SOME value.

Agreed.

You can then expose that judgement (about 75/100 people) to criticism and
decide YES or NO about it. You may decide to (tentatively, fallibly) accept
it as a fact. You could then refer to that fact in an idea about what



action to take, in a criticism, etc.

Yes you could. And I would not object. But in some moment you will have to
take the step. We (tentatively) know that *in the past*, out of millions of
visitors, 75% of people like this were cheaters". That's maybe interesting,
but the most interesting thing is if *this one in front of me* is a
cheater. You cannot be absolutely sure that he is, nor absolutely sure that
he isn`t. You have to make a guess based on previous knowledge. And you can
be very confident in that guess or not very confident. That's the whole
point. If instead of millions of previous similar visitors, you only had
data about twenty, you would be less confident on your judgement.

That's all. Remember. I will not reply if you don't try to answer my
questions.

Thanks.
Damián Gil

On Aug 1, 2017, at 12:20 PM, Damián Gil <damiangil@gmail.com> wrote:

2017-08-01 19:29 GMT+02:00 Justin Mallone <justinceo@gmail.com>:
On Aug 1, 2017, at 9:16 AM, Damián Gil <damiangil@gmail.com> wrote:

Let's start again. I promise I won't call no one crazy anymore. I
suppose it's not your fault.

There is a severe disease and there are 4 medicines that can be used
to treat it. No one knows the mechanism by which these drugs act on the
disease (that's quite common, in fact).



So the government organizes two clinical trials:

Trial 1: 100 subjects, 50 in each arm

Drug A cured 20% of the patients (10 patients)
Drug B cured 10% of the patients (5 patients)

Trial 2: 10000 subjects, 5000 in each arm

Drug C cured 20% of the patients (1000 patients)
Drug D cured 10% of the patients (500 patients)

Then a scientist says:

"Drug A is better than Drug B; and Drug C is better than drug D. But I
have more degree of confidence in my second statement.

For me, the scientist is a man with common sense. My question is ¿do
you believe the scientist is wrong in any way? In which one? Please be
precise.

Your hypo leaves much to be desired. To know whether you can judge the
effectiveness of the drugs based on the study, you'd need to know about
things like whether the study was blinded, what potential sources of error
were considered and addressed, etc.

My "hypo" is a simplification to make a point. The relevant issue here
is not the methodology of the studies, but that the methodology is exactly
the same in both (I didn't bother to specify that, but... well, I assume we
are trying to understand each other here. But if you want, suppose they are
good (triple-blinded, consecutive patients, etc). That's irrelevant to the
key point, which is: When the scientist says "I have more degree of
confidence in my second statement" (or in the second trial), is he saying
something absurd? Is he wrong to do that? I would like, first of all, a
clear answer to that question. It's a very simple question.

But to get at what I think your point is ...

Thank you for getting to the point. Not everyone does it...



one can have a criticism of a sample size as being too low to draw
conclusions from about the effectiveness of some drug. But in that case,
it's too low to draw conclusions from! So you shouldn't use it to draw
conclusions...like if 100 subjects is too low to talk about drug
effectiveness, it's too low. Period. In such a case, 100 subject studies
might still be useful for some purposes (like maybe you want to make sure
the drug doesn't kill 50% of the people you give it to before you run the
10000 subject study...) But you can't use it to talk about relative drug
effectiveness.

Also, once you hit whatever the sufficient n-size is for being able to
talk about relative drug effectiveness (in light of our knowledge of
statistics), that's it, you've hit it. So say the sufficient n-size for
making statements was 500. So you can talk about relative drug
effectiveness if the size of the study was 500, or 501, or 10000, or 10001.

If the sufficient n-size for making such statements was higher than 100
but less than 10000 in the examples above, then the scientist should
confine his evaluations to drugs C and D, since he can't make statements
about A and B.

If the sufficient n-size for making such statements was 100 or below,
then, no, the scientist shouldn't talk in terms of greater confidence about
his judgment regarding C and D. He can talk about A relative to B and C
relative to D. But both studies are over the threshold for being able to
talk about the effectiveness of the drugs....

If the sufficient n-size for making such statements was above 10000, he
can't evaluate the drug effectiveness at all...

Why do you believe that these thresholds exist? They don't. There is no
magic threshold above which you can talk about the effectiveness of a drug
(or any estimated difference in proportions, like in this case), and below
which you can't.

Suppose you have a man that is throwing a die repeatedly in a casino.
You are wondering if the dice is fair or not. In the first throw, he scores
a six. You think: well, he had a 1/6 chance, let's see. In the second



a six. You think: well, he had a 1/6 chance, let's see. In the second
throw, he scores another six. You think: 1/36, maybe he just got lucky. In
the third throw, he again scores a six: incredible luck!. He goes that way
for quite a long time. Now there are, I don't know, like 32 sixes in a row.
Eventually, you call the security of the casino.

Attention now: the number of throws at which you decide to call security
depends on a lot of things: the stakes being played, your confidence in the
security, your honesty, etc. But all that is irrelevant to my point,
because it doesn't change these key facts:

1.-From your point of view, the higher the number of consecutive sixes,
the more confidence you'll have that the man is cheating and the die is not
fair, and the less confidence you'll have that the man is playing fairly.
Warning: if you don't agree with that, I will enter a state of profound
despair.

2.-There is no magic threshold. The more sixes in a row, the higher the
confidence in his cheating. That's it. It's invalid to deduce "if he throws
more than [arbitrary threshold] sixes, then he is cheating. If not, he is
innocent". There is no such threshold.

<Random number generation chiste.gif>

The same is true with the sample size in the studies. The more sample
size you have, the more confidence you'll have in the results, ceteris
paribus. The first trial would give you little confidence, to be sure.
Probably too low to overpower other considerations, like the price of the
drugs, or the side effects of each one. But what would you do with the
dubious result you have is irrelevant to my point. My point is that, the
more sample size you have, the less dubious the result will be. Well, my
real point is that if "confidence" or "dubiousness" can grow or diminish,
then there is such thing as a degree of confidence in a statement. All
bayesian statistics is based on that. For a bayesian, probability is
subjective. Probability is a degree of confidence that depends of the
information that an observer has about the world.

BTW, by what seems to be your logic (i.e. higher sample size = more



confidence),

My logic is indeed that the higher the sample size, the more confidence,
a basic tenet of statistics (that's why everyone tries to do big studies if
possible) and I also want you to be clear if you agree with that.

you'd have to talk about having a higher confidence in statements about
a 10,001 subject study than a 10,000 subject study. But common sense would
say that there's not really any difference there.

Common sense would say nothing like that. You can bet I'll have a higher
confidence in a study with 10001 subjects than in one with 10000. It's true
I would have only a little more, because 10001 is only a little more than
10000, but I would. The contrary would be illogical. Because if I had the
same confidence in a study with 10001 than in a study with 10000, then I
would have to have the same confidence in a study with 10002 than in a
study with 10000. And so on. And at some time or other, the contradiction
would be not only evident (as it is for me), but absolutely flagrant (and
then it would be evident for everyone, or so I hope, you can never be sure).

You wanna be on the side of common sense, but common sense seems to be
on your side with one set of numbers and on the Yes/No epistemology side
with another set of numbers. So there's a contradiction there worth
exploring that can't be resolved by appeals to common sense.

Common sense seems only to be on my side in this case, I'm afraid. But I
don't want to rely on any vagueness or argument of authority. I said that,
in my opinion, the scientist statement "I have more degree of confidence in
the second trial" is common sense. But I'm not "appealing" to your common
sense (except in a very basic way). I'm just appealing to logic.

Damián Gil

-JM

--



Elliot Temple
Get my philosophy newsletter:
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From: Elliot Temple <curi@curi.us>
Cc: FIGG <fallible-ideas@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy
Date: August 1, 2017 at 5:25 PM

On Aug 1, 2017, at 2:13 PM, Damián Gil <damiangil@gmail.com> wrote:

2017-08-01 21:42 GMT+02:00 Elliot Temple <curi@curi.us>:

What do you care about "more degree of confidence" or "the more confidence 
you'll have that the man is cheating and the die is not fair"? (These quotes are 
from the post included below.) Is it an imprecise statement about what bets 
you would and wouldn't take?

Remember I'm not a native english speaker. I don't know if "what do you care 
about" is a slang phrase or something. Talking literally, what I care about is no 
one's business. The relevant thing is that the degree of confidence can increase 
or decrease, not if I care much about it or not.

The question there was what difference the "degree of confidence" makes to 
anything? (Why care? What does it matter?) That led into my explanation of in 
what ways the degree of confidence does and doesn't matter, and is vague.

You can then expose that judgement (about 75/100 people) to criticism and 
decide YES or NO about it. You may decide to (tentatively, fallibly) accept it as 
a fact. You could then refer to that fact in an idea about what action to take, in 
a criticism, etc.

Yes you could. And I would not object. But in some moment you will have to 
take the step. We (tentatively) know that *in the past*, out of millions of visitors, 
75% of people like this were cheaters". That's maybe interesting, but the most 
interesting thing is if *this one in front of me* is a cheater. You cannot be 
absolutely sure that he is, nor absolutely sure that he isn`t. You have to make a 
guess based on previous knowledge. And you can be very confident in that 
guess or not very confident. That's the whole point. If instead of millions of 
previous similar visitors, you only had data about twenty, you would be less 
confident on your judgement.



You shouldn't decide (1) "I know he is a cheater" or (2) "I know he is not a 
cheater" when what you actually know is: (3) "I know he MIGHT be a cheater 
because...". You should decide (3) rather than guessing (1) or (2). Then decide 
what to do given your acknowledged situation of having incomplete information. 
You need to look at what you do know and how you can use it, rather than 
pretending you know something you don't.

Elliot Temple
Get my philosophy newsletter:
www.fallibleideas.com/newsletter



From: Justin Mallone <justinceo@gmail.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, Elliot Temple curi@curi.us 
[fallible-ideas] <fallible-ideas@yahoogroups.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy
Date: August 2, 2017 at 5:46 PM

On Aug 1, 2017, at 3:20 PM, Damián Gil <damiangil@gmail.com> wrote:

2017-08-01 19:29 GMT+02:00 Justin Mallone <justinceo@gmail.com>:

one can have a criticism of a sample size as being too low to draw conclusions 
from about the effectiveness of some drug. But in that case, it's too low to draw 
conclusions from! So you shouldn't use it to draw conclusions...like if 100 
subjects is too low to talk about drug effectiveness, it's too low. Period. In such 
a case, 100 subject studies might still be useful for some purposes (like maybe 
you want to make sure the drug doesn't kill 50% of the people you give it to 
before you run the 10000 subject study...) But you can't use it to talk about 
relative drug effectiveness.

Also, once you hit whatever the sufficient n-size is for being able to talk about 
relative drug effectiveness (in light of our knowledge of statistics), that's it, 
you've hit it. So say the sufficient n-size for making statements was 500. So 
you can talk about relative drug effectiveness if the size of the study was 500, 
or 501, or 10000, or 10001.

If the sufficient n-size for making such statements was higher than 100 but less 
than 10000 in the examples above, then the scientist should confine his 
evaluations to drugs C and D, since he can't make statements about A and B.

If the sufficient n-size for making such statements was 100 or below, then, no, 
the scientist shouldn't talk in terms of greater confidence about his judgment 
regarding C and D. He can talk about A relative to B and C relative to D. But 
both studies are over the threshold for being able to talk about the 
effectiveness of the drugs....

If the sufficient n-size for making such statements was above 10000, he can't 
evaluate the drug effectiveness at all...



Why do you believe that these thresholds exist? They don't. There is no magic 
threshold above which you can talk about the effectiveness of a drug (or any 
estimated difference in proportions, like in this case), and below which you can't.

Do you think scientists should make a *general judgement* about the relative 
effectiveness of some drug vs another based on n size = 2?

Suppose you have a man that is throwing a die repeatedly in a casino. You are 
wondering if the dice is fair or not. In the first throw, he scores a six. You think: 
well, he had a 1/6 chance, let's see. In the second throw, he scores another six. 
You think: 1/36, maybe he just got lucky. In the third throw, he again scores a 
six: incredible luck!. He goes that way for quite a long time. Now there are, I 
don't know, like 32 sixes in a row. Eventually, you call the security of the casino.

There's tons of numerical patterns you'd find interesting, like 1-1-2-2-3-3, 1-2-3-4-
5-6, 6-5-4-3-2-1 etc etc

The odds of fair dice hitting on *any* such "interesting" pattern are much higher 
than they are of hitting on just one particular example of such a pattern.

If you don't specify the particular pattern *in advance* to be impressed by, its not 
so impressive.

-JM



From: Damián Gil <damiangil@gmail.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy
Date: August 3, 2017 at 3:29 AM

In my previous mail, I demanded clarification about if you agree with some
statements or not. I said I would not reply anyone who didn't clarify. I
don't like to chase people in circles in what supposedly is an honest
debate.

Elliot Temple and Justin Malone have replied to me, but neither of them has
said if they agree with the statements or not. Maybe they missed my petiton
of clarification. You only have to say "agree", "disagree" or "neither,
because it's meaningless". It's not so difficult. When you have clarified
your position, I will reply to your objections.

The statements in question are these:

1. The scientist is correct in having more confidence in trial 2.

2. From your point of view, the higher the number of consecutive sixes, the
more confidence you'll have that the die is not fair, and the less
confidence you'll have that the man is fair. Warning: if you don't agree
with that, I will enter a state of profound despair.

3. There is no magic threshold. The more sixes in a row, the higher the
confidence in his cheating. That's it. It's invalid to deduce "if he throws
more than [arbitrary threshold] sixes, then he is cheating. If not, he is
innocent". There is no such threshold.

4. the higher the sample size, the more confidence, ceteris paribus. That's
a basic tenet of statistics (and why everyone tries to do big studies if
possible)

I'll wait here.

Damián Gil

2017-08-02 23:46 GMT+02:00 Justin Mallone <justinceo@gmail.com>:

On Aug 1, 2017, at 3:20 PM, Damián Gil <damiangil@gmail.com> wrote:



2017-08-01 19:29 GMT+02:00 Justin Mallone <justinceo@gmail.com>:

one can have a criticism of a sample size as being too low to draw
conclusions from about the effectiveness of some drug. But in that case,
it's too low to draw conclusions from! So you shouldn't use it to draw
conclusions...like if 100 subjects is too low to talk about drug
effectiveness, it's too low. Period. In such a case, 100 subject studies
might still be useful for some purposes (like maybe you want to make sure
the drug doesn't kill 50% of the people you give it to before you run the
10000 subject study...) But you can't use it to talk about relative drug
effectiveness.

Also, once you hit whatever the sufficient n-size is for being able to
talk about relative drug effectiveness (in light of our knowledge of
statistics), that's it, you've hit it. So say the sufficient n-size for
making statements was 500. So you can talk about relative drug
effectiveness if the size of the study was 500, or 501, or 10000, or 10001.

If the sufficient n-size for making such statements was higher than 100
but less than 10000 in the examples above, then the scientist should
confine his evaluations to drugs C and D, since he can't make statements
about A and B.

If the sufficient n-size for making such statements was 100 or below,
then, no, the scientist shouldn't talk in terms of greater confidence about
his judgment regarding C and D. He can talk about A relative to B and C
relative to D. But both studies are over the threshold for being able to
talk about the effectiveness of the drugs....

If the sufficient n-size for making such statements was above 10000, he
can't evaluate the drug effectiveness at all...

Why do you believe that these thresholds exist? They don't. There is no
magic threshold above which you can talk about the effectiveness of a drug
(or any estimated difference in proportions, like in this case), and below



which you can't.

Do you think scientists should make a *general judgement* about the
relative effectiveness of some drug vs another based on n size = 2?

Suppose you have a man that is throwing a die repeatedly in a casino.
You are wondering if the dice is fair or not. In the first throw, he scores
a six. You think: well, he had a 1/6 chance, let's see. In the second
throw, he scores another six. You think: 1/36, maybe he just got lucky. In
the third throw, he again scores a six: incredible luck!. He goes that way
for quite a long time. Now there are, I don't know, like 32 sixes in a row.
Eventually, you call the security of the casino.

There's tons of numerical patterns you'd find interesting, like
1-1-2-2-3-3, 1-2-3-4-5-6, 6-5-4-3-2-1 etc etc

The odds of fair dice hitting on *any* such "interesting" pattern are much
higher than they are of hitting on just one particular example of such a
pattern.

If you don't specify the particular pattern *in advance* to be impressed
by, its not so impressive.

-JM

--



From: Damián Gil <damiangil@gmail.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy
Date: August 5, 2017 at 6:46 AM

 Well. I've waited and you didn't reply. What a pity!

 I will write this, then I will let some time pass, in case someone wants
to answer, and I will unsuscribe. Let's say my degree of confidence in the
intellectual honesty of my contenders in the debate is diminishing,
because, for proponents of a philosophy called "The yes/no philosophy" they
haven't bothered to answer even yes or no, agree or not agree,  to 4 very
simple statements. This is intended to be my last message (or the
penultimate one), to provide my answers to the loose ends, just in case.

Thanks to all. At the beginning I was very frustrated. But in the end, it
has been quite fun.

2017-08-02 23:46 GMT+02:00 Justin Mallone <justinceo@gmail.com>:

On Aug 1, 2017, at 3:20 PM, Damián Gil <damiangil@gmail.com> wrote:

2017-08-01 19:29 GMT+02:00 Justin Mallone <justinceo@gmail.com>:

one can have a criticism of a sample size as being too low to draw
conclusions from about the effectiveness of some drug. But in that case,
it's too low to draw conclusions from! So you shouldn't use it to draw
conclusions...like if 100 subjects is too low to talk about drug
effectiveness, it's too low. Period. In such a case, 100 subject studies
might still be useful for some purposes (like maybe you want to make sure
the drug doesn't kill 50% of the people you give it to before you run the
10000 subject study...) But you can't use it to talk about relative drug
effectiveness.



Also, once you hit whatever the sufficient n-size is for being able to
talk about relative drug effectiveness (in light of our knowledge of
statistics), that's it, you've hit it. So say the sufficient n-size for
making statements was 500. So you can talk about relative drug
effectiveness if the size of the study was 500, or 501, or 10000, or 10001.

If the sufficient n-size for making such statements was higher than 100
but less than 10000 in the examples above, then the scientist should
confine his evaluations to drugs C and D, since he can't make statements
about A and B.

If the sufficient n-size for making such statements was 100 or below,
then, no, the scientist shouldn't talk in terms of greater confidence about
his judgment regarding C and D. He can talk about A relative to B and C
relative to D. But both studies are over the threshold for being able to
talk about the effectiveness of the drugs....

If the sufficient n-size for making such statements was above 10000, he
can't evaluate the drug effectiveness at all...

Why do you believe that these thresholds exist? They don't. There is no
magic threshold above which you can talk about the effectiveness of a drug
(or any estimated difference in proportions, like in this case), and below
which you can't.

Do you think scientists should make a *general judgement* about the
relative effectiveness of some drug vs another based on n size = 2?

My response: I'm not sure what the word "general" means there. But you can
be sure scientists could and would make a judgment about the relative
effectiveness of the drugs. Any rational being would do it. Only it would
be a very dubious judgment, a judgment made with a very low degree of
confidence, not useful to everyday purposes.

A randomized controlled trial with n=2 is quite an extreme example. I will
bring an extreme example of my own, not an everyday one. No disrespect



bring an extreme example of my own, not an everyday one. No disrespect
intended.

Your son is dying in a ICU of Mosul. His condition is critical. He could be
dead any minute now. And there are no medical staff at hand. They're
occupied in some far catastrophe. You have no time to search for more
information. You cannot make a bigger trial. You cannot surf the Internet.
The only information you have is this: 1) you heard some physicians say
that there is anecdotal and dubious evidence that both drug A and drug B
can cure the disease; and 2) you know the results of the trial, which are
these: in one arm, drug A cured the disease in the only patient; in the
other arm, (in the other patient) drug B didn't cure it. There are doses of
drug A and B in the room where your son is, complete with the instructions.
I will not state the obvious assumptions (like that you love your son, for
example, instead of hate him; let's get to the point). What would you do?

You and every other rational being would treat your son with drug A. The
reasoning behind that decision would be something like this: "I have to
decide with very little information. It's quite possible that drug B is
better. The results of a trial with n=2 are extremely dubious. But I
haven't got anything else. The anecdotal evidence physicians talked about
is symmetrical: it applies to both drugs. No help there. But I know drug A
cured at least one patient in the trial, and drug B didn't. I have to treat
my son with drug A, if I have no other alternative."
In reasoning that way, you would have made a judgment about the relative
effectiveness of the drugs. A very dubious one, but you would have made it.

What if the trial result was a draw? Then you shouldn't prefer one drug
over the other. You could well toss a coin. But you would also have made a
(very dubious) judgment about their relative effectiveness: it's the same.

Of course, in most normal scenarios, like a treatment for herpes of the
lips, doing a trial with n=2 would not get you published. You would not
become the author of the next World Health Organization recommendations
(maybe you intended the word "general" in that way). You would be ignored
or ridiculed. But all that is irrelevant because it depends on other
factors, in addition to the confidence in the trial results. If drug A was
a one-dose-pill and the disease was metastatic pancreatic cancer, you would
get published in Nature and would be on the news the day after. The
important thing is not what would you do with a low-n, very dubious trial,



but that even such a trial contains a bit of information. Low-n trials are
dubious; high-n trials are less dubious. The bigger the n, the bigger the
confidence in them, ceteris paribus. There is no magic threshold.

Suppose you have a man that is throwing a die repeatedly in a casino.
You are wondering if the dice is fair or not. In the first throw, he scores
a six. You think: well, he had a 1/6 chance, let's see. In the second
throw, he scores another six. You think: 1/36, maybe he just got lucky. In
the third throw, he again scores a six: incredible luck!. He goes that way
for quite a long time. Now there are, I don't know, like 32 sixes in a row.
Eventually, you call the security of the casino.

There's tons of numerical patterns you'd find interesting, like
1-1-2-2-3-3, 1-2-3-4-5-6, 6-5-4-3-2-1 etc etc

The odds of fair dice hitting on *any* such "interesting" pattern are much
higher than they are of hitting on just one particular example of such a
pattern.

If you don't specify the particular pattern *in advance* to be impressed
by, its not so impressive.

My response: All true, but totally irrelevant to our problem at hand. You
have a somewhat interesting confusion there. Let's destroy it.

If you are treating with sequences of results of multiple throws, and you
take the order of the numbers in the sequences into consideration, each
sequence is as probable as the others. In six throws, the sequence
6-6-6-6-6-6 is equiprobable to the sequence 2-5-1-6-2-4, which is
equiprobable to the sequence 1-2-3-4-5-6, which is equiprobable to any
other sequence. Sometimes, for example at the lottery, some people without
any education about probability see a sequence like 1-1-1-1-1-1 and think
"How funny and rare! It's very unusual". When in fact is as unusual as any
other sequence. They simply forget how many more non-funny sequences
haven't got their attention. As you say, in retrospect, those apparently
funny occasions are not impressive.

But in the casino mental experiment, and in a real casino, the important



thing is not the ordered sequence of numbers taken as a unit, as a series,
but **the total number of sixes, regardless of the order**. And then the
results are not equiprobable in the least. The probability of scoring
exactly one six *in whatever position in the sequence* in six throws is 40%
(that's the most probable outcome). The probability of scoring no sixes in
six throws is 33%. The probability of scoring four sixes is 0.8%. And the
probability of scoring exactly six sixes in six throws is 0.002% (see
"binomial distribution"). That last result is the most extreme possible,
the least likely, and for that reason, it's indeed interesting to the
casual observer. It's even more interesting to the casino security staff,
because the money the casino will pay depends on the total number of sixes,
not on their order in the sequence.

Another way to put it, simpler and more blunt, is that if you were in a
casino and met a man whose die scored 38 sixes out of 40 throws, in any
order, you could be pretty pretty sure that his die was not fair. You
wouldn't need to specify any pattern nor any other shit beforehand. The
probability of such an event is so quantum-level small that it's, for all
practical purposes, zero. Of course, it could be a fair die and a
once-in-a-universe stroke of luck, but there is another hypothesis that
would make the observed facts more probable, and it would be wiser to adopt
that hypothesis.

Another way to put it yet is that when people enter a casino, they indeed
have specified in advance, implicitly, which patterns are the most
interesting. The ones with more sixes, because they mean more money! Of
course, what they really should say is "The ones in which the relative
frequencies deviate more from their expected value", but you know, people
are just so excited and greedy...

Now to the objection of Elliot Temple:

You can then expose that judgment (about 75/100 people) to criticism and
decide YES or NO about it. You may decide to (tentatively, fallibly) accept
it as a fact. You could then refer to that fact in an idea about what
action to take, in a criticism, etc.

Yes you could. And I would not object. But in some moment you will have
to take the step. We (tentatively) know that *in the past*, out of millions
of visitors, 75% of people like this were cheaters". That's maybe



interesting, but the most interesting thing is if *this one in front of me*
is a cheater. You cannot be absolutely sure that he is, nor absolutely sure
that he isn´t. You have to make a guess based on previous knowledge. And
you can be very confident in that guess or not very confident. That's the
whole point. If instead of millions of previous similar visitors, you only
had data about twenty, you would be less confident on your judgment.

E. Temple: You shouldn't decide (1) "I know he is a cheater" or (2) "I know
he is not a cheater" when what you actually know is: (3) "I know he MIGHT
be a cheater because...". You should decide (3) rather than guessing (1) or
(2). Then decide what to do given your acknowledged situation of having
incomplete information. You need to look at what you do know and how you
can use it, rather than pretending you know something you don't.

My response:
Of course you shouldn't decide (1) or (2), because both are wrong. You
can't know (in the sense of being totally and metaphysically sure) if he is
a cheater or if he isn't.
But you shouldn't decide (3) either, or, at the very least, you shouldn't
decide ONLY (3), because it's trivial. It's always true. In (3) "I know he
MIGHT be a cheater because...", it really doesn´t matter what you put after
the "because". You will always know that he MIGHT be a cheater, because
everyone MIGHT be a cheater. It derives necessarily from the falsehood of
(1) and (2). Not very useful to anyone.

You would have me believe that probability is just a quantity that you
mention in an idea, and your mental process would be:

-you see 2 sixes in a row, and you think "He might be a cheater, because he
has scored two sixes, and the probability of that is 0.0277
-you see 5 sixes in a row, and you think "He might be a cheater, because he
has scored five sixes, and the probability of that is 0.000128
-you see 10 sixes in a row, and you think "He might be a cheater, because
he has scored ten sixes, and the probability of that is < 0.000001
-you see 100 hundred sixes, and you think "He might be a cheater, because
he has scored 100 sixes, and the probability of that is [my binomial
calculator crashed]

That's not a faithful description of what you would think. You wouldn't
stand there without changing your idea. While you saw how he scored more

and more sixes, something would gradually change inside you. And that



and more sixes, something would gradually change inside you. And that
something is the degree of confidence in the idea "He is cheating".

What you SHOULD decide is something like:

(4) Now I`m 90% sure that he is a cheater.

or, equivalently

(5) My last calculation of the posterior odds ratio of cheating vs
non-cheating is 9:1

or, equivalently

(6) I'm 90% sure of the idea "He is a cheater".

or, equivalently,

(7) From my point of view, the probability of the idea "He is a cheater"
being true is 90%.

or, similarly

(8) I'm pretty damn sure this bastard's a cheater

Statement 8 is a vague and imprecise way of saying the same thing that
statements 4 through 7 state more precisely. But, as I said before,
statements about degree of confidence or probability can be vague or
precise. That's not the point. The point is that they are all meaningful
and non-trivial. It's not absurd or wrong to talk about them. And most of
human beings, who haven't heard anything about the yes/no philosophy, make
them continuously as they cope through every day (and they are right to do
so).

Damián Gil
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From: Elliot Temple <curi@curi.us>
Cc: FIGG <fallible-ideas@googlegroups.com>, FI <fallible-
ideas@yahoogroups.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy
Date: August 5, 2017 at 1:50 PM

On Aug 5, 2017, at 3:46 AM, Damián Gil <damiangil@gmail.com> wrote:

 Well. I've waited and you didn't reply. What a pity!

 I will write this, then I will let some time pass, in case someone wants to 
answer, and I will unsuscribe. Let's say my degree of confidence in the 
intellectual honesty of my contenders in the debate is diminishing, because, for 
proponents of a philosophy called "The yes/no philosophy" they haven't 
bothered to answer even yes or no, agree or not agree,  to 4 very simple 
statements. This is intended to be my last message (or the penultimate one), to 
provide my answers to the loose ends, just in case.

Thanks to all. At the beginning I was very frustrated. But in the end, it has been 
quite fun.

It’s not my job to answer all your questions. What’s in it for me? You didn’t tell me 
the benefit to me. I replied to you a few times but not everything you said 
interested me, so I didn’t reply every time.

If you want to learn, there are plenty of ways you could proceed, e.g. by sharing 
detailed criticism of any of my or David’s published writing (using quotes and 
cites), or by trying to learn to understand those writings and asking learning-
oriented questions. You apparently disagree about induction and parenting, so 
there’s plenty of topical options to discuss if you were interested in learning about 
our views and responding.

If you want to debate -- I wrote several on topic replies to you about the issues I 
thought were substantive and interesting. But I didn’t want to engage with your 
meta discussion. I was interesting in issues about probability, but not interested in 
getting into a debate about who’s replies didn’t count as real replies to who. I tried 
to write only replies which would be of interest to other people besides you 
(Damian), rather than replies everyone else would find boring – that’s a good way 
to judge if something is about an important topic or getting too personal.



I will be much more responsive in debate if you do things like quote a passage 
from BoI or one of my websites and write critical commentary. But not if your 
posts stop being about philosophy issues and start being about who said what. 
One technique you could use is you could re-ask some questions while adding an 
explanation of why they are important, rather than while adding personal 
demands.

Let me warn you that I’ve read a lot and already debated a lot of issues. You may 
have a difficult time offering novel challenges and criticisms. In that case, I will 
sometimes want to refer you to some material on the matter that already exists, 
rather than write something new. And if you only want to learn from (or debate) 
fresh writing by me personally, then we may get stuck, since I have lots of other 
things to do. If you’re willing to read books, learn from things written in the past, 
reply to 10 year old blog posts, etc, then that will work a lot better.

And if you want more discussion instead of quiet, you’re welcome to join FI list 
where more topics are started by other people, so you’ll have plenty of choices 
for things to reply to. FI list was created by merging BoI list with a couple others 
like TCS list (David’s parenting philosophy).

https://groups.yahoo.com/neo/groups/fallible-ideas/info

If you come, please try to bring a ton of patience and tolerance. That’ll be really 
helpful because talking with people who disagree about a lot of stuff isn’t going to 
go super smoothly. There will be misunderstandings and difficulties that could be 
dealt with *if* people have positive attitudes, want to solve the conversational 
problems, don’t get upset, etc.

Elliot Temple
www.curi.us

From: Justin Mallone <justinceo@gmail.com>

https://groups.yahoo.com/neo/groups/fallible-ideas/info


From: Justin Mallone <justinceo@gmail.com>
Cc: FIGG <fallible-ideas@googlegroups.com>, Elliot Temple curi@curi.us 
[fallible-ideas] <fallible-ideas@yahoogroups.com>
Subject: Re: [FI] [BoI] Yes or No Philosophy
Date: August 6, 2017 at 7:46 AM

On Aug 3, 2017, at 3:29 AM, Damián Gil <damiangil@gmail.com> wrote:

In my previous mail, I demanded clarification about if you agree with some 
statements or not. I said I would not reply anyone who didn't clarify. I don't like to 
chase people in circles in what supposedly is an honest debate.

Elliot Temple and Justin Malone have replied to me, but neither of them has said 
if they agree with the statements or not. Maybe they missed my petiton of 
clarification. You only have to say "agree", "disagree" or "neither, because it's 
meaningless". It's not so difficult. When you have clarified your position, I will 
reply to your objections.

3. There is no magic threshold. The more sixes in a row, the higher the 
confidence in his cheating. That's it. It's invalid to deduce "if he throws more 
than [arbitrary threshold] sixes, then he is cheating. If not, he is innocent". There 
is no such threshold.

I don't think your proposed mode of discussion is good. I don't think demanding 
one of three particular, short replies makes sense. Discussions where there's 
significant disagreement need more explanation than that. This magic threshold 
point is a good example why.

I didn’t say there was a magic threshold…

I said in light of all our relevant knowledge, including of e.g. statistics, there’s an 
n-size above which we don’t have a crit of using the study to form judgments, and 
below which we do.

You want "agree", "disagree" or "neither, because it's meaningless".

If you insist, I guess I "agree" there's no magic threshold, but I "disagree" that a 
magic threshold is what I was talking about ;p



Magic threshold sounds to me like some out-of-context Correct Number.

like “oh you had more than the Holy Number of 42 of the Sample Things in your 
Study Thing? Okay it’s Officially Statistical® then! Have confidence!”

-JM



From: Elliot Temple <curi@curi.us>
Cc: damiangil@gmail.com
Subject: Re: [BoI] Yes or No Philosophy
Date: August 13, 2017 at 7:45 PM

Damian Gil said he’d wait for answers. I answered him promptly. Then, silence. 
What’s going on? Why did he say he’d wait for answers before ceasing 
discussion if he wasn’t actually going to do that? Seems dishonest. My guess is 
he already didn’t want to discuss when he said he’d await answers, and he was 
just pretending to be more open to continuing discussion/thinking/truth-
seeking/etc than he was in order to pretend to be more rational than he is.

On Aug 5, 2017, at 10:50 AM, Elliot Temple <curi@curi.us> wrote:

On Aug 5, 2017, at 3:46 AM, Damián Gil <damiangil@gmail.com> wrote:

Well. I've waited and you didn't reply. What a pity!

I will write this, then I will let some time pass, in case someone wants to 
answer, and I will unsuscribe. Let's say my degree of confidence in the 
intellectual honesty of my contenders in the debate is diminishing, because, for 
proponents of a philosophy called "The yes/no philosophy" they haven't 
bothered to answer even yes or no, agree or not agree,  to 4 very simple 
statements. This is intended to be my last message (or the penultimate one), 
to provide my answers to the loose ends, just in case.

Thanks to all. At the beginning I was very frustrated. But in the end, it has been 
quite fun.

It’s not my job to answer all your questions. What’s in it for me? You didn’t tell 
me the benefit to me. I replied to you a few times but not everything you said 
interested me, so I didn’t reply every time.

If you want to learn, there are plenty of ways you could proceed, e.g. by sharing 
detailed criticism of any of my or David’s published writing (using quotes and 
cites), or by trying to learn to understand those writings and asking learning-
oriented questions. You apparently disagree about induction and parenting, so 



there’s plenty of topical options to discuss if you were interested in learning 
about our views and responding.

If you want to debate -- I wrote several on topic replies to you about the issues I 
thought were substantive and interesting. But I didn’t want to engage with your 
meta discussion. I was interesting in issues about probability, but not interested 
in getting into a debate about who’s replies didn’t count as real replies to who. I 
tried to write only replies which would be of interest to other people besides you 
(Damian), rather than replies everyone else would find boring – that’s a good 
way to judge if something is about an important topic or getting too personal.

I will be much more responsive in debate if you do things like quote a passage 
from BoI or one of my websites and write critical commentary. But not if your 
posts stop being about philosophy issues and start being about who said what. 
One technique you could use is you could re-ask some questions while adding 
an explanation of why they are important, rather than while adding personal 
demands.

Let me warn you that I’ve read a lot and already debated a lot of issues. You 
may have a difficult time offering novel challenges and criticisms. In that case, I 
will sometimes want to refer you to some material on the matter that already 
exists, rather than write something new. And if you only want to learn from (or 
debate) fresh writing by me personally, then we may get stuck, since I have lots 
of other things to do. If you’re willing to read books, learn from things written in 
the past, reply to 10 year old blog posts, etc, then that will work a lot better.

And if you want more discussion instead of quiet, you’re welcome to join FI list 
where more topics are started by other people, so you’ll have plenty of choices 
for things to reply to. FI list was created by merging BoI list with a couple others 
like TCS list (David’s parenting philosophy).

https://groups.yahoo.com/neo/groups/fallible-ideas/info

If you come, please try to bring a ton of patience and tolerance. That’ll be really 
helpful because talking with people who disagree about a lot of stuff isn’t going 
to go super smoothly. There will be misunderstandings and difficulties that could 
be dealt with *if* people have positive attitudes, want to solve the conversational 
problems, don’t get upset, etc.

Elliot Temple

https://groups.yahoo.com/neo/groups/fallible-ideas/info
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www.curi.us

Elliot Temple
www.curi.us


	2011
	2012
	2013
	2014
	2015
	2016
	2017



